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The Tracy-Widom distribution is used to determine the false alarm rate of information theoretic methods that statistically estimate the number of sources in a multichannel receiver input. The Tracy-Widom distribution is the limiting distribution for the largest eigenvalue of a covariance matrix having a central white Wishart distribution. Such covariance matrices are produced by the output of multi-channel receivers whose signals can be characterized as zero-mean Gaussian processes. The Tracy-Widom distribution is used to estimate the false alarm rate of the Akaike Information Criterion and Minimum Description Length methods when no external sources are present. The Tracy-Widom distribution along with the eigenvalue inclusion principle is used to obtain an upper bound on the false alarm rate of the Akaike Information Criterion and Minimum Description Length when one external source is present. Monte-Carlo simulations were performed to demonstrate the effectiveness of both methods for cases where both the array and data sample sizes are small.
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1. Introduction

The performance of information-theoretic-based methods for model selection is difficult to analyze for small sample sizes. Such a performance analysis is necessary because these methods are based on asymptotic approximations which are invalid for small samples [1]. In signal processing applications, scenarios occur when small sample sizes may be necessary or desirable to use (e.g., smart antennas signal processing for moving platforms). In this paper, we introduce a new method to evaluate the small sample performance of two information-theoretic-based methods commonly used in signal processing for a specific type of model selection: estimating the number of directional sources from the output signal of an array.

In this paper, we will analyze the small sample performance of the Akaike Information Criterion (AIC) [2, 3] and the Minimum Description Length (MDL) [4, 5], two commonly used information-theoretic approaches for source enumeration [6]. Because the focus of this paper is the small sample performance of information-theoretic methods for source enumeration, rather than determining which method for source enumeration is best, we will not consider other methods for source enumeration that exist [7, 8] in our analysis. Early analyses show that for large sample sizes, the MDL is a consistent estimator for the number of sources, while the AIC tends to overestimate the number of sources [9]. Subsequent performance analyses for arbitrary sample sizes, however, have either relied on the use of large array sizes [10], large sample sizes [10, 11], computationally expensive Monte-Carlo simulations [12], or involved the use of quantities which are difficult to evaluate numerically [13]. In this paper, we introduce a method to estimate the false-alarm rate (FAR) for the AIC and MDL. The contribution of our approach is that it can be used for arbitrary array and data sizes and is simple and computationally inexpensive to use, thereby making it practical for use in real-time applications.

Our approach is based on a recent development in random matrix theory known as the Tracy-Widom (TW) Law. The TW law states that the largest eigenvalue of a covariance matrix having a central white Wishart distribution converges to a limiting distribution known as the TW distribution [14]. Such covariance matrices occur in array signal processing applications where the output signal of a multi-channel receiver can be modeled as the sum of i.i.d.
zero-mean Gaussian processes. It will be shown that the utility of the TW distribution derives from two important properties it possesses. First, the TW distribution transforms the largest eigenvalue into a standardized random variable whose distribution is independent of the array and sample size [15, 16]. Given K array elements, from which N samples are collected, the largest eigenvalue of the sample covariance matrix, \( \lambda_1 \), can be used to construct the standardized test statistic \( z = (\lambda_1 - \mu_{K,N})/\sigma_{K,N} \). Although \( \mu_{K,N} \) and \( \sigma_{K,N} \) are functions of \( N \) and \( K \), the TW distribution of the standardized random variable, \( z \), is the same for all values of \( K \) and \( N \). Thus, regardless of the array size or the number of samples, the P-value of \( z \) can be determined from a single table for the values of the TW cumulative distribution function (CDF) just like the standard normal distribution. Second, the TW distribution is applicable over virtually any size of array and input sample size (despite the fact that the TW was originally derived as the distribution for \( \lambda_1 \) in the limit of both \( K \) and \( N \) going to infinity) [16]. This marks an important distinction between the TW distribution and the distributions for the largest eigenvalue derived from previous studies. The exact distribution of the largest sample eigenvalue has been derived for arbitrary array sizes but is only valid in the limit of large sample sizes [17]. A later attempt to derive an approximation to the exact distribution valid for finite sample sizes required the use of expressions that are difficult and computationally expensive to evaluate numerically [18]. Although an exact distribution for the largest eigenvalue for any sample and array size exists, it is difficult to numerically evaluate efficiently [19]. In the case of [18, 19], the evaluation of their distributions requires computing the ratio of an incomplete Gamma function and a complete Gamma function, whose arguments are both on the order of the sample size. Attempts to obtain reliable approximations to these ratios are cumbersome, complicated, and require the use of look-up tables [18]. On the other hand, it will be demonstrated that the TW distribution is simple, straightforward to use, and agrees well with the right-hand tail of the distribution for the largest eigenvalue of the sample covariance matrix for array sizes from \( K = 3 \) to \( K = 9 \) and with sample sizes that range from the minimum number of samples required to estimate the covariance matrix well (which is \( \text{max}(3^K, 2^K K - 3) \) [20]) up to \( 20^K \).

The outline of the paper will be as follows. In Section 2, we present the TW distribution and compare its distributional behavior to that of the largest eigenvalue from sample covariance matrices for small array and data sample sizes. In Section 3, the AIC and MDL will be derived under the condition that the variance in the input noise is known. In Section 4, the TW law is used to estimate the FAR for the AIC and MDL when there is no external source and when there is only one external source present, respectively. In Section 5, we summarize the results of the paper.

### 2. The Tracy–Widom Law

The TW law states that a standardized form of the largest eigenvalue for a covariance matrix having a central white Wishart distribution approaches a unique limiting distribution. Consider \( N \) random vectors with \( K \) components, \( X_n \), with multivariate normal distribution \( X_n \overset{iid}{\sim} N(0, \sigma^2 I_K) \) for \( n = 1, \ldots, N \), where \( \sigma^2 \) denotes the noise variance and \( I_K \) is the \( K \) by \( K \) identity matrix. Following the notation of Dyson [21], \( \beta = 1 \) and \( \beta = 2 \) indicate the real and complex normal distributions, respectively. The sample covariance matrix, \( \hat{R} \), is constructed from the data samples (from which their mean has been subtracted) using \( \hat{R} = (1/N) \sum_{n=1}^{N} X_n X_n^H \), where superscript \( H \) denotes conjugate transpose.

The eigenvalues of \( \hat{R} \), called the sample eigenvalues, are determined and ranked according to their magnitude such that \( \hat{\lambda}_1 \geq \cdots \geq \hat{\lambda}_K \). Under these conditions, the TW law states that:

\[
z \overset{\text{def}}{=} \frac{\hat{\lambda}_1 - \mu_{K,N}}{\sigma_{K,N}} \overset{\text{d}}{\sim} F_\beta \quad \text{as} \quad N \to \infty \quad \epsilon \equiv 0 < \epsilon < 1, \quad (1)
\]

where

\[
\mu_{K,N} = \left( \sqrt{K + \sqrt{N - 2 + \beta}} \right)^2 / N,
\]

\[
\sigma_{K,N} = \left( \sqrt{K + \sqrt{N - 2 + \beta}} \right) \left[ \frac{1}{\sqrt{K}} + \frac{1}{\sqrt{N - 2 + \beta}} \right]^{1/3}, \quad (2)
\]

and \( F_\beta \) is the TW CDF, shown in Figure 1. \( F_\beta \) must be computed numerically, and its values have been tabulated to four significant digits for \( z \) values in increments of 0.01 [22]. A complete published table for both \( F_1 \) and \( F_2 \) is available [23] and a downloadable copy of these files is also available on the MatLab Central website (see http://www.mathworks.com/matlabcentral/fileexchange/24590). In this sense, the TW distribution works the same way as the standard normal distribution, which also must be numerically computed and requires a single look-up table for its use. Since only complex covariance matrices will be considered in our analysis, \( F_2 \) will be used exclusively from this point on.

Figure 2 plots the difference between \( F_2 \) and the empirical cumulative distribution functions (ECDF) with respect to \( z \) for \( K = 2, 3, 5, 7, \) and 9. The ECDF for each \( K \) was generated from one million Monte-Carlo simulations, using \( N = 3K \) random samples on each trial. Based on this figure, we observe the following four important relationships between the TW distribution and the distribution for the largest sample noise eigenvalue.

Observation 1. The TW distribution provides a good approximation to the right-hand tails of the largest eigenvalue’s distribution function even when \( K \) and \( N \) are small.

Figure 2 shows that the agreement between the ECDFs and the TW CDF is good in the right-hand tail of the distributions. Around \( z = -1.0 \) (which according to Figure 1 is slightly above the 80% level of the CDF), all the ECDFs cross \( F_2 \). For \( z > -1 \), the difference between the ECDFs and
level for $F$ distributions are in good agreement past $z_K$. The TW distribution is less than 1% for all values of $K$.

**Figure 1:** The cumulative distribution functions of the TW distributions for real and complex white Wishart covariance matrices as a function of the standardized random variable $z$ given in (1).
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**Figure 2:** The difference in $F_2$, the TW CDF, and the empirical CDFs of $z$ for various values of $K$ using $N = 3K$. The two classes of distributions are in good agreement past $z = -1$, the 80th percentile level for $F_2$.
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| $F_2$ CDF (in %) | ECDF Values (%) for $N/K = 3$ |
|-----------------|---------------------------------|
|                 | $K = 2$ | $K = 3$ | $K = 5$ | $K = 7$ | $K = 9$ | $2\sigma$ SE (in %) |
| 90              | 90.97   | 90.74   | 90.54   | 90.41   | 90.035  | ±0.06 |
| 95              | 95.85   | 95.65   | 95.46   | 95.35   | 95.25   | ±0.04 |
| 99              | 99.23   | 99.18   | 99.11   | 99.07   | 99.05   | ±0.02 |

binomial sampling, $SE = \sqrt{p(1-p)N_{SIMS}}$, where $p$ is the true CDF value, and the number of simulations $N_{SIMS} = 10^8$. Despite the agreement between the values of the TW CDF and the ECDFs, the difference between them typically exceeds 2 SE units, and is therefore statistically significant.

**Observation 2.** The distribution for the standardized largest sample noise eigenvalue is stochastically less than the TW distribution.

Figure 2 shows that for $z > -1$, the sign of the difference in the CDFs is always negative. An important consequence of this observation is $P(z \geq Z \mid z = (\lambda_1 - \mu_{K,N})/\sigma_{K,N}) \geq P(z \geq Z \sim F_2)$ for all $Z > -1$. Thus, we see that if the TW distribution is used to approximate the true distribution for the largest sample noise eigenvalue, it will always overestimate the probabilities of events in the right-hand tail of the distribution.

**Observation 3.** As $K$ increases, while $K/N$ is held constant, the normalized largest sample noise eigenvalue’s distribution functions approach the TW distribution.

This observation is a direct consequence of (1). Figure 2 illustrates this fact since the ratio of $N/K$ is fixed at 3 for all of the ECDF curves. Figure 2, along with Table 1, shows that not only does the convergence occur as $K$ increases, but that it is relatively rapid.

**Observation 4.** The agreement between the TW and standardized largest noise eigenvalue’s distribution generally improves as the $P$-value decreases (for $P$-values < 10%).

The agreement between the TW CDF and the ECDFs shows a general uniform improvement for $z > -0.5$, which is a fraction of a percentile past the 90% CDF value for $F_2$.

The relationship between the TW distribution and the limiting distribution of the standardized sample eigenvalue in the limit as $N$ goes to infinity (while $K$ is held fixed) is difficult to determine. Technically, they are not required to converge, since the hypothesis required for the TW law to hold, that the ratio of $K/N$ to converge to a positive number less than one, is not satisfied. It is known that as $K$ is held fixed and $N$ increases, the maximum eigenvalue converges to unity (almost surely), so that the distribution of the maximum eigenvalue becomes degenerate in the limit of $N \to \infty$ [24]. This fact, however, is of no apparent use in trying to understand the limiting distribution of the standardized sample eigenvalue, because although the support for the distribution of the quantity $\hat{\lambda}_1 - \mu_{K,N}$ clearly

the TW distribution is less than 1% for all values of $K$. A more quantitative look at the agreement between the right-hand tail of the TW distribution with that of the ECDFs is shown in Table 1. The CDF for the standardized form of the largest sample eigenvalue was estimated at three $z$ values corresponding to the CDF values for the TW distribution at 90%, 95%, and 99%. The ECDF values were determined for 5 different array sizes ($K = 2, 3, 5, 7,$ and 9) with $N = 3K$. The last column gives an estimate for twice the standard error (SE) of the ECDF values based on that obtained from
Figure 3: The ECDF values at the 90% level for $F_2$ are computed as a function of the number of data samples for three different array sizes. The dashed lines give a bounds of $\pm 1\sigma$ about the mean.

3. Information-Theoretic Criterion

3.1. Preliminaries. The AIC and MDL are used in likelihood estimation problems when the number of parameters in a statistical model is not fixed. Although they are derived in different ways, both provide a measure of how well members from a family of distributions agree with some true distribution [3, 5]. In both cases, the chosen model is that which minimizes an information theoretic criterion, which for our purpose can be expressed in the generic form:

$$\text{IC} = -\ln \left[ f \left( \mathbf{X} \mid \mathbf{\hat{\theta}} \right) \right] + \gamma_{\text{IC}} \eta,$$

where $f$ is the probability density function of the model distribution, $\mathbf{X}$ denotes a given random sample, $\mathbf{\hat{\theta}}$ is the vector of the maximum likelihood estimates (MLEs) for the model parameters, $\eta$ is the number of degrees of freedom in the model, and $\gamma_{\text{IC}}$ is a parameter dependent on which IC method is used. For the AIC, $\gamma_{\text{IC}} = 1$, while $\gamma_{\text{IC}} = \ln(N)/2$ for the MDL.

The AIC and MDL can be used to estimate the number of sources in a multichannel signal [6]. The exact implementation of the method depends on the signal structure of the sources, channel noise, and array configuration considered [25]. For simplicity, we will consider a uniform linear array of $K$ ideal isotropic elements. We adopt the statistical signal model used in [6]:

$$\mathbf{X}(n) = \sum_{m=1}^{M} \mathbf{A}(\theta_m) \mathbf{S}_m(n) + \mathbf{\varepsilon}_n \quad \text{for} \quad n = 1, \ldots, N. \quad (4)$$

In this model, there are a total of $M$ sources (where $M \leq K$). The $n$th sample of the signal from the $m$th source, $\mathbf{S}_m(n)$, is a stationary, complex random process having the distribution $\mathcal{N}_2(0, \sigma_m^2)$. In our analysis, the signals used will have the form $\mathbf{S}_m(n) = \exp \{ j(\omega t_n + \phi_m(n)) \}$, where the phase at each time sample is a random variable such that $\phi_m(n) \overset{\text{i.i.d.}}{\sim} \text{Unif}(0, 2\pi)$. The $K \times 1$ complex vector, $\mathbf{A}(\theta_m)$, is the array steering vector for the $m$th source whose angle of arrival is $\theta_m$. We assume that the collection of vectors, $\{\mathbf{A}(\theta_m)\}_{m=1}^{M}$, are linearly independent. The random channel noise at the $n$th sample is modeled as the complex random vector $\varepsilon_n \overset{\text{i.i.d.}}{\sim} \mathcal{N}_2(0, \sigma^2 \mathbf{I}_K)$. We shall assume $\sigma^2$ is known (since it can be estimated from an analysis of the receiver’s signal in the absence of any sources) and for the remainder of the analysis, we will set $\sigma^2 = 1$.

3.2. AIC and MDL Derivation (Known Noise Variance). This subsection derives the explicit form of the AIC and MDL IC under the assumption that the noise variance is known.

The MLE for the model parameters given $M$ sources must first be determined. Our starting point is the general form for the log-likelihood function of the signal model given in the last section [9]:

$$L|_M = -N \ln[\text{Trace} \left( R|_M^{-1} \hat{R} \right)] - N \ln[\text{Det}(R|_M)] - NK \ln \pi,$$

where $R|_M$ is the population covariance matrix for the $M$ source model, and $\hat{R}$ is the sample covariance matrix. The quantities associated with sample covariance matrix, maximum likelihood estimates, and population covariance matrix will be denoted with hats, tildes, and no markings, respectively.

The eigenstructure of the population covariance matrix for a collection of $M$ narrowband, uncorrelated sources can be expressed as the direct sum of two subspaces, the signal subspace and noise subspace. The signal subspace has dimension $M$. It has $M$ distinct population eigenvalues greater than unity, which shall be ordered such that $\lambda_1 > \cdots > \lambda_M$. Its orthogonal complement, the noise subspace, has dimension $K - M$, and its population eigenvalues are all unity. Hence, the inverse of the population covariance matrix under this model, $(R|_M)^{-1}$, can be expressed in spectral form as

$$(R|_M)^{-1} = \sum_{m=1}^{M} \frac{1}{\lambda_m} \mathbf{u}_m \mathbf{u}_m^H + \sum_{k=M+1}^{K} \mathbf{u}_k \mathbf{u}_k^H. \quad (6)$$
Substituting (6) into (5), using the cyclic permutation property of the trace operator, and dropping the constant term, we obtain

\[ L|_M = -N \left\{ \sum_{m=1}^{M} \frac{1}{\lambda_m} \hat{u}_m^H \hat{R} u_m + \sum_{k=M+1}^{K} u_k^H \hat{R} u_k \right\} - N \sum_{m=1}^{M} \ln(\lambda_m). \]  

(7)

The MLE estimates the eigenvalues and eigenvectors of the signal subspace. They are found by maximizing the likelihood function subject to the constraint that the signal eigenvalues are greater than or equal to one and the signal eigenvectors be orthonormal. The details of the solution to this problem can be found elsewhere [26]. The MLEs for the eigenvectors are found to be the eigenvectors of \( \hat{R} \), and the MLEs for the eigenvalues are \( \hat{\lambda}_m = \text{Max} [\hat{\lambda}_m, 1] \) for \( m = 1, \ldots, M \). This solution produces the maximum log-likelihood function:

\[ \tilde{L}|_M = -N \left\{ \sum_{m=1}^{M} \left( \frac{\hat{\lambda}_m}{\hat{\lambda}_m} + \ln(\hat{\lambda}_m) - \hat{\lambda}_m \right) + \sum_{k=1}^{K} \hat{\lambda}_k \right\}. \]  

(8)

The last term needed to determine the form of the AIC is the number of free parameters. Since our model consists of \( M \) eigenvalues (which are real scalars) and \( M \) eigenvectors (which have \( K \) complex components), it follows that the total number of parameters in our model is \( M + 2KM \). The \( 2KM \) components of the signal eigenvectors, however, are not all independent of each other. In fact, there are a total of \( M^2 \) constraint equations that they must satisfy: \( M \) of these equations come from the constraint that the eigenvectors have unit length, while the \( M(M-1) \) remaining equations come from the orthogonality constraint. The number of parameters required to characterize \( M \) orthonormal vectors embedded in \( \mathbb{C}^K \) is a known result in algebraic geometry. The parameter space of these vectors forms a manifold, known as the complex Stiefel manifold, which has been proven to have dimension \( M(2K-M) \) [27]. This result implies that the total number of free parameters in our model is

\[ \eta(M) = M + 2KM - M^2 = M[(2K+1) - M]. \]  

(9)

This result corrects a previous error in the literature, in which it is stated without proof that the total number of free parameters (for the eigenvalues and eigenvectors) is \( M(2K-M) \) [9].

It follows from (3), (8), and (9), that the IC for our model can be expressed in the following form:

\[ \text{IC} = N \left\{ \sum_{m=1}^{M} \left( \frac{\hat{\lambda}_m}{\hat{\lambda}_m} + \ln(\hat{\lambda}_m) - \hat{\lambda}_m \right) + \sum_{k=1}^{K} \hat{\lambda}_k \right\} \]  

\[ - \gamma_{IC} \left[ M^2 - 2M \left( K + \frac{1}{2} \right) \right]. \]  

(10)

It is convenient to represent the expression on the right hand side of (10) as a function of \( M \):

\[ \Gamma(M) \overset{\text{def}}{=} \sum_{m=1}^{M} \left( \frac{\hat{\lambda}_m}{\hat{\lambda}_m} + \ln(\hat{\lambda}_m) - \hat{\lambda}_m \right) + \sum_{k=1}^{K} \hat{\lambda}_k \]  

\[ - \frac{\gamma_{IC}}{N} \left[ (K + 1) - M^2 \right]. \]  

(11)

A second quantity which will be useful in the next section is the difference between \( \Gamma(M+1) \) and \( \Gamma(M) \):

\[ \Delta \Gamma(M) \overset{\text{def}}{=} \Gamma(M+1) - \Gamma(M) = \left[ \frac{\hat{\lambda}_{M+1}}{\hat{\lambda}_{M+1}} + \ln(\hat{\lambda}_{M+1}) \right] \]  

\[ - \hat{\lambda}_{M+1} + \gamma_{IC} \frac{2(K - M)}{N}. \]  

(12)

4. The IC False Alarm Rate

4.1. False Alarm Rate Approximation. The FAR is a measure by which the number of sources is overestimated. It is defined as the probability that the number of estimated sources is greater than the true number of sources. In general, the FAR will be a function of the number of sources present, and can therefore be computed as the sum of the conditional probabilities of the disjoint events:

\[ P_{FA}(M) = \sum_{\hat{M}=M+1}^{K} P(\hat{M} \mid M), \]  

(13)

where \( P(\hat{M} \mid M) \) denotes the probability that the IC estimates \( \hat{M} \) sources are present, given that \( M \) sources are present.

It is reasonable to assume that the estimated number of sources has some distribution about \( M \), and that the leading contribution to the FAR for \( M \) sources should be at \( \hat{M} = M+1 \). In fact, it has been found that when \( K > 2 \) and \( M = \{0,1\} \), to a good approximation [28]:

\[ P_{FA}(M) \approx P(\hat{M} = M + 1 \mid M), \]  

(14)

thereby reducing the determination of the FAR to estimating the probability of a single event.

As a final observation, we note that the probability of the event on the RHS of (14) is less than the true FAR. This might lead one to think that the probabilities for the event on the RHS of (14) is less than the true FAR. It is reasonable to assume that the estimated number of sources has some distribution about \( M \), and that the leading contribution to the FAR for \( M \) sources should be at \( \hat{M} = M+1 \). In fact, it has been found that when \( K > 2 \) and \( M = \{0,1\} \), to a good approximation [28]:

\[ P_{FA}(M) \approx P(\hat{M} = M + 1 \mid M), \]  

(14)

thereby reducing the determination of the FAR to estimating the probability of a single event.
4.2. Estimation of the IC FAR for $M = 0$. Using the approximation from the previous section for the case when $M = 0$ makes it necessary to only consider the contribution of the event $\hat{M} = 1$ to the FAR. Since the estimate for the number of sources minimizes the IC, it follows that the approximation for the FAR can be rewritten as

$$P_{\text{FA}}(0) \approx P(\Gamma(1) < \Gamma(0) \mid 0).$$

(15)

The event on the right-hand side of (15) is $\Delta \Gamma(0) < 0$, which using (13) is given by

$$P_{\text{FA}}(0) \approx P\left(\frac{\hat{\lambda}_1}{\lambda_1} + \ln(\hat{\lambda}_1) - \hat{\lambda}_1 + \frac{2K\gamma}{N} < 0\right),$$

(16)

where $\tilde{\lambda}_1 = \text{Max}[\hat{\lambda}_1, 1]$. The MLE for the largest eigenvalue has two possible cases: $\tilde{\lambda}_1 \leq 1$, and $\tilde{\lambda}_1 > 1$. For $\tilde{\lambda}_1 \leq 1$, (16) reduces to $P_{\text{FA}}(0) \approx P(2\gamma K/N < 0)$, which is not possible. This result is not surprising, since the decision that $\hat{M} = 1$ when the largest eigenvalue was less than one would be equivalent to deciding a source was present when its signal eigenvalue was less than one. Hence, when $M = 0$, the only case that needs to be considered is $\tilde{\lambda}_1 > 1$, for which the FAR reduces to

$$P_{\text{FA}}(0) \approx P\left(1 + \ln(\tilde{\lambda}_1) - \tilde{\lambda}_1 + \frac{2K\gamma}{N} < 0\right).$$

(17)

The function $g_1(\tilde{\lambda}_1) = 1 + \ln(\tilde{\lambda}_1) - \tilde{\lambda}_1 + 2K\gamma/N$ is positive at $\tilde{\lambda}_1 = 1$ and monotonically decreases for $\tilde{\lambda}_1 > 1$. Thus, $g_1$ has exactly one zero for $\tilde{\lambda}_1 > 1$, which can easily be found numerically. Denoting the zero of $g_1$ by $\Lambda_1$, (17) can be written as

$$P_{\text{FA}}(0) \approx P\left(\tilde{\lambda}_1 > \Lambda_1\right).$$

(18)

The probability on the right-hand side of (18) can be evaluated by rewriting it as

$$P_{\text{FA}}(0) \approx P\left(\frac{\tilde{\lambda}_1 - \mu_{K,N}}{\sigma_{K,N}} > \frac{\Lambda_1 - \mu_{K,N}}{\sigma_{K,N}}\right).$$

(19)

Approximation of the test statistic’s distribution by the TW distribution is reasonable if the FAR is less than 20%. Thus, assuming that the FAR is less than 20%, and using the TW distribution as an approximation to the true test statistic give the approximation to the FAR when $M = 0$ as

$$P_{\text{FA}}(0) \approx 1 - F_2\left(\frac{\Lambda_{\text{Crit}} - \mu_{K,N}}{\sigma_{K,N}}\right).$$

(20)

The accuracy of this method is tested using simulation. A comparison of the approximate FARs obtained from (20) with the FARs obtained from simulation for the AIC and MDL are shown in Figures 4(a) and 4(b), respectively. The FARs for two different array sizes as a function of $N$ are analyzed in both figures. Smaller values of $K$ are used for the MDL due to the fact that the FARs for $K > 6$ are less than 1/100 of 1%, which is too small to be computed reliably with the TW distribution used in our analysis. A smaller range for $N$ is also used for the MDL, as it is found to converge to zero very rapidly. For each value of $K$ and $N$, $10^6$ Monte-Carlo simulations were run using complex white noise. The covariance matrix and its eigenvalues are computed and substituted into (10) to determine the number of sources that minimize the IC. The percentage of these runs for which $\hat{M} > 0$ is the estimated FAR for $M = 0$.

As Figures 4(a) and 4(b) show, the theoretically predicted FAR using the TW law provides a good estimate of the computed FAR when $M = 0$ for both the AIC and MDL. Both figures suggest that the TW FAR estimate is an upper bound on the true FAR. This finding is a direct consequence of Observation 2. As $K$ increases, the approximation to the FAR improves, which is a direct consequence of Observation 3. The agreement between the FARs obtained from theory and simulation is better for the MDL than for the AIC. This is due to the fact that the FARs are smaller for the MDL than the AIC, hence by Observation 4, this result is also expected. To obtain a more quantitative understanding of the discrepancy between the theory and simulation for AIC, we computed the mean absolute and relative difference between the FAR obtained from simulation and theory. Table 2 compares these differences between the theoretical and simulated FARs for $K = 3, 5, 7,$ and $9$ with $N$ going from $2K - 3$ up to 250. Table 2 shows that both absolute and relative differences uniformly decrease as $K$ increases.

| $K$ | Mean Absolute Difference in FARs | Mean Relative Difference in FARs |
|-----|----------------------------------|----------------------------------|
| 3   | 0.36%                            | 18%                              |
| 5   | 0.23%                            | 14%                              |
| 7   | 0.16%                            | 11.5%                            |
| 9   | 0.13%                            | 10.3%                            |

4.3. Estimation of the IC FAR for $M = 1$. The FAR approximation from (14) is also valid for $M = 1$. Using the FAR approximation for $M = 1$ and repeating the same arguments for the $M = 0$ case, it can be shown that the FAR at $M = 1$ can be approximated as

$$P_{\text{FA}}(1) \approx P\left(\tilde{\lambda}_2 > \Lambda_2 \mid 1\right),$$

(21)

where $\Lambda_2$ is the solution to the equation $1 + \ln(\tilde{\lambda}_2) - \tilde{\lambda}_2 + 2\gamma K/(K - 1)/N = 0$. The solution for $\Lambda_2$ can be found numerically with the same method used for $\Lambda_1$ with the $M = 0$ case.

The difference between the analysis of the $M = 0$ and $M = 1$ cases lies in the way we determine the probability of the events on the right-hand sides of (18) and (21). The probability of the event $\tilde{\lambda}_1 > \Lambda_1$ can be estimated using the TW distribution. However, the TW law is not applicable to estimating the probability of the event $\tilde{\lambda}_2 > \Lambda_2$ because it applies to the largest, not the second largest eigenvalue.
A hypothesis test for the presence of \( M \) sources, however, can be constructed using the TW distribution based on the following theorem (whose proof is given in [16, pages 303 and 321]).

**Eigenvalue Inclusion Principle.** Let \( \lambda_{M,K}^{[M+1]} \) denote the \((M+1)\)th largest sample eigenvalue of a \( K \times K \) covariance matrix constructed from the output signal from a \( K \) element array containing \( M \) sources (where \( M < K \) and the sources are as described earlier) along with noise \( \sim \mathcal{N}_C(0,1) \). Let \( \lambda_{0,K-M}^{[1]} \) denote the largest eigenvalue of a \((K-M)\times(K-M)\) covariance matrix constructed from the output signal from a \( K-M \) element array containing zero sources and only noise \( \sim \mathcal{N}_C(0,1) \). Then it follows that:

\[
P(\lambda_{M,K}^{[M+1]} \geq x) \leq P(\lambda_{0,K-M}^{[1]} \geq x) \quad \forall x \in \mathbb{R}.
\] (22)

This theorem essentially relates the CDF for the largest noise eigenvalue from a \( K \) element array having \( M \) sources with the CDF for the largest eigenvalue from a “noise” covariance matrix for a \((K-M)\) element array. For the case of \( M = 1 \), the eigenvalue inclusion theorem and (21) imply an upper bound on the FAR for \( M = 1 \) that can be expressed in terms of the largest eigenvalue of a noise covariance matrix:

\[
P_{FA}(1) \approx P(\hat{\lambda}_2 > \lambda_2 \mid 1),
\]

\[
P(\lambda_{1,K}^{[2]} \geq x) \leq P(\lambda_{0,K-1}^{[1]} \geq x)
\]

\[
\Rightarrow P_{FA}(1) \leq P(\lambda_{0,K-1}^{[1]} > \lambda_2).
\] (23)

The probability of the event on the right-hand side of (23) now can be estimated using the TW law, since it involves the largest eigenvalue of a covariance matrix containing no sources. Proceeding as before with the \( M = 0 \) case, this upper bound can be expressed in terms of the TW CDF as

\[
P_{FA}(1) \leq 1 - P\left(F_{1,\nu}^{-1}\left(\frac{\lambda_2 - \mu_{K-1,N}}{\sigma_{K-1,N}}\right)\right).
\] (24)

Our analysis supports the conjecture that a single source will “pull up” the largest noise eigenvalue as the source’s power increases [16]. Figure 5 shows the simulated FARs for the AIC (top panel) and MDL (lower panel) for an input from a 3-element ULA containing a single source. The FARs are computed as a function of the sample size, where for each \( N \), estimates are obtained from \( 10^5 \) Monte-Carlo simulations. The simulations were run at different signal to noise ratios (SNR) for the source. Figure 5 shows that as the SNR increases, the FAR also increases and approaches an upper limit. From (21), this implies that as the SNR increases, the distribution for the second largest eigenvalue shifts to larger values. From (22), we know the second largest eigenvalue’s distribution is bounded above as the source power becomes asymptotically large.

Figure 6 compares the upper bound for the FAR obtained using the TW distribution from (24) with the estimated FAR upper bound obtained from simulations using a source with SNR = 40 dB. The top panel shows the FAR upper bounds for the AIC when \( K = 3 \) and 9. For \( K = 3 \), the upper bound derived from the TW distribution is much larger than the simulation estimated FAR upper bound. This is attributable to two factors. First, (24) shows that the eigenvalue inclusion
principle overestimates the true FAR since it replaces the probability of the event of interest \((\lambda_{1,K} \geq \Lambda_2)\), with an event \((\lambda_{0,K-1} \geq \Lambda_2)\), whose probability is larger. Second, Observation 2 shows that the use of the TW law in evaluating the probability of the event \((\lambda_{0,K-1} \geq \Lambda_2)\) gives a probability slightly larger than the true probability. The bottom panel in Figure 6 compares the estimated upper bound for the FAR with that obtained using the eigenvalue inclusion principle and the TW distribution for the MDL. The FARs for the MDL are compared for two different array sizes of \(K = 3\) and \(K = 6\). Similar to the AIC, the MDL results also show that the agreement between the TW and the true largest noise sample eigenvalue improves as \(K\) increases, as expected from Observation 3. For \(K = 6\), in fact, the two estimated and TW derived FARs are seen to be practically identical. This is again consistent with Observation 4, which suggests that the agreement of the TW and largest noise eigenvalue CDFs improves for events lying further out in the distribution’s right-tail.

The results from Figure 6 raise the question of which one of the two overestimation factors is the dominant one. If the eigenvalue inclusion theorem produced a very tight upper bound and the majority of the overestimation was due to TW distribution approximation, then this would suggest a possible means of improving the upper bounds through the use of correction factors to the approximate distribution function. To obtain an understanding of the relative importance of the two overestimation factors, Figure 7 replotted the FARs for the AIC in Figure 6 for \(K = 3\). Additionally, Figure 7 also plotted the FAR derived from the eigenvalue inclusion principle using (23). The FAR obtained using the eigenvalue inclusion principle, shown as the open circles, is about 0.5% above the simulated FAR upper bound. The TW approximation of the eigenvalue inclusion principle condition leads to a further overestimation of about an additional 0.5%, as indicated by the solid line. In this particular example, the contributions from the eigenvalue inclusion principle and the TW approximation are comparable.

![Figure 5: Estimated FARs for a single source from a 3-element ULA as a function of the number of samples.](image1)

![Figure 6: Comparison of TW FAR Upper Bound with Estimated FAR Upper Bound.](image2)

![Figure 7: Contributions to the Overestimation in the FAR of the AIC.](image3)
5. Conclusions

Information-theoretic methods for model selection are perhaps the most commonly used means for source enumeration in signal processing. The implementation of these methods, however, requires the use of large sample approximations, thereby calling into question the performance of these methods for small sample sizes [1, 5]. As discussed in the introduction, past performance analyses either have relied on the use of large sample size assumptions, and large array sizes, or are computationally complicated and expensive to use. In this paper, we presented a simple, computationally efficient method for FAR estimation using a recent development from random matrix theory known as the Tracy-Widom (TW) law.

The TW law was introduced as a simple means of approximating the distribution for the largest eigenvalue of a covariance matrix from the output signal of an array containing only white noise. It was shown that the TW law allows the largest sample eigenvalue to be expressed in a standardized form whose distribution is independent of the sample size or array size. For a wide range of array and sample sizes, it was shown that the TW distribution approximates the right-hand tail of the true distribution for the largest sample eigenvalue to within 1%. These results set the TW distribution apart from other distributions used for the largest noise eigenvalue, which are either based on large sample sizes [17], require the use of lookup tables that are functions of both K and N [18], or are numerically difficult to evaluate [19].

We analyzed the performance of the AIC and MDL for small sample sizes under the condition that the noise variance is known. A general information criterion applicable to both the MDL and AIC was derived under this condition. Using the approximation that the FAR for M sources can be estimated as the probability of the single event that the IC estimates M + 1 sources present, we derived the criteria for FAR when M = 0 and when M = 1 in terms of the sample eigenvalues. It was shown that the FAR for M = 0 could be approximated as the probability that the largest noise eigenvalue exceeded a critical value. The critical value was the zero of a nonlinear equation having one real root, and its value could easily be obtained numerically. In this case, the FAR could be directly estimated using the TW distribution. Because the TW predicted FARs were always overestimates of the true FAR, the FARs obtained using the TW distribution will be conservative estimates of the true FAR. Our computation and simulation results demonstrate that the agreement between the estimated FAR using the TW distribution and with the simulated FARs improved uniformly with increasing K. The TW approximated FAR and the FAR estimated by simulation showed better agreement with the MDL than for the AIC. This was due in part to the fact that the FARs for the MDL were smaller than the AIC and could therefore be better approximated using the TW distribution.

For the case where there is one external source in the receiver input (M = 1), an estimate for the FAR was derived based on the eigenvalue inclusion principle. It was shown that the eigenvalue inclusion principle and the use of the TW distribution both contribute to the overestimation in the FAR. Thus, FAR estimates obtained with the TW distribution when sources are present will always be upper bounds for the true FAR. Similar to the FAR for the M = 0 case, it was shown that this upper bound becomes uniformly tighter as the array size increases. For the AIC, for example, it was shown that as the array size increased from K = 3 to K = 9, the relative difference between the true and upper bound FAR uniformly decreased from 20% to 10%.

Recent developments in random matrix theory should allow for further improvements in the FAR estimates using the TW law and also the possibility that the TW law can be used to estimate missed detection probabilities. Recent analyses have shown that the TW law can be generalized to non-central white Wishart distributions using a standardized test statistic similar to that used in the TW distribution for white Wishart distributions [29, 30]. There is evidence based on empirical studies in the engineering literature [12] that support the notion that such an approach is possible. These results, while still preliminary, would allow the TW law to be extended so that it could be directly applied to signal eigenvalues and not just noise eigenvalues, thereby making the use of the eigenvalue inclusion principle unnecessary. Since the use of eigenvalue inclusion principle artificially inflates the FAR estimates obtained, this approach would produce tighter bounds for the FAR and also allow for more precise statistical analyses.

Acknowledgments

This project is supported by AFOSR Grant # FA9550-05-1-0035. Partial funding support was also provided by AFRL, Reference Systems Branch, WPAFB. The authors thank Dr. Steven E. Wright, Professor in the Mathematics department at Miami University for his suggestion on the use of complex Stiefel manifolds to determine the number of free model parameters.

References

[1] D. J. Navarro, “A note on the applied use of MDL approximations,” Neural Computation, vol. 16, no. 9, pp. 1763–1768, 2004.
[2] H. Akaike, “A new look at the statistical model identification,” IEEE Transactions on Automatic Control, vol. 19, no. 6, pp. 716–723, 1974.
[3] Y. Sakamoto, M. Ishiguro, and G. Kitagawa, Akaike Information Criterion Statistics, KTK Scientific, Tokyo, Japan, 1986.
[4] J. Rissanen, “A universal prior for integers and estimation by minimal discription length,” The Annals of Statistics, vol. 11, no. 2, pp. 416–431, 1983.
[5] P. Grunwald, The Minimum Description Length Principle, The MIT Press, Cambridge, Mass, USA, 2007.
[6] M. Wax and T. Kailath, “Determining the number of signals by information theoretic criteria,” in Proceedings of the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP ‘84), vol. 9, pp. 232–235, San Diego, Calif, USA, March 1984.
[7] M. S. Bartlett, “A note on the multiplying factors for various χ² distributions,” Journal of the Royal Statistical Society. Series B, vol. 16, no. 2, pp. 296–298, 1954.

[8] Q. Wu and D. R. Fuhrmann, “A parametric method for determining the number of signals in narrow-band direction finding,” IEEE Transactions on Signal Processing, vol. 39, no. 8, pp. 1848–1857, 1991.

[9] M. Wax and T. Kailath, “Detection of signals by information theoretic criteria,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 33, no. 2, pp. 387–392, 1985.

[10] H. Wang and M. Kaveh, “On the performance of signal-subspace processing—part I: narrow-band systems,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 34, no. 5, pp. 1201–1209, 1986.

[11] K. M. Wong, Q.-T. Zhang, J. P. Reilly, and P. C. Yip, “On information theoretic criteria for determining the number of signals in high resolution array processing,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 38, no. 11, pp. 1959–1971, 1990.

[12] M. Kaveh, H. Wang, and H. Hung, “On the theoretical performance of a class of estimators of the number of narrowband sources,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 35, no. 9, pp. 1350–1352, 1987.

[13] V. T. Ermolaev, A. A. Mal’tsev, and K. V. Rodyushkin, “Statistical characteristics of the AIC and MDL criteria in the problem of estimating the number of multivariate signals in the case of a short sample,” Radiophysics and Quantum Electronics, vol. 44, no. 12, pp. 977–983, 2001.

[14] C. A. Tracy and H. Widom, “On orthogonal and symplectic matrix ensembles,” Communications in Mathematical Physics, vol. 177, no. 3, pp. 727–754, 1996.

[15] K. Johansson, “Shape fluctuations and random matrices,” Communications in Mathematical Physics, vol. 209, no. 2, pp. 437–476, 2000.

[16] I. M. Johnstone, “On the distribution of the largest eigenvalue in principal components analysis,” The Annals of Statistics, vol. 29, no. 2, pp. 295–327, 2001.

[17] C. G. Khatri, “Distribution of the largest or the smallest characteristic root under null hypothesis concerning complex multivariate normal populations,” The Annals of Mathematical Statistics, vol. 35, no. 4, pp. 1807–1810, 1964.

[18] K. C. S. Pillai and D. L. Young, “An approximation to the distribution of the largest root of a matrix in complex multivariate analysis,” Tech. Rep., Department of Statistics, Purdue University, West Lafayette, Ind, USA, 1969.

[19] V. T. Ermolaev and K. V. Rodyushkin, “The distribution function of the maximum eigenvalue of a sample correlation matrix of internal noise of antenna-array elements,” Radiophysics and Quantum Electronics, vol. 42, no. 5, pp. 439–444, 1999.

[20] D. M. Boroson, “Sample size considerations for adaptive arrays,” IEEE Transactions on Aerospace and Electronic Systems, vol. 16, no. 4, pp. 446–451, 1980.

[21] F. J. Dyson, “Statistical theory of energy levels of complex systems—part 1,” Journal of Mathematical Physics, vol. 3, pp. 140–175, 1962.

[22] A. Bejan, Largest eigenvalues and sample covariance matrices, M.S. dissertation, Department of Statistics, The University of Warwick, 2005.

[23] A. Bejan, “Tracy-Widom and Painlevé II : computational aspects and realization in S-Plus,” in Proceedings of the 14th Conference on Applied and Industrial Mathematics (ICM ’06), Chisinau, Moldova, 2006.

[24] S. Geman, “A limit theorem for the norm of random matrices,” Annals of Probability, vol. 8, no. 2, pp. 252–261, 1980.

[25] T. R. Knösch, E. M. Berends, H. R. A. Jagers, and M. J. Peters, “Determining the number of independent sources of the EEG: a simulation study on information criteria,” Brain Topography, vol. 11, no. 2, pp. 111–124, 1998.

[26] K. Harmanci, J. Tabrikian, and J. L. Krolik, “Relationships between adaptive minimum variance beamforming and optimal source localization,” IEEE Transactions on Signal Processing, vol. 48, no. 1, pp. 1–12, 2000.

[27] D. B. Fuchs, O. Y. Viro, S. P. Novikov, and V. A. Rokhlin, Topology II: Homotopy and Homology. Classical Manifolds, vol. 2, Springer, Berlin, Germany, 2003.

[28] Q.-T. Zhang, K. M. Wong, P. C. Yip, and J. P. Reilly, “Statistical analysis of the performance of information theoretic criteria in the detection of the number of signals in array processing,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 37, no. 10, pp. 1557–1567, 1989.

[29] N. El Karoui, “Recent results about the largest eigenvalue of random covariance matrices and statistical application,” Acta Physica Polonica B, vol. 36, no. 9, pp. 2681–2697, 2005.

[30] N. El Karoui, “Tracy-widom limit for the largest eigenvalue of a large class of complex sample covariance matrices,” Annals of Probability, vol. 35, no. 2, pp. 663–714, 2007.