CROP YIELD AND FERTILIZERS PREDICTION USING DECISION TREE ALGORITHM
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Abstract—In India most of the people ultimately depends on agriculture, some percentage of people directly occupied by farming while other does trading with final products. India is producing huge amount of food grains which have great effect on Indian economy. Data Mining is sky rocketing in the field of crop production. Every farmer is interested in knowing about the yield he is about to get. This study will attempt to quantify past weather and technological factors, analyze their effects on yields and predict future crop yield based on season, area, temperature, humidity, moisture, amount of nutrients value of potassium, nitrogen and phosphorous. Then all these factors are divided into training and test datasets and tested with different machine learning models. By this model we can accurately predict the crop yield and fertilizer to be used in the area of land, as a result it will help the agronomist to increase their income and improve country’s economy.
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I. INTRODUCTION

Indian agriculture sector gives huge employment in different fields of cultivation industry. India cultivates many different kinds of crops, but produces more amounts of rice and wheat. Indian agronomist also farm urad, jowar, small millets, sugarcane and non food crops like hemp, jute, cotton. But nowadays the weather conditions of the atmosphere are not stable like previous days, because of global warming and other man made calamities. The weather conditions are highly unstable and are very difficult for the farmers to rely upon the traditional agricultural techniques.

The farmers need more effective measures for predicting the weather conditions which in order gives the farmers a better crop yield. Indian agriculture mainly depends on rainfall and ground water availability. According to Rahul tangia (2019) crop production of India is decreasing per capital compared to other countries as show in fig 1.

If we are able to predict the specific crop production at a particular land it will be very useful to the farmer to choose a specific crop to cultivate, as a result crop production capital will increase. In India there are fifteen agro climatic regions and these agro climatic regions are separated into groups based on season, type of land, temperature, soil type and its fertility. By considering these factors we can help the agronomist to predict the yield of a crop and suggest fertilizers to framer which he can use in the field. Generally, framer predicts the production by using traditional methods and experience, but due to climatic changes agronomist are unable
to predict the yield. By using different machine learning models we can predict the most accurate output of the yield.

II. LITERATURE SURVEY

Niketa Gandhi et al. (2016) have used different classifiers and showed that LADTree and J48 classifiers have showed sky-high accuracy, however SMO classifiers are less definite than other family of classification like naïve bayes. Here mainly four factors that were taken are precipitation, average temperature, maximum temperature and minimum temperature to predict crop yield. This system has only analyzed rice crop data which made the model limited to use, as shown in fig 2.

K.E. Eswari et al. (2018) has used Baysian Network to predict the yield and proved that Naive Bayes classifier has more accurate rate compare to sequential minimal optimization classifier. In model author has taken seven factors as show in fig 3.

Additional factor consider in this model is evapotranspiration, which is combination of evaporation as well as transpiration and responsible for absorption water vapors from plants. In this classification model prediction is done by using two classes which are true class and false class and further divided into true negative, true positive, false negative and false positive as shown in fig 4.

Shruti Mishra et al. (2018) used various data mining classifiers such as Instance Based Learner (IBK), Locally Weighted Learning (LWL), LADTree and J48 to predict the production of crop. They have considered several factors like name of district, year of crop, name of the season, name of crop, area and these factors are pre-processed and classified in WEKA explorer. They have predicted error rate by using Root Mean Squared Error, Mean Absolute Error and Relative Absolute Error as shown in fig 5.

As per author [1] J48 classifier have got higher accuracy but in this proposed model Instance Based Learner classifier (IBK) got higher accuracy as shown in fig 6.
III. IMPLEMENTATION METHODOLOGY

Estimating the production of crop using the potent algorithm and prediction of which type of fertilizer to be used on crop

A. Data Set Explanation

In this model we are utilizing two datasets. Fig 7 is for prediction of crop yield, this data frame consists of six factors which are trained by various machine learning techniques to predict the production of crop and from fig 8 we can predict the fertilizer name which should be used for better yield of a crop. Fertilizer prediction is based on six factors; these factors are temperature, humidity, moisture, nitrogen, potassium and phosphorous.

B. Necessary Packages

- Numpy
- Pandas
- Tkinter
- Scikit-learn
- Matplotlib

C. Architecture

The Fig. 9 shows the architecture diagram used in this model.

D. Metadata

In this stage we are going to encode all the categorical data (state name, district name, season and crop) into a unique number that is one unique number is given to one state, district, season and crop as shown in fig 10. The same number is not given to the other elements. By converting original data into metadata we can easily process the dataset. This converted data consists of more than 35 states, 600 districts, 5 seasons and around 100 crops all over India.

| Algorithm | Accuracy (%) |
|-----------|--------------|
| J48       | 78.145       |
| LWL       | 66.225       |
| LAD Tree  | 62.251       |
| IBK       | 80.794       |

Fig. 6 Accuracy percentage

Fig. 7 Sample crop data

Fig. 8 Sample fertilizer data

Fig. 9 Architecture

Fig. 10 Metadata
E. Data Pre-processing

In this stage the original crop data set is preprocessed (like taking care of missing data) and the converted data (metadata) is added to it by removing all the factors that are converted to the integer (state, district, season and crop) as shown in fig 10. So, by doing this we can easily train the data.

For splitting the dataset into training set and test set we need to use package sklearn model selection and import train_test_split, this helps to successfully split the training data and test data according to the given split value. The split size of the test data should be 20% and training data should be 80%.

F. Random Forest Regression

Random Forest regression is a flexible and easy algorithm which provides a potent prediction. Random Forest regression is a machine learning technique used for prediction.

Working of random forest regression:-

- First takes random sampling from the training dataset, depending upon the value given in estimators (n) and random state.
- Constructs n decision trees from sampled data.
- Each decision tree returns some predicted value, on averaging all prediction we get random forest Prediction.

G. Fertilizer prediction using Decision Tree Algorithm

The Fertilizer dataset which is in the CSV format is cleaned and made ready to train the data frame. Here split size of training dataset is 80% and test dataset is 20%.

Decision Tree algorithm used to train the dataset. Decision tree algorithm consists of supervised learning algorithm for predicting output target features data into incrementally smaller nodes. Top node is root node, internal nodes are decision nodes and terminal nodes are leaf nodes. Tree pruning and time series cross-validation are used for lowering variance error source generated by a greater model complexity. This algorithm consists of greedy top-down approach for finding optimal recursive binary node splits by locally minimizing variance at terminal nodes measured mean square error function at each stage.

IV. COMPARISON WITH OTHER ALGORITHM

Here we are comparing Random Forest Regression with other algorithms like Multiple Linear Regression and Polynomial Regression.
As shown in fig 13 the accuracy of Random Forest Regression is 87, Multiple Linear Regression is 8 and Polynomial Regression is 32. Accuracy is calculated by cross validation scores (mean squared error). From the above accuracy figures it is proved that random forest regression has higher accuracy and performance compare to other algorithms.

V. PERFORMANCE ANALYSIS & RESULT

Here result is represented by using tkinter user interface. Crop yield prediction is done by Random Forest regression and fertilizer prediction is done Decision Tree algorithm. Random Forest model was experimented with different types of attributes like state, district, year, season, crop and area in various regions across India to predict the result. Fertilizer dataset is train with six attributes to predict the fertilizer used on the crop land. For crop yield prediction the user should enter seven fields (state name, district name, year, season name, crop name and area) to get the output is shown in Fig. 14. The result of the crop yield prediction is shown in Fig. 15. The input of the fertilizer data takes six factors; temperature, humidity, moisture, nitrogen value, potassium value and phosphorous value as shown in fig 16 and the result of the fertilizer data is shown in fig 17.
VI. CONCLUSION

Prediction of crop yield and fertilizer prediction is successfully predicted by using efficient machine learning algorithm (Random Forest Regression and Decision Tree Algorithm). The experimental output tells that Random Forest Regression got highest accuracy percentage and performance compared to other algorithms used. The result is developed using python Tkinter which is a GUI tool kit. In future we can develop using the app application which makes the user to use this application more effectively.
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