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Abstract. Deep neural networks are revolutionizing the way complex systems are developed. However, these automatically-generated networks are opaque to humans, making it difficult to reason about them and guarantee their correctness. Here, we propose a novel approach for verifying properties of a widespread variant of neural networks, called recurrent neural networks. Recurrent neural networks play a key role in, e.g., natural language processing, and their verification is crucial for guaranteeing the reliability of many critical systems. Our approach is based on the inference of invariants, which allow us to reduce the complex problem of verifying recurrent networks into simpler, non-recurrent problems. Experiments with a proof-of-concept implementation of our approach demonstrate that it performs orders-of-magnitude better than the state of the art.

1 Introduction

The use of deep neural networks (DNNs) \cite{Goodfellow-et-al-2016} is on the rise. In recent years, DNNs have successfully been applied in domains such as image classification \cite{Krizhevsky2017}, speaker recognition \cite{SparckJohnston1996}, and game playing \cite{Silver2016}, often achieving much better performance than hand-crafted software. This trend is likely to continue, and we can already observe first signs of safety-critical systems being designed with DNN components \cite{Blanchard2016, robotcontrol}.

We focus here on recurrent neural networks (RNNs), which are a particular kind of DNNs. Unlike feed-forward neural networks (FFNNs), where an evaluation of the network is performed independently of past evaluations, RNNs contain memory units that allow them to retain information from previous evaluations. This renders RNNs particularly suited for tasks that involve context, such as text interpretation. Consider, e.g., the sentence “you only live once, but if you do it right, once is enough” (Mae West). In order for a neural network that reads the sentence word-by-word to be able to associate the word it with the preceding word live, it must retain information about words it had previously encountered. Because of this trait, RNNs are increasingly used in machine translation \cite{Wu2016}, text summarization \cite{Rush2015}, health applications \cite{Mnih2014}, speaker recognition \cite{SparckJohnston1996} and game playing \cite{Silver2016}.

Part of the success of DNNs is attributed to their very attractive generalization properties: after being trained on a finite set of examples, they generalize well to inputs they have not encountered before \cite{Goodfellow-et-al-2016}. Unfortunately, while this works well on average, it is known that DNNs may react in highly undesirable ways to certain inputs. For instance, it has been observed that many DNNs are vulnerable
to adversarial attacks [20], where small, carefully-crafted perturbations are added to an input in order to fool the network into performing significant classification errors. In one recent paper, Cisse et al. [9] proposed an approach for producing such adversarial perturbations that could fool RNNs for automatic speaker recognition. This example, and others, highlight the need to formally verify the correctness of RNNs, so that they can be reliably deployed in safety-critical settings. However, while DNN verification has received significant attention in recent years (e.g., [5,13,17,27,31,39,41,50,51,53]), almost all of these efforts have been focused on FFNNs, with very little work done on RNN verification.

To the best of our knowledge, the only existing general approach for RNN verification is via unrolling [1]: the RNN is duplicated and concatenated onto itself, creating an equivalent feed-forward network that operates on the sequence of inputs simultaneously, as opposed to one at a time. The FFNN can then be verified using existing FFNN verification technology. The main limitation of this approach is that the transformation greatly increases the network size: if the RNN is to be evaluated over \( k \) consecutive inputs, the resulting FFNN is \( k \) times larger than the original RNN. Because the complexity of FFNN verification is known to be exponential in network size [29], this reduction gives rise to FFNNs that are difficult to verify — and is hence applicable primarily to small RNNs with short input sequences.

Here, we propose a novel approach for RNN verification, which affords far greater scalability than unrolling. Our approach advocates reducing the RNN verification problem to FFNN verification, but does so in a way that is independent of the number of inputs that the RNN is to be evaluated on, and without duplicating the RNN or otherwise increasing its size. Specifically, our approach consists of two main steps: (i) create an FFNN that over-approximates the RNN, but which is the same size as the RNN; and (ii) verify this over-approximation using existing techniques for FFNN verification. In order to perform step (i) we leverage the well-studied notion of inductive invariants: our FFNN encodes time-invariant properties of the RNN, which hold initially and continue to hold after the RNN is evaluated on each additional input. Using such invariants allows us to circumvent any duplication of the network or its inputs.

Of course, coming up with meaningful inductive invariants is crucial for the success of this approach. At first we present a general framework that receives the inductive invariants from an oracle, proves that they are indeed invariants, and then uses them in over-approximating the RNN using an FFNN. This semi-automatic framework can be useful, e.g., if a human expert can provide meaningful invariants for the system at hand. Next, in order to render the approach fully automatic, we present an approach for invariant inference in RNNs. Automated inference of inductive invariants has been studied extensively in the context of program verification, and is known to be undecidable in general. To mitigate this difficulty, our approach attempts to infer invariants according to predefined templates. By instantiating these templates, we automatically generate a candidate invariant \( I \), and then: (i) use our underlying FFNN verification engine to prove that \( I \) is indeed an invariant; and (ii) use \( I \) in creating the FFNN over-approximation of the RNN, in order to prove the desired property. If either of these steps fail, we refine the invariant \( I \) (either strengthening or weakening it, depending on the point of failure), and repeat the process. The process terminates when the property is proven correct, when a counter-example is found, or when a certain timeout value is reached.
In order to evaluate our approach, we created a proof-of-concept implementation in Python. As a feed-forward verification back-end we used the Marabou tool [31] (other engines could also be used). When compared to the state of the art on a set of benchmarks from the domain of speaker recognition [24], our approach performs orders-of-magnitude faster. We intend to make our code and benchmarks publicly available online with the final version of this paper.

To summarize, our contributions are:

1. We propose a general framework for the invariant-based verification of recurrent neural networks. The framework reduces the RNN verification problem to the widely studied FFNN verification problem. The complexity of our procedure is independent of the number of time steps that the RNN is to be evaluated.
2. We propose approaches for automatically inferring invariants for RNNs.
3. We provide an implementation of our technique, as well as a new set of benchmark problems.

The rest of this paper is organized as follows. In Section 2, we provide a brief background on DNNs and their verification. In Section 3, we describe our approach for verifying RNNs via a reduction to FFNN verification, using invariants. We describe automated methods for RNN invariant inference in Section 4, followed by an evaluation of our approach in Section 5. We then discuss related work in Section 6, and conclude with Section 7.

2 Background

2.1 Feed-Forward Neural Networks and their Verification

Feed-forward neural networks (FFNNs) are comprised of an input layer, an output layer, and multiple hidden layers in between. A layer is comprised of multiple nodes (neurons), each connected via edges to nodes from the preceding layer. Each node is assigned a bias value, and each edge is assigned a weight value — both of which are determined when the FFNN is trained. The FFNN is evaluated by assigning values to neurons in the input layer (input neurons), and propagating these values forward through the network (hence the name “feed-forward”). The value of each neuron is computed as a weighted sum of values from the preceding layer, according to the edge weights, plus its bias value. This weighted sum is then passed to a non-linear activation function, and this function’s output becomes the value for the new node.

A simple example appears in Figure 1. The FFNN depicted therein has a single input neuron \( v_{1,1} \), a single output neuron \( v_{3,1} \), and two hidden neurons \( v_{2,1} \) and \( v_{2,2} \) in a single hidden layer. All bias values are assumed to be 0. When the input neuron is assigned \( v_{1,1} = 4 \), the weighted sums for \( v_{2,1} \) and \( v_{2,2} \) are 4 and \( -4 \), respectively. We use the common ReLU\((x) = \max(0, x)\) function as our activation function, which yields \( v_{2,1} = \text{ReLU}(4) = 4 \) and \( v_{2,2} = \text{ReLU}(-4) = 0 \). Finally, we obtain the output \( v_{3,1} = 4 \).

More formally, given a DNN \( N \), we use \( n \) to denote the number of layers of \( N \). We will use \( s_i \) to denote the number of neurons in layer \( i \), also called the dimension of layer \( i \). Each hidden layer is associated with a weight matrix \( W_i \) of size \( s_{i-1} \times s_i \), and a bias vector \( b_i \) of size \( s_i \). The DNN input vector will be denoted
Fig. 1: A simple feed-forward neural network.

Verifying FFNNs. The goal of verifying an FFNN is to establish whether there exist inputs that satisfy certain constraints, such that their corresponding outputs also satisfy certain constraints. Many interesting problems can be cast into this formulation. Looking again at the network from Figure 1, we might wish to know whether it is always the case that $v_{1,1} \leq 5$ entails $v_{3,1} < 20$. Negating the output property, we can use a verification engine to check whether it is possible that $v_{1,1} \leq 5$ and $v_{3,1} \geq 20$. If this query is unsatisfiable (UNSAT), then the original property is bound to hold; but if the query is satisfiable (SAT), as is the case here, then the verification engine will provide us with a counter-example, such as $v_{1,1} = -10, v_{3,1} = 20$.

Formally, we define an FFNN verification query as a triple $⟨P, N, Q⟩$, where $N$ is an FFNN, $P$ is a predicate over the input variables $x$, and $Q$ is a predicate over the output variables $y$. Solving this query entails deciding whether there exists a specific input assignment $x_0$ such that $P(x_0) \land Q(N(x_0))$ holds (where $N(x_0)$ is the output of $N$ for the input $x_0$). It has been shown that even for simple FFNNs and for predicates $P$ and $Q$ that are conjunctions of linear constraints, the verification problem is NP-complete [29]: in the worst-case, solving it requires a number of operations that is exponential in the number of neurons in $N$.

2.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are similar to FFNNs, but have an additional construct called a memory unit. These memory units are typically introduced for the purpose of modeling data that changes over discrete units of time (time-series data) [15,52]. Memory units achieve this by allowing a hidden neuron to store its assigned values for a specific evaluation of the network, and have that value become part of the neuron’s weighted sum computation in the next evaluation. Thus, when
evaluating the RNN in time step \( t + 1 \), e.g. when the RNN reads the \( t + 1 \)'th word in a sentence, the results of previous evaluations can affect the current result. We say that a DNN is an RNN if at least one of its neurons has a memory unit. An RNN can also contain “regular”, memory-less neurons.

A simple example of an RNN appears in Figure 2. There, node \( \tilde{v}_{2,1} \) represents node \( v_{2,1} \)'s memory unit (throughout this paper, we will often draw the memory units as squares, and mark them using the tilde sign). When computing the weighted sum for node \( v_{2,1} \), the value of \( \tilde{v}_{2,1} \) is also added to the sum, according to its listed weight (1, in this case). Then, once the value of \( v_{2,1} \) has been computed, it is stored in \( \tilde{v}_{2,1} \) for the next round. In other words, when evaluating \( v_{2,1} \) in time step \( t + 1 \), its value from iteration \( t \) is added to the weighted sum; and the final value assigned to \( v_{2,1} \) is then stored back in \( \tilde{v}_{2,1} \), to be used in iteration \( t + 2 \). By convention, we assume that all memory units are initialized to 0 for the first evaluation, at time step \( t = 1 \).

![Fig. 2: An illustration of a toy RNN with ReLU activation functions. Each row of the table represents a single time step, and depicts the value of each neuron for that step.](image)

Formally, we define an RNN as follows. We use the same terminology that we did for FFNNs, but add to each node a superscript \( t \) to indicate the timestamp of the RNN’s evaluation: for example, \( v_{3,2}^4 \) indicates the value that node \( v_{3,2} \) is assigned in the 4’th evaluation of the RNN. Next, we associate each hidden layer of the RNN with a square matrix \( H_i \) of dimension \( s_i \), that represents the weights on edges from memory units to neurons. Observe that each memory unit in layer \( i \) can contribute to the weighted sums of all neurons in layer \( i \), and not just to the neuron whose values it stores. For time step \( t > 0 \), the evaluation of each hidden layer \( 1 < i < n \) is now computed by:

\[
v_i^t = f \left( W_i v_{i-1}^t + H_i \tilde{v}_{i-1}^t + b_i \right)
\]

And by convention, we set \( v_0^t \) to be the zero vector for all layers. The output values are computed by:

\[
v_n^t = W_n v_{n-1}^t + H_n \tilde{v}_{n-1}^t + b_n
\]

To keep the definition simple, we assume that each hidden neuron in the network has a memory unit. This definition captures also “regular” neurons, by setting the appropriate entries of \( H \) to 0, effectively cutting off the memory unit.

For simplicity, in our formulation we focus on activation functions that are applied element-wise. There exist more complex functions, such as Long-Short term Memory (LSTM) [26] or Gated Recurrent Unit (GRU) [7], that are applied to multiple nodes at once. Our technique can be extended to this case, as well; we leave this for future work.
Verifying RNNs. Similarly to the FFNN case, we define an RNN verification query as a tuple \( (P,N,Q,T_{\text{max}}) \), where \( P \) is an input property, \( Q \) is an output property, \( N \) is an RNN, and \( T_{\text{max}} \in \mathbb{N} \) is a bound on the time interval for which the property should hold. \( P \) and \( Q \) include linear constraints over the network’s inputs and outputs; only now they may also use the notion of time, stipulating, e.g., that output \( y_2 \) at the 5’th time step is at most 10: \( y_2^5 \leq 10 \).

As a running example, consider the network from Figure 2, denoted by \( N \), the input predicate \( P = \bigwedge_{t=1}^{5} (-3 \leq v_{t,1} \leq 3) \), the output predicate \( Q = \bigvee_{t=1}^{5} (v_{t,1}^3 \geq 16) \), and the time bound \( T_{\text{max}} = 5 \). This query searches for an evaluation of \( N \) with 5 time steps, in which all input values are in the range \([-3, 3]\), and such that at some time step the output value is at least 16. By the weights of \( N \), it can be proved that \( v_{t,1}^3 \leq \sum_{i=1}^{t} \text{ReLU}(v_{i,1}) \leq 3t \); and so \( v_{t,1}^3 \leq 15 \) for all \( 1 \leq t \leq 5 \), and the query is \text{UNSAT}.

2.3 Inductive Invariants

Inductive invariants [16] are a well-established way to reason about software with loops. As we later demonstrate, such invariants can be useful in reasoning about RNNs, as these networks perform a loop-like computation.

Formally, let \( \langle Q,q_0,T \rangle \) be a transition system, where \( Q \) is the set of states, \( q_0 \in Q \) is an initial state, and \( T \subseteq Q \times Q \) is a transition relation. An invariant \( I \) is a logical formula defined over the states of \( Q \), with two properties: (i) \( I \) holds for the initial state, i.e. \( I(q_0) \) holds; and (ii) \( I \) is closed under \( T \), i.e. \( (I(q) \land \langle q,q' \rangle \in T) \Rightarrow I(q') \). If it can be proved (in a given proof system) that formula \( I \) is an invariant, we say that \( I \) is an inductive invariant. We use \( S_I \) to denote the support of \( I \), i.e. the set \( S_I = \{ q \in Q \mid I(q) \} \).

Invariants are particularly useful when attempting to verify that a given transition system satisfies a safety property. There, we are given a set of bad states \( B \), and seek to prove that none of these states is reachable. We can do so by showing that \( S_I \cap B = \emptyset \). Unfortunately, automatically discovering invariants for which the above holds is typically an undecidable problem. Thus, a common approach is to restrict the search space — i.e., to only search for invariants with a certain syntactic form. As we later discuss, in the context of RNNs such an approach is often sufficient for coming up with useful inductive invariants.

3 Reducing RNN Verification to FFNN Verification

3.1 Unrolling

To date, the only available general approach for verifying RNNs [1] is to transform the RNN in question into a completely equivalent, feed-forward network, using unrolling. An example appears in Figure 3. The idea is to leverage \( T_{\text{max}} \), which is an upper bound on the number of times that the RNN will be evaluated. The RNN is duplicated \( T_{\text{max}} \) times, once for each time step in question, and its memory units are removed. Finally, the nodes in the \( i \)'th copy are used to fill the role of memory units for the \( i + 1 \)'th copy of the network.

While unrolling gives a sound reduction from RNN verification to FFNN verification, it unfortunately tends to produce very large networks. When verifying a
property that involves \( t \) time steps, an RNN network with \( n \) memory units will be transformed into an FFNN with \((t - 1) \cdot n\) new nodes. Because the FFNN verification problem becomes exponentially more difficult as the network size increases [29], this renders the problem infeasible for large values of \( t \). As scalability is a major limitation of existing FFNN verification technology, unrolling can currently only be applied to small networks that are evaluated for a small number of time steps.

### 3.2 Circumventing Unrolling

We propose a novel alternative to unrolling, which can reduce RNN verification to FFNN verification without the blowup in network size. The idea is to transform a verification query \( \varphi = \langle P, N, Q, T_{\text{max}} \rangle \) over an RNN \( N \) into a different verification query \( \hat{\varphi} = \langle \hat{P}, \hat{N}, \hat{Q} \rangle \) over an FFNN \( \hat{N} \). \( \hat{\varphi} \) is not equivalent to \( \varphi \), but rather over-approximates it. The approximation is constructed in a way that guarantees that if \( \hat{\varphi} \) in \text{UNSAT}, then \( \varphi \) is also \text{UNSAT}. In other words, if the modified property holds for \( \hat{N} \), then the original property holds for \( N \). As is often the case, if \( \hat{\varphi} \) is \text{SAT}, either the original property truly does not hold for \( N \), or the invariant \( I \) was too weak. In the latter case, we can strengthen \( I \) and try again; we discuss this case later.

A key point in our approach is that \( \hat{\varphi} \) is created in a way that captures the notion of time in the FFNN setting, and without increasing the network size. This is done by incorporating into \( \hat{P} \) an invariant, that puts bounds on the memory units as a function of the time step \( t \). This invariant does not precisely compute the values of the memory units — instead, it bounds each of them in an interval. This inaccuracy is what makes \( \hat{\varphi} \) an over-approximation of \( \varphi \). More specifically, the construction is performed as follows:

1. \( \hat{N} \) is constructed from \( N \) by adding a new input neuron, \( t \), to represent time.

   Because FFNNs typically deal with continuous inputs, we will treat \( t \) as a real number.

2. For every node \( v \) with memory unit \( \tilde{v} \), in \( \hat{N} \) we replace \( \tilde{v} \) with a regular neuron, \( v^m \), which is placed in the input layer. The \( m \) superscript signifies that this neuron replaces a memory unit. Neuron \( v^m \) will be connected to the network’s original neurons, just as \( \tilde{v} \) was, and with the same weights as before.\(^3\)

\(^3\) Note that we slightly abuse the definitions from Section 2, by allowing an input neuron to be connected to neurons in layers other than its preceding layer.

---

**Fig. 3:** Unrolling of the network from Figure 2, for \( T_{\text{max}} = 5 \) time units. The edges in red fill the role of the memory units of the original RNN. The number of neurons in the unrolled network is 5 times the number of neurons in the original.
3. We set \( \hat{P} = P \land (1 \leq t \leq T_{\text{max}}) \land I \), where \( I \) is a formula that bounds the values of each new \( v^m \) node as a function of the time step \( t \). The constraints in \( I \) constitute the invariant over the memory units’ values.

4. The output property is unchanged: \( \hat{Q} = Q \).

We name \( \hat{\varphi} \) and \( \hat{N} \) constructed in this way the snapshot query and the snapshot network, respectively, and denote \( \hat{\varphi} = S(\varphi) \) and \( \hat{N} = S(N) \). The intuition behind this construction is that query \( \hat{\varphi} \) encodes a snapshot (an assignment of \( t \)) in which all constraints are satisfied. At this point in time, the \( v^m \) nodes represent the values stored in the memory units (whose assignments are bounded by the invariant \( I \)); and the input and output nodes represent the network’s inputs and outputs at time \( t \). Clearly, a satisfying assignment for \( \hat{\varphi} \) does not necessarily indicate a counter-example for \( \varphi \); e.g., because the values assigned to \( v^m \) might be impossible to obtain at time \( t \) in the original network. However, if \( \hat{\varphi} \) is \text{UNSAT} then so is \( \varphi \), because there does not exist a point in time in which the query might be satisfied. Note that the construction only increases the network size by 1 (the \( v^m \) neurons replace the memory units, and we add a single neuron \( t \)).

**Time-Agnostic Properties.** In the aforementioned construction of \( \hat{\varphi} \), the original properties \( P \) and \( Q \) appear, either fully or as a conjunct, in the new properties \( \hat{P} \) and \( \hat{Q} \). It is not immediately clear that this is possible, as \( P \) and \( Q \) might also involve time. For example, if \( P \) is the formula \( v_{1,2}^1 \geq 10 \), it cannot be directly incorporated into \( \hat{P} \), because \( \hat{N} \) has no notion of time step 7.

To overcome this difficulty, we make the following simplifying assumption: we assume that \( P \) and \( Q \) are time-agnostic, and are given in the following form: \( P = \bigwedge_{t=1}^{T_{\text{max}}} \psi_1 \) and \( Q = \bigvee_{t=1}^{T_{\text{max}}} \psi_2 \), where \( \psi_1 \) and \( \psi_2 \) are formulas that include linear constraints over the inputs and outputs of \( N \), respectively, at time stamp \( t \). This formulation can express queries in which the inputs are always in a certain interval, and a bound violation of the output nodes is sought. Our running example from Figure 2 fits this form. When the properties are given in this form, we set \( \hat{P} = \psi_1 \) and \( \hat{Q} = \psi_2 \), with the \( t \) superscripts omitted for all neurons. Later, in Section 4.4, we relax this limitation significantly.

**Example.** In Figure 4 we demonstrate our approach on the running example from Figure 2. Recall that in that example, our constraints were \( P = \bigwedge_{t=1}^{3} (3 \leq v_{1,1}^3 \leq 3) \), and \( Q = \bigvee_{t=1}^{5} (v_{2,1}^5 \geq 16) \). First, we add a new input neuron, marked \( t \), to represent the time step. Next, we replace the memory unit \( v_{2,1} \) with a regular neuron, \( v_{2,1}^m \). Node \( v_{2,1}^m \) is connected to node \( v_{2,1} \) with weight 1 (the same weight previously found on the edge from \( v_{2,1} \) to \( v_{2,1} \)). Next, we set \( \hat{P} \) to be the conjunction of (i) \( P \), with its internal conjunction and \( t \) superscripts omitted; (ii) the time constraint \( 1 \leq t \leq 5 \); and (iii) the invariant that bounds the values of \( v_{2,1}^m \) as a function of time: \( v_{2,1}^m \leq 3(t-1) \). Our new verification query is thus:

\[
\left( (3 \leq v_{1,1}^3 \leq 3) \land (1 \leq t \leq 5) \land (v_{2,1}^m \leq 3(t-1)), \hat{N}, v_{3,1}^3 \geq 16 \right)
\]

where \( \hat{N} \) is the network in Figure 4. This query is, of course, \text{UNSAT}, indicating that the original query is also \text{UNSAT}. Note that the new node \( t \) is not connected
to any other node; it is added solely for the purpose of including it in constraints that appear in $\hat{P}$.

![Fig. 4: The feed-forward snapshot network $\hat{N}$ for the RNN from Figure 2. We introduce two new nodes: $t$ to represent the time step, and $v_{m,1}$ to take over the role of the memory unit $\tilde{v}_{2,1}$.](image)

The requirement that $I$ be an invariant over the memory units of $N$ ensures that our approach is sound. Specifically, it guarantees that $I$ allows any assignment for $v_{m}$ that the original memory unit $\tilde{v}_{2,1}$ might be assigned. For instance, looking at the example from Figure 2, consider the input sequence $v_{1,1} = 2, v_{2,1} = -1, v_{3,1} = 3$. This sequence implies that at the beginning of the fourth evaluation, $\tilde{v}_{2,1} = v_{3,1} = 2 - 1 + 3 = 4$. Our invariant $I$, which states that $v_{m,1} \leq 3(t - 1)$ allows this, because $4 < 3 \cdot 3 = 9$. On the other hand, $I' = (v_{m,1} \leq t - 1)$ is not a valid invariant for this example, because it forbids a possible assignment of $v_{m,1}$.

The soundness guarantee is formulated in the following lemma (whose proof, by induction, is straightforward and is omitted due to lack of space):

**Lemma 1.** Let $\varphi = \langle P,N,Q,T_{\text{max}} \rangle$ be an RNN verification query, and let $\hat{\varphi} = \langle \hat{P},\hat{N},\hat{Q} \rangle$ be the snapshot query $\hat{\varphi} = S(\varphi)$. Specifically, let $\hat{N}$ be constructed from $N$ by adding a time neuron $t$ and by replacing each memory unit $\tilde{v}$ with an input neuron $v_{m}$; and let $\hat{P} = P \land (1 \leq t \leq T_{\text{max}}) \land I$. If $I$ is an invariant that bounds the values of each $v_{m}$, and if $\hat{\varphi}$ is UNSAT, then $\varphi$ is also UNSAT.

### 3.3 Constructing $\hat{\varphi}$: Verifying the Invariant

In Section 3.2 we described a reduction from RNN verification to FFNN verification. A key assumption was that the oracle-provided formula $I$, which bounds the memory units as a function of the time $t$, was truly an invariant. This assumption is risky, as a malicious (or simply mistaken) oracle could provide a bogus invariant, jeopardizing the soundness of the process as a whole. In this section we make our method more robust, by including a step that verifies that $I$ is indeed an invariant. This step, too, is performed by creating an FFNN verification query, which can then be dispatched using the back-end FFNN verification engine.

In Section 2.3 we defined the notion of an inductive invariant. In the context of an RNN $N$, we define the state space $Q$ as the set of states $q = \langle A, t \rangle$ where $A$ is the current assignment to the nodes of $N$ (including the assignments of the memory units), and $t$ is a natural number representing the time step. For another state $q' = \langle A', t' \rangle$, the transition relation $T(q, q')$ holds if and only if:

1. $t' = t + 1$; i.e., the time step has advanced by one;
2. for each memory unit \(\tilde{v}\) associated with neuron \(v\), it holds that \(A'[\tilde{v}] = A[v]\); i.e., the assignment of each neuron in \(A\) is stored in its corresponding memory unit in \(A'\); and

3. the assignment \(A'\) of all of the network’s neurons constitutes a proper evaluation of the RNN according to Section 2; i.e., all weighted sums and activation functions are computed properly.

A state \(q_0\) is initial if the time step is 1, all memory units are assigned to 0, and the assignment of all of the network’s neurons constitutes a proper evaluation of the RNN (there may be multiple initial states).

Next, let \(I\) be a formula over the memory units of \(N\), and suppose we wish to verify that \(I\) is an invariant. We slightly abuse notation, and treat \(I\) as a formula over both the RNN \(N\) and its snapshot network \(\hat{N} = S(N)\); for the latter, every occurrence of memory unit \(\hat{v}^t\) is renamed to \(v^m\). Proving that \(I\) is in invariant amounts to proving that \(I(q_0)\) holds for any initial state \(q_0\), and that for every two states \(q, q' \in Q\), if \(I(q)\) then also \(I(q')\). Checking whether \(I(q_0)\) holds is trivial: in the initial step, all memory units are set to 0, and we can easily check that \(I\) holds for this assignment. The second check is more tricky; here, the key point is that because \(q\) and \(q'\) are consecutive states, the memory units of \(q'\) are simply the neurons of \(q\). Thus, we can prove that \(I\) holds for \(q'\) by looking at the snapshot network, assuming that \(I\) holds initially, and proving that \(I[v^m \rightarrow v, t \rightarrow t + 1]\), i.e. the invariant with each memory unit \(v^m\) renamed to its corresponding neuron \(v\) and the time step advanced by 1, also holds. The resulting verification query, which we term \(\varphi_1\), can be verified using the underlying FFNN verification back-end.

We use our running example from Figure 2 to illustrate this process. Let \(I = v^m_{2,1} \leq 3(t - 1)\) be our candidate invariant. We begin by checking that \(I\) holds at every initial state \(q_0\); this is true because at time \(t = 1\), \(v^m_{2,1} = 0 \leq 3 \cdot 0\). Next, we assume that \(I\) holds for state \(q = (A, t)\) and prove that it holds for \(q = (A', t + 1)\).

First, we create the snapshot FFNN \(\hat{N}\), shown in Figure 4. We then extend the original input property \(P = \bigwedge_{i=1}^{3}(−3 \leq v_{i,1} \leq 3)\) into a property \(P'\) that also captures our assumption that the invariant holds at time \(t\):

\[
P' = (−3 \leq v_{1,1} \leq 3) \land (v^m_{2,1} \leq 3(t - 1)).
\]

Finally, we prepare an output property \(Q'\) that asserts that the invariant does not hold for \(v_{2,1}\) at time \(t + 1\), by renaming \(v^m_{2,1}\) to \(v_{2,1}\) and incrementing \(t\):

\[
Q' = \neg(v_{2,1} \leq 3(t + 1 - 1)).
\]

When the FFNN verification engine answers that \(\varphi_1 = (P', S(N), Q')\) is UNSAT, we can conclude that \(I\) is indeed an invariant. In cases where the query turns out to be SAT, \(I\) is not an invariant, and the counter-example returned by the underlying verifier can be used to refine it.

The steps described in this section, namely (i) prove that a formula \(I\) is an invariant; (ii) use \(I\) to create a query \(\varphi\) that over-approximates the original query \(\varphi_1\); and (iii) prove that is \(\varphi\) UNSAT, allow us to automatically reduce the RNN verification problem to the FFNN verification problem. The only part of the process that is not automated is coming up with the invariant \(I\) — which is the topic of the following section.
4 Invariant Inference

In order to reduce RNN verification to FFNN verification, we require an invariant $I$ that bounds the values of each memory unit as a function of time $t$. In general, automatically discovering such invariants is an undecidable problem [44]. To mitigate this difficulty we restrict ourselves to invariants that follow a linear template.

4.1 Single Memory Unit

We begin with a simple case, in which the network has a single hidden node $v$ with a memory unit (we will relax this limitation later). Note that this is the case in the running example depicted in Figure 2. Here, inferring an invariant according to a linear template means finding values $\alpha_l$ and $\alpha_u$, such that:

$$\alpha_l \cdot (t-1) \leq \tilde{v}_t \leq \alpha_u \cdot (t-1)$$

Thus, the goal is to bound the value of $\tilde{v}_t$ from below (using $\alpha_l$) and from above (using $\alpha_u$), both as a function of time. For simplicity, we focus only on finding the upper bound; the lower bound case is symmetrical. For our running example, we have already seen such an upper bound, which was sufficiently strong for proving the desired property: $\tilde{v}_t^2 \leq 3(t-1)$.

Once candidate $\alpha$’s are proposed, verifying that the invariant holds can be performed using the techniques outlined in Section 3. There are two places where the process might fail: (i) the proposed invariant cannot be proved ($\varphi_I$ is SAT), because a counter-example exists. This means that our invariant is too strong, i.e. the bound is too tight. In this case we can weaken the invariant by increasing $\alpha_u$; or (ii) the proposed invariant holds, but the FFNN verification problem that it leads to, $\hat{\varphi}$, is SAT. In this case, the invariant is too weak; it is indeed an invariant, but does not imply the desired output property. In this case, we can strengthen the invariant by decreasing $\alpha_u$.

To illustrate these possible failures, we return to our running example from Figure 2. Assume we set $\alpha_u = 100$. This value gives rise to a valid upper bound (since we know that $\tilde{v}_t^2 \leq 3(t-1) \leq 100t$). However, this invariant is too weak to prove that $\hat{\varphi}$ is UNSAT; for example, assigning $t = 4$, $v_{1,1} = 0$ and $v_{2,1}^m = 40$ will imply $v_{3,1} = 40$ which satisfies the output condition $Q = \bigvee_{i=1}^5 (v_{3,1}^i \geq 16)$. We can conclude that a stronger invariant, i.e. a smaller $\alpha_u$, is required. For the other possible failure, let us set $\alpha_u = 1$; in this case, the resulting formula is not an invariant, e.g. because of the input assignment $v_{1,1} = 3$, $t = 1$ and $v_{2,1}^m = 0$, which leads to $v_{2,1} = 3 > 1 \cdot (t+1)$. This implies that a greater $\alpha_u$ is required.

The aforementioned example leads us to binary search strategy. We define a search range $[lb, ub]$ for $\alpha_u$. Initially, $lb = -M$ and $b = M$ for a very large constant $M$. We set $\alpha = \frac{1}{2}(lb + ub)$, and attempt our procedure. If the candidate invariant is too weak, $ub$ is decreased; and if it is too strong, $lb$ is increased. The search stops, i.e. an optimal invariant is found, when $ub - lb \leq \epsilon$ for a small constant $\epsilon$. The result verification procedure (for networks with a single memory unit) is described in Alg. 1. The algorithm fails if the optimal linear invariant is found, but is insufficient for proving the property in question; this can happen if $\varphi$ is indeed SAT, or if a more sophisticated invariant is required. The algorithm can be extended in a straightforward manner to incorporate lower bound invariants as well.
Algorithm 1 Automatic Single Memory Unit Verification\((P, N, Q, T_{\text{max}})\)

1: \(lb \leftarrow -M, ub \leftarrow M\) \hspace{1cm} \(\triangleright \) \(M\) is a large constant
2: while \(ub - lb \geq \epsilon\) do
3: \(\alpha_u \leftarrow \frac{ub + lb}{2}\)
4: \(I \leftarrow v_{m,1}^{n} \leq \alpha_u \cdot t\)
5: if \(\phi_I\) is UNSAT then
6: Construct \(\hat{\phi}\) using invariant \(I\)
7: if \(\hat{\phi}\) is UNSAT then
8: \(\text{return True}\)
9: \(ub \leftarrow \alpha_u\) \hspace{1cm} \(\triangleright \) Invariant too weak
10: else
11: \(lb \leftarrow \alpha_u\) \hspace{1cm} \(\triangleright \) Invariant too strong
12: \(\text{return False}\)

Linear Templates: Pros and Cons. Using linear invariant templates affords two key benefits. First, the generated invariants have a simple form, and approaches based on binary-search can be used to optimize them. Second, because linear constraints can be encoded into most FFNN verification tools, the resulting \(\phi_I\) queries can be verified automatically; this would not have been the case, e.g., if we had used upper bounds that are quadratic in \(t\), which FFNN verification tools typically do not support. The downside of using the linear template is that we might miss out on more complex invariants, which may be required to prove the property at hand. Identifying additional kinds of templates that are both expressive and supported by FFNN verification tools is an important avenue for future work.

4.2 Multiple Layers with Single Memory Units

We now extend our approach from RNNs with a single memory unit to RNNs with multiple memory units, each in a separate layer. The extension is performed in an iterative fashion. As before, we begin by constructing the snapshot network in which all memory units are replaced by regular neurons. Next, we work layer by layer and generate invariants that over-approximate each memory unit. As we go into deeper layers of the network, we use previously-proven invariants in order to bound the current memory unit. Eventually, all memory units are over-approximated using invariants, and we can attempt to prove the desired property.

An example appears in Figure 5. Let \(P = \bigwedge_{i=1}^{5} (3 \leq v_{i,1}^{1} \leq 3)\) and \(Q = \bigvee_{i=1}^{5} (v_{i,1}^{4} \geq 60)\). First we construct the snapshot network shown in the figure. Next, we prove the invariant \(v_{2,1}^{n} \leq 3(t - 1)\), same as we did before. This invariant bounds the values of \(v_{2,1}^{n}\). Next, we use this information in proving an invariant also for \(v_{3,1}\); e.g., \(v_{3,1}^{n} \leq 9 \cdot (t - 1)\). To see why this is an invariant, observe that

\[
v_{3,1}^{t} = \sum_{i=1}^{t} v_{2,1}^{i} \leq \sum_{i=1}^{t} 3i = (3 + 3t) \frac{t}{2} \leq (3 + 3T_{\text{max}}) \frac{t}{2} = 9t
\]

Note that the invariant for \(v_{2,1}\) was used in the \(*\) transition. Once this invariant is proved, we can show that the original property holds, by using FFNN verification.
to show that the following snapshot query in \textbf{UNSAT}:

\[\langle \overline{\langle (–3 \leq v_{1,1} \leq 3) \land (1 \leq t \leq 5) \land (v_{2,1}^{m} \leq 3(t – 1)) \land (v_{3,1}^{m} \leq 9(t – 1)), S(N), v_{4,1} \geq 60 \rangle} \text{ where } S(N) \text{ is the FFNN from Figure 5.} \]

The general algorithm for this case is given as Alg. 2. We assume for simplicity that every hidden layer in the RNN has a (single) memory unit. Initially (Lines 2-5), the algorithm guesses and verifies a very coarse upper bound on each of the memory units. Next, it repeatedly attempts to solve the snapshot query \( \hat{\varphi} \) using the current invariants. If successful, we are done (Line 9); and otherwise, we start another pass over the network’s layers, attempting to strengthen each invariant in turn. We know we have reached an optimal invariant for a layer when the search range for that layer’s \( \alpha \) becomes smaller than some small \( \epsilon \) constant (Line 13). The algorithm fails (Line 22) when (i) optimal invariants for all layers have been discovered; and (ii) these optimal invariants are insufficient for solving the snapshot query. As before, the algorithm only deals with upper bounds, and can be extended to incorporate lower bound invariants as well.

**Algorithm 2 Automatic Multiple Memory Units Verification**

\begin{verbatim}
1: Construct the snapshot network \( \hat{N} \)
2: for \( i = 2 \) to \( n – 1 \) do
3: \( l_b \leftarrow -M, u_b \leftarrow M, \alpha_i \leftarrow M \) \quad \triangleright \text{M is a large constant}
4: \( I_i \leftarrow v_{1}^{m_i} \leq \alpha_i \cdot t \) \quad \triangleright \text{Loose invariant, should hold}
5: if \( \varphi_i \) is SAT then return False \quad \triangleright \text{Loose invariant fails, give up}
6: while True do
7: Construct \( \hat{\varphi} \) using the invariant \( \bigwedge_{i=2}^{n-1} I_i \)
8: if \( \hat{\varphi} \) is UNSAT then
9: return True \quad \triangleright \text{Invariants sufficiently strong}
10: else
11: progressMade \leftarrow False
12: for \( i = 2 \) to \( n – 1 \) do
13: if \( u_b_i – l_b_i \leq \epsilon \) then
14: Continue \quad \triangleright \text{Already have optimal invariant}
15: progressMade \leftarrow True \quad \triangleright \text{Still searching for optimal invariant}
16: \( \alpha_i' \leftarrow (u_b_i + l_b_i)/2 \)
17: \( I_i' \leftarrow v_{1}^{m_i} \leq \alpha_i' \cdot t \)
18: if \( \varphi_i' \) is UNSAT then
19: \( I_i \leftarrow I_i', \alpha_i \leftarrow \alpha_i', u_b_i \leftarrow \alpha_i \) \quad \triangleright \text{Better invariant found}
20: else
21: \( l_b_i \leftarrow \alpha_i' \) \quad \triangleright \text{Invariant unchanged, range shrinks}
22: if \!progressMade then return False \quad \triangleright \text{Best invariants too weak}
\end{verbatim}

4.3 Layers with Multiple Memory Units

We now extend our approach to support the most general case: an RNN with layers that contain multiple memory units. The idea is the same as in Alg. 2: we iteratively infer and prove invariants for each layer, leveraging the already-proven invariants from layer \( k \) when proving invariants for layer \( k + 1 \). Once all layers have
been handled, we attempt to show that the snapshot query is \textsc{UNSAT}; and if that fails, we go back and strengthen previous invariants.

The main difficulty is in inferring invariants for a layer that has multiple memory units. Figure 6 depicts a simple example of an RNN that has a single layer with multiple memory units (although the technique applies also to RNNs with multiple layers with memory units). The key point is that while each memory unit belongs to a single neuron, it affects the assignments of all other neurons in that layer.

We propose to handle this case using separate linear invariants for upper- and lower-bounding each of the memory units. However, while the invariants have the same linear form as in the single memory unit case, proving them requires taking the other invariants of the same layer into account. Consider the example in Figure 6, and suppose we have $\alpha_{1l}, \alpha_{1u}$ and $\alpha_{2l}, \alpha_{2u}$ for which we wish to verify that

$$\alpha_{1l} \cdot t \leq v_{2,1}^t \leq \alpha_{1u} \cdot t \quad \alpha_{2l} \cdot t \leq v_{2,2}^t \leq \alpha_{2u} \cdot t$$

(3)

In order to prove these bounds we need to dispatch an FFNN verification query that assumes Eq. 3 holds and uses it to prove the inductive step:

$$v_{2,1}^{t+1} = \text{ReLU}(-v_{1,1}^t + v_{2,1}^t + v_{2,2}^t) \leq \alpha_{1u} \cdot (t + 1)$$

(4)

Similar steps must be performed for $v_{2,1}^{t+1}$’s lower bound, and also for $v_{2,2}^{t+1}$’s lower and upper bounds. The key point is that because Eq. 4 involves $v_{2,2}^t$, the bounds proved for this neuron, and hence the values of $\alpha_{2l}$ and $\alpha_{2u}$, must be used. In the
Here, the situation is more complex; specifically, it is possible that increasing of single memory unit case, whenever Eq. 4 did not hold we would increase the value of $\alpha$ and if proving the desired property failed, we would decrease the value of $\alpha$. Here, the situation is more complex; specifically, it is possible that increasing $\alpha_1$ would invalidate previously acceptable assignments for $\alpha_2^l$ or $\alpha_2^u$.

For example, consider the network in Figure 6, with $P = \bigwedge_{t=1}^3 -3 \leq v_{1,1}^t \leq 3$, and $Q = \bigvee_{t=1}^3 v_{3,1}^t \geq 90$. Our goal is to find values for $\alpha_1^l, \alpha_1^u$ and $\alpha_2^l, \alpha_2^u$ that will satisfy Eq. 3. Let us consider $\alpha_1^l = 0, \alpha_1^u = 5, \alpha_2^l = 0$ and $\alpha_2^u = 0$. Using these values, the induction hypothesis (Eq. 3) and the bounds for $v_{1,1}$, we can indeed prove the upper bound for $v_{2,1}^t$:

$$v_{2,1}^{t+1} = \text{ReLU}(-v_{1,1}^t + v_{2,1}^0 + v_{2,2}^0) \leq -v_{1,1}^t + v_{2,1}^0 + v_{2,2}^0 \leq 3 + 5t + 0 \leq 5(t + 1)$$

Unfortunately, the bounds $0 \leq v_{2,2}^t \leq 0$ are inadequate, because $v_{2,2}^t$ can take on positive values. We are thus required to adjust the $\alpha$ values, for example by increasing $\alpha_2^u$ to 2. However, this change invalidates the upper bound for $v_{2,1}^t$, i.e. $v_{2,1}^t \leq 5t$, as that bound relied on the upper bound for $v_{2,2}^t$; specifically, knowing only that $-3 \leq v_{1,1}^t \leq 3, 0 \leq v_{2,1}^t \leq 5t$ and $0 \leq v_{2,2}^t \leq 2t$, it is impossible to show that $v_{2,1}^{t+1} \leq 5(t + 1)$. Next, trying the assignment $\alpha_1^l = 0, \alpha_1^u = 25, \alpha_2^l = 0$ and $\alpha_2^u = 6$, the resulting invariants are provable. Unfortunately, these invariants are insufficient for solving the snapshot query, i.e. to show that $v_{3,1}^t < 90$; to see this, recall that $v_{3,1}^t = v_{2,1}^t + v_{2,2}^t$, and thus the strongest bound we can show is $v_{3,1}^t \leq v_{3,1}^t + v_{2,2}^t = 25t + 6t$, which does not imply $v_{3,1}^t < 90$ for $T_{\text{max}} = 3$. Thus, our invariants need to be strengthened — by either increasing $\alpha_1^l$ or $\alpha_2^l$, or by decreasing $\alpha_1^u$ or $\alpha_2^u$. We observe that adjusting $\alpha_1^u$ to 21 produces a valid set of invariants that imply the unsatisfiability of the snapshot query.

The example above demonstrates the intricate dependencies between the $\alpha$ values, and the complexity that these dependencies add to the search process. Unlike in the single memory unit case, it is not immediately clear how to find an initial invariant that simultaneously holds for all memory units, or how to strengthen this invariant (e.g., which $\alpha$ constant to try and improve).

**Finding an Initial Invariant.** We propose to encode the problem of finding initial $\alpha$ values as a mixed integer linear program (MILP) [8]. The constraints that the $\alpha$ values must satisfy (e.g., Eq. 4) include weighted sums and piecewise-linear activation functions. Weighted sums can be encoded directly in MILP, and the piecewise-linear constraints can also be encoded in a straightforward way, using big-M encoding [2,29]. There are two main advantages to using MILP in this context:

- assuming only piecewise-linear activation functions, the problem can be precisely encoded in MILP. This means that the MILP solver is guaranteed to return a valid invariant, or soundly report that no such invariant exists.
- MILP instances also include a cost function to be minimized. We can leverage this fact to optimize our starting invariant; for example, by setting the cost function to be $\sum \alpha_u - \sum \alpha_l$, the MILP solver will typically suggest a solution in which the upper bound $\alpha$’s are small and the lower bound $\alpha$’s are large.

The main disadvantage to using MILP is that, in order to ensure that the invariants hold for all time steps $1 \leq t \leq T_{\text{max}}$, we must encode all of these steps in the MILP query. For example, going back to Eq. 4, in order to guarantee that

$$v_{2,1}^{t+1} = \text{ReLU}(-v_{1,1}^t + v_{2,1}^t + v_{2,2}^t) \leq \alpha_1^l \cdot (t + 1)$$
we would need to encode within our MILP instance the fact that
\[
\bigwedge_{t=1}^{T_{\text{max}}} (\text{ReLU}(-v_{t,1}^1 + v_{2,1}^1 + v_{2,2}^1) \leq a_u^1 \cdot (t+1))
\]
which might render the MILP instance difficult to solve for large values of \(T_{\text{max}}\).

MILP solvers are mature tools, and can handle very large input instances; and indeed, in our experiments, this was never the bottleneck. Still, should this become a problem, we propose to encode only a subset of the values of \(t \in \{1, \ldots, T_{\text{max}}\}\), making the problem easier to solve; and should the \(\alpha\) assignment fail to produce an invariant (this will be discovered when \(\varphi_I\) is verified), additional constraints can be added to guide the MILP solver towards a correct solution.

**Strengthening the Invariant.** If we are unable to prove that snapshot query \(\hat{\varphi}\) is \textsc{unsat} for a given \(I\), then the invariant needs to be strengthened. We propose to achieve this by invoking the MILP solver again, this time adding new linear constraints that force the selection of tighter bounds. For example, if the current invariant is \(a_l = 3, a_u = 7\), we propose to add constraints specifying that \(a_l \geq 3 + \epsilon\) and \(a_u \leq 7 - \epsilon\), for some small positive \(\epsilon\). This guarantees a strengthening of the invariants, although the improvement may be very small — depending on the value of \(\epsilon\) being used. It is possible to require the strengthening of all \(\alpha\) values, or to stipulate this only for some of the values, based on some heuristics.

**Invariants without using MILP.** In cases where using a MILP solver is undesirable (for example, if \(T_{\text{max}}\) is very large and the MILP instances becomes a bottleneck), we propose an incremental approach. Here, we start with an arbitrary assignment of \(\alpha\) values, which may or may not constitute an invariant, and iteratively change one \(\alpha\) at a time. This change needs to be “in the right direction” — i.e., if our \(\alpha\)’s do not currently constitute an invariant, we need to weaken the bounds; and if they do constitute an invariant but that invariant is too weak to solve \(\hat{\varphi}\), we need to tighten the bounds. The selection of which \(\alpha\) to change and by how much to change it can be random, arbitrary, or according to some heuristic. In our experiments we observed that while this approach is computationally cheaper than solving MILP instances, it tends to lead to longer sequences of refining the \(\alpha\)’s before an appropriate invariant is found. Devising heuristics that will improve the efficiency of this approach remains a topic for future work.

### 4.4 Time-Dependent Properties

Our technique for verifying inferred invariants and for using them to solve the snapshot query (and hence to prove the property in question) hinges on our ability to reduce each step into an FFNN verification query. In order to facilitate this, we made the simplifying assumption that properties \(P\) and \(Q\) of the RNN verification query are time-agnostic; i.e. they are of the form \(P = \bigwedge_{t=1}^{T_{\text{max}}} \psi_1\) and \(Q = \bigvee_{t=1}^{T_{\text{max}}} \psi_2\) for \(\psi_1\) and \(\psi_2\) that are conjunctions of linear constraints. However, this limitation can be relaxed significantly.

Currently, input property \(P\) specifies a constant range for the inputs, e.g. \(-3 \leq v_{t,1}^1 \leq 3\) for all \(1 \leq t \leq T_{\text{max}}\). However, we observe that our technique can be applied also for input properties that encode linear time constraints; e.g. \(4t \leq v_{t,1}^1 \leq 5t\).
These properties can be transferred, as-is, to the FFNN snapshot network, and are compatible with our proposed technique. Likewise, the output property $Q$ can also include constraints that are linear in $t$; and can also restrict the query for a particular time step $t = t_0$. In fact, even more complex, piecewise-linear constraints can be encoded and are compatible with our technique. However, encoding these constraints might entail adding additional neurons to the RNN. For example, the constraint $\max(v_{t1,1}, v_{t2,2}) \geq 5t$ is piecewise-linear and can be encoded [6]; the encoding itself is technical, and is omitted to save space. As for constraints that are not piecewise-linear, if these can be soundly approximated using piecewise-linear constraints, then they can be soundly handled using our technique.

5 Evaluation

We created a proof-of-concept implementation of our approach as a Python module, called RnnVerify, which reads an RNN in TensorFlow format. The input and output properties, $P$ and $Q$, and also $T_{\text{max}}$, are supplied in a simple proprietary format, and the tool then automatically: (i) creates the FFNN snapshot network; (ii) infers a candidate invariant using the MILP heuristics from Section 4; (iii) formally verifies that $I$ is an invariant; and (iv) uses $I$ to show that $\hat{\varphi}$, and hence $\varphi$, are UNSAT. If $\hat{\varphi}$ is SAT, our module refines $I$ and repeats the process. We intend to make our code publicly available with the final version of this paper.

For our evaluation, we focused on neural networks for speaker recognition — a task for which RNNs are commonly used, because audio signals tend to have temporal properties and varying lengths. We applied our verification technique to prove adversarial robustness properties of these networks, as we describe next.

Adversarial Robustness. It has been shown that many neural networks are susceptible to adversarial inputs [49]. These inputs are generated by slightly perturbing correctly-classified inputs, in a way that causes the misclassification of the perturbed inputs. Formally, given a network $N$ that classifies inputs into labels $l_1, \ldots, l_k$, an input $x_0$, and a target label $l \neq N(x_0)$, an adversarial input is an input $x$ such that $N(x) = l$ and $\|x - x_0\| \leq \delta$; i.e., input $x$ is very close to $x_0$, but is misclassified as label $l$. (There are additional, more complex variants of the problem [30]; we focus on this variant for simplicity.)

Adversarial robustness is a measure of how difficult it is to find an adversarial example — and specifically, what is the minimal amount of noise, i.e. the smallest $\delta$, for which such an example exists. Verification can be used to find adversarial inputs or rule out their existence for a given $\delta$, and consequently can find the smallest $\delta$ for which an adversarial input exists [6]. Using verification for proving the adversarial robustness of FFNNs has been studied extensively (e.g., [17,29,31,51]).

Speaker Recognition. A speaker recognition system receives a voice sample and needs to identify the speaker from a set of people. This is a private case of speaker verification, where a system needs to determine whether a voice sample belongs to a certain person. RNNs are often applied in implementing such systems [24], rendering them vulnerable to adversarial attacks [34]. Because such vulnerabilities in these systems pose a security concern [23], it is important to verify that their underlying RNNs afford high adversarial robustness.
Benchmarks. We trained 6 speaker recognition RNNs, based on the VCTK dataset [54]. Our networks are of modest, varying sizes: they each contain an input layer of dimension 40, one or two hidden layers with $d \in \{2, 4, 8\}$ memory units, followed by 1 to 3 fully connected, memoryless layers. The networks were trained to distinguish between 20 possible speakers.

Next, we selected 5 random, fixed input points $X = \{x_1, \ldots, x_5\}$, that do not change over time; i.e. $x \in \mathbb{R}^{40}$ and $x_1 = x_2 = \ldots$ for each $x_i \in X$. Then, for each RNN $N$ and input $x_i \in X$, and for each value $2 \leq T_{\text{max}} \leq 19$, we computed the ground-truth label $l = N(x_i)$, which is the label that received the highest score at time step $T_{\text{max}}$. We also computed the label that received the second-highest score, $l_{\text{sh}}$, at time step $T_{\text{max}}$. Then, for every combination of $N$, $x_i \in X$, and value of $T_{\text{max}}$, we created the query

$$\forall \delta \leq 0.01 \left( \bigwedge_{t=1}^{T_{\text{max}}} \|x'^t - x^t\|_{L_{\infty}} \leq 0.01, N, l_{\text{sh}} \geq l \right)$$

The allowed perturbation, at most 0.01 in $L_{\infty}$ norm, was selected arbitrarily. The query is only SAT if there exists an input $x'$ that is at distance at most 0.01 from $x$, but for which label $l_{\text{sh}}$ is assigned a higher score than $l$ at time step $T_{\text{max}}$. This formulation resulted in a total of 540 benchmark queries. We then used RnnVerify to solve these queries, using an Intel i5 laptop with 8 cores and 8GB of memory.

We began by comparing our technique to the state of the art, namely unrolling [1]. We selected our smallest RNN — a network with only 2 memory units in one hidden layer, followed by a single fully connected layer. We compared the performance of unrolling to that of our tool, RnnVerify, for increasingly larger $T_{\text{max}}$ values. Both methods returned UNSAT results for all of these queries; however, the runtimes clearly demonstrate that our approach is far less sensitive to large $T_{\text{max}}$ values, and can perform orders-of-magnitude better than the state of the art when such values are encountered. Figure 7 summarizes the results.

![Fig. 7: Comparing the running time (in seconds) of RnnVerify and unrolling, as a function of $T_{\text{max}}$. Both methods returned UNSAT on all queries.](image)

Table 1 summarizes the performance of our approach over all 540 benchmark queries. We observe the following points (i) RnnVerify was usually able to decide
within a few seconds whether the inferred linear invariants could prove the desired property or not. The average run time over all 540 experiments was 2.67 seconds; (ii) we successfully proved that for 295 of the tested benchmarks, the RNN was robust around the tested point. For the remaining 245 benchmarks, our results are inconclusive: we do not know whether the network is vulnerable, or whether more sophisticated invariants are needed to prove robustness. Still, in the majority of tested benchmarks, the linear template proved useful; and (iii) we see that our linear invariants generally become less effective for larger values of $T_{\text{max}}$. This is because the linear bounds become more loose as $t$ increases, whereas the neurons’ values typically do not increase significantly over time. This highlights the need for more expressive forms of invariants, perhaps to be combined with our current linear template.

| $T_{\text{max}}$ | $N_{2,0.1}$ | $N_{2,0.2}$ | $N_{4,0.2}$ | $N_{4,0.3}$ | $N_{4,2.3}$ | $N_{8,0.2}$ |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 2               | 1.27 (5/5)  | 1.38 (5/5)  | 1.32 (5/5)  | 1.37 (5/5)  | 2.78 (5/5)  | 1.96 (5/5)  |
| 3               | 1.32 (5/5)  | 2.15 (5/5)  | 1.34 (5/5)  | 1.58 (5/5)  | 5.47 (5/5)  | 2.63 (5/5)  |
| 4               | 1.51 (5/5)  | 1.49 (5/5)  | 1.60 (5/5)  | 1.56 (5/5)  | 2.31 (5/5)  | 1.88 (5/5)  |
| 5               | 1.86 (5/5)  | 1.51 (5/5)  | 1.63 (5/5)  | 72.23 (5/5) | 3.02 (5/5)  | 1.57 (0/5)  |
| 6               | 1.49 (5/5)  | 1.63 (5/5)  | 1.55 (5/5)  | 1.76 (5/5)  | 2.93 (5/5)  | 1.76 (0/5)  |
| 7               | 2.58 (5/5)  | 1.70 (5/5)  | 1.69 (5/5)  | 3.39 (5/5)  | 2.87 (5/5)  | 2.04 (0/5)  |
| 8               | 1.49 (5/5)  | 1.79 (0/5)  | 1.60 (5/5)  | 1.63 (5/5)  | 1.93 (5/5)  | 2.27 (0/5)  |
| 9               | 1.42 (5/5)  | 1.65 (0/5)  | 1.60 (5/5)  | 1.60 (5/5)  | 2.24 (5/5)  | 2.10 (0/5)  |
| 10              | 1.47 (5/5)  | 1.72 (0/5)  | 4.62 (5/5)  | 1.71 (5/5)  | 2.04 (5/5)  | 1.97 (0/5)  |
| 11              | 1.45 (5/5)  | 1.74 (0/5)  | 1.64 (5/5)  | 1.81 (5/5)  | 2.44 (5/5)  | 2.28 (0/5)  |
| 12              | 1.26 (5/5)  | 1.71 (0/5)  | 1.36 (5/5)  | 1.35 (5/5)  | 3.76 (5/5)  | 1.70 (0/5)  |
| 13              | 1.14 (5/5)  | 1.56 (0/5)  | 1.43 (5/5)  | 1.30 (5/5)  | 2.59 (5/5)  | 1.78 (0/5)  |
| 14              | 1.23 (5/5)  | 3.06 (0/5)  | 2.34 (5/5)  | 1.54 (5/5)  | 2.30 (5/5)  | 1.77 (0/5)  |
| 15              | 3.15 (5/5)  | 1.39 (0/5)  | 1.23 (1/5)  | 3.57 (5/5)  | 2.91 (5/5)  | 1.99 (0/5)  |
| 16              | 1.25 (5/5)  | 1.66 (0/5)  | 1.40 (1/5)  | 1.34 (5/5)  | 2.72 (5/5)  | 2.29 (0/5)  |
| 17              | 1.30 (5/5)  | 1.49 (0/5)  | 1.41 (1/5)  | 1.34 (5/5)  | 3.09 (5/5)  | 1.97 (0/5)  |
| 18              | 1.34 (5/5)  | 1.78 (0/5)  | 1.42 (1/5)  | 2.00 (5/5)  | 3.21 (5/5)  | 2.22 (0/5)  |
| 19              | 1.38 (5/5)  | 4.12 (0/5)  | 3.89 (1/5)  | 1.56 (5/5)  | 2.88 (5/5)  | 5.83 (0/5)  |

6 Related Work

Due to the rise in neural network prevalence and the discovery of undesirable behaviors in many of them, the verification community has begun putting significant efforts into DNN verification. Recently proposed approaches include the use of SMT solving [27,29,31,36], LP and MILP solving [13,50], symbolic interval propagation [51], abstraction-refinement and abstract interpretation [14,17], and many
Our technique focuses on RNN verification, but uses an FFNN verification engine as a back-end. Consequently, it could be integrated with many of the aforementioned tools, and will benefit from any improvement in scalability of FFNN verification technology.

Whereas FFNN verification has received a great deal of attention, to the best of our knowledge only little research has been carried out on RNN verification. Akintunde et al. [1] were the first to propose such a technique, based on the notion of unrolling — the duplication of an RNN and concatenation of the copies, in order to create an equivalent FFNN. Ko et al. [33] proposed a similar framework, aimed at quantifying the robustness of an RNN to adversarial inputs — which can be regarded as an RNN verification technique tailored for a particular kind of properties. The scalability of both approaches is highly sensitive to the number of time steps, \( T_{\text{max}} \), specified by the property at hand.

The main advantage of our approach compared to the state of the art is that it is far less sensitive to the number of time steps being considered. Specifically, our construction of the snapshot query \( \hat{\varphi} \) is oblivious to \( T_{\text{max}} \). This affords great potential for scalability, especially for long sequences of inputs. A drawback of our approach is that it requires invariant inference, which is known to be challenging.

Automated invariant inference is key in program analysis [43], especially for programs with loops, and has been studied extensively since the 70’s [10]. A few notable methods for doing so include: (i) abstract interpretation based: here, the program code is automatically analyzed in order to identify atoms from which an invariant formula can be constructed (e.g., [10, 22, 45]); (ii) counterexample-guided based: these approaches start with a candidate invariant generated, e.g., using program traces, and attempt to verify that it is truly an invariant. If the candidate fails, the counter-example returned by the verification tool is used to refine it (e.g., [3, 42]); and (iii) learning based: recent work has suggested using machine learning to automatically suggest loop invariants [46]. It will be interesting to apply these techniques within the context of our framework, in order to more quickly and effectively discover useful invariants.

7 Conclusion

Neural network verification is an open problem that is becoming increasingly important to industry, regulators, and society as a whole. Research to date has focused primarily on FFNNs. We propose a novel approach for the verification of recurrent neural networks — a kind of neural networks that is particularly useful for context-dependent tasks, such as NLP. The cornerstone of our approach is the reduction of RNN verification to FFNN verification through the use of inductive invariants. Using a proof-of-concept implementation, we demonstrated that our approach can tackle many benchmarks orders-of-magnitude more efficiently than the state of the art. These experiments indicate the great potential that our approach holds.

Still, our work so far is but a first step, and we are already working on extending it along three axes. First, our approach depends greatly on our ability to generate useful inductive invariants to the problem at hand. Currently we have focused on invariants that adhere to linear templates; and we plan to experiment with additional approaches, such as those described in Section 6. Second, more work is
required to increase the scalability of our approach, especially for networks that contain multiple hidden layers with memory units. For such networks, generating sufficiently strong invariants is challenging, and we plan to tackle this difficult using compositional verification techniques in order to break the RNN into multiple, smaller networks, each with fewer memory units. Finally, the lack of available RNN verification benchmarks is a limiting factor; to mitigate it, we plan to apply our approach to additional, real-world RNN based systems.
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