Smart-Badge: A wearable badge with multi-modal sensors for kitchen activity recognition
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ABSTRACT

Human health is closely associated with their daily behavior and environment. However, keeping a healthy lifestyle is still challenging for most people as it is difficult to recognize their living behaviors and identify their surrounding situations to take appropriate action. Human activity recognition is a promising approach to building a behavior model of users, by which users can get feedback about their habits and be encouraged to develop a healthier lifestyle. In this paper, we present a smart light wearable badge with six kinds of sensors, including an infrared array sensor MLX90640 offering privacy-preserving, low-cost, and non-invasive features, to recognize daily activities in a realistic unmodified kitchen environment. A multi-channel convolutional neural network (MC-CNN) based on data and feature fusion methods is applied to classify 14 human activities associated with potentially unhealthy habits. Meanwhile, we evaluate the impact of the infrared array sensor on the recognition accuracy of these activities. We demonstrate the performance of the proposed work to detect the 14 activities performed by ten volunteers with an average accuracy of 92.44 % and an F1 score of 88.27 %.

CCS CONCEPTS

• Human-centered computing → Ubiquitous computing.
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1 INTRODUCTION

Human activity and the surrounding situation in daily life have a substantial effect on human health and life quality. Although keeping a healthy lifestyle has emerged as a popular topic in the crowd, it is still difficult for many people, especially old people, to recognize their behavior and identify situations around them daily. Human activity recognition has been a promising tool for both users understanding their behavior and doctors diagnosing potential diseases, by which life quality of humans could be increased significantly. Therefore, human activity recognition is an important research direction in pervasive computing [26] and has been widely investigated over the decades. With the rapid development of sensor technology and artificial intelligence algorithms, various solutions for human activity recognition based on novel sensor modality [7, 12, 21] and machine learning algorithms [11, 17, 22] have been proposed to extract comprehensive context from human activities predominantly, including body position-related, body action-related and body status-related context [5] with the use of wearable devices or ambient sensors, by which user’s lifestyle can be evaluated, and a behavior model can be build-up, which will make significant sense for detection of anomalies possibly relevant to well-being [14], meanwhile, the feedback from the behavior model can, in turn, encourage users to develop a healthy lifestyle.

Indoors is an environment where people spend much time; human activities in an indoor environment can reflect their living habits directly. Thus, indoor activity recognition has been widely used in many intelligent systems, from smart homes and smart health to smart security [31]. For example, human activities in the kitchen are closely associated with their dietary habits. In most cases, the frequency of open refrigerators and microwave ovens can indicate food intake frequency in the long term. Eating too much, too frequently, or abnormal eating time could form an unhealthy dietary habit, which can lead to many diseases like diabetes [24], obesity [18], and cardiovascular disease [3]. Kitchen scene context-based activity recognition thus is a promising approach for diet monitoring, and dietary treatment, also helpful for developing smart kitchens as a part of smart home [16]. In addition, it also provides meaningful information for people to understand their...
Although kitchen activity recognition is not so widely explored as other application scenarios, kitchen activity recognition is still not widely explored. In this paper, we introduce a smart badge integrated with multi-modal sensors to recognize human activity in a kitchen scenario. We designed the multi-sensor-based hardware platform to be packaged in a light badge, and thus easily attachable to the user’s chest, and includes six different sensors and two microcontrollers. It is worth mentioning that we use an infrared array sensor (thermal sensor) instead of a camera to avoid privacy issues. In addition, we adopt a multi-channel convolutional neural network (MC-CNN) [27] based on data and feature fusion methods and evaluate the performance of different sensors for activity recognition in the kitchen.

The contributions of this work are summarized as follows:

• A hardware platform of smart badge with 6 sensors for 14 kinds of common human activity recognition in kitchen was proposed.
• Two kinds of multi-channel convolutional neural network for data fusion and feature fusion are adopted and provide high recognition accuracy of 14 kinds of human activity.
• The performances of different sensor in kitchen activity recognition are investigated.

The remaining of this paper is organized as follows. Section 2 presents the related works in the fields of kitchen activity recognition and multi-modal sensor platform. The detailed presentation of hardware implementation is introduced in Section 3. Section 4 presents the collected data and the quantitative experimental results. Finally, Section 5 shows the analysis of the experimental results and Section 6 addresses conclusions and future works.

2 RELATED WORK

2.1 Kitchen activity recognition

Although kitchen activity recognition is not so widely explored as other application scenarios, there are still some solutions for activity recognition in a kitchen scenario proposed over the decades as kitchen activity of humans closely related to their dietary habits. The approaches can be grouped into vision-based and sensor-based. Vision-based methods combined with machine learning are widely utilized for kitchen activity recognition. For instance, Bansal et al. [2] used a dynamic SVM-HMM hybrid model to predict nine cooking activities from video information with a recognition accuracy of 72%. Lei et al. [15] proposed a study for fine-grained recognition of kitchen activities with the use of RGB-D (Kinect-style) cameras, and the proposed system can robustly track and accurately recognize detailed steps through cooking activities. Although the vision-based method has showed a remarkable performance for HAR in different application scenarios [8, 20, 28, 29], it often requires high computation capability and a well-lighted environment. Besides, privacy issues also prevent its widespread use. With the thriving development of sensor technology and pervasive computing, sensor-based HAR with privacy well protected is becoming more and more popular [25]. Luo et al. [16] demonstrated a minimal and non-intrusive, low-power, low-cost radar-based sensing network system recognizing 15 kinds of activities with an accuracy of 92.8%. However, this solution lacks flexibility as the sensing network system should be deployed in the kitchen and can only detect the activity in a limited space. The wearable device has shown more flexible advantages over such distributed sensor system. Yasser et al. [19] presented a dataset for 15 kinds of kitchen activity recognition using smartwatch accelerometers. Besides, they achieved a classification precise of 97.6% with the use of CNN based approach, which shows that a wearable device has a great potential in kitchen activity recognition.

2.2 Multi-modal sensors platform in human activity recognition

Compared to the limitation of computer vision technology in the human activity recognition area, like space-time limitations, easy invasion of user privacy, and high energy consumption, the sensor-based methods with many advantages like compact, low cost, and high computational power have become the focus of attention [23]. A single special-purpose sensor can only recognize single series activities. It also suffers from low robustness in most cases because most sensors have limitations due to sensor deprivation, limited spatial coverage, occlusion, imprecision, and uncertainty [9]. Besides, an unhealthy lifestyle is usually the result of much bad behavior. Thus, using a single sensor for human activity recognition is not a perfect option in many scenarios. The concurrent use of multiple sensors for human activity recognition provides a practical solution for complex activity recognition, and improvement of recognition accuracy [1]. For example, Zhang et al. [30] designed a necklace with multiple embedded sensors, such as a proximity sensor, an ambient light sensor, and an inertial measurement Unit (IMU) sensor. The necklace can detect the eating activity more accurately after augmenting the proximity sensor data with the ambient light and IMU sensor data. Bharti et al. [4] proposed a HuMAn system with five kinds of sensors such as IMU, temperature, air pressure, and humidity sensor, as well as Bluetooth beacon, which are deployed on different parts of the body. This system showed that 21 complex activities at home could be detected with high accuracy. Gravina et al. [10] demonstrated a system based on body-worn inertial sensors combined with a pressure sensor to monitor in-seat activities, by which four ordinary basic emotion-relevant activities were recognized with high accuracy. These studies about human activity recognition shows that complex human activity can benefit from multi-modal sensors information, which can increase system reliability and improve recognition accuracy. In this paper, we design a wearable smart badge base on multiple modal sensor platform with six different sensors to recognize kitchen activities, which could help users know and understand their habits.

3 HARDWARE IMPLEMENTATION

The ergonomics and ease of use are of paramount importance for a wearable device, which can not be a burden to the user during wearing [6]. Therefore, a smart light wearable badge was designed in this work, which can be attached to many parts of the body flexibly and easily, like shoulders, hips, and chest. As shown in Fig. 1, the smart badge hardware system consists of four main components such as sensor module, microcontroller module, data logger module as well as data transmission module. Six different sensors (IMU,
optical sensor, gas sensor, air pressure sensor, thermal IR array, and Time of Flight (ToF) ranging sensor) are connected to two microcontrollers via the I2C interface. 791 channel data from these six sensors, including body motion and ambient information, are sampled. Since the sample rate of these sensors varies considerably, for instance, the sample rate of IMU sensor LSM9D01 is up to 400 Hz in fast mode, while the sample rate of gas sensor CCS811 is only 4 Hz. If all sensors are connected to one I2C bus system, the sampling rate will be decreased dramatically. Furthermore, the number of communication interfaces of one micro-controller is limited for connecting the six sensors separately. Two microcontrollers (NXP iMXRT1062 based on high-performance ARM Cortex-M7 processor core and nRF52840 integrated with Bluetooth 5 on Arduino nano 33 board) are utilized to acquire data. The NXP iMXRT1062 microcontroller can operate at speed up to 600 MHz, which provides a high-performance platform to run the tiny machine learning in future work. Since higher sampling rates can provide more precise information, while it also results in more power consumption, on a trade-off performance and power consumption, a low sampling rate is selected. We use the NXP iMXRT1062 microcontroller to read data from thermal IR array sensor MLX90640, gas sensor CCS811, and optical sensor AS7341 with a speed of 3 Hz. The nRF52840 microcontroller reads data from the rest sensors at 12 Hz. After synchronization and interpolation, the final sampling rate of all sensors is 6 Hz. The sensor data can be transmitted to other devices by Bluetooth or stored locally on SD cards. Besides, configuration information like the activity label and time synchronization can be sent from a smartphone to microcontrollers via Bluetooth. The data exchange between two microcontrollers is via serial port. Fig. 1b shows the PCB prototype of the hardware platform with an entire dimension of 56×64 mm. The working current of the whole system is 154 mA. Besides, to improve the user-friendly experience, a light 3D printed package of this hardware system is designed as shown in Fig. 2a. The velcro is attached to the back side so that the smart badge can be worn on many body parts easily.

4 EVALUATION

4.1 Data collection

To evaluate the feasibility of our proposed approach for human activity recognition in the kitchen, we asked ten volunteers (seven male and three female) to put the smart badge on their chest as shown in Fig. 2b and perform fourteen daily activities as described in Table 1 in a realistic unmodified kitchen environment. Most activities to recognition in this experiment strongly correlate with users’ dietary habits. For example, food preparation is often related to opening a freezer, opening a microwave, cutting food, or boiling water. It should be possible to infer the user’s eating time and frequency by recognizing those activities. Fluid intake activities like drinking different beverages are of utmost importance for the nutrition balance of the body. Thus, five typical kinds of drinking activities were recorded in this experiment. All drinks were poured into clear glasses of typical size and shape. The experiment was divided into five sessions, and the whole sessions lasted around one hour per volunteer. Meanwhile, the label of each activity was transmitted from the smartphone to the micro-controller via Bluetooth interface by the experiment conductor. The sensor and label data were stored together on the local SD card. After collecting the data from ten volunteers, the 14 activities were segmented according to the labels. The null class was removed. Fig. 3 shows the whole duration time of each activity performed by ten volunteers. Each activity takes a different time to finish. For example, boiling water often takes several minutes, while drinking water only costs several seconds normally. Therefore, the entire duration time of each activity in this dataset is imbalanced.

Fig. 4 presents the raw data of all sensors (except infrared array sensor MLX90640) while the volunteers performed those 14 kinds of activities. In these graphs we can find that single channel sensor data did not present apparent features between different activities. Multiple sensor fusion methods should be applied for those kinds of activity classification. However, optical spectrum sensors provide supplementary information for some drinking-related activities recognition as shown in Fig. 4k, Fig. 4l and Fig. 4m. Since the color between coffee, milk, and water is significantly different and the container of beverages is transparent. When the transparent glass with beverages appears on the chest while volunteer drink, the optical spectrum signals vary for different beverages, which could be very meaningful features for classifier. Although the action of
drinking different beverages is very similar, they could still be distinguished through the optical spectrum and movement information.

Table 1: Activity Set

| Activity ID | Activity           | Activity ID | Activity           |
|-------------|--------------------|-------------|--------------------|
| 1           | sitting down       | 8           | washing hand       |
| 2           | standing up        | 9           | cutting food       |
| 3           | walking            | 10          | drinking hot tea   |
| 4           | opening microwave oven | 11     | drinking hot coffee|
| 5           | opening freezer    | 12          | drinking milk      |
| 6           | opening door       | 13          | drinking nature water |
| 7           | boiling water      | 14          | drinking carbonated water |
advantageous than the data fusion method in the activity recognition based on multi-modal sensors. It is worth mentioning that the F1 Score is also very close to accuracy value, though the dataset is severely imbalanced as shown in Fig. 3.

\[
F_1\text{ score} = 2 \cdot \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{1}
\]

Table 2: Results of 14 kinds of human activity recognition

| Channels | Data fusion Accruacy | F1-Score | | Feature fusion Accuracy | F1-Score |
|----------|----------------------|----------|-------------------------|----------|
| 791      | 90.54 ± 4.99         | 86.12 ± 5.85 | 92.44 ± 4.33 | 88.27 ± 5.27 |
| 768      | 82.08 ± 7.73         | 77.80 ± 7.80 | 82.88 ± 6.70 | 77.09 ± 7.32 |
| 23       | 91.95 ± 5.27         | 85.95 ± 6.40 | -                      | -        |
| 17       | 89.43 ± 5.18         | 83.07 ± 6.50 | -                      | -        |

5 DISCUSSION

From the confusion matrix of the highest accuracy recognition result shown in Fig. 6, it can be observed that the recognition accuracy of drinking-related activities is not as good as other activities classification. Coffee and tea, nature and carbonated water have similar colors. Therefore it is not easy to distinguish them by appearance features from the optical sensor. Although the gas sensor can measure the concentration of carbon dioxide and volatile organic compounds providing useful odor information from the surrounding, nature and carbonated water could be recognized theoretically by the feature of carbon dioxide concentration. The odor features measured by the gas sensor from these two kinds of beverages were still not obvious, as shown in Fig. 4m and Fig. 4n. Because the gas sensor was not very close to these beverages, the concentration of carbon dioxide decreased very fast when carbon dioxide entered the air from the drink. The real carbon dioxide concentration of beverages can not be measured. A new sense modality could be added to improve the recognition accuracy of these kinds of activities in future work. Besides, the recognition result of the sitting down activity was also lower than average accuracy. Because we decreased the sampling rate of all sensors to reduce power consumption, movement-related activities are majorly detected by IMU sensors. The low sampling rate degrades the measurement accuracy of IMU.

6 CONCLUSION AND FUTURE WORK

In this work, we first presented a smart badge with multiple sensors to recognize human activity in a kitchen scenario. Secondly, we applied two information fusion methods to detect 14 activities performed by ten volunteers, which achieved an accuracy of 92.44%. We finally compared the performance of different sensors in the 14 activities recognition in the kitchen. Besides, we also recorded a ten-hour long dataset with 791 channel features from six sensors, including ten people performing fourteen kitchen activities. From our experiment results can be found that multiple different sensor modalities are of utmost importance for kitchen activity recognition accuracy by a wearable device in daily life environment as fine-grained activities can not be detected by a single sensor accurately, like drinking coffee, IMU sensor can only detect the drinking activity, but the beverage kinds need to be recognized by other sensors. Multiple sensors provide multiple channel information requiring information fusion methods to obtain the desired results. Our experiment results showed that the feature fusion method achieved a better performance than the data level fusion method in our application scenario based on the smart badge.

Although this proposed smart badge has demonstrated a competitive performance for kitchen activity recognition, we have also observed that there are still some shortcomings in our approach. Since two microcontrollers were utilized in our smart badge and six sensors were driven. Although the sampling rate has been decreased considerably, the working current was still more than 100 mAh, which reduced the battery life. Besides, the recognition result
Figure 4: Raw data when taking 14 activities (F1: pressure, F2: 3 axis Accelerometer data, F3: 3 axis gyrometer data, F4: 3 axis Magnetometer data, F5: distance data, F6: Carbon dioxide (CO2) and Total of Volatile Organic Compounds (TVOC), F7: 10 channel optical data)
of several activities was lower than 80 %, which is caused by the low sampling rate of IMU and the lack of a better sensor modality for beverage kinds recognition. In addition, the proposed hardware platform is not flexible enough to connect more modal sensors due to the limitation of the number of communication interfaces on the microcontrollers.

In the future, we will look into optimizing our hardware platform to overcome the shortcomings mentioned above, then extending the application scenario using this smart badge will be considered, such as manufacturing line and healthcare center. In addition, we will deploy the classification model on a micro-controller to realize real-time processing and protect users’ data from cyber-attack.
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