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Abstract

Recently pre-training models have significantly improved the performance of various NLP tasks by leveraging large-scale text corpora to improve the contextual representation ability of the neural network. The large pre-training language model has also been applied in the area of table semantic parsing. However, existing pre-training approaches have not carefully explored explicit interaction relationships between a question and the corresponding database schema, which is a key ingredient for uncovering their semantic and structural correspondence. Furthermore, the question-aware representation learning in the schema grounding context has received less attention in pre-training objective. To alleviate these issues, this paper designs two novel pre-training objectives to impose the desired inductive bias into the learned representations for table pre-training. We further propose a schema-aware curriculum learning approach to mitigate the impact of noise and learn effectively from the pre-training data in an easy-to-hard manner. We evaluate our pre-trained framework by fine-tuning it on two benchmarks, Spider and SQUALL. The results demonstrate the effectiveness of our pre-training objective and curriculum compared to a variety of baselines.

1 Introduction

Table semantic parsing (Zelle and Mooney 1996, Iyer et al. 2017, Dong and Lapata 2018, Lin, Socher, and Xiong 2020) aims to convert natural language questions to SQL, empowering humans to interact with relational databases naturally. It enables people to receive desired information from the large-scale structural database with semantic questions instead of complex code syntax.

Recently, with increasingly complex benchmarks being proposed (Zhong, Xiong, and Socher 2017, Yu et al. 2018, 2019a, b) in the field of table semantic parsing, leveraging the pre-training models (Devlin et al. 2018) to jointly learn a more powerful representation of natural language question and table schema (including tables and columns) have become a critical problem (Yu et al. 2021, Shi et al. 2021).

Figure 1: An illustration of how a SQL is generated, and the corresponding semantic interaction structure between question and schema.

Existing works (Wang et al. 2020a, Lei et al. 2020, Chen et al. 2019) on table semantic parsing indicates that the SQL queries bridge natural language questions and the corresponding database schema. As shown in Figure 1, there exists a semantic interaction structure (schema linking) between question and schema, which have been identified as the current bottlenecks of the parsing task (Lei et al. 2020). These method usually solve the schema linking with simple string matching heuristics between question and schema, and integrate it as a sub-component to the complex parsing models, which are not sufficient to grasp more general knowledge.

Recently, some works (Yu et al. 2021, Shi et al. 2021) proposed a pre-training approach for table semantic parsing to explore the generalization of schema linking. However, the pre-training objectives mainly predict whether a column or table is used in the question or not, ignoring the explicit SQL-related interaction between the question and schema. We believe such structure is a crucial ingredient for uncovering semantic and structural correspondences among different components. Another prominent challenge is that the modeling of question language understanding in the schema grounding context is not well explored, leading to the difficulty of finding a suitable representation for the question.

In this paper, we propose a Schema Dependency-enhanced Curriculum Pre-training (named as SDCUP) framework for table semantic parsing, which consists with
two novel pre-training objectives, i.e., Schema Dependency Prediction (SDP) and Entity Perturbation Recovery (EPR). Concretely, the SDP mechanism enhances the pre-training process by predicting schema explicit interaction structure between questions and schemas. As shown in Figure 1, we define the fine-grained dependency edge between tallest and the column Height with label named SELECT-Agg through corresponding SQLs and heuristic rules. We then pre-train our model with question and schema input to predict this dependency structure via a biaffine architecture.

Perturbation-recovery self-supervised training paradigm has been shown effective in pre-training (Wang et al. 2019; Lewis et al. 2019; Xu et al. 2021). However, previous studies merely consider linguistic aspects for general language understanding. Here, we take departure from them by adapting the perturbation-recovery pre-training to table semantic parsing. We propose a question-aware pre-training task Entity Perturbation Recovery (EPR) to equip the model with the ability of joint reasoning of questions and structural schemas. Concretely, we identify the question tokens attached to the columns using our predefined directed edges of SDP as the schema-related entities, then we shuffle them and force the model to predict the correct order.

Another thing to be considered is the instance-level noise associated with the data construction and dependency labeling procedures. To tackle the challenge, we propose a schema-aware curriculum (SAC) strategy for pre-training, which leverages curriculum learning to alleviate the impact of noise and learns effectively from the pre-training data in an easy-to-hard manner.

In summary, our contributions are three-fold:

- We propose two novel pre-training objectives: Schema Dependency Prediction (SDP) and Entity Perturbation Recovery (EPR). SDP integrates inductive bias for modeling interaction between questions and structured tables into the pre-training process and, EPR provides better generalizability and adaptability question-aware representation.
- We propose a schema-aware curriculum learning mechanism (SAC) at the pre-training stage, leveraging comprehensive valuable information in a noisy corpus.
- Extensive experiments on table semantic parsing benchmarks verify the effectiveness of our proposed model. We will make our pre-training data and code publicly available upon the acceptance of this paper.

2 The Proposed Pre-training Framework

We propose a Schema Dependency-enhanced Curriculum Pre-training (named as SDCUP) framework for table semantic parsing. In the following sections, we will introduce each component of our framework in detail.

2.1 Construction of Pre-training Data.

Overall collection. One daunting problem is that the current natural question and corresponding SQL pairs are rare, and only 19.5k real-world data from standard table semantic parsing datasets, Spider (Yu et al. 2018) and SQUALL (Shi et al. 2020) can be used. However, insufficient training data is a central challenge to obtain a powerful pre-training model. Although it is easy to obtain large-scale datasets of the crawled schema (tables from web), it is expensive to obtain SQL queries logically consistent with crawled schema or high-quality questions interrelated with the SQL and schema. To tackle these issues, we propose a two-stage sample-and-generate method to generate high-quality question-SQL pairs based on structured schema. Overall, the pre-training data is comprised of 19.5k real-world data from a standard table semantic parsing dataset includes Spider (Yu et al. 2018) and SQUALL (Shi et al. 2020), and 365k synthetic data includes Spider, WikiTables (Bhagavatula, Noraset, and Downey 2015) and synthetic-Spider (Wang et al. 2021a).

Question-SQL pair Synthesize. For synthesize process, we first sample SQL queries from schema and then generate natural language questions using a fine-tuned SQL-to-Text BART model (Lewis et al. 2020). An arbitrary natural language question \( Q = \{q_i\} \) contains \( |Q| \) tokens. A schema \( S = \{c_j\} \) is underpinned by \( |S| \) columns and each column \( c_j \) can be further decomposed to \( |c_j| \) tokens. We firstly utilize production rules from the SQL grammar to automatically generate SQL queries inspired by (Zhong, Xiong, and Socher 2017; Wang et al. 2020b). As illustrated in Figure 2, the SQL query can be represented as a tree using the rule sequence of SQLs = Select Where, Select = SELECT A, Where = WHERE Conditions, and so on, all of which are production rules of the SQL grammar. By exploiting every rule of the grammar, we can generate SQL queries covering patterns of different complexity. It is noteworthy that schema in WikiTables are always single-table ones. Hence, before the sampling stage, we select semantically related\(^1\) schema to form multi-table schema for WikiTables. At the generation stage, we adopt a BART model and fine-tune it on SQL-question pairs from Spider. The input is the original SQL and it is directly tokenized by the BART tokenizer without additional pre-processing. After fine-tuning BART, the model can generate high-quality question consistent with the input SQL, achieving a 0.251 BLEU score on the development set. Then we use the model to generate questions for sampled SQLs.

---

\(^1\)If two tables have shared column names, then we regard them as semantically related.
Dependency type | Description
---|---
None | No dependency.
SELECT-Mention | A question token mentions a column with keyword SELECT without an aggregation function.
SELECT-Agg | A question token modifies a column with keyword SELECT and an aggregation function.
JOIN-Mention | A question token mentions a column with keyword JOIN.
WHERE-Mention | A question token mentions a column with keyword WHERE.
WHERE-Op | A question token modifies a column with an operation in a WHERE clause.
WHERE-Value | A question token is a value under a column, and is mentioned in a WHERE clause.
GROUP-BY-Mention | A question token mentions a column with keyword GROUP BY without an aggregation function.
GROUP-BY-Agg | A question token modifies a column with keyword GROUP BY and an aggregation function.
HAVING-Mention | A question token mentions a column with keyword HAVING without an aggregation function.
HAVING-Agg | A question token mentions a column with keyword HAVING and an aggregation function.
HAVING-Value | A question token is a value following keyword HAVING.
ORDER-BY-Mention | A question token mentions a column with keyword ORDER BY without an aggregation function.
ORDER-BY-Agg | A question token mentions a column with keyword ORDER BY and an aggregation function.
ORDER-BY-Order | A question token modifies a column with either an ascending or a descending ORDER BY.
LIMIT-Value | A question token is a value following keyword LIMIT.

Table 1: Dependency types, along with their corresponding descriptions.

Schema Dependency Generation. We define a schema dependency as relational bipartite graphs \( G_S = (V_S, E_S) \), where \( V_S = Q \cup S \) and \( E_S \) are schema dependency edges and labels among the question tokens and schema. To perform the fine-grained dependency discovery, as shown in Table 1, we pre-define 17 dependency types based on commonly used keywords, aggregation functions, and operations in SQLs. The concrete schema dependency is built with rules (n-gram Levenshtein Distance matching) and well-designed trigger function guided by the SQL query. For example, given a question “show height of the student who is the highest in the class” and a schema, a corresponding SQL should be “SELECT MAX(height) FROM student”.

Guided by elements mentioned in the SQL, we extract mentioned columns (i.e., height) and find why they are mentioned (i.e., SELECT and MAX), and get corresponding spans in the question (i.e., the highest) that are logically related to the column. By virtue of these fine-grained types, we can perceive which column should be mentioned and why conduct it easily.

2.2 Pre-training Objectives

The input fed \( I \) into the pre-training model is a sequential concatenation of above-mentioned elements:

\[
I = \langle \text{s}\rangle ; q_1, \ldots ; \langle \text{s}\rangle ; c_1 ; \langle \text{s}\rangle ; \ldots ; \langle \text{s}\rangle ,
\]

where \( \langle \text{s}\rangle \) and \( \langle \text{s}\rangle \) are special tokens respectively used to denote start and separation of the input. We first obtain the contextualized representation \( H = \{h_i\} \) using the last layer output of the RoBERTa (Liu et al. 2019) encoder. Representation for each question token \( Q = \{q_i\} \) is exactly the hidden representation, and representation for each column \( S = \{c_j\} \) is the hidden representation of the separation token (i.e., \( \langle\text{s}\rangle \)) right behind the column’s tokens.

Masked Language Model with Value Replacement. Deriving from the standard MLM task, our Masked Language Model with value replacement objective (MLM) not only preserves the advantage of maintaining and discovering in-task contextual information as illustrated in Gururangan et al. [2020], but improves the model’s capability to exploit the implicit semantic relations between the column names and corresponding table values. Specifically, the process of masking question token follows the standard MLM procedure by randomly masking 25% of question tokens in each input sequence. Tokens in column names are randomly replaced with tokens drawn from their values also with the 0.25 probability (Shi et al. 2021). For example, as shown in the Figure 3 the model needs to recover the column name from the corresponding table value dannie to capture the interrelationships between value and column. This requires the model to perform deductive logic reasoning and incorporate more domain knowledge.

Schema Dependency Prediction. We design the schema dependency prediction objective (SDP) to explore semantic dependency structures between the questions and schemas. As shown in the upper part of Figure 3 the directed edges and labels have been generated in the data construction stage, in which a pre-defined dependency edge/label starts from a head (column) and points to a dep (question token).

We use single-layer feed-forward networks (FFN) to compute the representation of \( c_j \) as an edge’s head and edge’s label head. As such, we can model edge connections and edge
Figure 3: The MLM objective predicts the randomly masked question tokens and column names. The SDP objective decides whether or not a dependency edge starting from a column and pointing to a question token exists and predicts the relation label for each potential edge.

As shown in Figure 4, pre-defined directed edges are generated from the data construction stage to explain the inter-relationships between question tokens and related schema columns. We regard the question tokens attached to the columns by the predefined directed edges of SDP as the primary entities and perturbation them in random order. Given the input sequence $I = [Q, S]$ shown in Figure 4, the perturbation noise randomly re-permutes the schema-related entities in the source question $Q$ while the schema sequence $S$ remains unchanged. The perturbation-recovery self-supervised training paradigm of recovering the shuffled primary entities orders forces the model to capture the inner relation between different entities and further improves the modeling of question language understanding in the schema grounding context. The EPR loss $L^{EPR}$ is computed as standard cross-entropy loss between the predicted entity order and the ground-truth one.

**Overall Pre-training Objective.** Our final objective joins the standard MLM loss $L^{MLM}$, SDP loss $L^{SDP}$, EPR loss $L^{EPR}$ and using a dynamic trade-off approach (Kendall, Gal, and Cipolla 2018) to balance these two sub-goals:

$$L = \frac{1}{2\alpha}L^{MLM} + \frac{1}{2}\beta L^{SDP} + \frac{1}{2\gamma}L^{EPR} + \log\alpha\beta\gamma,$$

where $\alpha, \beta$ and $\gamma$ are trainable parameters.

### 2.3 Schema-aware Curriculum Learning

The instance-level noise caused by data construction and automatic dependency labeling impairs convergence stability and performance of pre-training. Curriculum learning (Ben gio et al. 2009) is known to alleviate the effect of noise, which is gradually transitioning to learning more complex concepts based on some pre-defined learning strategy. Despite the success of curriculum learning on various tasks (Platanios et al. 2019; Wang, Chen, and Zhu 2020), extending them to semantic parsing tasks is less clear.
Specifically, we propose a schema-aware curriculum (SAC) approach for pre-training. We first calculate the difficulty $d$ of each data instance with $d = |L|$, in which $|L|$ is the length of the input consists of both the question and schema normalized by the Min-Max scaling method (Patro and Sahu 2015). Note that we use the length of the input instead of the length of the question only because the quality of dependency labeling is highly correlated with both the length of the question and schema. Accordingly, we employ the model competence $c$ (Platanios et al. 2019):

$$c(t) = \sqrt{\frac{t(1 - \min^2(d))}{T}} + \min^2(d),$$  

where $t$ is the current number of training steps, $\min(d)$ represents the minimum value of $d$ in the training set, $T$ is the maximum number of training steps. At a given training step $t$, training examples with difficulty up to $c(t)$ (i.e., $d < c(t)$) will be sampled for training. As such, easier cases are more frequently fed to the model for training in the beginning. As instances with fewer columns in the schema are easier to derive schema dependencies with our algorithm, we expect the curriculum to help stabilize the pre-training process.

### 3 Experiments

#### 3.1 Datasets and Evaluation Metrics.

We conduct experiments on two cross-domain table semantic parsing benchmarks, Spider and SQUALL. These benchmarks require generalizing to unseen tables/databases at dev and test time. We adopt exact set match accuracy for Spider; logical form accuracy and execution accuracy for SQUALL.

**Spider** We conduct the experiments on the Spider (Yu et al. 2018) dataset, a large-scale benchmark for cross-domain complex text-to-SQL tasks. Spider consists of 11,840 examples which are split into training (size: 7,000), development (size: 2,134) and test set (size: 1,034), covering 138 different domains. In addition, SQL queries in the dataset are categorized into four difficulty levels based on the number of SQL keywords. Models are evaluated using the official exact matching accuracy metric of Spider. We conduct ablation studies on the development set since the test set is used for scoring models on the leaderboard and is not publicly accessible. We use SLSQL Lei et al. (2020) as the baseline model, which is a straightforward and robust approach exploring the role of schema linking in the Text-to-SQL model. Meanwhile, we also compare our model with the state-of-the-art models on the Spider benchmark.

**SQUALL** SQUALL (Shi et al. 2020) is the first large-scale semantic parsing dataset with both hand-produced targets logical forms and manually derived lexical alignments between questions and SQL queries. SQUALL consists of 15,622 examples which are split into training (size: 9,032), development (size: 2,246) and test set (size: 4,344). For the baseline model, we apply SEQ2SEQ + BERT mentioned as in (Shi et al. 2020) and adapt the same set of hyper-parameters, including batch size and learning rate.

#### 3.2 Implementation Details.

Our model is initialized with 24-layer RoBERTa (Liu et al. 2019). We pre-train our model on 2 GPUs with each having a batch size of 6. Gradient clipping is applied to the model with a maximum gradient value of 1. To alleviate the over-fitting issue, the maximum number of training steps is 500k. Moreover, a patient step number is set to 25k, i.e., if the metric does not increase for the pre-set step number, the training will carry out an early stop. We set the maximum learning rate to 1e-5. We also adopt a learning rate schedule that for...
the first 50k steps, the learning rate is linearly increased to the maximum one, then decayed for the left steps.

3.3 Experiment Results and Analyses

Overall Performance. From Table 2 we can observe that SDCUP substantially outperforms baseline models by a noticeable margin on exact match accuracy. Enhanced by our SDCUP model, the base models can be improved over 3.5% on Spider dataset and 1.7% with the one with RoBERTa-large, and achieving the best results on both SQUALL and Spider, implying the overall benefits brought by MLM, SDP, SAC, and EPR. Specifically, we compare SDCUP with BERT-large, RoBERTa-large, GRAPPA (Yu et al. 2021) on SQUALL and Spider.

Table 2 shows the overall result on the Spider dataset. Augmented with SDCUP, the model achieves significantly better performance than the baselines using BERT and RoBERTa, demonstrating its effectiveness on downstream tasks. Our strongest model, SDCUP with (MLM+SDP+SAC+SDP), further enhances SLSQL with BERT-large by an absolute improvement of 9.2% on the exact match accuracy on the dev set. Even the PLM becomes larger (RoBERTa-large), SDCUP also outperforms it by 2.64%. Compared with the currently state-of-the-art pre-training method GRAPPA, SDCUP also outperforms it by 0.5%. Taking into account that GRAPPA uses the dev-set data for pre-training, this result is awe-inspiring.

From the Table 2, we also report the result of SLSQL + BERT (Oracle), where the learnable schema linking module is replaced with human annotations in inference. It represents the maximum potential benefit of schema linking for the text-to-SQL task (Lei et al. 2021). As mentioned, when introducing SDCUP, it dramatically improves the performance, up to almost 14.4% by base model. This surprising result demonstrates that SDCUP can fully activate the potential performance of SLSQL, thanks to the improvement of the perception of linking by large-scale pre-training.

Table 3 shows the results on SQUALL dataset. By using large-scale pre-training models such as RoBERTa and SDCUP to encode question and schema, the performance of baseline can be boosted significantly (6%). Compared with RoBERTa, our best model can further improve the performance by 1.8%, and leading to a new state-of-the-art performance on this task. The experimental performance confirms the effectiveness of the object of SDP and EPR.

Ablation Study. We carry out ablation studies on our model. Concretely, we preserve MLM as the only objective to pre-train our model and fine-tune it on downstream tasks. SDCUP (MLM+SDP) outperforms SDCUP (MLM) with considerable margins on both Spider and SQUALL, suggesting that SDP efficiently helps the model capture structural bias between the question and schema and such bias is useful in pre-training for table semantic parsing tasks. Besides, SDCUP further enhanced by SAC can obtain much better performance on Spider and SQUALL, with the pre-training convergence time reduced by up to 30%. With the help of EPR, SDCUP achieves the best performance on two datasets, demonstrating the importance of the correct order of entity.

Case Study. To see whether attention distributions are influenced by the SDP objective, We randomly select an instance from Spider dataset and visualize the attention interaction between the question and schema by truncating other details and normalizing the left. A key observation from Figure 5 is that SDP largely regulates the learning of attention and biases it towards the distribution of schema dependency. For the purpose of analyzing the effectiveness of our model, we further select some representative examples from the SPIDER development set, presented in Table 4. The baseline system refers to SLSQL+RoBERTa-large Encoder model, and our model refers to the SLSQL+SDCUP Encoder. From the generated SQLs, we can conduct that our model achieves better schema linking performance, either explicit matching between the schema and question or implicit matching. For example, in Example 1, the number of singers in each concert should match the number stadium.Name instead of stadium.Stadium. In Example 2, the stadium name should match the number of concerts.Name instead of stadu.Name instead of stadium. Name instead of stadium.Stadium_ID, and in Example 3, the number of singers in each concert should match the number of concert in each concert instead of concert. Furthermore, our model can handle complex questions better, such as ORDER BY, NOT IN, and BETWEEN and condition.

4 Related Work

Semantic parsing has long been a fundamental problem in NLP (Zelle and Mooney 1996; Zettlemoyer and Collins 2005; Wong and Mooney 2007; Zettlemoyer and Collins 2007; Berant et al. 2013; Li and Jagadish 2014; Yaghzimazadeh et al. 2017; Iyer et al. 2017). Recently, table-se-
**Table 4: Selected examples from Spider development set.**

**Figure 5:** Attention visualization on the last self-attention layer. The left is from SDCUP (MLM) and the right is from SDCUP (MLM+SDP). Specifically, SDCUP (MLM) tends to ignore that the phrase "the maximum amount of transaction" is highly related to "amount-of-transaction" while SDCUP (MLM+SDP) accurately aligns these question tokens with "amount-of-transaction."
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