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Abstract—Beyond fifth generation wireless communication networks (B5G) are applied in many use-cases, such as industrial control systems, smart public transport, and power grids. Those applications require innovative techniques for timely transmission and increased wireless network capacities. Hence, this paper proposes optimizing the data freshness measured by the age of information (AoI) in dense internet of things (IoT) sensor-actuator networks. Given different priorities of data-streams, i.e., different sensitivities to outdated information, mixed-criticality is introduced by analyzing different functions of the age, i.e., we consider linear and exponential aging functions. An intricate non-convex optimization problem managing the physical transmission time and packet outage probability is derived. Such problem is tackled using stochastic reformulations, successive convex approximations, and fractional programming, resulting in an efficient iterative algorithm for AoI optimization. Simulation results validate the proposed scheme’s performance in terms of AoI, mixed-criticality, and scalability. The proposed non-orthogonal transmission is shown to outperform an orthogonal access scheme in various deployment cases. Results emphasize the potential gains for dense B5G empowered IoT networks in minimizing the AoI.

I. INTRODUCTION

While today’s internet of things (IoT) technologies, such as massive and cellular IoT, experienced enormous growth of connected devices during the recent years, researchers forecast the total IoT connections to rise from 14.6 billion in 2022 to 30.2 billion in 2027 [1]. In wireless IoT sensor networks, usually big numbers of low-complexity sensors gather data and transmit them to various destinations, e.g., corresponding actuators. For instance, the process industry, where uninterrupted and safe operations are vital, relies on sensors gathering data like pressure, temperature, cleanliness, etc. As such data is transmitted to different instances, e.g., the process control system or the maintenance personnel, naturally, different data-streams are of different criticality [2], [3]. These IoT networks are referred to as mixed-critical regarding the communication. As an example, consider the smart public transport use-case, where sensors gather location, direction and status [1]. Data regarding human safety is considered to be safety-critical, while fuel consumption might take a subordinated role. An illustration of such mixed-critical IoT network is provided in Fig. 1. In such safety- and time-critical applications, it is especially relevant to keep the data at the receiver fresh. As a measure for the data freshness, the age of information (AoI) has been widely used as a performance metric [4].

In this work, both the communication time and packet outage as parts of the AoI metric in mixed-critical IoT device to device (D2D) sensor-actuator networks are optimized in order to enhance the data freshness. Recent works on the AoI metric related to this paper include [4]–[7]. The work [4] provides an overview on the AoI metric from a general point of view. In [5], the authors minimize the AoI using a hybrid time-division/non-orthogonal multiple access (TDMA/NOMA) scheme. More specifically, using a Markov decision process, optimal policies for switching between TDMA and NOMA to minimize the weighted sum-AoI in a two user network are derived. While, including mixed-criticality through adapting weights is possible, such aspect is not considered in [5]. In contrast, [6] conducts resource allocation in heterogeneous IoT under minimizing linear and non-linear AoI. Mixed-criticality is represented in different aging functions, i.e., linear and exponential. The work [6], however, considers orthogonal resource blocks and scheduling decisions, whereas we herein consider a physical layer perspective under NOMA given the scheduled devices. In the same vein, the authors in [7] optimize both data freshness and monitoring accuracy using TDMA scheduling.

Contrary to the related works, we herein consider an IoT network of mixed-critical sensor-actuator pairs which transmit simultaneously under treating interference as noise (TIN). On the physical layer, a central controller is able to adjust data rates in order to adjust the transmission latency and outage probability. With packet failures occurring with a certain
probability, we derive a closed-form analytical expression of different functions of the peak AoI representing different levels of criticality. Subsequently, an intricate non-convex optimization problem is formulated, which minimizes the users’ sum mixed-critical peak linear and exponential AoI by jointly optimizing transmission time and outage probability. Using successive convex approximation (SCA) and fractional programming (FP) techniques, a low-complexity iterative algorithm for optimizing the AoI is derived. Comparing the proposed non-orthogonal to an orthogonal access scheme, numerical simulations validate the enhanced performance in terms of AoI and scalability.

II. SYSTEM MODEL

This paper considers a D2D network consisting of $K$ sensor-actuator pairs, as depicted in Fig. 1. In this context, this paper assumes mixed-critical sensor-actuator pairs, i.e., the data of sensor $k$ is either safety-critical or non-critical. Safety-critical D2D pairs require timely and reliable transmission, as compared to non-critical pairs. Hence, safety-critical pairs are more sensitive to outdated information, which is captured in this paper’s objective in Section III. Each device, i.e., sensor or actuator, is assumed to be equipped with a single antenna, and the transmit bandwidth is $B$. Following the TIN scheme, the $K$ sensors send their signals simultaneously via the wireless medium. Hereby, the channel from any sensor $i$ to actuator $k$ is denoted by $h_{i,k}$. The signal transmitted by sensor $k$ to its corresponding actuator is indicated as $s_k$, where $s_k \sim \mathcal{CN}(0, 1)$ is independent identically distributed and circularly symmetric. $\sqrt{q_k}$ refers to the corresponding transmit power. Hence, the received signal at actuator $k$ can be mathematically defined as

$$y_k = h_{i,k}\sqrt{q_k}s_k + \sum_{i \neq k} h_{i,k}\sqrt{q_i}s_i + n_k,$$

where $n_k \sim \mathcal{CN}(0, \sigma^2)$ is additive white Gaussian noise with variance $\sigma^2$. Specifically, we assume $h_{i,k}$, i.e., the channel coefficients to have the form $h_{i,k} = d_{i,k}^{\mu/2}g_k$, where $d_{i,k}$ is the distance of the sensor $i$ and actuator $k$ normalized to $d_{\text{norm}}$, $g_k$ denotes Rayleigh fading with $g_k \sim \mathcal{CN}(0, 1)$, and $\mu$ describes the path loss exponent [5]. From (1), we observe that an actuator $k$ receives its own intended signal (first term), the signals from all other sensors $i \neq k$ (second term), and noise (third term). This means that each actuator receives cross-link interference, as can be seen in Fig. 1. In this work, TIN is applied as it is shown to be optimal in low-interference scenarios [8], [9]. Under the TIN scheme, the instantaneous achievable rate of sensor-actuator pair $k$ is

$$r_k = B \log_2 (1 + \Gamma_k),$$

with an SINR of

$$\Gamma_k = \frac{|h_{i,k}|^2q_k}{\sigma^2 + \sum_{i \neq k} |h_{i,k}|^2q_i}.$$  

We let $r$ be a vector containing all user rates, i.e., $r = [r_1, \ldots, r_K]^T$. However, the lack of full CSIT knowledge prohibits the utilization of (2) directly. In this contribution, only statistical knowledge of the channel is assumed. That is, adopting $r_k$ without proper channel knowledge produces unforeseeable outages, as any value of $r_k$ higher than the instantaneous achievable rate in (2) means an outage. The outage probability of sensor-actuator pair $k$ is expressed as

$$P_k^{\text{out}}(r_k) = P(r_k > B \log_2 (1 + \Gamma_k)) = 1 - P(r_k \leq B \log_2 (1 + \Gamma_k)).$$

The rationale behind equation (4) is that the link $k$, i.e., the link between sensor and actuator $k$, is in outage, if the maximum achievable rate falls below the allocated rate $r_k$.

Along with the outage probability of packet transmission, the actual transmission time of the packets plays a major role in the analysis of the AoI in the considered network. Hence, the transmission delay $t_k$ of $k$ can be related as

$$t_k = N_k/r_k,$$

where $N_k$ is the data size and $r_k$ is the allocated data rate. Note that such relation only captures the transmission delay, i.e., the time loss of the physical sensor-actuator link. If $t_k$ is greater than the coherence time of one channel realization, (5) has to be validated for multiple channel realization. That is, $k$ is in outage if at least one channel realization within $t_k$ renders $r_k$ non-achievable.

After one packet is transmitted successfully, the transmitter continues instantaneously sending update packets. Hence, the peak AoI, i.e., the maximum values of the AoI metric, of a sensor-actuator pair $k$ is denoted as

$$\tau_k(l) = t_k + u_k(l),$$

in which $u_k(l)$ is the time until the successor of packet $l$ arrives at the actuator. Based on above descriptions, we next proceed to describe the optimization problem in details.

III. PROBLEM FORMULATION

In this work, we focus on the minimization of the peak AoI among sensor-actuator pairs with different criticality levels, e.g., as considered in [6]. That is, we let such pairs be either of low criticality, i.e., $k \in K^{\text{LO}}$ denotes non-critical links, or of high criticality, i.e., $k \in K^{\text{HI}}$ denotes safety-critical links. Such association allows the network to prioritize high critical links, if their peak AoI values increase. An objective function accounting for the peak AoI and the criticality levels is

$$\Psi(t, p) = \sum_{k \in K^{\text{LO}}} E_l \left[ \frac{\tau_k(l)}{\bar{r}} \right] + \sum_{k \in K^{\text{HI}}} E_l \left[ 2^{\frac{\tau_k(l)}{\bar{r}}} \right],$$

where $\bar{r}$ is a normalization factor. The first term in (7) captures the expected peak AoI of low critical users, i.e., the age is a linear function, whereas the second term in (7) refers to high critical users with an exponential aging function. Thus, the prioritization of links is based on comparing linear and exponential growth [6]. Such functions typically depend on (a) the packet outage probability and (b) the packet transmission times, which is dependent on the data size and data rate.

An optimization problem to minimize the average network-wide peak AoI metric in (7) under transmission time and outage probability constraints is mathematically given as follows

$$\min_{t, p} \Psi(t, p)$$

s.t. $r_k = N_k/t_k$, \quad $\forall k \in K$, \quad (8a)

$$\Gamma_k^{\text{out}}(r_k) \leq p_k, \quad \forall k \in K.$$ \quad (8b)

The optimization variables included in this problem are the vectors describing the transmission times $t = [t_1, \ldots, t_K]^T$ and the outage probabilities $p = [p_1, \ldots, p_K]^T$. Note that constraint (8a) relates the transmission times and each user’s data rate, whereas $r_k$ is determined by knowing $t_k$. 
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By jointly managing transmission time and outage probability, problem (8) minimizes $\Psi(t, p)$ subject to the following constraints: (8a) the transmission time constraint, which relates the transmission time to the data rate and size; and (8b) the outage probability constraints, which restricts $P_k^\text{out}(r_k)$ to be less or equal than $p_k$. Finding a solution to problem (8) is not straightforward since the objective function $\Psi(t, p)$ is in general form and needs to be parametrized. Further, the outage probability constraint (8b) is in a non-convex and stochastic form, which needs further considerations. Henceforth, we proceed to reformulate the problem.

IV. AGE OF INFORMATION OPTIMIZATION

Now, we first provide a closed-form expression of $\Psi(t, p)$ and proceed afterwards by formulating a convex optimization problem and an algorithm to solve the original problem.

A. Average Peak AoI and Mixed-Criticality

The objective (8) contains the expectation over all achieved peak AoI values. To simplify the objective, we reformulate it as presented next. As stated in (6), the peak AoI consists of the transmission time and the waiting time until the follow-up packet is received. The transmission of the follow-up packets of the sensor-actuator pair $k$ fails with probability $p_k$, which is independent for each transmission. As multiple successive transmissions can fail in a row, the peak AoI of the different packets $l$ of pair $k$ is distributed as (see also [7])

$$\tau_k(l) \sim \sum_{v=0}^{\infty} p_k^v (1 - p_k) \delta(\tau_k - (2 + v)t_k), \quad (9)$$

which is i.i.d. for each packet, and where $\delta(\cdot)$ is the Dirac delta function. We can calculate the expectations of the linear and exponential functions of the AoI in (7) using (9) as follows. For the linear function of the AoI, we get

$$E_l\left[\frac{\tau_k(l)}{\tau}\right] = \frac{1}{\tau} \sum_{v=0}^{\infty} (2 + v)t_k p_k^v (1 - p_k) \quad (10)$$

$$= \frac{t_k}{\tau} (1 - p_k) + \sum_{v=0}^{\infty} \frac{p_k^v}{v+1} + \sum_{v=0}^{\infty} v p_k^v \quad (11)$$

$$= \frac{t_k}{\tau} (1 - p_k) + \frac{2}{1 - p_k} \frac{p_k}{(1 - p_k)^2} \quad (12)$$

$$= 2\frac{t_k}{\tau} + \frac{p_k t_k}{\tau} \quad (13)$$

In step $(a)$, we utilize the characteristics of the Dirac delta function, in $(b)$, the equation is re-written, and in $(c)$, we get the geometric series. For the exponential function of the AoI instead, we obtain

$$E_l\left[e^{\tau_k(l)}/\tau\right] = \sum_{v=0}^{\infty} 2^{v+1} e^{t_k/\tau} p_k^v (1 - p_k) \quad (14)$$

$$= 2^{t_k/\tau} (1 - p_k) \sum_{v=0}^{\infty} \left(2^{t_k/\tau} p_k\right)^v \quad (15)$$

$$= \frac{2^{2t_k/\tau} (1 - p_k)}{1 - 2^{t_k/\tau} p_k} \quad (16)$$

where, again, in $(a)$, the Dirac delta characteristics are used, $(b)$ is re-writing, and in $(c)$, the geometric series is applied. To ensure that the geometric series converges, we introduce the constraint $2^{\frac{t_k}{\tau}} p_k < 1$. Using the two expectations in (13) and (16), we can reformulate the objective (7) to

$$\Psi(t, p) = \sum_{k \in K^{\text{lo}}} \left[2\frac{t_k}{\tau} + \frac{p_k t_k}{(1 - p_k)\tau} + \sum_{k \in K^{\text{hi}}} \frac{2^{2t_k/\tau} (1 - p_k)}{1 - 2^{t_k/\tau} p_k}\right]. \quad (17)$$

Moreover, problem (8), with the additional convergence constraint, can be re-written as

$$\min_{t, p} \Psi(t, p) \quad (18)$$

s.t. (8a), (8b),

$$2^{\frac{t_k}{\tau}} p_k < 1. \quad (18a)$$

According to (8b), $p_k$ is an upper bound on the outage probability. Problem (18) has a non-convex objective and non-convex constraints (8b) and (18a), which prohibits deriving solutions efficiently. Therefore, we proceed to reformulate problem (18) utilizing techniques from optimization theory in order to derive a convex optimization problem solvable using low-complexity methods.

B. Convexification of Problem (18)

The reformulation steps to convexify problem (18) follow a specific order given as follows: (a) The non-convex and fractional nature of the objective function $\Psi(t, p)$ in (17) is relaxed using FP and an SCA approach; (b) The outage probability constraint (8b) is given in closed-form which is consequently tackled using SCA; (c) The regulation constraint (18a) is reformulated under a similar SCA approach. Each step introduces auxiliary variables which either contribute to the set of optimization variables or are updated in an outer loop.

1) FP and SCA for (17): While the term $(i)$ in (17) poses no challenge, the terms $(ii)$ and $(iii)$ are of fractional nature. Further, solving both terms becomes involved due to the non-linear relation of optimization variables. To first decouple nominator and denominator in those fractional terms, we utilize fractional programming, especially the quadratic transform, as proposed in [10, Theorem 1]. Hence, we obtain

$$\Psi(t, p) = \sum_{k \in K^{\text{lo}}} \left[\frac{2}{\tau} t_k + 2\alpha_k \sqrt{\frac{t_k}{\tau} p_k - \alpha_k^2 + \alpha_k^2 p_k}\right] + \sum_{k \in K^{\text{hi}}} \left[2\beta_k \sqrt{\frac{2^{2t_k/\tau} (1 - p_k) - \beta_k^2 + \beta_k^2 p_k}{1 - 2^{t_k/\tau} p_k}}\right], \quad (19)$$

where $\alpha_k$ and $\beta_k$ are auxiliary variables introduced by the quadratic transform. When fixing such auxiliary variables, most terms in (19) become convex, or need to be further tackled by relaxing the variable coupling between $p_k$ and $t_k$. Keeping all other variables fixed, however, we express the optimal auxiliary variables by

$$\alpha_k = \sqrt{\tilde{p}_k t_k/\tau}; \quad \beta_k = \sqrt{2^{2t_k/\tau} (1 - \tilde{p}_k) / (1 - 2^{t_k/\tau} \tilde{p}_k)}, \quad (20)$$

where $\tilde{p}_k$ and $\tilde{t}_k$ are the optimal values obtained within the previous iteration, also referred to as feasible fixed values. Going back to equation (19), we note that the terms $(i)$-$(iii)$
remain complicated and a reason for the non-convexity of (19). In order of their appearance, we next apply the SCA framework to these terms. More specifically, each term is approximated by its first order Taylor expansion around an operating point, i.e., feasible fixed values. The first term (i), i.e., \( \sqrt{p_k t_k / \tau} \), can be approximated by

\[
\sqrt{p_k t_k / \tau} + \frac{\dot{t}_k (p_k - \bar{p}_k) + p_k \dot{t}_k (t_k - \bar{t}_k)}{2 \sqrt{p_k t_k / \tau}} + \frac{p_k \dot{t}_k (t_k - \bar{t}_k)}{2 \sqrt{p_k t_k / \tau}}.
\]

(21)

The term (ii), i.e., \( \sqrt{2^{2/\tau} / (1 - p_k)} \), is approximated by

\[
2^{2/\tau} \left( \sqrt{1 - p_k} + \frac{\ln(2)}{\tau} (t_k - \bar{t}_k) - \frac{p_k - \bar{p}_k}{2 \sqrt{1 - p_k}} \right).
\]

(22)

The last term (iii) in (19), i.e., \( 2^{t_k / \tau} p_k \), becomes

\[
2^{t_k / \tau} p_k + \frac{\ln(2)}{\tau} p_k (t_k - \bar{t}_k) + 2^{t_k / \tau} (p_k - \bar{p}_k).
\]

(23)

Given the above consideration, the reformulated and approximated objective function \( \Psi(t, p) \) may now be written into (24), as can be seen on top of the next page in details.

2) SCA for Outage Probability Constraint (8b): Based on [11] and [12], the outage probability of D2D pair \( k \) can be expressed as the following closed-form equation

\[
P_k^{\text{out}}(r_k) = 1 - e^{-(2^{t_k/B-1})q_k^{2/\sigma_k^2}} \prod_{i \neq k} q_k + (2^{t_k/B-1} - 1) q_k^{2/\sigma_k^2} q_i^{2/\sigma_i^2}.
\]

(25)

The rationale behind such formulation is the intricate coupling between D2D pairs, i.e., the interference among each link, and additionally the noise. All these factors are relevant to the outage probability of user \( k \) (for more details and proofs, please refer to [12]). Using some mathematical manipulations, the outage probability constraint (8b) (using (25)) becomes

\[
(1 - p_k) e^{(2^{t_k/B} - 1) z_k} \prod_{i \neq k} \left( 1 + (2^{t_k/B} - 1) \frac{q_i^{2/\sigma_i^2} q_k^{2/\sigma_k^2}}{q_k^{2/\sigma_k^2}} \right) \leq 1.
\]

(26)

In order to tackle the non-convex outage probability constraint (26), we firstly define the following auxiliary variables

\[
e^{y_k} = 2^{t_k/B} - 1; \quad e^{z_{i,k}} = 2^{t_k/B - 1} d_{i,k}^{\mu/2}; \quad z_k = 2^{t_k/B - 1} d_{i,k}^{\mu/2} q_k.
\]

Note that \( z_k \) can also be expressed as \( z_k = e^{y_k} - x_{i,k} \), and that \( e^{z_{i,k}} \) is fixed as it does not depend on any optimization variable, but is still useful for the following reformulations. Introducing such variables, we may now express the outage probability constraint (26) as

\[
(1 - p_k) e^{\sigma_k^2 z_k} \prod_{i \neq k} \left( 1 + e^{-x_{i,k} + x_{i,k} + y_k} \right) \leq 1.
\]

(27)

However, (27) is still challenging to solve, thus, we introduce another auxiliary variable \( \bar{a}_k \), replacing the complex exponential and multiplication terms. Let \( \bar{a} = [a_1, \cdots, a_K]^T \), \( z = [z_1, \cdots, z_K]^T \), and \( y = [y_1, \cdots, y_K]^T \) be part of the set of optimization variables, which additionally introduce the following constraints, for all \( k \in K \):

\[
r_k - B \log_2 \left( 1 + e^{y_k} \right) \leq 0,
\]

(28)

\[
e^{y_k - x_{i,k}} \leq z_k,
\]

(29)

\[
e^{\sigma_k^2 z_k} \prod_{i \neq k} \left( 1 + e^{-x_{i,k} + x_{i,k} + y_k} \right) \leq a_k.
\]

(30)

Note that constraints (28) and (29) need further considerations to be utilized in a convex solver. Therefore, we utilize an SCA approach to reformulate (29) into

\[
r_k - B \log_2 \left( 1 + e^{\tilde{y}_k} \right) - \frac{B e^{\tilde{y}_k}}{\ln(2)(1 + e^{y_k}) (y_k - \tilde{y}_k)} \leq 0.
\]

(32)

To tackle the constraint (28), which is of bilinear nature, we equally reformulate \(-p_k a_k\) as \(-\frac{1}{4} ((p_k + a_k)^2 - (p_k - a_k)^2)\). Approximating the non-convex part, i.e., \(-\frac{1}{4}(p_k + a_k)^2\), using the first order Taylor expansion, we obtain

\[
\frac{1}{4} (p_k - a_k)^2 - \frac{1}{4} (\tilde{p}_k + \tilde{a}_k)^2
\]

\[
- \frac{1}{2} (\tilde{p}_k + \tilde{a}_k) [(p_k - \tilde{p}_k) + (a_k - \tilde{a}_k)] - 1 \leq 0,
\]

(33)

which is of convex form. The above reformulations introduce the additional optimization variables \( a, z, \) and \( y \). Also, \( \tilde{y} = [\tilde{y}_1, \cdots, \tilde{y}_K]^T, \tilde{t} = [\tilde{t}_1, \cdots, \tilde{t}_K]^T, \tilde{p} = [\tilde{p}_1, \cdots, \tilde{p}_K]^T, \) and \( \tilde{a} = [\tilde{a}_1, \cdots, \tilde{a}_K]^T \) denote feasible fixed values updated in an outer loop.

3) SCA for Regulation Constraint (18a): As a final reformulation step, consider the regulation constraint (18a), which can be approximated using the SCA framework by

\[
2^{t_k / \tau} \tilde{p}_k + \frac{\ln(2)}{\tau} 2^{t_k / \tau} \tilde{p}_k (t_k - \bar{t}_k) + 2^{t_k / \tau} (p_k - \bar{p}_k) < 1.
\]

(34)

Hence, at this point, problem (18)’s non-convexity is tackled using FP and SCA techniques, making the problem amenable for efficient solution approaches.

C. Convex Problem and Algorithm

Given all above considerations and reformulations, the convex relaxed optimization problem can be mathematically formulated as

\[
\min_{t, p, y, z, a} \Psi(t, p)
\]

s.t. (8a), (30), (31), (32), (33), (34).

As problem (35) has a convex objective function and convex constraints, (35) is a convex problem which can be solved using CVX [13]. Due to the variety of feasible fixed values and quadratic transform variables, which are updated iteratively, Algorithm 1 provides detailed steps for the resource management to minimize the mixed-critical objective function \( \Psi(t, p) \) in the considered system model. More specifically, initially, Algorithm 1 initializes the feasible fixed values \( \tilde{y}, \tilde{p}, \tilde{a}, \) and \( \tilde{t} \).

**Algorithm 1 Minimizing Mixed-Critical** \( \Psi(t, p) \)

1: Initialize feasible fixed values \( \tilde{y}, \tilde{p}, \tilde{a}, \) and \( \tilde{t} \)

2: repeat

3: Compute \( \alpha \) and \( \beta \) using (20)

4: Solve the convex problem (35)

5: Update \( \tilde{y}, \tilde{p}, \tilde{a}, \) and \( \tilde{t} \)

6: until convergence
Algorithm 1 is given as

\[
\Psi(t, p) = \sum_{k \in K} \left[ \frac{2}{t} \hat{E}_k + 2\alpha_k \left[ \frac{\sqrt{\hat{p}_k t_k / \tau}}{2} + \frac{\hat{p}_k / \tau (p_k - \hat{p}_k)}{2} + \frac{\hat{p}_k / \tau (t_k - \hat{t}_k)}{\sqrt{\hat{p}_k t_k / \tau}} \right] - \alpha_k^2 + \alpha_k p_k \right] + \sum_{k \in K} \left[ 2\beta_k \right]
\]

\[\tilde{t}. \] As this is not straightforward, we provide our approach to initialize these values next. Based on the statistical CSIT, we may generate \( M \) channel realizations and compute the rate vector \( r \) using (2) of the worst-case channel realization. If \( M \) is a sufficiently large integer, the worst-case approximation of \( r \) is feasible for almost all cases. From the worst-case \( r \), we may calculate \( \tilde{t} \) as (5), \( \tilde{p} \) by setting the inequality as an equality in (8b), \( \tilde{y} \) according to Section IV-B2, and \( \tilde{\alpha} \) by setting (31) to equality. The following steps are repeated until convergence. First, compute the quadratic transform constants \( \alpha = [\alpha_1, \cdots, \alpha_K]^T \) and \( \beta = [\beta_1, \cdots, \beta_K]^T \). Next, solve the convex optimization problem (35) using CVX. Lastly, the feasible fixed values are updated according to problem (35)’s solution.

1) Computational Complexity of Algorithm 1: Both the convergence rate and the overall complexity of the optimization problem (35) are relevant to Algorithm 1’s computational complexity. Problem (35) is solvable using an interior-point method, with \( \xi = 6K \) being the total number of variables [14]. Hence, the overall upper-bound computational complexity of Algorithm 1 is given as \( O(V_{max}^{3.5}) \), where \( V_{max} \) is the worst-case number of iterations until Algorithm 1 converges. The algorithm is initialized with \( M \) channel samples; however, the complexity of such step is negligible. The performance of Algorithm 1 is validated numerically in the following section.

V. NUMERICAL SIMULATION

This section is devoted to demonstrating simulation results for the proposed mixed-critical AoI optimization as per Algorithm 1. We consider an area of 100 \times 100 m. Similar to [8], \( K \) D2D transmitter-receiver pairs are placed randomly within the simulation area with a minimum distance of 5 m and a maximum distance of 25 m. Further, the receiver is assumed to be placed at a minimum distance of 20 m from any other interfering transmitter. We set the noise power spectral density to -84 dBm/Hz, the bandwidth to \( B = 10 \) MHz, the transmit power to \( q_k = 20 \) dBm, \( \forall k \in K \), the pathloss exponent to \( \mu = 2 \), and the normalized distance to \( d_{norm} = 1 \). Unless mentioned otherwise, let the data size be \( N_k = 50 \) kbit, for each user, and the normalization parameter be \( \bar{\tau} = 10 \) s.

This paper proposes a TIN-based scheme, where devices are transmitting simultaneously. Contrary to this, we consider an orthogonal multiple access (OMA) scheme, which can for example assign users to different frequency bands or time slots as a baseline. For simplicity, such scheme utilizes Algorithm 1 with a small modification. That is, under OMA we share the resources equally among devices, i.e., \( B_{OMA} = B / K \).

To obtain some further understanding of the system, we first consider the system dynamics over time.

A. Instantaneous AoI over Time

We first observe the instantaneous AoI over an interval of 1 s, where the coherence time is \( t_{coh} = 150 \) ms, i.e., the channel realizations change every 150 ms, while the channel statistics remain constant. We investigate a system with 5 sensor-actuator pairs and show the AoI of the data available at the actuators in Fig. 2a. The results show the temporal behavior of the different AoI values, which have a significant difference for each actuator. Two out of the five actuators are classified as safety-critical devices. It can be observed from Fig. 2a that these safety-critical devices achieve lower instantaneous AoIs as compared to the non-critical devices. Also, such high priority devices are observed to achieve lower outage probability. In particular, no safety-critical actuator experiences outages in Fig. 2a. Opposed to that, we note that the non-critical links are allocated higher outage probabilities, which results in multiple, even subsequent, packet outages. For comparison, Fig. 2b plots the same actuators’ AoI over an interval of 2 s for the OMA transmission scheme. Fig. 2b shows that the AoIs approach much higher values as compared to the proposed TIN transmission scheme. While safety-critical actuators achieve a peak AoI of roughly 0.2 s and 0.3 s, non-critical AoIs lay beyond these times. In Fig. 2b, there is even an actuator which experiences an instantaneous AoI of 1.2 s.

Based on these results, the TIN and OMA schemes’ sum mixed-critical peak linear and exponential instantaneous AoI values are shown over time in Fig. 2c together with the optimized objective function \( \Psi(t, p) \). Consistent with previous observations, TIN achieves lower values for both the simulated and optimized \( \Psi(t, p) \). The curves showing the simulated objective (solid lines) capture the time-varying behavior of the algorithm including simulated channels, coherence time, and outages. In contrast, the optimum curves (dotted lines) show the optimal value according to Algorithm 1. Fig. 2c shows that the optimum value indeed constitutes a close approximation of the mixed-critical sum of average functions of the AoI. Also, in Fig. 2c, it becomes clear that the proposed scheme outperforms the OMA benchmark in both optimized values and simulated time-dependent behavior.

To briefly summarize, the above results illustrate the behavior of instantaneous AoI over time, the enhanced performance of the proposed TIN scheme, and the prioritization of safety-critical over non-critical links.

B. Impact of Transmit Power and Link Number

Next, we investigate the impact of various parameters on the objective value. In Fig. 3, the objective function \( \Psi(t, p) \) for different numbers of links \( K \) is shown over the transmit power \( q_k \) in dBm. First, in Fig. 3, we observe that \( \Psi(t, p) \)
Managing physical transmission time and packet outage probability for minimizing different functions of the AoI is derived. The non-convexity is tackled using stochastic reformulations, SCA, and FP, which results in an efficient iterative procedure for optimizing the AoI. The behavior of instantaneous AoI over time and the impacts of network parameters on the objective are then illustrated in the simulation results. The prioritization of safety-critical data, the improved AoI performance, and the scalability were highlighted, as compared to an orthogonal system strategy. Especially in low transmit power scenarios with high numbers of links, the proposed algorithm demonstrates significant performance gains, which emphasize its suitability for future IoT network applications.

REFERENCES

[1] Ericsson, “Ericsson mobility report June 2022,” Tech. Rep., Jun. 2022. [Online]. Available: https://www.ericsson.com/en/reports-and-papers/mobility-report/reports/june-2022.

[2] A. Burns and R. J. Davis, “A survey of research into mixed criticality systems,” ACM Comput. Surv., vol. 50, no. 6, nov 2017.

[3] R.-J. Reifert, S. Roth, A. A. Ahmad, and A. Sezgin, “Energy efficiency in rate-splitting multiple access with mixed criticality,” in Proc. IEEE ICC Workshops, 2022, pp. 681–686.

[4] R. D. Yates, Y. Sun, D. R. Brown, S. K. Kaul, E. Modiano, and S. Ulukus, “Age of information: An introduction and survey,” IEEE J. Sel. Areas Commun., vol. 39, no. 5, pp. 1183–1210, 2021.

[5] Q. Wang, H. Chen, Y. Li, and B. Vucetic, “Minimizing age of information via hybrid NOMA/OMA,” in Proc. IEEE ISIT, 2020, pp. 1753–1758.

[6] T. Park, W. Saad, and B. Zhou, “Centralized and distributed age of information minimization with nonlinear aging functions in the internet of things,” IEEE Internet Things J., vol. 8, no. 10, pp. 8437–8455, 2021.

[7] S. Roth, A. A. Ahmad, A. Sezgin, and H. V. Poor, “Short blocklength process monitoring and scheduling: Resolution and data freshness,” IEEE Trans. Wirel. Commun., vol. 21, no. 7, pp. 4699–4711, 2022.

[8] N. Naderializadeh and A. S. Avestimehr, “ITLinQ: A new approach for spectrum sharing in device-to-device communication systems,” IEEE J. Sel. Areas Commun., vol. 32, no. 6, pp. 1139–1151, 2014.

[9] S. Gherghelhlo, A. Chaaban, C. Di, and A. Sezgin, “Sub-optimality of treating interference as noise in the cellular uplink with weak interference,” IEEE Trans. Inf. Theory, vol. 62, no. 1, pp. 322–356, 2016.

[10] K. Shen and W. Yu, “Fractional programming for communication systems—part I: Power control and beamforming,” IEEE Trans. Signal Process., vol. 66, no. 10, pp. 2616–2630, 2018.

[11] W.-C. Li, T.-H. Chang, C. Lin, and C.-Y. Chi, “Coordinated beamforming for multiuser MISO interference channel under rate outage constraints,” IEEE Trans. Signal Process., vol. 61, no. 5, pp. 1087–1103, 2013.

[12] S. Kandadurai and S. Boyd, “Optimal power control in interference-limited fading wireless channels with outage-probability specifications,” IEEE Trans. Wirel. Commun., vol. 1, no. 1, pp. 46–55, 2002.

[13] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex programming, version 2.1,” 2014. [Online]. Available: http://cvxr.com/cvx.

[14] M. Lobo, L. Vandenberghe, S. P. Boyd, and H. Lebret, “Applications of second-order cone programming,” Linear Algebra and its Applications, vol. 284, pp. 193–228, 1998.