Experimental probes of Stark many-body localization
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Recent work has focused on exploring many-body localization (MBL) in systems without quenched disorder: one such proposal is Stark MBL in which small perturbations to a strong linear potential yield localization. However, as with conventional MBL, it is challenging to experimentally distinguish between non-interacting localization and true MBL. In this paper we show that several existing experimental probes, designed specifically to differentiate between these scenarios, work similarly in the Stark MBL setting. In particular we show that a modified spin-echo response (DEER) shows clear signs of a power-law decay for Stark MBL while quickly saturating for disorder-free Wannier-Stark localization. Further, we observe the characteristic logarithmic-in-time spreading of quantum mutual information in the Stark MBL regime, and an absence of spreading in a non-interacting Stark-localized system. We also show that there are no significant differences in several existing MBL measures for a system consisting of softcore bosons with repulsive on-site interactions. Lastly we discuss why curvature or small disorder are needed for an accurate reproduction of MBL phenomenology, and how this may be illustrated in experiment. This also connects with recent progress on Hilbert space fragmentation in “fractonic” models with conserved dipole moment, and we suggest this as an auspicious platform for experimental investigations of these phenomena.

I. INTRODUCTION

The phenomenon of disorder-driven localization in quantum systems has inspired vast amounts of research, initially on Anderson localization in non-interacting systems [1–4] and more recently on many-body localization (MBL) in interacting systems [5–18]. The MBL phase is a robustly non-thermalizing phase, and as such has implications for our understanding of how the breakdown of thermodynamics emerges from quantum-mechanical systems, as well as relevance to quantum computation [19]. The phenomenology of the MBL phase, including the absence of transport [8, 9], Poissonian level statistics [7], area-law entanglement in eigenstates [12, 13], and logarithmic-in-time growth of entanglement [9–11], can be explained in the language of local integrals of motion (LIOMs): an extensive set of mutually-commuting quasi-local operators that commute with the Hamiltonian, which emerge at strong disorder [20–22].

However, disorder is not the only way of achieving localized single-particle eigenstates. They can also be found in systems with a strong linear potential which goes by the name of Wannier-Stark localization [23]. Alongside many other proposals for disorder-free localization [24–35], it was recently shown that many features of MBL can be observed in a system with a strong linear potential and interactions [36–40] (although some weak breaking of perfect linearity, for example through weak disorder or curvature, is required for a true comparison to conventional MBL).

From an experimental point of view there have been several promising attempts to study conventional MBL, including trapped ions [41], cold-atoms trapped in optical lattices [42–44], and superconducting qubits [45].

FIG. 1. Top panel: Sketch of the system with a linear field (α γ) and quadratic contribution (α α). Middle panel: Characteristic behavior of the spin-echo and DEER responses for systems in the thermal (left), interacting Stark MBL (middle), and non-interacting Wannier-Stark (right) regimes. Bottom panel: Characteristic behavior of the eigenstate QMI in the same regimes, where the magnitude of the normalized QMI between two sites is indicated by the thickness of the lines between them and their color (red being strong and blue being weak).

Due to the short lifetimes of these experiments, a major challenge is to distinguish between non-interacting localization, interacting localization, or merely slow dynamics [46]. While theoretically the most striking difference between non-interacting and interacting localization is perhaps the slow growth of entanglement following a
quench, in practice it remains challenging to measure due to its non-local nature [44, 47]. As such, there have been proposals for more accessible measures that rely only on local measurements [41, 48–51].

In this work we explore how some of these proposals for experimental probes of MBL behave when applied to a Stark MBL system, particularly their ability to distinguish between thermalization and both interacting and non-interacting localization. We consider the Hamiltonian in the spin language:

\[ H = \sum_{n=0}^{L-2} \left( s_n^x s_{n+1}^x + s_n^y s_{n+1}^y + \Delta s_n^z s_{n+1}^z \right) + \sum_{n=0}^{L-1} h_n s_n^z, \]

where \( s_n^\mu \) are spin-1/2 operators on site \( n \) and \( h_n = -\gamma n + \alpha n^2/(L - 1)^2 \). In this parametrization, \( \gamma \) gives the strength of the uniform potential, and \( \alpha \) is a small parameter that breaks the perfect uniformity of the potential. A diagram of this system is shown in the top panel of Fig. 1. We measure time in the inverse of the nearest-neighbor exchange coupling, which we have set to 1.

We first explore the proposal of a modified non-local spin-echo protocol, akin to double electron-electron resonance (DEER), which can differentiate between thermal, MBL, and Anderson localized phases [50] (we note that these kinds of measurements have recently been used in an experiment on a conventional MBL system [45]). We find that this protocol has the same power in the Stark MBL system, which can be seen in the middle panel of Fig. 1, where we show characteristic spin-echo and DEER responses for systems in the thermal, Stark MBL, and non-interacting Stark localized regimes. We then study how quantum mutual information (QMI), which has been shown to behave differently in thermal and localized systems [51], can be similarly applied to Stark MBL. The lower panel of Fig. 1 shows the behavior of the QMI in the eigenstates of the Hamiltonian (1) in the three regimes; the black dots represent the sites of the system, and the magnitude of the QMI between them is indicated by the thickness and redness of the lines joining them. Comparing Fig. 1 with the first figures of Refs. 50 and 51, we see the similarities between conventional MBL and Stark MBL systems. We also study the behavior of a bosonic system in a linear potential, given their prevalence in recent experiments, and find results similar to those in the fermionic system. Finally, we explore how the presence of curvature in the potential affects measurements of Stark MBL systems, in particular how curvature or small disorder are needed to localize pairwise hopping terms, and how this can potentially be discerned in experiment. We also show how Stark localization is intimately related to the recent discussion around fractons and Hilbert space fragmentation [52–55].

II. SPIN ECHO MEASUREMENTS

The recently proposed DEER protocol for MBL systems [50] allows one to probe the dynamical correlations between remote regions of a many-body system using only local manipulations and measurements. In the context of conventional MBL, the DEER response is best illustrated by a description of the system in the LIOM representation [13, 20],

\[ \hat{H} = \sum_i \hat{h}_i \tau_i^z + \sum_{ij} \hat{J}_{ij} \tau_i^z \tau_j^z + \sum_{ijk} \hat{J}_{ijk} \tau_i^z \tau_j^z \tau_k^z + \ldots, \]

where the LIOMs \( \tau_i^z \) are effective spin-1/2 operators with eigenvalues \( \pm 1 \). The couplings \( \hat{J}_{ij}, \hat{J}_{ijk}, \ldots \) fall off exponentially with separation, with a characteristic localization length \( \xi \). Starting from an arbitrary eigenstate (i.e. a product state in the LIOM basis), the protocol consists of applying a \( \pi \)-pulse to \( \tau_i^z \), denoted by \( R_i^{\pi/2} \), such that \( R_i^{\pi/2} |\uparrow\rangle = (|\uparrow\rangle + |\downarrow\rangle) / \sqrt{2} \). After a time \( t/2 \) the precession of \( \tau_i^z \) is reversed by applying a \( \pi \)-pulse, denoted by \( R_i^\pi \), and after a further time \( t/2 \) a final \( R_i^{\pi/2} \) returns the LIOM to its initial configuration. In concrete experiments, one would manipulate and measure the physical spins and not the LIOMs. However, as was argued in Ref. 50, this gives qualitatively similar results, and becomes quantitatively correct in the limit of short localization length. When performed on a localized system (i.e. when (2) is valid) the expectation value of \( \tau_i^z \) at the end of this protocol is equal to its initial value. However, in an extended system (where one cannot speak of LIOMs) the expectation value of \( \sigma_i^z \) decays to zero as \( t \) increases.

As with many experimental probes, this protocol does not distinguish between non-interacting and interacting localized phases. The DEER protocol [50] introduces an additional perturbation (also a \( \pi/2 \)-pulse) on a remote region II consisting of \( N \) LIOMs at a distance \( d \geq \xi \) from \( \tau_i^z \), applied at the same time as the \( \pi \)-pulse. Assuming that the remaining spins are in a state with definite \( \tau_i^z \), all interactions except those between spin I and region II are decoupled, and as such the DEER protocol directly measures the influence of region II on spin I. More concretely, the many-body wave function under the DEER protocol takes the form

\[ |\psi(t)\rangle = R_1^{\pi/2} e^{-iHt/2} R_i^{\pi/2} e^{-i\hat{H}_{II}t/2} R_1^{\pi/2} |\psi(0)\rangle, \]

where \( R_\tau^{\pi/2} = \prod_{j \in \tau} (\hat{1} - i\tau_j^y) / \sqrt{2} \), and \( R_\tau^\pi = \left( R_\tau^{\pi/2} \right)^2 \). The DEER response is defined as \( \mathcal{D}(t) := \langle \psi(t) | \tau_i^z | \psi(0) \rangle \). The dynamical phases accumulated due to interactions between regions I and II are different before and after the \( \pi \)-pulse, and therefore will not cancel, resulting in a decay of \( \mathcal{D}(t) \). Contrastingly, in a non-interacting system the response does not decay and the behavior matches that of the original spin-echo protocol. The differing behaviors in the three regimes can be seen in the middle panel of Fig. 1.
We now aim to show that this diagnostic for conventional MBL (bar the disorder averaging) holds in a similar fashion for a Stark MBL system. We study the time evolution and response functions by exact diagonalization of (1) on systems of $L = 12$ lattice sites with open boundary conditions. The DEER and spin-echo responses are calculated numerically as $\langle D(t) \rangle = \langle \psi(t) | \sigma_i^+ | \psi(t) \rangle$. We consider mixed initial states by choosing $|\psi(0)\rangle$ as a random eigenstate satisfying $D(0) > 0$, and by performing thermal averaging over $M$ states chosen randomly from the entire spectrum, denoted by the single brackets $\langle D(t) \rangle$. We also verified that the experimentally simpler implementation of random product states (in the physical spin basis) yields the same result (see Appendix A).

The results for the DEER protocol are summarized in Fig. 2. Short- to intermediate-time simulations are most relevant, as experiments can access only up to $10^2 - 10^3$ hopping times [43–45]. In Fig. 2 we show the DEER response for interacting and non-interacting Stark localization and the thermal diffusive regime. While the spin-echo response is either relatively constant or rapidly decaying to zero, the DEER protocol shows three different responses: a) it stays constant in the non-interacting Stark localized regime, b) it shows a slow decay for Stark MBL, and c) it rapidly decays to zero in the thermal regime.

While results at short to intermediate times are more relevant experimentally, we may also calculate the DEER response after thermal averaging for long times. In Appendix A we observe a power-law decay, albeit noisy, that spans several decades. We also observe that the saturated value for the DEER response, $\langle D(\infty) \rangle$ is nearly independent of interaction strength and region separation $d$, but only depends on the size of region $\Pi$. We thus conclude that in the case of sufficient curvature the Stark MBL and conventional MBL systems behave qualitatively the same under the DEER protocol.

III. QUANTUM MUTUAL INFORMATION

Quantum entanglement has proven to be a powerful diagnostic in studies of many-body localization [56], particularly the growth of entanglement under unitary dynamics following a quench into a non-entangled state. The appeal of this measure is that it distinguishes between single-particle localization (in which the entanglement entropy saturates after a short time) and many-body localization, which is characterized by unbounded logarithmic-in-time growth of the entanglement entropy [9–11]. However, measuring the entanglement between macroscopically large regions, such as the half-chain entanglement that is often considered in theoretical studies, is very challenging experimentally. Recent studies have turned to entanglement measures between small parts of the system [49, 51], with one example being the quantum mutual information (QMI) between two spatially separated sites $m$ and $n$:

$$I(m, n) := S(\{m\}) + S(\{n\}) - S(\{m, n\}),$$

where $S(\sigma)$ is the von Neumann entanglement entropy between the set of sites in $\sigma$ and their complement. This quantity has been shown to have different properties in the thermalizing and MBL phases, and it is an appealing measure because the two-site entanglement can be accessed experimentally [57, 58].

In the MBL phase, $I(m, n)$ decays exponentially with $|m - n|$ when evaluated in the eigenstates of the conventional MBL Hamiltonian, while in the thermal phase $I(m, n)$ has comparable values for all $|m - n|$ [51]. We observe the same behavior in Stark MBL systems as in conventional MBL, as can be seen in the lower panels of Fig. 1, which show the QMI between sites of the system (indicated by the black dots). The value of the QMI, relative to the largest value in the system, is indicated by the thickness of the lines and by their color, with thick red lines indicating relatively large values and thin blue lines indicating small values. The values are averaged over 20 eigenstates from the middle of the spectrum. In the Stark MBL regime the QMI decays with distance and in the non-interacting Wannier-Stark localized system there is no long-range QMI, just as for disorder-driven localization. This indicates a clear difference in the behavior of the QMI of highly excited eigenstates in the various regimes of the Stark MBL Hamiltonian (1). As individual eigenstates cannot be resolved experimentally, in the following we will investigate the dynamical properties of the QMI after a global quench.
Following a quench starting from an initially non-entangled state, the QMI spreads logarithmically in time in the MBL phase, while in the thermal phase the spreading is algebraic in time [51]. It was shown that many-body and single-particle localization can be distinguished by the quantity

$$X^2(t) = \sum_{n=1}^{L-1} n^2 I_n(t) - \left( \sum_{n=1}^{L-1} n I_n(t) \right)^2,$$

where $I_n := I(0, n)$. Logarithmic-in-time growth is observed in the MBL phase, but a saturation to a constant value is seen in a non-interacting localized system [51]. We expect the QMI in the MBL phase to then decay at exponentially large times, which are not relevant for experimental purposes [59]. On the other hand, in a thermalizing system the QMI grows quickly at short times before decaying [60].

Fig. 3 shows the evolution of $\langle X^2(t) \rangle$ for several system sizes in the Stark MBL regime with weak interactions ($\gamma = 2$, $\alpha = 2$, $\Delta = 0.1$), where the angled brackets indicate an average over initial conditions (Fock states in the physical basis). The result from a non-interacting system is included for reference. The rapid saturation in the non-interacting system is evident, while the logarithmic-in-time growth (before a finite-size saturation) is present in the interacting system as observed in conventional MBL. Thus we see that the QMI is a good probe in both conventional MBL and Stark MBL systems, and that the phenomenologies of the two types of system are qualitatively similar.

IV. STARK MBL WITH INTERACTING BOSONS

Theoretical studies of MBL have mostly focused on systems of fermions, as the Hilbert space grows less severely with system size than for bosons due to the exclusion principle [61], allowing numerical methods to better approach the thermodynamic limit. However, a number of experimental studies with cold atoms have explored MBL in systems of interacting bosons. A bosonic realization of the Stark MBL Hamiltonian (1) has the form:

$$H_B = \sum_{j=0}^{L-2} \left( b_j^\dagger b_{j+1} + h.c. \right) + \sum_{j=0}^{L-1} \left( \frac{U}{2} n_j(n_j-1) + h_j n_j \right),$$

where $b_j^\dagger$ ($b_j$) are the creation (annihilation) operators for a boson on site $j$, $n_j := b_j^\dagger b_j$, and $h_j$ has the same form as before. We work with systems of $N_B = L/2$ bosons, in analogy with half-filling in fermionic systems, in order to reach larger system sizes.

The $r$ parameter of the level statistics, defined as $r_n = \min(\delta_n, \delta_{n+1})/\max(\delta_n, \delta_{n+1})$ with $\delta_n = E_{n+1} - E_n$ for the ordered energy levels $E_n$, is a standard diagnostic of MBL behavior. In a thermalizing system, $r$ should exhibit random-matrix statistics (for this model the statistics of the Gaussian orthogonal ensemble (GOE)), while a localized system should obey Poisson statistics [62]. The upper panel of Fig. 4 shows histograms of $r$ for a range of potential gradients, indicating a change from thermalization at very small $\gamma$ to localization as $\gamma$ increases.

Another common test for MBL is the failure of the system to lose memory of an initially ordered state. We initialize the system in a charge-density wave state, with one boson on every even site and every odd site empty, then observe whether this ordering is destroyed by unitary time evolution. This measure is particularly significant as it has been applied to a number of experimental studies of MBL. We measure the imbalance between odd and even sites with the quantity

$$W(t) = \frac{\sum_{j=0}^{L-1} (-1)^j \langle n_j \rangle(t)}{\sum_{j=0}^{L-1} \langle n_j \rangle(t)},$$

which is equal to 1 in the initial state, but will decay to zero if the populations of odd and even sites equalize. The lower panel of Fig. 4 shows the decay of $W(t)$ as a function of time, showing that the order is still present at late times for large $\gamma$, consistent with the Stark MBL behavior observed in fermionic systems.

V. THE PURELY LINEAR POTENTIAL, AND THE EFFECT OF ADDING CURVATURE

A key feature of Stark MBL is that one cannot obtain true MBL phenomenology in a purely linear potential.
A. Two interacting particles in a linear potential

We consider two particles in a strong linear potential of slope $\gamma$, with a long-ranged interaction $V(s)$, and perturbatively introduce a nearest-neighbor hopping $J$. We may parametrize the states by their center of mass (“dipole”) coordinate $m = (n_1 + n_2)/2$ and their relative coordinate $s = n_2 - n_1$, where $n_1$ and $n_2$ are the positions of the two particles. The state $|m; s\rangle$ has energy $E = 2\gamma m + V(s)$, and we note that in the absence of interactions the states for a fixed $m$ value form a degenerate subspace. While a single hop is energetically suppressed due to the large energy difference between the initial and final states, pairwise hops in opposite directions (i.e. $|m; s\rangle \rightarrow |m; s \pm 2\rangle$) result in a much smaller energy difference. To lowest order, the effective amplitude for this hopping in the $s$ coordinate has the form:

$$J \sim \frac{|J|^2}{\gamma - V'a} + \frac{|J|^2}{-\gamma - V'a} \sim \frac{|J|^2}{\gamma^2} V'a,$$

where $a$ is the lattice constant, so that $V'a$ is the difference in interaction energy for pair configurations differing by one hop, with the two terms corresponding to the two possible intermediate states $|m \pm 1/2; s \pm 1\rangle$. We therefore see that the hopping in $s$ is small in $J/\gamma$, and it requires interactions to prevent the amplitudes for the two virtual processes cancelling. For a short-ranged potential this hopping requires higher-order virtual processes: the effective pair-hopping amplitude vanishes until the particles have made a virtual excursion to within an interaction range of each other. The effective pair hopping is thence exponentially suppressed with interparticle distance.

This weak hopping must compete with the diagonal matrix elements introduced by the interactions. In systems with longer-ranged interactions (e.g. interactions that decay with distance algebraically), these diagonal matrix elements are likely sufficiently large that they dominate over the weak hopping and the system remains localized. On the other hand, in systems with short-ranged interactions (e.g. nearest-neighbor or rapidly exponentially decaying ones) it is conceivable that the system delocalizes through these pairwise hopping processes. Setting this question therefore requires an analysis of the balance between diagonal and off-diagonal matrix elements at high order in perturbation theory, with the latter themselves varying with $s$. Appendix B presents simulations of the two-particle problem. There, it appears that localization persists even for the case of a purely linear potential. However, this requires arbitrary precision numerics, which we implement using the mpmath package in Python [63], as even the “noise” introduced by using only standard machine precision alters the numerical results qualitatively. Such a delicate phenomenon is likely very hard to access experimentally: observing delocalization of distant particles would require exceedingly long times (e.g. times exponentially large in $L$),

This is perhaps most visible in the bipartite entanglement growth after a quench, which is much faster than logarithmic, an effect that was attributed to the many degeneracies in a purely linear potential [36]. This is consistent with the level statistics, which shows neither Poisson nor Wigner-Dyson statistics, but instead a sharp peak at zero energy difference. In this section we outline a two-particle perturbative argument for the origin of this behavior, the crux of which is the generation of an effective hopping scale much reduced from its bare value. This would explain how an otherwise surprisingly small amount of curvature or disorder can destroy the behavior characteristic of the purely linear set-up. We then argue that this fast growth of entanglement in the absence of curvature may be a signature of thermalization in large systems, but we cannot observe this with the finite system sizes that we can simulate.
well beyond the decoherence times of present experimental platforms even for moderate system sizes. However, this issue clearly warrants a more detailed investigation as a point of principle.

In the case of delocalization, any curvature or weak disorder introduced to the onsite potentials would only have to compete with the much reduced effective hopping, and would be expected to easily cause localization in the $s$ coordinate. In the full many-body setting the reduced hopping must additionally navigate a much more complicated energy landscape; at any rate, our reasoning agrees qualitatively with the entanglement structure of the many-body eigenstates (discussed in the next section).

### B. The effect of curvature on eigenstate entanglement

We probe whether or not the full many-body system thermalizes by examining whether the half-chain entanglement entropy of the system’s eigenstates is a smooth function of eigenenergy, as demanded by the eigenstate thermalization hypothesis (ETH). In the upper panel of Fig. 5 we show the half-system entanglement entropy $S_{L/2}$ as a function of the eigenenergy for both interacting and non-interacting systems with and without curvature. The clustering of eigenvalues seen in Fig. 5 is a result of the Hamiltonian becoming approximately proportional to the dipole moment operator $P = \sum_n n s_n^z$ for strong $\gamma$; this is an analog in the spin language to the center of mass, and the clusters correspond to the center of mass subspaces described in the two-particle argument above. The inset shows the same data, magnified around three clusters from the center of the spectrum.

For a non-interacting system with $\alpha = 0$ (gold circles), the approximate center of mass subspaces are quite distinct, and the entanglement is very small. We can understand this as a result of the eigenstates being combinations of (approximately exponentially) Stark-localized single-particle orbitals. With the addition of interactions (red points), pair-hopping within the appropriate center of mass subspaces (as described in Sec. V A) becomes possible, and there is a significant amount of entanglement. However, $S_{L/2}$ is not a smooth function of energy, indicating that this is not a signature of thermalization in the sense of the ETH. In a system with both curvature and interactions (black and purple points), i.e. a Stark MBL system, we see that the entanglement entropy is always small, indicating that the eigenstates are similar to product states of localized single-particle orbitals, particularly in the limit of very weak interactions. This is in keeping with the LIOM picture of conventional MBL, and is therefore consistent with the Serbyn-Papic-Abanin argument for logarithmic entanglement growth [11]. In the absence of curvature we cannot make this argument, and indeed the entanglement entropy was shown to grow much faster than logarithmically in Fig. 2 of Ref. 36.

![Fig. 5](image-url)

**FIG. 5.** Upper panel: the half-chain entanglement $S_{L/2}$ as a function of energy for the eigenstates of a Stark localized XXZ system with $L = 16$, $\gamma = 4$, and $\alpha = 2$. Comparisons with the corresponding $\alpha = 0$ and non-interacting systems are shown. Lower panel: the half-chain entanglement in a dipole-conserving model with $L = 20$ for different relative strengths of $H_4$ and $H_5$. The dotted line shows the average entanglement entropy of a random state, and the inset shows the size of the fluctuations of $S_{L/2}$ as a function of system size. The color scheme in the inset is the same as in the main panel.

### C. Relation to dipole-conserving “fractonic” models

As mentioned above, for very large $\gamma$ the Hamiltonian (1) becomes approximately proportional to $P$. In this limit we may treat the hopping and interaction terms as perturbations to $H_0 = -\gamma P$ which, due to the large energy cost, are unable to cause transitions between states with different dipole moments. One can then perturbatively construct an effective Hamiltonian for a single degenerate subspace with $P = P_0$, in which the off-diagonal couplings are generated by virtual transitions to states with $P \neq P_0$ [64]. The physics of the Stark MBL system with $\alpha = 0$ is therefore connected to the physics of models that conserve dipole moment, which exhibit a breakdown of thermalization due to Hilbert space fragmenta-
A spin-$1/2$ realization of such a model could consist of two terms: 
$$H_4 = \sum_n \left( s_n^+ s_{n+1}^- + s_{n+2}^+ s_{n+3}^- + h.c. \right)$$
and 
$$H_5 = \sum_n \left( s_n^+ s_{n+1}^- + s_{n+3}^+ s_{n+4}^- + h.c. \right),$$
which are the leading-order terms appearing in the perturbative analysis described above. It was demonstrated that a system composed of $H_4$ alone does not thermalize, but in the system $H_4 + H_5$ charge correlation functions were found to relax to their thermal values, with the exception of a small number of outlying eigenstates [54]. The dipole-conservation in these models results in restrictions on the mobility of excitations, such as is seen in the physics of fractons [52, 53]. As one would expect terms with the forms of $H_4$ and $H_5$ to appear in a perturbative expansion of $H$ with $\alpha = 0$, there appears to be some inconsistency between this picture and the lack of thermalization seen in the upper panel of Fig. 5. However, we can reconcile the results by comparing the thermalization of dipole-conserving models with different relative weights of $H_4$ and $H_5$. The lower panel of Fig. 5 shows the half-chain entanglement entropy of eigenstates as a function of energy for a selection of different combinations of $H_4$ and $H_5$ for $L = 20$ in the largest connected sector with $P = 0$. While for a system solely composed of $H_4$ and a system composed of $H_4 + H_5$ we recover non-thermalization and thermalization respectively, as seen in Ref. 54, for systems where $H_5$ is present only weakly we see an apparent breakdown of thermalization. In an expansion of $H$ one would expect higher order terms to appear with decreasing weights, so the non-thermalizing behavior in the two models is consistent.

To quantify to what extent the system thermalizes we have analyzed the fluctuations of the entanglement entropy by calculating the standard deviation of $S_L$ within a small energy window $E \in [-0.025L, 0.025L]$, rescaled by the average, which decreases with increasing $L$ in a thermalizing system. This is shown in the inset of the lower panel of Fig. 5, where we see a trend towards thermalization in large systems. For $H_4 + 0.25H_5$, which appears non-thermalizing in the main panel, the fluctuations start to decrease for $L \gtrsim 18$. For $H_4 + 0.1H_5$ we do not yet see a monotonic decrease with increasing system size, but when compared to $H_4 + 0.01H_5$ the data appears consistent with thermalization at larger $L$. This would suggest that both these dipole-conserving models with weak $H_5$ and also Stark MBL systems with $\alpha = 0$ will thermalize if the system is large enough.

### D. The effect of curvature on the QMI and the DEER response

We finish this section by demonstrating how the effects of a purely linear potential appear in the experimental probes discussed above. The spatial decay of the normalized QMI is shown in the upper panel of Fig. 6. The results correspond to a system with $L = 18$ and have been averaged first over all combinations of sites and then the 100 states closest to the middle of the spectrum. The three sites at the ends of the chain have been excluded from the analysis to minimize boundary effects. We see that the QMI does not decay with distance in the absence of curvature, but plateaus at large distances, similar to the thermalizing example. Similarly for the DEER response, we observe in the lower panel of Fig. 6 that the absence of curvature leads to a much earlier decay compared to the case in which it is present. We furthermore see that the response does not vary significantly with curvature strength, and the smallest $\alpha$ we consider is sufficient to localize the system (as seen in Ref. 36). We emphasize that these arguments and observations are made in the setting of finite-sized systems, which is relevant to experiment, but extrapolating to the thermodynamic limit is non-trivial due to the unbounded potential.

### VI. Conclusion and Perspectives

In this paper we have explored a number of experimentally relevant probes for conventional MBL in the context of the recently discovered Stark MBL. We have
shown that the outcomes of these experiments are similar to those found in a conventional MBL setting, and as such that they are viable probes for Stark MBL. These results emphasize the fact that the phenomenology of a Stark MBL system is almost identical to that found in conventional MBL systems. Other potential probes of Stark MBL include the quantum Fisher information \[41\] and configurational correlators \[44\], which have been employed in recent experiments studying conventional MBL. We have also found evidence for Stark MBL in the experimentally relevant setting of interacting bosons with conserved dipole moment and Hilbert space fragmentation. Indeed, this set-up may very well turn out to be particularly suitable for experimentally probing the physics of Hilbert space fragmentation and fractons in a tunable way.

During the preparation of this manuscript, we have become aware of several other works that explore the links between Hilbert space fragmentation and Stark MBL \[65, 66\].
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Appendix A: Late-time DEER response

Besides the short- to medium-time response of the DEER protocol, we have checked whether we can observe the long-time slow decay of the DEER response, as predicted in Ref. 50. It was shown that upon disorder averaging (in the conventional MBL regime) the DEER response can be approximated by the following equation:

$$D(t) = \begin{cases} \left(1 + t^2/t_0^2\right)^{-\beta/2}, & t \lesssim t_0 e^{N/\xi} \\ 2^{-N}, & t \gg t_0 e^{N/\xi}, \end{cases}$$

(A1)

where $t_0 \equiv \hbar/J_0$ ($k = I + d$ is a spin in region II that is most strongly coupled to I), and $\beta = \xi \ln 2$ [50]. Fig. 7 shows a power-law decay over several decades as well as the saturation at long times (on a double logarithmic scale). Again, the results are less clean than for conventional MBL as we cannot average over realizations of disorder. The behavior is qualitatively similar to that for a conventional MBL system with uncorrelated on-site disorder. The results are obtained for weak ($\Delta = 0.1$) and moderate ($\Delta = 1$) interaction strengths, and both small ($d = 3$) and large ($d = 7$) separations between spin I and region II. The slope of the linear potential in this case is $\gamma = 3$, with a curvature $\alpha = 2$. We note that the non-interacting Wannier-Stark eigenstates are localized more strongly than exponentially. As a result, if it were possible to study a very large system (with a very large region II), the asymptotic decay would in fact be slower than a power-law according to the assumptions in Ref. 50.

We have also verified that a similar DEER response is observed when the initial state is a product state in the physical spin basis. The result is averaged over 50 randomly chosen product states, denoted similarly by the angle brackets. This is shown in Fig. 8, where we see a similar power-law decay.

The exponent $\beta$, which describes the power-law decay of the DEER response, is proportional to the localization length $\xi$, and should therefore decrease as the strength of the linear potential is increased. We confirm this behavior in Fig. 9, where we show the $\gamma$-dependence of $\beta$, determined by fits to the numerical data (shown in the inset).

Appendix B: Numerical results on the two-particle system

Here we present some numerical results on the two-particle system described in Section V A, showing that we see no signatures of delocalization in a purely linear potential even in the presence of interactions. We can study this system at much larger $L$ than the many-particle problem because the state space grows only quadratically with system size: $N_2 = L(L - 1)/2$, but the requirements on numerical precision prevent us from going beyond $L = 48$. We fully diagonalize the Hamiltonian
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N being of size $N$. Obtained from the curves in the inset, which correspond to $eta$.

**FIG. 7.** The power-law decay of the DEER response at long times on a double-logarithmic scale. The results correspond to a system with $L = 12$, $M = 50$, $\gamma = 3$, $\alpha = 2$, and with region II being of size $N = 3$.

**FIG. 8.** The decay of the DEER response when simulating product initial states in the physical spin basis. The decay is qualitatively similar to that seen in Fig. 7. The parameters used were $L = 12$, $M = 50$, $\gamma = 3$, $\alpha = 2$ and with region II being of size $N = 3$.

**FIG. 9.** The decay exponent of the long-time DEER response $\beta$ as a function of the linear potential strength $\gamma$. The fit was obtained from the curves in the inset, which correspond to $L = 12$, $M = 50$, $\alpha = 2$, $d = 7$, $\Delta = 1$ and $N = 3$.

Numerically and use the eigenstate inverse participation ratio (IPR) as our measure of delocalization:

\[
\text{IPR}_q = \sum_{m,s} \langle |m; s| q \rangle^4 ,
\]  

where $|q\rangle$ is an eigenstate and the sum runs over all $|m; s\rangle$ states (states labelled by the particles’ centre of mass $m$ and separation $s$). The typical IPR decreases with system size for delocalized states but is independent of the system size for a localized state. The results shown correspond to particles with $\gamma = 4$ and nearest-neighbor interaction of strength of 0.1. We also consider exponentially decaying interactions $V(s) = V_0 \exp \left( |1 - |s||/\lambda \right)$, where $\lambda$ is the range, and the 1 in the exponential sets interaction strength of particles on neighboring sites to $V_0$ (nearest-neighbor interactions correspond to the limit $\lambda \to 0$). We use the mpmath package [63] to perform the numerical diagonalization, and in the case of nearest-neighbor interactions we find that: for $L = 16$ 50 decimal places of precision is sufficient, while for $L = 32$ we require 100 decimal places, and for $L = 48$ we require more than 150 decimal places (systems with longer-ranged interactions require less precision). Fig. 10 shows the distribution of the IPR for a variety of system sizes and both exponentially decaying and nearest-neighbor interactions; the IPR is clearly close to 1 for each set of parameters, indicating localization. The histogram of IPRs calculated at standard precision for $L = 48$ and nearest-neighbor interactions is also shown in Fig. 10 for comparison (the dotted histogram), demonstrating how insufficient precision can result in false signatures of delocalization.

**FIG. 10.** Histograms of the inverse participation ratio in the two-particle system, calculated for several system sizes $L$ for nearest-neighbor (n.n.) and exponentially decaying interactions with high numerical precision (indicated in the legend). The same histogram for $L = 48$ and nearest-neighbor interactions calculated with standard precision is shown for comparison (dotted histogram).