Deep learning-based bias transfer for overcoming laboratory differences of microscopic images
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Abstract. The automated analysis of medical images is currently limited by technical and biological noise and bias. The same source tissue can be represented by vastly different images if the image acquisition or processing protocols vary. For an image analysis pipeline, it is crucial to compensate such biases to avoid misinterpretations. Here, we evaluate, compare, and improve existing generative model architectures to overcome domain shifts for immunofluorescence (IF) and Hematoxylin and Eosin (H&E) stained microscopy images. To determine the performance of the generative models, the original and transformed images were segmented or classified by deep neural networks that were trained only on images of the target bias. In the scope of our analysis, U-Net cycleGANs trained with an additional identity and an MS-SSIM-based loss and Fixed-Point GANs trained with an additional structure loss led to the best results for the IF and H&E stained samples, respectively. Adapting the bias of the samples significantly improved the pixel-level segmentation for human kidney glomeruli and podocytes and improved the classification accuracy for human prostate biopsies by up to 14%.
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1 Introduction

Deep learning (DL) applications play an increasingly important role in medicine, yet, “everyone participating in medical image evaluation with machine learning
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is data starved” [15]. When the same imaging technique is used, e.g. confocal microscopy of a specific tissue type with a matching staining protocol, image analysis networks should be applicable to datasets not seen during training without a substantial drop in performance. However, due to bias introduced during the acquisition or processing of datasets (‘domain shift’), the generalizability of deep neural networks is negatively affected. If bias cannot be accounted for, models have to be re-trained every time a new dataset becomes available. In consequence, new data can only be used if a large cohort of labeled samples exists or can be created. Traditional techniques try to compensate domain shift through normalization or simple image transformations, like an increase of the contrast through histogram equalization [12]. However, as indicated by de Bel et al. [4], simple approaches are limited in how much bias they can capture and adjust, leading to insufficient transformations.

Recent evidence suggests that deep generative models could be utilized to modify samples, creating novel images that are close to the reference domain while not altering the original content. This way, images of a new dataset can be adjusted to the bias of the reference domain as a pre-processing step (‘bias transfer’), in order to avoid re-training large image analysis networks. The goal is that new data of the same modality can be handled correctly and without a large drop in performance. Necessarily, content preservation is of the utmost importance since hallucination artifacts introduced by the generative models could lead to misdiagnosis. Reliable bias transfer approaches would also enable the usage of DL in settings that do not allow for frequent creation and retraining of models, such as decision support systems in hospitals.

In this paper, we aim to improve existing generative models to enable stable bias transfer for medical histopathology images. In addition, we propose guidelines for testing and evaluating bias transfer models in settings with similar transformation goals. To benchmark the quality of the bias transfer for three state-of-the-art generative models, cycle-consistent generative adversarial networks (cycleGANs) [24], U-Net cycleGANs [4], and Fixed-Point GANs [6], we measured the content preservation, target domain adaptation, and impact on image segmentation and classification performance. To increase the performance of the models, we tested three additional losses designed to improve the quality in terms of content (‘MS-SSIM loss’) [1], structure integrity (‘structure loss’) [16] and intensity of transformation (‘additional identity loss’) [4]. As a baseline, histogram matching [12] for color correction in a decorrelated color space [18] (‘color transfer’) is included in our evaluation, which utilizes a single, random image to represent the target domain.

2 Related work

In a medical context, most datasets that require bias transfer are unpaired, meaning that a ground truth for the transformed images does not exist. A well-established approach for learning unpaired image-to-image translations is using CycleGANs [24]. CycleGANs have already been used for stain transforming re-
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In the following, the overall workflow, as well as the generative models (Subsection 3.1) and our datasets (Subsection 3.2) are introduced.
As part of this work, several generative approaches are introduced into an existing image analysis pipeline. An overview of the complete workflow with bias transfer is shown in Figure 1. As bias transfer is used as a pre-processing step here, the image size of the transformed images should be identical to the original size. However, generative models are usually not designed for images larger than $256 \times 256$ pixels. We used the Laplacian pyramid-based approach introduced in [11] to downsample the images to $256 \times 256$ pixels pre- (Figure 1 a $\rightarrow$ b), and back to the original size post-transformation (Figure 1 c $\rightarrow$ d), which is $1024 \times 1024$ pixels for the kidney (upper row) and $2048 \times 2048$ for the prostate images (lower row). The approach involves replacing the smallest layer of the pyramids with the respective transformed image for upsampling. Hence, the edges of the original image, which are typically lost at a low resolution, are added back into the image, boosting the quality of the transformed image.

### 3.1 Generative approaches

For this paper, we implemented, tested, and modified three state-of-the-art generative models for image generation, as shown in Figure 1b. For this purpose, we re-created the original implementation by Zhu et al. for cycleGANs [24] in Tensorflow 2.0 with a PatchGAN discriminator that judges $16 \times 16$ patches per image. The U-Net cycleGAN architecture has been constructed by adding skip connections to the generators.
For FPG, the generator input consists of an image and the one-hot encoded label of the target domain. Otherwise the generator architecture is identical to cycleGAN. Instead of using the discriminator structure described in the original FPG paper, we created a modified version of the cycleGAN discriminator by replacing the original output layer with two outputs, one for predicting the image's domain and one for the authenticity of the individual image patches (real vs. generated). The modified cycleGAN discriminator has fewer trainable parameters and judges more patches per image than the original FPG discriminator. In [14] it has been shown that judging more patches per image leads to images with more detail for cycleGANs. It seems evident that FPGs could also benefit from this modification.

The hyperparameters for cycleGAN and U-Net cycleGAN are mainly based on the original cycleGAN implementation. The networks are trained for up to 200 epochs with an initial steady learning rate of 0.0005 (original: 0.0002) for the first 100 epochs and a linearly decaying learning rate that reaches 0 after 200 epochs. For FPG, an initial learning rate of 0.0001 has been used, as proposed by Choi et al. [6]. We used a batch size of one.

To improve the generative performance and reduce hallucination artifacts of the three models, we included additional terms in the loss functions (see Figure 1c) specifically the additional identity loss $L_{+\text{id}}$ [4], the MS-SSIM loss $L_{+\text{ms-ssim}}$ [1] and the structure loss $L_{+\text{struc}}$ [16]. The original losses of (U-Net) cycleGANs are the adversarial loss ($\text{adv}$), the cycle-reconstruction loss ($\text{cyc}$) and the identity loss ($\text{id}$). For FPGs, the original losses are the cycle-reconstruction loss ($\text{cyc}$), the domain-classification loss ($\text{domain}$), the gradient penalty loss ($\text{gp}$) and the conditional identity loss ($\text{id}$). For our experiments, the losses have been weighted with $\lambda_{\text{adv}} = 1$, $\lambda_{\text{cyc}} = 10$, and $\lambda_{\text{id}} = 10$ (original: $\lambda_{\text{id}} = 5$) for cycleGAN and U-Net cycleGAN and with $\lambda_{\text{cyc}} = \lambda_{\text{gp}} = \lambda_{\text{id}} = 10$ and $\lambda_{\text{domain}} = 1$ for FPG. All additional losses have been weighted with $\lambda = 5$. We added the structure loss and the MS-SSIM loss individually and, for the MS-SSIM loss, in combination with the additional identity loss (‘combined losses’). The structure loss was not combined with the other additional losses since the direct comparison of the original and transformed images covers similar objectives as the ‘combined losses’. Our implementation is publicly available on GitHub.\(^5\)

### 3.2 Data

In this paper, we perform bias transfer for two modalities, IF images of kidney biopsies and H&E stained tissue microarray (TMA) spots of prostate biopsies. In Figure 1, the upper row shows the workflow for the kidney and the lower row for the prostate biopsy samples. Each modality includes two sub-datasets (domains) originating from different hospitals and has a specified transformation direction. This is due to the fact that bias transfer is applied here to overcome the domain shift between a new and a target domain which has been used for training a segmentation or classification network, as outlined in Figure 1e.

---

\(^5\) https://github.com/imsb-uke/bias-transfer-microscopy
The kidney dataset consists of 2D kidney IF images [25]. The images have been used to train a modified U-Net with dual output for the automatic segmentation of the glomeruli and their podocytes, an important cell type inside the glomeruli that is indicative of the health of the kidney [25]. To highlight the glomeruli and podocytes, three different biomarkers were used: DAPI for cell nuclei (blue), WT1 for podocyte cytoplasm (red), and DACH1 for podocyte nuclei (green). The images originate from two distinct hospitals (two domains: the target domain ‘TAR\(_k\)’ and the new domain ‘NEW\(_k\)’), which were imaged by two different operators with differing confocal laser scanning microscopes (Nikon A1 Confocal and Zeiss Confocal LSM 800). In total, subset TAR\(_k\) contains 269 images and subset NEW\(_k\) contains 375 images. Training and evaluating the segmentation requires annotations. For this purpose, a subset of the images has been annotated by medical experts (TAR\(_k\): 109, NEW\(_k\): 90). Further details on the datasets and their biological meaning can be found in [25].

For bias transfer, the split into training, validation, and test sets was performed randomly, with the constraints that images originating from the same patient (up to 16) remain in the same set, that a ratio of approximately 70% for training and 15% each for validation and test sets is reached and that the validation and test sets only consist of annotated images. While bias transfer does not require a ground truth, masks are necessary to evaluate the segmentation quality achieved on the transformed images. Accordingly, the TAR\(_k\) images were split into 180 for training, 44 for validation, and 45 for testing. The NEW\(_k\) dataset was split into 285 images for training, 46 for validation, and 44 for testing.

The prostate dataset consists of circular biopsies (spots) originating from radical prostatectomies (RPE) that have been assembled with the help of TMAs. The images originate from two different hospitals (‘TAR\(_p\)’ and ‘NEW\(_p\)’). The TAR\(_p\) dataset consists of 2866 and the NEW\(_p\) dataset of 886 images. Both datasets were created for staging prostate cancer with the help of Gleason patterns, which categorize the shape of the glands. Tissue can be classified as benign or as Gleason pattern 3, 4, or 5, whereas a higher number represents worse tumor tissue. The Gleason score (GS) is then calculated as the sum of the most prevalent and the worst occurring patterns in a sample [5]. Unfortunately, the inter-pathologist agreement on GSs is usually low [10], which is why automated and stable GS prediction is of high clinical value.

We trained an InceptionNet-V3-based classification network, pre-trained on ImageNet [8], on images of the TAR\(_p\) dataset, reaching a test accuracy of 81.6%. To exclude image background only the innermost 2048 × 2048 pixels of the spots have been used. The classification was limited to single Gleason patterns only (‘0’ = benign, ‘3+3’, ‘4+4’, and ‘5+5’) since TMA spots with two (or more) differing Gleason patterns could potentially contain patterns that occur solely outside of the innermost pixels. During training, all images are pre-processed with normalization, and the data is augmented with random rotations, shearing, shifting, and flipping. After pre-processing, the images are resized to 224 × 224 pixels, which is the input size of the InceptionNet.
The NEW_p dataset is publicly available [2] and does not include Gleason score annotations. However, the images have been annotated via segmentation masks to identify areas containing a specific Gleason pattern. To evaluate the classification performance of our network, we used the segmentation masks to calculate the Gleason scores of the image centers. We then used the same split into training, validation, and test sets that was defined for the dataset in the original publication [3]. The training and validation sets have been annotated by one pathologist (pathologist 1) and the test set has been annotated independently by two pathologists (pathologist 1 and pathologist 2), resulting in 506 images (429 with a single Gleason pattern) for training, 133 (111) for validation, and 245 (199 – pathologist 1, 156 – pathologist 2) images for testing. For the TAR_p dataset, the split was determined according to a random stratified sampling strategy, resulting in the same label distribution for the training, validation, and test sets. The resulting split consists of 2000 (1136 with a single Gleason pattern) images for training, 432 (246) images for validation, and 434 (245) images for testing. All images were annotated by the same pathologist (pathologist 3). Nonetheless, the label distribution is not uniform, TAR_p overrepresents 3+3 samples. In contrast, NEW_p mostly contains 4+4 samples.

4 Results and discussion

We based the evaluation of the generative approaches on three factors: content preservation, target domain imitation, and impact on the segmentation or classification performance. Two metrics have been selected for a quantitative evaluation of the transformation quality: the structural similarity index (SSIM) [22] and the Fréchet Inception Distance (FID) [13]. The SSIM is a well-established metric that has been used here to calculate the degradation of structural information (content) between the original (Figure 1a) and the transformed (Figure 1d) input images. The FID measures the feature-wise distance between two domains. While bias transfer can be trained on all images, for the prostate dataset, the impact on the classification can only be evaluated on the single Gleason pattern images. Nonetheless, we decided to evaluate all images regarding the SSIM and FID since the differing annotations given by pathologist 1 and 2 create two non-identical subsets of test images. For our evaluation, the FID between the target domain and the transformed images is calculated and compared to the FID between the original domains. A lower FID implies that images are visually closer to the target domain after bias transfer. Since the FID highly depends on the image content, validation and test scores should be considered separately.

Finally, for the kidney data, the segmentation accuracy pre- and post-bias transfer is compared. The segmentation network predicts one segmentation mask for the glomerulus as a whole and one for the podocytes (see Figure 1e). The quality of the segmentation is measured with three Dice scores [9], the pixel-wise segmentation of the glomeruli and podocytes and the object-wise segmentation of the podocytes. For the prostate data, the classification accuracy and the macro F1 scores pre- and post-bias transfer are compared. The macro F1 score can give
insights into the classification performance for underrepresented classes. Considering class imbalance is especially important here since the label distributions of TAR\textsubscript{p} and NEW\textsubscript{p} do not match.

Every variation has been trained five times with different random seeds, including the baseline. The training epoch with the lowest generator validation loss for transformations from NEW to TAR has been used for the evaluation of the individual runs. For each approach, the run with the best results on the validation set has been evaluated on the test set.

4.1 Results

**Kidney biopsies** The SSIM and FID scores for the validation set are visualized in Figure 2. They indicate that the transformations performed by the U-Net cycleGAN and FPG variations had the highest quality, with U-Net cycleGAN with structure loss leading to the overall best and most stable SSIM scores. Regarding the FID, U-Net cycleGAN with combined losses largely improved the distance to the target domain for the validation and test sets. The combination of additional identity and MS-SSIM loss (combined losses) had a stabilizing effect on the training process of cycleGAN and U-Net cycleGAN. The structure loss had a positive effect on U-Net cycleGAN and FPG, however, it led to mode collapse for cycleGAN, only producing a single output irrespective of the input.

The segmentation scores on the test set are shown in Table 1. Here, ‘Test TAR\textsubscript{k}’ only includes images not used for training the segmentation U-Net (21 images). Color transfer worsened the segmentation scores, despite improving the FID. As for the SSIM and FID scores, the U-Net cycleGAN and Fixed-Point GAN variations led to the best results. For those approaches, three out of four variations significantly improved the pixel-level Dice score for the glomeruli and all four for the podocytes. However, unlike FPG, not all runs of U-Net cycleGAN worsened the object-level Dice score for the podocytes. Overall, U-Net cycleGANs with combined losses performed the best for the task at hand. The aforementioned approach produced hallucination artifact-free images that significantly improved the pixel-level segmentation scores of the glomeruli (0.909 to 0.923, \(p = 0.005\)) and podocytes (0.730 to 0.797, \(p < 0.0001\)), due to a strong adaption to the target domain. An example transformation performed by U-Net cycleGAN and its effect on the segmentation result can be found in [25].

**Prostate biopsies** For the prostate biopsies, the boxplots in Figure 3 show that FPG trained with the structure loss outperformed the other approaches regarding content preservation. While the overall lowest FID score on the test set was achieved by cycleGAN with structure loss, this result is not reproducible for different random seeds – the training process is not stable enough.

When we look at the accuracies achieved on the validation set in Table 2, FPG with structure loss achieved the largest improvement (from 0.576 to 0.698). However, this was not reproduced on the test set or for the macro-weighted F1 scores. Regarding the test accuracies, cycleGAN with combined losses and FPG
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Fig. 2: Boxplots visualizing the transformation metrics $1 - SSIM$ (a) and FID (b) for the validation and test sets of the kidney biopsies. The dashed lines highlight the original FID scores and the red dots show the values achieved by the runs that performed best on the validation set for each variation.

Table 1: Means ($\mu_{test}$) and standard deviations ($\sigma_{test}$) of the Dice scores on the original test sets and the relative performance for the transformed images. ‘Dice glom. pix.’ evaluates the pixel-wise segmentation of the glomeruli, and ‘Dice podo. pix.’ of the podocytes. ‘Dice podo. obj.’ evaluates the object-wise segmentation of the podocytes. Significance ($p < 0.05$) is marked with *.

|               | Dice glom. pix. | Dice podo. obj. | Dice podo. pix. |
|---------------|-----------------|-----------------|-----------------|
|               | $\mu_{test}$    | $\sigma_{test}$ | $\mu_{test}$    | $\sigma_{test}$ | $\mu_{test}$    | $\sigma_{test}$ |
| Test TAR$_k$  | 0.953           | 0.02            | 0.933           | 0.06            | 0.929           | 0.01            |
| Test NEW$_k$  | 0.909           | 0.05            | 0.877           | 0.05            | 0.730           | 0.07            |
| Color transfer |                |                 |                 |                 |                 |                 |
| CycleGAN      | $-0.158^*$      | 0.32            | $-0.163^*$      | 0.27            | $-0.079$        | 0.26            |
| + MS-SSIM     | $-0.002$        | 0.06            | $-0.053^*$      | 0.10            | $+0.020$        | 0.05            |
| + structure   | $-0.020$        | 0.10            | $-0.055^*$      | 0.09            | $-0.017$        | 0.09            |
| + combined    | $-0.005^*$      | 0.05            | $-0.031^*$      | 0.09            | $+0.046$        | 0.05            |
| CycleGAN      | $+0.018^*$      | 0.04            | $+0.015$        | 0.05            | $+0.061^*$      | 0.04            |
| + MS-SSIM     | $+0.020^*$      | 0.03            | $-0.002$        | 0.07            | $+0.039^*$      | 0.04            |
| + structure   | $+0.017$        | 0.04            | $-0.023$        | 0.11            | $+0.064^*$      | 0.05            |
| + combined    | $+0.022^*$      | 0.03            | 0.000           | 0.08            | $+0.067^*$      | 0.03            |
| U-Net CycleGAN| $-0.002$        | 0.06            | $-0.019$        | 0.09            | $+0.060^*$      | 0.05            |
| + MS-SSIM     | $+0.031^*$      | 0.02            | $-0.005$        | 0.07            | $+0.040^*$      | 0.04            |
| + structure   | $+0.022^*$      | 0.04            | $-0.007$        | 0.07            | $+0.055^*$      | 0.04            |
| + combined    | $+0.025^*$      | 0.03            | $-0.002$        | 0.07            | $+0.048^*$      | 0.04            |
| Fixed-Point GAN|                |                 |                 |                 |                 |                 |
| CycleGAN      | $-0.002$        | 0.06            | $-0.019$        | 0.09            | $+0.060^*$      | 0.05            |
| + MS-SSIM     | $+0.031^*$      | 0.02            | $-0.005$        | 0.07            | $+0.040^*$      | 0.04            |
| + structure   | $+0.022^*$      | 0.04            | $-0.007$        | 0.07            | $+0.055^*$      | 0.04            |
| + combined    | $+0.025^*$      | 0.03            | $-0.002$        | 0.07            | $+0.048^*$      | 0.04            |
Fig. 3: Boxplots visualizing the transformation metrics $1 - \text{SSIM}$ (a) and FID (b) for the validation and test sets of the prostate biopsies. The dashed lines highlight the original FID scores and the red dots mark the results achieved by the runs that performed best on the validation set for each variation.

| Accuracy | F1 score |
|----------|----------|
| Test $TAR_p$ | $\mu_{val}$ | $\sigma_{val}$ | $\mu_{test1}$ | $\mu_{test2}$ | $\mu_{val}$ | $\sigma_{val}$ | $\mu_{test1}$ | $\mu_{test2}$ |
| Test $NEW_p$ | 0.763 | 0.00 | 0.816 | 0.816 | 0.665 | 0.00 | 0.742 | 0.742 |
| Color transfer | -0.117 | 0.01 | -0.105 | -0.108 | -0.178 | 0.03 | -0.096 | -0.107 |
| CycleGAN | +0.073 | 0.04 | +0.090 | +0.038 | +0.066 | 0.04 | +0.069 | +0.032 |
| + MS-SSIM | +0.063 | 0.06 | +0.065 | +0.012 | +0.086 | 0.04 | +0.050 | +0.009 |
| + structure | +0.057 | 0.03 | +0.100 | +0.083 | +0.046 | 0.03 | +0.064 | +0.060 |
| + combined | +0.111 | 0.00 | +0.140 | +0.141 | +0.120 | 0.01 | +0.108 | +0.128 |
| U-Net CycleGAN | +0.095 | 0.03 | +0.095 | +0.070 | +0.086 | 0.02 | +0.072 | +0.066 |
| + MS-SSIM | +0.099 | 0.02 | +0.135 | +0.141 | +0.102 | 0.02 | +0.107 | +0.120 |
| + structure | +0.097 | 0.04 | +0.100 | +0.096 | +0.090 | 0.03 | +0.075 | +0.086 |
| + combined | +0.064 | 0.03 | +0.120 | +0.083 | +0.065 | 0.03 | +0.082 | +0.067 |
| Fixed-Point GAN | +0.109 | 0.00 | +0.145 | +0.128 | +0.106 | 0.01 | +0.112 | +0.113 |
| + MS-SSIM | +0.117 | 0.00 | +0.090 | +0.051 | +0.106 | 0.00 | +0.068 | +0.054 |
| + structure | +0.122 | 0.02 | +0.125 | +0.089 | +0.107 | 0.02 | +0.097 | +0.082 |
| + combined | +0.117 | 0.01 | +0.140 | +0.096 | +0.109 | 0.00 | +0.111 | +0.086 |
resulted in the best scores. While FPG achieved the best accuracy and F1 scores for the images annotated by pathologist 1, cycleGAN with combined losses outperformed all other approaches for the images annotated by pathologist 2. Yet, the images transformed by cycleGAN with combined losses contained hallucination artifacts, as is reflected in the SSIM scores (Figure 3a). Unfortunately, for the classification network at hand, a direct link between transformation and classification quality does not seem to exist. In Figure 4c an image transformed by cycleGAN with combined losses can be seen. The transformation adds a purple streak across the upper third of the image, which is also reflected in the heatmap of the changes in pixel intensities through the transformation. In contrast, the change heatmap of the images transformed by FPG with structure loss indicates that the color intensity of the background was reduced and that small cell structures remained intact (see Figure 4b). Hence, to avoid basing the classification on hallucination artifacts, the best bias-transfer approach cannot be judged based on classification accuracies only.

Another factor that could contribute to the mismatch of transformation and classification quality is the very low accuracy on the original NEW_{p} test images, which is 25.6% for the images annotated by pathologist 1 and 21.7% for pathologist 2, compared to 81.6% achieved on the TAR_{p} test set. The samples of the two domains were annotated by different pathologists, who might interpret structures disparately, resulting in different Gleason scores. As a result, a transformation to the target domain might not be sufficient to reach high accuracy on
this dataset. This is amplified by the fact that the classification network has the lowest accuracy for 4+4 samples (see Figure 4a), which is the most frequent class in NEW_p. For the original images of NEW_p most of the 4+4 samples were misclassified as 5+5 or 0 (benign) (see Figure 4a). As a consequence, an accidental improvement of the classification accuracy due to hallucination artifacts cannot be ruled out. All those reasons indicate that FPG with structure loss may still be considered the best performing bias transfer for the prostate biopsy samples, despite not resulting in the highest classification scores. It stably led to improved accuracies and F1 scores across all runs while keeping the balance between not adding hallucination artifacts to the images and imitating the target domain.

4.2 Discussion

Currently, bias can be overcome with hand-engineered methods [4] or with deep generative models, which are universal function approximators. While our datasets do not require a strong transformation, the simple baseline approach was not a sufficient solution. Like for many simple approaches, the transformation is applied uniformly across the whole image. Therefore, non-linear bias cannot be captured. The resulting, tinted images hindered the segmentation of the glomeruli and their podocytes, as well as the classification of prostate cancer. In contrast, nine generative approaches significantly improved the pixel-wise segmentation of the podocytes and six the segmentation of the glomeruli. The classification accuracies and F1 scores were improved by every variation. However, as indicated by the varying SSIM scores, not all approaches resulted in artifact-free images. In our experiments, the widely used cycleGAN architecture did not perform well for bias transfer without any modifications. The training process was unstable and often led to hallucination artifacts. This matches reports in previous studies. Manakov et al. described that, in their experiments, vanilla cycleGANs generated blurry images with checkerboard-like artifacts [17].

CycleGANs were created for general image-to-image transformation. While goals like identity-transforming images that belong to the target domain and reconstructing the original from a transformed image are already incorporated in the basic model, other objectives have to be added explicitly and balanced carefully to achieve maximum performance for the task at hand. Otherwise the instability of the cycleGAN training process can be amplified, leading to complete mode collapse, as we experienced with the kidney biopsies.

FPGs were invented to convert diseased to healthy samples, which requires removing structures from the images. For bias transfer, however, the content of the image has to stay the same. Since this is not explicitly safeguarded by FPG, it is not surprising that the additional losses had a positive impact on the transformation. U-Net cycleGANs, on the other hand, did not benefit as much from the losses as the other approaches. The structure loss (and the combined losses) did however further stabilize the training process since the transformation goals were explicitly incorporated into the loss function.

In our evaluation, the transformation quality was well reflected in the segmentation scores, but only partially for the classification. It is particularly important
to note that if the best approach is selected solely based on the resulting classification or segmentation scores, hallucination artifacts might be missed. The artifacts can introduce a new type of bias to the images which could ‘accidentally’ improve the segmentation or classification scores. Finally, another factor that contributed to the mismatch of transformation quality and classification scores for the prostate biopsies is the inter-annotator variance.

Multiple factors play a role in deciding which of the three architectures should be used to perform bias transfer. When a large number of domains are available, the training time can become a limiting factor. Since U-Net cycleGANs only transform between two domains, every target domain requires a separate model and training. Another common problem is a lack of data. If few samples exist (e.g. < 100 per domain), U-Net cycleGANs might have too many trainable parameters to learn an adequate transformation. Both of these issues would warrant selecting FPGs instead since all domains are used to train a single generator. The cycleGAN variations did not match the performance of U-Net cycleGAN and FPG. Therefore, we do not recommend using vanilla cycleGANs for bias transfer in medicine. Regarding the evaluation of generative approaches, no consensus on adequate evaluation metrics exists. Here, the complementary metrics SSIM and FID were good indicators of hallucination artifacts and therefore suitable for evaluating bias transfer.

4.3 Limitations

The selection of the models and the additional losses in this paper focused on bias transfer for domains with small differences between them, i.e., a shift in staining. Therefore, the results might not be reproducible for less similar domains. Additionally, bias transfer has to be performed with caution if the domains have an inherent content bias. A disease can become part of the ‘style’ if one domain contains more healthy and the other more malformed samples [7].

5 Conclusion and outlook

The goal of this paper was to determine which deep generative approach results in the best bias transfer for medical images originating from IF confocal microscopy of kidney biopsies and H&E stained microscopy images of prostate biopsies. The performance on the test set mostly corroborated our findings obtained on the validation data. U-Net cycleGAN with combined losses and FPG with structure loss had a stable training process and created hallucination artifact-free images that imitated the target domain, improving the segmentation or classification performance. Our results show that bias transfer for histopathological images benefits from adding structure-based losses since they help with content preservation. The combination of MS-SSIM loss and additional identity loss is especially helpful if bias transfer is performed for domains that only require small changes. For medical image datasets with larger differences, e.g. a different staining type, the additional identity loss should only be used if it is
weighted much lower than the MS-SSIM loss. Furthermore, additional losses are not a universal solution. The individual network architectures and approaches have to be adapted to the task at hand, as our differing results for the two modalities have shown. In future projects, similar datasets from additional sites could be investigated to get a firmer grasp on which transformation goals can be covered by the selected additional losses and which further limitations might prevent using deep learning-based bias transfer for medical datasets.
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