Density correlations and dynamical Casimir emission of Bogoliubov phonons in modulated atomic Bose-Einstein condensates
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We present a theory of the density correlations that appear in an atomic Bose-Einstein condensate as a consequence of the dynamical Casimir emission of pairs of Bogoliubov phonons when the atom-atom scattering length is modulated in time. Different regimes as a function of the temporal shape of the modulation are identified and a simple physical picture of the phenomenon is discussed. Analytical expressions for the density correlation function are provided for the most significant limiting cases. This theory is able to explain some unexpected features recently observed in numerical calculations of Hawking radiation from analog black holes.

The dynamical Casimir effect[1] is a very general prediction of quantum field theory: whenever the boundary conditions and/or the dispersion law and/or the background of a quantum field are quickly varied in time, pairs of quanta are generated off the vacuum state by parametric amplification of zero-point noise. The simplest and most celebrated example of dynamical Casimir effect was predicted for an optical cavity whose plane-parallel mirrors are made to rapidly oscillate in time along the cavity axis.[2,3,4,5] Despite the significant effort devoted to these fascinating effects, no experimental observation of the dynamical Casimir effect has yet appeared, the main reason being the difficulty in moving the mirror at a fast enough speed.[3]. Alternative schemes to modulate the effective optical length of a cavity on a very fast time-scale by acting on the refractive index of the cavity material have been proposed and shown to give a sizeable intensity of dynamical Casimir emission.[3,6,7,8,9,10,11]. Experiments in this direction are in progress in several groups.[12,13].

Since the original proposal by Unruh[14], advances in the field of the so-called analog models[15] have pointed out the possibility of simulating the physics of a quantum field on a generic curved space-time in tabletop condensed-matter experiments: the propagation of elementary excitations in spatially and temporally inhomogeneous systems can in fact be recast in terms of a relativistic wave equation on an effective curved spacetime. In the simplest case of acoustic waves in a fluid, the space-time metric is fixed by the spatial and temporal profiles of the sound speed and of the flow velocity. Upon quantization of the resulting field theory, an analog dynamical Casimir effect is then expected to appear whenever the sound speed in a spatially homogeneous system is made to quickly vary in time, which in the language of the analogy corresponds to the expansion or contraction of the underlying universe.[16,17]. On the other hand, in the presence of an acoustic horizon separating an upstream region of sub-sonic flow from a downstream one of super-sonic flow, the emission of analog Hawking radiation has been predicted.[14,18,19].

As proposed in[20,21], a most promising way of experimentally investigating this physics involves the measurement of the correlation function of density fluctuations. A recent numerical experiment[22] has observed both the dynamical Casimir effect and the Hawking emission in a microscopic simulation of the dynamics of an atomic Bose Einstein condensate during and after the formation of an acoustic black hole.

After a series of papers[16,17,23,24] focussed on the deposited energy and the spectrum of the emitted phonons, a number of theoretical works have started investigating the time-evolution of the correlation functions of atomic many-body systems after a sudden quench of some parameter, in particular the atom-atom interaction constant.[20,22,26,27,28]. In the meanwhile, several experiments have recently addressed the response of Bose gases to a time-modulation of the atom-atom scattering length: the interest of most of these experiments was however concentrated on the energy deposited in the system by the perturbation[29] and only provided qualitative information on the created density perturbation.[30].

As density correlations are becoming a standard observable in the experimental study of ultracold atomic gases,[31,32,33] we expect that the measurement of the density correlation pattern created by suitable perturbation sequences will soon provide a new powerful tool to investigate the microscopic properties of strongly correlated atomic gases and in particular of their elementary excitations. A few pioneering studies in this direction for the simplest case of a sudden quench have recently appeared[27,28].

It is remarkable to note that a similar strategy is presently under way in the completely different field of cosmology, where one is trying to extract information on the primordial inflation phase of the universe from the spectrum and the correlation function of the temperature fluctuations of the cosmological microwave radiation[34]. In the language of the analogy, the fast expansion of the universe in the inflation phase corresponds in fact to a
fast temporal variation of the sound speed, which is indeed the result of a fast variation of the atom-atom scattering length \[14, 17, 20]\.

The present paper presents a comprehensive theoretical investigation of the different features that appear in the density correlation function of a spatially homogeneous Bose-Einstein condensate as a consequence of a time-dependent atomic scattering length. Calculations based on the Bogoliubov theory of dilute condensates allow for a quantitative understanding of the different regimes as a function of the temporal profile of the scattering length modulation and provide a clear physical picture of the phenomenon in terms of the dynamical Casimir emission of entangled pairs of phonons. This theory fully confirms the numerical observations that was put forward in the original paper \[22\].

The paper is organized as follows. In Sec. II we present the physical system under investigation and we briefly review the Bogoliubov approximation. The general theory of the density correlations that result from the dynamical Casimir emission is presented in Sec. III. The following sections discuss the phenomenology in the most remarkable cases of an adiabatic transition (Sec. III), of a sudden jump (Sec. IV) and of a slow ramp (Sec. V) of the atom-atom interactions on a wide range has been studied. Experimentally, the possibility of tuning the scattering length is assumed to be constant in space but to have a non-trivial temporal dependence \[a(t)\]. In the remote past and future \(t = \pm \infty\), it tends to a constant value. Experimentally, the possibility of tuning the atom-atom interactions on a wide range has been demonstrated using magnetic and optical Feshbach resonances \[36\], as well as by modulating the lateral confinement of reduced dimensionality samples \[31\].

At all times, the system is assumed to be well within the dilute regime \(n_0 a^3 \ll 1\) where the time-evolution of the condensate is accurately described by the so-called Bogoliubov approximation \[31, 37\]. The time-evolution of the classical condensate wavefunction \(\phi_0\) is described by the Gross-Pitaevskii equation,

\[
i\hbar \frac{\partial \phi_0}{\partial t} = -\frac{\hbar^2 \nabla^2}{2m} \phi_0 + V(x) \phi_0 + \frac{4\pi \hbar^2 a(t)}{m} |\phi_0|^2 \phi_0. \tag{1}\]

In the spatially homogeneous case \(V(x) = 0\) that we are considering here, the condensate wavefunction remains at all times constant in space and only acquires a time-dependent global phase, \(\phi_0(x, t) = \sqrt{n} \exp{i \theta(t)}\).

Within the Bogoliubov approximation \[37\], the fluctuations around the purely condensed state are described by a quadratic Hamiltonian in the \(\hat{A}_k\) operators describing the non-condensed \(k \neq 0\) plane-wave modes

\[
\mathcal{H} = E_0 + \frac{i}{2} \sum_k \left( \hat{A}_k^\dagger \hat{\Lambda}_k + \hat{\Lambda}_k^\dagger \hat{A}_k \right) \left( E_k + \mu(t) \right) \left( \mu(t) \right) \left( -E_k + \mu(t) \right).
\tag{2}\]

The \(\hat{A}_k\) operators have a simple expression in terms of the momentum-space atomic field operators, \(\hat{\Lambda}_k^\dagger\). The (instantaneous) chemical potential is defined in terms of the nonlinear interaction constant \(g(t) = 4\pi \hbar^2 a(t)/m\) as \(\mu(t) = g(t) n\). The kinetic energy of the \(k\)-mode is indicated as \(E_k = \hbar^2 k^2/2m\).

Neglecting the zero-point energy, the Hamiltonian \(\mathcal{H}\) can be recast for each instantaneous value of \(a(t)\) into the canonical form

\[
\mathcal{H}(t) = \sum_k \hbar \omega_k(t) \hat{a}_k^\dagger \hat{a}_k.
\tag{3}\]

where the (bosonic) Bogoliubov operators \(\hat{a}_k^\dagger\) respectively destroy (create) an elementary Bogoliubov excitation of momentum \(\hbar k\) and energy

\[
\hbar \omega_k(t) = \sqrt{E_k(E_k + 2\mu(t))}.
\tag{4}\]

In terms of the atomic field operators, the (instantaneous) Bogoliubov operators \(\hat{a}_k\) have the following expression:

\[
\hat{a}_k = u_k(t) \hat{A}_k - v_k(t) \hat{A}_k^\dagger.
\tag{5}\]

in terms of the (instantaneous) Bogoliubov coefficients \(u_k(t)\) and \(v_k(t)\),

\[
u_k(t) = \left( \frac{E_k}{\hbar \omega_k(t)} \right)^{1/2}.
\tag{6}\]

as a consequence of the time-dependence of the scattering length \(a(t)\), the Bogoliubov operators have an explicit time-dependence even in the Schrödinger picture of \(\mathcal{H}\).
At each time, the (instantaneous) ground state $|g(t)\rangle$ of the Bogoliubov theory is defined by
\[
\hat{a}_k |g\rangle = 0 \quad \forall k. \tag{7}
\]
The time-dependence of $|g(t)\rangle$ is the key responsible for the dynamical Casimir emission: when the scattering length is modulated at a fast rate, the system is not able to adiabatically follow the instantaneous ground state. Non-adiabatic processes then result in the creation of correlated pairs of excitations in the system out of the vacuum state. This point of view will be discussed in full detail in Sec. IV.

An alternative, yet equivalent picture of the dynamical Casimir emission can be obtained in the limiting case of a weak modulation $a(t) = a_0 + \delta a(t)$ with $|\delta a(t)| \ll a_0$. In analogy to the discussion of $\hat{a}_k$ and $\hat{a}_k^\dagger$, the dynamical Casimir emission in this case be recast in terms of the following Hamiltonian
\[
\mathcal{H} = \mathcal{H}_0 + \frac{2\pi \hbar^2 n}{m} \delta a(t) \sum_k (u_k + v_k)^2 \times (\hat{a}_k^\dagger + \hat{a}_{-k})(\hat{a}_k + \hat{a}_{-k}). \tag{8}
\]
Here, $\mathcal{H}_0$ is the Hamiltonian of the gas for a constant value of the scattering length $a_0$ and the effect of the weak modulation $\delta a(t)$ is to simultaneously excite pairs of entangled Bogoliubov particles with opposite momenta $\pm k$. In the language of nonlinear optics, such a process goes under the name of parametric down-conversion [14]. The most remarkable case of a periodic modulation of $a(t)$ will be discussed in Sec. VIII.

II. THE THEORETICAL FRAMEWORK

A. The time-evolution of Bogoliubov operators

Thanks to the quadratic nature of the Bogoliubov Hamiltonian [3], the time-evolution of the Bogoliubov operators in the Heisenberg picture can be written in a closed form:
\[
\frac{d\hat{a}_k}{dt} = -i\omega_k \hat{a}_k + (\hat{u}_k \hat{v}_k - u_k \hat{v}_k) \hat{a}_{-k}^\dagger, \tag{9}
\]
\[
\frac{d\hat{a}_{-k}^\dagger}{dt} = i\omega_{-k} \hat{a}_{-k}^\dagger + (\hat{u}_k \hat{v}_k - u_k \hat{v}_k) \hat{a}_k. \tag{10}
\]
At each time $t$, the $u_k(t)$ and $v_k(t)$ functions are to be evaluated using the instantaneous value of the scattering length $a(t)$ according to [5]. Dots indicate the derivative over time $t$.

The first terms on the RHS of (9,10) describe the trivial evolution of the $\hat{a}_k$ and $\hat{a}_{-k}^\dagger$ operators at frequencies $\pm \omega_k$ under the instantaneous Hamiltonian [3]. The other terms take into account the dependence [5] of the $\hat{a}_k$ and $\hat{a}_{-k}^\dagger$ operators on the instantaneous scattering length $a(t)$ via the time-dependence of the $u_k$ and $v_k$ Bogoliubov coefficients, and are responsible for the mixing of the $\hat{a}_k$ and $\hat{a}_{-k}^\dagger$ operators. These mixing terms are proportional to the rate at which $a(t)$ is varied in time. Once $a(t)$ has approached its late-time limiting value, one is left with the trivial oscillation of the $\hat{a}_k(t)$ and $\hat{a}_{-k}^\dagger(t)$ operators at frequencies $\pm \omega_k$.

The relation between the $\hat{a}_k(t)$ and $\hat{a}_{-k}^\dagger(t)$ operators at a generic time $t$ to their initial values $\hat{a}_k(0)$ and $\hat{a}_{-k}^\dagger(0)$ before the excitation sequence can be summarized as a pair of linear equations.
\[
\hat{a}_k(t) = C_{k,+}(t) \hat{a}_k(0) + C_{k,-}(t) \hat{a}_{-k}^\dagger(0), \tag{11}
\]
\[
\hat{a}_{-k}^\dagger(t) = C_{k,+}^*(t) \hat{a}_k^\dagger(0) + C_{k,-}^*(t) \hat{a}_{-k}(0), \tag{12}
\]
whose coefficients $C_{k,\pm}(t)$ have to be computed by solving the pair of differential equations (9,10).

Thanks to the thermal equilibrium hypothesis, the Bogoliubov modes are assumed to be initially uncorrelated and thermally occupied,
\[
\langle \hat{a}_k(0) \hat{a}_{-k}(0) \rangle = 0 \tag{13}
\]
\[
\langle \hat{a}_k(0) \hat{a}_{k}^\dagger(0) \rangle = n_k^{th,0} = \frac{1}{\text{exp} (\hbar \omega_k/k_B T) - 1}. \tag{14}
\]
At late times $t > t_{\text{fin}}$ after the end of the modulation, the Bogoliubov mode occupations
\[
n_k(t) = \langle \hat{a}_k(t) \hat{a}_{-k}(t) \rangle = (|C_{k,+}(t_{\text{fin}})|^2 + |C_{k,-}(t_{\text{fin}})|^2) n_k^{th,0} + |C_{k,-}(t_{\text{fin}})|^2 \tag{15}
\]
remain constant in time, while the anomalous averages
\[
\mathcal{A}_k(t) = \langle \hat{a}_k(t) \hat{a}_{-k}(t) \rangle = C_{k,+}(t_{\text{fin}}) C_{k,-}(t_{\text{fin}}) \times (2n_k^{th,0} + 1) e^{-2i\omega_k (t-t_{\text{fin}})} \tag{16}
\]
keep on oscillating at the frequency $2\omega_k$.

B. The density correlation function

In a homogeneous system the modulation of $a(t)$ has no effect on the average density that remains flat at all times,
\[
n(x) = \langle \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \rangle = n. \tag{17}
\]
On the other hand, the emission of entangled phonon pairs is clearly visible in the density correlation function

\[ g^{(2)}(x, x') = \frac{1}{nV} \left\langle \hat{\Psi}(x) \hat{\Psi}^\dagger(x') \hat{\Psi}(x') \hat{\Psi}(x) \right\rangle = 1 + \frac{1}{nV} \sum_k \left[ e^{i k (x'-x)} \left( \langle u_k + v_k \rangle^2 + 1 \right) + c.c. \right] + \frac{1}{nV} \sum_k (u_k + v_k)^2 \left[ \langle u_k + v_k \rangle^2 \times \left( \langle \hat{a}_k^\dagger \hat{a}_{-k} \rangle + \langle \hat{a}_k \hat{a}_{-k}^\dagger \rangle \right) - 1 \right] \]

which involves a combination of Bogoliubov mode occupation \((15)\) and anomalous average \((16)\). As we shall see in the following of the paper, the different time dependence of the two terms is responsible for qualitatively different features in the density correlation function.

C. Effect of external trapping

Before proceeding with the analysis of the density correlation function, it is important to briefly clarify the consequences of the spatial inhomogeneity of the gas in the presence of a trapping potential.

As the density profile of a trapped gas strongly depends on interactions, the modulation of the scattering length \(a(t)\) may result into a macroscopic oscillation of the condensate shape \([33]\) and even in its collapse when the scattering is turned to a large and attractive value. This latter effect has been experimentally demonstrated in a remarkable way in the so-called Bose-nova experiments of \([33]\).

In the framework of the standard Bogoliubov theory \([35]\), this physics is described by a term of the form

\[ \delta \mathcal{H}_1 = \frac{2 \pi \hbar^2 \delta a(t)}{m} \int d^3x \phi_0(x)^2 \phi_0^*(x) \Lambda(x) + \text{h.c.} \]

where \(\phi_0(x)\) is the condensate wavefunction, normalized in a way that \(\int d^3x |\phi_0(x)|^2 = N\). As usual in quantum optics, an Hamiltonian term involving a single quantum field operator leads to a coherent excitation of the field, in our case a collective excitation of the condensate. As expected, this term disappears in the case of a homogeneous condensate considered in the rest of the paper thanks to the spatial orthogonality of the \(\Lambda(x)\) operator to the condensate wavefunction \(\phi_0(x)\),

\[ \int d^3x \phi_0^*(x) \Lambda(x) = 0. \]

In the general case, the density fluctuation pattern can be isolated even in the presence of a strong collective excitation simply by subtracting out the deterministic component of the density modulation.

III. ADIABATIC LIMIT

The mixing of the \(\hat{a}_k\) and \(\hat{a}_k^\dagger\) operators is negligible \(|C_{k,+}| \gg |C_{k,-}| \approx 0\) in the so-called adiabatic limit where the time-evolution \(a(t)\) takes place on a very slow time-scale as compared to \(\omega_k\). As a consequence, the occupation \(n_k\) of the Bogoliubov modes is constant in time and equal to its initial value \(n_k^{(0)}\) and the anomalous averages \(\Lambda_k\) remains zero.

For a zero initial temperature \(T = 0\), the adiabatic condition is equivalent to stating that the evolution is slow enough for the system to remain in its ground state: at all times, the density correlation function exactly coincides with the static \(T = 0\) one for the instantaneous value of \(a(t)\). On the other hand, for a non-zero initial temperature \(T > 0\) even an adiabatic evolution is able to bring the system outside thermal equilibrium \([46]\): while the population \(n_k\) of each Bogoliubov mode is conserved during the adiabatic evolution, the instantaneous energy \(\hbar \omega_k(t)\) of the mode has in fact a non-trivial time-dependence. As a result, the population \(n_k\) of the different Bogoliubov modes at late times is no longer described by a simple thermal condition of the form \((13)\).

IV. SUDDEN JUMP

A. General formulas

Simple expressions for the expectation values appearing in \((15)\) can be obtained in the limit of a sudden variation of \(a(t)\) from \(a_1\) to \(a_2\) on a time scale \(\sigma_t\) much faster than the frequency \(\omega_k\) of all the relevant modes, i.e. \(\mu_{1,2} \sigma_t \ll 1\). In this limit of a sudden quench \([25, 26, 27, 41]\), the evolution of the \(\Lambda_k(t)\), \(\hat{a}_k^\dagger(t)\) atomic operators during the sudden modulation of \(a\) is negligible and the simple picture of the dynamical Casimir effect introduced in \([7]\) can be straightforwardly applied: the \(\hat{a}_k\), \(\hat{a}_k^\dagger\) operators at \(t = 0^+\) right before and right after the jump are expanded in terms of the \(\Lambda_k(t = 0), \hat{a}_k\), \(\hat{a}_k^\dagger\) operators using \((5)\) with the suitable \(u_k, v_k\) Bogoliubov coefficients. An explicit relation between the \(\hat{a}_k\), \(\hat{a}_k^\dagger\) operators at \(t = 0^\pm\) is straightforwardly obtained by eliminating the \(\Lambda_k(t = 0), \hat{a}_k\), \(\hat{a}_k^\dagger\) operators at \(t = 0^\pm\) operators. The evolution of the \(\hat{a}_k\), \(\hat{a}_k^\dagger\) operators at later \(t > 0\) times reduces to the simple phase factor \(\exp(\mp i \omega_k t)\).

Once all these steps are combined together, one is fi-
nally led to the following compact relations \[41\]:
\[
\begin{align*}
\hat{a}_k(t) &= \left[\frac{\eta^+_k}{2} \hat{a}_k(0^-) + \frac{\eta^-_k}{2} \hat{a}^\dagger_{-k}(0^-)\right] e^{-i\omega_k^\pm t} \\
\hat{a}^\dagger_k(t) &= \left[\frac{\eta^+_k}{2} \hat{a}_k(0^-) + \frac{\eta^-_k}{2} \hat{a}^\dagger_{-k}(0^-)\right] e^{i\omega_k^\pm t}
\end{align*}
\] (21)
\[
\begin{align*}
\hat{a}_k(t) &= \left[\frac{\eta^+_k}{2} \hat{a}_k(0^-) + \frac{\eta^-_k}{2} \hat{a}^\dagger_{-k}(0^-)\right] e^{-i\omega_k^\pm t} \\
\hat{a}^\dagger_k(t) &= \left[\frac{\eta^+_k}{2} \hat{a}_k(0^-) + \frac{\eta^-_k}{2} \hat{a}^\dagger_{-k}(0^-)\right] e^{i\omega_k^\pm t}
\end{align*}
\] (22)

where the $\eta^\pm_k$ coefficients are defined as $\eta^\pm_k = (\omega^+_k/\omega^-_k)^{1/2}$ and the Bogoliubov frequencies $\omega_k^\pm$ before and after the jump are evaluated using \[41\] with $a = a_{1,2}$. As $\eta^\pm_k \to 1$ for $E_k/\mu_{1,2} \gg 1$, the transformations \[22\] do not mix the $\hat{a}_k$, $\hat{a}^\dagger_k$ operators for large values of $k$, which provides an \textit{a posteriori} justification for the sudden jump condition $\sigma_1 \mu_{1,2} \gg 1$. For the hydrodynamic modes with $E_k \ll \mu_{1,2}$, the mixing coefficient $\eta^\pm_k$ tends instead to a finite limiting value $(c_2/c_1)^{1/2}$.

The Bogoliubov mode occupation $n_k$ after the sudden change of scattering length is given by the formula
\[
n_k = \frac{(\omega^+_k)^2 + (\omega^-_k)^2}{2\omega^+_k \omega^-_k} n_k^{\text{th},0} + \frac{(\omega^+_k - \omega^-_k)^2}{4\omega^+_k \omega^-_k},
\] (23)

while the anomalous average has the form
\[
A_k(t) = \frac{1}{4} \left(\frac{\omega^+_k - \omega^-_k}{\omega^+_k + \omega^-_k}\right) (2n_k^{\text{th},0} + 1) e^{-2i\omega_k^\pm t}
\] (24)

Note that the Bose distribution $n_k^{\text{th},0}$ is here to be evaluated according to \[14\] using the initial value $\omega^-_k$ of the Bogoliubov mode frequency. In agreement with \[13\], the initial value of the anomalous average has been taken to be zero. The terms in \[23\] and \[24\] proportional to the initial population $n_k^{\text{th},0}$ account for the amplification of initial thermal excitations by the sudden jump in $a$, while the other terms describe the contribution due to the dynamical Casimir emission of Bogoliubov phonons out of the initial vacuum state.

It is interesting to evaluate \[23\] and \[24\] in the limit of a small change of $a(t)$, i.e. $a_2 = a_1 + \Delta a$ with $\Delta a \ll a_1$. In this limit, one has:
\[
n_k \simeq n_k^{\text{th},0} + \frac{\Delta a^2}{4(E_k + 2\mu)^2} \left(2n_k^{\text{th},0} + 1\right)
\] (25)
\[
A_k(t) \simeq \frac{\Delta a^2}{2(E_k + 2\mu)} \left(2n_k^{\text{th},0} + 1\right) e^{-2i\omega_k^\pm t}.
\] (26)

Here, the chemical potential variation is defined as $\Delta \mu = 4\pi\hbar^2(a_2 - a_1)n_0/m$. While the effect on the anomalous average is linear in $\Delta \mu$, the population change is quadratic and therefore much weaker. The difference is even more dramatic at $T > 0$: while the population change is a (small) correction proportional to $\Delta \mu^2$ on top of the (large) initial thermal distribution, the anomalous average fully originates from the dynamical Casimir emission and is amplified by the initial thermal population.

### B. Physical discussion

This physics is illustrated in the plots of the Bogoliubov occupation and the modulus of the anomalous average shown in Fig.1(d,e) for the $a_2/a_1 = 0.25$ case. For these plot, the exact formulas \[23\] and \[24\] have been used.

For a vanishing initial temperature $T = 0$ (black line), both $n_k$ and $A_k$ show a smooth peak centered at $k = 0$ and a power-law tail that extends far on the high energy modes. As predicted by the analytical approximate formulas \[24\] and \[26\], the anomalous average $A_k$ is in modulus much larger than the occupation $n_k$. Note that the smooth peak would be replaced by a $1/k$ divergence if interactions in either the initial or final states were vanishing.

For a finite initial temperature $T > 0$, the effect of the sudden variation of $a$ on $n_k$ is a very weak correction on top of the initial thermal distribution $n_k^{\text{th},0}$. On the other hand, the $T = 0$ contribution to the anomalous average due to the dynamical Casimir effect is strongly amplified by the initial thermal population.

---

**FIG. 1:** Panels (a-c): Time evolution of the density correlation function after a sudden jump of the scattering length from $a_1$ to $a_2 = a_1/4$. Different (a-c) panels refer to different evolution times after the jump, $\mu_1t = 0, 5, 20$. Panel (d): Bogoliubov mode occupation $n_k$ after the jump. Panel (e): anomalous average $|A_k|$ after the jump. In all panels, thick black lines correspond to an initial $T = 0$; thin red lines correspond to a finite initial temperature $T/\mu_1 = 0.5$. The dashed red line in panel (d) indicates the prediction of the adiabatic model, i.e. the initial population of the Bogoliubov mode $n_k^{\text{th},0}$.

The density correlation function is immediately obtained inserting \[23\] and \[24\] into the general expression \[13\]. A few snapshots after different evolution times are shown in Fig.1(a-c) for the simplest case of a one-dimensional system. Exception made for some geometrical factors, the physics is however identical when two- or three-dimensional systems are considered.

For $t = 0^+$, straightforward algebraic manipulations confirm that the sudden change of $a$ does not have an
immediate effect on correlation function, \( g^{(2)}(x - x'; t = 0^+) = g^{(2)}(x - x'; t = 0^-) \): The jump is in fact too rapid for the microscopic state of the atoms to respond. However, as this state is no longer an eigenstate of the system Hamiltonian with \( a(t > 0) = a_2 \), a non-trivial evolution is observed on \( g^{(2)} \) at later times \( t > 0 \).

Before the sudden change of \( a \), the density correlation function is characterized by a dip around \( x = x' \) due to the effect of atom-atom repulsive interactions. At finite temperature, this dip is less pronounced than at \( T = 0 \), and starts being accompanied by a Hanbury-Brown and Twiss bump due to the thermal fluctuations.

After the sudden change, the static central structure around \( x = x' \) is somehow amplified by the change in population \( n_k \) and, more importantly, by the increase in the Bogoliubov \( u_k + v_k \) coefficient as a consequence of the reduced value of \( a \). At the same time, a system of moving fringes originates from \( x = x' \) and propagates in the outwards direction as a consequence of the time-dependent anomalous average \( A_k(t) \). At each time \( t \), the fringe pattern is concentrated in the \( |x - x'| \gtrsim c_2 t \) region and shows a significant chirping in space, the external part of the pattern having a shorter wavelength than the inner part. As time goes on, the fringe pattern gets progressively stretched in space.

This peculiar fringe pattern has a very simple physical interpretation. When the sudden change of \( a \) occurs, pairs of entangled phonons are created at all spatial positions with opposite momenta \( \pm k \). As time goes on, these pairs propagate in opposite direction at a \( k \)-dependent group velocity \( v_{2,k} \). As the group velocity \( v_{2,k} \) of Bogoliubov modes is a growing function of \( k \) which starts from \( v_{2,k=0} = c_2 \), the correlated pairs will be separated at a time \( t \) by a distance equal or larger than \( 2c_2 t \). More precisely, the modes that most contribute to the fringe pattern for a given \( |x - x'| \) are the ones with a wavevector \( \pm k \) such that \( v_{2,k} \simeq (|x - x'|)/2t \), which are responsible for fringes of wavelength \( 1/k \). In this semiclassical picture, the observed chirping is then a simple consequence of the fact that higher \( k \) modes propagate at a faster group velocity.

While the strongly chirped external region of the fringe pattern remains almost unaffected by a finite initial temperature, the long wavelength fringes at low \( |x - x'| \) are substantially reinforced. This confirms our intuitive understanding of the fringe pattern: according to thermal enhancement is in fact concentrated into the low-\( k \) modes which are responsible for the long wavelength fringes.

V. SLOW RAMP

The previous Section was devoted to the case of a sudden change of \( a \) for which analytical expressions were available for the Bogoliubov mode amplitudes in the final state. The more general case of an arbitrary dependence \( a(t) \) requires a solution of the pair of ordinary differential equations. In the present section we discuss the result of a numerical solution of these equations for the case of a smooth temporal dependence of the Erf form:

\[
a(t) = \frac{a_1 + a_2}{2} + \frac{a_2 - a_1}{2} \text{Erf} \left( \frac{t - t_0}{\sigma_t} \right). \tag{27}\]

where the change of scattering length from \( a_1 \) to \( a_2 \) takes place on a time scale \( \sigma_t \).

![FIG. 2: Panels (a-c): Time evolution of the density correlation function after a slow ramp of the scattering length from \( a_1 \) to \( a_2 = a_1/4 \). The ramp follows an Erf shape with \( \sigma_t = 5/\mu_1 \) centered at \( t = 5\mu_1 \). Different (a-c) panels refer to different evolution times after the jump, \( \mu_1 t = 0, 50, 70 \). Panel (d): Bogoliubov mode occupation \( n_k \) after the jump. A magnified view of the peak is given in the inset. Panel (e): anomalous average \( \langle A_k \rangle \) after the jump. In all panels, thick black lines correspond to an initial \( T = 0 \); thin red lines correspond to a finite initial temperature \( T/\mu_1 = 0.5 \). The dashed red line in (d) is the initial population \( n_k \).](image)

As one can see in Fig.2(d,e), the main effect of a finite \( \sigma_t \) is to introduce an ultraviolet cut-off to the Bogoliubov modes that are effectively excited during the modulation of \( a \). All Bogoliubov modes with \( \omega_k \sigma_t \gg 1 \) experience in fact the modulation as adiabatic: as a consequence, the corresponding anomalous average \( \langle A_k \rangle \) remains fully negligible and the population \( n_k \) remains very close to its value before the ramp [dashed line in Fig.2(d)].

The density correlation function at different times after the slow modulation is shown in Fig.2(a-c) for the simplest case of a slow modulation rate as compared to the chemical potential, \( \mu_1, 2\sigma_t \gg 1 \). In this case, only the low-\( k \), hydrodynamic modes result appreciably excited and the chirped fringes in the large \( |x - x'| \gg 2c_2 t \) region disappear from the fringe patterns shown in Fig.2(a-c). These are then characterized by a single negative peak that rigidly propagates at a speed \( 2c_2 \) with almost no dispersion. A different point of view on this same phenomenology was recently presented in [23]. As one can see by comparing the thick black lines to the thin red ones in Fig.2(a-c), in this case the effect of a finite initial temperature reduces to an amplification of the propagating peak.
VI. HYDRODYNAMIC LIMIT

In the limit of a slow $\mu |\sigma_t| /\hbar \gg 1$ and weak $|\Delta \mu| \ll \mu$ jump, an analytical approximation can be obtained for the height and shape of the moving peak. The idea is to use the sudden jump result (26) and then take into account the slow variation of $a(t)$ by means of a cut-off in the momentum integration of (18): while the low-frequency modes $\omega_k \ll 1/\sigma_t$ experience the modulation as sudden, the high-frequency ones $\omega_k \gg 1/\sigma_t$ experience it adiabatic. The assumed condition $\mu |\sigma_t| /\hbar \gg 1$ implies that the momentum cut-off is at a wavevector $k_{\text{max}}^t \approx 1/|\sigma_t| \ll 1/\xi$ well within the hydrodynamical regime for which $\omega_k \sim c |k|$.

Including this cut-off as an additional exponential factor $\exp(-k/k_{\text{max}}^t)$ in the integral of the zero-point contribution to (18), we immediately get to the following expression for the moving peaks:

$$
\delta g^{(2)}_{T=0}(x,x') \approx \frac{\hbar \Delta \mu}{4 \pi \mu \sigma_t \hbar} \times \left\{ \frac{\ell_2^2 - (x-x' - 2ct)^2}{\ell_2^2 + (x-x' - 2ct)^2} + \frac{\ell_2^2 - (x-x' + 2ct)^2}{\ell_2^2 + (x-x' + 2ct)^2} \right\}.
$$

(28)

The peak value is at

$$
\delta g^{(2)}_{T=0}|_{\text{peak}} \approx \frac{1}{4 \pi (n \xi) (\mu |\sigma_t| /\hbar)^2} \frac{\Delta \mu}{\mu}
$$

and the width is determined by the cut-off as $\ell_t = 1/k_{\text{max}}^t = c \sigma_t$: Physically, this value of the peak width can be understood as a consequence of the uncertainty $\sigma_t$ in the emission time, which reflects into a broadening $\ell_t = c \sigma_t$ of the correlation signal.

At a finite temperature $T > 0$, one has to include the further contribution due to the amplified thermal fluctuations. Depending on whether the temperature $k_B T$ is higher or lower than the effective cut-off energy $E_{\text{max}}^t = \hbar c k_{\text{max}}^t = \hbar /\sigma_t$ imposed by the slow ramp, the cut-off on the thermal contribution to (18) has to be imposed at $k_{\text{max}}^i = \min\{k_{\text{max}}^t, k_B T /\hbar c\}$. Including again this cut-off as an exponential factor $\exp(-k/k_{\text{max}}^i)$, one gets the following expression for the moving peaks:

$$
\delta g^{(2)}_{T}(x,x') \approx \frac{\Delta \mu k_B T \ell_{\text{th}}}{2\mu^2 n} \times \left\{ \frac{1}{(x-x' - 2ct)^2 + \ell_{\text{th}}^2} + \frac{1}{(x-x' + 2ct)^2 + \ell_{\text{th}}^2} \right\}.
$$

(30)

The width of the thermal peaks is set by the cut-off $\ell_{\text{th}} = 1/k_{\text{max}}^i$. At low temperature $k_B T < E_{\text{max}}^i$, the width is enlarged to $\ell_{\text{th}} = \hbar c /k_B T$ as a consequence of the finite correlation length of thermal density fluctuations in the initial state. At high temperature $k_B T > E_{\text{max}}^i$, the width is again dominated by the ramp time effect as in the $T = 0$ case.

Depending on whether $k_B T \gtrless E_{\text{max}}^i$, the height of the thermal peaks is either:

$$
\delta g^{(2)}_{T=0}\big|_{\text{peak, high-}T} \approx \frac{1}{4 (n \xi) (\mu |\sigma_t| /\hbar)} \frac{\Delta \mu k_B T}{\mu^2}
$$

(31)

or

$$
\delta g^{(2)}_{T=0}\big|_{\text{peak, low-}T} \approx \frac{1}{4 (n \xi) \mu} \frac{\Delta \mu (k_B T)^2}{\mu^3}.
$$

(32)

Even though the parameters used in Fig.2 are on the edge of the validity domain of the hydrodynamic approximation, the analytical formulas discussed in the present section turns out to be in reasonable quantitative agreement with the numerical results.

VII. COMPARISON WITH BLACK HOLE CALCULATIONS

![Fig. 3: Comparison of the Bogoliubov prediction (18) for the density correlation function (thick black line) with the result of the numerical simulations of (22) (thin red dashed line). The numerical lines are cuts of $G^{(2)}(x,x')$ along a $x + x' = 2x_0$ line with $x_0/\xi_{1,2} \gg 1$ well inside the acoustic black hole region; all the field of view is within the acoustic black hole region. The scattering length is brought from $a_1$ to $a_2 = a_1/4$ with a Arctan temporal dependence on a time scale $\sigma_1 \mu_1 = 0.5$. The correlation functions are evaluated a time $\mu_1 t = 50$ after the change of $a$. The upper (a) panel is for $T = 0$. The lower (b) panel is for a finite $k_B T /\mu_1 = 0.1$.](image)

In the previous sections we have investigated in detail the density correlations that appear as a consequence of a modulation of the atomic scattering length $a(t)$. One of the motivations of the present work was to fully understand some unexpected transient features that were observed in the numerical experiment of (22), namely a system of moving fringes that appear inside the acoustic black hole as soon as the horizon is created and then rapidly leave the field of view. As the acoustic horizon was created by suddenly ramping down the atomic scattering length in a full half space and a quantitatively
identical system of fringes was observed in a spatially homogeneous system, an interpretation was put forward in terms of dynamic Casimir effect. In this Section, we confirm this interpretation by performing a quantitative comparison of the numerical results of [22] to the predictions of the Bogoliubov model that we have discussed in the previous sections. To this purpose, the same Arctan-shaped ramp of $a(t)$ that was used in the numerical calculations has to be implemented in the Bogoliubov calculation: the results of the comparison are shown in Fig. 4. The agreement between the two calculations is remarkable, which firmly confirms our initial interpretation.

VIII. QUASI-PERIODIC MODULATION

![Diagram](image)

FIG. 4: Panels (a,b): Time evolution of the density correlation function after an oscillating modulation of the scattering length of amplitude $\delta a/a = 0.1$, carrier frequency $\hbar \omega_0 / \mu = 1$, and Gaussian envelope of duration $\omega_0 T = 10$. The two panels refer to different evolution times after the peak of the modulation, $\mu t = 150$ (a) and 200 (b). Panel (c): Bogoliubov mode occupation $n_k$ after the modulation. Panel (d): anomalous average $\langle A_k \rangle$ after the modulation. In all (a-d) panels, black lines are for a zero initial temperature $T = 0$; redlines are for an initial temperature $k_B T / \mu = 0.5$. Panel (e): Peak value of the fringe amplitude as a function of the initial temperature for a given quasi-periodic excitation sequence. Black circles: numerical integration of (18–19). Dashed red line: fit of the points with a thermal law $(1 + 2 e^{-|A|/2})$.

A narrow window of $k$ modes can be specifically addressed by using a periodic modulation of the scattering length in time: according to the form (33) of the system Hamiltonian, a weak perturbation at frequency $\omega_0$ is in fact able to effectively excite those pairs of Bogoliubov modes that satisfy the resonance condition $\omega_0 = \omega_k + \omega_{-k}$. (33)

This physics is illustrated in Fig. 4 where we show the result of a numerical integration of (18–19) under a sinusoidal modulation of $a(t)$ with a Gaussian temporal envelope: the mixing of the $\hat{a}_k$ and $\hat{a}^\dagger_{-k}$ operators is limited to a small range of $k$ vectors and results in very peaked shapes of the Bogoliubov mode occupation $n_k$ and of the anomalous average $A_k$ [panels (c,d)].

The pair of weaker peaks that appears in the anomalous average $A_k$ at larger values of $k$ is due to second-order processes in the modulation amplitude. This interpretation is confirmed by the scaling of the peak amplitude as $\delta a^2$ and by the position of the peak that satisfies the second-order resonance condition $\omega_k + \omega_{-k} = 2\omega_0$. For larger modulation amplitudes, higher order peaks would appear at $k$ values satisfying higher-order resonance conditions of the form $\omega_k + \omega_{-k} = N \omega_0$, $N$ being a generic positive integer number.

Correspondingly to the dominant pair of peaks, the density correlation function [panels (a,b)] shows a periodic fringe pattern of wavelength $2\pi / k$ that travels away from $|x - x'| = 0$ at the group velocity $2\nu_{2k}$. The envelope of the fringe pattern follows the envelope of the oscillating $a(t)$ modulation.

At a finite temperature (thin red lines), the resonance peaks in the Bogoliubov mode occupation $n_k$ are almost completely hidden by the thermal component, but remain perfectly visible and even reinforced in the anomalous average $A_k$. Correspondingly, the moving fringe pattern experiences an overall amplification without any significant distortion of the oscillating shape nor of its envelope.

The simple relations (18) and (19) that relate the density correlation at the end of the modulation sequence to the initial thermal occupation of the mode can be exploited as a simple way to precisely measure the temperature of the system in an almost non-destructive way. This proposal extends an original suggestion of [22] to measure the temperature of a Bose-Einstein condensate using a parametric modulation of some parameter: as illustrated in Fig. 4(c), looking at the density correlation rather than at the Bogoliubov mode occupation has the significant advantage that the interesting signal is not hidden by a broad thermal pedestal. In contrast to the case of a single jump discussed [28], a periodic modulation is able to concentrate the interesting signal into a single Bogoliubov mode and, more remarkably, to make it significantly stronger without distorting it.

As long as the applied modulation is weak enough for nonlinear and saturation effect beyond Bogoliubov theory to be negligible, the observed signal is in fact proportional to $2n_{2k,0}^0 + 1$. To clarify this statement, the peak value of the fringe amplitude is plotted in Fig. 4(c) as a function of the initial temperature. The points are the result of a numerical integration of (18–19), the dashed line is a fit using the known thermal dependence: provided a suitably low-energy mode is used, the peak value of the fringe amplitude is proportional to the system temperature.
IX. REINFORCING THE DENSITY CORRELATION

A critical issue in view of an experimental verification of the conclusions of the present paper as well as of the predictions of [22] is the actual value of the density correlation signal that one is to detect: given its relatively small value, methods to reinforce it can be of crucial importance. In the present section we apply to the dynamical Casimir effect a diagnostic trick that was recently used to characterize phase fluctuations of a quasi-condensate in a strongly one-dimensional geometry e.g. in [43] and that was recently put forward in the context of observing the analog Hawking radiation [32]. The efficiency of this tool to measure the microscopic properties of low-dimensional many-body systems was recently discussed in [28]. A related idea was presented in [17] with the purpose of amplifying the signal of analog cosmological particle production.

![FIG. 5: Density correlation function after a slow ramp of the scattering length from $a_1$ to $a_2 = a_1/4$ as in Fig.2] a faster switch-off of the scattering length to $a_f = 0$ within $\sigma'_f \ll \sigma_f$, and a final time interval $t_{fin}$ of ballistic, non-interacting evolution. Different panels (a-c) correspond to different free evolution times $\mu_1 t_{free} = 0$ (a) 5 (b), and 10 (c). The switch-off of the scattering length to $a_f = 0$ is performed at $\mu_1 t = 70$ within a time $\mu_1 \sigma'_f = 1$ (black lines). For comparison, the case of a sudden switch-off ($\sigma'_f = 0$) is shown as a red dotted line in (b).

In agreement to the Goldstone theorem, long wavelength phonons have a mostly phase-like character and a very weak component of density fluctuation [37]: a quick switch-off of the the interactions shortly before measuring the density correlations can then be used in order to reinforce the signal by converting phase fluctuations into density fluctuations. The efficiency of this trick is illustrated in Fig.5: the density correlation signal is plotted for different values of the ballistic expansion time $t_{fin}$ between the switch-off of $a$ and the actual measurement. During this time, the original signal gets amplified by a significative factor.

Note that in order to avoid a substantial emission of high-$k$ particles and the consequent appearance of fast oscillations in the density correlation pattern, the switch-off time $\sigma'_f$ can not be chosen too short. This point is illustrated in Fig.5(b) where the signal obtained with a sudden final jump is shown for comparison as a red dotted line: the importance of a careful choice of $\sigma'_f$ is apparent.

An analytical understanding of the physical origin of the different features that appear in the density correlation function after the second jump is the subject of the next subsection.

A. Hydrodynamic model

Analytical expressions can be obtained in the case in which the second jump brings the scattering length to a finite final value $a_f$ and both jumps are performed on a time-scale $\sigma_f, \sigma'_f$ long as compared to the chemical potential, $\sigma_f, \sigma'_f \gg 1/\mu_1$. Under these assumptions, the analytical technique introduced in Sec.VI can be generalized to the case of a two-jump modulation sequence.

![FIG. 6: Density correlation function after a two-jump sequence. Jump times $\sigma_f, \sigma'_f = 8/\mu_1$. Delay time $t_{del} = 100/\mu_1$. Upper panel (a): $a_2 = a_1/4$, $a_f = a_1$, observation time $t = t_{free} + t_{del} = 270/\mu_1$. Lower panel (b): $a_2 = a_1/4$, $a_f = a_1/8$, observation time $t = t_{free} + t_{del} = 320/\mu_1$. The blue labels indicate the terms in the two-sudden-jumps analytical model that correspond to each feature. Red lines indicate the density correlation function in the absence of second jump, $a_f = a_2$.]

An explicit forms for the Bogoliubov coefficients a time $t_{fin}$ after the end of the two-jump modulation sequence can be obtained by repeatedly applying two transforma-
tions of the form [21, 22]:

\[
\begin{align*}
C_{k,+} &= \left[ C_{k,+}^{(1)} + C_{k,+}^{(2)} e^{-i\omega_k^{(2)} t_{\text{del}}} \right] e^{-i\omega_k^{(1)} t_{\text{fin}}} + C_{k,+}^{(2)} C_{k,-}^{(1)} e^{i\omega_k^{(2)} t_{\text{del}}} e^{-i\omega_k^{(1)} t_{\text{fin}}} \tag{34} \\
C_{k,-} &= \left[ C_{k,+}^{(1)} + C_{k,+}^{(2)} e^{-i\omega_k^{(2)} t_{\text{del}}} \right] e^{-i\omega_k^{(1)} t_{\text{fin}}} + C_{k,-}^{(2)} C_{k,+}^{(1)} e^{i\omega_k^{(2)} t_{\text{del}}} e^{-i\omega_k^{(1)} t_{\text{fin}}} \tag{35}
\end{align*}
\]

Here, \( t_{\text{del}} \) is the time interval between the jumps and \( t_{\text{fin}} \) is the time interval between the second jump and the actual measurement. \( \omega_k^{(1,2)} \) are the Bogoliubov dispersions before the first jump, after the first jump, and after second jump, respectively. The single jump Bogoliubov coefficients \( C_{k,\pm}^{(1,2)} \) are defined according to [21] and [22] as:

\[
\begin{align*}
C_{k,\pm}^{(1)} &= \frac{1}{2} \left( \sqrt{\frac{\omega_k^{(2)}}{\omega_k^{(1)}}} \pm \sqrt{\frac{\omega_k^{(1)}}{\omega_k^{(2)}}} \right) \tag{36} \\
C_{k,\pm}^{(2)} &= \frac{1}{2} \left( \sqrt{\frac{\omega_k^{(1)}}{\omega_k^{(2)}}} \pm \sqrt{\frac{\omega_k^{(2)}}{\omega_k^{(1)}}} \right) \tag{37}
\end{align*}
\]

The corresponding density correlation function is then obtained by inserting these formulas into the general formula [15] and imposing a suitable cut-off to the integrals at \( t_{\text{max}}^k = 1/\ell_t \). Limiting ourselves to the simplest \( T = 0 \) case, some straightforward algebra leads to the final result:

\[
\delta g^{(2)}(X = x - x') = \frac{\hbar}{2\pi mc_f} \left[ A_1 F_{\ell_1}[X - 2c_f t_{\text{del}}] + A_0 F_{\ell_0}[X] + A_{-1} F_{\ell_1}[X + 2c_f t_{\text{del}}] + B_1 F_{\ell_1}[X - 2c_f t_{\text{free}} - 2c_f t_{\text{del}}] + B_0 F_{\ell_1}[X - 2c_f t_{\text{free}}] + B_{-1} F_{\ell_1}[X - 2c_f t_{\text{free}} + 2c_f t_{\text{del}}] + (X \leftrightarrow -X) \right]. \tag{38}
\]

The amplitudes have the following expressions in terms of the Bogoliubov operators of the two jumps:

\[
\begin{align*}
A_{\pm 1} &= C_{k,+}^{(2)} C_{k,-}^{(1)} - C_{k,+}^{(1)} C_{k,-}^{(2)} \\
A_0 &= |C_{k,+}^{(2)} - C_{k,-}^{(1)}|^2 + |C_{k,-}^{(2)} - C_{k,+}^{(1)}|^2 \\
B_1 &= C_{k,+}^{(1)} C_{k,-}^{(2)} + C_{k,-}^{(1)} C_{k,+}^{(2)} \\
B_0 &= C_{k,+}^{(1)} C_{k,-}^{(2)} + C_{k,-}^{(1)} C_{k,+}^{(2)} \\
B_{-1} &= C_{k,-}^{(1)} C_{k,+}^{(2)} + C_{k,+}^{(1)} C_{k,-}^{(2)} \tag{40}
\end{align*}
\]

and the function \( F_{\ell}(x) \) is defined as

\[
F_{\ell}(x) = \frac{\ell^2 - x^2}{(\ell^2 + x^2)^2}. \tag{44}
\]

As a consequence of the interference between the different terms of \([33, 35]\), a number of peak/dips appear in the final result \([38]\) and have a peculiar evolution as a function of \( t_{\text{free}} \). An illustration of this physics is shown in Fig. 6, even though significantly distorted by effects beyond hydrodynamics, all the features are clearly recognizable. Labels refer to the corresponding amplitudes defined in eqs. \([39, 40]\) and schematically illustrated in Fig. 7. The \( A_0 \) feature provides a slight modification of the many-body dip. The standard dynamical Casimir effect by the second jump is responsible for the feature \( B_0 \) that emerges from the many-body dip at \( x = x' \) at travels at a speed \( 2c_f \). In agreement with \([29]\), its sign depends on the sign of the second jump \( \Delta a_f = a_f - a_2 \).

The dynamical Casimir feature that was visible at \( 2c_f t_{\text{del}} \) before the second jump splits into three features \( B_{-1}, A_{\pm 1}, \) and \( B_1 \) that travel away at speeds respectively equal to \(-2c_f, 0, 2c_f\). In the absence of second jump (i.e. for \( a_f = a_2 \), dashed red line in Fig. 6), only the \( B_1 \) survives with a finite amplitude, though at a slightly shifted position as a consequence of the unchanged sound velocity. All other \( B_{-1}, A_{\pm 1} \) features instead vanish as a consequence of the \( C_{k,-}^{(2)} = 0 \) condition. Before the jump, the height of the \( B_1 \) feature is proportional to \( C_{k,+}^{(1)} C_{k,-}^{(1)}/c_2 \). At the jump, it gets multiplied by a factor approximately equal to:

\[
\eta = \left[ \frac{1}{2} \left( 1 + \frac{c_2}{c_f} \right) \right]^2. \tag{45}
\]
As expected, this factor is larger than 1 as soon as the second jump corresponds to a decrease in the scattering length $a_f < a_2$. In particular, it becomes very large when $a_f$ is brought to a very small value $a_f \ll a_2$.

Even though these analytical considerations are limited to the hydrodynamic regimes, they provide an useful qualitative guidelines to interpret the full numerical results shown in Fig.5 and 6.

**X. CONCLUSIONS**

In this paper, we have presented a general theory of the density fluctuations that appear in an atomic Bose-Einstein condensate as a consequence of a temporal modulation of the atomic scattering length. Different regimes have been identified as a function of the time scale and the temporal shape of the modulation. A physical picture in terms of the dynamical Casimir emission of pairs of entangled phonons has provided an intuitive explanation of the results. Simple analytical formulas have been obtained in the most remarkable limiting cases. Excellent agreement is found with the quantum Monte Carlo calculation of Ref.22, which a posteriori confirms the physical interpretation of the numerical data. The efficiency of a recently proposed strategy 23 to reinforce the experimental signal is discussed and quantitatively validated. Possible applications to the thermometry of ultracold atomic gases are pointed out.

We are grateful to C. Tozzo, F. Dalfovo, E. Cornell, and P. Calabrese for stimulating exchanges and discussions. A long-lasting collaboration with C. Ciuti and S. De Liberato on the Dynamical Casimir Effect is warmly acknowledged.

---

[1] G. T. Moore, J. Math. Phys. **11**, 2679 (1970); S. A. Fulling and P. C. W. Davies, Proc. R. Soc. London Ser. A **348**, 393 (1976); P. C. W. Davies and S. A. Fulling, *ibid.*, **356**, 237 (1977).

[2] M.-T. Jaekel, and S. Reynaud, Phys. Rev. Lett. **77**, 615 (1996); M.-T. Jaekel and S. Reynaud, Rep. Prog. Phys. **60**, 863 (1997).

[3] A. Lambrecht, J. Opt. B: Quantum Semiclass. Opt. **7**, S3 (2005).

[4] M. Kardar and R. Golestanian, Rev. Mod. Phys. **71**, 1233 (1999).

[5] C. K. Law, Phys. Rev. A **49**, 433 (1994); H. Saito and H. Hyuga, Phys. Rev. A **65**, 053804 (2002); F.-X. Dezael, PhD Thesis, Université Paris VI (2007). Available online at: [http://tel.archives-ouvertes.fr/tel-00165149/](http://tel.archives-ouvertes.fr/tel-00165149/)

[6] C. Braggio, G. Bressi, G. Carugno, C. Del Noce, G. Galeazzi, A. Lombardi, A. Palmieri, G. Ruoso, and D. Zanello, Europhys. Lett. **70**, 754 (2005); W.-J. Kim, J. H. Brownell, and R. Onofrio, Europhys. Lett. **78**, 21002 (2007); C. Braggio, G. Bressi, G. Carugno, C. Del Noce, G. Galeazzi, A. Lombardi, A. Palmieri, G. Ruoso, and D. Zanello, Europhys. Lett. *ibidem* **78**, 21003 (2007).

[7] C. Ciuti, G. Bastard, I. Carusotto, Phys. Rev. B **72**, 115303 (2005).

[8] C. Ciuti and I. Carusotto, Phys. Rev. A **74**, 033811 (2006); S. De Liberato, C. Ciuti, I. Carusotto, Phys. Rev. Lett. **98**, 103602 (2007).

[9] I. Carusotto, M. Anetza, F. Bariani, S. De Liberato, and C. Ciuti, Phys. Rev.A **77**, 063621 (2008).

[10] M. O. Scully, V. V. Kocharovsky, A. Belyanin, E. Fry, and F. Capasso, Phys. Rev. Lett. **91**, 243004 (2003); A. Belyanin, V. V. Kocharovsky, F. Capasso, E. Fry, M. S. Zubairy, and M. O. Scully, Phys. Rev. A **74**, 023807 (2006); W.-J. Kim, J. H. Brownell, and R. Onofrio, Phys. Rev. Lett. **96**, 200402 (2006).

[11] A. V. Dodonov, L. C. Celeri, F. Pascaud, M. D. Lukin, S. F. Yelin, arXiv:0805.4035; S. De Liberato, D. Gerace, I. Carusotto, C. Ciuti, arXiv:0806.2704.

[12] M. Sandberg, C. M. Wilson, F. Persson, T. Bauch, G. Johansson, V. Shumeiko, T. Duty, and P. Delsing, Appl. Phys. Lett. **92**, 203501 (2008).

[13] G. Günter, A. A. Anappara, J. Hees, A. Sell, G. Biasiol, L. Sorba, S. De Liberato, C. Ciuti, A. Tredicucci, A. Leitenstorfer, and R. Huber, Nature **458**, 178 (2009).

[14] W.G. Unruh, Phys. Rev. Lett. **46**, 1351 (1981).

[15] *Artificial Black Holes*, edited by M. Novello, M. Visser, and G. Volovik (World Scientific, River Edge, 2002).

[16] P. O. Fedichev and U. R. Fischer, Phys. Rev. Lett. **91**, 240407 (2003).

[17] P. Jain, S. Weinlufert, M. Visser, and C. W. Gardiner, Phys. Rev. A **76**, 033616 (2007).

[18] T. A. Jacobson and G. E. Volovik, Phys. Rev. D **58**, 064021 (1998).

[19] L.J. Garay, J.R. Anglin, J.I. Cirac and P. Zoller, Phys. Rev. Lett. **85**, 4643 (2000); C. Barceló, S. Liberati, and M. Visser, Int. J. Mod. Phys. A **18**, 3735 (2003); C. Barceló, S. Liberati, and M. Visser, Phys. Rev. A **68**, 053613 (2003); S. Giovanazzi, C. Farrell, T. Kiss, and U. Leonhardt, Phys. Rev. A **70**, 063602 (2004); C. Barceló, S. Liberati and M. Visser, Living Rev. Rel. **8**, 12 (2005); R. Schützhold, Phys. Rev. Lett. **97**, 190405 (2006); S. Wuester, C.M. Savage, Phys. Rev. A **76**, 013608 (2007).

[20] M. Uhlmann, Y. Xu, R. Schützhold, New J. Phys. **7**, 248 (2005).

[21] R. Balbinot, A. Fabbri, S. Fagnocchi, A. Recati, I. Carusotto, Phys. Rev. A **78**, 021603 (2008).

[22] I. Carusotto, S. Fagnocchi, A. Recati, R. Balbinot, A. Fabbri, New J. Phys. **10**, 103001 (2008).

[23] K. Staliunas, S. Longhi, and G. J. de Valcárcel, Phys. Rev. Lett. **89**, 210406 (2002); A. Iucci, M. A. Cazalilla, A. F. Ho, T. Giamarchi, Phys. Rev. A **73**, 041608 (2006); C. Kollath, A. Iucci, T. Giamarchi, W. Hofstetter, and U. Schollwöck, Phys. Rev. Lett. **97**, 050402 (2006); L. Goren, E. Mariani, and A. Stern, Phys. Rev. A **75**, 063612 (2007); S. D. Huber, E. Altman, H. P. Büchler, and G. Blatter, Phys. Rev. B **75**, 085106 (2007).

[24] M. Krämer, C. Tozzo, and F. Dalfovo, Phys. Rev. A **71**, 061602(R) (2005).

[25] P. Calabrese and J. Cardy, Phys. Rev. Lett. **96**, 136801 (2006); P. Calabrese and J. Cardy, J. Stat. Mech. **P06008** (2007); S. Sotiriadis, P. Calabrese, and J. Cardy,
[26] M. A. Cazalilla, Phys. Rev. Lett. 97, 156403 (2006).
[27] V. Gritsev, E. Demler, M. Lukin, and A. Polkovnikov, Phys. Rev. Lett. 99, 200404 (2007).
[28] A. Imamובekov, I. E. Mazets, D. S. Petrov, V. Gritsev, S. Manz, S. Hofferberth, T. Schumm, E. Demler and J. Schmiedmayer, arXiv:0904.1723.
[29] T. Stöferle, H. Moritz, C. Schori, M. Köhl, and T. Esslinger, Phys. Rev. Lett. 92, 130403 (2004); Phys. Rev. A 70, 011601(R) (2004); C. Schori, T. Stöferle, H. Moritz, M. Köhl, T. Esslinger, Phys. Rev. Lett. 93, 240402 (2004).
[30] P. Engels, C. Atherton, and M. A. Hoefer, Phys. Rev. Lett. 98, 095301 (2007).
[31] L. Pitaevskii and S. Stringari, Bose-Einstein condensation (Clarendon Press, Oxford, 2003).
[32] I. Bloch, J. Dalibard, W. Zwerger, Many-Body Physics with Ultracold Gases, Rev. Mod. Phys. 80, 885 (2008).
[33] M. Greiner, C. A. Regal, J. T. Stewart, and D. S. Jin, Phys. Rev. Lett. 94, 110401 (2005); S. Fölling, F. Gerbier, A. Widera, O. Mandel, T. Gericke, I. Bloch, Nature 434, 481 (2005); T. Rom et al., Nature 444, 733 (2006); A. Perrin, H. Chang, V. Krachmalnicoff, M. Schellekens, D. Boiron, A. Aspect, and C. I. Westbrook, Phys. Rev. Lett. 99, 150405 (2007); T. Jeltes, J. M. Namara, W. Hogervorst, W. Vassen, V. Krachmalnicoff, M. Schellekens, A. Perrin, H. Chang, D. Boiron, A. Aspect, and C. I. Westbrook, Nature 445, 402 (2007); S. Hofferberth, I. Lesanovsky, T. Schumm, A. Imamовekov, V. Gritsev, E. Demler, J. Schmiedmayer, Nature Phys. 4, 489 (2008).
[34] G. Hinshaw, et al., Astrophysical Journal Supplement 180, 225 (2009); V.F. Mukhanov, H.A. Feldman, R.H. Brandenberger, Phys. Rep. 215, 203 (1992).
[35] E. Cornell, talk at the Towards the observation of Hawking radiation in condensed matter systems workshop (Valencia, Spain, 2009), see the webpage http://www.uv.es/workshopEHR.
[36] C. Chin, R. Grimm, P. Julienne, E. Tiesinga, arXiv:0812.1496.
[37] Y. Castin, in “Coherent atomic matter waves”, Lecture Notes of Les Houches Summer School, p.1-136, edited by R. Kaiser, C. Westbrook, and F. David, EDP Sciences and Springer-Verlag (2001).
[38] M.R. Matthews D. S. Hall, D. S. Jin, J. R. Ensher, C. E. Wieman, E. A. Cornell, F. Dalfovo, C. Minniti, and S. Stringari, Phys. Rev. Lett. 81, 243 (1998).
[39] E. A. Donley, N. R. Claussen, S. L. Cornish, J. L. Roberts, E. A. Cornell, and C. E. Wieman, Nature 412, 295 (2001).
[40] A. Polkovnikov and V. Gritsev, Nature Phys. 4, 477 (2008).
[41] T. Kiss, J. Janszky, and P. Adam, Phys. Rev. A 49, 4935 (1994).
[42] M. Naraschewski, R. J. Glauber, Phys. Rev. A 59, 4595 (1999).
[43] S. Dettmer, D. Hellweg, P. Rytty, J. J. Arit, W. Ertmer, K. Sengstock, D. S. Petrov, G. V. Shlyapnikov, H. Kreutzmann, L. Santos, and M. Lewenstein, Phys. Rev. Lett. 87, 160406 (2001).
[44] For the sake of completeness, it is important to note that a similar perturbation Hamiltonian $\delta H = -\sum_k \hbar \frac{k^2 \delta m}{2m_0} \delta m(t) u_k v_k \left[ \hat{a}_k \hat{a}_k + \hat{a}_k \hat{a}_k \right]$ describes the phonon emission process that results from a modulation of the atomic mass $m(t) = m_0 + \delta m(t)$. Such a time-modulation of the effective atomic mass appears, e.g., when the atoms are subjected to the periodic potential of a time-dependent optical lattice [29].
[45] Note that we are here limiting ourselves a single-mode adiabaticity condition. For more general, global definitions of adiabaticity, one may refer to [46].
[46] Rigorously speaking, this statement is valid only on timescales that are short as compared to the characteristic time-scale for thermalization under the effect of the higher-order terms that are neglected in the Bogoliubov approximation [47].
[47] This behaviour is a consequence of the superluminal nature of the Bogoliubov dispersion [3]. This is to be contrasted with the linear or subluminal dispersions that were considered in several previous works.