Quantum effects on plasma screening for thermonuclear reactions in laser-generated plasmas
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A quantum plasma screening model based on the density matrix formalism is used to investigate theoretically the thermonuclear reactions $^{13}$C($\alpha$, $n$)$^{16}$O and $^2$H($d$, $n$)$^3$He in laser-generated plasmas over a large range of densities and temperatures. For cold and dense (solid-state density) plasmas, our results show that quantum effects can enhance the plasma screening for thermonuclear reactions up to one order of magnitude compared to the classical case. This result can have impact on nuclear astrophysics predictions, and also may play a role for fusion energy gain prospects. Our simulations allow us to identify the laser-generated plasma experimental setting in which the quantum effects on plasma screening could be confirmed at existing high-intensity laser facilities.

Introduction. In plasmas, long-range electric fields are screened by the dynamic flow of moving particles. This charge screening enhances the nuclear reaction cross sections by reducing the Coulomb barrier that reacting ions must overcome [1, 2]. Plasma screening is a crucial aspect for thermonuclear reactions in astrophysical plasmas such as star cores where nucleosynthesis occurs [1], but also for industrial fusion energy gain [2], for instance inertial confinement fusion [3, 7], and the ion-sphere model [8] that may provide future sources of alternative energy. Theoretical plasma screening models focus mostly on classical approaches [8–13], while quantum plasma models only address the weak screening regime and have shown good agreement with the classical weak screening [14–17].

Hints on the important role of quantum effects come from the atomic counterpart of plasmas screening, the plasma-induced ionization potential depression (IPD). Direct measurements [18] have been shown to conflict the extensively used Stewart-Pyatt IPD model [19] which interpolates between the limits of the Debye-Hückel theory [20, 21] and the ion-sphere model [8]. The debate is still ongoing [22, 23] and has shed light on the role of quantum effects [24, 28]. On the front of plasma screening in thermonuclear reactions, the lack of experimental evidence could not resolve several controversies [1, 5, 22, 30], despite numerous theoretical studies [8, 17, 31, 32]. Fortunately, the development of laser technology in the past decades promises the appropriate conditions for conclusive experiments in the lab. Both X-ray Free Electron Lasers (XFELs) [40, 42] and ultra-strong optical lasers [44, 45] open so-far unavailable parameter regimes for the study of nuclear physics in laser-generated plasmas [3, 6, 36, 50, 52]. In particular, theoretical predictions show that experiments at petawatt optical lasers should allow tests of the widely used Salpeter weak screening model for thermonuclear reactions [53, 54].

In this Letter we investigate the role of quantum effects for screening in laser-generated plasmas in the intermediate screening regime of low temperature and high density. This regime has become available experimentally at newly commissioned laser facilities and is relevant for the evolution of low mass stars, brown dwarfs, and pre-main-sequence stars as well as the lithium depletion problem [55–66]. We employ the density matrix formalism (DMF) derived in quantum statistical mechanics [14] to include quantum effects in plasma screening and compare our results with classical predictions over a large range of densities and temperatures accessible in laser-generated plasmas. Surprisingly, in the intermediate screening regime the DMF quantum plasma model predicts up to one order of magnitude higher screening factors than the classical plasma models. This enhancement is sufficiently large to be observed experimentally in laser-generated plasma experiments. We investigate three realistic experimental settings at existing petawatt and x-ray laser facilities and determine nuclear reaction rates for currently accessible experimental parameters. Based on our predictions, we identify the most promising experimental scenario and put forward an experimental test of quantum effects in the intermediate screening regime.

As case studies we choose two thermonuclear reactions: (i) $^{13}$C($\alpha$, $n$)$^{16}$O which is one of the important helium burning processes as well as one of the main neutron sources for the s-process [67, 72], and (ii) $^2$H($d$, $n$)$^3$He, one of the key reactions in the study of inertial confinement fusion [4, 6, 7]. The quantum screening results are compared with the Salpeter weak screening [8] and the Mitler formula [9, 10], both based on classical plasma models. In addition, for the $^{12}$C($\alpha$, $n$)$^{16}$O reaction in a cold and dense plasma case we also compare our results with interpolation formulae for the Salpeter and Von Horn intermediate screening (SVH) [11] and the GDGC classical plasma model by Graboske et al. [13]. These models use numerical interpolation of classical model results for the intermediate screening regime. Our numerical results show that all models display good agreement for low plasma densities and high temperatures, confirming previous results [14–17]. However, for
low temperature and high density, the DMF quantum plasma model presents a substantial enhancement of the plasma screening. This holds true also for the comparison with results of the Mitler formula \[14, 73\] which is based on the Stewart-Pyatt IPD model and should be valid for the full range of plasma parameters.

**Theory.** We consider the fusion reaction of two positively charged nuclei with charge numbers \(Z_1\) and \(Z_2\). Due to screening, the nuclear reaction rate in plasmas can be enhanced by a factor \(g_{scr} \[2\] defined as \(\langle \sigma v \rangle_{scr} = g_{scr} \langle \sigma v \rangle\), where \(\langle \sigma v \rangle\) is the the averaged reactivity neglecting screening, \(\sigma\) is the nuclear reaction cross section and \(v\) the particle relative velocity, respectively. \(\langle \sigma v \rangle\) is obtained by the averaging of \(\sigma v\) over the reaction velocity distribution. In weakly coupled plasmas, i.e., plasmas in which the Coulomb interaction energy between the nucleus and the nearest few electrons and nuclei is small compared to the thermal energy, the classical Salpeter model \[8, 14, 53\] gives the plasma screening enhancement factor (in atomic units with the Boltzmann constant \(k_B = 1\)) \(g_{scr} = \exp \left[ \frac{Z_1 Z_2}{(\lambda_D T)} \right]\), where \(\lambda_D\) is the Debye length, and \(T\) is the plasma temperature. This holds for low-density and high-temperature plasmas. For dense plasmas, Salpeter applied the ion-sphere approximation to the strong screening \[8\]. The intermediate regime can be described by numerical interpolations in the SVH approach \[11\].

Starting from the Stewart-Pyatt IPD model \[19\], Mitler considered the charge density to be constant for small distances close to the nucleus (ion-sphere model), while applying the Debye-Hückel theory at large distances \[3, 10\]. This lead to an expression valid over the entire range of plasma parameters for the screening enhancement factor \[3, 10\]

\[
g_{scr} = \exp \left[ 8\pi^2 n_e^2 \lambda_D^5 \frac{\Delta G}{(5T)} \right],
\]

(1)

where \(n_e\) is the electron density and

\[
\Delta G = (\zeta_{Z_1} + \zeta_{Z_2} + 1)^\frac{5}{2} - (\zeta_{Z_1} + 1)^\frac{5}{2} - (\zeta_{Z_2} + 1)^\frac{5}{2} + 1,
\]

(2)

with \(\zeta_Z = 3Z/(4\pi n_e \lambda_D^2)\).

We now turn to the DMF quantum plasma model introduced in Ref. \[14\]. In this model, the electron density is derived via the density matrix equation known in quantum statistical mechanics \[14, 72\],

\[
\frac{\partial \rho(r', \beta)}{\partial \beta} = \left[ \nabla^2_2 / 2 + \Phi(r') \right] \rho(r', \beta),
\]

(3)

with the initial condition \(\rho(r', \beta = 0) = \delta^{(3)}(r' - r)\), where \(\beta = 1/T\) and \(\Phi\) is the potential around the nuclear charge. The electron density should be normalised by the solution of Eq. \(3\) for nuclear charge \(Z = 0\), \(\rho_0(\beta) = (2\pi \beta)^{-3/2} [14\]. Using this normalisation, the total electron density becomes \(\rho_e(r) = n_e (2\pi \beta)^{3/2} \rho(r', \beta)\). The potential \(\Phi\) surrounding a nuclear charge \(Z\) is then described by the modified Poisson-Boltzmann equation \[14\]

\[
\nabla^2 \delta \Phi = -4\pi \left[ n_0 \sum_i \frac{Z_i X_i}{A_i} \exp(-\beta Z_i \Phi) - \rho_e \right],
\]

(4)

where \(\delta \Phi = \Phi - Z/\tau\), \(n_0\) is the baryon density, and \(X_i\) and \(A_i\) are the mass fraction and the mass number of \(i\)-species ion, respectively. Equations \(3\) and \(4\) can be solved self-consistently. We note that the spatial dependence of the screening potential has also been considered in the WKB approximation in Refs. \[74–76\] however, for the strong screening regime. In our case, with the solution of Eqs. \(3\) and \(4\) for the density distribution and potential, the plasma screening enhancement factor can be obtained as \(g_{scr} = \exp \left[ -\beta (F_{Z_1} + Z_2 - F_{Z_1} - F_{Z_2}) \right]\), where, \(F_Z\) stands for the free energy obtained in terms of the electrostatic energy \(U_Z\) via \(F_Z = \frac{1}{2} \int_0^\infty U_Z(\tau)d\tau\) \[14\].

**Numerical results.** The numerical approach for solar plasma parameters described in Ref. \[14\] fails to provide accurate electron densities for small temperatures and high densities. For this parameter regime, the numerical integration of Eq. \(4\) becomes cumbersome for two reasons: (1) The initial value is a Dirac \(\delta\) function, which is approximated by a Gaussian with an appropriate width, requiring a small grid spacing near \(r' = r\); (2) The potential \(\Phi(r')\) diverges at \(r' = 0\) and has to be approximated numerically by using a regularization procedure \[14\]. The increasing error stemming from the \(\delta\) function in Eq. \(3\) becomes quickly noticeable when going to smaller temperatures.

Eq. \(3\) has cylindrical symmetry and is solved on a non-linear two-dimensional grid in cylindrical coordinates \(R\) and \(z\). Since the grid spacing is very small at the points where \(\partial \rho/\partial \beta\) is very large, we combine an implicit Crank-Nicolson step size \[77\] with the Runge-Kutta-Fehlberg method \[78\]. For large \(r'\), \(\Phi\) is approximated by the weak screening potential of the Mitler model, while the density matrix is set to zero for the finite differences at the boundaries of the numerically considered \(r'\) region. Between the iterations in solving Eqs. \(3\) and \(4\), both the density and the potential are interpolated to the new grid by cubic spline interpolation. With the numerical procedure described above, free energies \(F_Z\) obtained agree with the ones in Ref. \[14\] on the level of a few percent.

**Numerical results.** We calculate the plasma screening enhancement factor \(g_{scr}\) for the \(^{13}\)C(\(\alpha, n\))\(^{16}\)O reaction occurring in a Helium plasma. Figure \[4\] presents the calculated screening enhancement factor compared to classical model results as a function of plasma temperature for He number densities \(10^{24}\) cm\(^{-3}\) and \(10^{21}\) cm\(^{-3}\) (in the inset). The results show that for lower density, the DMF model predicts similar enhancement factors as the weak (Salpeter) screening model, confirming previous predictions \[14\]. At the same time, the Mitler formula pre-
dicts slightly smaller enhancement factors than the weak screening at low temperatures, but the overall differences between models remain small. Thus, no significant quantum effects are expected to affect experiments based on the $^{13}$C($\alpha$, $n$)$^{16}$O reaction aimed at determining $g_{scr}$ in the weak screening regime \[5,9\].

For the high density case, the five plasma screening models show good overall agreement only for high temperatures and spread out significantly for temperatures of few hundreds eV. Here, DMF predicts the highest plasma screening enhancement factor among the considered models. The Mitler, SVH and GDGC predictions lie below the Salpeter weak screening, which in turn remains one order of magnitude lower than the DMF results at 200 eV temperature. Figure 2 shows the density dependence of the plasma screening factor at this temperature and reveals that the disagreement between models becomes increasingly visible starting with densities of few times $10^{22}$ cm$^{-3}$. We note that the Mitler formula is expected to be valid for the full range of plasma parameters, while the intermediate screening SVH formula is expected to have an error on the level of 30% for the cases of screening enhancement factor around the value of $c$, the Euler number \[11\]. In addition, the GDGC intermediate screening formula obtained assuming completely degenerate electrons \[12, 13\], would underestimate the screening effect \[14\] when applied to our case which is only weakly degenerate.

From Figs. 1 and 2, we can conclude that the quantum plasma effects become significant in the intermediate screening regime where the Salpeter weak screening also deviates significantly from the other classical plasma models. For both classical and quantum models, the low temperature and high density regime highlights the Coulomb effects in the immediate vicinity of the reacting nuclei. It is this physical region where the model assumptions for the Salpeter weak screening and the Mitler formula differ most, and where the quantum effects originate. Thus, low temperature (approx. 200 eV) and increasing density $> 10^{23}$ cm$^{-3}$ are the physical conditions under which the quantum plasma effects become important. This in turn indicates that laser experiments based on gas jet targets cannot distinguish between screening models, as the highest density of gas jets achieved at present is approx. $10^{21}$ cm$^{-3}$ \[79, 80\]. Solid-state density plasma targets should be used instead.

We now turn to the second investigated thermonuclear reaction $^2$H($d$, $n$)$^3$He occurring in a deuterium plasma. $^2$H($d$, $n$)$^3$He is one of the key reactions in the study of the inertial confinement fusion \[4, 6, 7\]. Calculated plasma screening enhancement factors $g_{scr}$ using the Salpeter weak screening, the Mitler formula and the DMF model are presented in Table 1 for selected plasma density and temperature values. We observe also in this case the same general trend. While the three models agree very well for $k_BT = 400$ eV and deuterium ion density $n_i = 10^{21}$ cm$^{-3}$, discrepancies occur going to larger densities and lower temperatures. The predicted values for $n_i = 10^{21}$ cm$^{-3}$ show that also for the $^2$H($d$, $n$)$^3$He reaction, the screening effect would be negligible in gas-jet experiments which are bound to low ion density values, as already implied in Ref. \[54\]. For higher plasma densities, the DMF model provides the largest screening factor, while the Mitler formula gives the smallest one. However, the disagreements are on the order of only 2% even for a plasma temperature of 200 eV and plasma density $10^{24}$ cm$^{-3}$. The quantum plasma effects are weaker in the case of $^2$H($d$, $n$)$^3$He compared with $^{13}$C($\alpha$, $n$)$^{16}$O. This can be explained by the lower charges of the nuclear reactants and therefore the weaker Coulomb fields in the immedi-
plasma model in Ref. [54]. We assume a laser energy of 1 MeV, well measured experimentally down to rather low energy and with theory, the value of the plasma screening factor requires three successive experiments: (1) with a low-density plasma target of temperature 200 eV, thickness $10^{24}$ cm$^{-3}$, the calculated reaction events per laser pulse are $4.4 \times 10^{4}$ for the DMF, $1.2 \times 10^{5}$ for weak screening and $3.4 \times 10^{4}$ for the Mitler models, respectively. While the reaction numbers lie apart by seizeable factors, the experimental conditions at ELI-NP are likely to introduce temperature and density spatial and temporal gradients or non-thermal ion distributions, which are difficult to model theoretically or check experimentally.

**Setup II.** At the upcoming Nuclear Pillar of the Extreme Light Infrastructure facility (ELI-NP) [49], an experimental setup involving two laser beams that generate two colliding plasmas has been proposed [50]. A laser pulse interacting with a first solid-state target should produce a rapidly streaming projectile plasma by means of target normal sheath acceleration (TNSA). This particle beam interacts with the (secondary) target plasma generated by the interaction of a second laser pulse on a gas jet target [51]. This setup has been already successfully applied in the context of aneutronic fusion reactions [2]. Theoretical predictions show that at ELI-NP, this experimental design will be suitable for testing weak screening models [53]. For the parameter regime investigated here, a modified setup could be employed by changing the secondary gas jet target to a liquid drop target or a solid target [52] to test also the intermediary screening regime.

For an ELI-NP beam for TNSA with 10 PW power, 25 fs pulse duration, 800 nm wavelength and intensity of $3 \times 10^{19}$ W/cm$^2$, and a target thickness of 2 $\mu$m, our simulations show that an accelerated beam of C$^{5+}$ ions could be generated. We choose the parameters such that the center-of-mass reference frame, the reaction energy is shifted towards 1 MeV, in a region where the $^{13}$C($\alpha$, $n$)$^{16}$O cross sections have been measured experimentally with precision of a few percent [90] and astrophysical S-factor has a smooth energy dependence. Using a plasma target of temperature 200 eV, thickness 10 $\mu$m and density $10^{24}$ cm$^{-3}$, the calculated reaction events per laser pulse are $4.4 \times 10^{4}$ for the DMF, $1.2 \times 10^{5}$ for weak screening and $3.4 \times 10^{4}$ for the Mitler models, respectively. While the reaction numbers lie apart by seizeable factors, the experimental conditions at ELI-NP are likely to introduce temperature and density spatial and temporal gradients or non-thermal ion distributions, which are difficult to model theoretically or check experimentally.

**Setup III.** A strategy to mitigate the non-ideal plasma effects described above is to replace the second optical laser by an XFEL beam. Due to the high x-ray penetration power, the XFEL-generated plasma is expected to have more uniform conditions [88]. The generation of cold and dense plasmas isochorically at XFEL has been demonstrated experimentally [18, 83, 86]. We therefore address in the following a setup combining optical and x-ray laser beams as the one at the Helmholtz International Beamline for Extreme Fields (HIBEF) [91]. In this scenario, an optical laser would generate via TNSA the rapidly streaming projectile plasma, while the XFEL heats the secondary target to solid-state density [18, 83, 86]. As suggested in Ref. [92], in order to match XFELs in both power and repetition rate, mJ-class optical lasers are adopted. We consider laser pulses with 100 mJ energy, 100 fs duration, and 800 nm wavelength. The intensity of the optical laser is assumed to be $2 \times 10^{19}$
W/cm². The optical laser interacts with a solid 13C target with a thickness of 2 µm to generate a 13C ion beam. The ion beam interacts with a 4He plasma target generated by the XFEL with 4He ion density of 10²⁴ cm⁻³ and 200 eV temperature. Also in this case we choose the parameters such that the center-of-mass reaction energy is shifted towards 1 MeV to avoid a complicated energy dependence of the astrophysical S-factor of the nuclear reaction. Assuming a repetition rate of 10 kHz for the optical laser and XFEL, we obtain the reaction rates 1.31 · 10⁷ s⁻¹ for the DMF, 3.65 · 10⁶ s⁻¹ for weak screening, and 1.02 · 10⁶ s⁻¹ for the Mitler models, respectively. With the advantage of high repetition rates, more uniform plasma conditions, together with well measured nuclear reaction cross sections in relevant energies, and the large discrepancies of the reaction event rate between different screening models, this scenario could give a compelling evidence of the plasma screening model in the 13C(α, n)16O reaction.

Outlook. The enhancement predicted by the quantum plasma screening model occurs in the intermediate screening regime, which could be rescaled to the astrophysical conditions relevant to the evolution of low mass stars, brown dwarfs, and pre-main-sequence stars as well as the lithium depletion problem \[55 \cdot 62\]. Such enhancement would lead to significantly impact in relevant realistic astrophysical scenarios, and hence would play important roles in the evolution of the above mentioned stars and the understanding of the lithium depletion problem. Furthermore, we may speculate that an experimental confirmation of quantum effects in plasma screening might shed light on the origin of the conflict between direct IPD measurements \[18\] and the extensively used Stewart-Pyatt IPD model \[19\]. Once confirmed, the quantum effect on the plasma screening enhancement may also play an important role for fusion energy gain prospects \[2\].
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