Minimal informationally complete measurements for probability representation of quantum dynamics
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Abstract

In the present work, we suggest an approach for describing dynamics of finite-dimensional quantum systems in terms of pseudostochastic maps acting on probability distributions, which are obtained via minimal informationally complete quantum measurements. The suggested method for probability representation of quantum dynamics preserves the tensor product structure, which makes it favourable for the analysis of multi-qubit systems. A key advantage of the suggested approach is that minimal informationally complete positive operator-valued measures (MIC-POVMs) are easier to construct in comparison with their symmetric versions (SIC-POVMs). We establish a correspondence between the standard quantum-mechanical formalism and the MIC-POVM-based probability formalism. Within the latter approach, we derive equations for the unitary von-Neumann evolution and the Markovian dissipative evolution, which is governed by the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) generator. We apply the MIC-POVM-based probability representation to the digital quantum computing model. In particular, for the case of spin-1/2 evolution, we demonstrate identifying a transition of a dissipative quantum dynamics to a completely classical-like stochastic dynamics. One of the most important findings is that the MIC-POVM-based probability representation gives more strict requirements for revealing the non-classical character of dissipative quantum dynamics in comparison with the SIC-POVM-based approach. Our results give a physical interpretation of quantum computations and pave a way for exploring the resources of noisy intermediate-scale quantum devices.

1. Introduction

The problem of the description of quantum dynamics plays a significant role both in studying fundamental aspects of quantum physics [1] and exploring potential applications [2]. In the latter case, it is crucial to highlight the role of non-classical phenomena and understand the origin of advantages of the use of quantum systems in various applications, such as quantum communication and quantum computing [3]. This question is quite non-trivial, in particular, due to the fact that the commonly used descriptions of quantum states drastically differ from the language of statistical physics, which uses probability distributions. Several attempts to describe quantum systems using quantum analogues of probability distributions, such as the Wigner function [4], have been made [4–11]. Although the Wigner function cannot be interpreted as the probability distribution since it takes negative values, its negativity can be linked to the resource providing quantum speed-up in solving computational problems [12–19]. Quasi-probability distributions of the other type such the Glauber–Sudarshan [5, 6] and Husimi [9] functions are also actively used for the description of quantum systems. Quantum phenomena can be also described on the language of tomographic distributions [20–23], which are parametrized family of probability distributions. Quantum tomograms are related to Wigner functions via the Radon...
transformation [24]. Quantum tomography is essentially related to the question of the completeness of quantum measurements [24, 25].

Advances in understanding the role of various types of quantum measurements have formulated several new concepts. In particular, quantum systems can be described via a probability distribution, which is obtained via informationally complete (IC) quantum measurements [25, 26]. Since measurements in the quantum domain are represented by positive operator valued measures (POVMs), the full determination of quantum states requires the use of so-called informationally complete POVMs (IC-POVMs) [25–27]. Importantly, this question is linked to the idea of using single measurement for quantum state characterization [26], and to the concept of the Husimi representation the quantum systems with continuous variables systems [9]. We also note that probability structures behind quantum theory have been widely studied [25, 26, 28].

An important special case of IC-POVM is its symmetric version, which is known as symmetric IC-POVMs (SIC-POVMs), where all pairwise inner products between the POVM elements are equal. SIC-POVMs are explored in various applications including tomographic measurements [22, 29], quantum cryptography [30], and measurement-based quantum computing [31]. In addition, the idea of SIC-POVMs is actively used in quantum Bayesianism reformulation of quantum mechanics [27, 29, 32, 33]. The quantum part of a classical probability simplex, which is achievable by measurements obtained via SIC-POVM (SIC-POVM measurements), is referred to as a qplex (i.e. a ‘quantum simplex’) [34].

The SIC-POVM formalism can be further extended for the description of dynamics of finite-dimensional quantum systems. The main difference with the quasi-probability representation is that quantum systems are described via (positive and normalized) probability distributions, which are obtained by SIC-POVMs [35]. These probability distributions evolve under the action of pseudostochastic maps—stochastic maps, which are described by matrices that may have negative elements. This idea, in a sense, changes the paradigm of revealing the distinction between quantum and classical dynamics. Indeed it allows linking ‘quantumness’ with negative probabilities can be extended to the study of non-classical properties of quantum dynamics and measurement processes [36]. Quantum dynamical equations both for unitary evolution of the density matrix governed by the von Neumann equation and dissipative evolution governed by Markovian master equation, which is governed by the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) generator, can be derived [35]. Moreover, practical measures of non-Markovianity of quantum processes can be obtained and applied for studying existing quantum computing devices. However, this approach has a number of challenging aspects, which are related in particular to the problem of SIC-POVM existence, which is considered analytically and numerically just for a number of cases (for a review, see reference [37]). Thus, this representation is based on probability distributions, which are given by SIC-POVM measurements, is hardly applicable to the analysis of multi-qubit systems with an arbitrary number of qubits. This limits applications of such an approach, in particular, for the analysis of quantum information processing devices (Figure 1).

In this work, we present a generalization of the probability representation of quantum dynamics using MIC-POVM based measurements, which are an important class of quantum measurements [38–42]. For a $d$-dimensional Hilbert space an IC-POVM is said to be MIC-POVM if it contains exactly $d^2$ linearly independent elements. Here we construct pseudostochastic maps that act on probability distributions, which are obtained by MIC-POVM measurements. We demonstrate that this approach is a generalization of...
the SIC-POVM-based representation \cite{35}, and it has a number of important features. First, such an approach allows for preserving the tensor product structure, which is important for the description of multi-qubit systems. Second, MIC-POVMs are easier to construct in comparison with SIC-POVMs. Using the MIC-POVM-based probability representation, we derive quantum dynamical equations both for the unitary von-Neumann evolution and the Markovian dissipative evolution, which is governed by the GKSL generator. It allows us to generalize previously obtained results on the description of the von-Neumann evolution of quantum systems on the probability language \cite{38}. We demonstrate how the suggested approach can be applied for the analysis of NISQ computing processes and obtain pseudostochastic maps for various single-qubit decoherence channels, as well as single-qubit and multi-qubit quantum gates. This gives an interpretation of quantum computations as actions of pseudostochastic maps on bitstring, where the nature of quantum speedup is linked to the negative elements in pseudostochastic matrices that are corresponding to the quantum algorithm (as a sequence of gates and projective measurements).

Our work is organized as follows. In section 2, we construct a probability representation via MIC-POVMs. In section 3, we derive quantum dynamical equations in the MIC-POVM representation. In section 4, we use the probability representation to study a dissipative dynamics of a spin-1/2 particle. One of the key findings is that the MIC-POVM-based probability representation gives more strict requirements for revealing the non-classical character of dissipative quantum dynamics in comparison with the SIC-POVM-based approach. In section 5, we demonstrate the applicability of the MIC-POVM-based probability representation for the analysis of quantum computing processes. We illustrate our approach by considering Grover’s algorithm. We summarize the main results and conclude in section 6.

2. Probability representation via MIC-POVMs

Here we construct a MIC-POVM-based probability representation of quantum mechanics in the case of finite-dimensional systems. For this purpose, we first consider the representation of states, then study their evolution described by quantum channel, consider quantum measurements, and finally discuss a transition between representations defined by different MIC-POVMs. We also highlight here an important feature of the MIC-POVM-based probability representation, which is the simple tensor product structure. The summary of results is presented in Table 1.

2.1. Definitions and notations

We start our consideration by introducing basic definitions and notations. Let $\mathcal{H}$ be a $d$-dimensional Hilbert space, where $d$ is finite. We introduce $\mathcal{B}(\mathcal{H})$ as an algebra of bounded operators on $\mathcal{H}$. We also introduce the space of trace class operators $\mathcal{T}(\mathcal{H})$ and space of $n \times k$-matrices over the field $\mathbb{F}$, which we refer to as $\text{Mat}_{n,k}(\mathbb{F})$. Standardly, we use density operators $\rho \in \mathcal{T}(\mathcal{H})$ for the description of quantum states, where $\rho \succeq 0$ and $\text{Tr}(\rho) = 1$. The convex space of quantum states is denoted as $\mathcal{S}(\mathcal{H})$. Extreme points of this space are called pure states, and we denote them as $\mathcal{S}_{\text{pure}}(\mathcal{H})$. An operator $B \in \mathcal{B}(\mathcal{H})$ is called an effect, if $0 \leq B \leq 1$, where we use $1_d$ to denote $d$-dimensional identity operator. The space of all effects is denoted by $\mathcal{E}(\mathcal{H})$. The channel $\Phi: \mathcal{S}(\mathcal{H}^\text{in}) \rightarrow \mathcal{S}(\mathcal{H}^\text{out})$ is a trace-preserving, completely-positive (CPTP) linear map between states on Hilbert spaces $\mathcal{H}^\text{in}$ and $\mathcal{H}^\text{out}$.

A set of effects $E = \{E_1, \ldots, E_m\}$ with $E_k \succeq 0$ and that satisfies the condition $\sum_k E_k = 1_d$, is known as POVM (positive operator-valued measure). The Born rule implies that a given state $\rho$ defines a probability distribution which we treat as a column-vector

$$p = [p_1 \ldots p_m]^\top, \quad p_k = \text{Tr}(\rho E_k), \quad (1)$$

where $\top$ denotes a standard transposition. The POVM $E$ is the MIC-POVM if it forms the basis of $\mathcal{B}(\mathcal{H})$. In this case, $E$ contains $d^2$ elements, and every state $\rho$ is fully described by the corresponding probability vector $p$. We denote a set of possible probability vectors with fixed MIC-POVM $E$ and varying $\rho$ as $\mathcal{P}(E)$. We note that SIC-POVMs are a particular class of MIC-POVMs.

The elements of SIC-POVM $E^\text{sym}$ have the following form:

$$E_k^\text{sym} = \frac{1}{d}|\psi_k^\text{sym}\rangle\langle\psi_k^\text{sym}|, \quad k = 1, \ldots, d^2. \quad (2)$$

Here vectors $|\psi_k^\text{sym}\rangle$ satisfy the following condition:

$$|\langle\psi_k^\text{sym}|\psi_l^\text{sym}\rangle|^2 = \frac{d \delta_{kl} + 1}{d + 1}, \quad (3)$$

and $\delta_{kl}$ is the Kronecker symbol.
As it is noted above, MIC-POVM and SIC-POVM measurements give probability distributions that fully describe quantum states. Therefore, in order to describe the dynamics of quantum systems, one has to find corresponding maps acting on these probability distributions. We note that stochastic maps are not sufficient for the description of quantum dynamics. As it is shown in reference [36], corresponding maps for a description of dynamics of quantum states, which are presented by a probability distribution, are quasistochastic or pseudostochastic. In line with references [35, 43, 44] in our work we prefer to use a term pseudostochastic to emphasize that we deal with classical probability distributions rather than quasi-probabilities.

We remind that a stochastic matrix \( M \in \text{Mat}_{n \times n}(\mathbb{R}) \) is a matrix, for which \( M_{ij} \geq 0 \), \( \sum_{j=1}^{n} M_{ij} = 1 \) for every \( j = 1, \ldots, k \). It is called bistochastic, if \( n = k \) and also \( \sum_{i=1}^{n} M_{ij} = 1 \) for every \( i = 1, \ldots, n \). Under bistochastic map, a fully chaotic state \([1/n \ldots 1/n]\) remains the same. For the description of quantum dynamics it is necessary to introduce pseudostochastic maps which can be presented as a matrix \( M \in \text{Mat}_{n \times n}(\mathbb{R}) \) with \( \sum_{j=1}^{n} M_{ij} = 1 \) but without the restriction on the positivity of matrix elements. The square \( n \times n \) matrix is pseudobistochastic if for any \( j \in \{1, \ldots, n\} \) one has \( \sum_{i=1}^{n} M_{ij} = 1 \) as well (again, some elements of \( M_{ij} \) may be negative).

### 2.2. Representation of states

We consider a MIC-POVM \( E = \{E_k\}_{k=1}^{d^2} \) in the \( d \)-dimensional Hilbert space \( \mathcal{H} \). There is a canonical duality between spaces \( \mathfrak{B}(\mathcal{H}) \) and \( \mathfrak{S}(\mathcal{H}) \), which is given by the bilinear form \( (B, \rho) \mapsto \text{Tr}(\rho B) \) for \( \rho \in \mathfrak{S}(\mathcal{H}) \) and \( B \in \mathfrak{B}(\mathcal{H}) \). It means that any linear functional on \( \mathfrak{B}(\mathcal{H}) \) can be represented as \( \text{Tr}(\rho \cdot) \), and any functional on \( \mathfrak{S}(\mathcal{H}) \) can be represented as \( \text{Tr}(\cdot B) \).

Since MIC-POVM \( E \) forms a linear basis in \( \mathfrak{B}(\mathcal{H}) \) one can construct a basis \( e = \{e_k\}_{k=1}^{d^2} \) in \( \mathfrak{S}(\mathcal{H}) \), such that \( \text{Tr}(E_k e_k) = \delta_{kk} \). This basis is usually referred to as a dual basis to \( E \). Explicitly, the elements of this basis are as follows:

\[
e_i = \sum_{k=1}^{d^2} (T^{-1})_{ik} E_k, \quad T_{nm} = \text{Tr}(E_n E_m). \tag{4}
\]

Then an arbitrary state \( \rho \in \mathfrak{S}(\mathcal{H}) \) can be represented in the following form:

\[
\rho = \sum_{k=1}^{d^2} p_k e_k, \quad p_k = \text{Tr}(\rho E_k). \tag{5}
\]

We note that in the SIC-POVM case we have

\[
T_{nm} = \frac{d \delta_{nm} + 1}{d(d + 1)}, \quad (T^{-1})_{nm} = d(d + 1) \delta_{nm} - 1
\]

Let \( s \) and \( p \) be two probability vectors corresponding to density operators \( \rho \) and \( \sigma \). Then we can introduce a probability representation of the Hilbert–Schmidt product:

\[
\text{Tr}(\rho \sigma) = \sum_{n,m=1}^{d^2} p_n s_m \text{Tr}(e_n e_m) = s^T T^{-1} p, \tag{7}
\]
Figure 2. Schematic two-dimensional diagram showing relations, and points of contact to the probability simplex $\mathcal{X}$ and qplex $\Psi(E)$ with a border $\Psi_{\text{pure}}(E)$. Here the simplex is presented in the form of a triangle, since it has finite number of extreme points, while the qplex has an infinite number of extreme points and thus it is presented as a sphere.

and an analog of the matrix–matrix multiplication:

$$(s \ast p)_k \equiv \text{Tr}(\sigma \rho E_k)$$

$$= \sum_{n,m=1}^{d^2} \text{Tr}(e_n e_m E_k) s_n p_m = p^\top \Lambda^{(k)} s.$$  (8)

Here $\Lambda^{(k)}$ is a $d^2 \times d^2$ matrix with elements $\Lambda_{nm}^{(k)} = \text{Tr}(e_n e_m E_k)$.

One can check that operators $e_k$ have a unit trace, but they are not necessarily positive. Therefore, not any probability vector $p$ corresponds to a quantum state. The set of possible distributions $\Psi(E)$ has a form

$$\Psi(E) = \left\{ p \left| \sum_{k=1}^{d^2} p_k = 1, \sum_{k=1}^{d^2} p_k e_k \geq 0 \right. \right\},$$  (9)

which is referred to as qplex (see reference [34]). The set of distributions corresponding to pure states is as follows:

$$\Psi_{\text{pure}}(E) = \left\{ p \left| \sum_{k=1}^{d^2} p_k = 1, p \ast p = p \right. \right\}.$$  (10)

The convex hull of this set is a set of distributions corresponding to all states $\Psi(E)$. We show schematic diagram of relations between sets $\Psi(E)$, $\Psi_{\text{pure}}(E)$, and the full $d^2$-dimensional simplex $\mathcal{X}$ in figure 2.

Since $\Psi(E)$ does not occupy the full space of $d^2$-dimensional simplex $\mathcal{X}$ it is valuable to have a method for checking whether given distribution $p$ belongs to $\Psi(E)$. A straightforward way to cope with this task is to apply Equation (5) to reconstruct $\rho$ and check whether $\rho \geq 0$. However, in the present work, we are interested in a method that does not require a transition to the standard formalism.

Consider a characteristic polynomial of a density operator $\rho$

$$\chi(\lambda) = \prod_{k=1}^{d} (\lambda - \lambda_k),$$  (11)

where $\{\lambda_n\}_{n=1}^{d}$ is the spectrum of $\rho$. Let us define a set $\{a_n\}_{n=1}^{d}$ with the following elements:

$$a_n := \text{Tr}(\rho^n) = \sum_{l} (p^* l)_n = \sum_{k=1}^{d} \lambda_k^n, \quad n = 1, \ldots, d.$$  (12)

In order to check that $p \in \Psi(E)$, it is necessary and sufficient to check that $\lambda_k \geq 0$ for all $k$.  
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Using the Newton–Girard identities the characteristic polynomial can be rewritten in the form

$$\chi(\lambda) = \sum_{m=0}^{d} (-1)^m b_m \lambda^{d-m},$$

(13)

where $b_0 = 1$ and

$$b_n = \frac{1}{n} \sum_{i=1}^{n} (-1)^{n-i} b_{n-i} a_i, \quad n = 1, \ldots, d.$$  

(14)

If starting from some $d' \in \{1, \ldots, d\}$, one has $b_{d'} = b_{d'+1} = \ldots = b_d = 0,$

then $\chi(\lambda)$ has $d - d' + 1$ roots. It is convenient to remove them from consideration by resetting

$$\chi(\lambda) := \chi(\lambda)/\lambda^{d-d'+1}.$$  

(16)

Otherwise we set $d' := d$.

Then we suggest using the Routh–Hurwitz criterion in order to verify that every root of the polynomial $\chi(\lambda)$ is nonnegative. Let

$$\tilde{\chi}(\lambda) = \prod_{k=1}^{d'} (\lambda + \lambda_k) = (-1)^{d'} \chi(-\lambda) = \sum_{m=0}^{d'} b_m \lambda^{d-m}.$$  

(17)

One can see that nonnegative roots of $\chi(\lambda)$ imply nonpositive roots of $\tilde{\chi}(\lambda)$. The Routh–Hurwitz criterion states that every root of $\chi(\lambda)$ is negative if and only if the principal minors $\{\Delta_i\}_{i=1}^{d'}$ of the Hurwitz matrix

$$\mathcal{H} = \begin{bmatrix} b_1 & b_3 & b_5 & \ldots & 0 & 0 \\ b_0 & b_2 & b_4 & \ldots & 0 & 0 \\ 0 & b_1 & b_3 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & b_{d'-2} & b_{d'} \end{bmatrix}$$

(18)

are positive:

$$\Delta_1 > 0, \quad \Delta_2 > 0, \quad \Delta_3 > 0, \ldots, \Delta_{d'} > 0.$$  

(19)

These relations form the constructive way for checking whether $p \in \mathcal{P}(E)$.

2.3. Representation of tensor products

The use of MIC-POVM probability vectors allows one to employ a simpler description of tensor products. This is an important advantage in comparison to the SIC-POVM case [35]. Let $\mathcal{H}^A$ and $\mathcal{H}^B$ be Hilbert spaces with MIC-POVMs $E^A = \{E_{ij}^A\}_{i,j=1}^{d_A}$ and $E^B = \{E_{kl}^B\}_{k,l=1}^{d_B}$, correspondingly. We then take MIC-POVM

$$E^{AB} = \{E_{ij}^A \otimes E_{kl}^B\}_{i,j,k,l=1}^{d_A,d_B} \equiv E^A \otimes E^B$$

(20)

on the space $\mathcal{H}^A \otimes \mathcal{H}^B$. If $e^A$ and $e^B$ are dual bases for $E^A$ and $E^B$, then $e^{AB} = e^A \otimes e^B$ is dual to $E^{AB}$. If $\rho^A \in \mathcal{S}(\mathcal{H}^A), \rho^B \in \mathcal{S}(\mathcal{H}^B)$ are states and $p^A, p^B$ are corresponding probability vectors, then the probability vectors of $\rho^A \otimes \rho^B$ is as follows:

$$p^{AB}_{i,j} = \text{Tr} ( (\rho^A \otimes \rho^B)(E_{ij}^A \otimes E_{jk}^B)) = p^A_{i} p^B_{j}.$$  

(21)

Here we use notation $(\alpha, \beta)$ with $\alpha \in \{1, \ldots, d_A\}$ and $\beta \in \{1, \ldots, d_B\}$ to define a multiindex. One can think that $(\alpha, \beta) \equiv (d_A - 1)\alpha + \beta$ according the the standard Kronecker product rules. In the vector form, we have $p^{AB} = p^A \otimes p^B$.

2.4. Representation of channels

The next step is to obtain the probability representation of quantum channels. Let $\mathcal{H}^{\text{in}}, \mathcal{H}^{\text{out}}$ be Hilbert spaces with MIC-POVMs $E^{\text{in}}, E^{\text{out}}$ and $\Phi : \mathcal{S}(\mathcal{H}^{\text{in}}) \rightarrow \mathcal{S}(\mathcal{H}^{\text{out}})$ be a quantum channel (CPTP map).

Consider a state $\rho^{\text{in}} \in \mathcal{S}(\mathcal{H}^{\text{in}})$ and let $\rho^{\text{out}} = \Phi(\rho^{\text{in}}) \in \mathcal{S}(\mathcal{H}^{\text{out}})$. Denote the probability vectors corresponding to $\rho^{\text{in}}$ and $\rho^{\text{out}}$ as $p^{\text{in}}$ and $p^{\text{out}}$ respectively. Then the channel $\Phi$ can be characterized with a matrix $S$ such that
This matrix is generally pseudostochastic (i.e. \( \sum_k S_{ik} = 1 \)), but it is not necessarily stochastic. An action of the channel \( \Phi \) on the state \( \rho^{in} \) can be written as follows:

\[
\Phi : \rho^{in} \mapsto \sum_{k,l=1}^{d_{out}d_{in}} S_{lk} \rho^{in}_{kl} \text{Tr} \left( E^\text{out}_{l} \rho^{in}_{k} \right).
\]

In turn, an action of the dual channel \( \Phi^* : \Sigma(\mathcal{H}^{out}) \rightarrow \Sigma(\mathcal{H}^{in}) \) is then given by

\[
\Phi^* : M^{out} \mapsto \sum_{k,l=1}^{d_{out}d_{in}} S_{lk} \rho^{in}_{kl} \text{Tr} \left( E^\text{out}_{l} M^{out}_{k} \right).
\]

In the case of Kraus representation where the operation of the channel is defined in the form

\[
\Phi(\rho) = \sum_n V_n \rho V^\dagger_n,
\]

the corresponding elements of the pseudostochastic matrix are

\[
S_{lk} = \sum_n \text{Tr} \left( E^\text{out}_{l} V_n \rho V^\dagger_n \right).
\]

The representation of tensor products for quantum channels can be used similarly to section 2.3. If

\[
\Phi^A : \mathcal{S}(\mathcal{H}^{in,A}) \rightarrow \mathcal{S}(\mathcal{H}^{out,A})
\]

and

\[
\Phi^B : \mathcal{S}(\mathcal{H}^{in,B}) \rightarrow \mathcal{S}(\mathcal{H}^{out,B})
\]

are quantum channels with corresponding pseudostochastic matrices \( S^A \) and \( S^B \), then

\[
S_{\{ij\}(mn)}^{AB} = \text{Tr} \left( \{ E^\text{out}_j \otimes E^\text{out}_i \} \{ \Phi^A \otimes \Phi^B \} \{ e^{in,A}_n \otimes e^{in,B}_m \} \right)
\]

\[
= \text{Tr} \left( E^\text{out}_j \Phi^A(e^{in,A}_n) \otimes E^\text{out}_i \Phi^B(e^{in,B}_m) \right)
\]

\[
= S_{\{ij\}}^A \otimes S_{\{mn\}}^B.
\]

Thus, the tensor product of two quantum channels maps to the tensor product of two corresponding matrices.

The channel of a partial trace

\[
\text{Tr}^B(\cdot) : \rho^{AB} \mapsto \text{Tr}^B(\rho^{AB})
\]

taking an input \( \rho^{AB} \in \mathcal{S}(\mathcal{H}^{A} \otimes \mathcal{H}^{B}) \) then corresponds to the matrix in the form:

\[
S_{\{nm\}}^B = \text{Tr} \left( E^\dagger_n \text{Tr}^B(\rho^{B}_m) \right)
\]

\[
= \text{Tr} \left( E^\dagger_n e^{B}_m \right) = \delta_{nm}.
\]

As in the case of states, not any pseudostochastic matrix \( S \) corresponds to a (physical) quantum channel \( \Phi \). In order to formulate a criterion, we use the Choi–Jamiołkowski duality [45, 46].

Let \( \Phi : \mathcal{S}(\mathcal{H}^{in}) \rightarrow \mathcal{S}(\mathcal{H}^{out}) \) be a trace-preserving map. By fixing the orthonormal basis \( \{ |n\rangle \}_{n=1}^{d_{in}} \) in \( \mathcal{H}^{in} \) (\( d_{in} = \dim \mathcal{H}^{in} \)), we define a state \( \sigma \in \mathcal{S}(\mathcal{H}^{in} \otimes \mathcal{H}^{in}) \) with \( \mathcal{H}^{in} = \mathcal{H}^{in} \) of the following form:

\[
\sigma = \frac{1}{d_{in}} \sum_{n,m=1}^{d_{in}} |n\rangle \langle m| \otimes |n\rangle \langle m|.
\]

One can see that it is a density matrix of the pure state

\[
|\phi\rangle = \frac{1}{\sqrt{d_{in}}} \sum_{k=1}^{d_{in}} |k\rangle \otimes |k\rangle.
\]
We then call Choi state an operator \( \rho_\Phi \)
\[
\rho_\Phi = (\text{Id} \otimes \Phi)(\sigma) = \frac{1}{d_{\text{in}}} \sum_{n,m=1}^{d_{\text{in}}} |n\rangle \langle m| \otimes \Phi(|n\rangle \langle m|),
\]
where Id is an identical map. The Choi–Jamiołkowski isomorphism says that the operator \( \rho_\Phi \) is a quantum state if and only if \( \Phi \) is a quantum channel. One can reconstruct an action of \( \Phi \) on an arbitrary input using the following formula:
\[
\Phi(\rho) = \text{Tr}_{\text{in}} \left( (\rho^{\text{in}\top} \otimes \text{Id}_{\text{in}}) \rho_\Phi \right).
\]

The Choi–Jamiołkowski isomorphism can be naturally formulated in the probability representation. Let \( \mathbf{S} \) be a matrix corresponding to a trace-preserving map \( \Phi \), and \( s \) be a vector corresponding to \( \sigma \). We assume that \( s \) is obtained with MIC-POVM \( E^{\text{in}} \otimes E^{\text{out}} \). Then the Choi probability vector has the form
\[
\mathbf{ps} = \left( \mathbf{1} \otimes \mathbf{S} \right) s.
\]
One can see that \( \mathbf{S} \) corresponds to the quantum channel only in case \( \rho_\Phi \in \mathcal{P} \left( E^{\text{in}} \otimes E^{\text{out}} \right) \). In order to reconstruct \( \mathbf{S} \) via the vector \( \rho_\Phi \), one can use the following relation:
\[
\mathbf{S}_{\text{in}} = \text{Tr} \left( E^{\text{out}} \Phi(\epsilon^{\text{in}}) \right) = \text{Tr} \left( \rho_\Phi (\epsilon^{\text{in}\top} \otimes E^{\text{out}}) \right)
= \sum_{n,m=1}^{d_{\text{in}}} \rho_{S(n,m)} \text{Tr} \left( \epsilon^{\text{in} m \top} \otimes E^{\text{out}} \right)
= \sum_{n=1}^{d_{\text{in}}} \text{Tr} \left( \epsilon^{\text{in} n \top} E^{\text{out}} \right) \rho_{S(n,1)}.
\]

It is useful to define \( s \) in terms of probability vectors without the notion of the Hilbert space \( \mathcal{H}^{\text{in}} \) and the state \( \sigma \). Consider random pure state \( |\psi_1\rangle \langle \psi_1| \in \mathcal{S} \left( \mathcal{H}^{\text{in}} \right) \) and denote its probability vector as \( p^{(11)} \). Let us construct a set of orthonormal probability vectors \( \{p^{(kk)}\}_{k=1}^{d_{\text{in}}} \) using the following equations for each \( k = 2, \ldots, d_{\text{in}} \):
\[
\sum_{i=1}^{d_{\text{in}}} p_i^{(kk)} = 1; \quad p_i^{(kk)} \ast p_i^{(kk)} = p_i^{(kk)}; \quad \sum_{i=1}^{d_{\text{in}}} (p_i^{(kk)} \ast p_i^{(nm)}) = 0, \quad n = 1, \ldots, k - 1,
\]
where we consider orthonormality with respect to the Hilbert–Schmidt product \( 7 \). One can think about \( p^{(kk)} \) as a probability vector of state \( |\psi_k\rangle \langle \psi_k| \) taken from an orthonormal basis constructed from \( |\psi_1\rangle \langle \psi_1| \). Of course, Equation (38) has infinite number of solutions.

Then the vectors \( p^{(nm)} \) with \( n \neq m \), corresponding to states \( |\psi_n\rangle \langle \psi_m| \), can be obtained using straightforward multiplicative relations. For example, vector \( p^{(12)} \) can be obtained as a solution of the following equations:
\[
p_i^{(12)} \ast p_i^{(kk)} = 0, \quad k \neq 2; \quad p_i^{(kk)} \ast p_i^{(12)} = 0, \quad k \neq 1;
p_i^{(12)} \ast p_i^{(11)} = 0; \quad p_i^{(11)} \ast p_i^{(12)} = p_i^{(12)};
p_i^{(12)} \ast p_i^{(12)} = 0; \quad p_i^{(12)} \ast p_i^{(22)} = p_i^{(22)};
p_i^{(12)} \ast p_i^{(22)} = p_i^{(12)}; \quad p_i^{(22)} \ast p_i^{(12)} = 0.
\]

By finding \( p^{(nm)} \) for all \( n, m = 1, \ldots, d_{\text{in}} \), we obtain the Choi distribution in the form
\[
\mathbf{ps} = \frac{1}{d_{\text{in}}} \sum_{n,m=1}^{d_{\text{in}}} p^{(nm)} \otimes \mathbf{S} p^{(nm)}.
\]
We also would like to mention a special case where \( E^n = \{ |\psi_i^{\text{sym}}\rangle \langle \psi_i^{\text{sym}}| \}_{i=1}^{d_n} \) is a SIC-POVM. Let \( \mathcal{E}^n = \{ |\tilde{\psi}_i^{\text{sym}}\rangle \langle \tilde{\psi}_i^{\text{sym}}| \}_{i=1}^{d_n} \) with

\[
|\tilde{\psi}_i^{\text{sym}}\rangle = \sum_{i=1}^{d_n} \tilde{i} |\psi_i^{\text{sym}}\rangle = \sum_{i=1}^{d_n} |\tilde{i}\rangle \langle \psi_i^{\text{sym}}|, \tag{41}
\]

where \( \mathfrak{F} \) stands for complex conjugate of \( \mathfrak{F} \), and \( \{ |i\rangle \}_{i=1}^{d_n} \) is a computational basis as usual. Then the probability vector of the state \( \sigma = |\phi\rangle \langle \phi| \) (see Equation (35)) takes the following form with respect to the MIC-POVM \( \mathcal{E}^n \otimes \mathcal{E}^m \):

\[
s_{(nm)} = \text{Tr} \left( |\phi\rangle \langle \phi| (\mathcal{E}^n \otimes \mathcal{E}^m) \right) = \frac{1}{d_n^2} \sum_{k,l} \langle k | \tilde{\psi}_n^{\text{sym}} \rangle \langle \tilde{\psi}_n^{\text{sym}} | l \rangle \langle |k\rangle \tilde{\psi}_m^{\text{sym}} \rangle \langle \tilde{\psi}_m^{\text{sym}} | l \rangle
\]

\[
= \frac{1}{d_n} (|\psi_m| \langle \psi_n|)^2 = \frac{d_m \delta_{nm} + 1}{d_m^2 (d_n + 1)}. \tag{42}
\]

It then can be substituted to Equation (36) in order to obtain a Choi probability vector and verify that it corresponds to valid quantum state.

2.5. Representation of measurements

Here we consider a MIC-POVM-based probability representation of an arbitrary measurement with the finite number of outcomes. In the general case, it is given by the POVM \( M = \{ M_i \}_{i=1}^m \) with some finite \( m \).

Note that \( M \) may not belong to MIC class. According to the Born rule the probability to obtain \( i \)th outcome for an input state \( \rho \) is given by

\[
q_i = \text{Tr} (M_i \rho), \quad i = 1, \ldots, m \tag{43}
\]

(here we assume that \( M \) and \( \rho \) are defined with respect to the same \( d \)-dimensional Hilbert space \( \mathcal{H} \)). Taking \( \rho \) in the probability representation given by Equation (5), we obtain the following expression for the probability vector:

\[
q = \begin{bmatrix} q_1 \ldots q_m \end{bmatrix}^\top, \quad q = \mathbf{M} \mathbf{p}, \quad \mathbf{M}_i = \text{Tr} (M_i \epsilon_j). \tag{44}
\]

One can see that \( \mathbf{M} \) is \( m \times d^2 \) pseudostochastic matrix because of normalization condition \( \sum_{i=1}^m M_i = I_d \).

We note that given matrix \( \mathbf{M} \), the effects of the POVM in the standard formalism are given by

\[
M_k = \sum_{i=1}^{d^2} \text{Tr} (M_i \epsilon_i) E_i = \sum_{i=1}^{d^2} \mathbf{M}_i E_i. \tag{45}
\]

Next, we consider a problem of the verification that a given \( m \times d^2 \) pseudostochastic matrix \( \mathbf{M} \) corresponds to some valid POVM \( M \) with \( m \) outcomes. An idea behind such a test is very similar to the case of states, which is considered in section 2.2, with the main difference that we swap the basis \( E \) and the dual basis \( \epsilon \).

Consider two operators \( X, Y \in \mathcal{B} (\mathcal{H}) \). Using a dual basis \( \{ \epsilon_i \}_{i=1}^d \) one can represent them with row-vectors \( \lambda = [\lambda_1 \ldots \lambda_d] \) and \( \mu = [\mu_1 \ldots \mu_d] \) according to the following expressions:

\[
X = \sum_{i=1}^{d^2} \lambda_i E_i, \quad \lambda_i = \text{Tr} (\epsilon_i X), \quad i = 1, \ldots, d^2; \tag{46}
\]

\[
Y = \sum_{j=1}^{d^2} \mu_j E_j, \quad \mu_j = \text{Tr} (\epsilon_j Y), \quad j = 1, \ldots, d^2.
\]

Note that the trace operation takes the form:

\[
\text{Tr} (X) = \sum_{i=1}^{d^2} \lambda_i \text{Tr} (E_i) = \lambda \kappa \tag{47}
\]

with \( \kappa = [\text{Tr} (E_1) \ldots \text{Tr} (E_{d^2})]^\top \).
Then we can introduce a ‘multiplication’ of vectors $\mu$ and $\lambda$, denoted by $\circ$, as follows:

$$
\langle \lambda \circ \mu \rangle_k \equiv \text{Tr}(X^k Y^k) = \sum_{n,m=1}^{d^2} \text{Tr}(E_n E_m e_k) \lambda_n \mu_m = \tilde{\Lambda}^{(k)} \mu^\top,
$$

where $\tilde{\Lambda}^{(k)}$ is $d^2 \times d^2$ matrix with elements

$$
\tilde{\Lambda}_{nm} = \text{Tr}(E_n E_m e_k).
$$

Now we are ready to describe the verification algorithm. The normalization condition $\sum_{i=1}^{m} M_i = I_d$ follows from the fact that $M$ is pseudostochastic. So the only remaining issue is to check the semi-positivity condition $M_i \succeq 0$. We note that in the case of states we derived expressions for $\text{Tr}(\rho)$, $\text{Tr}(\rho^2)$ from the probability representation of $\rho$ and then substitute them into Routh–Hurwitz-like criterion. Here we act in a similar manner. For each $i$th row of the matrix $M$ set $\lambda^{(i)} := \left[M_{i,1} \ldots M_{i,d}\right]$ and compute

$$
d_i^{(i)} := \lambda^{(i)} \circ \kappa = \text{Tr}(M_i^2).
$$

Then proceed with same steps as in the case of states replacing $\{a_n\}_{n=1}^{d}$ with $\{a_i\}_{n=1}^{d}$. If the positivity condition is fulfilled for all $i = 1, \ldots, m$, then $S$ corresponds to valid ‘physical’ quantum measurement.

Finally, we consider the case a measurement given by some Hermitian operator $O = O^\dagger \in \mathcal{F}(\mathcal{H})$, also known as an observable. To obtain its probability representation we first take it spectral decomposition in the form

$$
O = \sum_{i=1}^{m} x_i \Pi_i,
$$

where $\{x_i\}_{i=1}^{m}$ are physical quantities which can be observed, and $\{\Pi_i\}_{i=1}^{m}$ are complete set of orthogonal (self-adjoint) projectors: $\sum_{i=1}^{m} \Pi_i = I_d$, $\Pi_i \Pi_j = \delta_{ij}$. One can consider a POVM $M_0$ with effects $\{\Pi_i\}_{i=1}^{m}$ and its corresponding pseudostochastic matrix $M$ keeping in mind that each $i$th outcome corresponds the quantity $x_i$. However, it is important to note if one is interested in mean value for some state $\rho$ is given by $\langle O \rangle = \text{Tr}(O \rho)$, then one can consider a row-vector

$$
O_{\text{mean}} := \left[ x_1 \ldots x_m \right] M
$$

and compute mean value as $\langle O \rangle = O_{\text{mean}} \rho$, where $\rho$ is a probability vector of $\rho$.

Finally, we note that the rules of the tensor product remain the same as in the case of quantum channels: pseudostochastic matrix of measurements on several physical subsystems is given by a tensor product of pseudostochastic measurements on each of subsystems.

### 2.6. Transitions between MIC-POVM-based representations

Up to this point the MIC-POVM, which determines the probability representation, was fixed. Here we consider a question of how to make a transition between representations determined by different MIC-POVMs. Let $E$ and $F$ be two MIC-POVMs defined with respect to the same $d$-dimensional Hilbert space $\mathcal{H}$, and let $e$ and $f$ be their corresponding dual bases. We use superscript $[E]$ or $[F]$ to emphasize that given probability vector or pseudostochastic matrix of a channel/measurement is given in $E$- or $F$-based representation.

Consider elements of a pseudostochastic matrix of the measurement in $E$ given in $F$-based representation:

$$
\left(M_i^{[F]}\right)_{m,n} = \text{Tr}(E_m f_n), \quad m, n = 1, \ldots, d^2.
$$

One can see the pseudostochastic matrix of the measurement in $F$ given in $E$-based representation is given by

$$
M_i^{[E]} = \left(M_i^{[F]}\right)^{-1}.
$$

Then we come to the following relations:

$$
p_i^{[E]} = M_i^{[E]} p_i^{[F]},
$$

$$
S_i^{[E]} = M_i^{[E]} S_i^{[F]} M_i^{[E]}^{-1},
$$

$$
M_i^{[E]} = M_i^{[F]} \left(M_i^{[F]}\right)^{-1},
$$

where $p_i^{[1]}$, $S_i^{[1]}$, and $M_i^{[1]}$ corresponds to some state, channel, and POVM, correspondingly.
3. Dynamical equations

Here we apply the developed MIC-POVM-based representation to quantum evolution equations (master equations). We consider two conceptually important cases. The first is the Liouville–von Neumann equation corresponding to the unitary evolution of quantum states. The second is the dissipative evolution governed by a Markovian master equation, which is governed by the GKSL generator. In the both cases we restrict ourself with a condition that generators are time-independent.

3.1. Liouville–von Neumann equation

Consider a $d$-dimensional dimensional Hilbert space $\mathcal{H}$. The evolution of a quantum state under the Hamiltonian $H = H^\dagger \in \mathfrak{S}(\mathcal{H})$ is described by the Liouville–von Neumann equation

$$\dot{\rho}(t) = -\frac{i}{\hbar} [H, \rho(t)],$$

(57)

where $[\cdot, \cdot]$ denotes commutator. In what follows we use dimensionless units and set $\hbar \equiv 1$.

Using Equation (5), then left multiplying by $E_i$ and taking trace, the equation takes the form

$$\dot{p}_i(t) = -i \sum_{k=1}^{d^2} \text{Tr}(E_i [H, e_k]) p_k(t).$$

(58)

Therefore, the Liouville–von Neumann equation takes the form of the ordinary linear differential equation with generator $H$

$$\dot{p}(t) = Hp(t), \quad H_{lk} = t \text{Tr}(H [E_l, e_k]).$$

(59)

We note that such a form of the equation for the unitary dynamics on the probability language has been obtained in reference [38]. In the following section we present the generalization of this results for the case of the GKSL equation.

The $d^2 \times d^2$ matrix $H$ is a probabilistic representation of the Hamiltonian, which has following properties.

(a) The matrix $H$ is real: $H \in \text{Mat}_{d^2 \times d^2}(\mathbb{R})$.

(b) The sum of each column is zero: $\sum_{l=1}^{d^2} H_{lk} = 0$.

The first property follows from the fact that $[E_l, e_k]$ is Hermitian, and second fact come from the normalization condition on MIC-POVM effects $E_i$. It is worth to note that if $E$ is a SIC-POVM, then $H$ becomes antisymmetric ($H^\dagger = -H$), and thus all its diagonal elements are zero, and all rows also sum to zero (see reference [35] for more details).

The solution to Equation (59) can be presented in the form

$$p(t) = U(t)p_0, \quad U(t) = e^{Ht},$$

(60)

where $p_0$ is a probability vector at $t = 0$. Note that $U(t)$ is pseudostochastic. The unitarity of the evolution governed by the Liouville–von Neumann equation implies preserving the Hilbert–Schmidt product between two arbitrary vectors during their evolution according to Equation (59). Taking into account the probability representation of the Hilbert–Schmidt product is given by Equation (7) we obtain the identity

$$T^{-1} = U(t)^\dagger T^{-1} U(t).$$

(61)

Considering small times $t = \delta t \ll 1$ and expanding exponent of the evolution operator in Equation (60) into Taylor series we arrive at the 3rd property of the MIC-POVM-based representation of a Hamiltonian.

(a) The following identity holds:

$$H^\dagger T^{-1} + T^{-1}H = 0.$$  

(62)

Consider a matrix $\tilde{H} := T^{-1}H$. One can see that since $T$ is symmetric, $\tilde{H}$ is antisymmetric: $\tilde{H}^\dagger + \tilde{H} = 0$.

Combining this fact with the property 2 one has $\sum_{i=1}^{d^2} (T\tilde{H})_i = 0$. Antisymmetric matrix $\tilde{H}$ possessing these properties can be defined with $(d^2 - 2)(d^2 - 1)/2$ independent parameters. Note that for $d > 2$ this quantity is larger than $d^2 - 1$—the number of independent parameters required to define physical properties of a Hamiltonian (the term $-1$ comes from the fact that energy is always defined up to some constant). So the properties 2 and 3 are insufficient to determine a set of possible probability
representations of Hamiltonians. In what follows we consider a necessary and sufficient condition on matrix $H \in \text{Mat}_{d \times d, \mathbb{R}}$ to be a probability representation of some Hamiltonian $H$.

In order to proceed, we first need to introduce the ‘vectorised’ notation for operators. If $A \in \Sigma(H)$ is an operator, then it can be written in a form

$$A = \sum_{n,m=1}^d A_{nm} |n\rangle \langle m|, \quad A_{nm} = \langle n|A|m\rangle. \quad (63)$$

Then the bra- and ket-representations of $A$ will be denoted as

$$|A\rangle = \sum_{n,m} A_{nm} |n\rangle \otimes |m\rangle, \quad \langle A| = \sum_{n,m} \overline{A}_{nm} \langle n| \otimes \langle m|.$$ \quad (64)

These representations may be understood as raising or lowering index. The inner product between such vectors yields $\langle \langle A|B\rangle \rangle = \text{Tr} \left( A^\dagger B \right)$. We also note that $B = UAV$ transforms into $|B\rangle = U \otimes V |A\rangle$ with $U, V \in \Sigma(H)$.

We introduce tensors $e$ and $E$ in the form

$$e = [\langle e_1| \ldots |e_d\rangle], \quad E = \begin{bmatrix} \langle E_1| \\ \vdots \\ \langle E_d| \end{bmatrix}. \quad (65)$$

Then one has

$$|\rho\rangle = e \rho, \quad E e = \sum_{i=1}^d |e_i\rangle \langle E_i|. \quad (66)$$

By using this notation, the matrix $H$ can be written as follows:

$$H = -\iota E \left( H \otimes I_d - I_d \otimes \overline{H} \right) e. \quad (67)$$

Let $\{\sigma^{(i)}\}_{i=1}^{d^2-1}$ be a linearly independent set of operators, satisfying following conditions: (i) operators are traceless $\text{Tr} \left( \sigma^{(i)} \right) = 0$; (ii) operators are Hermitian $\sigma^{(i)} = (\sigma^{(i)})^*$; (iii) $\text{Tr} \left( \sigma^{(i)} \sigma^{(j)} \right) = 2 \delta_{ij}$. In a two-dimensional Hilbert space ($d = 2$) such a set can be presented with Pauli matrices. Then the Hamiltonian can be represented as follows:

$$H = \nu_0 I_d + \sum_{i=1}^{d^2-1} \nu_i \sigma^{(i)}, \quad (68)$$

where $\nu_0 = \text{Tr} \left( H \right) / d$ and $\nu_i = \text{Tr} \left( H \sigma^{(i)} \right) / 2$.

Let $\{H^{(i)}\}_{i=1}^{d^2}$ be a set of matrices corresponding to $\{\sigma^{(i)}\}_{i=1}^{d^2-1}$:

$$H^{(i)} = \iota \text{Tr} \left( \sigma^{(i)} \left[ E_i, e_i \right] \right). \quad (69)$$

We note the probability representation of a Hamiltonian equal to identity matrix gives zero matrix. Therefore, we have

$$H = \sum_{i=1}^{d^2-1} \nu_i H^{(i)}. \quad (70)$$

Next, we can see that

$$\text{Tr} \left( H^{(i)} H^{(j)} \right) = - \text{Tr} \left( \sigma^{(i)} \sigma^{(j)} \otimes I_d + I_d \otimes \sigma^{(i)} \sigma^{(j)} \right) = -4d \delta_{ij}. \quad (71)$$

Thus, it is possible to define the projector $P_{\text{unit}}(\cdot)$ on the space $\text{Mat}_{d \times d, \mathbb{R}}$ that correspond to Hamiltonians in the following explicit form:

$$P_{\text{unit}}(M) = -\frac{1}{4d} \sum_{i=1}^{d^2-1} \text{Tr} \left( M \cdot H^{(i)} \right) H^{(i)}. \quad (72)$$
one can easily verify that \( \mathcal{P}_{\text{unit}}(H) = H \). (73)

It also worth to note the \( \mathcal{P}_{\text{unit}} \) turns to be a useful tool for studying experimental data in quantum process tomography experiments, since it allows extracting the unitary part of generator for a reconstructed process [35].

3.2. GKSL equation

Here we generalize the results of the previous section on the case of the GKSL equation [47, 48]. Consider the Markovian master equation in the form \( \rho(t) = L(\rho) \) with

\[
L(\rho) = -i[H, \rho(t)] + \sum_k \left( A_k \rho(t) A_k^\dagger - \frac{1}{2} \left\{ A_k^\dagger A_k, \rho(t) \right\} \right),
\]

where \( \{\cdot, \cdot\} \) is an anticommutator, and \( A_k \) are some arbitrary operators describing dissipative evolution, also known as noise operators.

Let us introduce a CP map \( \Psi : M \mapsto \sum_k A_k M A_k^\dagger \). One can think about \( \Psi(\cdot) \) as a quantum channel without trace-preserving property. The second term of Equation (74) can be written in the following form:

\[
\Psi(\rho) - \frac{1}{2} \{\Psi^* (I_d), \rho\} \equiv D(\rho),
\]

where \( \Psi^* \) is a map dual to \( \Psi \).

Let \( S \in \text{Mat}_{d^2 \times d^2}(\mathbb{R}) \) be MIC-POVM-based representation of \( \Psi \), i.e. \( S_{ij} = \text{Tr} \left(E_j \Psi(\sigma) \right) \). Then by using Equations (23), (24) and (49) one obtains

\[
\text{Tr} \left(E_j D(\sigma) \right) = S_{ij} - \sum_{k,l=1}^{d^2} S_{ij} \tilde{A}^\dagger_{kl} + \tilde{A}^\dagger_{kl} 2 \equiv D_{ij}
\]

for \( i,j = 1, \ldots, d^2 \). Using the probability representation of the first term of 74 from the previous section, we obtain the GKSL equation in the MIC-POVM-based probability as follows:

\[
\dot{\rho}(t) = L \rho(t), \quad L = H + D.
\]

One can easily verify that \( D \in \text{Mat}_{d^4 \times d^4}(\mathbb{R}) \) and \( \sum_{j=1}^{d^2} D_{ij} = 0 \) for every \( j = 1, \ldots, d^2 \).

We also discuss a necessary and sufficient properties of \( L \) to be corresponded to some Liouvillian \( L(\cdot) \). It is known (see reference [49]) that \( L(\cdot) \) is a generator of CPTP maps if and only if

\[
\mathcal{P}_s (\text{Id} \otimes L(\sigma)) \mathcal{P}_s \geq 0,
\]

where \( \sigma \in \mathcal{S}(\mathcal{H} \otimes \mathcal{H}) \) is a maximally entangled state [see e.g. Equation (32)] and \( \mathcal{P}_s = I_{d^2} - \sigma \). We then consider \( d^2 \)-dimensional vectors \( s \) and \( p_\sigma \) with the following components:

\[
s_{(ij)} = \text{Tr} \left(E_i E_j \sigma \right), \quad \mathcal{P}_s \sigma_{(ij)} = \text{Tr} \left(E_i \right) \text{Tr} \left(E_j \right) - s_{(ij)}. \]

The probability representation of the expression in left-hand side of Equation (78) takes the form

\[
\mathcal{P}_s \left( I_{d^2} \otimes D \right)s \mathcal{P}_s \equiv p_D.
\]

Thus, one can employ the algorithm from section 2.2 to check that \( p_D \) corresponds to non-normalized state with respect to the MIC POVM \( E \otimes E \), and thus condition 78 is fulfilled.

3.3. Heisenberg picture

Up to this point, we described evolution equation for states from the viewpoint of the Schrödinger picture. Here we show how to adapt the MIC-POVM-based probability representation to the Heisenberg picture, where measurement operators evolve. As a master equation, we consider GKSL equation from the previous section.
Consider a POVM \( M = \{ M_i \}_{i=1}^m \). Remember, that in the MIC-POVM-based representation it is defined by \( m \times d^2 \) pseudostochastic matrix \( M \). The probability vector of measurement outcomes at time \( t \geq 0 \) is given by
\[
M p(t) = M e^{L t} p_0.
\]
(81)

Now we can introduce a Heisenberg representation of \( M \): \( M^{\text{Heis}}(t) := M e^{L t} \), that is solution of the equation
\[
\frac{d}{dt} M^{\text{Heis}}(t) = M^{\text{Heis}}(t)L, \quad M^{\text{Heis}}(0) = M(0).
\]
(82)

The probabilities of outcomes are given by \( q(t) = M^{\text{Heis}}(t)p_0 \) We note that Equation (83) can be also adapted to an evolution of a particular effect (row of \( M \)) instead of full matrix \( M \). In the case of Hermitian observable one can write the following equation for an row-vector allowing to compute mean value of \( \langle O(t) \rangle = O^{\text{mean}}(t)p_0 \):
\[
\frac{d}{dt} O^{\text{mean}}(t) = O^{\text{mean}}(t)L, \quad O^{\text{mean}}(0) = O_{\text{mean}}.
\]
(83)

### 4. MIC-POVM probability representation and quantum-to-classical transition

One of the important questions that can be addressed in the probability representation of quantum dynamics via pseudostochastic maps is how to quantify an aspect of ‘non-classicality’ of a particular quantum dynamics. As we see, quantum dynamics is essentially different from classical stochastic dynamics by the possibility of negative conditional probabilities. The study of negative elements in pseudostochastic matrices seems to be very important in particular for understanding the origin of the complexity of simulating quantum dynamics of large-scale quantum systems. We note that the fact of the complexity of efficient simulation of the behavior of quantum systems by classical stochastic systems is indeed a widely believed but unproven conjecture.

At the same time, the presence of decoherence drastically changes the nature of the dynamics of quantum-mechanical systems. We note that in reference [35] it has been shown that decoherence process accompanying a unitary quantum dynamics in the framework of quantum Markovian master equation can eliminate negative elements in the resulting pseudostochastic matrix making it purely stochastic and looking like a classical stochastic process. Here we study a decay quantum features of a dissipative quantum dynamics via pseudostochastic maps is how to quantify an aspect of ‘non-classicality’ of a particular quantum dynamics. As we see, quantum dynamics is essentially different from classical stochastic dynamics by the possibility of negative conditional probabilities. The study of negative elements in pseudostochastic matrices seems to be very important in particular for understanding the origin of the complexity of simulating quantum dynamics of large-scale quantum systems. We note that the fact of the complexity of efficient simulation of the behavior of quantum systems by classical stochastic systems is indeed a widely believed but unproven conjecture.

First of all, we note that appearance of negative conditional probabilities in pseudostochastic matrix \( S(t) = e^{Lt} \) is determined by negative non-diagonal elements of the generator \( L \). On the one hand, if there exist at least one negative non-diagonal element \( L_{i'j'} < 0 \) \((i' \neq j')\), then there appear negative elements in \( S(t) \) at least for small enough time \( t > 0 \) for which \( S(t) \approx I + Lt \). On the other hand, if all non-diagonal elements of \( L \) are non-negative, then considering the identity
\[
S(t) = \lim_{n \to \infty} \left( I + \frac{L}{n} \right)^n
\]
(84)

we come to the conclusion that all elements of \( S(t) \) are non-negative for any \( t > 0 \) since all elements of \( I + Lt/n \) are non-negative.

Then, let us have in mind that (i) for every generator of the GKSL equation one has \( \sum_i L_i = 0 \), and (ii) in the case of purely unitary evolution one has the diagonal elements being equal to zero. From these two facts it directly follows that every non-trivial generator of decoherence-free evolution \( L = H \neq 0 \) has at least one negative element for sure. As it was already mentioned, an appearance of a dissipator term \( D \) in the generator \( L = H + D \) can change the situation, and negative elements can disappear from the generator.

We then consider the case of a spin-1/2 particle processing in a magnetic field and exposed by one the following standard dissipative process: depolarizing, dephasing and amplitude damping. From the viewpoint of the standard formalism, we consider a Hamiltonian in the following form:
\[
H_\theta = \frac{1}{2}(\sigma^{(1)} \sin \theta + \sigma^{(5)} \cos \theta),
\]
(85)

and the following variants of noise-operators (Lindblad operators):
\[
A_{\gamma,i}^{\text{depd}} = \frac{1}{2\sqrt{\tau}} \sigma^{(i)}, \quad i = 1, 2, 3;
\]
(86)
\[
A_{\gamma,0}^{\text{deph}} = \frac{1}{\sqrt{\tau}} \sigma^{(5)},
\]
(87)
Here $\sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)}$ are standard $x-, y-, z$-Pauli matrices correspondingly, $\theta$ is a real polar angle which determines a direction of the magnetic field (azimuthal angle is set to zero), and $\tau > 0$ is a decoherence process characteristic time. Thus we consider the GKSL equation $d \rho = L_{\theta,\tau}^{\text{dec}}[\rho]$ with generator

$$L_{\theta,\tau}^{\text{dec}}[\rho] = -i[H_0, \rho] + \sum_k \left( A_{r,k}^{\text{dec}} \rho A_{r,k}^{\text{dec}}\dagger - \frac{1}{2} [A_{r,k}^{\text{dec}}\dagger A_{r,k} A_{r,k} \rho + \rho A_{r,k} A_{r,k} \dagger] \right)$$

(89)

with $\text{dec} \in \{ \text{depol, deph, damp} \}$. We note that Larmor frequency is fixed and equal to $1$ and all three decoherence processes are invariant under rotation around $z$-axis.

Next, we study a pseudostochastic matrix of the quantum channel, which maps an initial state at the moment $t = 0$ to the final state at some $t > 0$ according to Equation (89). In particular, we are interested in the conditions on the parameters $\theta$ and $\tau$ which make the resulting evolution matrix to be purely stochastic for any time $t > 0$. As it was already mentioned, this kind of quantum-to-classical transition is determined by the form of the generator. In turn, it depends not only on the values of $\theta$ and $\tau$, but also on the particular MIC-POVM used for its representation.

Let $L^{(E)}$ be a probability representation of generator 89 with respect to a MIC-POVM $E$. As a reference point, we take a SIC-POVM $E^{\text{sym}}$ with the following effects:

$$E^{\text{sym}}_1 = \frac{1}{4} I_4 + \frac{\sqrt{3}}{12} (\sigma^{(1)} - \sigma^{(2)} + \sigma^{(3)}),$$
$$E^{\text{sym}}_2 = \frac{1}{4} I_4 + \frac{\sqrt{3}}{12} (\sigma^{(1)} - \sigma^{(2)} + \sigma^{(3)}),$$
$$E^{\text{sym}}_3 = \frac{1}{4} I_4 + \frac{\sqrt{3}}{12} (\sigma^{(1)} + \sigma^{(2)} - \sigma^{(3)}),$$
$$E^{\text{sym}}_4 = \frac{1}{4} I_4 + \frac{\sqrt{3}}{12} (-\sigma^{(1)} - \sigma^{(2)} - \sigma^{(3)}).$$

(90)

In the $E^{\text{sym}}$-based representation the generator term corresponding to the unitary evolution takes the form

$$H^{(E^{\text{sym}})}_{\theta} = \frac{\sin \theta}{4} \begin{bmatrix} 0 & -1 & 1 & 0 \\ 1 & 0 & 0 & -1 \\ -1 & 0 & 0 & 1 \\ 0 & 1 & -1 & 0 \end{bmatrix} + \frac{\cos \theta}{4} \begin{bmatrix} 0 & -1 & 0 & 1 \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & 1 & 0 \end{bmatrix}.$$

(91)

The generators of depolarization, dephasing and damping are

$$D^{\text{depol}[E^{\text{sym}}]} = \frac{1}{4\tau} \begin{bmatrix} -3 & 1 & 1 & 1 \\ 1 & -3 & 1 & 1 \\ 1 & 1 & -3 & 1 \\ 1 & 1 & 1 & -3 \end{bmatrix},$$
$$D^{\text{deph}[E^{\text{sym}}]} = \frac{1}{2\tau} \begin{bmatrix} -1 & 1 & 0 & 0 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & 1 & -1 \end{bmatrix},$$
$$D^{\text{damp}[E^{\text{sym}}]} = \frac{1}{4\tau} \begin{bmatrix} -2 & 0 & 1 & 1 \\ 0 & -2 & 1 & 1 \\ 1 & 1 & -2 & 0 \\ 1 & 1 & 0 & -2 \end{bmatrix} + \frac{1}{4\sqrt{3}\tau} \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ -1 & -1 & -1 & -1 \\ -1 & -1 & -1 & -1 \end{bmatrix},$$

(92) (93) (94) (95)

respectively.
The transition of the generators to an arbitrary MIC-POVM $E$-based representation can be realized via the transformation

$$L_{\theta,\tau}^{\text{dec}[E]} = M_{E}^{[E_{\text{sym}}]} L_{\theta,\tau}^{\text{dec}[E]_{\text{sym}}} M_{E}^{[E_{\text{sym}}]}, \quad (96)$$

where $L_{\theta,\tau}^{\text{dec}[\cdot]} = H_{\theta}^{[\cdot]} + D_{\tau}^{\text{dec}[\cdot]}$ and $M_{E}^{[E_{i}]}$ is a pseudostochastic matrix of a measurement with MIC-POVM $E_{i}$ in MIC-POVM $E_{2}$-based representation.

Let $\mathcal{N}(L^{[E]})$ be a sum of negative elements in $L^{[E]}$:

$$\mathcal{N}(L^{[E]}) = \sum_{i \neq j} \max \left(0, -L_{ij}^{[E]} \right). \quad (97)$$

This quantity characterizes an extent of non-classicality of a quantum Markovian generator with respect to the probability representation with MIC-POVM $E$. The crucial point is that $\mathcal{N}(L^{[E]})$ in the case of the considered spin-1/2 evolution can depend not only on physical parameters $\tau$ and $\theta$, but also on the employed MIC-POVM $E$. In order to reduce dependence on particular MIC-POVM for quantifying non-classicality, we introduce the following quantity:

$$\mathcal{N}_{\Omega}(L) = \min_{E \in \Omega} \mathcal{N}(L^{[E]}), \quad (98)$$

where $\Omega$ is the set of MIC-POVMs, $L$ is the generator of the quantum Markovian dynamics (one can think of it as a super-operator from the right-hand side of the GKSL equation written in the standard form), and $L^{[E]}$ is the $E$-based probability representation of $L$. Finally, we introduce a quantity

$$\tau_{\text{dec}}^{\text{crit}}(\theta; \Omega) = \sup \left\{ \tau \mid \mathcal{N}_{\Omega}(L_{\theta,\tau}^{\text{dec}}) = 0 \right\}, \quad (99)$$

which shows a minimal strength of decoherence process $\text{dec} \in \{\text{depol, deph, damp}\}$, which is characterized by corresponding characteristic time, such that the resulting evolution looks ‘classical-like’ (i.e. has stochastic evolution matrix) from the viewpoint of optimal probability representation with MIC-POVM taken from some set $\Omega$. We note that this value also depends on the angle $\theta$ which determines a unitary evolution process.

We calculate $\tau_{\text{dec}}^{\text{crit}}(\theta; \Omega)$ numerically for three different sets $\Omega$: (i) the set of all possible SIC-POVM; (ii) the set of projective MIC-POVMs (pMIC-POVMs), that is MIC-POVMs consisted of rank-1 projectors only; and (iii) the general set of all possible MIC-POVMs. One can see that these three cases go from a special one to the most general one. The results of our numerical calculations are presented in figure 3.

As one may expect, for the depolarization model [see figure 3(a)] a dependence on $\theta$ is absent due to the symmetry of the corresponding generator. The obtained values of $\tau_{\text{depol}}^{\text{crit}}$ for SIC-POVM, pMIC-POVM, and MIC-POVM cases are 0.5, 0.6, and 0.61 correspondingly. So the transition from SIC-POVM-based representation to MIC-POVM-based representation allows decreasing a tolerable strength of depolarization process at which the whole quantum process looks similar to a classical stochastic process. Dependence on the angle $\theta$ appears in the dephasing process. Figure 3(b) shows that MIC-POVMs provide the same results as MIC-POVMs, while SIC-POVMs allows obtaining the stochastic form of the evolution matrix only in the

Figure 3. Results of numerical calculations of the characteristic time $\tau_{\text{dec}}^{\text{crit}}$ such that the resulting evolution looks ‘classical-like’, for three different decoherence channels and different sets of MIC-POVM: in (a) depolarization, in (b) dephasing, and in (c) damping channels. One can see that the MIC-POVM-based probability representation gives more strict requirements for revealing the non-classical character of dissipative quantum dynamics in compare with the SIC-POVM-based approach.
small neighborhood of $\theta = 0$ and $\theta = \pi$. In the case of damping [see figure 3(c)] we see that pMIC-POVMs and MIC-POVMs provide results better than SIC-POVMs, meanwhile we obtain $\tau_{\text{damp}}^\text{crit} = 0.5$ for any $\theta$ whereas results for pMIC-POVMs depend on $\theta$ with some plateau-like behavior around $\theta = 0.5$.

On the basis of the obtained results, we can conclude that turning from the SIC-POVM representation to the MIC-POVM representation allows pushing back a ‘quantum–classical border’ from the side of classical processes, and thus makes it easier to employ a theory of classical stochastic processes to quantum dynamics. These results are relevant to future investigation of emulating quantum dynamics with randomized algorithms run on a classical computer and, correspondingly, to the quantum advantage problem [50–53].

5. MIC-POVM-based representation for quantum computing

In this section, we discuss how the MIC-POVM representation allows taking a fresh look at the process of quantum computing within a (digital) gate-based quantum computing model with qubits. In this model, execution of quantum algorithm can be divided into three basic steps: (i) initialization of a qubit register, (ii) manipulation with qubit states, and (iii) read-out measurement. The state initialization essentially represents the preparation of a state $|\psi^{\text{init}}\rangle = |0\rangle \otimes \cdots \otimes |0\rangle$, where $n$ is a number of qubits (hereinafter we use standard notation $\{|0\rangle, |1\rangle\}$ for the computational basis vectors of Hilbert spaces corresponding to each qubit). The state manipulation is represented as a sequence of single-qubit and two-qubit gates, i.e. a set of unitary operators acting in corresponding Hilbert spaces.

It is a well-known fact that any quantum algorithm can be efficiently decomposed into a sequence of gates from some finite universal gate set (see reference [3]), which consists of a single two-qubit gate, such as controlled-NOT (CNOT) or controlled-phase gates:

\[
CX = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad CZ = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix},
\]

and number of single-qubit gates, e.g. Hadamard gate $H$ and $T$-gate:

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}, \quad T = \begin{bmatrix}
1 & 0 \\
0 & e^{i\pi/4}
\end{bmatrix}.
\]

The read-out measurement is essentially a projective measurement in the computation basis performed on some subset (or the full set) of $n$ qubits. One can think about the read-out measurement as a sampling of a random variable according to a distribution determined by the state $|\psi^{\text{fin}}\rangle = U_{\text{circ}}|\psi^{\text{init}}\rangle$, where $U_{\text{circ}}$ is unitary operator of all applied gates.

5.1. Initialization

Let us consider a process of quantum computations from the viewpoint of MIC-POVM based probability representation. Within this section we fix a single MIC-POVM $E$ constructed with tensor product operation from SIC-POVM effects 90:

\[
E = \{E_{i_1}^{\text{sym}} \otimes \cdots \otimes E_{i_n}^{\text{sym}}\}_{i_1,\ldots,i_n \in \{1,2,3,4\}}.
\]

The initial $4^n$-dimensional probability vector corresponding to $|\psi^{\text{init}}\rangle$ then takes the form

\[
p^{\text{init}} = p^{(0)} \otimes \cdots \otimes p^{(0)},
\]

where

\[
p^{(0)} = \begin{bmatrix}
3 + \sqrt{3} & 3 + \sqrt{3} & 3 - \sqrt{3} & 3 - \sqrt{3}
\end{bmatrix}^T
\]

is probability vector corresponding to the state $|0\rangle$. We note that in the considered probability representation each qubit corresponds to a classical two-bit string, and the whole $n$-qubit state can be considered as a probability distribution over all possible values of $2n$-bit string.
Figure 4. Evolution of the single qubit state $|0\rangle$, which is affected by the Hadamard gate, in the probability representation. Label $i \in \{1, 2, 3, 4\}$ corresponds to the effect $E_i^{\text{sym}}$.

### 5.2. Single-qubit gates

We consider a representation of single-qubit and two-qubit gates. A pseudostochastic matrix of a single-qubit gate $U_1$ in the SIC-POVM representation reads:

$$ S(U_1) = 3s(U_1) - 2J_1, \quad (105) $$

where

$$ s(U_1)_{ij} = 2\text{Tr}(E_i^{\text{sym}} U_1 E_j^{\text{sym}} U_1^T), \quad i, j = 1, 2, 3, 4, \quad (106) $$

and $J_1$ is a $4 \times 4$ matrix with all entities equal to $1/4$. It is easy to see that $s(U_1)$ is a bistochastic matrix (note that $\rho_j$ can be considered as a fair quantum state). The matrix $J_1$ is also bistochastic and outputs maximally chaotic state for any input probability vector. Pseudostochastic matrices for some common single-qubit gates are provided in appendix A. We also demonstrate an application of the Hadamard gate to the state $|0\rangle$ in figure 4.

### 5.3. Multi-qubit gates

In the case of $n \geq 2$ qubits, the pseudostochastic matrix corresponding to an action of $U_1$ on a particular qubit can be obtained by tensor product with identity matrix (matrices). As an illustrative example consider the case where $U_1$ acts on the second qubit among $n = 4$ qubits. Since an absence of operation corresponds to identity stochastic matrix the resulting pseudostochastic matrix reads

$$ I_4 \otimes S(U_1) \otimes I_4 \otimes I_4 = 3I_4 \otimes s(U_1) \otimes I_{16} - 2I_4 \otimes J_1 \otimes I_{16}. \quad (107) $$

We note that the right-hand side of Equation (107) is a difference of two scaled stochastic matrices.

We see that the probability vector resulting from the action of the considered pseudostochastic matrix appears to be a linear combination of two probability vectors obtained from the initial one by acting with different bistochastic matrices. The sum of coefficients of this linear combination is equal to one thus forming affine combinations. Due to the negative elements inside, it is very different from a convex hull typical for a classical randomization process.

The situation with a two-qubit entangling gate $U_2$ (e.g. $\text{CX}$ or $\text{CZ}$) is a bit more complex. The corresponding pseudostochastic matrix reads

$$ S(U_2) = 9s_1(U_2) - 12s_{11}(U_2) + 4J_2, \quad (108) $$

where

$$ s_1(U_2)_{ij,kl} = 4\text{Tr}(E_i^{\text{sym}} \otimes E_j^{\text{sym}} U_2 E_k^{\text{sym}} \otimes E_l^{\text{sym}} U_2^T), $$

$$ s_{11}(U_2)_{ij,kl} = \text{Tr}(E_i^{\text{sym}} \otimes E_j^{\text{sym}} U_2 \tilde{\rho}_i U_2^T), $$

$$ \tilde{\rho}_i = E_i^{\text{sym}} \otimes \rho_{\text{mix}} + \rho_{\text{mix}} \otimes E_i^{\text{sym}}, \quad i, j, k, l = 1, 2, 3, 4, \quad (109) $$
Figure 5. Construction of the cluster state in the probability representation. Here \((ij)\) outcome corresponds to \(E_{ij}^{sym} \otimes E_{ij}^{sym}\) effect of the employed MIC-POVM 102.

where \(\rho_{\text{mix}} = \mathbf{I}_2 / 2\) is a maximally mixed state, \(J_2\) is a matrix with all entities equal to 1/16. One can check that all matrices \(s_1(U_2), s_1(U_2),\) and \(J_2\) are bistochastic. We observe again a linear combination of stochastic matrices with coefficient giving a total of unity and having negative elements. As an example we show the construction of a two-node cluster state in figure 5. We also provide pseudostochastic matrices corresponding to different two-qubit gates in appendix A. The pseudostochastic matrix of two-qubit operation acting on a particular pair of \(n \geq 3\) qubits can be obtained by employing tensor product with identity matrix (matrices) in a similar way as in the case of the single-qubit gate.

5.4. Measurements

The pseudostochastic matrix of the single-qubit projective measurement in the computation basis is given by the following expression:

\[
M_{\text{pr}} = 3m_{\text{pr}} - 2J_{\text{pr}},
\]

where

\[
m_{\text{pr}} = \frac{1}{2} \begin{bmatrix}
1 + \frac{1}{\sqrt{3}} & 1 + \frac{1}{\sqrt{3}} & 1 - \frac{1}{\sqrt{3}} & 1 - \frac{1}{\sqrt{3}} \\
1 - \frac{1}{\sqrt{3}} & 1 - \frac{1}{\sqrt{3}} & 1 + \frac{1}{\sqrt{3}} & 1 + \frac{1}{\sqrt{3}}
\end{bmatrix},
\]

and \(J_{\text{pr}}\) is a \(2 \times 4\) stochastic matrix with all elements equal to 1/2. One can see that the form of Equation (110) is similar to Equation (105). However, the important difference is that within the projective measurement we have a reduction of probability space dimensionality. An example of the projective measurement of a state \(|1\rangle\) in the probability representation is shown in figure 6. In the case of \(n > 1\) qubits the pseudostochastic matrix of the single-qubit measurement can be obtained in a similar fashion as in the case single-qubit gate [see example in Equation (107)] a pseudostochastic matrix of the projective measurement of several qubits can be obtained as a sequence of measurements on individual qubits.

We see that the running of \(n\)-qubit quantum circuit can be considered as a kind of random walk of \(2^n\)-bit string. In each step corresponding to an implementation of single-qubit or two-qubit quantum gates a single or a pair of 2 bit chunks are affected (each chunk consists of \((2k)\)th and \((2k + 1)\)th position in the string with \(k = 0, 1, \ldots, n - 1\)). The final step of readout measurement corresponds to a compressive random mapping of each 2 bit chunk, corresponding to measured qubit, to 1 bit value. The quantum nature of this randomized process manifests itself by the fact that all steps are described with pseudostochastic matrices given by Equations (105), (108) and (110). On the one hand the negative conditional probabilities of pseudostochastic matrices prevent us from straightforward emulating of quantum processes within quantum computation with classical randomized algorithms, and on the hand they actually underlie the advantage of quantum computers over classic ones.

5.5. Grover’s algorithm

In order to provide another illustrative example of the probabilistic representation of quantum computing processes, we consider a two-qubit Grover’s algorithm [54] with a classical oracle function

\[
\chi(10) = 1, \quad \chi(00) = \chi(01) = \chi(11) = 0.
\]

The corresponding circuit which allows finding the ‘secret string’ 10 by a single query to the two-qubit quantum oracle

\[
U_\chi|xy\rangle = (-1)^{\chi(xy)}|xy\rangle, \quad x, y \in \{0, 1\}
\]
Figure 6. Projective measurement in the probability representation. Here 0 and 1 stand for standard outcome labels.

Figure 7. Demonstration of Grover’s algorithm in the probability representation. In (a) the circuit for Grover’s algorithm is illustrated. In (b) the step-by-step implementation of Grover’s algorithm in the probability representation is shown.

is shown in figure 7(a). The evolution of the probability representation of corresponding four-bit string is shown in figure 7(b). One can observe how the information about the secret string first gets into the state after applying the oracle and then is extracted with the diffusion gate and projective measurement.

6. Conclusion and outlook

Here we summarize the main results of our paper. We have developed the MIC-POVM-based probability representation, which generalizes the SIC-POVM-based approach. We have demonstrated advantages of this approach with the focus on the description of multi-qubit systems. We have derived quantum dynamical equations both for the unitary von-Neumann evolution and the Markovian dissipative evolution, which is governed by the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) generator. We have also discussed applications of the suggested approach for the analysis of NISQ computing processes and obtain pseudostochastic maps for various decoherence channels and quantum gates. In particular, we have demonstrated that the MIC-POVM-based probability representation gives more strict requirements for revealing the non-classical character of dissipative quantum dynamics in comparison with the SIC-POVM-based approach. These results seem to be relevant to future investigation of emulating quantum dynamics with randomized algorithms run on a classical computer and, correspondingly, to the quantum advantage problem [50–53]. Our approach seems to be promising in the context of investigating dynamics of open quantum systems with initially correlated states of a system and bath, which has been studied in details in reference [55].
Table 2. Pseudostochastic matrices corresponding to some common channels in SIC-POVM-based formalism.

| Quantum channel | Standard formalism | Pseudostochastic matrix |
|-----------------|--------------------|-------------------------|
| Identity        | \( \Phi_\varepsilon[\rho] = \rho \) | \[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\end{bmatrix}
\] |
| Depolarization  | \( \Phi_\varepsilon[\rho] = e^{-i\theta} \rho + (1 - e^{-i\theta}) \chi \) | \[
\begin{bmatrix}
1 + 3e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 \\
1 - e^{-i\theta}/2 & 1 + 3e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 \\
1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 + 3e^{-i\theta}/2 & 1 - e^{-i\theta}/2 \\
1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 - e^{-i\theta}/2 & 1 + 3e^{-i\theta}/2 \\
\end{bmatrix}
\] |
| Dephasing       | \( \Phi_\varepsilon[\rho] = \begin{bmatrix}
\rho_{00} & e^{-i\theta_{11}} \rho_{00} & e^{-i\theta_{21}} \rho_{00} & e^{-i\theta_{31}} \rho_{00} \\
e^{-i\theta_{10}} \rho_{00} & \rho_{00} & e^{-i\theta_{20}} \rho_{00} & e^{-i\theta_{30}} \rho_{00} \\
e^{-i\theta_{12}} \rho_{00} & e^{-i\theta_{22}} \rho_{00} & \rho_{00} & e^{-i\theta_{32}} \rho_{00} \\
e^{-i\theta_{13}} \rho_{00} & e^{-i\theta_{23}} \rho_{00} & e^{-i\theta_{33}} \rho_{00} & \rho_{00} \\
\end{bmatrix} \) | \[
\begin{bmatrix}
1 + e^{-i\theta_{11}}/2 & 1 - e^{-i\theta_{11}}/2 & 0 & 0 \\
1 - e^{-i\theta_{11}}/2 & 1 + e^{-i\theta_{11}}/2 & 0 & 0 \\
0 & 0 & 1 + e^{-i\theta_{11}}/2 & 1 - e^{-i\theta_{11}}/2 \\
0 & 0 & 1 - e^{-i\theta_{11}}/2 & 1 + e^{-i\theta_{11}}/2 \\
\end{bmatrix}
\] |
| Damping         | \( \Phi_\varepsilon[\rho] = \begin{bmatrix}
a & b & c & e \\
b & a & e & c \\
d & d & f & e \\
e & c & e & f \\
\end{bmatrix} \) | \[
\begin{bmatrix}
2 \cos^2 \left( \frac{\omega t}{2} \right) & - \sin(\omega t) & \sin(\omega t) & 2 \sin^2 \left( \frac{\omega t}{2} \right) \\
- \sin(\omega t) & 2 \cos^2 \left( \frac{\omega t}{2} \right) & \sin^2 \left( \frac{\omega t}{2} \right) & - \sin(\omega t) \\
\sin(\omega t) & \sin^2 \left( \frac{\omega t}{2} \right) & 2 \cos^2 \left( \frac{\omega t}{2} \right) & \sin(\omega t) \\
2 \sin^2 \left( \frac{\omega t}{2} \right) & - \sin(\omega t) & - \sin(\omega t) & \cos^2 \left( \frac{\omega t}{2} \right) \\
\end{bmatrix}
\] |

We note that there is an interesting connection between MIC representations (and SIC representations particularly) with Lie algebras and Lie groups [22, 56, 57]. The properties of a concrete MIC-POVM may be studied using the structure constants of a generated Lie algebra. For example, it was shown, that the structure constants are completely antisymmetric exactly in the case of SIC-POVMs [57].

We also would like to note that the representation may be considered as a faithful functor from the category of channels to the category of pseudostochastic maps (see reference [36]), which can be explored in future in more details. Another interesting direction for the further research is related to tensor networks [58, 59], which are also important from the perspective of quantum computing.
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Appendix A: Pseudostochastic matrices of common single-qubits channels and single- and two-qubit gates

We provide explicit form of pseudostochastic matrices for some common types of quantum channels in the case spin 1/2 particle (qubit) in Table 2. For constructing probability representation of all channels, SIC-POVM (90) is used.
We also demonstrate pseudostochastic matrices for some single- and two-qubit gates in figure 8. Pseudostochastic matrices of single-qubit gates are obtained with SIC-POVM $E_{\text{sym}}$ given in Equation (90). For constructing probability representation of two-qubit gates, the MIC-POVM $E_{\text{sym}} \otimes E_{\text{sym}}$ is used. One can observe an appearance of negative elements in pseudostochastic matrices of Hadamard gate, $T$ gate, $S$ gate, $CZ$ gate, CNOT ($CX$) gate, and iSWAP gate. We note that negative elements are absent for Pauli-$X$ gate and SWAP gate.
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