Abstract—In this paper, we investigate an unsourced random access scheme for massive machine-type communications (mMTC) in the sixth-generation (6G) wireless networks with sporadic data traffic. Firstly, we establish a general framework for massive unsourced random access based on a two-layer signal coding, i.e., an outer code and an inner code. In particular, considering Rician fading in the scenario of mMTC, we design a novel codeword activity detection algorithm for the inner code of unsourced random access based on the distribution of received signals by exploiting the maximum likelihood (ML) method. Then, we analyze the performance of the proposed codeword activity detection algorithm exploiting Fisher Information Matrix, which facilitates the derivation of the approximated distribution of the estimation error of the codeword activity vector when the number of base station (BS) antennas is sufficiently large. Furthermore, for the outer code, we propose an optimization algorithm to allocate the lengths of message bits and parity check bits, so as to strike a balance between the error probability and the complexity required for outer decoding. Finally, extensive simulation results validate the effectiveness of the proposed detection algorithm and the optimized length allocation scheme compared with an existing detection algorithm and a fixed length allocation scheme.
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I. INTRODUCTION

With the upcoming Internet-of-Things (IoT) era, the sixth-generation (6G) wireless networks are expected to provide numerous machine-type communication services, e.g., sensing, monitoring, and reporting [1]–[3]. In general, machine-type communications in 6G wireless networks inherit the characteristics of massive connectivity, sporadic traffic, and small payload. It is expected that 6G wireless networks support 10 devices per $m^2$ in 2030. For such massive machine-type communications (mMTC), conventional grant-based random access schemes may lead to exceedingly high access latency and prohibitive signaling overhead. To address these challenging issues, it is necessary to design new random access schemes according to the characteristics of extreme massive connectivity in 6G wireless networks [4].

Recently, grant-free random access, as a new random access scheme, has been introduced into mMTC for handling massive access [5], [6]. Unlike grant-based random access, grant-free random access allows active devices to access wireless networks directly without a prior authority such that the access latency can be reduced significantly in the scenarios of massive connectivity and sporadic traffic. Currently, there are two kinds of grant-free random access schemes [7]. The first one is sourced random access, in which the base station (BS) has to first know the identities of active devices and then recovers their transmitted data packets. Therefore, the active devices should send unique pilot sequences over the uplink channels for performing device activity detection and channel estimation. Since device activity detection can be regarded as a typical sparse signal recovery problem, numerous compressive sensing (CS)-based approaches have been applied to design sourced random access algorithms [8]–[10]. Generally speaking, the access procedure of sourced random access contains two steps. First, active devices send predetermined pilot sequences to the BS for activity detection and channel estimation at the beginning of a time slot [11], [12]. Then, active devices transmit data signals in the rest of the time slot. Nonetheless, in the context of massive connectivity, to guarantee the accuracy of activity detection and channel estimation, active devices are forced to send long pilot sequences, introducing long end-to-end delay. Even worse, the traffic of mMTC is usually with small payload and thus long pilot sequences occupy most of the packet length, leading to the underutilization of limited system resources.

The other practical scheme is unsourced random access, in which the BS is only interested in the transmitted messages, but is not concerned about the identities of active devices which sent the messages [13]–[17]. In this context, sending unique pilots in advance is not necessary for device detection, which reduces the consumption of wireless resources significantly, especially in the case of massive connectivity. Since unsourced random access is unconcerned with the identities of active devices, all devices can share the same codebook. In particular, the message of each active device is mapped to a codeword of the codebook and then the corresponding codeword is transmitted for massive access. Consequently, the task of the BS is changed from device activity detection to codeword activity detection. If any devices wish to mark themselves, they can include their identities into the data information. Note that even if the number of transmitted information bits is small, e.g., tens of bits, the size of the codebook can be huge, resulting in intolerable computational
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complexity for codeword activity detection. Hence, to address this issue, the idea of segmentation is naturally applied to unsourced random access. Specifically, each segmentation is independently sent based on a small codebook such that the computational complexity for codeword activity detection is reduced. It is worth pointing out that for unsourced random access, the exceedingly long preamble sequences are avoided. Although redundancy will be added in the case of message segment, the amount of redundancy is limited because it is independent of the number of devices. Thus, unsourced random access is more efficient than sourced random access.

For instance, the authors of [14] introduced a coded CS scheme for unsourced random access over the adder channel. In this scheme, the message transmission process involves a two-layer coding, i.e., inner code (CS code) and outer code (tree code). Specifically, at the sender, a tree-based outer encoder splits the long messages into sub-blocks and the CS inner encoder is responsible for mapping each sub-block to a codeword of a common codebook. Then at the receiver, the CS inner decoder completes the codeword activity detection from the noisy received signals over all sub-blocks and finally the tree-based outer decoder connects the sub-blocks to recover original messages. Based on the proposed framework in [14], a non-Bayesian codeword activity detection algorithm was proposed for the inner decoder of massive unsourced random access in [13], which outperforms the Bayesian vector approximate message passing schemes in terms of stability. Meanwhile, the authors of [19] redesigned the unsourced random access framework in [14]. In particular, the inner decoder and the outer decoder operated cooperatively and passed messages back and forth to take the advantages of the coded CS structure to ensure reliable propagation. Furthermore, the authors of [20] proposed a distinct uncoupled CS-based unsourced random access scheme, where the tree-based encoding was cancelled and the tree-based decoder was replaced with a clustering decoder. Then, the sub-blocks recovered by the inner decoder were stitched in the clustering decoder by leveraging the inherent coupling of channel correlations across sub-slots.

Despite various studies have solved many practical problems, a common drawback of previous works is that they only considered unsourced random access over Rayleigh fading channels [14, 18–22]. As a matter of fact, due to a very high connectivity density in mMTC, e.g., 10 devices per $m^2$ in 6G wireless networks, the access distance may be within hundreds or even tens of meters. Hence, the line-of-sight (LOS) propagation is an indispensable scenario in practical mMTC [23, 24]. Unfortunately, Rayleigh fading channels do not include a consistent LOS component. In contrast, Rician fading channel contains both LOS and non-LOS components which is more appropriate and accurate for mMTC. Besides, the channel distribution directly determines the statistical information of the received signals at the BS, which is the key of the statistics based signal processing schemes. In other words, existing results designed for Rayleigh fading channels are not applicable to the Rician fading counterpart systems. Additionally, the recent work [25] studied a massive unsourced random access scheme for correlated channels with LOS propagations. This work focused to design a activity detection algorithm, but did not provide a complete system framework or realize the trade-off between the complexity and the probability of error. Therefore, to the best of authors’ knowledge, massive unsourced random access over Rician fading channels is still an open issue.

In order to improve the performance of unsourced random access schemes, we aim to provide a universal solution for massive unsourced random access over Rician fading channels in 6G wireless networks. The contributions of this paper are as follows:

1) Inner coding: Due to a very large connection density for mMTC in the sixth-generation wireless networks, unsourced random access may experience Rician channel fading with a consistent LOS component. The existing works designed the inner coding algorithms assuming Rayleigh channel fading without a consistent LOS component. Intuitively, the direct adoption of the inner coding algorithms based on the Rayleigh channel fading assumption may lead to a severe performance degradation, which has been confirmed by simulations in this paper. To this end, we design an inner coding algorithm based on the Rician channel fading assumption. Moreover, we design a flexible threshold for the decision of active codeword according to the characteristics of Rician fading, which is widely applicable with respect to the fixed threshold in previous relevant works.

2) Outer coding: mMTC usually adopts short-packet transmission schemes due to its small data characteristic. In this context, the size of a data packet is limited, which affects both performance and complexity of the unsourced random access scheme. In order to achieve a balance between performance and complexity, we design an outer coding algorithm by optimizing the length of information bits and check bits in the minimization of the decoding complexity subject to a constraint on the probability of decoding failure in the presence of Rician channel fading. Thus, it is possible to design the outer coding algorithm according to the requirements of performance and complexity.

The rest of this paper is organized as follows: Section II discusses the adopted model of a 6G mMTC system over Rician fading channels. Section III provides a massive unsourced random access framework with two-layer message coding and designs a novel codeword activity detection algorithm for the inner code. Section IV analyzes the performance of the proposed codeword activity detection algorithm by deriving the distribution of estimation error and optimizes the lengths of parity check bits and message bits for the outer code. Then, extensive simulation results are presented in Section V to validate the effectiveness of the proposed scheme. Finally, Section VI concludes the paper.

Notations: We use bold upper (lower) letters to denote matrices (column vectors), $(\cdot)^T$ to denote transpose, $(\cdot)^H$ to denote conjugate transpose, $E[\cdot]$ to denote expectation, $\mathbb{C}_{a \times b}$ to denote a complex matrix or vector of dimension $a \times b$, $\mathcal{CN}(\mathbf{x}, \mathbf{Y})$ to denote the complex Gaussian distribution of a vector with mean vector $\mathbf{x}$ and covariance matrix $\mathbf{Y}$, $\exp(\cdot)$
to denote the exponent, \( P(\cdot) \) to denote the probability of an event, \( \text{diag}(x) \) and \( \text{diag}(A) \) to denote the matrix with \( x \) as the diagonal and the diagonal vector of matrix \( A \), respectively, \( X_{r,k} \) to denote the \( k \)-th column of \( X \), \text{decimal}(\cdot) \) to denote the decimal representation of binary sequence, \( \mathbb{R}_+^d \) and \( \mathbb{N}_+^d \) to denote the non-negative real and integer vector of dimension \( a \), respectively, \( \nabla \) to denote gradient, \( d(\cdot) \) to denote the differentiation, \(| \cdot | \) and \( \text{tr}(\cdot) \) to denote the determinant and the trace of a matrix, respectively.

II. SYSTEM MODEL

We consider a single-cell 6G mMTC system based on the unsourced random access protocol, where a BS equipped with \( M \) antennas serves \( K_{\text{tot}} \) single-antenna IoT user equipments (UEs) over the same time-frequency resources. Note that the connectivity density in 6G wireless networks is generally high, i.e., 10 UEs per \( m^2 \). However, in a certain coherence time interval, only a small set of \( K_a \) (\( K_a \ll K_{\text{tot}} \)) UEs, denoted by \( K_a \), are active due to the sporadic nature of IoT applications. Each active UE intends to transmit \( b \) bits of message to the BS and the collection of messages is represented by \( \mathcal{L} = \{ m_k \in \mathbb{B}^{b \times 1} : k \in K_a \} \). It is worth pointing out that due to unsourced random access, all UEs share the same codebook. Each active UE maps its message to a codeword of the codebook and then sends it to the BS. Consequently, the BS does not identify which UEs send the codewords, but only aims to recover the transmitted codewords. If UEs wish to mark themselves, they can include their identities into the data messages.

Suppose that the channel between each UE and the BS experiences block fading with a coherence time interval of length \( n \), i.e., the channel maintains a constant in each interval and fades independently over intervals. Considering the dense distribution of UEs in the mMTC system, the uplink channel and fades independently over intervals. Considering the density length \( L \) to the BS and the collection of messages is represented by \( \mathcal{L} = \{ m_k \in \mathbb{B}^{b \times 1} : k \in K_a \} \). It is worth pointing out that due to unsourced random access, all UEs share the same codebook. Each active UE maps its message to a codeword of the codebook and then sends it to the BS. Consequently, the BS does not identify which UEs send the codewords, but only aims to recover the transmitted codewords. If UEs wish to mark themselves, they can include their identities into the data messages.

III. DESIGN OF MASSIVE UNSOURCED RANDOM ACCESS SCHEME

For unsourced random access, a message will be transmitted in the uplink after being mapped to a codeword of a common codebook. Given the length of message \( b \), the required number of codewords is not less than \( 2^b \). Even with short message for IoT applications, e.g., tens of bits, the number of codewords is prohibitively large, resulting in high computational complexity for codeword activity detection. To reduce the computational complexity, the \( b \)-bit message produced by an active UE will be divided into \( L \) short fragments such that a small codebook is employed for all short fragments. Since these short fragments cannot represent complete information, they need to be stitched together based on some redundant check information for recovering the original messages sent by the active UEs. Therefore, for unsourced random access, the message transmission process usually consists of two-layer channel code, i.e., an outer code and an inner code, as shown in Fig. 1. Specifically, the outer code aims to segment messages at the transmitter and stitch them together at the receiver via
outer encoding and outer decoding, respectively. The inner code completes the codeword mapping at the transmitter and recovers the list of transmitted codewords at the receiver through inner encoding and inner decoding, respectively. In what follows, we design a comprehensive massive unsourced random access scheme for mMTC over Rician fading channels, including outer encoding, inner encoding, inner decoding, and outer decoding.

### A. Outer Encoding

By outer encoding, the $b$-bit message $\{m_k, k \in K_n\}$ of the $k$-th active UE is divided into $L$ fragments, i.e., $\{m_{k,1}, m_{k,2}, ..., m_{k,L}\}$, and the length of the $l$-th fragment $m_{k,l}$ is $b_l$ satisfying $\sum_l b_l = b$. To facilitate the subsequent stitching in the outer decoding, the outer encoder needs to add several redundant parity check bits to the end of each fragment to form a fixed-length sub-block. Let define $p_{k,l}$ as the parity bits of sub-block $l$ with the length of $a_l$, which is obtained by combining the message bits of previous sub-block linearly, i.e.,

$$p_{l,k}^T = \begin{cases} 0, & l = 1, \\ l-1 \sum_{j=1}^{l-1} m_{k,j}^T G_{l,j-1}, & k, l = 2, ..., L. \end{cases}$$

where $G_{l,j-1}$ is the check bits generation matrix of size $b_j \times a_l$ and its elements follow Bernoulli distribution independently. Accordingly, the total length of a sub-block $mp_{k,l}$ is $J = b_l + a_l$ bits. The illustration of the outer encoding scheme is shown in Fig. 2.

![Fig. 2. The illustration of the proposed outer encoding scheme.](image)

### B. Inner Encoding

After the outer encoding, the collection of sub-blocks of all active UEs will be transmitted over multiple sub-slots in sequence. Specifically, the inner encoder maps each sub-block to a codeword of a common codebook. On the other hand, a transmission slot is partitioned into $L$ sub-slots of length $n_0 = n_j / L$ and each active UE sends the $L$ codewords matched by $L$ sub-blocks from the common codebook across the $L$ sub-slots. Let $C = \{c_1, ..., c_{2^J}\} \in \mathbb{C}^{n_0 \times 2^J}$ be the codebook with each column $\{c_i \in \mathbb{C}^{n_0 \times 1}, i \in [1 : 2^J]\}$ representing a codeword. For a $J$-bit binary information sub-block, there are $2^J$ possible combinations, which are equal to the number of columns of the codebook. Then, the received signal $Y_l \in \mathbb{C}^{n_0 \times M}$ at the BS in sub-slot $l$ can be expressed as

$$Y_l = \sum_{k \in K_n} \sqrt{\beta_k} e_k h_{k,l}^H + Z_l$$

where $e_{k,l}$ denotes the codeword mapped by the transmitted sub-block of the $k$-th active UE in the $l$-th sub-slot, $B = \text{diag}(\beta_1, ..., \beta_{K_n})$ is the large-scale fading coefficient, $H = [h_1, h_2, ..., h_{K_n}]^T \in \mathbb{C}^{n_0 \times M}$ is the channel matrix, and $Z_l$ represents the AWGN. $A_l \in \{0,1\}^{2^J \times K_n}$ is the binary codeword activity indicator matrix. Its $k$-th column is given by $a_{l,k} = e_k$, which is a standard basis vector of dimension $2^J$ with zeros everywhere but a single one at (decimal$(mp_{k,l})$ + 1)-th element, if the $k$-th UE is active. Otherwise, $a_{l,k} = 0$.

By letting $\gamma_{l,r} = \sum_k \beta_k a_{r,k}$, where $a_{r,k}$ is the $(r,k)$-th element of $A_l$, i.e., weighted summing each row of codeword activity indicator matrix $A_l$ with the large-scale fading coefficient as weight, the received signal at the BS can be rewritten more compactly as

$$Y_l = CT_1^{1/2}H + Z_l, \quad \forall l \in \{1, ..., L\},$$

where $H = [h_1, h_2, ..., h_2^T] \in \mathbb{C}^{2^J \times M}$ is the channel matrix with transformed dimensions, and $h_r = \sum_{k \in K_r} h_k$ with $r \in [1 : 2^J], k \in [1 : K_n]$, which means that the channel related to the $r$-th codeword is the superposition of the channels of a set of UEs, denoted by $K_r$, which simultaneously send the $r$-th codeword in the codebook. In this context, $\Gamma_l = \text{diag}(\gamma_{l,1}, ..., \gamma_{l,2^J})$ can be called the non-binary codeword activity matrix. Notice that the probability that $\gamma_{l,r}$ is non-zero is $1 - (1 - 1/2^J)^{K_r}$, therefore vector $\gamma_l$ is sparse.

### C. Inner Decoding

1) The estimation of codeword activity vector: Once receiving the sub-slot signals, the BS recovers the transmitted codewords by performing the inner decoding. Intuitively, the recovery of lists of transmitted codewords is equivalent to the recovery of codeword activity matrix $\Gamma_l$, which is also equivalent to detecting the sparse vector $\gamma_l$. In this part, the inner decoding is performed based on the received signal $Y_l$ by exploiting the ML estimation method. Since the detection process is identical in each sub-slot, we drop the sub-slot index for notational simplicity. In a certain sub-slot, with the deterministic $C$ and $\Gamma$, the column vectors $y_m \in \mathbb{C}^{n_0 \times 1}$, $m \in \{1, ..., M\}$, of $Y$ can be equivalently regarded as independent samples following complex Gaussian distribution, i.e., $y_m \sim CN(\mu_m, \Sigma)$. The mean matrix $\mu_m$ and covariance matrix $\Sigma$ can be computed by

$$\mu_m = E[y_m] = E[CT_1^{1/2}H_{.,m}] = CT_1^{1/2}E[H_{.,m}]$$

and

$$\Sigma = E[y_m y_m^H] = E[CT_1^{1/2}H_{.,m}H_{.,m}^H \Gamma^{1/2}C^H + z_m z_m^H]$$

$$= CT_1^{1/2}E[H_{.,m}H_{.,m}^H] \Gamma^{1/2}C^H + \sigma^2 I_{n_0},$$

where $\sigma^2$ is the power of AWGN.
respectively. Based on the mean vector and covariance matrix of $h_k$ expressed in (4), the distribution of $H_m$ is given by
\[ H_m \sim \mathcal{CN}(\tilde{g}_m, R) \]  
with $\tilde{g}_m = G_m$ and $R = \text{diag}(\alpha_1'^2, \ldots, \alpha_2'^2)$. $G = [g_1, \ldots, g_M]^T \in \mathbb{C}^{2^M \times M}$ is the mean matrix of $H$. Thus, $\mu_m$ and $\Sigma$ can be further simplified to
\[ \mu_m = C \Gamma^{1/2} \tilde{g}_m \]  
and
\[ \Sigma = C \Gamma^{1/2} R \Gamma^{1/2} C^H + \sigma^2 I_{n_0} \].

Consequently, the likelihood function, which is the conditional probability of $Y$ given $\gamma$, can be expressed as
\[ p(Y|\gamma) = \prod_{m=1}^M p(y_m|\gamma) = \prod_{m=1}^M \frac{1}{|\Sigma|^M} \exp\left[-(y_m - \mu_m)^H \Sigma^{-1}(y_m - \mu_m)\right]. \]  
Due to
\[ (y_m - \mu_m)^H \Sigma^{-1}(y_m - \mu_m) = \frac{y_m^H \Sigma^{-1} y_m - 2y_m^H \mu_m + \mu_m^H \Sigma^{-1} \mu_m}{M} \]
and
\[ \sum_{m=1}^M y_m^H \Sigma^{-1} y_m = \text{tr}(\Sigma^{-1} Y Y^H), \]
the likelihood function can be rewritten as
\[ p(Y|\gamma) = \frac{1}{|\Sigma|^M} \exp\left[-\frac{1}{M} \text{tr}(\Sigma^{-1} Y Y^H) + \frac{2}{M} \text{tr}(\Sigma^{-1} E E^H)\right] \]
where $E = [\mu_1, \ldots, \mu_M] \in \mathbb{C}^{n_0 \times M}$. For convenience, we take the logarithm of the likelihood function. Then, maximizing the log-likelihood cost function $\log(p(Y|\gamma))$ can be transformed into minimizing $-(1/M) \log(p(Y|\gamma))$, which can be expressed as
\[ \min_{\gamma \in \mathbb{R}^r} \log|\Sigma| + \text{tr}(\Sigma^{-1} \Sigma) + \frac{1}{M} \text{tr}(\Sigma^{-1} E E^H) - \frac{2}{M} \text{tr}(\Sigma^{-1} Y Y^H), \]
where the empirical covariance matrix $\hat{\Sigma}$ of column vectors of $Y$ is defined as
\[ \hat{\Sigma} = \frac{1}{M} (Y Y^H) = \frac{1}{M} \sum_{m=1}^M y_m y_m^H. \]

In contrast to Rayleigh fading channels, the coupling of variables due to the observations with non-zero mean causes the above problem (20) to be non-convex, which hinders us to obtain a solution directly. Fortunately, it is proved in (29) that $\log|\Sigma| + \text{tr}(\Sigma^{-1} \Sigma)$ has a global minimizer which can be found by using coordinate descent approach (Theorem 2 in (26)), which is called geodesic convexity. Inspired by this, we define a geodesic-convex function (27) as
\[ q(\gamma) = \log|\Sigma| + \text{tr}(\Sigma^{-1} \Sigma) \]
and a non-convex function as
\[ p(\gamma) = \frac{1}{M} \text{tr}(\Sigma^{-1} E E^H) - \frac{2}{M} \text{tr}(\Sigma^{-1} Y Y^H). \]  
Since the multiplicative transformation of a sparse vector will not affect its sparsity and so will not affect its recovery, by letting $\tilde{\Gamma} = \Gamma^{1/2} R^{1/2}$ and replacing the variable $\gamma$ with $\tilde{\gamma}$, the above two functions are firstly reasonably approximated as
\[ p(\tilde{\gamma}) = \log|\hat{\Sigma}| + \text{tr}(\hat{\Sigma}^{-1} \hat{\Sigma}) \]
and
\[ q(\tilde{\gamma}) = \frac{1}{M} \text{tr}(\hat{\Sigma}^{-1} \hat{\Gamma} \hat{G} (\hat{G} \hat{G})^H) - \frac{2}{M} \text{tr}(\hat{\Sigma}^{-1} \hat{\Gamma} \hat{G} Y^H), \]
where $\hat{\Sigma} = \hat{C} \hat{T} \hat{C}^H + \sigma^2 I_{n_0}$ and $\hat{\Gamma} = \text{diag}(\tilde{\gamma})$. Then the original problem (20) can be equivalently expressed as
\[ \min_{\gamma \in \mathbb{R}^r} \frac{1}{M} \log|\hat{\Sigma}| - \frac{1}{M} \log(p(Y|\gamma)) = p(\gamma) + q(\gamma). \]
To address problem (20), we leverage a technique called Concave-Convex Procedure (CCCP) to obtain a suboptimal solution (29). Specifically, we construct an affine approximation of the non-convex function $q(\gamma)$, i.e., $q(\gamma)$ is linearized around a linearization point in each iteration. In the first iteration, any arbitrary $\tilde{\gamma}_i$ in the feasible domain of the problem is selected and $q(\gamma)$ is approximated by an affine function through Taylor expansion around the point $\tilde{\gamma}_i$. The first-order Taylor expansion of $q(\gamma)$ is given by
\[ q(\gamma) \approx q(\tilde{\gamma}_i) + \nabla q(\tilde{\gamma}_i)^T (\gamma - \tilde{\gamma}_i). \]
Replacing $q(\tilde{\gamma}_i)$ in problem (26) with (27), we can derive the following solvable optimization problem
\[ \min_{\gamma \in \mathbb{R}^r} \log|\hat{\Sigma}| + \nabla q(\tilde{\gamma}_i)^T (\gamma - \tilde{\gamma}_i). \]  
Now, the differentiable convex problem (29) can be efficiently addressed by employing the coordinate descent algorithm (29). Let define a scalar function $s_r(d) = o(\tilde{\gamma}_i + d e_r)$ on variable $d$ for each coordinate $r \in [1 : 2^M]$. $o(\cdot)$ is the log-likelihood function defined in (29) and $e_r$ is the standard basis vector with a single one at position $r$ and zeros everywhere. Substituting $\tilde{\gamma}_i + d e_r$ into (29), the scalar function can be written as
\[ s_r(d) = p(\tilde{\gamma}_i + d e_r) + q(\tilde{\gamma}_i) + \nabla q(\tilde{\gamma}_i)^T (\tilde{\gamma}_i - \tilde{\gamma}_i + d e_r) \]
Given $\tilde{\Sigma}(\gamma) = \hat{C} \hat{T} \hat{C}^H + \sigma^2 I_{n_0}$ and $\hat{\Gamma} = \text{diag}(\tilde{\gamma})$, the first term at the right hand side of (29) is given by
\[ p(\tilde{\gamma}_i + d e_r) = \log|\hat{\Sigma} + d e_r, e_r^H| + \text{tr}((\hat{\Sigma} + d e_r, e_r^H)^{-1} \hat{\Sigma}) \]
According to the Sherman-Morrison rank-1 update property (30), we have
\[ |\hat{\Sigma} + d e_r, e_r^H| = (1 + d e_r, e_r^H) |\hat{\Sigma}| \]
and
\[ (\hat{\Sigma} + d e_r, e_r^H)^{-1} = \hat{\Sigma}^{-1} - \frac{d e_r, e_r^H \hat{\Sigma}^{-1}}{1 + d e_r, e_r^H \hat{\Sigma}^{-1} e_r}. \]
Therefore, $s_r(d)$ can be rewritten as

$$s_r(d) = \log(1 + dc^H d^{-1} c_r) - \frac{d c^H d^{-1} \hat{\Sigma} \Sigma^{-1} c_r}{1 + d c^H d^{-1} c_r} + \nabla q(\gamma^*)^T (d e_r) + c,$$

(33)

where the term $c = p(\gamma) + q(\gamma^*) + \nabla q(\gamma^*)^T (\gamma - \gamma^*)$ is a constant independent of $d$. Taking the first-order derivative of the function $s_r(d)$, we have

$$s_r'(d) = \frac{c^H \hat{\Sigma} \Sigma^{-1} c_r - d c^H \hat{\Sigma} \Sigma^{-1} c_r}{1 + d c^H d^{-1} c_r} + \nabla q(\gamma^*)^T e_r.$$

(34)

By letting $s_r'(d) = 0$, the solution can be derived as

$$d^* = \left(\frac{n_2 - 2n_1 n_3}{2n_1 n_3}\right) - \sqrt{(2n_1 n_3 - n_1^2)^2 - 4n_1^2 n_3 (n_2 + n_3 - n_1)}.$$  

(35)

where $n_1 = c^H \hat{\Sigma}^{-1} c_r$, $n_2 = d^H \hat{\Sigma}^{-1} \Sigma \Sigma^{-1} c_r$, $n_3 = -[\nabla q(\gamma^*)]^T r$, and the derivation of $\nabla q(\gamma)$ is shown in Appendix A. Note that the other root of the quadratic equation falls outside the domain of definition $d \in (-1/\hat{c}, \infty)$ and thus is discarded. Moreover, it is easy to find that $s_r(d)$ tends to infinity when $d$ approaches the two boundaries of the domain. Therefore, $d^*$ is indeed the minimum of $s_r(d)$. Finally, update $\gamma_r \leftarrow \gamma_r + d^*$ to obtain the optimal solution of problem (28).

Next, we denote the optimal solution of problem (28) in the first iteration as $\gamma_r^{i+1}$. In each subsequent iteration, the problem (28) is solved through a similar procedure, in which the Taylor expansion point is replaced by the optimal solution of last iteration. This iteration process continues until the objective function converges. Since the convergence behavior of the CCCP has been well proven in previous literatures [28], [31], we only illustrate the convergence illustration directly in simulation section due to space limitation. In summary, the codeword activity detection algorithm can be described as Algorithm 1.

2) The recovery of transmitted sub-blocks: Once the estimated codeword activity vector $\hat{\gamma}$, i.e., $\hat{\gamma}_r$, is obtained, we set a small positive fluctuation $\delta$ to choose the sparsity parameter $K = \hat{K}_a + \delta$. Note that the probabilities of misdetection and false alarm can be swung by setting different values of $\delta$. It is also worth pointing out that the BS does not know the exact number of active UEs in a cell and can only determine an approximate number based on the information provided by the data center such as the network operator, i.e., $\hat{K}_a = \varepsilon K_s$, where $\varepsilon$ is the activity probability with $0 \leq \varepsilon \leq 1$. Apparently, the value of $\varepsilon$ in a cell with a high traffic load is usually greater than that in a isolated cell. Besides, the value of $\varepsilon$ during the day is always greater than that at night in the same service area. Then let the $K$ largest elements of $\hat{\gamma}_r$ be one and the remaining $2^l - K$ elements be zero. Naturally, the $r$-th codeword in codebook $C$, where $\hat{\gamma}_r$ is equal to one, is the transmitted codeword from one of active UEs, and the sub-block mapped back by this codeword is one of the outputs of the inner decoder. Note that although $K$ may be greater than the number of transmitted codewords, the extra codewords cannot satisfy all the parity checks in outer decoding. Thus, the impact of overestimation of the active codewords can be reduced.

Algorithm 1: Codeword Activity Detection

**Input:** The sample covariance matrix $\hat{\Sigma} = \frac{1}{m} YY^H$.

**Output:** The estimated $\hat{\gamma}_r$

1: Initialize $\hat{\Sigma} = \sigma^2 I_{n_0}$, iteration index $i = 0$, $\hat{\gamma}_r^i = \mathbf{0}$, convergence accuracy $\Delta = 0.1$, the maximum number of iterations $I_{\text{max}} = 20$, the temporary variable $v = 0$, and select the maximum number of traverse coordinates $T_{\text{max}} > 2^l$.

2: while $\Delta > 0.01$ and $i \leq I_{\text{max}}$ do

3: Compute $v = o(\hat{\gamma}_r^i)$ according to (28);  
4: for $j = 1 : T_{\text{max}}$ do

5: Select an index $r \in [1 : 2^l]$ randomly, which corresponds to the $r$-th element of $\hat{\gamma}_r^i$;

6: Compute $d^*$ according to (35);

7: Set $d^* = \max(d^*, -\hat{\gamma}_r^i)$;

8: Update $\hat{\gamma}_r^i \leftarrow \hat{\gamma}_r^i + d^*$;

9: Update $\hat{\Sigma} \leftarrow \hat{\Sigma} + d^* (c_c c_r^H)$;

10: end for

11: Obtain $\hat{\gamma}_r^{i+1} = \hat{\gamma}_r^i$, and compute $o(\hat{\gamma}_r^{i+1})$ according to (28);

12: Update $\Delta = v - o(\hat{\gamma}_r^{i+1})$;

13: Update $i = i + 1$;

14: end while

D. Outer Decoding

![Diagram of the proposed outer decoding scheme](image)

To recover the original messages sent from all active UEs, the outer decoder needs to stitch the sub-blocks bits together in $L$ sub-slots output by the inner decoder. Define the output lists of the inner decoder in the $l$-th sub-slot as $\hat{L}_l, l \in \{1, ..., L\}$, all sub-blocks in these lists are candidate messages, as shown in Fig. 3. First, every sub-block in list $\hat{L}_1$ is selected as the root node one by one. Once the root node from $\hat{L}_1$ is fixed, there are $K$ possible nodes from $\hat{L}_2$ for choice. Then in list $\hat{L}_3$, there are $K^2$ possible choices. In other words, counting $K$ root nodes in list $\hat{L}_1$, when reaching the last node from list $\hat{L}_L$, there are a total of $K^L$ candidate paths as possible transmitted messages. Yet, not all paths will be connected. The paths that do not meet the parity check constraints, which are called invalid paths, will be discarded directly. When the last list $\hat{L}_L$ is reached, if there is one and only one path that satisfies all parity checks, which is called survival path, this
path is one of the output messages of the outer decoder after removing the check bits; Otherwise, outer decoding fails at this time. After that, repeat this process with the next root node until \( K \) recovered messages are obtained. Note that the decoding complexity depends on the number of nodes that meet parity checks in each list during the traversal process, which has been quantified in [14]. Generally, since the number of check bits is constrained, the transmission delay introduced by redundancy is limited. Yet, the processing complexity can be decreased significantly through message segment, leading to the reduction of processing delay.

IV. ANALYSIS AND OPTIMIZATION OF MASSIVE UNSOURCED RANDOM ACCESS

In this section, to evaluate the performance of the proposed codeword activity detection algorithm for the inner code, a performance analysis from the perspective of estimation error is carried out. Meanwhile, for the outer code, the structure of sub-block, i.e., lengths of message bits and parity check bits, is optimized to strike a balance between the complexity and the error probability of the outer decoding.

A. Performance Analysis of Inner Decoding

To examine the effectiveness of the proposed codeword activity detection algorithm, we focus on the distribution of estimation error, \( \hat{\gamma} - \tilde{\gamma} \), which can characterize the estimation accuracy of codeword activity vector \( \hat{\gamma} \). Since it is difficult to analyze the estimation error from Algorithm 1 directly, as an approximate approach, we focus on the asymptotically unbiased property of the maximum likelihood estimator (MLE), i.e., the estimated value \( \hat{\gamma} \) that maximizes the likelihood function. According to the classic estimation theory of statistical signal processing [32], asymptotically unbiased property of MLE describes that if the probability density function (PDF) of received signals meets some certain conditions, the MLE \( \hat{\gamma} \) will tend to Gaussian distribution when there are enough received signals observations. For the proposed Algorithm 1, it is possible to obtain enough signals observations if the number of BS antennas \( M \) is sufficiently large. In this context, the distribution of MLE can be expressed as

\[
\hat{\gamma} \sim N(\gamma, F^{-1}(\hat{\gamma})), \quad \text{as } M \to \infty \tag{36}
\]

where \( \sim \) denotes the asymptotic distribution, \( F(\hat{\gamma}) \) is the Fisher Information Matrix whose \((i, j)\)-th element is given by

\[
[F(\hat{\gamma})]_{ij} = -E\left[\frac{\partial^2 \log P(Y|\hat{\gamma})}{\partial \hat{\gamma}_i \partial \hat{\gamma}_j}\right], \tag{37}
\]

where \( \log P(Y|\hat{\gamma}) \) is derived from (26) and the expectation is taken over \( Y \). Additionally, for (36) to hold true, the following conditions should be satisfied: (1) The first-order and the second-order derivatives of the log-likelihood function exist; (2) The Fisher Information Matrix is non-zero. To verify these conditions, we derive the Fisher Information Matrix in Appendix B indicating that these two conditions are automatically satisfied in Algorithm 1. Consequently, the asymptotic distribution of the estimation error \( \hat{\gamma} - \tilde{\gamma} \) can be expressed as

\[
\sqrt{n}(\hat{\gamma} - \tilde{\gamma}) \sim N(0, nF^{-1}(\tilde{\gamma})), \quad \text{as } M \to \infty \tag{38}
\]

where \( n = M \) is the number of received signals observations. It is worth pointing out that the estimation error \( \hat{\gamma} - \tilde{\gamma} \), which follows the multi-variate Gaussian distribution, is determined by not only its mean vector, but also the eigenvalues and eigenvectors of its covariance matrix. To be specific, the location of the error distribution depends on the mean vector and the rotation of it is controlled by the eigenvectors of the covariance matrix, while the scaling in each direction is controlled by the eigenvalues of the covariance matrix.

Herein, the mean vector of the estimation error is \( \mathbf{0} \), so the center of the error distribution is at the origin of the coordinates. Later, the scatter plot of the error distribution and PDF diagram of the estimation error will be illustrated in simulation section to confirm the accuracy of the proposed asymptotic approximation.

B. Length Optimization of Outer Encoding

During the outer encoding, some parity check bits are introduced to message fragments to facilitate the stitching of sub-blocks in outer decoding. In general, the required computational time and error probability of the outer decoding are directly determined by the lengths of message bits and parity check bits in each sub-block. Given the packet length, the number of information bits and the number of check bits have a nontrivial tradeoff [14]. On the one hand, the more parity check bits of the sub-block in the previous sub-slot, the shorter the required outer decoding time, since invalid paths can be found and discarded in the early stages, further leading to the reduction of the number of sub-blocks that need to be checked. However, this causes a higher probability of error. On the other hand, assigning more parity check bits to the sub-block in the later sub-slot will lower the probability of error but extend the required outer decoding time. Traditionally, fixed length allocation is adopted due to its simplicity. However, the fixed allocation scheme cannot balance error probability and decoding time. In the context of massive connectivity and Rician channel fading, it makes sense to design a length allocation scheme to minimize the decoding time, while ensuring the success of the outer decoding.

Prior to designing the length allocation scheme, we first discuss the situations that may cause the outer decoding to fail. As mentioned earlier, there are two types of failures, misdetection and false alarm. To be specific, misdetection means that the number of survival paths from a certain root node to the last sub-slot, denoted by \( \chi_L \), is zero. Clearly, misdetection occurs since the correct sub-blocks that meet the check constraints are not included in the output lists of the inner decoder. Furthermore, there are two main circumstances that lead to the missing of correct sub-blocks. One is that the estimation of \( \hat{\gamma} \) is inaccurate and the other is that the value of fluctuation \( \delta \) is set too small. In contrast, false alarm means that the number of survival paths \( \chi_L \) from a certain root node is greater than or equal to two. The reason for
this event is that the value of fluctuation $\delta$ is set too large, resulting in too many irrelevant sub-blocks to be the output of the inner decoder such that a path containing wrong sub-blocks but satisfying all the checks to be survived. Under the implementation and parameter setting of our detection algorithm, it is assumed reasonably that all the sub-blocks transmitted from active UEs appear on the output lists of the inner decoder, i.e., no correct sub-blocks are missing. In other words, the outer decoder fails only when there are two or more survival paths. In this context, the length allocation of parity check bits can be designed to strike a balance between the complexity and the error probability of the outer decoding based on the results derived in [14]. Subject to the probability constraints of decoding failure and length constraints, the optimization problem with decoding complexity $\Xi$ over Rician fading channels being the objective function can be formulated as OP1 at the top of this page, where $P_{\text{outer}}$ and $p_{\text{th}}$ represent the probability of decoding failure in the presence of Rician channel fading and its tolerable threshold. C1, C2, and C3 are, respectively, constraints on the length of parity check bits in each sub-block, total length of parity check bits in all sub-blocks, and error probability.

Since the lengths of parity check bits are non-negative integers, it is challenging to tackle OP1 directly with tolerable complexity. As a result, the optimization variables $(a_2, ..., a_L) \in \mathbb{N}_+^{L-1}$ are relaxed to real-valued continuous numbers, i.e., $(\tilde{a}_2, ..., \tilde{a}_L) \in \mathbb{R}_+^{L-1}$. Meanwhile, $P_{\text{outer}}$ is replaced by its Markov upper bound $\mathbb{E}[\gamma_L]$, which has a closed form expression [14]. Then, by letting $2^{-\tilde{a}_l} = \tau_l$ and substituting variables $\tilde{a}_l = \log_2(1/\tau_l)$ into problem (39), the original problem OP1 can be rewritten as OP1’ at the top of the next page, which is a geometric programming problem [33]. Next, we transform OP1’ into a convex form by taking the logarithm. For the constraint C3’, we have

$$
\sum_{m=2}^{L} \left( K^{L-m}(K-1) \prod_{l=m}^{L} \tau_l \right) = \sum_{m=2}^{L} \left( cm \prod_{l=m}^{L} \tau_l \right) \\
= \sum_{m=2}^{L} \frac{L}{2} \log_2(c_m) + \sum_{l=m}^{L} \log_2(\tau_l) \\
= \sum_{l=2}^{L} \frac{L}{2} \log_2(c_m) + \sum_{l=m}^{L} \omega_l
$$

with $c_m = K^{L-m}(K-1)$ and $\omega_l = \log_2(\tau_l) = -\omega_l$. Similar transformations are also performed to the objective function, the final expression of which is given by

$$
\Xi' = K(L-1) + K \sum_{j=2}^{L-1} \sum_{m=2}^{j} 2 \log_2(c_{m,j}) + \sum_{l=m}^{L} \omega_l,
$$

where $c_{m,j} = K^{j-m}(K-1)$. Hence, the optimization problem is a standard geometric program in convex form of variable $\omega_l$ and it can be handled efficiently by convex optimization solver.

Finally, with the optimal solution $\omega_l^*$, the optimized lengths of parity check bits can be given by $a_l = \lfloor -\omega_l^* \rfloor$, $l \in [2, L]$, where $\lfloor \cdot \rfloor$ means to take the nearest integer. Hence, we can allocate the length according to the requirements on performance and complexity of mMTC over Rician fading channels in 6G wireless networks.

V. Numerical Results

In this section, we conduct extensive simulations to validate the effectiveness of the proposed massive unsourced random access scheme in a single-cell 6G mMTC system. We assume that only about 10% UEs are active at the same time due to the sporadic traffic. Unless further specified, the main simulation parameters are set as: $K_{\text{tot}} = 1000$, $K_0 = 100$, $M = 256$, $\sigma^2 = 1$, $b = 54$ bits, $J = 6$ bits, $L = 20$, $\delta = 10$, $n_0 = 100$, and $E_b/N_0 = 0$ dB. In addition, the large-scale fading coefficient and Rician factor can be calculated as

$$
\beta_k = 126 + 35 \log_{10}(d_k), \quad \kappa_k = 10^{1.3-0.003d_k},
$$

where the distance between the k-th UE to the BS is $d_k \in (0, d_{\text{max}})$ m with $d_{\text{max}} = 300$.

We first verify the convergence behavior and computational complexity of Algorithm 1 with different numbers of BS antennas. As seen in Fig. 5, the proposed codeword activity detection algorithm converges and the value of ML cost function $\ell(\gamma)$ decreases monotonically to its minimum value within 5 iterations in all the three cases, which demonstrates that Algorithm 1 has a fast convergence behavior. Additionally, since the ML optimization problem is converted to a convex one, it can be solved with affordable complexity related to the number of variables and constraints [33], which are both $2^J$ here, and independent of the number of antennas $M$. Thus, as long as the length of sub-block is not too large, the complexity of each iteration is tolerable for implementation. These facts all indicate the feasibility and efficiency of Algorithm 1.

Secondly, we show the performance difference between the proposed Algorithm 1 which exploits non-zero mean based ML detection and a baseline algorithm, i.e., the only covariance based ML detection algorithm which does not consider the LOS propagation component [27]. Fig. 5 (a) and Fig. 5 (b) demonstrate the approximated distribution of estimation error of the codeword activity vector $\gamma$ from two different perspectives. For simplicity, each coordinate of estimation error $\tilde{\gamma} - \gamma$ is treated as independent and thus we plot the empirical distribution of the coordinate-wise error. In Fig. 5 (a), it is seen that the scattered points of the estimation error of the proposed non-zero mean based detection algorithm are more concentrated. Similarly, in Fig. 5 (b), the PDF curve of the proposed Algorithm 1 is taller and thinner, which means the probability that the estimation error is distributed near the origin of the coordinates is higher. In a nutshell, Algorithm 1 is indeed capable of improving the estimation accuracy of codeword activity vector.

In Fig. 6, we investigate the impact of the maximum communication distance $d_{\text{max}}$ on the total error probability $P_e = P_{\text{MD}} + P_{\text{FA}}$ for two algorithms. It is observed that with the increment of the maximum communication distance, the error probability of the baseline algorithm remains at large values and begins to decrease until the maximum distance increases to thousands of meters, while
the proposed Algorithm 1 performs well offering a stable performance for different maximum communication distances. These results are consistent with the theoretical model above. As the communication distance $d_k$ increases, the Rician factor $\kappa_k$ approaches zero, where the uplink channel $h_k$ in (11) is approximately equal to $h_k^\varnothing$. In this case, the Rician fading channel degenerates to the Rayleigh fading channel, which is a subcase of the proposed framework. However, the LOS propagation is nonnegligible in practical wireless networks with short-distance communications. Therefore, Algorithm 1 has great advantages over a wide range of communication distance.

Next, the influence of the number of active UEs $K_a$ on the total error probability $P_e = P_{MD} + P_{FA}$ is evaluated in Fig. 8. Intuitively, the error probability increases with the increment of $K_a$ rapidly at the beginning and with a diminishing growth rate for a large number of active UEs. This is due to the fact that a larger $K_a$ will cause the outer decoder to include more sub-blocks to check for stitching, resulting in a larger $P_{FA}$. On the other hand, the error probability will improve as the number of BS antennas increases due to more array gains at the BS. It is found that the error probability $P_e$ in the case of $M = 256$ is below $10^{-2}$ when there are 200 active UEs, which is ten times lower than that in the case of $M = 64$ or $M = 128$. Therefore, the number of active UEs supported by massive unsourced random access systems can be further enhanced by adding the BS antennas while satisfying the requirements of error probability. Meanwhile, the performance advantage of proposed Algorithm 1 over the compared algorithm is shown when $M = 128$. It can be found that the performance of the compared algorithm in practical Rician fading scenarios deteriorates dramatically due to the inaccurate estimation of codeword activity indicator.

Finally, Fig. 8 reveals the performance advantage of the optimized length allocation and the impact of the number of active UEs on the outer decoding complexity under the optimized length allocation with different tolerable thresholds of the probability of decoding failure. Given a fixed length allocation of parity check bits $a_l = [7, 7, \ldots, 7, 11, 11], l \in [2, L]$, the performance gain of the proposed length allocation scheme over the fixed length allocation scheme when $p_{th} = 0.05$ is shown. Generally, the optimization algorithm is completely superior to the one adopting a fixed length allocation due to more flexible assignment of parity check bits according to the sequence position of the sub-blocks across the transmission sub-slots. Meanwhile, it can be seen that the outer decoding complexity $\Xi$ grows as the number of active UEs increases. This is because the width of output list of the inner decoder

\[
\begin{align*}
\text{OP1:} \quad & \min_{(a_2, \ldots, a_L) \in \mathbb{Z}^L} \Xi = K(L - 1) + K \sum_{j=2}^{L-1} \sum_{m=2}^{j} K^{j-m} (K-1) \prod_{l=m}^{j} (2^{-a_l}) \\
\text{s.t.} \quad & C1: \quad 0 \leq a_l \leq J, \ l = 2, \ldots, L \\
\quad & C2: \quad \sum_{l=2}^{L} a_l = L \times J - b, \\
\quad & C3: \quad P_{outer} \leq p_{th},
\end{align*}
\]

\[
\begin{align*}
\text{OP1':} \quad & \min_{(\tau_2, \ldots, \tau_L) \in \mathbb{Z}^L} K(L - 1) + K \sum_{j=2}^{L-1} \sum_{m=2}^{j} K^{j-m} (K-1) \prod_{l=m}^{j} \tau_l \\
\text{s.t.} \quad & C1': \quad 2^{-J} \leq \tau_l \leq 1, \ l = 2, \ldots, L, \\
\quad & C2': \quad \sum_{l=2}^{L} \log_2(1/\tau_l) = L \times J - b, \\
\quad & C3': \quad \mathbb{E}[\chi_L] \leq p_{th},
\end{align*}
\]
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Fig. 4. The convergence speed of Algorithm 1 with different numbers of BS antennas. $K_a = 100.$
Fig. 5. (a). The scatter plots of the error distribution; (b) the PDF diagrams of the estimation error for the proposed Algorithm 1 and the baseline algorithm. $K_a = 100, M = 128$.

$K = K_a + \delta$ becomes larger and the number of nodes that need to be checked in the outer decoding naturally increases, such that the outer decoding is more complicated. Fortunately, it is sensible to relax the threshold of the failure probability for affordable decoding complexity when there are so many active UEs. Therefore, it is necessary to choose a proper $p_{th}$ for striking a balance between service fidelity and system capacity.

In summary, the proposed codeword activity detection algorithm for inner code and the optimized length allocation scheme for outer code have a promising potential of improving the performance of massive unsourced random access in 6G wireless networks.

VI. CONCLUSION

In this paper, a general two-layer massive unsourced random access framework, including an inner code component and an outer code component, was designed according to the characteristics of mMTC in 6G wireless networks. Specifically, considering short-distance and short-packet communications, we proposed a codeword activity detection algorithm for the inner code based on the distribution of received signals over Rician fading channels. In particular, the performance of the proposed algorithm was analyzed based on the approximated distribution of estimation error. Moreover, an optimized length allocation algorithm between the lengths of parity check bits and message bits was provided for further improving the efficiency of the outer decoding. Both theoretical analysis and extensive simulation results confirmed the feasibility and practicability of the proposed massive unsourced random access scheme for 6G wireless networks.
APPENDIX A

DERIVATION OF THE GRADIENT OF $q(\vec{\gamma})$

Subsequent derivations are based on the following properties of matrix differentiation and transformation:

$$\text{tr}(A + B) = \text{tr}(A) + \text{tr}(B),$$

$$\text{tr}(ABC) = \text{tr}(BCA) = \text{tr}(CAB),$$

$$d\text{tr}(X) = d(x),$$

$$d(UVW) = d(U)VW + Ud(V)W + UVd(W),$$

$$d(X^{-1}) = -X^{-1}(dX)X^{-1}.$$  

Given $q(\vec{\gamma}) = \frac{1}{M} \text{tr}[\Sigma^{-1} \tilde{C}^T \tilde{G}(\tilde{C} \tilde{G})^H] - \frac{2}{M} \text{tr}(\Sigma^{-1} \tilde{C} \tilde{G}^H \gamma)$ with $\Sigma = \tilde{C}^T \tilde{G}^H + \sigma^2 I_n$, we respectively differentiate its two terms. Ignoring the constant coefficient $\frac{1}{M}$ temporarily, the differentiation of the first term on the right hand side can be derived as $\text{(45)}$ at the top of the next page, where $\Theta_1 = C^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} \tilde{C} \tilde{G}^H$, $\Theta_2 = C^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} \tilde{C} \tilde{G} \tilde{G}^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} C$ and $\Theta_3 = \tilde{G} \tilde{G}^H \tilde{C}^T \tilde{G}^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} C$.

Similarly, the differentiation of the second term of $q(\vec{\gamma})$ without considering the constant coefficient $\frac{2}{M}$ temporally can be computed as $\text{(46)}$ at the next page, where $\Theta_4 = C^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} \tilde{C} \tilde{G} \tilde{G}^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} C$ and $\Theta_5 = \tilde{G} \tilde{G}^H(\tilde{C}^T \tilde{G}^H + \sigma^2 I_n)^{-1} C$. Therefore, the gradient vector of $q(\vec{\gamma})$ is given by

$$\nabla q(\vec{\gamma}) = \text{diag}\left[\frac{1}{M}(\Theta_1 - \Theta_2 + \Theta_3)^T - \frac{2}{M}(-\Theta_4 + \Theta_5)^T\right].$$  

APPENDIX B

DERIVATION OF THE FISHER INFORMATION MATRIX

Based on $\text{(26)}$, $\log P(Y|\vec{\gamma})$ is given by

$$\log P(Y|\vec{\gamma}) = -M \log |\tilde{\Sigma}| - \text{tr}(\tilde{\Sigma}^{-1} YY^H)$$

$$- \text{tr}(\tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H \tilde{C}^T)$$

$$+ 2tr(\tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H).$$  

The second-order derivative of it with respect to $\gamma_i$ and $\gamma_j$ can be written as

$$\frac{\partial^2 \log P(Y|\vec{\gamma})}{\partial \gamma_i \partial \gamma_j} = -M \frac{\partial^2 \log |\tilde{\Sigma}|}{\partial \gamma_i \partial \gamma_j}$$

$$- \frac{\partial^2 \text{tr}(\tilde{\Sigma}^{-1} YY^H)}{\partial \gamma_i \partial \gamma_j}$$

$$+ 2 \frac{\partial^2 \text{tr}(\tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H)}{\partial \gamma_i \partial \gamma_j}.$$  

Then, the first term on the right hand side of $\text{(49)}$ is derived as

$$\Omega_1 = \frac{\partial^2 \log |\tilde{\Sigma}|}{\partial \gamma_i \partial \gamma_j} = \frac{\partial}{\partial \gamma_j} \left[ \text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H) \right]$$

$$= -\text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} c_j c_j^H),$$  

while the second term can be calculated as

$$\Omega_2 = \frac{\partial^2 \text{tr}(\tilde{\Sigma}^{-1} YY^H)}{\partial \gamma_i \partial \gamma_j} = \frac{\partial}{\partial \gamma_j} \left[ -\text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} YY^H) \right]$$

$$= \text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} c_j c_j^H \tilde{\Sigma}^{-1} YY^H)$$

$$- \text{tr}(\tilde{\Sigma}^{-1} c_i c_j^H \tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} YY^H).$$  

Next, the third term can be computed as $\text{(52)}$ at the next page, and finally the last term can be derived as

$$\Omega_4 = \frac{\partial^2 \text{tr}(\tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H)}{\partial \gamma_i \partial \gamma_j}$$

$$= \frac{\partial}{\partial \gamma_j} \left[ \text{tr}(\tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H) \right]$$

$$= \text{tr}(\tilde{\Sigma}^{-1} c_i c_j^H \tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H)$$

$$- \text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H).$$  

According to $\text{(49)}$-$\text{(53)}$ and the fact that $E[YY^H] = M \tilde{\Sigma}$ and $E[Y] = \tilde{C} \tilde{G}$, the $(i,j)$-th element of the Fisher Information Matrix can be obtained by taking the expectation with respect to $Y$, i.e.,

$$[F(\vec{\gamma})]_{ij} = -E[-M \Omega_1 - \Omega_2 - \Omega_3 + 2\Omega_4]$$

$$= M \Omega_1 + E[\Omega_2] + \Omega_3 - 2E[\Omega_4],$$  

where $\Omega_1$ and $\Omega_3$ are independent of $Y$ and thus regarded as constants. Then due to

$$E[\Omega_2] = M \text{tr}(\tilde{\Sigma}^{-1} c_i c_j^H \tilde{\Sigma}^{-1} c_i c_i^H) + M \text{tr}(\tilde{\Sigma}^{-1} c_i c_j^H \tilde{\Sigma}^{-1} c_i c_i^H)$$

and

$$E[\Omega_4] = \text{tr}(\tilde{\Sigma}^{-1} c_i c_i^H \tilde{\Sigma}^{-1} c_i c_j^H \tilde{\Sigma}^{-1} \tilde{C} \tilde{G} \tilde{G}^H),$$

$$\text{(55)}$$
\[
dtr[(\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
= \tr[\mathbf{G} \mathbf{G}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma] \\
= \tr[\mathbf{G} \mathbf{G}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{G} \mathbf{G}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{G} \mathbf{G}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma] \\
= \tr[\mathbf{C} \Gamma (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{C} \Gamma (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{C} \Gamma (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma] \\
= \tr[\mathbf{C} \Gamma^2 (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma^2 + \mathbf{C} \Gamma^2 (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma^2 + \mathbf{C} \Gamma^2 (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma^2] \\
= \tr[(\Theta_1 - \Theta_2 + \Theta_3) \mathbf{d}\Gamma], \\
\] (45)

\[
dtr[(\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{Y}^H] \\
= \tr[\mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma] \\
= \tr[\mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{d}\Gamma] \\
= \tr[\mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{d}\Gamma] \\
= \tr[\mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{C} \Gamma + \mathbf{G} \mathbf{Y}^H (\mathbf{C} \Gamma \mathbf{C}^H + \sigma^2 \mathbf{I}_{n_0})^{-1} \mathbf{d}\Gamma] \\
= \tr[\mathbf{d}\Gamma], \\
\] (46)

\[
\Omega_3 = \frac{\partial^2 \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H]}{\partial \gamma_i \partial \gamma_j} \\
= \frac{\partial}{\partial \gamma_j} \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H] - \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
= 2\tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H] - \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
+ \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] - \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
+ \tr[\mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G} \mathbf{G}^H \mathbf{C}^H \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H], \\
\] (52)

\[
-\tr[\mathbf{S}^{-1} \mathbf{c}_j \mathbf{c}_j^H \mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
+ \tr[\mathbf{S}^{-1} \mathbf{c}_j \mathbf{c}_j^H \mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H] \\
-\tr[\mathbf{S}^{-1} \mathbf{c}_j \mathbf{c}_j^H \mathbf{S}^{-1} \mathbf{C} \Gamma \mathbf{G}(\mathbf{C} \Gamma \mathbf{G})^H], \\
\] (56)

Based on (57), \( \mathbf{F}(\hat{\gamma}) \) can be written in a matrix form.
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