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Abstract

This chapter deals with the topic of designing reliable and efficient codes for the storage and retrieval of large quantities of data over storage devices that are prone to failure. For long, the traditional objective has been one of ensuring reliability against data loss while minimizing storage overhead. More recently, a third concern has surfaced, namely of the need to efficiently recover from the failure of a single storage unit, corresponding to recovery from the erasure of a single code symbol. We explain here, how coding theory has evolved to tackle this fresh challenge.

I. INTRODUCTION

The traditional means of ensuring reliability in data storage is to store multiple copies of the same file in different storage units. Such a replication strategy is clearly inefficient in terms of storage overhead. By storage overhead, we mean the ratio of the amount of data stored pertaining to a file to the size of the file itself. Modern-day data centers can store several Exabytes of data and there are enormous costs associated with such vast amounts of storage not only in terms of hardware, software and maintenance, but also in terms of the power and water consumed. For this reason, reduction in storage overhead is of paramount importance. An efficient approach to reduce storage overhead, without compromising on reliability, is to employ erasure codes instead of replication. When an \([n, k]\) erasure code is employed to store a file, the file is first broken into \(k\) fragments. To this, \(n-k\) redundant fragments are then added and the resultant \(n\) fragments are stored across \(n\) storage units. Thus the storage overhead incurred is given by \(\frac{n}{k}\). In terms of minimizing storage overhead, a class of codes known as Maximum Distance Separable (MDS) codes, of which Reed-Solomon (RS) codes are the principal example, are the most efficient. MDS codes have the property that the entire file can be obtained by connecting to any \(k\) storage units, which means that an MDS codes can handle the failure of \(n-k\) storage units without suffering data loss. RS codes are widely used in current-day distributed-storage systems. Examples include, the [9, 6] RS code in Hadoop Distributed File System with Erasure Coding (HDFS-EC), the [14, 10] RS code employed in Facebook’s f4 BLOB storage and the [12, 8] RS code employed in Baidu’s Atlas cloud storage [1].

A second important consideration governing choice of erasure code is the ability of the code to efficiently handle the failure of an individual storage unit, as such failures are a common occurrence [2], [3]. From here on, we will interchangeably refer to a storage unit as a node, as we will at times, employ a graphical representation of the code. We use the term node failure to encompass not only the actual physical failure of a storage unit, but also instances where a storage unit is down for maintenance or else is unavailable on account of competing serving requests. Thus, the challenge is to design codes which are efficient not only with respect to storage overhead, but which also having the ability to efficiently handle the repair of a failed node. The nodes from which data is downloaded for the repair of a failed node are termed as helper nodes and the number of helper nodes contacted is termed the repair degree. The amount of data downloaded to a replacement node from the helper nodes during node repair is called the repair bandwidth.

This survey article will appear as a chapter in the upcoming "A Concise Encyclopedia of Coding Theory", W. C. Huffman, J.-L. Kim, and P. Solé, CRC Press.
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If the employed erasure code is an \([n, k]\) MDS code, then the conventional approach towards repair of a failed node is as follows. A set of \(k\) helper nodes would be contacted and the entire data from these \(k\) nodes would then be downloaded. This would then permit reconstruction of the entire data file and hence in particular, enable repair of the failed node. Thus under this approach, the repair bandwidth is \(k\) times the amount of data stored in the replacement node, which is clearly wasteful of network bandwidth resources and can end up clogging the storage network.

This is illustrated in Fig. 1 in the case of Facebook’s \([14, 10]\) RS code. If each node stores 100MB of data, then the total amount of data download needed for the repair of a node storing 100MB from the 10 helper nodes equals 1GB. Thus in general, in the case of an \([n, k]\) MDS code, the repair degree equals \(k\) and repair bandwidth is the entire file size which is \(k\) times the amount of data stored in a node. As will be seen, under conventional node repair, MDS codes are inefficient both in terms of repair degree and repair bandwidth.

Coding theorists responded to the challenge of node repair by coming up with two classes of codes, known as ReGenerating Codes (RGCs) \(^4\) and Locally Recoverable Codes (LRCs) \(^5\). The goal of an RGC is to reduce the repair bandwidth, whereas with an LRC, one aims to minimize the repair degree. Recently much progress has also been made in coming up with more efficient approaches for the repair of RS codes \(^6\), \(^7\). This chapter will primarily focus on RGC and LRC. We will also briefly discuss novel methods of RS repair, as well as a class of codes known as Locally ReGenerating Codes (LRGCs), that combine the desirable properties of RGCs and LRCs.

A brief overview of the topic of codes for distributed storage, and from the perspective of the authors, is presented here. For further details, the readers are referred to surveys such as can be found in \(^8\)–\(^12\). We would like to thank the editors of Advanced Computing and Communications for permitting the reuse of some material from \(^13\).

We begin with a brief primer on RS codes.

II. REED-SOLOMON CODE

We provide here a brief description of an \([n, k]\) RS code \(^1\). Let \(a_i \in \mathbb{F}_q, i = 0, 1, \ldots, k - 1\), represent the \(k\) message symbols. Let \(x_0, x_1, \ldots, x_{n-1}\) be an arbitrary collection of \(n\) distinct elements from \(\mathbb{F}_q\) and the polynomial \(f\) be defined by:

\[
f(x) = \sum_{i=0}^{k-1} a_i \prod_{j=0}^{k-1} \frac{(x-x_j)}{(x_i-x_j)} := \sum_{i=0}^{k-1} b_i x^i.
\]

It follows that \(f\) is the interpolation polynomial of degree \((k-1)\) that satisfies

\[
f(x_i) = a_i, \quad 0 \leq i \leq (k-1).
\]

\(^1\)Throughout this chapter the term ‘Reed-Solomon codes’ will include what are often called ‘generalized Reed-Solomon codes’, defined specifically in Section VI.
Fig. 2: Illustrating the operating principle of an RS code.

The \( n \) code symbols in the RS codeword corresponding to message symbols \( \{a_i\}_{i=0}^{k-1} \) are precisely the \( n \) ordered symbols \( \{f(x_0), f(x_1), \ldots, f(x_{n-1})\} \), see Fig. 2 for an illustration. Of these, the first \( k \) symbols are message symbols while the remaining are redundant symbols.

The RS code derives its MDS property from the fact that the polynomial \( f \) can be determined from the knowledge of any \( k \) evaluations, simply by solving a nonsingular set of \( k \) equations in the \( k \) unknown coefficients \( \{b_i\}_{i=0}^{k-1} \) as shown below:

\[
\begin{bmatrix}
  f(x_{i_1}) \\
  f(x_{i_2}) \\
  \vdots \\
  f(x_{i_k})
\end{bmatrix} =
\begin{bmatrix}
  1 & x_{i_1} & \cdots & x_{i_1}^{k-1} \\
  1 & x_{i_2} & \cdots & x_{i_2}^{k-1} \\
  \vdots & \vdots & \vdots & \vdots \\
  1 & x_{i_k} & \cdots & x_{i_k}^{k-1}
\end{bmatrix}
\begin{bmatrix}
  b_0 \\
  b_1 \\
  \vdots \\
  b_{k-1}
\end{bmatrix},
\]

where \( i_1, \ldots, i_k \) are any set of \( k \) distinct indices drawn from \( \{0, \ldots, n-1\} \). From this it follows that an RS code can recover from the erasure of any \( n-k \) code symbols. The conventional approach of repairing a failed node corresponding to code symbol \( f(x_j) \) would be to use the contents of any \( k \) nodes (i.e., any \( k \) code symbols) to recover the polynomial \( f \) and then evaluate the polynomial \( f \) at \( x_j \) to recover the value of \( f(x_j) \).

III. REGENERATING CODES

Traditional erasure codes are scalar codes, i.e., each code symbol corresponds to a single symbol from a finite field. It turns out however, that the design of codes with improved repair bandwidth calls for codes that have an underlying vector alphabet. Thus, each code symbol is now a vector. The process of moving from a scalar symbol to a vector symbol is referred to as sub-packetization. The reason for this choice of terminology is that we view a scalar symbol over the finite field \( \mathbb{F}_q^\alpha \) of size \( q^\alpha \) as being replaced by a vector of \( \alpha \) symbols drawn from \( \mathbb{F}_q^\alpha \). An example is presented in Fig. 3.

A. An Example Regenerating Code and Sub-packetization

In Fig. 3 the setup on the left represents a [4, 2] MDS code. The symbols stored in the 4 nodes are respectively, \( A, B, A+B, A+2B \), all drawn from a finite field of suitable size, for example \( \mathbb{F}_{3^2} \). To repair the failed node (disk) 1 that previously stored \( A \), we have to download 2 symbols. Consider next, the setup to the right. Here the sub-packetization level is 2, each symbol drawn from \( \mathbb{F}_{3^2} \), is replaced by 2 ‘half-symbols’, each drawn from \( \mathbb{F}_3 \). Thus \( A \) is replaced by \( A_1, A_2 \), \( B \) by \( B_1, B_2 \). Note that if the data stored in the remaining two parity nodes is as shown in the figure, then node 1 can be repaired by downloading 3 half-symbols in place of two full symbols, thereby achieving a reduction in repair bandwidth. Note however that we have contacted all the remaining nodes, 3 in this case, as opposed to \( k = 2 \) in the case of the MDS code. Thus while regenerating codes reduce the repair bandwidth, they do in general, result in increased repair degree.
Fig. 3: Showing how breaking up a single scalar symbol into two smaller symbols helps improve the repair bandwidth. This breaking up of a symbol is referred to as sub-packetization. The sub-packetization level equals 2 here.

B. General Definition of a Regenerating Code

Definition 1 ([4]): Given a file of size $B$, as measured in number of symbols over $\mathbb{F}_q$, an $\{(n, k, d), (\alpha, \beta), B, \mathbb{F}_q\}$ regenerating code $C$ stores data pertaining to this file across $n$ nodes, where each node stores $\alpha$ symbols from the field $\mathbb{F}_q$. The code $C$ is required to have the following properties (see Fig. 4):

i) **Data Collection:** The entire file can be obtained by downloading contents of any $k$ nodes.

ii) **Node Repair:** If a node fails, then the replacement node can connect to any subset of $d$ helper nodes, where $k \leq d \leq n - 1$, download $\beta$ symbols from each of these helper nodes and repair the failed node.

With respect to the definition above, there could be two interpretations as to what it means to repair a failed node. One interpretation of repair is that the failed node is replaced by a replacement node which upon repair, stores precisely the same data as did the failed node. This is called **Exact Repair** (E-R). This is not however, a requirement and there is an alternative, more general definition of node repair. Under this more general interpretation, the failed node is replaced by a replacement node in such a way that the resultant collection of $n$ nodes, once again satisfies the requirements of a regenerating code. Such a replacement of a failed node is termed as **Functional Repair** (F-R). Clearly, E-R is a special case of F-R. E-R is preferred in practice as it simplifies management of the storage network.

It is easily verified that the storage overhead of a regenerating code equals $\frac{n\alpha}{B}$, the repair degree is $d$ and the repair bandwidth is $d\beta$. The parameter $\beta$ is typically much smaller than $\alpha$, resulting in savings in repair bandwidth. The parameter $\alpha$ is called the sub-packetization level of the regenerating code and having low sub-packetization level is preferred from a practical perspective (see [14]). A regenerating code is said to possess the **optimal-access**
property if no computation is required at the helper nodes during node repair. If repair of a failed node can be done
without any computation at either the helper nodes or the replacement node, then the regenerating code is said to
have the **Repair-By-Transfer** (RBT) property.

C. Bound on File Size

It turns out by using the cut-set bound of network coding one can show that the size $B$ of the file encoded by
regenerating code must satisfy the following inequality [4]:

$$B \leq \sum_{i=0}^{k-1} \min\{\alpha, (d-i)\beta\},$$  \hspace{1cm} (1)

which we will refer to as the cut-set bound. This bound holds for F-R (and hence also for E-R).

A regenerating code is said to be optimal if the cut-set bound is satisfied with equality and if in addition,
decreasing either $\alpha$ or $\beta$ would cause the bound to be violated. There are many flavors of optimality in the sense
that for a fixed $(B, k, d)$, inequality (1) can be met with equality by several different pairs $(\alpha, \beta)$. The parameter $\alpha$
determines the storage overhead $\frac{B}{k\alpha}$, whereas $\beta$ is an indicator of normalized repair bandwidth $\frac{d\beta}{B}$. The various pairs
of $(\alpha, \beta)$ which satisfy the cut-set bound with equality present a tradeoff between storage overhead and normalized
repair bandwidth. The existence of codes achieving the cut-set bound for all possible parameters is known again
from network coding in the F-R case. Thus in the F-R case, the storage-repair bandwidth (S-RB) tradeoff is fully
characterized. An example of this tradeoff is presented for the case $(B = 5400, k = 6, d = 10)$. The discussion
above suggests that the tradeoff is a discrete collection of optimal pairs $(\alpha, \beta)$. However, in the plot, these discrete
pairs are connected by straight lines, giving rise to the piecewise linear graph in Fig. 5. The straight line connections
have a physical interpretation and correspond to a space sharing solution to the problem of node repair and the
reader is referred to [15], [16] for details.

![Fig. 5: S-RB tradeoff for F-R with $(B = 5400, k = 6, d = 10)$](image)

D. MSR and MBR Codes

There are two extreme choices of $(\alpha, \beta)$ in this tradeoff. In the first, $\alpha$ is the least possible, as a result of which
$\alpha \leq (d-k+1)\beta$, thereby forcing $B = k\alpha$. Under this condition $\beta$ is minimized by setting $\alpha = (d-k+1)\beta$.
Regenerating codes with this flavor of optimality are called **Minimum Storage Regenerating** (MSR) codes. In the
case of an MSR code, the size of the code is given by $q^B = q^{k\alpha} = (q^\alpha)^k = (q^\alpha)^{(n-d_{\min}+1)}$, where $d_{\min}$
is the minimum distance. It follows that MSR codes achieve the Singleton bound on code size over the vector alphabet $\mathbb{F}_q^\alpha$ and hence MSR codes belong to the class of MDS codes. At the other extreme, we have the case $\alpha \geq d\beta$, and file size $B = \sum_{i=0}^{k-1}(d-i)\beta = kd\beta - \binom{k}{2} \beta$. Here $\alpha$ is minimized by setting $\alpha = d\beta$. Regenerating codes
having these parameters are termed as Minimum Bandwidth Regenerating (MBR) codes. MBR codes have the minimum possible repair bandwidth, but are not MDS. The storage overhead of an MBR code can be shown lower bounded by 2, whereas MSR codes can have storage overhead arbitrarily close to 1.

Several constructions of E-R MSR [17]–[27] and MBR [17], [28]–[30] codes can be found in the literature. A selected subset of these constructions are discussed here.

E. Storage-Bandwidth Tradeoff for Exact-Repair

The cut-set bound (1) may be not achievable under E-R and hence the S-RB tradeoff for E-R may vary from that for F-R. For brevity, we will refer to the S-RB tradeoff in the case of E-R as the E-R tradeoff and similarly F-R tradeoff in the case of functional repair. Since E-R codes are a special case of F-R codes, the file size $B$ in the case of E-R case cannot exceed (1). Constructions of exact-repair MSR and MBR codes are known and hence the E-R tradeoff coincides with the F-R tradeoff at the MSR and MBR points. Points on the S-RB tradeoff, other than the MSR and MBR points are referred to as interior points. In [15], it was shown that it is impossible to achieve, apart from one exceptional subset, any interior point of the F-R tradeoff using E-R. The exceptional set of interior points correspond to a small region of the F-R tradeoff curve, adjacent to the MSR point, see Theorem 3.1 below.

Theorem 3.1: For any given $(n, k, d, B)$, E-R codes do not exist for $(\alpha, \beta, B)$ corresponding to an interior point on the F-R tradeoff, except possibly for a small region in the neighborhood of MSR point with $\alpha$ values in the range,

$$(d - k + 1) \beta \leq \alpha \leq (d - k + 2) \beta - \left(\frac{d - k + 1}{d - k + 2}\right) \beta.$$ 

This theorem does not eliminate the possibility of E-R codes approaching the F-R tradeoff asymptotically i.e., in the limit as $B \to \infty$. The E-R tradeoff for the $(n, k, d) = (4, 3, 3)$ case was characterized in [31] where the impossibility of approaching the F-R tradeoff under E-R was established. The analogous result in the general case, was established in [32]. Examples of interior-point RGC constructions include layered codes [16], improved layered codes [33], determinant codes [34], cascade codes [35] and multi-linear-algebra-based codes [36].

F. Polygon MBR Code

We present a simple construction of an MBR code [28] possessing the RBT property, through an example known as the Pentagon MBR code. The parameters of the example construction are

$$(n = 5, k = 3, d = 4), (\alpha = 4, \beta = 1), B = 9, \mathbb{F}_2.$$ 

Note that as required of an MBR code,

$$B = kd\beta - \left(\frac{k}{2}\right) \beta = 9, \quad \text{and} \quad \alpha = d\beta = 4.$$ 

The file to be stored consists of the 9 symbols $\{a_1, a_2, \ldots, a_9\}$. We first generate a parity symbol $a_P$ given by $a_P = a_1 + a_2 + \cdots + a_9$ (mod 2). Next, set up a complete graph with $n = 5$ nodes, i.e., form a fully-connected pentagon. The pentagon has $\frac{5(5-1)}{2} = 10$ edges, and we assign each of the 10 code symbols $\{a_i \mid 1 \leq i \leq 9\} \cup \{a_P\}$ to a distinct edge (see Fig. 5). Each node stores all the symbols appearing on edges incident on that node, giving $\alpha = 4$.

Data Collection: The data collection property requires that the entire data file be recoverable by connecting to any $k = 3$ nodes. It can be easily seen that any collection of 3 nodes contain 9 distinct symbols from $\{a_i \mid 1 \leq i \leq 9\} \cup \{a_P\}$, which is sufficient to recover the entire file.

Node Repair: Now suppose one of the nodes failed. The repair is accomplished by downloading from each of the remaining $d = 4$ nodes, the code symbol it has in common with the failed node. Since each helper node passes on a single symbol to aid in node repair, we have $\beta = 1$.

This construction can be generalized by replacing the pentagon by a polygon with $n$ vertices. The parameters of the general construction are

$$\{(n, k, d = n - 1), (\alpha = n - 1, \beta = 1), B = k(n - 1) - \left(\frac{k}{2}\right), \mathbb{F}_q\},$$
For codes constructed under this framework, the parameter $G$. The Product-Matrix MSR and MBR Constructions

The framework allows the construction of MBR code with $\alpha = d$ for all parameter sets $(n, k, d)$. In the MSR case, the framework yields constructions for all $(n, k, d)$ with $\beta = 1$ and $d \geq 2k - 2$.

The mathematical setting under this framework is as follows. There is an $(n, k, d)$ code matrix $C$ whose $i$-th row, denoted by $c_i$, contains the $\alpha$ symbols stored in node $i$. The code matrix $C$ is the product of an $(n \times d)$ encoding matrix $\Psi$ and a $(d \times \alpha)$ message matrix $M$, i.e., $C = \Psi M$. The entries of the encoding matrix $\Psi$ are independent of the file to be stored. The message matrix $M$ contains the $B$ symbols in the file, with some symbols repeated. Let $\psi_i$ denote the $i$-th row of $\Psi$, then the content of node $i$ is given by $c_i = \psi_i^T M$.

1) **PM-MSR Code:** We will begin by identifying the encoding and message matrices that will yield an MSR code with $\beta = 1$ [17] for the case $d = 2k - 2$. This construction can be extended to $d > 2k - 2$ through the mechanism of shortening a code [17]. When $d = 2k - 2$, we have $\alpha = k - 1$, $d = 2\alpha$ and $B = \alpha(\alpha + 1)$. The encoding matrix $\Psi$ is then given by $\Psi = [\Phi \Lambda \Phi]$, where $\Phi$ is a $(n \times \alpha)$ matrix and $\Lambda$ is a $(\alpha \times \alpha)$ diagonal matrix. The entries of $\Psi$ are chosen such that any $d$ rows of $\Psi$ are linearly independent, any $\alpha$ rows of $\Phi$ are linearly independent and the diagonal entries of $\Lambda$ are distinct. These conditions can be met by picking $\Psi$ to be a Vandermonde matrix that is of the form $\Psi = [\Phi \Lambda \Phi]$ (this is not difficult).

Let $S_1$ and $S_2$ be two distinct $(\alpha \times \alpha)$ symmetric matrices, which together contain all the $B = \alpha(\alpha + 1)$ elements contained in the data file. The message matrix $M$ is then given by: $M = [S_1 \quad S_2]^T$. Let $\phi_i$ denote the $i$-th row of $\Phi$ and $\lambda_i$, the $i$-th diagonal element of the diagonal matrix $\Lambda$. Then the $\alpha$ symbols stored in node $i$ are given by: $c_i = \psi_i^T M = \phi_i^T S_1 + \lambda_i \phi_i^T S_2$. We will now show that the data collection and node repair properties hold for this construction.

**Data Collection:** Let $\Psi_{DC} = [\Phi_{DC} \Lambda_{DC}]$ be the $(k \times d)$ sub matrix of the $(n \times d)$ matrix $\Psi$ and corresponding to an arbitrary subset of $k$ nodes drawn from the totality of $n$ nodes. To establish the data collection property it suffices to show that one can recover $S_1$ and $S_2$ from the matrix

$$\Psi_{DC} M = \Phi_{DC} S_1 + \Lambda_{DC} \Phi_{DC} S_2,$$

given $\Phi_{DC}$ and $\Lambda_{DC}$. The first step is to multiply both sides of the equation on the right by the matrix $\Psi_{DC}^T$ to obtain

$$\Psi_{DC}^T M \Phi_{DC}^T = \Phi_{DC} S_1 \Phi_{DC}^T + \Lambda_{DC} \Phi_{DC} S_2 \Phi_{DC}^T.$$

Set $P = \Phi_{DC} S_1 \Phi_{DC}^T$ and $Q = \Phi_{DC} S_2 \Phi_{DC}^T$, so that $\Psi_{DC}^T M \Phi_{DC}^T = P + \Lambda_{DC} Q$. It can be seen that $P$ and $Q$ are symmetric matrices. The $(i, j)$-th element of $P + \Lambda_{DC} Q$ is $P_{ij} + \lambda_i Q_{ij}$, whereas the $(j, i)$-th element is
\[ P_{ji} + \lambda_j Q_{ji} = P_{ij} + \lambda_j Q_{ij}. \] Since all the \( \{\lambda_i\} \) are distinct, one can solve for \( P_{ij} \) and \( Q_{ij} \) for all \( i \neq j \), thus obtaining all the non-diagonal entries of both matrices \( P \) and \( Q \). The \( i \)-th row of \( P \) excluding the diagonal element is given by \( \phi_i^T S_1[\phi_1 \cdots \phi_{i-1} \phi_{i+1} \cdots \phi_{\alpha+1}] \), from which the vector \( \phi_i^T S_1 \) can be obtained, since the matrix on the right is invertible. Next, one can form \( [\phi_1 \cdots \phi_{n}]^T S_1 \). Since the matrix on the left of \( S_1 \) is invertible, we can then recover \( S_1 \). In a similar manner, the entries of the matrix \( S_2 \) can be recovered from the non-diagonal entries of \( Q \).

**Node Repair:** Let \( f \) be the index of the failed node and \( \{h_{j} | j = 1, \ldots, d\} \) denote the arbitrary set of \( d \) helper nodes chosen. The helper node \( h_i \) computes \( \psi_{h_i}^T M \phi_f \) and passes it on to the replacement node. Set \( \Psi_{rep} = [\psi_{h_1} \psi_{h_2} \cdots \psi_{h_d}]^T \). Then the \( d \) symbols obtained by the replacement node from the repair node can be aggregated into the form \( \Psi_{rep} M \phi_f \). From the properties of \( \Psi \), it can be seen that \( \Psi_{rep} \) is invertible. Thus the replacement node can recover \( M \phi_f = [S_1 \phi_f \ S_2 \phi_f]^T \). Since \( S_1 \) and \( S_2 \) are symmetric matrices, \( \phi_f^T S_1 \) and \( \phi_f^T S_2 \) can be obtained by simply taking the transpose. Now \( \phi_f^T S_1 + \lambda_f \phi_f^T S_2 = \phi_f^T M = \hat{c}_f \), completing the repair process.

2) **PM-BMR Code:** For the sake of brevity, we describe here only the structure of the encoding and message matrices under the product-matrix framework, that will result in an MBR code with \( \beta = 1 \). A proof of the data collection and node-repair properties can be found in [17].

From the properties described earlier in Section [III-D] of an MBR code it follows that \( \alpha = d \beta = d \) and \( B = kd - \binom{d}{2} \). The \((n \times d)\) encoding matrix \( \Psi \) takes on the form \( \Psi = [\Phi \ \Delta] \), where \( \Phi \) is an \((n \times k)\) matrix and \( \Delta \) is an \((n \times (d - k))\) matrix. The matrices are chosen such that any \( d \) rows of \( \Psi \) are linearly independent and any \( k \) rows of \( \Phi \) are linearly independent. We remark that these requirements can be satisfied by choosing \( \Phi \) to be a Vandermonde matrix. This places an \( O(n) \) requirement on the field size. The number of message symbols \( B = kd - \binom{d}{2} \) can be expressed in the form \( B = (k^2 + 1) + k(d - k) \). Accordingly, let the \( B \) message symbols be divided into two subsets \( A_1, A_2 \) of respective sizes \( \binom{k+1}{2} \) and \( k(d - k) \). Let \( S \) be a \((k \times k)\) symmetric matrix whose distinct entries correspond precisely to the set \( A_1 \) (placed in any order). The symbols in \( A_2 \) are used to fill up, again in any order, a \((k \times (d - k))\) matrix \( T \).

Given the matrices \( S, T \), the \((d \times d)\) symmetric message matrix \( M \) is then formed by setting:

\[
M = \begin{bmatrix} S & T \\ T^T & 0 \end{bmatrix}.
\]

For the repair of failed node \( i \), the \( j \)th helper node sends \( \psi_j^T M \phi_i \).

### H. Clay Code

In this subsection, we present the construction of an optical-access MSR code with minimum-possible level of sub-packetization, having a coupled-layer structure and which is therefore sometimes referred to as the Clay code. The Clay code was first introduced by Ye-Barg [24] and then independently discovered in [25]. Work that is very closely related to the Clay code can be found in [26]. A systems implementation and evaluation of the Clay code appears in [14]. We use the notation \([a : b] = \{a, a + 1, \ldots, b\}\). Clay codes are MSR codes that possess the optimal-access property, have optimal sub-packetization level and can be constructed over a finite field \( \mathbb{F}_q \) of any size \( q \geq n \). The parameters of a Clay code construction are of the form:

\[
\{ (n = rt, k = r(t-1), d = n-1), \ (\alpha = r^t, \beta = r^{t-1}), \ B = k \alpha, \ \mathbb{F}_q \},
\]

where \( q \geq n \), for some \( t > 1 \) and \( r \geq 1 \). Each codeword in the Clay code is comprised of a total of \( n \alpha = (r \times t \times r^t) \) symbols over the finite field \( \mathbb{F}_q \). We will refer to these finite field symbols as code symbols of the codeword. These \( n \alpha \) code symbols will be indexed by the three tuple

\[(x, y; z) \quad \text{where} \quad x \in [0 : r - 1], \ y \in [0 : t - 1], \ \text{and} \ z = z_0 z_1 \cdots z_{t-1} \in \mathbb{Z}_r^t.\]

Such an indexing allows us to identify each code symbol with an interior or exterior point of an \((r \times t \times r^t)\) three-dimensional (3D) cube and an example is shown in Fig. 7. For a code symbol \( A(x, y; z) \) indexed by \((x, y; z)\), the pair \((x, y)\) indicates the node to which the code symbol belongs, while \( z \) is used to uniquely identify the specific code symbol within the set of \( \alpha = r^t \) code symbols stored in that node.

**Uncoupled Code** As an intermediate step in describing the construction of the Clay code \( A \), we introduce a second code \( B \) that has the same length \( n = rt \), the same level \( \alpha = r^t \) of sub-packetization and which possesses a simpler description. For reasons that will shortly become clearer, we shall refer to the code \( B \) as the uncoupled code.
Fig. 7: Illustrating the data cube associated with a Clay code having parameters \((r = 2, t = 2)\). Hence \(n = rt = 4\) and \(\alpha = r^t = 4\). We associate with each codeword in this example Clay code, a \((2 \times 2 \times 4)\) data cube. Each of the 16 points within the data cube is thus associated with a distinct code symbol of the codeword. The data cube is made up of \(r^t = 4\) planes and each plane is represented by a vector \(z\). The vector \(z\) associated with a plane in the cube, is identified by the location of dots within the plane, which are placed at the coordinates \((x, y, z)\) satisfying \(x = z_y\).

The uncoupled code \(B\) is simply described in terms of a set of \(r \alpha\) parity-check (p-c) equations. Let \(\{B(x, y; z) | x \in [0 : r - 1], y \in [0 : t - 1], z \in \mathbb{Z}_r^t\}\) be the \(n \alpha\) code symbols corresponding to code \(B\).

The \(r \alpha\) p-c equations satisfied by the code symbols that make up each codeword in code \(B\) are given by:

\[
\sum_{x=0}^{r-1} \sum_{y=0}^{t-1} \theta_{x,y}^\ell B(x, y; z) = 0 \quad \text{for all } \ell \in [0 : r - 1], \quad z \in \mathbb{Z}_r^t,
\]

where the \(\{\theta_{x,y}\}\) are all distinct. Such a \(\{\theta_{x,y}\}\) assignment can always be carried out with a field of size \(q \geq n = rt\). The uncoupled code is also an MDS code as it is formed by simply stacking \(\alpha\) codewords, each belonging to the same \([n, k]_q\) MDS code.

**Pairwise Coupling** Next, we introduce a pairing among the \(n \alpha\) code symbols (see Fig. 8) associated with uncoded codeword \(B(x, y; z)\). The pair of a code symbol \(B(x, y; z)\), for the case \(x \neq z_y\) is given by \(B(z_y, y; z(x \rightarrow z_y))\)

where the notation \(z(x \rightarrow z_y)\) denotes the vector \(z\) with the \(y\)th component \(z_y\), replaced by \(x\), i.e.:

\[
z(x \rightarrow z_y) = z_0z_1 \cdots z_{y-1}xz_y+1 \cdots z_{t-1} \in \mathbb{Z}_r^t.
\]

The code symbols \(B(x, y; z)\), for the case \(x = z_y\) will remain unpaired. One can alternately view this subset of code symbols as being paired with themselves, i.e., the pair of \(B(x, y; z)\), for the case \(x = z_y\), is \(B(x, y; z)\) itself.

We now introduce a pairwise transformation, which we will refer to as the coupling transformation, which will lead from a codeword

\[
(B(x, y; z) | x \in [0 : r - 1], y \in [0 : t - 1], z \in \mathbb{Z}_r^t),
\]

in the coupled code to a codeword

\[
(A(x, y; z) | x \in [0 : r - 1], y \in [0 : t - 1], z \in \mathbb{Z}_r^t),
\]

in the coupled code. For \(x \neq z_y\) the pairwise transformation takes on the form:

\[
\begin{bmatrix}
A(x, y; z) \\
A(z_y, y; z(x \rightarrow z_y))
\end{bmatrix}
= \begin{bmatrix}
1 & \gamma \\
\gamma & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
B(x, y; z) \\
B(z_y, y; z(x \rightarrow z_y))
\end{bmatrix},
\]

where \(\gamma\) is selected such that \(\gamma^2 \neq 1\). This causes the \((2 \times 2)\) linear transformation above to be invertible. For the case \(x = z_y\), we simply set

\[
A(x, y; z) = B(x, y; z).
\]
Fig. 8: Figure illustrating the data cube with Clay code symbols on the left and the Uncoupled code symbols on the right. $A$, $A^*$ and $B$, $B^*$ indicate the paired symbols in the respective cubes.

**Parity Check Equations** Combining equations (3) and (2) gives us the p-c equations satisfied by the code symbols of the Clay Code $A$:

\[
\sum_{x=0}^{r-1-1} \sum_{y=0}^{t-1} \theta^{x,y}_\ell \left( A(x, y; z) + 1_{\{x\neq z_y\}} A(x, y; z(x \rightarrow z_y)) \right) = 0, \tag{4}
\]

for all $\ell \in [0 : r - 1]$ and all $z \in \mathbb{Z}_r^t$, where $1_{\{x\neq z_y\}}$ is equal to 1 if $x \neq z_y$ or else takes the value 0.

**Optimal-Access Node Repair** We will show how repair of single node $(x_0, y_0)$ in the Clay code is accomplished by downloading $\beta$ symbols from each of the remaining $n - 1$ nodes. Since no computation is required at a helper node, this will also establish that the Clay code possesses the optimal-access property. The $\beta = r^{t-1}$ symbols passed on by a helper node $(x, y) \neq (x_0, y_0)$ are precisely the subset $\{A(x, y; z) \mid z \in P\}$ of the $\alpha = rt$ symbols contained in that node, in which

\[
P = \{z \in \mathbb{Z}_r^t \mid z_{y_0} = x_0]\,
\]

identifies an $r^{t-1}$-sized subset of the totality of $r^t$ planes in the cube. We will refer to $P$ as the set of repair planes. Pictorially, these are precisely the planes that have a dot in the location of the failed node, see Fig. 9.

Consider the $r$ p-c equations given by (4) for a fixed repair plane $z$, i.e., a plane $z$ belonging to $P$. The code symbols appearing in these equations either belong to the plane $z$ itself, or else are paired to a code symbol belonging to

Fig. 9: Figure illustrating node repair of $(x_0, y_0) = (1, 0)$. The helper data sent corresponds to repair planes $z$ with a dot at failed node $(1, 0)$. The Uncoupled code symbols corresponding to repair planes are recovered as shown above. We can therefore recover the failed symbols from the repair planes and also the remaining failed node symbols of the form $A^*$ from $A, B$ as shown in the figure.
z. For $y \neq y_0$, the pair of a code symbol $A(x, y, z)$ lying in $z$, is a second code symbol $A(z_y, y, z(x \to z_y))$ that does not belong to $z$, but lies however, in a different plane $z$ that is also a member of $P$. It follows that for $y \neq y_0$, the replacement for failed node $(x_0, y_0)$, has access to all the code symbols with $y \neq y_0$ that appear in (4). For the case $y = y_0$, $x \neq x_0$ the replacement node has access to code symbols that belong to the plane $z$, but not to their pairs. Based on the above, the p-c equations corresponding to the plane $z \in P$ can be expressed in the form:

$$\theta^\ell_{x_0, y_0} A(x_0, y_0; z) + \sum_{x \neq x_0} \gamma^\ell_{x, y_0} A(x_0, y_0; z(x \to z_y)) = \kappa^\ast,$$

where $\kappa^\ast$ indicates a quantity that can be computed at a replacement node, based on the code symbols supplied by the $(n - 1)$ helper nodes. Thus we have a set of $r$ equations in $r$ unknowns. From the theory of generalized RS codes, it is known that these equations suffice to recover the symbols:

$$\{A(x_0, y_0; z(x \to z_y_0)) \mid z \in P, x \in [0 : r - 1]\} = \{A(x_0, y_0, z) \mid z \in \mathbb{Z}_r\}.$$

This completes the proof of node repair. We refer the readers to [25] for a proof of the data collection property.

I. Variants of Regenerating Code

Cooperative RGC Regenerating codes were introduced initially with the aim of efficiently dealing with single node-failures, subsequent work extended their applicability to the simultaneous failure of $t > 1$ nodes. Two approaches were adopted. Under the first approach, there is a single repair center that collects all the helper information pertinent to the repair of all the failed nodes and then subsequently distributes the requisite information to the replacement nodes. In [37], the notion of interference alignment is applied to establish that the total amount of data downloaded to the repair center for the case when the code is an MDS code, is at least \( \frac{adt}{d+1-t-k} \).

Under the second approach, there are $t$ repair centers, each corresponding to a replacement node. In the first phase of the repair process, helper data is transferred to the $t$ repair centers from the $d \leq (n - t)$ helper nodes. In the second phase, data is transferred between repair centers. This latter approach introduced in [38] is known as cooperative regeneration. A storage-repair-bandwidth tradeoff for cooperative regenerating codes was derived in [39] and [40] using cutset-bound-based techniques. The extreme points of the tradeoff are known as minimum-bandwidth cooperative regenerating (MBCR) code and minimum-storage cooperative regenerating (MSCR) points. Constructions of optimal codes that operating at these extreme points can be found in [41] and [42].

Near Optimal Bandwidth MDS Codes Yet another variant of RGCs explored in the literature are vector MDS codes that trade between sub-packetization level and savings in repair bandwidth. As demonstrated in [14], large sub-packetization level is not a desirable feature in a distributed storage system. Though MSR codes have optimal repair bandwidth, they necessarily incur a high sub-packetization level as established in [43]–[46]. The piggybacking framework [47], $\varepsilon$-MSR framework [48] and the transformation in [49] are examples of construction methods for vector MDS codes that have a small sub-packetization level while ensuring substantial reduction in repair bandwidth.

Fractional-Repetition Codes, introduced in [50] may be regarded as a generalization of the RBT polygon MBR code [28] presented in Section II-F. In a fractional-repetition code, the symbols corresponding to a data file are first encoded using an MDS code. Each code symbol is then replicated $\rho$ times. These replicated code symbols are stored across $n$ nodes, with each node storing $\alpha$ symbols and each code symbol appearing in exactly $\rho$ distinct nodes. The definition of MBR codes requires that any set of $d$ surviving nodes can be called upon to serve as helper nodes for node repair. In contrast, in the case of fractional-repetition codes, it is only guaranteed that there is at least one choice of $d$ helper nodes corresponding to which RBT is possible. A fractional-repetition code with $p$-repetition allows repair without any computation, for up to $\rho - 1$ node failures. Constructions of fractional-repetition codes can be found in [50]–[53].

Secure RGCs introduced in [54], are a variant of RGCs where a passive but curious eavesdropper is present, who has access to the data stored in a subset $A$ of size $|A| = \ell < k$ of the storage nodes. The aim here is to prevent the eavesdropper from gaining any information pertinent to the stored data. Here again, there is a notion of exact and functional repair and there are corresponding storage-repair bandwidth tradeoffs. Codes that operate at extreme ends of the tradeoff are called secure MBR and secure MSR codes respectively. In [54] an upper bound on file size for the case of F-R secure RGC is provided along with a matching construction corresponding to the MBR point for the case $d = n - 1$. In [55], the authors study the E-R storage-bandwidth tradeoff for this model.
This eavesdropper model was subsequently extended in [56] to the case where the passive eavesdropper also has access to data received during the repair of a subset of nodes $A_1 \subseteq A$ of size $\ell_1$. In [56], the authors provide a secure MBR construction that holds for any value of parameter $d$. The file size under this construction, matches the upper bound shown in [54]. In [57], for the extended model, the authors provide an upper bound on file size corresponding to the secure MSR point and a matching construction. In [58], the authors study the E-R storage-bandwidth tradeoff for the extended model.

IV. LOCALLY RECOVERABLE CODES

In the case of the class of regenerating codes discussed in the previous section, the aim was to reduce the repair bandwidth. In contrast, the focus in the case of Locally Recoverable Codes (LRCs) introduced in [59], [60] and discussed in the present section, is on reducing the repair degree, i.e., on reducing the number of helper nodes contacted for the purpose of node repair. Two comments are in order here. Firstly, reducing the repair degree does tend to lower the repair bandwidth. Secondly, the storage overhead in the case of a non-trivial LRC, is necessarily larger than that of an MDS code. There are two broad classes of LRCs. LRCs with Information Symbol Locality (ISL) are systematic linear codes in which the repair degree is reduced only for the repair of nodes corresponding to message symbols. In an LRC with All-Symbol Locality (ASL), the repair degree is reduced for the repair of all $n$ nodes, regardless of whether the node corresponds to message or parity symbol. Clearly, the class of LRCs with ASL is a sub-class of the set of all LRCs with ISL.

A. Information Symbol Locality

Unless otherwise specified, when we speak on an LRC in this section, the reference will be to an LRC with ISL. A linear code is said to be systematic if the $k$ message symbols are explicitly present among the $n$ code symbols. An $(n, k, r)$ LRC $C$ over a field $\mathbb{F}_q$, is a systematic $[n, k]$ linear block code having the property that every message symbol $c_t, t \in [k]$ can be recovered by computing a linear combination of the form

$$c_t = \sum_{j \in S_t} a_j c_j, \quad a_j \in \mathbb{F}_q$$

involving at most $r$ other code symbols $c_j, j \in S_t$. Thus the set $S_t$ in the equation above has size at most $r$. The minimum distance of an $(n, k, r)$ LRC [5] must necessarily satisfy the bound

$$d_{\min} \leq (n - k + 1) - \left(\left\lceil \frac{k}{r} \right\rceil - 1\right).$$

Thus for the same values of $[n, k]$, an LRC has $d_{\min}$ which is smaller by an amount equal to $\left(\left\lceil \frac{k}{r} \right\rceil - 1\right)$ in comparison with an MDS code. The quantity, $\left(\left\lceil \frac{k}{r} \right\rceil - 1\right)$ may thus be regarded as the penalty associated with imposing the locality requirement. An LRC whose minimum distance satisfies the above bound with equality is said to be optimal. The class of pyramid codes [60] are an example of a class of optimal LRCs and are described below. Analysis of non-linear LRCs can be found in [61], [62].

1) Pyramid Codes: We introduce the pyramid code [60] construction of an LRC with ISL through an illustrative example corresponding to parameter set $(n = 9, k = 6, r = 3)$. The starting point is the generator matrix of an RS code. Let $G_{RS}$ be the generator matrix of an $[n_{RS} = 8, k_{RS} = 6]$ RS code $C_{RS}$ in systematic form, i.e.,

$$G_{RS} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \ 0 & 1 & 0 & 0 & 0 & 0 \ 0 & 0 & 1 & 0 & 0 & 0 \ 0 & 0 & 0 & 1 & 0 & 0 \ 0 & 0 & 0 & 0 & 1 & 0 \ 0 & 0 & 0 & 0 & 0 & 1 \ \end{bmatrix} \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \\ g_{31} & g_{32} \\ g_{41} & g_{42} \\ g_{51} & g_{52} \\ g_{61} & g_{62} \end{bmatrix}.$$
The generator matrix of the associated pyramid code is obtained by splitting a single parity column in $G_{RS}$ and then rearranging columns as shown below:

$$G_{pyr} = \begin{bmatrix} 1 & 0 & 0 & g_{11} & 0 & 0 & 0 & 0 & g_{12} \\ 0 & 1 & 0 & g_{21} & 0 & 0 & 0 & 0 & g_{22} \\ 0 & 0 & 1 & g_{31} & 0 & 0 & 0 & 0 & g_{32} \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & g_{41} & g_{42} \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & g_{51} & g_{52} \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & g_{61} & g_{62} \end{bmatrix}.$$  

This yields the generator matrix $G_{pyr}$ of an $(n = 9, k = 6, r = 3)$ optimal LRC code $C_{pyr}$. The proof that the above code is an optimal LRC with ISL is as follows. It is clear that the code $C_{pyr}$ is an LRC and that the minimum distance $d_{\text{min}}$ of the code $C_{pyr}$ is at least the minimum distance of the RS code $C_{RS}$. This follows from the fact that the minimum Hamming distance of a linear code equals its minimum Hamming weight. The minimum distance of the $C_{RS}$ equals $n_{RS} - k_{RS} + 1 = 8 - 6 + 1 = 3$ from the Singleton bound. It follows that the minimum distance of the pyramid code is at least 3. On the other hand, from (5), we have that

$$d_{\text{min}} \leq (n - k + 1) - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right) = 9 - 6 + 1 - \left( \left\lceil \frac{6}{3} \right\rceil - 1 \right) = 3.$$  

It follows that the code is an optimal LRC. In the general case, if we start with an $[n, k]$ RS code and split a single parity column, we will obtain an optimal pyramid LRC.

2) Windows Azure LRC: Fig. 10 shows the $(n = 18, k = 14, r = 7)$ LRC employed in the Windows Azure cloud storage system [63] and which is related in structure, to the pyramid code. The dotted boxes indicate a collection of symbols that satisfy an overall parity check. This code has minimum distance 4 which is the same as that of the $[n = 9, k = 6]$ RS code.

![Windows Azure LRC diagram](image)

Fig. 10: The LRC employed in Windows Azure cloud storage.

In terms of reliability, the $(n = 18, k = 14, r = 7)$ Windows Azure code and the $[9, 6]$ RS code are comparable as they both have the same minimum distance $d_{\text{min}} = 4$. In terms of repair degree, the two codes are again comparable, having respective repair degrees of 7 (Windows Azure LRC) and 6 (RS). The major difference is in the storage overhead, which stands at $\frac{18}{14} = 1.29$ in the case of the Azure LRC and $\frac{9}{6} = 1.5$ in the case of the $[9, 6]$ RS code. This reduction in storage overhead has reportedly saved Microsoft millions of dollars [64].

B. All Symbol Locality

An LRC in which every code symbol can be recovered from a linear combination of at most $r$ other code symbols is called an LRC with ASL. An LRC with ASL will be said to be optimal if it has minimum distance that satisfies $[5]$ with equality. A construction for optimal ASL LRCs can be found in [65]. The codes in the construction may be regarded as subcodes of RS codes. The idea behind the construction is illustrated in Fig. 11 for the case $r = 2$. As noted in Section [1], the code symbols within a codeword of an $[n, k]$ RS code over $\mathbb{F}_q$ may be regarded as evaluations of a polynomial associated with the message symbols. More specifically, the codeword $(f(P_1), \ldots, f(P_n)) \in \mathbb{F}_q^n$, where $f(x) = \sum_{i=0}^{k-1} m_i x^i$ and where $P_1, \ldots, P_n$ are distinct elements from $\mathbb{F}_q$, is associated to the set $\{m_i\}_{i=0}^{k-1}$ of message symbols. The construction depicted in Fig. 11 is one in which code symbols are obtained by evaluating a subclass of this set of polynomials. This subclass of polynomials has the property that given any code symbol
corresponding to the evaluation \( f(P_a) \), there exist two other code symbols \( f(P_b), f(P_c) \) such that the three values lie on straight line and hence satisfy an equation of the form

\[
u_a f(P_a) + u_b f(P_b) + u_c f(P_c) = 0,
\]

where \( u_a, u_b, u_c \subseteq \mathbb{F}_q \). Thus the value of an example code symbol \( f(P_a) \) can be recovered from the values of two other code symbols, \( f(P_b) \) and \( f(P_c) \) in the present case. Thus this construction represents an LRC with \( r = 2 \) which structurally is a subcode of an RS code.

![Fig. 11: Illustrating the construction of an optimal ASL LRC.](image)

We now present a more general form of the construction in [65] of an \((n,k,r)\) ASL LRC for the case \( n = (q-1) \) and \((r+1)|(q-1)\). It will be found convenient to express \( k \) in the form

\[
k = \ell r + a, \quad 1 \leq a \leq r,
\]

so that

\[
\ell = \left\lceil \frac{k}{r} \right\rceil - 1.
\]

While in an RS code, we evaluate all polynomials of degree \( \leq (k-1) \), here we restrict attention to the subset \( Q \) of polynomials, that can be expressed in the form:

\[
f(x) = \sum_{i=0}^{\ell} x^{(r+1)i} f_i(x),
\]

where the polynomials

\[
f_i(x) = \sum_{j=0}^{r-1} b_j^i x^j
\]

for \( 0 \leq i \leq \ell - 1 \) have degree \( (r-1) \) and where

\[
f_{\ell}(x) = \sum_{j=0}^{a-1} b_j^\ell x^i
\]

has degree \( (a-1) \). Clearly by counting the number of coefficients, we see that the number of polynomials in the set \( Q \) equals \( q^{\ell r + a} = q^k \) and hence this code has dimension \( k \). Let \( \mathbb{F}_q^* \) denote the set of \((q-1)\) nonzero elements in the finite field \( \mathbb{F}_q \). Code symbols are obtained by evaluating each polynomial in \( Q \) at all the elements in \( \mathbb{F}_q^* \). Let \( \mathcal{C} \) be the resultant code, i.e.,

\[
\mathcal{C} = \{ (f(u) \mid u \in \mathbb{F}_q^*) \mid f \in Q \}.
\]
We will next establish that \( C \) is an LRC. To see this, let \( H \) denote the set of \((r + 1)\)th roots of unity contained in \( \mathbb{F}_q \). Then the \( \frac{(q-1)}{(r+1)} \) multiplicative cosets of \( H \) partition \( \mathbb{F}_q^* \). We first note that for any \( \beta \in H \) and any \( b \in \mathbb{F}_q^* \), the product \( b\beta \) is a zero of the polynomial \( (x^{r+1} - b^{r+1}) \). It follows then that for \( f \in \mathbb{Q} \),
\[
    f(b\beta) = f(x)|_{x=b\beta} = \left( f(x) \mod (x^{(r+1)} - b^{r+1}) \right)|_{x=b\beta},
\]
\[
    = \left( \sum_{i=0}^{\ell} x^{(r+1)i} f_i(x) \mod (x^{(r+1)} - b^{r+1}) \right)|_{x=b\beta},
\]
\[
    = \left( \sum_{i=0}^{\ell} b^{(r+1)i} f_i(x) \right)|_{x=b\beta}.
\]
(6)
Since each polynomial \( f_i(x) \) is of degree \( \leq r - 1 \), the polynomial appearing on the right in equation (6), is also of degree \( \leq r - 1 \). As a result, we can recover the value \( f(b\beta) \) from the \( r \) evaluations \( \{ f(b\theta) : \theta \in H \setminus \{ \beta \} \} \). Thus this construction results in an LRC with locality parameter \( r \).

We will now show that \( C \) is an optimal LRC with respect to the minimum distance bound in (5). We next estimate the minimum distance of the code by computing the maximum degree of a polynomial in \( \mathbb{Q} \). We see that
\[
    \deg(f) \leq \ell(r + 1) + a - 1
\]
\[
    = k + \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right) - 1.
\]
Since a polynomial of degree \( d \) can have at most \( d \) zeros and the minimum Hamming weight of a linear code equals its minimum distance, it follows that
\[
    d_{\text{min}} \geq n - \deg(f)
\]
\[
    \geq n - k + 1 - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right).
\]
(7)
Comparing (5) and (7), we see that the code \( C \) is an optimal ASL LRC. Note that the field size needed for this construction is \( O(n) \). A different construction of optimal LRC with \( O(n) \) field size that is based on cyclic codes can be found in [66].

It turns out that for parameter sets where \((r + 1) \nmid n \), the bound (5) cannot be achieved with equality by any ASL LRC. Improved versions of the bound (5) can be found in [67]–[69]. A construction achieving the improved bound in [70] with equality and with exponential field size can be found in the same paper for the case \( n_1 > n_2 \) where \( n_1 = \left\lceil \frac{n}{r+1} \right\rceil \) and \( n_2 = n_1(r + 1) - n \).

C. LRCs Over Small Field Size
For field size \( q < n \), it is challenging to construct optimal LRCs. Upper bounds on the minimum distance of an \((n,k,r)\) LRC over \( \mathbb{F}_q \) that take into account the field size \( q \) can be found in [66], [71]–[76]. Example constructions that are optimal with respect to these improved bounds can be found in [73]–[75]. Asymptotic upper bounds on an LRC i.e., upper bounds on the rate \( \frac{k}{n} \) for a fixed value of relative minimum distance \( \frac{d_{\text{min}}}{n} \) and in the limit as \( n \to \infty \) and which take into account, the field size \( q \), can be found in [76]. Asymptotic lower bounds can be found in [71], [77].

D. Recovery from Multiple Erasures
There are several approaches towards designing an LRC that can recover from more than one erasure. A classification of these approaches is presented in Fig. [12]
Fig. 12: This figure illustrates the classification of various approaches for LRCs for multiple erasures.

1) Codes With Sequential Recovery: The most general approach, by which we mean the approach that imposes the least constraint in terms of how recovery is to be accomplished is sequential recovery [78], [79]. An example of a code with sequential recovery is shown in Fig. [13]. In the figure, the numbers shown correspond to the indices of the 8 code symbols. The 4 vertices correspond to the 4 parity checks. Each parity check represents the equation that the sum of code symbols corresponding to the numbers attached to it, is equal to 0. It can be seen that if the code symbols 1 and 5 are erased, and one chooses to decode using locality, then one must first decode code symbol 5 before decoding symbol 1. Hence, this code can recover sequentially from two erasures where each erasure is recovered by contacting \( r = 2 \) code symbols with block length \( n = 8 \) and dimension \( k = 4 \).

More formally a code with sequential recovery from \( t \) erasures is an \([n, k]\) linear code over \( \mathbb{F}_q \) such that an arbitrary set of \( t \) erased symbols \( c_{j_1}, \ldots, c_{j_t} \), can be recovered as follows:

\[
c_{j_i} = \sum_{m \in S_i} a_m c_m, \quad a_m \in \mathbb{F}_q
\]

where \( S_i \subseteq [n] \), \(|S_i| \leq r\) and \( \{j_i, j_{i+1}, \ldots, j_t\} \cap S_i = \emptyset \). The example given in the Fig. [13] corresponds to the parameter set \((n = 8, k = 4, r = 2, t = 2)\). Sequential recovery was introduced in [78], where a detailed analysis for \( t = 2 \) case can be found. Characterization of maximum possible rate for given \( n, r \) and \( t = 3 \) can be found in [80]. The maximum possible rate of codes with sequential recovery for a given \( r, t \) is characterized in [79]. The construction of codes having high rate but rate that is lesser in comparison to the rate of the construction in [79].
can be found in [81], [82]. The construction in [81] however has lower block length \(O(r^{O(\log(t))})\) in comparison to the construction in [79] that has \(O(r^t)\) block length.

2) Codes With Parallel Recovery: If in the definition of sequential recovery, we impose the stronger requirement \(\{j_1, \ldots, j_t\} \cap S_i = \emptyset\) for \(1 \leq i \leq t\), in place of \(\{j_i, j_{i+1}, \ldots, j_t\} \cap S_i = \emptyset\) we will obtain the definition of a code with parallel recovery. Thus under parallel recovery each of the \(t\) erased code symbols can be recovered in any desired order. Please see [83] for additional details on parallel recovery.

3) Codes With Availability: Codes with availability [70], [84] cater to the situation when a node containing a code symbol that it is desired to access, is unavailable as the particular node is busy serving other requests. To handle such situations, an availability code is designed so that the same code symbol can be recovered in multiple ways, as a linear combination of a small and disjoint subset of the remaining code symbols. The binary product code is one example of an availability code. Consider a simple example of a product code in which code symbols are arranged in the form of an \((r+1) \times (r+1)\) array and the code symbols are such that each row and column satisfies even parity (see Fig. 14 for an example). Thus the code symbols within any row or column of the array sum to zero. It follows that each code symbol can be recovered in 3 distinct ways: directly from the node storing the code symbol or else by computing the sum of the remaining entries in either the row or the column containing the desired symbol.

![Fig. 14: The binary product code as an example of a code with availability. In this example, the code symbol 5 can be recovered either directly from the node storing it, or else by computing either the row sum or the column sum.](image)

Formally, a code with \(t\)-availability, is an \([n, k]\) linear over \(\mathbb{F}_q\) such that each code symbol \(c_i\) can be recovered in \(t\) disjoint ways as follows:

\[
c_i = \sum_{m \in S_i} a_m c_m, \quad a_m \in \mathbb{F}_q
\]

where for \(1 \leq j \neq j' \leq t\), we have that

\[
i \notin S_j, \quad |S_j| \leq r \quad \text{and} \quad S_j \cap S_j' = \emptyset.
\]

The sets \(\{S_j\}\) will be referred to as recovery sets. The example product code described above corresponds to the parameter set \((n = (r+1)^2, k = r^2, t = 2)\) and the sets \(S_1, S_2\) to symbols lying within the same row and column respectively.

Codes with \(t\)-availability can recover from \(t\) erasures. This can be seen as follows. If there are \(t\) erased symbols including \(c_i\), then apart from \(c_i\) there are \(t-1\) other erased symbols. These however, can be present in at most \(t-1\) out of the \(t\) disjoint recovery sets \(S_1, \ldots, S_t\). Hence, there must exist at least one recovery set \(S_j\) in which none of the erased symbols is present and this recovery set can be used to recover \(c_i\). It can be verified that a code with \(t\)-availability is also a code that can recover for \(t\) erasures in parallel.

Upper bounds on the rate of codes with availability for a given \((r, t)\) can be found in [72], [85], [86]. A construction of high-rate codes with availability is presented in [84]. An upper bound on the minimum distance of
a code with availability that is independent of field size $q$, can be found in [70], [72], [85]. Field size dependent upper bounds on minimum distance can be found in [72], [74]. Asymptotic lower bounds for fixed $(r, t, q)$, i.e., lower bounds on rate $\frac{k}{n}$ as a function of relative minimum distance $\frac{d_{\text{min}}}{n}$ as $n \to \infty$ for fixed $(r, t, q)$ can be found in [77], [85].

4) Codes With Cooperative Recovery: In all the different types of $t$-erasure LRCs that we have encountered thus far, the constraint placed has always been on the number $r$ of unerased symbols contacted for the repair of a single erased symbol. In cooperative recovery, a constraint is placed instead, on the total number of unerased code symbols contacted for the recovery of all $t$ erased symbols. Formally, a code with cooperative recovery is an $[n, k]$ linear code over a field $\mathbb{F}_q$ such that an arbitrary set $\{c_{j_1}, \ldots, c_{j_t}\}$ of $t$ erased symbols can be recovered from a set of $t$ equations as shown below:

$$c_{j_i} = \sum_{m \in S} a_{m,i} c_m, \quad a_{m,i} \in \mathbb{F}_q, i \in [t]$$

that involve a common set $\{c_m \mid m \in S\}$ of $r$ unerased code symbols, where $S \subseteq [n], |S| \leq r$. Further details including constructions and performance bounds can be found in [82].

5) Codes With $(r, \delta)$ Locality: The definition of an LRC required that each code symbol be part of a single parity check code of length $\leq (r+1)$. If it was required instead, that each code symbol be part of an $[r+\delta-1, r, \delta]$ MDS code, then the resultant code would be an example of a code with $(r, \delta)$ locality. Thus each local code is stronger in terms of minimum distance, allowing local recovery from a larger number of erasures.

More formally, a code with $(r, \delta)$ locality $C$ over $\mathbb{F}_q$ is an $[n, k]$ linear code over $\mathbb{F}_q$ such that for each code symbol $c_i$ there is an index set $S_i \subseteq [n]$ such that $d_{\text{min}}(C \mid S_i) \geq \delta$ and $|S_i| \leq r+\delta-1$ where $C \mid S_i$ is the restriction of the code to the coordinates corresponding to the set $S_i$. Alternately, we may regard the code $C \mid S_i$ as being obtained from $C$ by puncturing $C$ in the locations corresponding to index set $[n] \setminus S_i$. Note that an LRC code is an instance of an $(r, \delta)$ code with $\delta = 2$.

The classification of this class of codes into information symbol and all symbol $(r, \delta)$ locality codes follows in the same way as was carried out in the case of an LRC. There is an analogous minimum distance bound [87] given by:

$$d_{\text{min}}(C) \leq (n - k + 1) - \left(\left\lceil \frac{k}{r} \right\rceil - 1\right)(\delta - 1). \quad (8)$$

A code with $(r, \delta)$ locality satisfying the above bound with equality is said to be optimal. Optimal codes with $(r, \delta)$ information symbol locality can be obtained from pyramid codes by extending the approach described in Section IV-A1] and splitting a larger number $(\delta - 1)$ of parity columns in the generator matrix of a systematic RS code. Optimal codes with $(r, \delta)$ ASL can be obtained by employing the construction in [65] as described in Section IV-B for the case when $(r + \delta - 1)|n$ and $q = O(n)$. Optimal $(r, \delta)$ cyclic codes with $q = O(n)$ can be found in [88] for the case when $(r + \delta - 1)|n$. A detailed analysis as to when the upper bound on minimum distance appearing in (8) is achievable can be found in [89]. Characterization of binary codes achieving the bound in (8) with equality can be found in [90]. A field size dependent upper bound on dimension $k$ for fixed $(r, \delta, n, d_{\text{min}})$ appears in [76]. Asymptotic lower bounds for a fixed $(r, \delta, q)$ i.e., lower bounds on rate $\frac{k}{n}$ as a function of relative minimum distance $\frac{d_{\text{min}}}{n}$ as $n \to \infty$ for a fixed $(r, \delta, q)$ can be found in [77].

6) Hierarchical Codes: From a certain perspective, the idea of an LRC is not scalable. Consider for instance, a [24, 14] linear code which is made up of the union of 6 disjoint [4, 3] local codes (see the left side of Fig. 15). These local codes are single parity check codes and ensure that the code has locality 3. However if there are 2 or more erasures within a single local code, then local recovery is no longer possible and one has to resort to decoding the entire code as a whole to recover the two erasures. Clearly, this problem becomes more acute as the block length $n$ increases. One option to deal with this situation, would be to build codes with $(r, \delta)$ locality but even in this case, if there are more than $(\delta - 1)$ erasures within a local code, local decoding is no longer possible. Codes with hierarchical locality [91], [92] (see Fig. 15(right)) seek to overcome this by building a hierarchy of local codes having increasing block length, to ensure that in the event that a local code at the lowest level is overcome by a larger number of erasures than it can handle, then the local code at the next level in the hierarchy can take over. As one goes up the hierarchy, both block length and minimum distance increase. An example hierarchical code is presented in Fig. [15].
Fig. 15: The code on the left is an LRC in which each code symbol is protected by a \([n = 4, k = 3, d_{\text{min}} = 2]\) local code and each local code is contained in an overall \([24, 14, 7]\) global code. In the hierarchical locality code appearing to the right, each local code is a part of a \([12, 8, 3]\) so-called middle code, and the middle codes in turn, are contained in an overall \([24, 14, 6]\) global code.

E. Maximally Recoverable Codes

Let \(C\) be an \([n, k]\) linear code with \((r, \delta)\) locality such that every local code has disjoint support and where further, each local code is an \([r + \delta - 1, r]\) MDS code. Let \(E \subseteq [n]\) be formed by picking \((\delta - 1)\) coordinates from each of the local codes within \(C\). Then \(C\) is said to be maximally recoverable (MR) \([93]\) if the code obtained by puncturing \(C\) on coordinates defined by \(E\) is an MDS code. An MR code can correct all possible erasure patterns that are information-theoretically correctable given the locality constraints. MR codes were originally introduced as partial MDS codes in \([94]\). The notion of maximal recoverability finds particular application in the design of sector-disk codes \([95]\) that are used in RAID storage systems to combat simultaneous sector and disk erasures.

V. Locally Regenerating Codes

We have seen earlier that while RGCs minimize repair bandwidth, LRCs minimize the repair degree. Locally Regenerating Codes (LRGCs) \([96], [97]\) are codes which simultaneously possess low repair bandwidth as well as low repair degree. LRGCs are perhaps best viewed as vector codes with locality, in which the local codes are themselves RGCs. In Fig. 16, we illustrate an LRGC where each local code is a repair-by-transfer, pentagon MBR code.

Fig. 16: An LRGC in which each of the three local codes is a pentagon MBR code. The set of 30 scalar symbols that make up the LRGC form a scalar, ASL LRC in which there are three disjoint local codes, each of block length \((r + 1) = 10\). The contents of each of the three pentagons are obtained from the 10 scalar symbols making up the respective local code by following the same procedure employed to construct a pentagon MBR code from a set of 10 scalar symbols that satisfy an overall parity check.
VI. EFFICIENT REPAIR OF REED-SOLOMON CODES

In an \([n,k]\) MDS code, each code symbol is traditionally considered as an indivisible unit over \(\mathbb{F}_q\). As any \(k\) code symbols of an MDS code form an information set, the conventional approach to the recovery of an erased code symbol, is to access an arbitrary set of \(k\) other code symbols, use these to decode the code and in this way, recover the erased symbol. In the context of a distributed storage system, where each code symbol of a codeword is stored in a distinct node, this implies a repair bandwidth which is \(k\) times the amount of data stored in a failed node. The first step in developing a more efficient repair strategy in the case of an MDS code, is to employ a \(k\) times the amount of data stored in a failed node. The first step in developing a more efficient repair strategy in the case of an MDS code, is to employ a

This approach was subsequently generalized in \([7]\) to present an efficient all-node-repair scheme for Generalized Reed-Solomon (GRS) \((\text{see } [98, \text{Ch. 10}])\) codes as described below.

**GRS Codes:** Let \(\Theta := \{\theta_i\}_{i=1}^n \subseteq \mathbb{F}_q\) denote a subset of \(\mathbb{F}_q\) of size \(n\). Let \(\mathcal{F}, \mathcal{H}\) denote the set of all polynomials in \(\mathbb{F}_q[x]\) having degree bounded above by \((k-1)\) and \((n-k-1)\) respectively. Each codeword in an \([n,k]\) GRS code \(C_{\text{GRS}}\) is obtained by evaluating a polynomial in \(\mathcal{F}\), along with scaling coefficients \(\{u_i\}_{i=1}^n \subseteq \mathbb{F}_q^*\), at the elements of \(\Theta\), i.e.,

\[
C_{\text{GRS}} = \{(u_1 f(\theta_1), u_2 f(\theta_2), \ldots, u_n f(\theta_n)) \mid f \in \mathcal{F}\}.
\]

The dual code of \(\mathcal{F}\) is then of the form:

\[
C_{\text{GRS}}^\perp = \{(v_1 h(\theta_1), v_2 h(\theta_2), \ldots, v_n h(\theta_n)) \mid h \in \mathcal{H}\}.
\]

Like the \(\{u_i\}\), the \(\{v_i\}_{i=1}^n \subseteq \mathbb{F}_q^*\) are also a set of scaling coefficients. The scaling coefficients \(\{u_i\}, \{v_j\}\) do not however, play any role in determining the repair bandwidth and for this reason, in the text below, we assume all the scaling coefficients \(u_i, v_j\) to equal \(1\).

**Trace Function and Trace-Dual Basis:** The trace function \(T : \mathbb{F}_q \to \mathbb{B}\) is given by:

\[
T(x) = \sum_{i=0}^{t-1} x^{p^i},
\]

where \(x \in \mathbb{F}_q\). For every basis \(\Gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_t\}\), of \(\mathbb{F}_q\) over \(\mathbb{B}\), there exists a second basis \(\Delta = \{\delta_1, \delta_2, \ldots, \delta_t\}\) termed the trace-dual basis satisfying:

\[
T(\gamma_i \delta_j) = \begin{cases} 
1, & i = j \\
0, & \text{else.}
\end{cases}
\]

It can be verified that each element \(x \in \mathbb{F}_q\) has the basis expansion:

\[
x = \sum_{i=1}^t T(x \gamma_i) \delta_i.
\]

Thus given \(\{T(x \gamma_i)\}_{i=1}^t\), the element \(x\) can be uniquely recovered.

**Node Repair via the Dual Code:** Recall that \(C_{\text{GRS}}\) and its dual \(C_{\text{GRS}}^\perp\) are scaled evaluations of polynomials of degree at most \(k-1\) and at most \(n-k-1\), respectively. Hence for \(f, h \in \mathcal{F}, \mathcal{H}\) respectively, we have \(\sum_{i=1}^n f(\theta_i) h(\theta_i) = 0\) (pretending that each \(u_i\) and each \(v_j\) equals \(1\) for reasons explained earlier). Let us assume that code symbol \(f(\theta_i)\) has been erased. We have:

\[
f(\theta_i) h(\theta_i) = - \sum_{j=1, j \neq i}^n f(\theta_j) h(\theta_j).
\]

Thus,

\[
T(f(\theta_i) h(\theta_i)) = - \sum_{j=1, j \neq i}^n T(f(\theta_j) h(\theta_j)). \tag{9}
\]

Next, let us assume that it is possible to select a subset \(\mathcal{H}_i\) of \(\mathcal{H}\) in such a way that \(\{h(\theta_i)\}_{h \in \mathcal{H}_i}\) forms a basis for \(\mathbb{F}_q\) over \(\mathbb{B}\). It follows from \([9]\) and the existence of a trace-dual basis that \(f(\theta_i)\) can be recovered from the set.
The authors carefully choose the subsets \( \{ \mathcal{H}_i \}_{i=1}^n \) so as to not only satisfy the above basis requirement, but also reduce the repair bandwidth associated with the recovery of \( f(\theta_j) \) via \cite{9}.

**The Repair Scheme in \cite{7}** Let \( n - k \geq p^t-1 \) for a GRS code \( \mathcal{C} \). Let \( \Gamma = \{ \gamma_1, \gamma_2, \ldots, \gamma_t \} \) be a basis for \( \mathbb{F}_q \) over \( \mathbb{B} \). Each codeword in \( \mathcal{C} \) corresponds to the scaled evaluation at the elements in \( \Theta \), of a polynomial \( f \in \mathcal{F} \). With respect to the scheme for failed-node recovery described above, consider the set

\[
\mathcal{H}_i = \left\{ \frac{T(\gamma_j (x - \theta_i))}{(x - \theta_i)} \right\}_{j=1}^t.
\]

It is straightforward to verify that \( \{ h(\theta_i) \}_{h \in \mathcal{H}_i} \equiv \Gamma \) and for \( j \neq i \), \( \{ h(\theta_j) \}_{h \in \mathcal{H}_i} \) is a set consisting of scalar multiples (over \( \mathbb{B} \)) of \( \frac{1}{\gamma_j - \gamma_i} \). Hence, from the \( \mathbb{B} \)-linearity of the trace function \( T \), it is possible to compute all elements in the set \( \{ T(f(\theta_j) h(\theta_j)) \}_{h \in \mathcal{H}_i} \) from \( T(\frac{f(\theta_j)}{\gamma_j - \theta_i}) \). Clearly, in order for the replacement node to be able to compute \( \{ \sum_{j=1}^n \gamma_j T(f(\theta_j) h(\theta_j)) \}_{h \in \mathcal{H}_i} \), each node \( j \neq i \) needs only provide the single symbol \( T(\frac{f(\theta_j)}{\gamma_j - \theta_i}) \in \mathbb{B} \). This results in a repair bandwidth of \( n - 1 \) symbols over \( \mathbb{B} \) to recover each \( f(\theta_i) \). In contrast, as noted earlier, the traditional approach for recovering a code symbol incurs a repair bandwidth of \( k \) symbols over \( \mathbb{F}_q \) or equivalently, \( kt \) symbols over \( \mathbb{B} \).

There has been much subsequent work on the repair of codes, dealing with issues such as repairing RS codes in the presence of multiple erasures, achieving the cut-set bound on node repair, enabling optimal access etc. The reader is referred to \cite{1}, \cite{99}, \cite{100} and the references therein for details. RS repair schemes specific to the \( [n = 14, k = 10]_{q = 256} \) RS code employed by HDFS have been provided in \cite{101}.

### VII. Codes for Distributed Storage in Practice

Given the clear-cut, storage-overhead advantage that erasure codes provide over replication, popular distributed systems such as Hadoop, Google File System (GFS), Windows Azure, Ceph and Openstack have enabled support for erasure codes within their systems. These erasure coding options were initially limited to RS codes. It was subsequently realized that the frequent node-repair operations taking place in the background and the consequent network traffic, and helper-node distraction, were hampering front-end operations. This motivated the development of the RGCs, LRCs and the improved repair of RS codes. As noted in Section \[V-A2\] LRCs are very much a part of the Windows Azure cloud-storage system. Hadoop EC has made Piggybacked RS codes available as an option. Both LRC and MSR (Clay) codes are available as erasure coding options in Ceph.
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