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Abstract

We introduce algebraic sets in the complex projective spaces for the mixed states in bipartite quantum systems as their invariants under local unitary operations. The algebraic sets have to be the union of the linear subspaces if the mixed state is separable, and thus we give a new criterion of separability. Some examples of the entangled mixed states are constructed and studied based on our criterion. Our invariants also can be used to distinguish inequivalent mixed states under local unitary operations.

In recent years it became clear that entanglement is one of the most important ingredients and resources of quantum information processing (see [1], [2]), and thus stimulated tremendous studies of quantum entanglements of both pure and mixed states from both theoretical and experimental view,
for a survey we refer to [3],[8] and [9]. For mixed states, the criterion of Peres-Horodecki said that a separable mixed state must necessarily have a positive partial transpose(PPT), and this is also a sufficient condition for separability of mixed states in $2 \times 2$ or $2 \times 3$ quantum systems([5],[6]). It is also noted that the mixed entangled states with PPT cannot be distilled (bound entanglement). The first several examples of the entangled mixed states with PPT are provided in [7]. The context of unextendible product bases was introduced in [10] and [11] as a systematic way to construct entangled mixed PPT states in both bipartite and multipartite case. For “low” rank PPT mixed states it is proved that they have to be separable for both bipartite and multipartite quantum systems([12],[13],[14]). We also should mention the elegant geometric approach for the entanglement of pure states in $n$ qubits case in [16], which leads further the concepts and results of Schmidt number and coefficients [17].

In this letter, we introduce algebraic sets (i.e., the zero locus of several multi-variable homogeneous polynomials, see [18]) in the complex projective space (see [18]) for any given mixed state in a bipartite quantum system with the following two properties:

1) When we apply local unitary operations to the mixed state, the corresponding algebraic sets are changed by a linear transformation, and thus these invariants can be used to distinguish inequivalent mixed states under local unitary operations;

2) The algebraic sets are linear (the union of some linear subspaces) if the mixed state is separable, and thus we give a new separability criterion.

From our Theorem 1 below, if the Fubini-Study metric of the complex projective space is used, the metric properties of these algebraic sets are also preserved when local unitary operations are applied to the mixed state. Hence we establish a connection between Quantum Entanglement and both the Algebraic Geometry and Hermitian Geometry of these algebraic sets. Any algebraic-geometric or Hermitian geometric invariant of the algebraic set of the mixed state is an invariant of the mixed state under local unitary operations.(see [25]).
We only treat bipartite case in this letter and the multi-partite case will be treated in [23].

The algebraic sets used in this letter is called “determinantal varieties” in algebraic geometry ([18] Lecture 9 and [19] Cha.II) and have been studied by mathematicians from different motivations such as geometry of curves ([19]), Hodge theory ([20]), commutative algebra ([21]) and even combinatorics ([22]). It is interesting to see that it can be useful even in quantum information theory. For the algebraic geometry used in this letter and [23] we refer to the nice book [18].

Let \( H = C^m_A \otimes C^n_B \) and the standard orthogonal base is \( \{|ij \rangle\} \), where, \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \), and \( \rho \) is a mixed state on \( H \). We represent the matrix of \( \rho \) in the base \( \{|11 \rangle, \ldots, |1n \rangle, \ldots, |m1 \rangle, \ldots, |mn \rangle\} \), and consider \( \rho \) as a blocked matrix

\[
\rho = \begin{pmatrix}
\rho_{11} & \cdots & \rho_{1n} \\
\vdots & \ddots & \vdots \\
\rho_{m1} & \cdots & \rho_{mn}
\end{pmatrix}
\]

with each block \( \rho_{ij} \) an \( n \times n \) matrix corresponding to the \( |i1 \rangle, \ldots, |in \rangle \) rows and the \( |j1 \rangle, \ldots, |jn \rangle \) columns.

**Definition 1.** We define

\[
V_A(\rho) = \{(r_1, \ldots, r_m) \in CP^{m-1} : det(\Sigma_{i,j} r_i r_j^* \rho_{ij}) = 0\}
\]

Similarly \( V_B(\rho) \subseteq C^n \) can be defined. Here * means the conjugate of complex numbers and det means the determinant.

**Example 1.** Let \( \rho = \frac{1}{mn}I_{mn} \), the maximally mixed state, we easily have

\[
V_A(\rho) = \{(r_1, \ldots, r_n) : det(\Sigma_i r_i r_i^* I_n) = 0\} = \emptyset
\]

This is a trivial example.

**Theorem 1.** Let \( T = U_A \otimes U_B \), where \( U_A \) and \( U_B \) are the local operations (i.e., unitary linear transformation) on \( C^m_A \) and \( C^n_B \) respectively. Then \( V_A(T(\rho)) = U_A^{-1}(V_A(\rho)) \), that is \( V_A(\rho) \) (resp. \( V_B(\rho) \)) is a “invariant” upto a linear transformation of \( CP^{m-1} \) (resp. \( CP^{n-1} \)) of the mixed state \( \rho \) under local unitary operations.

**Proof.** Let

\[
U_A = (u_{ij}^A)_{1 \leq i \leq m, 1 \leq j \leq m}, \quad \text{and} \quad U_B = (u_{ij}^B)_{1 \leq i \leq n, 1 \leq j \leq n},
\]

be the matrix in the standard orthogonal bases. Then the matrix of \( T(\rho) \) under the standard orthogonal base \( \{|ij \rangle\} \), where \( 1 \leq i \leq m, 1 \leq j \leq n \), is

\[
T(\rho) = (\Sigma_{l,k} u_{il}^A U_B(\rho_{lk})(U_B^*)^T(u_{jk}^B)^*)_{1 \leq i \leq m, 1 \leq j \leq m}.
\]

Hence
$V_A(T(\rho)) = \{(r_1, ..., r_m) : \det(\Sigma_{l,k}(\Sigma_i r_i u_{il}^A))(\Sigma_i r_i u_{il}^A)^*U_B(\rho_{lk})(U_B^*)^\tau) = 0\} \quad (1)$

We set $r'_l = \Sigma_i r_i u_{il}^A$ for $l = 1, ..., m$. Then

$$\Sigma_{l,k}(\Sigma_i r_i u_{il}^A)(\Sigma_i r_i u_{il}^A)^*U_B(\rho_{lk})(U_B^*)^\tau = U_B(\Sigma_{lk}r'_l(r'_k)^*(\rho_{lk})(U_B^*)^\tau) \quad (2)$$

Thus

$V_A(T(\rho)) = \{(r_1, ..., r_m) : \det(\Sigma_{lk}r'_l(r'_k)^*(\rho_{lk})) = 0\} \quad (3)$

and our conclusion follows.

**Remark 1.** Since $U_A^{-1}$ certainly preserve the Fubini-Study metric of $CP^{m-1}$, we know that all metric properties of $V_A(\rho)$ are preserved when the local unitary operations are applied to the mixed state $\rho$.

In the following statement, the term “algebraic set” means the zero locus of several multi-variable polynomials.(see [18]).

**Theorem 2.** $V_A(\rho)$ (resp. $V_B(\rho)$) is an algebraic set in $CP^{m-1}$ (resp. $CP^{n-1}$).

**Theorem 3.** If $\rho$ is a separable mixed state, $V_A(\rho)$ (resp. $V_B(\rho)$) is a linear subset of $CP^{m-1}$ (resp. $CP^{n-1}$), i.e., it is the union of the linear subspaces.

For the purpose to prove Theorem 2 and 3 we need the following lemmas.

**Lemma 1.** We take the orthogonal base $\{e_1, ..., e_h\}$ of a $h$ dimension Hilbert space $H$. Let $\rho = \sum_{l=1}^t p_l P_{v_l}$, where $v_l$ is unit vector in $H$ for $l = 1, ..., t$, $v_l = \sum_{k=1}^h a_{kl} e_k$, $A = (a_{kl})_{1 \leq k \leq h, 1 \leq l \leq t}$ is the $h \times t$ matrix and $P_{v_l}$ is the projection to the vector $v_l$. Then the matrix of $\rho$ with the base $\{e_1, ..., e_h\}$ is $AP(A^*)^\tau$, where $P$ is the diagonal matrix with diagonal entries $p_1, ..., p_h$. 
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Proof. We note that the matrix of $P_v$ with the base is $\alpha(\alpha^*)^T$ where $\alpha = (a_1, \ldots, a_n)^T$ is just the representation vector of $v$ with the base. The conclusion follows immediately.

The following conclusion is a direct matrix computation from Lemma 1 or see [5],[7].

Corollary 1. Suppose $p_i > 0$, then the image of $\rho$ is the linear span of vectors $v_1, \ldots, v_t$.

Now let $H$ be the $C_A^m \otimes C_B^n$, $\{e_1, \ldots, e_{mn}\}$ be the standard orthogonal base $\{|11>, \ldots, |1n>, \ldots, |m1>, \ldots, |mn>\}$ and $\rho = \sum_{i=1}^m p_i P_v$ be a mixed state on $H$. We may consider the $mn \times t$ matrix $A$ as a $m \times 1$ blocked matrix with each block $A_w$, where $w = 1, \ldots, m$, a $n \times t$ matrix corresponding to $\{|w1>, \ldots, |wn>\}$. Then it is easy to see $\rho_{ij} = A_i P(A_i^*)^T$, where $i = 1, \ldots, m, j = 1, \ldots, m$. Thus

$$\Sigma r_i r_j^* \rho_{ij} = (\Sigma r_i A_i) P(\Sigma r_i^* A_i^*)^T \quad (4)$$

Lemma 2. $\Sigma r_i r_j^* \rho_{ij}$ is a (semi) positive definite $n \times n$ matrix. It is singular if and only if the rank of $(\Sigma r_i A_i)$ is strictly smaller than $n$.

Proof. The first conclusion is clear. The matrix is singular if and only if there exist a vector $c = (c_1, \ldots, c_n)$ with the property.

$$c(\Sigma r_i r_j^* \rho_{ij})(c^*)^T = (\Sigma r_i c A_i) P(\Sigma r_i^* c^* A_i^*)^T = 0 \quad (5)$$

Since $P$ is a strictly positive definite matrix, our conclusion follows immediately.

Proof of Theorem 2. From Lemma 2, we know that $V_A(\rho)$ is the zero locus of all $n \times n$ submatrices of $(\Sigma r_i A_i)$ in the case $t \geq n$ or the whole space $C^m$ in the case $t < n$. The conclusion is proved.
Remark 2. Since the determinants of all \( n \times n \) submatrices of \((\Sigma r_i A_i)\) are HOMOGENEOUS polynomials of degree \( n \), thus we can see \( V_A(\rho)(\text{resp. } V_B(\rho)) \) is an algebraic subset (called determinantal varieties in algebraic geometry \( [18],[19] \)) in \( CP^{m-1} \) (resp. \( CP^{n-1} \)).

Now suppose that the mixed state \( \rho \) is separable, i.e., there are unit product vectors \( a_1 \otimes b_1, \ldots, a_s \otimes b_s \) such that \( \rho = \sum_{i=1}^{s} q_i P_{a_i \otimes b_i} \), where \( q_1, \ldots, q_s \) are positive real numbers. Let \( a_u = a_1^u |1> + \ldots + a_m^u |m> \), \( b_u = b_1^u |1> + \ldots + b_n^u |n> \) for \( u = 1, \ldots, s \). Hence the vector representation of \( a_u \otimes b_u \) with the standard base is \( a_u \otimes b_u = \sum_{ij} a_i^u b_j^u |ij> \). Consider the corresponding \( mn \times s \) matrix \( C \) of \( a_1 \otimes b_1, \ldots, a_s \otimes b_s \) as in Lemma 1, we have \( \rho = CQ(C^*)^\tau \), where \( Q \) is diagonal matrix with diagonal entries \( q_1, \ldots, q_s \). As before we consider \( C \) as \( m \times 1 \) blocked matrix with blocks \( C_w, w = 1, \ldots, m \). Here \( C_w \) is a \( n \times s \) matrix of the form \( C_w = (a_i^w b_j^w)_{1 \leq i \leq n, 1 \leq j \leq s} = BT_w \), where \( B = (b_j^w)_{1 \leq i \leq n, 1 \leq j \leq s} \) is a \( n \times s \) matrix and \( T_w \) is a diagonal matrix with diagonal entries \( a_i^w, \ldots, a_s^w \). Thus from Lemma 1, we have \( \rho_{ij} = C_i Q(C_j^*)^\tau = B(T_i Q(T_j^*)^\tau) (B^*)^\tau = BT_{ij} (B^*)^\tau \), where \( T_{ij} \) is a diagonal matrix with diagonal entries \( q_1 a_i^1 (a_j^1)^*, \ldots, q_s a_i^s (a_j^s)^* \).

Proof of Theorem 3. As in the proof of Theorem 2, we have

\[
\Sigma r_i r_j^* \rho_{ij} = \Sigma r_i r_j^* BT_{ij} (B^*)^\tau \\
B(\Sigma r_i r_j^* T_{ij}) (B^*)^\tau \quad (6)
\]

Here we note \( \Sigma r_i r_j^* T_{ij} \) is a diagonal matrix with diagonal entries \( q_1 (\Sigma r_i a_i^1)^*, \ldots, q_s (\Sigma r_i a_i^s)^* \). Thus \( \Sigma r_i r_j^* \rho_{ij} = BGQ(G^*)^\tau (B^*)^\tau \), where \( G \) is a diagonal matrix with diagonal entries \( \Sigma r_i a_i^1, \ldots, \Sigma r_i a_i^s \). Because \( Q \) is a strictly positive definite matrix, from lemma 2 we know that \( \Sigma r_i r_j^* \rho_{ij} \) is singular \( n \times n \) matrix if and only if the rank of \( BG \) is strictly smaller than \( n \). Note that \( BG \) is just the multiplication of \( s \) diagonal entries of \( G \) (which is linear forms of \( r_1, \ldots, r_m \)) on the \( s \) columns of \( B \), thus the determinants of all \( n \times n \) submatrices of \( BG \) (in the case \( s \geq n \), otherwise automatically linear) are the multiplications of a constant (possibly zero) and \( n \) linear forms of \( r_1, \ldots, r_m \). Thus the conclusion is proved.

From Theorem 1, 2, 3, we can immediately have the following example of a continuous family of rank 3 (entangled) mixed states \( \rho_t \) (t is a complex
parameter) on $3 \times 3$ quantum systems with the following properties:

1) $\rho_t$ is entangled (from Theorem 3) except $((t^3 + 2)/t)^3 = 0, -216, 27$;

2) $\rho_t$ and $\rho_s$ is equivalent under joint unitary operation on $H = C^3_A \otimes C^3_B$, but not equivalent if $A$ and $B$ just perform their local unitary operations, except $k((t^3 + 2)/t) = k((s^3 + 2)/s)$, where $k(x) = \frac{x^3(x^3 + 216)}{(-x^3 + 27)^3}$ is the moduli function.

Example 2. $\rho_t = \frac{1}{3}(P_{v_1} + P_{v_2} + P_{v_3})$ where

$$v_1 = \frac{1}{\sqrt{|t|^6 + 2}}(t^3|11> + |22> + |33>)$$
$$v_2 = \frac{1}{\sqrt{3}}(|12> + |23> + |31>)$$
$$v_3 = \frac{1}{\sqrt{3}}(|13> + |21> + |32>)$$

It is easy to calculate that $\Sigma r_i A_i$ is the following $3 \times 3$ matrix

$$\begin{pmatrix}
  t^3 r_1 & r_3 & r_2 \\
  r_2 & r_1 & r_3 \\
  r_3 & r_2 & r_1
\end{pmatrix}$$

Thus $V_A(\rho_t)$ is defined by $t^3 r_1^3 + r_2^3 + r_3^3 - (t^3 + 2)r_1 r_2 r_3 = 0$ in $CP^2$. With $tr_1 = r_1^3$ we have $r_1^3 + r_2^3 + r_3^3 - ((t^3 + 2)/t)r_1 r_2 r_3 = 0$. This is the well-known universal family of elliptic curves (except the special values in 1) which correspond to 3 lines, see [27]). The 2nd conclusion of 2) is from the fact about the moduli of elliptic curves, which said that two elliptic curves are isomorphic if and only if their moduli function values are the same (see [27]).

We can observe that if $|t|^6 = |s|^6$, the eigenvalues of $\rho_t, tr_B(\rho_t), tr_A(\rho_t)$ and $\rho_s, tr_B(\rho_s), tr_A(\rho_s)$ are the same, thus their von Neumann entropies are the same. However it is easy to check that the moduli function values at $t = 3\omega$ ($\omega$ is a primitive 3-rd root of 1) and $s = -3$ are not the same. Thus we know that $\rho_{3\omega}$ and $\rho_{-3}$ have the same spectra and local spectra (thus the same von Neumann entropies), but they are not equivalent under local unitary operations, moreover both $\rho_{3\omega}$ and $\rho_{-3}$ are entangled mixed states. This
can be compared with the example in [28]. In [28] two mixed states $\rho$ and $\delta$ with the same global and local spectra are given, however $\rho$ is entangled and $\delta$ is separable.

Actually this example has a higher dimensional analogue of Calabi-Yau manifolds, the entangled states corresponding this family of Calabi-Yau manifolds will be studied in [24].

The following example is a rank 7 PPT mixed state $\rho$ on $H = C_A^4 \otimes C_B^6$. We prove it is a entangled mixed state by our Theorem 3 (thus bound entanglement). Actually our construction method is general and can be used to construct more examples with rich algebraic and Hermitian geometric structure in their associated algebraic sets (see [24],[25]).

**Example 3.** Consider the following $4 \times 7$ matrices

$A_1 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 \\
\end{pmatrix}$

$A_2 = \begin{pmatrix}
0 & 1 & 1 & -1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
\end{pmatrix}$

$A_3 = \begin{pmatrix}
2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
\end{pmatrix}$
and $A_4 = (I_6, 0)$, where $I_6$ is 6 × 6 unitary matrix.

Let $A$ be a 24 × 7 matrix with 4 blocks $A_1, A_2, A_3, A_4$ where the 24 rows correspond to the standard base $\{|ij>\}, i = 1, ..., 4, j = 1, ..., 6$. Let $\rho$ be $(1/D)(A(A^*)^\tau)$ (where $D$ is a normalizing constant), a mixed state on $H$. It is easy to check that $A_i(A_j^\tau)^\tau = A_j(A_i^\tau)^\tau$, hence $\rho$ is invariant under partial transpose. This is a PPT mixed state.

As in the proof of Theorem 2 it is easy to compute $F = r_1A_1 + r_2A_2 + r_3A_3 + r_4A_4$.

\[
\begin{pmatrix}
  u_1 & r_2 & r_2 & -r_2 & 0 & 0 & r_2 \\
  r_2 & u_1' & r_2 + r_3 & 0 & 0 & 0 & 0 \\
  r_2 & r_2 + r_3 & u_1' & 0 & 0 & 0 & 0 \\
  -r_2 & 0 & 0 & u_2 & r_2 & r_2 & r_1 \\
  0 & 0 & 0 & r_2 & u_2' & r_2 + r_3 & 0 \\
  0 & 0 & 0 & r_2 & r_2 + r_3 & u_2' & 0
\end{pmatrix}
\]

(8)

,where $u_1 = r_4 + r_1 + 2r_3, u_1' = r_4 + r_3 + r_1$ and $u_2 = r_4 + 2r_3 + 2r_1, u_2' = r_4 + 2r_1 + r_3$.

We consider the following matrix $F'$ which is obtained by adding the 7-th column of $F$ to the 4-th column of $F$ and adding $r_2/r_1$ of the 7-th column to the 1st column.

\[
\begin{pmatrix}
  v_1 & r_2 & r_2 & 0 & 0 & 0 & r_2 \\
  r_2 & u_1' & r_2 + r_3 & 0 & 0 & 0 & 0 \\
  r_2 & r_2 + r_3 & u_1' & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & v_2 & r_2 & r_2 & r_1 \\
  0 & 0 & 0 & r_2 & u_2' & r_2 + r_3 & 0 \\
  0 & 0 & 0 & r_2 & r_2 + r_3 & u_2' & 0
\end{pmatrix}
\]

(9)

,where $v_1 = r_4 + r_1 + 2r_3 + \frac{r_2^2}{r_1}, v_2 = r_4 + 2r_3 + 3r_1$.

It is clear that the determinantal varieties defined by $F$ and $F'$ are the same in the affine chart $C^3$ with inhomogeneous coordinates $r_2' = \frac{r_2}{r_1}, r_3' =$
\[ r_n, r'_4 = \frac{r_n + r_n + 2r_n}{r_1} \]. From Theorem 3 and its proof, we know that the determinantal variety defined by \( F' \) in the above affine chart (i.e., \( V_A(\rho) \cap C^3 \)) has to be the union of some linear subset (i.e., affine planes or lines in \( C^3 \)) which may not pass the origin point) if \( \rho \) is separable. We want to prove that this is impossible.

It is easy to check that any irreducible component (see [18]) of the algebraic set \( V_A(\rho) \cap C^3 \) cannot be dimension 2 (actually it is of dimension 1 by a proposition in p.67 of [19]). We observe the 1st 6 submatrix is a blocked diagonal matrix with 2 \( 3 \times 3 \) blocks. Let their determinants be \( f_1, f_2 \) (polynomials in the above affine coordinates \( r'_2, r'_3, r'_4 \)). It is easy to see \( F' \) has rank less than 6 when \( f_1 = f_2 = 0 \). Thus the algebraic set \( V' = \{(r'_2, r'_3, r'_4) : f_1 = f_2 = 0\} \) is the sum of some irreducible components of \( V_A(\rho) \cap C^3 \). We just need to prove one of these components is not linear.

We have \( f_2 = (r'_4 - r'_2 - r'_3)((r'_2)^2 + (r'_3)^2 - 2(r'_2)^2 + 2r'_3r'_4 + r'_3r'_2 + r'_4r'_2 + r'_4 + r'_3). \) If \( r'_4 = r'_2 + r'_3 \) we have \( f_1 = 2(r'_2)^3 + 2(r'_2)^2r'_3 + 4(r'_3)^2 - (r'_2)^2 + 6r'_2r'_3 - 3r'_2 - 4r'_3 + 1. \) The last polynomial \( g(r'_2, r'_3) \) is irreducible polynomial of \( r'_2, r'_3). \) Hence we know that one component \( V'_1 = \{(r'_2, r'_3, r'_4) : r'_4 = r'_2 + r'_3, g(r'_2, r'_3) = 0\} \) of \( V' \) is not linear. Thus \( \rho \) is a entangled PPT mixed state.

For further results and analysis of algebraic-geometric and Hermitian-geometric properties of the algebraic sets of the mixed states in both bipartite or multipartite quantum systems and their relations with quantum entanglement, we refer to our paper [25].
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