Model-Predictive-Control-Based Reference Governor for Fuel Cells in Automotive Application Compared with Performance from a Real Vehicle
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Abstract: In this paper, a real-time capable reference governor superordinate model predictive controller (RG-MPC) is developed for fuel cell (FC) control suitable for automotive application. The RG-MPC provides reference trajectories for the subordinate proportional-integral (PI) controllers, which act directly on the FC system. Antiwindup and decoupling schemes, which are common problems in multivariable PI control, are unnecessary, given that the RG-MPC can inherently consider constraints and multivariable systems. The PI dynamics are incorporated into the prediction model used for control, ensuring the feasibility of the provided references for the PI controllers. The successive linearization technique is used in the RG-MPC to cope with the model’s nonlinear nature in real-time. The concept has been illustrated in a simulation scenario featuring efficient and safe power control of an FC stack in automotive application using real driving data obtained from an in-house-built FC vehicle. This work is the first step towards upgrading an existing, PI-based control scheme without the necessity of completely rebuilding the interface.
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1. Introduction

In the ever-increasing public awareness of the presence of accelerated environmental pollution processes in the world, researchers from many fields of expertise have focused their efforts into finding energy sources alternative to fossil fuels and new sources altogether [1,2]. Development of hydrogen-powered fuel cells (FC) is of particular interest due to their zero-emission nature and wide area of applicability such as in portable, mobile, and stationary devices. The fact that there is a vast quantity of hydrogen present on Earth in the form of water, in theory, removes the problem of energy shortage in the world. In this paper, automotive application of fuel cells will be of special interest. In the world’s attempt to use clean energy in automotive applications, zero-emission polymer electrolyte membrane (PEM) fuel cells qualify as an interesting solution because of their high power density, fast start-up, and low operating temperature. To deliver the required power demand to the vehicle, an appropriate control strategy must be developed. Apart from the power request, additional objectives have to be considered, namely, safety and efficiency. It is important that, during operation, the FC stack powering the vehicle does not run into degrading operating conditions such as hydrogen/oxygen starvation, excess pressure difference across the membrane, nitrogen accumulation, membrane dryout, flooding, etc. On the economic side, the control strategy should aim to reduce the parasitic power losses (e.g., compressor, recirculation pump) as much as possible as well as increase the FC stack efficiency by operating in favorable voltage regions, i.e., at higher voltages.

Much research has been done regarding fuel cell control. A recent fuel cell control review paper brings forth the most popular control methods used in this field [3]. The well-
known proportional-integral-derivative (PID) control was used in [4,5] for fuel starvation prevention by manipulating the current or air/hydrogen flow. Adaptive control of oxygen stoichiometry in terms of sliding mode control and robust adaptive control was used in [6–8], where the controller’s parameters were estimated by closed-loop least square parameter identification algorithms. Neural optimal control (NOC) was used in [9] to control the current demand by training the cerebellar model articulation controller. Its long-term memory would be trained offline, reducing the computational effort needed during operation. Its short-term memory only was trained online, then the controller was compared to a PI controller and showed better results. In addition, another concept superior to PI control is dynamic neural network control (DDNC) used in [10], where the neural network learns continuously. The existence of all mentioned control strategies clearly shows that fuel cells have many interesting problems that can be tackled by different advanced approaches. The question that arises is how to effectively use the control theory knowledge in dynamic practical applications such as a vehicle, as opposed to only partially controlling a certain subsystem. In this work, one way of using advanced control schemes in automotive application will be proposed.

When it comes to vehicle level control, the majority of manufacturers and industries still prefer to use rule-based and/or PI-based control algorithms since they are simple to understand and implement, unlike some of the above reported methods that require advanced implementation techniques or control engineering knowledge.

A more sophisticated control algorithm than PI, but still intuitive enough to be understood easily, is model predictive control (MPC) which uses a model to predict future operating conditions of the fuel cell and act on the plant so that all the control goals are fulfilled. Such an approach is appropriate for fuel cell control since it can inherently deal with multivariable systems due to its knowledge of the whole system dynamics, and incorporate constraints, both of which are drawbacks of PI-based control. Due to the mentioned strong characteristics of MPC, researchers have used this concept in fuel cell control for a variety of objectives. MPC was popularly used in reactant starvation prevention as reported in [11–15]. The membrane pressure difference was controlled by MPC in [16], as well as in [11,12], where protection against compressor surge/choke was the control goal. The concept of MPC was even used in an experimental setup to achieve a power request, however, the reported load profile was in the range of a few kilowatts and stayed at a single steady-state power value for a long time, not representing a real drive cycle [17,18]. A recent paper stands out, showing an interesting approach to using linear time by varying MPC with the goal of controlling the power of the fuel cell in simulated driving conditions while imposing constraints on many critical physical quantities (e.g., pressure, temperature, humidity) ensuring safe operation of the fuel cell, partly sharing the paradigm of this paper [19]. MPC shows the most promise compared to other control strategies in the sense that it exhibits all the elements necessary for safe and efficient operation of multivariable constrained systems [20]. However, even though the advantages of MPC over PI are known and obvious, it is usually not used in industries for a few reasons. Firstly, PI controllers are easily understandable, and secondly, much effort must be invested in designing and tuning the controllers. Both reasons give points to the reluctance of changing the existing setup. In this paper, the concept of reference governor MPC (RG-MPC) is introduced into the world of fuel cell control, serving as a bridge between the sophisticated MPC approach and the well-known, easy-to-use PI concept. The idea of MPC-based reference governors is not new, but their usage is scarce in fuel cell control theory. An RG-MPC provides optimized references for the PI controllers acting directly on the plant [21–24]. This approach gives two major advantages. First, the reference trajectories are given by the RG-MPC so that all the constraints are satisfied, removing the necessity of using any antiwindup scheme or retuning the PI controllers, both of which can deteriorate performance. Second, MPC inherently handles multivariable systems meaning that no decoupling schemes are needed, unlike in a purely PI-based scheme, since an individual controller is not aware of the existence of the other PI controllers. Additionally, if the PI controllers have been already
well tuned and implemented, and if during operation of the RG-MPC something goes wrong, the operating strategy can be easily switched back to the one with PIs only. With that in mind, placing the RG-MPC on top of the existing PI controllers as a superordinate control layer shows more promise towards implementing an optimal control scheme to an industrial plant rather than completely replacing the PIs with MPC. To test and illustrate the above-described control idea in a simulation environment, a nonlinear state-space plant model describing the fuel cell stack was used. The plant model was then augmented with the PI dynamics resulting in the prediction model used by the RG-MPC to provide optimized references for the PIs. The control goal was to deliver the power demand from a research fuel cell vehicle presented in Section 2, while ensuring safe and efficient operating conditions. A schematic illustration of the above explained scenario is shown in Figure 1. Since the model is nonlinear, the successive linearization technique was used [25–28]. For more detail regarding the model and the successive linearization-based MPC, the reader is referred to the authors’ previous work [29,30]. The problem of state estimation is not treated in this paper for brevity. The state observer implementation used in this work can be found in [31]. This paper is organized as follows. In Section 2, the vehicle is briefly presented and discussed. In Section 3, the model is shown and the incorporation of PI dynamics into the model is discussed. Also, the development of the RG-MPC is brought, detailing the control goals and constraints, as well as the formulation of the optimization problem. In Section 4, results showing the tracking of a real vehicle’s power demand using the RG-MPC are presented. Finally, in Section 5, the paper is concluded with a proposal for future work on implementing optimal control into the control units of fuel cell vehicles.

Figure 1. Reference governor model predictive control (MPC) schematics. RG—reference governor; PI—proportional-integral.

2. Vehicle as Validation Data Generator

The RG-MPC was tested in a simulation environment mimicking a real drive cycle performed by a research vehicle developed in the scope of the Keytech4EV project [32]. In the hybrid electric vehicle, the engine bay was replaced with a fuel cell system. The car is shown in Figure 2 and more information on it can be found in [29,30].
Vehicle Control Strategy

In the vehicle control unit, the low-level controllers represented by the middle column in Figure 3, receive their setpoints from experimentally obtained and calibrated optimization maps. Clearly, the effort for obtaining the proper set-point calculation strategy is considerable and consists of some important elements:

- Tuning the controllers: it takes a lot of time, especially since decoupling has to be achieved and antiwindup schemes implemented. Further, the number of controllers to be tuned is high.
- Experimental work: to relate the requested power to the current, and then the current to all the other variables, the system has to be identified and a series of experiments with different levels of excitation at multiple operating points need to be conducted. This obviously includes a significant financial investment.
- Recalibration: in the case that a component is replaced (e.g., new compressor), the calibration process has to be repeated to some degree.

Figure 2. AVL List GmbH research demonstrator vehicle.

Figure 3. Control scheme of the fuel cell vehicle.

3. Methods

3.1. Plant Model

In this subsection, the model used for the study is briefly presented as the detailed derivation can be found in [29,30]. The model structure is shown in Figure 4.
3.1.1. Cathode Submodel

Three interconnected zero-dimensional manifolds represent the cathode channel of the fuel cell. The first in the series, called the supply manifold, is described by a single dynamic state, the supply manifold pressure $p_{ca \text{ sm}}$. The center manifold is described by four states, namely, the masses of oxygen, nitrogen, water vapor, and liquid water: $m_{ca O_2}^{\text{gd}}$, $m_{ca N_2}^{\text{gd}}$, $m_{ca \text{ vap}}^{\text{gd}}$, $m_{ca \text{ liq}}^{\text{gd}}$, respectively. The exit manifold is described by one state, the exit manifold pressure $p_{ca \text{ em}}$.

Entering the cathode channel is the inlet air mass-flow $W_{ca \text{ in}}$, and at the end of the channel is a backpressure valve characterized by its opening position $\alpha_{ca}$. Oxygen stoichiometry is defined as the ratio between the inlet oxygen flow and the rate of oxygen consumption in the reaction. It is denoted as $\lambda_{O_2}$.

3.1.2. Anode Submodel

Similar with the cathode side, the anode channel is described by three interconnected zero-dimensional manifolds. The first of the three is described by the anode supply manifold pressure $p_{an \text{ sm}}^{\text{an}}$. The center manifold is described by the masses of hydrogen, nitrogen, water vapor, and liquid water: $m_{an H_2}^{\text{an}}$, $m_{an N_2}^{\text{an}}$, $m_{an \text{ vap}}^{\text{an}}$, $m_{an \text{ liq}}^{\text{an}}$, respectively. The exit manifold pressure $p_{an \text{ em}}^{\text{an}}$ describes the last volume.

Hydrogen entering the anode supply manifold is quantified with the inlet mass-flow $W_{an \text{ in}}$. At the end of the channel, there exists a purge valve, the opening of which is described with $\alpha_{\text{purge}}$. Hydrogen stoichiometry is defined as the ratio between the inlet hydrogen flow and the rate of hydrogen consumption in the reaction. It is denoted as $\lambda_{H_2}$.

3.1.3. GDL Submodel

The dynamics of the GDL on the anode side are neglected due to hydrogen being a highly diffusive gas, but on the cathode, they are described by 3 states—the masses of oxygen, nitrogen, water vapor: $m_{\text{GDL O}_2}$, $m_{\text{GDL N}_2}$, $m_{\text{GDL vap}}$, respectively. The mass exchange between the GDL and the cathode channel is through the diffusion law.
3.1.4. Power and Efficiency

The electrochemical submodel, i.e., the dependence of the FC voltage $V$ on the current $I$ and internal states, is adopted from [33]. The power produced by the FC stack is defined as $P_{st} = VI$. The power used by the compressor $P_{cp}$ is defined as in [34]:

$$
P_{cp} = C_p \frac{T_{atm}}{\eta_{cp}} \left[ \frac{p_{\text{atm}}^{\gamma}}{p_{\text{atm}}^{\gamma - 1}} - 1 \right] W_{\text{in}},$$

where $C_p = 1004 \text{ J kg}^{-1} \text{ K}^{-1}$ is the specific heat capacity of air, $T_{atm} = 25 ^\circ\text{C}$ is the temperature of inlet air, $\eta_{cp} = 0.62$ is the compressor efficiency, $p_{\text{atm}} = 101,325 \text{ Pa}$ is the pressure of air entering the compressor, and $\gamma = 1.4$ is the ratio of the specific heats of air. The net power is then the difference between the produced power and the parasitic compressor power: $P_{net} = P_{st} - P_{cp}$. The consumed hydrogen power is defined as

$$
P_{H_2} = E_0 N_{\text{cells}} I,$$

where $E_0$ is the open circuit voltage of a single cell and $N_{\text{cells}}$ is the total number of cells in the stack. The system efficiency $\eta_{sys}$ is defined as the ratio between the net power and the consumed hydrogen power

$$
\eta_{sys} = \frac{P_{net}}{P_{H_2}}.
$$

Inserting the expressions for $P_{net}$ and $P_{H_2}$ into Equation (3), one obtains the expression for the system efficiency:

$$
\eta_{sys} = \frac{VI - P_{cp}}{E_0 N_{\text{cells}} I}.
$$

Analyzing the above equation, one can conclude that in order to maximize efficiency, the FC stack should operate at higher voltages and lower compressor powers.

3.1.5. Surge and Choke Margin

A major concern in FC operation control is keeping the compressor operation in a safe area, namely, far from the surge and choke lines, preventing compressor damage. In this work, a hand-tuned reference is given to the controller to track so it has the drive to operate far from dangerous regions. The reference is a linear relation between the pressure ratio of the air exiting and entering the compressor $p_{\text{ratio}}$ and the corrected air mass-flow exiting the compressor $W_{\text{cr}}$, shown in Figure 5.

$$
p_{\text{ratio}} = 22.74 W_{\text{cr}} + 0.5885.
$$

The distance between the current operating point and the closest point on the reference line is denoted as $d$ and defined as

$$
d = \frac{|22.74 W_{\text{cr}} + 0.5885 - p_{\text{ratio}}|}{\sqrt{1 + (22.74)^2}}.
$$
3.1.6. Plant Model Summary

In summary, the FC model is described with the state vector $x_{FC}$, the input vector $u_{FC}$, and the output vector $y_{FC}$:

$$x_{FC} = \begin{bmatrix} p_{sm}^{ca} & m_{O_2}^{ca} & m_{N_2}^{ca} & m_{liq}^{ca} & p_{em}^{ca} & m_{H_2}^{an} & m_{N_2}^{an} & m_{liq}^{an} & p_{em}^{an} & a_{m,d} & m_{O_2}^{GDL} & m_{N_2}^{GDL} & m_{liq}^{GDL} \end{bmatrix}^T$$ (7)

$$u_{FC} = \begin{bmatrix} W_{in}^{ca} & W_{in}^{an} & I & a_{ca} & a_{purge} \end{bmatrix}^T$$ (8)

$$y_{FC} = \begin{bmatrix} P_{net} & \eta_{sys} & \Delta p & d & \lambda_{O_2} & \lambda_{H_2} \end{bmatrix}^T,$$ (9)

where $a_{m,d}$ is a state describing the dynamic wetting and drying of the membrane and $\Delta p = p_{sm}^{an} - p_{sm}^{an}$ is the pressure difference across the membrane.

Finally, the nonlinear state-space model reads

$$\dot{x}_{FC} = f(x_{FC}, u_{FC})$$ (10)

$$y_{FC} = h(x_{FC}, u_{FC}).$$ (11)

3.2. Prediction Model

In Figure 1, it is shown that the PI controllers provide the signals for the control inputs. The inputs in question are the hydrogen mass-flow and cathode backpressure valve position:

$$W_{in}^{an} = K_{p,an} (p_{sm,ref}^{an} - p_{sm}^{an}) + K_{i,an} \int_0^t (p_{sm,ref}^{an} - p_{sm}^{an}) d\tau$$ (12)

$$a_{ca} = K_{p,ca} (p_{sm,ref}^{ca} - p_{sm}^{ca}) + K_{i,ca} \int_0^t (p_{sm,ref}^{ca} - p_{sm}^{ca}) d\tau.$$ (13)
For simplicity, the following definitions are introduced:

\[ e_{an} = p_{sm,ref}^{an} - p_{sm}^{an} \]  
\[ e_{ca} = p_{sm,ref}^{ca} - p_{sm}^{ca} \]  
\[ I_{an} = e_{an} \]  
\[ I_{ca} = e_{ca} \]  

leading to a more readable expression for the PI outputs:

\[ W_{an}^{in} = K_{p,an}e_{an} + K_{i,an}I_{an} \]  
\[ \alpha_{ca} = K_{p,ca}e_{ca} + K_{i,ca}I_{ca} \]  

To obtain a model capable of predicting the dynamics of the system, including the PI controllers, it is necessary to augment the plant model with the integrator states of said controllers:

\[ x_{\text{pred}} = \begin{bmatrix} x_{\text{FC}} \\ I_{an} \\ I_{ca} \end{bmatrix} \]  

Furthermore, the inputs for the prediction model are different from the ones for the plant model in the following way:

\[ u_{\text{FC}} = \begin{bmatrix} W_{ca}^{in} \\ W_{an}^{in} \\ I \\ \alpha_{ca} \\ \alpha_{\text{purge}} \end{bmatrix} \quad \rightarrow \quad u_{\text{pred}} = \begin{bmatrix} W_{ca}^{in} \\ p_{sm,ref} \\ I \\ p_{sm,ref}^{ca} \\ \alpha_{\text{purge}} \end{bmatrix} \]  

The outputs of the prediction model are divided into the ones to be controlled, constrained, and observed. The latter refers to those outputs neither controlled nor constrained, but needed for the evaluation of the PI output, namely, the cathode and anode supply manifold pressure.

\[ y_{\text{pred}} = \begin{bmatrix} y_{\text{pred,controlled}} \\ y_{\text{pred,constrained}} \\ y_{\text{pred,observed}} \end{bmatrix} = \begin{bmatrix} p_{\text{net}} \\ \eta_{\text{sys}} \\ \Delta p \\ d \\ \lambda_{O_2} \\ \lambda_{H_2} \\ W_{in}^{an} \\ \alpha_{ca} \\ p_{sm}^{an} \\ p_{sm}^{ca} \end{bmatrix} \]  

Specific values of the constrained inputs and output will be discussed in Section 3.6, where the MPC design is addressed.

3.3. Successive Linearization

In this subsection, the successive linearization framework will be presented and later on used by the controller. This way, nonlinear systems can be easily controlled using the concept of the successive-linearization-based MPC \cite{19,25,27,28,30}. An illustration of the concept can be seen in Figure 6. The nonlinear prediction model is linearized around the current state \((x_k, u_k)\) at each time step \(k\). The linearized model is then discretized using zero-order-hold and a discrete time prediction model is obtained. Since the linearization point is typically not stationary, off-equilibrium terms have to be accounted for. This is done by using the velocity form or
so-called “delta formulation” of the MPC, where the off-equilibrium terms cancel out. The full derivation of the concept can be found in [30], here, only the end result is shown here. The prediction model is

$$\Delta x_{i+1} = A_d \Delta x_i + B_d \Delta u_i,$$  \hspace{1cm} (23)

where \(x\) is the state vector; \(u\) is the input vector; \(i\) is the prediction index; and \(A_d\) and \(B_d\) are the current system and input matrix, respectively, which are updated at every time step \(k\). The subscript \(d\) denotes that the matrices are in discrete time.

**Figure 6.** Successive linearization concept. The system function \(f(x)\) is linearized around the state vector \(x(t)\) at every time step. The linearized system is used to develop the MPC at that time step.

### 3.4. MPC Formulation

In the previous subsection, the method of obtaining a linear prediction model each time step has been explained. In this subsection, the formulation of the MPC using the obtained linear model is presented. Firstly, it is important to emphasize that in this work, as already stated, the velocity form MPC is used, having \(\Delta x_i = x_i - x_{i-1}\) as its state vector and \(\Delta u_i = u_i - u_{i-1}\) as its input vector, where \(i\) is the running index in the prediction. In some literature, this is referred to as the “delta formulation” MPC. To obtain offset-free reference tracking, an integrator is added for every output. Following the algorithm, the differential state vector \(\Delta x\) is augmented with the output vector:

$$x_{aug} = \begin{bmatrix} \Delta x_{pred} \\ y_{pred} \end{bmatrix}.$$  \hspace{1cm} (24)

The augmented system instantaneously linearized at time \(k\) is then as follows:

$$\begin{bmatrix} \Delta x_{pred} \\ y_{pred} \end{bmatrix}_{i+1} = \begin{bmatrix} A_k & 0 \\ C_k A_{d,k} & I \end{bmatrix} \begin{bmatrix} \Delta x_{pred} \\ y_{pred} \end{bmatrix}_i + \begin{bmatrix} B_d \k & C_d \k B_{d,k} \k \\ D_{d,k} \k \end{bmatrix} \Delta u_i + \begin{bmatrix} 0 \\ D_{d,k} \k \end{bmatrix} \Delta u_{i+1},$$  \hspace{1cm} (25)

$$y_{pred_i} = \begin{bmatrix} 0 & I \end{bmatrix} \begin{bmatrix} \Delta x_{pred} \\ y_{pred} \end{bmatrix}_i.$$  \hspace{1cm} (26)
Due to present direct-feedthrough in the model, the $D_k$ matrix shows up in Equation (25). To address this issue, the optimal control move is calculated for the next time step $i+1$, incorporating the last solution $\Delta u_i$ as a predicted disturbance and rendering the system causal.

3.5. Objective Formulation

The reference values of the controlled outputs are as follows:

- System net power—the reference is taken from the vehicle in Section 2.
- System efficiency—the reference value is 1.
- Pressure difference across the membrane—the reference value is 200 mbar.
- Distance from optimal line in the compressor map—the reference value is 0.

The goal of the controller is the minimization of the cost function $J$:

$$J = \sum_{i=1}^{N_p} ||y_{ref,k+i} - \hat{y}_{k+i}||^2_{Q_y} + \sum_{j=1}^{N_c} ||\Delta u_{k+j}||^2_R,$$

(27)

where $N_p$ and $N_c$ are the prediction and control horizon; $y_{ref,k+i}$, $\hat{y}_{k+i}$, and $\Delta u_{k+j}$ are the reference output, prediction output, and control move value $i$ and $j$ steps into the prediction from the linearization instant $k$, respectively; and $Q_y$ and $R$ are the outputs and inputs weighing matrices, respectively.

The outputs are weighted as follows:

$$Q_y = \begin{bmatrix}
1 & 100 & kW \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 & bar \\
0 & 0 & 0 & 20 \\
0 & 0 & 0 & \frac{1}{20}
\end{bmatrix}.$$

(28)

The values in this matrix suggest that following the net power trajectory has highest priority, where the other two tracking control goals, system efficiency and membrane overpressure, are lower in priority. This choice of priorities coincides with real life operation, where it is important to achieve a certain power while specific control of another quantity (e.g., membrane overpressure) and efficiency are to be achieved if possible, but are not mandatory.

3.6. Constraints

Two types of constraints are present in this study: input and output constraints. One should be careful not to mix the notion of input and actuator constraints. It should be kept in mind that the prediction model has as its inputs, among others, the reference values for the PI controllers, whereas the plant itself has actuators as its inputs. The actuators $W_{in}^{ui}$ and $\alpha_{ca}$ are actually part of the output vector of the prediction model. From this point forward, constraints are always given with reference to the prediction model.

Input constraints are as follows:

$$0 \leq W_{in}^{ca} \leq 0.1 \text{ kg s}^{-1}$$

(29)

$$1 \text{ bar} \leq p_{sm,ref}^{in} \leq 3 \text{ bar}$$

(30)

$$40 \text{ A} \leq I \leq 360 \text{ A}$$

(31)

$$1 \text{ bar} \leq p_{sm,ref}^{ca} \leq 3 \text{ bar}.$$  

(32)

Output constraints are as follows:

$$0.1 \text{ bar} \leq \Delta p \leq 0.3 \text{ bar}$$.  

(33)

$$1 \leq \lambda_{O_2} \leq \infty$$

(34)
\[ 0 \leq \lambda_{\text{H}_2} \leq \infty \]  
\[ 0 \leq W_{\text{m}}^m \leq \infty \]  
\[ 0 \leq \alpha_{\text{ca}} \leq 1. \]  

The vector of control moves

\[ \Delta U = \begin{bmatrix} \Delta u_{k+1} \\ \Delta u_{k+2} \\ \vdots \\ \Delta u_{k+N_o} \end{bmatrix} \]  

is the solution of the optimization

\[ \Delta U = \arg \min_{\Delta U} J \]  

subject to the constraints

Equations (29)–(37)

Only the first step \( \Delta u_{k+1} \) is applied to the system, according to the receding horizon principle.

4. Results and Discussion

In this section, the results of a simulation scenario of tracking the power demand measured from the vehicle and comparison between the RG-MPC and vehicle operation are presented. Moreover, the benefits of the RG-MPC approach are discussed.

4.1. Simulation Results

The end goal of designing the controller described above is to control an FC system in an automotive application. This entails delivering the required net power as efficiently as possible while taking into consideration all the safety requirements. Clearly, in a real vehicle, a vast number of details have to be considered and rigorous testing of the control system has to be done for it to function properly. Therefore, the results of the simulation tests mimicking the vehicle operation in which the RG-MPC tries to deliver the measured power demand compared to the performance of the PID-controlled vehicle are presented in this section. The RG-MPC fulfills the delivery of the required net power in the vehicle shown in Figure 7, except in the region of high power demand of 60 kW, where the performance limitation is hit, since the current is constrained at 360 A (Figure 8d) and the compressor power (Figure 8a) cannot be further reduced, as it would cause operating in dangerous regions—as it will be demonstrated later on. It can be seen in Figure 7 that the power demand on regions of lower power is not followed correctly in the vehicle, presumably because of some other requirement in the vehicle at the time of operation.

As defined in Equation (4), the system efficiency is evaluated and compared to the vehicle. In Figure 8b, one can see that the RG-MPC matches the vehicle efficiency in the region of high power demand, but the compressor power (Figure 8a) and stack voltage (Figure 8c) do not match the ones measured by the vehicle sensors. The RG-MPC is driven to maximize efficiency, as defined in its cost function (Equation (27)), but not explicitly instructed in which state to operate. Obviously, since the voltage is lower, the stack power will be lower as well, but the compressor power is also lower, leading to an equal net power as already discussed and operating at the same current as the vehicle; the efficiencies match.
With the goal of preventing oxygen starvation, the controller is keeping the oxygen stoichiometry above its limit of 1 (Figure 9a) and thanks to the anode-to-cathode pressure difference requirement, the hydrogen stoichiometry implicitly takes the value of 1, except during transients of power demand and during purging events, visible as spikes in Figure 9b. The controller could easily incorporate a stricter constraint on the oxygen stoichiometry, leading to an operation in regions of higher compressor power, since the air-flow entering the cathode should be higher. The decision on the exact number would be left to experts operating the actual system.

An important safety requirement is keeping the pressure difference across the membrane inside a safety bandwidth. The predictive capability of the RG-MPC gives the system the opportunity to counteract disturbances such as purging events. In Figure 10a, purging events in the performance of the RG-MPC can be clearly seen as regular small spikes, whereas in the vehicle operation, they are even more visible as large deviations from the setpoint of 0.2 bar. A big absolute value of the pressure difference can cause irreversible damage by rupturing the membrane of the fuel cell. It is important, therefore, for the controller to have a good strategy of keeping the pressure difference inside safety limits. In the RG-MPC, it is done by simply imposing a constraint on it (Equation (33)). In Figure 10b, the sudden burst of inlet hydrogen-flow is the result of the controller’s requirement to keep the pressure difference between constraints and the same conclusion goes for the cathode backpressure valve position (Figure 10c), but to a smaller degree, since the cathode pressure would not be abruptly changed by an encountered purging event. A major concern in the safe operation of fuel cells is the compressor’s behavior. One would want the compressor to operate far
from the surge and choke lines, the far-left and far-right region of the solid black lines in Figure 11c, respectively. In the RG-MPC setup, the normal distance of the operating state to the reference black dashed line in Figure 11c is minimized (Equation (6)), leading to an operation far from the unsafe region. In the vehicle setup, a series of experimentally obtained optimization maps was used to determine the best operating state. In Figure 11a,b, the cathode inlet pressure and air inlet mass-flow are shown for comparison purposes. The reference control setup that was used on the vehicle tends to operate at higher pressures and mass-flows than the RG-MPC, increasing the used compressor power as already seen in Figure 8a; since the pressure is higher, the voltage is higher as well (Figure 8c), leading to an overall net power and efficiency matching the one obtained by the RG-MPC.

Figure 9. (a) Oxygen stoichiometry, (b) hydrogen stoichiometry.

Figure 10. (a) Pressure difference across the membrane, (b) hydrogen inlet mass-flow, (c) cathode backpressure valve.
The RG-MPC was tested without the compressor safety requirement, only with the efficiency requirement, which drives the compressor power to be as small as possible. The result is shown in green in Figure 11. Mathematically, the difference between the blue line and the green line is in the weighting matrix from Equation (28). The weight on the minimization of the distance between the current state and the compressor reference line is set to a very low value, effectively meaning that it is not considered by the controller.

\[
Q_y = \begin{bmatrix}
\frac{1}{100\text{kW}^2} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{\text{bar}^2} & 0 \\
0 & 0 & 0 & \frac{1}{200}
\end{bmatrix}
\]  

In this case, the controller reduces the cathode inlet pressure (Figure 11a) to reduce the work done by the compressor and thus reducing the effort to provide a certain airflow needed to get the desired power and keeping the other safety requirements fulfilled. This simulation experiment was conducted to highlight the importance of including the compressor’s safe operating strategy into the controller. In the case of the operation shown with the green lines, the compressor would not properly work.

4.2. Benefits and Possible Applications of RG-MPC

The RG-MPC could be used in two different ways. The first one is by replacing the “Setpoint calculation” box in Figure 3 with the RG-MPC. This effectively means that during operation, the RG-MPC provides optimal reference trajectories for the lower-level controllers and tuning, further, the addition of new criteria can be done intuitively as is the case regularly with MPC based controllers.

The second way the RG-MPC could be used is more plausible with the gap between the concept and actual implementation being much smaller than in the first case. In essence, the RG-MPC would be used as an offline optimization map generator. A series of different values of the power demand would be given to the RG-MPC to drive the system to and the controller would optimize all the other values (pressures, current, etc.) based on the criteria given in the cost function. The number of experiments that would have to be run to calibrate the system would be smaller, gaining a financial advantage. Next, the actuator
constraints and the decoupling of all the variables would already be implicitly contained in the RG-MPC. In the case of a change in the system, instead of recalibrating the setpoint calculation algorithm, the model is simply updated. For example, in the case of a new compressor, its new efficiency and other characteristics are passed to the prediction model and the generation of the setpoints for a certain power demand is easily recalculated. The mentioned benefits are systematically shown in Figure 12.

Figure 12. Advantages of using the RG-MPC as a tool for generating optimization maps. PID—proportional-integral-derivative.

5. Conclusions

In this paper, we proposed using the reference governor model predictive controller approach for controlling fuel cell systems, especially vehicles. Instead of acquiring the optimal operational setpoints and/or trajectories by numerous experimental runs, a more intuitive approach would be of benefit, such as the MPC concept. Every safety and efficiency requirement can easily be made part of the optimization criterion used by the controller. In case a system component is added, removed, or its properties changed, the model can simply be updated and the RG-MPC tuning redone in minimal time. In contrast, in the conventional way, numerous time- and money-consuming experiments have to be run. Since there are various complex effects present in fuel cells such as the fact that there is a gas mixture in the channels, electrochemical processes, or compressor dynamics, the model describing the system is unsurprisingly nonlinear. In this work, the authors resorted to the commonly known successive linearization technique to overcome this challenge. To illustrate the performance of the controller, a real vehicle power demand has been used as reference. In addition, safety constraints such as starvation prevention or pressure difference limits have been imposed to the controller, showing its capability of dealing with multiobjective problems. The reference values for the PI controllers produced by the RG-MPC were inherently optimized in such a way that no decoupling or antiwindup schemes were necessary. The main benefit of the RG-MPC concept lies in the fact that it is simply an upgrade and not a replacement to an existing PI controller setup, bringing the concept closer to actual industrial application. The way in which the RG-MPC would be implemented in real life is an open question. We propose two main ways. First, it can be used online to generate the optimal references for the underlying PI controllers during operation. The second way would be to use the RG-MPC to generate trajectories or setpoints for the system before operation and store those results in a form of optimization maps, which would then be called back during operation. The approach described in this paper is not system- or model-dependent and can be a way of optimizing the operation of any system, not just fuel cells. Hopefully, the research done here provides some direction in improving fuel cell control algorithms and reducing the cost barrier that hydrogen power vehicles have in reaching the end user.
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