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**A B S T R A C T**

During the slow neutron capture process in massive stars, reactions on light elements can both produce and absorb neutrons thereby influencing the final heavy element abundances. At low metallicities, the high neutron capture rate of $^{16}\text{O}$ can inhibit s-process nucleosynthesis unless the neutrons are recycled via the $^{17}\text{O}(\alpha, n)^{20}\text{Ne}$ reaction. The efficiency of this neutron recycling is determined by competition between the $^{17}\text{O}(\alpha, n)^{20}\text{Ne}$ and $^{17}\text{O}(\alpha, \gamma)^{21}\text{Ne}$ reactions. While some experimental data are available on the former reaction, no data exist for the radiative capture channel at the relevant astrophysical energies. The $^{17}\text{O}(\alpha, \gamma)^{21}\text{Ne}$ reaction has been studied directly using the DRAGON recoil separator at the TRIUMF Laboratory. The reaction cross section has been determined at energies between 0.6 and 1.6 MeV $E_{\text{cm}}$, reaching into the Gamow window for core helium burning for the first time. Resonance strengths for resonances at 0.63, 0.721, 0.81 and 1.122 MeV $E_{\text{cm}}$ have been extracted. The experimentally based reaction rate calculated represents a lower limit, but suggests that significant s-process nucleosynthesis occurs in low metallicity massive stars.

© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP$^3$.
1. Introduction

Almost all the elements in the Universe heavier than iron are produced by neutron-capture reactions, either via the r-process (rapid neutron capture) or the s-process (slow neutron capture). While significant uncertainties remain in r-process nucleosynthesis, the s-process is considered generally well understood. Here, the neutron flux is such that the timescales for neutron capture are longer than the associated β-decays, and so the path of nucleosynthesis lies close to the valley of stability. Most s-process elements between iron and strontium are thought to have been produced in massive stars, through the weak s-process, and those between strontium and lead via the main s-process in Asymptotic Giant Branch (AGB) stars [1].

However, abundance ratios (e.g. [Y/Ba]) observed in extremely metal poor stars and in one of the oldest globular clusters in the galactic bulge, NGC 6522, cannot be explained by the main s-process or the r-process. Chiappini et al. [2] show that massive rotating stars at low metallicity can provide an explanation for the unique abundances observed both in the galactic halo and NGC 6522 (see also [3] and [4]). For such stars, rotation-induced mixing is considered to have a significant impact on nucleosynthesis of light elements, especially at low metallicities [5,8]. S-process abundances depend critically on the presence of those light elements which can act as neutron sources and poisons (isotopes which capture neutrons, thus removing them from contributing to s-process production). At low metallicities, the lack of secondary neutron poisons (e.g. 14N) and the large abundance of primary 16O results in a high neutron capture rate to 17O. Thus 16O could act as a poison if these neutrons are not recycled via the 17O(n, α)20Ne reaction. This recycling of neutrons is determined by competition between the 17O(n, α)20Ne and 17O(γ, γ)21Ne reactions. However, these reaction rates are highly uncertain at the relevant energies and the status of 16O as a neutron poison, and the impact on s-process abundances, is therefore as yet undetermined.

There are two theoretical calculations of the 17O(α, γ)21Ne to 17O(α, n)20Ne reaction rate ratio. The first, from Caughlan and Fowler (CF88) [7], assumes the ratio to be around 0.1 at low energies, dropping to 5 × 10^{-4} above about 1 MeV. This assumption is based on experimental data on the 18O(α, γ)22Ne reaction for the higher energies, and on Hauser-Feshbach calculations at lower energies. The second prediction comes from Descouvemont [8], using the Generator Coordinate Method, and suggests the ratio to be of the order of 10^{-4} at all energies. This huge disagreement at low energies results in significant differences in the predicted s-process abundances. Models by Hirschi et al. [6] show the impact of the two different predictions on the abundances of the heavy elements. The variation is particularly marked (up to three orders of magnitude) between strontium and barium.

For low metallicity massive stars, s-process nucleosynthesis is thought to occur during two stages of evolution, firstly core helium burning and then later shell carbon burning. The temperature for core helium burning is around 0.2 - 0.3 GK, corresponding to an energy range of interest (Gamow window) between about 0.3 and 0.65 MeV in the centre of mass (E_{cm}). For the onset of carbon shell burning, temperatures are higher at around 0.8 to 1.3 GK, with a Gamow window between E_{cm} = 0.7 to 1.8 MeV. The 17O(α, γ)21Ne reaction Q-value is 7348 MeV [9] and the relevant excited states, shown in Fig. 1, lie between 7.65 and 8.0 MeV excitation energy (E_x) in 21Ne for core helium burning temperatures. However, the required partial width and spin-parity information for 21Ne levels in the region of interest is poorly known, preventing reliable calculation of the contribution of individual resonances to the reaction rate.

![Fig. 1. Part of 21Ne level scheme. The Gamow window for the 17O(α, γ)21Ne reaction during core helium burning in massive stars is indicated by the bar on the left and the bars on the right show the energy regions covered by the present work.](image-url)

Experimental data on the 17O(α, n)20Ne reaction are available covering the range E_{cm} = 0.56 - 10.1 MeV [10-12, 14], and there is only one published experimental dataset on the 17O(α, γ)21Ne reaction [13]. Traditionally, experimental determinations of such (α, γ) reaction cross sections have relied on using an intense beam of α-particles and the detection of γ-rays from de-excitation of the products. For the 17O(α, γ)21Ne reaction, however, the high Q-value of the reaction results in the products having high excitation energies where many nuclear states are populated. Clean identification of these states is difficult to extract from the background, particularly at the astrophysically interesting energies where the yield from the reactions of interest is extremely low, typically less than 1 event for every 10^{12} incident α-particles. Despite the experimental challenges, measurements using this technique provided the first direct data on the 17O(α, γ)21Ne reaction. Best et al. [13] measured the 17O(α, γ)21Ne reaction by in-beam spectroscopy, using a 4He beam on an implanted target. The measurements spanned E_{cm} between 0.7 and 1.9 MeV but no yield was observed below E_{cm} = 1.1 MeV (< 1 GK) except for a strong resonance at E_{cm} = 0.811 MeV, believed to correspond to a state at 8.159(2) MeV. Subsequently Best et al. [14] also studied the competing 17O(α, n)21Ne reaction across the same energy range. Many resonances were observed and fitted using an R-matrix framework. Finally, using both datasets and estimates for the contribution from lower-lying states, Best et al. [14] calculated new reaction rates and concluded that the (α, γ) channel is strong enough to compete with the (α, n) channel leading to less efficient neutron recycling. However, neither measurement had sufficient sensitivity to provide any experimental data in the energy region relevant to the s-process during the core helium burning stage.

2. Experimental details

Here we report on the first measurement of the 17O(α, γ)21Ne reaction exploiting, instead, a beam of 17O ions incident on a he-
of DRAGON, one after the gas target and one after the first dipole magnet. Continuous monitoring of the beam intensity throughout data taking was achieved via recoiling α-particles, from elastic scattering of the beam on the helium in the target, detected in two surface-barrier detectors located within the gas target assembly. These elastic scattering data were normalised to the measured beam intensity at the start and end of every run [20]. Target pressures of between 4 and 8 Torr were used. The energy loss of the beam, in the centre of mass, across the gas target varied from 53 keV at 8 Torr for the lowest energy, to 30 keV at 4 Torr for the highest energy. For the five measurements around the $E_t = 8.155$ MeV state, target pressures between 4 and 6 Torr were used, with a corresponding centre of mass energy loss of 28 to 44 keV.

At each energy, the raw yields were corrected for the separator efficiency, the charge state fraction for $4^+$ recoils exiting the gas target, the effective efficiencies of the IC and MCP detectors, and the data acquisition deadtime. As γ-ray coincidences were required for particle identification, the BGO array efficiency was also taken into account. The separator efficiency was determined from Monte Carlo simulations of DRAGON using GEANT3 [21]. For centre of mass energies below $\approx 1$ MeV, the maximum cone angle of the $21^\mathrm{Ne}$ recoil exceeds the DRAGON acceptance of 21 mrad. If a resonance is located upstream of the target centre, this limit is reached at higher energies. Similarly, the efficiency of the BGO array [22] depends on the location of the reaction in the target. For most energies studied in this work neither the width of the resonance, nor the angular distribution or decay scheme of the subsequent decay of $21^\mathrm{Ne}$ are known, and the measured statistics were too low to determine these values from the observed γ-ray energies and distributions. Simulations were, therefore, conducted assuming three decay schemes (direct to ground state, via the 3.74 MeV state, and via the 1.75 and 0.35 MeV states) and three angular distributions (isotropic, dipole, and quadrupole). For each simulated scenario (reaction location in gas target, assumed decay scheme, etc.) the corresponding separator transmission and BGO detection efficiencies were extracted, and the differences between the various scenarios used to determine the systematic errors on both values.

Charge state distributions of $21^\mathrm{Ne}$ were measured at beam energies of 160, 202, 290, and 360 keV/u and the $4^+$ charge state fraction was estimated using an empirical formula from [23]. This formula was used to interpolate the $4^+$ charge state fraction for each of the recoil energies. The efficiency of the end detectors was taken from a comparison of MCP and IC event rate data using attenuated beam, together with the geometric transmission of the MCP detector grid.

The effective cross sections ($\sigma$) and effective astrophysical S-factors ($S$) were then calculated from:

$$\sigma = \frac{N_e A}{N_0 \Gamma}$$

$$S(E) = \frac{E}{e^{-2\pi \eta} \sigma}$$

where $N_0$ is the corrected yield, $A$ is the reciprocal target nuclei per unit area, $e^{-2\pi \eta}$ is the Gamow factor and $E$ is the centre of target centre of mass energy. The resonance strength of the excitation level of interest was calculated via the equation [24]

$$\omega = \sqrt{\frac{2\pi e(E_t)}{\lambda^2(E_t)}} \times \left[ \frac{\arctan \left( \frac{E - E_t}{\Gamma/2} \right)}{\Gamma/2} - \frac{\arctan \left( \frac{E - E_t - \Delta E}{\Gamma/2} \right)}{\Gamma/2} \right]^{-1}$$

Fig. 2. MCP local time of flight TAC (time to amplitude converter output) versus de for data at $E_{en} = 822$ keV. Singles events are indicated in blue and coincident data, with a detected gamma-ray energy above 2 MeV, in red. The events in red in the top right of the figure are random coincidences between a gamma-ray and a scattered beam ion.
where \( \lambda \) is the system’s de Broglie wavelength, \( \epsilon \) is the target stopping power, \( E_r \) is the resonance energy, \( E_0 \) is the initial centre of mass energy and \( \Delta E \) is the beam energy loss across the entire length of the target. The target stopping power was calculated from

\[
\epsilon(E) = -\frac{V}{N_t} \frac{dE}{dx} \tag{4}
\]

where \( \frac{V}{N_t} \) is the reciprocal target density and \( \frac{dE}{dx} \) is the rate of ion energy loss in the target. For the runs where the resonance was fully contained within the target, the thick target yield was used to calculate the resonance strength:

\[
\omega \gamma = \frac{2\epsilon(E_r)}{\lambda^2(E_r)} \gamma_{\text{max}}. \tag{5}
\]

The stated errors include both systematic and statistical uncertainties. The main sources of systematic uncertainty were the BGO detection efficiency (10%), separator transmission (between 20-30% for the lower energy runs, 2-10% for the 811 keV runs), detector efficiency and transmission (between 4-5%) and integrated beam intensity (between 0.6-6%). Uncertainties in stopping power (3.7%) and recoil charge state fraction (1.6-4.1%) were also accounted for. The range in uncertainties reflects the range of beam energies, populated states, recoil angular distribution and duration of the runs.

3. Results

Fig. 3 shows the measured S-factors at each centre of mass energy for the present work in comparison with the calculation from Descouvemont [8]. It should be noted that the direct capture contribution is expected to be lower than the cross section from Descouvemont, and is thus considered negligible. Data were initially taken at several energies above 1 MeV, where the yield is much higher, to allow a comparison with the Descouvemont calculation. Measurements were then pushed lower towards the astrophysically interesting energy range. Table 1 gives the resonance strengths from the present work, compared to literature values where available.

The data point around 1.1 MeV covers the state at 8.470 MeV. A resonance strength of 1.9 ± 0.4 meV was determined, which is slightly higher than that reported by [13] who found the strength to be 1.2 ± 0.2 meV.

Table 1

| \( E_{cm} \) (keV) | \( \omega \gamma \) (meV) | Literature value [13] (meV) |
|-------------------|-----------------|-----------------|
| 633               | (4.0 \( \pm 0.1 \)) × 10^{-3} | -               |
| 721               | (8.7 \( \pm 0.3 \)) × 10^{-3} | -               |
| 810               | 5.4 ± 0.8       | 7.6 ± 0.9       |
| 1122              | 1.9 ± 0.4       | 1.2 ± 0.2       |

The most prominent feature at around \( E_{cm} = 0.81 \) MeV corresponds to a known \( J^\pi = (9/2)^+ \) state in \(^{21}\)Ne at an excitation energy of 8.155(1) MeV [25]. This resonance appears to be of comparable strength in both gamma and neutron channels [10,14]. The weighted average of the five highest yield data points, where the resonance is fully within the gas target, gives a measured resonance strength of 5.4 ± 0.8 meV. This value is slightly weaker than the 7.6 ± 0.9 meV reported by [13].

There is a known \( J^\pi = 3/2^+ \) state of total width 8 keV [25] at 8.069 MeV (\( E_{cm} = 0.721 \) MeV). This state contributes to both the 0.595 and 0.748 MeV data points, with each measurement covering approximately half of the relevant resonances. This resonance has not previously been observed in \((\alpha, \gamma)\) and a strength of \( 8.7^{+3.5}_{-2.0} \) meV was found. The quoted uncertainty does not include the uncertainty on the energy or the width of the state.

Between the measurement at 0.695 MeV and the lowest data point, there is a gap in the measured energy range, from 0.648 to 0.667 MeV, and so no constraint can be placed on the contribution of the \( 1/2^- \) resonance at 0.66 MeV (\( E_r = 8.009(10) \) MeV). However, as this state corresponds to an f-wave resonance and was observed as a neutron resonance, it is unlikely that this state will play any significant role in the \((\alpha, \gamma)\) rate.

The lowest data point measured lies inside the Gamow window for core helium burning. Three known states are covered by the energy thickness of the gas target at this beam energy (see Fig. 1). Given the low yield, it is not possible to determine which state dominates and so a combined resonance strength of 4.0 \( \pm 1.1 \) \( \pm 2.0 \) meV is reported here. This value is a factor of around 10 lower than the 0.03-0.05 meV upper limit given in [13]. The calculations by [14] suggest that the 7.982 MeV level makes the dominant contribution here and so it is assumed that the observed strength comes from this state and a resonance energy of 0.633 MeV is used in the reaction rate calculation. However, if the full observed strength lies instead in the 0.612 MeV resonance, then the calculated reaction rate for the resonance would be 2.25 times higher.

4. Astrophysical impact

Using the narrow resonance formalism, the contributions to the reaction rate from the resonances at 0.633 and 0.81 MeV were calculated (the resonance at 0.721 MeV contributes less than 10% to the total rate). The sum of these two contributions (green) is shown in Fig. 4, in comparison with the recommended (black) rate from Best et al. [14], as a ratio to that of CF88. The cross section from the present work excludes the prediction of Descouvemont [8]. However, the present rate is still around 100-1000 times lower than that of CF88 [7]. It should be noted that within the Gamow window for helium core burning, there are 6 known states, giving a typical level density of around 1.5 per 100 keV. This is well below that assumed for a statistical model approach and thus the Hauser-Feschbach treatment of this reaction at low energies used by CF88 [7] may be expected to significantly overestimate the reaction rate.

It must be emphasised that the present rate should be considered as a lower limit. There are two known states in the energy region of interest whose spin and parity are not known, and none
of the states below $E_x = 7.96$ MeV have experimentally constrained resonance strengths or partial widths. Due to a lack of direct experimental data, the contribution of these states has not been included here. The recommended rate from Best et al. [14] includes the contributions from 12 resonances which were not observed in that work, but whose resonance strengths have been calculated based on estimates of the $\alpha$-particle widths, branching between the $\gamma$- and neutron channels, and an assumed spectroscopic factor of 0.01. It is therefore expected that the rate from the present work, based only on observed resonances, is significantly lower. However, within the Gamow window the difference between the present rate and the recommended rate from Best et al. [14] is dominated by the estimated contribution from the resonance at 0.305 MeV. If this resonance is not as strong as suggested then the measured resonance at 0.633 MeV may make a significant contribution and the $^{17}O(\alpha,\gamma)^{21}Ne$ reaction rate would be closer to the lower limit presented here.

The reaction rate from the present work was tested in a 25 solar mass stellar model, at a metallicity of $Z = 0.001$ in mass fraction, and with an initial equatorial velocity of 70% of the critical velocity (the velocity at which the gravitational force balances the centrifugal force). The model was computed with the Geneva stellar evolution code up to the core oxygen burning stage, with a network of 737 isotopes, fully coupled to the evolution (details can be found in [4] and [26]). Fig. 5 shows the yields of this model (green line) plus two additional models with the same ingredients except that one is computed with the recommended rate from Best et al. [14] (black line) and the other with the recommended rate divided by 10 (red line). The latter rate was chosen to illustrate the impact of the 0.305 MeV resonance being weaker than estimated.

Significant differences are observed between yields from the present rate and the recommended rate above strontium. These differences increase at higher atomic masses, with more than a factor of 10 around barium. The new rate leads to results closer to those using the recommended rate of Best et al. divided by a factor of 10 though the present rate leads to still higher production of elements around barium. It is clear that the current uncertainty in the $^{17}O(\alpha,\gamma)^{21}Ne$ reaction rate has a strong impact on the stellar model predictions. It is therefore crucial that, in the absence of direct measurements, the missing spectroscopic information (i.e. spin/parity, reduced energy uncertainty, partial widths) of the relevant states in $^{21}Ne$ is determined to allow the reaction rate to be better constrained.

5. Conclusions

In conclusion, a direct measurement, in inverse kinematics, of the $^{17}O(\alpha,\gamma)^{21}Ne$ reaction has been performed at the DRAGON facility, at the TRIUMF laboratory, Canada. Measurements were made of the reaction yield in the energy range $E_{\text{m}} = 0.6$ - 1.6 MeV, providing the only experimental data in the Gamow window for core helium burning. This work is over an order of magnitude more sensitive than previous work due to the enhanced discrimination provided by the coincidence detection of both recoils and $\gamma$-rays. Moreover, the event identification does not require prior knowledge of the associated $\gamma$-ray energies. The abundances calculated with stellar models using the lower limit on the $^{17}O(\alpha,\gamma)^{21}Ne$ reaction rate from the present work show the maximum contribution to $s$-process production in low metallicity massive stars.
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