'Checkerboard stripe' electronic state on cleaved surface of NdO$_{0.7}$F$_{0.3}$Bi$_2$ probed by scanning tunneling microscope
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We present scanning tunneling microscopy measurements on a cleaved surface of the recently discovered superconductor NdO$_{0.7}$F$_{0.3}$Bi$_2$ with the transition temperature ($T_c$) = 5.1 K. Tunneling spectra at 4.2 K (below $T_c$) and 22 K (above $T_c$) show a large spectroscopic gap ($\sim$40 mV), which is inconsistent with the metallic nature in the bulk measurements. Moreover, we find two interesting real-space electronic structures. First is a ‘checkerboard strip’ electronic state characterized by the alternating arrangement of two types of nano-clusters. In one cluster, one-dimensional electronic stripes run along one Bi-Bi direction, whereas, in the other cluster, the stripes do along the other Bi-Bi direction. Second is a nanoscale electronic inhomogeneity whose microscopic source seems to be atomic defects on the cleaved surface or dopant F atoms. We conclude that the observed electronic features are inherent in the cleaved surface.

For recent past decades, several layered compounds have generated much sustained interest, because of their peculiar phenomena. One example of these phenomena is charge-density-wave (CDW) in the transition metal dichalcogenides$^{14}$ and trichalcogenides$^{22}$, in which the superconductivity (SC) often coexists with the CDW$^{13}$. Because of the coexistence of CDW and SC, these materials have been fascinating as a novel stage for understanding the interplay between these phenomena.$^{23,24}$

Another example is the high temperature superconductivity in the copper oxides.$^{10}$ The superconductivity in these materials often coexists with or emerges in the proximity of some electronic ordered states$^{12-15}$, which breaks $C_4$-symmetry of the underlying crystal lattice. The explorations of the relation between SC and the electronic ordered states have offered intriguing information in understanding the mechanisms of the unconventional superconductivity.

Recent discovery of the Bi$_2$ superconductors has triggered vigorous research activities, because of (i) the structural similarity with the cuprates and pnictides and (ii) their relatively high $T_c$.$^{19-27}$ Recent theoretical calculations have suggested that a quasi-one-dimensional character of the band dispersion provides a good Fermi surface nesting$^{28,29}$. Some of them have proposed that an unstable phonon at $q = (q, q, 0)$ corresponding to Fermi surface nesting vector causes a CDW instability$^{22-25}$. It has been argued vigorously how the SC is related to this Fermi surface nesting$^{28,29}$. Meanwhile, the symmetry of the superconducting gap has been also investigated theoretically and experimentally. These studies have suggested the isotropic $s_\lambda$, anisotropic $s_\lambda$, and $d$-wave symmetries as possible pairing symmetries$^{25,26,37}$. Despite these studies described above, there is less conclusive empirical evidence to determine the paring symmetry and to uncover whether CDW instability occurs or not.

One of powerful technique to address directly these issues is scanning tunneling spectroscopy (STS) using scanning tunneling microscope (STM) which has determined the paring symmetries in a large variety of the superconductors.$^{28-32}$ Additionally, this technique has made a significant contribution not only to visualize the CDW$^{33-35}$ and other electronic ordered states$^{32,33,37}$, but also to disentangle the relation between the superconductivity and the electronic ordered states.

However, the results obtained by these surface sensitive probes occasionally do not reflect intrinsic bulk nature but do dominantly nature peculiar to the surface which is sometimes a stage of a novel phenomenon, when the structure and the electronic nature on the surface is different from those in the bulk. Hence, it is necessary to uncover what kind of surface structure and electronic states are realized on an exposed surface, as a first step for investigating the electronic nature in a new layered compounds.

In this paper, we performed STM and STS experiments on a cleaved surface of NdO$_{0.7}$F$_{0.3}$Bi$_2$ ($T_c$~5.1 K) which is one of the Bi$_2$ superconductors. A typical STM image on a cleaved surface shows several features; (i) a square lattice with a period of ~3.9 Å corresponding to the in-plane lattice parameter, (ii) atomic defects, and (iii) a streaked depression which is centered on the atomic defect. The tunneling spectroscopy captures several unexpected phenomena. First is a large spectroscopic gap ($\sim$40 mV) without coherence peak, which survives well above $T_c$. Second is a square lattice characterized by the alternating arrangement of two types of nano-clusters. In one cluster, one-dimensional stripe electronic structures run along one of Bi-Bi direction, whereas, in the other cluster, the stripes run along the other Bi-Bi direction. Third is a nanoscale electronic inhomogeneity. By comparing these electronic features with the previous
FIG. 1. (Color online) (a) A typical STM image on a $240 \times 240$ Å$^2$ field of view taken at $V_s = +500$ mV and $I_{set} = 500$ pA. Inset illustrates schematic figure of the crystal structure, where red, gray, yellow, blue spheres represent Nd, O, S, and Bi atoms, respectively. (b) A magnified STM image on a $45 \times 45$ Å$^2$ field of view. (c) A Fourier transform image of (a). Red circles indicate the spots corresponding to the atomic array. Yellow ellipsoids mark the tails corresponding to the dark streaks running along the diagonal (110) direction of the unit cell. (d) Typical tunneling spectra taken at $V_s = +500$ mV and $I_s = 1.0$ nA. Red (upper) and Green (lower) lines represents the spectra taken on the sample # 1 at 22 K and sample # 2 at 4.2K. The red spectrum is shifted by 0.5 for clarity. The dashed line indicates the zero conductance for the red (shifted) spectrum. Inset shows the spectrum with higher energy resolution.

bulk measurements and theoretical calculations, the observed electronic features are believed to be inherent in the cleaved surface.

Single crystals used in this study were grown by a high-temperature flux method, detailed in elsewhere. The superconducting transition temperature of 5.1 K was determined by magnetization and resistivity measurements. A laboratory-made LT-STM was used for STM/STS measurements. The STS measurements were performed in a helium-gas environment at 4.2 K and 22 K on a surface that were prepared by cleaving the sample in situ in a pure helium gas. We measured the $I$-$V$ characteristics and obtained the tunneling spectra by numerical differentiation.

We display typical STM images in Fig. 1(a) and (b) indicating a square lattice with a period of ~3.9 Å corresponding to the in-plane lattice parameter. This is confirmed from four spots in FT image marked by red circles in Fig. 1(c). In addition to the square lattice, several dark spots can be observed. In STM measurements on the layered compounds, it is quite important to identify which plane appears as an exposed surface. In this material, there are three possible atomic planes which could be exposed: (i) NdO, (ii) S(2), and (iii) BiS(1) planes. If the cleavage occurs between NdO and S(2) layers as shown by a blue arrow in the inset of Fig. 1(a), two types of the surfaces [NdO and S(2) planes] should be exposed. On the other hand, if the cleavage occurs between two BiS(1) layers shown by a red arrow in the inset, only one type of the surface [BiS(1) plane] should be exposed. Because we obtained only one type of the STM images as shown in Fig. 1(a) and the tunneling spectrum in Fig. 1(d) in this study, we conclude that the observed surface is BiS(1) plane. Recent density of states calculations assert that the Bi-$p$ and S(1)-$p$ states dominantly contribute to the density-of-states and that the Bi-$p$ DOS is higher than that of S(1)-$p$ near $E_F$. Therefore, the observed bright spots in the STM images are believed to be the Bi atoms.

Given that the observed bright spots are the Bi atoms, the observed dark spots as pointed by the red arrow in Fig. 1 (a) and (b) are Bi defects, since the center of the dark spot coincides with one of the four Bi sites of the Bi square lattice as shown in Fig. 1(b). The density of the dark spots is about 3% per Bi atom, which is consistent with the results of the recent single crystal X-ray diffraction measurements. Besides the atomic defects, the slightly dark streaks run along approximately diagonal directions of the unit cell. The representative examples are marked by two blue ellipsoids in Fig. 1(a). The direction and the length of the dark streaks show somewhat variability. This variability corresponds to the four tales extending from the center ($\mathbf{q} = 0$) in the FT image as marked by yellow ellipsoids in Fig. 1(c). It appears that the dark streaks are highly related to the atomic defects. Therefore, the dark streaks seem to be derived from the structural distortion relaxing the mechanical stress due to the atomic defects.

Figure 1(d) shows typical tunnelling spectra at 4.2 and 22 K (different samples and different tips). Both spectra indicate (i) a large energy asymmetry characterized by the higher conductance in positive energy than that in negative, and (ii) a spectroscopic gap characterized by a depression of the spectral weight around $E_F$. Surprisingly, there is less state between ±20 meV at both 4.2 and 22 K. Because of the lack of the coherence peak and of gap existence well above $T_c$, it is thought that the observed gap is not superconducting gap. These spectroscopic features are not consistent with the bulk prop-
properties showing the clear superconducting transition and the metallic behavior of the resistivity just above $T_c$. Therefore, it is preferable to consider that the observed spectroscopic features do not reflect the bulk property but do the property peculiar to the surface.

To explore the spatial variation of the electronic structure, we compare two STM images taken at $V_s = +500$ and -500 mV on the same FOV as shown in Figs. 2(a) \([Z(r, +500 \text{ mV})]\) and (b) \([Z(r, -500 \text{ mV})]\). Apparently, there are two features which are more pronounced in the image at $V_s = -500$ mV than at $+500$ mV; (i) Fine stripe structures along the two $a$-axes and (ii) inhomogeneous contrasts on the background. We consider the difference of these images \([D(r) = Z(r, -500 \text{ mV}) - Z(r, +500 \text{ mV})]\), as shown in Fig. 2(c). This process cancels the geometric information and extracts the electronic structures. In this case, the $D(r)$-map indicates an energy asymmetry of the energy-integrated LDOS from 0 to $\pm 500$ meV. The two features in $Z(r, -500 \text{ mV})$ map are emphasized in $D(r)$-map. Therefore, these two features are derived from the electronic spatial variation not geometric. The FT image of $D(r)$-map in Fig. 2(d) ensure the existence of these two electronic features. The four spots marked by red and blue dashed circles correspond to the fine stripe structures, whereas the broad structure around $q = 0$ marked by a green dashed circle does the inhomogeneous structure.

First, we focus on the fine stripe structures being elongated along one Bi-Bi direction. As described above, the stripe structures can be classified into two types. One modulates along $a_x$ direction marked by a blue box in Fig. 2(c), \((x\text{-modulation})\) whereas the other does along $a_y$ direction shown by a red box \((y\text{-modulation})\). These modulations form two types of nano-scale clusters: In one cluster, $x$-modulation predominates, whereas, in the other, $y$-modulation does. The FT image of $D(r)$-map corroborates the presence of two modulations with the period of $a_0$, as shown in Fig. 2(d). Here we name the \(q\) vectors corresponding to these two modulations as $q_x$ and $q_y$, respectively. Moreover, it appears that the two type of clusters tend to be aligned alternatingly and periodically in Fig. 2(c). In FT image, besides the peaks at $q_x$ and $q_y$, two satellite peaks can be seen around $q_x$ and $q_y$ as shown by dashed arrows in Figs. 2(e) and (f) \((\delta q)\). These satellites indicate that the amplitudes of the observed $x$- and $y$-modulations periodically and two-dimensionally vary in real-space: these satellites are indicative of the alternating arrangement of the observed two types of clusters. The period of the amplitude modulations can be estimated from $\delta q = q_x \text{ or } y - q_{\delta a}$. The $\delta q$ is approximately $0.185 \times 2\pi/a_0$ \((0.245 \times 2\pi/\langle \sqrt{2}a_0 \rangle)\). This means that the period of the amplitude modulation is approximately $5.4a_0$ \((4.1\delta a, \delta a\) is the length between Bi atoms along diagonal direction of the unit cell).

To visualize the corrugation of these clusters more clearly, we extract the components associated with the $x$- and $y$-modulations from the $D(r)$-map using the inverse Fourier transformation as follows:

$$D(q_{\mu}, r) = \frac{2\pi}{N} \sum_q D(q) \exp(-iq \cdot r)$$

$$\exp\left[-(q_{\mu} - q)^2/\Lambda^2\right],$$

\(\mu = x \text{ or } y,\)

where $\Lambda$ is a cut off frequency. Here we set the $\Lambda = 0.294 \times 2\pi/a_0$ \((1/\Lambda = 13.5 \text{ Å})\) corresponding to the red and blue dashed circles in Fig. 2(d), as the $\Lambda$ contains the satellite peaks. Figures 3(a) and (b) are the real parts of $D(q_x, r)$ and $D(q_y, r)$, respectively. A region with a large amplitude of the $x$-modulation shows a small amplitude of the $y$-modulation and vice versa. This is also confirmed more clearly in Fig. 3(c) in which Fig. 3(a) is superimposed on Fig. 3(b). Thus, our results suggest that the observed nano-clusters form a ‘checkerboard’ like
Figure 3 shows the spatial correlation among the atomic defects, the dark streak structures and the observed nano-clusters. There is a slight correlation between the atomic defects and the stripe structures in these nano-clusters. The stripe structure tends to be suppressed around the atomic defects. The positions of the dark streak structures sometimes coincide with a boundary between two nano-clusters, as marked by the black boxes in Fig. 3(c). This means that the dark streak structure tends to pin the boundary of these clusters. Thus, these local perturbations seem to cause the distortion of the near 4\(\tilde{a}_0\) square lattice.

The observed electronic features including a large spectroscopic gap and 'checkerboard stripe' electronic structure have not been anticipated in the previous works which have investigated the bulk properties. Additionally, the 'checkerboard stripe' electronic structure is sensitive to the surface defects (atomic defects and dark streak structure). Therefore, it is conceivable that these electronic features appear to be inherent phenomena on the cleaved surface rather than the bulk.

In discussing why the observed nano-clusters with the one-dimensional stripe appear on the cleaved surface, it is a key ingredient what breaks \(C_4\)-symmetry. One possible candidate is the softening of the phonon. Recent calculation of the phonon spectra for LaO\(_{1-x}\)F\(_x\)BiS\(_2\) predicted that it can occur that S(1) atoms move towards Bi atoms along the \(a\)-axis (or \(b\)-axis) due to the unstable phonon around \(\Gamma\) in the proper conditions. If this distortion occurs, the unit cell no longer maintains tetragonal symmetry (\(C_4\)-symmetry) and the cell has orthogonal symmetry. Thus, it seems to be able to explain the unidirectional nature observed in this study. However, even if we adopt this idea, several questions still remain. Why do the nano-clusters form the near 4\(\tilde{a}_0\) square lattice? Whether the condition of the exposed surface obtained by cleaving the sample is proper to induce such unstable phonon, or not? Thus, a clear origin of the observed 'checkerboard strip' electronic structure remains an open question.

Next, we focus on the inhomogeneous structures. Figure 4(a) shows a low pass filtered image of \(D(r)\)-map, where the cutoff frequency is \(q_{cut} = 0.58 \times 2\pi/a_0\) corresponding to the real-space cutoff radius of 6.7 \(\AA\) indicated by a black circle on the bottom-right corner. Red dots show the positions of the atomic defects. (b) Tunneling spectra at several locations. Red, green, and blue lines indicate the spectrum taken at the bright, medium contrast, dark region in (a).

Figure 3. (Color online) (a) and (b) Inverse FT images obtained by Fourier filtering out all the modulations except those surrounding \(q_x\) (a) and \(q_y\) (b), respectively: Images of the real part of \(D(q_x, r)\) and \(D(q_y, r)\), as shown in Eq. (1). (c) Superposition of (a) and (b). Black dots and green dashed lines correspond to the atomic defects and the dark streaks on the surface. Black boxes mark the dark streaks which are coincides with the boundary between two nano-clusters.
grated DOS from 0 to -500 meV. To further explore how does the shape of the tunneling spectrum change along the observed inhomogeneity, we take tunneling spectra at several locations with the different intensities of \( D(r) \), as shown in Fig. 4(b). Here, we set the set bias voltage \( V_b \) to be +500 mV, because the spatial variation of the energy-integrated DOS in \( Z(r, +500 \text{ mV}) \) is smaller than that in \( Z(r, -500 \text{ mV}) \). This set-up condition appears to alleviate a set point effect on the tunneling spectrum. An apparent change in the spectral weight lies below -100 meV. Thus, the LDOS below -100 meV is highly sensitive to a source of the inhomogeneity.

The observed inhomogeneity is slightly correlated with the atomic defects: the defects prefer to sit on the dark region with the lower DOS in negative energy. This slight correlation implies that the atomic defects can be one of the possible sources of the electronic inhomogeneity. The inhomogeneous distribution of the dopant F atoms can also be the source of the inhomogeneity, because dopant atoms usually distribute in a random fashion. These local perturbations provide several causes inducing the electronic inhomogeneity. The representative causes are believed to be (i) a local strain leading to the local modification of the hopping integrals and (ii) an inhomogeneous distribution of the carrier density introduced by the dopants (F atoms).

In this paper, we report on STM and STS experiments on a cleaved surface of NdO\(_{1.7}\)F\(_{0.3}\)BiS\(_{2}\) with \( T_c \sim 5.1 \) K. The STM images contain the square lattice with the period of \( \sim 3.9 \) Å corresponding to the lattice parameter along the \( a \)-axis and the several atomic defects. The tunneling spectra indicate the large spectroscopic gap (\( \sim 40 \) mV) which is not the superconducting gap. In addition to this spectroscopic gap, we find two unexpected electronic structures; (i) ‘checkerboard stripe’ electronic structure and (ii) nanoscale electronic inhomogeneity. The former is characterized by the alternating arrangement of two types of clusters. In one cluster, one-dimensional stripe structures run along one of the crystal \( a \)-axes with a period of \( 4a_0 \). In the other cluster, the stripes run along the other \( a \)-axis. Furthermore, these clusters form a square lattice with a period of near \( 4a_0 \) along the diagonal directions of the unit cell. The latter seems to be related to the inhomogeneous distributions of the atomic defects and of the doped F atoms. By comparing our results with the previous bulk measurements, we conclude that the observed electronic features are inherent in the cleaved surface. These findings should be taken into account in discussing the electronic nature in this material by using results from surface sensitive probes such as ARPES and tunneling measurements.
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