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Abstract. Nowadays, image annotation has attracted extensive attention due to the explosive growth of image data. Large amount of researches on AIA have been proposed, mainly including classification-based methods and probabilistic modeling methods. In this paper, a detailed study on state-of-the-art of image annotation was presented devoted to a detailed study of image annotation methods. Differences between manual, semi-automatic and automatic annotation were completely distinguished. The criteria for evaluating annotation systems are also presented in this study. In conclusion, a synthesis of methods of automatic image annotation were shown by presenting the pros and cons of each. This synthesis allowed us to examine our choice for automatic image annotation and the importance of integrating user feedback and a semantic. Finally, we participated in our perspective on the issues and challenges in AIA as well as research tendency in the future.

1. Introduction

Nowadays, image annotation has attracted extensive attention due to the explosive growth of image data. Large amount of researches on IA have been proposed, mainly including classification-based methods and probabilistic modelling methods. Image annotation allows processes of indexing and searching large collections of images in an easy and fast way. In this paper, a detailed study of image annotation methods were demonstrated. There are three types of annotation including manual annotation, semi-automatic annotation and automatic annotation. The method of automatic annotation is our main focus for this study. Various methods have recently been proposed on AIA systems, giving rise to the development of several AIA algorithms. In this work, the attention was given to five techniques based on AIA; these techniques are Relevance Return based on AIA, Inter-domain semi-supervised learning based on AIA, Metadata Use based on AIA, Semantic Hierarchies based on AIA and Hollow coding models based on AIA. We concluded this paper with a synthesis of the methods of automatic image annotation by presenting the pros and cons of each techniques. The remaining part of this work is organized thus: Section 2 described image feature extraction while Section 3 described various machine learning-based AIA techniques. In Section 4 we presented the summary and conclusion of the review.
2. Features Extraction

In this section, feature extraction (FE) which is an important step in an AIA model during the conversion of raw images into features was discussed. The automatic image annotation (AIA) process was based on many factors, which consist of the feature extraction process, use of suitable features in the AIA, the selected mathematical transform for determining the feedback usage, effective features, etc. Any annotation systems are effective if they can improve a few of the characteristic factors. In this study, the researchers used the low and high-level image features like texture, shape and colour for assembling all the information from the image to its recuperation.

3. Automatic image annotation techniques

In this section, a brief review of the techniques for AIA was conducted. These techniques are classified into Relevance Return based on AIA, Inter-domain semi-supervised learning based on AIA, Metadata Use based on AIA, Semantic Hierarchies based on AIA and Hollow coding models based on AIA.

3.1 Relevance Return

Researchers studied the use of user feedback to improve image annotation, as it is difficult to construct an appropriate classifier to automatically annotate images with text labels. Several relevance return models have been incorporated into the image annotation models. In 2013, [1] presented an interactive tool, called IGAnn, in the form of a semi-automatic image annotation procedure for users. The annotation approach in IGAnn is based on the return of relevance. The user identifies several images that relevance to a given label to improve the learning of the classifier which determines images that are most likely to be associated with that label. The learning of the hierarchical classifier is carried out by a semi-supervised approach that involves both labeled and unlabelled images to obtain a good annotation result. [2] proposed a multi-directional search technique (MDS) for the propagation of image annotation. This approach dynamically analyzes the user's return of relevance and considers multiple neighborhoods by breaking down the initial query into separate sub-requests. Unlike KPPV techniques based on a return of relevance that seek in a single group of neighbors, MDS provides a remedy for this weakness since it covers distinct groups of images. It can therefore simultaneously annotate images with different visual characteristics, but with the same semantic concept. In [3], the system presented chooses appropriate words from a vocabulary such as labels for a given image, and refines the labels using user feedback. For a given image, the user return to the labels corrects the outputs of the auxiliary classifiers and the system recommends more appropriate labels for future iterations. [4] have proposed a structured model for image labelling that takes into account the dependencies between image labels explicitly. This model is interactive where the user provides the value of certain labels, which leads to more accurate forecasts.

Annotation methods using relevance feedback significantly improve automatic image annotation results. However, they are time-consuming for the user.

3.2 Inter-domain semi-supervised learning

Inter-domain learning methods [5] have recently been proposed for annotation. The basic idea of these methods is to use data labeled from auxiliary domains. Labeled learning data is often fixed and quite small, but the amount of unlabelled data is vast and rapidly growing. Therefore, both unlabelled data in the target domain and data labeled in an auxiliary domain should be used to increase image annotation performance.[6] used a new semi-supervised learning algorithm (SSLKDE) for automatic video annotation. This algorithm uses labeled and unlabelled data to estimate a class’s conditional probability density. [7] proposed a new method of image annotation using the deduction of semantic concepts from
community images and their associated noisy labels. To deduce concepts more accurately, they propose a semi-supervised learning approach based on a hollow graph to exploit the data labeled and not labeled simultaneously. [8] proposed a semi-supervised learning method with hollow groups for image annotation called S2CLGS. Both labeled and unlabelled learning data were used with their diverse structural information in the target area to make semi-supervised learning. S2CLGS' performance for image annotation is enhanced using data labeled from auxiliary domains. Other approaches using semi-supervised inter-domain learning have been proposed in [9]. These approaches solve the problem of the availability of large collections of labeled data and thus allow for more accurate models than those achieved by purely supervised learning methods. However, these approaches required minimal difference in data distribution between auxiliary and target domains, which is not always simple.

3.3 Metadata Use

Web images are usually surrounded by multiple pieces of information (text description, URL, date, HTML,...). So we can use this information to annotate images. Several techniques [10], [11], [12] and [13] have been developed for web image annotation, most of these techniques incorporate visual features and metadata. [14] proposed an automatic system that annotates images using both web descriptions and visual features. The system needs at least one correct initial keyword and example image to start the process. The keyword is used for a web search to find images and their web descriptions. Then, the visual features are used to select a number of images similar to the example image. Web descriptions of selected images are grouped using a special text aggregation algorithm. Words in clusters are used for annotations. A similar method of annotation is presented in [11], [15], [16] proposed a method for predicting labels, tags and groups for images from the metadata recovered from the social network Flickr. Labels are provided by human annotators outside Flickr, which provide annotations based solely on the content of the image. Tags can be provided by a number of commenters, and may include hard-to-detect information from visual content alone, such as the camera's mark and image location. Groups are similar to labels, with the difference that the groups to which an image is assigned are chosen only by the author of the image. [17] analyzed the co-occurring images and their textual data in press articles to generate possible annotations to these images. Textual data in the briefing materials describe the central point of reporting based on the images and titles given. They used textual data as a resource to assign annotations to images using WordNet's TF (Term Frequency) and WUP [18] similarities. The proposed method has shown that text analysis is another possible technique for automatically annotating images. An example of an annotation of an image by analyzing the text around it is shown in Figure 1.
3.4 Semantic Hierarchies

In most image annotation approaches, semantics is limited to its perceptual manifestation by learning a matching function combining low-level features with higher-level visual concepts. Semantic. The performance of these approaches varies depending on the number of concepts and the nature of the targeted data. Recently, several studies have focused on the use of semantic hierarchies to overcome these problems.

Semantic hierarchies can be grouped into four classes [19], [20] taxonomy, thesaurus, ontology and semantic network. Taxonomy is used to describe any kind of hierarchy between objects. It is used for hyperonymy/hyponymy-type relationships. A thesaurus is an organized list of controlled and standardized terms to represent the concepts of a domain. It can be considered an extension of a taxonomy. An ontology is a model for the formal description of concepts. It is defined by a set of concepts, properties and types of relationships between concepts. The formal model should be understandable by a machine. Semantic networks can be defined [21] as intermediaries between thesaurus and ontologies. They describe more relationships than thesaurus but less formal than ontologies.

Several approaches were based on the WordNet lexical basis for the construction of semantic hierarchies [22], [23] and [24]. The use of semantic hierarchies is increasingly interesting for the task of annotating images. They allow for better performance when the number of categories increases. However, building a semantic hierarchy from a given vocabulary is complex.

3.5 Hollow coding models

Hollow coding is the process of learning a sparse representation of a signal in terms of the coefficients of a set of basic signals or predictive variables [25]. Recently, motivated by the success of hollow coding for image classification [26], [27] and [28], hollow coding methods have been applied to solve image annotation problems. The annotation system proposed in [25] uses two layers of hollow coding.
processing to treat learning images as predictors and test images as the target signal. Learning images are grouped into themes based on textual and visual similarity. The first layer takes advantage of this group structure and identifies themes relevant to the test images. The next layer of hollow coding processes the reduced set of learning and vocabulary, containing images and words belonging to relevant themes only. In 2016 [29], the authors proposed a new approach to image annotation. This method is based on learning the multi-label dictionary with regularization of label consistency and the integration of partially identical labels. Dictionary learning aims to learn a complete visual dictionary from the space of learning images. [30] introduced the Semantic Label Embedding Dictionary (SLED) hollow-coding method to automatically annotate images. In this method, the learning data is divided at the beginning into a set of superimposed groups. Then, several dictionaries specific to each label are trained in order to explicitly decorate the representation of each label. To discover the context information hidden in co-occurrence labels, the semantic relationship between visual words in dictionaries and labels is explored in a multitasking learning method versus coefficients reconstruction of learning data. Finally, a test image is annotated through a robust label propagation method based on RankSVM [31].

Other approaches to image annotation using hollow coding have been proposed in [32], [33], [34] and [35].

4. Discussion

In this paper, the different methods of annotating images were discussed. Although manual image annotation is better at accuracy for image recovery, due to keywords chosen by the user to describe the semantic content of the images, however it is an intensive work and a tedious process. Automatic annotation methods require a large number of examples to perform learning. As a matter of fact, the available annotated images are not always sufficient. A good compromise would therefore be to choose an automatic annotation method and try to reduce the learning set. In this brief, we place ourselves in the perspective of automatic annotation.

| methods of annotation | pros | cons |
|------------------------|------|------|
| KPPV                   | -Do not require a learning phase | -Semantic gap |
| (Verma and Jawahar, 2012)[36] | -Good performance | -Unbalanced label frequencies |
| (Makadia, Pavlovic and Kumar, 2010)[37] | | |
| (Guillaumin et al., 2009)[38] | | |
| (Li, Snoek and Worring, 2009) [39] | | |
| (Zhang et al., 2011) [40] | | |
| (Kalayeh et al., 2014)[41] | | |
| Return of relevance    | -significantly improves results | - expensive for users |
| (Chiang, 2013)[1]      | | |
| (Yu, Hua and Cheng, 2012)[2] | | |
| (S Zhang et al., 2010)[3] | | |
| (Mensink, Verbeek and Csurka, 2011)[4] | | |
In Table 1, we attempted to synthesize the majority of the techniques of automatic annotation of images. We focused on the pros and cons of each of these techniques. In state-of-the-art works, there are several automatic annotation techniques, including generative models, discriminating models and graphic models[46]. Overall, automatic image annotation is a difficult search area where several major locks are to be lifted. The first is difficulty in extracting textual characteristics and the second lock is Semantic gap.
5. Conclusion

In this paper, a detailed state-of-the-art study of image annotation was presented. The previous techniques have been cited and discussed, therefore the criteria for evaluating annotation systems were obtained in this study. The databases used in this brief were also presented. In conclusion, a synthesis of techniques of automatic image annotation were successfully determined by presenting the pros and cons of each techniques. Finally, some of the researches on image Annotation systems tend to achieve high precision and low recall [44], on one hand some models of image annotation are locks. The first is difficulty in extracting textual characteristics and the second lock is Semantic gap. On other hand some models of image annotation are difficulty in linking visual features to textual features and unbalanced label frequencies.
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