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Abstract

A quasi-infinitely divisible distribution on \( \mathbb{R}^d \) is a probability distribution \( \mu \) on \( \mathbb{R}^d \) whose characteristic function can be written as the quotient of the characteristic functions of two infinitely divisible distributions on \( \mathbb{R}^d \). Equivalently, it can be characterised as a probability distribution whose characteristic function has a Lévy–Khintchine type representation with a “signed Lévy measure”, a so called quasi–Lévy measure, rather than a Lévy measure. A systematic study of such distributions in the univariate case has been carried out in Lindner, Pan and Sato [20]. The goal of the present paper is to collect some known results on multivariate quasi-infinitely divisible distributions and to extend some of the univariate results to the multivariate setting. In particular, conditions for weak convergence, moment and support properties are considered. A special emphasis is put on examples of such distributions and in particular on \( \mathbb{Z}^d \)-valued quasi-infinitely divisible distributions.
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1 Introduction

The class of Lévy processes may be considered to be one of the most important classes of stochastic processes. On the one hand, Lévy processes generalise Brownian motion, stable Lévy processes or compound Poisson processes, on the other hand they are the natural continuous time analogue of random walks and as those are interesting both from a purely theoretical point of view, but also from a practical point of view as drivers of stochastic differential equations, similar to time series being driven by i.i.d. noise. Excellent books
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on Lévy processes include the expositions by Applebaum [1], Bertoin [4], Doney [13], Kyprianou [19] or Sato [31]. We do not attempt to summarise Ron Doney’s numerous, important and deep contributions to the understanding of Lévy processes, but confine ourselves to mentioning some of his works on small and large time behaviour of Lévy processes, such as Bertoin et al. [5], Doney [12] or Doney and Maller [14], which have been of particular importance for the research of one of the authors of this article.

The class of $\mathbb{R}^d$-valued Lévy processes corresponds naturally to the class of infinitely divisible distributions on $\mathbb{R}^d$, which is an important and well-studied class of distributions, see e.g. [31] for various of its properties. Infinitely divisible distributions (and hence Lévy processes) are completely characterised by the Lévy-Khintchine formula, according to which $\mu$ is infinitely divisible if and only if its characteristic function $\mathbb{R}^d \ni z \mapsto \hat{\mu}(z) = \int_{\mathbb{R}^d} e^{i\langle z, x \rangle} \mu(dx)$ can be expressed for all $z \in \mathbb{R}^d$ as

$$\hat{\mu}(z) = \exp \left( i\langle \gamma, z \rangle - \frac{1}{2} \langle z, A z \rangle + \int_{\mathbb{R}^d} \left( e^{i\langle z, x \rangle} - 1 - i\langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) \nu(dx) \right),$$

with a symmetric non-negative definite matrix $A \in \mathbb{R}^{d \times d}$, a constant $\gamma \in \mathbb{R}^d$ and a Lévy measure $\nu$ on $\mathbb{R}^d$, that is, a Borel measure on $\mathbb{R}^d$ satisfying $\nu(\{0\}) = 0$ and $\int_{\mathbb{R}} (1 \wedge |x|^2) \nu(dx) < \infty$. The triplet $(A, \nu, \gamma)$ is unique and called the (standard) characteristic triplet of the infinitely divisible distribution $\mu$. By [11], the characteristic function of an infinitely divisible distribution must obviously be zero-free.

The class of quasi-infinitely divisible distributions on $\mathbb{R}^d$ is much less known. Their definition is as follows (see Lindner et al. [20, Remark 2.4]):

**Definition 1.1.** A probability distribution $\mu$ on $\mathbb{R}^d$ is called quasi-infinitely divisible, if its characteristic function $\hat{\mu}$ admits the representation $\hat{\mu}(z) = \hat{\mu}_1(z)/\hat{\mu}_2(z)$ for all $z \in \mathbb{R}^d$ with infinitely divisible distributions $\mu_1$ and $\mu_2$.

Rewriting this as $\hat{\mu}(z)\hat{\mu}_2(z) = \hat{\mu}_1(z)$, we see that a probability distribution $\mu$ on $\mathbb{R}^d$ is quasi-infinitely divisible if and only if there are two infinitely divisible distributions $\mu_1$ and $\mu_2$ on $\mathbb{R}^d$ such that

$$\mu * \mu_2 = \mu_1.$$

So quasi-infinitely divisible distributions arise naturally in the factorisation problem of infinitely divisible distributions, where one of the factors is infinitely divisible, and the other is then necessarily quasi-infinitely divisible. If $\mu, \mu_1, \mu_2$ are related as in Definition 1.1 and if $(A_1, \nu_1, \gamma_1)$ and $(A_2, \nu_2, \gamma_2)$ denote the characteristic triplets of $\mu_1$ and $\mu_2$, respectively, then it is easy to see that the characteristic function $\hat{\mu}$ of $\mu$ has a Lévy–Khintchine type representation as in [11], with $\gamma = \gamma_1 - \gamma_2$, $A = A_1 - A_2$ and $\nu = \nu_1 - \nu_2$, where in the definition of $\nu$ one has to be a bit careful since $\nu_1(B) - \nu_2(B)$ will not be defined for Borel sets $B \subset \mathbb{R}^d$ with $\nu_1(B) = \nu_2(B) = \infty$. It is however defined if $\min\{\nu_1(B), \nu_2(B)\} < \infty$, in particular if $B$ is bounded away from zero. We will formalise this in Definition 2.1 and call $\nu = \nu_1 - \nu_2$ a quasi-Lévy (type) measure, so basically a “signed” Lévy measure with some extra care taken for sets that are not bounded away from zero. In Theorem 2.2 we shall then give a Lévy–Khintchine type formula for quasi-infinitely divisible distributions with these quasi-Lévy (type) measures.
Quasi-infinitely divisible distributions have already appeared (although not under this name) in early works of Linnik [22], Linnik and Ostrovskii [23], Gnedenko and Kolmogorov [15] or Cuppens [9,10], to name just a few, but a systematic study of them in one dimension was only initiated in [20]. The name “quasi-infinitely divisible” for such distributions seems to have been used the first time in Lindner and Sato [21].

The class of quasi-infinitely divisible distributions is larger than it might appear on first sight. For example, Cuppens [9, Prop. 1], [10, Thm. 4.3.7] showed that a probability distribution on \( \mathbb{R}^d \) that has an atom of mass greater than \( 1/2 \) is quasi-infinitely divisible, and in [20, Theorem 8.1] it was shown that a distribution supported in \( \mathbb{Z} \) is quasi-infinitely divisible if and only if its characteristic function has no zeroes, which in [7, Theorem 3.2] was extended to \( \mathbb{Z}^d \)-valued distributions. For example, a binomial distribution \( b(n,p) \) on \( \mathbb{Z} \) is quasi-infinitely divisible if and only if \( p \neq 1/2 \). Quasi-infinite divisibility of one-dimensional distributions of the form \( \mu = p\delta_{x_0} + (1-p)\mu_{ac} \) with \( p \in (0,1) \) and an absolutely continuous \( \mu_{ac} \) on \( \mathbb{R} \) has been characterised in Berger [6, Thm. 4.6]. Further, as shown in [20, Theorem 4.1], in dimension 1 the class of quasi-infinitely divisible distributions on \( \mathbb{R} \) is dense in the class of all probability distributions with respect to weak convergence. Since there are probability distributions that are not quasi-infinitely divisible, the class of quasi-infinitely divisible distributions obviously cannot be closed.

Recently, applications of quasi-infinitely divisible distributions have been found in physics (Demni and Mouayn [11], Chhaiba et al. [8]) and insurance mathematics (Zhang et al. [33]). Quasi-infinitely divisible processes and quasi-infinitely divisible random measures and integration theory with respect to them have been considered in Passeggi [27]. Quasi-infinitely divisible distributions have also found applications in number theory, see e.g. Nakamura [24,25] or Aoyama and Nakamura [3]. We also mention the recent work of Khartov [18], where compactness criteria for quasi-infinitely divisible distributions on \( \mathbb{Z} \) have been derived, and the paper by Kadankova et al. [16], where an example of a quasi-infinitely divisible distribution on the real line whose quasi-Lévy measure has a strictly negative density on \((a_*,0)\) for some \( a_* < 0 \) has been constructed.

As mentioned, a systematic study of one-dimensional quasi-infinitely divisible distributions has only been initiated in [20]. The goal of the present paper is to give a systematic account of quasi-infinitely divisible distributions on \( \mathbb{R}^d \). We will collect some known results and also extend some of the one-dimensional results in [6] and [20] to the multivariate setting. To get a flavour of the methods, we have decided to include occasionally also proofs of already known results, such as the previously mentioned result of Cuppens [10], according to which a probability distribution on \( \mathbb{R}^d \) with an atom of mass greater than \( 1/2 \) is quasi-infinitely divisible.

The paper is structured as follows. In Section 2 we will formalise the concept of quasi-Lévy measures and the Lévy–Khintchine type representation of quasi-infinitely divisible distributions. We show in particular that the matrix \( A \) appearing in the characteristic triplet must be non-negative definite (Lemma 2.5) and that the introduction of complex quasi-Lévy type measures and complex symmetric matrices does not lead to new distributions, in the sense that if a probability distribution has a Lévy–Khintchine type representation with a complex symmetric matrix \( A \in \mathbb{C}^{d \times d} \) and a complex valued quasi-
Throughout, we denote by \( \mathbb{N} = \{1, 2, 3, \ldots\} \) the natural numbers, by \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) the natural numbers including 0, and by \( \mathbb{Z}, \mathbb{Q}, \mathbb{R} \) and \( \mathbb{C} \) the integers, rational numbers, real numbers and complex numbers, respectively. The real part of a complex number \( z = a + bi \) with \( a, b \in \mathbb{R} \) is denoted by \( a = \Re(z) \), the imaginary part by \( b = \Im(z) \), and the complex conjugate by \( \overline{z} = a - bi \). Vectors in \( \mathbb{R}^d \) will be column vectors, we denote by \( \mathbb{R}^{n \times d} \) the set of all \( n \times d \) matrices with real entries, and the transpose of a vector or matrix \( A \) is denoted by \( A^T \). The Euclidian inner product in the \( d \)-dimensional space \( \mathbb{R}^d \) is denoted by \( \langle \cdot, \cdot \rangle \), and the absolute value of \( z = (z_1, \ldots, z_d)^T \) by \( |z| = (z_1^2 + \ldots + z_d^2)^{1/2} \).

For two real numbers \( a, b \) we denote the minimum of \( a \) and \( b \) by \( a \wedge b \), and for a set \( A \) the indicator function \( \omega \mapsto \mathbb{1}_A(\omega) \) takes the value 1 for \( \omega \in A \) and 0 for \( \omega \notin A \). For two sets \( B_1, B_2 \subset \mathbb{R}^d \) and a vector \( b \in \mathbb{R}^d \) we write \( b + B_1 = \{ b + c : c \in B_1 \} \) and \( B_1 + B_2 := \{ c + d : c \in B_1, d \in B_2 \} \). By a (probability) distribution on \( \mathbb{R}^d \) we will always mean a probability measure on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \), where \( \mathcal{B}(\mathbb{R}^d) \) denotes the Borel-\( \sigma \)-algebra on \( \mathbb{R}^d \). The Dirac measure at a point \( x \in \mathbb{R}^d \) is denoted by \( \delta_x \), the convolution of two distributions \( \mu_1 \) and \( \mu_2 \) by \( \mu_1 \ast \mu_2 \), and the product measure of them by \( \mu_1 \otimes \mu_2 \), with \( \mu_1^n \) and \( \mu_1^{\otimes n} \) denoting the \( n \)-fold convolution and \( n \)-fold product measure of \( \mu_1 \) with itself. The characteristic function \( \mathbb{R}^d \ni z \mapsto \int_{\mathbb{R}^d} e^{i\langle z, x \rangle} \mu(dx) \) of a probability distribution \( \mu \) on \( \mathbb{R}^d \) is denoted by \( \hat{\mu} \), the support of a non-negative measure \( \nu \) on \( \mathbb{R}^d \) by \( \text{supp}(\nu) \), and weak convergence of probability measures is denoted by \( \overset{w}{\to} \). The law (or distribution) of an \( \mathbb{R}^d \)-valued random vector will be denoted by \( \mathcal{L}(X) \), its expectation by \( \mathbb{E}(X) \). By a signed measure on a \( \sigma \)-algebra we mean a \( \sigma \)-additive \([-\infty, \infty]\)-valued set function that assigns the value 0 to the empty set, and we say that it is finite if it is \( \mathbb{R} \)-valued. The restriction of a (signed) measure \( \nu \) on a measurable space \( (\Omega, \mathcal{F}) \) to \( \mathcal{A} \subset \mathcal{F} \) is denoted by \( \nu|_{\mathcal{A}} \), and if \( \mathcal{A} \) is of the form \( \mathcal{A} = \{ F \cap A : F \in \mathcal{F} \} \) with some \( A \in \mathcal{F} \) we occasionally also write \( \nu|_A \) rather than \( \nu|_{\mathcal{A}} \). The support of a signed measure is the support of its total variation measure.


2 The Lévy-Khintchine type representation

As already mentioned, quasi-infinitely divisible distributions admit a Lévy-Khintchine representation, with a quasi-Lévy type measure instead of a Lévy measure. A quasi-Lévy type measure is, in a sense, the difference between two Lévy measures \( \nu_1 \) and \( \nu_2 \) and can be seen as a “signed Lévy measure”. However, this difference is not a signed measure if both, \( \nu_1 \) and \( \nu_2 \) are infinite. On the other hand, for any neighborhood \( U \) of 0, the restrictions of \( \nu_1 \) and \( \nu_2 \) to \( \mathbb{R}^d \setminus U \) are finite, so that the difference is a finite signed measure. The following concept of \([20]\) formalizes this statement.

**Definition 2.1.** For \( r > 0 \) let \( \mathcal{B}^d_r := \{ B \in \mathcal{B}(\mathbb{R}^d) : B \subset \{ x \in \mathbb{R}^d : |x| \geq r \} \} \) and let \( \mathcal{B}^d_0 := \bigcup_{r>0} \mathcal{B}^d_r \). Let \( \nu : \mathcal{B}^d_0 \to \mathbb{R} \) be a function such that \( \nu|_{\mathcal{B}^d_r} \) is a finite signed measure for every \( r > 0 \) and denote the total variation, the positive and the negative part of \( \nu|_{\mathcal{B}^d_r} \) by \( |\nu|_{\mathcal{B}^d_r}, \nu^+_{\mathcal{B}^d_r} \) and \( \nu^-_{\mathcal{B}^d_r} \), respectively.

(a) The total variation \( |\nu| \), the positive part \( \nu^+ \) and the negative part \( \nu^- \) of \( \nu \) are defined as the unique measures on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \) that satisfy

\[
|\nu|(\{0\}) = \nu^+ (\{0\}) = \nu^- (\{0\}) = 0
\]

as well as

\[
|\nu|(B) = |\nu|_{\mathcal{B}^d_r}(B), \quad \nu^+(B) = (\nu|_{\mathcal{B}^d_r})^+(B), \quad \text{and} \quad \nu^-(B) = (\nu|_{\mathcal{B}^d_r})^-(B)
\]

for all \( B \in \mathcal{B}^d_r \) and \( r > 0 \).

(b) A function \( f : \mathbb{R}^d \to \mathbb{C} \) is said to be integrable with respect to \( \nu \), if \( f \) is integrable with respect to \( |\nu| \), i.e. if \( f \) is integrable with respect to \( \nu^+ \) and \( \nu^- \). In this case, we define

\[
\int_{\mathbb{R}^d} f(x)\nu(dx) := \int_{\mathbb{R}^d} f(x)\nu^+(dx) - \int_{\mathbb{R}^d} f(x)\nu^-(dx).
\]

(c) \( \nu \) is called a quasi-Lévy type measure on \( \mathbb{R}^d \), if the mapping \( \mathbb{R}^d \to \mathbb{R} \), \( x \mapsto 1 \wedge |x|^2 \) is integrable with respect to \( \nu \).

It is easy to see that the measures \( |\nu|, \nu^+ \) and \( \nu^- \) defined in Definition 2.1 are well-defined, where the uniqueness is observed by the condition that the point 0 gets assigned no mass. Note that the mapping \( \nu \) itself is defined on \( \mathcal{B}^d_0 \), which is not a \( \sigma \)-algebra, and hence \( \nu \) is no signed measure. But whenever \( \nu \) has an extension on \( \mathcal{B}(\mathbb{R}^d) \) which is a signed measure, we will identify \( \nu \) with this extension and speak of \( \nu \) as a signed measure. Moreover, for two Lévy measures \( \nu_1 \) and \( \nu_2 \) on \( \mathbb{R}^d \), the mapping \( \nu := (\nu_1)_{\mathcal{B}^d_r} - (\nu_2)_{\mathcal{B}^d_r} \) is obviously a quasi-Lévy type measure on \( \mathbb{R}^d \).

Next, we give the Lévy-Khintchine type representation for quasi-infinitely divisible distributions, which we immediately state for general representation functions: by a representation function on \( \mathbb{R}^d \) we mean a bounded, Borel measurable function \( c : \mathbb{R}^d \to \mathbb{R}^d \).
that satisfies \( \lim_{x \to 0} |x|^{-2} c(x) - x = 0 \). The representation function \( \mathbb{R}^d \ni x \mapsto x \mathbb{1}_{[0,1]}(|x|) \) is called the **standard representation function**. It is well known that for every fixed representation function \( c \), a probability distribution \( \mu \) is infinitely divisible if and only if its characteristic function has a representation as in (2.1) below with \( A \in \mathbb{R}^{d \times d} \) being non-negative definite, \( \gamma \in \mathbb{R}^d \) and \( \nu \) being a Lévy measure on \( \mathbb{R}^d \), Equation (1.1) then corresponds to the use of the standard representation function. The triplet \( (A, \nu, \gamma) \) is then unique and called the characteristic triplet of \( \mu \) with respect to the representation function \( c \), also denoted by \( (A, \nu, \gamma)_c \), cf. [31, Sect. 56]. Observe that only the location parameter \( \gamma \) depends on the specific choice of the representation function. For the standard representation function we get the standard characteristic triplet. Let us now come to the Lévy–Khintchine type representation of quasi-infinitely divisible distributions. This has already been observed in [20, Rem. 2.4], but we have decided to give the proof in detail.

**Theorem 2.2.** Let \( c \) be a representation function on \( \mathbb{R}^d \). A probability distribution \( \mu \) on \( \mathbb{R}^d \) is quasi-infinitely divisible if and only if its characteristic function \( \hat{\mu} \) admits the representation

\[
\hat{\mu}(z) = \exp \left( i \langle \gamma, z \rangle - \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} \left( e^{i \langle z, x \rangle} - 1 - i \langle z, c(x) \rangle \right) \nu(dx) \right)
\]

(2.1)

for all \( z \in \mathbb{R}^d \) with a symmetric matrix \( A \in \mathbb{R}^{d \times d} \), a constant \( \gamma \in \mathbb{R}^d \) and a quasi-Lévy type measure \( \nu \) on \( \mathbb{R}^d \). In this case, the triplet \( (A, \nu, \gamma) \) in the representation (2.1) of \( \hat{\mu} \) is unique.

**Proof.** It is clear that if \( \mu \) is quasi-infinitely divisible with \( \hat{\mu} = \hat{\mu}_1/\hat{\mu}_2 \) and \( \mu_1, \mu_2 \) being infinitely divisible with characteristic triplets \( (A_i, \nu_i, \gamma_i)_c \), \( i = 1, 2 \), then \( \hat{\mu} \) has the representation (2.1) with \( A = A_1 - A_2 \), \( \nu = \nu_1 - \nu_2 \) and \( \gamma = \gamma_1 - \gamma_2 \). Conversely, let \( \mu \) be a probability distribution whose characteristic function \( \hat{\mu} \) admits the representation (2.1) with a symmetric matrix \( A \in \mathbb{R}^{d \times d} \), a constant \( \gamma \in \mathbb{R}^d \) and a quasi-Lévy measure \( \nu \) on \( \mathbb{R}^d \). Since \( A \in \mathbb{R}^{d \times d} \) is symmetric, we can write \( A = A^+ - A^- \) with non-negative symmetric matrices \( A^+, A^- \in \mathbb{R}^{d \times d} \), which can be seen by diagonalising \( A \), splitting the obtained diagonal matrix into a difference of two diagonal matrices with non-negative entries, and then transforming these matrices back. Let \( \mu_1 \) and \( \mu_2 \) be infinitely divisible distributions with characteristic triplets \( (A^+, \nu^+, \gamma) \) and \( (A^-, \nu^-, 0) \), respectively. Then \( \nu_2 * \mu = \mu_1 \), so that \( \mu \) is quasi-infinitely divisible.

The uniqueness of the triplet is proved in Cuppens [10, Thm. 4.3.3] or also Sato [31, Exercise 12.2], but for clarity in the exposition we repeat the argument. So let \( (A_1, \nu_1, \gamma_1) \) and \( (A_2, \nu_2, \gamma_2) \) be two triplets satisfying (2.1). Defining

\[
\Psi_j : \mathbb{R}^d \to \mathbb{R}, \quad z \mapsto i \langle \gamma_j, z \rangle - \frac{1}{2} \langle z, A_j z \rangle + \int_{\mathbb{R}^d} \left( e^{i \langle z, x \rangle} - 1 - i \langle z, c(x) \rangle \right) \nu_j(dx)
\]

for \( j \in \{1, 2\} \), it is easily seen that both \( \Psi_1 \) and \( \Psi_2 \) are continuous with \( \Psi_j(0) = 0 \), implying \( \Psi_1 = \Psi_2 \) by the uniqueness of the distinguished logarithm, cf. [31, Lem. 7.6]. As before we can find symmetric non-negative definite matrices \( A^+_i, A^-_i \) such that \( A_1 = A^+_1 - A^-_1 \) and \( A_2 = A^+_2 - A^-_2 \). Therefore, the equation \( \Psi_1 = \Psi_2 \) can be rewritten...
to
\[
\begin{align*}
i(\gamma_1, z) - \frac{1}{2} \langle z, (A_1^+ + A_2^-)z \rangle &+ \int_{\mathbb{R}^d} \left( e^{i\langle z, x \rangle} - 1 - i\langle z, c(x) \rangle \right) (\nu_1^+ + \nu_2^-)(dx) \\
= i(\gamma_2, z) - \frac{1}{2} \langle z, (A_2^+ + A_1^-)z \rangle &+ \int_{\mathbb{R}^d} \left( e^{i\langle z, x \rangle} - 1 - i\langle z, c(x) \rangle \right) (\nu_2^+ + \nu_1^-)(dx)
\end{align*}
\]
for all \( z \in \mathbb{R}^d \). By the uniqueness of the Lévy-Khintchine representation of infinitely divisible distributions (e.g. [31, Thm. 8.1]), it follows that \( \gamma_1 = \gamma_2 \), \( A_1^+ + A_2^- = A_2^+ + A_1^- \) and \( \nu_1^+ + \nu_2^- = \nu_2^+ + \nu_1^- \), which implies that \( A_1 = A_2 \) and \( \nu_1 = \nu_2 \) (observe that \( \nu_1^+, \nu_1^-, \nu_2^+ \) and \( \nu_2^- \) are all finite on \( \mathcal{B}_0^d \)). \( \square \)

**Definition 2.3.** Let \( c \) be a representation function on \( \mathbb{R}^d \). For a quasi-infinitely divisible distribution \( \mu \) on \( \mathbb{R}^d \), the representation of \( \hat{\mu} \) in (2.1) is called the Lévy-Khintchine representation of \( \mu \) and the function \( \Psi_{\mu} : \mathbb{R}^d \to \mathbb{C} \) given by
\[
\Psi_{\mu}(z) := i(\gamma, z) - \frac{1}{2} \langle z, c(z) \rangle \nu(dx)
\]
for all \( z \in \mathbb{R}^d \) is called the characteristic exponent of \( \mu \). The triplet \( (A, \nu, \gamma) \) is called the generating triplet or characteristic triplet of \( \mu \) with respect to \( c \) and denoted by \( (A, \nu, \gamma)_c \).

The matrix \( A \) is called the Gaussian covariance matrix of \( \mu \), the mapping \( \nu \) the quasi-Lévy measure of \( \mu \), and the constant \( \gamma \in \mathbb{R}^d \) the location parameter of \( \mu \) with respect to \( c \). When \( d = 1 \) we also speak of \( A \) as the Gaussian variance of \( \mu \). We write \( \mu \sim \text{q.i.d.}(A, \nu, \gamma)_c \) to state that \( \mu \) is a quasi-infinitely divisible distribution with characteristic triplet \( (A, \nu, \gamma)_c \) with respect to \( c \). If \( c \) is the standard representation function, then \( (A, \nu, \gamma)_c \) is also called the (standard) characteristic triplet of \( \mu \) and is denoted by \( (A, \nu, \gamma)_c \), omitting the index \( c \).

**Remark 2.4.** (a) It is easily seen that the Gaussian covariance matrix and the quasi-Lévy measure of a quasi-infinitely divisible distribution do not depend on the specific representation function, but the location parameter does.

(b) It is well known that the right-hand side of (2.1) defines the characteristic triplet of a probability distribution \( \mu \) for all \( \gamma \in \mathbb{R}^d \), all Lévy measures \( \nu \) on \( \mathbb{R}^d \) and all non-negative definite symmetric \( A \in \mathbb{R}^{d \times d} \), in which case \( \mu \) is necessarily infinitely divisible. It is however not true that the right-hand side of (2.1) defines the characteristic function of a probability distribution for all \( \gamma \in \mathbb{R}^d \), symmetric matrices \( A \in \mathbb{R}^{d \times d} \) and quasi-Lévy type measures \( \nu \). To see this, let \( (A, \nu, \gamma)_c \) be the characteristic triplet of a quasi-infinitely divisible distribution such that \( A \) is not non-negative definite or such that \( \nu \) is not non-negative. If all such triplets were to give rise to characteristic functions of a probability distribution, then in particular \( (n^{-1}A, n^{-1}, n^{-1}\gamma)_c \) must be the characteristic triplet of some probability distribution \( \mu_n \), say, for all \( n \in \mathbb{N} \). It is then easy to see that the characteristic function of the \( n \)-fold convolution of \( \mu_n \) with itself has Lévy-Khintchine type representation (2.1), so that \( \mu_n^{*n} = \mu \) for each \( n \in \mathbb{N} \). Hence \( \mu \) is infinitely divisible, and the uniqueness of the characteristic triplet implies that \( A \) is non-negative definite and \( \nu \) is non-negative, a contradiction. In Lemma 2.5 below we will actually see that only non-negative definite matrices \( A \) are possible. The quasi-Lévy measure does not need to be a
Lévy measure, examples of which will be given in Section 3. However, not every quasi-Lévy type measure can occur as the quasi-Lévy measure of a quasi-infinitely divisible distribution, e.g. a quasi-Lévy type measure $\nu$ in $\mathbb{R}$ with $\nu^- \neq 0$ and $\nu^+$ being the zero measure or a one-point measure can never be the quasi-Lévy measure of a quasi-infinitely divisible distribution, as mentioned in [20, Ex. 2.9]. This is the reason why we distinguish between quasi-Lévy type measures and quasi-Lévy measures. A quasi-Lévy type measure is any function $\nu : \mathcal{B}^d_\mathcal{F} \to \mathbb{R}$ as in Definition 2.1 while a quasi-Lévy measure is a quasi-Lévy type measure that is linked to a (necessarily quasi-infinitely divisible) probability distribution.

In [20, Lem. 2.7] it was shown that if $(a, \nu, \gamma)$ is the characteristic triplet of a quasi-infinitely divisible distribution on $\mathbb{R}$, then necessarily $a \geq 0$. We now extend this to higher dimensions, by showing that the Gaussian covariance matrix must necessarily be non-negative definite.

**Lemma 2.5.** If $\mu$ is a quasi-infinitely divisible distribution on $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)$, then $A$ is non-negative definite.

**Proof.** For $z \in \mathbb{R}^d$ and $t \in \mathbb{R}$ it holds
\[
\Psi_\mu(tz) = it(\gamma, z) - t^2 \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} \left( e^{it\langle z, x \rangle} - 1 - it\langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) \nu(dx).
\]

Due to [31] Lem. 43.11 (i) we have
\[
\lim_{t \to \infty} t^{-2} \int_{\mathbb{R}^d} \left( e^{it\langle z, x \rangle} - 1 - it\langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) \nu^+(dx) = 0,
\]
hence $\lim_{t \to \infty} t^{-2}\Psi_\mu(tz) = -\frac{1}{2} \langle z, Az \rangle$. If $\langle z_0, Az_0 \rangle < 0$ would hold for some $z_0 \in \mathbb{R}^d$, then we would obtain $|\hat{\mu}(tz_0)| = |\exp(\Psi_\mu(tz_0))| \to \infty$ as $t \to \infty$, which is a contradiction.

It is natural to ask why one should restrict to symmetric matrices $A \in \mathbb{R}^{d \times d}$ in the Lévy-Khintchine type representation and not allow arbitrary matrices $A \in \mathbb{R}^{d \times d}$. The next remark clarifies that this does not lead to new distributions, but that one would lose uniqueness of the characteristic triplet when allowing more generally non-symmetric matrices.

**Remark 2.6.** Given an arbitrary matrix $A \in \mathbb{R}^{d \times d}$ we can write $A = A_1 + A_2$, where $A_1 = \frac{1}{2}(A + A^T)$ and $A_2 = \frac{1}{2}(A - A^T)$. The matrix $A_1$ is symmetric and $A_2$ satisfies $A_2^T = -A_2$, which implies that $\langle z, A_2 z \rangle = z^T A_2 z = (z^T A_2 z)^T = z^T A_2^T z = -\langle z, A_2 z \rangle$, and therefore $\langle z, A_2 z \rangle = 0$ for all $z \in \mathbb{R}^d$. It follows that $\langle z, Az \rangle = \langle z, A_1 z \rangle$ for all $z \in \mathbb{R}^d$. Hence, if we do not require that the matrix $A$ in Theorem 2.2 is symmetric, then the representation of $\hat{\mu}$ in (2.1) is not unique. Further, the class of distributions $\mu$ on $\mathbb{R}^d$ whose characteristic function $\hat{\mu}$ allows the representation (2.1) with an arbitrary matrix $A \in \mathbb{R}^{d \times d}$ is exactly the class of quasi-infinitely divisible distributions.
Having seen the reason why we restrict to symmetric matrices, we would now like to know if we get new distributions (or non-unique triplets) if we also allow for complex $\gamma \in \mathbb{R}^d$, complex symmetric $A \in \mathbb{C}^{d \times d}$ and complex quasi-Lévy measures in the Lévy–Khintchine representation. Berger showed in [6, Thm. 3.2] that for $d = 1$ this does not lead to a greater class of distributions, and that then necessarily $\gamma \in \mathbb{R}$, $A \in [0, \infty)$ and that $\nu$ is real-valued, i.e. a quasi-Lévy measure. We now generalise this result to distributions on $\mathbb{R}^d$.

To state this theorem, a complex quasi-Lévy type measure is quasi-infinitely divisible. Then $A \in \mathbb{C}^{d \times d}$, $\gamma \in \mathbb{R}^d$ and $\Im \nu$ are quasi-Lévy type measures on $\mathbb{R}^d$. A function $f : \mathbb{R}^d \to \mathbb{C}$ is said to be integrable with respect to $\nu$, if it is integrable with respect to $\Re \nu$ and $\Im \nu$. In this case, we define

$$\int_{\mathbb{R}^d} f(x) \nu(dx) := \int_{\mathbb{R}^d} f(x)(\Re \nu)(dx) + i \int_{\mathbb{R}^d} f(x)(\Im \nu)(dx).$$

**Theorem 2.7.** Let $\mu$ be a distribution on $\mathbb{R}^d$ such that its characteristic function admits the representation

$$\hat{\mu}(z) = \exp \left( i \langle \gamma, z \rangle - \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} \left( e^{i \langle z, x \rangle} - 1 - i \langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) \nu(dx) \right)$$

for every $z \in \mathbb{R}^d$ with a symmetric matrix $A \in \mathbb{C}^{d \times d}$, a complex quasi-Lévy type measure $\nu$ on $\mathbb{R}^d$ and $\gamma \in \mathbb{C}^d$. Then $A \in \mathbb{C}^{d \times d}$, $\gamma \in \mathbb{R}^d$ and $\Im \nu = 0$, that is, $\nu$ is a quasi-Lévy type measure and $\mu$ is quasi-infinitely divisible.

**Proof.** The proof is very much the same as that of [6, Thm. 3.2] in dimension 1, but we give the full proof for convenience.

For $z \in \mathbb{R}^d$ we have

$$|\hat{\mu}(z)|^2 = \hat{\mu}(z)\hat{\mu}(-z) = \exp \left( -\langle z, Az \rangle + 2 \int_{\mathbb{R}^d} (\cos(z, x) - 1) \nu(dx) \right).$$

The function $g : \mathbb{R}^d \to \mathbb{C}$, $z \mapsto -\langle z, Az \rangle + 2 \int_{\mathbb{R}^d} (\cos(z, x) - 1) \nu(dx)$ is continuous and satisfies $g(0) = 0$, implying that $g$ is the distinguished logarithm of $|\hat{\mu}|^2$, see [31] Lem. 7.6]. The uniqueness of the distinguished logarithm implies that $g$ also has to be the natural logarithm of $|\hat{\mu}|^2$, so that $g(z) \in \mathbb{R}$ for all $z \in \mathbb{R}^d$. Hence,

$$\frac{1}{2} \langle z, (\Im A)z \rangle + \int_{\mathbb{R}^d} (\cos(z, x) - 1) (\Im \nu)(dx) = 0 \quad \text{for all } z \in \mathbb{R}^d. \quad (2.2)$$

Further, for $z \in \mathbb{R}^d$ it holds

$$\frac{\hat{\mu}(z)}{\hat{\mu}(-z)} = \exp \left( 2i \langle \gamma, z \rangle + \int_{\mathbb{R}^d} \left( \sin(z, x) - \langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) \nu(dx) \right)$$

and $|\hat{\mu}(z)| = |\hat{\mu}(z)| = |\hat{\mu}(-z)|$, so $|\frac{\hat{\mu}(z)}{\hat{\mu}(-z)}| = 1$ and thus

$$\langle \Im \gamma, z \rangle + \int_{\mathbb{R}^d} \left( \sin(z, x) - \langle z, x \rangle \mathbb{1}_{[0,1]}(|x|) \right) (\Im \nu)(dx) = 0 \quad \text{for all } z \in \mathbb{R}^d.$$
Adding this identity multiplied by \(i\) to (2.2) we obtain

\[
\Psi_{\delta_0}(z) = 0 = i(\mathbb{S} \gamma, z) - \frac{1}{2} \langle z, (\mathbb{S} A) z \rangle + \int_{\mathbb{R}^d} \left( e^{i(z, x)} - 1 - i(z, x) \mathbb{1}_{[0,1]}(|x|) \right) (\mathbb{S} \nu)(dx)
\]

for all \(z \in \mathbb{R}^d\). By the uniqueness of the Lévy-Khintchine type representation for the Dirac measure \(\delta_0\), it follows that \(\mathbb{S} A = 0\), \(\mathbb{S} \nu = 0\) and \(\mathbb{S} \gamma = 0\). \(\blacksquare\)

In the proof of Lemma 2.5 through \(\Psi_{\mu}(tz)\) we implicitly were concerned with the projections of quasi-infinitely divisible distributions onto the lines \(\{tz : t \in \mathbb{R}\}\) for given \(z \in \mathbb{R}^d\). These projections are again quasi-infinitely divisible, and this holds more generally for affine linear images of random vectors with quasi-infinitely divisible distribution:

**Lemma 2.8.** Let \(X\) be a random vector in \(\mathbb{R}^d\) with \(\mu = \mathcal{L}(X)\) being quasi-infinitely divisible with characteristic triplet \((A, \nu, \gamma)\). Let \(b \in \mathbb{R}^m\) and \(M \in \mathbb{R}^{m \times d}\). Then the distribution of the \(\mathbb{R}^m\)-valued random vector \(U := MX + b\) is quasi-infinitely divisible with characteristic triplet \((A_U, \nu_U, \gamma_U)\), where

\[
A_U = MAM^T,
\gamma_U = b + M\gamma + \int_{\mathbb{R}^d} Mx \left( \mathbb{1}_{[0,1]}(|Mx|) - \mathbb{1}_{[0,1]}(|x|) \right) \nu(dx) \quad \text{and}
\nu_U(B) = \nu(\{x \in \mathbb{R}^d : Mx \in B\}) \quad \text{for } B \in \mathcal{B}_0^m.
\]

**Proof.** We see that

\[
\widehat{\mathcal{L}(U)}(z) = \int_{\mathbb{R}^d} e^{i(Mx+b,z)} \mu(dx) = e^{i(b,z)} \int_{\mathbb{R}^d} e^{i(x,M^Tz)} \mu(dx) = e^{i(b,z)} \hat{\mu}(M^Tz)
\]

for \(z \in \mathbb{R}^m\). The rest follows similar to [11, Prop. 11.10]. \(\blacksquare\)

We conclude this section with a remark that it is also possible to define the drift or center of a quasi-infinitely divisible distribution, provided the quasi-Lévy measure satisfies a certain integrability condition.

**Remark 2.9.** Let \(\mu \sim \text{q.i.d.}(A, \nu, \gamma)\) and suppose that \(\int_{|x| \leq 1} |x||\nu|(dx) < \infty\). Then the characteristic function \(\hat{\mu}\) of \(\mu\) can be rewritten to

\[
\hat{\mu}(z) = \exp \left( i\gamma_0, z \right) - \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} \left( e^{i(z, x)} - 1 - i(z, x) \right) \nu(dx)
\]

for all \(z \in \mathbb{R}^d\), where \(\gamma_0 = \gamma - \int_{|x| \leq 1} x \nu(dx)\). This representation is unique and \(\gamma_0\) is called the **drift** of \(\mu\). Conversely, is \(\mu\) is a distribution on \(\mathbb{R}^d\) such that its characteristic function admits the representation (2.3) for a symmetric matrix \(A \in \mathbb{R}^{d \times d}\), a quasi-Lévy measure \(\nu\) on \(\mathbb{R}^d\) and \(\gamma_0 \in \mathbb{R}^d\), then one can easily verify that \(\mu\) is quasi-infinitely divisible with characteristic triplet \((A, \nu, \gamma)\), where \(\gamma = \gamma_0 + \int_{|x| \leq 1} x \nu(dx)\). Then \((A, \nu, \gamma_0)\) is also called the **characteristic triplet** of \(\mu\) with respect to \(\nu(x) = 0\) and denoted by \((A, \nu, \gamma_0)\).

Similarly, if \(\int_{|x| > 1} |x||\nu|(dx) < \infty\), then \(\hat{\mu}\) admits the representation

\[
\hat{\mu}(z) = \exp \left( i\gamma_m, z \right) - \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} \left( e^{i(z, x)} - 1 - i(z, x) \right) \nu(dx)
\]

for all \(z \in \mathbb{R}^d\) with \(\gamma_m = \gamma + \int_{|x| > 1} x \nu(dx)\). This representation is again unique and \(\gamma_m\) is called the **center** of \(\mu\).
3 Examples

A helpful tool to find examples of quasi-infinitely divisible distributions is the fact that the convolution of quasi-infinitely divisible distributions is again quasi-infinitely divisible.

Remark 3.1. Let $c : \mathbb{R}^d \to \mathbb{R}^d$ be a representation function. If $\mu_1 \sim \text{q.i.d.}(A_1, \nu_1, \gamma_1)_c$ and $\mu_2 \sim \text{q.i.d.}(A_2, \nu_2, \gamma_2)_c$, then $\mu_1 * \mu_2 \sim \text{q.i.d.}(A_1 + A_2, \nu_1 + \nu_2, \gamma_1 + \gamma_2)_c$.

An important class of quasi-infinitely divisible distributions was established by Cuppens [9 Prop. 1], [10 Thm. 4.3.7]. He showed that every distribution which has an atom of

$$\text{mass } \lambda > 1$$

is in particular achieved by restricting

$$\text{Prop. 1, Thm. 4.3.7}.$$ He showed that every distribution which has an atom of

mass $\lambda > 1$ is quasi-infinitely divisible. We state his result and also prove it, in order to get an idea of what is behind the theorem.

Theorem 3.2. Let $\mu = \lambda \delta_a + (1 - \lambda)\sigma$ some $\lambda \in (\frac{1}{2}, 1]$, $a \in \mathbb{R}^d$ and a distribution $\sigma$ on $\mathbb{R}^d$ that satisfies $\sigma(\{a\}) = 0$. Then $\mu$ is quasi-infinitely divisible with finite quasi-Lévy measure $\nu = \left(\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} \left(\frac{1 - \lambda}{\lambda}\right)^k (\delta_{-a} * \sigma)^k\right)_{|B^d_0}$, Gaussian covariance matrix $0$ and drift $a$.

Proof. Shifting $\mu$ by $a$, we can and do assume without loss of generality by Remark 3.1 that $a = 0$. Define $\rho := \left(\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} \left(\frac{1 - \lambda}{\lambda}\right)^k \sigma^k\right)$, where the sum converges absolutely to the finite signed measure $\rho$ since $0 \leq \frac{1 - \lambda}{\lambda} < 1$. Denote $\nu := \rho|_{B^d_0}$ as in the statement of the theorem, which then is a finite quasi-Lévy type measure (observe that $\rho(\{0\}) \neq 0$ is possible although $\sigma(\{0\}) = 0$; hence it is important to subtract any mass of $\rho$ at $0$, which is in particular achieved by restricting $\rho$ to $B^d_0$).

Next, observe that $\hat{\mu}(z) = \lambda + (1 - \lambda)\hat{\sigma}(z) = \lambda(1 + \frac{1 - \lambda}{\lambda}\hat{\sigma}(z))$ for $z \in \mathbb{R}^d$. Again, since $0 \leq \frac{1 - \lambda}{\lambda} < 1$ and $|\hat{\sigma}(z)| \leq 1$ for all $z \in \mathbb{R}^d$, the series expansion of the principal branch of the complex logarithm of $\log(1 + w)$ for $w \in \mathbb{C}$ such that $|w| < 1$ gives

$$\log \hat{\mu}(z) = \log \lambda + \int_{\mathbb{R}^d} e^{i(z,x)} \sigma^k(dx)$$

for every $z \in \mathbb{R}^d$. Using the fact that $\mu(0) = 1$, we find $0 = \log \hat{\mu}(0) = \log \lambda + \rho(\mathbb{R}^d)$, finishing the proof. 

Lindner et al. [20] Thm. 8.1] showed that a probability distribution $\mu$ on $\mathbb{Z}$ is quasi-infinitely divisible if and only if its characteristic function has no zeroes. This has been extended recently to distributions on $\mathbb{Z}^d$ by Berger and Lindner [7] Thm. 3.2]. The precise result is as follows:
**Theorem 3.3.** Let $\mu$ be a distribution that is supported in $\mathbb{Z}^d$. Then $\mu$ is quasi-infinitely divisible if and only if $\hat{\mu}(z) \neq 0$ for all $z \in [0, 2\pi]^d$. In that case, the Gaussian covariance matrix of $\mu$ is zero, the quasi-Lévy measure is finite and supported in $\mathbb{Z}^d \setminus \{0\}$ and the drift of $\mu$ is in $\mathbb{Z}^d$.

The proof given in [7, 20] relies on the Lévy–Wiener theorem, according to which for a continuous function $f : \mathbb{R}^d \to \mathbb{C}$ that is $2\pi$-periodic in all coordinates and is such that it has absolutely summable Fourier coefficients, and a holomorphic function $h : D \to \mathbb{C}$ on an open subset $D \subset \mathbb{C}$ such that $f([0, 2\pi]^d) \subset \mathbb{C}$, also the composition $h \circ f$ has absolutely summable Fourier coefficients (i.e. it is an element of the so called Wiener algebra). The given zero-free characteristic function $\hat{\mu}$ then has to be modified appropriately in order to apply this Wiener–Lévy theorem to the distinguished logarithm, and then an argument is needed in order to show that the Fourier coefficients are indeed real-valued and not complex. This is carried out in detail in [7, 20] and we refer to these articles for the detailed proof. We only mention here that it is also possible to replace the proofs given there for the fact that the Fourier coefficients are real and not complex by Theorem 2.7 given in the present article.

There is nothing special about the lattice $\mathbb{Z}^d$ and Theorem 3.3 continues to hold for more general lattices, which is the contents of the next result that generalises [20, Cor. 3.10] to higher dimensions.

**Corollary 3.4.** Let $M \in \mathbb{R}^{d \times d}$ be invertible, $b \in \mathbb{R}^d$ and $\mu$ be a probability distribution supported in the lattice $MZ^d + b = \{Mz + b : z \in \mathbb{Z}^d\}$. Then $\mu$ is quasi-infinitely divisible if and only if the characteristic function of $\mu$ has no zeroes on $(M^T)^{-1}(0, 2\pi)^d) = \{(M^T)^{-1}x : x \in [0, 2\pi]^d\}$. In that case, the Gaussian covariance matrix of $\mu$ is zero, the quasi-Lévy measure is finite and supported in $MZ^d \setminus \{0\}$ and the drift of $\mu$ is in $MZ^d + b$.

*Proof.* Let $U$ be a random vector with distribution $\mu$ and define $X = M^{-1}(U - b)$. Then $\mathcal{L}(X)$ is supported in $\mathbb{Z}^d$ and $\hat{\mu}(z) = \mathcal{L}(U)(z) = e^{i(b,z)}\mathcal{L}(X)(M^T z)$ for $z \in \mathbb{R}^d$. The result is then an immediate consequence of Theorem 3.3 together with Lemma 2.8 here, an easy extension of Lemma 2.8 shows that the drift $\gamma_U$ of $U$ is $M \gamma_X + b$, where $\gamma_X$ is the drift of $\mathcal{L}(X)$.

An interesting application of the previous theorem on $\mathbb{Z}^d$ has been given in [7, Thm. 4.1], where a Cramér–Wold device for infinite divisibility of $\mathbb{Z}^d$-distributions was established. The precise statement is as follows:

**Corollary 3.5.** Let $X$ be a $\mathbb{Z}^d$-valued random vector with distribution $\mu$. Then the following are equivalent:

(i) $\mu$ is infinitely divisible.

(ii) $\mathcal{L}(a^T X)$ is infinitely divisible for all $a \in \mathbb{R}^d$.

(iii) $\mathcal{L}(a^T X)$ is infinitely divisible for all $a \in \mathbb{N}_0^d$.

(iv) The characteristic function of $\mu$ has no zeroes on $\mathbb{R}^d$ and there exists some $a = (a_1, \ldots, a_d)^T \in \mathbb{R}^d$ such that $a_1, \ldots, a_d$ are linearly independent over $\mathbb{Q}$ and such that $\mathcal{L}(a^T X)$ is infinitely divisible.
This result is striking in the sense that a Cramér-Wold device does not hold in full generality for infinite divisibility of $\mathbb{R}^d$-valued distributions. Indeed, it is even known that for every $\alpha \in (0, 1)$ there exists a $d$-dimensional random vector $X$ such that $\mathcal{L}(a^T X)$ is $\alpha$-stable for all $a \in \mathbb{R}^d$, but that $\mathcal{L}(X)$ is not infinitely divisible (see [30, Sect. 2.2]). The proof of Corollary 5.5 heavily relies on Theorem 5.3, and we refer to [7, Thm. 4.1] for the details of the proof.

In view of Theorem 5.3 it is natural to ask if every distribution $\mu$ whose characteristic function is zero-free must be quasi-infinitely divisible. That this is not the case was shown in [20, Ex. 3.3] by giving a counter example. Let us give another counter example to this fact:

**Example 3.6.** Consider the function $\varphi : \mathbb{R} \to (0, \infty)$ given by $\varphi(x) = \exp(1 - e^{|x|})$. Then $\varphi$ is continuous on $\mathbb{R}$, $\varphi(0) = 1$ and $\varphi''(x) = (e^x - 1) \exp(1 + x - e^x) > 0$ for all $x > 0$. Hence $\varphi$ is strictly convex on $(0, \infty)$. Since $\varphi(x)$ tends to 0 as $|x| \to \infty$, Pólya’s theorem implies that $\varphi$ is the characteristic function of an absolutely continuous distribution $\mu$ on $\mathbb{R}$. The distinguished logarithm of $\mu$ is given by $\Psi_\mu(x) = 1 - e^{|x|}$. Hence $\lim_{t \to \infty} t^{-2} \Psi_\mu(t) = -\infty$. It follows that $\mu$ cannot be quasi-infinitely divisible, for if it were, then $\lim_{t \to \infty} t^{-2} \Psi_\mu(t) = -A/2$ as shown in the proof of Lemma 2.5 where $A \in \mathbb{R}$ denotes the Gaussian variance of $\mu$. Hence we have a one-dimensional distribution $\mu$ that is not quasi-infinitely divisible but whose characteristic function is zero-free. Using Lemma 2.8 it then is easily seen that $\delta_0 \odot (d-1) \odot \mu$ is a distribution in $\mathbb{R}^d$ that is not quasi-infinitely divisible but whose characteristic function is zero-free. Further examples of such distributions can be constructed using Proposition 5.1(1) below.

Let us now give some concrete examples of quasi-infinitely divisible distributions on $\mathbb{Z}^d$:

**Example 3.7.** (a) Consider the distribution $\mu := a\delta_{(0, 0)} + b\delta_{(1, 0)} + c\delta_{(0, 1)}$ on $\mathbb{R}^2$ with $a, b, c \in (0, 1)$. If $\max\{a, b, c\} > 1/2$, then $\mu$ is quasi-infinitely divisible by Cuppens’ result (cf. Theorem 3.2). If $\max\{a, b, c\} \leq 1/2$, then $\mu$ cannot be quasi-infinitely divisible, since $\hat{\mu}$ is not zero-free. Indeed, for $(x, y) \in \mathbb{R}^2$, $\hat{\mu}(x, y) = a + be^{ix} + ce^{iy} = 0$ if and only if $be^{ix} = -a - ce^{iy}$. The set $\{be^{ix} : x \in \mathbb{R}\}$ describes a circle in the complex plane with center 0 and radius $b$, intersecting the real axis at the points $-b$ and $b$, and $\{a - ce^{iy} : y \in \mathbb{R}\}$ describes a circle in the complex plane with center $-a$ and radius $c$, intersecting the real axis at the points $-a - c$ and $-a + c$. Now, since $\max\{a, b, c\} \leq 1/2$, this implies that $a \leq b + c$, $b \leq a + c$ and $c \leq a + b$, and hence $-a - c \leq -b \leq -a + c \leq b$. Therefore, the two circles intersect or touch each other, so they share at least one common point, which corresponds to a zero of the characteristic function of $\mu$.

(b) Let $p, q \in (0, 1) \setminus \{1/2\}$ and consider the distributions $\mu_1 := (1 - p)\delta_{(0, 0)} + p\delta_{(1, 0)}$ and $\mu_2 := (1 - q)\delta_{(0, 0)} + q\delta_{(0, 1)}$. Due to Theorem 3.2 the distributions $\mu_1$ and $\mu_2$ are quasi-infinitely divisible. Hence, also the distribution $\mu := \mu_1 \ast \mu_2 = (1 - p)(1 - q)\delta_{(0, 0)} + p(1 - q)\delta_{(1, 0)} + (1 - p)q\delta_{(0, 1)} + pq\delta_{(1, 1)}$ is quasi-infinitely divisible. Observe that it is possible to choose $p$ and $q$ such that $\max\{pq, (1 - p)(1 - q), q(1 - q), p(1 - q)\} < 1/2$.

(c) Let $\mu_1, \ldots, \mu_d$ be distributions on $\mathbb{R}$ supported in $\mathbb{Z}$ such that $\mathbb{R}\hat{\mu}_k(z) > 0$ for all $k \in \{1, \ldots, d\}$ and $z \in \mathbb{R}^d$. Examples of such distributions can be obtained as symmetrisations of distributions supported in $\mathbb{Z}$, whose characteristic functions have no zeros. Let $0 \leq
$p_1, \ldots, p_d \leq 1$ be such that $\sum_{k=1}^d p_k = 1$ and define the distribution
\[
\mu := \sum_{k=1}^d p_k \sum_{l \in \mathbb{Z}} \mu_k(\{l\}) \delta_{le_k}
\]
on $\mathbb{R}^d$, where $e_k$ is the k-th unit vector. Then for $z = (z_1, \ldots, z_d)^T \in \mathbb{R}^d$ we have
\[
\hat{\mu}(z) = \sum_{l \in \mathbb{Z}^d} \mu(\{l\}) e^{i\langle z, l \rangle} = \sum_{k=1}^d \sum_{l \in \mathbb{Z}} p_k \mu(\{le_k\}) e^{i\langle z, le_k \rangle} + \mu(\{0\})
\]
\[
= \sum_{k=1}^d p_k \sum_{l \in \mathbb{Z}\{0\}} \mu_k(\{l\}) e^{i\langle z, le_k \rangle} + \sum_{k=1}^d p_k \mu_k(\{0\}) = \sum_{k=1}^d p_k \hat{\mu}_k(z_k) \neq 0
\]
since $\Re \hat{\mu}_k(z_k) > 0$. In particular, $\hat{\mu}$ has no zeros, so $\mu$ is quasi-infinitely divisible by Theorem 3.3 (d) Let $p \in [0, 1/4)$ and consider the symmetric distribution $\sigma := p \delta_{-1} + (1 - 2p) \delta_0 + p \delta_1$. We have $\hat{\sigma}(z) = pe^{-iz} + 1 - 2p + pe^{iz} = 1 - 2p + 2p \cos(z) > 0$ for $z \in \mathbb{R}$ since $p < 1/4$. With the construction in part (c), choosing $\mu_1 = \mu_2 = \sigma$ it follows that the distribution
\[
\mu := rp\delta_{(-1,0)} + rp\delta_{(1,0)} + (1 - r)p \delta_{(0,-1)} + (1 - r)p \delta_{(0,1)} + (1 - 2p) \delta_{(0,0)}
\]
is quasi-infinitely divisible for any $r \in [0, 1]$. Similar as in the one-dimensional case in [20, Cor. 8.3], one can show that a consequence of Theorem 3.3 is that every factor of a quasi-infinitely divisible distribution that is supported in $\mathbb{Z}^d$ is also quasi-infinitely divisible.

**Corollary 3.8.** Let $\mu$ be a quasi-infinitely divisible distribution supported in $\mathbb{Z}^d$. If $\mu_1$ and $\mu_2$ are distributions on $\mathbb{R}^d$ such that $\mu = \mu_1 * \mu_2$, then also $\mu_1$ and $\mu_2$ are quasi-infinitely divisible.

**Proof.** This follows in complete analogy to the proof of [20, Cor. 8.3], and is an easy consequence of Corollary 3.4 and the fact that if $\mu$ is supported in $\mathbb{Z}^d$, then there must be $k \in \mathbb{R}^d$ such that $\mu_1$ is supported in $\mathbb{Z}^d + k$ and $\mu_2$ is supported in $\mathbb{Z}^d - k$. 

Theorem 3.3 is nice since it gives a complete characterisation of quasi-infinite divisibility in terms of the characteristic function. In the univariate setting Berger [6, Thm. 4.12] extended this characterisation of quasi-infinitely divisibility to a greater class of distributions, which we now state without proof:

**Theorem 3.9.** Let $\mu$ be a distribution on $\mathbb{R}$ of the form $\mu = \mu_d + \mu_{ac}$ with an absolutely continuous measure $\mu_{ac}$ and a non-zero discrete measure $\mu_d$ which is supported in the lattice $h\mathbb{Z} + d$ for some $r \in \mathbb{R}$, $h > 0$, such that $\mu_d(z) \neq 0$ for all $z \in \mathbb{R}$. Then $\mu$ is quasi-infinitely divisible if and only if $\hat{\mu}(z) \neq 0$ for all $z \in \mathbb{R}$. In that case, the Gaussian variance of $\mu$ is zero and the quasi-Lévy measure $\nu$ satisfies $\int_{[-1,1]} |x| \nu(dx) < \infty$. 
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It is remarkable that the quasi-Lévy measure $\nu$ in Theorem 3.9 can indeed be infinite although the distribution $\mu$ there has atoms; a concrete example for this phenomenon will be given in Example 4.3 below. A special case of Theorem 3.9 is when $\mu_d = p\delta_x$ for some $x \in \mathbb{R}$ and $p > 0$. Then $\hat{\mu}_d(z) \neq 0$ for all $z \in \mathbb{R}$ and a distribution of the form $\mu(dx) = p\delta_x(dx) + (1 - p)f(x)dx$, where $f : \mathbb{R} \rightarrow [0, \infty)$ is integrable with integral 1, is quasi-infinitely divisible if and only if $\hat{\mu}(z) \neq 0$ for all $z \in \mathbb{R}$, cf. [6, Rem. 4.12]. Further applications of Theorem 3.9 include convex combinations of normal distributions: let $b_{1}, \ldots, b_{n} \in \mathbb{R}$, where $N(b_{i}, a_{i})$ denotes the normal distribution with mean $b_{i}$ and variance $a_{i}$. Then $\mu$ is quasi-infinitely divisible if and only if $\hat{\mu}(z) \neq 0$ for all $z \in \mathbb{R}$, as shown in [6, Ex. 4.16]. Observe that the latter condition is in particular satisfied when additionally $b_{1} = \ldots = b_{n} = 0$, and one can even show that $\sum_{i=1}^{n} p_{i}N(0, a_{i})$ is quasi-infinitely divisible, even when some of the variances $a_{i}$ coincide, cf. [6, Ex. 4.16].

It seems likely that Theorem 3.9 continues to hold in the multivariate setting, but so far we have not proved that. We intend to invest this case in future work. For the moment, we content ourselves with a recipe for constructing multivariate quasi-infinitely divisible distributions from independent one-dimensional quasi-infinitely divisible distributions.

**Proposition 3.10.** Let $X_{1}, \ldots, X_{d}$ be independent real-valued random variables and let $X = (X_{1}, \ldots, X_{d})^T$. Then the law $\mathcal{L}(X)$ of $X$ is quasi-infinitely divisible if and only if $\mathcal{L}(X_{k})$ is quasi-infinitely divisible for all $k \in \{1, \ldots, d\}$. In this case, if $(A, \nu, \gamma)$ denotes the (standard) characteristic triplet of $\mathcal{L}(X)$ and $(a_{k}, \nu_{k}, \gamma_{k})$ the (standard) characteristic triplet of $\mathcal{L}(X_{k})$, then

$$A = \begin{pmatrix} a_{1} & 0 & \ldots & 0 \\ 0 & a_{2} & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \ldots & 0 & a_{d} \end{pmatrix}, \quad \gamma = \begin{pmatrix} \gamma_{1} \\ \vdots \\ \gamma_{d} \end{pmatrix} \quad \text{and} \quad \nu = \sum_{k=1}^{d} \delta_{0}^{\otimes (k-1)} \otimes \nu_{k} \otimes \delta_{0}^{\otimes (d-k)}.$$ 

**Proof.** That quasi-infinitely divisibility of $\mathcal{L}(X)$ implies quasi-infinitely divisibility of $\mathcal{L}(X_{k})$ for $k = 1, \ldots, d$ is clear from Lemma 2.8. Conversely, let $\mathcal{L}(X_{k}) \sim \text{q.i.d.}(a_{k}, \nu_{k}, \gamma_{k})$ for $k \in \{1, \ldots, d\}$ with independent $X_{1}, \ldots, X_{d}$. Using $\mathcal{L}(X)(z) = \prod_{k=1}^{d} \mathcal{L}(X_{k})(z_{k})$ for all $z = (z_{1}, \ldots, z_{d})^T \in \mathbb{R}^{d}$ it is easy to see that $\mu$ has a Lévy–Khintchine type representation as in (2.1) with $A$, $\nu$ and $\gamma$ as given in the theorem, and hence that $\mathcal{L}(X)$ is quasi-infinitely divisible with standard characteristic triplet $(A, \nu, \gamma)$.

Using Lemma 2.8 the following is now immediate:

**Corollary 3.11.** Let $X = (X_{1}, \ldots, X_{d})^T$ with independent real-valued random variables $X_{1}, \ldots, X_{d}$ such that $\mathcal{L}(X_{k})$ is quasi-infinitely divisible for each $k \in \{1, \ldots, d\}$. Let further $n \in \mathbb{N}$, $M \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$. Then also the distribution $\mathcal{L}(MX + b)$ is quasi-infinitely divisible.
4 Conditions for absolute continuity

In this section we study absolute continuity of quasi-infinitely divisible distributions and give some sufficient conditions in terms of the characteristic triplet. Considering an infinitely divisible distribution on \( \mathbb{R} \), Kallenberg [17, p. 794 f.] gave a sufficient condition on the Lévy measure for the distribution to have a smooth Lebesgue density. The following theorem generalizes this result for quasi-infinitely divisible distributions on \( \mathbb{R}^d \). In its statement, we denote by \( S^{d-1} := \{ x \in \mathbb{R}^d : |x| = 1 \} \) the unit sphere in \( \mathbb{R}^d \).

**Theorem 4.1.** Let \( \mu \) be a quasi-infinitely divisible distribution on \( \mathbb{R}^d \) with characteristic triplet \( (A, \nu, \gamma) \). Define

\[
G^{-}(r) := \sup_{\xi \in S^{d-1}} \xi^T \left( \int_{|x| \leq r} xx^T \nu^-(dx) \right) \xi \quad \text{and} \quad G^{+}(r) := \inf_{\xi \in S^{d-1}} \xi^T \left( \int_{|x| \leq r} xx^T \nu^+(dx) \right) \xi
\]

for \( r > 0 \). Suppose that \( A \) is strictly positive definite, or that

\[
\lim_{r \to 0} r^2 |\log r|^{-1} G^{+}(r) \left( \frac{1}{3} - 2 \frac{r^2}{G^{+}(r)} \right) - \frac{2}{3} G^{-}(r) = \infty \quad (4.1)
\]

when \( G^{+}(r) = 0 \) for small \( r > 0 \) we interpret the left-hand side of (4.1) as \( 0 \) and hence (1.1) to be violated. Then \( \mu \) has an infinitely often differentiable Lebesgue density whose derivatives tend to 0 as \( |x| \to \infty \).

**Proof.** Suppose first that \( A \) is strictly positive definite and let \( \lambda_0 > 0 \) be the smallest eigenvalue of \( A \). By [31, Lem. 43.11 (i)] we have

\[
\lim_{|z| \to \infty} |z|^{-2} \int_{\mathbb{R}^d} e^{i(z,x)} - 1 - i(z,x) 1_{[0,1]}(|x|) \nu^+(dx) = 0.
\]

Since further \(-\frac{1}{2} (z,Az) \leq -\frac{\lambda_0}{2} |z|^2 \) for all \( z \in \mathbb{R}^d \), we have \( \limsup_{|z| \to \infty} |z|^{-2} \Psi_\mu(z) \leq -\frac{1}{2} \lambda_0 \), so there exists \( K > 0 \) such that \( |\tilde{\mu}(z)| = e^{\Psi_\mu(z)} \leq e^{-\lambda_0|z|^2/4} \) for all \( z \in \mathbb{R}^d \) with \( |z| \geq K \). Hence, we have \( \int_{\mathbb{R}^d} |\tilde{\mu}(z)||z|^k \, dz < \infty \) for all \( k \in \mathbb{N} \) and the claim follows by [31, Prop. 28.1]

Now, suppose that (1.1) is satisfied. Using the fact that \( \frac{1}{2} y^2 \leq 1 - \cos(y) \leq \frac{2}{3} y^2 \) for all \( y \in [-1,1] \), we estimate

\[
\int_{\mathbb{R}^d} (1 - \cos(z,x)) \nu^+(dx) \geq \frac{1}{3} \int_{|z| \leq 1/|z|} \langle z,x \rangle^2 \nu^+(dx) = \frac{1}{3} \int_{|z| \leq 1/|z|} z^T xx^T z \nu^+(dx) \\
\geq \frac{1}{3} |z|^2 G^+(1/|z|)
\]

and similarly

\[
\int_{\mathbb{R}^d} (1 - \cos(z,x)) \nu^-(dx) \leq \frac{2}{3} \int_{|z| \leq 1/|z|} \langle z,x \rangle^2 \nu^-(dx) + 2 \nu^- \left( \{ x \in \mathbb{R}^d : |x| > 1/|z| \} \right) \\
\leq \frac{2}{3} |z|^2 G^-(1/|z|) + 2 \nu^- \left( \{ x \in \mathbb{R}^d : |x| > 1/|z| \} \right)
\]
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for all $z \in \mathbb{R}^d$. Hence, for $|z| \geq 1$,

$$-(\log |z|)^{-1} \mathcal{R} \Psi_\mu(z) = (\log |z|)^{-1} \left( \frac{1}{2} \langle z, Az \rangle + \int_{\mathbb{R}^d} (1 - \cos(z, x)) \nu(dx) \right) \geq (\log |z|)^{-1} \left( \int_{\mathbb{R}^d} (1 - \cos(z, x)) \nu(dx) \right) \to \infty \text{ as } |z| \to \infty$$

by assumption. As a consequence, for every $k \in \mathbb{N}$ there exists $K > 0$ such that $\mathcal{R} \Psi_\mu(z) \leq -(k + 2) \log |z|$ for all $z \in \mathbb{R}^d$ with $|z| > K$, and therefore $|\mu(z)| = e^{\mathcal{R} \Psi_\mu(z)} \leq e^{-(k + 2) \log |z|} = |z|^{-(k + 2)}$ when $|z| > K$. This implies that $\int_{\mathbb{R}^d} |\mu(z)||z|^k \, dz < \infty$ for every $k \in \mathbb{N}$ and the claim follows.}

**Remark 4.2.** (a) Observe that for fixed $r \in (0, 1)$, the matrices $f_{|x| \leq r} \, xx^T \nu^+(dx) \in \mathbb{R}^{d \times d}$ are symmetric and non-negative definite and that $G^+(r)$ is the smallest eigenvalue of the matrix $f_{|x| \leq r} \, xx^T \nu^+(dx)$ and $G^-(r)$ is the largest eigenvalue of $f_{|x| \leq r} \, xx^T \nu^-(dx)$.

(b) If $\mu$ is infinitely divisible, then $\nu = 0$ and hence $G^-(r) = 0$ and \eqref{4.1} reduces to

$$\lim_{r \to 0} r^{-2} \log r |^{-1} G^+(r) = +\infty. \quad \text{(4.2)}$$

Hence, if an infinitely divisible distribution $\mu$ on $\mathbb{R}^d$ with characteristic triplet $(A, \nu^+, \gamma)$ is such that $A$ is strictly positive definite or such that \eqref{4.2} is satisfied, then $\mu$ has an infinitely often differentiable Lebesgue density whose derivatives tend to 0 as $|x| \to \infty$. In dimension $d = 1$, this reduces to $A > 0$ or $\lim_{r \to 0} r^{-2} |\log r|^{-1} \int_{|x| \leq r} |x|^2 \nu^+(dx) = +\infty$, which is Kallenberg’s classical condition \cite[p. 794 f.]{17}. The described multivariate generalisation of Kallenberg’s condition seems to be new even in the case of infinitely divisible distributions.

(c) Let $\mu \sim \text{q.i.d.}(A, \nu, \gamma)$ in $\mathbb{R}^d$. A sufficient condition for \eqref{4.1} to hold is that \eqref{4.2} is satisfied along with $G^-(r) = o(G^+(r))$ and $r^2 \nu^-(\{x \in \mathbb{R}^d : |x| > r\}) = o(G^+(r))$ as $r \to 0$, where we used the “little o” Landau symbol notation.

(d) Let $\mu \sim \text{q.i.d.}(A, \nu, \gamma)$ in $\mathbb{R}^d$. Define

$$g^-(r) := \int_{|x| \leq r} |x|^2 \nu^-(dx) \quad \text{and} \quad g^+(r) := \int_{|x| \leq r} |x|^2 \nu^+(dx)$$

for $r > 0$. Then

$$g^\pm(r) = \int_{|x| \leq r} \text{trace}(xx^T) \nu^\pm(dx) = \text{trace} \left( \int_{|x| \leq r} xx^T \nu^\pm(dx) \right).$$

Since the trace of a symmetric $d \times d$-matrix is the sum of its eigenvalues, we observe from (a) that

$$G^-(r) \leq g^-(r) \leq d G^-(r) \quad \text{and} \quad G^+(r) \leq g^+(r).$$

So we can conveniently bound $G^-(r)$ from below and above in terms of $g^-(r)$, in particular, if we replace $G^-(r)$ in \eqref{4.1} by $g^-(r)$ (and leave the rest unchanged, in particular we do not replace $G^+(r)$ by $g^+(r)$) then we also obtain a sufficient condition for $\mu$ to have an infinitely often differentiable Lebesgue density with derivatives tending to 0 as $|x| \to \infty$. A similar remark applies to (c) above, where we can replace $G^-(r)$ by $g^-(r)$ (but not $G^+(r)$ by $g^+(r)$).
In [20] Thm. 7.1, an Orey-type condition (cf. [31] Prop. 28.3) was given for absolute continuity of one-dimensional quasi-infinitely divisible distributions. We can now generalise this to the multivariate setting:

**Corollary 4.3.** Let \( \mu \) be a quasi-infinitely divisible distribution on \( \mathbb{R}^d \) with characteristic triplet \((A, \nu, \gamma)\). With the notations of Theorem 4.1, suppose that \( A \) is strictly positive definite or that there exists some \( \beta \in (0, 2) \) such that

\[
\liminf_{r \to 0} r^{-\beta} G^+(r) > \limsup_{r \to 0} r^{-\beta} G^-(r) = 0. 
\]

(4.3)

Then \( \mu \) is absolutely continuous and its Lebesgue density \( f \) is infinitely often differentiable with all its derivatives tending to 0 as \( |x| \to \infty \).

**Proof.** The case when \( A \) is strictly positive definite is clear, so suppose that (4.3) is satisfied with some \( \beta \in (0, 2) \). Then clearly \( \lim_{r \to 0} r^{-2} \log r r^{-1} G^+(r) = \infty \) since \( \beta < 2 \), and \( G^-(r) = o(G^+(r)) \) as \( r \to 0 \). By Remark 4.2 (c) it is hence sufficient to show that \( r^2 \nu^-(\{x \in \mathbb{R}^d : |x| > r\}) = o(G^+(r)) \) as \( r \to 0 \). To see this, define \( g^-(r) := \int_{|x| > r} |x|^2 \nu^-(dx) \). Using integration by parts and \( g^-(r) \leq dG^-(r) \) by Remark 4.2 (d), we then obtain

\[
\nu^-(\{x \in \mathbb{R}^d : r < |x| \leq 1\}) = \int_r^1 s^{-2} d g^-(s)
\]

\[
= g^-(1) - r^{-2} g^-(r) - \int_r^1 g^-(s) ds^{-2}
\]

\[
\leq d \left( G^-(1) + 2 \int_r^1 G^-(s)s^{-3} ds \right)
\]

for \( r \in (0, 1] \). By (4.3) for every \( \varepsilon > 0 \) we can find an \( r_\varepsilon \in (0, 1) \) such that \( G^-(s) \leq \varepsilon s^3 \) for all \( s \in (0, r_\varepsilon] \), so that we continue to estimate for \( r < r_\varepsilon \)

\[
\nu^-(\{x \in \mathbb{R}^d : r < |x| \leq 1\}) \leq dG^-(1) + 2dG^-(1)r_\varepsilon^{-3}(1 - r_\varepsilon) + 2\varepsilon d \int_r^{r_\varepsilon} s^{-3} ds.
\]

This implies

\[
\frac{r^2 \nu^-(\{x \in \mathbb{R}^d : r < |x| \leq 1\})}{G^+(r)} \leq \frac{r^2 dG^-(1) + 2G^-(1)r_\varepsilon^{-3}}{G^+(r)} + 2\varepsilon d \frac{r^\beta}{(2 - \beta)G^+(r)}.
\]

Denoting the limit inferior on the left hand side of (4.3) by \( L \), and observing that \( \lim_{r \to 0} r^{-2} G^+(r) = \infty \) by (4.3), we obtain

\[
\limsup_{r \to 0} \left( \frac{r^2 \nu^-(\{x \in \mathbb{R}^d : r < |x| \leq 1\})}{G^+(r)} \right) \leq \frac{2\varepsilon d}{(2 - \beta)L},
\]

and since \( \varepsilon > 0 \) was arbitrary we see \( \lim_{r \to 0} r^2 \nu^-(\{x \in \mathbb{R}^d : r < |x| \leq 1\})/G^+(r) = 0 \). That \( \lim_{r \to 0} r^2 \nu^-(\{x \in \mathbb{R}^d : |x| > 1\})/G^+(r) = 0 \) is clear so that we obtain \( r^2 \nu^-(\{x \in \mathbb{R}^d : |x| > r\}) = o(G^+(r)) \) as \( r \to 0 \), finishing the proof. \( \square \)
Example 4.4. (a) Let $\mu$ be a non-trivial strictly $\alpha$-stable rotation invariant distribution on $\mathbb{R}^d$, where $\alpha \in (0, 2)$. It is well-known that $\mu$ has a $C^\infty$-density with all derivatives vanishing at infinity. Let us check that this can also be derived from Theorem 4.1. The Lévy measure $\nu$ of $\mu$ is given by $\nu(dx) = C|x|^{-(d+\alpha)} dx$ for some constant $C > 0$, see [31, Ex. 62.1]. For $r > 0$ let $G^+(r) := \inf_{\xi \in S^{d-1}} \xi^T \int_{|x| \leq r} x x^T \nu(dx) \xi$. Since $\mu$ is infinitely divisible, condition (4.1) of Theorem 4.1 reduces to (4.2). In order to show that (4.2) is satisfied, let $r > 0$. For $k, j \in \{1, \ldots, d\}$, $k \neq j$ we obtain

$$
\int_{|x| \leq r} x_k x_j \nu(dx) = C \int_{|x| \leq r} \frac{x_k x_j}{|x|^{d+\alpha}} \, dx = 0.
$$

To see that, by symmetry it suffices to consider the case $k = d$. Then we have

$$
\int_{|x| \leq r} \frac{x_d x_j}{|x|^{d+\alpha}} \, dx = \int_{|x| \leq r} x_d \int_{x' \in \mathbb{R}^{d-1}} \frac{x_j}{(x_d^2 + (x')^2)^{(d+\alpha)/2}} \, dx' \, dx_d,
$$

and the integrand of the outer integral is an odd function. Hence, the matrix $A_r := \int_{|x| \leq r} x x^T \nu(dx)$ is a diagonal matrix. We compute the trace of $A_r$ as

$$
\sum_{k=1}^d \int_{|x| \leq r} x_k^2 \nu(dx) = C \int_{|x| \leq r} |x|^{2-\alpha-d} \, dx = C \int_0^r \int_{S^{d-1}} s^{2-\alpha-d} \, d\theta \, ds
$$

$$
= C \int_0^r s^{2-\alpha-d} s^{-d-1} \omega_d \, ds = C \omega_d r^{2-\alpha},
$$

where $\omega_d$ denotes the $(d-1)$-dimensional volume of the surface $S^{d-1}$. Again by symmetry, it follows that $A_r = \frac{C \omega_d}{d(2-\alpha)} r^{2-\alpha} I_d$ with the identity matrix $I_d \in \mathbb{R}^{d \times d}$. Therefore, $G^+(r) = \frac{C \omega_d}{d(2-\alpha)} r^{2-\alpha}$ which implies that $\lim_{r \to 0} r^{-2} |\log r|^{-1} G^+(r) = \infty$, showing that $\mu$ satisfies (4.2).

(b) Now let $\mu$ be a non-trivial rotation invariant strictly $\alpha$-stable distribution on $\mathbb{R}^d$ as in (a), and let $\sigma$ be a probability distribution on $\mathbb{R}^d$. Since $\mu$ has a $C^\infty$ density with all derivatives tending to 0 as $|x| \to \infty$, the same is true for the convolution $\mu' := \mu * \sigma$. When $\sigma$ is additionally quasi-ininitely divisible and concentrated in $\mathbb{Z}^d$, then this can be also seen from Theorem 4.1. To see this, observe that $\sigma$ has finite quasi-Lévy measure $\nu_\sigma$ concentrated in $\mathbb{Z}^d$ by Theorem 3.3. It follows that $\mu'$ has quasi-Lévy measure $\nu_\sigma(dx) + C|x|^{-(d+\alpha)} dx$. Hence the quantities $G^+(r)$ for $\mu$ and $\mu'$ coincide when $r < 1$ (with $G^{-}(r)$ being zero when $r < 1$). It follows that also $\mu'$ satisfies the assumptions of Theorem 4.1, so that $\mu'$ has a $C^\infty$-density with derivatives tending to 0 as $|x| \to \infty$. This is of course a constructed example, but it shows that there are cases of quasi-infinitely divisible distributions that are not infinitely divisible for which the assumptions of Theorem 4.1 are applicable.

Remark 4.5. While the problem of a complete description of absolute continuity in terms of the Lévy measure remains challenging for infinitely divisible distributions, the corresponding question for continuity is completely solved: It is well-known that an infinitely divisible distribution $\mu$ on $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)$ is continuous if and only if $A \neq 0$ or $\nu(\mathbb{R}) = \infty$, see [31, Theorem 27.4]. The same characterisation fails however...
when considering quasi-infinitely divisible distributions. Berger [6 Ex. 4.7] showed that the distribution $\mu = 0.001\delta_0 + 0.999N(1,1)$, where $N(1,1)$ is the one-dimensional normal distribution with mean and variance 1, is quasi-infinitely divisible with infinite quasi-Lévy measure. Observe that $\mu$ is not continuous. Using Proposition 3.10 it is then also easy to construct non-continuous multivariate quasi-infinitely divisible distributions with infinite quasi-Lévy measure.

5 Topological properties of the class of infinitely divisible distributions

Let $\text{QID}(\mathbb{R}^d)$ denote the set of all quasi-infinitely divisible distributions on $\mathbb{R}^d$ and $\mathcal{P}(\mathbb{R}^d)$ the set of all distributions on $\mathbb{R}^d$. Equipped with the Prokhorov-metric $\pi$, $\mathcal{P}(\mathbb{R}^d)$ gets a metric space and the convergence in this space corresponds to the weak convergence of distributions. In this section we will always identify $\mathcal{P}(\mathbb{R}^d)$ with this metric space. The aim of this section is to state some topological properties of $\text{QID}(\mathbb{R}^d)$ that were already given by [6] and [20] in one dimension. We start with some results that can be shown similarly in any dimension $d \in \mathbb{N}$. The following was shown in [6 Prop. 5.1] and [20 Sect. 4] in dimension 1.

**Theorem 5.1.** Let $d \in \mathbb{N}$. The set $\text{QID}(\mathbb{R}^d)$ is neither open nor closed in $\mathcal{P}(\mathbb{R}^d)$. Moreover, the set $\mathcal{P}(\mathbb{R}^d) \setminus \text{QID}(\mathbb{R}^d)$ is dense in $\mathcal{P}(\mathbb{R}^d)$.

**Proof.** To see that $\mathcal{P}(\mathbb{R}^d) \setminus \text{QID}(\mathbb{R}^d)$ is dense in $\mathcal{P}(\mathbb{R}^d)$, let $\mu$ be an arbitrary distribution on $\mathbb{R}^d$ and let $\sigma$ be a distribution on $\mathbb{R}^d$ such that its characteristic function $\hat{\sigma}$ has zeros. For $n \in \mathbb{N}$ define the distribution $\mu_n$ by $\mu_n(dx) = \mu(dx) \ast \sigma(n \, dx)$. The characteristic function of $\mu_n$ is given by $\hat{\mu_n}(z) = \hat{\mu}(z)\hat{\sigma}(z/n)$ for $z \in \mathbb{R}^d$ and has zeros, hence $\mu_n$ cannot be quasi-infinitely divisible. Furthermore, $\hat{\mu_n}(z) \to \hat{\mu}(z)$ as $n \to \infty$ for every $z \in \mathbb{R}^d$, implying that $\mu_n \xrightarrow{w} \mu$ as $n \to \infty$. Hence, $\mathcal{P}(\mathbb{R}^d) \setminus \text{QID}(\mathbb{R}^d)$ is dense in $\mathcal{P}(\mathbb{R}^d)$, so $\mathcal{P}(\mathbb{R}^d) \setminus \text{QID}(\mathbb{R}^d)$ cannot be closed, therefore $\text{QID}(\mathbb{R}^d)$ cannot be an open set. In order to show that $\text{QID}(\mathbb{R}^d)$ is not closed, first observe that for $n \in \mathbb{N}$ the distribution $\frac{n+1}{2n}\delta_0 + \frac{n-1}{2n}\delta_{e_1}$ is quasi-infinitely divisible due to Theorem 3.2, where $e_1 = (1,0,\ldots,0)^T \in \mathbb{R}^d$ is the first unit vector. We have

$$\frac{n + 1}{2n} \delta_0 + \frac{n - 1}{2n} \delta_{e_1} \xrightarrow{w} \frac{1}{2} \delta_0 + \frac{1}{2} \delta_{e_1} \text{ as } n \to \infty$$

and $\frac{1}{2} \delta_0 + \frac{1}{2} \delta_{e_1}$ is not quasi-infinitely divisible since its characteristic function has zeros. Hence, the set $\text{QID}(\mathbb{R}^d)$ cannot be closed. \qed

In any topological space and hence in any metric space one can define the notions of connected and path-connected subsets. Observe that path-connectedness implies connectedness (see [2 Thm. 3.29]). The following result shows that $\text{QID}(\mathbb{R}^d)$ is path-connected (with respect to the Prokhorov metric) and hence connected, generalising [6 Prop. 5.2] for $\text{QID}(\mathbb{R})$ to arbitrary dimensions.

**Theorem 5.2.** Let $d \in \mathbb{N}$. The set $\text{QID}(\mathbb{R}^d)$ is path-connected and hence connected in $\mathcal{P}(\mathbb{R}^d)$. 20
Proof. Suppose that \( \mu_0 \) and \( \mu_1 \) are quasi-ininitely divisible distributions on \( \mathbb{R}^d \). For \( t \in (0, 1) \) the distributions \( \sigma_t^0 \) and \( \sigma_t^1 \) defined by \( \sigma_t^0(dx) := \mu_0(1/(1-t) \, dx) \) and \( \sigma_t^1(dx) := \mu_1(1/t \, dx) \) are also quasi-ininitely divisible by Lemma 2.8. Therefore, also the distribution \( \mu_t \) defined by

\[
\mu_t(dx) := \mu_0 \left( \frac{1}{1-t} \, dx \right) \ast \mu_1 \left( \frac{1}{t} \, dx \right)
\]

is quasi-ininitely divisible for every \( t \in (0, 1) \). Note that \( \hat{\mu}_t(z) = \hat{\mu}_0((1-t)z)\hat{\mu}_1(tz) \) for \( z \in \mathbb{R}^d \). The mapping

\[
p : [0, 1] \to \mathcal{P}(\mathbb{R}^d), \quad t \mapsto \mu_t
\]

is continuous, because \( \hat{\mu}_s(z) \to \hat{\mu}_t(z) \) as \( s \to t \) for all \( z \in \mathbb{R}^d \) and hence \( \mu_s \to \mu_t \) as \( s \to t \). Since \( p(0) = \mu_0 \) and \( p(1) = \mu_1 \), it follows that QID(\( \mathbb{R}^d \)) is path-connected and hence connected.

\[\square\]

It is not surprising that \( \mathcal{P}(\mathbb{R}^d) \setminus \text{QID}(\mathbb{R}^d) \) is dense in \( \mathcal{P}(\mathbb{R}^d) \). Much more surprising is the fact that also QID(\( \mathbb{R} \)) is dense in dimension 1. This was proved in [20 Thm. 4.1]. We state the precise result and also give a sketch of the proof along the lines of [20], in order to discuss afterwards where the obstacles arise when trying to generalise the result to higher dimensions.

**Theorem 5.3.** The set of quasi-infinitely divisible distributions on \( \mathbb{R} \) with Gaussian variance zero and finite quasi-Lévy measure is dense in \( \mathcal{P}(\mathbb{R}) \).

**Sketch of proof.** Denote by \( \mathcal{Q}(\mathbb{R}) \) the set of all probability measures on \( \mathbb{R} \) whose support is a finite set contained in a lattice of the form \( n^{-1} \mathbb{Z} \) for some \( n \in \mathbb{N} \), and by QID\(^0(\mathbb{R})\) the set of all quasi-infinitely divisible distributions on \( \mathbb{R} \) with Gaussian variance 0 and finite quasi-Lévy measure. It is easily seen that \( \mathcal{Q}(\mathbb{R}) \) is dense in \( \mathcal{P}(\mathbb{R}) \). Hence, it suffices to show that \( \mathcal{Q}(\mathbb{R}) \cap \text{QID}\(^0(\mathbb{R}) \) is dense in \( \mathcal{Q}(\mathbb{R}) \). To show this, let \( \mu \) be a distribution in \( \mathcal{Q}(\mathbb{R}) \), say \( \mu = \sum_{k=-\infty}^{\infty} p_k \delta_{x/k} \) for some \( m, n \in \mathbb{N} \) with \( 0 \leq p_k \leq 1 \) for all \( k \in \{ -m, \ldots, m \} \) and \( \sum_{k=-m}^{m} p_k = 1 \), and let \( X \) be a random variable with distribution \( \mu \). From Lemma 2.8 it is clear that \( \mu = \mathcal{L}(X) \) is in the closure of \( \mathcal{Q}(\mathbb{R}) \cap \text{QID}\(^0(\mathbb{R}) \) if and only if \( \mathcal{L}(nX + m) \) is in the closure of \( \mathcal{Q}(\mathbb{R}) \cap \text{QID}\(^0(\mathbb{R}) \). Hence it is sufficient to consider distributions \( \mu \) whose support is a finite set contained in \( \mathbb{N}_0 \). If the support of \( \mu \) is contained in \( \{ 0, \ldots, m \} \) for some \( m \in \mathbb{N}_0 \), then it is easily seen that \( \mu \) can be approximated arbitrarily well with distributions having support exactly \( \{ 0, \ldots, m \} \), i.e. distributions \( \sigma \) of the form \( \sigma = \sum_{k=0}^{m} p_k \delta_k \) with \( p_0, \ldots, p_m > 0 \) (strictly positive). So it is sufficient to show that any such distribution \( \sigma \) can be approximated arbitrarily well by distributions in \( \mathcal{Q}(\mathbb{R}) \cap \text{QID}\(^0(\mathbb{R}) \).

If the characteristic function \( \hat{\sigma} \) of \( \sigma \) has no zeroes, then we are done by Theorem 3.2. So suppose that \( \sigma \) has zeroes, then we are done by Theorem 3.2. So suppose that \( \Re z \mapsto \hat{\sigma}(z) = \sum_{k=0}^{m} p_k e^{izk} \) has zeroes, which corresponds to zeroes of the polynomial \( f \) given by \( f(\omega) = \sum_{k=0}^{m} p_k \omega^k \) for \( \omega \in \mathbb{C} \) on the unit circle. Factorising \( f \), we can write \( f(\omega) = p_m \prod_{k=1}^{m} (\omega - \xi_k) \) for \( \omega \in \mathbb{C} \) with \( \xi_k \in \mathbb{C} \) for \( k \in \{ 1, \ldots, m \} \). For \( h > 0 \) let

\[
f_h(\omega) := p_m \prod_{k=1}^{m} (\omega - \xi_k - h) \quad \text{for all } \omega \in \mathbb{C}.
\]
If \( h \) is chosen small enough, then \( f_h \) has no zeros on the unit circle. The polynomial \( f \) has real coefficients, so the non-real roots of \( f \) appear in pairs of complex conjugates. By construction, the same is true for \( f_h \), so there exist \( \alpha_{h,k} \in \mathbb{R} \) for \( k \in \{0, \ldots, m\} \) such that \( f_h(\omega) = \sum_{k=0}^{m} \alpha_{h,k} \omega^k \) for all \( \omega \in \mathbb{C} \). Moreover, \( \alpha_{h,k} \to p_k > 0 \) as \( h \to 0 \), so we can assume that \( h \) is small enough such that \( \alpha_{h,k} > 0 \) for all \( k \in \{0, \ldots, m\} \). Let \( \sigma_h := \lambda^{-1} \sum_{k=1}^{m} \alpha_{h,k} \delta_k \) with \( \lambda := \sum_{k=0}^{m} \alpha_{h,k} \). Then for small enough \( h > 0 \), \( \sigma_h \) is a probability distribution having support \( \{0, \ldots, m\} \) and the characteristic function of \( \sigma_h \) has no zeroes. By Theorem 3.3, \( \sigma_h \) is quasi-infinitely divisible with finite quasi-Lévy measure and Gaussian variance 0, and \( \sigma_h \xrightarrow{w} \sigma \) as \( h \downarrow 0 \). \( \square \)

It is very tempting now to assume that Theorem 5.3 also holds for \( \mathbb{R}^d \)-valued distributions with general \( d \in \mathbb{N} \). Again it is easily seen that it would suffice to show that any distribution \( \sigma = \sum_{k_1, \ldots, k_d = 0}^m p_{k_1, \ldots, k_d} \delta_{(k_1, \ldots, k_d)} \) with \( p_{k_1, \ldots, k_d} > 0 \) can be approximated arbitrarily well by quasi-infinitely distributions in \( \mathbb{Z}^d \). Since a distribution in \( \mathbb{Z}^d \) is quasi-infinitely divisible if and only if its characteristic function has no zeroes, this might appear to be an easy task at first glance. However, it is not clear how to do a modification as in Equation (5.1), the problem being that polynomials in more than one variable do not factorise an easy task at first glance. However, it is not clear how to do a modification as in Equation (5.1), the problem being that polynomials in more than one variable do not factorise and also that there may be infinitely many zeroes of such polynomials. We have tried some time to pursue such a path, but have not succeeded. Having failed in proving Theorems 5.3 for dimensions \( d \geq 2 \), it is natural to wonder whether such a generalisation may be true at all. Let us pose this as an open question:

**Open Question 5.4.** Is QID(\( \mathbb{R}^d \)) dense in \( \mathcal{P}(\mathbb{R}^d) \) for any dimension \( d \in \mathbb{N} \), or is it dense only for \( d = 1 \), or is it dense for certain dimensions and not for others?

Passeggeri [26] Conjecture 4.1] conjectures that QID(\( \mathbb{R}^d \)) is dense in \( \mathcal{P}(\mathbb{R}^d) \) for all dimensions \( d \in \mathbb{N} \). It is possible that this is true, but we are more inclined to believe that QID(\( \mathbb{R}^d \)) will be dense in \( \mathcal{P}(\mathbb{R}^d) \) if and only if \( d = 1 \). An indication that this might be the case is the fact that the set of all zero-free complex valued continuous functions on \([0, 1]^d \) is dense in the set of all continuous complex valued functions on \([0, 1]^d \) with respect to uniform convergence if and only if \( d = 1 \), see Pears [28] Prop. 3.3.2]. Knowing this, we wonder if even the set of all probability distributions on \( \mathbb{R}^d \) having zero-free characteristic function is dense in \( \mathcal{P}(\mathbb{R}^d) \) if and only if \( d = 1 \), but again we do not know the answer. We intend to invest this question more deeply in the future.

## 6 Conditions for weak convergence

Weak convergence of infinitely divisible distributions can be characterised in terms of the characteristic triplet, see Sato [31] Thms. 8.7, 56.1. This characterisation cannot be fully generalised to quasi-infinitely divisible distributions, since the class of quasi-infinitely divisible distributions is not closed with respect to weak convergence. In [20] Thm. 4.3, some sufficient conditions for weak convergence of one-dimensional quasi-infinitely divisible distributions in terms of the characteristic pair where given; the characteristic pair of a one-dimensional quasi-infinitely divisible distribution with characteristic triplet \((A, \nu, \gamma)\) with respect to a representation function \( c : \mathbb{R} \to \mathbb{R} \) is given by \((\zeta, \gamma)_c\), where \( \zeta \) is a
finite signed measure on $\mathbb{R}$ given by $\zeta(dx) = A\delta_0(dx) + (1 \land x^2) \nu(dx)$. It is not so easy to generalise the characteristic pair to the multivariate setting and hence we will rather work with another characterisation of weak convergence, in line with the conditions given in [31, Thm. 56.1] for weak convergence of infinitely divisible distributions.

Denote by $C_\#$ the set of all bounded, continuous functions $f : \mathbb{R}^d \to \mathbb{R}$ vanishing on a neighborhood of 0. Then the following provides a sufficient condition for weak convergence of quasi-infinitely divisible distributions in terms of the characteristic triplets.

**Theorem 6.1.** Let $c : \mathbb{R}^d \to \mathbb{R}^d$ be a continuous representation function. Let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence of quasi-infinitely divisible distributions on $\mathbb{R}^d$ such that $\mu_n$ has characteristic triplet $(A_n, \nu_n, \gamma_n)_c$ for every $n \in \mathbb{N}$ and let $\mu$ be a quasi-infinitely divisible distribution on $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)_c$. Suppose that the following conditions are satisfied.

(i) For all $f \in C_\#$ it holds

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} f(x)\nu_n^\pm(dx) = \int_{\mathbb{R}^d} f(x)\nu^\pm(dx).$$

(ii) If $A_{n,\varepsilon}$ is defined by

$$\langle z, A_{n,\varepsilon}z \rangle = \langle z, Az \rangle + \int_{|x| \leq \varepsilon} \langle z, x \rangle^2 \nu_n^+(dx)$$

for all $n \in \mathbb{N}$ and $\varepsilon > 0$, then

$$\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} |\langle z, A_{n,\varepsilon}z \rangle - \langle z, Az \rangle| = 0 \quad \text{for all } z \in \mathbb{R}^d.$$

(iii) It holds

$$\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} \int_{|x| \leq \varepsilon} |x|^2 \nu_n^-(dx) = 0.$$

(iv) $\gamma_n \to \gamma$ as $n \to \infty$.

Then $\mu_n \xrightarrow{w} \mu$ as $n \to \infty$.

**Proof.** Let $\mu^1$ and $\mu^2$ be infinitely divisible distributions with characteristic triplets $(A, \nu^+, \gamma)_c$ and $(0, \nu^-, 0)_c$ and for $n \in \mathbb{N}$ let $\mu^1_n$ and $\mu^2_n$ be infinitely divisible distributions with characteristic triplets $(A_n, \nu_n^+, \gamma_n)_c$ and $(0, \nu_n^-, 0)_c$, respectively. Then $\mu^2 * \mu = \mu^1$ and $\mu^2_n * \mu_n = \mu^1_n$ for every $n \in \mathbb{N}$. Further, $\mu^1_n \xrightarrow{w} \mu^1$ and $\mu^2_n \xrightarrow{w} \mu^2$ by [31, Thm. 56.1] and hence $\mu_n \xrightarrow{w} \mu$ as $n \to \infty$ which follows by considering characteristic functions.

The next result presents a sufficient condition for a weak limit of quasi-infinitely divisible distributions to be again quasi-infinitely divisible:
Theorem 6.2. Let $c : \mathbb{R}^d \to \mathbb{R}^d$ be a continuous representation function and for $n \in \mathbb{N}$ let $\mu_n$ be a quasi-infinitely divisible distribution on $\mathbb{R}^d$ with characteristic triplet $(A_n, \nu_n, \gamma_n)_c$. Suppose that the sequence $(\mu_n)_{n \in \mathbb{N}}$ converges weakly to some distribution $\mu$ and that there exists a Lévy measure $\sigma$ on $\mathbb{R}^d$ such that

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} f(x) \nu_n^-(dx) = \int_{\mathbb{R}^d} f(x) \sigma(dx)$$

for all $f \in C_\#$ and

$$\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} \int_{|x| \leq \varepsilon} x^2 \nu_n^-(dx) = 0.$$

Then $\mu$ is quasi-infinitely divisible. If we denote its characteristic triplet by $(A, \nu, \gamma)_c$, then $\nu + \sigma$ is a Lévy measure,

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} f(x) \nu_n^+(dx) = \int_{\mathbb{R}^d} f(x) (\nu + \sigma)(dx),$$

$\gamma_n \to \gamma$ as $n \to \infty$ and for $A_n, \varepsilon \in \mathbb{R}^{d \times d}$ defined by

$$\langle z, A_n, \varepsilon z \rangle = \langle z, A z \rangle + \int_{|x| \leq \varepsilon} \langle z, x \rangle^2 \nu_n^+(dx)$$

for all $n \in \mathbb{N}$ and $\varepsilon > 0$ we have

$$\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} |\langle z, A_n, \varepsilon z \rangle - \langle z, A z \rangle| = 0 \quad \text{for all } z \in \mathbb{R}^d.$$

Proof. Let $\mu^1_n$ and $\mu^2_n$ be infinitely divisible distributions with characteristic triplets $(A_n, \nu_n^+, \gamma_n)_c$ and $(0, \nu_n^-, 0)_c$, respectively, and $\mu^2$ be infinitely divisible with characteristic triplet $(0, \sigma, 0)_c$. Then [31 Thm. 56.1] implies $\mu^2_n \overset{w}{\to} \mu^2$, and hence also $\mu^1_n = \mu^2_n \overset{w}{\to} \mu^2 \mu$ as $n \to \infty$. Since $\mu^1_n$ is infinitely divisible for each $n \in \mathbb{N}$, so is $\mu^2 \mu$. If we denote its characteristic triplet by $(A, \eta, \gamma)$, then $\mu$ is quasi infinitely divisible with characteristic triplet $(A, \nu, \gamma)_c$, where $\nu = \eta \delta_0 - \sigma \delta_0$. The other implications now follow from [31 Thm. 56.1].

7 Support properties

For infinitely divisible distributions on $\mathbb{R}$, the boundedness of the support from below can be characterised in terms of the characteristic triplet. More precisely, an infinitely divisible distribution $\mu$ with characteristic triplet $(a, \nu, \gamma)$ has support bounded from below if and only if $a = 0$ and $\nu$ is supported in $[0, \infty)$, c.f. Sato [31 Thm. 24.7]. If $\mu$ is only quasi-infinitely divisible (and not necessarily infinitely divisible), then it was shown in [20 Prop. 5.1] that the following two statements (i) and (ii) are equivalent:

(i) $\mu$ is bounded from below, $\text{supp}(\nu^-) \subset [0, \infty)$ and $\int_{|x| \leq 1} |x| \nu^-(dx) < \infty$.

(ii) $a = 0$, $\text{supp}(\nu^+) \subset [0, \infty)$ and $\int_{|x| \leq 1} |x| \nu^+(dx) < \infty$. 
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Observe that for infinitely divisible distributions we have $\nu^- = 0$ and $\nu^+ = \nu$, so that the above result reduces to the known characterisation for infinitely divisible distributions. Also observe that the condition “$\mu$ is bounded from below” can be rewritten as “there is $b \in \mathbb{R}$ such that $b + \text{supp}(\mu) \subset [0, \infty)$”. Our goal now is to extend this result to higher dimensions, and we will be working immediately with cones rather than only $[0, \infty)^d$.

Following [29, Def. 4.8], by a cone in $\mathbb{R}^d$ we mean a non-empty closed convex subset $K$ of $\mathbb{R}^d$ which is not $\{0\}$, does not contain a straight line through the origin and is such that with $x \in K$ and $\lambda \geq 0$ also $\lambda x \in K$. Observe that this definition is more restrictive than the usual notion of cones in linear algebra, in the sense that we require additionally a cone to be closed, convex, non-trivial and one-sided (the latter being sometimes also called “proper”), but in probability this seems to be more standard and they are the only cones of interest to us. Obviously, $[0, \infty)^d$ is a cone, but there are many other examples.

Coming back to the question when a quasi-infinitely divisible distribution has support contained in a translate of a cone, let us first recall the corresponding results for infinitely divisible distributions; the equivalence of (i) and (iii) below can be found in Skorohod [32, Thm. 21 in §3.3] or Rocha-Arteaga and Sato [29, Thm. 4.11], while the equivalence of (ii) and (iii) is stated in Equation (4.35) of [29]; since the latter equivalence is only given in a remark in [29] we provide a short sketch of the proof for this fact.

**Theorem 7.1.** Let $L = (L_t)_{t \geq 0}$ be a Lévy process in $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)$ (i.e. $\mathcal{L}(L_1)$ has this characteristic triplet) and let $K \subset \mathbb{R}^d$ be a cone. Then the following are equivalent:

(i) $\text{supp}(\mathcal{L}(L_t)) \subset K$ for every $t \geq 0$.

(ii) $\text{supp}(\mathcal{L}(L_t)) \subset K$ for some $t > 0$.

(iii) $A = 0$, $\text{supp}(\nu) \subset K$, $\int_{|x| \leq 1} |x| \nu(dx) < \infty$ and $\gamma^0 \in K$, where $\gamma^0$ is the drift of $\mathcal{L}(L_1)$.

**Sketch of proof of the equivalence of (i) and (ii).** That (i) implies (ii) is clear. For the converse, assume that $\text{supp}(\mathcal{L}(L_t)) \subset K$ for some $t > 0$. Since $\mathcal{L}(L_t) = (\mathcal{L}(L_{t/2}))^{t^2}$ we also have $\text{supp}(\mathcal{L}(L_{t/2})) \subset K$; to see that, suppose there were $y \in \text{supp}(\mathcal{L}(L_{t/2})) \setminus K$. Then also $2y \notin K$ and by the closedness of $K$ there is an open ball $U$ containing $y$ with $U \cap K = \emptyset$, $(U + U) \cap K = \emptyset$ and $P(L_{t/2} \in U) > 0$. Then also $P(L_t \in U + U) > 0$, a contradiction. Hence we have $\text{supp}(L_{t/2}) \subset K$ and iterating this argument we obtain $\text{supp}(\mathcal{L}(L_{2^{-n}t})) \subset K$ for all $n \in \mathbb{N}_0$. Since $K + K \subset K$ and $K$ is closed we conclude $\text{supp}(\mathcal{L}(L_{2^{-n}t})) \subset K$ for all $q, n \in \mathbb{N}_0$. Since $\{q2^{-nt} : q, n \in \mathbb{N}_0\}$ is dense in $[0, \infty)$ we get (i) since $L$ has right-continuous sample paths. □

We also need the following easy lemma for infinitely divisible distributions with existing drift. It is well known, but since we were unable to find a ready reference, we include a short proof.

**Lemma 7.2.** Let $\mu$ be an infinitely divisible distribution on $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)$ such that $\int_{|x| \leq 1} |x| \nu(dx) < \infty$. Then the drift of $\mu$ is an element of $\text{supp}(\mu)$.
Proof. Let $L = (L_t)_{t \geq 0}$ be a Lévy process such that $\mu = \mathcal{L}(L_1)$. By the Lévy–Itô decomposition, we can write $L_t = B_t + \gamma^0 t + \sum_{0 < s \leq t} \Delta L_s$ for each $t \geq 0$, where $B_t = (B_t)_{t \geq 0}$ is a Brownian motion with drift 0 and covariance matrix $A$. $\gamma^0$ denotes the drift of $L$ (i.e., of $\mathcal{L}(L_1)$) and $\Delta L_s$ denotes the jump size of $L$ at $s$. Since the three components are independent and 0 is obviously in the support of both $\mathcal{L}(B_t)$ and of $\mathcal{L}(\sum_{0 < s \leq t} \Delta L_s)$, we conclude that $\gamma^0 t \in \text{supp}(\mathcal{L}(L_t))$ for each $t \geq 0$.

With the aid of Theorem 7.1 and Lemma 7.2, we can now obtain the desired generalisation for multivariate quasi-infinitely divisible distributions that are supported in cones.

**Theorem 7.3.** Let $\mu$ be a quasi-infinitely divisible distribution on $\mathbb{R}^d$ with characteristic triplet $(A, \nu, \gamma)$ and let $K$ be a cone. Then the following statements are equivalent:

(i) $\text{supp}(\mu) \subset b + K$ for some $b \in \mathbb{R}^d$, $\text{supp}(\nu^-) \subset K$ and $\int_{|x| \leq 1} |x| \nu^-(dx) < \infty$.

(ii) $A = 0$, $\text{supp}(\nu^+) \subset K$ and $\int_{|x| \leq 1} |x| \nu^+(dx) < \infty$.

If the equivalent conditions (i) and (ii) are satisfied, then $\text{supp}(\mu) \subset K$ if and only if the drift of $\mu$ lies in $K$.

**Proof.** Let $\mu_1$ and $\mu_2$ be infinitely divisible distributions with characteristic triplets $(A, \nu^+, \gamma)$ and $(0, \nu^-, 0)$, respectively, so that $\mu_1 = \mu * \mu_2$. To show that (i) implies (ii), suppose that $\text{supp}(\mu) \subset b + K$ for some $b \in \mathbb{R}^d$, $\text{supp}(\nu^-) \subset K$ and $\int_{|x| \leq 1} |x| \nu^-(dx) < \infty$. Then $\mu * \delta_{-b}$ is supported in $K$ and denoting the drift of $\mu_2$ by $b_2 := -\int_{|x| \leq 1} x \nu^-(-dx)$, the distribution $\mu_2 * \delta_{-b_2}$ is infinitely divisible with characteristic triplet $(0, \nu^-, -b_2)$ and has drift 0. By Theorem 7.1, $\mu_2 * \delta_{-b_2}$ is supported in $K$ as well, hence also $\mu_2 * \mu * \delta_{-b_2} = \mu_1 * \delta_{-b_2}$ is supported in $K$. Using Theorem 7.1 again, since $\mu_1 * \delta_{-b_2} = \mu_1 * \delta_{-b_2}$ is infinitely divisible with characteristic triplet $(A, \nu^+, \gamma - b - b_2)$, it follows that $A = 0$, $\text{supp}(\nu^+) \subset K$ and $\int_{|x| \leq 1} |x| \nu^+(dx) < \infty$. Moreover, it follows that the drift of $\mu_1 * \delta_{-b_2}$ is an element of $K$, that is,

$$\gamma - b - b_2 - \int_{|x| \leq 1} |x| \nu^+(dx) \in K. \quad (7.1)$$

For the other direction, suppose that (ii) is satisfied and let $b_1 := \gamma - \int_{|x| \leq 1} x \nu^+(dx)$ denote the drift of $\mu_1$. By Theorem 7.1, the infinitely divisible distribution $\mu_1 * \delta_{-b_1}$ is supported in $K$. Using [31] Lem. 24.1, we obtain $\text{supp}(\mu_1) + \text{supp}(\mu) \subset b_1 + \text{supp}(\mu_1 * \delta_{-b_1}) \subset b_1 + K$. Choosing arbitrary elements $u \in \text{supp}(\mu_2)$ and $v \in \text{supp}(\mu_2)$, we conclude

$$-b_1 + u + \text{supp}(\mu) \subset -b_1 + \text{supp}(\mu_2) + \text{supp}(\mu_1) \subset K, \quad (7.2)$$

and similarly $\text{supp}(\mu_2 * \delta_{-b_1} + v) = -b_1 + v + \text{supp}(\mu_2) \subset K$. It follows that $\text{supp}(\mu) \subset b_1 - u + K$ and by Theorem 7.1, since $\mu_2 * \delta_{-b_1} + v$ is infinitely divisible with characteristic triplet $(0, \nu^-, -b_1 + v)$, we have that $\text{supp}(\nu^-) \subset K$ and $\int_{|x| \leq 1} |x| \nu^-(dx) < \infty$.

Now suppose that both (i) and (ii) are satisfied. With the notations above, note that the drift of $\mu$ is $b_1 - b_2$. If $\mu$ is supported in $K$, then in (i) we can choose $b = 0$ and (7.1) implies that $b_1 - b_2 \in K$. Conversely, if the drift $b_1 - b_2$ of $\mu$ is in $K$, then by Lemma 7.2, we can choose $u = b_2$ and observe from (7.2) that $\text{supp}(\mu) \subset K + (b_1 - b_2) \subset K$, finishing the proof. \qed
8 Moments

In this section we study the finiteness of the $h$-moment of quasi-infinitely divisible distributions in the case of a submultiplicative function $h$. Recall that a function $h : \mathbb{R}^d \to \mathbb{R}$ is submultiplicative if it is non-negative and there exists a constant $C > 0$ such that

$$h(x + y) \leq Ch(x)h(y) \quad \text{for all } x, y \in \mathbb{R}^d.$$ 

Given an infinitely divisible distribution $\mu$ and a locally bounded submultiplicative and measurable function $h$ on $\mathbb{R}^d$, $\mu$ has finite $h$-moment if and only if the Lévy measure $\nu$ of $\mu$ restricted to $\{x \in \mathbb{R}^d : |x| > 1\}$ has finite $h$-moment, i.e. $\int_{|x|>1} h(x) \mu(dx) < \infty$ if and only if $\int_{|x|>1} h(x) \nu(dx) < \infty$, see \cite{feller} Thm. 25.3. This does not generalise to quasi-infinitely divisible distributions in the sense that $\int_{\mathbb{R}^d} h(x) \mu(dx) < \infty$ is equivalent to $\int_{|x|>1} h(x) \nu^+(dx) < \infty$ (see Example 8.2 below), but it generalises in the sense that $\int_{|x|>1} h(x) \nu^+(dx) < \infty$ is finite if and only if both $\int_{\mathbb{R}^d} h(x) \mu(dx)$ and $\int_{|x|>1} h(x) \nu^-(dx)$ are finite. For univariate distributions this was shown in \cite{sato} Thm. 6.2. The proof given there easily generalises to multivariate distributions. We have:

**Theorem 8.1.** Let $\mu$ be a quasi-infinitely divisible distribution on $\mathbb{R}^d$ with standard characteristic triplet $(A, \nu, \gamma)$ and let $h : \mathbb{R}^d \to [0, \infty)$ be a submultiplicative, locally bounded and measurable function.

(a) Then $(\nu^+)_{|x| \geq 1}$ has finite $h$-moment if and only if both $\mu$ and $(\nu^-)_{|x| \geq 1}$ have finite $h$-moment, i.e. $\int_{|x|>1} h(x) \nu^+(dx) < \infty$ if and only if $\int_{\mathbb{R}^d} h(x) \mu(dx) + \int_{|x|>1} h(x) \nu^-(dx) < \infty$.

(b) Let $X$ be a random vector in $\mathbb{R}^d$ with distribution $\mu$. Then the following are true:

(i) If $\int_{|x|>1} |x| \nu^+(dx) < \infty$, then the expectation $\mathbb{E}(X)$ of $X$ exists and is given by

$$\mathbb{E}(X) = \gamma + \int_{|x|>1} x \nu(dx) = \gamma_m,$$

which is the center of $\mu$ as defined in Remark 2.9.

(ii) If $\int_{|x|>1} |x|^2 \nu^+(dx) < \infty$, then $X$ has finite second moment and the covariance matrix $\text{Cov}(X) \in \mathbb{R}^{d \times d}$ of $X$ is given by

$$\text{Cov}(X) = A + \int_{\mathbb{R}^d} xx^T \nu(dx).$$

(iii) If $\int_{|x|>1} e^{\langle \alpha, x \rangle} \nu^+(dx) < \infty$ for some $\alpha \in \mathbb{R}^d$, then $\mathbb{E}(e^{\langle \alpha, X \rangle}) < \infty$ and

$$\mathbb{E}(e^{\langle \alpha, X \rangle}) = \exp \left( \langle \alpha, \gamma \rangle + \frac{1}{2} \langle \alpha, A \alpha \rangle + \int_{\mathbb{R}^d} \left( e^{\langle \alpha, x \rangle} - 1 - \langle \alpha, x \rangle \mathbf{1}_{[0,1]}(|x|) \right) \nu(dx) \right).$$

**Proof.** The proof given in \cite{sato} Thm. 6.2 carries over word by word to the multivariate setting. \hfill \Box
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As shown in [20, Ex. 6.3], for univariate quasi-infinitely divisible distributions it is not true that finiteness of \( \int_{\mathbb{R}} h(x) \mu(dx) \) implies finiteness of \( \int_{|x|>1} h(x) \nu^+(dx) \). Let us give another but simpler example of this phenomenon and also remark on the multivariate setting:

**Example 8.2.** (a) Let \( p \in (0, 1/2) \). By Theorem 3.2, the Bernoulli distribution \( b(1, p) \) on \( \mathbb{R} \) is quasi-infinitely divisible with quasi-Lévy measure \( \nu = \sum_{k=1}^{\infty} \left( \frac{-1}{k} \right)^{k+1} \frac{1}{k} \delta_k \). Especially, we obtain \( \nu^+ = \sum_{k=0}^{\infty} \frac{1}{2k+1} \left( \frac{p}{1-p} \right)^{2k+1} \delta_{2k+1} \). Let \( c > -\log \frac{p}{1-p} > 0 \). The function \( g : \mathbb{R} \to \mathbb{R}, x \mapsto e^{cx} \) is submultiplicative and by the monotone convergence theorem it holds

\[
\int_{|x|>1} e^{cx} \nu^+(dx) = \sum_{k=1}^{\infty} \frac{1}{2k+1} \left( \frac{p}{1-p} \right)^{2k+1} e^{(2k+1)c} = \infty,
\]

since \( \frac{p}{1-p} e^c > 1 \). Similarly, \( \int_{|x|>1} e^{cx} \nu^-(dx) = \infty \), although the Bernoulli-distribution \( b(1, p) \) has finite \( g \)-moment.

(b) Let \( p \in (0, 1/2) \) and \( X_1, \ldots, X_d \) be independent \( b(1, p) \)-distributed and define \( X = (X_1, \ldots, X_d)^T \). By Proposition 3.10, \( L(X) \) is a quasi-infinitely divisible distribution on \( \mathbb{R}^d \) whose quasi-Lévy measure \( \tilde{\nu} \) is concentrated on the axes. Let \( c > -\log \frac{p}{1-p} \) and consider the function \( h : \mathbb{R}^d \to [0, \infty) \) given by \( h(x) = e^{(c \mathbf{e}_1, x)} \), where \( \mathbf{e}_1 \) is the first unit vector in \( \mathbb{R}^d \). Then \( h \) is submultiplicative and \( \int_{|x|>1} h(x) \tilde{\nu}^+(dx) = +\infty \) by (a), although \( L(X) \) has bounded support and hence finite \( h \)-moment.
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