Abstract

Understanding the black-box representations in Deep Neural Networks (DNN) is an essential problem in deep learning. In this work, we propose Graph-Based Similarity (GBS) to measure the similarity of layer features. Contrary to previous works that compute the similarity directly on the feature maps, GBS measures the correlation based on the graph constructed with hidden layer outputs. By treating each input sample as a node and the corresponding layer output similarity as edges, we construct the graph of DNN representations for each layer. The similarity between graphs of layers identifies the correspondences between representations of models trained in different datasets and initializations. We demonstrate and prove the invariance property of GBS, including invariance to orthogonal transformation and invariance to isotropic scaling, and compare GBS with CKA. GBS shows state-of-the-art performance in reflecting the similarity and provides insights on explaining the adversarial sample behavior on the hidden layer space.

1. Introduction

It is indisputable that DNN has achieved the most advanced performance in the fields like computer vision [33], natural language processing [4], etc. In most machine learning tasks, a Deep Neural Network (DNN) learns feature representations end to end. Despite great success, how to understand and characterize the presentations DNN learns from data is still under-explored [21]. The understanding and interpretation of DNN representations can help to determine whether a learned DNN is applicable to various domains and the transferability to a new problem [57]. We can also compare models with the same structure trained on different data, or different structures and training strategies, to unveil what causes the model to behave differently.

Recent studies reveal the difference in the representations of models with different structures by comparing their similarities. Raghu et al. [31] analyzed the internal representation structure of the most advanced vision models, including vision transformer [9], ResNet [18], and MLP-Mixer [41]. Nguyen et al. [28] analyzed the effect of architecture depth and width on learned representations. The similarity index they used is Centred Kernel Alignment [6, 21] (CKA), which has been thought [21] the best similarity measurement among all the other similarity indexes. Kornblith et al. [21] discussed the invariance properties of similarity indexes, including invariance to Invertible Linear Transformation (ILT), Invariance to Orthogonal Transformation (OT), and invariance to Isotropic Scaling (IS). They also proved that CKA is better than other indexes through a sanity check, i.e., using the similarity index to identify the corresponding layer of models of different initialization trained with the same structure and dataset. The layers at the same depth should have the highest similarity index.

In this work, we aim to develop a method to measure the similarity between different DNN representations. Inspired by the works of graphs in network topology modeling [44] and the graph-based knowledge embedding [51], we propose Graph-Based Similarity (GBS), which measures the representation similarity based on the graph of the layer features. Specifically, a batch of samples with a balanced distribution of labels are fed into the target model to obtain the features of each layer, then we calculate the cosine similarity of each layer with respect to its feature map of different inputs. The cosine similarity result is used to construct the adjacent matrix, where each input is the node and the corresponding similarity is the edge weight. In this way, the learned representations of different categories are fully expressed in the graph, while hidden layer features of different shapes can also be compared since the graph shape is only related to the input batch size.

Through experiments, we observed that GBS provides a meaningful correspondence index between layers of the same model and different models, across different datasets. We further show that GBS is empirically a better similarity

\footnote{Code at: https://github.com/implicitDeclaration/similarity}
index compared with CKA. The pathology of a learned network is reflected in the similarity matrix of different layers. We also observed that adversarial samples greatly affect the hidden layer representations, especially in the deep layers.

Our contribution are summarized as follows:

1. We propose Graph-Based Similarity (GBS) as a DNN representation similarity index to identify the correspondence across DNN representation. GBS is invariant to orthogonal transformation and isotropic scaling but not invertible linear transformation.

2. We show that GBS is a good index to determine the correspondence between the hidden layers of different depth, width, and with different tasks. It outperforms CKA in the sanity check of finding the corresponding layer of the same structural model.

3. We demonstrate that GBS can be used to reveal the pathology of networks and provides insights for understanding the adversarial sample’s behavior in the hidden layer space.

The rest of paper is organized as follows. Sec. 2 presents the related work, including other similarity indexes, how to identify a good similarity index, and related works on interpreting DNN representations. Sec. 4 introduces how GBS works and provides proof of the invariance property of GBS. Sec. 5 gives the experimental setup and results. Sec. 6 concludes the paper and Sec. 7 describes future works.

2. Related Works

Recent works proposed many similarity indexes and what attributes a good index should have. There are also works dedicated to interpreting DNN representations and adversarial attacks in a way other than similarity index.

2.1. Similarity Index

Raghu et al. [30] proposed Singular Vector Canonical Correlation Analysis (SVCCA) for comparing two representations. They defined a neuron as a vector in $R^m$ over a dataset with $m$ examples. A layer consisting of multiple neurons can be considered as the subspace $l$ of $R^m$ spanned by its neurons. SVCCA takes two sets of neurons $l_1$ and $l_2$ as input, and performs a singular value decomposition of each subspace to get sub-subspaces $l'_1$ and $l'_2$. Then SVCCA computes the Canonical Correlation similarity [15] of the obtained sub-subspaces. The output of CCA is a set of coefficients corresponding to vectors of the SVD result. Morcos et al. [27] further improved the CCA method. They argued that SVCCA suffers from not effectively distinguishing between the signal and the noise in the representation since SVCCA implicitly assumes that all CCA coefficients are equally important. Morcos et al. showed that the coefficients and their corresponding vectors may be noise. They addressed the problem by replacing the mean with a weighted mean.

Kornblith et al. [21] analyzed different similarity indexes and concluded that CKA [6] is a better similarity index compared with CCA based indexes. They argued that the similarity index should be invariant to orthogonal transformation and isotropic scaling, but not invertible linear transformation. Because neither CCA nor other statistics that are invariant to ILT can give a meaningful similarity measurement between representations that have higher dimensions than data points.

Tang et al. [40] proposed that a DNN model representation should contain both feature vectors and gradients. They use two kernel matrices for the feature and gradient, respectively, and combine them using the Hadamard product.

2.2. How to identify a good similarity indicator?

As argued by Kornblith et al. [21], similarity should be invariant to OT and IS but not ILT. A similarity index $s$ is invariant to ILT if $s(X, Y) = s(XA, YB)$ for any full rank $A$ and $B$, where $X$ and $Y$ denote the activation outputs. ILT indicates that the scale of directions in activation space is irrelevant to the index. As mentioned and proved in [21], if a similarity index is invariant to ILT, it will give the same result for any representation of width greater than or equal to the dataset size. This situation widely exists in convolutional networks [24,38]. The training of a DNN is either invariant to ILT, which is demonstrated by the popularity of batch normalization [20]. Invariance to OT is a weaker requirement compared with ILT. Invariant to OT means $s(X, Y) = s(XU, YV)$ for any full-rank orthonormal matrices $U$ and $V$. It implies that the index is invariant to permutation, which is necessary considering the symmetries of neural networks [29]. Invariant to IS asks for $s(X, Y) = s(\alpha X, \beta Y)$ for any $\alpha, \beta \in \mathbb{R}^+$, i.e., the index is not affected by rescaling of individual features. We refer interested readers to [21] for more details. Tang et al. [40] gave three empirical indicators when comparing different similarity indexes. The factors they considered include model structure, initialization, datasets, the choice of layer, and the number of categories in the task. They argued that under the same other conditions, a good method should assign a higher similarity score for 1) models trained on the same dataset than trained on different datasets; 2) models trained on the similar datasets (CIFAR10 and CIFAR100) than trained on not similar datasets (CIFAR10 and SVHN); 3) models trained with the same number of categories than trained with the different number of categories.

We show the invariant property of GBS in Sec. 4 and prove that GBS is empirically a better similarity measurement in Sec. 4.
2.3. Interpreting DNN Representations

In addition to seeking for a similarity index, previous works also explored other ways to interpret DNN representations \([7][26][27][43]\), e.g., visualizing the hidden layer representations \([34][35]\), reasoning explanation \([11][14]\), and gradient-based attribution methods \([2][35]\). Visualization-based interpretation \([45]\) aims to explain the model decision by depicting the correlation between input space to the final output. In other words, it finds the area in the input images that determines the DNN decisions. The area is supposed to contain the target object while excluding the background. Ge et al. \([11]\) provided new insight on interpreting the model decision by their visual reasoning explanation framework (VRX). VRX uses high-level category-specific visual concepts to decompose the input object. It gives an understanding of the model inference process by demonstrating the structural relationships between these visual concepts.

Compared with other interpreting methods, a similarity index focusing on the model level comparison, instead of a single input image. Though a similarity index is not as intuitive as a visualized result, we can still obtain valuable information by further analysis \([28][31]\).

2.4. Explaining Adversarial Attacks

In this work we use GBS to reveal how adversarial samples affect the DNN representation. For an image classification model, adversarial sample is a kind of images that added with human imperceptible perturbations, that can deceive the classifier \([39]\). Previous works proposed explanations for adversarial samples, such as the linear nature of the DNN model \([13]\) and the features of datasets \([19]\), but there is a lack of consensus on the explanation \([1]\). Many recent works explain adversarial samples in different perspectives. Zhang et al. \([47]\) proposed to understand adversarial samples by disentangling the clean images and adversarial perturbations. They argued that for an example generated by universal adversarial attacks, the perturbation has the dominant feature. Zhang et al. \([48]\) explain the adversarial robustness with neuron sensitivity. They argue that sensitive neurons make the most non-trivial contributions to the misclassification of adversarial samples. Guo et al. \([15]\) found that the transferability of adversarial samples can be enhanced by improving the linearity of DNNs. In this work, we analyze the adversarial sample behavior in the internal representation of DNN using GBS.

3. Method

As shown in Fig. 1, GBS requires a batch of samples to obtain the hidden layer representations. After that, representations of a layer are embedded in a graph, then we compare the similarity between graphs as the similarity of layer representations.

3.1. Graph-Based Similarity

Given a set of inputs \(\mathcal{X} = \{x_1, x_2, \ldots, x_N\}\) where \(N\) represents the number of inputs derived from the dataset, we feed them into the target model with fixed parameters to obtain neural network hidden representations \(F_i \in \mathbb{R}^{N \times C_i \times W_i \times H_i}\), \(i = 1, \ldots, L\), where \(L\) is the number of layers, \(C_i\) is the number of channels in \(i\)-th layer, and \(W_i\) and \(H_i\) are width and height of feature maps in \(i\)-th layer, respectively. Note that we treat a building block containing multiple convolutional layers as a layer for ResNet \([18]\) and treat a single convolutional layer as a layer for VG-GNet \([36]\). Then we reshape the obtained representation to reduce its dimension, i.e., \(\mathbb{R}^{N \times C_i \times W_i \times H_i} \rightarrow \mathbb{R}^{N \times M_i}\), where \(M_i = C_i \times W_i \times H_i\).

For \(i\)th layer of the target model, the network hidden representations \(F_i^N\) of inputs \(\mathcal{X}\) is \(F_i^N = \{F_i^1, F_i^2, \ldots, F_i^N\}\). Since a useful DNN learns from data, starting from random weights and modifying its weights according to the data and
the similarity is calculated by

\[ e_{nm} = \frac{F^n_i \cdot F^m_i}{\|F^n_i\|_2 \cdot \|F^m_i\|_2}, \]

which is widely used to quantify the similarity between two non-zero vectors \( v \).

The number of nodes in \( G_i \) is determined by the number of inputs \( N \), which is independent of the feature map size of the layer. Then we obtain the similarity of layer \( i \) and layer \( j \) by computing the similarity \( S_{ij} \) between \( G_i \) and \( G_j \). Layer \( i \) and layer \( j \) can be any of the different models or layers at different depths of the same model. We use Layer Similarity [49] (LSim) to calculate the similarity between layers. LSim are proposed to measure the similarity between layers of complex and multiplex network. Assume the adjacent matrix of \( G_i \) and \( G_j \) are \( A_i \) and \( A_j \), respectively, the similarity is calculated by

\[ S_{ij} = \frac{1}{N} \sum_{k=1}^{N} f_{\cos}(A_{i,k}, A_{j,k}), \]

where \( A_{i,k} \) is the row vector of \( A_i \) and \( f_{\cos}(\cdot) \) is the cosine similarity between two vectors, which is

\[ f_{\cos}(D_1, D_2) = \frac{D_1 \cdot D_2}{\|D_1\|_2 \cdot \|D_2\|_2}. \]

However, when \( N \) is large, a fully connected graph will induce noise to the similarity result, since many irrelevant nodes are also connected. To obtain a better result, we only connect the top \( k \) nodes (\( k \) equals to the degree of the graph) with the highest similarity at the step of graph construction.

### 3.2. Invariance Property of GBS

GBS first constructs the representation graph, then calculates the similarity between graphs. The graph \( G = (V, E) \) is defined by its nodes and edges. In Eq. (2), we use an adjacent matrix to calculate the similarity, which is related to the number of nodes \( N \) and the edge weights. \( N \) only depends on the number of inputs that is irrelevant to the transformations on representations. Thus edge weights are the only factor that affects GBS. In the step of constructing graphs, edge weights are computed by Eq. (1).

GBS is invariant to OT and IS but not ILT. The edge weight after ILT is

\[ ILT(e_{nm}) = \frac{A F^n_i \cdot F^m_i}{\|A F^n_i\|_2 \cdot \|F^m_i\|_2} \neq e_{nm}, \]

where \( A \) is an arbitrary full rank matrix with the same size of \( F \).

According to the definition of OT, it preserves a symmetric inner product, i.e., preserving lengths of vectors and angles between vectors. For two vectors \( u \) and \( v \), we have

\[ \|OT(v)\| = \|v\| < u, v > \leq < OT(u), OT(v) >. \]

The edges are weighted with cosine similarity using Eq. (1), which is only relevant to the angles between the two vectors. Since OT does not change the angles between vectors, GBS is invariant to OT.

IS is the rescaling of representations, i.e., the same scales are applied to each dimension. After IS, a vector \( v \) can be expressed as \( \alpha v \), where \( \alpha \in \mathbb{R}^+ \). The weight of the edge between two nodes becomes

\[ IS(e_{nm}) = \frac{\alpha F^n_i \cdot F^m_i}{\|\alpha F^n_i\|_2 \cdot \|F^m_i\|_2} = e_{nm}. \]

Since the graph edges are not affected by IS, GBS is invariant to IS.

### 3.3. Extensibility of GBS

In our work, we adopt LSim to measure the similarity of graphs that correspond to interval representations. There are other graph similarity measurements in addition to LSim, e.g., degree correlation [3].

The degree of a node is defined as the number of edges connected to it. Assume there is \( \alpha = 1, 2, ..., N \) nodes in layer \( i \) and the degree of node \( \alpha \) is \( k^{i}_{\alpha} \). The degrees of the same node in different layers can be correlated and reflects the corresponding representation similarity between the two layers. Assume the degree sequence of layer \( i \) is \( k^i \), which is a \( 1 \times N \) vector, then we can use correlations like Pearson. For example, the Pearson correlation of layer \( i \) and \( j \) using degree sequence is

\[ \rho_{i,j} = \frac{E[(k^i - \mu_i)(k^j - \mu_j)]}{\sigma_i \sigma_j}, \]

where \( \mu_i \) is the mean value of \( k^i \) and \( \sigma_i \) is the variance of \( k^i \). Note that Kendall and Spearman correlation are not applicable here since they converts the original degrees into their corresponding ranks. The ranks are all the same in \( k^i \).

We use LSim since it shows a good result in the preliminary experiments. We show the result of using other correlation indexes in the appendix.
4. Experiments

We show that GBS is an informative similarity index in this section and compare GBS with CKA. By the ablation analysis and a sanity check, we demonstrate that GBS is robust to the choice of graph size and degree. Then we show the similarity of all the layers in the same model trained with different datasets. The similarity of the representation between layers reflects its structural information. We further show the layer similarity of different initialization and datasets. Finally, we show the behavior in the feature space when adversarial sample transfer to different models using GBS.

4.1. Experimental Settings

We conduct our experiments on CIFAR10, CIFAR100 [22], and ImageNet [8]. The three datasets contain 10, 100, and 1000 categories of images, respectively. The images size of CIFAR10 and CIFAR100 is $32 \times 32$ while ImageNet is $224 \times 224$. The networks we use are VGGNet [36] and ResNet [18].

4.2. Ablation Analysis and Sanity Check

Our ablation analysis focus on the influence of 1) the number of inputs (graph size) and 2) the number of connected nodes (degree of the graph). We use a sanity check to evaluate the performance of GBS, which is also adopted in the work of Kornblith et al. [21]. Specifically, given a pair of architecturally identical models trained with the same dataset but different random initialization, the similarity index should assign the highest score for the architecturally corresponding layers. We use ten ResNet18 and VGGNet16 of different initialization trained on CIFAR10, and compute the average accuracy over all the layers. The initialization utilizes Kaiming normalization [17] with ten different random seeds. The accuracy of all trained models is above 92%.

Given the intuition that an adequate number of nodes is beneficial to obtain a good similarity, we start with analyzing the influence of degree under a fixed number of nodes (500). The 500 samples are randomly selected from the dataset that has a balanced label distribution. The result is shown in Fig. 2. The degree value varies from 1 to 10. It shows that the degree of the generated graph has little impact on finding the layer correspondence. Even when the degree is set to 1, the accuracy only drops less than 6% compared with the degree set to 10. Considering the computational cost, we set the degree to 5, i.e., only connect the top 5 most correlated nodes in the graph.

Then we evaluate the performance of GBS with the graph size (number of nodes in the graph) varies from 5 to 500. Note that the number of categories of CIFAR10 is 10. When the graph size is set to 5, i.e., less than the number of categories of CIFAR10, GBS still achieves accuracy over 61.0% and 84.4% on VGGNet16 and ResNet18, respectively. When the graph size is greater than 50, the accuracy does not change with it basically.

In summary, the ablation analysis indicates that GBS is robust to the choice of graph size and degree. A large number of nodes (input batch size) and large degree values slightly help increase the performance of GBS. However, considering the computational cost, excessively large number of nodes and large degree values are unnecessary.

We also compare CKA and GBS in Fig. 2. CKA uses a linear kernel and the input batch is set to 500, as suggested in [21] that RBF and linear kernels give similar results across most experiments. The dash lines denote the accuracy of CKA. We find that GBS outperforms CKA in identifying the correspondence of complex CNNs, like VGGNet and ResNet.

4.3. Similarity of Model Layers

GBS reveals the pathology in neural network representations. As shown in Fig. 3 we use the confusion matrix to demonstrate the similarity of different layers within a model, where the x-axis and y-axis represent layers of the model. The models in Fig. 3 are trained on CIFAR10, we also provide the results of CIFAR100 and ImageNet in the supplementary material. The detailed model structure of VGGNets and ResNets used in the experiment are shown in the supplementary material.
For both VGGNets and ResNets, the grid in the confusion matrix exactly corresponds to the size and depth of the block in the model, i.e., the similarity of layers inside the same block is higher than layers in different blocks. Within a grid, the color gradually darkens with the diagonal as the center, which means inside the same block, the greater the distance between layers, the lower the similarity. Because within a block, DNN extracts more abstract features layer by layer [46], the similarity gradually decreases accordingly. The residual connections deliver the features of different depth between the entry of blocks, making the representations of the current block significantly different from the post block.

Even if trained on the same dataset, ResNet of different structures learns different representations. Block size has a significant effect on the learned representations. We compare the similarity between the first layers of each block of ResNets, as shown in Fig. 4. In shallow blocks, models with approximate size have more similar representations. However, as the layer goes deeper, the difference of learned representations grows, making the deep features different.

### 4.4. Similarity of Independently Trained Models

With the same model structure and dataset, initialization of different distributions mainly affects the learned representations in deep layers. A good weight initialization makes the output of the convolution and the gradient of the forward pass stable when propagating forward or backward. We evaluate two kinds of most widely used initialization, i.e., Kaiming initialization [17] and Xavier initialization [18]. Xavier initialization assumes that the activation function is linear, e.g. Tanh activation function. It argued that, to avoid the degeneration of gradients, the output value of each layer should maintain a Gaussian distribution. It set

---

**Table 1. VGGNets Configuration.**

| VGG11 | VGG13 | VGG16 | VGG19 |
|-------|-------|-------|-------|
| conv3-64 | conv3-64 x 2 | conv3-64 x 2 | conv3-64 x 2 |
| conv3-128 | conv3-128 x 2 | conv3-128 x 2 | conv3-128 x 2 |
| conv3-256 x 2 | conv3-256 x 2 | conv3-256 x 3 | conv3-256 x 2 |
| conv3-512 x 2 | conv3-512 x 2 | conv3-512 x 3 | conv3-512 x 2 |

Figure 3. The similarity between the layers of VGGNets and ResNets on CIFAR10.

Figure 4. The similarity between the blocks of different ResNets on CIFAR10. There are totally 4 blocks in ResNet, Block1 to Block4 are ordered from shallow to deep.
the biases to be 0 and the weights $W_{ij}$ with

$$W_{ij} \sim U[-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}],$$

(8)

where $U[-a, a]$ is the uniform distribution in the interval $(-a, a)$ and $n$ is the size of the previous layer. Kaiming initialization argued that since most DNNs are constructed with non-linear activation functions, e.g., ReLu activation function, the assumption in Xavier initialization is invalid. In this case, the initialization of weights should be a zero-mean Gaussian distribution whose standard deviation is $\frac{\sqrt{2}}{n}$. Specifically, there are four initialization methods in the experiment, including Kaiming Normal, Kaiming Uniform, Xavier Normal, and Xavier Constant, as shown in Fig. 5. Though Block 1 shows a high similarity between all kinds of distributions, the remaining blocks are different from each other, and the similarity can be as low as 0.64. It indicates that deep layers learn different representations under the initialization of different distributions.

### 4.5. Adversarial Samples in Hidden Layer Representation

To analyze whether the internal representations are similar when the attack transfers to different models, we generate adversarial attacks with one model and attack other models with the same batch of samples. The models used here are VGGNets of different initialization. We use `advertorch` package to generate untargeted adversarial samples for the VGGNet16 model trained on CIFAR10. The adversarial attacks include Fast Gradient Sign Method [13] (FGSM), Carlini & Wagner Attack [5] (CW), Basic Iterative Method [23] (BIM), and Project Gradient Descent [25] (PGD). All the attacks use the default parameters and the attack success rates of PGD, BIM, FGSM, and CW for the original model are 56%, 50%, 41%, and 54%, respectively. The batch size is set to 100. As shown in Fig. 6a, compared with the normal samples, all attacks show that the similarity decreases with the increase of depth. When the same batch of normal samples are fed into other models, as shown in Fig. 6b, the representations show relatively high similarity at all depths. However, when fed with the same batch of adversarial samples, the adversarial samples successfully fool them with different representations activated in the other three models. It indicates that the transferability of adversarial samples is not because the same features are activated.

We show the similarity between different types of adversarial examples in the feature space, as shown in Fig. 7. We calculate the similarity between different adversarial attacks every 3 layers in VGGNet16. Targeted attacks and untargeted attacks are compared, and the similarity is calculated using cosine similarity.
Figure 6. Representation similarity of adversarial samples transferring to different models. In (a), the similarity is calculated with the same original model that input normal samples. In (b), (c), and (d), the similarity are calculated with the layer of other models and the corresponding layer in the original model.

Figure 7. The similarity of different adversarial attacks.

5. Conclusion

In this paper, we propose Graph-Based Similarity (GBS) to measure the similarity between representations of DNN. GBS can identify the correspondence of representations across hidden layers of different sizes and depths. We prove that GBS is a better similarity index than CKA through a sanity check. It is robust to changes in graph size and degree. By using GBS, we find that the similarity between representations within a model mainly depends on the depth and its architecture, e.g., repeated blocks and residual connections. GBS also reveals that models of different initialization learn different representations, especially in the deep layers. We compared the similarity of representations when the same batch of adversarial samples migrated to different models, and found that the same adversarial samples activated different features in different models. The similarity between representations of untargeted adversarial attacks is higher than that of targeted attacks.
6. Future Works

In the future, we will explore the application of GBS in other deep learning techniques, such as model quantification and adversarial training. We will also apply it to other domains, like natural language processing.
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