On Conditioning the Input Noise for Controlled Image Generation with Diffusion Models
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Abstract

Conditional image generation has paved the way for several breakthroughs in image editing, generating stock photos and 3-D object generation. This continues to be a significant area of interest with the rise of new state-of-the-art methods that are based on diffusion models. However, diffusion models provide very little control over the generated image, which led to subsequent works exploring techniques like classifier guidance, that provides a way to trade off diversity with fidelity. In this work, we explore techniques to condition diffusion models with carefully crafted input noise artifacts. This allows generation of images conditioned on semantic attributes. This is different from existing approaches that input Gaussian noise and further introduce conditioning at the diffusion model’s inference step. Our experiments over several examples and conditional settings show the potential of our approach.

1. Introduction

Deep Networks have resulted in significant breakthroughs over the recent times. Among the varied use cases, AI-powered creative content generation garners a lot of interest from a diverse set of stakeholders, right from artists to researchers. They have not only helped in speeding up the creation process but also in uncovering visual patterns beyond human imagination. The market for generative art is now worth millions of dollars which continues to grow with ongoing developments in NFTs and Metaverse.

Generative Adversarial Networks (GANs) have been at the forefront of numerous image generation tasks ever since their inception in the seminal work [8]. Over the past few years, they have outgrown their intended purpose of image synthesis and are now being used for specialized problems like image editing [15, 19], virtual try-on [2, 7, 13], or even making a pizza [10]. Additionally, variants of GANs are able to explicitly control the class and features of the synthesized image. This, in formal parlance, is referred to as “Conditional Image Generation”. Methods in literature have proposed several such approaches, for instance, [17, 18] explored conditional image generation using class as condition, for example, [12] explored image-to-image translations, [5] did style transfer, [14] did image super resolution.

Alternatively, recent works have shown a far superior generation with diffusion models. They are a family of models which learn image generation by first progressively noising the image, slowly wiping out details till it becomes pure noise, and then training the model to iteratively reverse this noising process. To generate images after training, diffusion models start with a Gaussian noise and apply their iterative denoising process until a clean image is produced. Diffusion models have several important advantages over existing model families: GAN-level sample quality without adversarial training, analytic tractability and flexible model conditioning.
architecture. Albeit the efficacy, the use of diffusion models for image synthesis is still fairly new, and unlike GANs, they don’t offer much control over generation. In this work, we discuss controllability in the context of Diffusion Models. Recent works [1] and [16] propose the use of specific guidance functions on a pre-trained diffusion model to increase the control. More precisely, they take the output at each generation step, apply their guidance function to it and repeat this process iteratively through all the generation steps, thus imposing conditioning on the final output image by conditioning the output sample at each image generation step. Looking at it differently, we explore the problem of controlling the diffusion model output by only controlling its input noise. In other words, we intend to create a specialized noise which offers some control in itself and does not require further guidance at each generation step. Our initial experiments over multiple image classes and conditions reinforce our intuition that conditioning input noise can lead to better control over localization and saliency.

2. Denoising Diffusion Probabilistic Models

In this section, we provide a brief overview of DDPMs [11], which we use for the purpose of our approach. On a high level, DDMPs work by progressively degrading the image \( x \) for \( T \) time steps with Gaussian noise and then training a neural network to reverse the gradual noising process. During sampling, the model synthesizes data from pure noise using the learnt denoising process. In particular, sampling starts with noise \( x_T \) and produces gradually less-noisy samples \( x_{T-1}, x_{T-2}, \cdots \) until reaching a final sample \( x_0 \).

The forward noising process \( q \) at each iteration step is given as:

\[
q(x_t|x_{t-1}) = N(x_t; \sqrt{1 - \beta_t}x_{t-1}, \beta_t I) \tag{1}
\]

where \( I \) is the Identity Matrix and \( \beta_t \) is the constant defining the schedule of added noise.

[11] describes an \( \alpha_t = 1 - \beta_t, \bar{\alpha}_t = \prod_{i=0}^{t} \alpha_i, \) and then sampling at an arbitrary timestep \( t \) as:

\[
q(x_t|x_0) = N(x_t; \sqrt{\bar{\alpha}_t}x_0, (1 - \bar{\alpha}_t)I) \tag{2}
\]

which is then reparametrized as:

\[
x_t = \sqrt{\bar{\alpha}_t}x_0 + (1 - \bar{\alpha}_t)\epsilon, \epsilon \sim N(0, I) \tag{3}
\]

The reverse process \( p \), parameterized by a \( \theta \) is thus given as:

\[
p_{\theta}(x_{t-1}|x_t) = N(x_{t-1}; \mu_{\theta}(x_t, t), \sigma_{\theta}^2(x_t, t)) \tag{4}
\]

Further, it is shown in [11] that \( x_{t-1} \) can be predicted from \( x_t \) as:

\[
x_{t-1} = \frac{1}{\sqrt{\alpha_t}}(x_t - \frac{1 - \alpha_t}{\sqrt{1 - \bar{\alpha}_t}}\epsilon_{\theta}(x_t, t)) + \sigma_{\theta}z, z \sim N(0, I) \tag{5}
\]

Note that the parametrized \( \epsilon_{\theta} \)'s is the network learnt for denoising. [4] uses a UNet [20] for the above. Fig. 2 (Row-2) visualizes the outputs over different diffusion model timesteps at inference.

3. Guiding the Input Noise for Conditional Generation

From Fig.1(a), we can visualize the default input noise that is passed through the DDPMs. In this section, we discuss our technique to condition the input noise and show how it leads to control over image generation in diffusion models. We begin by describing the characteristics of our noise.

![Figure 2. Visualization of Diffusion Model generation with Random Noise (Row-1) and Ours (Row-2). Note that our noise includes salient regions than being completely random as Row-1.](image)

3.1. Object Saliently Noise Guidance

In contrast to the completely random noise used in diffusion models, we propose the use of a noise which attends to salient regions representing the object. This noise can be visualised in Fig 1(b). Note that the noise in this example is generated for the input image of a “peacock”. We clearly see that this modified noise captures the saliency and orientation of regions where the peacock exists. We show that when this noise is supplied to the diffusion model, it generates an image with the same localization and orientation as the noise, thus conditioning the output by conditioning the noise.

With the above motivation, we intend the generated noise to conform to the following characteristics:

**Salient Regions.** As discussed earlier, the noise should attend to the salient regions and guide the localization/orientation in the generated image.
Figure 3. Results of Image Generation using Object Saliency Noise. We observe the Diffusion Model to output images in the constrained orientation for multiple classes.

**Same Range of Input Values.** As we don’t re-train the diffusion model, we seek a noise which follows the same input space as comprehensible by the diffusion model. To be precise, diffusion model starts with a random Gaussian noise \( \mathcal{N}(0, I) \) and updates using Eq. 5 subsequently.

3.2. Inverting Gradients for Noise Generation

We propose the use of Inverting Gradients (IG) [6] to obtain a noise with the above characteristics. IG begins with a random Gaussian noise and iteratively updates it to re-generate the real image. The image-space update of the intermediate image \( x_T \) at each step happens such that the gradient of \( x_T \) is similar to the gradient of the desired real image \( I_R \).

More formally, let \( x^* \) be the original real image that needs to be recreated, \( y \) be its true class and \( L_\theta(x^*, y) \) be the loss of the network’s prediction for \( x^* \) under the parameters \( \theta \). For the sake of simplicity, the optimization problem for IG can be given as:

\[
\arg\min_x 1 - \frac{\langle \nabla_\theta L_\theta(x, y), \nabla_\theta L_\theta((x^*, y)) \rangle}{\| \nabla_\theta L_\theta((x, y)) \| \| \nabla_\theta L_\theta((x^*, y)) \|}
\] (6)

Thus, we find an image \( x \) whose gradients have the maximum possible cosine similarity with the gradients of our desired image \( x^* \). In other words, we successively update the intermediate \( x_T \) according to the optimization problem mentioned in Eq 6. Fig. 5 (Col-1) shows the progression of noise over steps. Note that, since we intend to use the input noise merely for localization, we choose the noisy samples from intermediate steps rather than the final generated image. We now discuss how the intermediate outputs of IG [6] suit our purpose:

**IG maintains Salient Regions.** IG [6] updates the noise by comparing the gradients of the generated image and the desired image. As gradients most likely account for the salient regions, we can inherently believe this comparison step largely involves updating noise around the salient regions. Hence, conforming to the first desired characteristic.

**IG has similar range of input values.** IG [6] begins with a Random Gaussian \( \sim \mathcal{N}(0, I) \) and updates it for generation, thus intuitively, this finds similarities to Eq. 5, wherein DDPMs [4, 11] also updates the random noise based on an optimization. We hence hypothesize the intermediate IG outputs to be a comprehensible input for diffusion models. These claims find support in our results.

**Algorithm 1 Generation Using Object Saliency Noise**

**Require:** Classifier loss function \( L_\theta \), IG model \( I \), inverting steps \( k \), diffusion model \( D_\phi \), localisation guiding image \( x^* \), ground truth class \( y \), target class \( t \)

\[
\begin{align*}
\text{grad} & \leftarrow \nabla_\theta L_\theta(x^*, y) \\
x & \leftarrow I(L_\theta, \text{grad}, y, k) \\
x' & \leftarrow x' - \mu \\
\text{out} & \leftarrow D_\phi(x', t) \\
\text{return out}
\end{align*}
\]

4. Experiments and Analysis

We begin this section by defining the baseline models and later present our results. For the initial noise modification, we use the Inverting Gradients [6] method that has been trained on ImageNet [3] with ResNet18 architecture.
Figure 4. Outputs after manipulating input noise: (a) 90 degree rotation, (b) Horizontal flipping. Note the orientation of generated images change accordingly with the rotation, flip.

Figure 5. Effect of sampling outputs over different steps of IG. Col-1 visualizes IG outputs over steps- 0, 1000, 5000 steps. We clearly see the initial IG output- 0 step lacks localization, whereas the localisation provided by 1000 step is not as sound as in 5000 step.

We run this method for \( k \in \{1000, 3000, 5000\} \) steps and further show its influence on generation in Fig. 5. In the next step of image generation, we use a pre-trained class-conditioned DDPM model [4] that generates images of size 128x128 and has also been trained on ImageNet.

4.1. Results

This section includes our image generation results. We broadly demonstrate two instances of discussions.

Generation across multiple classes. Fig. 3 shows the generation results over multiple classes and with different samples of input noise (see (a), (b)). We can clearly see that using the same input noise we can generate orientation/saliency conditioned images across multiple classes.

Generation across noise manipulations. In this experiment, we manipulate the noise with rotation, flipping and observe the results. We can see the changes in noise structurally influence the changes in diffusion model outputs.

4.2. Sampling from different steps of IG

Fig. 5 (Col-1) shows the intermediate step images generated in Inverting Gradients. As we discussed, our approach needs a noise that attends well to the object while maintaining the orientation. Therefore, in Fig. 5, we also see that the generation significantly improves for 5000 steps over 1000 steps. This is primarily because the noise of 1000 steps has a poor localization in comparison to noise of 5000 steps.

4.3. Conclusion and Future Work

In this work, we explore the idea of controlling diffusion model output by creating a specialized form of noise, which we call Object Saliency Noise. Our results support this proposition and as part of our future work, we plan the following:

• To benefit from the localization, we can also use several other ways in current literature such as [9, 21] to obtain the diffusion model inputs. Thus, as part of our first efforts in this direction, we tried using Saliency maps obtained by channel averaging ResNet Features Maps as in [21] and Gradient Maps obtained by FGSM [9]. Fig 6 includes these results. We note that the one difference between these methods and IG might be that the former may not have similar range of input values as diffusion models because of their definition. We plan to study this exhaustively.

• One key observation from the results in the paper is that the background of the image is often inhibited. Thus, as our future work, we plan to study this nuance of Object Saliency Noise to potentially generate background free noise.
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