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Abstract: Improvements in energy resolution of modern positron emission tomography (PET) detectors have created opportunities to implement energy-based scatter correction algorithms. Here, we use the energy information of auxiliary windows to estimate the scatter component. Our method is directly implemented in an iterative reconstruction algorithm, generating a scatter-corrected image without the need for sinograms. The purpose was to implement a fast energy-based scatter correction method on list-mode PET data, when it was not possible to use an attenuation map as a practical approach for the scatter degradation. The proposed method was evaluated using Monte Carlo simulations of various digital phantoms. It accurately estimated the scatter fraction distribution, and improved the image contrast in the simulated studied cases. We conclude that the proposed scatter correction method could effectively correct the scattered events, including multiple scatters and those originated in sources outside the field of view.
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1. Introduction

In positron emission tomography (PET), Compton scattering refers to a scenario in which one or both annihilation photons suffer a change in direction and energy when interacting with matter. It is important to compensate Compton scattering in order to enhance the contrast of the reconstructed images and to improve activity quantification.

Among several existing approaches to solve the scatter problem in PET [1–3], the most popular one is the single scatter simulation (SSS), in which a scattered image is simulated and incorporated into the reconstruction process [4]. This method is quite accurate, but it requires prior knowledge of the activity distribution, inside the field of view (FOV), combined with an attenuation map of the object. The aforementioned method yields improved results in cases where multiple scatters are important, such as in the case of whole body PET studies.

Some approaches use time-of-flight (TOF) information [5], attenuation maps [6–10], or a joint activity, i.e., attenuation estimation from positron emission tomography scatter [11]. Nonetheless, our purpose is to obtain a good estimation of scatter without using TOF or attenuation maps.

Another approach to correct scatter degradation consists of Monte Carlo scatter simulation (MCSS) [12]. Monte Carlo applications accurately simulate gamma ray interactions with the detectors. However, the major drawback is simulating the object of the study with high precision, and therefore computed tomography (CT) attenuation maps as input for the simulations are often needed.

Nowadays, there is a general trend to study scatter corrections by applying machine learning techniques [13] that have shown promising results, although more development...
is needed. All these methods are currently computationally too expensive and time-consuming due to repetitive looping over numerous parameters. Furthermore, they are based on sinogram input data and, in most of the cases, do not take advantage of the energy information.

Energy-dependent scatter methods try to estimate the percentage of events that have suffered Compton interactions based on the recorded energy of those events. These energy approaches have been broadly implemented in single-photon emission computed tomography (SPECT). However, implementations in PET are limited due to the poor energy resolution of the detectors [14] and the predominant Compton interactions taking place in PET scintillators that make it difficult to distinguish whether a photon underwent a scattering interaction in the patient’s body or in the detector.

Among many different energy window-based scatter correction approaches in SPECT, the simplest implementation is the dual energy window (DEW). In this method, \( \gamma \)-rays are acquired within the photopeak and a lower-energy scatter window [15]. The projection profiles obtained in the scatter window are multiplied by an empirically defined weighting factor, and subtracted from the projection files in order to obtain the unscattered projection data [16]. Another approach that falls into this category is the triple energy window, which employs two narrow subwindows on both sides of the photopeak. The scattered photons in the photopeak window are estimated from these subwindows, and then subtracted from the photopeak window, as in the previous DEW method [17].

Nowadays, new scintillator detector systems have been developed for PET scanners that increase energy resolution and detection efficiency. This is due to the use of more appropriate radiation detection materials with higher density and atomic number (Z), as well as replacing the traditional photomultiplier tube (PMT), for more modern silicon photomultiplier (SiPM). A full comparison of these gamma photon detector systems can be found in Matthew Lowdon et al. [18]. Medical imaging based on gamma ray detection takes advantage of those developments; techniques such as PET, SPECT, or Compton cameras have increased the resolution and the contrast of their images. Hybrid scanners combining two of these techniques have also been developed with great success [19,20].

These recent improvements in the detector energy resolution of PET scanners, as well as the capacity of the current detectors to estimate the energy of two photons in coincidence [21,22] with the possibility to store them in list-mode format (not binned into histogram or sinogram) have allowed the implementation of scatter correction based on the analysis of energy spectra [23,24].

In this study, we investigate an energy window approach to correct the scatter component using energy information only. Scatter correction is one of the major challenges for accurate quantification in 3D PET, in particular, if the scatter is due to activity originating from outside the field of view [25]. We employ list-mode PET data to compensate the several limitations present in other approximations, such as not being able to estimate the scatter component originated by the activity outside the FOV.

Our energy scatter correction algorithm is similar to the ones previously proposed by Chen et al. [26] and by Popescu et al. [27]. In our approach, the introduction of energy-dependent weights is needed before reconstruction, thus, data preprocessing is necessary. However, once this previous step is completed, our method requires minimal computation time for image reconstruction, and therefore is appealing for practical use.

The principal aim of this study is to implement a fast, simple and practical energy-based scatter correction method which uses predefined weighted factors and to study its accuracy through a Monte Carlo simulation test.

2. Materials and Methods

List-mode format files normally store the information related to the impacts of two photons corresponding to an event. In particular, the impact position, the detector identifier, the time stamp, and the amount of energy deposited in the detectors by these photons are the required inputs for this method. Our method consists of a preprocessing of the
energy information stored in list-mode file, in order to reduce the scatter effect, similar to the work of B. Guerin and G. El Fakhri [28] but avoiding the need to order our file in angular projections to generate a sinogram file.

Our approach exploits the fact that a high proportion of the scattered photons recorded in the energy spectrum are set below the photopeak region as compared with those recorded near the photopeak, as shown in Figure 1.
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Figure 1. Energy distribution of the registered events from a 16 cm radius water-filled cylinder with a line source in the center. Total spectrum (empty dots), trues (crosses), and scatter (solid line). The scatter and true contributions to the total spectrum can be appreciated.

Thus, the data recorded in the energy windows below or above the photopeak window, or both, can be used to derive an estimation of the scatter contribution through scaling factors. They account for the different sensitivity of the scattered events in the total and auxiliary windows, and they are derived from simulations of several attenuation media before reconstruction [29]. In the following subsections, we describe how to apply these corrections to a PET image reconstruction process.

2.1. Scanner Design and Simulation Setup

System simulations were performed using the Monte Carlo package GATE (Geant4 Application for Tomographic Emission) [30]. In our simulations, the MINDView PET geometry as well as the system parameters were modeled through a handmade GATE macro script. MINDView is a dedicated brain PET scanner composed of one ring of 20 detector blocks [31]. Each detector block includes a thick monolithic LYSO (Lutetium-yttrium oxyorthosilicate) crystal with dimensions of $50 \times 50 \times 20$ mm$^3$. Each crystal is coupled to a custom array of $12 \times 12$ SensL SiPM [32]. The axial FOV is 60 mm and the transaxial FOV is 330 mm. This PET system has an overall energy resolution of ~10% with precise depth of interaction (DOI) estimation capability which is incorporated into the list-mode file [32]. To calculate the energy resolution of the system an array of $^{22}Na$ was used, as described in Gonzalez et al. [33]. The energy resolution for each detector block at 511 keV was determined by fitting a Gaussian curve to energy histogram. The percentage (10%) was calculated as the ratio of full width at half maximum (FWHM) to the centroid value.
Using GATE, it is possible to simulate the random process of emission and detection of gamma photons in a PET system. The following physical processes were included in the simulations: Compton scattering, Rayleigh scattering, electron ionization, and photoelectric interaction. We chose $^{18}\text{F}$ sources, an acquisition time of 60 s, a 10% energy resolution, and 350–650 keV as the energy cut set in every performed simulation. The results from Figure 1 correspond to the energy spectra of the positron line source in the center of the FOV, placed inside a water cylinder phantom. We included unscattered events as well as photons scattered at least once within the phantom in order to characterize the energy spectrum of our system.

2.2. Choice of Energy Windows

Two configurations of auxiliary energy window were selected after several simulation tests.

2.2.1. Double Energy Window Method

A low energy window (LEW) (350–430 keV) and a photopeak energy window (430–650 keV) were chosen. The scatter events on the photopeak region $C_{phscatter(i)}$ were calculated as:

$$C_{phscatter(i)} = k_{LEW} \times C_{LEW(i)}$$  \hspace{1cm} (1)

where $C_{LEW(i)}$ are the counts recorded in the LEW for the $i^{th}$ line of response (LOR), and $k_{LEW}$ is defined as the quotient between the scattered events in the photopeak window and the number of events in the low energy window.

2.2.2. Triple Energy Window Method

A low energy window (LEW) (350–430 keV), a photopeak energy window (430–550 keV) and an upper energy window (UEW) (550–650 keV) were selected. We assumed that most of the counts in the upper energy window had not suffered scatter, as ascertained from Figure 1. The scatter component in the photopeak region was calculated using these windows as:

$$C_{phscatter(i)} = k_{LEW} \times C_{LEW(i)} + k_{HEW} \times C_{HEW(i)}$$  \hspace{1cm} (2)

where $C_{LEW(i)}$ and $C_{HEW(i)}$ are the number of counts recorded in the low and the upper energy windows; $k_{LEW}$ and $k_{HEW}$ are defined as the quotient between the scattered events in the photopeak window and the number of events recorded in the low energy window and the high energy window, respectively.

2.3. Scatter Algorithm

Four steps are involved in the proposed scatter correction algorithm (Figure 2), as follows:

1. Simulation of the PET system and calculation of the scatter coefficients

The estimation of the scatter coefficients of Equations (1) and (2) were computed using the data of the GATE simulation of the scanner, depending on the window configuration. Considering a window $w$, the corresponding scatter coefficient is defined by the fraction:

$$k_w = \frac{C_{GATE}^{phscatter}}{C_{GATE}^w},$$  \hspace{1cm} (3)

where $C_{GATE}^{phscatter}$ is the total number of scattered counts and $C_{GATE}^w$ are the scattered counts simulated in the auxiliary window. Thereby, the total number of true counts in the photopeak region can be derived as:
where the sum applies for all the windows in the selected configuration.

Simulated data are necessary for the computation of the model parameters and the contour conditions, i.e., the correspondence between the fraction of scatter events and those registered in the auxiliary windows. Due to the energetic resolution of our system, it may happen that some photons are collected in the wrong energy window. When the simulations are performed, it is important to model the energy resolution of our system, and therefore, in this way, the introduced coefficients can partially mitigate this effect.

To incorporate scatter correction into the iterative reconstruction, the expected scatter value per LOR is needed [34]. However, it might happen that an estimation method provides an accurate value of the total number of scatter counts, but, at the same time, a very poor estimation of the number of scatter events in each LOR. Such estimates would constitute an extra source of image degradation. Furthermore, a typical PET acquisition contains fewer coincidences than the number of all possible LORs, and therefore additional data preprocessing is necessary to compensate those regions of the FOV with low statistics.

2. Storing and processing events from the list-mode input file

The next step of the method is to classify the list-mode events according to their energy. A list-mode event (or count) is parameterized by the energies of the pair of measured photons and the positions on their respective detector blocks. Two photons with energies within the photopeak window determine a photopeak event, and to record an event in an auxiliary window, one of the detected photons must be in the energy range of that window. Adjacent LORs are grouped in bins according to a user-defined final image resolution, i.e., a given LOR bin (or bin) contains all the counts within two specific pixels of a faced pair of detector blocks. Considering that the total number of registered events depend on the sample activity and the selected LOR bin, the distribution of counts among the energy windows is often distorted and statistically non-significant. This problem is further accentuated in those FOV regions with fewer events. To overcome this misrepresentation, the count pattern distribution for a given bin also considers the events registered by its adjacent bins. For this purpose, a spatial convolution of the list-mode file using a multivariate kernel density estimate (KDE) is proposed [35,36]. Thus, the counts obtained for a given (center) bin are computed as the sum of those measured on its neighborhood, weighted by a proper function (kernel) that accounts for the proximity between the adjacent and the center bins.

The convolution is performed independently for the different energy windows and a standard Gaussian kernel is employed. Given two events with LOR spatial coordinate vectors (i.e., the four vectors constituted by the pair of spatial coordinates of the two involved detectors) \( x \) and \( x_0 \), the weight for the counting of the first one on the latter is:

\[
\omega(\Delta x) = N e^{-\frac{1}{2} \Delta x^T H \Delta x}
\]

where \( \Delta x = x - x_0 \); \( N \) is a normalization factor; and \( H \) is a positive definite symmetric 4 \( \times 4 \) matrix, so-called the bandwidth matrix, that parameterizes the geometry of the LOR neighborhood. The optimal value for \( H \) is computed as the one which minimizes the mean integrated squared error for a given distribution. A good approximation, however, is provided by Silverman’s rule of thumb:

\[
H_{ii} = (\frac{2}{3n})^{1/4} \sigma_i^2; \quad H_{ij} = 0
\]
where \( n \) is the number of counts and \( \sigma_i \) is the standard deviation of the \( i^{th} \) LOR spatial coordinate [37]. A cut-off on the neighborhood size has also been applied (95% kernel volume contour).

After this preprocessing, an accurate estimation of the counts of each energy window is obtained for each bin.

3. Scatter fraction estimation per LOR

The coefficients previously calculated from simulations, along with the number of events in each energy window, were used to determine the scatter counts in the photopeak region for each LOR bin. The addition of this value to the LEW event contributions determines the total number of scatter counts present in each bin. Considering that the fraction of scattered events remains constant for the LORs creating a bin, the scatter fraction per LOR (\( SF_i \)) can be calculated as:

\[
SF_i = \frac{\sum_i \text{scatter}_i}{\sum_i \text{true}_i + \text{scatter}_i} = \frac{C_{\text{LEW}}(i) + C_{\text{phscatter}}(i)}{C_{\text{Total}}(i)}
\]  

(7)

This scatter value provides an estimation of the probability that an event detected along the \( i^{th} \) LOR is a scatter event.

4. Suppression of the scatter counts and validation

The scatter correction estimation was incorporated during the iterative reconstruction using maximum likelihood expectation maximization (MLEM) [38]:

\[
n_j^{k+1} = \frac{n_j^k}{\sum_{i=1}^M a_{ij} \sum_{j=1}^I a_{ij} n_j^k + S_i}
\]

(8)

where \( n_j^k \) represents the \( j^{th} \) voxel value of the image (at the \( k^{th} \) iteration), \( a_{ij} \) is the probability of an emission from the \( j^{th} \) voxel being detected along the \( i^{th} \) LOR, the \( a_{ij} \) coefficients also include attenuation and detector normalization, \( M \) is the number of measured events, \( I \) is the number of all possible system LORs, and \( S_i \) is the scatter estimation for the \( i^{th} \) LOR. This \( S_i \) factor is added as a constant term at each iteration of the forward model [2].

The conventional approach is to subtract the scatter estimation data from the noisy measured projections before the reconstruction procedure. Newly developed methods use the scatter component as a constant additive term with the forward model in the reconstruction loop [39]. This approach shows better noise properties as compared with the subtraction or the fully precorrection methods [40].
3. Validation and Results

To evaluate the proposed scatter correction method, a series of Monte Carlo simulations were performed using the numerical simulation software GATE [41], which has been widely used in research studies showing good agreement with experimental data [30]. The MINDView PET system was modeled using this tool. These Monte Carlo simulations use the appropriate energy-dependent cross-sections for the interaction of photons in water and in the LYSO detector.

Scatter events in the phantom can be tracked and stored in a list-mode file output (ASCII or ROOT output [42]). By performing these simulations, we optimized the energy windows, determined the scatter in the different energy windows, and made an estimation of the scatter coefficients of our system, as described in Section 2.3. The scatter ratios obtained in each energy window are presented in Table 1.

Table 1. Ratio of scatter-true events for each energy window (water-filled cylinder 16 cm).

| Energy Window (keV) | 350–430   | 430–550   | 550–650   |
|---------------------|-----------|-----------|-----------|
| True events         | 14.34%    | 68.86%    | 89.73%    |
| Scatter events      | 85.66%    | 31.14%    | 10.27%    |

When using Monte-Carlo simulations, it is possible to identify the true distribution of scatter photons along the FOV; thus, the correct scatter fraction can be extracted from simulations. Although such an ideal estimation method is not possible in real acquisitions, it allows us to isolate the degradation effects due to scatter and to determine the maximum gain achievable at the reconstructed image level. From the simulations, the \( k_w \) values were calculated in each bin of the FOV in our PET scanner.

Seven water-filled cylinder phantoms were simulated with 60 mm of height and a radius ranging from 40 to 160 mm, as shown in Figure 3, to cover all the FOVs of our PET scanner.
system. A line source of 5 × 60 mm² with 10 MBq of activity was placed in the center for each phantom.

Figure 3. Simulation of a water cylinder with different radii and the same activity source. It can be appreciated the detector system and the phantoms used. (a–d) 40, 80, 120, and 160 mm radius.

Then, we extracted the necessary information from the GATE files and generated our own list-mode files from the simulations. We used these files as the input for our reconstruction algorithm and made an estimation of the scatter fraction, first, using only the information of a low energy window and, second, using both low and upper energy windows. Table 2 shows the scatter fraction obtained for each case.

Table 2. Scatter fraction obtained by Monte Carlo simulations and by the proposed method. A water cylinder with different radii and the same activity source was simulated.

| Radius Phantom (mm) | SF Monte Carlo | SF Low Window | SF Low-Upper Window |
|---------------------|---------------|---------------|---------------------|
| 40                  | 0.127         | 0.179         | 0.142               |
| 60                  | 0.182         | 0.210         | 0.193               |
| 80                  | 0.236         | 0.254         | 0.249               |
| 100                 | 0.318         | 0.353         | 0.342               |
| 120                 | 0.377         | 0.402         | 0.379               |
| 140                 | 0.454         | 0.475         | 0.465               |
| 160                 | 0.532         | 0.571         | 0.526               |

We also compared the performance of our proposed algorithm with the standard single scatter simulation method (SSS). We used a model-based single scatter simulation algorithm, which was implemented in an open-source software library called Software for Tomographic Image Reconstruction (STIR) [43]. A simulation of our MINDView PET system was incorporated into STIR, along with the attenuation region known through our Monte Carlo simulation. Scatter points are selected only if the attenuation value of a particular voxel is above a given threshold, in our case, inside the water cylinder.

We used the same simulated setup as before, i.e., seven water-filled cylinder phantoms with 60 mm of height and radius ranging from 40 to 160 mm. After obtaining the corrected sinogram, we isolated and compared the estimated number of scattered events and calculated a scatter fraction. The results obtained can be seen in Table 3 together with the results of the low-upper window method results.

To test the proposed algorithm with sources out of the FOV, a series of simulations with a line uniform source of 25 mm radius × 160 mm height inside a water cylinder of 120 mm radius × 160 mm height were performed (Figure 4).
Table 3. Scatter fraction obtained by Monte Carlo simulations, by SSS method, and by the proposed method. A water cylinder with different radii and the same activity source was simulated.

| Radius Phantom (mm) | SF Monte-Carlo | SF (SSS) | SF Low-Upper Window |
|---------------------|----------------|----------|---------------------|
| 40                  | 0.127          | 0.103    | 0.142               |
| 60                  | 0.182          | 0.169    | 0.193               |
| 80                  | 0.236          | 0.208    | 0.249               |
| 100                 | 0.318          | 0.292    | 0.342               |
| 120                 | 0.377          | 0.350    | 0.379               |
| 140                 | 0.454          | 0.417    | 0.465               |
| 160                 | 0.532          | 0.501    | 0.526               |

Figure 4. Simulation of a cylindrical source inside a water cylinder 25 mm radius \( \times \) 160 mm height. The height of the phantom and the source are larger than the height of the FOV of the simulated scanner (50 mm).

In addition, to validate the algorithm for different numbers of registered events, we repeated the same simulation setup with different activity sources. Table 4 shows the scatter fractions obtained in each case. A better performance is achieved when the upper energy window information is incorporated.

Around 30% of the simulated scatter events come from decays outside the FOV, our proposed method accurately corrects these events due to energy discrimination, as can be seen in Table 4.

Table 4. Scatter fraction obtained by Monte Carlo simulations and by the proposed method. A water cylinder and a line source larger than the FoV were simulated.

| Activity (MBq) | SF Monte-Carlo | SF Low Window | SF Low-Upper Window |
|---------------|----------------|--------------|---------------------|
| 10            | 0.729          | 0.659        | 0.696               |
| 30            | 0.728          | 0.678        | 0.709               |
| 50            | 0.728          | 0.681        | 0.725               |
| 80            | 0.727          | 0.705        | 0.730               |
| 100           | 0.728          | 0.735        | 0.734               |
| 130           | 0.721          | 0.772        | 0.739               |
| 150           | 0.724          | 0.792        | 0.741               |

Finally, to study the spatial dependence of our scatter method, a Utah phantom [44] was also simulated. The phantom was composed of an external cylinder (100 mm radius \( \times \) 50 mm height) and two rods (25 mm radius \( \times \) 50 mm height) separated 35 mm from the center of the external cylinder. One of the rods had no activity and the other had a 10:1 activity ratio as compared with the external cylinder (Figure 5).

We implemented the scatter correction method in the iterative algorithm (MLEM) as well as its accelerated variant with ordered subsets (OSEM) [45]. The purpose of using both algorithms was to check that there was no bias regarding the reconstruction method.
Figure 5. Simulation of Utah phantom. A rod with 10:1 activity (left, red) with respect to the external cylinder and a rod without activity (right, cyan) were simulated.

In every iteration, a sensitivity correction was applied. Virtual detector pixels, in the range 1.4–2 mm, were tested, combined with voxel sizes of 1–2 mm. The reconstructed images of the Utah phantom are shown in Figure 6. To correct scatter, the triple energy window method was used. The corrected and uncorrected profiles of the center image of the phantom are shown in Figure 7.

Figure 6. Reconstructed images of the Utah phantom using LM-OS with 4 iterations and 3 subiterations: (left image) Without scatter correction; (right image) scatter corrected using the information of the upper and low energy windows (TEW method).
The proposed method uses energy information to locally estimate the right portion of scatter events in PET data for all FOV regions. The employed energy-based window approach succeeds in suppressing up to 90% of the scatter component using optimized factors according to the selection of energy windows here presented. Two configurations are analyzed in this study: the double energy window, with a low energy window below the photopeak energy region, and the triple energy window, which also incorporates a high energy window above the photopeak. Our method exhibits good agreement with the Monte Carlo simulation data and improves the contrast of reconstructed images of a Utah phantom. Furthermore, a better agreement with simulation data is achieved once the information of the upper energy window is incorporated.

One of the advantages of this energy-based method is the use of list-mode PET data, instead of sinogram information, and therefore it can operate at the LOR scale, i.e., the scatter fraction is evaluated for each LOR. In addition, it can be adjusted to a user-defined energy and spatial resolution by means of conveniently binning the data. To compensate those sources with low activities, small-sized attenuation media or FOV regions with low count-rate statistics, a convolution of the list-mode file is proposed. That is, the calculation of the scatter fraction of a given LOR not only considers the events registered in its corresponding detectors, but also those placed nearby, provided an appropriate weight function is applied. Consequently, the method can predict true and scatter events in all FOV regions, and its count-rate dependency is palliated. Despite correcting the cases studied with few events, we have still found discrepancies (~2%) with the simulated data in cases with high activity, as can be seen in Table 4. This is ascribed to an overestimation of the counts in the lower energy window in the bins between detectors farthest from the center of the FOV.

Our proposed method also exhibits better agreement with simulated data than the tested version of the SSS algorithm. The SSS method underestimates the number of scatter events. This may be due to the fact that multiple scatterings are not included in this model, and therefore more scatter points need to be incorporated in the simulation. The SSS model is also more time-consuming than our method, once the MC simulated is done, we need to identify the attenuation medium and assign scatter points. Furthermore, we must
organize the collected data into projections, this step must be undone before the reconstruction process. In contrast, our energy window method can work directly with raw data, once the phantom is simulated, the only time-consuming section is the convolution part of the file. Although further investigation is needed, we have shown that our energy window approach may be a good alternative to sinogram-based scatter algorithms.

We presented a basic approach to a complex, multi-dependent problem, with the advantages of being fast, easy to implement, and with minimal computation expense in the reconstruction procedure. Our method also takes into consideration the scatter arising from activity beyond the axial FOV, as can be seen in Table 4, and works directly from list-mode format files.

We have shown that the energy window technique described in this study may provide a practical, accurate, and a general-purpose choice for correcting scatter in 3D PET. Our method corrects the scatter degradation without requiring a prior attenuation map of the studied object. Finally, we conclude that the scatter estimation of this method is in agreement with Monte Carlo simulated data, and yields good results for symmetrical objects with an approximately homogeneous activity distribution, such as is the case for dedicated brain PET systems.

Author Contributions: Conceptualization: J.M.Á.-G. and M.J.R.-Á.; methodology: J.M.Á.-G. and M.J.R.-Á.; software: J.M.Á.-G., J.S.-B. and L.M.M.; validation: J.M.Á.-G., J.S.-B. and L.M.M.; formal analysis: J.M.Á.-G.; investigation: J.M.Á.-G. and M.J.R.-Á.; data curation: J.M.Á.-G. and J.S.-B.; reconstruction: J.M.Á.-G. and L.M.M.; writing—original draft preparation: J.M.Á.-G.; writing—review and editing: J.S.-B., L.M.M. and M.J.R.-Á.; supervision: M.J.R.-Á.; project administration: M.J.R.-Á.; funding acquisition: M.J.R.-Á. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported, in part, by a Spanish Government grant PID2019-107790RB-C22, Ayuda Predoctoral ACIF/2018/105, Generalitat Valenciana.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to acknowledge V. Illisie and J. M. Benlloch for supporting this investigation article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zaidi, H. Comparative evaluation of scatter correction techniques in 3D positron emission tomography. *Eur. J. Nucl. Med. Mol. Imaging* 2000, 27, 1813–1826, doi:10.1007/s002590000385.
2. Zaidi, H.; Montandon, M.-L. Scatter Compensation Techniques in PET. *PET Clin.* 2007, 2, 219–234, doi:10.1016/j.cpet.2007.10.003.
3. Polycarpou, I.; Thielemans, K.; Manjeshwar, R.; Aguier, P.; Marsden, P.K.; Tsoumpas, C. Comparative evaluation of scatter correction in 3D PET using different scatter-level approximations. *Ann. Nucl. Med.* 2011, 25, 643–649, doi:10.1007/s12149-011-0514-y.
4. Watson, C.; Newport, D.; Casey, M.; Dekemp, R.; Beanlands, R.; Schmand, M. Evaluation of simulation-based scatter correction for 3-D PET cardiac imaging. *IEEE Trans. Nucl. Sci.* 1997, 44, 90–97, doi:10.1109/23.554831.
5. Conti, M.; Hong, I.; Michel, C. Reconstruction of scattered and unscattered PET coincidences using TOF and energy information. *Phys. Med. Biol.* 2012, 57, N307–N317, doi:10.1088/0031-9155/57/15/n307.
6. Berker, Y.; Kiessling, F.; Schulz, V. Scattered PET data for attenuation-map reconstruction in PET/MRI. *Med Phys.* 2014, 41, 102502, doi:10.1118/1.4894818.
7. Berker, Y.; Karp, J.S.; Schulz, V. Numerical Algorithms for Scatter-to-Attenuation Reconstruction in PET: Empirical Comparison of Convergence, Acceleration, and the Effect of Subsets. *IEEE Trans. Radiat. Plasma Med. Sci.* 2017, 5, 426–434.
8. Brusaferri, L.; Bousse, A.; Tsai, Y.-J.; Atkinson, D.; Ourselin, S.; Hutton, B.F.; Arridge, S.; Thielemans, K. Maximum-likelihood estimation of emission and attenuation images in 3D PET from multiple energy window measurements. In Proceedings of the 2018 IEEE Nuclear Science Symposium and Medical Imaging Conference Proceedings (NSS/MIC), Sydney, Australia, 10–17 November 2018; pp. 1–3, doi:10.1109/nssmic.2018.8824557.
9. Brusaferri, L.; Bousse, A.; Efthimiou, N.; Emond, E.; Atkinson, D.; Ourselin, S.; Hutton, B.F.; Arridge, S.; Thielemans, K. Potential benefits of incorporating energy information when estimating attenuation from PET data. In Proceedings of the 2017 IEEE Nuclear Science Symposium and Medical Imaging Conference (NSS/MIC), Atlanta, GA, USA. 21–28 October 2017; pp. 1–4, doi:10.1109/nssmic.2017.8532765.

10. Zhang, G.; Sun, H.; Pistorius, S. Feasibility of Scatter B Based Electron Density Reconstruction for Attenuation Correction in Positron Emission Tomography. In Proceedings of the 2014 IEEE Nuclear Science Symposium and Medical Imaging Conference (NSS/MIC), Seattle, WA, USA, 8–15 November 2014; Volume 1, pp. 3–5.

11. Berker, Y.; Schulz, V.; Karp, J.S. Algorithms for joint activity–attenuation estimation from positron emission tomography scatter. EJNMIM Phys. 2019, 6, 1–30, doi:10.1186/s40658-019-0254-y.

12. Levin, C.; Dahlbom, M.; Hoffmen, E. A Monte Carlo correction for the effect of Compton scattering in 3-D PET brain imaging. IEEE Trans. Nucl. Sci. 1995, 42, 1181–1185, doi:10.1109/23.467880.

13. Qian, H.; Rui, X.; Ahn, S. Deep Learning Models for PET Scatter Estimations. In Proceedings of the 2017 IEEE Nuclear Science Symposium and Medical Imaging Conference (NSS/MIC), Atlanta, GA, USA, 21–28 October 2017; pp. 1–5, doi:10.1109/nssmic.2017.8533103.

14. Zhu, J.; Xu, W.; Niu, M.; Xi, D.; Zhang, X.; Xie, Q. Investigation of timing resolution and energy resolution for SiPM/PET detectors using the silicon flexible optical material. In Proceedings of the 2009 IEEE Nuclear Science Symposium Conference Record (NSS/MIC), Orlando, FL, USA, 25–31 October 2009; pp. 1588–1591, doi:10.1109/nssmic.2009.5402268.

15. Groottoonk, S.; Spinks, T.J.; Sashin, D.; Spyrou, N.M.; Jones, T. Correction for scatter in 3D brain PET using a dual energy window method. Phys. Med. Biol. 1996, 41, 2757.

16. Bong, J.-K.; Son, H.-K.; Lee, J.D.; Kim, H.-J. Improved scatter correction for SPECT images: A Monte Carlo study. IEEE Trans. Nucl. Sci. 2005, 52, 1263–1270, doi:10.1109/TNS.2005.858202.

17. Zaidi, H.; Koral, K.F. Scatter modelling and compensation in emission tomography. Eur. J. Nucl. Med. Mol. Imaging 2004, 31, 761–782, doi:10.1007/s00259-004-1495-z.

18. Lowdon, M.; Martin, P.G.; Hubbard, M.; Taggart, M.; Connor, D.T.; Verbelven, Y.; Sellin, P.; Scott, T.B. Evaluation of Scintillator Detection Materials for Application within Airborne Environmental Radiation Monitoring. Sensors 2019, 19, 3828, doi:10.3390/s19183828.

19. Shimazoe, K.; Yoshino, M.; Ohshima, Y.; Uenomachi, M.; Oogane, K.; Orita, T.; Takahashi, H.; Kamada, K.; Yoshikawa, A.; Takahashi, M. Development of simultaneous PET and Compton imaging using GAGG-SiPM based pixel detectors. Nucl. Instrum. Methods Phys. Res. Sect. A Accel. Spectrometers Detect. Assoc. Equip. 2020, 954, 161499.

20. Cherry, S.R. Multimodality Imaging: Beyond PET/CT and SPECT/CT. Semin. Nucl. Med. 2009, 39, 348–353, doi:10.1053/j.semnuclmed.2009.03.001.

21. Gonzalez, A.J.; Berr, S.S.; Cañizares, G.; Gonzalez-Montoro, A.; Orero, A.; Correcher, C.; Rezaei, A.; Nuyts, J.; Sanchez, F.; Majewski, S.; et al. Feasibility Study of a Small Animal PET Insert Based on a Single LYSO Monolithic Tube. Front. Med. 2018, 5, 328, doi:10.3389/fmed.2018.00328.

22. Gonzalez, A.J.; Majewski, S.; Barberá, J.; Conde, P.; Correcher, C.; Hernández, L.; Benlloch, J.M. Performance study of a wide-area SiPM array, ASICs controlled. IEEE Trans. Nucl. Sci. 2015, 62, 19–26.

23. Adam, L.E.; Karp, J.S.; Freifelder, R. Energy-based scatter correction for 3-D PET scanners using NaI(Tl) detectors [In Process Citation]. IEEE Trans Med Imaging 2000, 19, 513–521.

24. Moliner, L.; Correcher, C.; Gonzalez, A.; Conde, P.; Hernández, L.; Orero, A.; Rodriguez-Alvarez, M.J.; Sánchez, F.; Soriano, A.; Vidal, L.; et al. Implementation and analysis of list mode algorithm using tubes of response on a dedicated brain and breast PET. Nucl. Instrum. Methods Phys. Res. Sect. A: Accel. Spectrometers, Detectors Assoc. Equip. 2012, 702, 129–132, doi:10.1016/j.nima.2012.08.029.

25. Ibaraki, M.; Matsubara, K.; Sato, K.; Mizuta, T.; Kinoshita, T. Validation of a simplified scatter correction method for 3D brain PET with 15O. Ann. Nucl. Med. 2016, 30, 690–698, doi:10.1007/s12149-016-1114-7.

26. Chen, H.; Kao, C.-M. A fast, energy-dependent scatter reduction method for 3D PET imaging. Nuclear Science Symposium Conference Record 2003, 4, 2630–2634, doi:10.1109/nssmic.2003.1352429.

27. Popescu, L.M.; LeWitt, R.M.; Matej, S.; Karp, J.S. PET energy-based scatter estimation and image reconstruction with energy-dependent corrections. Phys. Med. Biol. 2006, 51, 2919–2937, doi:10.1088/0031-9155/51/11/016.

28. Guérin, B.; El Fakhri, G. Novel Scatter Compensation of List-Mode PET Data Using Spatial and Energy Dependent Corrections. IEEE Trans Med Imaging 2010, 30, 759–773, doi:10.1109/TMI.2010.2095025.

29. Shao, L.; Freifelder, R.; Karp, J.S. Triple energy window scatter correction technique in PET. Trans. on Medical Imaging 1994, 3, 641–648, doi:10.1109/12.301005.

30. Jan, S.; Santin, G.; Strul, D.; Staelens, S.; Assié, K.; Autret, D.; Avner, S.; Barbier, R.; Bardies, M.; Bloomfield, P.M.; et al. GATE: A simulation toolkit for PET and SPECT. Phys. Med. Biol. 2004, 49, 4543–4561, doi:10.1088/0031-9155/49/19/007.

31. Gonzalez, A.J.; Majewski, S.; Sánchez, F.; Ausselhofer, S.; Aguilar, A.; Conde, P.; Hernández, L.; Vidal, L.F.; Pani, R.; Bettiol, M.; et al. The MINDView brain PET detector, feasibility study based on SiPM arrays. Nucl. Instrum. Methods Phys. Res. Sect. A: Accel. Spectrometers Detect. Assoc. Equip. 2016, 818, 82–90, doi:10.1016/j.nima.2016.02.046.

32. Gonzalez, A.J.; Pincay, E.J.; Canizares, G.; Lamprou, E.; Sanchez, S.; Catret, J.V.; Jimenez-Serrano, S.; Cabello, J.; Schwaiger, M.; Iborra, A.; et al. Initial Results of the MINDView PET Insert Inside the 3T mMR. IEEE Trans. Radiat. Plasma Med. Sci. 2018, 3, 343–351, doi:10.1109/trpms.2018.2866899.
33. Gonzalez, A.J.; Majewski, S.; Conde, P.; Hernández, L.; Sanchez, F.; Bellido, P.; Crespo, E.; Iborra, A.; Moliner, L.; Rigla, J.P.; et al. Progress report on the MindView brain PET detector module based on large area SiPMs arrays. *EJNMMI Phys.* 2014, 1, 1–2, doi:10.1186/2197-7364-1-s1-a66.

34. Hutton, B.F.; Baccarne, V. Efficient scatter modelling for incorporation in maximum likelihood reconstruction. *Eur. J. Nucl. Med. Mol. Imaging* 1998, 25, 1658–1665, doi:10.1007/s002590050345.

35. Rosenblatt, M. Remarks on Some Nonparametric Estimates of a Density Function. *Ann. Math. Stat.* 1956, 27, 832–837, doi:10.1214/aoms/1177728190.

36. Parzen, E. On Estimation of a Probability Density Function and Mode. *Ann. Math. Stat.* 1962, 33, 1065–1076, doi:10.1214/aoms/1177704472.

37. Silverman, B.W. *Density Estimation for Statistics and Data Analysis*; Chapman Hall/CRC: London, UK, 1986; p. 45.

38. Reader, A.; Manavaki, R.; Zhao, S.; Julyan, P.; Hastings, D.; Zweit, J. Accelerated list-mode EM algorithm. *IEEE Trans. Nucl. Sci.* 2002, 49, 42–49, doi:10.1109/tns.2002.998679.

39. Bowsher, J.E.; Johnson, V.E.; Turkington, T.G.; Jaszczyk, R.J.; Floyd, C.; Coleman, R.E. Bayesian reconstruction and use of anatomical a priori information for emission tomography. *IEEE Trans. Med. Imaging* 1996, 15, 673–686, doi:10.1109/42.538945.

40. Beekman, F.J.; Kamphuis, C.; Frey, E.C. Scatter compensation methods in 3D iterative SPECT reconstruction: A simulation study. *Phys. Med. Biol.* 1997, 42, 1619–1632, doi:10.1088/0031-9155/42/8/011.

41. Opengate, W. Users Guide V8.0. Available online: http://www.opengatecollaboration.org/sites/default/files/GATE-UsersGuideV8.0.pdf (accessed on 28 September 2021).

42. Antcheva, I.; Ballintijn, M.; Bellenot, B.; Biskup, M.; Brun, R.; Buncic, N.; Canal, P.; Casadei, D.; Couet, O.; Fine, V.; et al. ROOT-A C++ framework for petabyte data storage, statistical analysis and visualization. *Comput. Phys. Commun.* 2011, 182, 1384–1385.

43. Thielemans, K.; Tsoumpas, C.; Mustafovic, S.; Beisel, T.; Aguiar, P.; Dikaios, N.; Jacobson, M.W. STIR: Software for tomographic image reconstruction release 2. *Phys. Med. Biol.* 2012, 57, 867–883, doi:10.1088/0031-9155/57/4/867.

44. Wu, J.; Chuang, K.-S.; Hsu, C.-H.; Jan, M.-L.; Hwang, I.-M.; Chen, T.-J. Scatter correction for 3D PET using beam stoppers combined with dual-energy window acquisition: A feasibility study. *Phys. Med. Biol.* 2005, 50, 4593–4607, doi:10.1088/0031-9155/50/19/012.

45. Zaidi, H. Statistical reconstruction-based scatter correction: A new method for 3D PET. In Proceedings of the 22nd Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Cat. No. 00CH37143), Chicago, IL, USA, 23–28 July 2002; Volume 1, pp. 86–89, doi:10.1109/iembs.2000.900675.