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Abstract—We consider federated edge learning among mobile devices that harvest the required energy from their surroundings, and share their updates with the parameter server (PS) through a shared wireless channel. In particular, we consider energy harvesting FL with over-the-air (OTA) aggregation, where the participating devices perform local computations and wireless transmission only when they have the required energy available, and transmit the local updates simultaneously over the same channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth. In order to prevent bias among the heterogeneous devices, we utilize a weighted averaging with respect to channel bandwidth.
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I. INTRODUCTION

Developments in Internet-of-things (IoT) paradigm have helped machine learning (ML) approaches to be used in many domains such as healthcare, automation, and forecasting, thanks to the endless data collection capabilities. While mobile devices are at the center of attention for collecting data, traditional ML approaches require the collected data to be assembled in a cloud server for model training. However, this approach may not be feasible due to several reasons. Firstly, the participants are typically reluctant to share their private data; secondly, sending all the data to a server has a high communication cost, particularly in bandwidth and energy-limited scenarios. Finally, latency can be a critical limitation for time-sensitive applications [1]. Federated learning (FL) is a recently emerging framework that aims to mitigate these issues, where the participating devices perform model training with local data and send their parameter updates to the parameter server (PS), which orchestrates the learning process, instead of sharing the local data itself to preserve privacy [2], [3].

In FL, participating devices called mobile devices (MDs) can be selected based on their available energy, computing capability, and quality of their channel to the PS [4]. Before the local training, the PS sends the global model to the MDs. Selected MDs perform stochastic gradient descent (SGD) iterations using their local dataset. After completion, a subset of the MDs shares their model updates with the PS, where the model aggregation is performed to obtain the updated global model. These steps are repeated either for a prescribed number of iterations or until a certain condition is met. Recent studies on FL include investigating the effects of data heterogeneity [2], [5], [6], design of communication-efficient approaches [7]–[12], and latency and power analysis [13], [14].

Even though FL has many potential benefits in terms of privacy and communication cost, bandwidth limitations and adverse channel conditions in wireless setups may threaten its feasibility in certain practical scenarios. To reduce the required bandwidth in FL, over-the-air (OTA) aggregation has become the de facto approach where the same bandwidth is shared by all the participating MDs, enabling the aggregation of gradients during the transmission [9]. The adverse channel effects can be alleviated using multiple receive antennas and combining techniques at the PS [15]–[18].

Despite the success of FL in practical scenarios, the energy consumption and carbon footprint of MDs for training and sharing their local models create serious concerns about the sustainability of future smart systems [19]. As a more sustainable approach, energy harvesting devices, which can acquire energy from their surroundings [20], have been widely considered for mobile networks. These devices are typically equipped with a rechargeable battery to store the harvested energy and perform the required computations and communications if they have available energy in their battery.

Energy harvesting communication devices have been previously studied in detail from different perspectives. The results include optimal transmission policies [21]–[23], and channel capacity computation for unit-sized battery [24]. FL with energy harvesting MDs has also been considered lately [25], [26]. However, existing approaches do not consider the wireless channel effects or OTA aggregation in energy harvesting FL setups, which constitutes the basis of this work.

To examine the performance of FL with energy harvesting in practical settings, we introduce OTA FL with energy harvesting MDs. In this setting, the participating MDs perform local SGD iterations and transmit their gradients using wireless
The system model is an integral part of the system. 

The main goal in FL is to minimize a global loss function $F(\theta)$ with respect to the model weights $\theta \in \mathbb{R}^{2N}$, where $2N$ is the dimension of the weights in the model. Our system has $M$ single-antenna MDs and a PS equipped with $K$ antennas. Each MD has a dataset $B_m$ with cardinality $|B_m|$, and we define $B \triangleq \sum_{m=1}^{M} |B_m|$ as the number of total data samples. We define the global loss function as

$$F(\theta) = \sum_{m=1}^{M} \frac{|B_m|}{B} F_m(\theta),$$  \hspace{1cm} (1)$$

where $F_m(\theta) \triangleq \frac{1}{|B_m|} \sum_{u \in B_m} f(\theta, u)$, with $f(\theta, u)$ corresponding to the loss of the $u$-th data sample.

In every global iteration, the MDs perform $\tau$ local SGD iterations using their local data to obtain model updates that need to be shared with the PS for the global aggregation. The SGD steps at the $m$-th MD at the $i$-th local and $t$-th global iteration are performed as

$$\theta_{m+1}^{t}(i) = \theta_{m}^{t}(i) - \eta_{m}^{t}(i) \nabla F_{m}(\theta_{m}^{t}(i), \xi_{m}^{t}(i)),$$  \hspace{1cm} (2)$$

where $\eta_{m}^{t}(i)$ is the learning rate, $\nabla F_{m}(\theta_{m}^{t}(i), \xi_{m}^{t}(i))$ is the unbiased local gradient estimate for the local weights $\theta_{m}^{t}(i)$ with the randomly sampled batch $\xi_{m}^{t}(i)$ from the dataset $B_m$, i.e., $\mathbb{E}_{\xi} [\nabla F_{m}(\theta_{m}^{t}(i), \xi_{m}^{t}(i))] = \nabla F_{m}(\theta_{m}^{t}(i)).$ The expectation is over the random batch of data samples.

Having computed the local SGD steps, MDs calculate their model difference to be shared with the PS as

$$\Delta \theta_{m}(t) = \theta_{m+1}^{t}(0) - \theta_{m}^{t}(0).$$  \hspace{1cm} (3)$$

In the case where all the devices participate in the global aggregation with error-free transmission, the PS computes

$$\theta_{PS}(t+1) = \theta_{PS}(t) + \sum_{m=1}^{M} p_m(t) \Delta \theta_{m}(t),$$  \hspace{1cm} (4)$$

where $\theta_{PS}(t)$ represents the model weight vector at the PS at the $t$-th global iteration and $p_m(t) = \frac{|B_m|}{\sum_{u=1}^{M} |B_u|}$ denotes the ratio of the number of data samples of the $m$-th device to the total number of samples participating in the aggregation. Note that the denominator can change depending on the number of participating devices. The updated global weights at the PS are shared with the MDs for the next global iteration.

Global aggregation can also be performed via OTA aggregation, where the local model updates can be transmitted over a shared wireless medium to the PS, whose output for the $k$-th receive antenna becomes

$$y_{PS,k}(t) = \sum_{m=1}^{M} h_{m,k}(t) \circ x_{m}(t) + z_{PS,k}(t),$$  \hspace{1cm} (5)$$

where $x_{m}(t)$ is the transmitted signal from the $m$-th MD, $\circ$ denotes the element-wise product, $z_{PS,k}(t) \in \mathbb{C}^N$ is the circularly symmetric additive white Gaussian noise (AWGN) vector with independent and identically distributed (i.i.d.) entries with zero mean and variance of $\sigma_z^2$; i.e., $z_{PS,k}(t) \sim \mathcal{CN}(0, \sigma_z^2)$. The channel coefficients are given as $h_{m,k}(t) = \sqrt{\beta_m} g_{m,k}(t)$, where $g_{m,k}(t) \in \mathbb{C}^N$ with each entry $g_{m,k}(t) \sim \mathcal{CN}(0, \sigma_h^2)$ (i.e., Rayleigh fading), $\beta_m$ is the large-scale fading coefficient modeled as $\beta_m = (d_m)^{-p}$, where $p$ denotes the path loss exponent, and $d_m$ represents the distance between the $m$-th MD and the PS.

B. Energy Harvesting Devices

We consider OTA FL with energy harvesting devices where each MD has a unit battery. The MDs harvest either unit energy, or no energy at all from various sources such as solar, kinetic, or RF energy in every global iteration. For simplicity, we assume that $\tau$ local SGD steps and the transmission of gradients to the PS cost a unit amount of energy.

We denote the binary energy arrival process of the $m$-th MD at the $t$-th global iteration as $E_{m}(t)$. If $E_{m}(t) = 1$, then the $m$-th MD receives enough energy to participate in the global iteration $t$. $E_{m}(t) = 0$, if no energy is harvested. We also define the elapsed time between the current iteration and the previous energy arrival as $\lambda_{m}(t) = \max_{t' : t' < t, E_{m}(t') = 1} t'$. Lastly, for a given $t$, we define a quantity called the cooldown multiplier as $c_m(t) = t - \lambda_{m}(t)$, which represents the number of iterations for which the $m$-th MD has not been harvesting energy.

We investigate the use of MDs with stochastic energy arrival profiles, where the harvested energy has an underlying probability distribution, and the MDs have no prior information about the next energy arrival time. Note that the MDs do not know the underlying distribution of the stochastic process. We will consider two different stochastic energy arrival processes: Bernoulli and uniform energy arrivals.
1) Bernoulli: At the \( t \)-th global iteration, the \( m \)-th MD receives energy with probability \( \alpha_m(t) \), i.e.,
\[
E_m(t) = \begin{cases} 
1 & \text{with probability } \alpha_m(t), \\
0 & \text{with probability } 1 - \alpha_m(t).
\end{cases}
\] (6)

2) Uniform: Global iterations are divided into blocks of length \( T_m \), and the \( m \)-th MD receives energy once for every \( T_m \) iterations. This means that with probability 1, an energy arrival is observed in \( \{t, \ldots, t + T_m - 1\} \).

III. OTA FL WITH ENERGY HARVESTING

We now describe the proposed FL scheme with energy harvesting MDs where the gradients are sent through wireless channels using OTA aggregation. Since the mobile devices do not always have sufficient energy to perform local SGD computations or gradient transmissions, only the MDs that have harvested enough energy, i.e., those with \( E_m(t) = 1 \) can participate in the \( t \)-th global iteration. We define \( S(t) \) as the set of devices participating in the \( t \)-th global iteration.

Before each training round, the MDs receive the current global model \( \theta_{PS}(t) \) from the PS. If an MD has sufficient energy to participate in the \( t \)-th iteration, the SGD calculations are performed. Then, based on the cooldown multiplier of each MD, the weighted model differences are computed using
\[
\Delta \theta^s_m(t) = C_m(t) \Delta \theta_m(t),
\] (7)
where \( C_m(t) = p_m(t)C_m(t) \), and \( \Delta \theta^s_m(t) \) denotes the scaled model differences for the \( m \)-th MD at the \( t \)-th global iteration. Considering error-free transmission of the scaled gradients, the PS performs global update for the next iteration as
\[
\theta_{PS}(t + 1) = \theta_{PS}(t) + \Delta \theta_{PS}(t),
\] (8)
where \( \Delta \theta_{PS}(t) \) is defined as
\[
\Delta \theta_{PS}(t) = \frac{1}{C(t)} \sum_{m \in S(t)} \Delta \theta^s_m(t)
\] (9)
with \( C(t) = \sum_{m \in S(t)} C_m(t) \), which is assumed to be known by the PS [25]. The reader is referred to [27] and the references therein for related algorithms to estimate the number of participating users.

We now consider the OTA aggregation of the local model differences. The PS receives a noisy target signal due to the wireless channel and the noise. In the proposed scheme, we assume perfect channel state information (CSI) at the receiver side and no CSI at the MDs.

For a more spectrally efficient approach, the model differences are written in terms of a complex signal \( \Delta \theta^{s,cr}_m(t) \in \mathbb{C}^N \) by grouping the symbols into its real and imaginary parts as
\[
\Delta \theta^{s,cr}_m(t) \triangleq \begin{bmatrix} \Delta \theta^{1,1}_m(t), \Delta \theta^{1,2}_m(t), \ldots, \Delta \theta^{1,N}_m(t) \\ \Delta \theta^{2,1}_m(t), \Delta \theta^{2,2}_m(t), \ldots, \Delta \theta^{2,N}_m(t) \\ \vdots \\
\Delta \theta^{N,1}_m(t), \Delta \theta^{N,2}_m(t), \ldots, \Delta \theta^{N,N}_m(t) \end{bmatrix}^T,
\] (10a)
\[
\Delta \theta^{s,im}_m(t) \triangleq \begin{bmatrix} \Delta \theta^{1,N+1}_m(t), \Delta \theta^{2,N+1}_m(t), \ldots, \Delta \theta^{N,N+1}_m(t) \\ \Delta \theta^{1,N+2}_m(t), \Delta \theta^{2,N+2}_m(t), \ldots, \Delta \theta^{N,N+2}_m(t) \\ \vdots \\
\Delta \theta^{1,2N}_m(t), \Delta \theta^{2,2N}_m(t), \ldots, \Delta \theta^{N,2N}_m(t) \end{bmatrix}^T.
\] (10b)

For the \( k \)-th antenna, the PS receives the following signal
\[
y_{PS,k}(t) = \sum_{m \in S(t)} h_{m,k}(t) \circ \Delta \theta^{s,cr}_m(t) + z_{PS,k}(t),
\] (11)

With the assumption that perfect CSI is available at the receiver side, combining can be performed as (see [15])
\[
y_{PS}(t) = \frac{1}{K} \sum_{k=1}^K \left( \sum_{m \in S(t)} h_{m,k}(t) \right) \circ y_{PS,k}(t). \quad (12)
\]

For the \( n \)-th symbol, the combined signal becomes
\[
y_n^{PS}(t) = \frac{1}{K} \sum_{m \in S(t)} \sum_{m' \in S(t)} h_{m,k}(t)^* h_{m',k}(t) \Delta \theta_{m',s}^n(t) \quad (13)
\]

We recover the aggregated model differences from the received signal as
\[
\Delta \hat{\theta}_n^{PS}(t) = \frac{1}{C(t)\sigma_n^2} \text{Re}\{y_n^{PS}(t)\}, \quad (14a)
\]
\[
\Delta \hat{\theta}_n^{PS+N}(t) = \frac{1}{C(t)\sigma_n^2} \text{Im}\{y_n^{PS}(t)\}. \quad (14b)
\]

Finally, the global update can be performed as
\[
\theta_{PS}(t + 1) = \theta_{PS}(t) + \Delta \hat{\theta}_{PS}(t), \quad (15)
\]
where \( \Delta \hat{\theta}_{PS}(t) = [\Delta \hat{\theta}_1^{PS}(t) \Delta \hat{\theta}_2^{PS}(t) \cdots \Delta \hat{\theta}_N^{PS}(t)]^T \).

IV. CONVERGENCE ANALYSIS

In this section, we analyze the convergence rate of the proposed algorithm by upper bounding the difference between the global loss of the FL model and the optimal model. We denote the minimum local loss as \( F_m^\ast \), the optimal weights of the model as \( \theta^\ast \triangleq \arg\min_{\theta} F(\theta) \), and the minimum total loss function is given as \( F^\ast = F(\theta^\ast) \). The dataset bias is defined as \( \Gamma \triangleq F^\ast - \sum_{m=1}^M p_m F_m^\ast \geq 0 \).

Moreover, it is assumed that the same learning rate is used across different MDs, i.e., \( \eta_m(t) = \eta(t) \).

**Assumption 1.** Squared \( l_2 \) norm of the local stochastic gradients are bounded; i.e.,
\[
\mathbb{E}_q \left[ \| \nabla F_m(\theta_m(t), \xi_m(t)) \|_2 \right] \leq G^2,
\] (16)

which implies \( \forall \in \in [2N] \), \( \mathbb{E}_q[|\nabla F_m(\theta_m(t), \xi_m(t))|] \leq G \).

**Assumption 2.** Local loss functions are assumed to be \( L \)-smooth and \( \mu \)-strongly convex; i.e., \( \forall a, b \in \mathbb{R}^{2N}, \forall m \in [M] \),
\[
F_m(a) - F_m(b) \leq \langle a - b, \nabla F_m(b) \rangle + \frac{L}{2} \| a - b \|_2^2, \quad (17)
\]
\[
F_m(a) - F_m(b) \geq \langle a - b, \nabla F_m(b) \rangle + \frac{\mu}{2} \| a - b \|_2^2. \quad (18)
\]
Theorem 1. In energy harvesting OTA FL with Bernoulli energy arrivals $\alpha_m = \alpha$ and equal data distribution $p_m = p, \forall m \in [M]$, for $0 \leq \eta(t) \leq \min(1, \frac{1}{10})$, we can upper bound the model difference between the global and the optimal energy arrivals by using the independence between local updates and Lemma 1.

$$
\mathbb{E}[\|\theta_{PS}(t) - \theta^*\|^2] \\
\leq \left(\prod_{a=1}^{t-1} X(a)\right)\|\theta_{PS}(0)-\theta^*\|^2 + \sum_{b=1}^{t-1} \sum_{a=b+1}^{t-1} Y(a), \quad (19)
$$

where $X(a) = (1 - \mu \eta(a) (\tau - \eta(a)(\tau - 1))$ and $Y(a) = \tau^2 G^2 \eta^2(a) \sum_{m_1 \in S_a, m_2 \in S_a} \sum_{m \in S_a, m' \neq m} A(m_1, m_2)$

$$+
\frac{\tau^2 G^2 \eta^2(a)}{K^2 \beta^2} \sum_{m_1 \in S_a, m_2 \in S_a, m' \neq m} \sum_{m \in S_a, m' \neq m} \beta_m \beta_{m'} + \frac{\sigma^2 N}{p^2 K^2 \sigma^2_h} \sum_{m \in S_a} \beta_m
$$

$$+
(1 + \mu(1 - \eta(a)) \eta^2(a) G^2 \tau^2 - \eta^2(a) (\tau^2 - 1) - \eta^2(a) (\tau^2 - 1)) \Gamma.
$$

(20)

with $A(m_1, m_2) = \left(1 - \frac{\beta_{m_1}}{\beta} - \frac{\beta_{m_2}}{\beta} + \frac{(M + 1)(1 + \beta_{m_1} \beta_{m_2})}{MaK \beta^2}\right)$.

Proof: Define an auxiliary variable $\nu(t + 1) \triangleq \theta_{PS}(t) + \Delta \theta_{PS}(t)$, where $\Delta \theta_{PS}(t)$ is defined in (9). Then, we have

$$
\|\theta_{PS}(t+1) - \theta^*\|^2 = \|\theta_{PS}(t+1) - \nu(t+1) + \nu(t+1) - \theta^*\|^2
$$

$$
= \|\theta_{PS}(t+1) - \nu(t+1)\|^2 + \|\nu(t+1) - \theta^*\|^2 + 2(\theta_{PS}(t+1) - \nu(t+1), \nu(t+1) - \theta^*).
$$

(21)

In the following lemmas, we provide upper bounds for (21).

Lemma 1. $\mathbb{E}[\|\theta_{PS}(t+1) - \nu(t+1)\|^2]$

$$\leq \tau^2 G^2 \eta^2(t) \sum_{m_1 \in S_t, m_2 \in S_t} A(m_1, m_2) + \frac{\sigma^2 N}{p^2 K^2 \sigma^2_h} \sum_{m \in S_t} \beta_m
$$

$$+
\frac{\tau^2 G^2 \eta^2(t)}{K^2 \beta^2} \sum_{m_1 \in S_t, m_2 \in S_t, m' \neq m} \sum_{m \in S_t, m' \neq m} \beta_m \beta_{m'}.
$$

(22)

Proof: See Appendix A.

Lemma 2. $\mathbb{E}[\|\nu(t+1) - \theta^*\|^2]$

$$\leq (1 - \mu \eta(t)(\tau - \eta(t)(\tau - 1))) \mathbb{E}[\|\theta_{PS}(t) - \theta^*\|^2] + (1 + \mu(1 - \eta(t)) \eta^2(t) G^2 \tau^2 - \eta^2(t)(\tau^2 - 1) - \eta^2(t)(\tau^2 - 1)) \Gamma.
$$

(23)

Proof: The proof follows the same line as in Lemma 2 in [15].

Lemma 3. $\mathbb{E}[\|\theta_{PS}(t+1) - \nu(t+1), \nu(t+1) - \theta^*\|] = 0.$

Proof: The derivation is the same as in Lemma 3 in [18] by using the independence between local updates and individual channel realizations.

The theorem is concluded after applying recursion to the results of Lemmas 1-3.

Corollary 1. Using Assumption 2, the global loss can be upper bounded after $T$ global iterations as

$$
\mathbb{E}[F(\theta_{PS}(T)) - F^*] \leq \frac{L}{2} \mathbb{E}[\|\theta_{PS}(T) - \theta^*\|^2]
$$

$$\leq \frac{L}{2} \left(\prod_{n=1}^{T-1} X(n)\right)\|\theta_{PS}(0)-\theta^*\|^2 + \frac{L T-1}{2} \sum_{n=1}^{T-1} Y(p) \sum_{n=1}^{T-1} X(n). \quad (24)
$$

Assuming $\tau = 1, \beta_m = 1, \forall m \in [M], \eta(t) = \eta, \forall t$ and knowing that $K \gg M,$ we get

$$
\mathbb{E}[F(\theta_{PS}(T))] - F^* \approx \frac{L}{2} (1 - \mu \eta)^T \|\theta_{PS}(0)-\theta^*\|^2
$$

$$+
\frac{L}{2 \mu \eta} \left(2 \eta^2 G^2 + \frac{\sigma^2 N}{p^2 K^2 \sigma^2_h}\right)(1 - (1 - \mu \eta)^T).
$$

(25)

Remark. The noise term in $Y(t)$ does not depend on $\eta(t)$, so we have $\lim_{\tau \to \infty} \mathbb{E}[F(\theta_{PS}(T))] - F^* \neq 0$ even though $\lim_{\tau \to \infty} \eta(t) = 0$. As expected, having more receive antennas and more data contribution from devices increases the convergence rate, whereas the model size and the noise variance have negative effects.

V. SIMULATION RESULTS

We consider an FL environment with $M = 40$ MDs and a PS with $K = 5M$ receive antennas. MDs are spread around the PS randomly in such a way that their distances to the PS is uniformly distributed between 0.5 and 2 units.

We use the CIFAR-10 dataset [28] with Adam optimizer [29], and consider an i.i.d. data distribution where the data samples are randomly and equally distributed among MDs. The architecture presented in [15] is used with $2N = 307498$.

We study the performance of conventional FL (without any communication constraints), OTA FL where all the MDs have available energy to participate at all iterations, and energy harvesting FL where MDs have intermittent energy arrivals with both error-free and OTA aggregation schemes. To make a comparison with the previous studies, we also consider the setup used in [25] with Bernoulli energy arrivals, which corresponds to the energy harvesting FL setup with no channel errors without any normalization at the PS with respect to the cooldown multipliers. Moreover, the MDs are divided into 4 equal-sized groups with different energy profiles. For Bernoulli energy arrivals, we have $\alpha_m(t) \in \{1, 1/5, 1/10, 1/20\}$, and for uniform energy arrivals, we have $T_m \in \{1, 5, 10, 20\}$ for MDs in 4 groups as in [25]. The training is performed for $T = 1000$ global iterations for $\tau = 1$, and $T = 400$ for $\tau = 3$ with mini-batch size $|\xi_m(t)| = 128$, the path loss exponent $p = 4$, $\sigma^2_h = 1$, and $\sigma^2 = 1$.

accuracy plots for the case with Bernoulli energy arrival profiles with $\tau = 1$ and $\tau = 3$ are presented in Figs. 1 and 2, respectively. The results show that the energy harvesting FL with error-free links has a convergence rate close to that of FL with full participation, and that adding a normalization term with respect to the cooldown multipliers leads to a faster.
We observe a close convergence rate between the conventional FL and the error-free energy harvesting FL as expected due to weighted averaging operation with respect to the cooldown multipliers. Energy harvesting FL with OTA aggregation has a slower convergence rate when compared to the others because of the wireless channel effects as well as the decreased number of participants at each iteration due to energy harvesting devices. Since the number of participating devices $|S_t|$ is random in nature, and it affects $C(t)$, the shifts and fluctuations on the convergence rates are observed.

VI. CONCLUSIONS

We study OTA FL with energy harvesting devices with intermittent and heterogeneous energy arrivals. Our framework consists of local SGD computations at the MDs that have available energy, and OTA aggregation of the gradients over a shared wireless medium. A comparison of the performance of the OTA FL with energy harvesting devices through neural network simulations and an analysis of its convergence rate through numerical experiments are performed. The results with different energy profiles demonstrate that performing a weighted averaging using the latest energy arrival and dataset cardinality in energy harvesting FL can give a similar performance to the full-participation scheme in both error-free and OTA cases. As a future direction, one can investigate setups with different battery capacities, and optimize the amount of power to allocate for computation versus transmission.

APPENDIX A

We can write $\Delta\tilde{\theta}_{PS}(t) = \sum_{p=1}^{3} \Delta\tilde{\theta}_{PS,p}(t)$, for the $n$-th symbol using (13), because of the i.i.d. of channel realizations, we obtain

$$
\mathbb{E}[(\theta_{PS}(t+1) - \nu(t+1))^{2}] = \mathbb{E}[(\Delta\tilde{\theta}_{PS}(t) - \Delta\theta_{PS}(t))^{2}]
$$

$$
= \sum_{n=1}^{2N} \mathbb{E}[(\Delta\tilde{\theta}_{PS,1}(t) - \Delta\theta_{PS}(t))^{2}] + \sum_{p=2}^{3} \mathbb{E}[(\Delta\tilde{\theta}_{PS,p}(t))^{2}].
$$

**Lemma 4.** \[
\sum_{n=1}^{2N} \mathbb{E}[(\Delta\tilde{\theta}_{PS,1}(t) - \Delta\theta_{PS}(t))^{2}]
\]

$$
\leq \sum_{n=1}^{2N} \sum_{m_1, m_2} A(m_1, m_2) \mathbb{E}[\Delta\theta_{m_1,1}(t)\Delta\theta_{m_2,2}(t)].
$$

where $A(m_1, m_2) = \left(1 - \frac{\beta_{m_1}}{\beta} - \frac{\beta_{m_2}}{\beta} + \frac{2+4(M-1)(K-1)\beta_{m_1}\beta_{m_2}}{MK^2}\right)$.

**Proof:** For a single symbol, we can write

$$
\mathbb{E}[(\Delta\tilde{\theta}_{PS,1}(t) - \Delta\theta_{PS}(t))^{2}]
\]

$$
= \mathbb{E} \left[ \frac{1}{C(t)^2} \sum_{m_1 \in S_t} \sum_{k_1} C_{m_1}(t) \Delta\theta_{m_1,1}(t) \Delta\theta_{m_2,2}(t) \right]
$$

$$
\times \left(1 - \frac{1}{K\sigma^2}\sum_{k_1} |h_{m_1,k_1}(t)|^2 - \frac{1}{K\sigma^2}\sum_{k_2} |h_{m_2,k_2}(t)|^2 \right)
$$

$$
+ \frac{1}{K^2\sigma^4}\sum_{k_1,k_2} |h_{m_1,k_1}(t)|^2 |h_{m_2,k_2}(t)|^2 \right].
$$
Using \( C_n(t) \leq p \) and \( C^2(t) \leq p^2 \) and utilizing the i.i.d. channel realizations result in (27).

**Lemma 5.** \( \sum_{n=1}^{2N} \mathbb{E}[ (\Delta h_{PS,2}^m(t))^2 ] \leq \sum_{m \in S, m' \in S} \frac{2m \beta_m}{\sqrt{K} \sigma_h^2} \mathbb{E}[ |\Delta h^m_{PS}(t)|^2 ] \).

**Proof:** For the real part, using the independence of channels for different \( m \)'s and \( k \)'s, we obtain

\[
\mathbb{E}[ (\Delta h_{PS,2}^m(t))^2 ] = \mathbb{E} \left[ \left( \sum_{m \in S, m' \in S, m' \neq m} \frac{1}{C(t) K \sigma_h^2} \right) \times \sum_{k=1}^{K} \text{Re} \left\{ (h_{m,k}(t))^* h_{m',k}(t) C_n(t) \Delta h_{m',x}^m(t) \right\}^2 \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{m \in S} \sum_{m' \in S} \frac{\beta_m \beta_{m'}}{2 \sqrt{K} \sigma_h^2} \left( (\Delta h_{m,t}^m)^2 + (\Delta h_{m,t}^{m+N,t})^2 \right) \right]
\]

\[
\Delta h_{m,t}^m \Delta h_{m,t}^{m+N,t} - \Delta h_{m,t}^{m+N,t} (\Delta h_{m,t}^{m+N,t})^2 \right] (29)
\]

We obtain a similar expression for \( N + 1 \leq n \leq 2N \), and summing the two parts completes the lemma.

**Lemma 6.** \( \sum_{n=1}^{2N} \mathbb{E}[ (\Delta h_{PS,3}^m(t))^2 ] \leq \frac{\sigma_n^2}{p \sqrt{K} \sigma_h^2} \sum_{m \in S} \beta_m \sqrt{\beta_m} \).

**Proof:** The first half of the signal yields

\[
\mathbb{E}[ (\Delta h_{PS,3}^m(t))^2 ] = \mathbb{E} \left[ \left( \sum_{m' \in S} \frac{1}{C(t) K \sigma_h^2} \text{Re} \left\{ (h_{m',k}(t))^* z_{PS,k}^m(t) \right\}^2 \right) \right]
\]

\[
\leq \frac{1}{p \sqrt{2 \sigma_h^2 K}} \mathbb{E} \left[ \sum_{m \in S} \sum_{k=1}^{K} \left( (h_{m,k}(t))^* z_{PS,k}^m(t) \right)^2 \right]
\]

\[
= (a) \frac{\sigma_n^2}{2p^2 \sqrt{K} \sigma_h^2} \sum_{m \in S} \beta_m \sqrt{\beta_m} \quad (30)
\]

where (a) is obtained using the independence between the channel realizations and the noise. The result also holds for \( N + 1 \leq n \leq 2N \). Summing with respect to all the symbols completes the proof.

The proof is completed using Assumption 1 and (2), and summing up the results in Lemmas 4-6.
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