Generalized Closed-form Formulae for Feature-based Subpixel Alignment in Patch-based Matching
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Abstract

Patch-based matching is a technique meant to measure the disparity between pixels in a source and target image and is at the core of various methods in computer vision. When the subpixel disparity between the source and target images is required, the cost function or the target image has to be interpolated. While cost-based interpolation is easier to implement, multiple works have shown that image-based interpolation can increase the accuracy of the disparity estimate. In this paper we review closed-form formulae for subpixel disparity computation for one dimensional matching, e.g., rectified stereo matching, for the standard cost functions used in patch-based matching. We then propose new formulae to generalize to high-dimensional search spaces, which is necessary for unrectified stereo matching and optical flow. We also compare the image-based interpolation formulae with traditional cost-based formulae, and show that image-based interpolation brings a significant improvement over the cost-based interpolation methods for two dimensional search spaces, and small improvement in the case of one dimensional search spaces. The zero-mean normalized cross correlation cost function is found to be preferable for subpixel
alignment. A new error model, based on very broad assumptions is outlined in the supplementary material to demonstrate why these image-based interpolation formulas outperform their cost-based counterparts and why the zero-mean normalized cross correlation function is preferable for subpixel alignment.
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## 1 Introduction

The goal of image-based patch matching is to find, for a given patch in a source image $I_s$, the location of the same (or corresponding) patch in one or multiple target images $I_t$. The change in coordinates between the patch in $I_s$ and its corresponding patch in $I_t$ is called disparity and is denoted by $d$. Estimating the disparity $d$ is a fundamental problem and a building block to many computer vision applications such as (multi-view) stereo vision [16, 17], optical flow estimation [43], non-rigid registration [42], velocimetry [29], photogrammetry and remote sensing [9, 45]. Although it has been extensively investigated, using either traditional methods [16] or modern deep learning-based approaches [23], achieving fine subpixel-level accurate matching remains a challenging problem.

The most generic method to achieve subpixel accuracy is to construct a continuous cost volume $C(p, d)$ which measures, for every pixel $p$ and disparity value $d$, how well a patch centered at $p$ on the source image matches a patch located at $p + d$ on the target image. Two approaches can be used to build the continuous cost volume (see Fig. 1). The continuous cost volume can be obtained by first evaluating $C$ at discrete intervals of $p$ and $d$, usually at one pixel increments, and then interpolating the resulting discrete cost volume, obtaining a continuous volume from which a finer, fractional estimate of the disparity $\hat{d}$ can be estimated (Fig. 1a). Alternatively, the interpolation can be performed in the image space where a continuous version of the cost volume is computed from a continuous version of the source and target images (Fig. 1b). In practice, the former, i.e., cost volume interpolation, is often the preferred method since it results in simple and generic closed form expressions. However, the latter, i.e., image interpolation, has been shown to result in more accurate disparity estimates than the cost volume interpolation-based methods [10, 13, 28, 34] (see Fig. 2). This is because image signals are expected to have a lower bandwidth than cost curves, therefore, they vary more slowly and are better suited for interpolation. This is a major reason why image interpolation is more effective than cost interpolation. This is explained by the Bernstein inequality in signal processing; see the Supplementary Material for more details.

Some papers have already proposed closed form solutions for image based interpolation for some specific cost functions like the Sum of Square Differences (SSD) [6, 20] or the Normalized Cross Correlation (NCC) [10, 34]. To the best of our knowledge, no work has proposed a formula for the Sum of Absolute Differences (SAD) cost function. Some of these formulas do generalize to n-dimensional patch based matching [6, 20], but only for the Sum of Square Differences (SSD) cost function.
Fig. 1: In patch-based matching, two approaches can be used to achieve subpixel precision: computing the cost volume at discrete intervals and then interpolating (a) or interpolating in the image space to directly compute a continuous cost volume (b). The former approach is generally preferred for its simplicity, even though the latter is more accurate and suffer from less biases.

A generic closed form solution for image-based subpixel refinement applicable to all common cost functions and applicable to higher dimensions is still missing in the literature.

In this paper, we focus on image-based interpolation and show that closed-form formulae can be derived in a generic manner when using common dissimilarity measures such as NCC, SSD, and the SAD. Our formulation is also easy to generalize to cases where the disparity is two dimensional, like e.g., for non-rectified stereo images.
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Fig. 3: The pixel-locking effect, observed in cost volume-based interpolation methods (a), occurs when the expected disparity error varies with the disparity fractional part. However, it does not occur with image-based interpolation (b).

and for optical flow estimation, and tri- or even higher-dimensional as required in applications such as medical imaging [35] or fluid dynamics [11], which are based on volumetric data [25]. The contributions of this paper are as follows:

• We propose a novel closed-form formula for image-based interpolation for 1D sub-pixel disparity refinement when using the SAD as a dissimilarity function.
• We also demonstrate that although there is no closed-form formula for the SAD for two or more dimensions, a simplex-like iterative algorithm [41] is guaranteed to lead to an exact solution in a finite number of iterations.
• We propose novel closed-form formulae for image-based interpolation for 2D, 3D and higher dimensional sub-pixel disparity refinement when using the NCC or ZNCC dissimilarity functions.
• Additionally, our formulation is generic as it can easily be adapted to new cost or score metrics. As it is formulated in tensor notation, it can also be integrated into pipelines based on tensor processing libraries (e.g., deep learning).
• We compare the subpixel accuracy of the proposed and pre-existing formulae and show that the proposed formulae, especially the ones based on ZNCC, bring a significant improvement over the cost-based methods when the search space is two dimensional, and small improvement in the case of one dimensional search spaces. The ZNCC cost function is found to yield the best estimates of all considered cost functions.
• In the supplementary material, we propose a new error model of the subpixel disparity estimation, based on very broad assumptions on the image formation model (i.e., that images are bounded and band-limited signals). This error model supports the observation we made in Section 7. It explains why these image-based interpolation formulas outperform their cost-based counterparts and why the ZNCC function is preferable for subpixel alignment.

As the underlying problem is generic for any patch-based matching model, the proposed closed-form formulae can benefit a wide range of applications. For example,
sparse patch-based matching is very important in robotics, for Simultaneous Localization and Mapping (SLAM) and related applications, where a good subpixel estimate of a reference patch position is required for a good estimate of a robot location [18]. Patch-based matching is also used in dense stereo reconstruction where a good subpixel accuracy is required to avoid visual artifacts, e.g., for augmented reality applications [30]. In addition to the traditional stereo matching methods, which are still widely adopted, especially for lightweight embedded systems [19] and remote sensing [45], the proposed formulae can benefit the modern deep learning models for stereo matching and optical flow estimation [23] which use explicit feature matching modules such as cross correlation layers [21, 26]. It can also benefit self-supervised depth estimation where (multiview) stereo images are used as supervisory signals [46].

The remainder of the paper is organized as follows; Section 2 reviews the related work. Section 3 sets the notation used throughout the paper and provides the important definitions. Section 4 derives, for various cost functions, closed form formulae for unidimensional fractional disparity reconstruction based on interpolation in the image (feature) space (Section 4.2), compared to the traditional cost based interpolation functions (Section 4.1). Section 5 discusses how the approaches presented in Section 4 can be generalized to higher dimensions. Section 6 discusses the algorithmic complexity of the different formulas and algorithms presented in the previous sections. Our experimental results, presented in Section 7, show that the proposed formulae bring an improvement in terms of accuracy over cost volume interpolation. The benefits are especially important in the case of optical flow estimation. Section 8 concludes the paper and discusses directions for future research. The Supplementary Material provides additional proofs and derivations of the formulae presented in this paper. It also provides additional discussions on the error model of the proposed formulae. We provide an open source library implementing the different formulae presented in this paper at https://github.com/french-paragon/LibStevi.

2 Related work

In this section, we review the different closed form solutions that have been used to achieve subpixel accuracy for disparity estimation. We classify existing closed form solutions based on whether the interpolation is done using the cost volume or the image space. We then discuss the methods for generalizing the closed form solutions to multidimensional disparity.

Cost volume interpolation. Cost volume interpolation is usually performed by fitting a parabola [7, 38], or in some cases a pair of equiangular lines forming a triangular function, around each discrete disparity value. This approach is problematic since it leads to errors that are correlated with the fractional part of the disparity due to the so called pixel locking effect [27, 38]. Fig. 3 illustrates the issue in more details; the mean error of the prediction is a function of the disparity fractional part. This, in turn, leads to systemic artifacts, e.g., when the disparity is used to reconstruct a 3D view of a scene in stereo vision; see Section 7.1 for more details. The mitigation
strategies proposed in the literature exploit the fact that the error caused by the pixel-locking effect is periodic, with a period of one pixel, and anti-symmetric over half that period [38]. This property can be exploited to average out the error. Since the disparity estimate for the (interpolated) image patch that is half a pixel away from the source patch should have an error that is approximately equal to minus the error of the reference patch, the initial disparity estimate can be refined by combining it with the disparity estimate of the interpolated patch (plus or minus 0.5 pixel depending in which direction this patch was interpolated). This method is efficient at removing the artifacts introduced by the pixel locking effect, but does not aim at improving the accuracy of the subpixel disparity. In practice, the method has a smoothing effect, which can also lead to some improvement. However, this smoothing effect also makes the method redundant with additional regularization that can be applied afterwards on the solution.

**Image space interpolation.** Image space interpolation methods lead to reconstruction errors that are decorrelated from the fractional part of the disparity. Several papers, e.g., [13, 28], have demonstrated that these methods improve subpixel accuracy since they usually lead to better estimates of the matching cost for subpixel disparities. However, these methods use exhaustive search over subpixel grids, which makes them computationally far less efficient compared to cost volume-based interpolation methods and often unsuitable for real time applications [7]. Using local optimisation methods such as iterative gradient descent [18] improves the computation time. All these methods can be made faster by using early-stopping criteria, but this will introduce quantization noise.

Different strategies have been proposed to speed up image space interpolation methods. For example, Gehrig and Franke [13] perform refinement only for small disparities. This makes sense for applications such as stereo vision where small errors in pixel coordinates lead to large errors in depth estimation only for small disparities. Mizukami et al. [28], on the other hand, use a coarse-to-fine approach where the finer disparity is computed only around each disparity.

A point that has been overlooked by those methods is that, for most of the simple image interpolation methods used in practice, closed-form formulae for the refined disparity estimators can be derived. So far, this has only been considered in the case of one dimensional disparity for the Normalized Cross Correlation (NCC) cost function [10, 34]. For the Sum of Square Differences (SSD) cost function, the formula is trivial and can be generalized to higher dimensions using a process known as predictive interpolation [6, 20]; see Section 5.2. To the best of our knowledge, no prior work solved the case of the Sum of Absolute Differences (SAD) cost function.

In this work, we propose and compare formulations for all three common cost functions and generalize them to higher dimension patch-based matching.

**Multidimensionnal subpixel refinement.** Multidimensional disparities received a little less attention than unidimensional disparities. The usual approach, when working in higher dimensions, is to assume that the cost function is (1) separable, i.e., each dimension can be refined independently of the others, and (2) isotropic, i.e., the separable property stays true for any orientation of the pixel coordinate system [9, 29].
Under these assumptions, any method that is applicable for unidimensional disparity generalizes to multidimensional disparities. This, however, adds a bias to the sub-pixel disparity estimate if the isotropy hypothesis is not respected, which is often the case in practice. Shimizu and Okutomi [39] proposed a method to jointly estimate the horizontal and vertical subpixel disparities for bi-dimensional area-based matching. The method assumes that the local subpixel optimums for each dimension, knowing all the other subpixel shifts, lie on a line. The intersection of the lines for each dimension gives the optimal multidimensional subpixel alignment. While this method can be generalized to any subpixel interpolation method, it has only been evaluated for parabola fitting. It also requires to consider a large neighborhood around the optimal position; see Section 5.1.2 for more details. Another option is to fit a multidimensional function, e.g., a paraboloid, to the cost volume [31]. This allows for more flexibility, but only applies to parabola-based cost interpolation as pyramid functions, which would generalize equiangular based refinement in one dimension, do not lead to simple closed form formulations in higher dimensions.

3 Notations and definitions

We describe in this section the notation we use throughout the paper. In particular, we adopt a tensor notation so that all patch-based matching formulae can be written using basic linear algebra expressions and are easy to translate to the tensor processing libraries that are the standards in nowadays scientific computing.

3.1 Tensor indexing and operations

Tensors are denoted with bold uppercase symbols, e.g., $T$. The lowercase letters subscripted with a number $p_1, \cdots, p_n$ are used to index the spatial dimensions of the tensors (e.g., vertical and horizontal dimensions in images), while $d_1, \cdots, d_n$ are used to index disparity dimensions, $c_1, \cdots, c_n$ to index a channel or a feature dimension, and $k_1, \cdots, k_n$ are used for arbitrary dimensions (e.g., to refer to the other types of indices). A bold index letter without a number represents a full index, e.g., $k = (k_1, \cdots, k_n)$. Tensor indices are written in brackets $[\cdot]$ to distinguish them from other subscript notations, e.g., the value of channel $c$ at pixel $p$ in the source image $I_s$ is denoted by $I_s[p,c]$. The absolute value $|k_iT|$ of a single index $k_i$ subscripted with a tensor $T$ is used to express the size of the corresponding dimension in $T$. Dim$_T$ represents the number of dimensions of $T$. A dot \cdot in place of an index indicates that all the elements on that axis are considered, e.g., $I_s[p,\cdot]$ represents all channels of the source image at pixel $p$, treated as a vector.

We write as $P_W^l$ the patching operator with window $W$. It is defined as:

$$\left( P_W^l T \right)_{[k_1, \cdots, k_l, c']} = T_{[k_1+W[c,1], \cdots, k_l+W[c,l], \cdots, k_n]},$$

where
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Fig. 4: Visual representation of the patching operator, when used to extract a feature vector from an image patch.

\[ c'_1 = c_1 \left( \prod_{i=l+1}^{n} |k_iT| \right) + \left( \sum_{i=l+1}^{\text{Dim} T} k_i \prod_{j=l+1}^{i-1} |k_jT| \right) \]

and \( c'_i = c_i, \forall i \neq 1 \). Here, \( l \) is the number of dimensions not collapsed from the source tensor \( T \). \( W \) is an integer tensor with the first dimensions \( c_1, \ldots, c_m \) representing the output features of the operator and the last dimension of size \( l \), where \( T \) is the target tensor, representing the index shifts from the reference index in \( T \). Usually \( l = \text{Dim}_T \), but sometimes (e.g., colored images with multiple channels) it is useful to collapse one of the input tensor dimension into a feature dimension instead of indexing it. If the \( l \) argument is absent, it is then assumed that no dimension is collapsed into the features dimensions (i.e., \( l = \text{Dim}_T \)).

3.2 Patch-based matching

Patch-based matching is the process of finding for each patch in the source image \( I_s \), the coordinates of the corresponding patch in the target image \( I_t \). In what follows, \( I \) without a subscript can refer to either the source or the target image. The patches are defined with a search window \( W \), usually a square, centered at the reference pixel. In general, instead of working with the image pixels, features are used (e.g., to speed up the matching process). While many different, possibly non-linear operators, can be used to construct the features (e.g., grey-code filters kernels [3], SIFT [24], or a full convolutional network for modern deep learning architectures [15]), in this work we focus on the patching operator to get the features for the evaluation of the proposed formulae. This way, a feature volume \( F \) is given by:

\[ F = P^l_W I, \]

with \( l = 2 \) for both grayscale and color images ensuring that \( F \) is always a three dimensional tensor. This formulation allows us to express the cost volume \( C \) by indexing the single dimension of the feature \( F \) instead of multiple spatial dimensions of \( I \).

When invariance to intensity scale and constant bias is required, the feature volume needs to be whitened by subtracting the mean and scaling it so that it has a unit
variance. In what follows, $ZF$ refers to the zero-mean feature volume, $NF$ to the normalized feature volume, and $ZNF$ to the normalized zero-mean feature volume. Various cost functions can then be computed from these feature volumes. Popular examples [16] include the cross-correlation of the normalized features, called also Normalized Cross Correlation (NCC), the Sum of Square Differences (SSD), and the Sum of Absolute Differences (SAD). Their zero mean counterparts, ZNCC, ZSSD, and ZSAD, are also popular choices. Given a disparity search range $R$, those cost functions can be computed as:

$$NCC[p,d] = \left\langle NF_s[p,.], (PR NF_t)[p,.d] \right\rangle,$$

$$SSD[p,d] = \left\| F_s[p,.] - (PR F_t)[p,.d] \right\|_2^2,$$

$$SAD[p,d] = \left\| F_s[p,.] - (PR F_t)[p,.d] \right\|_1.$$  

The zero-mean versions of the above similarity functions can be computed by using $NF$ instead of $F$, respectively $ZNF$ instead of $NF$. Some papers have proposed more exotic cost options like, for example, the Median of Squares (MedS) as more robust alternative for patch based matching [20]. The MedS offers a good robustness to noise but finding the optimal solution of the Least Median of Squares (LMedS) is a non trivial combinatorial problem [14]. Existing methods addressed this issue using a variant of the RANSAC algorithm [12] to reduce the size of the search space. As such, they do not offer the speed and guarantee of the closed form solutions which can be derived for the NCC or SSD cost measures (and SAD in the one dimensional case). We included the MedS (and ZMedS) costs in our experimental comparison (Section 7), but we did not include the mathematical derivations since there was no close form solution.

In the general case, the cost function can be expressed as:

$$C[p,d] = \rho \left( (Z)(N)F_s[p,.], (PR (Z)(N)F_t)[p,.d] \right),$$

where $\rho$ is a distance or similarity function, which takes as input two vectors from $\mathbb{R}^{c(z)(N)f}$. The raw disparity $\lfloor d \rfloor$ is computed from the constructed cost volume and then refined, using some refinement formulae, to obtain a correction term $\Delta \hat{d}$ which can be added to the discrete disparity to get the final estimate of the true disparity:

$$\hat{d} = \lfloor d \rfloor + \Delta \hat{d}.$$  

Figure 5 summarizes the generic pipeline for patch-based matching. Alternatively, the process of finding discrete matches can be implemented using an algorithm like PatchMatch [2, 22] instead of an extensive search approach to exploit the image consistency and reduce the required number of cost computations.
4 Subpixel interpolation formulae for unidimensional disparities

There are two main approaches to obtain $\Delta \hat{d}$: (1) interpolating from the discrete cost volume values (Section 4.1), or (2) interpolating the feature values to build a continuous cost volume (Section 4.2). In this section, we review the formulae for both approaches and derive the corresponding closed form formulae to obtain the subpixel position in the case of uni-dimensional disparities.

4.1 Cost volume-based interpolation

The two most direct methods for cost volume-based interpolation are equiangular lines-based and parabola-based [38]. For equiangular lines-based interpolation, $\Delta \hat{d}$ is the solution of the following equation:

$$
\zeta (\Delta \hat{d} + 1) + C_{[d-1]} = -\zeta (\Delta \hat{d} - 1) + C_{[d+1]},
$$

with:

$$
\zeta = \frac{C_{[d]} - C_{[d-1]}}{\max(|C_{[d]} - C_{[d-1]}|, |C_{[d+1]} - C_{[d]}|)}.
$$

Solving this equation gives:

$$
\Delta \hat{d} = \frac{C_{[d+1]} - C_{[d-1]}}{2\zeta}.
$$

In the case of parabola-based interpolation, $\Delta \hat{d}$ is given by:

$$
\Delta \hat{d} = \frac{C_{[d-1]} - C_{[d+1]}}{2(C_{[d+1]} - 2C_{[d]} + C_{[d-1]})}.
$$

Alternatively, instead of a parabola, a Gaussian can be used to approximate the cost function [44]. This leads to a similar estimator as Equation (11), but using the log of the cost instead of the cost itself. Note that this makes sense only if the cost or score function has been transformed to represent a probability distribution. Otherwise, negative and zero values can lead to numerical singularities. As there is not a unique choice for such transformation, we will just ignore the Gaussian-based refinement in our comparison.
4.2 Feature space-based interpolation

Instead of using the discrete cost or score values obtained during matching, one can generate a continuous cost volume by interpolating the features. In the case of unidimensional matching, when using linear interpolation, $\Delta \hat{d}$ can be computed using closed-form formulae for all the cost functions described in Section 3. The continuous cost function is expressed as:

$$C(p, d) = \rho \left( (N)F_s[p, \lfloor d \rfloor], (N)F(d) \right),$$

where $F(d) = (1 - \Delta d) (P_R F_t)[p, \lfloor d \rfloor] + \Delta d (P_R F_t)[p, \lceil d \rceil]$ is the interpolated target feature vector and $\Delta d = d - \lfloor d \rfloor$ is the subpixel adjustment.

Note that all the equations in this section are also valid when replacing $F$ by its zero-mean version $ZF$. In fact, this is true for feature volumes obtained by any linear convolution operator that can be used on the images to generate the features. For the normalized versions $NF$ and $ZNF$, the formulae depending on the derivative of the features with respect to the disparity need to be adapted.

In the case of normalized feature volumes, the features can be interpolated either (a) prior to normalization, when $F_s$ and $F_t$ are proportional to the image patches’ pixels intensities, or (b) after normalization, when $NF_s$ and $NF_t$ are used for interpolation, which is done on the unit sphere. For most applications, the norm of image patches is highly spatially autocorrelated. This means that the difference between the norm of two successive patches will be similar. In this case, interpolating the features before or after normalizing them does not make a big difference. However, this is not the case for certain specific applications that deal with images with prominent high frequency features (e.g., active stereo).

The optimum subpixel correction $\Delta \hat{d}$ is reached when the derivative of the cost function with respect to $\Delta d$:

$$\frac{dC}{d\Delta d} = \left\langle \frac{\partial (N)F}{\partial \Delta d}, \nabla_F \rho \right\rangle,$$

is equals to zero. Here, $\nabla_F \rho$ is the gradient of the cost comparison function with respect to the (possibly normalized) features $(N)F$. $\frac{\partial (N)F}{\partial \Delta d}$ is the derivative of $(N)F$ with respect to the subpixel correction. For linear interpolation, the derivative of the features is constant in a given pixel interval:

$$\frac{\partial F(d)}{\partial \Delta d} = (P_R F_t)[p, \lfloor d \rfloor] - (P_R F_t)[p, \lfloor d \rfloor].$$
For the normalized features, the expression becomes:

\[
\frac{\partial NF}{\partial \Delta d} = \frac{\partial F(d)}{\partial \Delta d} \langle F(d), F(d) \rangle - F(d) \left( \langle F(d), \frac{\partial F(d)}{\partial \Delta d} \rangle \right) \langle F(d), F(d) \rangle^2.
\]

(15)

Note that, when setting the derivative of the cost function to 0, the denominator can be ignored as it is bounded, meaning that the different expressions derived from Equation (15) can usually be simplified.

### 4.2.1 Normalized Cross Correlation (NCC)

Let \( \rho \) be the cost function used to compute the cost volume \( C \). When \( \rho \) is the normalized cross correlation then

\[
\nabla_F \rho = F_s[p,].
\]

(16)

Using Equation (15) to get the total derivative and setting it to zero, the formula for the optimal subpixel correction in the unidimensional disparity refinement case becomes:

\[
\Delta \hat{d}_{NCC} = \frac{a_{[0,1,0]} - a_{[1,0,0]} - a_{[0,1,1]} - a_{[1,0,0]} + a_{[1,1,0]}}{a[0,1,1] - a_{[0,1,0]}},
\]

(17)

where \( a_{[0,1,0]}, a_{[1,0,0]}, a_{[0,1,1]} \) is defined as \( \langle F_s[p,], (PRF_t)[p,..[d] + \delta_0] \rangle \) times \( \langle (PRF_t)[p,..[d] + \delta_1], (PRF_t)[p,..[d] + \delta_2] \rangle \).

While structured differently, this formula is strictly equivalent to the one presented by Psarakis et Evangelidis [34] and Delon et Rougé [10]. Psarakis et Evangelidis [34] and Delon et Rougé [10] have overlooked the important fact that using a (Z)NCC-based formula for subpixel refinement can mitigate some of the biases inherent in linear interpolation in addition to the benefits of using normalized cross-correlation (i.e., being insensitive to differences of gain or bias between the source and target images). A detailed explanation of why this is the case can be found in Section II of the Supplementary Material.

### 4.2.2 Sum of Square Differences (SDD)

When the cost function used to compute the cost volume is the sum of square differences, then:

\[
\nabla_F \rho = 2F(d) - 2F_s[p,].
\]

(18)

Since the sum of square differences does not rely on normalized features, Equation (14) gives the derivative of the features. This means that the optimal
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4.2.3 Sum of Absolute Differences (SAD)

When the sum of absolute differences is used as the matching function, the gradient of the cost becomes:

$$\nabla F \rho = \text{sgn} \left( F(d) - F_s[p,.] \right),$$

(20)

which is not a regular function. However, the cost function $C_{SAD}$ is still continuous and convex between two integer pixel disparities when the features are linearly interpolated in the interval. Its derivative is a piecewise constant function given by:

$$\frac{dC_{SAD}}{d\Delta d} = \left\langle \frac{\partial F(d)}{\partial \Delta d}, \text{sgn} \left( F(d) - F_s[p,.] \right) \right\rangle.$$

(21)

The optimal subpixel correction $\Delta \hat{d}_{SAD}$ is the only point for which this derivative would be positive on one side and negative on the other. This point can be computed with a weighted median [36]:

$$\Delta \hat{d}_{SAD} = \text{Median}_\omega \Delta \hat{d},$$

(22)

where the potential subpixel corrections $\Delta \hat{d}$ are given by:

$$\Delta \hat{d}_{[c]} = \frac{F_{s[p,c]} - (P_R F_t)[p,c,[d]]}{(P_R F_t)[p,c,[d]] - (P_R F_t)[p,c,[d]]}. $$

(23)

The weights $\omega = \left| \frac{\partial F(d)}{\partial \Delta d} \right|$. Given $\Delta \hat{d}$ and the corresponding weights $\omega$, we have:

$$\Delta \hat{d}_{SAD} = \Delta \hat{d}_{[\hat{c}]},$$

(24)

with

$$\hat{c} = \arg \max_{c \in \mathbb{N}} \frac{\sum_{i=1}^{c} |\omega[i]|}{\sum_{i=1}^{c} \omega[i]}.$$ 

(25)

This can effectively be solved in $O(|c_F|)$ time using a median selection algorithm, which is asymptotically not worse than the complexity of the other cost functions.
5 Subpixel interpolation formulae for multidimensional disparities

The subpixel refinement formulae presented in the previous section are limited to one-dimensional patch-based matching, e.g., rectified stereo images. However, we are also interested in formulae for patch-based matching with multidimensional disparities. The multidimensional case is more general and has a wide range of applications, e.g., optical flow estimation. In what follows, Section 5.1 covers the cost volume interpolation-based formulae while Section 5.2 introduces the generalized feature volume-based formulae.

5.1 Using cost volume interpolation

Traditional cost volume-based closed-form formulae for subpixel refinement can be roughly divided into two categories: those that assume that the cost function is locally well approximated by an isotropic peak and those that assume the cost function is locally well approximated by a possibly anisotropic peak.

5.1.1 Isotropic interpolation

If the peak of the cost function is isotropic then the problem of subpixel refinement becomes separable and can be carried out independently on each dimension using any of the formulae presented in Section 4.1 [9, 29]:

$$\Delta \hat{d} = \left( \Delta \hat{d}(C[d_0-1,\cdots,d_n]; C[d_0,\cdots,d_n]; C[d_0+1,\cdots,d_n]) \right) \cdots \left( \Delta \hat{d}(C[d_0,\cdots,d_n-1]; C[d_0,\cdots,d_n]; C[d_0,\cdots,d_n+1]) \right).$$

This approach has many benefits. In particular, it allows for basically any closed-form formula to be generalized to arbitrarily high dimensions. However, this baseline hypothesis, i.e., the peak of the cost function is isotropic, is not always valid, which can lead to an important bias in certain configurations [39].

5.1.2 Anisotropic interpolation

To account for possible anisotropy in the cost function peak, Shimizu and Okutomi [39] proposed a procedure where a line is fitted to the subpixel correction in one direction keeping all the other directions as constant. The optimal two-dimensional subpixel disparity then lies at the intersection of all the lines. Figure 6 gives a visual representation of the approach.

This approach has the same benefits as the separable approach presented in Section 5.1.1, i.e., it allows for basically any closed form formula to be generalized to arbitrarily high dimensions. The approach, however, has some limitations. For instance, the optimal discrete pixel adjustment for a given dimension can be different from zero if the index in the other dimension is different from zero. It means that the
Fig. 6: Visual representation for the anisotropic cost interpolation. Pixels required for the computation are in white. The optimum is at the intersection of both lines fitting the subpixels corrections.

method might require values in the cost function arbitrarily far away from the discrete optimum. It also means that both the vertical and horizontal subpixel correction lines can be very close to being co-linear, which can lead to numerical instability. Shimizu and Okutomi [39] recommend to only consider a radius of two pixels around the discrete optimum and fall back to a default method beyond this point. Although the method can be generalized to more than two dimensions, it can quickly become impractical beyond two dimensions as the number of subpixel positions to compute grows geometrically with the number of dimensions of the disparities.

An alternative solution is to fit a multidimensional function (e.g., a paraboloid) to the data [31]. This approach seems more natural but is difficult to generalize to any formulation (e.g., for equiangular refinement).

5.2 Generalized feature volume-based refinement with barycentric and predictive interpolation

The approaches presented in Section 4.2 can be reinterpreted as solving a multi-dimensional optimization problem that finds \( \hat{\beta} \) such that:

\[
\hat{\beta} = \arg \min_{\beta} \rho(A\beta, f_s),
\]

with the additional constraints that \( \beta \) represents a set of barycentric coordinates, i.e., \( \sum_{i \in \beta} \beta_i = 1 \). \( f_s \) is a reference feature vector from the source feature volume and \( A = [f_{t,1}, ..., f_{t,n}] \) is a matrix whose columns are the feature vectors from the target feature volume between which the interpolation is performed.

This approach can be generalized to higher dimensions as long as a closed-form formula to solve Equation (27) exists when \( \dim(\beta) > 2 \). In this section, we give such closed-form formula for the (Z)NCC and (Z)SSD matching functions. Unfortunately, there is no closed-form formula for the (Z)SAD matching function [40]. However, we propose an algorithm that is guaranteed to yield the correct solution in a finite number of steps.

One constraint of barycentric interpolation is that it yields a unique interpolated value for each point if and only if the interpolation domain is isomorphic to a simplex.
(i.e., a segment in 1D, a triangle in 2D, a tetrahedron in 3D, etc.). This is, however, not the case for a pixel (for 2D refinement) nor a voxel (for 3D refinement), which have four, respectively eight, corners. Two mitigation strategies can be used; see Figure 7:

(a) Consider only the coordinates within a given pixel or voxel for which the closest corner is the one pointed to by $\lceil \hat{d} \rceil$. Since this set is always isomorphic to a simplex, barycentric interpolation can be used. Another benefit is that the number of considered feature vectors grows linearly instead of geometrically with the number of considered dimensions.

Alternatively, (b) the problem can be relaxed so that the optimal weights $\beta$ are selected even if multiple weight sets lead to the same refined disparity $\hat{d}$. This approach is known as predictive interpolation [6] where the interpolation weight of different image pixels is extracted from the patches themselves. This can be interpreted as interpolating the disparity in the feature space instead of interpolating the features in the disparity space. While the continuous source or target feature volumes form complex and maybe even self-intersecting hypersurfaces, it is reasonable to assume they are locally smooth. It means that, functions (e.g., the disparity) defined for each feature vector can be interpolated on said hypersurfaces.

Predictive interpolation allows to treat problems with arbitrary shapes like the four corners of a pixel, but also to generalize the approach to multiple feature vectors in lower dimensions (e.g., instead of treating the left and right pixels of $\lfloor d \rfloor$ with the equations presented in Section 4.2, both the left and the right pixels can be considered at the same time).

Another issue with barycentric interpolation is how to enforce the constraint on $\beta$. The easiest way to do it is by performing a change of variable from the barycentric coordinates $\beta$ to a set of affine coordinates $\alpha$:

$$M \alpha + f_{t,n} = A \beta,$$

with $M = [f_{t,1} - f_{t,n}, \ldots, f_{t,n-1} - f_{t,n}]$ and $\alpha_i = \beta_i \forall i \in [1, n - 1]$. 

![Fig. 7: The four considered approaches for 2D patch-based matching. Features are either split between the corners of the discrete match, or considered all at once. The considered features sets can be selected with either queen or rook contiguity.](image)
The final disparity $\hat{d}$ is computed as:

$$\hat{d} = D\hat{\beta},$$

(29)

where $D = \begin{bmatrix} [d]_{f_{t,1}}, \ldots, [d]_{f_{t,n}} \end{bmatrix}$ is the matrix formed with the discrete disparity coordinates of the considered target features vectors.

5.2.1 Normalized Cross Correlation (NCC)

For normalized cross correlation, when more than two feature vectors are considered for interpolation, Equation (15) does not simplify to a linear function of the barycentric coefficients. However, one still can get a closed-form formula for $\hat{\beta}$ by approaching the optimization problem using geometry instead of calculus.

The optimally interpolated feature vector $\hat{f}_s$ is the only vector in the space $\{ M\alpha + f_{t,n} \mid \alpha \in \mathbb{R}^{n-1} \}$ to be co-linear with the projection $f_{s\perp}$ of $f_s$ onto $\text{span} (A)$. This is because the normalized cross correlation is a dot product between feature vectors scaled to lie on the unit sphere. Thus, only the direction matters. Figure 8 presents visually the approach for two target feature vectors in a 3D feature space.

The procedure to compute the affine coordinates $\hat{\alpha}$ of $\hat{f}_s$ is as follow: First, compute $f_{s\perp}$, which is given by:

$$f_{s\perp} = A \left( A^\top A \right)^{-1} A^\top f_s.$$  

(30)

Second, find the vector $f_{t\perp}$, which is the closest vector in $\{ M\alpha + f_{t,n} \mid \alpha \in \mathbb{R}^{n-1} \}$ to the origin:

$$f_{t\perp} = f_{t,n} - M \left( M^\top M \right)^{-1} M^\top (f_{t,n}).$$

(31)
Now, $\hat{f}_s$ can be computed as follow:

$$\hat{f}_s = \frac{\langle f_{t\perp}, f_{t\perp} \rangle}{\langle f_{t\perp}, f_{s\perp} \rangle} f_{s\perp}.$$  \hfill (32)

Finally, $\hat{\alpha}$ can be computed as:

$$\hat{\alpha} = \left( M^\top M \right)^{-1} M^\top \left( \hat{f}_s - f_{t,n} \right).$$  \hfill (33)

Note that using least squares is not required here since we know that $\hat{f}_s \in \{ M\alpha + f_{t,n} \mid \alpha \in \mathbb{R}^{n-1} \}$. However, it is convenient since either $\left( M^\top M \right)^{-1} M^\top$ or the QR factorization of $M$ has already been computed to get $f_{t\perp}$.

This approach is equivalent to Equation (17) when using only two target feature vectors. The proof, which we generated using the computer algebra system Maxima [8], is provided in the Supplementary Material.

### 5.2.2 Sum of Square Differences (SAD)

For the sum of square differences, the formula given in Equation (19) generalizes directly for any set of vectors used for the barycentric composition. We just have to replace $\frac{\partial F(d)}{\partial \Delta d}$ by $M$ to get $\hat{\alpha}$, and obtain:

$$\hat{\alpha} = \left( M^\top M \right)^{-1} M^\top \left( f_s - f_{t,n} \right).$$  \hfill (34)

This formula is equivalent to the one developed in [6] and [20] for predictive interpolation.

### 5.2.3 Sum of Absolute Differences

In the case of a barycentric composition with more than two target vectors, finding $\hat{\alpha}$ is a least absolute difference problem of the form:

$$\hat{\alpha} = \arg \min_{\alpha} \| (f_s - f_{t,n}) - M\alpha \|_1.$$  \hfill (35)

This problem can be transformed to a linear program. Thus, one can solve it using a variant of the simplex algorithm [5]. However, this is unnecessarily complicated and suboptimal in practice, as this general method ignores much of the specificities of the least absolute difference problem. Instead, one can use gradient descent methods, which are guaranteed to reach the exact solution since the problem is convex. Dedicated variants of the algorithm, see for example [40], are guaranteed to reach the exact solution in a finite number of steps.
The gradient of the cost with respect to \( \alpha \) is given by:
\[
\nabla \alpha \rho = M^\top \nabla f \rho,
\]
(36)
with \( \nabla f \rho \) given by:
\[
\nabla f \rho = \text{sgn} \left( (f_s - f_{t,n}) - M\alpha \right).
\]
(37)
Starting from an initial guess \( \hat{\alpha}_0 \), the problem can be reduced to a uni-dimensional \( \ell_1 \) minimization along the direction of the gradient. Starting from the new estimate, the procedure iterates until it reaches \( \hat{\alpha} \). When the solution lies on the inflexion hyperplane of one of the absolute value components of the cost, some artifacts can occur since the gradient cannot be computed by a linear composition of partial derivatives. Each intermediate line-restricted optimum \( \hat{\alpha}_i \) will be at the intersection of such hyperplanes. The solution is to constrain the optimization to the hyperplanes encountered in the previous optimization until the restricted space is uni-dimensional. When this occurs, the newly intersected hyperplane has to be added to the constraints and one previous hyperplane has to be deselected. The left and right gradients can be computed for each selected hyperplane. The hyperplane leading to the steepest descent when unselected is the one to remove from the constraints. As the method will end up following the edges of the cost function and will always lead to a smaller value, it is guaranteed to converge in a finite time.

The perpendicular vectors of the hyperplanes currently selected as constraints are the corresponding rows of the matrix \( M \) and can be stored in a matrix \( Z \). The direction of the projected gradient is then given by:
\[
\nabla_{\alpha, Z} \rho = \nabla \alpha \rho - Z^\top (ZZ^\top)^{-1} Z \nabla \alpha \rho.
\]
(38)
Note that once a sufficient number of constraints are selected such that the space they span is unidimensional, the gradient is computed not to decide in which direction to optimize (this is given by the constraints) but to determine which constraint needs to be deselected. It also gives the direction \( d \) of the parametric line \( \alpha(t) = dt \) along which the optimization is performed.

To compute the optimal \( \hat{t}_i \) given the optimization direction \( d_i \), the weighed median formula presented in Section 4.2.3 can be used. The potential scaling parameters \( \Delta \hat{t}_i \) are given by:
\[
\Delta \hat{t}_{i,[c]} = \frac{f_{s,[c]} - f_{t,n,[c]} - M\alpha_{i,[c]}}{Md_{i,[c]}}
\]
(39)
and the weights \( \omega_i \) are equal to \( |Md_{i,[c]}| \). This leads to the following iterative formula for the \( \hat{\alpha}_i \):
\[
\hat{\alpha}_{i+1} = \hat{\alpha}_i + d_i \left( \text{Median} \Delta \hat{t}_{i,[c]} \right).
\]
(40)
6 Algorithmic complexity of the proposed formulas

Discrete dense patch-based matching has a running complexity of $O(S \times R \times F)$, with $S$ the size of the images, $R$ the size of the search range, and $F$ the length of the feature vectors. While $R$ usually represents a full dense search space, specific methods such as PatchMatch [2], and its potential improvements like Coherency Sensitive Hashing [22], can be used to reduce its size. However, in the best case, the running time complexity of dense patch-base matching would still be $O(S \times F)$. For comparison, cost-based interpolation formulas have a running time complexity, when processing a whole image, of $O(S)$. Image-based interpolation formulas, on the other hand, have a running time complexity of $O(S \times F)$, which is slightly worse than cost-based methods but does not increase the complexity of the dense patch-base matching pipeline. The algorithm proposed in Section 5.2.2, on the other hand, is a variant of the simplex method and as such has a worst time complexity of $O(S \times 2^F)$, which would increase the overall complexity of the dense patch-base matching problem. However, in practice, this is hardly an issue since, on average, the simplex still has a polynomial time complexity [41]. Also, since our method also works as a gradient descent method, it can be restarted for early iterations to speed up convergence by not following the edges of the function.

7 Experimental results

In this section, we analyze the subpixel accuracy and resistance to the pixel locking effect of the proposed closed-form formulae for subpixel refinement. We first consider the case of rectified stereo pair matching (Section 7.1), which is a one-dimensional patch-based problem. Then, in Section 7.2, we consider the problem of optical flow estimation, which is a two-dimensional patch-based matching problem. All results are provided when the interpolation of the feature volumes is performed before feature whitening. The Supplementary Material provides additional results including the case when the interpolation is performed after feature whitening.

7.1 One dimensional patch-based matching

We first evaluate the proposed formulae for one dimensional subpixel refinement. To this end, we use the 2014 Middlebury stereo dataset [37], which contains 10 high-resolution real image pairs with their corresponding very high-quality ground truth. This high quality ground truth is why we choose this dataset for evaluating subpixel refinement methods on real data. In 2021 the authors of the Middlebury 2014 datasets added 24 images pairs from 11 scenes using a subset of the pipeline of the 2014 dataset [33]. We also used the 2021 dataset for evaluation but, as it is still not as widespread in the community as the 2014 dataset, we kept the results apart and discuss them in the supplementary material. We evaluate the proposed formulae for each matching function ((Z)NCC, (Z)SSD, (Z)SAD). For comparison, we also evaluate the approximation algorithm for the MedS cost function [20]. We evaluate when interpolating separately to the left and to the right (using the barycentric interpolation approach presented in Section 4.2), and then when considering both the left and right
feature vectors at once (using predictive interpolation as proposed in Section 5.2). We compare against the traditional equiangular (Eq. (10)) and parabola (Eq. (11)) formulae, as well as against the formula proposed by Shimizu and Okutomi [38] to cancel the pixel locking effect of parabola-based refinement. We performed the experiment for four different correlation window sizes, namely 5 × 5, 7 × 7, 9 × 9 and 11 × 11.

We first compute the raw disparity map \( \hat{d} \) using the same cost or score function as the one used for feature space registration. We then evaluate the proposed formulae on the pixels that have been successfully matched by the previous step, hereinafter referred to as inliers. As a result, we can measure the actual subpixel accuracy of the refinement formulae rather than as an initial matching algorithm’s performance, since mismatched pixels would otherwise dominate the error metrics. We report in Table 1 the Mean Absolute Error (MAE) between the ground truth disparity \( d \) and the refined disparity \( \hat{d} \). It is defined as:

\[
MAE = \frac{1}{P_{\text{matched}}} \sum_{p \in P_{\text{matched}}} |d(p) - \hat{d}(p)|.
\]

(41)

In addition to these results, which are aggregated over the entire data set, we provide in the Supplementary Material the MAE and the Root Mean Square Error (RMSE) computed on each individual image.

### Table 1: Aggregate results of studied formulae for the Middlebury stereo dataset (1D patch-based matching) for different correlation windows and cost functions.

| C | W | Mean MAE over Middlebury 2014 [px] | Mean SNR over Middlebury 2014 [dB] |
|---|---|---|---|
| NCC | 5x5 | 0.261 | 0.160 |
| SSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 7x7 | 0.273 | 0.153 |
| ZNCC | 5x5 | 0.281 | 0.154 |
| ZSSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 11x11 | 0.284 | 0.158 |
| SSD | 7x7 | 0.273 | 0.153 |
| ZNCC | 5x5 | 0.281 | 0.154 |
| ZSSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 11x11 | 0.284 | 0.158 |

| C | W | Mean MAE over Middlebury 2014 [px] | Mean SNR over Middlebury 2014 [dB] |
|---|---|---|---|
| NCC | 5x5 | 0.261 | 0.160 |
| SSD | 9x9 | 0.291 | 0.176 |
| ZNCC | 5x5 | 0.281 | 0.154 |
| ZSSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 11x11 | 0.284 | 0.158 |

| C | W | Mean MAE over Middlebury 2014 [px] | Mean SNR over Middlebury 2014 [dB] |
|---|---|---|---|
| NCC | 5x5 | 0.261 | 0.160 |
| SSD | 9x9 | 0.291 | 0.176 |
| ZNCC | 5x5 | 0.281 | 0.154 |
| ZSSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 11x11 | 0.284 | 0.158 |

| C | W | Mean MAE over Middlebury 2014 [px] | Mean SNR over Middlebury 2014 [dB] |
|---|---|---|---|
| NCC | 5x5 | 0.261 | 0.160 |
| SSD | 9x9 | 0.291 | 0.176 |
| ZNCC | 5x5 | 0.281 | 0.154 |
| ZSSD | 9x9 | 0.291 | 0.176 |
| ZSAD | 11x11 | 0.284 | 0.158 |

In Table 1, we show the Mean Absolute Error (MAE) for the Middlebury stereo dataset (1D patch-based matching) for different correlation windows and cost functions. The best performing formula per row for a given metric is bold and the best performing (1D patch-based matching) for different correlation windows and cost functions.
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We also evaluated how much each method is impacted by the pixel locking effect. To this end, we use the Signal-to-Noise Ratio (SNR) where the signal under consideration $\epsilon(i)$ is the expected subpixel alignment error knowing the disparity fractional part minus the expected subpixel alignment error. It is defined as:

$$\epsilon(i) = E_{d_i | \hat{d}_i - d_i} \left[ \hat{d}_i - \bar{d}_i \right] - E_{\hat{d}} \left[ \hat{d} - \bar{d} \right].$$

(42)

The SNR can then be computed as:

$$SNR = \frac{\sum_{i \in M} \epsilon(i)^2}{\sum_{i \in M} (\hat{d}_i - \bar{d}_i - \epsilon(i))^2}.$$  \hspace{1cm} (43)

In practice, $E_{d_i | \hat{d}_i - d_i} \left[ \hat{d}_i - \bar{d}_i \right]$ is approximated by computing the mean subpixel error in discrete intervals of disparity fractional parts; see Fig. 3. We use bins of size $1/40$ pixels, which is a good compromise between precision and statistical significance.

Note that unlike signal reconstruction applications, where a higher SNR means better performance, here the SNR should be as low as possible, meaning the subpixel alignment error cannot be predicted by knowing the fractional part of the disparity.

### 7.1.1 Accuracy of subpixel refinement

The results of our experiment, reported in Table 1, show a clear benefit of the feature space interpolation formula when using Barycentric interpolation, as the peak performance obtained with this approach (a MAE of 0.124px) is way better than the peak performance of any other approach. Especially the additional uncertainty brought by the larger number of feature vectors considered is too detrimental when using predictive interpolation.

One important point to notice is that the proposed formulae seem to be much more impacted by the size of the correlation windows than the cost-volume based formulae. When using the NCC cost function and a large correlation window ($9 \times 9$ and above), the method of Shimizu and Okutomi [38] has superior performances. The results in Table 1 indicate that other cost functions follow a similar trend. This is probably due to the fact that the disparities within the correlation window are not uniform, creating misalignment within the patches when they are matched [4]. This is, however, not an issue for cost function-based interpolation methods since the generated noise will be symmetric on each side of the optimum subpixel position, just like the parabola or equiangular kernel. For feature-based refinement, this will pose a problem, which will become more and more visible as the size of the correlation window, and thus the discrepancies between pixels disparities in the window, increases.

Note that feature-based interpolation is not suitable for the SAD cost function, with the equiangular cost-based refinement formula outperforming all alternative formulae for this cost function. However, the performance of any combination of method and correlation windows on SAD is still far from the best performing combination.
Fig. 9: The benefits of reducing the pixel locking effect: when refining with the parabola based formula, waves can be seen when looking at the 3D point cloud reconstructed from the disparity map when seen from the side (c). The effect is far less pronounced when using feature based refinement (d). Here showcased on the piano image from the Middlebury 2014 stereo dataset.

The results of Kim and Kak’s [20] image interpolation for MedS and ZMedS costs are very poor, but remember that their iterative algorithm [20] with which we are comparing our formulas is an approximation. These two cost functions also performed relatively poorly for the cost interpolation-based methods compared to other cost functions. This is probably because the pixel with the median square error is likely to be a different pixel for different neighboring image patches, causing additional noise even when interpolating in the cost space.

The absolute best formula is a feature-based interpolation using a $5 \times 5$ correlation window and ZNCC cost function. As a matter of fact, the feature-based interpolation with the ZNCC cost function is the most effective for all correlation window sizes except $11 \times 11$, for which the SAD with equiangular cost refinement provides the best result. In general, using a smaller correlation window is often not desirable for discrete matching. However, one can use different window sizes for the matching and refinement, since the refinement process is a local process and as such it should not be adversely impacted by ambiguous image patches elsewhere in the image.
7.1.2 Robustness to the pixel-locking effect

In terms of sensitivity to the pixel-locking effect, the parabola-based interpolation formula shows an SNR up to one order of magnitude worse than alternative methods with clearly visible artifacts in the point clouds and depth maps reconstructed from the disparity; see Figure 9. The three remaining formulae all have decent performances that are quite similar to one another. This shows that, in almost all cases, parabola cost interpolation should be avoided. The equiangular cost-based interpolation formula or Shimizu and Okutomi [38] cancellation method can always replace their parabola counterpart with minimal performance loss and no overhead in terms of computation time. Feature-based interpolation, while slightly more expensive in terms of computation time, offers good benefits in terms of reconstruction accuracy as well as robustness to the pixel-locking effect.

7.2 Two dimensional patch-based matching

To test the proposed formulae for 2D subpixel refinement, we use the optical flow Middlebury dataset, a collection of three real and seven simulated image pairs with very high quality optical flow ground truth [1]. We evaluate, for each matching function ((Z)NCC, (Z)SSD, (Z)SAD), the proposed formulae using both the Rook (Fig. 7a) and Queen (Fig. 7b) contiguity. We first consider the case where each four corners of $\lfloor d \rfloor$ are considered individually, using barycentric interpolation for the Rook contiguity (Fig. 7a) and predictive interpolation for the Queen contiguity (Fig. 7b). Then, we consider the case where each four corners of $\lfloor d \rfloor$ are considered all at the same time, using predictive interpolation in all cases (Fig. 7c and 7d). We compare against the traditional separable formula (Eq. 26) for parabola an equiangular cost interpolation, as well as against the anisotropic formula of Shimizu and Okutomi [39], again both with parabola and equiangular cost and paraboloid fitting (using least squares).
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Table 2: Aggregate results of the studied formulae for the Middlebury optical flow dataset (2D patch-based matching) for different correlation windows and cost functions. The best performing formula per row is in bold and the overall best performing formula is in green.

| C     | W  | Isotropic | Anisotropic | Features split | Features symmetric |
|-------|-----|-----------|-------------|----------------|--------------------|
|       | Raw| Parabola  | Equiangular | Paraboloid     | Rook               |
| NCC   | 5x5| 0.259     | 0.279       | 0.343          | 0.343              |
|       | 7x7| 0.264     | 0.254       | 0.303          | 0.304              |
|       | 9x9| 0.366     | 0.229       | 0.241          | 0.280              |
|       | 11x11| 0.368 | 0.224       | 0.235          | 0.267              |
| ZNCC  | 5x5| 0.358     | 0.255       | 0.276          | 0.342              |
|       | 7x7| 0.365     | 0.236       | 0.251          | 0.300              |
|       | 9x9| 0.365     | 0.226       | 0.239          | 0.274              |
|       | 11x11| 0.366 | 0.221       | 0.232          | 0.265              |
| SSD   | 5x5| 0.365     | 0.263       | 0.284          | 0.343              |
|       | 7x7| 0.366     | 0.242       | 0.258          | 0.304              |
|       | 9x9| 0.367     | 0.231       | 0.244          | 0.281              |
|       | 11x11| 0.368 | 0.226       | 0.237          | 0.268              |
| ZSSD  | 5x5| 0.359     | 0.257       | 0.277          | 0.342              |
|       | 7x7| 0.365     | 0.237       | 0.252          | 0.301              |
|       | 9x9| 0.365     | 0.227       | 0.240          | 0.278              |
|       | 11x11| 0.366 | 0.223       | 0.233          | 0.265              |
| SAD   | 5x5| 0.365     | 0.265       | 0.270          | 0.345              |
|       | 7x7| 0.366     | 0.248       | 0.245          | 0.303              |
|       | 9x9| 0.365     | 0.239       | 0.232          | 0.279              |
|       | 11x11| 0.365 | 0.234       | 0.224          | 0.264              |
| ZSAD  | 5x5| 0.359     | 0.260       | 0.264          | 0.346              |
|       | 7x7| 0.363     | 0.245       | 0.241          | 0.304              |
|       | 9x9| 0.364     | 0.237       | 0.229          | 0.280              |
|       | 11x11| 0.365 | 0.233       | 0.223          | 0.265              |
| MedS  | 5x5| 0.365     | 0.298       | 0.333          | 0.400              |
|       | 7x7| 0.368     | 0.274       | 0.303          | 0.355              |
|       | 9x9| 0.367     | 0.260       | 0.285          | 0.327              |
|       | 11x11| 0.365 | 0.251       | 0.273          | 0.307              |
| ZMedS | 5x5| 0.360     | 0.289       | 0.305          | 0.396              |
|       | 7x7| 0.369     | 0.270       | 0.277          | 0.351              |
|       | 9x9| 0.371     | 0.259       | 0.260          | 0.322              |
|       | 11x11| 0.371 | 0.252       | 0.250          | 0.303              |

Similar to Section 7.1, we first compute the raw disparity map using the same cost function as the one used for subpixel refinement. We then evaluate our formula on the inliers. To be consistent with the \( MAE \), which we used in the 1D case (Section 7.1), we report the mean norm of the difference between the ground truth optical flow \( \tilde{d} \) and the refined optical flow \( d \), denoted as \( MD \):

\[
MD = \frac{1}{|P_{matched}|} \sum_{p \in P_{matched}} \left\| \tilde{d}[p] - d[p] \right\|_2.
\]  

We also provide, in the Supplementary Material, the \( MD \) per image.

The results, reported in Table 2, show very clear benefits for feature-based formulae, and more specifically the Queen contiguity-based formula when each corner of \( |d| \) is considered independently. In term of accuracy, the overall best performing method is once again the ZNCC based formula, but this time when using an 11 \( \times \) 11 correlation window. In fact, unlike the one dimensional case, the performance of almost all feature-based formulae increases with the size of the correlation window. This can be explained by multiple factors but the most important one is that...
when reconstructing optical flow, as long as the relative motion between two consecutive frames is small, the search space is smaller and the risk of having large flow variations within the correlation windows is thus limited.

Visually, the improvement of the proposed feature-based refinement formula is very clear. In Figure 10, for example, one can see that most of the details invisible in the raw displacement map can be spotted on the refined map.

8 Conclusion and future work

This paper studied closed-form formulae for subpixel refinement. We proposed new and extended existing feature-based refinement formulae for any-dimensional patch-based matching. We have evaluated those formulae against existing closed-form formulae based on cost interpolation for stereo matching and optical flow evaluation. Our experiments show that the proposed formulae offer clear benefits in almost all of the considered cases. In particular, our generalized two dimensional formula for the ZNCC cost function attains the absolute best performance compared to all the other tested formulas on the Middlebury optical-flow dataset. The proposed feature-based formulae can easily and directly replace their cost-based counterparts in existing machine vision and image processing applications. While the focus of this work was mostly mathematical, i.e., deriving and analyzing formulae, we plan in the future to consider practical applications by implementing the proposed formulae in more complete pipelines for applications such as stereo vision. We also plan to generalize the proposed formulae to the non-linear features used in practice, for which interpolation in the image space is no longer equivalent to interpolation in the feature space.
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