LOCALIZATION AND DELOCALIZATION OF GROUND STATES OF BOSE-EINSTEIN CONDENSATES UNDER DISORDER
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Abstract. This paper studies the localization behaviour of Bose-Einstein condensates in disorder potentials, modeled by a Gross-Pitaevskii eigenvalue problem on a bounded interval. In the regime of weak particle interaction, we are able to quantify exponential localization of the ground state, depending on statistical parameters and the strength of the potential. Numerical studies further show delocalization if we leave the identified parameter range, which is in agreement with experimental data. These mathematical and numerical findings allow the prediction of physically relevant regimes where localization of ground states may be observed experimentally.
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1. Introduction

When a dilute bosonic gas is cooled down to ultra-low temperatures close to 0K, an extreme state of matter is formed: a Bose-Einstein condensate (BEC). A characteristic feature of such condensates is that a large fraction of the particles occupies the same quantum state and hence behaves like a single “super atom”. This allows to study certain quantum phenomena on a macroscopic observation scale, where the phenomenon of superfluidity is perhaps the most prominent one. The existence of BECs was first predicted by Bose and Einstein one century ago [Bos24, Ein24], but it took until 1995 before it could be finally experimentally confirmed [AEM+95, DMA+95]. Since then, there is still an increasing interest in the topic and the study of BECs and its properties became a highly active field of modern quantum physics.

In this paper, we shall investigate the behavior of BECs in a disorder potential from a mathematical perspective. The interest in studying wave phenomena in disordered media goes back to the seminal work by Anderson [And58] who discovered that electronic waves in a disorder crystal are strongly (exponentially) localized. For example, this can lead to an insulating effect for otherwise conducting materials. This so-called Anderson localization was later discovered to be a general phenomenon that can be encountered for acoustic waves, elastic waves, electromagnetic waves, and even quantum matter waves. The latter has been studied experimentally through almost non-interacting BECs [BJZ’08, RDF’08], where exponential localization in the sense of Anderson was observed together with a suppression of transport in an expanding BEC. For this type of “dynamical” localization, theoretical and numerical studies can be found in [CVH’05, CVR’06, FFG’05, SPCL’08]. In contrast to that, the focus of this paper is to study the effect of disorder on the ground state, which is experimentally still a challenge.

Numerical experiments that address the localization of ground states of BECs are presented, for example, in [SDK+05, SDK+06, APV18, AP19, AHP21]. It is found, in accordance with analogous findings for the dynamical localization of BECs, that there is a sensitive interplay between the strength of disorder and the strength of particle interactions. In fact, to observe Anderson-type localization for ground states it is expected that the particle interactions need to be sufficiently weak and that the degree of disorder, both in terms of amplitude and oscillation/correlation length, needs...
to be sufficiently large. Despite plenty of numerical evidence (cf. [GGCBP19] and the references therein for a recent overview), to the best of our knowledge there has not yet been any direct experimental observation of the localization of ground states under disorder.

We consider the Gross-Pitaevskii eigenvalue problem (GPEVP) as a mathematical model for the ground states of BECs with weak repulsive interactions at ultra-low temperatures, where we refer to [DGPS99, LSY01, PS03, Af06, BC13] and the references therein for derivations and analytical justifications. The Gross-Pitaevskii equation (GPE) is based on mean field theory and one might wonder if it is hence still applicable for BECs under strong disorder. In fact, Seiringer et al. [SYZ14] proved that Bose-Einstein condensation can take place in highly disordered potentials (with large amplitude and short oscillation length) and that the GPE is still a valid model in this regime. Based on this justification, we study localization phenomena through the (dimensionless) GPEVP in one space dimension as a model problem. The equation seeks the quantum state $u$ of the BEC under the mass normalization constraint $\int_{\mathbb{R}} |u|^2 \, dx = 1$ such that

$$-\frac{1}{2} u'' + V(x) u + \kappa |u|^2 u = \lambda u. \quad (1.1)$$

Here, $V(x)$ is a disorder potential, $\kappa \geq 0$ a parameter that characterizes the strength of repulsive particle interactions, and $\lambda$ the eigenvalue that equals a rescaled chemical potential. As mentioned above, it is well established in the literature (cf. [SDK+05, SDK+06, SYZ14]) that if $u$ is the ground state (i.e. the eigenfunction to the smallest eigenvalue $\lambda$), then $u$ is expected to be exponentially localized, provided that $V(x)$ is sufficiently strong in amplitude and disorder and that $\kappa$, i.e., the particle interaction, is sufficiently small. In this paper, we are concerned with quantifying this localization in terms of statistical parameters of the potential and the size of the interaction constant $\kappa$. Previous qualitative results in this direction were derived in [SYZ14]. Our new results are consistent with these earlier findings, but they are different in the sense that we treat other types of disorder potentials and we will be able to make quantitative predictions concerning the strength of the potential relative to the oscillation length and interaction parameter.

The proof of localization is based on the corresponding linear eigenvalue problem and the observation that the nonlinearity can be interpreted as a perturbation of the given potential. Thus, results from the linear case can be transferred and extended to our more general setting of the GPEVP. The goal of this paper is to provide a mathematical explanation for the exponential localization of ground states under sufficiently large disorder and for the delocalization of the condensate for an increasing strength of particle interactions.

Using the abstract theory of preconditioned iterative solvers [KY16, KPY18] together with exponential decay properties of the Green’s function associated with the (linear) Schrödinger operator, it is possible to prove Anderson-type localization for the ground state of the linear problem with a sufficiently strong disorder potential [AHP20]. In this paper, we generalize these results in a first step by proving the aforementioned localization for a large fraction of the lower part of the spectrum and by dealing with a broader class of potentials. This will be subject of Section 3. In a second step, we interpret in Section 4 the nonlinear GPEVP as a linear eigenvalue problem with effective potential $V(x) + \kappa |u_{gs}|^2$. Here, $u_{gs}$ denotes the ground state, for which we prove that it introduces only a sufficiently small perturbation of the potential $V(x)$, provided that $V(x)$ is sufficiently large and that $\kappa$ is sufficiently small. To be precise, we prove that if $V(x)$ is oscillating with a wave length of size $0 < \varepsilon \ll 1$, then the maximum amplitude of the disorder potential needs to be at least of order $\varepsilon^{-2}$ and the strength of the nonlinearity must not exceed the order $\varepsilon^{-4}$ to observe localization. We shall also formulate a conjecture saying that this scaling will change for higher space dimensions. Our findings will be support by numerical experiments in Sections 4.4. Finally, we consider realistic physical values in Section 5 and translate them into our scaling regime. With this we are able to make predictions about the localization and delocalization of ground states in different experimental configurations.

Throughout this paper, we use the notion $a \lesssim b$ (and accordingly $\gtrsim$) for the existence of a generic constant $c > 0$, independent of the parameter $\varepsilon$, such that $a \leq cb$. Moreover, we write $a \simeq b$ if we have $a \lesssim b$ and $a \gtrsim b$. 
2. Physical Setting and Scaling Regime

We shall present a motivation for the scaling regime (for $V_{\varepsilon}$ and $\kappa$) that we will consider in this paper. For that, we start from the GPEVP in physical units and derive a nondimensional form that depends on the oscillation length of the disorder potential. Like that, we will see how such a scaling influences the effective potential amplitude and the effective interaction constant in the corresponding nondimensional equation. The resulting scaling will be the basis for our analysis and we shall later relate it to explicit physical values in Section 5.

We consider a repulsive, weakly interacting Bose gas at ultra low temperatures in a disorder potential. The stationary states of such BECs are modeled by the GPEVP in physical units, where we seek the condensate's quantum state $\psi: \mathbb{R}^3 \rightarrow \mathbb{R}$ with corresponding eigenvalue $\mu \in \mathbb{R}$ such that

$$-\frac{\hbar^2}{2m} \Delta \psi(x) + V_{\varepsilon}(x) \psi(x) + \frac{g}{2} |\psi(x)|^2 \psi(x) = \mu \psi(x)$$

and with the mass constraint

$$\int_{\mathbb{R}^3} |\psi(x)|^2 \, dx = N.$$

Here, $\hbar$ is the reduced Planck constant (in $[\text{J} \cdot \text{s}]$); $N$ is the number of bosons (dimensionless unit); $m$ the mass of a single boson (in $[\text{kg}]$); and $a$ the scattering length (in $[\text{m}]$); $g = \frac{4 \pi \hbar^2 a}{m}$ is an atomic interaction constant (in $[\text{J} \cdot \text{m}^3]$); $V_{\varepsilon}$ is an external trapping potential (in $[\text{J}]$); and the eigenvalue $\mu$ is the chemical potential of the condensate (in $[\text{J}]$). The physical unit of the wave function $\psi(x)[m]$ is $[\text{m}^{-3/2}]$, which yields a particle density $|\psi(x)[m]|^2$ measured in $[\text{m}^{-3}]$ (particles per cubic meter). The time-dependent standing wave that describes the condensate is given by $\psi(x)e^{-\mu t/\hbar}$.

An analytical justification that the Gross-Pitaevskii model is still applicable even for strong disorder potentials was shown in [SYZ14].

2.1. Dimensionless form in 3D. In order to introduce a non-dimensional form of the equation we can select a scaling parameter $\varepsilon > 0$ that is adjusted to the characteristic length of the condensate and which determines a targeted scaling regime. The scaling parameter is such that $\varepsilon^2$ is measured in the unit $[\text{Hz}]$. Furthermore, we introduce a dimensionless parameter $\rho > 0$ that will help us to tune the oscillation length of the nondimensional potential to $\varepsilon$. With this we set

$$(2.1) \quad s_x := \sqrt{\frac{\hbar}{m}} \frac{\rho}{\varepsilon} \ \text{ in } [\text{m}]$$

and define the non-dimensional quantum state as

$$u_{3D}(x) := \sqrt{s_x^2 \frac{\rho}{N}} \psi(s_x x).$$

It is easy to verify that $u_{3D}$ is normalized in mass, i.e., $\int_{\mathbb{R}^3} |u_{3D}(x)|^2 \, dx = 1$, and that it solves

$$(2.2) \quad -\frac{1}{2} \Delta u_{3D}(x) + \frac{1}{\varepsilon^2} V_{3D}(\frac{x}{\varepsilon}) u_{3D}(x) + \varepsilon \kappa_{3D} |u_{3D}(x)|^2 u_{3D}(x) = \lambda_{3D} u_{3D}(x),$$

where

$$V_{3D}(x) := \frac{\rho^2}{\hbar} V_{\varepsilon}\left(x, \rho \sqrt{\frac{\hbar}{m}}\right), \quad \kappa_{3D} := \frac{2\pi a N}{\rho \sqrt{\frac{m}{\hbar}}}, \quad \text{and} \quad \lambda_{3D} := \frac{\rho^2}{\varepsilon^2} \frac{\mu}{\hbar}.$$

We observe that, in this scaling regime, the strength of the potential scales with $1/\varepsilon^2$. Furthermore, if $V_{3D}$ is oscillating on a scale of order $O(1)$, then the potential in (2.2), i.e., $\frac{1}{\varepsilon^2} V_{3D}(\frac{x}{\varepsilon})$, is oscillating on the $\varepsilon$-scale. Finally, the atomic interaction constant scales with $\varepsilon$. As we will see next, this last scaling of the interaction constant is in fact depending on the spatial dimension, whereas the regime for the potential remains unchanged.
Remark 2.1 (size of $\varepsilon$). Formally, $\varepsilon > 0$ is not a physical parameter and can be chosen arbitrarily. Different values for $\varepsilon$ only affect the scaling regime of the non-dimensional equation. However, in this paper we will select $\varepsilon \ll 1$ so that the characteristic length of the rescaled wave function $u_{3D}$ is smaller than 1. This will allow us to consider (2.2) on the unit interval and measure the (exponential) decay of $u_{3D}$ in units of $\varepsilon$.

2.2. Dimensionless form in 2D. If the trapping potential $V_{3D}$ is strongly anisotropic, then the condensate can be confined into a plane or a certain space direction. In these cases, the 3D GPEVP (2.2) can be formally reduced to an equation in one or two space dimensions.

A typical physical experiment in 2D creates a disk-shaped condensate with small height. Practically this is achieved through a harmonic confinement potential with a large trapping frequency in the strong confinement direction. Without loss of generality assume that the condensate is (exponentially) decreasing in the $xy$-plane, and hence, that it is strongly confined in $z$-direction. For some large trapping frequency $\Omega_z \gg 1$ (in $[(\text{rad/s})/(2\pi)^{-1}\text{Hz}]$, a suitable potential is of the form

$$V_\nu(x) = W_{2D}(x,y) + \frac{m}{2} \omega_z^2 z^2,$$

where $x = (x, y, z)$ and $W_{2D}$ characterizes the potential in the $xy$-plane. For the rescaled potential we consequently obtain

$$V_{3D}(x) = V_{2D}(x,y) + \frac{1}{2} \left(\frac{\omega_z}{2\pi}\right)^2 z^2 \quad \text{with} \quad V_{2D}(x) := \frac{\hbar^2}{\rho} W_{2D}\left(x \rho \sqrt{\frac{\hbar}{m}}\right).$$

In this case it can be shown that we have a separation of variables for $u_{3D}(x)$ which allows to project all terms of the equation into a suitable subspace of functions that only live in the $xy$-plane and which consequently reduces the 3D GPEVP to a 2D equation (cf. [Bao14, BC13, BJM03] for details and analytical proofs). In our case (i.e. for repulsive, weakly interacting BECs), the 2D GPEVP reads

$$(2.3) \quad -\frac{1}{2} \Delta u_{2D}(x) + \frac{1}{\varepsilon^2} V_{2D}\left(\frac{x}{\varepsilon}\right) u_{2D}(x) + \kappa_{2D} |u_{2D}(x)|^2 u_{2D}(x) = \lambda_{2D} u_{2D}(x)$$

with $x = (x, y)$, $V_{2D}$ as defined above, and

$$\kappa_{2D} := a N \sqrt{\frac{\rho}{\hbar}}.$$

Note that in our scaling regime, the effective (non-dimensional) trapping frequency in $z$-direction is $\frac{\omega_z \rho^2}{2\pi^2}$. This $\varepsilon$-dependency of the trapping frequency causes the change of the scaling for the interaction constant. More precisely, we used that the full interaction constant is given by

$$\varepsilon \kappa_{3D} \frac{1}{\sqrt{2\pi}} \sqrt{\frac{\omega_z \rho^2}{2\pi^2 \varepsilon^2}} = \kappa_{3D} \rho \sqrt{\frac{\omega_z}{2\pi}} =: \kappa_{2D}.$$

2.3. Dimensionless form in 1D. If the strong confinement is both in $y$- and $z$-direction, a cigar-shaped condensate can be obtained. In this case, the strongly anisotropic potential trap is of the form

$$V_\nu(x) = W_{1D}(x) + \frac{m}{2} \left(\omega_y \rho y^2 + \omega_z \rho z^2\right),$$

where $\omega_y, \omega_z \gg 1$ are strong trapping frequencies and $W_{1D}$ a potential that only acts in $x$-direction. The rescaled potential becomes

$$V_{3D}(x) = V_{1D}(x) + \frac{1}{2} \left(\frac{\omega_y}{2\pi}\right)^2 y^2 + \left(\frac{\omega_z}{2\pi}\right)^2 z^2 \quad \text{with} \quad V_{1D}(x) := \frac{\hbar^2}{\rho} W_{1D}\left(x \rho \sqrt{\frac{\hbar}{m}}\right).$$

Using again the aforementioned projection method as elaborated in [BJM03], it is possible to reduce the 3D GPEVP to a 1D GPEVP. In our scaling regime we obtain

$$(2.4) \quad -\frac{1}{2} u_{1D}''(x) + \frac{1}{\varepsilon^2} V_{1D}\left(\frac{x}{\varepsilon}\right) u_{1D}(x) + \frac{\kappa_{1D}}{\varepsilon} |u_{1D}(x)|^2 u_{1D}(x) = \lambda_{1D} u_{1D}(x),$$
where

$$\kappa_{1D} := \rho \frac{a N}{2 \pi} \sqrt{\frac{m \omega_y \omega_z}{\hbar^2}}.$$  

We stress that the scaling in front of the interaction constant changed again, from $O(\varepsilon)$ in $3D$ and $O(1)$ in $2D$ to $O(\varepsilon^{-1})$ in $1D$. As before, this corresponds to the influence of the effective trapping frequencies in $y$- and $z$-direction, where we have the relation

$$\varepsilon \kappa_{1D} \frac{1}{2\pi} \sqrt{\frac{\omega_y \omega_z \rho^2}{4\pi^2 \varepsilon^3}} = \varepsilon^{-1} \frac{\kappa_{1D}}{4\pi^2 \rho^2} \sqrt{\omega_y \omega_z} := : \varepsilon^{-1} \kappa_{1D}.$$  

In this paper, we mainly consider the $1D$ GPEVP in the scaling regime as given in (2.4) and for a disorder potential $V_{1D}$. In this regime, we prove that the ground state is exponentially localized to a small region, where $\varepsilon$ is selected small enough so that the condensate is confined to the unit interval. The ground state solution $u_{1D}$ to equation (2.4) is defined as ($L^2$-normalized) eigenfunction to the smallest eigenvalue $\lambda_{1D}$. Equivalently, we can characterize $u_{1D}$ as the global minimizer of the total energy. We will later make these characterizations explicit in Section 4. In Section 5 we apply our theoretical findings to realistic physical values in order to make predictions about a practical localization regime.

From now on we shall consider the one-dimensional GPEVP truncated to a bounded interval of appropriate size with homogeneous Dirichlet boundary conditions. This truncation can be physically justified by computing the Thomas–Fermi radius of the condensate, cf. [Bao14].

3. Disorder Potentials and Localization Results for the Linear Case

In order to prove localization results for the eigenstates of the GPEVP in Section 4 we need to have a closer look at the linear case first. For $\kappa = 0$, equation (1.1) is known as the linear Schrödinger eigenvalue problem,

$$-\frac{1}{2} u''(x) + V(x) u(x) = \lambda u(x) \quad \text{in } D \subseteq \mathbb{R}$$

with homogeneous Dirichlet boundary conditions, i.e., $u \in \mathcal{D} := H_0^1(D)$. The literature concerning Anderson-type localization of ground and excited states from a mathematical perspective is much more extensive for this linear case. In particular, it is well-known that the first eigenstates localize (in an exponential manner) under disorder. Exemplary, we mention that these effects have been analyzed in the early works [FS83, FMSS85, AM93, Aiz94] and, more recently, with a landscape function approach [FM12, ADJ +16, Ste17] as well as from a multiscale point of view [AHP20, AP19]. In the following, we generalize the results of [AHP20] and show that the first $O(\varepsilon^{-1})$ eigenfunctions localize in the sense of an exponential decay as a preparation for the nonlinear case that is treated in Section 4.

Throughout this section, we will consider the weak form of the eigenvalue problem (3.1). For this, we introduce the operators $A : \mathcal{D} \to \mathcal{D}$ and $I : \mathcal{D} \to \mathcal{D}^*$ by

$$\langle Au, v \rangle := \int_D \frac{1}{2} u'(x)v'(x) + V(x) u(x)v(x) \, dx, \quad \langle Iv, v \rangle := \int_D u(x)v(x) \, dx.$$  

The weak form of the Schrödinger eigenvalue problem then reads $Au = \lambda Iv$ in $\mathcal{D}^*$.

3.1. Disorder potentials. In this section we shall specify the characteristics of the considered family of disorder potentials $(V_\varepsilon)_{\varepsilon > 0} \subset L^\infty(D)$. The family consists of potentials that are rapidly oscillating on a grid with mesh width $\varepsilon$. To make this precise, we consider the unit interval $D := (0, 1)$ and we let $\varepsilon > 0$ denote the aforementioned (small) mesh size parameter with $\varepsilon \ll 1$ and, for simplicity, $\varepsilon^{-1} \in \mathbb{N}$. With this, we begin with introducing a family of equidistant meshes that consist of small subintervals of length $\varepsilon$, i.e.,

$$T^\varepsilon := \{ T_k^\varepsilon \mid 1 \leq k \leq \varepsilon^{-1} \}, \quad T_k^\varepsilon := ((k-1)\varepsilon, k\varepsilon).$$

The corresponding family of potentials is assumed to be nonnegative and piecewise continuous w.r.t. the mesh, i.e., we assume that for each member of the family we have

$$V_\varepsilon \in L^\infty(D), \quad V_\varepsilon \geq 0, \quad V_\varepsilon |_{T_k^\varepsilon} \in C^0(T_k^\varepsilon).$$
Assume that the potential $V$. For disordered random potentials we can say that the smaller the value of $\varepsilon$, the smaller the probability that we start to investigate localization properties.

When we start to investigate localization properties, we will divide the interval $D$ into three relevant (disconnected) subregions. Loosely speaking, in one region the potential takes values smaller or equal to $\alpha \varepsilon^2 | \log \varepsilon |^{-2}$, then there is a second intermediate region, and in a third region the potential takes values larger or equal to $\beta \varepsilon^{-2}$. To make this precise, we define two disjoint submeshes of $T^\varepsilon$, namely $T^\varepsilon_\alpha$ and $T^\varepsilon_\beta$, by

$$T^\varepsilon_\alpha := \{ T^\varepsilon \in T^\varepsilon \mid \sup_{x \in T^\varepsilon} V_\varepsilon(x) \leq \alpha \varepsilon^2 | \log \varepsilon |^{-2} \},$$

$$T^\varepsilon_\beta := \{ T^\varepsilon \in T^\varepsilon \mid \inf_{x \in T^\varepsilon} V_\varepsilon(x) \geq \beta \varepsilon^{-2} \}.$$ 

Note that $\alpha \varepsilon^2 | \log \varepsilon |^{-2} < \beta \varepsilon^{-2}$ for $\varepsilon \ll 1$ and that the union of $T^\varepsilon_\alpha$ and $T^\varepsilon_\beta$ will, in general, not add up to the entire mesh $T^\varepsilon$ due to the possibility of intermediate values. Let us define the corresponding (disconnected) sets by

$$D^\varepsilon_\alpha := \bigcup \{ T^\varepsilon \in T^\varepsilon_\alpha \} \quad \text{and} \quad D^\varepsilon_\beta := \bigcup \{ T^\varepsilon \in T^\varepsilon_\beta \}.$$ 

**Example 3.1.** We mention three representative examples of potentials, which are also illustrated in Figure 3.1. A special case is a periodic two-valued potential, i.e., $V_\varepsilon$ equals alternating 1 or $\varepsilon^{-2}$. A reasonable choice for the characteristic parameters would be any $\alpha \in (0, 1)$ and any $\beta \in (\alpha, 1]$. We emphasize that eigenfunctions do not localize in the periodic setting [AHP20]. Second, we may consider a two-valued Bernoulli potential, which is piecewise constant w.r.t. $T^\varepsilon$. For a prescribed probability $p \in (0, 1)$ we set $V_\varepsilon$ on a subinterval to 1 and $\varepsilon^{-2}$ otherwise. Reasonable values for $\alpha$ and $\beta$ can be selected as before. Last but not least, we may choose the value of the potential on a subinterval randomly between 0 and some $\varepsilon^{-2} V_{\text{max}} > 0$. In this case, there are various possibilities to choose $\alpha$ and $\beta$.

The (maximal) connectivity components of $D^\varepsilon_\alpha$ and $D^\varepsilon_\beta$ will be denoted as valleys and peaks, respectively. Of particular interest are the diameter of the largest valley, which is of length $L^\varepsilon_\alpha$, i.e.,

$$(3.3) \quad L^\varepsilon_\alpha = \sup \{ \text{diam}(Q) \varepsilon^{-1} \mid Q \subseteq D^\varepsilon_\alpha \text{ is a closed interval} \}$$

as well as the largest interval without a peak,

$$L^\varepsilon_{\beta} = \sup \{ \text{diam}(Q) \varepsilon^{-1} \mid Q \subseteq D^\varepsilon_{\beta} \text{ is a closed interval} \}.$$ 

In general, we have $0 \leq L^\varepsilon_\alpha \leq L^\varepsilon_{\beta} \leq \varepsilon^{-1}$. However, for random potentials $V_\varepsilon$ that admit a certain statistical distribution of values, the size of $L^\varepsilon_\alpha$ and $L^\varepsilon_{\beta}$ is closely connected to the value of $\varepsilon$. For disordered random potentials we can say that the smaller the value of $\varepsilon$, the higher is the probability that $L^\varepsilon_\alpha$ and $L^\varepsilon_{\beta}$ become large and tend to infinity for $\varepsilon \to 0$.

**Example 3.2.** Assume that the potential $V_\varepsilon$ corresponds to a Bernoulli distribution of $\alpha$- and $\beta$-cells with probability $p \in (0, 1)$, cf. Figure 3.1 (middle). In this case, we have $L^\varepsilon_\alpha = L^\varepsilon_{\beta}$ and with high probability $L^\varepsilon_\alpha \simeq \log_{1/p}(\varepsilon^{-1}) = \log_p(\varepsilon) = \frac{\log \varepsilon}{\log p}$, cf. [MS15].

Note that, so far, the assumptions fit to any (deterministic) realization of a random potential $V_\varepsilon$. This particularly includes the periodic case. The actual size of $L^\varepsilon_\alpha$ and $L^\varepsilon_{\beta}$ will only play a role when we start to investigate localization properties.
3.2. Norm estimates. In this section, we derive a Friedrichs-type estimate that will be the key to finding lower bounds for the eigenvalues of the linear elliptic differential operator $A_{\varepsilon}$, which is the operator defined in (3.2) with potential $V = V_\varepsilon$. For proving the estimate, we define a cut-off function $\eta_\varepsilon \in H^1(D)$ with $0 \leq \eta_\varepsilon(x) \leq 1$, which is based on the particular structure of the potential $V_\varepsilon$. More precisely, we set $\eta_\varepsilon$ as the globally continuous and piecewise linear function, which is constant 1 in $D \setminus D_\varepsilon^\beta$ and vanishes in the middle of each element of $T_\beta^\varepsilon$, cf. Figure 3.2. With this, we obtain a cut-off function, which satisfies $\|\nabla \eta_\varepsilon\|_{L^\infty(D)} \leq 2 \varepsilon^{-1}$ as well as the following Friedrichs inequality.

Lemma 3.3. Consider a function $v \in \mathcal{V} = H_0^1(D)$ and the cut-off function $\eta_\varepsilon$ introduced above. Then the product $\eta_\varepsilon v$ satisfies the Friedrichs-type inequality

$$(3.4) \quad \|\eta_\varepsilon v\|_{H^1(D)} \leq \left(\frac{L_{\varepsilon,\beta} + 1}{\pi}\right) \varepsilon \left\|\nabla \eta_\varepsilon\right\|_{L^2(D)}.$$  

Proof. By the definition of $\eta_\varepsilon$, the product $\eta_\varepsilon v$ vanishes at the boundary of $D$ and in the center of each $T_\varepsilon \in T_\beta^\varepsilon$. These zeros define a partition of $D$, on which we can apply the one-dimensional version of the Poincaré-Friedrichs inequality (or Wirtinger’s inequality) of the form $\|v\|_{L^2(a,b)} \leq \frac{b-a}{2\pi} \|v'\|_{L^2(a,b)}$ for all $v \in H_0^1(a,b)$, cf. [DM72]. Since the diameter of each subinterval is bounded by $(L_{\varepsilon,\beta} + 1) \varepsilon$, the assertion follows. $\square$

With the cut-off function $\eta_\varepsilon$ and the previous lemma we can deduce general bounds of the $L^2$-norm in terms of the energy norm. To keep the notation short we introduce

$$\|v\|^2 := \|v\|^2_{L^2(D)}, \quad \|v\|^2_{V_\varepsilon} := \|\sqrt{V_\varepsilon} v\|^2 = \int_D V_\varepsilon |v|^2 \, dx, \quad \|v\|^2_{V_\varepsilon,\omega} := \int_\omega V_\varepsilon |v|^2 \, dx$$

for any subset $\omega \subseteq D$. The corresponding energy norm (for the linear problem) is defined as

$$\|v\|^2_{\mathcal{V}} := \langle A_\varepsilon v, v \rangle = \frac{1}{2} \|v'\|^2 + \|v\|^2_{V_\varepsilon}, \quad \|v\|^2_{\mathcal{V},\omega} = \|v'\|^2_{L^2(\omega)} + \|v\|^2_{V_\varepsilon,\omega}.$$  

With this, we obtain for an arbitrary function $v \in \mathcal{V}$ the estimate

$$\|v\|^2 \leq \|\eta_\varepsilon v\|^2 + \frac{\varepsilon^2}{\beta} \|v\|^2_{V_\varepsilon, D_\varepsilon^\beta} \leq \left(\frac{L_{\varepsilon,\beta} + 1}{\pi}\right)^2 \frac{8}{\pi^2} \|v\|^2_{V_\varepsilon, D_\varepsilon^\beta} + 2 \|v'\|^2 + \frac{\varepsilon^2}{\beta} \|v\|^2_{V_\varepsilon, D_\varepsilon^\beta}$$

$$= \frac{4 (L_{\varepsilon,\beta} + 1)^2 \varepsilon^2}{\pi^2} \frac{1}{2} \|v'\|^2 + \frac{\varepsilon^2}{\beta} \left(\frac{8 (L_{\varepsilon,\beta} + 1)^2}{\pi^2} + 1\right) \|v\|^2_{V_\varepsilon, D_\varepsilon^\beta} \leq \frac{4 (L_{\varepsilon,\beta} + 1)^2 \varepsilon^2}{\pi^2} \max\{1, \frac{2}{\beta}\} \|v\|^2_{\mathcal{V}} ,$$

where we have used $\frac{\varepsilon^2}{(L_{\varepsilon,\beta} + 1)^2} \leq 3$. Note that we have applied estimate (3.4), which introduced the parameter $L_{\varepsilon,\beta}$. We can now formulate the following conclusion, which establishes a Friedrichs inequality for estimating the $L^2$-norm of a function by the $(V_\varepsilon$-dependent) energy norm.
Conclusion 3.4 (inverse energy estimate). With the constant $C := \frac{1}{4} \max\{1, \frac{2}{3}\}$, which is independent of $\varepsilon$, we have

$$\|v\|^2 \leq C (L_{\varepsilon, \beta}^2 + 1)^2 \varepsilon^2 \|v\|_\varepsilon^2$$

for all $v \in \mathcal{V}$.

Note that a direct consequence of this estimate is that the eigenvalues of the linear Schrödinger operator $\mathcal{A}_\varepsilon$ satisfy

$$\lambda_{\varepsilon,j} \geq \lambda_{\varepsilon,1} \gtrsim (L_{\varepsilon, \beta}^2 + 1)^{-2} \varepsilon^{-2} \quad \text{for all} \ j \geq 1.$$

The estimate implies that if the potential takes values larger or equal to $\beta \varepsilon^{-2}$ sufficiently often (i.e., if $L_{\varepsilon, \beta}$ is small enough), then the smallest eigenvalue is – depending on $L_{\varepsilon, \beta}$ – at least of order $O(\varepsilon^{-p})$ for some $0 < p \leq 2$.

3.3. Abstract localization. In this section, we take a closer look at the inverse $\mathcal{A}_\varepsilon^{-1}$ of the considered differential operator and prove that it almost maintains locality if $L_{\varepsilon, \beta}$ does not become too large, i.e., if $V_{\varepsilon}$ takes values of order $\beta \varepsilon^{-2}$ in a significantly large subregion. In particular, we have that for any local function $f \in L^2(D)$ the response $\mathcal{A}_\varepsilon^{-1} f$ is quasi-local, i.e., exponentially decaying outside of $\text{supp} \, f$, provided that $L_{\varepsilon, \beta}$ is sufficiently small. This result is related to the decay properties of the Green’s function associated with $\mathcal{A}_\varepsilon$. To prove this, we follow the arguments presented in [AHP20] and apply the theory of optimal local operator preconditioners [KY16, KPY18]. For that, we introduce an overlapping domain decomposition, which is related to the underlying $\varepsilon$-mesh $T^\varepsilon$. This decomposition will be the basis for the definition of an operator preconditioner, which maintains locality.

We denote the set of interior nodes by

$$\mathcal{N}^\varepsilon := \{ z_j = j \varepsilon \mid 0 < j < \varepsilon^{-1}, \ j \in \mathbb{N} \}$$

and define one subdomain for each node. For this, let $\Lambda_z$ be the standard hat-function corresponding to a node $z \in \mathcal{N}^\varepsilon$, i.e., $\Lambda_z \in C^0(D)$ is the globally continuous and piecewise linear function with $\Lambda_z(z) = 1$ and $\Lambda_z(\bar{z}) = 0$ for any other node $\bar{z} \in \mathcal{N}^\varepsilon \setminus \{z\}$. The corresponding subdomain $D_z^\varepsilon$ is defined as the support of $\Lambda_z$, which equals the union of the two subintervals in $T^\varepsilon$ which contain the node $z$. Hence we have $\text{diam}(D_z^\varepsilon) = 2\varepsilon$ for all $z \in \mathcal{N}^\varepsilon$. Note that this decomposition is independent of the particular potential $V_{\varepsilon}$.

This decomposition motivates the definition of the local subspaces $V_z^\varepsilon := H_0^1(D_z^\varepsilon)$ for all $z \in \mathcal{N}^\varepsilon$. Note that all these spaces are naturally embedded in $\mathcal{V} = H_0^1(D)$ by the trivial continuation by zero. We also define local projections $\mathcal{P}_z^\varepsilon : \mathcal{V} \to V_z^\varepsilon$ w.r.t. the bilinear form $a_\varepsilon : \mathcal{V} \times \mathcal{V} \to \mathbb{R}$,

$$a_\varepsilon(u,v) := (\mathcal{A}_\varepsilon u,v) = \int_D u'(x)v'(x) + V_{\varepsilon}(x) u(x)v(x) \, dx,$$

by $a_\varepsilon(\mathcal{P}_z^\varepsilon u,v_z) = a_\varepsilon(u,v_z)$ for all $v_z \in V_z^\varepsilon$. Due to the mentioned embedding $V_z^\varepsilon \hookrightarrow \mathcal{V}$, we can define the sum of all projections, namely $\mathcal{P}_\varepsilon : \mathcal{V} \to \mathcal{V}$, $\mathcal{P}_\varepsilon := \sum_{z \in \mathcal{N}^\varepsilon} \mathcal{P}_z^\varepsilon$. It is easily seen that the operator $\mathcal{P}_\varepsilon$ is local in the sense that it can only increase the support of a function by at most two $\varepsilon$-layers. Thus, “information” can only propagate in distances of order $\varepsilon$.

Proposition 3.5 (locality, cf. [AHP20]). The operator $\mathcal{P}_\varepsilon$ maintains locality in the sense that

$$\text{supp}(\mathcal{P}_\varepsilon v) \subseteq B_{2\varepsilon}(\text{supp} \, v), \quad \text{supp}(\mathcal{P}_\varepsilon \mathcal{A}_\varepsilon^{-1} f) \subseteq B_{2\varepsilon}(\text{supp} \, f)$$

for all $v \in \mathcal{V}$ and $f \in L^2(D)$. Here, $B_r(\omega) := [\omega - r, \omega + r] \cap D$ denotes the set of points, which have a distance to $\omega$ smaller or equal to $r$.

Remark 3.6. A multiple application of the operator $\mathcal{P}_\varepsilon$ yields the locality estimate $\text{supp}(\mathcal{P}_\varepsilon^k v) \subseteq B_{(k+1)\varepsilon}(\text{supp} \, v)$ for all $v \in \mathcal{V}$.

Based on the abstract theory for additive subspace correction methods for operator equations [KY16] we show that $\mathcal{P}_\varepsilon$ can be used to define an optimal preconditioner for the linear Schrödinger operator (if scaled accordingly). The precise statement reads as follows.
Proposition 3.7 (optimal preconditioner, cf. [AHP20, Th. 3.6]). There exists a scaling factor \( \vartheta_0 > 0 \) and a positive constant \( \gamma_{\mathcal{P}} < 1 \) such that

\[
\| \text{id} - \vartheta_0 \mathcal{P}_\varepsilon \|_{\varepsilon} := \sup_{v \in \mathcal{V}_\varepsilon} \| (v - \vartheta_0 \mathcal{P}_\varepsilon v) \|_{\varepsilon} \leq \gamma_{\mathcal{P}} < 1.
\]

More precisely, we have \( \vartheta_0 = 1/(2 + K_\varepsilon^{-1}) \) and \( \gamma_{\mathcal{P}} \leq 2/(2 + K_\varepsilon^{-1}) \) with constant \( K_\varepsilon := 4 + \frac{16}{\pi^2} \max \{ 1, \frac{5}{\pi} \} (L_{\varepsilon}^\beta + 1)^2 \), which which only depends on \( \varepsilon \) through \( L_{\varepsilon}^\beta \).

Before we proceed, let us briefly discuss how Proposition 3.7 can be used to infer locality. Based on \( \mathcal{P}_\varepsilon \), we can define the preconditioner \( \tilde{\mathcal{P}}_\varepsilon := \vartheta_0 \mathcal{P}_\varepsilon \mathcal{A}_\varepsilon^{-1} \) and consider the preconditioned system

\[
\tilde{\mathcal{P}}_\varepsilon \mathcal{A}_\varepsilon u_\varepsilon = \tilde{\mathcal{P}}_\varepsilon f
\]

for a given local function \( f \). This system can be solved with the simple fixed-point iteration

\[
u_\varepsilon^{(k)} := \tilde{\mathcal{P}}_\varepsilon f + (\text{id} - \tilde{\mathcal{P}}_\varepsilon \mathcal{A}_\varepsilon) u_\varepsilon^{(k-1)} = \tilde{\mathcal{P}}_\varepsilon f + (\text{id} - \vartheta_0 \mathcal{P}_\varepsilon) u_\varepsilon^{(k-1)}, \tag{3.6}\]

starting with \( u_\varepsilon^{(0)} = 0 \). Note that the first contribution \( \tilde{\mathcal{P}}_\varepsilon f = \vartheta_0 \mathcal{P}_\varepsilon u_\varepsilon \) is a local function, because we have

\[
\tilde{\mathcal{P}}_\varepsilon f = \vartheta_0 \sum_{z \in \mathcal{N}_\varepsilon} \mathcal{P}_{\varepsilon,z}(A_{\varepsilon}^{-1} f),
\]

where \( \mathcal{P}_{\varepsilon,z}(A_{\varepsilon}^{-1} f) \in \mathcal{V}_\varepsilon \) is defined as the solution to the local problem

\[
a_\varepsilon(\mathcal{P}_{\varepsilon,z}(A_{\varepsilon}^{-1} f), v_z) = (f, v_z) \quad \text{for all } v_z \in \mathcal{V}_\varepsilon.
\]

Hence, if \( f \) has no support in the domain of \( \mathcal{V}_\varepsilon \), then \( \mathcal{P}_{\varepsilon,z}(A_{\varepsilon}^{-1} f) \) is equal to zero. This ensures locality of \( \tilde{\mathcal{P}}_\varepsilon f \), provided that \( f \) is a local function in the first place. Together with the locality properties of \( \mathcal{P}_\varepsilon \) (cf. Proposition 3.5 and the following remark) we conclude that the fixed-point iteration (3.6) increases the support in each iteration step by only at most one \( \varepsilon \)-layer around the support of the previous iterate. To be precise, every connected component of the support grows by one \( \varepsilon \)-layer at each end point, hence by a distance of at most \( 2 \varepsilon \). Consequently, the generated sequence is local with support \( (u_\varepsilon^{(k)}) \subseteq B_{(k+1)\varepsilon}(\text{supp } f) \).

The essential question is now, how many iteration steps \( k \) are needed so that \( u_\varepsilon^{(k)} \) approximates \( u_\varepsilon \) up to a given accuracy? Here we can use Proposition 3.7 together with the iteration (3.6) to see that

\[
\| u_\varepsilon \|_{\varepsilon, D \setminus B_{(k+1)\varepsilon}(\text{supp } f)} \leq \| u_\varepsilon - u_\varepsilon^{(k)} \|_{\varepsilon} = \| (\text{id} - \vartheta_0 \mathcal{P}_\varepsilon)(u_\varepsilon - u_\varepsilon^{(k-1)}) \|_{\varepsilon} 
\]

\[
\leq \| (\vartheta_0 - 1) \|_{\varepsilon} \| u_\varepsilon \|_{\varepsilon} \leq \gamma_{\mathcal{P}}^k \| u_\varepsilon \|_{\varepsilon}. \tag{3.7}
\]

This estimate reveals that the locality of \( u_\varepsilon \) essentially depends on how well the operator \( \mathcal{P}_\varepsilon \) is suited as a preconditioner, which is expressed through the size of the contraction factor \( \gamma_{\mathcal{P}} < 1 \). Ideally, \( \gamma_{\mathcal{P}} \) should not depend on \( \varepsilon \) (or at most in a weak, i.e., logarithmic, way). To emphasize this aspect, we shall make two examples for how the structure and the strength of \( \mathcal{V}_\varepsilon \) influence the size of \( \gamma_{\mathcal{P}} \).

Example 3.8 (weak potential). In the case where the large values of the potential are scaled with \( \varepsilon^{-1} \) instead of \( \varepsilon^{-2} \) we would have \( \beta = \varepsilon \) rather than \( \beta = O(1) \). As a result, we have \( K_\varepsilon \simeq \varepsilon^{-1}(L_{\varepsilon}^\beta + 1)^2 \) and the inverse \( K_\varepsilon^{-1} \) scales as \( \varepsilon \) (or even higher orders of \( \varepsilon \)), which in turn implies for the rate in Proposition 3.7 that

\[
\gamma_{\mathcal{P}} \simeq \frac{2}{2 + K_\varepsilon^{-1}} \simeq 1 - \varepsilon.
\]

Hence, the operator \( \mathcal{P}_\varepsilon \) is not suited as preconditioner, since \( k = O(\varepsilon^{-1}) \) steps would be necessary to reach a reasonable error reduction. Consequently, estimate (3.7) only guarantees smallness of \( \| u \|_{\varepsilon, D \setminus B_r(\text{supp } f)} \) for some radius \( r \simeq 1 \), which does not allow to conclude any locality, since the domain \( D \setminus B_r(\text{supp } f) \) is (almost) vanishing. This example illustrates the requirement of the parameter \( \beta \) to be independent of \( \varepsilon \).
Example 3.9 (strong potential). Let us now assume the situation of a potential with \( \beta = 5 \) and a sufficient amount of peaks in the sense that \( L_{\varepsilon,\beta} = O(1) \). Let \( \delta > 0 \) be a small tolerance. In this case, the constant \( K_\varepsilon = 4 + \frac{4\varepsilon}{\beta}(L_{\varepsilon,\beta} + 1)^2 \) is bounded independently of \( \varepsilon \), which also leads to an \( \varepsilon \)-independent rate \( \gamma_{\varepsilon,\beta} \). Applying again estimate (3.7), we obtain that we have indeed locality (exponential decay) with
\[
\|u_\varepsilon\|_{\varepsilon,D\setminus B_{\varepsilon}(\text{supp } f)} \leq \delta \|u_\varepsilon\|_\varepsilon \quad \text{for } k = |\log \delta|/|\log \gamma_{\varepsilon,\beta}| = O(\log(\delta^{-1})).
\]
Note that \( \beta = 5 \) already marks the optimum in the sense that \( K_\varepsilon \) does not further improve for larger \( \beta \). However, even for more realistic \( L_{\varepsilon,\beta} = O(\log(1/\beta(\varepsilon^{-1})) \) we obtain an acceptable rate \( \gamma_{\varepsilon,\beta} \) and the above bound for \( k = O(\log_4(\varepsilon^{-1}) \log(\delta^{-1})) \).

Motivated by Example 3.9, we shall formulate the following statistical assumption to guarantee an exponential decay of the Green’s function:

(A1) The potential is sufficiently strong in a relevant subregion, i.e.,
\[
L_{\varepsilon,\beta} \simeq \log_4((1-p_\beta)(\varepsilon^{-1})) = \log_{1-p_\beta} \varepsilon,
\]
for some \( \varepsilon \)-independent parameter \( 0 < p_\beta < 1 \). Here we note that we intentionally do not write \( L_{\varepsilon,\beta} \simeq \log_4(\varepsilon^{-1}) \) by hiding the factor \(|\log(1-p_\beta)|^{-1} \) in the \( \sim \)-notation, because \( p_\beta \) will later play an important role.

We would like to emphasize that assumption (A1) equals a growth condition on \( L_{\varepsilon,\beta} \) in the following sense. The size of regions without a peak should not grow faster than logarithmically in \( \varepsilon \). We shall revisit the assumption (A1) in more detail in Section 3.4 below to clarify the role of \( p_\beta \).

In the above results, we can see that the randomness of the potential (or disorder) does not play a role to observe localization for elliptic problems with a local source term. Here it is only important that \( V_\varepsilon \) is sufficiently strong (i.e. of order \( \varepsilon^{-2} \)) in a sufficiently large region (see (A1)). In particular, this includes the case of a constant potential \( V_\varepsilon \equiv \beta \varepsilon^{-2} \).

This changes, however, when we consider the corresponding eigenvalue problem \( A_\varepsilon u_\varepsilon = \lambda_\varepsilon I u_\varepsilon \). To stress the crucial difference, let us consider the inverse power method, i.e., the fixed-point iteration \( v_\varepsilon^{(k+1)} = A_\varepsilon^{-1} I v_\varepsilon^{(k)} \) with an additional normalization step for solving the eigenvalue problem.

If the starting value \( v_\varepsilon^{(0)} \) is picked in a suitable way (it needs to contain a component from the eigenfunction \( u_{\varepsilon,1} \) to the first eigenvalue, i.e., \( (v_\varepsilon^{(0)}, u_{\varepsilon,1}) \neq 0 \)), then it is known that \( v_\varepsilon^{(k)} \) converges linearly to the (normalized) first eigenfunction with rate \( \lambda_{\varepsilon,1}/\lambda_{\varepsilon,2} \), where \( \lambda_{\varepsilon,1} \) is the first eigenvalue of the problem and \( \lambda_{\varepsilon,2} \) the second. When extending the inverse iteration to a \( \mathcal{P}_\varepsilon \)-preconditioned inverse iteration (also called PINVIT, cf. [DO80, BPK96]), then each iteration step maintains locality (up to an \( \varepsilon \)-layer per step) and the effective final convergence rate is of order \( O(\frac{1}{\log \varepsilon} + \gamma_{\varepsilon,\beta}) \), cf. [AHP20] for details. Here we can see that in order to guarantee the localization of the first eigenspace, we do not only require that \( \gamma_{\varepsilon,\beta} \) is sufficiently small, but also a significant spectral gap \( \lambda_{\varepsilon,1}/\lambda_{\varepsilon,2} \). This is exactly the point where the disorder of \( V_\varepsilon \) becomes relevant, since smallness of spectral gaps can be typically only guaranteed if the behavior of \( V_\varepsilon \) is irregular.

However, often it is not possible to ensure a relevant spectral gap after the first eigenvalue, but only after the first \( K \) eigenvalues (where \( K \) should be ideally not too large). Therefore it is practically (and theoretically) necessary to generalize PINVIT to a block version, which also involves that the preconditioner \( \mathcal{P}_\varepsilon \) might be applied several times in each step. For the precise construction we refer to [AHP20]. Using the strategy sketched above, it is possible to prove the following result for the linear case.

Theorem 3.10 (abstract localization result for the linear case). Consider a family of rapidly oscillating potentials as introduced in Section 3.1 and assume (A1). We consider the first \( M_{1,\varepsilon} \in \mathbb{N} \) eigenvalues to the linear problem \( A_\varepsilon u_\varepsilon = \lambda_\varepsilon I u_\varepsilon \), where the eigenfunctions \( u_{\varepsilon,i} \in V \) (corresponding to an eigenvalue \( \lambda_{\varepsilon,i} \)) are normalized in \( L^2(D) \). Let \( M_{2,\varepsilon} > M_{1,\varepsilon} \) be sufficiently large so that we have a relevant spectral gap between the \( M_{1,\varepsilon} \)-th and \( M_{2,\varepsilon} \)-th eigenvalue, in the sense that the gap
fulfills
\[
\frac{\lambda_1,\varepsilon}{\lambda_{M_1,\varepsilon}} \leq \frac{1}{2}.
\]
Then the modulii of the first \( M_{1,\varepsilon} \) eigenfunctions are exponentially decaying to zero, outside of an area of size \( O(M_{2,\varepsilon} \varepsilon \text{ polylog}(\varepsilon^{-1})) \). To be more precise, there exists a constant \( C_{\text{spec},\varepsilon} \), which depends on the first \( M_{1,\varepsilon} \) eigenfunctions and grows at most polynomially with \( \varepsilon^{-1} \), such that for any given tolerance \( \varepsilon > 0 \) and \( k \geq \log(\varepsilon^{-1}) + \text{polylog}(\varepsilon^{-1}) \) there exist functions \( w_{\varepsilon,j}^{(k)} \), \( 1 \leq j \leq M_{1,\varepsilon} \), which have support on an area of size \( O(M_{2,\varepsilon} \varepsilon k^2) \) and satisfy
\[
\|u_{\varepsilon,j}\|_{\varepsilon,D\text{supp} w_{\varepsilon,j}^{(k)}} \leq \|u_{\varepsilon,j} - w_{\varepsilon,j}^{(k)}\|_{\varepsilon} \leq C_{\text{spec},\varepsilon} \varepsilon \text{ tol}.
\]

To better understand this abstract localization result let us consider the situation where \( M_{1,\varepsilon} = M_1 \) and \( M_{2,\varepsilon} = M_2 \) are independent of \( \varepsilon \) with \( M_1 < M_2 = O(1) \) and a given tolerance \( \varepsilon = e^{-k} \), \( k > 0 \). Then Theorem 3.10 states that for any eigenfunction \( u_{\varepsilon,j} \), \( j \leq M_1 \), there exists a function \( w_{\varepsilon,j}^{(k)} \) with \( \|u_{\varepsilon,j} - w_{\varepsilon,j}^{(k)}\|_{\varepsilon} \leq e^{-k} \). Moreover, the area of the support of \( w_{\varepsilon,j}^{(k)} \) is up to logarithmic terms – bounded by \( O(\varepsilon k^2) \). Hence, the exponential decay property of the first \( M_1 \) eigenfunctions follows from the fact that \( u_{\varepsilon,j} \) can be well approximated by a local function. An exponential decay in the sense of Theorem 3.10 will be called exponential localization.

As we can see from Theorem 3.10, there are two important mechanisms that ensure locality of eigenstates. First, we ensure by (A1) that \( V_\varepsilon \) is sufficiently large in order to guarantee the decay of the Green’s function, which leads to a small \( \gamma_P \). Second, we require a sufficiently large spectral gap in the lower part of the spectrum, i.e., \( M_{2,\varepsilon} \) must not become too big so that the size of the localization region fulfills \( M_{2,\varepsilon} \varepsilon \text{ polylog}(1/\varepsilon) \to 0 \) for \( \varepsilon \to 0 \). As already mentioned above, this second property is closely related to disorder as we will see in the next subsection.

3.4. Localization of first \( O(\varepsilon^{-1}) \) eigenstates. With the help of the previously presented abstract localization result in Theorem 3.10 we now show that the first \( O(\varepsilon^{-1}) \) eigenstates of the linear Schrödinger eigenvalue problem localize in disorder potentials. Note that there is no clear separation of localized and global eigenstates. One possible measure of localization is the \( L^1 \)-norm of an eigenfunction. Since the eigenfunctions are normalized in \( L^2(D) \), it clearly holds \( \|u_{\varepsilon}\|_{L^1(D)} \leq 1 \). On the other hand, an eigenfunction that takes globally a small value cannot fulfill the condition \( \|u_{\varepsilon}\|_{L^2(D)} = 1 \). Hence, a small \( L^1 \)-norm means that the function is concentrated in a small subdomain. A numerical investigation of localization is given in Figure 3.3. Therein one can observe that a large amount of eigenstates have a small \( L^1 \)-norm. As an example, for \( \varepsilon = 2^{-12} \) we observe more than \( \frac{1}{2} \varepsilon^{-1} \) eigenstates with an \( L^1 \)-norm smaller than 0.1.

Recall that a valley denotes an interval that forms a (maximal) connectivity component of \( D_\alpha^* \) and that its diameter is always a multiple of \( \varepsilon \). To be precise, a (connected) interval \( I_\alpha \subseteq D_\alpha^* \) is a valley if \( \sup_{x \in I_\alpha} V_\varepsilon(x) \leq \alpha \varepsilon^{-2}/\log(\varepsilon)^{-2} \) and if there is no other connected subset of \( D_\alpha^* \) that contains \( I_\alpha \). By \( N_{\alpha,\ell}^{\varepsilon} \) we denote the number of valleys with width \( \ell \varepsilon \), \( \ell \leq L_{\alpha}^* \). As a statistical assumption, we expect that this number fulfills
\[
(A2) \quad N_{\alpha,\ell}^{\varepsilon} \approx p_{\alpha} \varepsilon^{-1}
\]
for some \( \varepsilon \)-independent parameter \( 0 < p_{\alpha} < 1 \).

In the following, we shall add this to our general set of assumptions and note that the parameters \( p_{\beta} \) in (A1) and \( p_{\alpha} \) in (A2) are typically related. Assumption (A2) corresponds to a Bernoulli distribution of the potential, where the probability of a subinterval \( T_\varepsilon^\varepsilon \in T^\varepsilon \) being an element of \( T_\varepsilon^\varepsilon \) equals \( p_{\alpha} \), cf. Example 3.2.

On the other hand, we may define the probability of an element being part of \( T_\beta^\varepsilon \) by \( p_{\beta} \). Note that such a probability \( p_{\beta} \) would correspond to the same parameter appearing in assumption (A1). Accordingly, we define non-peaks as (maximal) connectivity components of \( D \setminus D_\beta^* \). The number of such non-peaks with width \( \ell \varepsilon \), \( \ell \leq L_{\beta}^* \) is consequently assumed to satisfy
\[
(A3) \quad N_{\beta,\ell}^{\varepsilon} \lesssim (1 - p_{\beta})^\ell \varepsilon^{-1}
\]
for the parameter \( p_{\beta} \) from (A1).

For the localization of eigenstates we need sufficiently many peaks, which is equivalent to \( L_{\beta}^* \) being small enough and particularly not in the range of \( \varepsilon^{-1} \). Recall that this was already an
assumption in the abstract localization result in Theorem 3.10. In fact, for Bernoulli distributions we have
\[ L_{\alpha} \sim \log_{1/(1-p_\beta)}(\epsilon^{-1}) = \log_{1-p_\beta} \epsilon \]
which corresponds to our previous assumption (A1). Further, we need sufficiently large valleys of varying size (which excludes the periodic case) in order to ensure suitable spectral gaps. For that we assume
\[ (A4) \quad L_{\alpha} \gtrsim \log_{p_\alpha} \epsilon \]
for the parameter \( p_\alpha \) as in (A2).

Remark 3.11. If the potential only contains the two values, then we have \( p_\alpha = 1 - p_\beta \) and \( L_{\alpha} = L_{\beta} \).

The assumptions (A1)-(A4) correspond to the statistical properties of a Bernoulli distribution of potential values and, hence, are satisfied in this case.

In order to apply the abstract localization result, we need to investigate spectral gaps. For this, we need to find upper and lower bounds.

Lemma 3.12 (spectral bounds from above). Consider a family of rapidly oscillating potentials as introduced in Section 3.1 as well as assumptions (A2) and (A4). Consider a parameter \( 0 < q_1 \leq 1 \) and set \( \ell_{1,\epsilon} := [\log_{p_\alpha}(\epsilon^{q_1})] \). Then there exist \( M_{1,\epsilon} \simeq p_\alpha^{q_1^{1-q_1}} \epsilon^{-1} \simeq \epsilon^{q_1-1} \) disjoint (and thus orthogonal) functions \( v \in V \) with \( \|v\|_{\epsilon}^2 \lesssim (\ell_{1,\epsilon})^{-2} \|v\|^2 \). As a consequence, we have the upper eigenvalue bound
\[ \lambda_{\epsilon,1} \leq \lambda_{\epsilon,M_{1,\epsilon}} \lesssim \frac{1}{(\ell_{1,\epsilon})^2} \].

Proof. The idea of the proof is to construct shifted Laplace eigenfunctions in the largest valleys. Details are given in Appendix A.1

Lemma 3.13 (spectral bounds from below). Consider a family of rapidly oscillating potentials as introduced in Section 3.1 as well as assumptions (A1) and (A3). Consider a parameter \( 0 < q_2 < 1 \)
and set $\ell_{2,\epsilon} := \lfloor \log_{1-p_\beta}(\epsilon^{q_2}) \rfloor$. Then there exists $M_{2,\epsilon} \lesssim q_2^{-1}\epsilon^{q_2-1}$ with

$$\lambda_{\epsilon,M_{2,\epsilon}} \geq \frac{1}{(\ell_{2,\epsilon}\epsilon)^2}.$$ 

Proof. The proof is given in Appendix A.2. \qed

**Corollary 3.14** (spectral gap and localization). Consider a family of rapidly oscillating potentials as introduced in Section 3.1 satisfying assumptions (A1)-(A4). Then, asymptotically, the first $O(\epsilon^{-1})$ eigenstates localize exponentially.

Proof. For a fixed $0 < \delta \leq 1$ and a gap parameter $0 < \mu < 1$, we combine the estimates of Lemmata 3.12 and 3.13 with $q_1 := \delta \leq 1$ and $q_2 := \mu\delta < q_1 < 1$, where we assume that $\mu$ is small enough such that

$$\lfloor \log_{1-p_\beta}(\epsilon^{q_2}) \rfloor = \ell_{2,\epsilon} < \ell_1, \epsilon = \lfloor \log_{1-p_\beta}(\epsilon^{q_1}) \rfloor.$$ 

This then leads to the estimate

$$\lambda_{\epsilon,M_{1,\epsilon}} \leq \frac{\ell_{2,\epsilon}^2}{\ell_{1,\epsilon}} \epsilon^2 \lesssim \left( \frac{\log_{1-p_\beta}(\epsilon^{q_2})}{\log_{1-p_\beta}(\epsilon^{q_1})} \right)^2 = \left( \frac{\log(p_\alpha)}{\log(1-p_\beta)} \right)^2.$$ 

Hence, there is a constant $C > 0$ that is independent of $\epsilon, \delta,$ and $\mu$ such that

$$\frac{\lambda_{\epsilon,M_{1,\epsilon}}}{\lambda_{\epsilon,M_{2,\epsilon}}} \leq C \left( \frac{\log(p_\alpha)}{\log(1-p_\beta)} \right)^2$$

and we see that for a sufficiently small parameter $\mu$ we obtain a spectral gap of order $O(1)$. Note that the factor $\log(p_\alpha)/\log(1-p_\beta)$ somehow measures the amount of elements $T^\epsilon \in T^\alpha$, which are neither part of $T_\ell^\alpha$ nor $T_\ell^\beta$. This factor vanishes in the special case of $p_\alpha = 1-p_\beta$.

The detected spectral gap appears between the first $M_{1,\epsilon} \simeq \epsilon^{\delta-1}$ and $M_{2,\epsilon} \lesssim (\mu\delta)^{-1}\epsilon^{\mu\delta-1}$ eigenvalues. Thus, the abstract localization result of Theorem 3.10 shows the first $M_{1,\epsilon}$ eigenstates essentially localize in a region, which is determined by $M_{2,\epsilon}$ and the preconditioner introduced in Section 3.3. As shown in [AHP20], the diameter of this region is bounded (up to logarithmic terms) by $M_{2,\epsilon} \lesssim (\mu\delta)^{-1}\epsilon^{\mu\delta}$. Thus, although $M_{2,\epsilon} \to \infty$ for $\epsilon \to 0$, the fraction that is asymptotically covered is of size $O(\epsilon^\mu\delta)$, which also goes to zero. Assume that $\mu$ is sufficiently small such that $C \left( \frac{\log(p_\alpha)}{\log(1-p_\beta)} \right)^2 \leq \frac{1}{2}$ in (3.8). Then $M_{1,\epsilon} \simeq \epsilon^{-1+\delta}$ eigenfunctions that are exponentially decaying outside of an area of size $O(\mu^{-1-\delta}\epsilon^{\mu\delta} \log(\epsilon^{-1}))$, which tends to vanish for $\epsilon \to 0$. Since $\mu$ is independent of $\epsilon$ and $\delta$, we see that there exists some $\epsilon_0(\delta) > 0$ so that for each $\epsilon \leq \epsilon_0(\delta)$ we have $O(\epsilon^{-1+\delta})$ exponentially localized eigenfunctions. Since $\delta$ can be selected arbitrary small, the number of localized eigenfunctions approaches asymptotically $O(\epsilon^{-1})$, cf. the numerical study in Figure 3.3 for an illustration. \qed

In this section, we have seen that a disorder potential leads to localized states. For this, it was crucial that $\epsilon \ll 1$ (oscillatory potential), that $L^\epsilon_{1,\beta}$ only depends logarithmically on $\epsilon$ (high amplitude potential), and that there exist potential valleys of different sizes with $L^\alpha_{1,\beta}$ sufficiently large (disorder potential).

The next section considers the GPEVP and intends to show that the here discussed localization carries over to the nonlinear case if the parameter $\kappa$ is not too large (i.e. at most of order $O(\epsilon^{-1})$).

### 4. Localization of Gross-Pitaevskii Ground States

In this main part of the paper, we analyze the localization of the first eigenstates of the GPEVP in disorder potentials as introduced in Section 3.1. In particular, we prove that the ground state of the GPEVP localizes if the interaction parameter satisfies $\kappa \lesssim \epsilon^{-1}$, which is according to the natural scaling that we derived in Section 2.3. Numerical experiments in Section 4.4 will then indicate that this condition is also necessary, i.e., if $\kappa$ is becoming too large, then the ground state delocalizes.
4.1. Alternative characterization of the ground state. We consider the ground state $u_{gs}$ of the GPEVP (1.1) with repulsive particle interactions, i.e., for $\kappa \geq 0$. Mathematically, the ground state $u_{gs} \in \mathcal{V}$ with normalized mass, i.e., $\|u_{gs}\| = 1$, is defined as an eigenfunction to the smallest eigenvalue $\lambda_{gs} > 0$ with
\begin{equation}
-\frac{1}{2} u''_{gs} + V(x) u_{gs} + \kappa |u_{gs}|^2 u_{gs} = \lambda_{gs} u_{gs}. \tag{4.1}
\end{equation}
Due to the symmetric structure of the GPEVP (4.1) it is well-known that the ground state $u_{gs}$ is continuous, unique up to sign, and either strictly positive or strictly negative in $D$. In the following, we make the silent convention that we always consider the (unique) positive ground state. The above mentioned properties are general and hold for large classes of nonlinear Schrödinger eigenvalue problems in $\mathbb{R}^d$, cf. [CCM10, HP20].

Equivalently, the ground state $u_{gs}$ may be also characterized as the minimizer of the total energy. This characterization will be important for our analysis. To make this statement precise, we define the energy of a function $v \in \mathcal{V}$ (in the nonlinear setting of the GPEVP) as
\[ E(v) := \int_D \frac{1}{2} |v'(x)|^2 + V(x) |v(x)|^2 + \frac{\kappa}{2} |v(x)|^4 \, dx. \]
With this, the ground state $u_{gs} \in \mathcal{V}$ is the (unique) positive minimizer of the above energy in the affine space $\{v \in \mathcal{V} \mid \|v\| = 1\}$, cf. [CCM10]. Thus, any normalized function $v \in \mathcal{V}$ satisfies $E(u_{gs}) \leq E(v)$.

Last but not least, we shall exploit yet another characterization of the ground state, which will be crucial in the following analysis, as it allows us to reduce the nonlinear problem to a linear problem as studied before. In fact, $u_{gs} \in \mathcal{V}$ (with $\|u_{gs}\| = 1$) is equal to the ground state of the following linearized eigenvalue problem (cf. [CCM10, Lem. 2])
\begin{equation}
-\frac{1}{2} u''_{lin} + V(x) u_{lin} + \kappa |u_{gs}|^2 u_{lin} = \lambda_{lin} u_{lin}. \tag{4.2}
\end{equation}
Note that (4.2) equals a linear Schrödinger eigenvalue problem (3.1) with perturbed potential $V_{x,gs} := V(x) + \kappa |u_{gs}|^2$. In order to apply the localization results of the linear case of Section 3, we show that $V_{x,gs}$ satisfies the required properties of being oscillatory with high amplitudes and different valley sizes. To put it differently, we intend to show that $\kappa |u_{gs}|^2$ only defines a small perturbation, which does not affect the overall structure of the potential. For that we first need to derive bounds for $u_{gs}$ in the maximum norm. As the crucial assumption for the localization in the nonlinear case, we need to ensure that $\kappa$ does not become too large.

4.2. Boundedness of the ground state. In this subsection, we show that the normalized ground state of the GPEVP satisfies $|u_{gs}| \lesssim \varepsilon^{-1/2}$ pointwise in $D$. The proof will make use of the following result on secants.

**Lemma 4.1.** Consider a continuously differentiable function $f : [a, b] \rightarrow \mathbb{R}$ with $f(a) = f_a$ and $f(b) = f_b$. Then, it holds that
\[ \|f'(x)\|^2_{L^2(a,b)} = \int_a^b |f'(x)|^2 \, dx \geq \frac{(f_b - f_a)^2}{b - a}. \]

**Proof.** First, we observe that for any constant $c \in \mathbb{R}$ we have
\[ \int_a^b |f'(x) - c|^2 \, dx = \int_a^b |f'(x)|^2 \, dx - 2c(f_b - f_a) + c^2(b - a). \]
Hence, for $G := \{g \in C^1([a,b]) \mid g(a) = f_a, g(b) = f_b\}$ we have
\[ \arg \min_{g \in G} \int_a^b |g'(x)|^2 \, dx = \arg \min_{g \in G} \int_a^b |g'(x) - c|^2 \, dx \]
Now select $g \in G$ as the secant to $f$, i.e., $g(x) := s(x) = f_a + c_s(x - a)$ with $c_s := \frac{f_b - f_a}{b - a}$. The property
\[ \int_a^b |s'(x) - c_s|^2 \, dx = \int_a^b |c_s - c_s|^2 \, dx = 0 \]
then implies that the integral is minimized for the secant and we have
\[ \int_a^b |f'(x)|^2 \, dx \geq \min_{g \in G} \int_a^b |g'(x)|^2 \, dx = \int_a^b |s'(x)|^2 \, dx = c_1^2 (b-a). \]

Further, we will apply the well-known Sobolev embedding in one space dimension.

**Lemma 4.2** (Sobolev embedding in 1D). For \( a < b \) and \( u \in H^1(a,b) \) it holds that
\[ \|u\|_{L^\infty(a,b)} \leq \frac{\sqrt{2}}{\sqrt{b-a}} \|u\|_{H^1(a,b)}. \]  (4.3)

In order to obtain estimates on the \( L^\infty \)-norm of the ground state, we first derive a rough estimate on the derivative of \( u_{gs} \). For this, we consider a polynomial bubble of low degree on \( D \), which is normalized in \( L^2(D) \), e.g., \( p(x) := \sqrt{\alpha x(1-x)} \). Obviously, \( p \in \mathcal{V} \) and thus, assuming \( \max V_\varepsilon \lesssim \varepsilon^{-2} \),
\[ \|u_{gs}\|_{L^\infty(D)} \leq 2 E(u_{gs}) \leq 2 E(p) = \int_D |p'|^2 + 2 V_\varepsilon |p|^2 + \kappa |p|^4 \, dx \lesssim \varepsilon^{-2} + \kappa. \]  (4.4)

On the other hand, we know that \( \|u_{gs}\| = 1 \) such that the direct application of the Sobolev embedding (4.3) implies
\[ \|u_{gs}\|_{L^\infty(D)} \leq 2 \|u_{gs}\|_{H^1(D)} = 2 + 2 \|u_{gs}'\|_{L^2} \lesssim \varepsilon^{-2} + \kappa. \]

Thus, under the assumption that \( \kappa \lesssim \varepsilon^{-2} \) we obtain the upper bound \( \|u_{gs}\|_{L^\infty(D)} \lesssim \varepsilon^{-1} \). The following result shows that this bound can be improved significantly.

**Theorem 4.3.** Assume \( \varepsilon \ll 1 \), \( \max V_\varepsilon \lesssim \varepsilon^{-2} \), and \( 0 \leq \kappa \lesssim \varepsilon^{-2} \). Then there exists a constant \( C > 0 \), independent of \( \varepsilon \), such that the ground state \( u_{gs} \in \mathcal{V} \) of the GPEVP can be bounded by
\[ \|u_{gs}\|_{L^\infty(D)} \leq C \varepsilon^{-1/2}. \]

**Proof.** Let \( C_0 > 0 \) denote the hidden constant in (4.4) so that \( \|u_{gs}'\|^2 \leq C_0 \varepsilon^{-2} \). With this, we define
\[ \delta := \delta(\varepsilon) = \log(\tilde{C}_0) |\log(\varepsilon)|^{-1}, \quad \text{where} \quad \tilde{C}_0 := 2 \max \{2, \sqrt{C_0} \}. \]  (4.5)

Note that \( \delta \to 0 \) for \( \varepsilon \to 0 \) and
\[ e^{-\delta} = \tilde{C}_0. \]  (4.6)

We show the result by contradiction and assume that there exists a point \( x_\delta \in D \) with \( u_{gs}(x_\delta) \geq \varepsilon^{-1/2-\delta} \). In this case, we define the (non-empty) set
\[ D_\delta := \{ x \in D \mid \varepsilon^{-1/2} \leq u_{gs}(x) \leq \varepsilon^{-1/2-\delta} \}. \]

We now show that this is an empty set and hence, by the continuity of \( u_{gs} \), we have a contradiction to the assumption that \( u_{gs}(x_\delta) \geq \varepsilon^{-1/2-\delta} \).

For \( D_\delta \), we first observe that
\[ 1 = \|u_{gs}\|^2 \geq \|u_{gs}\|^2_{L^2(D_\delta)} \geq |D_\delta| \varepsilon^{-1}, \]
which implies \( |D_\delta| \leq \varepsilon \). Due to the assumption \( u_{gs}(x_\delta) \geq \varepsilon^{-1/2-\delta} \) there exists a subinterval of \( D_\delta \) on which \( u_{gs} \) actually takes the values \( \varepsilon^{-1/2} \) and \( \varepsilon^{-1/2-\delta} \). Thus, by Lemma 4.1 we conclude that
\[ \|u_{gs}'\|^2_{L^2(D_\delta)} \geq \frac{(\varepsilon^{-1/2-\delta} - \varepsilon^{-1/2})^2}{|D_\delta|} = \frac{1}{\varepsilon} \frac{(\varepsilon^{-\delta} - 1)^2}{|D_\delta|}. \]

Since \( \delta > 0 \), we know that \( (\varepsilon^{-\delta} - 1)^2 \gtrsim \varepsilon^{-2\delta} \) asymptotically. More precisely, we have \( (\varepsilon^{-\delta} - 1)^2 \gtrsim \varepsilon^{-2\delta} - 2\varepsilon^{-\delta} \geq \frac{1}{2} \varepsilon^{-2\delta} \) for \( \delta \geq \log 4/\log(1/\varepsilon) \), which is guaranteed by our definition of \( \delta \) in (4.5).

With the upper bound on the size of \( D_\delta \), we obtain
\[ \|u_{gs}'\|^2_{L^2(D_\delta)} \gtrsim \frac{\varepsilon^{-1-2\delta}}{2|D_\delta|} \gtrsim \frac{1}{2} \varepsilon^{-2-2\delta}. \]
Together with \( \|u'_{gs}\|^2 \leq C_0 \varepsilon^{-2} \) from (4.4), we conclude that
\[
C_0 \varepsilon^{-2} \geq \|u'_{gs}\|^2 \geq \|u'_{gs}\|_{L^2(D_\delta)}^2 \geq \frac{1}{2} \varepsilon^{-2} - 2\delta \geq \frac{C_0^2}{2} \varepsilon^{-2} \geq 2C_0 \varepsilon^{-2}.
\]
This provides a contradiction. Thus, the set \( D_\delta \) is a null set for \( \varepsilon \ll 1 \), which implies that there is no point with \( u_{gs}(x_\delta) \geq \varepsilon^{-1/2-\delta} \) and we have consequently for all \( x \in D \)
\[
|u_{gs}(x)| \leq \varepsilon^{-1/2-\delta} = \tilde{C}_0 \varepsilon^{-1/2}.
\]

4.3. Main result and proof of localization. The previous result indicates that \( V_{\varepsilon,gs} - V_{\varepsilon} = \kappa |u_{gs}|^2 \) is a perturbation of order at most \( O(\varepsilon^{-2}) \), if \( \kappa \lesssim \varepsilon^{-1} \). Since this is the same order as the maximal values of the original potential \( V_{\varepsilon} \), we need to ensure that such large perturbations only occur rarely.

**Lemma 4.4.** Consider a family of rapidly oscillating potentials as introduced in Section 3.1 with max \( V_{\varepsilon} \lesssim \varepsilon^{-2} \) and \( 0 \leq \kappa \lesssim \varepsilon^{-2} \). Then large values in the sense of \( |u_{gs}(x)| \gtrsim \varepsilon^{-1/2} \) occur in at most \( O(1) \) subintervals \( T^\varepsilon \in \mathcal{T}^\varepsilon \) of the \( \varepsilon \)-partition.

**Proof.** From Theorem 4.3 we know that \( |u_{gs}| \lesssim \varepsilon^{-1/2} \) but up to now we cannot shoot out the possibility the \( u_{gs} \) oscillates with high amplitudes. We fix \( \rho > 0 \) and consider a subdomain \( T^\varepsilon_\rho \in \mathcal{T}^\varepsilon \) on which \( u_{gs} \) reaches values in the full range of \( \varepsilon^{-1/2+\rho} \) and \( \varepsilon^{-1/2} \), i.e., there exist \( x_1, x_2 \in T^\varepsilon_\rho \) with \( u_{gs}(x_1) \geq C \varepsilon^{-1/2} \) and \( u_{gs}(x_2) \leq C \varepsilon^{-1/2+\rho} \). In this case, Lemma 4.1 implies
\[
\|u'_{gs}\|_{L^2(T^\varepsilon_\rho)}^2 \geq C^2 \frac{(\varepsilon^{-1/2} - \varepsilon^{-1/2+\rho})^2}{\varepsilon} \gtrsim \varepsilon^{-2}.
\]
On the other hand, we know from (4.4) that \( \|u'_{gs}\|^2 \lesssim \varepsilon^{-2} \) such that this situation can only occur \( O(1) \) times. Further, if \( u_{gs} \simeq \varepsilon^{-1/2} \) on an entire subdomain \( T^\varepsilon_\rho \in \mathcal{T}^\varepsilon \), then we have \( \|u_{gs}\|_{L^2(T^\varepsilon)} \simeq 1 \). Due to the normalization of the ground state, i.e., \( \|u_{gs}\| = 1 \), also this can happen at most \( O(1) \) times.

We have seen that \( u_{gs} \) can take at most values of order \( \varepsilon^{-1/2} \), and even if it takes such large values, this cannot happen too often. Knowing that large perturbations only affect a small amount of subdomains and small perturbations do not affect the statistical properties of the potential, we can now conclude that the ground state localizes in disorder potentials with high amplitudes.

**Theorem 4.5** (localization of the ground state). Consider a family of rapidly oscillating potentials as introduced in Section 3.1 with max \( V_{\varepsilon} \lesssim \varepsilon^{-2} \). Further assume (A1)-(A4) and \( \kappa \lesssim \varepsilon^{-1} \). Then the ground state of the GPEVP is exponentially localized in the sense of Theorem 3.10.

**Proof.** We have seen that \( u_{gs} \) equals the ground state of the linear Schrödinger eigenvalue problem with the perturbed potential \( V_{\varepsilon,gs} = V_{\varepsilon} + \kappa |u_{gs}|^2 \), cf. [CCM10, Lem. 2]. The idea of the proof is to show that \( V_{\varepsilon,gs} \) still satisfies the assumptions (A1)-(A4) with adjusted parameters such that the first eigenfunctions (and thus \( u_{gs} \)) localize by Corollary 3.14.

By Lemma 4.4 we know that \( \kappa |u_{gs}|^2 \gtrsim \varepsilon^{-2} \) in at most \( O(1) \) subintervals of \( \mathcal{T}^\varepsilon \). Note that such a perturbation is significant in the sense that an element \( T^\varepsilon_\rho \in \mathcal{T}^\varepsilon_\rho \) may switch to an element of \( T^\varepsilon_\rho' \). Due to the small number of such cases and \( \varepsilon \ll 1 \), this does not affect the statistical properties of the potential. On the other hand, perturbations of the order at most \( \varepsilon^{-2+\delta} \), \( \delta > 0 \), can be held off by the adjustment of the characteristic parameters. Note that, in theory, even such “small” perturbations may lead to an empty set \( T^\varepsilon_\alpha \) (for example if the original \( V_{\varepsilon} \) is a two-valued potential). To prevent this from happening, we define \( \beta_{gs} := \beta c_{gs} \) and \( \alpha_{gs} := \alpha c_{gs}^{-1} \) for some \( c_{gs} < 1 \). With this, all elements in \( T^\varepsilon_\alpha \) remain an element of \( T^\varepsilon_{\alpha_{gs}} \) after a perturbation of order \( \varepsilon^{-2+\delta} \). Since the potential is bounded by \( \alpha \varepsilon^{-2} |\log \varepsilon|^{-2} \) for regions corresponding to \( T^\varepsilon_{\alpha_{gs}} \), we can choose \( c_{gs} \) arbitrarily close to one such that the statistical assumptions (A1)-(A4) remain valid.

**Remark 4.6.** The assumption max \( V_{\varepsilon} \lesssim \varepsilon^{-2} \) in Theorem 4.5 has been made for technical reasons only. For stronger potential we even expect a more significant localization behaviour of the ground state.
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Figure 4.1. \( L^1 \)-norms of the ground states for piecewise constant random potentials with \( \varepsilon = 2^{-7} \) and \( V_{\text{max}} = 5 \). The experiments are performed on a uniform partition with mesh size \( h = 2^{-12} \) (\( d = 1 \)), \( h = 2^{-10} \) (\( d = 2 \)), and \( h = 2^{-7} \) (\( d = 3 \)). The vertical dashed lines indicate \( \kappa = \varepsilon^{d-2} \), whereas the horizontal dotted lines equal \( 2^d \cdot \varepsilon^{d/2} \).

Remark 4.7 (localization of excited states). One can act on the assumption that the localization of eigenfunctions of the GPEVP is not restricted to the ground state alone. Let \( u_{\text{es}} \in V \) be an excited state. Then \( u_{\text{es}} \) is an eigenfunction of the linear eigenvalue problem

\[
-\frac{1}{2} u_{\text{es}}'' + V_\varepsilon u_{\text{es}} + \kappa |u_{\text{es}}|^2 u_{\text{es}} = \lambda_{\text{lin}} u_{\text{es}}.
\]

In contrast to the ground state \( u_{\text{gs}} \), however, we do not know whether \( u_{\text{es}} \) is a low-energy state or even the ground state of the linearized problem. Nevertheless, we can follow the argumentation from above if the excited state satisfies two properties. First, we need \( E(u_{\text{es}}) \lesssim \varepsilon^{-2} \). Second, \( u_{\text{es}} \) has to be one of the first \( O(\varepsilon^{-1}) \) eigenstates of the linearized eigenvalue problem. If this is the case, then the arguments applied in Theorem 4.3, Lemma 4.4, and Corollary 4.5 also apply for excited states.

4.4. Conjecture in higher space dimensions. For dimensions \( d > 1 \) certain arguments such as the Sobolev embedding or Lemma 4.1 are not valid in the present form. Nevertheless, following the strategy of the proof of Theorem 4.3, we come up with the following conjecture.

Conjecture 4.8. The ground state of the GPEVP satisfies \( \|u_{\text{gs}}\|_{L^\infty} \lesssim \varepsilon^{-d/2} \).

Assuming such an upper bound on the function values of the ground state, we conclude that \( V_{\varepsilon,\text{gs}} - V_\varepsilon = \kappa |u_{\text{gs}}|^2 \) is a perturbation of order at most \( O(\varepsilon^{-2}) \) as long as \( \kappa \lesssim \varepsilon^{d-2} \). An argumentation that such perturbations do not happen “too often” we end up with the following conjecture.

Conjecture 4.9. The ground state of the GPEVP with a disorder potential satisfying (A1)-(A4) and \( \varepsilon \ll 1 \) is localized if \( \kappa \lesssim \varepsilon^{d-2} \).

This conjecture can be attested numerically, cf. Figure 4.1. We consider once more the \( L^1 \)-norm as an indication for localization. It can be observed that a certain plateau is reached in the predicted range of \( \kappa \), namely \( \varepsilon^{d-2} \). All numerical experiments are based on an equidistant mesh into intervals/squares/cubes with mesh size \( h \). We apply conforming \( Q_1 \)-finite elements [BS08, Sect. 3.5] for the spatial discretization in combination with the nonlinear eigenvalue solvers presented in [HP20, AHP21].

To explain the different levels of the plateau in different dimensions, we make the following consideration: For \( d = 1 \) we have shown that the maximal value of \( u_{\text{gs}} \) is in the range \( \varepsilon^{-1/2} \). Now we can construct a piecewise constant function, which is equal to \( \varepsilon^{-1/2} \) in a small region and zero otherwise such that the \( L^2 \)-norm is equal to one. The corresponding \( L^1 \)-norm then equals \( \varepsilon^{1/2} \).

Similar thoughts in higher dimension construct \( L^2 \)-normalized and piecewise constant functions.
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Figure 4.2. $L^1$-norms of the ground states for piecewise constant random potentials with $V_{\text{max}} = 5$ and various values for $\epsilon$. The dot indicates $\kappa = \epsilon^{d-2}$ and the solid line the region $[0.25 \cdot \epsilon^{d-2}, 4 \cdot \epsilon^{d-2}]$. The particular ground states marked with a square in the 2D case are shown in Figure 4.3.

Figure 4.3. Visualization of the ground states for $\epsilon = 2^{-5}$, $V_{\text{max}} = 5$, illustrating the level of localization for different interaction parameters $\kappa = 0, 2^{-4}, 2^{3}, 2^{7}$ (from left to right), cf. Figure 4.2.

with an $L^1$-norm equal to $\epsilon^{d/2}$. This dependency of the $L^1$-norm on the dimension and on $\epsilon$ can also be observed in Figure 4.2, which shows similar results from another perspective. Since ground states are smooth, we cannot ask for such a perfectly localized function. Thus we expect slightly larger $L^1$ norms. In Figure 4.1 one can see that the reached plateau is in the range $2^d \cdot \epsilon^{d/2}$.

Finally, we present a visualization of two-dimensional ground states in Figure 4.3 showing the outcome for a single realization of a random potential with $\epsilon = 2^{-5}$.

5. Application to Physically Relevant Data and Mathematical Prediction

As mentioned in the introduction, a direct physical observation of Anderson-type localization for the ground states of BEC has not yet been achieved. In [SDK+06] it is argued that this is because the localized density variations might not be visible in experimental measurements, due to the limitations of imaging optics. In this case, the localization has to be detected indirectly through other observables, such as a time-of-flight measurement for the velocity distribution.

In this section, we apply our localization result in Theorem 4.5 to realistic physical data and make predictions about when the localization of ground states can be expected. This might help to set up suitable practical experiments. We follow the descriptions of the experimental setup presented in [BJZ+08], where dynamical Anderson-type localization could be observed (i.e. the localization of an expanding BEC in a disorder potential), but where the localization of ground
states is questionable, cf. a corresponding discussion in [SPCL+08, Sect. 2.2]. We will reconfirm this prediction numerically and make own predictions for which particle number and for which strength of the potential localization is likely to happen (when keeping the remaining parameters of the experiment unchanged).

5.1. Experimental setup and delocalization. The setting and notation is as introduced in Section 2.3. With the data provided in [BJZ+08] we can identify practical values for the 1D GPEVP (2.4) with disorder. First of all, the authors consider a weakly interacting Bose gas consisting of \( N = 1.7 \cdot 10^4 \) atoms of \(^{87}\text{Rb}\). Consequently, we can specify the mass of a particle with \( m = 1.441 \cdot 10^{-25} \text{kg} \) and the scattering length with \( a = 5.1 \cdot 10^{-9} \text{m} \). The condensate is confined in \( x \)-direction by using a strong harmonic trapping potential in \( y \)- and \( z \)-direction with trapping frequency \( \omega_y = \omega_z = 2\pi \cdot 70 \text{Hz} \). In \( x \)-direction, a disorder potential is imposed. The disorder is generated by passing a laser beam (with a wave length of 0.514 \( \mu \text{m} \)) through a diffusive plate. The beam is diffracted and forms a speckle pattern behind the plate. These types of potentials are called speckle potentials (or optical speckles) and have a sufficiently small correlation length, cf. [SPCL+08, BJZ+08]. In the setup of [BJZ+08], the speckle grain size of the plate (which is proportional to the correlation length \( \sigma_{R} \)) is given by \( \pi \sigma_{R} = 0.82 \mu \text{m} = 8.2 \cdot 10^{-7} \text{m} \). Since this is an indicator for the speed of variations in the potential, we can use it as a reference value to define \( \varepsilon \). More precisely, we rescale \( \pi \sigma_{R} \) using the default unit \( \sqrt{\frac{\hbar}{m}} \) (cf. (2.1)) and then set \( \rho \) so that we obtain a certain target oscillation length \( \varepsilon \) for our rescaled potential (on the unit interval). Recall here that \( \rho \) is used to rescale the oscillation length of \( V_{1D} \) to 1. Hence, we set

\[
\rho := \pi \sigma_{R} \sqrt{\frac{m}{\hbar}} = 8.2 \cdot 10^{-7} \sqrt{\frac{1.441 \cdot 10^{-25}}{1.05 \cdot 10^{-34}}} \approx 3.037 \cdot 10^{-2},
\]

Note that \( V_{1D}(x) = \frac{\varepsilon^2}{\rho} W_{1D}(x \rho \sqrt{\frac{\hbar}{m}}) \), which means that if \( W_{1D} \) is oscillating with frequency \( (\pi \sigma_{R})^{-1} \), then \( V_{1D} \) is oscillating with frequency 1. Next, we have to set the target oscillation length \( \varepsilon \) for the effective nondimensional potential \( V_{1D}(x / \varepsilon) \). A reasonable choice (to work on the unit interval and also for computational purposes) is \( \varepsilon := 2^{-11} \). Practically this means that if the ground state localizes, then we would observe an exponential decay in units of \( \varepsilon \). For \( s_{x} \) we have

\[
s_{x} = \sqrt{\frac{\hbar}{m \rho \varepsilon}} \approx 1.678 \cdot 10^{-3},
\]

which means that our results on the unit interval \( D = (0, 1) \) will correspond to a spatial extension of 1.678 \( \mu \text{m} \). It is realistic to assume that the condensate is fully confined in that region and we can prescribe zero boundary conditions on \( D \) for the mathematical problem. Finally, the maximum disorder amplitude is specified in [BJZ+08] with

\[
V_{R} := \max_{x} W_{1D}(x) = 0.12 \cdot \hbar \cdot 2\pi \cdot 219 \text{Hz}.
\]

Rescaling these numbers to the nondimensional setting, we obtain a peak amplitude of

\[
\text{max} V_{1D} = 0.1523, \quad (\text{max} V_{1D}) \varepsilon^{-2} \approx 6.39 \cdot 10^{9}.
\]

For the interaction constant and the effective \( \kappa \) we obtain

\[
\kappa_{1D} = \rho \frac{aN}{2\pi} \sqrt{\frac{m \omega_{y} \omega_{z}}{\hbar}} \approx 6.824, \quad \kappa \approx 6.824 \varepsilon^{-1} \approx 1.40 \cdot 10^{4}.
\]

To summarize, we can study the ground states of BEC in an experimental setup that corresponds to the data from [BJZ+08] by considering the 1D GPEVP (2.4) with a potential \( \frac{\varepsilon}{\rho} V_{1D}(\frac{x}{\varepsilon}) \) that oscillates on the \( \varepsilon \)-scale and which takes a maximum value of about 0.1523 \( \varepsilon^{-2} \). The particle interaction constant is \( \kappa \approx 6.824 \varepsilon^{-1} \). Considering the relative size of \( \varepsilon \), the value of \( \kappa \) appears to be at least one order of magnitude too large compared to the strength of the potential. Note that the given parameters mark the border of the considered scaling regime. Thus, the observed delocalization does not contradict Theorem 4.5, which provides a scaling regime (for sufficiently small \( \varepsilon \)) rather than explicit constants. The following numerical experiments show that relatively small adjustments of the parameters lead to localized ground states.
5.2. Mathematical prediction of localization. We explore the influence of the parameters $\epsilon$, $V_{\text{max}}$, and $\kappa$ on the localization of the ground state. For the numerical experiments we apply again the eigenvalue solvers presented in [HP20, AHP21].

In the first experiment, we observe that the physical setup is indeed too weak to generate localization for the given particle number of $N = 1.7 \cdot 10^4$. In Figure 5.1 it is shown that even smaller values of $\epsilon$ do not lead to a significant improvement of the effect. Thus, localization would only appear on rather unrealistic length scales, i.e., $\epsilon \leq 2^{-15}$, which would correspond to a BEC that has an extension that is significantly larger than 2.68 cm.

In the second experiment, we analyze the influence of $\kappa$ and $V_{\text{max}}$, i.e., the number of particles and the strength of the potential. Here, the results in Figure 5.2 indicate that both parameters intensify localization but in a different manner. The strength of the potential makes peaks steeper whereas the number of particles is more related to the number of peaks. Already for a disorder potential that is 4 times stronger than the current potential combined with only an eighth of the particles, i.e., when $V_{\text{max}}$ and $\kappa$ are almost the same, localization gets visible. In this sense, the given physical values of $V_{\text{max}}$ and $\kappa$ mark the transition phase between local and global ground states, which is in accordance with Theorem 4.5. Note, however, that there is no sharp phase transition between localization and delocalization. We emphasize that these parameters would not lead to localization for a periodic potential. To see this, we refer to Figure 5.3 where we consider once more the $L^1$-norm of the ground state as an indicator for localization.

Finally, in Figure 5.4 we study the influence of $V_{\text{max}}$ and $\kappa$ on the localization for fixed $\epsilon = 2^{-7}$. In the left graph of Figure 5.4 we fix the strength of the potential with three different values and decrease the size of $\kappa$ step by step. We observe that this leads to a slow but visibly increasing localization effect for the ground state (measured in the $L^1$-norm). When $\kappa$ drops below a critical value, the localization stagnates and reaches a plateau. It is not possible to go beyond that localization level without touching the parameters of the potential. Hence, we can reconfirm that the weaker the particle interactions, the more pronounced is the localization. This observation is in accordance with previous findings.

In the right graph of Figure 5.4 the converse situation is depicted. Here we fix the parameter $\kappa$ with three different values (where the largest is according to physical setup) and we increase the strength of the potential. We observe that increasing the strength of the potential, seems to have a stronger effect on the localization than decreasing the strength of particle interactions $\kappa$. In our graphs it appears that doubling the strength of the potential leads to a reduction of the $L^1$-norm by a factor of around $1/4$. Hence, the critical amplitude of the potential is inverse proportional to the degree of location expressed through the $L^1$-norm.

These findings show that in order to expect localization of ground states in the setting of [BJZ+08], the strength of the disorder potential needs to be increased at least by a factor 4 and the number of particles needs to be reduced by a factor 8. This finding is again inline with the predictions of Theorem 4.5. Potentials with an even smaller oscillation length are expected to further pronounce the localization effect. In terms of physical realizability, we expect that a suitable experimental setup can be realized, even though it is certainly challenging. Here, superlattices are a good alternative for corresponding physical experiments. Superlattices are pseudorandom...
Figure 5.2. Ground states for sample disorder potentials with parameters $\max V_{1D} = 0.1523 \cdot c_V$, $\kappa_{1D} = 6.824 \cdot c_\kappa$, and fixed $\varepsilon = 2^{-11}$. Underlying mesh size $h = 2^{-18}$.

Figure 5.3. $L^1$-norm of ground states for sample disorder and random potential for fixed $\varepsilon = 2^{-11}$, $\kappa_{1D} = 6.824$, and varying $\max V_{1D}$. Underlying mesh size $h = 2^{-16}$.
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Figure 5.4. $L^1$-norm of ground states for sample disorder potentials for $\varepsilon = 2^{-7}$. Left: over $\kappa_{1D}$ for various max $V_{1D} = 0.1523 \cdot c_V$. Right: over max $V_{1D}$ for various $\kappa_{1D} = 6.824 \cdot c_\kappa$. Underlying mesh size $h = 2^{-17}$.

potentials that are generated by the superposition of several optical lattices of different wavelengths and which can be additionally adjusted at different angles to increase the disorder, cf. [DZS+03, RB03, SDK+06].

In conclusion, our numerical experiments confirm the theoretical predictions about the localization and delocalization of ground states of BECs. Furthermore, by applying our identified physical data, we expect that an experimental observation of the localization may be possible.
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Appendix A. Eigenvalue Bounds

A.1. Proof of Lemma 3.12 (upper bound). In each valley of length \( j \varepsilon \) with \( \ell_1, \varepsilon \leq j \leq L_1^\varepsilon \) we consider the first eigenfunction of the Laplacian with homogeneous Dirichlet boundary conditions. It is well-known that the corresponding eigenvalue equals \( \pi^2/(j \varepsilon)^2 \). Extending this function by zero, we obtain a function \( v \in \mathcal{V} \), which satisfies

\[
\|v\|_\varepsilon^2 = \int_{D_\varepsilon} |v|^2 + V_\varepsilon |v|^2 \, dx \leq \frac{\pi^2}{(j \varepsilon)^2} \|v\|^2 + \frac{\alpha}{|\log \varepsilon|^{\frac{1}{2}}} \|v\|^2.
\]

Hence, we conclude that \( \|v\|_\varepsilon^2 \lesssim \max \{ \ell_1, \varepsilon \}^{-2} \|v\|^2 \lesssim (\ell_1, \varepsilon)^{-2} \|v\|^2 \). Since all these functions have a support in different valleys, they are all disjoint and thus, orthogonal. It remains to count the number of valleys. With \( N_{\alpha, j} \sim \frac{1}{\varepsilon} \) we obtain in total

\[
M_1, \varepsilon := \sum_{j=\ell_1, \varepsilon}^{L_1^\varepsilon} N_{\alpha, j} \approx \frac{1}{\varepsilon} \sum_{j=\ell_1, \varepsilon}^{L_1^\varepsilon} \frac{1}{\varepsilon} \overset{\varepsilon \to 0}{\longrightarrow} \ell_1, \varepsilon,
\]

valleys, which are larger or equal to \( \ell_1, \varepsilon \). Thus, we have constructed \( M_1, \varepsilon \) orthogonal functions with an energy bounded by \( O((\ell_1, \varepsilon)^{-2}) \), which implies the corresponding upper bound for \( \lambda_{\varepsilon, M_1, \varepsilon} \).

A.2. Proof of Lemma 3.13 (lower bound). The proof of the stated lower bound is based on the max-min principle for eigenvalues in Hilbert spaces [WS72, Ch. 1]. Thus, we need to construct an \( M_2, \varepsilon \)-dimensional subspace of \( \mathcal{V} \) such that any function in its complement satisfies an energy bound of the form \( \|v\|_\varepsilon^2 \gtrsim \ell_2, \varepsilon \|v\|^2 \).

In contrast to the upper bound shown in the previous subsection, the construction here is based on non-peaks rather than valleys. This is crucial as the proof rests upon the fact that these intervals are surrounded either by peaks or the boundary. We consider the non-peaks of width \( j \varepsilon \) with \( \ell_2, \varepsilon \leq j \leq L_2^\varepsilon \) and define a uniform partition of these intervals with a mesh size \( h \approx \ell_2, \varepsilon \). On this partition we consider the nodal interpolation operator \( \Pi \), which interpolates in the nodes and linearly goes to zero outside of the non-peaks within the width \( \varepsilon/2 \). We emphasize that this surrounding strip is by construction part of \( D_\beta^\varepsilon \). The image of this interpolation operator equals a finite element space of dimension

\[
M_2, \varepsilon \gtrsim \sum_{j=\ell_2, \varepsilon}^{L_2^\varepsilon} N_{\beta, j} \left( \left\lfloor \frac{j}{\ell_2, \varepsilon} \right\rfloor + 2 \right) \gtrsim \frac{1}{\ell_2, \varepsilon} \sum_{j=\ell_2, \varepsilon}^{L_2^\varepsilon} (1 - p_\beta) \gtrsim \frac{1}{\ell_2, \varepsilon} (1 - p_\beta)^{\ell_2, \varepsilon - 1}.
\]

Using \( L_\varepsilon^\beta \gtrsim \frac{\log_2(1 - p_\beta) \varepsilon}{\log_2(1 - p_\beta) \varepsilon} \) from assumption (A1) and \( \ell_2, \varepsilon \approx \log_2(1 - p_\beta) \varepsilon \), this yields \( L_\varepsilon^\beta / \ell_2, \varepsilon \approx \varepsilon^{-1} \), which is independent of \( \varepsilon \). Hence, we have \( M_2, \varepsilon \gtrsim q_2^{-1} \varepsilon^{-1} \). Further, one can show similarly as in [AHP20] that the constructed nodal interpolation operator satisfies \( \|v - \Pi v\| \lesssim \ell_2, \varepsilon \|v\|_\varepsilon \) for all \( v \in \mathcal{V} \). Thus, all functions \( v \in \ker \Pi \subseteq \mathcal{V} \), which is the complement of an \( M_2, \varepsilon \)-dimensional subspace, satisfy

\[
\|v\| = \|v - \Pi v\| \lesssim \ell_2, \varepsilon \|v\|_\varepsilon.
\]
The max-min principle then implies \( \lambda_{\varepsilon,M_2,\varepsilon} \geq \min_{v \in \ker \Pi} \|v\|_{\varepsilon}^2 / \|v\|^2 \gtrsim (\ell_{2,\varepsilon})^{-2} \).
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