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Abstract
The objective of this paper is to formulate two distinct supersymmetric (SUSY) extensions of the Gauss–Weingarten and Gauss–Codazzi (GC) equations for conformally parametrized surfaces immersed in a Grassmann superspace, one in terms of a bosonic superfield and the other in terms of a fermionic superfield. We perform this analysis using a superspace-superfield formalism together with a SUSY version of a moving frame on a surface. In constrast with the classical case, where we have three GC equations, we obtain six such equations in the bosonic SUSY case and four such equations in the fermionic SUSY case. In the fermionic case the GC equations resemble the form of the classical GC equations. We determine the Lie symmetry algebra of the classical GC equations to be infinite-dimensional and perform a subalgebra classification of the one-dimensional subalgebras of its largest finite-dimensional subalgebra. We then compute superalgebras of Lie point symmetries of the bosonic and fermionic SUSY GC equations respectively, and classify the one-dimensional subalgebras of each superalgebra into conjugacy classes. We then use the symmetry reduction method to find invariants, orbits and reduced systems for two one-dimensional subalgebras for the classical case, two one-dimensional subalgebras for the bosonic SUSY case and two one-dimensional subalgebras for the fermionic SUSY case. We find explicit solutions of these reduced SUSY systems, which correspond to different surfaces immersed in a Grassmann superspace. Within this framework for the SUSY versions of the GC equations, a geometrical interpretation of the results is discussed.
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1. Introduction

In the last three decades, a number of supersymmetric (SUSY) extensions of classical and quantum mechanical models, describing several physical phenomena, have been developed and group-invariant solutions of these SUSY systems have been found (e.g. [1–4]). Recently, this method was further generalized to encompass hydrodynamic-type systems (see e.g. [5–8]). Their SUSY extensions were established and their group-invariant solutions were constructed. SUSY versions of the Chaplygin gas in (1+1) and (2+1) dimensions were formulated by R. Jackiw et al, derived from parametrizations of the action for a superstring and a Nambu–Goto membrane respectively (see [9] and references therein). It was suggested that a quark-gluon plasma may be described by non-Abelian fluid mechanics [10]. In addition, SUSY extensions have been formulated for a number of integrable equations, including among others the Korteweg-de Vries equation [11–14], the Kadomtsev-Petviashvili equation [15], the Sawada–Kotera equation [16] and the sine-Gordon and sinh-Gordon equations [17–24]. Various approaches have been used to construct supersoliton solutions, such as the inverse scattering method, Bäcklund and Darboux transformations for odd and even superfields, Lax formalism in a superspace and generalized versions of the symmetry reduction method (SRM). A number of supersoliton and multi-supersoliton solutions were determined by a Crum-type transformation [19, 21, 25] and it was found that there exist infinitely many local conserved quantities. A connection was established between the super-Darboux transformations and super-Bäcklund transformations which allow for the construction of supersoliton solutions [11, 13, 16, 17, 20, 22, 24].

Despite the progress made in the investigation of nonlinear SUSY systems, this area of mathematics does not yet have as solid a theoretical foundation as the classical theory of differential equations. This is related primarily to the fact that, due to the nature of Grassmann variables, the principle of superposition of solutions obtained from the method of characteristics cannot be applied to nonlinear SUSY systems. In most cases, analytic methods for solving quasilinear SUSY systems of equations lead to the construction of classes of solutions that are more restricted than the general solution. One can attempt to construct more restricted classes of solutions which depend on some arbitrary functions and parameters by requiring that the solutions be invariant under certain group transformations of the original system. The main advantages of the group properties appear when group analysis makes it possible to construct regular algorithms for finding certain classes of solutions without referring to any additional considerations but proceeding directly from the given system of partial differential equations (PDEs). A systematic computational method for constructing the group of symmetries of a given system of PDEs has been developed by many authors (see e.g. G W Bluman and S C Anco [26], P A Clarkson and P Winternitz [27], P Olver [28], and D Sattinger and O Weaver [29]) and a broad review of recent developments in the SUSY theory can be found in several books (e.g. J F Cornwell [30], B De Witt [31], D S Freed [32], V Kac [33] and V S Varadarajan [34]). The methodological approach adopted in this paper is based on the use of the SRM to find solutions of the PDEs which are invariant under subgroups of a Lie supergroup of point transformations. By a symmetry supergroup of a SUSY system of PDEs, we mean a local SUSY Lie supergroup $G$ transforming both the independent and dependent variables of the considered SUSY system of equations in such a way that $G$ transforms given solutions of the system to new solutions of the same system. The Lie
superalgebra of such a supergroup is represented by vector fields and their prolongation structures. The standard algorithms for determining the symmetry algebra of a system of equations and classifying its subalgebras have been extended in order to deal with SUSY models (see e.g. [33, 35, 36]).

Recent studies of the geometric properties of surfaces associated with holomorphic and non-holomorphic solutions of the SUSY bosonic Grassmann sigma models have been performed [37–39]. A gauge-invariant formulation of these SUSY models in terms of orthogonal projectors allows one to obtain explicit solutions and consequently to study the geometry of their associated surfaces. In differential geometry, parametrized surfaces are described in terms of a moving frame satisfying the Gauss–Weingarten (GW) equations, which are linear PDEs. Their compatibility conditions are the Gauss–Codazzi (GC) equations. A representation of nonlinear equations in the form of the GC equations is the starting point in the theory of integrable (soliton) surfaces arising from infinitesimal deformations of integrable differential equations and describing the behaviour of soliton solutions. The construction and analysis of such surfaces associated with integrable systems in several areas of mathematical physics provide new tools for the investigation of nonlinear phenomena described by these systems. In this setting, it is our objective to perform a systematic analysis of SUSY versions of the GW and GC equations. The formulation of a SUSY extension of the GW and GC equations has already been accomplished for the specific case of bosonic Grassmann sigma models [37]. It is of considerable interest to consider such extensions for the general case of the GW and GC equations.

The purpose of this paper is to formulate two distinct SUSY extensions of the GW and GC equations, one using a bosonic superfield and the other using a fermionic superfield, for conformally parametrized surfaces in the superspace R^{1,1|2}. The SUSY versions of these equations are formulated through the use of a superspace-superfield formalism. The considered surfaces are parametrized by the vector field F and the normal vector field N, which are replaced in the SUSY version by their corresponding superfields \( \mathcal{F} \) and \( \mathcal{N} \) in \( \mathbb{R}^{1,1|2} \). This allows us to formulate the SUSY extensions of the structural equations for the immersion of conformally parametrized surfaces explicitly in matrix form. We establish explicit forms of the SUSY GW equations satisfied by the moving frame on these surfaces. The result is independent of the parametrization. This allows us to examine various geometric properties of the studied immersions, such as the first and second fundamental forms of the surfaces (and therefore the mean and Gaussian curvatures).

The paper is organized as follows. The symmetry algebra of the classical GC equations is determined and a subalgebra classification of its one-dimensional subalgebras is performed in section 2. In section 3, we introduce the basic properties of Grassmann algebras and Grassmann variables and introduce the notation that will be used in what follows. In section 4, we construct the bosonic and fermionic SUSY extensions of the GW and GC equations. In section 5, we discuss certain geometric aspects of the conformally parametrized SUSY surfaces. We provide expressions for the first and second fundamental forms and the Gaussian and mean curvatures, which are required for a geometrical interpretation of the invariant solutions. In section 6, we determine Lie superalgebras of point symmetries of the SUSY GC equations for both the bosonic and fermionic cases. Section 7 involves a classification of the one-dimensional subalgebras of both Lie superalgebras into conjugacy classes. In section 8, we provide examples of invariant solutions of the SUSY GC equations obtained by the SRM. Finally, in section 9, we present the conclusions and discuss possible future developments in this field.
2. Symmetries of conformally parametrized surfaces

The system of PDEs describing the moving frame $g = \partial F, \varpi, N \rangle^T$ on a smooth conformally parametrized surface in 3-dimensional Euclidean space satisfies the following GW equations

$$\partial g = V_1 g, \quad \bar{\partial} g = V_2 g,$$  \hspace{1cm} (2.1)

where the matrices $V_1$ and $V_2$ are given by

$$V_1 = \begin{pmatrix} \frac{\partial u}{\partial \bar{z}} & 0 & \frac{1}{2} H e^u \\ 0 & 0 & \frac{1}{2} \bar{Q} e^{-u} \\ -H - 2Q e^{-u} & 0 & 0 \end{pmatrix}, \quad V_2 = \begin{pmatrix} 0 & 0 & \frac{1}{2} H e^u \\ 0 & \frac{\partial u}{\partial z} & \bar{Q} \\ -2\bar{Q} e^{-u} & -H & 0 \end{pmatrix}. \hspace{1cm} (2.2)$$

Here $\partial$ and $\bar{\partial}$ are the partial derivatives with respect to the complex coordinates $z = x + iy$ and $\bar{z} = x - iy$, respectively. The conformal parametrization of a surface is given by a vector-valued function $F = (f_1, f_2, f_3): \mathcal{R} \to \mathbb{R}^3$ (where $\mathcal{R}$ is a Riemann surface) which satisfies the following normalization for the tangent vectors $\partial F$ and $\bar{\partial} F$ and the unit normal $N$

$$\langle \partial F, \partial F \rangle = \langle \bar{\partial} F, \bar{\partial} F \rangle = 1, \quad \langle \partial F, N \rangle = \langle \bar{\partial} F, N \rangle = 0, \quad \langle N, N \rangle = 1. \hspace{1cm} (2.3)$$

We define the quantities

$$Q = \langle \bar{\partial}^2 F, N \rangle \in \mathbb{C}, \quad H = 2e^{-u} \langle \bar{\partial} F, N \rangle \in \mathbb{R}. \hspace{1cm} (2.4)$$

where $Q d\bar{z}^2$ and $\bar{Q} d\bar{z}^2$ are the Hopf differentials and $H$ is the mean curvature function. Here, the bracket $\langle \ldots \rangle$ denotes the scalar product in 3-dimensional Euclidean space $\mathbb{R}^3$

$$\langle a, b \rangle = a_1 b_1 + a_2 b_2 + a_3 b_3. \hspace{1cm} (2.5)$$

So, the GW equations for a moving frame $g$ on a surface have to obey the following system of equations

$$\partial^2 F = \partial u \partial F + Q N, \quad \bar{\partial}^2 F = \bar{\partial} u \bar{\partial} F + \bar{Q} N, \quad \bar{\partial} \partial F = \frac{1}{2} H e^u N, \quad \bar{\partial} \bar{\partial} F = \frac{1}{2} \bar{Q} e^{-u} N. \hspace{1cm} (2.6)$$

The first and second fundamental forms are given by

$$I = \langle \partial F, \partial F \rangle = \left( e^u \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right) \left( \frac{d\bar{z}}{d\bar{z}} \right) \left( \frac{dz}{dz} \right), \quad I = e^u \begin{pmatrix} dx \ \ dy \\ dx \ \ dy \end{pmatrix}, \hspace{1cm} (2.7)$$

and

$$II = \langle \bar{\partial}^2 F, N \rangle = \left( \begin{pmatrix} Q + \bar{Q} + e^u H & i(Q - \bar{Q}) \\ i(Q - \bar{Q}) & -(Q + \bar{Q}) + e^u H \end{pmatrix} \right) \begin{pmatrix} dx \\ dy \end{pmatrix} \begin{pmatrix} dx \\ dy \end{pmatrix}. \hspace{1cm} (2.8)$$

respectively. The principal curvatures $k_1$ and $k_2$ are the eigenvalues of the matrix

$$B = e^{-u} \begin{pmatrix} Q + \bar{Q} + e^u H & i(Q - \bar{Q}) \\ i(Q - \bar{Q}) & -(Q + \bar{Q}) + e^u H \end{pmatrix}. \hspace{1cm} (2.9)$$
We obtain the following expressions for the mean and Gaussian curvatures
\[
H = \frac{1}{2} (k_1 + k_2) = \frac{1}{2} \operatorname{tr}(B),
\]
\[
K = k_1 k_2 = \det(B) = H^2 - 4Q\bar{Q}e^{-2u}.
\]

Umbilic points on a surface take place when \(H^2 - K = 0\) which implies that \(|Q|^2 = 0\). The compatibility conditions of the GW equations (2.1) are the GC equations
\[
\bar{Q}_1 - \bar{Q}_2 + [V_1, V_2] = 0,
\]
(the bracket \([\cdot, \cdot]\) denotes the commutator) which reduce to the following three differential equations for the quantities \(Q, H\) and \(e^u\)
\[
\partial_u H + \frac{1}{2} H^2 e^u - 2Q\bar{Q}e^{-u} = 0, \quad \text{(the Gauss equation)}
\]
\[
\partial_u Q - \frac{1}{2} e^u\partial Q = 0, \quad \partial_u Q - \frac{1}{2} e^u\partial Q = 0 \quad \text{(the Codazzi equations).} \quad (2.13)
\]

These equations are the necessary and sufficient conditions for the existence of conformally parametrized surfaces in 3-dimensional Euclidean space \(\mathbb{R}^3\) with the fundamental forms given by (2.7) and (2.8). A review of systematic computational methods for constructing surfaces for a given moving frame can be found in several books (e.g. [40–44]). Equations (2.1), (2.2) and (2.13) allow us to formulate explicitly the structural equations for the immersion directly in matrix terms. However, it is non-trivial to identify those surfaces which have an invariant geometrical characterization [41–45]. The task of finding an increasing number of solutions of the GW and GC equations is related to the group properties of these systems of equations. The methodological approach adopted here is based on the SRM for PDEs invariant under a Lie group \(G\) of point transformations. Using the Maple program, we find that the symmetry group of the classical GC equations (2.13) consists of conformal scaling transformations. The corresponding symmetry algebra \(\mathcal{L}_1\) is spanned by the vector fields
\[
X(\eta) = \eta(z) \partial_z + \eta'(z) \left(-2Q\partial Q - U\partial_U\right),
\]
\[
Y(\zeta) = \zeta(z) \partial_z + \zeta'(z) \left(-2\bar{Q}\partial \bar{Q} - \bar{U}\partial_{\bar{U}}\right),
\]
\[
e_0 = -H\partial_H + \partial \bar{Q} + \bar{Q}\partial \bar{Q} + 2U\partial_U,
\]
where \(\eta'(\cdot)\) and \(\zeta'(\cdot)\) are the derivatives of \(\eta(\cdot)\) and \(\zeta(\cdot)\) with respect to their arguments and where we have used the notation \(e^u = U\). The commutation relations are
\[
[X(\eta_1), X(\eta_2)] = (\eta_1\eta_2' - \eta_1'\eta_2) \partial_z + (\eta_1^*\eta_2 - \eta_1\eta_2^*) \left(2\bar{Q}\partial \bar{Q} + U\partial_U\right),
\]
\[
[Y(\zeta_1), Y(\zeta_2)] = (\zeta_1\zeta_2' - \zeta_1'\zeta_2) \partial_z + (\zeta_1^*\zeta_2 - \zeta_1\zeta_2^*) \left(2\bar{Q}\partial \bar{Q} + U\partial_U\right),
\]
\[
[X(\eta), Y(\zeta)] = 0, \quad [X(\eta), e_0] = 0, \quad [Y(\zeta), e_0] = 0. \quad (2.15)
\]
Since the vector fields \(X(\eta), Y(\zeta)\) and \(e_0\) form an Abelian algebra, they determine that the algebra \(\mathcal{L}_1\) can be decomposed as a direct sum of two infinite-dimensional Lie algebras together with a one-dimensional algebra generated by \(e_0\), i.e.
\[
\mathcal{L}_1 = \{X(\eta)\} \oplus \{Y(\zeta)\} \oplus \{e_0\}. \quad (2.16)
\]
This algebra represents a direct sum of two copies of the Virasoro algebra together with the one-dimensional subalgebra \(\{e_0\}\). Assuming that the functions \(\eta\) and \(\zeta\) are analytic in some open subset \(D \subset \mathbb{C}\), we can develop \(\eta\) and \(\zeta\) as power series with respect to their arguments
and provide a basis for $\mathcal{L}_1$. The largest finite-dimensional subalgebra $L_1$ of the algebra $\mathcal{L}_1$ is spanned by the seven generators

\[
e_0 = -H\partial_H + Q\partial_Q + \bar{Q}\partial_{\bar{Q}} + 2U\partial_U, \\
e_1 = \partial_1, \quad e_3 = z\partial_z - 2Q\partial_Q - U\partial_U, \quad e_5 = z^2\partial_z - 4zQ\partial_Q - 2zU\partial_U, \\
e_2 = \partial_2, \quad e_4 = z\partial_z - 2\bar{Q}\partial_{\bar{Q}} - U\partial_U, \quad e_6 = z^2\partial_z - 4z\bar{Q}\partial_{\bar{Q}} - 2zU\partial_U,
\]

with non-zero commutation relations

\[
[e_1, e_3] = e_1, \quad [e_1, e_5] = 2e_3, \quad [e_3, e_4] = e_5, \\
[e_2, e_4] = e_2, \quad [e_2, e_6] = 2e_4, \quad [e_4, e_6] = e_6.
\]

This seven-dimensional Lie subalgebra $L_1$ can be decomposed as a direct sum of two simple subalgebras together with a one-dimensional algebra generated by $e_0$.

\[
L_1 = \{e_1, e_3, e_5\} \oplus \{e_2, e_4, e_6\} \oplus \{e_0\}.
\]

Therefore, the classification of the subalgebras of $L_1$ consists of two copies of a 3-dimensional Lie algebra together with the center $\{e_0\}$. This 3-dimensional Lie algebra corresponds to the algebra $A_{3,8}$ in the classification of J Patera and P Winternitz [46] which is isomorphic to $su(1, 1)$. The resulting classification of the subalgebras of $L_1$ into conjugacy classes, performed according to the methods described in [36], is given by the following list of representative subalgebras $L_{1,j}$

\[
L_{1,0} = \{e_0\}, \quad L_{1,1} = \{e_1\}, \quad L_{1,2} = \{e_3\}, \quad L_{1,3} = \{e_1 + e_5\}, \\
L_{1,4} = \{e_2\}, \quad L_{1,5} = \{e_4\}, \quad L_{1,6} = \{e_2 + e_6\}, \\
L_{1,7} = \{e_1 + e_2\}, \quad L_{1,8} = \{e_1 + e_4\}, \quad L_{1,9} = \{e_2 + e_6 + e_4\}, \\
L_{1,10} = \{e_3 + e_2\}, \quad L_{1,11} = \{e_3 + ae_4\}, \quad L_{1,12} = \{e_2 + e_6 + ae_3\}, \\
L_{1,13} = \{e_1 + e_5 + e_2\}, \quad L_{1,14} = \{e_1 + e_5 + ae_4\}, \\
L_{1,15} = \{e_1 + e_5 + a(e_2 + e_6)\},
\]

where $a = \pm 1$ and $a \neq 0$ are parameters. The center of $L_1$, $\{e_0\}$, can be added to any of the subalgebras given above, say $L_{1,j} = \{A\}$, to produce a twisted subalgebra of the form $L_{1,j} = \{A + be_0\}$, where $b \neq 0$. The symmetry reductions associated with the subalgebras (2.20) lead to systems of ordinary differential equations (ODEs). These reduced systems were analyzed systematically as a single generic symmetry reduction in [47], where the GC equations (2.13) were reduced to the most general Painlevé P6 form (containing two or three arbitrary parameters).

In the following sections, the symmetry properties of the classical GW and GC equations are compared with their bosonic and fermionic SUSY counterparts.

### 3. Preliminaries on Grassmann algebras

The mathematical background formalism is based on the theory of supermanifolds as presented in [30–34] [48–52] and can be summarized as follows. The starting point in our consideration is a complex Grassmann algebra $\Lambda$ involving a finite or infinite number of Grassmann generators $\{\xi_1, \xi_2, \ldots\}$. The number of Grassmann generators of $\Lambda$ is not essential provided that there is a sufficient number of them to make any formula encountered meaningful. The Grassmann algebra $\Lambda$ can be decomposed into its even and odd parts.
\[\Lambda = \Lambda_{\text{even}} + \Lambda_{\text{odd}}, \quad (3.1)\]

where \(\Lambda_{\text{even}}\) includes all terms involving a product of an even number of generators \(\xi_i\), i.e. \(1, \xi_1, \xi_2, \xi_3, \ldots\), while \(\Lambda_{\text{odd}}\) includes all terms involving a product of an odd number of generators \(\xi_i\), i.e. \(\xi_1, \xi_2, \xi_3, \ldots, \xi_1\xi_2\xi_3, \ldots\). The elements of \(\Lambda\) are called supernumbers. The even supernumbers, variables, fields, etc are assumed to be elements of the even part \(\Lambda_{\text{even}}\) of the underlying abstract real (complex) Grassmann ring \(\Lambda\). The odd supernumbers, variables, fields, etc lie in its odd part \(\Lambda_{\text{odd}}\). In the context of SUSY, the spaces \(\Lambda\) and/or \(\Lambda_{\text{even}}\) replace the field of complex numbers. The Grassmann algebra can also be decomposed as

\[\Lambda = \Lambda_{\text{body}} + \Lambda_{\text{soul}}, \quad (3.2)\]

where

\[\Lambda_{\text{body}} = \Lambda^\emptyset \{\xi_1, \xi_2, \ldots\} \cong \mathbb{C}, \quad \Lambda_{\text{soul}} = \sum_{k \neq 1} \Lambda^k \{\xi_1, \xi_2, \ldots\}. \quad (3.3)\]

Here \(\Lambda^\emptyset \{\xi_1, \xi_2, \ldots\}\) refers to all terms that do not involve any of the generators \(\xi_i\), while \(\Lambda^k \{\xi_1, \xi_2, \ldots\}\) refers to all terms that involve products of \(k\) generators (for instance, if we have 4 generators \(\xi_1, \xi_2, \xi_3, \xi_4\), then \(\Lambda^2 \{\xi_1, \xi_2, \xi_3, \xi_4\}\) refers to all terms involving \(\xi_1\xi_2, \xi_1\xi_3, \xi_1\xi_4, \xi_2\xi_3, \xi_2\xi_4\) or \(\xi_3\xi_4\)). The bodiless elements in \(\Lambda_{\text{soul}}\) are non-invertible because of the \(\mathbb{Z}_+\) -grading of the Grassmann algebra. If the number of Grassmann generators \(\mathcal{K}\) is finite, bodiless elements are nilpotent of degree at most \(\mathcal{K}\). In this paper, we assume that \(\mathcal{K}\) is arbitrarily large but finite. Our analysis is based on the global theory of supermanifolds as described in [53–55].

Next, in our consideration, we use a \(\mathbb{Z}_2\)-graded complex vector space \(V\) which has even basis elements \(u_i, i = 1, 2, \ldots, N\), and odd basis elements \(\mu_j, j = 1, 2, \ldots, N\), and construct \(W = \Lambda \otimes_{\mathbb{C}} V\). We are interested in the even part of \(W\)

\[W_{\text{even}} = \left\{ \sum_{i} a_i u_i + \sum_{\mu} a_{\mu} \mu_j : a_i \in \Lambda_{\text{even}}, a_{\mu} \in \Lambda_{\text{odd}} \right\}. \quad (3.4)\]

Clearly, \(W_{\text{even}}\) is a \(\Lambda_{\text{even}}\) module which can be identified with \(\Lambda_{\text{even}}^{\otimes N} \times \Lambda_{\text{odd}}^{\otimes M}\) (consisting of \(N\) copies of \(\Lambda_{\text{even}}\) and \(M\) copies of \(\Lambda_{\text{odd}}\)). We associate with the original basis, consisting of \(u_i\) and \(\mu_j\) (although \(\mu_j \notin W_{\text{even}}\)), the corresponding functionals

\[E_j : W_{\text{even}} \to \Lambda_{\text{even}} : E_j \left( \sum_{i} a_i u_i + \sum_{\mu} a_{\mu} \mu_j \right) = a_j, \quad (3.5)\]

\[Y_j : W_{\text{even}} \to \Lambda_{\text{odd}} : Y_j \left( \sum_{i} a_i u_i + \sum_{\mu} a_{\mu} \mu_j \right) = a_j, \quad (3.6)\]

and view them as the coordinates (even and odd respectively) on \(W_{\text{even}}\). Any topological manifold locally diffeomorphic to a suitable \(W_{\text{even}}\) is called a supermanifold.

The transitions to even and odd coordinates between different charts on the supermanifold are assumed to be even- and odd-valued superanalytic or at least \(G^\infty\) functions on \(W_{\text{even}}\). A comprehensive definition of the classes of supersmooth functions \(G^\infty\) and superanalytic functions \(G^\omega\) can be found in [55], definition 2.5. We note that superanalytic functions are those that can be expanded into a convergent power series in even and odd coordinates, whereas the definition of the \(G^\infty\) function is a more involved analogue of functions on manifolds. Any \(G^\infty\) function can be expanded into products of odd coordinates.
in a Taylor-like expansion but the coefficients, being functions of even and odd coordinates, may not necessarily be analytic (see e.g. [55]).

The super-Minkowski space $R^{1,1|2}$ can be viewed as such a supermanifold globally diffeomorphic to $A^{x_{2}} \times A^{x_{2}}$ with even light-cone coordinates $x_{+}$, $x_{-}$ and odd coordinates $\theta^{+}$, $\theta^{-}$. Here $x_{+}$ and $x_{-}$ are linear combinations of terms involving an even number of generators: $1, \xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \ldots, \xi_{2}, \xi_{3}, \xi_{4}, \ldots, \xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \ldots$. On the other hand, $\theta^{+}$ and $\theta^{-}$ are linear combinations of terms involving an odd number of generators: $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \ldots, \xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \ldots$. The SUSY transformation (4.5) and (4.6) in the next section can be viewed as a particular change of coordinates on $R^{1,1|2}$ which transforms solutions of the SUSY GW equations (4.20) and SUSY GC equations, (4.36) respectively, into solutions of the same systems in new coordinates. A smooth superfield is a $G^\infty$ function from $A^{x_{2}}$ to $A^{x_{2}}$. It can be expanded in powers of the odd coordinates $\theta^{+}$ and $\theta^{-}$ giving a decomposition in terms of even superfields

$$X_{\text{even}}: A^{x_{2}} \rightarrow A_{\text{even}},$$

and odd superfields

$$X_{\text{odd}}: A^{x_{2}} \rightarrow A_{\text{odd}}.$$

In this paper, we use the convention that partial derivatives involving odd variables satisfy the Leibniz rule

$$\partial_{\theta^{i}}(hg) = (\partial_{\theta^{i}}h)g + (-1)^{\text{deg}(h)}h(\partial_{\theta^{i}}g), \quad (3.7)$$

where the degree of a homogeneous supernumber is given by

$$\text{deg}(h) = \begin{cases} 0 & \text{if } h \text{ is even}, \\ 1 & \text{if } h \text{ is odd}, \end{cases} \quad (3.8)$$

and we have used the notation

$$f_{\theta_{\theta^{i}}} = \partial_{\theta^{i}}(\partial_{\theta^{i}}f). \quad (3.9)$$

The partial derivatives with respect to the odd coordinates satisfy $\partial_{\theta^{i}}\theta^{j} = \delta^{j}_{i}$ where the indices $i$ and $j$ each stand for $+$ or $-$ and $\delta^{j}_{i}$ is the Kronecker delta function. The operators $\partial_{\theta^{i}}$, $J_{x}$ and $D_{x}$, in equations (4.3) and (4.4) change the parity of a bosonic function to a fermionic function and vice versa. For example, if $\phi$ is an even function, then $\theta^{i}\partial_{\theta^{i}}\phi$ is an odd superfield while $\partial_{\theta^{i}}\partial_{\theta^{i}}\phi$ is an even superfield and so on. The chain rule for a Grassmann-valued composite function $f(g(x_{+}))$ is

$$\frac{df}{dx_{+}} = \frac{\partial f}{\partial g} \frac{dg}{dx_{+}} \quad (3.10)$$

The interchange of mixed derivatives (with proper respect to the ordering of odd variables) is assumed throughout. For further details see e.g. the books by Cornwell [30], DeWitt [31], Freed [32], Varadarajan [34] and references therein.

4. SUSY extensions of the GW and GC equations

The purpose of this section is to establish two different SUSY extensions of the GW and GC equations, one using a bosonic superfield representation and the other using a fermionic superfield representation of a surface in the superspace $R^{1,1|2}$. Let $S$ be a smooth simply connected surface in a Minkowski superspace $R^{1,1|2} = \{(x_{+}, x_{-}, \theta^{+}, \theta^{-})\}$ with the bosonic
light-cone coordinates $x_+ = \frac{1}{2}(t + x)$ and $x_- = \frac{1}{2}(t - x)$ together with the fermionic (anticommuting) variables $\theta^+$ and $\theta^-$ such that

$$\left( \theta^+ \right)^2 = \left( \theta^- \right)^2 = \theta^+ \theta^- + \theta^- \theta^+ = 0.$$  \hspace{1cm} (4.1)

We assume that the surface $S$ is conformally parametrized by a vector-valued superfield $F(x_+, x_-, \theta^+, \theta^-)$ (bosonic in the case of the bosonic SUSY extension, fermionic in the case of the fermionic SUSY extension,) which can be decomposed as

$$F = F_m(x_+, x_-) + \theta^+ q_m(x_+, x_-) + \theta^- y_m(x_+, x_-) + \theta^+ \theta^- G_m(x_+, x_-),$$  \hspace{1cm} m = 1, 2, 3.  \hspace{1cm} (4.2)

For the bosonic SUSY extensions, the functions $F_m$ and $G_m$ are bosonic (even Grassmann)-valued, while the functions $q_m$ and $y_m$ are fermionic (odd Grassmann)-valued. Conversely, for the fermionic SUSY extension, the functions $F_m$ and $G_m$ are fermionic-valued, while the functions $q_m$ and $y_m$ are bosonic-valued. Here, the fields $F_m$, $q_m$, $y_m$ and $G_m$ are the four parts of the truncated power series with respect to $\theta^+$ and $\theta^-$ of the $m$th component of the vector superfield $F$. Power series with respect to $\theta^+$ and $\theta^-$ are truncated since the fermionic variables $\theta^+$ and $\theta^-$ satisfy (4.1). Also, let $D_+$ and $D_-$ be the covariant superspace derivatives

$$D_\pm = \partial \pm - i \theta^\pm \partial_{\theta^\pm}.$$  \hspace{1cm} (4.3)

The covariant derivatives $D_\pm$ have the property that they anticommute with the differential SUSY operators

$$J_+ = \partial \theta^+ + i \theta^+ \partial_{\theta^+}, \hspace{1cm} J_- = \partial \theta^- + i \theta^- \partial_{\theta^-},$$  \hspace{1cm} (4.4)

which generate the SUSY transformations

$$x_+ \rightarrow x_+ + i \eta_+ \theta^+,$$  \hspace{1cm} $\theta^+ \rightarrow \theta^+ + i \eta_+,$  \hspace{1cm} (4.5)

and

$$x_- \rightarrow x_- + i \eta_- \theta^-, \hspace{1cm} \theta^- \rightarrow \theta^- + i \eta_-.$$  \hspace{1cm} (4.6)

respectively. Here $\eta_+$ and $\eta_-$ are odd-valued parameters. The four operators, $D_+$, $D_-$, $J_+$ and $J_-$ satisfy the anticommutation relations

$$\{ J_+, J_- \} = 2i \delta_{mn} \partial_{\eta_+}, \hspace{1cm} \{ D_+, D_- \} = -2i \delta_{mn} \partial_{\eta_-}, \hspace{1cm} \{ J_+, D_- \} = 0, \hspace{1cm} m, n = 1, 2.$$  \hspace{1cm} (4.7)

where $\delta_{ij}$ is the Kronecker delta function and $\{ \cdot, \cdot \}$ denotes the anticommutator, unless otherwise noted. Here, the values 1 and 2 of the indices $m$ and $n$ stand for $+$ and $-$, respectively. Therefore we have the following relations

$$D_\pm^2 = -i \partial_{\theta^\pm}, \hspace{1cm} J_\pm^2 = i \partial_{\eta^\pm}.$$  \hspace{1cm} (4.8)

The conformal parametrization of the surface $S$ in the superspace $\mathbb{R}^{(1,1|2)}$ is assumed to give the following normalization of the superfield $F$

$$\langle D_i F, D_j F \rangle = g_{ij} f,$$  \hspace{1cm} i, j = 1, 2.  \hspace{1cm} (4.9)

Here the values 1 and 2 of the indices $i$ and $j$ stand for $+$ and $-$, respectively. The scalar product $\langle \cdot, \cdot \rangle$ in (4.9) is defined in the same way as in equation (2.5), taking into account the property (4.1) regarding the odd-valued variables $\theta^+$ and $\theta^-$, and taking values in the Grassmann algebra $\Lambda$. Hence the bosonic functions $g_{ij}$ of $x_+, x_-, \theta^+$ and $\theta^-$ are given by
where $\epsilon = -1$ in the bosonic case and $\epsilon = 1$ in the fermionic case. Therefore, in the bosonic case, $f$ is a bodiless bosonic function (i.e. $f \in \Lambda_{\text{bodiless}}$) of $x_+$ and $x_-$ which is nilpotent of order $k$.

In the fermionic case, $f$ is a bosonic function which may or may not be bodiless. In the bosonic case, the bodiless function $f(x_+, x_-)$ has been introduced since the normalization $\langle \partial_+ F, \partial_- F \rangle$ contains only terms with products of generators $\xi$ and the exponential contains a term which involves no generator. One should note that the equations (4.9) are identically satisfied for $i = j$ in the bosonic extension, which is not the case in the fermionic extension. Indeed, in the scalar product (2.5), we have the sum of the squares of each $m^{th}$ component of the tangent vector superfield $D_i F$. Since the square of a fermionic function vanishes, each of the terms in the scalar product is identically zero, i.e.

$$\langle D_i F, D_i F \rangle = 0. \tag{4.11}$$

In the case of the mixed scalar product, the normalization condition is

$$\langle D_+ F, D_- F \rangle = \frac{1}{2} e^{\theta f}. \tag{4.12}$$

It is interesting to note that, by construction, the metric coefficients $g_{ij}$ of the bosonic extension are antisymmetric for $i \neq j$, i.e.

$$g_{ij} = -g_{ji}. \tag{4.13}$$

This is in contrast with the fermionic case where the coefficients of the induced metric $g_{ij}$ are symmetric in the indices $i$ and $j$, i.e.

$$g_{ij} = g_{ji}. \tag{4.14}$$

The superfield $\phi$ is assumed to be bosonic and can be decomposed as the following power series in the fermionic variables $\theta^+$ and $\theta^-$

$$\phi = u(x_+, x_-) + \theta^+ \gamma(x_+, x_-) + \theta^- \delta(x_+, x_-) + \theta^+ \theta^- v(x_+, x_-), \tag{4.15}$$

where $u$ and $v$ are bosonic-valued functions, while $\gamma$ and $\delta$ are fermionic-valued functions. Through a power expansion in $\theta^+$ and $\theta^-$ we find the exponential form

$$e^\phi = e^u \left( 1 + \theta^+ \gamma + \theta^- \delta + \theta^+ \theta^- (v - \gamma \delta) \right),$$

$$e^{-\phi} = e^{-u} \left( 1 - \theta^+ \gamma - \theta^- \delta - \theta^+ \theta^- (v + \gamma \delta) \right). \tag{4.16}$$

The tangent vector superfields $D_\pm F$ together with the normal bosonic superfield $N(x_+, x_-)$, which can be decomposed as

$$N = N_m(x_+, x_-) + \theta^+ a_m(x_+, x_-) + \theta^- \beta_m(x_+, x_-) + \theta^+ \theta^- H_m(x_+, x_-), \quad m = 1, 2, 3 \tag{4.17}$$

form a moving frame $\Omega$ on the surface $S$ in the superspace $\mathbb{R}^{3,1|2}$. Here, the bosonic-valued fields $N_m$ and $H_m$ and the fermionic-valued fields $a_m$ and $\beta_m$ are the four parts of the truncated power series with respect to $\theta^+$ and $\theta^-$ of the $m^{th}$ component of the vector superfield $N$. This normal superfield $N$ has to satisfy the conditions

$$\langle D_i F, N \rangle = 0, \quad \langle N, N \rangle = 1, \quad i = 1, 2. \tag{4.18}$$

We now derive the bosonic and fermionic SUSY versions of the GW and GC equations. We assume that we can decompose the second-order covariant derivatives of $F$ and first-order derivatives of $N$ in terms of the tangent vectors $D_\pm F$ and $D_- F$ and the unit normal $N$.
where the coefficients $\alpha_i$ and $\Gamma^i_{jk}$ are fermionic functions. However, the functions $b_{ij}$ and $b_i^k$ are bosonic-valued in the bosonic extension and are fermionic-valued in the fermionic extension. The SUSY GW equations for the moving frame $\Omega$ on a surface are given by

\[ D_i \Omega = A_+ \Omega, \quad D_- \Omega = A_- \Omega, \quad \Omega = \begin{pmatrix} D_+ F \\ D_- N \end{pmatrix}, \]

where the $3 \times 3$ supermatrices $A_+$ and $A_-$ are

\[ A_+ = \begin{pmatrix} \Gamma^i_{11} & \Gamma^i_{12} & b_{1f} \\ \Gamma^i_{21} & \Gamma^i_{22} & b_{2f} \\ b^i_1 & b^i_2 & \alpha_i \end{pmatrix}, \quad A_- = \begin{pmatrix} \Gamma^i_{11} & \Gamma^i_{12} & b_{12f} \\ \Gamma^i_{22} & \Gamma^i_{22} & b_{22f} \\ b^i_1 & b^i_2 & \omega_i \end{pmatrix}. \]

The conformally parametrized surface $S$ satisfies the normalization conditions (4.9) and (4.18) for the superfields $F$ and $N$, and we define the quantities $Q^+$, $Q^-$ and $H$ to be

\[ b_{11} = Q^+, \quad b_{12} = \frac{1}{2} e^\phi H, \quad b_{21} = -\frac{1}{2} e^\phi H, \quad b_{22} = Q^-, \]

which gives the relations

\[ \{D^+_+ F, N\} = Q^+ f, \quad \{D_- D_+, F, N\} = \frac{1}{2} e^\phi H f, \quad \{D^+_+ F, N\} = Q^- f. \]

The coefficients of the second fundamental form $b_{ij}$ have the property

\[ b_{ij} = -b_{ji}, \quad \text{for} \quad i \neq j. \]

To obtain a relation between the functions $b_{ij}$ and $b_i^j$, we make use of the relation

\[ \{D_j D_i F, N\} = D_j \{D_i F, N\} - \epsilon \{D_i F, D_j N\} = -\epsilon \{D_i F, D_j N\}, \]

and by substituting $D_i N$ into its decomposition (4.19) we get the relation

\[ \left( g_{ik} b^k_i + \epsilon b_{ij} \right) f = 0. \]

We can obtain the coefficients $\alpha_i$ from the derivative of $\langle N, N \rangle = 1$, i.e.

\[ 0 = D_i \langle N, N \rangle = \langle D_i N, N \rangle + \langle N, D_i N \rangle = 2 \alpha_i \langle N, N \rangle = 2 \alpha_i, \]

from which we obtain

\[ \alpha_i = 0. \]

Also, we can make use of the identities

\[ D_k \left( \frac{1}{2} e^\phi f \right) = D_k \langle D_s F, D_+ F \rangle = \langle D_k D_s F, D_+ F \rangle - \langle D_s F, D_k D_+ F \rangle = \Gamma^i_{ik} \langle D_i F, D_+ F \rangle + \Gamma^2_{ik} \langle D_i F, D_+ F \rangle, \]

which lead to

\[ D_k f = \left( \Gamma^1_{ik} + \Gamma^2_{ik} - D_k \phi \right) f. \]
From equation (4.30) we can compute the compatibility condition on the function $f$

$$\{D_+ A_+ f\} = \left(D_- \Gamma_{i1}^1 + D_- \Gamma_{i2}^2 + D_+ \Gamma_{i1}^1 + D_+ \Gamma_{i2}^2\right) f = 0. \tag{4.31}$$

Hence we define the Christoffel symbols of the first kind $\Gamma_{ijk}$ to be

$$\Gamma_{ijk} = \left(D_j D_i F, D_i D_k F\right). \tag{4.32}$$

By construction, the Christoffel symbols of the first and second kind ($\Gamma_{ijk}$ and $\Gamma_{ij}^k$, respectively) are antisymmetric under permutation of the indices $i$ and $j$, i.e.

$$\Gamma_{ijk} = -\Gamma_{jik}, \quad \Gamma_{ij}^k = -\Gamma_{ji}^k \quad \text{for} \quad i \neq j. \tag{4.33}$$

The relations between the Christoffel symbols of first and second kind are given by

$$\Gamma_{ijk} = \left(D_j D_i F, D_j D_k F\right) = \Gamma_{ij}^k \left(D_i F, D_k F\right) \tag{4.34}$$

or

$$\left(\Gamma_{ijk} - \Gamma_{ij}^k \delta_{ik}\right)f = 0. \tag{4.35}$$

The compatibility conditions of the SUSY GW equations are the SUSY GC equations, given by

$$\{D_+ A_+ \Omega\} = D_+ (A_- \Omega) + D_- (A_+ \Omega),$$

\hspace{1cm} $$= D_+ A_- \Omega + \begin{pmatrix} -\Gamma_{11}^1 & -\Gamma_{12}^2 & -eb_{11}f \\ \Gamma_{12}^1 & \Gamma_{12}^2 & -eb_{22}f \\ -eb_{12} & -eb_{22}^2 & 0 \end{pmatrix} D_+ \Omega$$

\hspace{1cm} $$+ D_- A_+ \Omega + \begin{pmatrix} -\Gamma_{21}^1 & -\Gamma_{22}^2 & -eb_{12}f \\ \Gamma_{22}^1 & \Gamma_{22}^2 & -eb_{22}f \\ -eb_{21} & -eb_{22}^2 & 0 \end{pmatrix} D_- \Omega$$

\hspace{1cm} $$= D_+ A_- \Omega - EA_+ ED_+ \Omega + D_- A_+ \Omega - EA_+ ED_- \Omega.$$ 

So we have

$$D_+ A_- + D_- A_+ - \{EA_+, EA_-\} = 0, \tag{4.36}$$

up to the addition of a non-zero matrix $P$ such that $P \Omega = 0$, where $E$ is the diagonal matrix

$$E = \pm \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \epsilon \end{pmatrix}. \tag{4.37}$$

**4.1. Bosonic extension**

We now construct the SUSY GW and SUSY GC equations for the bosonic extension. From the relations (4.26), the coefficients $b_j^I$ are given by

$$b_1^I = H, \quad b_2^2 = 2e^{-\phi}Q^+, \quad b_1^2 = -2e^{-\phi}Q^-, \quad b_2^2 = H, \tag{4.38}$$

up to an additional bosonic bodiless function $\zeta_{ij} \neq 0$ such that $\zeta_{ij}f = 0$ and where the $b_{ij}^k$ are the mixed coefficients of the second fundamental form. Therefore the SUSY GW equations (4.20) take the form
\[
D_A \Omega = A_+ \Omega,
\]

\[
A_+ = \begin{pmatrix}
\Gamma_{11}^1 & \Gamma_{12}^1 & Q^f \\
-\Gamma_{11}^2 & -\Gamma_{12}^2 & -\frac{1}{2} e^{\phi H f} \\
H & 2e^{-\phi Q^+} & 0
\end{pmatrix},
\]

\[
D_A \Omega = A_- \Omega,
\]

\[
A_- = \begin{pmatrix}
\Gamma_{12}^1 & \Gamma_{12}^2 & \frac{1}{2} e^{\phi H f} \\
\Gamma_{21}^1 & \Gamma_{22}^1 & Q^f \\
-2e^{-\phi Q^-} & H & 0
\end{pmatrix},
\]

(4.39)

where the matrices \(A_\pm\) are in the Bianchi form [56]. The compatibility condition of the SUSY GW equations is

\[
D_A A_- + D_- A_+ - \{EA_+, EA_-\} = 0,
\]

(4.40)

up to the addition of a non-zero matrix \(P\) such that \(P \Omega = 0\), where

\[
E = \pm \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]

(4.41)

Using the subblock notation, the matrices \(A_\pm\) can also be written as

\[
A_+ = \begin{pmatrix}
\Gamma_{11}^1 & \Gamma_{12}^1 & Q^f \\
-\Gamma_{11}^2 & -\Gamma_{12}^2 & -\frac{1}{2} e^{\phi H f} \\
H & 2e^{-\phi Q^+} & 0
\end{pmatrix},
\]

(4.42)

\[
A_- = \begin{pmatrix}
\Gamma_{12}^1 & \Gamma_{12}^2 & \frac{1}{2} e^{\phi H f} \\
\Gamma_{21}^1 & \Gamma_{22}^1 & Q^f \\
-2e^{-\phi Q^-} & H & 0
\end{pmatrix},
\]

(4.43)

where \(A_+^f\) and \(A_-^f\) are \(2 \times 2\) matrices with fermionic entries, \(I^+_f\) and \(I^-_f\) are two-component column vectors with bosonic entries, and \(I^+_b\) and \(I^-_b\) are two-component row vectors with bosonic entries. Let us consider the moving frame \(\Psi = (\psi^f, \psi^b)^T\) where \(\psi_f\) is a two-component fermionic vector and \(\psi^b\) is a bosonic scalar. From the GW equations for the moving frame \(\Psi\), with the matrices given by (4.42) and (4.43), we obtain

\[
D_A \Psi = A_+ \Psi, \quad D_- \Psi = A_- \Psi.
\]

(4.44)

The compatibility conditions for the \(\psi_f\) and \(\psi^b\) lead us to the four equations

\[
D_A A_-^f + D_- A_+^f + I_b^+ I^+_b + I^-_b I^-_b - \{A_+^f, A_-^f\} = 0,
\]

\[
-A_- I_b^+ + D_- I_b^- + I_b^+ \eta^+_f - A_+^f I_b^- + D_+ I_b^+ + I_b^- \eta^-_f = 0,
\]

\[
D_+ I^+_b + I^+_b A^+_f - \eta^+_f I^+_b + D_- I^-_b + I^-_b A^-_f - \eta^-_f I^-_b = 0,
\]

\[
I^+_b I^+_b + D_+ \eta^+_f + I^-_b I^-_b + D_- \eta^-_f = 0.
\]

(4.45)
The zero curvature condition (ZCC) corresponding to the equations (4.45) is an equivalent matrix form of (4.40).

The ZCC (4.40) leads us to the bosonic SUSY GC equations which consist of the following six linearly independent equations for the matrix components

\[
\begin{align*}
(i) & \quad D_+ \left( \Gamma^{1}_{11} \right) + D_+ \left( \Gamma^{2}_{22} \right) + D_+ \left( \Gamma^{3}_{23} \right) - D_- \left( \Gamma^{2}_{12} \right) = 0, \\
(ii) & \quad D_+ \left( \Gamma^{1}_{11} \right) - \Gamma^{1}_{11} \Gamma^{2}_{22} + D_+ \left( \Gamma^{1}_{12} \right) + \Gamma^{2}_{12} \Gamma^{1}_{21} + \frac{1}{2} H^2 e^\psi f - 2 Q^* Q^* e^{-\phi} f = 0, \\
(iii) & \quad Q^* \Gamma^{2}_{22} - \Gamma^{2}_{12} Q^- = D_- Q^+ - Q^+ D_- \phi + \frac{1}{2} e^\phi D_- H = 0, \\
(iv) & \quad Q^- \Gamma^{1}_{11} - \Gamma^{2}_{12} Q^+ + D_+ Q^- - Q^+ D_+ \phi - \frac{1}{2} e^\phi D_+ H = 0, \\
(v) & \quad D_+ \left( \Gamma^{3}_{12} \right) - \Gamma^{1}_{11} \Gamma^{3}_{23} - \Gamma^{1}_{11} \Gamma^{3}_{23} - \Gamma^{1}_{11} \Gamma^{3}_{23} + D_+ \left( \Gamma^{3}_{12} \right) + 2 Q^* H f = 0, \\
(vi) & \quad D_+ \left( \Gamma^{3}_{23} \right) + \Gamma^{2}_{23} \Gamma^{1}_{23} - \Gamma^{2}_{23} \Gamma^{1}_{23} + \Gamma^{3}_{23} \Gamma^{1}_{23} - D_- \left( \Gamma^{3}_{12} \right) + 2 Q^- H f = 0. 
\end{align*}
\]  

(4.46)

The Grassmann-valued PDEs (4.46) involve eleven dependent functions of the independent variables \(x_+, x_-, \theta^+, \theta^-\) including the four bosonic functions \(\phi, H, \pm Q\) and the six fermionic functions \(\Gamma^{ij}_{kl}\) together with one dependent bodiless bosonic function \(f\) of \(x_+\) and \(x_-\).

It is interesting to note that the equation (4.46.i) is the compatibility condition of the function \(f\) given in equation (4.31). Under the above assumptions we obtain the following result.

Proposition 1 Structural bosonic SUSY equations. For any vector bosonic superfields \(F(x_+, x_-, \theta^+, \theta^-)\) and \(N(x_+, x_-, \theta^+, \theta^-)\) satisfying the normalization conditions \((4.9), (4.10), (4.18)\) and \((4.23)\), the moving frame \(\Omega = (\Delta F, \Delta F, N)^T\) on a smooth conformally parametrized surface immersed in the superspace \(\mathbb{R}^{1,1(2)}\) satisfies the bosonic SUSY GW equations (4.39). The ZCC (4.40), which is the compatibility condition of the bosonic SUSY GW equations (4.39) expressed in terms of the matrices \(A_+\) and \(A_-\), is equivalent to the bosonic SUSY GC equations (4.46).

4.2. Fermionic extension

We now discuss a derivation of the SUSY GW and SUSY GC equations for the fermionic extension. Conditions on the Christoffel symbols of the second kind \(\Gamma^{ij}_{kl}\) can be obtained by taking derivatives of (4.9), i.e.

\[
0 = D_i \left( \{ D_j F, D_j F \} \right) = \{ D_i D_j F, D_j F \} + \{ D_j F, D_i D_j F \} = 2 \{ D_i D_j F, D_j F \} = 2 \Gamma^{jk}_{ij} g_{ij}. 
\]  

(4.47)

Therefore we have

\[
\Gamma^{i}_{ij} = 0, \quad \text{for} \quad j \neq i \quad (4.48)
\]

and since the Christoffel symbols are antisymmetric under a permutation of indices \(i\) and \(j\) (see equation (4.33)), we get

\[
\Gamma^{j}_{ji} = 0, \quad \text{if} \quad i \neq k \quad \text{or} \quad j \neq k. \quad (4.49)
\]

Using the last result on equations (4.30) and (4.31) we get

\[
D_k f = \left( \Gamma^{(k)}_{i(j)} - D_\theta^i \phi \right) f, \quad \{ D_+, D_- \} f = \left( D_+ \Gamma^{2}_{22} + D_- \Gamma^{1}_{11} \right) f = 0. \quad (4.50)
\]
Also the Christoffel symbols of the first kind are given by

\[ \Gamma_{111} = 0, \quad \Gamma_{112} = \frac{1}{2} e^\phi \Gamma_{11}, \quad \Gamma_{121} = 0, \quad \Gamma_{211} = 0, \]
\[ \Gamma_{122} = 0, \quad \Gamma_{212} = 0, \quad \Gamma_{221} = \frac{1}{2} e^\phi \Gamma_{22}, \quad \Gamma_{222} = 0, \]  
(4.51)

up to the addition of a fermionic function \( \zeta_2 \neq 0 \) which has the property \( \zeta_2 f = 0 \). The fermionic quantities \( b_j \) take the form

\[ b_1^1 = H, \quad b_1^2 = -2e^{-\phi}Q^+, \quad b_2^1 = -2e^{-\phi}Q^-, \quad b_2^2 = -H, \]  
(4.52)

up to the addition of a fermionic function \( \zeta_3 \neq 0 \) which has the property \( \zeta_3 f = 0 \). Therefore, the fermionic-valued matrices \( A_\pm \) in the SUSY GW equations (4.20) take the form

\[
\begin{pmatrix}
\Gamma_{i1} & 0 & Q^f & 0 \\
0 & 0 & -\frac{1}{2} e^\phi H & 0 \\
H & -2e^{-\phi}Q^+ & 0 \\
-2e^{-\phi}Q^- & -H & 0
\end{pmatrix}
\]  
(4.53)

The compatibility condition of the SUSY GW equations (4.53) are given by

\[ D_+ A_- + D_- A_+ - [A_+, A_-] = 0, \]  
(4.54)

up to the addition of a non-zero matrix \( P \) such that \( P\Omega = 0 \). In component form these equations are

\[
\begin{align*}
(i) \quad & D_+ \left( \Gamma_{i1}^1 \right) + 2e^{-\phi}Q^+Q^- f = 0, \\
(ii) \quad & D_-Q^+ + \frac{1}{2} e^\phi D_- H + Q^+ \left( D_- \phi - \Gamma_{i2}^2 \right) f = 0, \\
(iii) \quad & D_+ \left( \Gamma_{i2}^2 \right) + 2e^{-\phi}Q^-Q^+ f = 0, \\
(iv) \quad & D_+Q^- - \frac{1}{2} e^\phi D_+ H + Q^- \left( D_+ \phi - \Gamma_{i1}^1 \right) f = 0, \\
(v) \quad & D_-Q^+ - \frac{1}{2} e^\phi D_- H + Q^- \left( D_- \phi - \Gamma_{i2}^2 \right) f = 0, \\
(vi) \quad & D_+Q^- + \frac{1}{2} e^\phi D_+ H + Q^+ \left( D_+ \phi - \Gamma_{i1}^1 \right) f = 0, \\
\end{align*}
\]  
(4.55)

If the equations (4.55.vi) and (4.55.v) hold, then equations (4.55.ii) and (4.55.iv) are identically satisfied respectively. By adding (4.55.i) and (4.55.iii) we obtain

\[ D_- \left( \Gamma_{i1}^1 \right) + D_+ \left( \Gamma_{i2}^2 \right) = 0, \]  
(4.56)

which is the compatibility condition for \( f \), corresponding to (4.50). Therefore the SUSY GC equations are reduced to the four linearly independent equations
The Grassmann-valued PDEs (4.57) involve six dependent functions of the independent variables $x_+, x_-, \theta^+ \text{ and } \theta^-$ including one bosonic function $\phi$ and the five fermionic functions $\Gamma_{11}^1, \Gamma_{22}^2, H \text{ and } Q^\pm$ together with one bosonic function $f$ of $x_+$ and $x_-$.  

\textbf{Proposition 2} \textbf{ Structural fermionic SUSY equations.} For any vector fermionic superfield $F(x_+, x_-, \theta^+, \theta^-)$ and bosonic superfield $N(x_+, x_-, \theta^+, \theta^-)$ satisfying the normalization conditions (4.9), (4.10), (4.18) and (4.23), the bosonic moving frame $\Omega = (D_+, D_-, N)^T$ on a smooth conformally parametrized surface immersed in the superspace $\mathbb{R}^{1,1(2)}$ satisfies the fermionic SUSY GW equations (4.53). The ZCC (4.54), which is the compatibility condition of the fermionic SUSY GW equations (4.53) expressed in terms of the matrices $A_+$ and $A_-$, is equivalent to the fermionic SUSY GC equations (4.57).

If we consider the case where $f$ is a bosonic constant in the fermionic extension, then from equations (4.50) we have that  
\begin{equation}
\Gamma_{11}^1 = D_+ \phi, \quad \Gamma_{22}^2 = D_- \phi,
\end{equation}
up to the addition of a function $\zeta \neq 0$ with the property $\zeta f = 0$. Also the compatibility condition on $f$ is then identically satisfied. The SUSY GC equations become  
(i) $D_+ D_- \phi + 2e^{-\phi} Q^+ Q^- f = 0,$
(ii) $D_+ Q^- - \frac{1}{2} e^\phi D_- H = 0,$
(iii) $D_- Q^+ + \frac{1}{2} e^\phi D_+ H = 0,$

which resemble the classical GC equations (2.13) taking into account that the $H^2$ term vanishes. The equations (4.59) contain terms whose signs differ from those of the classical equations. We get an underdetermined system of three PDEs for four dependent variables $H, Q^\pm$ and $\phi$. One should note that for this special case the SUSY GW equations

\begin{equation}
D_+ \begin{pmatrix} D_+ F \\ D_- F \\ N \end{pmatrix} = \begin{pmatrix} D_+ \phi & 0 & Q^+ f \\ 0 & 0 & -\frac{1}{2} e^\phi H f \\ H & -2e^{-\phi} Q^+ & 0 \end{pmatrix} \begin{pmatrix} D_+ F \\ D_- F \\ N \end{pmatrix},
\end{equation}

\begin{equation}
D_- \begin{pmatrix} D_+ F \\ D_- F \\ N \end{pmatrix} = \begin{pmatrix} 0 & 0 & \frac{1}{2} e^\phi H f \\ 0 & D_- \phi & 0 \\ -2e^{-\phi} Q^- & -H & 0 \end{pmatrix} \begin{pmatrix} D_+ F \\ D_- F \\ N \end{pmatrix}.
\end{equation}

are also similar to the classical GW equations up to some sign differences and the multiplication of some elements by the function $f$. 

5. Geometric aspects of conformally parametrized SUSY surfaces

In this section, we discuss certain aspects of Grassmann variables in conjunction with differential geometry and SUSY analysis. Let us define the differential fermionic operators

\[ d_\pm = d\theta^\pm + i dx_\pm \partial_\theta^\pm, \]

(5.1)

where \( d_+ \) and \( d_- \) are the infinitesimal displacements in the direction of \( D_+ \) and \( D_- \), respectively. These operators are anticommuting, i.e. \( \{d_+, d_-\} = 0 \). In order to compute the first and second fundamental forms, we have assumed that \( (d\theta^i \partial_\theta^j) = 0 \) for \( i, j = 1, 2 \). For SUSY conformally parametrized surfaces, the first fundamental form is given by

\[
\begin{align*}
II = & \left( d_+ \; d_-, \; (d_+ \; d_-) \right) \begin{bmatrix}
\{D_+ F, D_- F\} & \{D_- F, D_+ F\} \\
\{-D_+ F, D_- F\} & \{-D_- F, D_+ F\}
\end{bmatrix} \\
= & \left( d_+ \; d_- \right) \begin{bmatrix}
g_{11}f & g_{12}f \\
g_{21}f & g_{22}f
\end{bmatrix} = f d_+ d_- e^\theta,
\end{align*}
\]

(5.2)

where the \( 2 \times 2 \) bosonic-valued matrix \( R \) is given by

\[
R = \begin{pmatrix}
g_{11} & g_{12} \\
g_{21} & g_{22}
\end{pmatrix} = \frac{1}{2} e^\theta \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix},
\]

(5.3)

The discriminant \( g \) is defined to be

\[
g = g_{11}g_{22} + (g_{12})^2 = \frac{1}{4} e^{2\theta}.
\]

(5.4)

Hence the covariant metric is given by

\[
g_{ij} g^{jk} = \delta^k_i, \quad \begin{pmatrix}
g_{11} & g_{12} \\
g_{21} & g_{22}
\end{pmatrix} \begin{pmatrix}
g_{11} & g_{12} \\
g_{21} & g_{22}
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]

(5.5)

such that

\[
g^{11} = g^{22} = 0, \quad g^{12} = e g^{21} = 2 e^{-\theta},
\]

(5.6)

where \( e = -1 \) in the bosonic case and \( e = 1 \) in the fermionic case. The second fundamental form is

\[
I = \left( d_+ \; d_- \right) \begin{bmatrix}
\{D_+^2 F, N\} & \{D_- D_+ F, N\} \\
\{-D_- D_+ F, N\} & \{-D_+^2 F, N\}
\end{bmatrix}.
\]

(5.7)
where the matrix $S$ is given by

$$
S = \begin{pmatrix}
  b_{11} & b_{12}
  -b_{12} & b_{22}
\end{pmatrix}
= \begin{pmatrix}
  Q^+ & \frac{1}{2} e^\Phi H \\
  -\frac{1}{2} e^\Phi H & Q^-
\end{pmatrix}.
$$

(5.8)

The discriminant $b$ is defined to be

$$
b = b_{11}b_{22} + (b_{12})^2 = Q^+Q^- + \frac{1}{4} e^{2\Phi} H^2.
$$

(5.9)

One should note that the term in $H^2$ vanishes in the fermionic case since $H$ is a fermionic-valued function. Making use of (5.4) and (5.9), the Gaussian and mean curvatures are defined as

$$
\mathcal{K} = \det(SR^{-1}) = \frac{b_{11}b_{22} + (b_{12})^2}{g_{11}g_{22} + (g_{12})^2} = 4e^{-2\Phi}Q^+Q^- + H^2,
$$

$$
H = \frac{1}{2} \text{tr}(SR^{-1}).
$$

(5.10)

In the fermionic case, $\mathcal{K}$ is a bosonic bodiless function and the term $H^2$ vanishes.

Under the above assumptions on the SUSY versions of the GC equations (4.46) or (4.57) we can provide a SUSY analogue of the Bonnet theorem.

**Proposition 3  SUSY extension of the Bonnet theorem.** Given a SUSY conformal metric, $M = d\phi, d\phi$, of a smooth conformally parametrized surface $S$, the Hopf differentials $d_2Q^\pm$ and a mean curvature function $H$ defined on a Riemann surface $R$ satisfying the GC equations ((4.46) for the bosonic case, (4.57) for the fermionic case), there exists a vector-valued immersion function,

$$
F = (F_1, F_2, F_3): \tilde{R} \to \mathbb{R}^{(1,1)[2]},
$$

(5.11)

(bosonic or fermionic, respectively) with the fundamental forms

$$
I = f \delta d \delta, \quad II = f \left( d_2^2Q^+ + d\delta d\delta \left( H e\delta \right) + d_2^2Q^- \right),
$$

(5.12)

where $\tilde{R}$ is the universal covering of the Riemann surface $R$ and $\mathbb{R}^{(1,1)[2]}$ is the superspace. The immersion function $F$ is unique up to affine transformations in the superspace $\mathbb{R}^{(1,1)[2]}$.

The proof of this proposition is analogous to that given in [57]. Note that it is straightforward to construct surfaces in the superspace $\mathbb{R}^{(1,1)[2]}$ related to integrable equations. However, it is non-trivial to identify those surfaces which have an invariant geometrical characterization. A list of such surfaces is known in the classical case [45] but, to our knowledge, an identification of such surfaces is an open problem in the case of surfaces immersed in the superspace.

6. Symmetries of the SUSY GC equations

By a symmetry supergroup $G$ of a SUSY system, we mean a local supergroup of transformations acting on the Cartesian product $\mathcal{X} \times \mathcal{U}$ of supermanifolds, where $\mathcal{X}$ is the space of four independent variables $(x_+, x_-, \theta^+, \theta^-)$ and $\mathcal{U}$ is the space of dependent superfields. For the bosonic case, $\mathcal{U}$ is the space of eleven dependent superfields $\mathcal{U} = (\phi, H, Q^+, Q^-, R^+, R^-, S^+, S^-, T^+, T^-, f)$, where we have used the abbreviated notation for the Christoffel symbols of the second kind.
For the fermionic case, $\mathcal{U}'$ is the space of seven dependent superfields $U' = (\phi, H, Q^+, Q^-, R^+, T^-, f)$, where we have used the notation (6.1) for the non-zero Christoffel symbols of the second kind $\Gamma^2_{ij}$. Solutions of the SUSY GC equations, (4.46) for the bosonic case or (4.57) for the fermionic case, are mapped to solutions of equations (4.46) or (4.57), respectively by the action of the supergroup $G$ on the functions in $U'$. When we perform the symmetry reductions, we need to take into consideration the fact that the bosonic function $f$ introduced in (4.9) depends only on $x_+$ and $x_-$ or is constant. If $G$ is a Lie supergroup as described in [33] and [36], it can be associated with its Lie superalgebra whose elements are infinitesimal symmetries of the SUSY GC equations. We have made use of the theory described in the book by Olver [28] in order to determine superalgebras of infinitesimal symmetries for both the bosonic and fermionic SUSY GC equations.

The bosonic SUSY GC equations (4.46) are invariant under the Lie superalgebra $\mathfrak{g}$ generated by the following eight infinitesimal vector fields

\begin{align*}
C_0 &= H\partial_H + Q^+\partial_{Q^+} + Q^-\partial_{Q^-} - 2f\partial_f, \\
K_0 &= -2\partial_H + Q^+\partial_{Q^+} + Q^-\partial_{Q^-} + 2\partial_\phi, \\
K_1^b &= -2x_+\partial_{x_+} - \theta^+\partial_{\theta^+} + R^+\partial_{R^+} + 2R^-\partial_{R^-} + S^+\partial_{S^+} - T^+\partial_{T^+} + 2Q^+\partial_{Q^+} + \partial_\phi, \\
K_2^b &= -2x_-\partial_{x_-} - \theta^-\partial_{\theta^-} - R^-\partial_{R^-} - S^-\partial_{S^-} - T^-\partial_{T^-} + 2Q^-\partial_{Q^-} + \partial_\phi, \\
P_+ &= \partial_{x_+}, \\
P_- &= \partial_{x_-}, \\
J_+ &= \partial_{\theta^+} + i\theta^+\partial_{\theta^+}, \\
J_- &= \partial_{\theta^-} - i\theta^-\partial_{\theta^-}.
\end{align*}

The generators $P_+$ and $P_-$ represent translations in the bosonic variables $x_+$ and $x_-$ while $K_1^b$, $K_2^b$, $K_0$ and $C_0$ generate dilations on both even and odd variables. In addition, we recover the SUSY operators $J_+$ and $J_-$ which were identified previously in equation (4.4). The commutation (anticommutation in the case of two fermionic operators) relations of the superalgebra $\mathfrak{g}$ of the SUSY GC equations (4.46) are given in table 1 for the case $D_2f \neq 0$.

The Lie superalgebra $\mathfrak{g}$ can be decomposed into the following combination of direct and semi-direct sums

\begin{equation}
\mathfrak{g} = \{\{K_1^b\} \oplus \{P_+, J_+\}\} \oplus \{\{K_2^b\} \oplus \{P_-, J_-\}\} \oplus \{K_0\} \oplus \{C_0\}. \tag{6.3}
\end{equation}

In equation (6.3) the brace bracket $\{\cdot, \cdot\}$ denotes the set of all elements within. It should be noted that $K_0$ and $C_0$ constitute the center of the Lie superalgebra $\mathfrak{g}$.

The fermionic SUSY GC equations (4.57) are invariant under the following six bosonic symmetry generators

\begin{align*}
P_+ &= \partial_{x_+}, \\
P_- &= \partial_{x_-}, \\
C_0 &= H\partial_H + Q^+\partial_{Q^+} + Q^-\partial_{Q^-} - 2f\partial_f, \\
K_0 &= -2\partial_H + Q^+\partial_{Q^+} + Q^-\partial_{Q^-} + 2\partial_\phi, \\
K_1^f &= -2x_+\partial_{x_+} - \theta^+\partial_{\theta^+} + 2Q^+\partial_{Q^+} + R^+\partial_{R^+} + \partial_\phi, \\
K_2^f &= -2x_-\partial_{x_-} - \theta^-\partial_{\theta^-} + 2Q^-\partial_{Q^-} + T^-\partial_{T^-} + \partial_\phi, \tag{6.4a}
\end{align*}

together with the three fermionic generators

\begin{align*}
J_+ &= \partial_{\theta^+} + i\theta^+\partial_{\theta^+}, \\
J_- &= \partial_{\theta^-} + i\theta^-\partial_{\theta^-}, \\
W &= \partial_H. \tag{6.4b}
\end{align*}
The symmetry generators \( W \) and \( \pm P \) represent a fermionic translation of \( H \) and bosonic translations in the \( \pm x \) direction respectively, \( \pm J \) represent the SUSY transformations and \( C_0, K_0, K_1, K_2 \) represent dilations. The commutation table (anticommutation for two fermionic symmetries) for the generators of the superalgebra \( \mathfrak{h} \) of equations (4.57) is given in table 2.

The decomposition of the superalgebra (6.4) is given by

\[
\mathfrak{h} = \{ [K'_{i'}] \} \oplus \{ P_+, J_+ \} \oplus \{ [K'_{i}] \} \oplus \{ P, J_- \} \oplus \{ [K_0], C_0 \} \oplus \{ W \}. \tag{6.5}
\]

However, if we consider the case where \( D_\phi f = 0 \), the equations (4.59) are invariant under the five bosonic generators

\[
P_+ = \partial_+, \quad P_- = \partial_-, \quad K_0 = -H\partial_H + Q^+\partial_Q^- + Q^-\partial_Q^+ + 2\partial_\phi, \]

\[
K'_{i'} = -2\chi_i\partial_+ - \theta^+\partial_\theta + 2Q^+\partial_Q^- + \partial_\phi, \]

\[
K'_{i} = -2\chi_i\partial_- - \theta^-\partial_\theta + 2Q^-\partial_Q^+ + \partial_\phi, \tag{6.6a}
\]

and the three fermionic generators given by

\[
J_+ = \partial_\theta + i\theta^+\partial_\phi, \quad J_- = \partial_\theta - i\theta^-\partial_\phi, \quad W = \partial_H. \tag{6.6b}
\]

The commutation table for the generators of the superalgebra of equations (4.59) is given in table 3.

The Lie superalgebra \( \hat{\mathfrak{h}} \), generated by (6.6), can be decomposed into the following combination of direct and semi-direct sums

\[
\hat{\mathfrak{h}} = \{ [\hat{K}'_{i'}] \} \oplus \{ P_+, J_+ \} \oplus \{ [\hat{K}'_{i}] \} \oplus \{ P, J_- \} \oplus \{ [K_0] \} \oplus \{ W \}. \tag{6.7}
\]

In both the bosonic and fermionic cases, the one-dimensional subalgebras of the respective superalgebra can be classified into conjugacy classes, as we proceed to do in the next section.

### 7. One-dimensional subalgebras of the symmetry superalgebras of the SUSY GC equations

In this section, we perform a classification of the one-dimensional subalgebras of the Lie superalgebras of infinitesimal transformations \( \mathfrak{g} \) and \( \mathfrak{h} \) into conjugacy classes under the action
of their respective supergroups, \( \exp(\mathfrak{g}) \) generated by (6.2), and \( \exp(\mathfrak{h}) \) generated by (6.4). The significance of such a classification resides in the fact that conjugate subgroups necessarily lead to invariant solutions which are equivalent in the sense that they can be transformed from one to the other by a suitable symmetry. Therefore, it is not necessary to compute reductions with respect to algebras which are conjugate to each other.

When constructing a list of representative one-dimensional subalgebras, it would be inconsistent to consider the \( \mathbb{R} \) or \( \mathbb{C} \) span of the generators (6.2) or (6.4) because we multiply the odd generators \( J_\pm \) and (in the fermionic case) \( W \) by the odd parameters \( \mu, \eta \) and \( \zeta \) respectively in the classifications listed in tables A1 and A2. Therefore, one is naturally led to consider a superalgebra which is a supermanifold in the sense presented in section 3. This means that \( \mathfrak{g} \) and \( \mathfrak{h} \) contain any sums of even combinations of the bosonic generators (i.e. multiplied by even parameters including real or complex numbers) and odd combinations of fermionic generators (i.e. multiplied by odd parameters in \( \Lambda_{\text{odd}} \)). At the same time \( \mathfrak{g} \) and \( \mathfrak{h} \) are \( \Lambda_{\text{even}} \) Lie modules. This fact can lead to the following complication. For a given \( X \) in \( \mathfrak{g} \) or \( \mathfrak{h} \), the subalgebras \( \mathfrak{X} \) and \( \mathfrak{X}' \) spanned by \( X \) and \( X' = aX \) with \( a \in \Lambda_{\text{even}} \setminus \mathbb{C} \) are not isomorphic in general, i.e. \( \mathfrak{X}' \subset \not\subset \mathfrak{X} \).

It should be noted that subalgebras obtained by multiplying other subalgebras by bodiless elements of \( \Lambda_{\text{even}} \) do not provide us with anything new for the purpose of symmetry.

---

**Table 2.** Commutation table for the Lie superalgebra \( \mathfrak{h} \) spanned by the vector fields (6.4). In the case of two fermionic generators \( J_\pm \) and/or \( J_\pm \) and/or \( W \) we have anticommutation rather than commutation.

| \( K_1' \) | \( P_\pm \) | \( J_\pm \) | \( K_2' \) | \( P_\pm \) | \( J_\pm \) | \( K_0 \) | \( C_0 \) | \( W \) |
|---|---|---|---|---|---|---|---|---|
| \( K_1' \) | 0 | 2\( P_+ \) | \( J_+ \) | 0 | 0 | 0 | 0 | 0 |
| \( P_\pm \) | \(-2P_\pm \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \( J_\pm \) | \(-J_\pm \) | 0 | 2\( iP_\pm \) | 0 | 0 | 0 | 0 | 0 |
| \( K_2' \) | 0 | 0 | 0 | 0 | 2\( P_\pm \) | \( J_\pm \) | 0 | 0 |
| \( P_\pm \) | 0 | 0 | 0 | \(-2P_\pm \) | 0 | 0 | 0 | 0 |
| \( J_\pm \) | 0 | 0 | 0 | \(-J_\pm \) | 0 | 2\( iP_\pm \) | 0 | 0 |
| \( K_0 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \( C_0 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | \(-W \) |
| \( W \) | 0 | 0 | 0 | 0 | 0 | 0 | \(-W \) | 0 |

---

**Table 3.** Commutation table for the Lie superalgebra \( \hat{\mathfrak{h}} \) spanned by the vector fields (6.6). In the case of two fermionic generators \( J_\pm \) and/or \( J_\pm \) and/or \( W \) we have anticommutation rather than commutation.

| \( K_1' \) | \( P_\pm \) | \( J_\pm \) | \( K_2' \) | \( P_\pm \) | \( J_\pm \) | \( K_0 \) | \( W \) |
|---|---|---|---|---|---|---|---|
| \( K_1' \) | 0 | 2\( P_+ \) | \( J_+ \) | 0 | 0 | 0 | 0 |
| \( P_\pm \) | \(-2P_\pm \) | 0 | 0 | 0 | 0 | 0 | 0 |
| \( J_\pm \) | \(-J_\pm \) | 0 | 2\( iP_\pm \) | 0 | 0 | 0 | 0 |
| \( K_2' \) | 0 | 0 | 0 | 0 | 2\( P_\pm \) | \( J_\pm \) | 0 | 0 |
| \( P_\pm \) | 0 | 0 | 0 | \(-2P_\pm \) | 0 | 0 | 0 | 0 |
| \( J_\pm \) | 0 | 0 | 0 | \(-J_\pm \) | 0 | 2\( iP_\pm \) | 0 | 0 |
| \( K_0 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | \( W \) |
| \( W \) | 0 | 0 | 0 | 0 | 0 | \(-W \) | 0 | 0 |
reduction. It is not particularly useful to consider a subalgebra of the form \(\{P_+, \eta_{\frac{1}{2}}, \eta_{\frac{3}{2}}, P_-\}\) since there is no limit to the number of odd parameters \(\eta_{\frac{k}{2}}\) that can be used to construct even coefficients. While such subalgebras may allow for more freedom in the choice of invariants, we then encounter the problem of non-standard invariants [24, 58]. Such non-standard invariants, which do not lead to standard reductions or invariant solutions, are found for several other SUSY hydrodynamic-type systems, e.g. in [7, 59].

In what follows, we will assume throughout the computation of the non-isomorphic one-dimensional subalgebras that the non-zero bosonic parameters are invertible (i.e. behave essentially like ordinary real or complex numbers). In order to classify the Lie superalgebras (6.2) and (6.4) under the action of their respective supergroups, we make use of the techniques for classifying direct and semi-direct sums of algebras described in [36] and generalize them to superalgebras involving both even and odd generators. In the case of direct sums, we use the Goursat twist method generalized to the case of a superalgebra.

In the bosonic case, the superalgebra (6.3) contains two isomorphic copies of the 3-dimensional algebra \(g^{(1)} = \{(K^h_+ \oplus \{P_+, J_+\})\} \) (the other copy being \(g^{(2)} = \{(K^h_+ \oplus \{P_-, J_-\})\}\) together with the one-dimensional algebras \(\{K_0\} \) and \(\{C_0\}\) which constitute the center of the Lie superalgebra \(g\). This fact allows us to adapt the classification for 3-dimensional algebras as described in [46]. So we begin our classification by considering the twisted one-dimensional subalgebras of \(g^{(1)} \oplus g^{(2)}\). Under the action of a one-parameter group generated by the vector field

\[
X = \alpha K^b_+ + \beta P_+ + \eta J_+ + \delta K^b_- + \lambda P_- + \rho J_-,
\]

where \(\alpha, \beta, \delta, \lambda \in \Lambda_{\text{even}}\) and \(\eta, \rho \in \Lambda_{\text{odd}}\), the one-dimensional subalgebra

\[
Y = P_+ + a P_-,
\]

transforms under the Baker–Campbell–Hausdorff formula

\[
Y \to \text{Ad}_{\exp(X)} Y = Y + [X, Y] + \frac{1}{2!} [X, [X, Y]] + \frac{1}{3!} [X, [X, [X, Y]]] + \ldots
\]

(7.2)
to \(e^{\alpha a} P_+ + e^{\beta a} P_-\). Hence we get that \(\{P_+ + a P_-\}\) is isomorphic to \(\{P_+ + e^{2\alpha - 2\beta} a P_-\}\). By a suitable choice of \(\alpha\) and \(\delta\), the factor \(e^{2\alpha - 2\beta} a\) can be rescaled to either 1 or \(-1\). Hence, we obtain a twisted subalgebra \(g_{14} = \{P_+ + e^{2\alpha - 2\beta} a P_-\}\) given in table A1.

As another example, consider a twisted subalgebra of the form \(\{P_+ + a K^b_+, a \neq 0\}\) where \(a \in \Lambda_{\text{even}}\). Through the Baker–Campbell–Hausdorff formula (7.2), the vector field \(Y = K^b_+ + a P_+\) transforms (through the vector field \(X\) given in (7.1)) to

\[
e^{X} Y e^{-X} = K^b_+ + e^{2\beta a} P_- - \frac{\lambda}{\delta} \left(e^{2\delta a} - 1\right) P_- - \frac{1}{\delta} \left(e^{-\delta a} - 1\right) P_+ J_-.
\]

(7.3)

Through a suitable choice of \(\lambda\) and \(\rho\), the last two terms of (7.3) can be eliminated, so we obtain the twisted subalgebra \(g_{13} = \{K^b_+ + e^{2\alpha - 2\beta} a P_-\}\) given in table A1.

In the fermionic case, the superalgebra (6.5) contains two isomorphic copies of the 3-dimensional algebra \(h^{(1)} = \{(K^f_+ \oplus \{P_+, J_+\})\} \) (the other copy being \(h^{(2)} = \{(K^f_+ \oplus \{P_-, J_-\})\}\) together with the three-dimensional algebra \(\{K_0, C_0\} \oplus \{W\}\). Therefore, we begin our classification by considering the twisted one-dimensional subalgebras of \(h^{(1)} \oplus h^{(2)}\). Under the action of a one-parameter group generated by the vector field

\[
X = \alpha K^f_+ + \beta P_+ + \eta J_+ + \delta K^f_- + \lambda P_- + \rho J_-,
\]

(7.4)
Table A1. Classification of the one-dimensional subalgebras of the symmetry superalgebra \( \mathfrak{g} \) of the bosonic SUSY GW equations (4.46) into conjugacy classes. Here \( \epsilon = \pm 1 \), the parameters \( a, b, m \) are non-zero bosonic constants and \( \mu \) and \( \nu \) are non-zero fermionic constants.

| No. | Subalgebra | No. | Subalgebra |
|-----|------------|-----|------------|
| 0₁  | \{K₁⁺\}   | 0₂  | \{P⁺\}    |
| 0₃  | \{\mu J⁺\} | 0₄  | \{P⁺ + \mu J⁺\} |
| 0₅  | \{K₂⁺\}   | 0₆  | \{P⁻\}    |
| 0₇  | \{\nu J⁻\} | 0₈  | \{P⁻ + \nu J⁻\} |
| 0₉  | \{K₁⁺ + aK₂⁺\} | 0₁₀ | \{K₁⁺ + cP⁻\} |
| 0₁₁ | \{K₁⁺ + \nu J⁻\} | 0₁₂ | \{K₁⁺ + cP⁻ + \nu J⁻\} |
| 0₁₃ | \{K₂⁺ + cP⁺\} | 0₁₄ | \{P⁺ + cP⁺\} |
| 0₁₅ | \{P⁺ + \nu J⁻\} | 0₁₆ | \{P⁺ + cP⁺ + \nu J⁻\} |
| 0₁₇ | \{K₁⁺ + \mu J⁺\} | 0₁₈ | \{P⁻ + \mu J⁺\} |
| 0₁₉ | \{\mu J⁺ + \nu J⁻\} | 0₂₀ | \{P⁻ + \mu J⁺ + \nu J⁻\} |
| 0₂₁ | \{K₁⁺ + cP⁺ + \mu J⁺\} | 0₂₂ | \{P⁺ + cP⁺ + \mu J⁺\} |
| 0₂₃ | \{P⁺ + \mu J⁺ + \nu J⁻\} | 0₂₄ | \{P⁺ + cP⁺ + \mu J⁺ + \nu J⁻\} |
| 0₂₅ | \{K₀\} | 0₂₆ | \{K₁⁺ + aK₀\} |
| 0₂₇ | \{K₀ + \mu J⁺\} | 0₂₈ | \{K₀ + \mu J⁺\} |
| 0₂₉ | \{K₀ + cP⁺ + \mu J⁺\} | 0₃₀ | \{K₂⁺ + aK₀\} |
| 0₃₁ | \{K₀ + cP⁺\} | 0₃₂ | \{K₀ + \nu J⁻\} |
| 0₃₃ | \{K₀ + cP⁺ + \nu J⁻\} | 0₃₄ | \{K₁⁺ + aK₂⁺ + bK₀\} |
| 0₃₅ | \{K₀ + aK₀ + cP⁺\} | 0₃₆ | \{K₁⁺ + aK₀ + bK₀\} |
| 0₃₇ | \{K₁⁺ + aK₀ + cP⁻ + \nu J⁻\} | 0₃₈ | \{K₂⁺ + aK₀ + cP⁺\} |
| 0₃₉ | \{K₀ + cP⁺ + \mu J⁺\} | 0₄₀ | \{K₀ + cP⁺ + \nu J⁻\} |
| 0₄₁ | \{K₀ + cP⁺ + \nu J⁻\} + \nu J⁺ | 0₄₂ | \{K₂⁺ + aK₀ + \mu J⁺\} |
| 0₄₃ | \{K₀ + cP⁺ + \mu J⁺\} + \nu J⁻ | 0₄₄ | \{K₀ + \mu J⁺ + \nu J⁻\} |
| 0₄₅ | \{K₀ + cP⁺ + \mu J⁺\} + \mu J⁺ | 0₄₆ | \{K₂⁺ + aK₀ + \mu J⁺\} |
| 0₄₇ | \{K₀ + cP⁺ + \mu J⁺\} + \nu J⁻ | 0₄₈ | \{K₀ + cP⁺ + \mu J⁺ + \nu J⁻\} |
| 0₄₉ | \{K₀ + cP⁺ + \nu J⁻\} + \mu J⁺ | 0₅₀ | \{C₀\} |
| 0₅₁ | \{K₁⁺ + aC₀\} | 0₅₂ | \{C₀ + cP⁺\} |
| 0₅₃ | \{C₀ + \mu J⁺\} | 0₅₄ | \{C₀ + cP⁺ + \mu J⁺\} |
| 0₅₅ | \{K₂⁺ + aC₀\} | 0₅₆ | \{C₀ + cP⁺\} |
| 0₅₇ | \{C₀ + \nu J⁻\} | 0₅₈ | \{C₀ + cP⁺ + \nu J⁻\} |
| 0₅₉ | \{K₁⁺ + aC₀ + bC₀\} | 0₆₀ | \{K₁⁺ + aC₀ + cP⁺\} |
| 0₆₁ | \{K₁⁺ + aC₀ + \nu J⁻\} | 0₆₂ | \{K₁⁺ + aC₀ + cP⁺ + \nu J⁻\} |
| 0₆₃ | \{K₂⁺ + aC₀ + cP⁺\} | 0₆₄ | \{C₀ + cP⁺ + \mu J⁺\} |
| 0₆₅ | \{C₀ + cP⁺ + \nu J⁻\} | 0₆₆ | \{C₀ + cP⁺ + \mu J⁺ + \nu J⁻\} |
| 0₆₇ | \{K₂⁺ + aC₀ + \mu J⁺\} | 0₆₈ | \{C₀ + cP⁺ + \mu J⁺\} |
| 0₆₉ | \{C₀ + \mu J⁺ + \nu J⁻\} | 0₇₀ | \{C₀ + cP⁺ + \nu J⁻\} |
| 0₇₁ | \{K₂⁺ + aC₀ + cP⁺ + \mu J⁺\} | 0₇₂ | \{C₀ + cP⁺ + \mu J⁺ + \nu J⁻\} |
| 0₇₃ | \{C₀ + cP⁺ + \mu J⁺ + \nu J⁻\} | 0₇₄ | \{C₀ + cP⁺ + \nu J⁻\} |
| 0₇₅ | \{K₀ + \mu C₀\} | 0₇₆ | \{K₁⁺ + aK₀ + mC₀\} |
where $\alpha, \beta, \delta, \lambda \in \Lambda_{\text{even}}$ and $\eta, \rho \in \Lambda_{\text{odd}}$, the one-dimensional subalgebra $Y = P_+ + aP_-$ transforms under the Baker–Campbell–Hausdorff formula (7.2) to $e^{-\alpha a}P_+ + e^{-\delta a}aP_-$. By an appropriate choice of $\alpha$ and $\delta$, the factor $e^{2\alpha - 2\delta}a$ can be rescaled to either 1 or $-1$. Hence, we get a twisted subalgebra $\mathfrak{h}_{12} = \{P_+ + eP_-, \epsilon = \pm 1\}$ given in table A2.

As another example, consider a twisted algebra of the form $\{K'_\rho + \zeta W\}$, where $\zeta$ is a fermionic parameter. Through the Baker–Campbell–Hausdorff formula (7.2), the vector field $Y = K'_\rho + \frac{\zeta}{2}W$ transforms through

$$
X = \alpha K'_\beta + \beta P_+ + \eta J_+ + \gamma K'_\delta + \delta P_- + \lambda J_- + \rho K_0 + \sigma C_0 + \frac{\zeta}{2}W,
$$

(7.5)

(where $\alpha, \beta, \gamma, \delta, \rho, \sigma \in \Lambda_{\text{even}}$ and $\eta, \lambda, \frac{\zeta}{2}, \frac{\zeta}{2} \in \Lambda_{\text{odd}}$) to

$$
e^X Y e^{-X} = K'_\rho + e^{\sigma - \frac{\zeta}{2}}W - \frac{\beta}{\alpha}(e^{2\alpha - 1})P_+ - \frac{1}{\alpha}(e^{\alpha - 1})\eta J_+.
$$

(7.6)

Through a suitable choice of $\beta$ and $\eta$, the last two terms of the expression (7.6) can be eliminated, so we obtain the twisted subalgebra $\mathfrak{h}_{32} = \{K'_\rho + \zeta W\}$ given in table A2. Continuing the classification in a similar way, involving twisted and non-twisted subalgebras according to [36], we obtain the list of one-dimensional subalgebras given in table A2. These representative subalgebras allow us to determine invariant solutions of the bosonic and fermionic SUSY GC equations, (4.46) and (4.57) respectively, using the SRM.

For the specific fermionic case where $f$ is constant (i.e. the SUSY GC equations (4.59)), the one-dimensional subalgebras of the resulting Lie symmetry superalgebra (6.6) can be found by taking the limit where the coefficients of $C_0$ tend to zero in the subalgebras listed in table A2 and withdrawing repeated subalgebras, while rescaling appropriately.

8. Invariant solutions of the SUSY GC equations

We now make use of the SRM in order to obtain invariant solutions of the bosonic and fermionic SUSY GC equations. For each of the two SUSY GC systems (bosonic and
Table A2. Classification of the one-dimensional subalgebras of the symmetry superalgebra $\mathfrak{h}$ of the equations (4.57) into conjugacy classes. Here $\epsilon = \pm 1$, the parameters $a, b$ are non-zero bosonic constants, $\mu$, $\zeta$, are non-zero fermionic constants.

| No. | Subalgebra | No. | Subalgebra |
|-----|------------|-----|------------|
| h₁  | $\{K'\}$  | h₂  | $\{P_+\}$ |
| h₃  | $\{\mu J_\pm\}$ | h₄  | $\{P_+ + \mu J_\pm\}$ |
| h₅  | $\{K'_\pm\}$  | h₆  | $\{P_-\}$ |
| h₇  | $\{\mu J_\pm\}$  | h₈  | $\{P_- + \mu J_\pm\}$ |
| h₉  | $\{K'_\pm + \mu J_\pm\}$ | h₁₀ | $\{K'_\pm + \mu J_\pm\}$ |
| h₁₁ | $\{K'_\pm + \mu J_\pm\}$ | h₁₂ | $\{K'_\pm + \mu J_\pm\}$ |
| h₁₃ | $\{K'_\pm + \mu J_\pm\}$ | h₁₄ | $\{P_\mp + \mu J_\pm\}$ |
| h₁₅ | $\{P_\mp + \mu J_\pm\}$ | h₁₆ | $\{P_\mp + \mu J_\pm\}$ |
| h₁₇ | $\{K'_\pm + \mu J_\pm\}$ | h₁₈ | $\{P_\mp + \mu J_\pm\}$ |
| h₁₉ | $\{\mu J_\pm + \mu J_\mp\}$ | h₂₀ | $\{P_\mp + \mu J_\pm + \mu J_\mp\}$ |
| h₂₁ | $\{K'_\pm + \mu J_\pm + \mu J_\mp\}$ | h₂₂ | $\{P_\mp + \mu J_\pm + \mu J_\mp\}$ |
| h₂₃ | $\{P_\mp + \mu J_\pm + \mu J_\mp\}$ | h₂₄ | $\{P_\mp + \mu J_\pm + \mu J_\mp\}$ |
| h₂₅ | $\{\zeta W\}$ | h₂₆ | $\{K_0\}$ |
| h₂₇ | $\{\zeta W\}$ | h₂₈ | $\{K_0 + aC_0\}$ |
| h₂₉ | $\{K_0 + \zeta W\}$ | h₃₀ | $\{C_0 + \zeta W\}$ |
| h₃₁ | $\{K_0 + aC_0 + \zeta W\}$ | h₃₂ | $\{K'_0 + \zeta W\}$ |
| h₃₃ | $\{K'_0 + aC_0\}$ | h₃₄ | $\{K'_0 + aC_0\}$ |
| h₃₅ | $\{K'_0 + aC_0 + bC_0\}$ | h₃₆ | $\{K'_0 + aC_0 + \zeta W\}$ |
| h₃₇ | $\{K'_0 + aC_0 + \zeta W\}$ | h₃₈ | $\{K'_0 + aC_0 + bC_0 + \zeta W\}$ |
| h₃₉ | $\{P_\mp + \zeta W\}$ | h₄₀ | $\{K_0 + eP_\pm\}$ |
| h₄₁ | $\{C_0 + eP_\pm\}$ | h₄₂ | $\{K_0 + aC_0 + eP_\pm\}$ |
| h₄₃ | $\{K_0 + eP_\pm + \zeta W\}$ | h₄₄ | $\{C_0 + eP_\pm + \zeta W\}$ |
| h₄₅ | $\{K_0 + aC_0 + eP_\pm + \zeta W\}$ | h₄₆ | $\{\mu J_\pm + \zeta W\}$ |
| h₄₇ | $\{K_0 + \mu J_\pm\}$ | h₄₈ | $\{C_0 + \mu J_\pm\}$ |
| No. | Subalgebra                                      | No. | Subalgebra                                      |
|-----|------------------------------------------------|-----|------------------------------------------------|
| b_{49} | \{K_0 + aC_0 + \mu J_3 \} | b_{50} | \{K_0 + \mu J_3 + \zeta W \} |
| b_{51} | \{C_0 + \mu J_3 + \zeta W \} | b_{52} | \{K_0 + aC_0 + \mu J_3 + \zeta W \} |
| b_{53} | \{P_1 + \mu J_3 + \zeta W \} | b_{54} | \{K_0 + eP_1 + \mu J_3 \} |
| b_{55} | \{C_0 + eP_1 + \mu J_3 \} | b_{56} | \{K_0 + aC_0 + eP_1 + \mu J_3 \} |
| b_{57} | \{K_0 + eP_1 + \mu J_3 + \zeta W \} | b_{58} | \{C_0 + eP_1 + \mu J_3 + \zeta W \} |
| b_{59} | \{K_0 + aC_0 + eP_1 + \mu J_3 + \zeta W \} | b_{60} | \{K_0 + aC_0 + eP_1 + \mu J_3 \} |
| b_{61} | \{K' + aK_0 \} | b_{62} | \{K_0 + aC_0 \} |
| b_{63} | \{K' + aK_0 + bC_0 \} | b_{64} | \{K_0 + aK_0 + \zeta W \} |
| b_{65} | \{K' + aC_0 + \zeta W \} | b_{66} | \{K_0 + aC_0 + bC_0 + \zeta W \} |
| b_{67} | \{P_1 + \zeta W \} | b_{68} | \{K_0 + eP_1 \} |
| b_{69} | \{C_0 + eP_1 \} | b_{70} | \{K_0 + aC_0 + eP_1 \} |
| b_{71} | \{K_0 + eP_1 + \zeta W \} | b_{72} | \{C_0 + eP_1 + \zeta W \} |
| b_{73} | \{K_0 + aC_0 + eP_1 + \zeta W \} | b_{74} | \{K_0 + eP_1 + \zeta W \} |
| b_{75} | \{K_0 + \zeta J_3 \} | b_{76} | \{C_0 + eC_\} |
| b_{77} | \{K_0 + aC_0 + \zeta J_3 \} | b_{78} | \{K_0 + aC_0 + \zeta J_3 \} |
| b_{79} | \{C_0 + \zeta J_3 + \zeta W \} | b_{80} | \{K_0 + aC_0 + \zeta J_3 + \zeta W \} |
| b_{81} | \{P_1 + \zeta J_3 + \zeta W \} | b_{82} | \{K_0 + eP_1 + \zeta J_3 \} |
| b_{83} | \{C_0 + eP_1 + \zeta J_3 \} | b_{84} | \{K_0 + aC_0 + eP_1 + \zeta J_3 \} |
| b_{85} | \{K_0 + eP_1 + \zeta J_3 + \zeta W \} | b_{86} | \{C_0 + eP_1 + \zeta J_3 + \zeta W \} |
| b_{87} | \{K_0 + aC_0 + eP_1 + \zeta J_3 + \zeta W \} | b_{88} | \{K_0 + aC_0 + eP_1 \} |
| b_{89} | \{K_0 + aK_0 + bK_0 \} | b_{90} | \{C_0 + aK_0 + bK_0 \} |
| b_{91} | \{K_0 + aC_0 + bK_0 + cK_0 \} | b_{92} | \{K_0 + aK_0 + bK_0 + \zeta W \} |
| b_{93} | \{C_0 + aK_0 + bK_0 + \zeta W \} | b_{94} | \{K_0 + aC_0 + bK_0 + cK_0 + \zeta W \} |
| b_{95} | \{K_0 + eP_1 + \zeta W \} | b_{96} | \{K_0 + aK_0 + eP_1 \} |
| b_{97} | \{C_0 + aK_0 + eP_1 \} | b_{98} | \{K_0 + aC_0 + bK_0 + eP_1 \} |
Table A2. (Continued.)

| No. | Subalgebra |
|-----|------------|
| $\mathfrak{h}_{99}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{100}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{101}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{102}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{103}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{104}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{105}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{106}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{107}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{108}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{109}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{110}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{111}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{112}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{113}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{114}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{115}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{116}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{117}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{118}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{119}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{120}$ | $\{K_0 + aC_0 + bK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{121}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{122}$ | $\{K_0 + aK_\mathfrak{j} + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{123}$ | $\{P_+ + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{124}$ | $\{P_+ + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{125}$ | $\{P_+ + eP_+ + aC_0\}$ |
| $\mathfrak{h}_{126}$ | $\{P_+ + eP_+ + aC_0\}$ |
| $\mathfrak{h}_{127}$ | $\{P_+ + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{128}$ | $\{P_+ + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{129}$ | $\{P_+ + eJ_- + \zeta W\}$ |
| $\mathfrak{h}_{130}$ | $\{P_+ + eJ_- + \zeta W\}$ |
| $\mathfrak{h}_{131}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{132}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{133}$ | $\{K_0 + aC_0 + bP_+ + \zeta W\}$ |
| $\mathfrak{h}_{134}$ | $\{K_0 + aC_0 + bP_+ + \zeta W\}$ |
| $\mathfrak{h}_{135}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{136}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{137}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{138}$ | $\{P_0 + eP_+ + \zeta W\}$ |
| $\mathfrak{h}_{139}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{140}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{141}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{142}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{143}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{144}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{145}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{146}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{147}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| $\mathfrak{h}_{148}$ | $\{P_0 + eP_+ + aK_\mathfrak{j} + \zeta W\}$ |
| No.  | Subalgebra                                                                 |
|------|-----------------------------------------------------------------------------|
| h_{149} | \( \{ C_0 + aK \bar{f} + \mu J_+ + \bar{\zeta}W \} \)                     |
| h_{151} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                  |
| h_{153} | \( \{ C_0 + eP_+ + \mu J_+ \} \)                                          |
| h_{155} | \( \{ K_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{157} | \( \{ K_0 + aC_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                   |
| h_{159} | \( \{ K_0 + \mu J_+ + \bar{\zeta}W \} \)                                  |
| h_{161} | \( \{ K_0 + aC_0 + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{163} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                  |
| h_{165} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                  |
| h_{167} | \( \{ K_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{169} | \( \{ K_0 + aC_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                   |
| h_{171} | \( \{ K_0 + aK \bar{f} + eP_+ + \mu J_+ \} \)                              |
| h_{173} | \( \{ K_0 + aC_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                   |
| h_{175} | \( \{ K_0 + aK \bar{f} + eP_+ + \mu J_+ \} \)                              |
| h_{177} | \( \{ C_0 + aK \bar{f} + eP_+ + \mu J_+ + \bar{\zeta}W \} \)            |
| h_{179} | \( \{ P_+ + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{181} | \( \{ P_+ + eP_+ + aC_0 + \mu J_+ + \bar{\zeta}W \} \)                   |
| h_{183} | \( \{ P_+ + eP_+ + aK_0 + \mu J_+ + \bar{\zeta}W \} \)                    |
| h_{185} | \( \{ P_+ + eP_+ + aK_0 + bC_0 + \mu J_+ + \bar{\zeta}W \} \)            |
| h_{187} | \( \{ K_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{189} | \( \{ K_0 + aC_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                    |
| h_{191} | \( \{ K_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{193} | \( \{ P_+ + eP_+ + aC_0 + \mu J_+ + \bar{\zeta}W \} \)                    |
| h_{195} | \( \{ P_+ + eP_+ + aC_0 + \mu J_+ + \bar{\zeta}W \} \)                    |
| h_{197} | \( \{ P_+ + eP_+ + aC_0 + bC_0 + \mu J_+ + \bar{\zeta}W \} \)            |
| h_{199} | \( \{ P_+ + eP_+ + aC_0 + bC_0 + \mu J_+ + \bar{\zeta}W \} \)            |
| h_{201} | \( \{ K_0 + aC_0 + bK \bar{f} + \mu J_+ + \bar{\zeta}W \} \)             |
| h_{203} | \( \{ K_0 + eP_+ + \mu J_+ \} \)                                          |
| h_{205} | \( \{ K_0 + aC_0 + eP_+ + \mu J_+ \} \)                                    |
| h_{207} | \( \{ C_0 + eP_+ + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{209} | \( \{ \mu J_+ + \bar{\zeta}W \} \)                                        |
| h_{211} | \( \{ C_0 + \mu J_+ + \bar{\zeta}W \} \)                                   |
| h_{213} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                   |
| h_{215} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                   |
| h_{217} | \( \{ K_0 + \mu J_+ + \bar{\zeta}W \} \)                                   |
| h_{219} | \( \{ K_0 + aC_0 + \mu J_+ + \bar{\zeta}W \} \)                            |
| h_{221} | \( \{ \mu J_+ + \bar{\zeta}W \} \)                                        |
| h_{223} | \( \{ C_0 + \mu J_+ + \bar{\zeta}W \} \)                                   |
| h_{225} | \( \{ P_+ + \mu J_+ + \bar{\zeta}W \} \)                                   |
fermionic) we select two representative subalgebras from the corresponding list of subalgebras (table A1 and table A2, respectively) and construct group invariant solutions. For each subalgebra, the invariants and corresponding group orbits are calculated. Next, the unknown superfield functions in $U^\epsilon$ are expanded in terms of the fermionic symmetry variables $\eta$ and $\sigma$ (involving $\theta^+$ and $\theta^-$, respectively) with coefficients depending on the bosonic symmetry variable $\xi$. Each component $Y$ of $U^\epsilon$ is expressed in terms of invariants in the form

$$Y = u_0(\xi) + \eta u^+(\xi) + \sigma u^- (\xi) + \eta \sigma u_1(\xi).$$  \hspace{2cm} (8.1)

For the sake of simplicity, in what follows, we only consider the case where $u^+ = u^- = 0$. Substituting these expanded forms of the superfields $U^\epsilon$ into the SUSY GC equations (4.46) and (4.57) we reduce these equations to many possible differential subsystems involving even and odd functions. Solving these subsystems, we determine the invariant solutions and provide some geometrical interpretation of the associated surfaces.

For the bosonic SUSY GC equations, we present the following two examples.

**Example 1.** In the case of the subalgebra $g_{30} = \{P_e + e P_+ + aK_0, \; e = \pm 1, \; a \neq 0\}$, the orbit of the group of the bosonic SUSY GC equations (4.46) can be parametrized as follows

$$H = e^{-ax_0}h(\xi, \theta^+, \theta^-),$$
$$Q^+ = e^{ax_0}q^+(\xi, \theta^+, \theta^-), \quad S^+ = s^+ (\xi, \theta^+, \theta^-),$$
$$Q^- = e^{ax_0}q^-(\xi, \theta^+, \theta^-), \quad S^- = s^-(\xi, \theta^+, \theta^-),$$
$$R^+ = r^+(\xi, \theta^+, \theta^-), \quad T^+ = t^+ (\xi, \theta^+, \theta^-),$$
$$R^- = r^-(\xi, \theta^+, \theta^-), \quad T^- = t^- (\xi, \theta^+, \theta^-),$$
$$\phi = 2ax_0 + \phi(\xi, \theta^+, \theta^-), \quad f = \psi(\xi).$$

where the functions $H, Q^\pm, S^\pm, T^\pm$ and $\phi$ are expressed in terms of the bosonic symmetry variable $\xi = x_+ - cx_0$ and the fermionic symmetry variables $\theta^+$ and $\theta^-$. A corresponding invariant solution is given by

$$H = e^{-ax_0}\left[ b_0 + \theta^+ \theta^- 2i l_0 e^\xi \right],$$
$$Q^+ = e^{ax_0}\left[ l_0 e^{2\xi} + l_1 e^\xi + \theta^+ \theta^- \left( \frac{1}{2} e\xi (a h_0 + e (h_0) e) + l_0 e^{2\xi} \phi_1 + l_1 e^\xi \phi_1 \right) \right],$$
$$Q^- = e^{ax_0}\left[ \frac{e l_0}{ae - 1} + l_2 e^{(1-a)e} \xi + \theta^+ \theta^- \left( \frac{1}{2} e \xi (h_0) e + \frac{e l_0}{ae - 1} \phi_1 + l_2 e^{(1-a)\xi} \phi_1 \right) \right],$$
$$R^+ = b_1 S_0^+, \quad R^- = b_2 S_0^-, \quad S^+ = S_0^+, \quad S^- = S_0^-, \quad T^+ = b_3 T_0^+, \quad T^- = b_4 T_0^-, \quad \phi = 2ax_0 + \xi + \theta^+ \theta^- \phi_1, \quad f = \psi,$$
$$l_0 = g_0 S_0^+, \quad l_1 = g_1 S_0^+, \quad l_2 = g_2 S_0^+, \quad h_0 = \xi_0 S_0^+, \quad (8.3)$$

where $h_0, \phi_1$ and $\psi$ are functions of the symmetry variable $\xi = x_+ - cx_0$ and where $l_0, l_1, l_2$ and $b_1, b_2, b_3, b_4$ are bosonic constants, while $S_0^+, \xi_0$ and $g_0, g_1, g_2$ are fermionic constants.

The first and second fundamental forms of the surface $S$ associated with (8.3) are given by

\begin{align*}
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\end{align*}
The Gaussian curvature takes the form
\[
\mathcal{K} = e^{-2\alpha x} \left[ h_0^2 + \theta^+ \theta^- 4i h_0 l_0 e^\xi + 4 \left( l_0 e^{2\xi} + l_1 e^\xi \right) \left( \frac{e l_0}{ae - 1} + l_2 e^{(1-ae)\xi} \right) \right] 
\times e^{-2\xi} \left( 1 - \theta^+ \theta^- 2\varphi_1 \right) 
+ 4\theta^+ \theta^- \left( l_0 e^{2\xi} + l_1 e^\xi \right) \left( -\frac{1}{2} i e^\xi (h_0)_\xi \right) + \frac{e l_0}{ae - 1} \varphi_1 + l_2 e^{(1-ae)\xi} \varphi_1 \right) e^{-2\xi} 
+ 4\theta^+ \theta^- \left( \frac{e l_0}{ae - 1} + l_2 e^{(1-ae)\xi} \right) \left( \frac{1}{2} i e^\xi (a h_0 + \epsilon (h_0)_\xi) \right) 
+ l_0 e^{2\xi} \varphi_1 + l_1 e^\xi \varphi_1 \right) e^{-2\xi}. 
\] (8.5)

The subalgebra of the classical GC equation (2.13) analogous to $g_{39}$ is $L_{1,7'} = \{ e_1 + e e_2 + ae_0, \epsilon = \pm 1, a \neq 0 \}$, whose corresponding invariant solution is given by
\[
H(z, \xi) = k_0 v(\xi)^{-1/2} e^{2(\xi - 3z)}, Q(z, \xi) = \frac{1}{2} k_0 v(\xi)^{1/2} e^{a(\xi + z)}, 
\]
\[
U(z, \xi) = e^{2a(\xi)} v(\xi), \bar{Q}(z, \xi) = \frac{1}{2} k_0 v(\xi)^{1/2} e^{a(\xi + z)}, 
\] (8.6)
where the symmetry variable is $\xi = \xi - e z$ and the function $v$ of $\xi$ satisfies the ODE
\[
v_{\xi\xi} = \left( \frac{v_\xi}{v} \right)^2 + k_0^2 v e^{2\xi}. 
\] (8.7)

For this classical solution, the Gaussian curvature vanishes, in contrast to the SUSY case.

**Example 2.** For the subalgebra $g_{76} = \{ K_0^+ + (a - \frac{1}{2}) K_0 + \frac{1}{2} C_0, a \neq \frac{1}{2} \}$ we obtain the following parametrization of the orbit of the group
\[
H = (x_+)^{a-1/2} h(x_-, \eta, \theta^-), 
\]
\[
Q^+ = (x_+)^{-a+1/2} q^+(x_-, \eta, \theta^-), \quad S^+ = s^+(x_-, \eta, \theta^-), 
\]
\[
Q^- = (x_+)^{-a+1/2} q^-(x_-, \eta, \theta^-), \quad S^- = (x_+)^{-1/2} s^-(x_-, \eta, \theta^-), 
\]
\[
R^+ = (x_+)^{-1/2} r^+(x_-, \eta, \theta^-), \quad T^+ = (x_+)^{1/2} t^+(x_-, \eta, \theta^-), 
\]
\[
R^- = (x_+)^{-1/2} r^-(x_-, \eta, \theta^-), \quad T^- = t^-(x_-, \eta, \theta^-), 
\]
\[
e^\phi = (x_+)^{-a} \phi(x_-, \eta, \theta^-), \quad f = (x_+)^{1/2} \psi(x_-), 
\] (8.8)
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where the bosonic symmetry variable is \( x_\nu \) and the fermionic symmetry variables are \( \eta, \theta \). A corresponding invariant solution of the bosonic SUSY GC equations (4.46) takes the form

\[
H = 2iB(x_\nu)^{a-2}(\rho)_\nu \theta^a \theta^b, \\
Q^+ = BA(x_\nu)(x_\nu)^{-a+2} \left[ 1 + (x_\nu)^{-1/2} \theta^a \theta^b G(x_\nu) \right] \rho(x_\nu), \\
Q^- = \frac{2B}{a}(x_\nu)^{-a+2} \left[ 1 + (x_\nu)^{-1/2} \theta^a \theta^b G(x_\nu) \right], \\
R^+ = (x_\nu)^{-1/2} l^2 \eta^2, \\
R^- = (x_\nu)^{-1} l^2 \eta^2, \\
S^+ = T^- = T^0, \\
S^- = T^0 = 0.
\]

where \( B = l_0 l_1 \eta^2 \eta^2 \) and \( l_1, l_2, l_3 \) are bosonic constants, while \( l_0, \eta^2 \eta^2 \) and \( T_0 \) are fermionic constants. Here, \( A, G, \rho \) and \( \psi \) are arbitrary bosonic functions of the symmetry variable \( x_\nu \). The function \( A \) contains a part in \( A_{body} \) but \( \psi \) is a bodiless function.

The corresponding first and second fundamental forms for the surface \( S \) given by (8.9) are

\[
I = y d_\nu d_\mu \left[ A(x_\nu)^{(2a+1)/2} \left( 1 + (x_\nu)^{-1/2} \theta^a \theta^b G \right) \right], \tag{8.10}
\]

and

\[
II = (d_\nu)^2 \left[ AB(x_\nu)^{(a+2)/2} \rho \left( 1 + (x_\nu)^{-1/2} \theta^a \theta^b G \right) \right] + 2i d_\nu d_\mu \left[ AB(x_\nu)^{-1} \theta^a \theta^b \rho' \right] + (d_\nu)^2 \left[ \frac{2B}{a}(x_\nu)^{(a+2)/2} \left( 1 + (x_\nu)^{-1/2} \theta^a \theta^b G \right) \right]. \tag{8.11}
\]

Consequently, the Gaussian curvature \( K \) and the mean curvature \( H \) of the associated surface \( S \) are not constant. The Gaussian curvature is given by

\[
K = \frac{8B}{aA}(x_\nu)^{a-1} \rho \left( 1 + (x_\nu)^{-1/2} \theta^a \theta^b G \right). \tag{8.12}
\]

Since \( H^2 = 0 \), it follows that the surface \( S \) admits umbilic points along the curve defined by \( K = 0 \), which lies on the surface \( S \). The subalgebra of the Lie algebra for the classical GC equation (2.13) analogous to subalgebra \( \mathfrak{g}_{76} \) is \( L, L_1, L_2 \). The corresponding invariant solution is given by

\[
H(z, \bar{z}) = l_0 e^{-a(z+\bar{z})}, \\
Q(z, \bar{z}) = k_0 e^{a(z+\bar{z})}, \\
U(z, \bar{z}) = -\frac{2k_0}{l_0} e^{2a(z+\bar{z})}, \\
\bar{Q}(z, \bar{z}) = k_0 e^{a(z+\bar{z})}, \\
k_0, l_0 \in \mathbb{R}. \tag{8.13}
\]

In contrast to the bosonic SUSY case (8.9), the Gaussian curvature \( K \) vanishes for the classical solution (8.13) associated with the subalgebra \( L, L_1, L_2 \). In both cases however, the mean curvature function \( H \) is non-zero.

For the fermionic SUSY GC equations (4.57), we present the following two examples.

**Example 3.** In the case of the subalgebra \( h_{24} \) of \( P_+ + eP_- + aK_0, \epsilon = \pm 1, a \neq 0 \), the orbit of the corresponding group of the fermionic SUSY GC equations (4.57) can be parametrized as follows
where the fermionic functions $H$, $Q^\pm$, $R^+$ and $T^-$ are expressed in terms of the bosonic symmetry variable $\xi = x_+ - \epsilon x_-$ and the fermionic symmetry variables $\theta^+$ and $\theta^-$, while the bosonic functions $\phi_0$, $\phi_1$ and $\psi$ are expressed in terms of $\xi$ only. A corresponding invariant solution is given by

$$H = e^{\omega_{\pm}} \left[ h_0(\xi) + \theta^+ \theta^- h_1(\xi) \right], \quad R^+ = r_0^+(\xi) + \theta^+ r_1^+(\xi),$$

$$Q^+ = e^{\omega_{\pm}} \left[ q_0^+(\xi) + \theta^+ \theta^- q_1^+(\xi) \right], \quad T^- = r_0^-(\xi) + \theta^+ r_1^-(\xi),$$

$$Q^- = e^{\omega_{\pm}} \left[ q_0^-(\xi) + \theta^+ \theta^- q_1^-(\xi) \right], \quad \phi = \phi_0(\xi) + \theta^+ \phi_1(\xi) + 2ax_+, \quad f = \psi(\xi), \quad (8.14)$$

where the fermionic functions $m_0^+$, $m_0^-$, and the fermionic functions $\phi_0^+$ and $\phi_0^-$ satisfy the differential constraint

$$\left[ e^{-\phi_0} \left( m_0^+ - e m_0^- \right) \right] + e a m_0^- e^{-\phi_0} = 0. \quad (8.16)$$

Here $\psi$ is an arbitrary bosonic function of $\xi$, while $\mathcal{C}_0^+$ and $\mathcal{C}_0^-$ are arbitrary fermionic constants.

The first and second fundamental forms of the surface $S$ associated with the solution (8.15) are given by

$$I = \psi e^{\phi_0 + 2a \xi d_+ d_}, \quad \left[ 1 + \theta^+ \theta^- \phi_1 \right],$$

$$\mathcal{H} = e^{\omega_{\pm}} \mathcal{C}_0^{+} \mathcal{C}_0^{-} \psi \left[ -2d_+ d_- \left( e m_0^+ + i \theta^+ \theta^- \left( m_0^- \right) + e a m_0^- + \left( \phi_0 \right) \right) \right]$$

$$+ d_+ \left( m_0^+ + i \theta^+ \theta^- \left( m_0^+ \right) \right)$$

$$+ d_- \left( m_0^- + i \theta^+ \theta^- \left( m_0^- \right) \right) \quad (8.17)$$

The Gaussian curvature (5.10) takes the form

$$\mathcal{K} = 0. \quad (8.18)$$

In particular when $a = 0$, which corresponds to the subalgebra $h_{14} = \{P_+ + eP_-\}$, the orbits of the group of the fermionic SUSY GC equations (4.57) can be parametrized in such a way that $H$, $Q^\pm$, $R^+$ and $T^-$ are fermionic functions of the bosonic symmetry variable $\xi = x_+ - \epsilon x_+$, and the fermionic coordinates $\theta^+$ and $\theta^-$ while $\phi$ is a bosonic function of $\xi$, $\theta^+$ and $\theta^-$, and $\psi$ is a bosonic function of $\xi$ only. Under the assumption that the unknown functions take the form
the corresponding invariant solution of the fermionic SUSY GC equations (4.57) is given by

\[ H = h_0(\xi) + \theta^+\theta^--h_1(\xi), \quad R^+ = r_0^+(\xi) + \theta^+\theta^-r_1^+(\xi), \]

\[ Q^\pm = q_0^\pm(\xi) + \theta^+\theta^-q_1^\pm(\xi), \quad \phi = \varphi_0(\xi) + \theta^+\theta^-\varphi_1(\xi), \]

\[ T^- = t_0^-(\xi) + \theta^+\theta^-t_1^-(\xi), \quad f = \psi(\xi), \quad (8.19) \]

\[
H = 2C_0^+C_0^-\left[ \int e^{-\psi_0}d\xi + i\theta^+\theta^-e^{-\psi_0} \right] + C, \quad \epsilon = 1,
\]

\[
Q^+ = C_0^+C_0^+\int e^{-\psi_0}d\xi + C_0^+B_0^+e^{\psi_0}
\]

\[
+ i\theta^+\theta^-C_0^+\left( e^{\psi_0}(\varphi_0)_\xi \int e^{-\psi_0}d\xi + 1 \right) + B_0^+e^{\psi_0}(\varphi_0)_\xi \right],
\]

\[
Q^- = C_0^-C_0^-\int e^{-\psi_0}d\xi + C_0^-B_0^-e^{\psi_0}
\]

\[
+ i\theta^+\theta^-C_0^-\left( e^{\psi_0}(\varphi_0)_\xi \int e^{-\psi_0}d\xi + 1 \right) + B_0^-e^{\psi_0}(\varphi_0)_\xi \right],
\]

\[
R^+ = C_0^+, \quad T^- = C_0^-, \quad \phi = \varphi_0(\xi) + i\theta^+\theta^-(\varphi_0(\xi))_\xi, \quad f = \psi(\xi), \quad (8.20)
\]

where \( \varphi_0 \) and \( \psi \) are bosonic functions of the symmetry variable \( \xi = x - x_+ \), while \( C_0^+ \), \( C \)
and \( f \) are arbitrary fermionic constants and \( B_0^+ \) are bosonic constants satisfying the algebraic
constraint

\[ C_0^+B_0^- + C_0^-B_0^+ = 0. \]  

For the solution (8.20), the tangent vectors are linearly dependent, so the immersion defines curves instead of surfaces.

**Example 4.** For the subalgebra \( \mathfrak{h}_{35} = \{K^I + aK_0 + bC_0, a \neq 0, b \neq 0 \} \), we obtain the following parametrization of the orbit of the corresponding supergroup of the fermionic SUSY GC equations (4.57)

\[
H = (x_+)^{(a-b)/2}\left[ h_0(x_-) + \eta\theta^+h_1(x_-) \right], \quad R^+ = (x_+)^{-1/2}\left[ r_0^+(x_-) + \eta\theta^+r_1^+(x_-) \right],
\]

\[
Q^+ = (x_+)^{(a+b)/2}\left[ q_0^+(x_-) + \eta\theta^+q_1^+(x_-) \right], \quad T^- = t_0^-(x_-) + \eta\theta^-t_1^-(x_-),
\]

\[
Q^- = (x_+)^{(a-b)/2}\left[ q_0^-(x_-) + \eta\theta^-q_1^-(x_-) \right], \quad \phi = \varphi_0(x_-) + \eta\theta^-\varphi_1(x_-) - \frac{2a + 1}{2} \ln x_+,
\]

\[
f = (x_+)^b\psi(x_-),
\]

where the bosonic symmetry variable is \( x_- \) and the fermionic symmetry variables are \( \eta = (x_+)^{-1/2}\theta^+ \) and \( \theta^- \). A corresponding invariant solution of the fermionic SUSY GC equations (4.57) has the form

\[
H = (x_+)^{(a-b)/2}\varphi_0(x_-)^{-1/2}\theta^+h_1(x_-), \quad R^+ = (x_+)^{-1/2}\varphi^+h^+_1(x_-),
\]

\[
Q^+ = \varphi_0^+(x_-)^{(a+b)/2}\left[ E_0 + (x_+)^{-1/2}\theta^+E_1 \right], \quad R^+ = \varphi_0^+(x_-)^{-1/2},
\]

\[
Q^- = \varphi_0^-(x_-)^{(a-b)/2}\left[ 1 + (x_+)^{-1/2}\theta^+E_1 \right], \quad f = (x_+)^b\psi(x_-),
\]

\[
T^- = \varphi_0^-, \quad \phi = \frac{A_0}{2E_0}(b - a - 1)x_- + (x_+)^{-1/2}\theta^+\varphi_1(x_-) - \frac{2a + 1}{2} \ln x_+, \quad (8.22)
\]
where the bosonic function \( \varphi_1 \) of \( x_+ \) satisfies the constraint
\[
\mathcal{C}_{0}^+ \varphi_1 = \frac{E_1}{E_0} \mathcal{C}_{0}^+ + i\frac{(a - b)}{4E_0} \mathcal{C} e^{-A_0 x_+ 2E_0},
\] (8.23)
and where \( \psi \) is an arbitrary bosonic function of \( x_- \). Here \( \mathcal{C}_+^0 \) and \( \mathcal{C}_-^0 \) are arbitrary fermionic constants while \( E_0, E_1 \) and \( A_0 \) are arbitrary bosonic constants.

The first and second fundamental forms of the surface \( S \) (8.22) are given by
\[
I = (x_+)^{(2b - 2a - 1)/2} \exp \left( \frac{A_0}{2E_0} (b - a - 1)x_- \right) \psi d_+ d_- \left( 1 + (x_+)^{-1/2} \theta^+ \theta^- \varphi_1 \right),
\]
\[
II = (x_+)^{(b - a)/2} \left[ \mathcal{C}_+^0 (x_+)^{-1} d_+^2 \left( E_0 + (x_+)^{-1/2} \theta^+ \theta^- E_1 \right) + A_0 \mathcal{C}_+^0 d_+^2 \left( 1 + (x_+)^{-1/2} \theta^+ \theta^- E_1/E_0 \right) + (x_+)^{-1/2} e^{A_0 x_+ 2E_0} d_+ d_- \left( \mathcal{C} + (x_+)^{-1/2} \theta^+ \theta^- \left[ i \mathcal{C} \varphi_1 \right] \right) + (a - b + 1)A_0 \mathcal{C}_+^0 e^{A_0 x_+ 2E_0} \right].
\]

The Gaussian curvature (5.10) takes the form
\[
\mathcal{K} = 0.
\] (8.24)

Note that in our fermionic SUSY adaptation of the classical geometric interpretation of surfaces in \( \mathbb{R}^3 \), the surfaces obtained in the two examples are composed of parabolic points.

9. Conclusions

In this paper, we formulate bosonic and fermionic SUSY extensions of the GW and GC equations for smooth conformally parametrized surfaces immersed in a Grassmann superspace \( \mathbb{R}^{(1,1|2)} \). For both SUSY extensions, the GW equations are determined by a moving frame formalism. In the bosonic case, the potential matrices \( A_+ \) and \( A_- \) can be written in subblock form involving both bosonic and fermionic components. In contrast, in the fermionic case, the matrices \( A_+ \) and \( A_- \) are expressed in terms of fermionic quantities only. In the bosonic case, the ZCC for the SUSY GW equations lead to six linearly independent SUSY GC equations in five bosonic functions and six fermionic functions. For the fermionic case, there are four linearly independent SUSY GC equations in two bosonic functions and five fermionic functions. It is interesting to note that, in the latter case, the SUSY GW and SUSY GC equations resemble the form of the classical equations. In the bosonic case, the ZCC involves a diagonal matrix \( E \) in addition to the potential matrices \( A_+ \) and \( A_- \). This diagonal matrix becomes the identity matrix in the fermionic case. In both cases, the induced metric involves a bosonic function \( f \) of \( x_+ \) and \( x_- \). In the bosonic case, \( f \) is bodiless and nilpotent of order \( k \), while in the fermionic case the function \( f \) may or may not be bodiless.

For both SUSY GC systems we determine Lie superalgebras of infinitesimal symmetries which generate Lie point symmetry transformations. For both SUSY extensions the symmetry superalgebras include translations in the bosonic independent variables \( x_+ \) and \( x_- \), four dilations and the SUSY operators \( J_+ \) and \( J_- \). The fermionic case contains an additional translation in the direction of the mean curvature \( H \). It should be noted that, in the classical case, the Lie point symmetry algebra contains two copies of the Virasoro algebra, whereas such Virasoro algebras do not appear for either the bosonic or the fermionic SUSY GC equations. For both cases, a classification of all one-dimensional subalgebras of the symmetry
superalgebra into conjugacy classes is performed. It should be observed that the symmetries of both the classical and the bosonic SUSY GC equations contain a center, whereas the symmetries of the fermionic SUSY GC equations do not. Consequently, the classification lists (by conjugacy classes under the action of the associated supergroup) contain 99 one-dimensional subalgebras for the bosonic case and 199 one-dimensional subalgebras for the fermionic case. For each of the two SUSY extensions we construct two invariant solutions of the SUSY GC equations and compare them with solutions of the classical GC equations invariant under similar one-dimensional subalgebras.

The first and second fundamental forms for conformally parametrized surfaces in the superspace $\mathbb{R}^{1,1(2)}$ are established for both the bosonic and fermionic SUSY extensions of the GC equations. The determinant of the induced metric differ in their signs from the classical case. Also, we establish an analogue of the Bonnet theorem for the SUSY GC equations.

This research could be extended in several directions. It could be beneficial to compute an exhaustive list of all symmetries of the SUSY GC equations and to compare them to the classical case. The computation of such a list would require the development of a computer Lie algebra application capable of handling both even and odd Grassmann variables. Another open problem to be considered is whether all integrable SUSY systems possess non-standard invariants. It could also be worth attempting to establish a SUSY analogue of Noether’s theorem in order to study the conservation laws of such SUSY models. Finally, it would be interesting to investigate how integrable characteristics, such as Hamiltonian structure and conserved quantities manifest themselves in surfaces for the SUSY cases. These subjects will be investigated in our future work.
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