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Abstract

We propose practical extensions to Bayesian optimization for solving dynamic problems. We model dynamic objective functions using spatiotemporal Gaussian process priors which capture all the instances of the functions over time. Our extensions to Bayesian optimization use the information learnt from this model to guide the tracking of a temporally evolving minimum. By exploiting temporal correlations, the proposed method also determines when to make evaluations, how fast to make those evaluations, and it induces an appropriate budget of steps based on the available information. Lastly, we evaluate our technique on synthetic and real-world problems.

1. Introduction

Global optimization problems arise in a wide range of applications. However, there is a class of global optimization problems where the objective function is unknown, is expensive to evaluate and we have no access to its derivative information. Bayesian optimization (BO) (Mockus, 1975) is a popular approach for solving this type of problem. It models the latent objective function using a surrogate model and uses an auxiliary optimization process to sample it sequentially. A popular surrogate model is a Gaussian process (GP) prior because of its ability to handle uncertainty about the latent objective function. Bayesian optimization has been used extensively in applications such as robotics (Lizotte et al., 2007), algorithm configuration (Brochu et al., 2010), sensor selection (Garnett et al., 2010), adaptive Markov chain Monte Carlo (MCMC) (Mahendran et al., 2012), localization (Carpin et al., 2015) and probabilistic programming (Rainforth et al., 2016).

There is another class of problems to consider where the objective function, or its constraints, evolve with time. Such complex problems naturally arise in dynamic environments. This also introduces the need to select when to evaluate a function of time in order optimize it. So we address two things: what evaluation of the objective function to make and when to do so.

There are other reasons why studying this type of problem is important. As we are currently deluged with information from all aspects of society, the resulting problems are usually very complex and can be difficult to solve or automate, especially for tasks that arise naturally. As a result, it is often much easier to produce meta-solutions and meta-heuristics that provide sufficiently good methods for these problems. The main benefit of working on dynamic optimization problems (DOPs) is that the resulting solutions are meta-heuristics for many kinds of difficult real-world problems. It is, therefore, necessary to study dynamic optimization problems of this nature.

Related Work: Nature-inspired population-based optimization algorithms were the first kind of solutions for DOPs. Examples of such algorithms include evolutionary algorithms (EAs) (Cruz et al., 2011), particle swarm optimization (PSOs) (Pelta et al., 2009), ant colony optimization (ACOs) (Trojanowski & Wierzchoń, 2009), and immune-based methods (Guntsch et al., 2001), among others. These methods have mostly been tested on synthetic problems. Many test benchmarks have been created, most notably the moving peaks benchmark (Branke, 1999), which is the most widely used. This benchmark has controllable complexity and degree of dynamism. In the last ten years, there have been some applications to real-world DOPs in aerospace design (Mack et al., 2007), risk in financial optimization problems (Tezuka et al., 2007), path planning for ships and pollution control (Michalewicz et al., 2007).

While there has been much work done in the area of Bayesian optimization with GPs for continuous spaces, there has been less for dynamic problems. In Bogunovic et al. (2016), they propose a sequential BO algorithm with bandit feedback that allows for the reward function to vary with time. They do this by modelling the reward function with a GP prior whose evolution follows a simple Markov model. They tackle the issue of identifying and discarding stale data samples of the time-varying reward function as a way of adapting to its changes. The rationale is that older informa-
tion may be stale and therefore misleading. Their algorithm outperforms classical Bayesian optimization using upper confidence bounds (Srinivas et al., 2012).

Contributions: The problem with the formulation above is that there are many real-world dynamic problems whose evolution follows more complex behaviour than a simple Markov model. In this paper, we use a more general class of models and propose several extensions to Bayesian optimization for solving dynamic problems on continuous spaces that are unknown and expensive to evaluate.

2. Problem Statement

We define a dynamic optimization problem (DOP) (Cruz et al., 2011) as follows:

$$\text{DOP} = \left\{ \min_{x \in F(t) \subseteq S, t \in T} f(x, t) \right\} \quad (1)$$

where:

- $S \subseteq \mathbb{R}^D$, $S$ is the search space.
- $t \in \mathbb{R}$ is the time.
- $f : S \times T \mapsto \mathbb{R}$ is the objective function that assigns a numerical value ($f(x, t) \in \mathbb{R}$) to each possible solution ($x \in S$) at time $t$.
- $F(t)$ is the set of all feasible solutions $x \in F(t) \subseteq S$ at time $t$.

A DOP is one where the objective function, or the constraints on how to optimize it, change with time. The most straightforward way of solving this problem is to ignore the dynamics and consider each change as a new optimization problem that we want to solve. This re-optimization strategy may be impractical, as shown in (Branke, 2012). Therefore, the goal of solving a DOP is no longer to find a stationary optimal solution but to have a mechanism for efficiently keeping track of its movement through the solution space. We assume the temporal evolution is an inherent property of the DOP, so an optimization algorithm does not modify it through evaluations. Thus the goal of any solution method is to find the global minimum and keep track of it without having to restart the process. An ideal solution is one that tracks the minimum closely on average within a fixed horizon of iterations.

Bayesian Optimization: Bayesian optimization (BO) is a sequential design strategy for optimizing an unknown, noisy and expensive objective function. We often assume that we have a way of obtaining expensive samples from this objective function. This operation would usually involve taking a costly or time-consuming physical experiment or simulation.

Algorithm 1 Bayesian Optimization (BO)

```plaintext
for $i = 1, 2, ..., \{\text{Max iterations}\}$ do
    Train GP model
    Calculate $\{x_i, t_i\} = \arg \max_{x, t} a(x, t)$
    Query objective function $y_i \leftarrow f(x_i, t_i)$
    Augment new point to the data
    Update current location of optimum
end for
```

BO operates in two significant phases. The first phase uses a surrogate model to learn the latent objective function from available samples. A popular surrogate model is a Gaussian process prior (Rasmussen & Williams, 2006). The second phase involves finding a suitable point to sample the objective function. This search is performed using some predefined heuristics to get closer to the optimum. The general strategy is to have heuristics that intelligently and automatically explore and exploit the objective function. In practice, this sampling choice is achieved by performing a secondary optimization of a surrogate-dependent acquisition function $a(x, t)$. Popular acquisition functions are the improvement-based expected improvement (EI) and optimistic upper confidence bounds (UCB). After this sample point is obtained, the objective function is evaluated at that point, and the process is repeated. Algorithm 1 delineates the method for an objective function $y = f(x, t)$. For a detailed overview, see (Shahriari et al., 2016).

Gaussian Process: A GP $\mathcal{GP}(\mu, K)$ is a collection of random variables where any finite subset has a joint Gaussian distribution. It describes a prior distribution over functions, and it is completely specified by a mean function $\mu : \mathcal{X} \mapsto \mathbb{R}$, $\mu(x, t) = \mathbb{E}[f(x, t)]$ and covariance function (or kernel) $K : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$, $K((x, t), (x', t')) = \mathbb{E}([f(x, t) - \mu(x, t)](f(x', t') - \mu(x', t')))$, where $K(\cdot, \cdot) \leq 1$ and $\mathcal{X} = S \times T$. For a detailed overview, see (Rasmussen & Williams, 2006).

3. Model for Dynamic Optimization Problems

We model a DOP $f(x, t)$ as a spatiotemporal GP where we assume that the objective function at time $t$ is a slice of $f$ constrained at $t$. As a consequence, this GP model captures correlations in space and time and can facilitate adaptation to temporal changes in the objective function over time. Since the goal is to adapt to the objective function through time, the order that we observe the fixed-time objective functions is determined by how they are ordered along the time axis of $f$.

Thus we take $f(x, t) \sim \mathcal{GP}(\theta, K(\{x, t\}, \{x', t'\}))$, where $(x, t) \in \mathbb{R}^{D+1}$, and $K$ is the covariance function of the zero-mean spatiotemporal GP. We will take $K$ to be stationary.
separable and of the form:

$$K(f(x, t), f(x', t')) = K_S(x, x') \cdot K_T(t, t'),$$

where $K_S(\cdot, \cdot)$ and $K_T(\cdot, \cdot)$ are the spatial and temporal covariance functions, respectively. Unlike in Bogunovic et al. (2016) where $K_T$ is restricted to be an Ornstein-Uhlenbeck process of the form $e^{(t_i - t_j)}$, where $e \in (0, 1]$ is called the forgetting factor, we consider any suitable stationary covariance function as the temporal kernel. This is similar to the product kernels used in contextual bandits (Krause & Ong, 2011), except that our context is time. Spatiotemporal GPs for time-varying models also arise naturally in kernel regressive least squares (KRLS) methods (Van Vaerenbergh et al., 2012), although their formulations only consider a smaller class of temporal kernels.

For stationary covariance functions, the common hyperparameters include the noise variance, input and output length-scales. For our model, we will assume the time dimension is noise-free and the noise variance in the covariance function will only correspond to the spatial component.

After training, the learnt input length-scales tell us about the variability of the $f(x, t)$ in space and time. Given that we are using stationary covariance functions, the time-related hyperparameters such as the characteristic length-scale in the time dimension become critical. If we have enough data for effective training, this hyperparameter can be informative about the rate that the fixed-time functions change over time. For example, if this length-scale is extremely large with respect to the time horizon, it means the objective function is not changing. If it is short, it means the function is changing quickly.

4. Adaptive Bayesian Optimization

As previously stated, Bayesian optimization works by using existing data samples of the latent function and GP prior to build a posterior distribution of the function over its domain. This posterior is used to construct an acquisition function that leads the search to the minimum by exploiting and exploring the objective function. This sampling is done iteratively until either the exit conditions are met or the execution budget is exhausted. The description in Section 2 is usually based on an objective of the form $f(x)$, where the goal is to search the whole domain for the minimizer $x^∗$. However, we are interested in finding the minimum $x^∗$ at associated time $t^∗$, so that we can track it effectively. Since we are restricted by the real-world nature of time in our model $f(x, t)$, we can only sample it at times meeting those requirements. To reflect these real-world restrictions on the domain of $f(x, t)$, we have to add some constraints to the acquisition function optimization process.

Because we cannot collect samples in the past, the lower bound on the time variable $t$ will be dictated by a notion of the current or present time. As with standard Bayesian optimization, we will assume there is an initial set of time-tagged samples of the latent function $f(x, t)$. Let’s define the present time as the one related to the most recently collected data sample.

As for the upper bound, which dictates how far into the future we are willing to consider solutions for, we ideally want to consider all future times within the fixed time horizon under consideration. This would allow us to solve the optimization problem in one-shot by figuring out where, at some point in the future, we would get the best $x^∗$. However, since we are using a GP prior for $f$, our ability to predict too far from our data samples is quite limited. The capacity to informatively extrapolate with reasonable uncertainty using the posterior distribution is going to be limited to a short distance from the last sample. Specifically, a length-scale away (Rasmussen & Williams, 2006, §2.2). In our case, we can only predict well a length-scale way in the time dimension. Therefore, a reasonable upper bound on time would be anywhere within a length-scale distance away from the lower bound. The critical time-related length-scale hyperparameter is learned from the training stage of the GP. This is illustrated in Figure 1.

![Figure 1. A 2D schematic illustration of $f(x, t)$ for dynamic problems: Region 1 covers previously observed objective function instances; region 2 shows the bounded region we search at time $t$; and region 3 is the unseen future.](image-url)
Algorithm 2: Adaptive Bayesian Optimization (ABO)

**Input:** Initial data $D_0$, GP prior $f(x, t) \sim N(y | \mu, K)$

**Input:** Budget of BO steps $N$, iteration label $i$

**Input:** Lower bound time delta $\delta_l$

**Input:** Upper bound threshold $\rho \in (0, 1]$

**Output:** Minimum’s trajectory $\{x_i, t_i, y_i\}_{i=1}^N$

1. for $i = 1, 2, ..., N$ do
   2. Train GP model
   3. Set current time $t_c$ from last collected sample
   4. Set time length-scale $l_t$
   5. Set bounds $F(t_i)$ for feasible set
      \[ F(t_i) = \{S : (t_c + \delta_l) \leq t \leq (t_c + \rho l_t)\} \]
   6. $\{x_i, t_i\} = \arg\max_{\{x, t\} \in F(t_i)} a(x, t | D_i)$
   7. $y_i \leftarrow f(x_i, t_i)$, query objective function
   8. $D_{i+1} = D_i \cup \{x_i, t_i, y_i\}$, update data
   9. Update current location of minimum
10. end for

The method described in Algorithm 2 solves for both $x^*$ and $t^*$ simultaneously, and doing so repeatedly induces the tracking behaviour. However, there are many real-world applications where data samples are collected at fixed intervals. In that case, the constraints at Line 2 become an equality constraints fixed at that the particular time of interest, i.e., the time we know we are taking a sample for the objective function, i.e. $F(t_i) = \{S : t = (t_c + \delta_l)\}$.

### 4.1. Condition for ABO to Work

For ABO to solve a DOP as described, the function’s rate of change over time must be slow enough for us to gather enough samples to learn the relationships in space and time. If the rate of change of the function is faster than we can sample the function, the algorithm learns nothing. The optimal position is where the rate of change is slow enough to capture an evolution pattern.

### 4.2. Phases of the Algorithm

In its standard form, Bayesian optimization operates by continuously exploiting and exploring the objective function in its search for the minimum. For a dynamic case, this introduces several problems into the procedure. Since the goal is to track the minimum, some explore steps could potentially heavily penalize the algorithm’s performance despite the importance of exploration for the learning process. Therefore, it becomes important to critically think about how the balancing of exploration and exploitation could be best modified in the cases of dynamic problems, which we discuss next.

#### Initial Design of Data:

One solution arises from the fact that initial data plays a crucial role in training the Gaussian process model before the subsequent sampling procedure. The quality of the information learnt from training the GP determines how fast BO will reach the minimum. Since the sampling choice automatically explores and exploits the surrogate model, good initial datasets facilitate a data efficient way of finding the optimum.

In the case of adaptive Bayesian optimization, the initial design affects how well the time length-scale hyperparameter is learnt and also determines the quality of knowledge about the next sampling time of interest.

For a known budget of BO steps, we can allocate a few of those to obtaining these initial samples for the purpose of learning the function well without worrying about optimization. Ideally, this should be a number of steps we are willing to “throwaway” to aid better tracking at future steps. One way to select these initial samples is via BO steps that explore and exploit the allowable space. Another way is to generate them randomly but place them in a space-filling manner using a Latin Hypercube Design (LHD). This placement would ensure that the initial data is spread out and covers as much of the allowable domain within those few first steps.

A mixture of these methods can also be used. This initial budget of steps allocated to learning can be further split between LHD and some explore-exploit BO steps that are not scored for any performance but are used to place additional points in the space to aid the optimization. Doing this takes advantage of the benefits of the initial design and the BO heuristics for learning purposes.

#### Delimiting the Learning Phase:

It would be very helpful to have a way of determining when the GP model of the underlying latent function that is learnt is good enough to facilitate good predictions within the immediate time horizon under consideration at a particular time step $t$. One way to achieve this is by keeping track of the learnt length-scales of the time dimension $l_t$ and the changes at every iteration. Given the sequential nature of our algorithm, we expect that the resulting length-scales after training at each stage would not change much if the model has been learnt well enough. Therefore, we can use the rate of change of the learnt length-scales to determine if this has occurred. For length-scales within a time window $w$ to the present time,
the rate of change $\Delta_t$ is given by

$$\Delta_t = \frac{l_t - l_{t-w}}{w}. $$

To determine whether the learning at time $t$ is good enough, we check if $-r \leq \Delta_t \leq r$, where $r$ the absolute rate of change or the gradient. A value of $r = 0.1$ results in reasonably good detection behaviour.

**Flexible Heuristics:** Given that we have a mechanism for knowing when the model of the objective function has been learnt well enough for predictions with acceptable quality, this affords us the opportunity to vary the mode of heuristics we use during the optimization process. The ideal case for the heuristics is for then to explore and exploit the objective function. However, for the purposes of tracking the minimum, this might not always be ideal.

A simple alternate strategy is to purely exploit the learnt objective function when we detect that we have learnt it decently enough and switch back to an explore/exploit mechanism if that condition changes. We can use the expected loss or lower confidence bounds acquisition function for exploring/exploiting and the minimum mean function for pure exploitation. That way, we decrease the likelihood that an exploration step selecting a sample far away from a minimum we want to track in steps where we can afford to purely exploit.

However, it must be stated that the automatic explore/exploit is the best strategy to use in the long run and in cases where there is not much information about the objective function. These prescribed modifications for flexible heuristics are only useful if the assumptions about the model being learnt “well enough” are true, and they only force greedy behaviour when we can afford it.

The result is that an exploit and explore strategy will balance the two criterion for the purpose of finding the minimum while the flexible heuristic strategy will result in greedy behaviour whose success will be contingent on whether the latent function is indeed being learnt well.

### 5. Why ABO Works

As stated previously, standard Bayesian optimization operates by sequentially exploring and exploiting the latent objective function $f$ with the aim of finding the extremum, and it has been shown to perform well in experiments (Osborne et al., 2009; Snoek et al., 2012; Shahriari et al., 2016; Calandra et al., 2016).

There have also been studies on the convergence and theoretical analysis of BO with different heuristics. For all these studies, the algorithmic behaviour depends on the GP prior $p(f)$ used to model $f$ and how it gains information about the objective function during the sequential sampling process. For studies on improvement-based acquisition functions, see (Vazquez & Bect, 2010; Grünewälder et al., 2010; Bull, 2011), and for optimistic heuristics, see (Srinivas et al., 2012).

Given how standard BO works, the theoretical analysis shows the effect of the prior on the exploration and exploitation of $f$. A prior that appropriately captures the family of functions that the $f$ belongs to ensures that exploration and exploitation are appropriately balanced for fast convergence.

Standard BO performs the search for the extremum throughout the domain of $f$. For DOPs, however, the temporal evolution places restrictions on which part of the function domain can be accessed and evaluated at any point in time.

This domain restriction is addressed by how ABO estimates the feasible set $S$ from the posterior. This feasible set is selected such that the Bayesian updates from previous steps provide the most informative posterior distribution over the set $S$. This means that we exclude parts of the domain where the posterior distribution reverts to the prior and where the posterior uncertainty would likely be too high to be informative due to being too far into the future. As a result of these restrictions, the sequential updates to the GP model during ABO provide the same effect as the Bayesian update in the standard case. This is because there is guaranteed to be a minimizer within $S$ (by definition of a DOP), and thus ABO will behave similarly to standard BO for the relevant GP priors and sampling heuristics.

This observation is supported by the theoretical analysis in (Bogunovic et al., 2016) for the time-varying optimistic case. They characterize a relationship between the forgetting factor $\epsilon$, whose role is akin to the time length-scale, and the time horizon of interest. The consequence is that if the function does not change too drastically as we informatively sample it, we will be able to track the minimum within some provable bounds (see (Bogunovic et al., 2016)).

### 6. Experiments

We have compared the results of our method with alternatives using tests on an extensive set of standard problems and one real-world example. The competing methods are standard Bayesian Optimization (BO), time-varying bandits (TVB) (Bogunovic et al., 2016), Covariance Matrix Adaptation Evolution Strategy (CMA-ES) (Hansen, 2006), Dividing Rectangles (DIRECT) (Jones et al., 1993) and Particle Swarm Optimization (PSO) (Pelta et al., 2009). The experiments tested how well the algorithms tracked the minimum of a dynamic optimization problem. The BO-based methods (ABO, BO, TVB) used GP surrogates while and the others did not. The surrogate models used by ABO and TVB took time variations into account while CMAES, DIRECT and PSO adapted to changes by managing the di-
versity of their evaluations to be reactive to changes of the objective function. We use two versions of our algorithm which we will call ABO-f, which operates at fixed time intervals, and ABO-t, which also calculates when to make an evaluation. Because we assume that the DOPs are expensive to evaluate, we limit the number of allowed evaluations during the optimization process. This limit is a natural stopping criterion. All methods used the same budget of function evaluations during the experiments.

**Implementation Details:** Each method used its recommended default settings except the number of initial evaluations for starting configurations. The BO-based techniques used the lower confidence bound (LCB) heuristic. A parallelized hybrid PSO algorithm performed the optimization of the acquisition functions, where BFGS ran after PSO terminated. Additionally, only two initial samples were generated using an LHD within the allowed region for the initial data. Squared exponential (SE) spatiotemporal kernels were used for BO and ABO, except where stated, while TVB used the Matérn \( \frac{3}{2} \) temporal kernel and an SE spatial kernel. The input and output length-scales were estimated using maximum marginal likelihood to make the testing procedure cheaper to perform over many time-steps and experimental batches. We repeated the experiments ten (10) times to obtain the average performance on each problem.

**Metrics for Assessing Performance:** For static optimization problems, reporting the best solution achieved by an algorithm is often enough to assess its quality and for comparisons. Sometimes, additional cost metrics such as time and memory are often considered. However, when studying dynamic problems, choosing a performance metric is not straightforward because there is not only an interest in the quality of the solution, but also in how the algorithms adapt to evolving objective functions.

We are interested in assessing how well an algorithm tracks the minimum on average. For this, we will use the offline-performance (B) metric that is defined as

\[
B(T) = \frac{1}{T} \sum_{t=1}^{T} b_t, \tag{2}
\]

where \( b_t = \min\{b_i : i = t, t-1, \ldots, t-w\} \), the best solution within a window \( w \) of iteration \( t \) (we use \( w = 5 \)). The way offline-performance works is depicted in Figure 2. The trajectory of the best solution is plotted against the iterations. The small circles represent the best solution found before a change occurred. It is assumed that not every evaluation of the objective function contributes to the algorithm’s performance. This is particularly useful in the case of BO because some its steps might be exploratory and may not necessarily lead to good solutions, albeit being very beneficial to the algorithm in the long run. Offline-performance does not penalize such steps.

**Figure 2. Illustration of how offline-performance works. Source: (Cruz et al., 2011)**

**Standard Test Objective Functions:** The first set of experiments were performed on a diverse set of multidimensional test functions (see Table 1). As a class of dynamic optimization problems, their evolution over time is smooth. For each function, we randomised which dimension was used as the time variable \( t \) with the rest being treated as spatial variables for every instance of the batch experiments.

| Function | Function Name       | Test Region        |
|----------|---------------------|--------------------|
| 6C       | 6-hump Camelback    | \([-3, 3] \times [-2, 2]\) |
| Br       | Scaled Branin       | \([0, 1]^2\)       |
| G-P      | Goldstein-Price     | \([-2, 2]^2\)      |
| Gr       | Griewank            | \([-5, 5]^D\)      |
| H3/6     | Hartmann 3/6        | \([0, 1]^D\)       |
| Sh       | Shekel              | \([0, 10]^4\)      |
| Sty2/7   | Syblinsky-Tang 2/7  | \([-5, 5]^D\)      |

The results of the experiments are shown in the top part of Table 2. ABO-f and ABO-t performed better (or tied with) the best out of the algorithms tested on most of the test problems. For the cases where it was not the best, for Hartmann and Shekel functions, it was due to the behaviour of the minimum over time. While the value at the minimum changed over time for those functions, its location did not vary much. As a result, methods that do not consider time variations benefited from exploiting information gained from assuming a static objective function. ABO’s exploitation in order to assess how the objective function was varying caused the slightly lower performance in those cases.

The last two columns of Table 2 show results related to ABO-t, which also searches for suitable times to make evaluations. Instead of a budget of evaluations, the termination condition for ABO-t was when it reached the end of the time horizon. The columns show the offline-performance of ABO-t and the percentage difference between the iterations used by
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Table 2. The mean of offline-performances (B) for various optimization methods on various dynamic optimization problems. Numbers highlighted in bold are the best non-ABO-t results for the relevant problem. The last column shows the percentage difference between the iterations used by ABO-t and those used by the other algorithms operating at fixed time intervals.

|          | BO   | CMAES | DIRECT | PSO  | TVB  | ABO-t | ABO-t Iters % Diff |
|----------|------|-------|--------|------|------|-------|--------------------|
| 6C       | 0.60 | 0.72  | 0.86   | 1.42 | 0.25 | -0.09 | -0.14, -56%        |
| Br       | -0.69| -0.62 | 0.36   | 1.70 | -0.74| -0.89 | -0.87, -16%        |
| G-P      | 3952 | 6311  | 4686   | 29543| 16908| 1130  | 727, -40%          |
| Gr       | 1.11 | 0.61  | 0.88   | 0.82 | 0.57 | 0.37  | 0.21, +13%         |
| H3       | -3.63| -1.18 | -2.95  | -3.10| -2.50| -3.31 | -3.77, +92%        |
| H6       | -2.95| -1.77 | -1.57  | -2.05| -1.33| -2.32 | -1.33, -60%        |
| She      | -5.18| -1.18 | -2.95  | -3.10| -2.50| -3.31 | -3.77, +92%        |
| Sty2     | -30.2| -32.5 | -44.7  | -43.4| 9.9  | -44.9 | -58.0, -76%        |
| Sty7     | -116.1| -119.4| -66.4  | -96.9| -89.4| -158.9| -110.6, -69%       |
| MPB-1    | -4.8 | -23.8 | -6.7   | -6.0 | -25.7| -29.0 | -16.4, -27%        |
| MPB-2    | -0.06| -0.03 | -0.05  | -0.01| -0.01| -0.64 | -0.19, -16%        |
| Intel    | -1.4e-05| -1.5e-73| 2.2e-3 | 4.3e-10| -1.0e-06| -9.7e-3| -1.0e-2, +40%      |

ABO-t and those used by the other algorithms operating at fixed time intervals. The results show that ABO-t performed well on most of the problems with fewer iterations. In some cases, it used more iterations than the fixed interval case which demonstrated its ability to select evaluation times in a manner that improved tracking performance.

Moving Peaks Benchmark: The Moving Peaks Benchmark (MPB) (Cruz et al., 2011) has been used extensively to test dynamic optimization approaches. The problem is designed to cover a large range of dynamically changing fitness landscapes. It consists of a multi-dimensional landscape with a definable number of peaks \( m \), where the height, width, and position of each peak are altered slightly every time a change occurs. It is defined as

\[
F(x, t) = \max_{i=1, \ldots, m} \frac{H_i(t)}{1 + W_i(t) \sum_{j=1}^d (x_i - X_{ij}(t))^2},
\]

where \( x \in \mathbb{R}^d \) is the spatial input, \( t \) is time, \( X \in \mathbb{R}^{m \times d} \) is the set of \( m \) peaks locations of \( d \) dimensions, and \( H, W \in \mathbb{R}^m \) are vectors storing the height and width of every peak. Figure 3 shows an illustrative scenario with \( m = 5 \) peaks and \( d = 2 \) dimensions.

The coordinates, the height \( H_i \) and the width \( W_i \) of each peak are randomly initialized. At certain times, the height and width of every peak are changed by adding a random Gaussian variable multiplied by a specific “severity” factor \( (h_{sev}, w_{sev}, \text{respectively}) \). The location of every peak is moved by a vector \( v \) of fixed length \( s \) in a random direction for \( \alpha = 0 \) or a direction depending on the previous direction for \( \alpha > 0 \). Thus \( \alpha \) is a correlation coefficient allowing to control whether the changes exhibit a trend or not.

Given \( \sigma = N(0, 1) \) and \( r \) is a randomly drawn vector \( (r \sim \mathcal{N}(0, 1)) \), we can describe these changes as

\[
H_i(t) = H_i(t-1) + h_{sev} \times \sigma,
\]

\[
W_i(t) = W_i(t-1) + w_{sev} \times \sigma,
\]

\[
X_i(t) = X_i(t-1) + v,
\]

\[
v(t) = \frac{x_{sev}}{v(t-1) + r} \left[ (1 - \alpha) r + \alpha v(t-1) \right].
\]

For our experiments, we performed tests on popular scenarios 1 (10 dimensions) and 2 (50 dimensions) with the settings described in (Moser & Chiong, 2013). The results are shown in bottom part of Table 2. ABO-t performed best on the tests. Since the MPB has abrupt changes in the objective function, these results demonstrate how ABO can capture non-smooth time dynamics. The non-BO methods

Figure 3. Illustration of the moving peaks benchmark with \( d = 2 \) and \( m = 5 \).
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performed worse than ABO despite being able to solve this problem if allowed more iterations. ABO performed better with fewer iterations because it is more data-efficient. The other BO-based methods do even worse. This is because standard BO does not consider time dynamics and TVB’s time variation model is not general enough to capture the dynamics in the MPB.

Temperature Dataset: The third set of experiments is on temperature data from 54 sensors at the Intel Research Laboratory in Berkeley, California between February 28th and April 5th, 2004, deployed as shown in Figure 4 (Bodik et al., 2004). The goal was to find which location on the map had the maximum temperature at any given time.

Figure 4. Intel Berkeley laboratory sensor deployment map. Source: (Bodik et al., 2004)

The data contained the sensor location coordinates \(x\) and \(y\) (in metres relative to the upper right corner of the lab). The experiments used this spatial orientation. The dataset also contained readings collected from these sensors with the schema: date, time, epoch, temperature. Epochs are a monotonically increasing number sequences from each sensor. Two readings with the same epoch number were produced from different sensors at the same time. There were some missing epochs in this dataset.

We considered data over the first 3000 readings. Due to the large size of the dataset for batch testing, the GP model was trained on 66% of the data and used the learnt hyperparameters for the optimization on the rest of the data sequence. For the non-BO methods, the first 66% of the budgeted steps were not scored but used to configure the algorithms.

The bottom part of Table 2 also shows the outcome of the experiments. ABO had the best mean offline-performance, and the BO-based methods did better than the rest. For ABO, we used a sum of SE and Matérn \(\frac{1}{2}\) covariance functions for both the spatial and temporal components. ABO-t used 40% more steps than the fixed interval algorithms because the time length-scale hyperparameter was shorter than the predefined fixed time intervals, so ABO-t evaluated the objective function more frequently.

6.1. Discussion

The experiments show that ABO performs well on problems with different kinds of dynamics such as those where the time variations are smooth and those where the changes are abrupt. While the competing methods are good optimization methods under the right conditions, they suffer because they either do not take advantage of time variations or rely on having numerous function evaluations to get good performance. Given that we are looking at problems where function evaluations are expensive, having good performance with fewer evaluations is desirable.

Efficient learning of the DOP model explains the performance of ABO in these experiments. The ability to exploit available prior information and incorporate it into the optimization of the acquisition function demonstrated that the proposed extensions to Bayesian optimization allow for efficient tracking of the minimum.

Additionally, the exploitation of the temporal relationships to learn how the DOP evolved gave the advantage of being able to determine when to make evaluations, how fast to make those evaluations and induced an appropriate budget of steps based on the available information.

7. Conclusions

We have proposed practical extensions of Bayesian optimization for dynamic problems that are latent and expensive. It has clear advantages over previous work as demonstrated by experiments on synthetic and real-world problems. There is an additional benefit of being able to schedule optimal evaluations automatically. Our formulation of the DOP as a spatiotemporal GP proved to be an appropriate prior for efficiently tracking the minimum of dynamic problems.
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