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In this paper, we explore relationships between two models of systems which are governed by only the local interactions of large collections of simple components: cellular automata (CA) and the abstract Tile Assembly Model (aTAM). While sharing several similarities, the models have fundamental differences, most notably the dynamic nature of CA (in which every cell location is allowed to change state an infinite number of times) versus the static nature of the aTAM (in which tiles are static components that can never change or be removed once they attach to a growing assembly). We work with 2-dimensional systems in both models, and for our results we first define what it means for CA systems to simulate aTAM systems, and then for aTAM systems to simulate CA systems. We use notions of simulate which are similar to those used in the study of intrinsic universality since they are in some sense strict, but also intuitively natural notions of simulation. We then demonstrate a particular nondeterministic CA which can be configured so that it can simulate any arbitrary aTAM system, and finally an aTAM tile set which can be configured so that it can be used to simulate any arbitrary nondeterministic CA system which begins with a finite initial configuration.

1 Introduction

Mathematical models of systems composed of large, distributed collections of simple components which are guided by only local interactions between neighboring elements have demonstrated the rise of emergent complexity, and provided enormous insight into the behaviors of many naturally occurring systems, while also guiding the modeling and development of complex artificial systems. Two such notable models are cellular automata (CA) and the abstract Tile Assembly Model (aTAM). In this paper, we seek to explore the relationship between these two models.

Introduced by Stanislaw Ulam and John von Neumann in the 1940’s, CA consist of an infinite grid of cells which can each sense their immediate neighborhoods and then all independently but synchronously update their states based on a finite set of rules and the state of their neighborhoods. Since their introduction, CA have provided a rich theoretical framework for studying the power of systems governed by local interactions. Much of that study has included classifications of the relative powers of various CA systems with differing neighborhoods and rules governing their state changes, and a large amount of this classification has been the result of various demonstrations of the ability of one system to simulate another, including very importantly the definitions of what it means for one system to simulate another. A key notion developed during this study was that of intrinsic universality \[2,3,6,7,13,16,19,20\], which was designed to capture a strong notion of simulation, in which one particular automaton is capable of simulating the behavior of any automaton within a class of automata. Furthermore, to simulate the behavior of another automaton, the simulating automaton must evolve in such a way that a translated rescaling
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(rescaled not only with respect to rectangular blocks of cells, but also with respect to time) of the simulator can be mapped to a configuration of the simulated automaton. The specific rescaling depends on the simulated automaton and gives rise to a global rule such that each step of the simulated automaton’s evolution is mirrored by the simulating automaton, and vice versa via the inverse of the rule. In this way, it is said that the simulator captures the dynamics of the simulated system, acting exactly like it, modulo rescaling. This is in contrast to a computational simulation, for example when a general purpose digital computer runs a program to simulate a cellular automata while the processor’s components don’t actually arrange themselves as, and behave like, a grid of cellular automata. Such computational simulations of computable systems can be performed by systems in any Turing universal model. However, as we will discuss shortly, Turning universality does not imply the simulation capabilities necessary for intrinsic universality.

Introduced by Erik Winfree in 1998 [24], the abstract Tile Assembly Model (aTAM) is a mathematical model in which the individual components are square “tiles”, with “glues” on their edges, which are able to autonomously bind together to form structures based only on the amount and strengths of matching glues on edges of adjacent tiles. The aTAM was inspired by Wang tiling [23], but provides a model for the dynamic growth of tilings. Like various CA, the aTAM has been proven to be computationally universal and capable of quite powerful behavior. Recently, taking example from the work on CA, much work has been done to classify the power of the aTAM and derivative tile assembly models based on their powers of simulation [4][8][9][11][14]. In fact, [10] showed that the aTAM is intrinsically universal, which means that there is a single tile set \( U \) such that, for any aTAM tile assembly system \( \mathcal{T} \) (of any temperature), the tiles of \( U \) can be arranged into a seed structure dependent upon \( \mathcal{T} \) so that the resulting system (at temperature 2), using only the tiles from \( U \), will faithfully simulate the behaviors of \( \mathcal{T} \). In contrast, in [9] it was shown that no such tile set exists for the 2HAM since, for every temperature, there is a 2HAM system which cannot be simulated by any system operating at a lower temperature. Thus no tile set is sufficient to simulate 2HAM systems of arbitrary temperature, despite the fact that the 2HAM is computationally universal, and can also simulate any arbitrary aTAM system as shown in [4]. Furthermore, it was shown in [18] that although the aTAM in 3 dimensions is computationally universal at temperature 1 (see [5]), it is unable to simulate the behavior of the majority of temperature 2 aTAM systems. These results from [18] and [5] prove that Turing universality does not imply the simulation power necessary for intrinsic universality.

As early as the aTAM’s initial introduction, its power to simulate CA was explored. Winfree et al. showed that the 2-D aTAM can be used to simulate 1-D CA [25], and Winfree [24] showed that the 3-D aTAM can simulate 2-D CA. Furthermore, the aTAM is commonly colloquially referred to as an asynchronous, nondeterministic CA in which quiescent states that change to “tile” states never change again (analogous to write-once memory). These comparisons led naturally to our exploration of simulations between the two models using the same dimensions for each, namely 2-D. However, even between systems within the same model, defining a satisfactory notion of simulation, namely one which captures the essence of one system “behaving” like the other while also generating analogous results, or output, can be difficult. While the definition of a CA system simulating an aTAM system may be in some sense rather natural, the definition of an aTAM system simulating a CA system must take into account the write-once nature of tile assembly systems. To account for this, we modify the standard notions of simulation used in intrinsic universality to allow for an increasing scale factor during simulation. Essentially, such simulation definitions typically make use of a standard block replacement scheme in which, throughout the simulation, each constant sized block of the simulator can be directly mapped to an element of the simulated system. To allow a static model such as the aTAM to simulate a dynamic model such as CA, we allow the scale factor of the simulation to increase after each time step of the
simulated system is completed.

For our main results, we present the following. First, a single nondeterministic, synchronous CA which, for any arbitrary aTAM system \( \mathcal{T} \), can be given an initial configuration dependent upon \( \mathcal{T} \) so that it will exactly simulate \( \mathcal{T} \), producing the same output patterns (modulo rescaling) and preserving the dynamics of \( \mathcal{T} \). Second, we exhibit a single aTAM tile set which, for any nondeterministic, synchronous CA \( \mathcal{C} \) which begins with a finite initial configuration (i.e. all but a finite number of cells begin in a quiescent state), can be given an initial seed configuration dependent upon \( \mathcal{C} \) so that it will exactly simulate \( \mathcal{C} \), producing the same output patterns (modulo rescaling) and preserving the dynamics of \( \mathcal{C} \).

\[ \text{2 Preliminaries} \]

Here we define the terms and models used throughout the rest of the paper.

We work in the 2-dimensional discrete space \( \mathbb{Z}^2 \). Define the set \( U_2 = \{(0, 1), (1, 0), (0, -1), (-1, 0)\} \) to be the set of all unit vectors in \( \mathbb{Z}^2 \). We also sometimes refer to these vectors by their cardinal directions \( N, E, S, W \), respectively. All graphs in this paper are undirected. A grid graph is a graph \( G = (V, E) \) in which \( V \subseteq \mathbb{Z}^2 \) and every edge \( \{a, b\} \in E \) has the property that \( a - b \in U_2 \).

In the subsequent definitions, given two partial functions \( f, g \), we write \( f(x) = g(x) \) if \( f \) and \( g \) are both defined and equal on \( x \), or if \( f \) and \( g \) are both undefined on \( x \).

\[ \text{2.1 The abstract Tile Assembly Model} \]

In this section we give an informal description of the abstract Tile Assembly Model (aTAM), which is the theoretical version of the TAM which does not model the kinetics of physical self-assembling systems. The reader is encouraged to see [17, 22, 24] for a formal development of the model.

Intuitively, a tile type \( t \) is a unit square that can be translated, but not rotated, having a well-defined “side \( \vec{u} \)” for each \( \vec{u} \in U_2 \). Each side \( \vec{u} \) of \( t \) has a “glue” with “label” \( \text{label}_t(\vec{u}) \)–a string over some fixed alphabet–and “strength” \( \text{str}_t(\vec{u}) \)–a nonnegative integer–specified by its type \( t \). Two tiles \( t \) and \( t' \) that are placed at the points \( \vec{a} \) and \( \vec{a} + \vec{u} \) respectively, bind with strength \( \text{str}_t(\vec{u}) \) if and only if \( (\text{label}_t(\vec{u}), \text{str}_t(\vec{u})) = (\text{label}_{t'}(-\vec{u}), \text{str}_{t'}(-\vec{u})) \). Here the glue function is assumed to be the usual diagonal glue function. In other words, only glues with matching labels are allowed to interact.

Fix a finite set \( T \) of tile types. A \( T \)-assembly, sometimes denoted simply as an assembly when \( T \) is clear from the context, is a partial function \( \alpha : \mathbb{Z}^2 \rightarrow T \) defined on at least one input, with points \( \vec{x} \in \mathbb{Z}^2 \) at which \( \alpha(\vec{x}) \) is undefined interpreted to be empty space, so that \( \text{dom} \alpha \) is the set of points with tiles. We write \( |\alpha| \) to denote \( \text{dom} \alpha \), and we say \( \alpha \) is finite if \( |\alpha| \) is finite. For assemblies \( \alpha \) and \( \alpha' \), we say that \( \alpha \) is a subassembly of \( \alpha' \), and write \( \alpha \subseteq \alpha' \), if \( \text{dom} \alpha \subseteq \text{dom} \alpha' \) and \( \alpha(\vec{x}) = \alpha'(\vec{x}) \) for all \( \vec{x} \in \text{dom} \alpha \).

For \( \tau \in \mathbb{N} \), an assembly is \( \tau \)-stable if every cut of its binding graph has strength at least \( \tau \), where the weight of an edge is the strength of the glue it represents. That is, the assembly is stable if at least energy \( \tau \) is required to separate the assembly into two parts. In the aTAM, self-assembly begins with a seed assembly \( \sigma \) (typically assumed to be finite and \( \tau \)-stable) and proceeds asynchronously and nondeterministically, with tiles adsorbing one at a time to the existing assembly in any manner that preserves stability at all times.

An aTAM tile assembly system (TAS) is an ordered triple \( \mathcal{T} = (T, \sigma, \tau) \), where \( T \) is a finite set of tile types, \( \sigma \) is a seed assembly with finite domain, and \( \tau \) is the temperature. An assembly sequence in a TAS \( \mathcal{T} = (T, \sigma, \tau) \) is a (possibly infinite) sequence \( \vec{a} = (\alpha_i \mid 0 \leq i < k) \) of assemblies in which
\(\alpha_0 = \sigma\) and each \(\alpha_{i+1}\) is obtained from \(\alpha_i\) by the “\(\tau\)-stable” addition of a single tile. The result of an assembly sequence \(\vec{\alpha}\) is the unique assembly \(\text{res}(\vec{\alpha})\) satisfying \(\text{dom}\ \text{res}(\vec{\alpha}) = \bigcup_{0 \leq i < k} \text{dom} \alpha_i\) and, for each \(0 \leq i < k\), \(\alpha_i \subseteq \text{res}(\vec{\alpha})\).

We write \(\mathcal{A}[\mathcal{T}]\) for the set of all producible assemblies of \(\mathcal{T}\). An assembly \(\alpha\) is terminal, and we write \(\alpha \in \mathcal{A}_T[\mathcal{T}]\), if no tile can be stably added to it. We write \(\mathcal{A}_T[\mathcal{T}]\) for the set of all terminal assemblies of \(\mathcal{T}\). The set \(\mathcal{A}[\mathcal{T}]\) is partially ordered by the relation \(\rightarrow\) defined by

\[
\alpha \rightarrow \alpha' \quad \text{iff} \quad \text{there is an assembly sequence} \ \vec{\alpha} = (\alpha_0, \alpha_1, \ldots) \\
such that \(\alpha_0 = \alpha\) and \(\alpha' = \text{res}(\vec{\alpha})\).
\]

A TAS \(\mathcal{T}\) is directed, or produces a unique assembly, if it has exactly one terminal assembly i.e., |\(\mathcal{A}_T[\mathcal{T}]\)| = 1. The reader is cautioned that the term “directed” has also been used for a different, more specialized notion in self-assembly \([1]\). We interpret “directed” to mean “deterministic”, though there are multiple senses in which a TAS may be deterministic or nondeterministic.

### 2.2 Cellular Automata

In our discussion about cellular automata, we will use the following definitions. Most of the conventions used in these definitions come from \([6]\).

**Definition 2.1.** A 2-dimensional nondeterministic cellular automata \(\mathcal{A}\) is a 4-tuple \((\mathbb{Z}^2, S, N, \delta)\) where

1. \(S\) is a finite set of states.
2. \(N \subset \mathbb{Z}^2\) is a finite set defining the neighborhood of \(\mathcal{A}\).
3. \(\delta : S^{\lvert N\rvert} \rightarrow 2^S\) is the local rule of \(\mathcal{A}\). \(\delta\) maps a neighborhood defined by \(N\) and a point in \(\mathbb{Z}^2\), usually referred to as a cell, to a set of states.

Note that a deterministic cellular automata is simply a special case of a nondeterministic CA in which \(\delta : S^{\lvert N\rvert} \rightarrow S\), i.e. it maps each neighborhood to a single state.

A configuration \(c\) is a mapping from \(\mathbb{Z}^2\) to \(S\). Let \(C\) be the set of configurations in \(\mathcal{A}\). The global rule \(G\) is obtained as follows. For \(p \in \mathbb{Z}^2\), \(G : C \rightarrow 2^C\) such that \(c^i \in G(c) \iff c^i(p) \in \delta(c_{p+v_1}, \ldots, c_{p+v_k})\) where \(\{v_1, \ldots, v_k\} = N\).

We assume that \(S\) contains a unique quiescent state where a quiescent state \(q\) is a state such that \(\delta\) maps a neighborhood of cells in this state to a singleton set containing only the quiescent state. In this paper, we only consider finite initial configurations (which we will typically denote by \(c_0\)) where all but finitely many cells are quiescent. In this paper we are concerned with the CA-initial configuration pair \((\mathcal{A}, c_0)\) and refer to such pairs as CA systems.

There are many interesting examples of cellular automata. One of particular interest here is John Conway’s Game of Life. (See \([15]\).) This is a 2D cellular automata where each cell is in one of two states alive or dead. Local rules are given for a \(3 \times 3\) squares for cells according to the following.

1. An alive cell with less than two neighbors becomes dead.
2. An alive cell with two or three neighbors stays alive.
3. An alive cell with more than three neighbors becomes dead.
4. A dead cell with three alive neighbors becomes alive.

These simple rules give rise to an amazing amount of complexity and structure. In fact, in \([21]\) a universal Turing machine built in Conway’s Game of Life is presented that starts from a finite configuration that encodes another Turing machine and its tape and simulates the execution of the encoded Turing machine with the encoded tape as input.
2.3 CA simulation of a TAS

For $S$ as in Definition 2.1 and $k$ a vector of $\mathbb{Z}^2$, let $\psi^k : S^{\mathbb{Z}^2} \rightarrow S^{\mathbb{Z}^2}$ be the bijection mapping a configuration $c$ to the configuration $c'$ such that for each cell $i$, $c_{i+k} = c_i$. $\psi^k$ is called the shift operator. Now let $m = (m_1, m_2)$ be a pair of strictly positive integers. $\sigma^m : S^{\mathbb{Z}^2} \rightarrow (S^{[0,m_1] \times [0,m_2]} \mathbb{Z}^2)$ is the bijection such that for all $c \in S^{\mathbb{Z}^2}$, $z \in \mathbb{Z}^2$ and $p \in [0, m_1] \times [0, m_2]$, $\sigma^m(c)(z)(p) = c(mz + p)$. $\sigma^m$ is called the packing map. Let $\mathcal{A} = (\mathbb{Z}^2, S, N, \delta)$ be a cellular automaton. An $(m, n, k)$-rescaling of $\mathcal{A}$ is a cellular automaton $\mathcal{A}'(m, n, k)$ with states set $S^{[0,m_1] \times [0,m_2]}$ and global transition function $\sigma^n \circ \psi^k \circ G^n_{\mathcal{A}} \circ o^{-m}$, where $G^n_{\mathcal{A}}$ is the composition of the global function for $\mathcal{A}$ $n$ times.

We now define what it means to say that a synchronous nondeterministic 2D cellular automata with an initial configuration simulates an aTAM system. First we let $R$ be the partial function that maps individual cells in some state to single tiles with some tile type. $R$ is the representation function. In the following definitions, $\mathcal{A} = (\mathbb{Z}^2, S, N, \delta)$ is a synchronous nondeterministic CA with $C$ denoting the set of configurations and $\mathcal{T} = (T, \sigma, \tau)$ is an aTAM system. We denote by $c_0$ a finite initial configuration in $C$ and let $\mathcal{C} = \cup_{n=0} G^n(c_0)$. In other words, $\mathcal{C}$ is all of the configurations obtained by applying the global rule some number of times to $c_0$. Let $R^* : \mathcal{C} \rightarrow \mathcal{A}[\mathcal{T}]$ be the canonical extension of $R$. Finally, we let $(\mathcal{A}, c_0)$ be the pair consisting of the CA $\mathcal{A}$ and the initial configuration $c_0$.

Definition 2.2. We say that $\mathcal{T}$ follows $(\mathcal{A}, c_0)$ iff for all $c \in \mathcal{C}$, $\alpha, \beta \in \mathcal{A}[\mathcal{T}]$ and $n \geq 0$, if $R^*(c) = \alpha$ and $\beta \in R^*[G^n(c)]$ then $\alpha \rightarrow \beta$.

Note that $R^*[G^n(c)]$ denotes the image of the set $G^n(c)$ under $R^*$. Informally, Definition 2.2 means that if a configuration represents an assembly $\alpha$, then anything this configuration maps to under applications of the global rule represents some assembly that $\alpha$ can grow into. The following definition captures the idea that for an assembly $\alpha$ represented by a configuration $c$, any assembly that $\alpha$ grows into is represented by a configuration obtained from $c$ by applications of the global rule.

Definition 2.3. We say that $(\mathcal{A}, c_0)$ models $\mathcal{T}$ if $\forall \alpha \in \mathcal{A}[\mathcal{T}], \exists c \in \mathcal{C}$ such that $R^*(c) = \alpha$ and $\forall \beta \in \mathcal{A}[\mathcal{T}]$, if $\alpha \rightarrow \beta$ then $\exists n \geq 0$ such that $\beta \in R^*[G^n(c)]$.

Note that a configuration representing some terminal assembly $\alpha$ must transition to configurations that still represent $\alpha$. Finally, we give the definition of simulation.

Definition 2.4. $(\mathcal{A}, c_0)$ simulates $\mathcal{T}$ iff there is an $(m, n, k)$-rescaling $\mathcal{A}'$ of $\mathcal{A}$ such that $\mathcal{T}$ follows $\mathcal{A}'$ and $\mathcal{A}'$ models $\mathcal{T}$.

2.4 TAS simulation of a CA

As in the previous section, $\mathcal{A} = (\mathbb{Z}^2, S, N, \delta)$ denotes a synchronous nondeterministic CA with a finite initial configuration $c_0$. $C$ denotes the set of configuration and $\mathcal{T} = (T, \sigma, \tau)$ denotes an aTAM system. Again, let $\mathcal{C} = \cup_{n=0} G^n(c_0)$ where $c_0$ is the finite initial configuration of $\mathcal{A}$ and let $(\mathcal{A}, c_0)$ be the pair consisting of the CA $\mathcal{A}$ and the initial configuration $c_0$.

Because any aTAM system produces static assemblies and the state of a cell of a CA may change multiple times, it would be impossible to represent a cell of a configuration in $\mathcal{C}$ with fixed block assemblies over $T$. Therefore, we introduce the notion of a scalable representation function.

For $n \in \mathbb{Z}^+$, an $n$-block supertile over $T$ is a partial function $\alpha : \mathbb{Z}^2_n \rightarrow T$, where $\mathbb{Z}^n = \{0, 1, \ldots , n - 1\}$. Let $B^T_n$ is the set of all $n$-block supertiles over $T$. The $n$-block with no domain is said to be empty. For a general assembly $\alpha : \mathbb{Z}^2 \rightarrow T$, define $\alpha^n_{i,j}$ to be the $n$-block supertile defined by $\alpha^n_{i,j} = \alpha(nx + i, ny + j)$ for $0 \leq i, j < n$. 

Note that $\alpha^n_{i,j}$ is a function from $\mathbb{Z}^2_n$ to $T$.
Let $R_n$ for $n \in \mathbb{N}$ be a partial function that maps assemblies over $T$ to configurations in $C$ with the following property. If $\alpha \in \mathcal{A}[\mathcal{T}]$ and $R_n(\alpha) = c$, then for some $n$, $\alpha$ can be broken into $n$-block supertiles such that $R_n$ maps these supertiles to cells of $c$. In other words, for a given assembly $\alpha$, the partial function $R_n$ either is not defined on $\alpha$ or maps $\alpha$ to $c \in C$ by mapping $n$-block supertiles of $\alpha$ to cells of $c$. Then the scalable representation function is defined as $R : \mathbb{N} \times \mathcal{A}[\mathcal{T}] \rightarrow \hat{C}$ where $R(n, \beta) = R_n(\beta)$.

Finally, we define simulation of a CA with initial configuration $c$ in the following way. If $c \in C$, then we get an assembly $\alpha$ that is in the domain of $f_n$. Then the scalable representation function is defined as $R : \mathbb{N} \times \mathcal{A}[\mathcal{T}] \rightarrow \hat{C}$ where $R(n, \beta) = R_n(\beta)$.

Definition 2.5. $\mathcal{T}$ simulates $(\mathcal{A}, c_0)$ (under scalable representation function $R$) iff there exists a computable function $f : \mathbb{N} \rightarrow \mathbb{N}$ such that the following hold.

1. $\forall n \in \mathbb{N}, R_{f(n)}(\mathcal{A}[\mathcal{T}]) = G^n(c_0)$.

2. $\forall \alpha \in \mathcal{A}[\mathcal{T}]$ such that $R_{f(n)}(\alpha) = c_n \in G^n(c_0)$, for any $\beta \in \mathcal{A}[\mathcal{T}]$ in the domain of $R_{f(n+1)}$ such that $\alpha \rightarrow \beta$ it must be the case that $R_{f(n+1)}(\beta) \in G^{n+1}(c_0)$.

3. $\forall c_n \in G^n(c_0)$ such that $R_{f(n)}(\alpha) = c_n$ for some $\alpha \in \mathcal{A}[\mathcal{T}]$, if $\alpha \rightarrow \beta$ where $\beta$ is in the domain of $R_{f(n+1)}$ then $R_{f(n+1)}(\beta) \in G^{n+1}(c_0)$.

In Definition 2.5, $f$ can be thought of as taking a time step $n$ and determines a block size for the representation. Then $R$ takes $f(n)$ and an assembly and either returns a configuration in $G^n(c_0)$ or nothing if the assembly has not fully simulated the $n^{th}$ time step. This is necessary to simulate the dynamics of a synchronous CA, in which all cells simultaneously update their states. Basically statement 1 of Definition 2.5 says that starting with an initial configuration, every configuration obtained by applying the global rule is represented by some assembly over $T$ and that any step-assembly pair $(n, \alpha)$ in the domain of $R$ represents some configuration. Moreover, statements 2 and 3 of Definition 2.5 implies that these representations follow the action of the global rule.

3 A Nondeterministic CA Which Can Simulate Any aTAM System

In Theorem 3.1, we show that for any aTAM system, there is a synchronous nondeterministic CA such that for an appropriate choice of finite initial configuration, this CA simulates the aTAM system. This gives some sense of a synchronous nondeterministic CA being intrinsically universal for the aTAM.

Theorem 3.1. There exists a synchronous nondeterministic CA $\mathcal{A} = (\mathbb{Z}^2, S, N, \delta)$ such that for any aTAM system $\mathcal{T} = (T, \sigma, \tau)$ there exists a finite initial configuration $c_0$ of $\mathcal{A}$ so that $(\mathcal{A}, c_0)$ simulates $\mathcal{T}$.

To show this Theorem, we appeal to the following Lemma. The construction in Section 3.1 proves this Lemma.

Lemma 3.1. For any aTAM system $\mathcal{T} = (T, \sigma, \tau)$, there exists a synchronous nondeterministic CA $\mathcal{A} = (\mathbb{Z}^2, S, N, \delta)$ and an initial configuration $c_0$ such that $(\mathcal{A}, c_0)$ simulates $\mathcal{T}$.

Then Theorem 3.1 is proven as follows. First, there is a tile set $U$ which is intrinsically universal for the aTAM and can be used at temperature $\tau = 2$ to simulate any aTAM system. Therefore we let $U$ be an aTAM system that uses $U$ at $\tau = 2$. By Lemma 3.1, we can then give a CA that suffices for Theorem 3.1 by constructing a CA that simulates an arbitrary $\mathbb{Z}$ (i.e. one with an arbitrary seed). See Section 4 for more details.
3.1 CA Construction

The goal of this construction is to give a synchronous nondeterministic CA $B = (\mathbb{Z}^2, S, N, \delta)$ and initial configuration that simulates an arbitrary aTAM system $T = (T, \sigma, \tau)$. The neighborhood of $B$ is the Moore neighborhood and the states and local rules for $B$ are obtained as follows. First, we add a state to $S$ for each tile type of $T$ we call these states tile states. We also add states token state up, token state left, token state down and token state right and we use token states to refer to any of these 4 states. We refer to any cell in a token state as the token. This token moves one cell counterclockwise at each time step and only one cell is in a token state at any given time. At each time step, the cell in a token state moves one cell either up, left, down or right in an effort to traverse the surfaces of an existing configuration, where a surface of a configuration is the connected set of quiescent cells that neighbor (using the Moore neighborhood) at least one non-quiescent state. (See Figure 1) Note that a configuration may have many disjoint surfaces.

![Token traversing the surface of a configuration](image)

Figure 1: A token traversing the surface of a configuration. The surface of the configuration is denoted by light grey tiles. The cell labeled $T$ is in token state left as indicated by the arrow depicted on the cell.

At each time step, a cell in a token state can nondeterministically transition to a tile state if and only if the tile corresponding to this state could bind in the simulated aTAM system. This ensures that at any given time step, at most one cell transitions from a quiescent state to a tile state. Figure 2 shows an example of a local rule obtained from a tile set.

![Local rule example](image)

Figure 2: (a) A tile set consisting of 5 tile types. Glues $b$ and $c$ have strength 2 and $a$ glues have strength 1. (b) A local rule corresponding to the tile set in (a). Cells in the Moore neighborhood that are in tile states are labeled with the label of the corresponding tile type in (a). The cell labeled $T$ is in a token state. Blank cells are quiescent.

The idea is that the token can put cells in a tile state on the surface of a configuration. However a configuration may have many disjoint surfaces. Non-quiescent states of a configuration can break the $\mathbb{Z}^2$ lattice into disjoint regions of cells in quiescent states. For example, this can occur when the CA is simulating a tile set that assembles a frame, i.e. tiles around some square of empty tiles. This leads to disjoint surfaces that the token must traverse. Therefore, care must be taken in order to al-
low the token to traverse surfaces separated by non-quiescent states. This is accomplished by adding a bridge_tile_state to $S$ for each tile type of the simulated aTAM system. The token is allowed to “pass over” these bridge_tile_states. Passing over a cell in bridge_tile_state is done by adding a bridge_tile_token_state to $S$ for each tile type in $T$ and each direction up, left, down and right. Figure 3 shows the token and its path as it traverses two surfaces of the configuration by crossing bridge_tile_states. When transitioning to a tile_state or bridge_tile_state, we can determine which state to transition to by using Moore neighborhoods. For more details on how token_states or bridge_tile_states work, see Section 4.1.

![Figure 3: Traversing two disjoint surfaces using a single token and bridge_tile_states](image)

### 4 Construction details CA simulation of aTAM system

#### 4.1 Local rules involving the token and bridge tile states

Here we describe the local rules that allow the token to traverse the surface of a configuration and how cells may transition to a bridge_tile_state. The direction of each token_state determines its future direction of “movement” so that a Moore neighborhood can be used to determine the direction of travel. Specifically, the direction of the state refers to the relative position of a quiescent cell that will change to the a token_state. Figure 4 shows a local rule for a neighborhood with a token.

![Figure 4: In the Moore neighborhood, we can determine the direction of the next token_state](image)

To understand the need for bridge_tile_states, notice that with our CA, all points in $\mathbb{Z}^2$ that map to non-quiescent states are neighbors in the lattice. This follows from the fact that only the token can transition to a tile_state. In this case, we say that the configurations of the CA are connected. Figure 5 shows a Moore neighborhood of a cell in a token_state. Under the condition that the configuration is connected we examine the 8 cells of the Moore neighborhood around the center cell. If transitioning to a tile_state results in dividing the quiescent points of the lattice restricted to the neighborhood into two disjoint subsets, the center cell transitions to a bridge_tile_state, otherwise
Figure 5: Transitioning the center cell to a tile state would divide the neighborhood’s quiescent states. Therefore the center cell transitions to a bridge tile state.

Figure 6: (a) A token state prior to transitioning to a bridge tile state (b) The surface is split into two surfaces. The token must pass over a cell in bridge tile state to completely traverse both surfaces.

An example of a CA simulating an aTAM system can be found at [http://self-assembly.net/CASimTAS](http://self-assembly.net/CASimTAS). There are also instructions for creating a CA based on an aTAM system.
4.2 Proof of Correctness

Let $T = (T, \sigma, \tau)$ be an aTAM system. First we show that given an aTAM system, the construction in Section 3.1 can be used to give a CA that simulates $T$. Let $A$ be the cellular automaton obtained by the construction. In other words, let $A$ be the CA with states tile states, bridge tile states and bridge tile token states corresponding to tile types of $T$ as well as 4 token state. We can take the rescaling $A'$ to be the trivial rescaling of $A$. In other words, we take $A'$ to just be $A$. Then we take the representation function $R$ to be the partial function that maps a cell with state tile states, bridge tile states or bridge tile token states to a tile with tile type that corresponds to the state representing this particular tile type. The initial configuration $c_0$ of $A$ can be obtained from $\sigma$ by first mapping each point in dom $\sigma$ to a the corresponding tile states. Then, since in general non-quiescent cells must be connected, but could divide quiescent cells into disjoint regions of the lattice, we connect any disjoint regions of connected quiescent cells by paths of non-quiescent cells. Diagonal quiescent cells are not considered connected. Then we change the states of the cells along this path to corresponding bridge tile states. Figure 8 gives an example of changing states along paths connecting disjoint regions of quiescent cells to bridge tile states. Finally, we put a cell just above a cell in a tile state in token state.

Now, to see that $(A, c_0)$ simulates $T$, notice that the token enforces that at most a single cell of a configuration of $A$ transitions to tile state, bridge tile state or bridge tile token state. Therefore applying the global rule to a configuration of $A$ results in a configuration where either the token has moved, or the token has moved and a quiescent state transitions to a state representing a tile. In the former case, the configuration before and after application of the global rule represent the same assembly. In the latter case, letting $\alpha$ be the assembly represented by the configuration $c$ prior to applying the global rule we see that any configuration in $G(c)$ represents an assembly obtained by adding a single tile to $\alpha$ of the necessary type. In other words, single state changes from the quiescent state to a state representing a tile type correspond to additions of single tiles in the aTAM system. Hence, $T$ follows $(A, c_0)$. Likewise, any possible single tile binding in $T$ corresponds to some possible transition of a quiescent state to a state that represents the tile type of the binding tile in the corresponding location (with perhaps several transitions which only move the token into the correctly corresponding location). Therefore, $(A, c_0)$ models $T$. This shows Lemma 3.1.

To show Theorem 3.1 let $T$ be an arbitrary aTAM system and let $U = (U, \sigma_T, 2)$ be the aTAM system that uses the tile set of $[10]$, which is intrinsically universal for the aTAM, to simulate $T$ under $R_t$. Now let $A$ be the CA which simulates $U$ under $R_a$ as in the proof of Lemma 3.1 Then note that
Figure 8: An initial configuration obtained from an initial assembly before (a) and after (b) changing states along paths connecting disjoint regions of quiescent cells to bridge tile states. Grey cells denote cells in any tile state while cells labeled B denote cells in bridge tile states. The cell labeled T is in token state left.

\( \sigma_T \) gives rise to an initial configuration \( c_0 \) of \( \mathcal{A} \). With this initial configuration, \( R_0^* \) followed by \( R_t^* \) maps configurations of \( \mathcal{A} \) with initial configuration \( c_0 \) to assemblies of \( \mathcal{T} \). This composition of maps gives a representation function that shows that \((\mathcal{A}, c_0)\) simulates \( \mathcal{T} \).

5 An aTAM Tile Set Which Can Simulate Any Nondeterministic CA

**Theorem 5.1.** There exists an aTAM tile set \( U \) which is able to simulate the entire class of nondeterministic CA systems with finite initial configurations.

**Theorem 5.1** states that there is a single tile set \( U \) in the aTAM which can be used to form a TAS \( \mathcal{U} = (U, \sigma_{c_0}, 2) \) which is dependent upon a given CA \( \mathcal{C} \), for any arbitrary nondeterministic CA \( \mathcal{C} \) and a finite initial configuration for \( \mathcal{C} \), where the seed to the aTAM system encodes information about \( \mathcal{C} \) and its initial configuration, so that \( \mathcal{U} \) simulates \( \mathcal{C} \). In order to prove Theorem 5.1, we will progress in two steps, first proving the following Lemma.

**Lemma 5.1.** Let CA \( \mathcal{A} \) be Conway’s Game of Life. There exists an aTAM tile set \( U \) and a scalable representation function \( R \) such that, given \( c_0 \) as an arbitrary but finite initial configuration of \( \mathcal{A} \), there exists an aTAM TAS \( \mathcal{T} = (U, \sigma_{c_0}, 2) \) such that \( \mathcal{T} \) simulates \((\mathcal{A}, c_0)\).

**Lemma 5.1** states that there exists a single tile set \( U \) in the aTAM which can be used to simulate the Game of Life CA given any finite initial configuration. We now present a construction to prove this.

5.1 Overview of construction to prove Lemma 5.1

The system \( \mathcal{T} = (U, \sigma_{c_0}, 2) \) will be designed so that the seed is a single line of tiles which encodes the initial configuration, \( c_0 \), of \( \mathcal{A} \). Assume that all non-quiescent cells within \( c_0 \) can fit into an \( n \times n \) square. (Throughout this discussion, we will refer to a cell as exactly one of the cells of \( \mathcal{A} \) and the grid as the full set of cells being simulated at a given time. A step refers to a single time step of \( \mathcal{A} \) and a stage refers to the assembly representing the entire grid at a particular step.) The encoding of the initial configuration...
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consists of a listing of the states of each of the \( n^2 \) cells within that box. Since it is possible that, at each time step \( 0 < t < \infty \), a cell which was previously quiescent and which was just outside the boundary of the currently simulated grid switches its state to a non-quiescent value, to accurately simulate the full behavior of \( \mathcal{A} \) we must simulate an increasingly larger grid at each time step. In order to assure that no (non-quiescent) behavior of \( \mathcal{A} \) could occur beyond the bounds of our simulation, at each stage we increase the dimensions of the grid by 2, adding a row of cells to each of the top and bottom, and a column to each of the left and right. We say that we perform a recursive, “in-place” simulation of \( \mathcal{A} \), namely one in which every subassembly which maps to a single cell at some time step \( t \) contains within it, at smaller scale factors, the entire configuration of \( \mathcal{A} \) at every time step \( t' < t \) (recursive), and also that the subassembly mapping to any single cell at any time step \( t \) is contained within an infinite hierarchy of subassemblies which each map to a unique cell at some time step \( t' \) where \( t < t' < \infty \), i.e. each simulated cell and grid is fully encapsulated within the simulation of a single cell at the next greater time step (in-place).

See Figures 9 and 10 for high-level depictions of the simulation of time steps 0 (the initial configuration of \( \mathcal{A} \)) and 1 (the first transition of \( \mathcal{A} \)). Details of the construction can be found in Section 6.

![Figure 9: Completed formation of the representation of time step 0.](image)

6 Construction details for aTAM simulation of CA

To show how our construction works, we will break it down into a series of modules, describing how each works independently, and then describe how they are all combined for the full construction. (Note that these modules consist mainly of tiles which assemble to perform well-known primitives, such as counting and rotating values, used in various aTAM constructions. Therefore, many of the details of these modules are omitted except where relevant modifications are made to the commonly used versions.
The reader is encouraged to see [10] for additional details about many such primitives.)

Note that \( \mathcal{A} = (\mathbb{Z}^2, S, N, \delta) \) uses the Moore neighborhood, i.e. \( \{(x,y) | x, y \in \{-1, 0, 1\}\} \), and that 
\( S = \{0, 1\} \). Let \( n \in \mathbb{N} \) be the dimensions of a square bounding box which completely encircles all cells in \( c_0 \) which are not quiescent, along with at least one ring of quiescent cells around the perimeter, then let \( c'_0 \) be the \( n \times n \) square of cells contained within that box. From here onward, we will refer to \( c'_0 \) as the initial configuration for the CA system being simulated.

6.1 Seed configuration

We construct \( \sigma_{0_0} \), the seed assembly for \( \mathcal{A} \), as a single column of tiles. Let \( n \) be the dimensions of \( c'_0 \), and note that it requires \( n^2 \) tiles to encode \( c'_0 \). The eastern glues of \( \sigma_{0_0} \), starting from the bottom and moving up, encode \( c'_0 \) by encoding the states of the bottom row of cells in \( c'_0 \) from left to right, followed by the row in \( c'_0 \) directly above that, etc., fully encoding the \( n \times n \) block of cells in \( c'_0 \) in a line. For each position representing a cell which is the leftmost cell in its row of \( c'_0 \), a special ‘*’ marker is added, and for each
border of the $n \times n$ block which the cell is on, a corresponding arrow marker is added. An example can be seen in Figure 11.

![Figure 11](image)

Figure 11: (Left) An example $3 \times 3$, or $n = 3$, initial configuration $c'_0$ with each cell given a uniquely identifying letter for identification purposes. (Right) The row of tiles encoding $c'_0$, showing the ordering of the representation of cells in relation to $c'_0$.

Below the encoding of $c'_0$ are the portions of the seed assembly labeled “counter” and “spacer” in Figure 11. The “counter” portion contains the number $n - 1$ encoded in binary which will be used as the maximum value for assembling counters, and the “spacer” portion simply contains some spacer tiles which are used to ensure that the full height of the “counter” + “spacer” portions is equal to $n + 2 + \lambda$, where $\lambda$ is equal to 2 for this version of the construction.

### 6.2 Initial seed growth

The growth from the seed column $\sigma_{c_0}$ occurs in three ways (which are all represented in Figure 12a). The portion which grows to the east along the bottom (beginning from the “counter” section) contains a set of 3 nested binary counters, $ctr_0$, $ctr_1$, and $ctr_2$, which each start at 0 and count to a maximum value of $n - 1$ as follows: $ctr_0$ increments at every column, $ctr_1$ increments every time $ctr_0$ reaches the value $n - 1$ (at which point $ctr_0$ resets to 0 and continues counting), and $ctr_2$ increments every time $ctr_1$ reaches the value $n - 1$. In this way, once $ctr_1$ has counted to $n - 1$, the full length traveled is $n^2$. This type of growth is possible since the counter grows in a standard zig-zag manner, and it passes forward the encoded value of $n - 1$ which it uses to compare against current counter values. Additionally, while this segment is growing to the east, it also rotates downward the information encoded in its initial row (i.e. the maximum counter value and spacing). The north surface of the counter provides a base across which the representation of $c'_0$ grows, to the east. The west side of the seed column initiates growth which rotates the counter and spacer values clockwise, while forming a square with a specially marked corner (shown as grey in Figure 12a) for reasons to be discussed later. The north facing counter then grows in the same way as the east facing counter. The southern counter grows at a width of $n + 2 + \lambda$, and the western
counter’s width is \( n + 1 + \lambda \), which are both much wider than necessary for the counters themselves, for reasons which will be discussed later. Once they have reached the distance \( n^2 \), the counters “pause” counting while a square of dimension \( n + 2 + \lambda \) form.

Figure 12: The initial growth of the seed assembly shown in Figure 11.

### 6.3 Completion of initial stage

The box on the bottom right of Figure 12a initiates the growth of a series of zig-zag, upward and downward growing columns which 1) propagate the encoding of \( c'_0 \) to the right while shifting the “*” marks up by one position (thus marking the locations of the cells in the second column), and 2) copy all values with “*” marks (before the shift) to the top row. Note that these are guaranteed to fit with no more than one value per column since the width of the rectangle is that of the outer counters which is \( n + 2 + \lambda \) and there are only a total of \( n \) values for any row. The square on top of the western counter initiates the growth of a rectangle which reaches the location where the remaining values for the first column of \( c'_0 \) (i.e. \( d \) and \( g \) in the example) are located. This allows a square to form which selects the first value (in the example, \( a \)) as the value representing this simulated cell.

At this point, the southern and western counters are both able to continue growing, with their \( ctr_0 \) and \( ctr_1 \) values reset to 0 while their \( ctr_2 \) values are both incremented to 1. Further growth similar to the pattern of growth up to this point continues until the \( ctr_2 \) counters have each reached their maximum value, resulting in the full formation of the assembly representing the initial configuration of \( \mathcal{A} \), as shown in Figure 9. It can be seen how, at this point, the values for each of the grid locations in \( c'_0 \) have been selected in regions corresponding to their locations in \( c'_0 \) (highlighted in green) by performing simple shifting of markers across the values propagated through the fibers.

We refer to the rectangular portions and the smaller squares as fiber. The fibers on the western and southern sides of the assembly of any given stage are called boundary fibers, while the rest are called stage fibers. The bottom row of upward growing stage fibers perform the column selection and shifting of the “*” marks as previously discussed. The upper rows simply select the leftmost marked values which are passed to them and propagate all remaining values upward while shifting the mark by one position.
Each horizontal fiber collects all values for its row, picking them up one at a time from left to right, getting one from each square where it crosses with a vertical fiber. See Figure [13] for an example. It does this by designating each of its rows to carry the value of one cell in that row, with the top and bottom hardcoded to each represent a cell in the quiescent state (and note that when these are added they are initialized to contain the necessary markers denoting whether they are at the left or right side of the grid — see Figure [11] for an example of the arrow markers). Since it will gather the \( n \) cell values for the current stage, the addition of a quiescent value to the bottom and top simulates the addition of an extra cell on the left and right side of this row in the grid for the next stage (since this listing of cell values will be used to compute the values for the next stage), and the height of this fiber is \( n + 2 + \lambda \), ensuring that all values will fit with one per row. The horizontal fiber grows in a zig-zag manner, using the square below it to guide it until it reaches an intersection with a vertical fiber. Through the square of the intersection, the columns grow just in the upward direction, propagating all of the information about the cell values for that column upward while using cooperation from the west to propagate the “\(*\)” marker one position to the right, and to also collect that value all the way to the top right of the square. After leaving the intersection, it resumes its zig-zag growth, which allows it to shift all collected cell values for that row down by one (other than the top and bottom values, which stay in fixed positions).

The horizontal fiber provides for a portion of the addition of a ring of quiescent cells for the next stage. To handle the addition of the new bottom row, the boundary fiber creates a similar list of values, with all set to quiescent and containing the necessary markings for the edges of the grid that they are on. To handle the addition of another row on the top, the next stage will insert quiescent values during the distribution of cell values. The squares at the intersections of stage fibers all grow using cooperation between the two fibers, in order to preserve the information from both fibers and position it appropriately. The result of the growth of all of the stage fiber is that each simulated cell has the representation of the correct value, plus the horizontal fibers at their eastern edges contain a complete representation of all cell values at this stage of the simulation. Note that the shaded grey squares are simply filled by generic “filler tiles” which carry no specific information.

![Figure 13: Growth of a horizontal fiber, beginning from its initiation and growing through two intersections with vertical fibers.](image-url)
the others as it grows from left to right. The completion of the first stage occurs when the top rightmost square (that representing cell \(i\) in Figure 9) has its top rightmost corner completed. Once this tile is placed, it allows for the attachment of the tile shown in black, which initiates a row of tiles which grow to the left edge of the assembly, and then down the entire left side. Note that since both the top and left fibers were narrower than the other fibers by a single tile, they are now the same widths, creating a perfectly square assembly for the representation of the initial stage.

### 6.4 Growth of subsequent stages

Figure 14: Beginning growth of the second stage.

To begin growth of the next stage, upon reaching the southwest corner of the assembly representing the first stage, growth is initiated along both the south and west sides which copies the counter and spacer information from the counters there, and then adds 2 to the maximum counter value (since the dimensions of the cells simulated by this stage will increase by 2 to add a new perimeter of quiescent cells to handle any growth of the active configuration). This results in the new boundary fiber for the next stage, and these counters increment each time they reach a square representing the maximum length of the boundary fiber for the previous stage. Upon reaching that distance, the bottom boundary fiber creates a square which initiates upward growth of a special stage fiber. While quite similar to the corresponding stage fiber of the previous stage fiber, rather than just extracting the necessary values for the first column of this stage, this fiber embeds the functionality of the “transition computation gadget.” This functionality is described in detail in Section 6.5, but essentially it is used to compute the new values of the cells in the current column. Other than the fact that the first row of vertical stage fibers for each stage use the transition computation gadget rather than just cell value selection as for the first stage, the rest of the information propagation through the fibers is the same.

The vertical stage fiber is able to use the cell values exposed by the horizontal fibers of the last
stage to compute the new cell values, with each such horizontal fiber exposing the values of one row of cells. The leftmost vertical stage fiber places the “*” marker on the bottom value of each, which represents the rightmost cell of each row. It then performs the computation of new values and passes them upward by rotating them up and right, with the “*” remaining on the leftmost. Note that there is room to accommodate all \( n \) values after performing the computation because the computation requires two columns and the width of the fiber is \( n + 2 \). While doing this, the vertical fiber also passes all of the values from the horizontal fibers of the previous stage through from left to right, while moving the “*” marker for each up by one position. This makes the values available for the computation of the next column’s values by the next vertical fiber, with the “*” markers in the correct positions. When a vertical fiber reaches the topmost row of simulated cells for the current stage, it will insert a new quiescent value row of newly added cells at the top of the grid during this step, and mark them as the top cells of the grid. The fact that the values of these cells were not included in the computation of cell values for this stage cannot result in incorrect computation due to the fact that the initial configuration \( c'_0 \) was created with a perimeter of quiescent cells, and growth at every step has ensured that there is always a buffer of quiescent cells which can be assumed during the computation.

The vertical fiber is able to determine how high to grow by detecting the marker from the top right corner of the previous stage. It is able to determine which information is from the immediately previous stage (in the case of advanced stages where there are stage fibers from multiple previous stages available) because, as a vertical fiber for one stage copies across the values for the fibers of previous stages, if it is the last vertical fiber for its stage (which can easily be determined by the boundary fiber which initiates its growth) it marks the information it is copying across from all other fibers as “copy-only”, meaning that that information no longer participates in the computation of new cell values. The vertical fibers within the square representing the computation of values for a given stage copy all information from previous fibers upward and to the right. As the next stage forms, all such information is copied into and through the neighboring cells. If it is received from below, it is copied up and to the right, and if it is received from the right it is only copied to the right.

This system allows fibers of each stage to pass along the fibers and values from all previous stages, and only when they are vertical fibers of the initial formation of a stage do they perform computation of new cell values. Otherwise, fibers are simply nested copies carrying the initial computation of the cell values of their stage, which are passed around through the cells of later stages. This ensures that the value for each cell at a particular time step is only computed once (which is necessary in the case of the simulation of a nondeterministic CA, to be discussed), even though it is represented (for that cell and time step) in an eventually infinite number of cells (as recursive copies of all previous configurations leading up to each cell). Thus, each cell of the computation at time step \( n \) contains the full configuration history of \( A \) for steps 0 through \( n - 1 \).

### 6.5 Transition computation gadget

We now define the *transition computation gadget*, which is used to execute the transition function which computes the new value of a column of cells given the current values of all cells in the grid. This consists of a pair of vertical columns which grow up then down along the length of a column of tiles which expose the values of the simulated cells from the previous stage. These will be contained in the ends of the fibers of the immediately previous stage, with each fiber containing the values of exactly one row, in row order of left to right. Further, the values of any cells which are on the boundary of the grid will be marked accordingly. For the first (leftmost) transition computation gadget of each stage, the bottom values of each row will be assumed to implicitly have a “*” mark, and this mark will be
shifted upward by one position for use by each subsequent transition computation gadget. The purpose of the first, upward growing column is to gather the values of the following cells of the neighborhood of each cell marked with a “*”: \(\{(-1,-1),(0,-1),(1,-1),(-1,0)\}\). (Recall that the locations marked with a “*” represent the values for the cells in the current column.) For clarity, we will now explain how it does this for a single “double marked” location (i.e. just for the case of this explanation, one of the locations marked with a “*”) is also given another mark, say “+”), as the process can easily be extended to simultaneously handle all of the “*” marked tiles but the explanation is a bit clearer when focusing on one of them. Computation for the single position is accomplished by the upward growing row “remembering” the values of the last cell encountered until it encounters a “*”, then remembering the last cell, the cell with the “*”, and the next cell. It then continues by remembering those three and the last encountered cell until it either encounters another “*”, at which point it forgets the last group of 3 and starts over, or it encounters the specially “double marked” cell. Once it reaches that cell, following the scheme outlined it will have arrived carrying the necessary information for the four neighbors. (Note that when tiles record the fact that a cell is on the border of the grid, then the quiescent value can be substituted for the missing neighbor or cells.) The upward growing column completes, then initiates the downward growing column which similarly gathers the value of the remaining four neighbors. The correct location of the “*” markings is crucial for this to occur correctly. All neighborhood information can be gathered since only a constant amount of information must be contained in any given tile. See Figure 15 for two examples of the values for a cell’s neighborhood being gathered. Again, note that the process can be easily extended so that all cells marked with “*” are computed in the same two rows by just gathering and “dropping off” the information at all relevant locations, while still retaining the need for only a bounded number of cell states to be remembered by any single tile, regardless of the size of the grid and thus the number of marked tiles at any time.

Once the downward growing column reaches the height of the cell to transition, the glues adjacent to that location contain the information about the entire neighborhood. By having one tile type for each possible set of neighborhood values, namely all \(2^9\) combinations of 0’s and 1’s for the 9 cells in a neighborhood, the tile set is designed to allow for the placement of exactly one tile type, which correctly represents the value of that cell if it executed its transition function.

### 6.6 Correct simulation

The scalable representation function \(R\) which testifies to the simulation of \((\mathcal{A}, c_0)\) by \(\mathcal{T}\) works as follows. Given a time step \(t \in \mathbb{N}\), it is able to find the scale factor at which the configuration \(c \in G^t(c_0)\) is represented by first finding the scale factor of the first stage \((t = 0)\), which is \(n^3 + (n + 1)(n + 2 + \lambda)\) where \(n\) is the dimensions of \(c_0^0\). Let \(w_t = n + (2 + \lambda)(t + 1)\) be the width of the fiber at step \(t\), and we can recursively define the dimensions at step \(t\) as \(d_t = (n + 1)w_t + nd_{t-1}\). After computing \(d_t\), \(R_{d_t}\) can simply inspect the given assembly \(\alpha\) to determine if the completed square of the necessary dimensions exists. If so, it can use the computed dimensions to find the locations of the square intersections of stage fibers where the cell values for each simulated cell are marked to determine the states of all cells in the grid being simulated for step \(t\). All other cells of \(\mathcal{A}\) must be in the quiescent state. If not, \(R_{d_t}\) is undefined, which ensures that the representation of the CA proceeds in a synchronous manner, with each time step being defined only once all cells states have been computed. For \(t \in \mathbb{N}\), scalable representation function \(R\) and function \(f(t) = d_t\), we can see that the conditions of simulation given in Definition 2.5 hold. As an interesting side effect, all simulated cells for time step \(t\) contain the entire computational history of \(\mathcal{A}\) for time steps 0 through \(t - 1\).
6.7 Overview of construction to prove Theorem 5.1

Now that we have defined the above construction for a tile set which can simulate the Game of Life CA given an arbitrary finite initial configuration, we sketch the necessary extensions to provide a tile set which can simulate any synchronous nondeterministic CA.

Let $\mathcal{C} = (\mathbb{Z}^2, S, N, \delta)$ be an arbitrary synchronous nondeterministic CA, $d$ be the maximum unit distance of any element of $N$ from the center position (i.e. the distance of a cell’s furthest neighbor in its neighborhood), $b$ be the number of bits required to represent $S$, and $c_0$ be the initial configuration of $\mathcal{C}$. Now, define $M$ as a nondeterministic Turing machine which takes as input the encoding of a synchronous nondeterministic CA (in some standard encoding) and the representation of a grid of cells in the same format they are represented in the previous construction (i.e. as they appear in the seed assembly or along the western edges of the stage fibers of a given stage), with the only difference being that the states are not now restricted to only single bits, but instead may be series of bits (with delimiters between the bits representing the states of different cells), and outputs the new cell state for the one cell marked with “∗” and “+”. Note that $M$ must be nondeterministic to simulate $\mathcal{C}$, and in order to randomly select from a set of $s$ possible states it simply chooses the bits of a binary number $i$ between 0 and $s - 1$ (the random choice of bits will be performed by the nondeterministic attachment of one of two tiles in each bit position) and then selects the $i$th of the possible states. For details on how to approach uniform distribution across the selection of possible choices, various gadgets of increasing but bounded space complexity can be used (see [12]). Define $r$ to be the longest running time of $M$ when given any single neighborhood $S^{[N]}$ for $\mathcal{C}$, and let $m$ be the maximum amount of tape space used. Note that both $r$ and $m$ can be easily (if exhaustively) determined by simply running $M$ for each of the $S^{[N]}$ possible neighborhoods.

Now we adjust the previous construction as follows. To create $c'_0$ from $c_0$, we do as before, but we add an additional $d$ rings of quiescent cells around $c'_0$ to account for the fact that $\mathcal{C}$ may have an arbitrarily large neighborhood and we want to simulate enough quiescent cells around the border of our grid at all times to ensure that we are simulating all non-quiescent cells. In the seed assembly, in place of the “spacer”, encode the definition of $\mathcal{C}$ (in the encoding used by $M$) plus $r + m$ spacer tiles to provide...
enough space for $M$’s tape and running time (the space provided here will ensure that rotations of these values provide the necessary space throughout the assembly). In place of the transition computation gadget, $M$ will be run. In order to do this, whenever the boundary fiber reaches a point at which it would have formerly grown a square which initiates the transition computation gadget, instead of growing the square, $M$ is simulated in a standard zig-zag manner. Additionally, $M$ only computes the transition for a single cell (beginning with the bottom one marked with “∗”) and then passes the newly computed cell value along with the rest of the (unchanged) cell values for that column upward. As before, all needed information is also passed through the simulation of $M$ to the right. Now, rather than just receiving the new cell values and passing them along, the squares at the intersections of vertical and horizontal stage fibers also execute $M$, whose definition is passed in from the west via the western boundary fiber. This allows all of the same information flow, but splits up the computations of new cell values in such a way that each simulated cell computes at most a single new cell value, which can be done within the time and space bounds, $r$ and $m$. In order to provide consistency of scale, a counter is embedded within the running of $M$ so that, in the case of computations which require variable amounts of time relative to each other, the counter ensures that $r + m$ space is always used. Again, as in the previous construction, once the value for a cell at a particular time step is computed, it is continually passed along into all other representations of the same cell within other larger cells, but never recomputed.

Finally, the representation function $R$ now must be adjusted to take into account the fact that cell states are now binary strings, and also take into account the new scaling factor due to the padding provided to run $M$. Nonetheless, this construction retains the same properties such as the previous, in terms of completing each stage before beginning the next.
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