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Abstract
People with special needs like blind and visually impaired (BVI) people can particularly benefit from using voice assistants providing spoken information input and output in everyday life. However, it is crucial to understand their needs and to include these in the development of accessible and useful assistance systems. By conducting an online survey with 145 BVI people, this paper revealed that common voice assistants like Apple’s Siri or Amazon’s Alexa are used by a majority of BVI people and are also considered helpful. In particular, features in the context of audio entertainment, internet access and everyday life practical things like weather queries, time-related information (e.g. setting an alarm clock), checking calendar entries and taking notes are particularly often used and appreciated. The participants also indicated that the integration of smart home devices, the optimization of existing functionalities and voice input are important, but also potentially negative aspects such as data privacy and data security are relevant. Therefore, it seems particularly interesting to implement an online data processing as far as possible. Our results contribute to this development by providing an overview of empirically collected requirements for functions and implementation-related aspects.
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Introduction
Voice assistants can be a valuable tool for blind and visually impaired (BVI) people to output and input spoken information. Such information can be everyday issues, such as checking the weather at a certain place, the current time, and what appointments are coming up. But, it is also important to be able to create appointments and reminders, for example. Voice assistant (also known as a voice user interface) are widespread and available in the non-accessibility focused consumer market, e.g., on the move in the form of Apple’s Siri or at home with Amazon’s Alexa. However, such mostly consumer devices are designed for sighted users and do not address accessibility aspects. To this end, the correct speech recognition is crucial, and the technical infrastructure required for this is usually implemented via an online connection to corresponding servers with powerful computing capabilities [31, 15]. Conventional assistants such as Amazon Alexa, only work with an online connection because of the online computed speech recognition. However, this implementation involves considerable data security and privacy issues, see for example the definitions of Phelps et al. [24]). There are different approaches to ensure data privacy and security in the most efficient way [32, 27], frameworks to test them [8, 16] or general investigations regarding privacy norms [19]. Worldwide smart speaker sales increased from 4.6 million units in the fourth quarter of 2016 to 58.2 million in the fourth quarter of 2021 [1]. This trend was also predicted to a lesser extent by Statista in 2016. The increase was predicted from 390 million users of digital assistants in 2015 and 504 million in 2016 to 1831 million people in 2021 [9].

In this context, the question arises whether, how and why such assistance systems are also suitable for BVI persons and what has to be done for an even better acceptance and benefit in everyday life. Towards answering this question, our contribution gives an overview of the current state of the use of voice assistants for BVI users as well as requirements for functionalities. After discussing related work under technical and requirements analysis aspects, the content, implementation and results of our online survey with BVI participants are presented. Finally, the main findings of the paper are summarized and recommendations for future work are derived.
Related Work

Voice Assistants

To the authors' best knowledge, three proof of concepts of offline speech interfaces [20, 22, 23] and eight related assistants already developed for people who are visually impaired are known, presented in detail in the following. The system Sarah [20] and Petraitytes' voice assistant [23] describe designs of voice user interfaces and have not implemented any voice assistant features yet. While Sarah can run with offline modules (e.g., PocketSphinx, MaryTTS, spaCy) as well as with online modules (e.g., wit.ai, Ivona, Mycroft), it also allows text as an input and is not limited to speech input. PIPPA only works with the offline engines DeepSpeech for speech recognition, RASA dialog management and Mozilla TTS. The system is limited to the uncustomized vocabulary and also needs a spellchecker to compensate for minor errors in the speech-to-text (STT) model. The offline smart speaker Pippa [22] also uses Mozillas' DeepSpeech for speech recognition and has already some assistive features like controlling the lights. Felix et al. [11], Chen et al. [7] and Kulhalli et al. [15] introduce Android application, that provide features like image and currency recognition [11], outdoor navigation with falling detection, information service for weather, news, date, calculator, playing music [7], and controlling commands for the smartphone [15]. While the voice assistants of et al. and Chen et al. [11, 7] only work with an internet connection, the personal assistant from Kulhalli et al. [15] is able to recognize the user speech input offline, but only processes given commands like "open application" or "send text SMS to respective person" which must be known to the user. Weeratunga et al. [31] and Bose et al. [4] developed systems that provide online speech recognition by the Google API and the offline module pyttsx for text to speech. Nethra [31] also provides an alternative offline speech recognition with a limited vocabulary. These assistants allow the user interaction with computers and internet-based services [31] and to send and receive mails, get daily news, weather forecast, and manage reminders, alarms, and notes [4]. The only systems that work entirely offline are the Android application intelligent eye [3] (providing light and color detection and object and banknote recognition) and the intelligent home automation for physically challenged people [13, 28, 25] (offering features like Wikipedia, news, weather, movies, a module that responses definitions of requested words, find my phone module, and a joke module), and the smart assistant of Tahoun et al. [30] (including an object, color and text recognition and distance algorithm calculating the distance to an object using an ultrasonic sensor). The intelligent eye and the smart assistant do not have a voice input module and can only be operated via buttons. In terms of design, the intelligent home automation comes closest to our approach but only possesses a query processor and no dialog management. In addition, it is generally designed for physically challenged people and therefore not focused on especially blind and visually impaired users. When developing assistive devices, it is crucial to consider the users' requirements in addition to the technical implementation details. In this regard, the following section presents existing reviews, questionnaires and their main findings.

Surveys on Voice Assistants

There are several survey and review papers, e.g. on how fundamental metaphors and guidelines for designing voice assistants might empower and constrain visually impaired users [5], on the risk and potential of voice assistants [14], and concerns from the users' perspective [6]. Voice assistants have a high potential to support blind users, but entail usability and accessibility issues by complex commands, receiving appropriate nonvisual feedback, and correcting errors during interaction [2]. However, "blind screen reader users are the power users of voice interfaces, and centering them in the design process can generate better tools for a variety of users". To this end, Branham et al. [5] performed a qualitative review of known voice activated personal assistants' design guidelines by Amazon, Google, Microsoft, Apple, and Alibaba and how fundamental metaphors and guidelines for designing voice assistants might empower and constrain visually impaired users. The length and complexity suggested in the guidelines do not adequately describe the cognitive abilities of blind users, since many blind people are superior to sighted in serial memory tasks and are better at remembering longer sequences of words. Thus, blind users may be able to correctly interpret and retrieve longer and more complex speech responses. In an interview by Abdolrahmani et al. in 2018, 14 adult blind participants that were experienced with voice activated virtual assistants appreciated these systems one the one hand due to a reduction of needed time with spoken input compared to a touch screen or keyboard. On the other hand, mobile voice assistants were said to tend to misinterpret the users command, especially in noisy public environments. Other problems are the non-availability of refining the recognition of special names and the limited time for spoken input. The assistant's
spoken feedback can be often too detailed, unnecessary, or irrelevant, or conversely did not provide sufficient information to answer the question. Ideally, such aspects should be adjustable by each user individually. Moreover, no reaction after the wake-word or unrequested activation can be obstructive, especially if the visual feedback (e.g., Amazon Echo’s light ring cannot be seen. Data privacy and security issues are, however, considered acceptable for the functionality offered. Apart from accessibility and engineering issues, an market research survey in 2019 revealed that from 1021 (sighted) participants between 18 and 69 years, 62% have already used a virtual assistant, of which 52% are satisfied with the functions. The most often used skills are requesting information from, for example, Google, playing music, getting weather reports and reminders of dates [26]. With consumer devices, another survey from 2021 identified Amazon Echo as most Alexa disseminated (78 %), followed by Apple HomePod (Siri) and Google Home (Google Assistant) with 12 % each [29]. Klein et al. [14] presented in 2020 a questionnaire with 115 (sighted) participants, whereof 87,8% have access to at least one voice assistant, and 51.5% use one device. Google Assistant is most frequently used, followed by Amazons Alexa and Apples Siri and 30,61% use a voice assistant several times a day or week, and 19,38% have a weekly or monthly usage times. But apart from gaining more popularity and momentum, concerns about smart speakers and intelligent voice assistants remain. However, interestingly, such privacy aspects are less pronounced among cell phone users than in the domestic smart home context [18]. A 2018 study identified several reasons impeding the use of voice assistants: Security concerns, gathering a lot of data, and autonomy and transparency when accessing information [10], where data privacy [6] and possible data misuse and monitoring [14] is not only most important, but also well-founded [16, 17]. With offline data processing as far as possible, such problems can be systemically avoided.

Online Survey
Method
To identify requirements for an offline voice user interface with offline speech processing, the following overall research questions were presented to blind and visually impaired (BVI) participants in an accessible online survey.

- How many BVI people use voice assistants?
- Which systems and features do BVI people use, and which ones are most helpful?
- What are positive and negative experiences with voice assistants?
- What features are missing?

The URL to the electronic questionnaire was sent to BVI people organizations within Germany together with contacting already known BVI participants from previous experiments. In detail, the survey consists of seven pages and fourteen questions (see Fig. 1) and is organized on the individual pages as follows:

1. Demographics data (age, reason and data for vision impairment)
2. Assistive devices (daily used aids and used voice assistants)
3. Voice assistant experience (used systems and features, if applicable)
4. Voice assistant data (new commands and features, possible problems, classification)
5. Two self-considered example dialogs (understanding user expressions)

SoSci Survey was used as the survey platform. To ensure accessibility, a telephone number was provided with which the survey could also be conducted on the phone.

Figure 1: Flowchart of the questionnaire procedure.
Participants
The survey was conducted with n = 146 participants between 18 and 82 years with a mean age of 52±14 years. 61% of the participants are blind and 93% have a maximum vision of 5%.

Results and Discussion
As a first step, invalid data (e.g., an incomplete questionnaire set or facetious answers) was deleted and non-consistent data (e.g. the year of birth or age, or remaining vision and synonymous reasons) was manually converted to the same format, if necessary. To identify characteristics on features, the given answers were clustered into often used, helpful, and new features. Categories that were mentioned more than four times were added to the list of features to be implemented (see Fig. 2). When determining how often particular features were mentioned, it was ensured that a category was only counted once per person, even if they named several items from this group. For example, if a person said he or she uses the music and radio skill, the corresponding category auditory entertainment was only calculated once.

Afterward, features were again omitted that can be replaced by frequently used tools and therefore do not necessarily create added value (e.g. sending a SMS message or using the telephone, step 3). This resulted in the final selection of features to be implemented (step 4).

Experiences with Voice Assistants
The majority (88%) of participants have already used a voice assistant and 86% consider such systems as helpful, while some participants consider them as not useful (3%), a toy (9%), or don’t know (2%). Fig. 3 shows that most of them used Siri, Amazon’s Alexa or the Google system. Some participants named screen readers (e.g., JAWS) when asked for voice assistant experience, which is per definition not a voice assistant because they are rather used to solve predefined tasks with commands instead of operating a dialog system. When looking at the most used features, the answers are listed in descending frequency in Fig. 4a. Auditory entertainment, Internet requests and gathering information, asking for weather forecast, setting an alarm clock, managing the calendar, setting a timer, using telephony, dictation function, asking for the current time, receiving the news, playing games, control the smartphone, using smart home features and identifying locations and opening times were stated.

Figure 2: Procedure for the evaluation of the questionnaire on the use and experience

Figure 3: Frequencies of individual voice assistants being used by participants
The group auditory entertainment includes answers like music, audio film, audiobook, TV media, and podcasts. In addition, several Internet search engines like Google and Wikipedia and general questions were grouped to the category internet requests. Only information asked again via specific pages, such as a train timetable or news, was left as a single category. The category home automation includes controlling the blinds, lights, heating, sockets, air conditioning, or a robot vacuum cleaner.

When looking at the most helpful features, the answers are listed in descending frequency in Fig. 4b. The most frequently mentioned useful functions were auditory entertainment, internet requests, calendar, alarm clock, weather, timer, time, telephony, TV, sending messages, dictation function, news, home automation, calculator, and pedestrian navigation with time and distance information. In addition to the actual functions, many also stated that they particularly appreciate the operation speed and independence through Voice Assistance. They also sometimes need fewer devices or do not have to search for them.

When it comes to new features with an added value for daily living, most participants mentioned features within home automation, i.e., controlling other devices like light, television, shutter, and kitchen appliances, see Fig. 4c. Also, a better and louder public transport timetable, another navigation method through the systems menu and more specific Internet requests were stated. It was also submitted to provide better indoor and outdoor navigation with voice commands, object recognition, and pedestrian routes. Some named the ability to read documents, displays and packaging aloud, managing notes and shopping lists, address book and phone numbers. It was also mentioned that the listing of locations such as restaurants, delivery services, or stores could be changed/improved by providing specified filters and changing the order of the presented sequence. Some also mentioned that they would like to order from supermarkets, get information about desired food, translate a given sentence or word, or even use the assistant itself with other languages. At least some suggest providing a description of named environments and objects. Besides positive experiences, used features, and new ideas, negative criticism on voice assistants were wrong text detection, issues during a poor internet connection, and...
wrong interpretation of the detected input. Some participants also complained that the assistant sometimes does not react or have concerns about data protection and security and continuous listing of third parties. Furthermore, linguistic problems such as similar English and German words, technical words, proper names, or accents were mentioned. The results are broadly consistent with those of previous surveys, such as the affinity or subjective suitability of Apple devices in the area of accessibility [21, 12] and the users wishes for factual questions, directions/location of a place, speech-to-text conversion and setting a timer [18]. The Statista survey on the used functions of virtual assistants in 2019 shows similar skills in a similar order. Blind and visually impaired people, however, also frequently use the assistant to set an alarm clock or timer and ask for the time.

Conclusion and Future Work
Especially for marginalized groups like blind and visually impaired (BVI) people, voice assistants can be a helpful tool to facilitate their everyday life by spoken input and output of information. However, it is important to understand their needs and to include them in the development of accessible and useful assistance systems. In this paper, a survey with 145 BVI persons revealed that common voice assistants like Apple’s Siri or Amazon’s Alexa are also used by a majority of them and are also considered helpful. In particular, features from audio entertainment, internet access and practical things like weather queries, time-related information (e.g. setting an alarm clock), calendar entries and notes are particularly often used and appreciated. The participants also indicated that in the future the integration of devices in the smart home context, the specification of existing functionalities and voice input are important, but also potentially negative aspects such as data privacy and data security are relevant. Therefore, it seems particularly interesting to implement offline data processing as much as possible in future devices. Our results contribute to this development by providing an overview of empirically collected requirements for functions and aspects of the implementation.

Acknowledgements
We thank all participants for their valuable feedback.

References
1. 2021 Business Wire, I.: Strategy analytics: Global smart speaker sales cross 150 million units for 2020 following robust q4 demand. https://www.businesswire.com/news/home/20210303005852/en/Strategy- Analytics-Global- Smart-Speaker-Sales-Cross-150-Million-Units-for-2020- Following-Robust-Q4-Demand (March 2021 (accessed September 14, 2021))
2. Abdolrahmani, A., Mukkah, R., Kuber, R., Branham, S.M.: Blind people are power users: An argument for centering blind users in design of voice interfaces. UMBC Student Collection (2020)
3. Awad, M., El Haddad, J., Kheineiser, E., Mahmoud, T., Yaacoub, E., Malli, M.: Intelligent eye: A mobile application for assisting blind people. In: 2018 IEEE Middle East and North Africa Communications Conference (MENACOMM). pp. 1/6. IEEE (2018)
4. Bose, P., Malpthak, A., Bansal, U., Hansola, A.: Digital assistant for the blind. In: 2017 2nd International Conference for Convergence in Technology (I2CT). pp. 1250(1253. IEEE (2017)
5. Branham, S.M., Mukkath Roy, A.R.: Reading between the guidelines: How commercial voice assistant guidelines hinder accessibility for blind users. In: The 21st International ACM SIGACCESS Conference on Computers and Accessibility. pp. 446(458 (2019)
6. Burbach, L., Halbach, P., Plettenberg, N., Nakayama, J., Ziee, M., Valdez, A.C.: "hey, siri"," ok, google"," alexa". acceptance-relevant factors of virtual voice assistants. In: 2019 IEEE International Professional Communication Conference (ProComm). pp. 101(111. IEEE (2019)
7. Chen, R., Tian, Z., Liu, H., Zhao, F., Zhang, S., Liu, H.: Construction of a voice driven life assistant system for visually impaired people. In: 2018 International Conference on Artificial Intelligence and Big Data (ICAIBD). pp. 87(92. IEEE (2018)
8. Chung, H., Park, J., Lee, S.: Digital forensic approaches for amazon alexa ecosystem. Digital investigation 22, 515(525 (2017)
9. Department, S.R.: Prognose zur Nutzung von virtuellen digitalen Assistenten weltweit bis 2021. https://de.statista.com/infografik/5627/nutzung-von-digitalen-virtuellen-assistenten/ (August 2016 (accessed September 14, 2021))
10. Department, S.R.: Umfrage zu Gründen für die Nichtnutzung von Sprachassistenten in Deutschland 2018. https://de.statista.com/statistik/daten/studie/872316/umfrage/grunde-fuerdie-nichtnutzung-von- sprachassistenten-in-deutschland/ (February 2021 (accessed September 14, 2021))
11. Felix, S.M., Kumar, S., Veeramuthu, A.: A smart personal ai assistant for visually impaired people. In: 2018 2nd International Conference on Trends in Electronics and Informatics (ICOEI). pp. 1245(1250. IEEE (2018)
12. Griffin-Shirley, N., Banda, D.R., Ajuwon, P.M., Cheon, J., Lee, J., Park, H.R., Lyngdoh, S.N.: A survey on the use of mobile applications for people who are visually impaired. Journal of Visual Impairment & Blindness 111(4), 307-323 (2017)
13. Klein, A.M., Hinderks, A., Rauschenberger, M., Thomaschewski, J.: Exploring voice assistant risks and potential with technology-based users. In: WEBIST. pp. 147-154 (2020)
14. Kulhalli, K.V., Sirbi, K., Patankar, M.A.J.: Personal assistant with voice recognition intelligence. International Journal of Engineering Research and Technology (IJERT) (2017)
15. Liao, S., Wilson, C., Cheng, L., Hu, H., Deng, H.: Measuring the effectiveness of privacy policies for voice assistant applications. In: Annual Computer Security Applications Conference. pp. 856-869 (2020)
16. Liao, S., Wilson, C., Cheng, L., Hu, H., Deng, H.: Problematic privacy policies of voice assistant applications. IEEE Security & Privacy (2021)
17. Liao, Y., Vitak, J., Kumar, P., Zimmer, M., Kritikos, K.: Understanding the role of privacy and trust in intelligent personal assistant adoption. In: International Conference on Information. pp. 102-113. Springer (2019)
18. Martin, K.: Understanding privacy online: Development of a social contract approach to privacy. Journal of business ethics 137(3), 551-569 (2016)
19. Micha: Diy sprachsteuerung (fast) komplett offline. https://duke.de/2017/02/diysprachsteuerung-fast-komplett-offline/ (February 2017 (accessed May 13, 2021))
20. Morris, J., Mueller, J.: Blind and deaf consumer preferences for android and ios smartphones. In: Inclusive designing, pp. 69-79. Springer (2014)
21. Petraityte, J.: How to build a voice assistant with open source rasa and mozilla tools. https://blog.rasa.com/how-to-build-a-voice-assistant-with-open-source-rasa-and-mozilla-tools/ (August 2019 (accessed May 13, 2021))
22. Prasanna, G., Ramadass, N.: Low cost home automation using offline speech recognition. International Journal of Signal Processing Systems 2(2), 96-101 (2014)
23. Regenthal, J.: Statista-Umfrage Smart Speaker und virtuelle Assistenten 2019. https://de.statista.com/statistik/studie/id/61562/dokument/smart-speaker-und-virtuelle-assistenten/ (March 2021 (accessed September 14, 2021))
24. Singh, A.K., Gupta, I.: Online information leaker identification scheme for secure data sharing. Multimedia Tools and Applications 79(41), 31165-31182 (2020)
25. Suresh, S., Rao, Y.S.: Modelling of secured voice recognition based automatic control system. International Journal of Emerging Technology in Computer Science & Electronics (IJETCSE) ISSN pp. 0976-1353 (2015)
26. Surver, S.G.C.: Deutschland: Beliebteste Smart-Speaker-Marken 2021. https://de.statista.com/ prognosen/999790/deutschland-beliebteste-smartspeaker-marken (August 2021 (accessed September 14, 2021))
27. Tahoun, N., Awad, A., Bonny, T.: Smart assistant for blind and visually impaired people. In: Proceedings of the 2019 3rd International Conference on Advances in Artificial Intelligence. pp. 227-231 (2019)
28. Weeratunga, A., Jayawardana, S., Hasindu, P., Prashan, W., Thelijjagoda, S.: Project nethra-an intelligent assistant for the visually disabled to interact with internet services. In: 2015 IEEE 10th International Conference on Industrial and Information Systems (ICIS). pp. 55-59. IEEE (2015)
29. Yang, C.N., Lai, J.B.: Protecting data privacy and security for cloud computing based on secret sharing. In: 2013 International Symposium on Biometrics and Security Technologies. pp. 259-266. IEEE (2013)