Abstract

The aim of this paper is to show that one can achieve convergence rates of $N^{-\alpha + \delta}$ for $\alpha > 1/2$ (and for $\delta > 0$ arbitrarily small) for nonperiodic $\alpha$-smooth cosine series using lattice rules without random shifting. The smoothness of the functions can be measured by the decay rate of the cosine coefficients. For a specific choice of the parameters the cosine series space coincides with the unanchored Sobolev space of smoothness 1.

We study the embeddings of various reproducing kernel Hilbert spaces and numerical integration in the cosine series function space and show that by applying the so-called tent transformation to a lattice rule one can achieve the (almost) optimal rate of convergence of the integration error. The same holds true for symmetrized lattice rules for the tensor product of the direct sum of the Korobov space and cosine series space, but with a stronger dependence on the dimension in this case.

1 Introduction

Quasi-Monte Carlo (QMC) rules are equal weight quadrature rules

$$\frac{1}{N} \sum_{n=0}^{N-1} f(x_n)$$

which can be used to approximate integrals of the form

$$\int_{[0,1]^s} f(x) \, dx,$$

see [10, 23, 29] for more information. In QMC rules, the quadrature points $\{x_0, \ldots, x_{N-1}\}$ are chosen according to some deterministic algorithm. One can show that the convergence rate of the integration error $\frac{1}{N} \sum_{n=0}^{N-1} f(x_n) - \int_{[0,1]^s} f(x) \, dx$ depends on the smoothness of the integrand and some property of the quadrature points.

There are several deterministic construction methods for the quadrature points. One such method yields so-called digital nets. These yield a convergence of the integration error of $N^{-1}(\log N)^s$ for functions of bounded variation [10, 23]. Higher order digital nets, using an interlacing factor of $d$, yield a convergence rate of order $N^{-\min(\alpha,d)}(\log N)^{\alpha s}$ for integrands with square integrable partial mixed derivatives of order $\alpha$ in each variable [8, 9].
An alternative to digital nets are lattice rules [23, 29]. In this case, for a given positive integer \( N \) one chooses a vector \( g \in \{1, \ldots, N - 1\}^s \) called the generating vector and defines the quadrature points by

\[
\left\{ \frac{ng}{N} \right\} \quad \text{for } 0 \leq n < N.
\]

Here, for a real number \( x \), the braces \( \{x\} \) denote the fractional part, i.e., modulo 1. For vectors, the fractional part is taken component wise. It is well known that there are generating vectors for lattice rules for which the integration error converges with order \( N^{-\alpha + \delta} \) (\( \delta > 0 \)) for smoothness \( \alpha \geq 1 \), but with the restriction that \( f \) and its partial derivatives up to order \( \alpha - 1 \) in each variable have to be periodic [19, Theorem 18, p. 120] and [30, 31]. Fast computer search algorithms for such vectors are known from [26, 27]. Hence, in order to be able to benefit from the fast rate of convergence, one needs to apply a transformation which makes the integrand (and its partial derivatives) periodic. This can cause some problems though and is not always recommended [19, 22]. Since arbitrarily high rates of convergence can be obtained using digital nets for nonperiodic functions, the question arises whether this is also possible for lattice rules. Until now, lattice rules achieve a convergence rate of at most \( N^{-1+\delta} \) (\( \delta > 0 \)) for nonperiodic integrands (via estimates of the star-discrepancy [23]). If one applies the so-called tent transformation and a random shift, this rate of convergence can be improved to \( N^{-2+\delta} \) for any \( \delta > 0 \) for the worst-case error in an unanchored Sobolev space of smoothness 2, see [15].

In this paper we present quadrature rules which achieve a convergence rate of order \( N^{-\alpha+\delta}, \delta > 0 \), for nonperiodic functions with smoothness \( \alpha > 1/2 \). The way we measure smoothness in this paper is slightly different from the setting used in, for instance, higher order digital nets [8, 9] though. We consider functions \( f \) which can be represented by a cosine series. Note that every continuous function \( f \in L^2([0, 1]) \) can be represented by a cosine series (see [18, Theorem 1] for this basis over \([-1, 1]\)). This follows from the fact that the functions

\[
1, \sqrt{2} \cos(\pi x), \sqrt{2} \cos(\pi 2x), \sqrt{2} \cos(\pi 3x), \ldots
\]

are \( L^2 \)-orthogonal and complete on \([0, 1]\).

As mentioned above, the “smoothness” of the cosine series in our context is measured by the rate of decay of the cosine coefficients. To illustrate this, consider a one-dimensional function \( f : [0, 1] \to \mathbb{R} \) given by its cosine series

\[
 f(x) = \tilde{f}_\cos(0) + \sum_{k=1}^{\infty} \tilde{f}_\cos(k) \sqrt{2} \cos(\pi k x)
 = \tilde{f}(0) + \sum_{k=1}^{\infty} \tilde{f}_\cos(2k) \sqrt{2} \cos(2k x) + \sum_{k=1}^{\infty} \tilde{f}_\cos(2k - 1) \sqrt{2} \cos(\pi (2k - 1) x)
 =: c + f_{\text{per}}(x) + f_{\text{nonper}}(x),
\]

where the cosine coefficients are given by

\[
\tilde{f}_\cos(k) := \begin{cases} 
\int_0^1 f(x) \, dx & \text{for } k = 0, \\
\int_0^1 f(x) \sqrt{2} \cos(\pi k x) \, dx & \text{for } k \in \mathbb{N}.
\end{cases}
\]
The sum over the even frequencies is a 1-periodic function \( f_{\text{per}} \) over \([0, 1]\). If the coefficients \( \tilde{f}_{\cos}(h) \) decay with order \( h^{-\alpha} \) then \( f_{\text{per}} \) is \( \alpha \)-times differentiable in the classical sense. However, this does not apply to the sum over the odd coefficients. For instance, the cosine series for \( x \mapsto x - \frac{1}{2} \) is given by

\[
-\frac{4}{\pi^2} \sum_{k=1, k \text{ odd}}^{\infty} \frac{1}{k^2} \cos(\pi k x)
\]

and hence the odd coefficients converge with order \( k^{-2} \) only, although \( x \) is infinitely times differentiable.

Below we introduce a reproducing kernel Hilbert space based on cosine series, with the smoothness measured by the decay rate of the cosine coefficients. Although the smoothness of a cosine series measured by the differentiability of the series can be larger than the decay rate of the cosine coefficients suggests, the opposite can not happen. That is, we show that the reproducing kernel Hilbert space based on cosine series is embedded in the unanchored Sobolev space with the same value of the smoothness parameter. The case of smoothness 1 provides an exception, since there the cosine series space and the unanchored Sobolev space coincide. Various reproducing kernel Hilbert spaces are introduced in Section 2 and their embeddings are studied in Section 3.

In this paper we present two methods which allow us to achieve a higher convergence rate for smoother nonperiodic functions using lattice rules, namely:

1. application of the tent transformation to the integration nodes;

2. symmetrization of the integration nodes.

The tent transformation, \( \phi : [0, 1] \to [0, 1] \),

\[
\phi(x) := 1 - |2x - 1|
\]

is a Lebesgue measure preserving function. The idea of using this transformation in conjunction with a random shift for integration based on lattice rules comes from Hickernell [15] and was also used in [6] for digital nets. In contrast to these works, here we do not rely on a random element in our quadrature rules. We show that a tent transformed lattice rule achieves an integration error of order \( N^{-\alpha+\delta} \), for any \( \delta > 0 \), for functions belonging to a certain reproducing kernel Hilbert space of cosine series with smoothness parameter \( \alpha \). This result follows by showing that the worst-case error in the cosine series space for a tent-transformed lattice rule is the same as the worst-case error in a Korobov space of smooth periodic functions using lattice rules. Thus all the results for integration in Korobov spaces using lattice rules \([7, 12, 20, 26, 27]\) also apply for integration in the cosine series space using tent-transformed lattice rules. In particular for smoothness 1, this yields deterministic point sets for numerical integration in unanchored Sobolev spaces with the same tractability properties as for numerical integration in the Korobov space.

Furthermore, we also use symmetrized lattice rules. We show that these rules achieve the optimal order of convergence for integration of sums of products of cosine series and Fourier series. We apply the transformation \( x \mapsto 1 - x \) to each possible set of coordinates separately, so that if we start off with \( N \) points we get \( O(2^{s-1}N) \) points (see Section 4.2). This symmetrization approach is also mentioned in \([19, 29, 35]\) and is one of the symmetry
groups applied in the construction of cubature formulae, see, e.g., [4, 13]. We prove that a lattice rule symmetrized this way achieves an integration error of order $N^{-\alpha+\delta}$, $\delta > 0$, for functions belonging to a certain reproducing kernel Hilbert space of cosine series and Fourier series with smoothness parameter $\alpha$. The advantage of symmetrized lattice rules is that functions of the form $\cos(\pi(2k-1)x)$, where $k$ is a nonnegative integer, are integrated exactly and hence only the smoothness of the periodic part determines the convergence rate. Note that the decay rate of the cosine series coefficients of the periodic part and of the Fourier series coefficients part coincides with the classical smoothness. Thus the problem with functions where the smoothness in terms of differentiability differs from the rate of decay of the cosine series is overcome using symmetrization. For instance, the function $x \mapsto x$ is integrated exactly using symmetrization. However, a disadvantage of the symmetrization compared to the tent transformation is that the number of function evaluations grows exponential in the dimension and therefore symmetrization is only useful in smaller dimensions.

For both methods, the rates of convergence we obtain are essentially optimal by an adaption of the lower bound of Bakhvalov [3], which is presented in Section 4.3.

In the next section we introduce four reproducing kernel Hilbert spaces, the unanchored Sobolev space, the Korobov space, the cosine series space and the sum of the cosine and Korobov space. Since the unanchored Sobolev space and the Korobov space are frequently studied in the literature, we study the relations among these four spaces in Section 3 to put our results into context. It is shown that the Korobov space and the cosine series space differ, but both are embedded in the sum of the cosine series and Korobov space, which is itself embedded in the unanchored Sobolev space. In Section 4 we study numerical integration in the cosine series space using tent-transformed lattice rules and numerical integration in the sum of the cosine series and Korobov space using symmetrized lattice rules. Numerical results are presented in Section 5 and a conclusion is presented in Section 6.

We write $\mathbb{Z}$ for the set of integers, $\mathbb{N} := \{1, 2, \ldots\}$ for the set of positive integers and $\mathbb{N}_0 := \{0, 1, 2, \ldots\}$ for the set of nonnegative integers. We also write $\mathbb{R}_+^s := \{x \in \mathbb{R} : x > 0\}$. Furthermore, for $s \in \mathbb{N}$ we write $[s] := \{1, \ldots, s\}$.

## 2 Reproducing kernel Hilbert spaces

In this section we introduce several reproducing kernel Hilbert spaces [2]. For a reproducing kernel $K : [0,1] \times [0,1] \to \mathbb{R}$ we denote by $\mathcal{H}(K)$ the corresponding reproducing kernel Hilbert space with inner product $\langle \cdot, \cdot \rangle_K$ and corresponding norm $\|f\|_K = \sqrt{\langle f, f \rangle_K}$. For any $y \in [0,1]$ we have $K(\cdot, y) \in \mathcal{H}(K)$ and we have the reproducing property

$$f(y) = \langle f, K(\cdot, y) \rangle \quad \text{for all} \ y \in [0,1] \text{ and } f \in \mathcal{H}(K).$$

Further, the function $K$ is symmetric in its arguments and positive semi-definite.

For higher dimensions $s > 1$ we consider tensor product spaces. The reproducing kernel is in this case given by

$$K_s(x, y) = \prod_{j=1}^{s} K(x_j, y_j),$$
where \( \mathbf{x} = (x_1, \ldots, x_s) \) and \( \mathbf{y} = (y_1, \ldots, y_s) \). Again, the corresponding reproducing kernel Hilbert space is denoted by \( \mathcal{H}(K_s) \), the corresponding inner product is denoted by \( \langle \cdot , \cdot \rangle_{K_s} \) and the corresponding norm by \( \| f \|_{K_s} = \sqrt{\langle f, f \rangle_{K_s}} \).

For further information on reproducing kernel Hilbert spaces we refer to [2] (or [10, Chapter 2] for reproducing kernel Hilbert spaces in the context of numerical integration).

## 2.1 The unanchored Sobolev space

The *unanchored Sobolev space* is a reproducing kernel Hilbert space \( \mathcal{H}(K_{1,\gamma}^{s\text{ob}}) \) with reproducing kernel \( K_{1,\gamma}^{s\text{ob}} : [0,1] \times [0,1] \to \mathbb{R} \) given by

\[
K_{1,\gamma}^{s\text{ob}}(x, y) := 1 + \gamma B_1(x)B_1(y) + \gamma \frac{B_2(|x - y|)}{2},
\]

where \( B_1(z) = z - 1/2 \) and \( B_2(z) = z^2 - z + 1/6 \) are Bernoulli polynomials and \( \gamma > 0 \) is a real number. The inner product in this space is given by

\[
\langle f, g \rangle_{K_{1,\gamma}^{s\text{ob}}} = \int_0^1 f(x) \, dx \int_0^1 g(x) \, dx + \frac{1}{\gamma} \int_0^1 f'(x)g'(x) \, dx.
\]

In higher dimensions \( s > 1 \) we consider the tensor product space \( \mathcal{H}(K_{1,\gamma_1}^{s\text{ob}}) \otimes \cdots \otimes \mathcal{H}(K_{1,\gamma_s}^{s\text{ob}}) \). The reproducing kernel is in this case given by

\[
K_{1,\gamma,s}^{s\text{ob}}(\mathbf{x}, \mathbf{y}) := \prod_{j=1}^s K_{1,\gamma_j}^{s\text{ob}}(x_j, y_j),
\]

where \( \mathbf{x} = (x_1, \ldots, x_s) \), \( \mathbf{y} = (y_1, \ldots, y_s) \) and \( \boldsymbol{\gamma} = (\gamma_1, \ldots, \gamma_s) \in \mathbb{R}^s_+ \).

The reproducing kernel Hilbert space \( \mathcal{H}(K_{1,\gamma}^{s\text{ob}}) \) can be generalized to higher order smoothness. For \( \alpha \in \mathbb{N} \), consider the reproducing kernel \( K_{\alpha,\gamma}^{s\text{ob}} : [0,1] \times [0,1] \to \mathbb{R} \) given by

\[
K_{\alpha,\gamma}^{s\text{ob}}(x, y) := 1 + \gamma \sum_{\tau=1}^\alpha B_\tau(x)B_\tau(y) \left(\frac{\tau!}{(\gamma!)^2}\right) - (-1)^\alpha \gamma \frac{B_{2\alpha}(|x - y|)}{(2\alpha)!},
\]

where \( B_\tau \) is the Bernoulli polynomial of order \( \tau \). The inner product for this space is given by

\[
\langle f, g \rangle_{K_{\alpha,\gamma}^{s\text{ob}}} = \int_0^1 f(x) \, dx \int_0^1 g(x) \, dx + \frac{1}{\gamma} \sum_{\tau=1}^{\alpha-1} \int_0^1 f^{(\tau)}(x) \, dx \int_0^1 g^{(\tau)}(x) \, dx + \frac{1}{\gamma} \int_0^1 f^{(\alpha)}(x)g^{(\alpha)}(x) \, dx.
\]

To obtain reproducing kernel Hilbert spaces for the domain \([0,1]^s\), we consider again the tensor product of the one-dimensional spaces. This space has the reproducing kernel

\[
K_{\alpha,\gamma,s}^{s\text{ob}}(\mathbf{x}, \mathbf{y}) := \prod_{j=1}^s K_{\alpha,\gamma_j}^{s\text{ob}}(x_j, y_j).
\]

Quasi-Monte Carlo rules in \( \mathcal{H}(K_{\alpha,\gamma,s}^{s\text{ob}}) \) which yield the optimal rate of convergence of order \( N^{-\alpha+\delta} \) for any \( \delta > 0 \) were studied in [9].
2.2 The Korobov space

For $\alpha > 1/2$, $h \in \mathbb{Z}$ and $\gamma > 0$ we define

$$r_{\alpha,\gamma}(h) := \begin{cases} 1 & \text{if } h = 0, \\ \gamma |h|^{-2\alpha} & \text{if } h \neq 0. \end{cases} \quad (3)$$

For $h = (h_1, \ldots, h_s) \in \mathbb{Z}^s$ and $\gamma = (\gamma_1, \ldots, \gamma_s) \in \mathbb{R}_+^s$, we set

$$r_{\alpha,\gamma,s}(h) := \prod_{j=1}^s r_{\alpha,\gamma_j}(h_j).$$

The Korobov space is a reproducing kernel Hilbert space of Fourier series. The reproducing kernel for this space is given by

$$K_{\alpha,\gamma}^{\text{kor}}(x, y) := \sum_{h \in \mathbb{Z}} r_{\alpha,\gamma}(h) e^{2\pi i h (x-y)},$$

and in higher dimensions $s > 1$ by

$$K_{\alpha,\gamma,s}^{\text{kor}}(x, y) := \prod_{j=1}^s K_{\alpha,\gamma_j}^{\text{kor}}(x_j, y_j) = \sum_{h \in \mathbb{Z}^s} r_{\alpha,\gamma,s}(h) e^{2\pi i h \cdot (x-y)},$$

where the “$\cdot$” denotes the usual inner product in $\mathbb{R}^s$. Let the Fourier coefficient for a function $f : [0,1]^s \to \mathbb{R}$ be given by

$$\hat{f}(h) := \int_{[0,1]^s} f(x) e^{-2\pi i h \cdot x} \, dx.$$

Then the inner product in the reproducing kernel Hilbert space $\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor}})$ is given by

$$\langle f, g \rangle_{K_{\alpha,\gamma,s}^{\text{kor}}} = \sum_{h \in \mathbb{Z}^s} \hat{f}(h) \overline{\hat{g}(h)} r_{\alpha,\gamma,s}^{-1}(h).$$

The corresponding norm is defined by $\|f\|_{K_{\alpha,\gamma,s}^{\text{kor}}} = \sqrt{\langle f, f \rangle_{K_{\alpha,\gamma,s}^{\text{kor}}}}$.

2.3 The half-period cosine space

The half-period cosine space is a reproducing kernel Hilbert space of (half-period) cosine series with reproducing kernel

$$K_{\alpha,\gamma}^{\text{cos}}(x, y) := 1 + \sum_{k=1}^{\infty} r_{\alpha,\gamma}(k) \sqrt{2} \cos(\pi k x) \sqrt{2} \cos(\pi k y),$$

where $r_{\alpha,\gamma}$ is defined as in (3) and where $\alpha > 1/2$ and $\gamma > 0$. The inner product is given by

$$\langle f, g \rangle_{K_{\alpha,\gamma}^{\text{cos}}} = \sum_{k=0}^{\infty} \hat{f}_{\text{cos}}(k) \overline{\hat{g}_{\text{cos}}(k)} r_{\alpha,\gamma}^{-1}(k),$$
where $\tilde{f}_{\text{cos}}$ and $\tilde{g}_{\text{cos}}$ are the cosine coefficients of $f$ and $g$, respectively, as defined in (1).

We can generalize the reproducing kernel Hilbert space $\mathcal{H}(K_{\alpha,\gamma}^{\text{cos}})$ to the domain $[0, 1]^s$ by setting

$$K_{\alpha,\gamma,s}^{\text{cos}}(x, y) := \prod_{j=1}^{s} K_{\alpha,\gamma_j}^{\text{cos}}(x_j, y_j),$$

where $\gamma = (\gamma_1, \ldots, \gamma_s) \in \mathbb{R}_+^s$ and $x = (x_1, \ldots, x_s), y = (y_1, \ldots, y_s) \in [0, 1]^s$. The inner product is then given by

$$\langle f, g \rangle_{K_{\alpha,\gamma,s}^{\text{cos}}} = \sum_{k \in \mathbb{N}_0^s} \tilde{f}_{\text{cos}}(k) \tilde{g}_{\text{cos}}(k) r^{-1}_{\alpha,\gamma,s}(k),$$

where the multi-dimensional cosine coefficients for a function $f : [0, 1]^s \to \mathbb{R}$ are given by

$$\tilde{f}_{\text{cos}}(k) := \int_{[0, 1]^s} f(x) 2^{|k|_0/2} \prod_{j=1}^{s} \cos(\pi k_j x_j) \, dx,$$

where for $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$ we define $|k|_0 := \{|j \in [s] : k_j \neq 0\}$ to be the number of nonzero components in $k$. The corresponding norm is defined by $\|f\|_{K_{\alpha,\gamma,s}^{\text{cos}}} = \sqrt{\langle f, f \rangle_{K_{\alpha,\gamma,s}^{\text{cos}}}}$, in particular we have

$$\|f\|_{K_{\alpha,\gamma,s}^{\text{cos}}}^2 = \sum_{k \in \mathbb{N}_0^s} \frac{|\tilde{f}_{\text{cos}}(k)|^2}{r_{\alpha,\gamma,s}(k)} = \sum_{h \in \mathbb{Z}_s^*} 2^{-|h|_0} \frac{|\tilde{f}_{\text{cos}}(|h|)|^2}{r_{\alpha,\gamma,s}(h)},$$

where $|h| = (|h_1|, \ldots, |h_d|)$.

### 2.4 The sum of the Korobov space and the half-period cosine space

In this section we introduce the kernel

$$K_{\alpha,\gamma}^{\text{kor+cos}}(x, y) := \frac{1}{2} \left( K_{\alpha,\gamma}^{\text{kor}}(x, y) + K_{\alpha,\gamma}^{\text{cos}}(x, y) \right)$$

$$= \frac{1}{2} \sum_{h \in \mathbb{Z}} r_{\alpha,\gamma}(h) e^{2\pi ih(x-y)} + \frac{1}{2} + \sum_{k=1}^{\infty} r_{\alpha,\gamma}(k) \cos(\pi k x) \cos(\pi k y)$$

$$= 1 + \gamma \sum_{k=1}^{\infty} k^{-2\alpha} \left( \cos(2\pi k(x-y)) + \cos(\pi k x) \cos(\pi k y) \right).$$

The space resulting from the sum of kernels is studied in [2, Part I, Section 6]. The norm in the reproducing kernel Hilbert space $\mathcal{H}(K_{\alpha,\gamma}^{\text{kor+cos}})$ is then defined by

$$\|f\|_{K_{\alpha,\gamma}^{\text{kor+cos}}}^2 = \min_{f = f_{\text{kor}} + f_{\text{cos}}} 2 \left( \|f_{\text{kor}}\|_{K_{\alpha,\gamma}^{\text{kor}}}^2 + \|f_{\text{cos}}\|_{K_{\alpha,\gamma}^{\text{cos}}}^2 \right),$$

where the minimum is taken over all functions $f_{\text{kor}} \in \mathcal{H}(K_{\alpha,\gamma}^{\text{kor}})$ and $f_{\text{cos}} \in \mathcal{H}(K_{\alpha,\gamma}^{\text{cos}})$ such that $f = f_{\text{kor}} + f_{\text{cos}}$. 
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For dimensions $s > 1$ we define the reproducing kernel by

$$K_{\alpha,\gamma,s}^{\text{cos}}(x, y) := \prod_{j=1}^{a} \left( K_{\alpha,\gamma_j}^{\text{cos}}(x_j, y_j) + K_{\alpha,\gamma_j}^{\text{cor}}(x_j, y_j) \right).$$

Thus the space $\mathcal{H}(K_{\alpha,\gamma,s}^{\text{cos}})$ is the tensor product $\mathcal{H}(K_{\alpha,\gamma_1}^{\text{cos}}) \otimes \cdots \otimes \mathcal{H}(K_{\alpha,\gamma_s}^{\text{cos}})$. For $u \subseteq [s]$ we define

$$K_{\alpha,\gamma,s,u}^{\text{cos}}(x, y) := 2^{-s} \prod_{j \in u} K_{\alpha,\gamma_j}^{\text{cos}}(x_j, y_j),$$

where as usual an empty product is considered to be one. This is a reproducing kernel for the space

$$\mathcal{H}(K_{\alpha,\gamma,s,u}^{\text{cos}}) = \left( \bigotimes_{j \in u} \mathcal{H}(\frac{1}{2} K_{\alpha,\gamma_j}^{\text{cos}}) \right) \otimes \left( \bigotimes_{j \in [s] \setminus u} \mathcal{H}(\frac{1}{2} K_{\alpha,\gamma_j}^{\text{cos}}) \right)$$

with the inner product

$$\langle f, g \rangle_{K_{\alpha,\gamma,s,u}^{\text{cos}}} = 2^{s} \sum_{h_u \in \mathbb{Z}^{[s]}} \sum_{k[u] \in \mathbb{N}_0^{[s]-[u]}} \tilde{f}_{h_u, k[u]}(h_u, k[u]) \overline{g}_{h_u, k[u]}(h_u, k[u]) r_{\alpha,\gamma,s}^{-1}(h_u, k[u]),$$

where

$$\tilde{f}_{h_u, k[u]}(h_u, k[u]) := \int_{[0,1]^s} f(x) (\sqrt{2})^{k[u]u[a]} \prod_{j \in u} e^{-2\pi i h_j x_j} \prod_{j \in [s] \setminus u} \cos(\pi k_j x_j) \, dx.$$

Clearly we have that

$$K_{\alpha,\gamma,s,u}^{\text{cos}}(x, y) = \sum_{u \subseteq [s]} K_{\alpha,\gamma,s,u}^{\text{cos}}(x, y).$$

### 3 Embeddings

In this section we investigate the relationships between the spaces introduced above.

For two reproducing kernel Hilbert spaces $\mathcal{H}(K_1)$ and $\mathcal{H}(K_2)$ we say that $\mathcal{H}(K_1)$ is continuously embedded in $\mathcal{H}(K_2)$ if

$$\mathcal{H}(K_1) \subseteq \mathcal{H}(K_2)$$

and if

$$\|f\|_{K_2} \leq C \|f\|_{K_1}$$

for all $f \in \mathcal{H}(K_1)$ for some constant $C > 0$ independent of $f$. We write

$$\mathcal{H}(K_1) \hookrightarrow \mathcal{H}(K_2)$$

in this case.

On the other hand it is possible that $\mathcal{H}(K_1)$ is not a subset of $\mathcal{H}(K_2)$, i.e., there is a function in $\mathcal{H}(K_1)$ which is not in $\mathcal{H}(K_2)$. In this case we write $\mathcal{H}(K_1) \not\subseteq \mathcal{H}(K_2)$.

If $\mathcal{H}(K_1) \hookrightarrow \mathcal{H}(K_2)$ and $\mathcal{H}(K_2) \hookrightarrow \mathcal{H}(K_1)$ we write

$$\mathcal{H}(K_1) \equiv \mathcal{H}(K_2).$$
3.1 The Korobov space and the unanchored Sobolev space

It is well known, see, e.g., [24, Appendix A], that the Korobov space is continuously embedded in the unanchored Sobolev space

\[ \mathcal{H}(K_{\alpha,\gamma,s}) \hookrightarrow \mathcal{H}(K_{\alpha,\gamma,s}). \]

Conversely, as is also well known, for instance the function \( g : [0,1]^s \to \mathbb{R} \), \( g(x) = x_1 \) is in \( \mathcal{H}(K_{\alpha,\gamma,s}) \) for all \( \alpha \in \mathbb{N} \), but not in \( \mathcal{H}(K_{\alpha,\gamma,s}) \), since \( g \) is not periodic. Thus

\[ \mathcal{H}(K_{\alpha,\gamma,s}) \not\subset \mathcal{H}(K_{\alpha,\gamma,s}). \]

We note that for \( f \in \mathcal{H}(K_{\alpha,\gamma,s}), \alpha \in \mathbb{N} \), we have that

\[ \| f \|_{K_{\alpha,\gamma,s}} = \| f \|_{K_{\alpha,\gamma,s}^{\gamma(2\pi)^{-2\alpha}}}, \]

where \( \gamma(2\pi)^{-2\alpha} \) denotes the rescaled sequence \((\gamma_1(2\pi)^{-2\alpha}, \ldots, \gamma_\alpha(2\pi)^{-2\alpha})\).

3.2 The half-period cosine space and the unanchored Sobolev space

We now consider the half-period cosine space and the unanchored Sobolev space. For \( \alpha = 1 \) there is a peculiarity.

Lemma 1. We have

\[ K_{1,\gamma}^{\text{sob}}(x,y) = 1 + \frac{\gamma}{\pi^2} \sum_{k=1}^{\infty} \frac{1}{k^2} \cos(k\pi x) \cos(k\pi y) = K_{1,\gamma}^{\text{cos}}(x,y). \]

For completeness we include a short proof.

Proof. In the following we calculate the cosine coefficients of \( K_{1,\gamma}^{\text{sob}} \). It is easy to check that we have

\[ \int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}}(x,y) \cos(\pi m x) \cos(\pi n y) \, dx \, dy = 0 \text{ for } (n,m) \in \{(0,k) : k > 0\} \cup \{(k,0) : k > 0\}. \]

Further we have \( \int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}}(x,y) \, dx \, dy = 1. \)

We have

\[ B_2(|x-y|) = B_2(|x-y|) = \frac{1}{2\pi^2} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{2\pi i k(x-y)}}{k^2} \]

\[ = \sum_{k=1}^{\infty} \frac{\cos(2\pi k x) \cos(2\pi k y)}{\pi^2 k^2} \sum_{k=1}^{\infty} \frac{\sin(2\pi k x) \sin(2\pi k y)}{\pi^2 k^2}. \]

Using (2) we obtain

\[ (x - \frac{1}{2})(y - \frac{1}{2}) \frac{B_2(|x-y|)}{2} = \sum_{k,l=1}^{\infty} \frac{16}{\pi^4(2k-1)^2(2l-1)^2} \cos(\pi(2k-1)x) \cos(\pi(2l-1)y) \]

\[ + \sum_{k=1}^{\infty} \frac{\cos(2\pi k x) \cos(2\pi k y)}{2\pi^2 k^2} + \sum_{k=1}^{\infty} \frac{\sin(2\pi k x) \sin(2\pi k y)}{2\pi^2 k^2}. \]

This immediately implies that

\[ \int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}} \sqrt{2} \cos(\pi m x) \cos(\pi n y) \, dx \, dy = 0 \]
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if \( m \) is even and \( n \) is odd, or \( m \) is odd and \( n \) is even, or \( m, n \) are even with \( m \neq n \). If \( m = n = k \) for even \( k > 0 \), we obtain
\[
\int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}}(x, y)\sqrt{2} \cos(\pi k x)\sqrt{2} \cos(\pi k y) \, dx \, dy = \frac{\gamma}{\pi^2 k^2}.
\]

Now let \( m, n > 0 \) be odd. We have \( \int_0^1 \sin(2\pi k x) \cos(\pi m x) \, dx = \frac{2k(1-(-1)^m)}{\pi(4k^2-m^2)} \) and therefore
\[
\int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}}(x, y)\sqrt{2} \cos(\pi m x)\sqrt{2} \cos(\pi n y) \, dx \, dy
= \gamma \left( \frac{8}{\pi^4 m^2 n^2} + \frac{16}{\pi^4} \sum_{k=1}^{\infty} \frac{1}{(4k^2-m^2)(4k^2-n^2)} \right).
\]

For \( m \neq n \) we have \( \sum_{k=1}^{\infty} \frac{1}{(4k^2-m^2)(4k^2-n^2)} = -\frac{1}{2m^2n^2} \) and further \( \sum_{k=1}^{\infty} \frac{1}{(4k^2-m^2)} = \frac{\pi^2}{16m^4} \).
Thus we obtain
\[
\int_0^1 \int_0^1 K_{1,\gamma}^{\text{sob}}(x, y)\sqrt{2} \cos(\pi m x)\sqrt{2} \cos(\pi n y) \, dx \, dy = \begin{cases} 0 & \text{if } m \neq n, \\
\gamma \left( \frac{1}{(\pi m)^2} \right) & \text{if } m = n.
\end{cases}
\]

Note that the cosine series for \( K_{1,\gamma}^{\text{sob}} \) converges absolutely. Since the function \( K_{1,\gamma}^{\text{sob}} \) is continuous, the cosine series converges to the function pointwise. This completes the proof. \( \square \)

The above lemma and Mercer’s theorem also yield the eigenfunctions of the operator
\[
T(g)(y) = \int_0^1 K_{1,\gamma}^{\text{sob}}(x, y)g(x) \, dx.
\]
These are \( 1, \sqrt{2} \cos(\pi x), \sqrt{2} \cos(2\pi x), \sqrt{2} \cos(3\pi x), \ldots \) and the corresponding eigenvalues are \( 1, \pi^{-2}, (\pi 2)^{-2}, (\pi 3)^{-2}, \ldots \).

**Remark 1.** An analogous result for a slightly different reproducing kernel Hilbert space was established in [34]. For this space one obtains the same set of eigenfunctions. For the anchored Sobolev space the eigenfunctions are slightly different and have been found in [33].

We thus find
\[
\mathcal{H}(K_{1,\gamma}^{\text{sob}}) = \mathcal{H}(K_{1,\gamma \pi^{-2}}^{\text{cos}}) \quad \text{and} \quad \| f \|_{K_{1,\gamma}^{\text{sob}}} = \| f \|_{K_{1,\gamma \pi^{-2}}^{\text{cos}}} \quad \text{for all } f \in \mathcal{H}(K_{1,\gamma}^{\text{sob}}).
\]

The same also applies for the higher dimensional tensor product space
\[
\mathcal{H}(K_{1,\gamma, s}^{\text{sob}}) = \mathcal{H}(K_{1,\gamma \pi^{-2}, s}^{\text{cos}}) \quad \text{and} \quad \| f \|_{K_{1,\gamma, s}^{\text{sob}}} = \| f \|_{K_{1,\gamma \pi^{-2}, s}^{\text{cos}}} \quad \text{for all } f \in \mathcal{H}(K_{1,\gamma, s}^{\text{sob}}),
\]
where \( \gamma \pi^{-2} \) denotes the sequence \((\gamma_1 \pi^{-2}, \ldots, \gamma_s \pi^{-2})\). Thus
\[
\mathcal{H}(K_{1,\gamma, s}^{\text{sob}}) \cong \mathcal{H}(K_{1,\gamma, s}^{\text{cos}}).
\]
Now consider $\alpha > 1$. The function $x \mapsto x$ belongs to $\mathcal{H}(K_{\alpha,\gamma}^{\text{sob}})$ for all $\alpha \in \mathbb{N}$. On the other hand we have

$$x = \frac{1}{2} - 4 \pi^2 \sum_{k=1}^{\infty} \cos(\pi k x).$$

Hence the function $x \mapsto x$ is not in $\mathcal{H}(K_{\alpha,\gamma}^{\text{kor}})$ for $\alpha \geq 3/2$ and therefore

$$\mathcal{H}(K_{\alpha,\gamma}^{\text{sob}}) \not\subset \mathcal{H}(K_{\alpha,\gamma}^{\text{kor}})$$

for $\alpha \in \mathbb{N}, \alpha \geq 2$.

Conversely, let $\alpha \in \mathbb{N}, \alpha \geq 2$. Let $f \in \mathcal{H}(K_{\alpha,\gamma}^{\text{kor}})$ be given by

$$f(x) = \tilde{f}_\text{cos}(0) + \sum_{k=1}^{\infty} \tilde{f}_\text{cos}(k) \sqrt{2} \cos(\pi k x)$$

with

$$\|f\|_{K_{\alpha,\gamma}^{\text{kor}}}^2 = |\tilde{f}_\text{cos}(0)|^2 + \frac{1}{\gamma} \sum_{k=1}^{\infty} |\tilde{f}_\text{cos}(k)|^2 |k|^{2 \alpha} < \infty.$$

Then for $1 \leq \tau \leq \alpha$ we have

$$f^{(\tau)}(x) = \sum_{k=1}^{\infty} \tilde{f}_\text{cos}(k) (-1)^{\lfloor \tau/2 \rfloor} (k \pi)^{\tau/2} \sqrt{2} \phi_\tau(\pi k x),$$

where $\phi_\tau(z) = \cos(z)$ for $\tau$ even and $\phi_\tau(z) = \sin(z)$ for $\tau$ odd and where for a real number $x$, $\lfloor x \rfloor$ denotes the smallest integer bigger or equal to $x$. Thus

$$\frac{1}{\gamma} \left| \int_0^1 f^{(\tau)}(x) \, dx \right|^2 \leq \frac{1}{\gamma} \int_0^1 |f^{(\tau)}(x)|^2 \, dx = \frac{\pi^{2 \tau}}{\gamma} \sum_{k=1}^{\infty} |\tilde{f}_\text{cos}(k)|^2 k^{2 \tau} \leq \pi^{2 \tau} \|f\|_{K_{\alpha,\gamma}^{\text{kor}}}^2.$$

Thus

$$\|f\|_{K_{\alpha,\gamma}^{\text{sob}}} \leq \left( \sum_{\tau=0}^{\alpha} \pi^{2 \tau} \right)^{1/2} \|f\|_{K_{\alpha,\gamma}^{\text{kor}}} = \left( \frac{\pi^{2(\alpha+1)} - 1}{\pi^2 - 1} \right)^{1/2} \|f\|_{K_{\alpha,\gamma}^{\text{kor}}}.$$

Thus we have

$$\mathcal{H}(K_{\alpha,\gamma}^{\text{kor}}) \hookrightarrow \mathcal{H}(K_{\alpha,\gamma}^{\text{sob}}).$$

This result can be generalized to the tensor product space, thus

$$\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor}}) \hookrightarrow \mathcal{H}(K_{\alpha,\gamma,s}^{\text{sob}}).$$

### 3.3 The half-period cosine space and the Korobov space

For $\alpha = 1$ the embedding results for the half-period cosine space and the Korobov space follow from the previous two subsections.

Let now $\alpha > 1$. Let

$$f(x) = \sin(2\pi x).$$

Then $f \in \mathcal{H}(K_{\alpha,\gamma}^{\text{kor}})$ for all $\alpha > 1/2$. On the other hand we have for $k \in \mathbb{N}$

$$\tilde{f}_\text{cos}(k) = \int_0^1 \sin(2\pi x) \sqrt{2} \cos(\pi k x) \, dx = \begin{cases} \frac{4\sqrt{2}}{\pi(4-k^2)} & \text{if } k \text{ is odd}, \\ 0 & \text{otherwise.} \end{cases}$$
Thus
\[ \|f\|_{K^{\text{kor}}_{\alpha,\gamma}}^2 = \frac{1}{\gamma} \sum_{k=1}^{\infty} \left| \tilde{f}(k) \right|^2 k^{2\alpha} = \frac{1}{\gamma} \frac{32}{\pi^2} \sum_{k=1}^{\infty} \frac{(2k-1)^{2\alpha}}{(2k-1)^2 - 4}. \]
Thus we have \( \|f\|_{K^{\text{kor}}_{\alpha,\gamma}} = \infty \) for \( \alpha \geq 3/2 \). Thus
\[ \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \] for \( \alpha \geq 3/2 \).

Conversely, let now
\[ f(x) = \cos(\pi x). \]
Then \( f \in \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \) for all \( \alpha > 1/2 \). On the other hand we have for \( h \in \mathbb{Z} \)
\[ \hat{f}_{\text{kor}}(h) = \int_{0}^{1} \cos(\pi x) e^{-2\pi i h x} \, dx = \frac{4ih}{\pi(1-4h^2)}. \]
For any \( \alpha \geq 1/2 \) we have
\[ \|f\|_{K^{\text{kor}}_{\alpha,\gamma}}^2 = \frac{1}{\gamma} \frac{16}{\pi^2} \sum_{h \in \mathbb{Z} \setminus \{0\}} |h|^{2\alpha} \frac{h^2}{(4h^2 - 1)^2} = \infty, \]
which implies that \( f \notin \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \). As we need \( \alpha > 1/2 \) we therefore have
\[ \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}). \]

### 3.4 Embeddings of the sum of the Korobov and half-period cosine space

Since \( K^{\text{kor+cos}}_{\alpha,\gamma} = \frac{1}{2} K^{\text{kor}}_{\alpha,\gamma} + \frac{1}{2} K^{\text{cos}}_{\alpha,\gamma} \) we obtain from results from [2] that
\[ \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \hookrightarrow \mathcal{H}(K^{\text{kor+cos}}_{\alpha,\gamma}), \]
\[ \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \hookrightarrow \mathcal{H}(K^{\text{kor+cos}}_{\alpha,\gamma}). \]
On the other hand, as it was shown above, we have \( \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}), \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \hookrightarrow \mathcal{H}(K^{\text{sob}}_{\alpha,\gamma}) \), thus
\[ \mathcal{H}(K^{\text{kor+cos}}_{\alpha,\gamma}) \hookrightarrow \mathcal{H}(K^{\text{sob}}_{\alpha,\gamma}). \]
We have seen above that for \( \alpha \geq 1/2 \) we have \( \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \), thus
\[ \mathcal{H}(K^{\text{kor+cos}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \]
and for \( \alpha \geq 3/2 \) we have \( \mathcal{H}(K^{\text{kor}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \) and therefore
\[ \mathcal{H}(K^{\text{kor+cos}}_{\alpha,\gamma}) \not\subset \mathcal{H}(K^{\text{cos}}_{\alpha,\gamma}) \] for \( \alpha \geq 3/2 \).

For \( \alpha = 1 \) we have \( \mathcal{H}(K^{\text{sob}}_{1,\gamma}) = \mathcal{H}(K^{\text{cos}}_{1,\gamma}) \) and therefore
\[ \mathcal{H}(K^{\text{sob}}_{1,\gamma}) = \mathcal{H}(K^{\text{kor+cos}}_{1,\gamma}). \]
3.5 Summary of embeddings

We summarize the obtained embedding results in the following theorem.

**Theorem 1.** For \( \alpha = 1 \) we have

\[
\mathcal{H}(K_{1,\gamma,s}^{\text{kor}}) \hookrightarrow \mathcal{H}(K_{1,\gamma,s}^{\text{sob}}) \hookrightarrow \mathcal{H}(K_{1,\gamma,s}^{\text{cos}}) \hookrightarrow \mathcal{H}(K_{1,\gamma,s}^{\text{kor+cos}})
\]

and

\[
\mathcal{H}(K_{1,\gamma,s}^{\text{sob}}), \mathcal{H}(K_{1,\gamma,s}^{\text{cos}}), \mathcal{H}(K_{1,\gamma,s}^{\text{kor+cos}}) \not\subseteq \mathcal{H}(K_{1,\gamma,s}^{\text{kor}}).
\]

For \( \alpha \in \mathbb{N} \) with \( \alpha > 1 \) we have

\[
\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor}}), \mathcal{H}(K_{\alpha,\gamma,s}^{\text{cos}}) \hookrightarrow \mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor+cos}}) \hookrightarrow \mathcal{H}(K_{\alpha,\gamma,s}^{\text{sob}})
\]

and for \( \alpha \in \mathbb{R} \) we have

\[
\begin{align*}
\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor}}) &\not\subseteq \mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor+cos}}), \\
\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor+cos}}) &\not\subseteq \mathcal{H}(K_{\alpha,\gamma,s}^{\text{cos}}), \\
\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor+cos}}) &\not\subseteq \mathcal{H}(K_{\alpha,\gamma,s}^{\text{cos}}) \text{ for } \alpha \geq 3/2, \\
\mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor}}) &\not\subseteq \mathcal{H}(K_{\alpha,\gamma,s}^{\text{cos}}) \text{ for } \alpha \geq 3/2.
\end{align*}
\]

We do not know whether \( \mathcal{H}(K_{\alpha,\gamma,s}^{\text{sob}}) \) differs from \( \mathcal{H}(K_{\alpha,\gamma,s}^{\text{kor+cos}}) \) for \( \alpha > 1 \).

4 Numerical integration

We now study the worst-case error for QMC integration. As quality measure for the QMC algorithm we use the worst-case integration error.

Let \( P = \{x_0, \ldots, x_{N-1}\} \) and let \( \mathcal{H}(K) \) be an arbitrary reproducing kernel Hilbert space with reproducing kernel \( K \) and norm \( \| \cdot \|_K \). Then the worst-case error for QMC integration in \( \mathcal{H}(K) \) using the point set \( P \) is defined as

\[
e(\mathcal{H}(K); P) := \sup_{f \in \mathcal{H}(K), \| f \|_K \leq 1} \left| \int_{[0,1]^s} f(x) \, dx - \frac{1}{N} \sum_{n=0}^{N-1} f(x_n) \right|,
\]

see, e.g., [10, 25] for a general reference. We use the following formula for the square worst-case error (see [10, Proposition 2.11] or [14]):

\[
e^2(\mathcal{H}(K); P) = \int_{[0,1]^{2s}} K(x, y) \, dx \, dy - \frac{2}{N} \sum_{n=0}^{N-1} \int_{[0,1]^s} K(x, x_n) \, dx + \frac{1}{N^2} \sum_{n,n'=0}^{N-1} K(x_n, x_{n'}).
\]

Integration in the Sobolev space \( \mathcal{H}(K_{\alpha,\gamma,s}^{\text{sob}}) \) has been considered in [9, 10] and integration in the Korobov space has been studied for instance in [7, 8, 17, 19, 20, 26, 27], as well as other papers. In this paper we study numerical integration in the half-period cosine space and in the sum of the Korobov space and the half-period cosine space. For the former space we use tent-transformed lattice rules and for the latter one we use symmetrized lattice rules.
4.1 Numerical integration in the half-period cosine space

We now study numerical integration in the half-period cosine space using tent-transformed lattice rules. For a nonnegative real number \( x \) we denote the fractional part of \( x \) by \( \{ x \} = x - \lfloor x \rfloor \). For a vector \( x \) of nonnegative real numbers, the expression \( \{ x \} \) denotes the vector of fractional parts. A lattice point set with \( N \geq 2 \) points and generating vector \( g \in \{ 1, \ldots, N - 1 \}^s \) is given by

\[
P(g, N) := \left\{ \left\{ \frac{ng}{N} \right\} : 0 \leq n < N \right\}. \tag{4}
\]

For \( x \in [0, 1] \) we define the tent-transformation by \( \phi(x) = 1 - \lfloor 2x - 1 \rfloor \) and for vectors we apply the function \( \phi \) component-wise. The tent-transformed lattice point set is now given by

\[
P_\phi(g, N) := \left\{ \phi\left( \left\{ \frac{ng}{N} \right\} \right) : 0 \leq n < N \right\}.
\]

We call a lattice rule which is based on \( P_\phi(g, N) \) a tent-transformed lattice rule.

The following theorem gives a useful formula for the worst-case integration error in \( \mathcal{H}(K_{\alpha, \gamma, s}^{\cos}) \) of tent-transformed lattice rules.

**Theorem 2.** The squared worst-case error for QMC integration in the half-period cosine space \( \mathcal{H}(K_{\alpha, \gamma, s}^{\cos}) \) using a tent-transformed lattice rule is given by

\[
e^2(\mathcal{H}(K_{\alpha, \gamma, s}^{\cos}); P_\phi(g, N)) = \sum_{h \in L^\perp \setminus \{0\}} r_{\alpha, \gamma, s}(h),
\]

where \( L^\perp := \{ h \in \mathbb{Z}^s : h \cdot g \equiv 0 \pmod{N} \} \) is the dual lattice.

**Proof.** Let \( f \in \mathcal{H}(K_{\alpha, \gamma, s}^{\cos}) \) with \( \| f \|_{K_{\alpha, \gamma, s}^{\cos}} < \infty \) and with expansion

\[
f(x) = \sum_{k \in \mathbb{N}_0^s} \tilde{f}_\cos(k)(\sqrt{2})^{k_0} \prod_{j=1}^s \cos(\pi k_j x_j). \tag{5}
\]

For any \( k \in \mathbb{N}_0 \) we have

\[
\cos(\pi k \phi(x)) = \cos(2\pi k x) \quad \text{for all } x \in [0, 1],
\]

and hence

\[
f \left( \phi \left( \left\{ \frac{ng}{N} \right\} \right) \right) = \sum_{k \in \mathbb{N}_0^s} (\sqrt{2})^{k_0} \tilde{f}_\cos(k) \prod_{j=1}^s \cos \left( \pi k_j \phi \left( \left\{ \frac{ng_j}{N} \right\} \right) \right)
= \sum_{k \in \mathbb{N}_0^s} (\sqrt{2})^{k_0} \tilde{f}_\cos(k) \prod_{j=1}^s \cos \left( 2\pi k_j \frac{ng_j}{N} \right)
= \sum_{h \in \mathbb{Z}^s} (\sqrt{2})^{-|h|_0} \tilde{f}_\cos(|h|) e^{2\pi i n(h \cdot g)/N}.
\]

Therefore we obtain

\[
\frac{1}{N} \sum_{n=0}^{N-1} f \left( \phi \left( \left\{ \frac{ng}{N} \right\} \right) \right) - \int_{[0,1]^s} f(x) \, dx = \sum_{0 \neq h \in \mathbb{Z}^s} (\sqrt{2})^{-|h|_0} \tilde{f}_\cos(|h|) \left( \frac{1}{N} \sum_{n=0}^{N-1} e^{2\pi i n(h \cdot g)/N} \right).
\]
The sum in the braces is a character sum over the group \( \mathbb{Z}/\mathbb{N} \mathbb{Z} \) which is one if \( h \cdot g \) is a multiple of \( \mathbb{N} \) and zero otherwise. From this we get

\[
\frac{1}{N} \sum_{n=0}^{N-1} f \left( \left\{ \frac{ng}{N} \right\} \right) - \int_{[0,1]^s} f(x) \, dx = \sum_{h \in L^+ \setminus \{0\}} (\sqrt{2})^{-|h|_0} \tilde{f}_{\cos}(|h|). \tag{6}
\]

From this formula and an application of the Cauchy–Schwarz inequality we obtain

\[
\left| \frac{1}{N} \sum_{n=0}^{N-1} f \left( \left\{ \frac{ng}{N} \right\} \right) - \int_{[0,1]^s} f(x) \, dx \right| \leq \sum_{h \in L^+ \setminus \{0\}} r_{\alpha, \gamma, s}(h) \left| \frac{\tilde{f}_{\cos}(|h|)}{r_{\alpha, \gamma, s}(h)} \right|^{1/2} \left( \sum_{h \in \mathbb{Z}^s} \frac{2^{-|h|_0} \tilde{f}_{\cos}(|h|)^2}{r_{\alpha, \gamma, s}(h)} \right)^{1/2}.
\]

Here we obtain equality by (6) for the function with cosine series coefficients given by

\[
\tilde{f}_{\cos}(k) = \begin{cases} \left( \frac{\sqrt{2}}{2} \right)^{|k|_0} r_{\alpha, \gamma, s}(k) & \text{for } k \in \{|h| : h \in L^+ \setminus \{0\} \} \\ 0 & \text{otherwise}. \end{cases}
\]

Hence the result follows by the definition of the worst-case error. \( \square \)

The above result shows that the square worst-case error of tent-transformed lattice rules for numerical integration in the cosine space coincides with the square worst-case error for numerical integration in a Korobov space using the same lattice rules but without applying the tent-transformation, that is,

\[
e^2(\mathcal{H}(K_{\alpha, \gamma, s}^\cos); P(g, N)) = -1 + \sum_{h \in \mathbb{Z}^s} r_{\alpha, \gamma, s}(h) \left| \frac{1}{N} \sum_{n=0}^{N-1} e^{2\pi i n h \cdot g / N} \right|^2
\]

\[
= \sum_{h \in L^+ \setminus \{0\}} r_{\alpha, \gamma, s}(h)
\]

\[
= e^2(\mathcal{H}(K_{\alpha, \gamma, s}^\cos); P_\phi(g, N)).
\]

Thus all the results which hold for the worst-case error in the Korobov space using lattice rules, also hold for the worst-case error in the half-period cosine space using tent-transformed lattice rules. This applies for instance to the component-by-component construction \([7, 20, 31, 30]\) and fast component-by-component construction \([26, 27]\), general weights \([12, 21]\) and extensible lattice rules \([5, 11, 16, 17]\).

**Corollary 1.** Using the fast component-by-component algorithm one can obtain a generating vector \( g \in \{1, \ldots, N - 1\}^s \) such that

\[
e(\mathcal{H}(K_{\alpha, \gamma, s}^\cos); P_\phi(g, N)) \leq C_{\alpha, \gamma, s, \tau}(N - 1)^{-\tau/2},
\]
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for all $1 \leq \tau < 2\alpha$, where the constant $C_{\alpha,\gamma,s,\tau} > 0$ is given by

$$C_{\alpha,\gamma,s,\tau} = \left( \sum_{\emptyset \neq u \subseteq [s]} \gamma_u^{1/\tau}(2\zeta(2\alpha/\tau))^{[u]} \right)^{\tau/2} = \left( -1 + \prod_{j=1}^{s} (1 + 2\zeta(2\alpha/\tau)\gamma_j^{1/\tau}) \right)^{\tau/2}.$$ 

Note that for certain choices of weights $\gamma$, the upper bound can be made independent of the dimension $s$ and we then obtain (strong) tractability results. See [7, 12, 20, 25] for a discussion of tractability results which apply in this context.

Since the cosine series space $\mathcal{H}(K_{1,\gamma,s}^{\cos})$ and the unanchored Sobolev space $\mathcal{H}(K_{1,\gamma,s}^{\sob})$ coincide, we also get the following result.

**Corollary 2.** Using the fast component-by-component algorithm one can obtain a generating vector $g \in \{1, \ldots, N - 1\}^s$ such that

$$e(\mathcal{H}(K_{1,\gamma,s}^{\sob}), P_{\phi}(g, N)) \leq C_{1,\gamma,s,\tau}(N - 1)^{-\tau/2},$$

for all $1 \leq \tau < 2$, where

$$C_{1,\gamma,s,\tau} = \left( \sum_{\emptyset \neq u \subseteq [s]} \gamma_u^{1/\tau}(2\zeta(2/\tau))^{[u]} \right)^{\tau/2} = \left( -1 + \prod_{j=1}^{s} (1 + 2\zeta(2/\tau)\gamma_j^{1/\tau}) \right)^{\tau/2}.$$ 

**Remark 2.** An analogous result can also be obtained for the space considered in [34], since the eigenfunctions are the same as for $H(K_{1,\gamma})$.

This result is a deterministic version of the main results in [7, 20], where a random shift was required to achieve this bound. The tractability results of [7, 12, 20] also apply.

### 4.2 Numerical integration in the Korobov plus half-period cosine space

We now study numerical integration in the space $\mathcal{H}(K_{1,\gamma,s}^{\kor+\cos})$ using symmetrized lattice rules. Let $x = (x_1, \ldots, x_s)$ and let $u \subseteq [s]$. Then let $\text{sym}_u(x)$ denote the vector whose $j$th coordinate is $x_j$ if $j \in u$ and $1 - x_j$ otherwise, i.e., $\text{sym}_u(x) = (y_1, \ldots, y_s)$ with

$$y_j = \begin{cases} 1 - x_j & \text{if } j \in u, \\ x_j & \text{if } j \notin u. \end{cases}$$

For a lattice point set as in (4) let

$$P_{\text{sym}}(g, N) := \left\{ \text{sym}_u \left( \left\{ \frac{n g}{N} \right\} \right) : 0 \leq n < N, u \subseteq [s] \right\}.$$ 

We call a lattice rule which is based on $P_{\text{sym}}(g, N)$ a symmetrized lattice rule. Note that $P_{\text{sym}}(g, N)$ consists of $O(2^{s-1}N)$ elements as we show next.

**Lemma 2.** The number of nodes in the symmetrized lattice rule $P_{\text{sym}}(g, N)$ is given by $2^{s-1}(N + 1)$ if $2 \nmid N$ and $2^{s-1}N + 1$ if $2 \mid N$. 
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Proof. The argument comes from [35]. We have the following symmetry
\[ kg_j \equiv N - (N - k)g_j \pmod{N}, \]
for all \( 0 \leq k < N \) and \( j = 1, \ldots, s \), which corresponds exactly to \( x_{k,j} = 1 - x_{N-k,j} \). This means we only have to evaluate and symmetrize the points for \( 0 \leq k \leq N/2 \).

1. For \( 0 < k < N/2 \) we have \( 2^s(N - 1)/2 \) points if \( 2 \nmid N \) and \( 2^s(N/2 - 1) \) if \( 2 \mid N \).

2. For \( k = 0 \) symmetrization returns all \( 2^s \) corner points.

3. If \( 2 \mid N \) then for \( k = N/2 \) we have \( x_{N/2} = (\frac{1}{2}, \ldots, \frac{1}{2}) \) and thus no symmetrization is needed.

Counting the number of function evaluations now gives the result from above. \( \square \)

The analysis used in the previous proof can also be used in an implementation where further streamlining can be done by noticing that \( x \mapsto 1 - x \) is its own inverse and thus the \( 2^s \) symmetric points for \( 0 < k < N/2 \) can be constructed easily in gray code ordering. Nevertheless, we increase the number of points by a factor of \( 2^{s-1} \) and so this is only feasible for moderate dimensions. For the derivations below we symmetrize all \( N \) points for ease of notation.

The following theorem gives a useful formula for the worst-case integration error in \( \mathcal{H}(K_{\alpha,\gamma,s}^{kor+cos}) \) of symmetrized lattice rules.

**Theorem 3.** The squared worst-case error for QMC integration in the sum of the half-period cosine space and the Korobov space \( \mathcal{H}(K_{\alpha,\gamma,s}^{kor+cos}) \) using a symmetrized lattice rule is given by
\[ e^2(\mathcal{H}(K_{\alpha,\gamma,s}^{kor+cos}); P_{\text{sym}}(g, N)) = \sum_{h \in L^+ \setminus \{0\}} r_{\alpha,\gamma,s}(h), \]
where \( L^+ := \{ h \in \mathbb{Z}^s : h \cdot g \equiv 0 \pmod{N} \} \) is the dual lattice.

**Proof.** Let \( f \in \mathcal{H}(K_{\alpha,\gamma,s}^{kor+cos}) \) with \( \|f\|_{K_{\alpha,\gamma,s}^{kor+cos}} < \infty \). Let \( v \subseteq [s] \), then by [2, Part I, Section 6] there are functions \( f_v \in \mathcal{H}(K_{\alpha,\gamma,s,v}^{kor+cos}) \) given by
\[ f_v(x) = \sum_{h_v \in \mathbb{Z}^{|v|}} \sum_{k_{|v|} \in \mathbb{Z}^{s-|v|}} \tilde{f}_{v,k_{|v|}}(h_v, k_{|v|}) (\sqrt{2})^{k_{|v|}} \prod_{j \in v} e^{2\pi i h_j x_j} \prod_{j \in [s]\setminus v} \cos(\pi k_j x_j) \]
such that
\[ \|f\|_{K_{\alpha,\gamma,s}^{kor+cos}}^2 = \sum_{v \subseteq [s]} \|f_v\|_{K_{\alpha,\gamma,s,v}^{kor+cos}}^2. \]

Note that for \( k \in \mathbb{Z} \) and \( x \in \mathbb{R} \),
\[ \cos(\pi k x) + \cos(\pi k(1 - x)) = \begin{cases} 2 \cos(\pi k x) = e^{\pi i k x} + e^{-\pi i k x} & \text{if } k \text{ is even}, \\ 0 & \text{if } k \text{ is odd}. \end{cases} \]
For given \( v \subseteq [s] \) we therefore have

\[
\frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{u \subseteq [s]} f_v \left( \text{sym}_u \left( \left\{ \frac{ng}{N} \right\} \right) \right) = \frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{v \in \mathbb{Z}[v]} \sum_{k_v \in \mathbb{N}[v]} \sum_{j \in [s] \setminus v} (\sqrt{2})^{|k_v| |v|} f_{v, \text{kor} + \cos}(h_v, k_v |v|) \times \prod_{j \in [s] \setminus v} \left( e^{2 \pi i n_j / N} + e^{-2 \pi i n_j / N} \right) = \frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{v \in \mathbb{Z}[v]} \sum_{k_v \in \mathbb{N}[v]} \sum_{j \in [s] \setminus v} (\sqrt{2})^{|k_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2k_v |v|) \times \prod_{j \in [s] \setminus v} \left( e^{2 \pi i n_j / N} + e^{-2 \pi i n_j / N} \right) = \frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{v \in \mathbb{Z}[v]} (\sqrt{2})^{-|h_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2|h_v| |v|) \left( \frac{1}{N} \sum_{n=0}^{N-1} e^{2 \pi i n h |g| / N} \right)^2.
\]

The sum in the braces is a character sum over the group \( \mathbb{Z}/N\mathbb{Z} \) which is one if \( h \cdot g \) is a multiple of \( N \) and zero otherwise. From this we get

\[
\frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{u \subseteq [s]} f_v \left( \text{sym}_u \left( \left\{ \frac{ng}{N} \right\} \right) \right) - \int_{[0,1]^s} f_v(x) \, dx = \sum_{h \in L^+ \setminus \{0\}} (\sqrt{2})^{-|h_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2|h_v| |v|). \quad (7)
\]

Thus we find

\[
\frac{1}{2^s N} \sum_{n=0}^{N-1} \sum_{u \subseteq [s]} f \left( \text{sym}_u \left( \left\{ \frac{ng}{N} \right\} \right) \right) - \int_{[0,1]^s} f(x) \, dx \leq \sum_{v \subseteq [s]} \sum_{h \in L^+ \setminus \{0\}} (\sqrt{2})^{-|h_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2|h_v| |v|) = \sum_{v \subseteq [s]} \sum_{h \in L^+ \setminus \{0\}} r_{\alpha, \gamma, s}(h)^{1/2} (\sqrt{2})^{-|h_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2|h_v| |v|) \frac{r_{\alpha, \gamma, s}(h)^{1/2}}{r_{\alpha, \gamma, s}(h)^{1/2}} \leq \left( \sum_{v \subseteq [s]} \sum_{h \in L^+ \setminus \{0\}} r_{\alpha, \gamma, s}(h) \right)^{1/2} \left( \sum_{v \subseteq [s]} \sum_{h \in L^+ \setminus \{0\}} \frac{2^{2|h_v| |v|} f_{v, \text{kor} + \cos}(h_v, 2|h_v| |v|)^2}{r_{\alpha, \gamma, s}(h)^{1/2}} \right)^{1/2} \leq \left( 2^s \sum_{h \in L^+ \setminus \{0\}} r_{\alpha, \gamma, s}(h) \right)^{1/2} \left( \frac{1}{2^s} \sum_{v \subseteq [s]} 2^s \sum_{h \in \mathbb{Z}[v]} k_v |v| \sum_{k_v \in h_v \setminus \{0\}} \frac{f_{v, \text{kor} + \cos}(h_v, k_v |v|)^2}{r_{\alpha, \gamma, s}(h_v, k_v |v|)^{1/2}} \right)^{1/2}
\]
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Thus the result follows.

Again we can relate the worst-case error \( e^2(\mathcal{H}(K_{a,\gamma,s}^{\text{kor+cos}}); P_{\text{sym}}(g, N)) \) to the worst-case error in a Korobov space. We have

\[
e(\mathcal{H}(K_{a,\gamma,s}^{\text{kor+cos}}); P_{\text{sym}}(g, N)) = e(\mathcal{H}(K_{a,\gamma,s}^{\text{kor}}); P(g, N)).
\]

Thus the results for integration in the sum of the half-period cosine space and the Korobov space using symmetrized lattice rules are the same as in a Korobov space using lattice rules. In particular, the component-by-component algorithm can be used \([7, 20, 31, 30]\) and also its fast version \([26, 27]\); general weights \([12, 21]\) and extensible lattice rules \([5, 11, 16, 17]\).

**Corollary 3.** Using the fast component-by-component algorithm one can obtain a generating vector \( g \in \{1, \ldots, N - 1\}^s \) such that

\[
e(\mathcal{H}(K_{a,\gamma,s}^{\text{kor+cos}}); P_{\text{sym}}(g, N)) \leq C_{a,\gamma,s,\tau} (N - 1)^{-\tau/2},
\]

for all \( 1 \leq \tau < 2\alpha \), where the constant \( C_{a,\gamma,s,\tau} > 0 \) is given by

\[
C_{a,\gamma,s,\tau} = \left( \sum_{\emptyset \neq u \subseteq [s]} \gamma_u^{1/\tau} (2\zeta(2\alpha/\tau))^{[u]} \right)^{\tau/2} = \left( -1 + \prod_{j=1}^{s} (1 + 2\zeta(2\alpha/\tau)\gamma_j^{1/\tau}) \right)^{\tau/2}.
\]

Due to the fact that the number of points of \( P_{\text{sym}}(g, N) \) is \( M = O(2^{s-1}N) \) we do not get tractability results. Notice that in terms of the number of points one gets \((N - 1)^{-\tau/2} \approx 2^{(s-1)\tau/2} M^{-\tau/2}\), which also implies a strong dependence on the dimension.

A consequence of the symmetrization procedure is that all functions of the form

\[
\sum_{k_1, \ldots, k_s \in \mathbb{N} \atop k_1, \ldots, k_s \text{ odd}} b_{k_1, \ldots, k_s} \prod_{j=1}^{s} \cos(\pi k_j x_j)
\]

for all \( b_{k_1, \ldots, k_s} \in \mathbb{R} \)

are integrated exactly. Likewise, all polynomials of the form

\[
\sum_{k_1, \ldots, k_s \in \mathbb{N} \atop k_1, \ldots, k_s \text{ odd}} a_{k_1, \ldots, k_s} \prod_{j=1}^{s} (x_j - 1/2)^{k_j}
\]

for all \( a_{k_1, \ldots, k_s} \in \mathbb{R} \)

are integrated exactly. This is because all the odd frequencies in a cosine series are integrated exactly. Specifically for the half-period cosine space we can state the following result.
Corollary 4. The squared worst-case error for QMC integration in the half-period cosine space \( H(K_{\alpha,\gamma,s}^{\cos}) \) using a symmetrized lattice rule is given by
\[
e^2(\mathcal{H}(K_{\alpha,\gamma,s}^{\cos}); P_{\text{sym}}(g, N)) = \sum_{h \in L^\perp \setminus \{0\}} r_{\alpha,\gamma,s}(2h),
\]
where \( L^\perp := \{ h \in \mathbb{Z}^s : h \cdot g \equiv 0 \pmod{N} \} \) is the dual lattice.

Proof. Similar to the proof of Theorem 3 with \( \nu = \emptyset \). \( \square \)

4.3 A lower bound on the worst-case error

We prove the following lower bound for integration in the half-period cosine space. Let \( P = \{ x_0, \ldots, x_{N-1} \} \subseteq [0, 1]^s \) be an \( N \)-element point set and let \( w = (w_0, \ldots, w_{N-1}) \) be an arbitrary real tuple. Let
\[
e(\mathcal{H}(K_{\alpha,\gamma,s}^{\cos}); P; w) = \sup_{f \in \mathcal{H}(K_{\alpha,\gamma,s}^{\cos})} \left| \int_{[0,1]^s} f(x) dx - \sum_{n=0}^{N-1} w_n f(x_n) \right|.
\]

Theorem 4. For \( P \) an arbitrary \( N \)-element point set in \([0, 1]^s\) and \( w = (w_0, \ldots, w_{N-1}) \in \mathbb{R}^N \) we have
\[
e(\mathcal{H}(K_{\alpha,\gamma,s}^{\cos}); P; w) \geq C(\alpha, \gamma, s) \left( \frac{\log N}{N} \right)^{(s-1)/2} \]N^\alpha
\]
where \( C(\alpha, \gamma, s) > 0 \) depends on \( \alpha, \gamma \) and \( s \), but not on \( N \) and \( w \).

The proof of this theorem is in the Appendix.

5 Numerical results

In this section we show some numerical examples of applying lattice rules, tent-transformed lattice rules and symmetrized lattice rules to some test functions. For this we use the lattice sequence from [16] which was constructed to give 3rd order convergence in a Korobov space. It is a 10-dimensional base 2 sequence with a maximum of \( 2^{20} \) points and is comprised of embedded lattice rules with sizes \( 2^m \) for \( m = 0, \ldots, 20 \). This lattice sequence was used in [16] and [28] for some higher order convergence tests.

We report on two test functions to show some effects:
\[
g_{s,w}(x) := \prod_{j=1}^{s} \left( 1 + \frac{w^j}{21} (-10 + 42x_j^2 - 42x_j^5 + 21x_j^6) \right),
\]
\[
h_{s,w}(x) := \prod_{j=1}^{s} \left( 1 + \frac{w^j}{8} (31 - 84x_j^2 + 8x_j^3 + 70x_j^4 - 28x_j^6 + 8x_j^7 - 16\cos(1) - 16\sin(x_j)) \right).
\]

Both functions integrate to 1 over \([0, 1]^s\). The parameter \( w \) acts like a product weight \( w^j \).

All tests use \( 2^{20} \) (plus 1 for the symmetrized rule) function evaluations for their final result. In Figure 1 we report the absolute error versus the actual running time in
microseconds of optimized C++ code (to accommodate for the difference in which integration nodes are constructed). The dashed lines starting at $10^0$ on the vertical axis illustrate the rate of convergence in integer steps. Every mark represents an approximation with $2^n$ function evaluations or $2^{n-1}2^{n'}+1$ for the symmetrized rule. From this it can be seen that all three methods approximately have the same cost in this implementation for a fixed amount of function evaluations, but in general this is dependent on the relative differences in the time for generating lattice sequence points, symmetrization and function evaluation. For completeness we note that the tests were run on a 1.8 GHz Intel Core i7 and compiled with the clang++ 3.1 C++ compiler. Tests on an older 2 GHz Intel Xeon compiled with the g++ 4.8 compiler gave similar looking results (but slower). The C++ source code and the raw data (for more test functions than shown here) can be downloaded from the KU Leuven Lirias document repository.

The function $g_{s,w}(x)$ is a product of $1 + w^j(B_6(x_j) + E_5(x_j))$, where $B_6$ is the degree 6 Bernoulli polynomial and $E_5$ is the degree 5 Euler polynomial. From their Fourier expansions [1] follows that we expect 3rd order convergence for both the tent-transformed and symmetrized lattice sequence, while we only expect 1st order convergence for the standard lattice sequence. We show some results in the left hand column of Figure 1 for $s = 8$. When the weight parameter is close to 1 ($w = 0.9$ in the middle panel) we notice that the performance of the symmetrized and the tent-transformed rules is similar. If $w$ is much smaller ($w = 0.1$ in the top panel) then the tent-transformed rule wins, while if $w$ is larger ($w = 2$ in the bottom panel) then the symmetrized rule wins; these effects are more pronounced when the dimension gets larger.

The function $h_{s,w}(x)$ is a more arbitrary function (including $\sin(x)$ and $E_7(x_j)$) for which its cosine expansion converges only like $k^{-2}$. We thus expect 1st order convergence for the tent-transformed and symmetrized methods. For $s = 10$ the behavior is illustrated in the right hand column of Figure 1. Here again it can be seen that small values of $w$ give the advantage to the tent-transformed lattice rule, see the top panel where $w = 0.1$. However, already for $w = 0.9$ the symmetrized rule outperforms both other methods. The bottom panel shows the case $w = 1$ where it can be seen that the number of points needed to reduce the error below 1 is already getting quite high. In such a case there is an exponential dependence on the number of dimensions and the symmetrized rule is then the preferred choice if the dimension is small enough (this can also be seen in the left bottom panel which has $w = 2$ for $g_{s,w}(x)$ in $s = 8$ dimensions). We remark that the graphs, where one replaces the time in the abscissa by the number of points $N$ in Figure 1, are very similar to the ones shown in Figure 1.

6 Conclusion

In this paper we have shown that it is possible to obtain a convergence rate of $N^{-\alpha+\delta}$ for any $\delta > 0$ for sufficiently smooth integrands for lattice-type rules also for nonperiodic functions. Previously, the only QMC rules with such properties were higher order digital nets [9]. However, the function spaces we consider here are smaller than the usual smooth Sobolev spaces used for higher order digital nets.

Since for smoothness 1 the unanchored Sobolev space and the half-period cosine space coincide, we obtain that tent-transformed lattice rules achieve the same convergence behavior and tractability results as lattice rules in Korobov spaces. In contrast to previous
Figure 1: Absolute error versus actual running time. The dashed lines starting at $10^0$ on the vertical axis illustrate the rate of convergence. Left column: function $g_{s,w}(x)$ in 8 dimensions for $w = 0.1$, $w = 0.9$ and $w = 2$. Right column: function $h_{s,w}(x)$ in 10 dimensions for $w = 0.1$, $w = 0.9$ and $w = 1$. 
results this technique does not need randomization.

Appendix: Proof of Theorem 4

Proof. We follow the proof of Temlyakov [32, Lemma 3.1]. Let \( \beta := \sum_{n=0}^{N-1} w_n \). If \( \beta = 0 \) then \( e(\mathcal{H}(K_{\alpha,\gamma,s}^{\cos});P;w) \geq 1 \), since for \( f = 1 \) the integration error is 1. In this case the result holds trivially for sufficiently small \( C(\alpha, \gamma, s) \). Thus we can assume now that \( \beta \neq 0 \).

We have

\[
e^2(\mathcal{H}(K_{\alpha,\gamma,s}^{\cos});P;w) = \int_{[0,1]^{2s}} K(x, y) \, dx \, dy - 2 \sum_{n=0}^{N-1} w_n \int_{[0,1]^{s}} K(x, x_n) \, dx + \sum_{n,n'=0}^{N-1} w_n w_{n'} K(x_n, x_{n'})
\]

\[
= (1 - \beta)^2 + \sum_{k \in N_0^s \setminus \{0\}} r_{\alpha,\gamma,s}(k) 2^{k_0} \left( \sum_{n=0}^{N-1} w_n \prod_{j=1}^{s} \cos(\pi k_j x_j, n) \right)^2
\]

where \( x_n = (x_{1,n}, \ldots, x_{s,n}) \).

For \( m = (m_1, \ldots, m_s) \in N_0^s \) and \( |m| := m_1 + \cdots + m_s \) we will now construct a function \( G(y) := \sum_{|m|=t} F_m(y) \), parametrized by the points \( x_n \) and weights \( w_n \) of the arbitrary cubature rule, to obtain a lower bound on the worst-case error. For this we will pick its cosine coefficients to be bounded above by \( r_{\alpha,\gamma,s}(k) \). Let the integer \( t \) be chosen such that

\[2N \leq 2^t < 4N.\]

Let \( a := [\alpha] + 1 \) and let \( f : \mathbb{R} \to \mathbb{R} \) be the \( a \)-times differentiable function

\[
f(x) := \begin{cases} x^{a+1}(1-x)^{a+1} & \text{for } 0 < x < 1, \\ 0 & \text{otherwise.} \end{cases} \quad (8)
\]

Note that \( f(x) > 0 \) for \( 0 < x < 1 \) and \( \text{supp}(f^{(\tau)}) = (0, 1) \) for all \( 0 \leq \tau \leq a \).

For \( m \in N_0^s \) let \( f_m(x) := f(2^{m+2}x) \) and for \( m = (m_1, \ldots, m_s) \in N_0^s \) and \( x = (x_1, \ldots, x_s) \in \mathbb{R}^s \) let

\[
f_m(x) := \prod_{j=1}^{s} f_{m_j}(x_j).
\]

Then \( \text{supp}(f_m) = \prod_{j=1}^{s} (0, 2^{-m_j}-2) \). We obtain

\[
\tilde{f}_{m,\cos}(0) = \prod_{j=1}^{s} \int_0^1 f(2^{m_j+2}x) \, dx = \prod_{j=1}^{s} \frac{1}{2^{m_j+2}} \int_0^1 f(y) \, dy = \frac{1}{2|m|+2a} (I(f))^s,
\]

where \( I(f) := \int_0^1 f(y) \, dy \). For \( f \) given by (8) we obtain

\[
I(f) = B(a+2, a+2) = \frac{(a+1)^2}{(2a+3)!},
\]

where \( B \) denotes the beta function.
For $k \neq 0$ we have
\[
\hat{f}_{m,\cos}(k) = \int_0^1 f(2^{m+2}x)\sqrt{2} \cos(\pi kx) \, dx \\
= \frac{1}{\sqrt{2}} \int_0^{2^{-m-2}} f(2^{m+2}x) (e^{i\pi kx} + e^{-i\pi kx}) \, dx \\
= \frac{1}{2^{m+2}\sqrt{2}} \int_0^1 f(y) \left( e^{2i\pi k2^{-m-3}y} + e^{-2i\pi k2^{-m-3}y} \right) \, dy \\
= \frac{\hat{f}(k2^{-m-3}) + \hat{f}(-k2^{-m-3})}{2^{m+2}\sqrt{2}},
\]
where
\[
\hat{f}(h) = \int_0^1 f(x) e^{-2\pi ihx} \, dx
\]
denotes the Fourier transform of $f$. Since, by definition, $f^{(r)}(0) = f^{(r)}(1) = 0$ for all $0 \leq \tau \leq a$, and $f$ is $a$-times differentiable, repeated integration by parts shows that for any $m \in \mathbb{N}_0$ we have
\[
|\hat{f}(k2^{-m-3})| \leq C_a \min(1, (k2^{-m-3})^{-a}),
\]
where the constant $C_a > 0$ depends only on $a$ (and $f$). Thus we have
\[
|\hat{f}_{m,\cos}(k)| \leq C_a 2^{-m-3/2} \min(1, (k2^{-m-3})^{-a}) \\
\leq C_a' 2^{-m} \min(1, 2^{am}r_{a/2,1}(k)).
\]
This bound even holds for $\hat{f}_{m,\cos}(0)$ if $C_a'$ is large enough. For the multivariate case we have the bound
\[
|\hat{f}_{m,\cos}(k)| \leq C(a, s) \prod_{j=1}^s 2^{-m_j} \min(1, 2^{am_j}r_{a/2,1}(k_j)) \\
\leq C(a, s) 2^{(a-1)s} \prod_{j=1}^s 2^{-am_j} \min(1, 2^{am_j}r_{a/2,1}(k_j)).
\]
By summing $|\hat{f}_{m,\cos}(k)|^2$ over all choices of $m$ where $|m| = t$ we obtain
\[
\sum_{m \in \mathbb{N}_0^s \atop |m| = t} |\hat{f}_{m,\cos}(k)|^2 \leq 2^{2(a-1)t} C^2(a, s) \sum_{m \in \mathbb{N}_0^s \atop |m| = t} \prod_{j=1}^s 2^{-2am_j} \min(1, 2^{2am_j}r_{a,1}(k_j)) \\
\leq 2^{2(a-1)t} C^2(a, s) \sum_{j=1}^s \sum_{m=0}^\infty 2^{-2am} \min(1, 2^{2am}r_{a,1}(k_j)). \tag{9}
\]
The last sum can now be estimated by
\[
\sum_{m=0}^\infty 2^{-2am} \min(1, 2^{2am}r_{a,1}(k_j)) \\
= \sum_{0 \leq m \leq (\log_2 r_{a,1}^{-1}(k_j))/2a} 2^{2(a-\alpha)m} r_{a,1}(k_j) + \sum_{m > (\log_2 r_{a,1}^{-1}(k_j))/2a} 2^{-2am}
\]
24
\[
\leq \frac{r_{a-\alpha,1}(k_j)2^{(a-\alpha)} - 1}{2^{(a-\alpha)} - 1} r_{a,1}(k_j) + \frac{r_{a,1}(k_j)2^{2\alpha}}{2^{2\alpha} - 1} \\
\leq r_{a,1}(k_j) \left( 1 + \frac{2^{2\alpha}}{2^{2\alpha} - 1} \right) \\
\leq 3 r_{a,1}(k_j).
\]

(10)

Since \(2N \leq 2^t < 4N\) we obtain from (9) and (10) that

\[
\begin{align*}
r_{a,\gamma,s}(k) &\geq C_0(a, \gamma, s) 2^{-2^{(a-1)t}} \sum_{m \in \mathbb{N}_0} \left| \tilde{f}_{m,\cos}(k) \right|^2 \\
&\geq C_1(a, \gamma, s) \frac{2^t}{N^{2\alpha}} \sum_{m \in \mathbb{N}_0} \left| \tilde{f}_{m,\cos}(k) \right|^2.
\end{align*}
\]

Now for \(x = (x_1, \ldots, x_s)\) and \(y = (y_1, \ldots, y_s)\) and for \(u \subseteq [s]\) define

\[
x(\pm)u = (z_1, \ldots, z_s),
\]

where \(z_j = x_j + y_j\) if \(j \in u\) and \(z_j = x_j - y_j\) if \(j \not\in u\). Define the functions

\[
F_{m,u}(y) := \sum_{n=0}^{N-1} w_n f_m(x_n (\pm)u y), \quad F_m(y) := \frac{1}{2^s} \sum_{u \subseteq [s]} F_{m,u}(y),
\]

and the sets

\[
B_{m,u} := \{ y \in [0,1]^s : F_{m,u}(y) = 0 \}, \\
B_m := \{ y \in [0,1]^s : F_{m,u}(y) = 0 \text{ for all } u \subseteq [s] \} = \bigcap_{u \subseteq [s]} B_{m,u}.
\]

Denote with \(B_{m,u}^c\) the complement with respect to \([0,1]^s\). Then for \(\lambda_s\) the \(s\)-dimensional Lebesgue measure we have \(\lambda_s(\text{supp}(F_{m,u})) = \lambda_s(B_{m,u}^c)\). Since \(\text{supp}(f_m(x_n (\pm)u y))\) as a function of \(y\) is contained in the interval \(\prod_{j \in u}(-x_{j,n} - x_{j,n} + 2^{-m_j-2}) \prod_{j \not\in u} (x_{j,n} - 2^{-m_j-2}, x_{j,n})\) we have

\[
\text{supp}(F_{m,u}) \subseteq \bigcup_{n=0}^{N-1} \prod_{j \in u}(-x_{j,n} - x_{j,n} + 2^{-m_j-2}) \prod_{j \not\in u} (x_{j,n} - 2^{-m_j-2}, x_{j,n}).
\]

Thus \(\lambda_s(\text{supp}(F_{m,u})) = \lambda_s(B_{m,u}^c) \leq N 2^{-|\mathbf{m}| - 2s}\). Now, for all \(\mathbf{m}\) satisfying \(|\mathbf{m}| = t\) we obtain

\[
\lambda_s(B_m) = 1 - \lambda_s(B_{m,u}^c) = 1 - \lambda_s \left( \bigcup_{u \subseteq [s]} B_{m,u}^c \right) \geq 1 - \sum_{u \subseteq [s]} N 2^{-|\mathbf{m}| - 2s} = 1 - \frac{N}{2^{|\mathbf{m}| + s}} > 1/2,
\]

since \(2N \leq 2^t < 4N\).

We can expand \(F_m(y) - \int_{[0,1]^s} F_m(y) \, dy\) in terms of the coefficients \(\tilde{f}_{m,\cos}(k)\):

\[
\frac{1}{2^s} \sum_{u \subseteq [s]} \sum_{n=0}^{N-1} w_n f_m(x_n (\pm)u y) - \tilde{f}_{m,\cos}(0) \beta
\]
\[
\begin{align*}
&= \sum_{n=0}^{N-1} w_n \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} \tilde{f}_{m,\cos}(k) \frac{\sqrt{2})^{|k|_0}}{2^s} \sum_{u \subseteq [s]} \prod_{j \in u} \cos(\pi k_j (x_{j,n} + y_j)) \prod_{j \in [s] \setminus u} \cos(\pi k_j (x_{j,n} - y_j)) \\
&= \sum_{n=0}^{N-1} w_n \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} \tilde{f}_{m,\cos}(k) \frac{\sqrt{2})^{|k|_0}}{2^s} \prod_{j=1}^{s} \cos(\pi k_j (x_{j,n} - y_j)) + \cos(\pi k_j (x_{j,n} + y_j)) \\
&= \sum_{n=0}^{N-1} w_n \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} \tilde{f}_{m,\cos}(k) \frac{\sqrt{2})^{|k|_0}}{2^s} \prod_{j=1}^{s} \cos(\pi k_j x_{j,n}) \cos(\pi k_j y_j) \\
&= \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} \tilde{f}_{m,\cos}(k) \frac{\sqrt{2})^{|k|_0}}{2^s} \left( \sum_{n=0}^{N-1} w_n \prod_{j=1}^{s} \cos(\pi k_j x_{j,n}) \right) \prod_{j=1}^{s} \cos(\pi k_j y_j).
\end{align*}
\]

Thus, by definition of \( B_m \), we have

\[
\lambda_s(B_m) |\tilde{f}_{m,\cos}(0)|^2 \beta^2 = \int_{B_m} \left( \frac{1}{2^s} \sum_{u \subseteq [s]} \sum_{n=0}^{N-1} w_n f_m(x_n (\pm u \ y)) - \tilde{f}_{m,\cos}(0) \beta \right)^2 dy \\
\leq \int_{[0,1]^s} \left( \frac{1}{2^s} \sum_{u \subseteq [s]} \sum_{n=0}^{N-1} w_n f_m(x_n (\pm u \ y)) - \tilde{f}_{m,\cos}(0) \beta \right)^2 dy \\
= \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} |\tilde{f}_{m,\cos}(k)|^2 \left( \sum_{n=0}^{N-1} w_n \prod_{j=1}^{s} \cos(\pi k_j x_{j,n}) \right)^2.
\]

We are now ready to piece this all together to obtain

\[
e^2(\mathcal{H}(K^\cos_{\alpha,\gamma,s}) ; P; \ w) = (1 - \beta)^2 + \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} r_{\alpha,\gamma,s}(k) 2^{|k|_0} \left( \sum_{n=0}^{N-1} w_n \prod_{j=1}^{s} \cos(\pi k_j x_{j,n}) \right)^2 \\
\geq (1 - \beta)^2 + C_1(a, \gamma, s) \frac{2^{2t}}{N^{2\alpha}} \sum_{m \in \mathbb{N}_0^s \setminus \{0\}} \sum_{|m| = t} |\tilde{f}_{m,\cos}(k)|^2 2^{|k|_0} \left( \sum_{n=0}^{N-1} w_n \prod_{j=1}^{s} \cos(\pi k_j x_{j,n}) \right)^2 \\
\geq (1 - \beta)^2 + C_1(a, \gamma, s) \frac{2^{2t}}{N^{2\alpha}} \sum_{m \in \mathbb{N}_0^s \setminus \{0\}} \lambda_s(B_m) |\tilde{f}_{m,\cos}(0)|^2 \beta^2 \\
\geq (1 - \beta)^2 + C_2(a, \gamma, s) \beta^2 (I(f))^{2s} \frac{2^{2t}}{N^{2\alpha}} 2^{-2l - 4s} \sum_{m \in \mathbb{N}_0^s \setminus \{0\}} 1 \\
\geq (1 - \beta)^2 + C_3(a, \gamma, s) \beta^2 N^{-2\alpha} \left( \frac{t + s - 1}{s - 1} \right).
\]

Set \( A := C_3(a, \gamma, s) N^{-2\alpha} \left( \frac{t + s - 1}{s - 1} \right) \). Then the last expression can be written as \((1 - \beta)^2 + A \beta^2\), which satisfies

\[
e^2(\mathcal{H}(K^\cos_{\alpha,\gamma,s}) ; P; \ w) \geq (1 - \beta)^2 + A \beta^2 \geq \frac{\min(1, A)}{2} \geq C_4(a, \gamma, s) N^{-2\alpha} \left( \frac{t + s - 1}{s - 1} \right),
\]

which implies the result, since \( t \geq \log_2(N) \).

\[\square\]
7 Acknowledgements

J.D. is supported by an Australian Research Council Queen Elizabeth II fellowship. D.N. is a fellow of the Research Foundation Flanders (FWO) and thanks Prof. Ian H. Sloan for initial discussions on the half-period cosine space. The first two authors are grateful to the Hausdorff Institute in Bonn where most of this research was carried out. F.P. is partially supported by the Austrian Science Foundation (FWF), Project S9609.

References

[1] M. Abramowitz and I. A. Stegun, editors. *Handbook of Mathematical Functions with Formulas, Graphs and Mathematical Tables*, volume 55 of *National Bureau of Standards Applied Mathematics Series*. U.S. Government Printing Office, Washington, D.C., 1964.

[2] N. Aronszajn. Theory of reproducing kernels. *Trans. Amer. Math. Soc.*, 68(3):337–404, 1950.

[3] N. S. Bakhvalov. Approximate computation of multiple integrals. *Vestnik Moskov. Univ. Ser. Mat. Meh. Astr. Fiz. Him.*, 4:3–18, 1959. In Russian.

[4] R. Cools and A. Haegemans. An imbedded family of cubature formulae for n-dimensional product regions. *J. Comput. Appl. Math.*, 51(2):251–262, 1994.

[5] R. Cools, F. Y. Kuo, and D. Nuyens. Constructing embedded lattice rules for multivariate integration. *SIAM J. Sci. Comput.*, 28(6):2162–2188, 2006.

[6] L. L. Cristea, J. Dick, F. Pillichshammer, and G. Leobacher. The tent transformation can improve the convergence rate of quasi-Monte Carlo algorithms using digital nets. *Numer. Math.*, 105(3):413–455, 2007.

[7] J. Dick. On the convergence rate of the component-by-component construction of good lattice rules. *J. Complexity*, 20(4):493–522, 2004.

[8] J. Dick. Explicit constructions of quasi-Monte Carlo rules for the numerical integration of high dimensional periodic functions. *SIAM J. Numer. Anal.*, 45(5):2141–2176, 2007.

[9] J. Dick. Walsh spaces containing smooth functions and quasi-Monte Carlo rules of arbitrary high order. *SIAM J. Numer. Anal.*, 46(3):1519–1553, 2008.

[10] J. Dick and F. Pillichshammer. *Digital Nets and Sequences: Discrepancy Theory and Quasi-Monte Carlo Integration*. Cambridge University Press, 2010.

[11] J. Dick, F. Pillichshammer, and B. J. Waterhouse. The construction of good extensible rank-1 lattices. *Math. Comp.*, 77(264):2345–2373, 2008.

[12] J. Dick, I. H. Sloan, X. Wang, and H. Woźniakowski. Good lattice rules in weighted Korobov spaces with general weights. *Numer. Math.*, 103(1):63–97, 2006.
[13] A. C. Genz and A. A. Malik. An imbedded family of fully symmetric numerical integration rules. _SIAM J. Numer. Anal._, 20(3):580–588, 1983.

[14] F. J. Hickernell. A generalized discrepancy and quadrature error bound. _Math. Comp._, 67(221):299–322, 1998.

[15] F. J. Hickernell. Obtaining $O(n^{-2+\epsilon})$ convergence for lattice quadrature rules. In K. T. Fang, F. J. Hickernell, and H. Niederreiter, editors, _Monte Carlo and Quasi-Monte Carlo Methods 2000_, pages 274–289. Springer-Verlag, 2002.

[16] F. J. Hickernell, P. Kritzer, F. Y. Kuo, and D. Nuyens. Weighted compound integration rules with higher order convergence for all $N$. _Numer. Algorithms_, 59(2):161–183, 2011.

[17] F. J. Hickernell and H. Niederreiter. The existence of good extensible rank-1 lattices. _J. Complexity_, 19(3):286–300, 2003.

[18] A. Iserles and S. P. Nørsett. From high oscillation to rapid approximation I: Modified Fourier expansions. _IMA J. Numer. Anal._, 28(4):862–887, 2008.

[19] N. M. Korobov. _Number-Theoretic Methods in Approximate Analysis_. Goz. Izdat. Fiz.-Math., 1963. In Russian.

[20] F. Y. Kuo. Component-by-component constructions achieve the optimal rate of convergence for multivariate integration in weighted Korobov and Sobolev spaces. _J. Complexity_, 19(3):301–320, 2003.

[21] F. Y. Kuo, C. Schwab, and I. H. Sloan. Quasi-Monte Carlo methods for high-dimensional integration: The standard (weighted Hilbert space) setting and beyond. _ANZIAM Journal_, 53(1):1–37, 2011.

[22] F. Y. Kuo, I. H. Sloan, and H. Woźniakowski. Periodization strategy may fail in high dimensions. _Numer. Algorithms_, 46(4):369–391, 2007.

[23] H. Niederreiter. _Random Number Generation and Quasi-Monte Carlo Methods_. Number 63 in Regional Conference Series in Applied Mathematics. SIAM, 1992.

[24] E. Novak and H. Woźniakowski. _Tractability of Multivariate Problems — Volume I: Linear Information_, volume 6 of _EMS Tracts in Mathematics_. European Mathematical Society Publishing House, 2008.

[25] E. Novak and H. Woźniakowski. _Tractability of Multivariate Problems — Volume II: Standard Information for Functionals_, volume 12 of _EMS Tracts in Mathematics_. European Mathematical Society Publishing House, 2010.

[26] D. Nuyens and R. Cools. Fast algorithms for component-by-component construction of rank-1 lattice rules in shift-invariant reproducing kernel Hilbert spaces. _Math. Comp._, 75(254):903–920, 2006.

[27] D. Nuyens and R. Cools. Fast component-by-component construction of rank-1 lattice rules with a non-prime number of points. _J. Complexity_, 22(1):4–28, 2006.
[28] D. Nuyens and R. Cools. Higher order quasi-Monte Carlo methods: A comparison. 
*AIP Conference Series*, 1281:553–557, 2010.

[29] I. H. Sloan and S. Joe. *Lattice Methods for Multiple Integration*. Oxford Science 
Publications, 1994.

[30] I. H. Sloan, F. Y. Kuo, and S. Joe. On the step-by-step construction of quasi-Monte 
Carlo integration rules that achieve strong tractability error bounds in weighted 
Sobolev spaces. *Math. Comp.*, 71(240):1609–1640, 2002.

[31] I. H. Sloan and A. V. Reztsov. Component-by-component construction of good lattice 
rules. *Math. Comp.*, 71(237):263–273, 2002.

[32] V. N. Temlyakov. Cubature formulas, discrepancy, and nonlinear approximation. 
*J. Complexity*, 19(3):352–391, 2003.

[33] G. W. Wasilkowski and H. Woźniakowski. Weighted tensor product algorithms for 
linear multivariate problems. *J. Complexity*, 15(3): 402–447, 1999.

[34] A. G. Werschulz and H. Woźniakowski. Tractability of multivariate approximation 
over a weighted unanchored Sobolev space. *Constr. Approx.*, 30(3): 395–421, 2009.

[35] S. K. Zaremba. La méthode des “bons treillis” pour le calcul des intégrales multiples. 
In S. K. Zaremba, editor, *Applications of Number Theory to Numerical Analysis*, 
pages 39–119. Academic Press, 1972.

Authors’ addresses:

Josef Dick,
School of Mathematics and Statistics, University of New South Wales, Sydney, NSW, 2052, 
Australia

Dirk Nuyens,
Department of Computer Science, KU Leuven, Celestijnenlaan 200A, 3001 Heverlee, Belgium

Friedrich Pillichshammer,
Institut für Finanzmathematik, Universität Linz, Altenbergerstr. 69, 4040 Linz, Austria

E-mail:
josef.dick@unsw.edu.au
dirk.nuyens@cs.kuleuven.be
friedrich.pillichshammer@jku.at