Navigating inconsistent preferences: A multimethod approach to making informed decisions
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Abstract
This study presents a decision-analytic framework for prioritizing conservation strategies. The framework is based on combining direct and indirect preference-elicitation methods and analyzing inconsistencies between the methods. A case study with The Nature Conservancy's Chesapeake Bay (The United States) agriculture team is presented. Participants evaluated six strategies to engage with agribusinesses, farmers, and farm landowners and increase adoption of nutrient and soil conservation and stream and wetland restoration activities. Impact, feasibility, and risk criteria and performance measures were developed to compare the strategies. Participants individually evaluated the strategies using a multimethod approach. One method included direct ranking based on an intuitive assessment of the strategies. The second method included indirect ranking based on swing weighting and multicriteria analysis. Some participants made adjustments to reduce inconsistencies between the methods. Results show that final rankings were more consistent than initial rankings. Inconsistencies can be reduced by understanding potential bias in the direct method and clarifying assumptions in the indirect method. This study provides evidence that a multimethod approach can deliver useful insights to inform decisions.
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1 | INTRODUCTION

Environmental managers often must develop a methodology to assess and evaluate hard decisions. Such a methodology may include formal or informal approaches that obtain information from knowledgeable participants. Any approach may incite challenges for decision makers as well as participants. For instance, the governance structure between decision makers and participants is often a sensitive matter (Straus, 2002). Different values or concerns may be held by all persons involved in the decision (Keeney, 1992), and there are challenges in obtaining and deliberating those values (Bond, Carlson, & Keeney, 2008). There are often conflicting preferences on criteria that characterize values (Slovic, 1995) and difficulties in separating values from facts (Von Winterfeldt, 2013). Developing some understanding of the potential consequences of decisions matter, but predictive models provide only a partial understanding of decision outcomes due to various types of uncertainty.
(Fischhoff & Davis, 2014). There are difficulties in communicating preferences because human behavior and cognition cause mental shortcuts and bias (Kahneman, 2013). Further, decisions are often made in the absence of a structured elicitation approach that allow participants to think carefully about options and provide meaningful value-based judgments to decision makers (Gregory et al., 2012).

In collaborative decision contexts, participants are asked to give their preferences on the desirability of management alternatives (McDaniels, 2019). Decision analysis is a systematic and transparent approach to facilitate the preference-elicitation process and pinpoint areas of agreement and disagreement among participants (Keeney, 2004). Decision analysis includes a set of five principles: (a) develop an adequate description of the decision; (b) develop a common understanding of the fundamental values or concerns from decision makers or other knowledgeable participants; (c) develop distinct alternative courses of action to choose from; (d) evaluate the alternatives on their characteristics, which are directly representative of the fundamental values; and (e) evaluate tradeoffs between the alternatives. The first three are sometimes referred to as front-end development principles, whereas the latter two are referred to as back-end evaluation principles (Keeney, 2020).

This article aims to inform the back-end evaluation principles of decision analysis as they are used to aid decision makers in gathering input from participants prior to making decisions. Different evaluation methods are used in decision analysis. A direct method allows participants to intuitively evaluate the alternatives and their values. It is assumed that their evaluation represents tradeoffs between the alternatives, but it is very hard to observe this behavior because of personal biases and irrational thinking (Bessette, Wilson, & Arvai, 2019; Slovic, Fischhoff, & Lichtenstein, 1976). An indirect method attempts to break an intuitive process down into parts that can be analyzed and integrated into a comparable, and often quantitative, evaluation (Von Winterfeldt & Edwards, 1986). The intent of the indirect approach is to develop an explicit evaluation of tradeoffs between the alternatives. It is believed that focusing on tradeoffs will reduce bias while also providing useful insights into the desirability of the alternatives. One evaluation method is not better than another, and any method can yield insights for decision making. However, inconsistent preference judgments are well-documented under both methods (Bessette, Wilson, & Arvai, 2019).

This research emphasizes a multimethod approach, which can reduce inconsistencies between methods and increase the validity of results relative to using any single method. The intent of a multimethod approach is to gain insights toward a comprehensive understanding of decision-relevant preferences. There is evidence that this approach results in transparency, accountability, and a more accurate reflection of preferences in experimental (Arvai & Gregory, 2003; Hobbs & Horn, 1997; Hostmann, Bernauer, Mosler, Reichert, & Truffer, 2005) and reflective analyses (Bessette, Wilson, Beaudrie, & Schroeder, 2019; Gregory et al., 2012; Keeney, Von Winterfeldt, & Eppel, 1990). There is a strong need for real-world case studies that demonstrate broad applicability and further evidence in many environmental management contexts.

### 1.1 Case study

The Chesapeake Bay is the largest estuary in North America covering 11,601 km$^2$. In 2010, the United States Environmental Protection Agency established a 2025 water quality mandate for nutrient (nitrogen and phosphorus) and sediment management in the Chesapeake Bay watershed (U.S. Environmental Protection Agency, 2010). Agriculture, including cropland and animal operations such as poultry, dairy, and beef cattle, contributes the greatest amount of nutrient loads to the Chesapeake Bay (Chesapeake Assessment and Scenario Tool, 2020). Farmers and agricultural landowners have implemented conservation practices such as planting cover crops and matching fertilizer applications to crop needs, which combine to reduce sediment and nutrients leaving fields and animal operations, and stream and wetland restoration. These practices have reduced nitrogen loading to the Chesapeake Bay by 38% between 1985 and 2018 (Chesapeake Bay Commission, 2019). These practices need to reduce nitrogen loading to the Chesapeake Bay by 72% between 2018 and 2025 (Chesapeake Bay Commission, 2019), which will require accelerated implementation of these conservation practices. A significant increase in agricultural conservation work is critical.

The Nature Conservancy is a global non-profit organization whose mission is to conserve the lands and waters on which all life depends. The Nature Conservancy’s Chesapeake Bay agriculture team aims to reduce nutrients and sediment from agricultural landscapes at a scope and scale that restores aquatic habitat in the Chesapeake Bay and supports a thriving agricultural community. The team recently engaged in a strategic planning process to allocate staff time and resources across the watershed. Six possible strategies were developed over several months of discussion and evidence-based evaluations. The context for the strategies is based on engagement activities that are expected to encourage farmer and farm landowner
(leasing agent) adoption of conservation practices and make a meaningful contribution to the Chesapeake Bay water quality mandate. The strategies are referred to as Strategy 1, Strategy 2, Strategy 3, Strategy 4, Strategy 5, and Strategy 6 to avoid disclosing details of internal strategies publicly. Further description of the strategies and their proposed activities is beyond the scope given space constraints, as the focus of this article is on evaluating decision-analytic methods, and therefore depth of understanding about the strategies is not necessary.

The six strategies are feasible options to address the team’s goals for the project. However, all strategies cannot be implemented at one time for time and feasibility reasons. Therefore, the team’s project managers identified the need for some analysis to aid in their decision on which strategies to move forward with implementation, which strategies should not be implemented, and which strategies should be phased in over time or delayed for future implementation. A ranking evaluation was developed to inform this prioritization context: Which strategies are the best ones to invest in now to help the team achieve the outcomes they are seeking? The project managers desired an approach to help them more consistently gather, synthesize, and reflect on the entire team’s preferences. The multimethod approach to decision analysis was used to provide this insight. This research allowed 13 team members to provide a consistent type of input to the project managers and aid in their choice of high-priority strategies.

2 | MATERIALS AND METHODS

2.1 | Objectives and criteria

In decision analysis, alternative strategies are evaluated against how well they are expected to achieve fundamental values or concerns. Objectives and criteria are developed to discern among the strategies. This study drew knowledge from best practices in conservation planning (The Nature Conservancy, 2000; Foundations of Success, 2018; Conservation Measures Partnership, 2020) and developed impact, feasibility, and risk objectives and 11 measurable criteria for the objectives (Table 1).

Three types of measures are generally used to develop some expectation on the possible performance of alternative strategies: natural, proxy, and constructed (Keeney & Gregory, 2005). Natural measures directly represent the criteria (e.g., dollars for a cost criterion). Proxy measures do not directly represent the criteria but are highly correlated with them (e.g., person-days for a cost criterion). For many criteria, it is difficult to develop a natural or proxy measure. In these cases, constructed measures are

| Objective | Criterion | Consideration |
|-----------|-----------|---------------|
| Impact    | Water quality | Is the strategy designed with intent to achieve significant contributions to water quality? |
| Climate   |            | Is the strategy designed with intent to achieve significant contributions to climate resilience and mitigation? |
| Permanency|            | If successfully implemented, will the strategy secure long-lasting outcomes through changes to the current system? |
| Evidence  |            | Is there sufficient evidence to support the intended water quality and climate outcomes? |
| Feasibility | Key stakeholders | What is the anticipated level of support and engagement by key stakeholders whose involvement is necessary to implement the strategy? |
| Staffing  |            | How many full-time-equivalent employees are necessary to implement the strategy? |
| Time      |            | How much time will it take to implement the strategy? |
| Other funds |            | What contractual, marketing, or cost-share funds are needed to implement the strategy? |
| Risk      | Unique role/niche (internal) | Could the strategy move forward and achieve the intended outcomes without the team? |
|           | Unique role/niche (external) | Are other conservation groups doing the same or similar work in the watershed? |
|           | Unintended consequences | What is the perceived or real consequences of implementing the strategy on stakeholders (e.g., private benefits, inconvenience)? |

Note: more detailed information about the criteria and how they were measured is provided in the Appendix S1.
developed, such as 1–4 scores or “Poor,” “Fair,” “Good,” and “Very Good” ratings, as long as they are meaningful, descriptive, and indicate the degree to which the associated criterion is preferred based on empirical data or expert opinion (Keeney, 1992). Constructed measures are typically easier to evaluate than proxy or natural measures, but they are less directly related to the quantity of interest.

This study developed proxy and constructed performance measures. The project managers met with the author over several sessions to develop the measures. First, a unique narrative description communicated the rationale for each strategy’s performance per criterion (select performance measures are provided in Table 2; the full evaluation table is provided in the Appendix S1). Second, the performance measures were compared across strategies per criterion and assigned a “low,” “moderate,” or “high” performance value. It was assumed that there wasn’t enough information in the descriptions to distinguish the desirability between strategies of the same performance value. It was assumed that the information in the measures for strategies assigned a “high” value were better than measures assigned a “moderate” value, and that measures assigned a “moderate” value were better than measures assigned a “low” value. These values determined the desirability of the strategies per criterion. The performance measures and values of each strategy per criterion were collected in an evaluation table, sometimes referred to as a consequence table (Gregory et al., 2012; Appendix S1).

### 2.2 Direct evaluation

Thirteen team members participated in the direct and indirect evaluations. Each participant evaluated the strategies individually with facilitation support by the author, who designed and facilitated the analysis, but did not

| Objective | Criterion | Baseline (“worst”) | Swing (“best”) |
|-----------|-----------|-------------------|----------------|
| Impact    | Water quality | Relatively limited contribution to large-scale outcome; practice type and/or its ability to inform farmer and landowner decisions will produce low water quality improvement | Relatively high contribution to large-scale outcome; practice type and/or its ability to inform farmer and landowner decisions will produce high water quality improvement |
| Climate change | Water quality | Relatively limited contribution to large-scale outcome; practice type and/or the ability to inform farmer and landowners to adopt practices will produce high levels of GHG reduction and carbon storage | Relatively high contribution to large-scale outcome; practice type and/or the ability to inform farmer and landowners to adopt practices will produce low levels of GHG reduction and carbon storage |
| Permanency | Activities likely to be long-lasting due to well-known regulations, program terms, and landowner and farmer motivation | Activities unlikely to be continued or can be easily removed due to unknown motivation for long-term implementation |
| Evidence | Limited or no evidence of farmers and/or landowners responding to strategy activities | Direct evidence of farmers and/or landowners responding to strategy activities |
| Feasibility | Level of support has not been demonstrated among stakeholders | Level of support has been demonstrated among stakeholders |
| Staffing | 3–5 full-time equivalent employees | 1–3 full-time equivalent employees |
| Time | 5–10 years | Less than 5 years |
| Other funds | Greater than $5 million | Less than $500,000 |
| Risk | We do not have any unique skills or resources to implement the strategy activities | We have unique skills or resources to implement the strategy activities |
| Unique role (internal) | There are many other conservation groups and organizations implementing the same or similar types of activities | There are no other conservation groups and organizations implementing the same or similar types of activities |
| Unique role (external) | Potential private stakeholder benefits, potential to upset stakeholders with rules and constraints, potential to negatively impact other environmental outcomes | Limited private stakeholder benefits, low risk in upsetting stakeholders with rules and constraints, low risk of other negative environmental outcomes |

Note: This table was used to assign swing weights to the impact, feasibility, and risk objectives. Criteria weights were assigned by ranking and scoring the swings from “worst” to “best” criteria values per objective (see Appendix S1).
participate in either method. Discussions of the individual evaluations were performed in group meetings following the evaluation. The evaluations were designed in a Microsoft Excel spreadsheet tool (Appendix S1). The tool was delivered to team members with instructions to provide input that best expresses their preferences. The order that participants completed the evaluations was not tracked. However, since participants were engaged in reflective discussions about their evaluations and given time to change either evaluation, it is unlikely that the order of evaluation was a significant determinant of the results.

Under the direct evaluation, participants were instructed to study the evaluation table and rank the strategies in order of their overall value. Next, participants were instructed to assign 100 points to the top-ranked strategy. They assigned between 0 and 100 points to the remaining ranked strategies in accordance with their value against the top-ranked strategy. They continued down the list of ranked strategies, entering points either the same as or lower than the one before. Participants could assign zero points to strategies or the same points to multiple strategies. The array of points assigned to the strategies was normalized to sum to unity (1) per participant. The overall values per strategy (and summary statistics) were compared with the overall values estimated in the indirect evaluation per participant and as a group (average values).

It is important to note that a direct evaluation may not be relevant to any decision. For example, decisions with a large set of alternatives require screening tools to reduce the number to a set that can be more easily evaluated by participants (e.g., Martin, Mazzotta, & Bousquin, 2018).

### 2.3 Indirect evaluation

Methods for multicriteria analysis are based on different rules for analyzing the value of a set of strategies. One of the most popular methods is an additive value function (Dyer & Sarin, 1979). The three main steps of an additive value function are: (a) scaling each disparate criteria performance value into a common metric between 0 and 1 that maintains their differentiation among strategies; (b) weighting each criterion to reflect tradeoffs among strategies; and (c) performing a weighted-average calculation using the scaled criteria values and the weights. There are many possible scaling techniques, each with different advantages and disadvantages (Martin & Mazzotta, 2018). Similarly, there are many possible weighting techniques, each with different methods for eliciting ordinal-scale, interval-scale, or ratio-scale preferences (Danielson & Ekenberg, 2016; Von Winterfeldt & Edwards, 1986).

The project managers assumed linear performance values $z_{ij}$ per criterion $j$, strategy $i$. The “low,” “moderate,” and “high” performance values were respectively assigned 1, 3, and 5 numbers. The numbers were scaled to 0–1 values using a global scaling function $x_{ij}$:

$$x_{ij} = \frac{z_{ij} - z_{ij}^*}{z_{ij}^{**} - z_{ij}^*}$$  \hspace{1cm} (1)

for all criteria $j = 1, \ldots, 11$, strategies $i = 1, \ldots, 6$; where $z_{ij}^*$ and $z_{ij}^{**}$ are the “worst” and “best” measurements for each criterion, respectively, as assigned.

The additive value function $V_i$ aggregates the scaled performance values into an overall value per strategy $i$:

$$V_i = \sum_{j=1}^{11} w_j x_{ij}$$  \hspace{1cm} (2)

for all criteria $j = 1, \ldots, 11$, strategies $i = 1, \ldots, 6$; where $w_j$ are importance weights that sum to 1.

Importance weights are scaling factors that evaluate contributions of the criteria to the desirability of the strategies (Dyer & Sarin, 1979). In general, participants assign weights based on combining the tradeoff information contained in the evaluation table with a subjective assessment of the inherent importance of the objectives and criteria. Swing weights were elicited from participants to ensure the tradeoff property of weights was adequately considered (Von Winterfeldt & Edwards, 1986).

Swing weighting consisted of a thought experiment, with additional preference-elicitation questions in the Microsoft Excel spreadsheet tool (Gregory et al., 2012; Appendix S1). Participants were provided with the range of anticipated impact, feasibility, and risk, showing the swing from “worst” to “best” narrative descriptions for all intra-objective criteria (Table 2) and inter-objective criteria. They were then asked to compare the swings and rank them in order of their importance. They assigned 100 points to the top-ranked swing. They assigned between 0 and 100 points to the remaining ranked swings in accordance with their relative importance against the top-ranked swing. They continued down the list of ranked swings, entering points either the same as or lower than the one before. Participants could assign zero points to swings or the same points to multiple swings. The array of points assigned to the swings was normalized into weights that sum to unity (1) per participant. Cumulative weights were calculated as the product of all inter-objective criteria weights and their respective objective weights.
Each participant’s cumulative weights were combined with the scaled performance values using the additive value function (Equation (2)). The overall values per strategy (and summary statistics) were compared with the overall values developed in the direct evaluation per participant and as a group (average values).

2.4 | Deliberation about inconsistencies

A summary of the initial direct and indirect overall values per strategy was shared with the participants in one-on-one meetings with the author. We discussed possible inconsistencies in the rank order of the strategies between methods by considering preferences in their direct evaluation, their cumulative weights, and tradeoffs between top-ranked strategies based on the information contained in the evaluation table. Participants were allowed to reflect on their evaluations openly and change any preferences given in their direct or indirect evaluation. One participant made changes to their direct evaluation (direct ranking and scoring) after viewing their initial results, three participants made changes to their indirect evaluation (swing weights) after viewing their initial results, and three participants made changes to their direct and indirect evaluation after viewing their initial results. Six participants did not change their direct or indirect evaluation after viewing their initial results.

3 | RESULTS

Final cumulative weights were plotted to analyze each participant’s preferences across the criteria as they apply to indirect strategy rankings (Figure 1). Weight distributions show that the impact criteria were weighted higher than the feasibility and risk criteria, which was consistent with the initial weights (Figure S1). Final direct and indirect strategy rankings were plotted in a diagram to analyze each participant’s consistency between methods (Figure 2). In general, Strategies 1, 5, and 6 received higher value and Strategies 2, 3, and 4 received lower value across direct and indirect methods. The range and variance of direct values were greater than indirect values per strategy, and this was observed when comparing the strategy ranks between methods as well, with the exception of Strategy 1 (Appendix S1). The variance of indirect values and ranks was particularly low for Strategies 2, 3, and 6 as compared with the direct evaluation, which corresponds to agreement on these strategies across participants. Less disagreement in the indirect method is consistent with previous studies (Gardiner & Edwards, 1975; Hobbs & Horn, 1997).

Final rankings (Figure 2) were more consistent than initial rankings (Figure S2). Participants who made changes to their direct evaluation improved their consistency by two orders of magnitude, as defined by the distance between the direct and indirect ranks per strategy (e.g., Participant 13; Figure 3, upper panels). Participants who made changes to their indirect evaluation improved their consistency between two and four orders of magnitude (e.g., Participant 12; Figure 3, lower panels). Participants who made changes to both direct and indirect evaluations improved their consistencies between zero and four orders of magnitude (Figure 2; Figure S2).

4 | DISCUSSION

The main finding from this study is that navigating inconsistencies in preferences between direct and indirect methods improved participant and decision-maker insights. Participants who did not make changes to their direct or indirect evaluation were either consistent in their preferences and very insightful from the start, or inconsistent in their preferences because of strong beliefs. Strong beliefs came in the form of bias and incomplete criteria. For instance, Participant 11 was inconsistent in their preferences by 14 orders of magnitude (Figure 2). Bias for some of the strategies (e.g., emotional response to specific strategy activities) and criteria that were not included in the evaluation table (e.g., funding the strategies during the COVID-19 pandemic) were the main implications of this inconsistency. This participant agreed with the swing weighting and affirmed that the sources of inconsistencies were in their direct evaluation. However, they decided not to change their direct evaluation and used the inconsistencies as discussion points to be shared with the project managers as dialogue in future team meetings. Recognizing these inconsistencies and talking about them improved the participant’s and the team managers’ discourse.

Participants who made changes to their direct and indirect evaluations were either biased and thinking about criteria that were not contained in the evaluation table or improving their learning about tradeoffs. For instance, Participant 13 changed their direct evaluation after recognizing bias for some of the strategies (e.g., preferences for strategies that may be more easily implemented in their home state) and criteria that were not included in the evaluation table (e.g., funding during the COVID-19 pandemic). This improved their consistency by three orders of magnitude (Figure 3, upper panels).

Participants 1, 6, and 12 adjusted their swing weights to improve consistency. In all instances, the intensity of
preference for tradeoffs in the evaluation table were not fully expressed in their initial swing weighting. Each of these participants provided an even distribution of weights in their initial indirect evaluation (Figure S1). In general, they assigned high point values to the swings. This occurrence is typically associated with ascribing too much importance to less-important criteria and has been documented in some experiments (Shepard, 1964; Von Winterfeldt & Edwards, 1986). The occurrence can signify a lack of cognitive strength in using numbers to express a highly subjective state of mind; this is a limitation of any approximate or surrogate weighting method.

**FIGURE 1** Final cumulative weights per participant and weight distribution across participants. Points and bars reflect individual participant weights and range over all participant weights, respectively. Box and whisker plot contains 50% interquartile range, separated by the median line, and whiskers contain 90% interquartile range with outlier points.
Final rankings from direct (x-axis) and indirect (y-axis) methods. Dashed centerline represents consistency. Strategies that fall on the centerline rank consistently between methods, whereas strategies that fall further from the centerline rank inconsistently between methods.
Through deliberation, however, we found that some weight distributions should have been more unevenly spread based on reasons associated with their direct evaluation. For instance, Participant 12 spread the emphasis on feasibility and risk as less-important objectives than impact. One of the reasons for their adjustment was that they had a difficult time assigning preferences to the objectives, represented in the swing weighting as bundles of inter-objective criteria performance values in a hierarchical sense, even though they had strong preferences for some criteria more than others. This adjustment improved their consistency by four orders of magnitude (Figure 3, lower panels). In this and other instances, spreading the point intervals across the swings spread out the weight distribution and improved consistency between the methods. Each of these participants adjusted their indirect rankings based on reflection and deliberation and subsequently felt better about their final rankings.

This study encountered relief and stress with navigating inconsistencies, but it is unclear whether these feelings are determinants to inconsistencies between methods because no structured survey was included in the evaluation. For instance, Participant 7 understood the process better after adjusting their direct and indirect evaluations. This participant (and others in this study) recognized response error in their indirect evaluation, which is a common phenomenon (Jia, Fischer, & Dyer, 1998), and subsequently improved their consistency by four orders of magnitude. Changing preferences
over time is not a problem, and this participant exhibited relief in a tool that allowed them to think about and adjust their preferences. On the other hand, Participants 9 and 5 found the indirect method more stressful than the direct method. Participant 9 changed both direct and indirect evaluations twice, and they were the only participant that did not improve consistency relative to their initial rankings. Participant 5 was the most inconsistent between methods (Figure 2), which was due in part to highly variable criteria weights (Figure 1) and potential bias in their direct evaluation. Considering it hard to quantify preferences, these participants gained the ability to distinguish tradeoffs after discussing their inconsistencies with the author.

The tradeoff in stress levels between the direct and indirect methods is consistent with previous experimental and applied studies (Arvai & Gregory, 2003; Arvai, Gregory, & McDaniels, 2001; Gregory et al., 2012; Hobbs & Horn, 1997). A goal of the indirect method is to make tradeoffs explicit, which may be hard for participants to intuit. Contrary to the ease of implementing the direct method, participants generally found it hard to disentangle technical information on the strategies into a consistent preference structure. Likewise, focusing solely on the strategies revealed bias in various forms. Combining the swing weighting with follow-up discussions helped to safeguard some but not all confusion associated with the indirect method. In summary, the tradeoff is not always straightforward and can be alleviated to increase the chances that a multimethod approach is insightful for decision making.

This study found that bias, incomplete criteria, and challenges with criteria weighting were the sources of inconsistencies between direct and indirect evaluations (Table 3). These findings are consistent with previous studies (Bond et al., 2008; Gregory et al., 2012; Keeney et al., 1990). The multimethod approach helped to assist participants in confronting their inconsistencies and reveal areas of agreement and disagreement in their preferences. Explicit discussion about tradeoffs using the indirect method allowed participants to consider a wide variety of decision-relevant issues that worked in parallel with the direct method (Arvai & Gregory, 2003). Most of the participants noted that these discussions increased their confidence in the results. This learning aspect of the multimethod approach can improve conservation science and practice.

5 | CONCLUSIONS

This study used decision-analytic concepts and tools to understand inconsistencies in team member preferences and prioritize The Nature Conservancy’s conservation strategies in agricultural landscapes of the Chesapeake Bay watershed. Final decisions on the strategies were consistent with the mean final ranking across participants (Figure 2, last panel). Project managers decided to advance three strategies that had the highest team ranking and consistency between direct and indirect evaluations. One strategy that had the lowest team ranking and consistency will not be pursued at this time. Two strategies that had inconsistent ranking among team members require further clarification and research to better understand some of their assumptions. The project managers noted the strength and enhanced comfort level of comparing participants’ direct evaluations with indirect evaluations to make the final decisions. One of the project managers shared an added degree of confidence in results from the indirect method compared with the direct based on its ability to reveal preferences for tradeoffs and reduce bias.

It is important to note that a multimethod approach does not guarantee consensus, especially in collaborative group decision processes. Decision analysis should not be used in place of a final decision, but only to improve insights into the desirability of decision alternatives. In addition, the approach takes more time to implement than any single method. This limitation is counterbalanced by more quality information that decision makers can use to make informed choices. There are no hard-and-fast rules about when a multimethod approach is appropriate to analyze a decision. There is some indication that the reliability of such techniques decreases with increasing problem dimensions (e.g., number of alternatives or objectives/criteria; Von Winterfeldt & Edwards, 1986). Likewise, decision context and decision-maker intentions can be used to indicate the necessity for the approach.
The methods were greatly improved with the aid of a decision facilitator. Facilitators work directly with decision makers to ensure that any analysis is implemented with the highest scientific standards and provides useful insights, and they also work directly with participants to ensure that all aspects of the decision are considered (Phillips & Phillips, 1993). Among the many roles of a decision facilitator are making everyone aware of analytical assumptions, assuring that everyone understands the methods and results, and controlling for bias, where relevant (Salo & Hämäläinen, 2010).

This study presents findings of an internal organizational decision-making process. Further research on scaling and integrating these methods among conservation practitioners and multiple partners is important. The various approaches to conservation planning (e.g., Conservation Measures Partnership, 2020; The Nature Conservancy, 2016) provide a framework to partner with outside organizations and uniformly achieve conservation goals. This framework is embraced by conservation organizations around the world. This study provides context to improve upon this framework with further case studies and practice.
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