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Abstract—Quantifying the safety of the human body orientation is an important issue in human-robot interaction. Knowing the changing physical constraints on human motion can improve inspection of safe human motions and bring essential information about stability and normality of human body orientations with real-time risk assessment. Also, this information can be used in cooperative robots and monitoring systems to evaluate and interact in the environment more freely. Furthermore, the workspace area can be more deterministic with the known physical characteristics of safety. Based on this motivation, we propose a novel predictive safety model (PSM) that relies on the information of an inertial measurement unit on the human chest. The PSM encompasses a 3-Dof spring-damper pendulum model that predicts human motion based on a safe motion dataset. The estimated safe orientation of humans is obtained by integrating a safety dataset and an elastic spring-damper model in a way that the proposed approach can realize complex motions at different safety levels. We did experiments in a real-world scenario to verify our novel proposed model. This novel approach can be used in different guidance/assistive robots and health monitoring systems to support and evaluate the human condition, particularly elders.

I. INTRODUCTION

Human safety is an important topic in the field of robotics. Understanding how safe human moves can bring different developments for guidance/health monitoring systems and assistive/cooperative robots. In this work, we define safety as the ability to know how human orientation/motion are normal (with distinguishing the unstable and unpredictable behaviours) based on a kinematic/dynamic reference. Additionally, this factor can determine how much robots or other systems can co-exist with humans in the same environment. The risk assessment is rather limited based on current ISO standards, e.g., ISO/TS 15066 [1] and ISO 10218 [2] in robotics because the definition of human safety is quite challenging to quantify and requires fixed safeguards. This reason mainly arises from the complexity of both human motion and the lack of information about human intentions as awareness means. This problem prevents the robots from being highly active in places where human moves or interacts.

By involving automation and robotics into the industry in the early 1970s, the attention to the safety of humans has become important. Since then, there have been pioneering research [3]–[6] in the definition of safety where humans and robots coexist. The safety problem can be looked at from two sides: humans and robots. The main concern from the robot’s point-of-view was improving the automation and control techniques of different mechanisms e.g., manipulators to create a safe workspace. This motivated various strategies in robot manipulation with human collaboration in loop [7], [8] and fixed safeguard. Then, a planning strategy for a manipulator was proposed with considering the psychological safety of the human collaborator [9]. There has been a recent study that presented the emerging robotics with considering safety and ergonomics [10]. Also, some studies emphasize more on the human factor in future robotics and automation with the transition to industry 4.0 [11], [12].

The safety from the robot side is already covered extensively [3]–[6], [9] e.g., jerk minimization. Certain researches, considering safety from the human side, have included human motion kinematics to the automation problem. For instance, Pedrocchi presented a network architecture using tracking position sensors on a human to avoid collisions with robots [13]. The basic idea was further developed through predictive algorithms to interact better and have safe cooperation between humans and robots [14]–[17]. Bajcsy also developed a robust human motion prediction for mobile robots to include the intended goals of the users [18]. However, in-depth human intention detection is challenging due to complex and integrated human motion classifications [19].

Considering the human counterpart as a black box creates certain limitations for assistive/cooperative robots and other guidance systems [13]–[17]. This open problem from the human point of view prevents the robots from getting into human’s daily life. This issue mainly goes back to determining the human intention and real-time quantification of one’s movements in the environment [20], [21] that was shown in studies for human posture prediction for human limbs. However, these studies could have limitations due to applied leader-following strategies. Also, the large computations would make it impractical for real-time application [21], [22]. With our main motivation on the motion of the human upper body, we focus on how one moves safely with respect to certain physical references. Finding a way to quantify the safety of human orientation helps the robots to have information about the human quality of orientation and motion. In other words, quantifying the safety of human motion can bring systematic prediction methods to know possible anomalies in human motions. This can directly
benefit the guidance and assistive robots to be more flexible and interactive workspace without fixed safeguards, in particular for disabled people or people who require continuous monitoring.

In this paper, we propose a new predictive safety model (PSM) that quantifies and recognizes the safe human orientation using a single inertial measurement unit (IMU) (see Fig. 1). The open-source model utilizes both a dynamic reference dataset and connecting 3-Dof spring-damper pendulum model that predicts the safe motion of the human upper body. The proposed approach’s contributions are as follows

- A dynamic and continuous quantification of the safety in the motion of the human upper body,
- Detection of safety in different levels from normal to unstable and unsafe orientation,
- Providing the physical properties as stiffness and damping values with application to different systems, e.g., assistive/guidance robots,
- Ability to evaluate the safety during complex human motions in real-time with a reduced-dimension safety dataset.

The paper is organized as follows. In Section II, the dynamic model of connecting 3-Dof spring-damper pendulum is derived. Next, the sensory information is explained in Section III-A. In the rest of Section III, we explain the probability dataset design and variable estimation of the proposed safety pendulum model. We discuss the results in Section IV. Finally, we conclude our findings in Section V.

II. Dynamic Modeling of Spring-Damper Pendulum

To quantify the safety, we develop a new mathematical model utilizing a 3-Dof spring-damper pendulum. We have used the sketched model in Fig. 1 where the information of the human upper body motion on Σb frame is available with the sensory system. Also, The 3-Dof spring-damper pendulum on Σb frame refers to the pendulum model with the inertia that is connected to the human motion through a spring-damper system. The human motion on Σb is compared with the predictive safety model Σp, and error presents how much human orientation and velocity deviate from normal and safe with respect to the standard safety dataset.

At first, the position of the rotating pendulum are defined with respect to Σp as follows

\[ \mathbf{p}_p(t) = \mathbf{l}_b \mathbf{r}_y(\theta_y) \mathbf{r}_x(\theta_x) = l_b \begin{bmatrix} \sin \theta_y(t) \cos \theta_x(t) \\ \sin \theta_x(t) \\ \cos \theta_y(t) \cos \theta_x(t) \end{bmatrix} \] (1)

where \( \theta = \{ \theta_x, \theta_y, \theta_z \} \) are the angular orientation of the pendulum model and \( l_b \) is the length from the human waist to the chest. Then, differentiating Eq. (1) results the linear \( \mathbf{v}_p \) and angular \( \omega_p \) velocities as follows

\[ \mathbf{v}_p = l_b \begin{bmatrix} \dot{\theta}_x \\ -\sin \theta_y \sin \theta_x \\ -\cos \theta_y \sin \theta_x \end{bmatrix} + \dot{\theta}_y \begin{bmatrix} \cos \theta_y \cos \theta_x \\ 0 \\ -\sin \theta_y \cos \theta_x \end{bmatrix} \]

\( + l(t, \theta_x, \theta_y) \begin{bmatrix} 0 \\ \dot{\theta}_x \\ \dot{\theta}_x \end{bmatrix} \), \( \omega_p = [\omega_x, \omega_y, \omega_z]^T \) (2)

where \( l(t, \theta_x, \theta_y) = \left[ (\sin \theta_y \cos \theta_x)^2 + (\sin \theta_y)^2 \right]^{\frac{1}{2}} \).

We consider the system Lagrangian function by \( L = E_T - E_U - E_P \) where \( E_T, E_U \) and \( E_P \) are the total kinetic and potential energies besides the Rayleigh dissipation function. Let us consider the potential energy is determined by the following two terms, gravity and virtual spring connected to human upper body, as follows

\[ E_U = m_b l_b g \mathbf{P}_p^T \begin{bmatrix} 0 \\ 1 \end{bmatrix} + U_k = m_b l_b g \cos \theta_y \cos \theta_x + U_k, \] (3)

where the energy of the virtual spring (stiffness) of the human body \( U_k \) is

\[ U_k = \frac{1}{2} (\mathbf{\theta} - \mathbf{\theta}_m)^T \mathbf{K} (\mathbf{\theta} - \mathbf{\theta}_m) \]

\[ = \frac{1}{2} \begin{bmatrix} k_x & 0 & 0 \\ 0 & k_y & 0 \\ 0 & 0 & k_z \end{bmatrix} \begin{bmatrix} (\theta_x - \theta_{m,x})^2 \\ (\theta_y - \theta_{m,y})^2 \\ (\theta_z - \theta_{m,z})^2 \end{bmatrix}. \] (4)

where \( \mathbf{K} = \{ k_x, k_y, k_z \} \) is the stiffness values in each axes and \( \mathbf{\theta}_m \) is the estimated angles from the measurements of the sensors i.e., inertial measurement unit (IMU). Next, the total kinetic energy of the body is defined as follows

\[ E_T = \frac{1}{2} m_b \mathbf{V}_p^T \mathbf{I} \mathbf{V}_p + \frac{1}{2} \omega_p^T \mathbf{J}_b \omega_p \]

\[ = \frac{1}{2} m_b \left[ l_b^2 \dot{\theta}_x^2 + l_b^2 \dot{\theta}_y^2 \cos^2 \theta_x + \dot{\theta}_x^2 \right] + 2l_b \dot{\theta}_x \dot{\theta}_z \cos \theta_y \sin \theta_x - 2l_b \dot{\theta}_y \dot{\theta}_z \sin \theta_y \cos \theta_x \]

\[ + \frac{1}{2} J_{b,z} \dot{\theta}_z^2 + \frac{1}{2} J_{b,y} \dot{\theta}_y^2 + \frac{1}{2} J_{b,x} \dot{\theta}_x^2. \] (5)

Then, \( E_P \) contains the virtual damper connected to the upper body that is defined by Rayleigh’s dissipation function

\[ E_P = \frac{1}{2} \left( \mathbf{\dot{\theta}} - \mathbf{\dot{\theta}}_m \right)^T \mathbf{B} \left( \mathbf{\dot{\theta}} - \mathbf{\dot{\theta}}_m \right) \]

\[ = \frac{1}{2} \begin{bmatrix} b_x & 0 & 0 \\ 0 & b_y & 0 \\ 0 & 0 & b_z \end{bmatrix} \begin{bmatrix} (\theta_x - \theta_{m,x})^2 \\ (\theta_y - \theta_{m,y})^2 \\ (\theta_z - \theta_{m,z})^2 \end{bmatrix}. \] (6)

where \( \mathbf{B} = \{ b_x, b_y, b_z \} \) is damping coefficient values in each axes. The Lagrangian function finally can be represented

\[ L = \frac{1}{2} \left( m_b l_b^2 \dot{\theta}_x^2 + J_b \dot{\theta}_z^2 \right) + \frac{1}{2} J_{b,z} \dot{\theta}_z^2 + \frac{1}{2} m_b l_b^2 \cos^2 \theta_x \dot{\theta}_y^2 + J_{b,y} \dot{\theta}_y^2 + m_b l_b g \cos \theta_y \cos \theta_x \]

\[ + \frac{1}{2} m_b \left( \dot{\theta}_x^2 - 2l_b \dot{\theta}_x \dot{\theta}_z \cos \theta_y \sin \theta_x - 2l_b \dot{\theta}_y \dot{\theta}_z \sin \theta_y \cos \theta_x \right) \]

\[ + \frac{1}{2} b_x \left( \dot{\theta}_x - \dot{\theta}_{m,x} \right)^2 + b_y \left( \dot{\theta}_y - \dot{\theta}_{m,y} \right)^2 + b_z \left( \dot{\theta}_z - \dot{\theta}_{m,z} \right)^2 \]-

\[ + \frac{1}{2} \left( k_x (\theta_x - \theta_{m,x})^2 + k_y (\theta_y - \theta_{m,y})^2 + k_z (\theta_z - \theta_{m,z})^2 \right). \] (7)

Next, the Lagrangian equations can be derived as follows for each \( q \) configuration

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} + \frac{\partial E_T}{\partial q} + \frac{\partial E_U}{\partial q} = \tau. \]

By applying (8) to the derived Lagrangian function \( L \) in (7), we have following model

\[ \mathbf{M}(\mathbf{\theta}) \ddot{\mathbf{\theta}} + \mathbf{H}(\mathbf{\theta}, \mathbf{\dot{\theta}}) + \mathbf{G}(\mathbf{\theta}) = \mathbf{\tau} \]

\[ \text{Open source directory: github.com/SeyedAmirTafreshi/PredictiveSafetyModel} \]
where states are $\theta = \{\theta_x, \theta_y, \theta_z\}$ and terms are

$$M = \begin{bmatrix}
M_{11} & M_{12} & M_{13} \\
M_{21} & M_{22} & M_{23} \\
M_{31} & M_{32} & M_{33}
\end{bmatrix}, \quad H = \begin{bmatrix}
h_1 & h_2 & h_3
\end{bmatrix}^T,$$

$$G = \begin{bmatrix}
g_1 & g_2 & g_3
\end{bmatrix}^T, \quad \tau = \begin{bmatrix}
\tau_x \\
\tau_y \\
\tau_z
\end{bmatrix}^T,$$

(10)

where

- $M_{11} = m_l^2 \theta_y^2 \sin \theta_x \cos \theta_y + k_x (\theta_x - \theta_{m,x})$
- $M_{12} = m_l \theta_x \cos \theta_y \sin \theta_x - \left( l_l^2 \theta_y^2 - l_l \theta_x \theta_y \cos \theta_x \right) \frac{\theta_x}{\theta_y}$
- $M_{13} = -l_l \theta_x \theta_y \sin \theta_x$
- $M_{21} = -m_l \theta_y \cos \theta_y \sin \theta_x - l_l \theta_x \theta_y \cos \theta_x$
- $M_{22} = m_l^2 \theta_y^2 \sin \theta_x \cos \theta_y + k_y (\theta_y - \theta_{m,y})$
- $M_{23} = m_l \theta_x \cos \theta_y \sin \theta_x - \left( l_l^2 \theta_y^2 - l_l \theta_x \theta_y \cos \theta_x \right) \frac{\theta_x}{\theta_y}$
- $M_{31} = -m_l \theta_x \theta_y \sin \theta_x$
- $M_{32} = -m_l \theta_x \theta_y \sin \theta_x$
- $M_{33} = m_l^2 \theta_y^2 \sin \theta_x \cos \theta_y + k_z (\theta_z - \theta_{m,z})$

and

$$h_1 = m_l \theta_y^2 \sin \theta_x \cos \theta_y + k_x (\theta_x - \theta_{m,x})$$
$$h_2 = -m_l \theta_y \cos \theta_y \sin \theta_x - \left( l_l^2 \theta_y^2 - l_l \theta_x \theta_y \cos \theta_x \right) \frac{\theta_x}{\theta_y}$$
$$h_3 = -m_l \theta_x \cos \theta_y \sin \theta_x$$

while derivatives of the changing distance of the pendulum bob $l$ is derived by (1) as

$$l(t) = m(l^2 \theta_y^2 \cos^2 \theta_x + \sin^2 \theta_x)^{\frac{1}{2}},$$
$$l'(t) = \frac{1}{2} \left( \theta_y^2 \sin 2 \theta_y \cos^2 \theta_x + \theta_x \sin 2 \theta_x \sin^2 \theta_y \right) \cos \theta_y \sin \theta_x \sin \theta_y$$
$$l''(t) = \frac{1}{2} \left( \theta_y^2 \sin 2 \theta_y \cos^2 \theta_x + \theta_x \sin 2 \theta_x \sin^2 \theta_y \right) \cos \theta_y \sin \theta_x \sin \theta_y$$

(13)

It is important to note that connecting spring-damper coefficients $\{K, B\}$ are assumed to be independent from variables $\{\theta, \dot{\theta}\}$ of the pendulum model. Also, the variables $\{K, B, \tau\}$ in motion equation (9) will be the main factors in estimating the safe orientation of the human in incoming sections.

### III. Predictive Safety Model

The aim is to develop a model that can give a predictive safe motion of human’s upper body orientation. Fig. 2 shows the block diagram of how the safety model is developed. The measured data from the inertial measurement unit (IMU) is first used to calculate probability parameters from a dataset. Then, the physical parameters are used in the arbitrary pendulum model. Finally, the 3-Dof the spring-damper pendulum uses the estimated variables that are the function of processed data as well as the direct inputs from IMU sensor.

#### A. Captured Sensor Data

The inertial measurement unit is the only sensor utilized to understand human orientation, angular velocity and approximated linear acceleration. As shown in Fig. 3, a designed wireless IMU sensor is fixed on the chest of the participant, located on $\Sigma_b$ frame.

We have developed a wireless module with IMU sensor, i.e., Bno055, that encompass accelerometer, gyroscope and magnetometer. An AHRS filter is applied [23], [24] to obtain the estimated orientation and angular velocity. In each iteration, the filter estimates orientation $\theta_m = [\theta_{m,x}, \theta_{m,y}, \theta_{m,z}]^T$ and angular velocity without bias $\dot{\theta}_m = [\dot{\theta}_{m,x}, \dot{\theta}_{m,y}, \dot{\theta}_{m,z}]^T$. Also, the acceleration of human upper body is another variable that will be measured from accelerometer. Because of existing high noise, the measured raw acceleration is transformed into s-domain $A_c$ and is filtered by zero-phase low-pass filter $f$ as follows [24], [25]

$$A_{m}(s) = f(n_f, f_c) A_c(s),$$

(14)

where $n_f$ and $f_c$ are the order and cut-off frequency ratio of low-pass Butterworth filter. Then, we can obtain the filtered signal $a_{m}(t) = [a_{x,m}, a_{y,m}, a_{z,m}]^T$ in time domain for acceleration from (14). In our model, it is required to know the angular direction of the exerted force $\mathbf{F}_m = m_l \mathbf{a}_m$ on moving human body (captured by accelerometer); hence, the acceleration excluding gravitation force is computed as follows

$$\mathbf{a}_{m,g} = \mathbf{R}(t) \mathbf{a}_m(t) - \mathbf{R}(t_0) \mathbf{a}_g,$$

(15)

where $\mathbf{a}_g$ is the initial measurement in time $t_0$ that presents the gravitational force direction and $\mathbf{R}(t) = \mathbf{R}(\theta_z)\mathbf{R}(\theta_y)\mathbf{R}(\theta_x)$ is the yaw-pitch-roll rotation matrix with
respect to global frame. After this computation, the angular direction of exerted force on body is derived by
\[
\varphi = \tan^{-1} \left( \frac{a_{x,m}}{a_{m,g}} \right) = \left[ \tan^{-1} \left( \frac{a_{x,m}}{a_{m,g}} \right) \right] \cdot \tan^{-1} \left( \frac{a_{y,m}}{a_{m,g}} \right) \cdot \tan^{-1} \left( \frac{a_{z,m}}{a_{m,g}} \right)^T.
\]

B. Reduced-Dimension Probability Dataset of Safety

The dataset to determine the safest motion of the human upper-body configuration is essential. From previous studies [19], [26]–[28], we already know determining human motion intention or gait in different body configurations is challenging. Human tends to make many complex motions. Although not all the motions can be exactly determined, a strategy to summarize the captured data from different participants can be a solution in finding whether the human/patient is following the correct motion.

In this study, we propose a new dimension reduction technique from the recorded data by considering three main factors, as shown in Fig. 4. The angular direction of the body \( \theta_g \) with respect to the gravity, the norm of body’s angular velocity \( \omega \) and angular direction of gravity \( \theta_g \) are the main contributing parameters in reduced-dimension safety dataset. The angular direction of the body \( \theta_g \) with respect to the gravity and the norm of the body’s angular velocity \( \omega \) give enough information to formalize our prediction model. In a simple physical sense, the reason is that we can see the overall force on the mass of inertia (human upper-body) with respect to gravity and its momentum in time. This method reduces a six-dimensional complex problem to a one-dimensional.

To compute the angular direction of the body \( \theta_g \in [\theta_{g,min}, \theta_{g,max}] \) with respect to gravity (see Fig. 5), we can use trigonometric relations from (1) as follows
\[
\theta_g = \left\{ \begin{array}{ll}
\pi - 2 \cos^{-1} \left( \frac{h}{a_e} \right), & h \leq l_b \\
\frac{\pi}{2} - \sin^{-1} \left( \frac{(h - l_b)}{b_l} \right), & h > l_b
\end{array} \right.
\]

where \( h = l_b \left[ 1 - \cos \theta_x \cos \theta_y \right], \ a_e = (h^2 + l^2)^{\frac{1}{2}} \). Furthermore, the probability distribution in the matrix \( P_{n,m} \in \mathbb{R}^2 \rightarrow \mathbb{R}^{n \times m} \) is defined as follows
\[
P_{n,m} = \begin{bmatrix}
P_{1,1} & P_{1,2} & \cdots & P_{1,m} \\
\vdots & \vdots & \ddots & \vdots \\
P_{n,1} & P_{n,2} & \cdots & P_{n,m}
\end{bmatrix}
\]

where each element corresponds to the probability of the normalized angular direction of gravity \( \theta_g \). Also, the matrix \( P_{n,m} \) is the following information of \( (\theta_{g,k}, \omega_k) \) in \( k \)-th sample by \( (n_k, m_k) \) as
\[
\theta_{g,k} = (\theta_{g,max} - \theta_{g,min}) \frac{n_k}{n_{\theta}} + \theta_{g,min}, \quad \omega_k = \omega_{max} \frac{m_k}{m_{\omega}},
\]

where \( m_{\omega} \) and \( n_{\theta} \) are the maximum number of arrays for the norm of angular velocity \( \omega \) and angular direction of gravity force \( \theta_g \). It is important note that the distribution continuity for matching \((\theta_g, \omega)\) in \( P_{n,m} \) depends on the accuracy range of angular direction of gravity \( \varepsilon_\theta = 1/n_{\theta} \) and accuracy range of the norm of angular velocity \( \varepsilon_\omega = 1/m_{\omega} \). The accuracy range is an important part of the determination for probability distribution matrix \( P_{n,m} \) since the probability of each value may include different motions. This means high accuracy might create more smooth motions but it will make the proper evaluation of the distinguished motion patterns harder. In the incoming section, we find a proper way to develop a prediction model and estimate the variables of the safety pendulum model through the collected dataset.

C. Variable Estimation of Safety Pendulum Model

After having a proper safety dataset for predicting the parameters, variables of the spring-damper pendulum model will be estimated. The algorithm 1 presents the process of the computation for the safety pendulum model that is demonstrated in Fig. 2.

The safe motion with connected spring-damper model (9) are defined with the estimated stiffness and damping coefficients at \( k \)-th sample as follows
\[
K_k = K_c + \hat{k}_{s,k} I, \quad B_k = B_c + \hat{b}_{s,k} I.
\]

where \( K_c \) and \( B_c \) are human body stiffness and damping constants and estimated safe stiffness and damping coef. are
\[
\hat{k}_{s,k} = \frac{\hat{F}_k}{\theta_{g,k} (1 - P_k)^2}, \quad \hat{b}_{s,k} = \frac{\hat{F}_k}{\omega_k (1 - P_k)^3},
\]
Algorithm 1 The computation of safety model.

1: procedure PREDICTPROC(θm, ˙θm, Pn,m)
2: Compute θg,k, ωk and Pk
3: ... ε e,m < E m,s(f) ≤ εe,c
4: Calculate the probability of predicted motion P̂k−1 from k−1 step according to (31)
5: if |Pn',m'| ≤ εp then
6: Update P̂k−1 from P̂k−2 by (Δθg,k, Δωk) step
7: else
8: Find highest probability for safe motion P̂s,k−1 from Pn',m' from (31)
9: end if
10: Estimate spring-damper pendulum variables Kh, ḣk and τ̇m,k from (19) and (24)
11: Solve the spring-damper pendulum model in (9)
12: Calculate the orientation and velocity safety deviation from (33)
13: return eθ(k), eω(k), Em,s(θm) and Em,ω(θm)
14: end procedure

The estimated variables in (20) are defined with linear estimate approximation and reduced-dimension pendulum model (Fig. 5) in the following form

\[ \hat{F}_k = \frac{1}{T} \left( J_{b,s} + m_{b} J_{g} \right) (\hat{\omega}_k - \hat{\omega}_{s,k-1}) + m_{b} g b \sin \hat{\theta}_{g,k} \] (21)

\[ \hat{\theta}_{g,k} = \hat{\theta}_{g,k-1} - (\hat{\theta}_{g,k} - \hat{\theta}_{s,k-1}) \] (22)

\[ \hat{\omega}_k = \hat{\omega}_{k-1} - (\hat{\omega}_k - \hat{\omega}_{s,k-1}) \] (23)

where \( T, J_{b,s} \in \mathbb{R} \) and \( \{ \hat{\theta}_{s,k-1}, \hat{\omega}_{s,k-1} \} \) are the sampling time and approximated inertia from \( J_0 \) and the predicted safe angular orientation and velocities. The estimated torque for the spring-damper pendulum \( \tau_{m,k} \) is derived by using the angular direction of exerted acceleration \( \varphi \) from the IMU sensor (16) that is

\[ \tau_{m,k} = (l_b F_m + G(\theta_m)) + (l_b F_m + G(\theta_m)) - l_b \hat{F}_k \tan \varphi \] (24)

Note that Eq. (24) has gravity term \( G(\theta_m) \) with substituted sensory information of angular orientation to give correct torque to the safety model (9). Also, the estimated force \( \hat{F}_k \) in \( k \)-th sample is designed based on a pendulum with 1-DoF arbitrary orientation as shown in Fig. 4. This pendulum model is considered with inertia and gravitational force that result in (21) from

\[ \hat{\tau}_k = l_b \hat{\tau}_k = (J_{b,s} + m_{b} J_{g}) \hat{\omega}_k + m_{b} g h_k \] (25)

where

\[ \hat{\varphi}_k = \frac{1}{T} (\hat{\omega}_k - \hat{\omega}_{s,k-1}) \] (26)

To determine the predicted safety variables \( \{ \hat{\theta}_{g,k-1}, \hat{\omega}_{k-1} \} \) in (21)-(23), we find them in following updates

\[ \hat{\theta}_{g,k} = \hat{\theta}_{g,k-1} + \Delta \theta_{g,k} \] (27)

where step updates are computed by

\[ \Delta \theta_{g,k} = \theta_{g,k} - \theta_{g,k-1}, \Delta \omega_k = \omega_k - \omega_{k-1} \]

Then, we can derive the predicted probability \( \hat{P}_{k-1} \) and its values for \( \{ \hat{\theta}_{s,k-1}, \hat{\omega}_{s,k-1} \} \) from previous step \( k-1 \) by using

the change of the angular orientation and norm of angular velocity as follows

\[ \hat{P}_{k-1} = P_{\hat{n}, \hat{n}}(\hat{\theta}_{g,k}, \hat{\omega}_k) \] (28)

where

\[ \hat{n} = \begin{cases} \frac{(\hat{\theta}_{g,k-1} + \Delta \theta_{g,k}) \eta_{ \hat{n} }}{\hat{\theta}_{g,max} - \hat{\theta}_{g,min}}, & \Delta \theta_{g,k} > 0 \\ \frac{(\hat{\theta}_{g,k-1} + \Delta \theta_{g,k}) \eta_{ \hat{n} }}{\hat{\theta}_{g,max} - \hat{\theta}_{g,min}}, & \Delta \theta_{g,k} \leq 0 \end{cases} \]

\[ \hat{n} = \begin{cases} \frac{(\hat{\omega}_{k-1} + \Delta \omega_k) \eta_{ \hat{n} }}{\omega_{max}}, & \Delta \omega_k > 0 \\ \frac{(\hat{\omega}_{k-1} + \Delta \omega_k) \eta_{ \hat{n} }}{\omega_{max}}, & \Delta \omega_k \leq 0 \end{cases} \] (29)

Also, the predicted probability \( \hat{P}_{s,k-1} \) for the safe motion in \( k \)-th sample is defined by

\[ \hat{P}_{s,k-1} = \arg \max_{P_s} \{ P_{n',m'} \} \] (30)

\[ P_{n',m'} = \begin{pmatrix} P_{n',m'} & P_{n',m'}' \\ P_{n',m'} & P_{n',m'}' \end{pmatrix} \] (32)

where row number with floor and ceil functions \( n'_f, n'_c \) and column number with floor and ceil functions \( m'_f, m'_c \) for safe matrix candidate \( \hat{P}_{n',m'} \) of probability are

\[ n'_f = \left( \frac{\hat{\theta}_{g,k-1} + \hat{\theta}_{g,max} \eta_{ \hat{n} }}{\hat{\theta}_{g,max} - \hat{\theta}_{g,min}} \right), m'_f = \left[ \hat{\omega}_{k-1} (m_{\omega}/\omega_{max}) \right] \]

\[ n'_c = \left( \frac{\hat{\theta}_{g,k-1} + \hat{\theta}_{g,max} \eta_{ \hat{n} }}{\hat{\theta}_{g,max} - \hat{\theta}_{g,min}} \right), m'_c = \left[ \hat{\omega}_{k-1} (m_{\omega}/\omega_{max}) \right] \]

This distribution of probability in \( P_{n',m'} \) finds the safest path with the highest probability with an expanded horizon. It is important to note that here our horizon is 2 constant arrays with respect to \( (\theta_g, \omega) \) variables. However, different algorithms with a larger horizon range can be utilized to find the safest and smoothest motions which is a separate study.

Finally, in order to find a simple way to evaluate safety \( S_f \) at various levels in real-time \(^2\), we utilize the frequency domain functions as follow

\[ S_f = \begin{cases} \text{Low}, & \varepsilon_{e,c} \leq E_{m,s}(f) \\ \text{Medium}, & \varepsilon_{e,m} < E_{m,s}(f) \leq \varepsilon_{e,c} \\ \text{High}, & E_{m,s}(f) \leq \varepsilon_{e,m} \end{cases} \] (33)

\(^2\)The results of the function are shown in the video.
Fig. 7: The probability distribution dataset with recorded participants safe motions.

where \{low, medium and high\} are the level of safeties, \(\varepsilon_{e,m}\) and \(\varepsilon_{e,c}\) are the minimum error and maximum critical error ranges, and also \(E_{m,q}\) is the mean RMS error in frequency domain (using the Fourier transform) that is found by

\[
E_{m,q} = \frac{1}{\lambda} \int_{\lambda_m}^{\lambda} E_s(\Omega) d\Omega \\
= \frac{1}{\lambda} \int_{\lambda_m}^{\lambda} \left( \int_{-\infty}^{\infty} e_q(t)e^{-j\Omega t} dt \right) d\Omega,
\]

(34)

where \(\lambda\) is the frequency range, \(\lambda_m\) is the minimum permitted frequency, \(e_q = (1/n^2) ||\Theta - \Theta_m||\) with \(t \in [t_0, t_1]\) and \(q\) configuration either stands for the angular orientation or velocity, \(q = \{\theta, \omega\}\). We have determined the frequency intervals \((\varepsilon_{e,c}, \varepsilon_{e,m})\) in (34) based on our experiments in multiple people. We think this interval requires more in-depth study since, based on a person’s edge, reaction time, and disabilities, it should be chosen. Also, more complex evaluation formulations can be obtained based on human motion patterns by using the obtained real-time physical properties of the safety model \((\Theta, \omega)\).

IV. RESULTS AND DISCUSSION

In this section, we evaluate the developed safety model. At first, we discuss the safety dataset that is prepared. Next, we present our experimental results in a scenario.

The dataset is collected based on the proposed structure in Section III-B. To show that this method can work with a minimum number of recorded data for constructing the probability map, we have used only two participants in this experiment; however, the results are checked with a total of five participants with an average age of 24. The informed consent of participants has been obtained with approval under the Ethics Committee on Research Involving Human Subjects of the Graduate School of Engineering, Tohoku University. The real-world scenario is considered as a person who goes from the bedroom to the washroom as shown in Fig. 6. To construct the safety dataset, the participants were asked to do a series of discrete motions. These discrete motions were recorded in the following forms: 1 \(\rightarrow\) 2 (getting up), 2 \(\rightarrow\) 3 (rotating outward on the bed), 3 \(\rightarrow\) 4 (wearing shoes), 3 \(\rightarrow\) 5 (standing up from bed), 7 \(\rightarrow\) 8 (sitting on the toilet) as shown in the scenario. To keep the data unbiased, the recording happens by creating a standard Gaussian distribution for each part; hence, we ask the participants to move with two slow velocities (safest), two medium velocities, and one high velocity. After processing the collected information, we obtained the presented map in Fig. 7 for the probability distribution based on \((\Theta, \omega)\).

The parameters for the current experiment are given in Table I. The physical parameters \((m_b, l_b)\) are given for participant shown in Fig. 6. We experiment the safety model in two cases: first a normal motion and second with unstable and unsafe motion. The human upper body inertia is considered as cylinder geometry with \(J_{b,x} = J_{b,y} = (1/12)m_b(r^2_b + l^2_b)\) and \(J_{b,z} = (1/2)m_b r^2_b\). The experiment results are shown in the video. In the video, to simply show the different safety levels, we used RMS error of the orientation and angular velocity as derived in (33).

Fig. 8 shows the first case with normal motions of participant.

Table I: Parameters of the safety model.

| Variable | Value | Variable | Value |
|----------|-------|----------|-------|
| \(m_b\)  | 20 kg | \(n_f\)  | \(T2\) |
| \(l_b\)  | 0.2 m | \(f_c\)  | 0.42  |
| \(K_c\)  | \(10^2 \times [5, 5, 12]^T\) | \(J_{b,s}\) | 0.4   |
| \(B_c\)  | \(10^5 \times [4, 4, 6]^T\) | \(\theta_{g, \text{min}}\) | -1 rad |
| \(g\)    | 9.8  | \(\theta_{g, \text{max}}\) | \(\pi/2\) rad |
| \(r_b\)  | 0.25 m | \(\omega_{\text{max}}\) | 2.5 rad/s |
| \(\varepsilon_{\theta}\) | 0.03 | \(\varepsilon_{e,m}\) | 0.022 |
| \(\varepsilon_{\omega}\) | 0.03 | \(\varepsilon_{e,c}\) | 0.035 |
in Fig. 9 illustrate that the motions have considerable deviations and this constraint (connected spring-damper pendulum model) shows how much human is not following a proper way orientation. This confirms that our proposed safety model works flawlessly and can determine the unsafe motions in different patterns of the human’s upper body motion by certain deviations from the human angular and velocity trajectories.

Fig. 9: The second case with unsafe and unstable motions of participant.

Fig. 10: The RMS error for the angular orientation and velocities during the experiment and the Fourier transform of the whole scenario.

In order to have a better evaluation of the experiment, we check the RMS error for both angular orientation $|e_\theta|$ and velocity $|e_\omega|$ as shown in Fig. 10. It is clear that during the unsafe motion of the participant, the error is larger than the normal motion case. This issue is much more predominant regarding the velocity demonstrating that the participant has large velocity changes without following normal physical motion. This pattern clarifies that combining a map of the safety dataset with an estimated spring-damper pendulum model gives proper quantification of the human quality of motion. Because the human’s random motions are normally inevitable, transforming the RMS error to frequency domain can clearly inform the error repetition. This matter shows the drifts in the amplitude of both high and low-frequency errors (unsafe human motion) in contrast to normal motion. Based on this motivation, we have developed a real-time human motion evaluation with different safety levels that are presented in the video. The angular and velocity constraints based on safety are defined by the range of frequencies, confirming how the predictive safety model detects unsafe motions.

Fig. 11 illustrates the overall success percentage of the whole experiment. To determine the success, we consider each motion case presented in Fig. 6 and determine in recorded frames whether the safety model properly detects the subject’s safe motions. At each speed for the participants, we experimented multiple times. Note that for each participant, we have only updated the physical properties of the model, i.e., $m_0$ and $l_b$, and the dataset kept the same. Although we have been very strict in determining the success percentage for the fault flags of safety, we can see our approach can successfully detect safe human motion from unsafe and unstable ones in different velocities. However, one particular participant, subject 3, had fewer success values (85%-92%). After a detailed evaluation, we released that the subject’s height and weight were low, and his transitions for the motion cases were so quick that they did not give enough time to the safety model to determine the proper constraints. We think this can be solved in two ways: 1. Specifying the probability dataset and parameters for the subject that will use the approach, 2. Increasing the sampling frequency.

![Fig. 11: The success percentage with different participants. Note that the low, medium and high stand for the participant’s velocities and medium and mostly high velocities encompass cases with unstable motions.](image)

**TABLE II: The mean of success percentage**

| Safety constraints | Low speed | Medium speed | High speed |
|--------------------|-----------|--------------|-----------|
| Angular Velocity  | 95.8 %    | 92.8 %       | 92.6 %    |

TABLE II: The mean of success percentage
Table II presents the summarized average success percentage, which gives over 90% successful detection in all machine learning techniques, datasets and challenges,” Artificial Intelligence Review, vol. 49, no. 1, pp. 1–40, 2018.

V. CONCLUSION

In this paper, we proposed a new predictive safety model (PSM) that can recognize and evaluate the safety of human motion at different levels using a single inertial measurement unit. The model quantifies the safety in real-time based on angular orientation and velocity of human upper-body motions with respect to designed reference dataset. At first, we derived the dynamic model of the human upper body with a connected 3-Dof spring-damper pendulum model. Next, a map of variables was developed to create a safe probability dataset. Also, we proposed prediction formulas by combining the safe probability dataset and the variables of the spring-damper pendulum model. The performance of the method experimented with participants in a real-world scenario where a person moves from bedroom to washroom. The PSM was able to detect the unsafe and unstable motions of the participant successfully.

The PSM can have applications in different places, e.g., healthcare facilities and homes, where the user uses only an IMU sensor on the chest. In particular, this predictive model can be used on older people or somebody with certain health conditions which is one of our future goals. Not only this model detects anomalies in human motions without any complex algorithm, but also it can quantify the safety physically. Moreover, this quantification is returned as angular orientation and velocity that can provide additional data for other health monitoring systems and robots. Thus, this proposed new model can open interesting new studies. For instance, high-level prediction models can be researched to know human intention. In future, We plan to combine the method with other assistive robots to use the provided information for more agile and ergonomic transportation.
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