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Abstract—Routing in NDN networks must scale in terms of forwarding table size and routing protocol overhead. Hyperbolic routing (HR) presents a potential solution to address the routing scalability problem, because it does not use traditional forwarding tables or exchange routing updates upon changes in network topologies. Although HR has the drawbacks of producing sub-optimal routes or local minima for some destinations, these issues can be mitigated by NDN’s intelligent data forwarding plane. However, HR’s viability still depends on both the quality of the routes HR provides and the overhead incurred at the forwarding plane due to HR’s sub-optimal behavior. We designed a new forwarding strategy called Adaptive Smoothed RTT-based Forwarding (ASF) to mitigate HR’s sub-optimal path selection. This paper describes our experimental investigation into the packet delivery delay and overhead under HR as compared with Named-Data Link State Routing (NLSR), which calculates shortest paths. We run emulation experiments using various topologies with different failure scenarios, probing intervals, and maximum number of next hops for a name prefix. Our results show that HR’s delay stretch has a median close to 1 and a 95th-percentile around or below 2, which does not grow with the network size. HR’s message overhead in dynamic topologies is nearly independent of the network size, while NLSR’s overhead grows polynomially at least. These results suggest that HR offers a more scalable routing solution with little impact on the optimality of routing paths.

I. INTRODUCTION

Named Data Networking (NDN [1]) is a data-centric Internet architecture that allows users to retrieve data directly by their names. Thus, a native NDN routing scheme needs to support forwarding using data names. Due to the sheer number of content names in today’s Internet, the number of FIB entries in an NDN network could be prohibitively large, and the routing update overhead required to maintain consistent FIBs of this size can also be costly. One of the major challenges in realizing NDN is to bound the size of routing state while supporting an unbounded data namespace.

At the same time, the requirements for routing protocols in an NDN network also differ from that in an IP network [2]. NDN’s intelligent forwarding plane can quickly steer packets around failures and discover best paths through active probing [3]. Consequently, fast routing convergence is no longer a requirement in an NDN network, and the optimality of the paths selected by routing protocols is not as important as in an IP network. However, as shown by Yi et al. [2], a routing protocol is still needed to help find working paths faster with lower cost as compared to blindly probing all possible paths.

This paper investigates the viability of applying hyperbolic routing (HR) to NDN networks. HR is greedy geometric routing based on hyperbolic coordinates of nodes that encode network geometry ([4], [5]). Assuming each node knows its own and its neighbors’ coordinates and each Interest carries coordinates corresponding to its data name prefix, a forwarder simply computes the neighbors’ distance to the coordinates and forwards Interests to the best next-hop(s) as measured by hyperbolic distance. The following explains why we consider HR a potential candidate to scale NDN routing.

First, because both the distance calculation and best next-hop selection in HR can be done in real-time on a per-packet basis, a node does not need to maintain a full FIB — it can simply keep a small cache of calculated routes to avoid repeated computation. In other words, HR does not need to know the network’s topological connectivity to compute routes and it does not incur the memory overhead of a full-size FIB.

Second, hyperbolic coordinates of a network are expected to be stable for a long time (months or years), eliminating the need for dynamic routing updates caused by short-term topology changes. In today’s IP network, it has been shown that, upon small- to medium-scale changes in network connectivity, HR with backtracking can find alternative paths to destinations without nodes changing their coordinates ([4]–[6]). With a good forwarding strategy, NDN’s forwarding plane can also find alternative paths quickly in various failure scenarios [3], providing the backtracking capability to support HR.

Third, HR seems more suitable for NDN than geometric routing schemes that rely on other network geometries as the name spaces in an NDN network will likely evolve to hierarchical tree-like organization. This organization appears to be a ubiquitous and often emergent feature of large-scale deployments, presumably because it allows for natural and essentially optimal representation of large-scale information.
Our experiments show that HR's per-node message overhead and a 95th-percentile delay are below or around 2. More importantly, HR has scenarios where the delay stretch is close to 1, even under frequent failure and for packets with similar delay and loss rate, even under frequent failure. HR provides paths that are comparable with those of link-state routing, in a 22-node NDN testbed. We found that HR/ASF can out perform conventional routing protocols as measured by packet delay and loss rate, even when there are topological changes. We measured the delay and loss rate experienced by NDN ping packets, and we observed that the delay and loss rate performance of HR is necessary in order to answer the following questions: (a) can HR with adaptive forwarding provide performance that closely approximates that of a shortest path routing protocol as measured by packet delay? and (b) is the cost of using HR, i.e., the forwarding plane overhead due to active probing, much lower than the overhead under conventional routing protocols?

To answer these questions, we first developed a forwarding strategy called Adaptive Smoothed RTT-based Forwarding (ASF) that handles suboptimal routes and loops under HR. ASF is a relatively simple strategy so as to give us a baseline performance of HR – if such a basic design can lead to good performance, then any further improvement can only strengthen HR's viability for NDN.

We compared HR (in combination with ASF) with link state routing in an NDN network, assuming static hyperbolic coordinates and small-scale connectivity changes. We measured the delay and loss rate experienced by NDN ping packets, as well as the probing overhead of ASF. HR outperforms link-state routing, in a 22-node NDN testbed topology and four scaled-down Internet topologies with 41, 58, 78 and 99 nodes. We found that HR/ASF can provide paths that are comparable with those of link state routing, achieving a similar packet delay and loss rate, even under frequent failure scenarios. The delay stretch of HR has a median close to 1 and a 95th-percentile below or around 2. More importantly, our experiments show that HR's per-node message overhead in dynamic topologies grows very slowly as the network size increases, while NLSR's per-node overhead grows at least polynomially, suggesting that HR can scale to much larger topologies.

## II. BACKGROUND

We examine hyperbolic routing performance by comparing it with NLSR (9). Here we provide some background information on NDN and the two routing approaches.

### A. NDN

NDN enables users and applications to directly fetch data identified by a given name. A consumer puts the name of a desired piece of data into an Interest packet and sends it to the network. Routers use this name to forward the Interest toward the data producer(s). Once the Interest reaches a node that has the requested data, the node will return a Data packet. This Data packet follows in reverse the path taken by the Interest to get back to the requesting consumer.

To forward the Interest and Data packets, each NDN router maintains three data structures: a Forwarding Information Base (FIB) containing precomputed routes (or a Route Cache) of recently computed routes in the case of HR, a Pending Interest Table (PIT) containing all the Interests that have been forwarded and are waiting for the returning data, and a Content Store (CS) containing previously received Data. The router also has a Forwarding Strategy module which takes input from the FIB and observes data fetching performance to determine whether and where to forward each Interest packet.

In Section II, we explain the NDN forwarding process when hyperbolic routing is employed.

### B. NLSR

NLSR (9) is a link-state routing protocol that uses NDN's Interest-Data packet exchanges to propagate reachability to name prefixes instead of IP prefixes. Its operations are similar to that of OSPF – link-state advertisements (LSAs) are propagated throughout the entire network so that each router can build a complete network topology. On the other hand, unlike OSPF, NLSR computes multiple (non-equal-cost) paths for each name prefix as an input to NDN's forwarding strategy.

NLSR propagates two types of LSAs – Adjacency LSA and Prefix LSA. The Adjacency LSA is used to advertise all active links connecting one NDN router to its neighbors. The Prefix LSA, on the other hand, is used to advertise all the name prefixes that have been registered with the router. The Link-State Database (LSDB) contains all the LSAs, and LSA dissemination is viewed as a data synchronization problem of the LSDBs maintained by the routers. ChronoSync (10) is used to synchronize the LSDBs on all the nodes.

### C. Hyperbolic Embedding

The initial motivation for HR comes from the seminal observation in (11) that any network topology can be embedded into the hyperbolic plane such that greedy geometric routing using the embedded node coordinates never gets stuck at local minima, i.e. all sources can reach all destinations if a forwarder selects as its next hop the node closest to the destination in the hyperbolic plane. In practical terms this means that a forwarder does not have to keep next-hop routes to all the destinations in the network in its FIB. The only information required for forwarding decisions is the coordinate of the destination in the packet and the coordinates of the forwarder's neighbors, leading to exponential reduction in FIB space requirements. Unfortunately, upon a topology change, the embedding in (11) must be recomputed from scratch.
To deal with this problem, several proposals have been investigated. In [12], re-embedding is optimized using back-pressure and other techniques. An entirely different embedding strategy is proposed ([9], [13]–[15]) based on the existence of geometric similarities between hyperbolic spaces and large-scale Internet-like topologies; both exhibit hierarchical tree-like organization ([16], [17]). The main benefit of this embedding strategy is that it exploits the intrinsic hyperbolic geometry of Internet-like networks ([16] to find the congruent coordinates of nodes on the hyperbolic plane. One outcome of this strategy, implemented using maximum-likelihood techniques ([5], [14]), is that the resulting embedding is remarkably robust. Even if network connectivity changes significantly but the nodes do not change their coordinates, greedy forwarding using these static coordinates can still find, with high probability, alternative paths to destinations if they exist ([4], [5]). In other words, even if the network topology is dynamic, the network embedding and node coordinates do not have to be recomputed, so HR does not incur the overhead of traditional routing protocols upon network topology changes. The cost paid for this routing overhead reduction in dynamic networks is some slight increase of path stretch and decrease of success ratio, defined as the percentage of source-destination pairs reachable via greedy forwarding ([4], [5]).

III. HYPERBOLIC COORDINATES IN NDN

To provide context for our forwarding strategy and experiment design, below we describe how NDN forwarding may work under hyperbolic routing and how hyperbolic coordinates may be computed and distributed in NDN.

A. Interest Forwarding Process

![Fig. 1. Interest Forwarding under Hyperbolic Routing](image)

Figure 1 shows how an Interest may be forwarded by a router when hyperbolic routing is employed. Suppose the consumer wants to retrieve the data identified by a particular name, it first obtains the hyperbolic coordinates for the name, e.g., from a distributed database such as the NDNS [18] (see Section III-B). It then puts the data name and the coordinates in an Interest, and sends the Interest to its connected router. When the router receives the Interest, it first checks the Content Store for matching data; if a match is found, the router returns the Data packet on the interface from which the Interest came. Otherwise, the router looks up the name in its PIT, and if a matching entry exists, it simply records the incoming interface of this Interest in the PIT entry. In the absence of a matching PIT entry, the router checks the Route Cache to see whether next hops for the coordinates carried in the Interest have already been calculated; if not, the router calculates the next hops to reach the coordinates using the greedy geometric routing algorithm, and installs them in the Route Cache. Finally, the router uses the forwarding strategy to select one or multiple next hops to forward the Interest.

Because a large number of next hops may increase the size of the Route Cache and time for selecting a route, the network operator may specify an upper limit on the number of next hops per name prefix, called Multi-path Factor in this paper. We show in Section IV that this is a key factor in forwarding plane performance when hyperbolic routing is used.

Note that HR in NDN is very different from location-based routing in IP. First, NDN Interests carry both data names and the corresponding coordinates, with the latter simply acting as hints to direct the forwarding. As such an Interest does not necessarily reach the producer; as soon as the Interest hits a router with the named content in its content store (the probability of which likely increases as the Interest gets closer to the producer), the content will be returned by that router. Second, HR in NDN is multi-path instead of single-path, i.e., each router calculates multiple routes to the coordinates carried in an Interest, so that if one greedy next hop fails to bring back the data, other next hops can be explored.

B. Assigning and Disseminating Hyperbolic Coordinates

The assignment of hyperbolic coordinates for the current Internet topology has been studied extensively ([5], [13]–[15]). However, both the process and algorithm to assign hyperbolic coordinates to NDN names are still open questions and part of our ongoing work. One difficulty is that there is currently no large-scale NDN deployment, or any reasonable model of it, to experiment with.

For our experiments, we adopt the following approach to assign the coordinates. First, since name prefixes are associated with their producer sites, to be able to hyperbolically route NDN Interests toward the producers, it is natural to map a name prefix to the hyperbolic coordinate of the producer site. In other words, hyperbolic routing to an NDN name prefix relies on (but is not equal to!) greedy forwarding toward the hyperbolic coordinate of its producer site. Second, previous simulation work by Aldecoa and Krioukov [6] has shown that hyperbolic coordinates derived from the Internet AS-level topology using the HyperMap coordinate inference algorithm [14] works reasonably well on the NDN testbed topology – each site is assigned the hyperbolic coordinates of the AS to which it belongs, and even with single-path greedy forwarding, the success ratio for packet delivery is 82%. Given that the connection between the testbed topology and AS-level coordinates is rather indirect, the results are unexpectedly good, encouraging us to test HR using this set of coordinates with multi-path forwarding on the real NDN platform.

Our rationale for the above strawman approach is as follows. If the AS-level coordinates indeed lead to satisfactory forwarding performance in our experiments under realistic
NDN settings, any improvement in the coordinate assignment algorithm will result in even better performance, which justifies further study of hyperbolic routing in NDN. In addition, we can immediately use this approach on the current NDN tested to support longer-term evaluation of hyperbolic routing without waiting for a better coordinate assignment algorithm.

We expect hyperbolic coordinates to be computed offline based on local information before a new name prefix is added to the network and occasionally thereafter to adapt to long-term topological changes. As shown in previous work ([5], [14]), a new node can compute its hyperbolic coordinate using only the coordinates of other nodes in the network. That is, quite surprisingly, the new node does not have to know anything about network topology other than what existing nodes it connects to. Furthermore, as shown in [15], the accuracy of this coordinate computation is essentially indistinguishable from the same computation but using only the coordinates of few nodes that are hyperbolically closest to the new node. In other words, new nodes can compute their coordinates using only local information about network topology and geometry.

No routing information ever needs to be globally flooded through the network at any step of the above process. New coordinates can be disseminated by mechanisms outside routing, e.g., using NDNS [13], a distributed database similar to DNS designed for NDN. Upon computing new coordinates, a network operator can inject the name prefix and its coordinates into the network’s own NDNS server. The coordinates can be retrieved by any node on demand, similar to how DNS queries work. Other options are possible, but their discussion is out of scope for this paper.

IV. ADAPTIVE SRTT-BASED FORWARDING

Hyperbolic distance-based routing ranking may not reflect the actual forwarding delay for two reasons. First, it is possible that a next hop that is hyperbolically closer to the destination may actually lead to a longer path than one that is hyperbolically further from the destination. Second, when there are failures and recoveries in the network, HR does not adapt, thus its ranking may not reflect what is the shortest path at the moment. To have forwarding performance similar to that of shortest-path routing, we need a strategy that can find a shorter path if available and adapt to network changes.

The forwarding strategies implemented in the current NDN prototype focus on being able to retrieve contents, but may not find the shortest path in some situations. For example, the Best-Route Strategy simply uses the next hop ranked highest by the routing protocol, which may not be optimal in the case of HR. We compared the delay stretch in HR using the Best-Route Strategy against the delay in LS using the Best-Route strategy and confirmed that using the Best-Route strategy with HR results in both high delay stretch and a high loss rate (Section V-B). As such, we developed a new strategy called Adaptive Smoothed RTT-based Forwarding (ASF) that chooses the best next hop based on RTT measurement, and also periodically probes other next hops to learn their RTTs. This strategy is similar in spirit to the Red-Green-Yellow strategy proposed by Yi et al. [3]. One important difference is that the latter strategy probes alternative paths only when routing ranking changes, which does not work with HR as HR’s ranking does not adapt to short-term network changes. Another difference is that Yi’s scheme does not consider measured RTT when choosing the best next hop, which may lead to suboptimal paths under HR.

While other proposed forwarding strategies (e.g., [19]–[22]) may be well suited for HR, they require modification of the Data packet [19] or use more complex next hop selection processes, with multiple parameters, that can make analysis difficult [20]–[22]. We designed ASF to be easy to analyze, therefore we did not optimize its various parameters, such as probing period and probability, dynamically based on observed performance. However, as we will show in Section V, it performs surprisingly well in our experiments.

A. Best SRTT-based Forwarding

Every time a Data packet is received, we take a sample of the RTT, i.e., the time between when the Interest was sent and when the Data arrives. To accommodate fluctuations in RTT values, we compute the Smoothed RTT (SRTT), a moving average of the RTT samples, in the same way as TCP. We maintain one SRTT for each next hop in a route entry.

Given a route entry, we divide its next hops into three groups. Group 1 contains next hops that have SRTT values, i.e., they are working at the moment and returning Data. Group 2 contains next hops that do not have measurements yet. Group 3 contains next hops that are experiencing Interest timeouts.

When an Interest arrives, the strategy picks the next hop with the lowest SRTT in Group 1. If this group is empty, the strategy will choose the next hop with the lowest routing cost from Group 2 or, if Group 2 is empty, from Group 3. Group 2 is preferred over Group 3, because next hops that have never been used may work while next hops that are timing-out likely do not work.

B. Probabilistic SRTT-based Probing

As network conditions change over time, the shortest path may also change. If an alternate next hop becomes better than the current next hop, we will not be able to discover it if we are not sampling its SRTT. To solve this problem, ASF employs a periodic and probabilistic probing scheme to probe next hops not currently in use. The first probe is scheduled to occur shortly after an entry is created in the Route Cache. In our experiments, the delay is a random interval between [0, T1] seconds, where T1 is 5 by default. This random delay prevents triggering probing at each router along the Interest’s path at the same time. After the first probe, the subsequent probes are scheduled to occur every T2 seconds, which is set to 60 in our experiments (see Section V).

A probing Interest carries the same name as the original Interest but with a different nonce. We use the same name for two reasons: a different name under the same prefix may be mapped to different coordinates (e.g., /google/sports and /google/music may have different coordinates); and routers
do not have a way to generate a valid new name – if the generated name does not have associated data, then the router will mistakenly take the lack of Data as an indication that the path does not work. We use a different nonce to ensure that if the probed path works, data will be returned on this path in addition to the primary path so that we can take an RTT sample of the probed path. Note that Interest aggregation and caching may cause some RTT estimates to be inaccurate, but will not negatively affect the SRTT measurements in the long run, because even if one RTT estimate returns an inaccurate RTT, subsequent measurements will cause the SRTT estimate to eventually converge to the correct one. Moreover, even if the strategy switches to an alternative path due to a false RTT measurement, eventually the good path will be probed and the strategy will switch back.

To quickly gain information about a next hop that has no measurements, ASF first chooses the next hop with the lowest routing cost from Group 2 to probe (see Section IV-A about how the next hops are grouped). When Group 2 becomes empty, ASF will probabilistically choose a next hop from Group 1 and Group 3 to probe. The next hops in Group 1 and 3 are ranked by SRTT and HR distance, respectively, while Group 1 has higher ranking than Group 3. The probing probability of the next hop that has rank \( i = 1, \ldots, N \) in the sorted list (1 being the highest ranking) is

\[
P(i) = \frac{N + 1 - i}{N(N + 1)}
\]

In this way, next hops that performed better previously are more likely to be probed, thus allowing the strategy to revert back to a better performing path after recovery from a failure.

V. EXPERIMENT METHODOLOGY AND RESULTS

In principle, data retrieval in NDN can operate without any routing since interfaces can simply be tried in sequence without any routing hints. But, this strategy is equivalent to random walking through the network which would incur huge delays in large networks. Shortest path routing minimizes delays but incurs the traditional high link-state routing overhead. Thus, we focus our evaluation to study the delay-overhead trade-off space in comparison between NLSR and HR with the ASF strategy. To study this trade-off space, we measure NLSR’s routing overhead and HR/ASF’s probing overhead, as well as the ping-traffic delay and loss, in packet-level emulation experiments in static and dynamic networks. Since we are interested in routing scalability, we need to evaluate how the delay and overhead numbers scale with the growing network size \( N \). Therefore, we design experiments not only for a current NDN testbed snapshot (\( N = 22 \)), but also for a sequence of Internet-like topologies obtained from the current AS Internet topology by rescaling it down to different sizes with \( N \) ranging from \( N = 41 \) to \( N = 99 \), the latter limited by our computational constraints.

A. Methodology

This work is intended to be the first step of our investigation and as such, we do not expect to draw a final conclusion on the feasibility of HR in NDN. Instead, we view the results from this study as an input to the next step. Rather than looking at the combinations of all possible factors that may affect the performance of HR, we focus on a few so that we may gain an in-depth understanding of them. Below, we describe and justify our experiment design.

**Topologies derived from the Internet AS Topology**

| # Nodes (N) | 41 | 58 | 78 | 99 |
|-------------|----|----|----|----|
| # Links (M) | 155| 251| 345| 442|
| Average Degree (k) | 7.56 | 8.66 | 8.85 | 8.93 |

*Fig. 2. Network topology with 22 nodes and 50 links based on NDN testbed (link cost is based on one-way delay between nodes)*

**Topological, Network Size, and Traffic** – one of our experiment topologies is a snapshot of the actual NDN testbed topology with 22 nodes and 50 links (Figure 2). The routing cost of each link is set to the delay between the two neighboring nodes. The hyperbolic coordinates of the nodes are set equal to the coordinates of the AS to which these nodes belong [6]. The per AS coordinates are computed using the algorithms and data described in [14] and [15]. Testbed nodes that belong to the same AS have small disturbances added to make the coordinates unique. Each node advertises one name prefix and produces ping data under that name prefix. The ndping tool [23] is used to send ping Interests from every node to every other name prefix once a second. All the ping names are unique, so caching will not affect the ping delays.

Furthermore, in order to test the scaling properties of HR, we used realistic Internet-like topologies of a varying size \( N \) ranging between 41 and 99, the upper limit constrained by our computational resources. As shown in [24], the AS Internet topology is self-similar, meaning that its subgraphs induced by the \( N \) highest-degree nodes have all the structural properties of the original full topology, albeit renormalized to smaller values of \( N \) and higher values of the average degree \( k \). That is, the smaller the size \( N \) of these subgraphs, the larger their average degree \( \bar{k} \) [24], an effect related to the rich-club phenomenon [25]. For example, the subgraph consisting of \( N = 100 \) highest-degree nodes has average degree \( \bar{k} = 40.78 \), while the average degree in the full Internet topology (\( N = 37,618 \)) is \( \bar{k} = 5.22 \). In the real Internet,
however, the average degree is approximately constant as the Internet grows over years ([5], [14]). Therefore, to construct Internet-like topologies of small varying size and approximately constant average degree, we start with the full Internet AS topology embedded in the hyperbolic plane using the HyperMap algorithm [14]. We extract its subgraphs induced by different numbers $N$ of highest degree nodes, and in each of these subgraphs, we then retain only $M = \bar{k}N/2$ “shortest” links, i.e., links between hyperbolically closest nodes, where $\bar{k} = 5.22$ is the average degree in the full Internet topology. These shortest links are the most significant links in the topology, mostly between the pairs of nodes with the highest values of the product of their degrees [5]. Removing the rest of the links disconnects the subgraphs, so we extract the largest connected components from them. These largest components are then the networks on which we perform our routing scalability analysis. The values of $N$, $M$, and $\bar{k}$ are reported in Table I. To assign an appropriate delay to each link, the geographic coordinates between each AS associated with the nodes on a link is computed. The computed geographic distance is then used to approximate a delay for the link.

Hyperbolic Routing – For our evaluation purposes only, we have implemented HR within NLSR to distribute routers’ hyperbolic coordinates. NLSR maps each name prefix to its originating router’s coordinates and then calculates a ranked list of next hops using the neighbor routers’ coordinates. Note that in a real deployment, the coordinates are not flooded globally (see Section III-B). To evaluate how well our proposed ASF strategy can help HR handle sub-optimal routes, we compared HR’s performance under ASF with that under the default Best-Route strategy which simply uses the best route selected by the routing protocol. Another important variable we examine is how the multi-path factor affects forwarding performance when HR is used. When more next hops are available in a route entry, the forwarding strategy may eventually find a next hop that is able to return Data. In our experiments, we evaluate HR using a multi-path factor of 2, 3, 4, and all possible next hops per prefix.

Link State Routing Protocol – While we could have used another routing protocol to compare HR against, we chose link-state (LS) as it is simple to analyze and calculates shortest paths. Since LS routing provides optimal paths, probing for alternative paths is unnecessary. Thus, we can use the Best-Route forwarding strategy which always uses the highest routing ranked next hop to forward an Interest. Indeed, we have verified in our experiments that, under LS, using ASF and Best-Route strategies provide the same performance. Furthermore, with the Best-Route strategy, LS performs identically amongst tests with two, three, or all possible next hops per prefix, as only the highest ranked next hop is used. We therefore use NLSR with the Best-Route strategy and a multi-path factor of 2 in all of our comparisons with HR.

Environment – All our experiments were performed using Mini-NDN [26], an NDN network emulation tool. In Mini-NDN, an entire experiment runs on a single machine, and each node in the network topology is executed in a container with its own resources.

Metrics – we use the following three metrics for comparing packet delay and overhead:

- **Delay Stretch** - Delay stretch indicates the ratio between a packets delay in HR vs. its delay in LS. A stretch of 1 indicates that HR is not incurring any additional delay over what is required in LS. To calculate the delay stretch, the RTT of a ping in HR is divided by the RTT of the corresponding ping in LS for each node pair. Then, for each second of the experiment, we calculate the median, 75th percentile, and 95th percentile of the delay stretches among all the node pairs.

- **Loss Rate** - For each node, the loss rate is the total number of ping timeouts from that node to all other nodes in the network divided by the total number of pings from that node.

- **Message Overhead** - The total message overhead for link-state routing is calculated by adding together the SYNC Interests/Data and LSA Interests/Data sent during the experiment. Note that we ignore the NLSR message overhead during the initial routing convergence. For HR, the total message overhead is equal to the number of probe Interests sent by ASF. We do not include the overhead for distributing hyperbolic coordinates for two reasons. First, these coordinates remain stable for months or years, and any messages triggered by their changes occur at time scales much larger than those of LSA and SYNC messages. Second, we expect that these coordinates are retrieved on demand by consumers, and they can be cached by the consumers and any intermediate routers for a long time (given that they seldom change).

We also considered comparing the total number of forwarded Ping Interests and Ping Data packets under the two approaches to assess the cost of suboptimal paths in HR. However, this metric can be misleading as HR with shorter unsuccessful paths may appear to have a lower number of ping packets than NLSR with longer successful paths.

B. ASF vs. Best-Route and The Impact of Multi-path Factor

We first compare the ASF strategy with Best-Route strategy and then study the impact of multi-path factor. We use the 22-node testbed topology and let every node ping every other node once per second. We use four different multi-path factors (2, 3, 4 and all) for forwarding and a probing interval of 60 seconds for ASF. The results for a multi-path factor of 3 are similar and therefore omitted for brevity.

Figure 3 shows the delay stretch of HR over link state.

First of all, compared with the Best-Route strategy, ASF allows hyperbolic routing to achieve much lower delay stretch. Second, we make the following observations for HR with ASF (Fig 3(b)-(d)): (1) the median stretch is almost 1 and the 75th-percentile stretch is slightly higher than 1. This shows that the
packet delays under HR/ASF are quite close to those under link-state routing except in a small fraction of the cases; (2) the 95th-percentile curve stabilizes after one probing interval of 60 seconds, meaning that the ASF strategy is quick in finding better paths when the initial ranking based on hyperbolic coordinates is suboptimal; (3) a higher multi-path factor leads to a slight increase in performance as the strategy has more choices to get out of loops and suboptimal paths, but a multi-path factor of 4 is nearly as good as all next hops.

Although this experiment does not have any topological failures, losses may still occur in HR due to the multi-path factor, which imposes a limit on the number of next hops installed for each route entry. If every next hop in a route entry causes a loop in the network, the strategy will not be able to find a next hop to get out of the loop. Note that even when all next hops are available to the strategy, the forwarding plane may still experience initial losses while the strategy determines working paths. Figure 4 shows the loss rate for each node under HR (there are no losses in link-state routing). First, even with only 2 next hops, ASF has lower loss rate than the Best-Route strategy. Second, we can observe that the more next hops available for the ASF strategy the lower the loss rates, and a multi-path factor of 4 has nearly no loss for all the nodes.

The message overhead for link-state (LS) and HR is shown in Table II. In the no-failure case, HR has a slightly lower overhead than that of link state and the difference between the various multi-path factors is very small. This is not surprising as the probing algorithm has a fixed probing interval so each node generates the same number of probes for each route entry regardless of the number of next hops in the route entry, but the probes may cross different number of hops depending on the paths they travel, so the total number of probe Interests forwarded by all the nodes will vary slightly. For an Internet-scale topology, however, there may be nodes with tens or hundreds of neighbors. Using all next hops on these highly-connected nodes would be infeasible as each entry in the Route Cache will be very large and the statistics of the next hops will consume a significant amount of memory. Moreover, next-hop selection will be very time-consuming.

Based on the above results, we use a multi-path factor of 4 and a probing interval of 60 seconds for HR and ASF in the remaining experiments. With these parameters, HR with ASF has lower overhead than LS but is still effective in finding paths during failure and recovery periods.
C. Message Overhead under Different Traffic Profiles

We now use the 22-node topology and no-failure scenario to evaluate the message overhead under different traffic profiles. More specifically, each node pings a percentage $\alpha$ of all the name prefixes in the network at 1 ping/second per name prefix. The pinged prefixes are uniformly selected, so each prefix is pinged by $\alpha N$ nodes. We vary $\alpha$ from 10% to 100%.

Since ASF probes every name prefix seen in recent Interests (we call them "active name prefixes") at a constant rate, a node’s overhead should increase with the number of active name prefixes at that node. In contrast, NLSR’s message overhead should be independent of the regular Interest/Data traffic as long as the latter does not congest the links, since NLSR’s control messages are not triggered by traffic.

Figure 5. Message Overhead in 22-Node Topology with Different Traffic Profiles (No Failures)

Figure [5] shows that, as expected, a smaller $\alpha$ is associated with lower HR/ASF probing overhead, while the LS overhead remains constant. In particular, when $\alpha$ is 10%, the LS overhead is over four times that of HR/ASF. The results also show that the HR/ASF overhead does not increase linearly with $\alpha$. The reason is that although each node pings only $\alpha N$ name prefixes, the number of active name prefixes at certain nodes can be much higher than $\alpha N$ if they are on the path of other nodes’ Interests. This phenomenon is most prominent when $\alpha$ is small and diminishes as $\alpha$ increases.

The implication of the above results is the following: HR/ASF is much more efficient than LS in an environment where users are not interested in all the name prefixes. We take user preference into account by having each node ping a percentage of name prefixes, but each node selects the pinged name prefixes uniformly, so every name prefix is pinged by the same number of nodes and produces the same amount of ping replies. In practice, however, the data distribution among name prefixes is more likely to be highly skewed (e.g., 90% of data is produced under 10% of name prefixes), as shown in previous studies ([27], [28]). Therefore, our experiments likely over-estimated the number of active name prefixes and thus the probing overhead of HR/ASF in a real network should be even lower than in our experiments.

D. Stress Test: Sequential Node Failure Scenario

We continue to use the 22-node topology but introduce sequential failures of the 10 most connected nodes – more specifically, after the first 60 seconds, a different node fails for 90 seconds every 180 seconds until all the 10 nodes have failed once. Every node pings 10% of the name prefixes, i.e., $\alpha = 10\%$, at 1 ping per second.

Figure 6. Delay Stretch for HR in 22-Node Testbed Topology under Sequential Failure of 10 Most Connected Nodes and $\alpha = 10\%$ (vertical dash lines indicate when nodes fail and recover.)

Figure 6 shows that, under a series of node failures, the median of the delay stretch remains near 1 for the entirety of the experiment. The average values of the 75th-percentile and the 95th-percentile stretch are 1.04 and 1.82, respectively. The largest 75th-percentile stretch and 95th-percentile stretch are 1.41 and 3.07, respectively. HR and LS have an average loss rate of 2.62% and 2.48%, respectively. However, as Figure 7 shows, one of the nodes has a large difference in loss rate, which is under investigation. Overall these results indicate that the packet delay under HR with ASF approximates that of LS. Meanwhile, the HR/ASF approach has room for improvement in minimizing losses. Note, however, that the node failures occurring every 180 seconds is an extreme scenario intended to stress our design, so one should not use the above loss rates to infer HR/ASF’s performance in real networks.

Figure 7. Loss Rate in 22-Node Topology under Sequential Node Failures (note that we exclude pings sent to the failed nodes from the loss rate calculation.)

As shown in Table II, link state’s overhead under sequential failures is 2.80 packets/second, which is 8.5 times the overhead of HR, 0.33 packets/second. Note that $\alpha$ is 10% in this experiment so HR’s probing overhead is less than that when all the name prefixes are pinged. Figure 8 shows the instantaneous overhead of HR and LS as well as the ratio between HR and LS’s cumulative overhead over time. For a short period at the
beginning, HR has more overhead than LS due to probes being triggered by pings, but HR’s overhead is quickly overtaken by LS’s overhead. HR’s overhead is nearly a 10th of LS’s overhead for the remainder of the experiment. LS’s routing overhead also has instantaneous overhead spikes reaching as high as 138 packets per second when node failures and recoveries happen, while HR’s probing overhead remains below 7 packets per second and only increases at probing intervals (60 seconds). These results confirm that HR/ASF’s probing overhead is primarily determined by its probing interval and the number of active name prefixes in the network while link-state routing’s overhead increases as the network dynamics increase since it must send LSA Interests/Data as well as SYNC Interest/Data for each failure and recovery.

E. Scaling to Larger Topologies

To study how HR’s performance and overhead scale with the network size, we run experiments on five topologies ranging from 22 nodes to 99 nodes (Section V-A), with sequential failure of the 10 most connected nodes in each experiment. Each node pings 10% of the name prefixes, e.g., 4 name prefixes in the 41-node topology and 10 name prefixes in the 99-node topology. This is a rather crude approximation of the “network effect” – the larger the network, the more resources a consumer can retrieve and the more people with which the consumer may want to communicate.

Figure 9(a) shows the delay stretch as a function of the number of links in the topology. The four Internet-derived topologies have rather small delay stretches close to 1, much smaller than that for the 22-node testbed network, perhaps because they have richer connectivity as indicated by their higher average degree (from 7.56 to 8.93) compared to the testbed topology (4.55). The richer the network connectivity, the smaller the difference between the best path and suboptimal paths and the easier it is for the forwarding plane to find alternative paths to get around loops and failures.

Figure 9(b) shows that the message overhead of HR is much lower than that of LS in all the topologies. From the 22-node to the 99-node topology, HR’s overhead grows very slowly from 0.33 packets/sec to 0.6 packets/sec and LS’s overhead grows from 2.80 packets/sec to 44.32 packets/sec. More specifically, the LS overhead first increases linearly until 345 links (78-nodes) and then increases sharply from 345 links to 442 links (99-nodes). Our results suggest that HR scales much better than LS while achieving similar data delay as LS.

VI. RELATED WORK

Yi et al. ([2], [3]) have shown that NDN’s adaptive forwarding plane can detect and recover from link failures quickly and can enable the use of routing protocols that were previously viewed as unsuitable for real networks. This is one of the reasons why HR may work well in NDN and help address its routing scalability problem (Section I).

We made the decision to develop our own ASF strategy, because currently proposed and implemented strategies, including the one proposed in Yi et al.’s work ([2], [3]), are either not available in NFD or do not sufficiently meet our requirements (Section IV). Note that our objective for this work is not to develop the optimal strategy, but to get a baseline performance of HR with a basic forwarding strategy; further improvement on the strategy will lead to even better HR performance. Our design is influenced by the following
two forwarding strategies. Chiocchetti et al. [19] developed an ICN forwarding algorithm called INFORM which uses probing to learn the delay between nodes; this knowledge is then used to choose an interface to forward more effectively. INFORM uses RTTs piggybacked on Data to get an accurate estimate for Data retrieval. Unlike INFORM, our design does not require changes to the Interest/Data format. Qian et al. [20] presented an adaptive forwarding strategy that uses an ant colony optimization based algorithm to probabilistically select interfaces for probing. We also use past measurements to influence the probability of picking an interface for probing, but our algorithm is simpler and easier to analyze.

To evaluate the feasibility of HR on the NDN testbed, the authors of [6] simulated different overlay topologies of the NDN hub nodes by connecting each node to its $m$ hyperbolically closest neighboring nodes. For each value of $m$, they measured the success ratio and three types of stretch measures, with all possible removals of one link and one node. They found that although $m = 2$ is enough for a 100% success ratio on the NDN testbed, they recommend using $m = 3$ for greater reliability. Rather than making the overlay topology more resilient under HR, our work focuses on using smart forwarding strategy and multi-path forwarding to improve the packet delivery ratio.

VII. CONCLUSION

We have evaluated some important scalability characteristics of HR in NDN. HR is an attractive candidate to address NDN routing scalability issues since it does not require the precise full knowledge of the topological connectivity of highly dynamic networks. Our evaluations show that HR’s forwarding plane overhead in such networks is much lower than NLSR’s control overhead, while achieving similar packet delay and loss rates. Most importantly, we have shown that as a function of the network size, HR’s per-node message overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional links-overhead is almost constant and close to zero, versus the usual polynomial growth experienced by traditional

It has immense potential to be an extremely scalable routing solution for NDN and possibly other networks. Yet, several technical issues require further investigation. These include mechanisms to compute and distribute hyperbolic coordinates in a decentralized manner, properly taking into account link delays.
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