Suppression of infrared instability in trans-sonic flows by condensation of zero-frequency short wave length phonons
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We analyze the peculiar infrared instability that characterizes stationary inhomogeneous flows when their velocity crosses the sound speed by decreasing values. For definiteness, we work in the context of one dimensional atomic Bose condensates. These flows are unstable under ultra low real frequency perturbations because of the unbounded mode amplification near the sonic horizon. This results in a condensation of low frequency phonons which produces a spatially structured flow in the supersonic domain. Numerical simulations reveal that this zero-frequency undulation suppresses the instability when its spatial extension is infinite, and when its phase is near that of a “shadow soliton” solution attached to the sonic horizon. These phenomena are akin to the condensation of rotons in flowing superfluid 4He when exceeding the Landau velocity. They also pertain to shallow water waves propagating on transcritical flows.
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I. INTRODUCTION

The propagation of a fluid over an obstacle can produce many different patterns [1], and this in several contexts such as longitudinal water flows in flumes [2–4], atomic Bose condensates [5, 6], or polariton fluids [7]. In the present work, we focus on stationary trans-sonic flows which are supercritical in the upstream domain, and subcritical downstream. In these flows, the velocity v crosses the speed of sound c by decreasing values. When using the analogy with gravity [8–11], they correspond to white holes since counter-propagating waves are blueshifted when approaching the sonic horizon v = c [12, 13]. Because of this blueshift, the flows display an intriguing infrared instability which results in the formation of a macroscopic zero-frequency wave, see Refs. [14, 15]. In this paper we first complete these works, and then show that the formation of this wave suppresses the instability when its phase is close to that of a shadow soliton solution attached to the sonic horizon. For definiteness we work with one dimensional atomic Bose condensates but our results apply to the aforementioned other fluids up to minor modifications.

To start, we study the space of solutions of the Gross-Pitaevskii equation (GPE) which describe stationary trans-sonic flows. When restricting attention to asymptotically homogeneous flows in the downstream region, regular solutions of the GPE are characterized by the amplitude of the density modulation in the upstream region. In analogy with what is found in water flumes, we shall call this stationary structure an undulation. To linear order, for a local constriction, the general solution can be conceived as a superposition of a “free” solution and a “forced” one. When considering fully non-linear solutions of the GPE, this superposition loses its meaning, but the space of solutions is still characterized by the asymptotic amplitude of the undulation.

We then study the scattering of phonon modes, solutions of the Bogoliubov-de-Gennes equation, in stationary trans-sonic flows characterized by the amplitudes of the free and the forced undulations. These flows are energetically unstable since they possess negative energy excitations. In appendix B, we verify that they are dynamically unstable since the spectrum of asymptotically bounded modes contains no complex frequency [13, 14], at least when the amplitude and the extension of the undulation are small enough. When there is no undulation, the mode amplification associated with the scattering of real frequency modes diverges in the zero frequency limit. As a result, random ultra low frequency perturbations give rise to an undulation [14–16]. When the dispersion is of the Bogoliubov type, it propagates from the sonic horizon in the supersonic region, whereas it propagates in the subsonic region when the dispersion is “normal”. Interestingly, this infrared (IR) instability is akin to that described by Pitaevskii [17] which occurs in homogeneous flows of superfluid 4He when their velocity exceeds the Landau velocity, and which is stabilized by a condensation of zero frequency rotons. In the present case, the instability results in the condensation of short wave length ultra low frequency phonons. As in [17], this produces a structured flow characterized by the wave number which is the non trivial zero-frequency solution of the dispersion relation. In the present case, the structure precisely corresponds to a free undulation. In a linearized treatment, its sign is undetermined. The degeneracy is lifted when including non-linear effects: the stable solution corresponds to a shadow soliton solution, and the unstable one to a soliton solution. This is in agreement with what has been found when studying the black hole laser instability [18] in flows with two sonic horizons.

In the second part of this work, using numerical tech-
niques adapted from those of [13, 19, 20], we show that short undulations reduce the IR instability when their phase is close to that of the shadow soliton, and amplify it when it is close to that of the soliton solution. In addition, when considering infinitely long undulations, the mode amplification is eventually suppressed for the shadow soliton phase, whereas the soliton phase gives rise to a dynamical instability. These results should also apply to water waves propagating on top of trans-critical flows in flumes. It should thus be possible to test them in experiments similar to the recent ones aimed at detecting the analogue Hawking radiation in atomic BEC [21], and in flumes [22, 23]. It should be also pointed out that this stabilization differs from that found in $^4$He. Indeed, the energetic instability is maintained, since the spectrum still contains negative energy excitations, but the mode amplification in the zero-frequency limit no longer diverges.

This paper is organized as follows. In Sec. II, we analyze inhomogeneous solutions of the GPE which describe trans-sonic flows. We also add a localized obstacle and briefly discuss the space of solutions. In Sec. III, we numerically solve the Bogoliubov-de Gennes equation in these backgrounds and study the infrared instability, and its growth or suppression due to the undulation. We conclude in Sec. IV. Appendix A recalls the basic properties of homogeneous condensates. In appendix B, we establish that flows with small undulations are dynamically stable, and relate the appearance of a dynamical instability to the end point evolution to the growth of the IR instability. In appendix C we analytically compute the forced undulation due to a small obstacle.

II. SONIC ANALOGUE WHITE HOLE FLOWS AND UNDULATIONS

A. Inhomogeneous Gross-Pitaevskii equation

In this subsection we study trans-sonic stationary flows, solutions of the GPE for a particular class of potentials. The basic properties of flows in homogeneous potentials are reminded in appendix A.

Because we are interested in stationary solutions, it is appropriate to work with the mean density $\bar{\rho}(z)$ of condensed atoms and their velocity $v(z)$. The one dimensional GPE then gives

$$ \frac{\hbar^2}{2m} \frac{\partial^2 \sqrt{\bar{\rho}}}{\sqrt{\bar{\rho}}} = V + g \rho + \frac{m J^2}{2 \rho^3}, $$

(1)

where $J$, taken positive, gives the constant value of the flux. Here $V(z)$ is the external potential, and $g$ the $z$-independent two-body interaction constant. To simplify the expressions, we work in a unit system where $\hbar = 2m = 2gJ = 1$. In these units, the healing length $\xi$ is

$$ \xi(z) = \left( \frac{\rho(z)}{\rho_c} \right)^{-1/2}, $$

(2)

where $\rho_c \equiv J$. Similarly, the adimensional flow velocity and sound speed $c^2 = g \rho/m$ are given by

$$ v = \frac{\rho_c}{\rho}, \quad c = \sqrt{\rho \rho_c}. $$

(3)

Then the ratio $F = v/c$ reads

$$ F(z) = \frac{v(z)}{c(z)} = \left( \frac{\rho_c}{\rho(z)} \right)^{3/2}. $$

(4)

In this system, Eq. (1) gives

$$ 2 \rho v'' - 4V \rho^2 - \rho'' - 2 \frac{\rho^3}{\rho_c} - \rho_c^2 = 0, $$

(5)

where a prime denotes a derivative with respect to $z$. For reasons of simplicity, we now consider the set of reference profiles given by

$$ V_0(z) = \frac{2 \rho_0 \rho_0' - \rho_c^2 - 2 \rho_0^3/\rho_c - (\rho_0')^2}{4 \rho_0^2}, $$

(6)

where

$$ \rho_0(z) = \tilde{\rho} \left( 1 + \frac{2 \kappa z}{3d} \right) + 1. $$

(7)

By construction, $\rho_0$ is an exact solution of Eq. (5). It is characterized by the central value of the density $\tilde{\rho}$, the spatial gradient $\kappa = (3/2) \rho_0'. \ln \rho_0$ evaluated at $z = 0$, and the asymptotic values $\rho_s \equiv \rho(1 - d)$ in the supersonic region, and $\rho_s \equiv \rho(1 + d)$ in the subsonic one. To further reduce the number of free parameters, in numerical analysis, we only consider the case where $\tilde{\rho} = \rho_c$, so that the sonic horizon $v/c = 1$ is located at $z = 0$. These simplifications do not restrict the validity of our results. The essential point is that $F$ crosses 1 by decreasing values in the direction of the flow.

When $\tilde{\rho} = \rho_c$, the analogue surface gravity [8, 11] (i.e., the frequency $\kappa_G \equiv \partial_z (v - c)$ evaluated at the sonic horizon) is given by $\kappa_G = -\kappa$ when $J > 0$. Its negative value confirms that we are dealing with an analogue white hole flow, i.e., a trans-sonic one which becomes subsonic along the direction of the flow. It corresponds to a white hole (and not a black hole) geometry because low

\footnote{Notice the similarity with the case of surface gravity waves in hydrodynamics where this ratio (called Froude number) is given by $F = h^{-3/2}$, $h$ being the adimensional water height [24]. In fact most of the forthcoming analysis applies to surface waves under the substitution $\rho \rightarrow h$, and the replacement of Eq. (5) by the Korteweg-de Vries equation [2].}
wave number phonons propagating against the flow are blueshifted when approaching the sonic horizon at $z = 0$. The surface gravity $\kappa_C$ is highly relevant in that it governs the scattering of low frequency phonons in smooth trans-sonic flows [8, 9, 25]. More precisely, when there is a neat scale separation between the surface gravity and the healing length, i.e. when $\kappa \xi / \epsilon \ll 1$, the spectrum of phonons spontaneously emitted by the scattering on the sonic horizon is, to a very good approximation [13, 19, 20], a Planck spectrum with a temperature given by $T_H = \kappa / 2\pi$, in accordance with the famous prediction of Hawking [26].

Before studying this scattering and its implications, we classify the stationary solutions of the GPE which are smoothly connected to our reference solution of Eq. (7).

**B. Free and forced density perturbations**

To characterize this set of solutions, we consider perturbed potentials given by $V = V_0(z) + \delta V(z)$. To describe local obstacles, we impose that $\delta V$ vanishes in both asymptotic regions. When using analytical methods, we shall study the case where $\delta V \ll V_0$, so that a linear expansion in $\delta V/V_0$ can be made. However, when using numerical methods, this inequality can be relaxed without difficulty, and the non-linear aspects of the GPE can be fully taken into account.

We write $\rho = \rho_0(1 + \delta \rho)$, with $\rho_0(z)$ given in Eq. (7). To linear order, the relative deviation $\delta \rho$ obeys

$$\frac{\delta \rho''}{\rho_0} + \frac{\delta \rho'}{\rho_0} \delta \rho - \frac{\rho_0}{\rho_c} \left( \frac{\rho_0}{\rho_c} - \frac{\rho^2}{\rho_0^2} \right) = 2 \delta V. \quad (8)$$

The general solution is the sum of a free perturbation $\delta \rho_{\text{hom}}$, solution of the homogeneous equation, and a particular solution of Eq. (8), $\delta \rho_{\text{forced}}$. To fix without ambiguity this forced solution, it is mathematically convenient to impose that it vanishes on the right of the perturbation, in the downstream subsonic region. (This is also physically justified as low frequency perturbations with large wave-vectors propagate upstream in the supersonic region, as explained in appendix A.) On the asymptotic left supersonic region, this forced solution is oscillatory

$$\delta \rho_{\text{forced}} \sim A_f \sin[k_0 z + \varphi_f], \quad (9)$$

where the asymptotic wave number $k_0$ is

$$k_0 = \frac{\sqrt{\rho_0^2 - \rho_p^2}}{\rho_p \sqrt{\rho_c}} = \sqrt{v(z \rightarrow -\infty)^2 - c(z \rightarrow -\infty)^2}. \quad (10)$$

Indeed, in both asymptotic regions, the solutions of Eq. (8) are superpositions of exponential functions, with wave-vectors $k$ solutions of the dispersion relation Eq. (A7) for $\omega = 0$. In the supersonic region, the modes oscillate since $k_0$ is real. Instead, in the right subsonic region, one gets exponentially decaying and growing functions $e^{\pm \lambda_0 z}$, with $\lambda_0 = \sqrt{c^2 - v^2}$ for $z \rightarrow \infty$.

In Fig. 1, on the left, we represent some typical examples of forced solutions which vanish on the right of the obstacle $\delta V$. In these numerical simulations, we work with the exact solutions of the GPE (not limited to linear order) and with well localized obstacles given by

$$\delta V(z) = \frac{\delta V}{\cosh^2[\kappa_p(z - z_p)]} . \quad (11)$$

For $\delta V \ll V_0(z = 0) = 3/4 + \kappa^2 / 9$ (when $\bar{\rho} = \rho_c$ in our unit system), in agreement with the linear treatment of appendix C, we observe that the undulation has a sinusoidal shape of wave number $k_0$, and a phase fixed by $z_p$ which is independent of the amplitude. When reaching the nonlinear regime, the amplitude of the wave number decreases with the amplitude, as given by the Weierstrass function of Eq. (A4). Notice that the non-linear regime is reached when $A_f \sim d/\rho_p$. For higher values of $A_f$, pairs of sonic horizons appear due to the undulation, as in the dotted curve in the figure.

We now consider the general solutions of Eq. (8) which are asymptotically bounded on both sides. To satisfy this condition, only the exponentially decaying solution must be kept in the subsonic side. As a result, the space of bounded solutions is of dimension one, and fully characterized by the net amplitude $A_h$ of the oscillations in the asymptotic supersonic region. To define $A_h$, unambiguously, we introduce the amplitude $A_h$ of the oscillations of the free solution:

$$\delta \rho_{\text{phom, supersonic}} \sim A_h \sin[k_0 z + \varphi_h]. \quad (12)$$

The phase $\varphi_h$ is fixed (up to a phase shift $\pi$ that fixes the sign of $A_h$) by the requirement that $\delta \rho_{\text{phom}}$ is bounded in the subsonic side. In a linear treatment, the sign of $A_h$ is a true $\mathbb{Z}_2$ symmetry [15]. This degeneracy is lifted when considering the Weierstrass function of Eq. (A4): with our convention, $A_h > 0$ corresponds to the linearized limit of the shadow soliton solution, whereas $A_h < 0$ describes the soliton solution. As was found when studying the black hole laser instability [18], we shall see that the former describes the most stable solution.

Combining the free solution with Eq. (9), on the asymptotic supersonic right side, the resulting undulation is

$$\delta \rho_r \sim A_r \sin[k_0 z + \varphi_r] , \quad (13)$$

where

$$A_r e^{i\varphi_r} = A_h e^{i\varphi_h} + A_f e^{i\varphi_f}. \quad (14)$$

On the right panel of Fig. 1, we represent different profiles of the density $\rho(z)$ for three different values of the amplitude $A_h$ of the free undulation added on top of a given forced undulation with a potential of the form Eq. (11) with $\delta V = 0.03$, $z_p = 0$, $\kappa_p = 5$, and for the reference potential of Eq. (6) with $\kappa = \bar{\rho} / \rho_c = 10d = 1$. For increasing values of $A_h$, we first observe a diminution of
FIG. 1. On the left panel, in units of $\rho_c$ of Eq. (2), we represent the density profile of Eq. (7) (blue solid) with $\kappa = 10d = 1$, and those of three forced undulations, as functions of the distance in units of the healing length evaluated at $z = 0$. The background flow is supersonic for $z < 0$, and the sonic horizon is located at $z = 0$, where $\rho_0/\rho_c = 1$. The amplitudes of the obstacle of Eq. (11) are $\delta_V = 0.01$ (purple dashed), 0.03 (yellow dotted dashed) and 0.08 (green dotted), while the other parameters are $\delta_p = 0, \kappa_p = 5$. We notice that the wavelength of the oscillations increases when the undulation amplitude leaves the linear regime, here for $\delta_V \gtrsim 0.05$. For larger amplitudes, the undulation produces pairs of sonic horizons when $\delta_V = 0.03$, with the forced undulation (dashed) and when free undulations with different amplitudes are added on top of it: $A_h = 0.035$ (dash-dotted) and $A_h = 0.088$ (dotted). One clearly sees that $\varphi_\rho$, the phase of the resulting undulation, differs from that of the forced one.

the resulting amplitude $A_r$, followed by an increase for $A_h > A_f \cos(\varphi_h - \varphi_f)$. The minimum of $A_r$ is nonzero, except when the phase shift $\varphi_h - \varphi_f = \pi$. We also observe a progressive change of the resulting phase.

III. CONDENSATION OF ULTRA-LOW FREQUENCY PHONONS AND SUPPRESSION OF INFRARED INSTABILITY.

A. Infrared instability in analogue white hole flows

We first recall the basic properties of the scattering of phonon modes in trans-sonic stationary flows, such as those studied in the former section. The essential point is the presence of a parametric amplification of counter-propagating modes which diverges in the zero-frequency limit. Generalizing [14, 15], we then explain why this implies that incoming (random) low-frequency phonons produce an undulation, the amplitude of which diverges in this limit. We shall see that this undulation precisely corresponds to the free undulation of Eq. (12). The infrared divergence reveals that analogue white hole flows are unstable against ultra-low frequency perturbations, even though they are dynamically stable, as is explained in appendix B.

1. Scattering of low frequency phonon modes

In appendix A, the interested reader will find a review of the key features of phonon modes in homogeneous sub and supersonic flows. Here we consider the mode mixing in inhomogeneous flows, focusing on the zero-frequency limit. More details can be found in Ref. [13]. Because the flow is time-independent, stationary linear modes with different frequencies $\omega = i\theta$ do not mix among each others when scattered on the inhomogeneous flow. As a result the S-matrix can be analyzed at fixed frequency $\omega$ which can be taken positive.

The first important point is to identify the number of independent asymptotically bounded modes (ABM) at fixed $\omega$. Because the background flow crosses the sound speed, for low frequencies, i.e., $0 < \omega < \omega_{\text{max}}$ where $\omega_{\text{max}}$ is the critical frequency of Eq. (A12), there are three ABM, and not four as was the case in a homogeneous supersonic flow. The reason is that the two extra modes with negative energy described in appendix A are no longer independent because they are reflected into each other near the sonic horizon as they do not propagate in a subsonic flow.

To describe the mode mixing, one should consider two mode bases: that formed by asymptotic incoming modes that shall be scattered near the sonic horizon, and that formed by outgoing modes that have been scattered. Interestingly, in trans-sonic analogue white hole flows, the three incoming modes are all “hydrodynamic”, as their wave-vectors $k_{\omega}^i$ vanish as $\omega \to 0$. One of them, denoted as $\phi_\omega^{(in,co)}$, is co-propagating in the frame of the fluid, and has a positive norm. As it crosses the sonic horizon region without being significantly affected, it will play a marginal role in the infrared instability we shall describe. The other two are counter-propagating modes, and have opposite norms. The positive-norm one is noted $\phi_\omega^{(in)}$ and the negative-norm one $\varphi_\omega^{(in)}$. (The precise meaning of these notations is recalled in appendix A.) The latter
describes phonon excitations with negative energy $-\hbar\omega$. For low frequency, both of them are strongly amplified when propagating across the sonic horizon region, and are responsible for the infrared instability.

When considering the three outgoing modes, one recovers the hydrodynamic, co-propagating, positive norm mode that we denote by $\phi_{\omega}^{(\text{out},+)}$. The two others have opposite norms, and are now dispersive modes as their wave-vectors remain finite and opposite to each other in the limit $\omega \to 0$. Moreover this wave vector is exactly $\pm k_0$ of Eq. (10). We denote as $\phi_{\omega}^{(\text{out})^{-}}$ the positive-norm one, and $\phi_{\omega}^{(\text{out},-)}$ the negative-norm one.

The linearity of Eq. (A5) and the conserved scalar product of Eq. (A9) imply that the two sets are related by

$$
\begin{pmatrix}
\phi_{\omega}^{(\text{in},+)} \\
\varphi_{\omega}^{(\text{in},+)} \\
\phi_{\omega}^{(\text{in},-)} \\
\varphi_{\omega}^{(\text{in},-)}
\end{pmatrix} =
\begin{pmatrix}
\alpha_{\omega} & \beta_{\omega} & A_{\omega} \\
\beta_{\omega} & \alpha_{\omega} & B_{\omega} \\
A_{\omega} & B_{\omega} & \alpha_{\omega}
\end{pmatrix}
\begin{pmatrix}
\phi_{\omega}^{(\text{out},+)} \\
\varphi_{\omega}^{(\text{out},+)} \\
\phi_{\omega}^{(\text{out},-)} \\
\varphi_{\omega}^{(\text{out},-)}
\end{pmatrix}
$$

(15)

where the $3 \times 3$ S-matrix is an element of $U(1,2)$ since the negative energy mode has a negative norm. The S-matrix thus describes an anomalous scattering, as can be seen from the unitarity relation associated with the second line:

$$
|\alpha_{-\omega}|^2 - |\beta_{-\omega}|^2 - |B_{\omega}|^2 = 1.
$$

(16)

As explained in [13], $|\beta_{-\omega}|^2$ describes the pair creation of two counter (a co and a counter) propagating phonons. When the initial phonon state is vacuum, $|\beta_{-\omega}|^2$ thus gives the number of counter-(co-) propagating positive energy phonons spontaneously emitted near the sonic horizon. When the background flow is smooth, i.e., $\kappa \xi / c \ll 1$, mononic and contains no undulation, to great precision [13, 19, 20], $n_{-\omega} = |\beta_{-\omega}|^2$ follows a Planck law, with a temperature equal to $T = \kappa / 2\pi v$, which is the analogue of Hawking’s prediction [8]. When the inequality $\kappa \xi / c \ll 1$ is no longer satisfied, the temperature is no longer given by this simple expression, but the spectrum remains Planckian in that for low frequencies, $|\alpha_{-\omega}|^2$ and $|\beta_{-\omega}|^2$ diverge as

$$
|\alpha_{-\omega}|^2 \sim |\beta_{-\omega}|^2 \sim T_0/\omega \gg 1,
$$

(17)

while $|B_{\omega}|^2$ remains finite.

It is of value to complete this analysis by considering the behavior of the nine coefficients of the S-matrix in the zero-frequency limit. Because of unitarity relations, the S-matrix only contains four independent real quantities, as discussed in [27]. This restriction is particularly efficient in the zero-frequency limit where only six out of nine coefficients diverge as $1/\sqrt{\omega}$. In fact, for $\omega \to 0$, the leading coefficients are

$$
\begin{pmatrix}
\phi_{\omega}^{(\text{in},+)} \\
\varphi_{\omega}^{(\text{in},+)} \\
\phi_{\omega}^{(\text{in},-)} \\
\varphi_{\omega}^{(\text{in},-)}
\end{pmatrix} \sim \sqrt{\frac{T_0}{\omega}}
\begin{pmatrix}
X & 0 \\
1 & 0 \\
0 & \delta X \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\phi_{\omega}^{(\text{out},+)} \\
\varphi_{\omega}^{(\text{out},+)} \\
\phi_{\omega}^{(\text{out},-)} \\
\varphi_{\omega}^{(\text{out},-)}
\end{pmatrix}.
$$

(18)

One first notices that by a choice of the arbitrary phases of in and out modes, these coefficients can be taken real and positive. Secondly, unitarity implies $X^2 + (\delta X)^2 = 1$. In addition, one has generally $\delta X \ll 1$, which means that the co-propagating mode plays a subdominant role in the scattering. In fact in the absence of coupling between co and counter propagating modes, one has $X = 1$. Hence $1 - X^2 \neq 0$ accounts for the (weak) coupling with the co-propagating mode.

As a result, to characterize the deviations of the spectrum due to undulations, and the suppression of the IR divergence, it is both convenient and sufficient to study the effective temperature $T_{\omega}$ defined by

$$
|\beta_{-\omega}|^2 = \frac{1}{e^{\omega/T_{\omega}} - 1}.
$$

(19)

2. Undulations and condensation of low frequency phonons

Equation (18) implies that for $\omega \to 0$, up to an overall factor, the three incoming modes possess the same limit

$$
\phi_{\omega}^{(\text{in},0)}(z) \sim \left(\frac{T_0}{\omega}\right)^{1/2} \Phi(z),
$$

(20)

where $\Phi(z) = \phi_{\omega}^{(\text{in},0)}(z) + \varphi_{\omega}^{(\text{in},0)}(z)$. Notice that the relative phase between $\phi_{\omega}^{(\text{in},0)}$ and $\varphi_{\omega}^{(\text{in},0)}$ (which vanishes in the mode basis we adopted) is fixed by the condition that the modes are asymptotically bounded. Hence $\Phi(x)$ identically corresponds to the free undulation of Eq. (12) (including its sign ambiguity).

Equation (18) also implies that (possibly random) incoming modes, or even quantum fluctuations, produce a formally infinite number of low frequency phonons with wave number $\pm k_0$. As explained in appendix A, the group velocity $v_{\text{gr}} = 1/\partial_{\omega} k_\omega$ of these phonons is negative, so they propagate from the sonic horizon in the supersonic (left) region.

With more precision, assuming that the initial phonon state is characterized by the distributions $n^{\text{in},0}_\omega$, $n^{\text{in},+}_\omega$, $n^{\text{in},-}_\omega$ of the three types of phonons, the final number of low frequency counter propagating phonons (of positive and negative energy) is

$$
N_{\text{low}} \sim \int_{\omega > \epsilon} d\omega \frac{2T_0}{\omega} \left( n^{\text{in},+}_\omega + X^2 n^{\text{in},+}_\omega + \delta X^2 n^{\text{in},-}_\omega \right),
$$

(21)

where $\epsilon > 0$ is an IR cut-off. To give a physical meaning to this expression, one should consider the number of phonons emitted during a lapse of time $\Delta t$ after the formation of the sonic horizon. In that case, one gets $\epsilon \sim 1/\Delta t$. Depending on the low frequency behavior of the initial distributions, $N$ increases either as in $\Delta t$ when $n^{\text{in}}_\omega \sim \text{const}$, or as $\Delta t$ when $n^{\text{in}}_\omega \sim 1/\omega$ as in a thermal state [14].

In any case, when working with a trans-sonic white hole background flow, the linear treatment based on the
Bogoliubov de Gennes equation implies that an infinite number of low frequency phonons would be emitted. Strictly speaking, this does not make sense. But, as in Ref. [17] for the case of rotons, it implies that these phonons will condense, and form an undulation with a profile given by Eq. (20) which will progressively affect the background flow since its amplitude grows. Therefore to determine the late time evolution, it is necessary to compute the modifications of the scattering coefficients of Eq. (15) when taking into account the presence of this undulation. (Whereas Ref. [17] computed the modified spectrum on top of the layered structure, we here compute the modified S-matrix on top of the undulation. The reason for this difference is that the instability we are dealing with is not so much due to the existence of negative-energy modes, but to the infinite amplification of low-frequency modes scattered on a sonic horizon.)

B. Suppression of the infrared instability

We now consider the central issue of this paper. It concerns the effects of undulations on the low frequency behavior of the coefficient of Eq. (19). The relevant parameters that characterize an undulation are its amplitude \( A_r \), its phase \( \varphi_r \), and its length. A priori, this length is not an adjustable parameter as it should be taken to be infinite (if one works in truly stationary settings). However we shall see that the limit of long undulations is singular. Therefore, it is appropriate to introduce a profile \( D(z) \) that controls its extension and the way its amplitude is damped. This is also justified from the point of view of possible experiments, where the undulation is usually damped because of dissipation. Although our description does not explicitly take dissipative effects into account in the wave equation, using a finite length should correctly describe the main consequences. In what follows we shall work with

\[
D(z) = \frac{\tanh[\sigma(z - z_{\text{end}})] + 1}{2}. \tag{22}
\]

We shall see that the behavior of the low-frequency temperature in the limit \( z_{\text{end}} \to \infty \) depends on \( \sigma \). Hence the limit of an infinite undulation is not devoid of ambiguity and should be handled with care. The number of oscillations \( N \) in the supersonic region, and the number of damped oscillations \( n_d \) are fixed by

\[
z_{\text{end}} = -2\pi N/k_0, \quad \sigma = k_0/\pi n_d, \tag{23}
\]

where \( k_0 \) is given in Eq. (10). Notice that on the subsonic side, the undulation profile is automatically regular since only the decaying mode is considered.

Because of the damping factor, flows with undulations are still homogeneous in both asymptotic regions. As a result, the scattering analysis of the former subsection still applies. We are not aware of any analytical method to study the S-matrix for these flows.\(^2\) We shall thus use numerical methods. We first consider the regime where the relative change of the effective temperature is small. As a second step, we study saturation effects, and show how the infra-red instability is suppressed in the limit where both \( N \) and \( n_d \) are sent to infinity. The numerical methods we use are directly borrowed from [13, 19, 20, 24], to which we refer for a precise description.

1. First deviations

We first analyze the effect of the amplitude \( A_h \) of a free undulation. To this end, in Fig. 2, we represent the effective temperature for the reference monotonic flow of Eq. (7), and with four relatively short undulations, i.e.,

\[^2\] We tried to analytically evaluate the low frequency limit of the coefficients of Eq. (15) in the steep regime [20, 28], to first order in \( A_h \ll 1 \), and with \( N = \infty \). Assuming that modes are regular in the \( \omega \to 0 \) limit, we showed that the IR instability is suppressed as the Bogoliubov coefficient \( B_r \sim \sqrt{\omega}/A_h \). Unfortunately, when computing the modes with a large value of \( N \), we found that, due to resonant effects, modes contain terms in \( A_h/\omega \) and \( A^2_r/\omega^2 \) which invalidate the assumption of regularity. This indicates that a nonperturbative treatment in \( A_h \) is necessary to control the IR physics. We believe this is beyond the scope of the present work.
$N = 20$ and $n_d = 3$, of different amplitudes added on top of it. When considering the temperature in the reference flow, we observe that $T_\omega$ of Eq. (19) is remarkably constant over a large domain of frequencies. This implies that the spectrum is, to a very good approximation, Planckian up to $\omega \lesssim \omega_{\text{max}}$ of Eq. (A12) where the power falls sharply. For more details about the spectrum in the absence of undulations we refer to Refs. [13, 19, 20].

When considering the four spectra in the presence of undulations, we clearly see that, for low frequency, the relative change of the temperature is linear in $A_h$. We also see that the temperature increases when considering the sign that corresponds to the (linearized version of the) soliton solution, see the description after Eq. (A4), while it decreases when considering the undulation which corresponds to the shadow solution. Interestingly, this is in agreement with what was found in Ref. [18]. In that paper, it was shown that these two solutions govern the stationary backgrounds which characterize the non-trivial density profiles associated with the so-called black hole laser instability [29, 30]. This dynamical instability occurs in trans-sonic flows with two sonic horizons separated by a distance $L$. Unlike the present case, the spectrum is characterized by a discrete set of complex frequency modes [31, 32]. One can verify that their density is proportional to $L$, while the imaginary part of the frequencies decreases as $1/L$. We therefore conjecture that the present infrared instability should be conceived as the limit where the inter-horizon distance $L$ is sent to infinity.

In Fig. 3, we study the effects of the length of the undulation which is governed by $N$ of Eq. (23). We work with a fixed, and small amplitude $A_h = 10^{-4}$, and with four values of $N$, namely 20, 40, 80, and 160. We discover that the relative change of the temperature increases linearly with $N$ and can therefore be much larger than the relative change of the density $\delta \rho$ due to the presence of the undulation. We also observe that the range of low frequency for which the effective temperature is approximately constant decreases as $1/N$. These two observations imply that the limit $N \rightarrow \infty$ is singular.

The linearity of the change of $T_0 \equiv T_{\omega=0}$ in both $A_h$ and $N$ when $A_h N$ is not too large implies that in this regime $T_0$ only depends on their product. In fact a more detailed analysis reveals that, for both signs of $A_h$,

$$T_0 \sim \bar{T}_0 \left(1 - \gamma \frac{A_h N}{d}\right), \quad (24)$$

where $\bar{T}_0$ is the low frequency limit of the temperature when there is no undulation. We checked that $\gamma$ is of order 1, and weakly depends on $N$. We observe that $T_0$ depends on $A_h/d$, i.e., the undulation amplitude divided by that associated with the appearance of extra pairs of sonic horizons, see the discussion in the paragraph below Eq. (11).

Finally, in Fig. 4, we study the effect of the phase of the undulation by considering forced undulations. Without surprise, when working with a fixed amplitude $A_f$ and various phases $\phi_f$ by displacing the obstacle, we see...
FIG. 5. We represent $T_{\omega=0}/T_0$, the relative value of the low frequency temperature, as a function of the amplitude of the free undulation $A_h$, for a fixed value of $n_d = 3$ and for four values of $N$, namely 20 (black solid line), 40 (blue solid line), 80 (purple dashed line), 160 (yellow dotted dashed line) and 320 (green dotted line). The parameters of the background flow are $\kappa/3 = 10d = 1$, and fix the reference temperature $T_0$. On the left panel, we work with the shadow soliton, which induces a reduction of the temperature for all values of the undulation amplitudes. On the right one, we work with the soliton solution which leads to a temperature that diverges for a finite amplitude. As shown in appendix B, this indicates that these flows are dynamically unstable for larger amplitudes. For large amplitudes both solutions lead to a decrease of the effective temperature. Before reaching the minimum value of $T_{\omega=0}$, one observes a reduction of the temperature given by Eq. (25). Instead for larger amplitudes, one sees that the curves become independent of $N$ and grow as $A_h^2$.

FIG. 6. We represent the low frequency effective temperature $T_{\omega=0}$ as a function of the amplitude of a "shadow" undulation for four values of $n_d$: 3 (plain), 6 (dashed), 12 (dot-dashed), and 24 (dotted). The fixed parameters are $N = 80$, $d = 0.1$, and $\kappa = 3$. We clearly see that the value at which $T_{\omega=0}$ saturates for $N \to \infty$ decreases as $1/n_d$ for $n_d \gg 1$.

that the linear change of the temperature interpolates between the two cases of Fig. 2 represented by the two signs of the free undulation. To get the temperature change one should simply replace $A_h$ in the above equation by $A_f \cos(\varphi_f - \varphi_h)$. We checked that this interpolation is still found for larger values of $A_f$. As a result, in what follows, we shall no longer consider forced undulations, and study only free undulations with amplitudes of both signs.

2. Suppression of infrared instability

Guided by the results of Fig. 3, in Fig. 5, we study the behavior of $T_0$, as a function of the amplitude $A_h$, for a fixed value of the damping parameter $n_d$, and for five values of $N$ equal to 20, 40, 80, 160 and 320. On the left panel, we work with the sign corresponding to the shadow soliton. For low values of $A_h$, we find that $T_0$ decreases with both $N$ and $A_h$, in agreement with Eq. (24). Then we see that $T_0$ reaches a minimum and increases with $A_h$, sticking to a curve which is independent of $N$. The critical value of $A_h$ where the minimum of $T_0$ is reached is proportional to $N^{-1/2}$, while the value of this minimum is proportional to $N^{-1}$. Alternatively, when working at fixed $A_h$ and increasing $N$, $T_0$ saturates to a value that we call $T_{sat}(A_h)$. This minimum value goes to zero as $A_h^2$ when $A_h \to 0$. So, for sufficiently small amplitudes the infrared instability is strongly suppressed in the limit $N \to \infty$.

On the right panel of Fig. 3, we show the results for undulations corresponding to soliton solutions. We see that for small values of $A_h N < 0$, $T_0$ increases with $|A_h|$, as was already observed in Fig. 2, see also Eq. (24). When increasing $|A_h|$ at fixed $N$, $T_0$ diverges at a critical value of $|A_h|$ proportional to $N^{-1}$, and then follows a behavior similar to that found for the shadow soliton. At this point it should be emphasized that the divergence of $T_0$ reveals the onset of a dynamical instability. As explained in appendix B, the divergence is due to the fact that a resonant complex frequency mode crosses the real axis and acquires of positive imaginary frequency. We therefore conclude that only long undulations corresponding to shadow soliton solutions are dynamically stable.
FIG. 7. We represent the low frequency effective temperature \( T_{\omega=0} \) as a function of the undulation amplitude for \( N = 40, n_d = 3 \), and 4 values of \( \kappa \): 1/20 (blue solid line), 1/10 (purple dashed line), 1/5 (yellow dotted dashed line), 0.4 (green dotted line). For large amplitudes, we observe that \( T_{\omega=0} \) saturates to a value which is independent of the slope \( \kappa \). Therefore the surface gravity is not a relevant parameter for the saturation.

Extra simulations at large values of \( N \), indicate that the saturation temperature \( T_{\text{sat}}(A_h) \) found for \( N \rightarrow \infty \) depends on the value of the damping parameter \( n_d \). Whenever we could observe it, we found a systematic decrease as \( 1/n_d \), as can be seen in Fig. 6 where the behavior of \( T_0 \) as a function of \( A_h \) is represented for four different values of the damping parameter \( n_d \). The fact that the maximum of \( T_{\text{sat}}(A_h) \) is proportional to \( 1/n_d \) indicates that damping the undulation with a slope \( \kappa \) induces some non-adiabatic mode mixing [33]. From these observations, we strongly conjecture that in the limit where both \( N \) and \( n_d \) go to infinity, \( T_{\omega=0} \) goes to zero, i.e., the infrared instability is completely suppressed. Combined with the above discussed dynamical stability of shadow undulations, this is the main result of this paper. It is corroborated by extra numerical simulations performed with \( n_d \propto N \).

So far we worked with values of \( \kappa \geq 1 \). This is rather large as it amounts to work in the dispersive regime [20]. In this regime, to a good approximation, \( T_0 \), the low frequency temperature without undulation, is independent of \( \kappa \), and fixed by the asymptotic values of \( v \) and \( c \) in the sub and supersonic regions. It can thus be computed in a steep approximation, by matching the modes across the sonic horizon [28]. When varying \( \kappa \), the above picture is basically unchanged for \( \kappa \in [0.05, 5] \), as can be seen in Fig. 7. Based on this, we conjecture that the suppression of the IR instability by undulations in the infinite length limit remains valid for any value of \( \kappa \).

We conclude this analysis by two remarks. We notice that in both panels of Fig. 5, before reaching the saturation, \( T_0 \) depends on \( A_h \) and \( N \) mostly through their product, with a weak dependence in \( A_h/N \). Yet, when \( |A_h/N| \gtrsim d \), Eq. (24) is no longer valid. For these large values, to a good approximation, we numerically observe that the following behavior

\[
T_0 \propto \sqrt{T_0 \rho d^2 / |A_h| N}.
\]  

(25)

The power \( 1/2 \) on \( T_0 \) in this intermediate regime can be understood as an interpolation between the low amplitude regime proportional to \( T_0 \) and the high amplitude regime independent of \( T_0 \), see Fig. 7.

It is also of interest to study the properties of the spectrum for \( \omega \neq 0 \) in this regime of large deviations. Firstly, to a good approximation, we found that the frequency \( \omega_1 \) where the first maximum of \( T_\omega \) is reached, see Fig 3, is given by

\[
\omega_1 \sim \frac{\omega_{\text{max}}}{2 N}.
\]  

(26)

and has only a weak dependence in the amplitude \( A_h \). Second, we found that \( T_1 \), the temperature \( T_\omega \) at \( \omega_1 \), depends on both the amplitude and the number of oscillations, as

\[
T_1 - T_0 \sim T_0 |A_h| N^2.
\]  

(27)

These equations clearly establish that the limit \( |A_h| N \gg d \) is highly singular, and should be handled with care.

IV. CONCLUSIONS

To prepare the analysis of the scattering of phonon modes in trans-sonic analogue white hole flows, we first studied the space of stationary solutions of the one dimensional GPE subject to a external potential \( V \) which is asymptotically constant on both sides. The constant flux \( J = \rho v \) was chosen so that the upstream region is supersonic, while the downstream one is subsonic. We considered solutions which are regular and homogeneous in the asymptotic subsonic side. For a given potential, the general solution is then completely characterized by the amplitude of the density modulation in the supersonic side. In addition, when the amplitude of this undulation is small enough, the net amplitude can be decomposed as the sum of a free and a forced solution. It should also be noted that the phase of the free undulation is fixed up to \( \pi \). This ambiguity is lifted when considering the bounded solutions of the GPE: one sign of the undulation amplitude corresponds to a shadow soliton solution attached to the sonic horizon, while the other to a soliton solution.

In appendix B we showed that these white hole flows are dynamically stable, provided the phase of the undulation is close to that of the shadow soliton, and this even when the undulation amplitude is so large that it produces extra pairs of sonic horizons. We also showed that undulations corresponding to soliton solutions become dynamically unstable when their amplitude is large enough. Then, in Sec. III we studied the S-matrix
which connects the three stationary phonon modes. We showed that in the absence of undulation the spectrum of counter-propagating phonons diverges as $T_0/\omega$ for $\omega \to 0$, see Fig. 2. We also explained why this IR divergence produces, in analogue white flows, a condensation of zero-frequency phonons which grows in time, and modulates the flow in the supersonic region by producing a free undulation in the above classification.

To characterize the back-reaction effects due to this undulation, we studied the S-matrix in flows which contain an undulation of given amplitude, extension, and phase. To identify the role of these three parameters, we first analyzed the linear changes of the temperature. For a small undulation (both in amplitude and in length), we showed that the temperature change is proportional to its amplitude, and to its length. As far as the phase is concerned, we showed that the temperature (decrease) increase is largest for the free undulation which corresponds to the linearized version of the (shadow) soliton solution. We believe this is an important result, as it connects the present IR instability to the dynamical instability found when considering flows which are trans-sonic in a finite domain, and which thus cross twice the sound speed $[18, 29, 32]$. The present case can be conceived as the limiting case where the extension of this domain is sent to infinity. This remark is reinforced by studying effects due to larger undulations.

We concluded the analysis by considering the reduction of the temperature due to undulations of large amplitudes and long extensions. All numerical simulations indicate that the IR instability is completely suppressed for any amplitude when the undulation is taken to be infinitely long, when its phase is close to that of the shadow soliton, and when the profile which governs its “switching on” is infinitely smooth so as to induce no non-adiabatic transitions. On the contrary, when considering undulations with a phase close to that of the soliton solution, the temperature diverges for a finite amplitude, beyond which we found the above mentioned dynamical instability. We conjecture that the end point evolution of this instability is an undulation with the shadow soliton phase.

To conclude this work, we wish to mention several extensions that would be worth examining. As the analysis was performed in the context of atomic Bose condensates, a first natural extension would be to adapt it to describe undulations in water flumes. We have already started the analysis and we hope to be able to report on this soon. Another interesting context seems to be the fluids of light $[34]$ where solitons have been recently observed when the condensate is flowing $[7]$. We hope that the present work could encourage experimental groups to realize experiments aiming at testing our results.

On a more theoretical level, it would be interesting to see if one could use treatments beyond the mean field approximation which could describe the growth in time of the undulation amplitude while taking into account the reduction of low frequency amplification this implies.

We believe that effective hamiltonians including one-loop corrections should be able to describe at least the first back-reaction effects due to the undulation.

In this work, we referred several times to the inspiring analysis $[17]$ of the roton condensation in super fluid $^4$He when the flow velocity is slightly above the Landau velocity. We conjecture that there exist connections between this phenomenon, which lead to the concept of super-solid $[35, 36]$, and the present case. In a preliminary work $[37]$ we studied the ground state of an inhomogeneous flowing BEC with a dispersion relation showing the same “roton-maxon” structure $[38]$, and which crosses the Landau velocity. We numerically observed that the ground state contains a superposition of two undulations associated with the two wave numbers which are the non-trivial zero-frequency roots of the dispersion relation. Indeed because of the roton minimum, two roots are found instead of one in the present case. This result is rather surprising, and needs to be confirmed, because in the case of a homogeneous flow under the hypotheses of $[17]$ only a single wave number enters in layered structures.
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**Appendix A: Homogeneous settings**

1. **Gross-Pitaevskii equation and non-linear aspects**

The one dimensional time dependent GPE reads

$$ih\partial_t \psi = -\frac{\hbar^2}{2m}\partial^2_x \psi + V\psi + g|\psi|^2 \psi.$$  \hspace{1cm} (A1)

For stationary solutions $\partial_t \psi = 0$, the real and imaginary parts give Eq. (1), where $\rho \equiv |\psi|^2$ and $mv \equiv \text{Im}(\hbar\partial_x \psi/\psi)$.

To understand the structure of the space of stationary solutions, it is worth considering the homogeneous case where $V$ and $g$ are independent of $z$. (In the body of this work we assume $g$ is always constant, while $V$ depends on $z$.) In the unit system defined before Eq. (2), Eq. (1) possesses a first integral given by

$$I_1 = 4V\rho \rho_e + \frac{\rho^2}{\rho_e} - \frac{\rho^2}{\rho_c} + \frac{\rho_c}{\rho}.$$  \hspace{1cm} (A2)

Asymptotically bounded solutions exist only when $I_1$ is between the two values giving the homogeneous solu-
tions, so that

\[ 4I_1^4 - 16I_1^2V_0^2 - 72I_1V_0 + 256V_0^3 + 27 \leq 0. \]  \hspace{1cm} (A3)

This defines a finite interval \( I_1 \in [I_{1,1}, I_{1,b}] \). Its two extremal values give the two homogeneous solutions of Eq. (1): the subsonic one (\( \rho > \rho_c \)) for \( I_1 = I_{1,1} \) and the supersonic one (\( \rho < \rho_c \)) for \( I_1 = I_{1,b} \).

We now relate bounded solutions of Eq. (A2) to those in the asymptotic homogeneous regions of the potential of Eq. (6). We restrict ourselves to solutions that are bounded on one side, which can then be matched with another one to give globally bounded solutions. The general stationary solution is

\[
\rho(z) = \frac{4\rho_c}{3} V_0 + 4\rho_c \wp \left( z - i\zeta_2; \frac{4V_0^2}{3} - \frac{I_1}{4}, \frac{8I_1V_0^3}{27} - \frac{I_1V_0}{12} + \frac{16}{1}, \right),
\]  \hspace{1cm} (A4)

where \( \zeta_2 \) is half the imaginary period of the Weierstrass function \( \wp \), and where \( I_1 \in [I_{1,1}, I_{1,b}] \). On the right asymptotic region, we shall only keep the solutions which tend to the homogeneous subsonic one, as only those are asymptotically subsonic. They correspond to \( I_1 = I_{1,b} \).

There are then four branches of solutions determined by the signs of \( \rho - \rho_c \) and \( \rho' \). When \( (\rho - \rho_c)\rho' > 0 \), the solution grows exponentially at the linear level, thus it shall not be kept. When \( (\rho - \rho_c)\rho' < 0 \), the solution decays exponentially. The solution with \( \rho < \rho_c \) is referred to as “soliton solution”\(^3\) since its continuation towards \( z < 0 \) in a homogeneous condensate contains a soliton, while the solution with \( \rho > \rho_c \) is called “shadow soliton solution”, see Ref. [18] for a recent analysis which details the relations to analogue black hole flows. Each of these branches of solutions has only one continuous free parameter, namely its amplitude. Because of the type of potential we chose in Eq. (2), when this amplitude is small enough to be in the linear regime, these two solutions only differ by a relative minus sign and describe the free undulation of Eq. (12).

2. Bogoliubov-de Gennes equation

We work with \( \hat{\phi} \), the relative linear density perturbation operator, defined by \( \hat{\Phi} = \Phi_c(1 + \hat{\phi}) \), where \( \hat{\Phi} \) is the canonical atomic Heisenberg field \([39]\), and \( \Phi_c \) is a (possibly inhomogeneous) solution of the GPE which describes the condensed atoms. When working with \( \hat{\phi} \), the Bogoliubov-de Gennes equation reads [13]

\[
(i\partial_t + iv\partial_x)\hat{\phi} = mc^2(\hat{\phi} + \hat{\phi}^\dagger) - \frac{1}{2m\rho} \partial_x \rho \partial_x \hat{\phi}.
\]  \hspace{1cm} (A5)

\(^3\) In Ref. [18] a distinction is made between two soliton solutions, referred to as “first” and “second”. In the present work we use only the first one.
where the operator \( \hat{a}_\omega \) (\( \hat{a}_\omega^\dagger \)) destroys (creates) a phonon of frequency \( \omega \) (a co-propagating one when there is a superscript \( c \), otherwise a counter propagating one). The couples \( (\phi^c_\omega, \varphi^\dagger_\omega) \) are normalized using the standard scalar product

\[
\left( \phi^c_\omega \mid \varphi^\dagger_\omega \right) = \int \rho \left[ (\phi^c_\omega)^* \phi^\dagger_\omega - (\varphi^\dagger_\omega)^* \varphi^c_\omega \right] dx \tag{A9}
\]

For both values of \( k^c \), they are given by

\[
\begin{align*}
\phi_\omega &= \frac{u_k}{\sqrt{\rho^2}} e^{ikz}, \\
\varphi_\omega &= \frac{v_k}{\sqrt{\rho^2}} e^{ikz}
\end{align*}
\tag{A10}
\]

where \( v_g = \partial_k \omega \) is the group velocity in the lab frame. The factors \( u_k, v_k \) are solutions of

\[
u_k^2 - v_k^2 = 1, \quad \frac{v_k}{u_k} = \frac{2\sqrt{\rho_0 k^2 + \rho^2 k^2 + 2\rho k - \rho}}{\rho} \tag{A11}\]

They depend neither on \( \omega \), nor on \( v \) because of Galilean invariance. This independence is lost in inhomogeneous flows.

In a supersonic homogeneous flow, the crucial difference is that there are four linearly independent ABM for \( \omega < \omega_{\text{max}} \), and two above \( \omega_{\text{max}} \) where one recovers a situation similar to the subsonic one discussed above. The critical value \( \omega_{\text{max}} \) is

\[
\omega_{\text{max}}^2 = 2 \left( \frac{\rho^2 - \rho_0^2}{\rho_0^2} \right)^3 \left( \sqrt{8\rho_0^3 + \rho_0^2 + \rho^3/2} \right) \tag{A12}\]

When \( \omega < \omega_{\text{max}} \), the two smallest roots are continuously related to the two real ones that existed in subsonic flows. In the limit \( \omega \to 0 \), the co-propagating root still goes to \( 0 \), whereas the counter propagating root goes to \(-k_0 \) of Eq. (10). The two new roots that we call \( k^{(1)}_c, k^{(2)}_c \) both describe phonon excitations which carry a negative energy \(-\hbar \omega\). (This can also be seen from the fact that for \( \omega > 0 \), these roots are on the negative norm branch of the dispersion relation, for details see Sec. III.C.2 in [13].) This means that supersonic flows are always energetically unstable. We write a subscript \(-\omega \) on the corresponding wave-vectors to indicate this fact. Explicitly, in a supersonic homogeneous flow, the expressions of Eq. (A8) should be replaced by

\[
\begin{align*}
\dot{\phi}_\omega &= \hat{a}_\omega \phi_\omega + \hat{a}^c_\omega \phi^c_\omega + \hat{a}^1_{\omega,1} (\varphi_{-\omega,1})^* + \hat{a}^1_{\omega,2} (\varphi_{-\omega,2})^*, \\
\dot{\varphi}_\omega &= \hat{a}_\omega \varphi_\omega + \hat{a}^c_\omega \varphi^c_\omega + \hat{a}^1_{\omega,1} (\phi_{-\omega,1})^* + \hat{a}^1_{\omega,2} (\phi_{-\omega,2})^*. \tag{A13}\end{align*}
\]

One also verifies that the group velocity \( v_{gr} \) in the lab frame of the two roots which reach \( \pm k_0 \) for \( \omega \to 0 \) is oriented upstream. This means that these phonons will propagate away from the sonic horizon in our inhomogeneous flows.

When considering inhomogeneous flows, the wave vectors \( k^c \) become \( z \) dependent. As a result, the various modes mix with each others when working with the exact solutions of Eq. (A6). Moreover, when considering stationary flows which cross once the sound speed, the number of global solutions that are asymptotically bounded on both sides is now three for \( \omega < \omega_{\text{max}} \). Hence these flows are still energetically unstable. As explained in appendix B, the spectrum of ABM remains purely real, which means that these inhomogeneous flows are dynamically stable.

### Appendix B: Dynamical Stability

In this appendix we study the dynamical stability of trans-sonic flows with and without undulations. We complete our search of complex frequency modes by extending the procedure to quasi-normal modes (QNM), and relate them to the peaks seen in plots of \( T_{\omega} \) versus \( \omega \), in a manner similar to that used in [32, 40]. The linear dynamical stability of stationary white hole flows (which coincides with that of black hole flows [13]) was studied in [14] in the steep-horizon limit \( \kappa \to \infty \), and in the absence of undulation. Here a dynamical instability is defined as the presence of a solution of the stationary Bogoliubov-de Gennes equation which obeys outgoing boundary conditions, and which is asymptotically bounded. As we now explain, these modes generally have a complex frequency, with a positive imaginary part. They thus grow exponentially in time.

We define outgoing boundary conditions in the following way. We first choose a convex domain which contains the origin in the complex \( \omega \) plane, but none of the other values of \( \omega \) for which the dispersion relation Eq. (A7) has a double root in \( k \).

In this domain, the roots of Eq. (A7)

\[\omega = \omega_{\text{max}} \pm \delta \omega \]

Notice that our definition extends to any domain containing no closed path around any frequency \( \omega \) with a negative imaginary part and for which the dispersion relation, seen as an equation on \( k \), possesses a double root. One can in principle let this domain include the whole upper complex half-plane, paying attention to possible branch cuts, as when two roots of the dispersion relation cross each other they are either both outgoing or both incoming. In the lower half-plane however, an outgoing root of the dispersion relation may cross an incoming one. This makes our analytical continuation ill-defined if one can make a full turn around a value of \( \omega \) where this happens, as an outgoing wave-vector would become incoming after one turn, and conversely. To prevent this, one must restrict to a domain which does not contain any closed loop around such a point. Notice also that the results in the complex lower half-plane in general depend on the choice of the domain. One way to fix the ambiguity is to restrict to star domains with respect to the origin. The results thus obtained are unambiguous, and generalize those found using convex domains. In practice, in our numerical calculations we mostly used domains with a rectangular shape.
may be labeled unambiguously so that each root is an analytical function of $\omega$. We then define an outgoing wave as one which, once analytically continued on the real $\omega$-axis, is either outgoing in the usual sense or exponentially decreasing. One can show [18] that in the upper complex half-plane these outgoing modes exactly coincide with the asymptotically bounded modes (ABM), while in the lower half-plane they are unbounded and correspond to QNM.

Let us now consider a transonic configuration with asymptotically homogeneous regions. We denote as $k_{1,b}$, $k_{2,b}$, $k_{3,b}$, and $k_{4,b}$ the wave-vectors in the asymptotic right region, where $k_{1,b}$ and $k_{2,b}$ are outgoing while $k_{3,b}$ and $k_{4,b}$ are not. The wave-vectors in the asymptotic left region are defined similarly, with the index “b” replaced by a “p” since we are then in the supersonic region. The outgoing boundary conditions on the right impose to work with linear combinations of the modes of wave-vectors $k_{1,b}$ and $k_{2,b}$. Moreover, asymptotic boundedness on the left imposes that the coefficients before the modes in $k_{3,b}$ and $k_{4,b}$ vanish. Denoting as $W_{i,b}$ (respectively $W_{i,p}$) the two component solution of Eq. (A6) which is proportional to $e^{ik_{i,b}x}$ ($e^{ik_{i,p}x}$) at $x \to \infty$ ($x \to -\infty$), and expanding them as

$$W_{i,b} = \sum_j A_{i,j}W_{j,p},$$

an outgoing modes exists if and only if

$$\Delta(\omega) \equiv \begin{vmatrix} A_{1,3} & A_{1,4} \\ A_{2,3} & A_{2,4} \end{vmatrix} = 0. \quad (B2)$$

We use the following procedure to numerically evaluate the zeros of $\Delta$. Assuming this quantity is a holomorphic function of $\omega$ (except for possible branch cuts and singularities), zeros of $\Delta$ show up through a change of phase by a multiple of $2\pi$ along a closed path. Assuming there is neither singularity nor branch cut inside the contour, this allows one to count the number of ABM and QNM frequencies it contains. The contour can then be refined to locate these frequencies more precisely, before verifying that $\Delta$ vanishes.

We first used this method for a flow of Eq. (7) with $d = 0.1$, $\kappa = 0.5$, and with a free undulation (with the sign corresponding to a shadow soliton) added on top with parameters $A_r = 0.05$, $N = 7$, and $n_d = 3$. We found no ABM in the domain we searched, i.e., for $|\text{Re}(\omega)| < 0.07$ and $|\text{Im}(\omega)| < 0.05$, indicating that the flow should be (linearly) dynamically stable. As expected given the results of [32, 40], we found a one-to-one correspondence between QNM and the peaks of $T_\omega$ visible in Figs. 2 and 3. A QNM frequency $\lambda = \omega + i\Gamma$, $(\omega_a, \Gamma_a) \in \mathbb{R}_0^+$ should give a peak of the form

$$T_\omega \sim \frac{\delta_a}{(\omega - \omega_a)^2 + \Gamma_a^2}, \quad (B3)$$

for $\omega \sim \omega_a$. Here $\delta_a$ is a real parameter. Fig. 9 shows a comparison between $T_\omega$ and three Lorentzians with positions and widths fixed by the frequencies of the first three QNM. The free parameters in the fit are the three weights $\delta_a$, three additive constants and linear functions added to take into account the fact that $T_\omega$ does not vanish in the absence of QNM. These additional degrees of freedom hardly change the position of the maxima and the width of the peaks, and thus do not affect our conclusions. The good agreement between these curves tells us two things. Firstly, it indicates that our method to determine the values of $(\omega_a, \Gamma_a)$ works well and can thus be trusted. Secondly, it also indicates that there are no other complex frequency modes, since these would be seen as unexplained peaks in the function $T_\omega$. Therefore this absence is an other indication for the absence of dynamical instability in the present case.

When considering negative values of $A_r$ which describe undulations close to a soliton solution, we found a similar behavior except for one mode, whose frequency has a vanishing real part. For small values of the amplitude $|A_r|$, i.e., on the left of the peak shown in Fig. 5, this mode is a QNM. When reaching the peak of that figure, its frequency crosses the real axis, and for larger amplitudes, this mode describes a dynamical instability. Therefore, flows with undulations of a large and negative $A_r$ are dynamically unstable, in a manner similar to the soliton solutions found in background flows experiencing a black hole laser instability [18].

When increasing $|A_r|$, the peaks of $T_\omega$ become thinner, and the QNM frequencies move accordingly towards the real axis. We studied values of undulation amplitudes up to $A_r = 0.1$. For this value of the amplitude, the flow possesses extra pairs of black and white horizons in the
upstream region, as it is the case in Fig. 1 left panel for the dotted curve. In spite of these extra horizons, which could have produced some lasing effect [29, 31, 32], we never observed any other QNM frequency crossing the real axis. If this occurred, $T_\omega$ would have diverged as $T_\omega \propto (\omega - \omega_0)^{-2}$, something we never saw either for shadow solitons. When decreasing $A_r$, the peaks become broader and the QNM frequencies move away from the real axis. For $A_r = 0$, we found neither ABM, nor QNM. Although not a rigorous proof of linear dynamical stability of undulations with $A_r > 0$, we believe these results are a strong indication for it. 5

Appendix C: Forced zero-mode induced by a small obstacle

In this appendix we compute the quantities $A_f$ and $\varphi_f$ of Eq. (9) in the simple cases where the perturbation is located sufficiently far from the horizon, where the flow is homogeneous. For the sake of clarity, we deal separately with the two cases where the obstacle lies in the supersonic or in the subsonic asymptotic regions.

In the case where the perturbation is located in the supersonic region, Eq. (8) reduces to

$$\delta \rho''(z) + k_0^2 \delta \rho(z) = 2 \delta V(z).$$

(C1)

In Fourier space, this gives

$$(k_0^2 - k^2) \tilde{\delta} \rho(k) = 2 \tilde{\delta} V(k)e^{-ikz_p},$$

(C2)

where the Fourier transforms are defined by

$$\tilde{\delta} \rho(k) \equiv \int \frac{dz}{\sqrt{2\pi}} e^{-ikz} \delta \rho(z),$$

$$\tilde{\delta} V(k) \equiv \int \frac{dz}{\sqrt{2\pi}} e^{-ikz} \delta V(z + z_p).$$

(C3)

The shift on $z$ by $z_p$ ensures $\tilde{\delta} V(k)$ is unchanged when translating the obstacle. The general solution is, imposing $\rho \in \mathbb{R}$:

$$\tilde{\delta} \rho(k) = a \delta(k - k_0) + a^* \delta(k + k_0) + \frac{2 \tilde{\delta} V(k)e^{-ikz_p}}{k_0^2 - k^2}.$$  

(C4)

5 In addition, we confirmed them for flows without undulation by solving the time-dependent GPE for $\kappa = 0.05$, as was also done in [14]. We imposed periodic boundary conditions for an integration domain of length $10^3$ and two horizons were separated by a length of $4 \cdot 10^2$ (long enough for the instability coming from the black hole laser effect [18, 29, 31, 32] to be negligible).

Adding a random white noise of amplitude $10^{-3}$ to the initial configuration, we still found no exponential amplification after an integration time of 150.

$$\delta \rho(z) = A_h \sin(k_0z + \varphi_h) + \sqrt{\frac{2}{\pi}} \int e^{ikz} \frac{\tilde{\delta} V(k)}{k_0^2 - k^2} dk,$$

(A_h, \varphi_h) \in \mathbb{R}. We recover the free and the forced undulations of Eqs. (9,12).

Focusing on the forced solution, we now assume that $\delta V$ is localized and that $\tilde{\delta} V$ is analytic. In the left asymptotic region, we know from Eq. (1) that the forced undulation is a superposition of plane waves $e^{\pm ik_0z}$, i.e., only the poles of the integrand contribute. Their contributions are unambiguously defined only after the path around the two poles in the complex plane is chosen. We want the forced zero-mode to vanish on the right of the obstacle where the integration contour must be closed in the upper half-plane to apply the Cauchy theorem. We thus choose a path going slightly above the two poles. On $z \to -\infty$, we close the integration contour in the lower half-plane, pick the contributions of both poles, and obtain

$$\int dk e^{ikz} \frac{\tilde{\delta} V(k)}{k_0^2 - k^2}$$

$$= -2\pi \left| \frac{\tilde{\delta} V(k_0)}{k_0} \right| \sin(k_0(z - z_p) + \arg(\tilde{\delta} V(k_0)))$$

(C6)

where we used $\tilde{\delta} V(-k_0) = \tilde{\delta} V(k_0)^*$, $\delta V$ being real. We thus obtain $A_f = 2\sqrt{2\pi} \left| \tilde{\delta} V(k_0) \right| / k_0$, and $\varphi_f = \arg(\tilde{\delta} V(k_0)) - k_0 z_p$.

Let us now consider the case where the obstacle is put in the homogeneous subsonic region. The forced solution is then given in Fourier space by

$$\tilde{\delta} \rho(k) = \frac{2 \tilde{\delta} V(k)e^{-ikz_p}}{k_0^2 + k^2}$$

(C7)

with $\lambda_0$ real and taken $> 0$. Going back to real space gives

$$\delta \rho(z) = -\sqrt{\frac{2}{\pi}} \int e^{ik(z-z_p)} \frac{\tilde{\delta} V(k)}{\lambda_0^2 + k^2} dk.$$  

(C8)

The two poles of the integrand are now at $k = \pm i \lambda_0$. Since we want $\delta \rho$ to vanish on the right of the obstacle, we chose the contour which passes above the poles. On the left of the obstacle (but still in subsonic region), one thus has

$$\delta \rho_f(z) = -\sqrt{\frac{2\pi}{\lambda_0}}$$

$$\times \left( \tilde{\delta} V(-i \lambda_0) e^{\lambda_0(z-z_p)} - \tilde{\delta} V(i \lambda_0) e^{-\lambda_0(z-z_p)} \right).$$

(C9)
This can be matched explicitly to the general solution in the supersonic region, for \( z < 0 \), in the steep regime limit. Using Eq. (8), a straightforward calculation gives

\[
A_f^2 = -\frac{2\pi}{A_0} \left( \delta V(-i\lambda_0)e^{-\lambda_0 z_p} - \delta V(i\lambda_0)e^{\lambda_0 z_p} \right)^2 - \frac{2\pi}{k_0^2} \left( \frac{\rho_b}{\rho_p} \right)^2 \left( \delta V(-i\lambda_0)e^{-\lambda_0 z_p} + \delta V(i\lambda_0)e^{\lambda_0 z_p} \right)^2 ,
\]

(C10)

and

\[
\tan(\varphi_u) = \frac{\lambda_0 \rho_p \left( \delta V(-i\lambda_0)e^{-\lambda_0 z_p} - \delta V(i\lambda_0)e^{\lambda_0 z_p} \right)}{k_0 \rho_b \left( \delta V(-i\lambda_0)e^{-\lambda_0 z_p} + \delta V(i\lambda_0)e^{\lambda_0 z_p} \right)} ,
\]

(C11)

the sign of \( \cos(\varphi_u) \) being that of \( -\delta V(-i\lambda_0) - \delta V(i\lambda_0) \).
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