We present a symmetry-based method for obtaining suitable tensor descriptions of lattice vertex functions without spinor components. The approach is based on finding the polynomial functions of vertex momenta, which satisfy the appropriate tensor transformation laws under hypercubic symmetry transformations. We use the method to find the most general possible (up to finite volume effects) basis decompositions for lattice vectors and second-rank tensors. The leading-order non-continuum versions of these representations are then applied to the Landau gauge gluon propagator and ghost-gluon vertex of Monte Carlo simulations, to reveal two interesting insights. First, it is demonstrated numerically and analytically that there exist special kinematic configurations where the basis descriptions of both functions reduce to their continuum analogues. Second, for the gluon two-point correlator it is shown that the rate at which the function approaches its continuum form in the infrared is independent of the lattice gauge coupling $\beta$ (when working in lattice units): the said rate depends on kinematics alone and is ultimately dictated by the numerical gauge-fixing procedure. We also comment on how this reflects on the lattice investigations of the anomalous magnetic moment of the muon. Finally, we argue how our findings can be used to directly test some of the continuum extrapolation methods.

I. INTRODUCTION

Many investigations of quantum chromodynamics (QCD) and similar strongly-interacting models concentrate on a direct extraction of physical observables present in these theories, see e.g. [1, 2] and references therein. However, during the last few decades a fair amount of attention was also dedicated to the analysis of the elementary degrees of freedom of these mathematical frameworks, which can generically be labelled as the quark and gluon fields. While not being directly detectable in experiments, the quark, gluon and ghost propagators (wherein ghosts arise from gauge-fixing), as well as their corresponding interaction vertices still attract considerable interest among researchers. This is because of the supposed connection of these objects to the phenomena of confinement [3–7] and dynamical chiral symmetry breaking [8], as well as the pivotal role they play in functional studies of bound states [2, 8–17].

The non-perturbative calculations of the elementary correlators of strongly-interacting theories roughly consist of two complimentary methods. These two groups are the various continuum approaches [8–13, 15, 16, 18–41], as well as those based on lattice Monte Carlo simulations [42–63]. While both frameworks have their specific advantages and disadvantages, the lattice method features a particular issue which we think has not been adequately addressed so far. Namely, for continuum theories there exist unique and well-known “recipes” for obtaining complete tensor descriptions for virtually any correlator of interest, see e.g. [64]. On the lattice, such recipes are sorely lacking, and in some situations this leads to systematic errors which are not easy to quantify. For instance, many lattice investigations of the quark-gluon and three-gluon vertex employ the corresponding tensor bases from the continuum theory [42–46, 54, 56, 57, 59, 60], and it is hard to say what is the systematic uncertainty associated with such an approximation.

Here we attempt to resolve some of these matters by invoking symmetry-based arguments. On symmetric (hyper)cubic lattices in $d$ dimensions, the rotational symmetry of an Euclidean continuum theory reduces to the hypercubic group $H(d)$, whose elements can all be generated from parity transformations and $\pi/2$ rotations around the coordinate axes [66]. This affects the basis decompositions of lattice correlators, since the hypercubic operators induce far weaker constraints on the allowed tensor structures, compared to the full continuum symmetry group. A detailed account on how exactly this modifies the tensor representations of certain lattice vertices will be provided later. To the best of our knowledge, no systematic investigation of this kind has been performed before, although the issue was approached from different sides in the past, in the context of lattice perturbation theory [67], improved gauge actions [68] and lattice investigations of the anomalous magnetic moment of the muon [69].

The biggest asset of our approach to vertex tensor bases is its generality. Since we only employ the constraints coming from hypercubic symmetry, the applicability of our method does not depend on a particular choice of lattice...
action or gauge-fixing method, as long as an equal treatment of all the coordinates is maintained in all aspects of the calculation. This means that any computations done with our bases can be taken from e.g. the case of the Wilson gauge action [70] to the $O(a^2)$ tree-level improved one [68, 71, 72], without any alterations in parts of the code which deal only with correlator form factors. Apart from this, we will argue that our framework also allows one to (more-less) directly quantify the rotational symmetry breaking effects in vertex dressing functions, perform tests of continuum extrapolation procedures, and identify special kinematic configurations where the lattice-modified bases get reduced to their continuum form. However, in the course of this work it will become clear that all of this comes at a cost: when deriving the tensor structures of the lattice theory using symmetry arguments alone, one may easily end up with so many elements that actual calculations with the full basis become very challenging, if not downright impossible. Thus, for any particular problem at hand one has to judge if the potential gains provided by our framework outweigh the considerable rise in algebraic difficulty.

Our paper is organised as follows. In section II we discuss the basic ideas behind our method, and show how scalar and vector quantities get modified on the lattice, as compared to their continuum counterparts. In section III we use the same principles to derive the most general tensor decompositions (up to finite volume effects) for the lattice ghost-gluon vertex and gluon propagator. In section IV we apply the obtained tensor bases, in their lowest-order (non-continuum) versions to the gluon and ghost-gluon correlators, as evaluated in numerical Monte Carlo simulations in Landau gauge. We point to some interesting insights which come out of these applications, including the fact that the gluon propagator approaches its continuum form at low energies, at a rate which is independent of the parameters of the numerical lattice implementation. Based on this observation we also comment on how the lattice studies of the anomalous magnetic moment of the muon may (not) get affected by discretisation artifacts. We conclude in section V. Most of the purely technical discussions have been relegated to the four detailed appendices.

II. CONTINUUM AND HYPERCUBIC TENSORS: BASIC IDEAS

A. Tensor bases in the continuum theory

We begin the discussion of our method by briefly reviewing some basic facts about tensor descriptions of certain vertex functions in the continuum. Most of the points we will cover here are well-known from elementary textbooks, and some of them could even be considered rather trivial. Nonetheless, we think it is important to go through these “trivialities”, in order to fully understand how the arguments change when going from continuum to discretised spacetimes. We emphasise that throughout this paper, we shall not be using the Einstein summation convention, since we will frequently encounter non-covariant objects and expressions. Thus, in relations which feature summations over indices, the sum symbol will always be explicitly written out.

A continuous, $d$-dimensional Euclidean space is often said to possess an $O(d)$ symmetry, meaning that the distances, or scalar products of vectors in the space, are all preserved under an action of arbitrary orthogonal $d \times d$ matrices. For orthogonal operators, it holds that the operation of matrix transposition is equivalent to inversion, or explicitly

$$O_{\mu\nu} = O_{\nu\mu}^{-1}, \quad \mu, \nu = 1 \ldots d,$$  \hspace{1cm} (1)

where indices $\mu$ and $\nu$ stand for operator components. The fact that the matrices $O$ represent symmetry transformations of a continuous space means that all of the quantities in the space (i.e. scalars, vectors, second-rank tensors, etc.) have to be defined with respect to the orthogonal group. As an example, take a set of numbers which constitute the components of a vector $v$. This means that, under arbitrary orthogonal transformations, these numbers/components satisfy a particular transformation law, namely ($v_\mu$ denotes the $\mu$-th component of $v$):

$$v'_\mu = \sum_{\nu=1}^{d} O_{\mu\nu} v_\nu, \quad \mu = 1 \ldots d.$$  \hspace{1cm} (2)

In the above relation, prime (’) signifies the vector components in the transformed system. Transformation laws like (2) put stringent constraints on the possible momentum dependencies of tensor quantities of various rank. Take as an example a tensor of rank zero i.e. a scalar function $S$ which depends on a single momentum variable $p$. Being a scalar, or an invariant quantity, means that $S(p)$ does not change under arbitrary orthogonal transformations of $p$. In other words, for a general orthogonal matrix $O$, it holds that

$$p'_\mu = \sum_{\nu=1}^{d} O_{\mu\nu} p_\nu, \quad \text{and} \quad S'(p') = S(p),$$  \hspace{1cm} (3)
where index $\mu$ runs from 1 to $d$, the number of dimensions. It is well known (see e.g. [64]) that the invariance of $S$ implies that it can only depend on $p$ through the scalar product $p^2$, which is defined in $d$ dimensions as

$$p^2 = \sum_{\mu=1}^{d} p^2_{\mu} = p_1^2 + p_2^2 + \ldots + p_d^2. \quad (4)$$

Invariance of $p^2$ under arbitrary $d$-dimensional orthogonal transformations follows directly from the property (1). Going back to the function $S$, one sees that the “demand” that it remain unchanged under general $O$ matrices leads to the conclusion that it can depend solely on the product $p^2$. Similar restrictions follow for tensors of arbitrary rank. As an example, instead of a scalar quantity, one might be working with some vector $\Gamma$, which is a function of momentum $p$. Being a vector, $\Gamma$ has to obey a transformation law akin to (2), meaning that

$$\Gamma'_\mu(p') = \sum_{\nu=1}^{d} O_{\mu\nu} \Gamma_\nu(p). \quad (5)$$

Now, even if one had no prior knowledge on the way that $\Gamma$ depends on $p$, a careful consideration of (5) would quickly lead one to the deduction that $\Gamma$ has to have the form

$$\Gamma_\mu(p) = A(p) p_\mu, \quad (6)$$

with dressing function (or form factor) $A(p)$ being an orthogonal invariant, i.e. depending on $p^2$ alone. In words, the vector $\Gamma$ has to be strictly linear in components of $p$, since any non-linear terms with an open vector index (e.g. $p^2_\mu$) would not obey (5). For instance, a structure quadratic in $p$ components, the aforementioned object $p^2_\mu$, would transform under general $O$ matrices as

$$p^2_\mu \rightarrow p'^2_\mu = \sum_{\nu=1}^{d} \sum_{\rho=1}^{d} O_{\mu\nu} O_{\mu\rho} p_\nu p_\rho, \quad (7)$$

which is clearly incompatible with the vector-like transformation law for $\Gamma$ itself, see (5).

We conclude this section with comments on how some of the above observations change when going from continuum spaces to discretised ones. As stated in the Introduction, on standard cubic lattices the orthogonal group $O(d)$ gets broken down to its hypercubic\footnote{In the context of our work, the term “hypercubic” is not really correct since it implies a four-dimensional setting, whereas most of our arguments will not depend on the number of dimensions. Nonetheless, as we do not wish to keep switching between different group names for different dimensions, we will continue this mild abuse of terminology throughout the rest of this paper.} subgroup $H(d)$, which is comprised of $d$-dimensional $\pi/2$ rotations and parity transformations. We shall see soon that, when represented as matrices, the hypercubic symmetry operations have a somewhat special structure, which makes the equations like (3) and (5) far less restrictive than in the case of general orthogonal operators. For scalar functions depending on momentum $p$, it is by now well known that the hypercubic group has more invariants than just $p^2$ [65], a fact to which we shall return later. We will show in this paper that similar considerations apply for tensors of higher rank as well: taking again vectors as an example, it will turn out that there are open-index objects which are non-linear in momentum components (i.e. $p^n_\mu$, with integer $n > 1$), which despite their non-linearity, still satisfy the adequate vector transformation law (2) under hypercubic symmetry transformations.

### B. Hypercubic group as permutations and inversions of coordinates

As already mentioned, the group $H(d)$ consists of (powers of) $\pi/2$ rotations around the coordinate axes, and parity transformations (sometimes also called inversions). Here, we want to show that the hypercubic group can equally well be represented with permutations and inversions of coordinates, since a $\pi/2$ rotation in an arbitrary plane can always be written as a composition of permutation and inversion transformations. Demonstrating the aforementioned equivalence is important since we wish to adopt the “permutations + inversions” viewpoint in this paper, because it makes much of the forthcoming analysis easier.

We start with the simplest possible example, that of “hypercubic” symmetry transformations in two dimensions. First, we will need a matrix representation of a clockwise $\pi/2$ rotation for $d = 2$. If we take some vector $p = (p_1, p_2)$, and
denote its clockwise $\pi/2$-rotated version with $p' = (p'_1, p'_2)$, the operation of rotation can be written down as

$$p'_\mu = \sum_{\nu=1}^{2} L_{\mu\nu}^{\pi/2} \ p_{\nu}. \tag{8}$$

The explicit form of the matrix $L^{\pi/2}$ can be easily deduced with a bit of visual help, shown in Figure 1. From the Figure it should be relatively clear that the primed components $p'_\mu$ are related to the un-primed ones $p_{\mu}$ via

$$p'_1 = p_2, \quad \text{and} \quad p'_2 = -p_1, \tag{9}$$

from which it immediately follows that $L^{\pi/2}$ has a matrix representation

$$L^{\pi/2} = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \tag{10}$$

Note that it makes no essential difference if one were to look at counter-clockwise rotations, instead of clockwise ones: the only difference between the two kinds of matrices is an overall minus sign, which is unimportant for the upcoming arguments. Also note that the fourth power of the matrix $L^{\pi/2}$ is an identity element:

$$\left( L^{\pi/2} \right)^4 = L^{2\pi} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \tag{11}$$

The above is to be expected, since a rotation by $2\pi$ is equivalent to making no change to the system at all.\(^2\) Besides the operator $L^{\pi/2}$ and its powers (modulo 4), there are two remaining elementary operations which leave a two-dimensional hypercube (i.e. a square) intact, and these are the parity transformations. Their matrix representations are [66]

$$\rho_1 = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \rho_2 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \tag{12}$$

Now, a key observation to be made here is that the matrix $L^{\pi/2}$ of (10) can itself be written as a composition of a parity transformation and a permutation operator $\Pi^{12}$, or explicitly

$$L^{\pi/2} = \Pi^{12} \cdot \rho_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \cdot \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}. \tag{13}$$

$L^{\pi/2}$ can also be obtained as $L^{\pi/2} = \rho_2 \cdot \Pi^{12}$. In these expressions, $\Pi^{12}$ stands for a permutation which exchanges

---

\(^2\) A $\pi/2$ rotation in a plane generates a group isomorphic to the cyclic group $Z_4$, i.e. an Abelian group with four elements (say, $a, b, c$ and $e$, with $e$ the identity element), and the multiplication law(s) $a^2 = b$, $ab = a^3 = c$, and $a^4 = b^2 = e$. In general, planar rotations by $2\pi/n$ degrees, with integer $n$, generate groups isomorphic to cyclic groups $Z_n$ [66].
the first and second momentum components, i.e.

\[ \Pi^{12}, p = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = \begin{pmatrix} p_2 \\ p_1 \end{pmatrix}. \] (14)

Since the matrix \( L^{\pi/2} \) and its powers (modulo 4) can all be written as compositions of elementary transformations \( \rho_1, \rho_2 \) and \( \Pi^{12} \), one concludes that these last three operators, and their combinations, exhaust all of the possible symmetry operations of a two-dimensional hypercube. The argument can be straightforwardly extended to an arbitrary number of dimensions, by analysing each of the available rotation planes separately. In three dimensions, for instance, there are three spatial planes, which one might denote as (12), (13) and (23). Taking the clockwise \( \pi/2 \) rotation in the plane (23) as an example, one has (we will leave out the \( \pi/2 \) designation in the following, since it should be clear that we are not working with any other angles of rotation):

\[ L^{23} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{bmatrix} = \Pi^{23}, \quad \rho_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \] (15)

Thus, the rotation \( L^{23} \) can be represented as a product of two elementary operations, where \( \Pi^{23} \) permutes the second and third momentum components, and \( \rho_2 \) turns momentum \( p = (p_1, p_2, p_3) \) into \( p' = (p_1, -p_2, p_3) \). In the same vein, \( \pi/2 \) rotations in the other two planes follow as adequate compositions of exchange operators \( \Pi^{12} \) and \( \Pi^{13} \), with one of the elementary inversions \( \rho_k \) \((k = 1 \ldots 3)\). It should be relatively clear that by combining various powers (modulo 4) of rotation matrices \( L^{12}, L^{13} \) and \( L^{23} \), one can generate any symmetry rotation of a three-dimensional hypercube\(^3\). And since these three rotation operators can themselves be decomposed into simpler permutation and inversion transformations, it follows that combinations of coordinate permutations and inversions exhaust all possible operations which leave a hypercube unchanged, in \( d = 3 \). A generalisation of these arguments to higher dimensions is straightforward.

We wish to conclude this section by briefly going back to the “point of the whole exercise”, i.e. why it was important to show that combinations of parity transformations and permutations cover all of the elements of the symmetry group \( H(d) \). Suppose that one wished to find general expressions for hypercubic vectors, meaning the most general possible functions of given momenta, which transform as vectors under the hypercubic group. From the above analysis, it should be clear that it is enough to identify those functions, which transform as vectors under both permutations and inversions: the said quantity will surely constitute a vector under an arbitrary hypercubic symmetry transformation. In these matters, it will turn out to be very useful to analyse the two kinds of alterations (parity and permutation) independently from each other, as they obviously have different effects on momentum components.

C. Hypercubic scalars

Assume that one is working in a theory with a single momentum \( p \), in an arbitrary number of dimensions \( d \). We already mentioned that in the continuum, the only available scalar quantity in this scenario would be the product \( p^2 \) defined in (4). The said product is invariant under general orthogonal operators. Now, on a \( d \)-dimensional hypercube, the very definition of a scalar gets generalised: instead of being a function which is left unchanged by arbitrary orthogonal matrices, it “only” needs to be unvarying under the effects of parity transformations and permutations, in accordance with the analysis of the previous section. For a \( d \)-dimensional vector \( p \) with components \( p = (p_1, p_2, \ldots p_d) \), all of the following functions would constitute hypercubic invariants:

\[ p^{[2n]} = \sum_{\mu=1}^{d} p_\mu^{2n} = p_1^{2n} + p_2^{2n} + \ldots + p_d^{2n}, \quad n \in N, \] (16)

with \( N \) the set of positive integers. The bracketed superscript notation (i.e. \( [2n] \)) was taken from [73, 74]. Note that \( p^{[2]} = p^2 \) is an invariant of the continuum theory. Throughout the rest of this paper, we will use the notation \( p^2 \) instead of \( p^{[2]} \), but only for this particular scalar product: all the other hypercubic invariants of a single momentum \( p \) will follow the convention (16). The fact that the quantities (16) do not change under arbitrary permutations and

\[ ^3 \text{In all these proceedings, we have ignored the symmetry rotations around the (hyper)cube diagonals. The fact that these too can be decomposed into permutations and parity transformations (or equivalently, into inversions and \( \pi/2 \) rotations about the coordinate axes) is demonstrated in some detail in Appendix C.}\]
inversions of momentum components should be relatively self-evident. What is perhaps not so obvious, is that not all functions of the form (16) can be algebraically independent from each other. In [65] it is shown that the number of independent hypercubic scalars, with a single momentum \( p \) at ones disposal, does not exceed the number of dimensions of the theory under consideration. This is best illustrated with an example, for which we (again) turn to the simplest case of two dimensions. For \( d = 2 \), and momentum \( p = (p_1, p_2) \), there are only two independent invariants of the form (16), which one might choose to be (say) \( p^2 \) and \( p^{[4]} \). All the other hypercubic scalars follow as polynomial functions of these two, for an example

\[
p^{[6]} = p^6_1 + p^6_2 = \frac{1}{2} \left( 3 p^2 \cdot p^{[4]} - (p^2)^3 \right) ,
\]

\[
p^{[8]} = p^8_1 + p^8_2 = \frac{1}{6} \left( 3 (p^{[4]})^2 - 3 (p^2)^4 + 6 (p^2)^2 \cdot p^{[4]} \right) ,
\]

and similarly for invariants with higher mass dimensions. In the same manner, a three-dimensional theory would contain three independent hypercubic scalars (say, \( p^2, p^{[4]} \) and \( p^{[6]} \)) and so on. An elegant proof, for an arbitrary dimension number, can be found in [65], while [74] treats a more specific case of four dimensions. Note that, for a \( d \)-dimensional theory, one can choose any \( d \) functions of the form (16), and use them as a “basis” for calculations: the symmetry itself does not dictate which invariants should be chosen. We shall see soon that similar ambiguities arise for tensor bases of lattice vertex functions. To at least partially address the ambiguity, we will always choose the bases according to the ascending order of mass dimension, meaning that the preference will be given to elements which feature the smallest powers of momentum components.

To conclude, we want to mention some practical implications of the observations made in this section. Suppose that one is studying some lattice vertex function, which depends on momentum \( p \), and that one has obtained the corresponding data for vertex form factors. For reasons discussed above, the said form factors will not be functions of the product \( p^2 \) alone, but will also depend on other hypercubic scalars like \( p^{[4]}, p^{[6]} \) etc. In this context, the presence of additional invariants is an unwanted lattice artifact, which one would generally like to mitigate as much as possible. To this end, a powerful computational tool has been developed, the so-called hypercubic extrapolation, where one attempts to extrapolate the available lattice data towards the limit where some of the “extra” lattice invariants (e.g. \( p^{[4]} \)) vanish. For some examples on the use of this method, see e.g. [73–77] and references therein.

### D. Hypercubic vectors

As was argued at the end of section II B, the task of finding general expressions for hypercubic vectors amounts to finding the functions which transform as vectors under both permutations and inversions of momentum components. We shall split this task into two parts, wherein we analyse the two kinds of transformations separately, since they have different effects on vector components.

We shall start with permutations. We consider a situation with a single momentum variable \( p \), in an arbitrary number of dimensions \( d \). Let \( \Pi^{\sigma \tau} \) denote a permutation which exchanges the \( \sigma \)-th and \( \tau \)-th momentum components, where each index can run from 1 to \( d \), and \( \sigma = \tau \) corresponds to an identity matrix. The operators which swap only two elements at a time are sometimes called transpositions, and the fact that we consider only such matrices does not diminish the generality of our upcoming results. This is because an arbitrary permutation can always be broken down into a product of transpositions, in infinitely many different ways [64]; thus a quantity which transforms as a vector under arbitrary transpositions will also constitute a vector under any one permutation. Now, an operator \( \Pi^{\sigma \tau} \) is obtained from a \( d \)-dimensional unity matrix \( \mathbb{1} \), by swapping the identity elements \( \sigma \)-th and \( \tau \)-th rows [64]. As an example, the matrix \( \Pi^{14} = \Pi^{13} \) in (say) four dimensions follows as

\[
\Pi^{14}_{d=4} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \stackrel{1\text{st row} \leftrightarrow 4\text{th row}}{\longrightarrow} \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix} = \Pi^{14} .
\]

It is straightforward to check that the operator \( \Pi^{14} \) permutes the first and fourth components of a four-dimensional vector \( p \). The above construction principle implies that, in terms of matrix components, a transposition \( \Pi^{\sigma \tau} \) can be written as

\[
\Pi^{\sigma \tau}_{\mu \nu} = \delta_{\mu \nu} , \quad \text{if} \quad \mu \neq \sigma, \tau ,
\]
whereas for the $\sigma$-th and $\tau$-th rows of $\Pi_{\sigma\tau}^\sigma$ it holds that

$$\Pi_{\sigma\tau}^\sigma = 1 = \Pi_{\sigma\tau}^\sigma,$$

with all the other elements in the aforementioned rows being zero. With the help of the above component-wise representation for $\Pi_{\sigma\tau}^\sigma$, it is easy to see how an arbitrary $d$-dimensional vector $p$ changes under transpositions. By plugging in the equations (19) and (20) into the vector-like transformation law

$$p_\mu \to p'_\mu = \sum_{\nu=1}^d \Pi_{\mu\nu}^{\sigma\tau} p_\nu,$$

one notes that, regardless of the value of the index $\mu$, the above sum is always “killed” i.e. there is always only a single momentum component that survives the summation. As an example, for $\mu = \sigma$, one has

$$p'_\sigma = \sum_{\nu=1}^d \Pi_{\sigma\nu}^{\sigma\tau} p_\nu = \Pi_{\sigma\tau}^{\sigma\tau} p_\tau = p_\tau,$$

wherein we used the fact that, in the $\sigma$-th row of $\Pi_{\sigma\tau}^\sigma$, only the element $\Pi_{\sigma\tau}^{\sigma\tau} = 1$ is non-vanishing. The full change of vector $p$ under this transposition is

$$p'_\mu = p_\mu, \quad \text{if } \mu \neq \sigma, \tau,$n

$$p'_\sigma = p_\tau, \quad p'_\tau = p_\sigma.$$

With the above small machinery set up, it is very little additional effort to show that the vector-like modifications akin to (23) are obeyed by arbitrary polynomial functions of $p$, with an open vector index $\mu$. In other words, any expression of the form $p_\mu^m$, with $m \in \mathbb{N}$, will transform as a vector with respect to permutations of momentum components. Under the action of $\Pi_{\sigma\tau}^\sigma$, one gets

$$p_\mu^m \to (p'_\mu)^m = \prod_{\rho=1}^m \Pi_{\mu\rho}^{\sigma\tau} \prod_{\lambda=1}^d \Pi_{\rho\lambda}^{\sigma\tau} \prod_{\xi=1}^d \Pi_{\xi\mu}^{\sigma\tau} p_\xi.$$

The above alteration rule obviously involves multiple sums and looks quite dissimilar to the way that the momentum $p$ itself changes. Nonetheless, there is no actual difference between (21) and (24). To show this, we again concentrate on the case $\mu = \sigma$, for which it holds

$$(p'_\sigma)^m = \prod_{\rho=1}^m \Pi_{\rho\sigma}^{\sigma\tau} \prod_{\lambda=1}^d \Pi_{\rho\lambda}^{\sigma\tau} \prod_{\xi=1}^d \Pi_{\xi\mu}^{\sigma\tau} p_\xi = \prod_{\rho=1}^m \Pi_{\rho\sigma}^{\sigma\tau} p_\rho \prod_{\lambda=1}^d \Pi_{\rho\lambda}^{\sigma\tau} p_\lambda \prod_{\xi=1}^d \Pi_{\xi\mu}^{\sigma\tau} p_\xi = \prod_{\sigma\tau}^{\sigma\tau} p_\sigma^m = \sum_{\nu=1}^d \Pi_{\sigma\nu}^{\sigma\tau} p_\nu^m.$$  

In obtaining the final result in (25), we again made use of the fact that $\Pi_{\sigma\tau}^{\sigma\tau} = 1$ is the only non-zero entry in the $\sigma$-th row of the operator $\Pi_{\sigma\tau}^\sigma$, as well as the fact that $(\Pi_{\sigma\tau}^{\sigma\tau})^m = \Pi_{\sigma\tau}^{\sigma\tau}$. The final form in (25) was written in a suggestive way, to make it clear that $p_\mu^m$ indeed behaves as a vector under arbitrary transpositions, for any integer value $m$ and for a fixed index $\mu = \sigma$. The full transformation rule for the functions $p_\mu^m$ is

$$(p'_\mu)^m = p_\mu^m, \quad \text{if } \mu \neq \sigma, \tau,$n

$$(p'_\sigma)^m = p_\tau^m, \quad (p'_\tau)^m = p_\sigma^m,$$

and it matches the vector-like change of momentum $p$ itself, see equation (23). Thus, when it comes to finding general expressions for hypercubic vectors, permutations alone offer very few restrictions, as any open-indexed polynomial in $p$ will change in a vector-like fashion under these kinds of operators.

The argument is not done however, as we also have to take into account the parity transformations. We will start with the functions $p_\mu^m$, where $m \in \mathbb{N}$, and see if we can impose some additional constraints on them, by invoking their vector-like nature under inversions. As an example, let us take the $d$-dimensional momentum $p = (p_1, p_2, \ldots, p_d)$ and perform a parity transformation on its $\eta$-th component, so that $p'_\eta = -p_\eta$. Here the index $\eta$ can take on any value
between 1 and \(d\). Our prospective lattice vector \(p^m_\mu\) should transform in exactly the same way as momentum \(p\) itself, meaning that

\[
p^m_\eta \rightarrow p^m_\eta = -p^m_\eta, \quad \eta = 1, \ldots, d,
\]

with all the other components (with \(\mu \neq \eta\)) of \(p^m_\mu\) being intact. The above considerations lead us to a conclusion that \(m\) has to be an odd integer. If \(m\) were even, the polynomial functions \(p^m_\eta\) would be completely indifferent to inversions of momentum components, while any combination of even and odd factors (e.g. \(p^2_\mu + p^3_\mu\)) would have no definitive symmetry properties under parity changes. To conclude, any polynomial expression of the form

\[
t_\mu(p) = p^{2k+1}_\mu, \quad k \in N_0,
\]

will constitute a lattice vector, i.e. it will transform as a vector under coordinate permutations and inversions. In the above relation, \(N_0\) stands for a set of non-negative integers. An immediate corollary is that any function which can be expanded in an odd Taylor series in \(p_\mu\), would also comprise the components of a lattice vector. As an example of this, in lattice perturbation theory one often encounters expressions where the standard continuum momentum \(p_\mu\) is replaced with the following function [78, 79]

\[
\hat{p}_\mu = 2 \sin \left( \frac{p_\mu}{2} \right).
\]

It is obvious that the quantity \(\hat{p}\) doesn’t change in a vector-like fashion, under general orthogonal transformations of \(p\), but it does transform as a vector with respect to inversions and permutations of momentum components. In other words, \(\hat{p}\) is a lattice vector (as it arguably should be), and its Taylor series expansion would result in a summation over infinitely many terms of the form (28).

This finally brings us to the question of some practical relevance. Given some lattice vector \(\Gamma\), which is a function of momentum \(p\), what is the suitable tensor representation of \(\Gamma(p)\)? Based on our preceding arguments, any object like (28) could be used as a tensor element when describing \(\Gamma(p)\), since they all behave as vectors with respect to lattice symmetry operations. At first, this kind of “infinite freedom” of choice might seem rather absurd, especially if one considers the fact that basis decompositions of continuum functions are unique. However, such ambiguities are nothing new in the world of lattice calculations, as it is well known that any field theory can be discretised in infinitely many different ways, all of which have the same continuum limit. Concerning the vertex tensor parametrisations, we shall partially resolve the ambiguity by adhering to the order of ascending mass dimension, meaning that tensors with smaller powers in \(p\) will be preferred. Then, a tensor description of a vector-like quantity \(\Gamma\) would be

\[
\Gamma_\mu(p) = \sum_{k=1}^{d} F^k p^{2k+1}_\mu,
\]

with \(F^k\) a form factor of the \(k\)-th tensor element. Note that the sum in the above relation does not include infinitely many terms, but rather terminates at the \(d\)-th contribution, with \(d\) the number of dimensions. This is because, in a \(d\)-dimensional space, there can be no more than \(d\) linearly independent basis vectors. In fact, the notion of dimension is often defined as the number of linearly independent vectors needed to cover the space [64, 66]. For concreteness, let us assume a three-dimensional setting, so that a complete tensor description of a lattice vector \(\Gamma_\mu\) should be given by

\[
\Gamma_\mu(p) = A(p) \cdot p_\mu + B(p) \cdot p^3_\mu + C(p) \cdot p^3_\mu.
\]

Now, one might notice an apparent problem with the above arguments. In \(d\) dimensions, any collection of \(d\) linearly independent elements will constitute a complete tensor representation, for vector-like quantities. If basis completeness was the only relevant criterion, then a decomposition like (31) should not be favoured, for \(d = 3\), over any other choices of three linearly independent objects with a vector index \(\mu\). This might even include the previously mentioned structures of the kind \(p^m_\mu\), with an even integer \(m\). However, one ought to remember that the vertex form factors [i.e. the functions like \(A(p)\), \(B(p)\) and \(C(p)\) of (31)] should be hypercubic invariants, and this will not happen for arbitrary choices of tensor parametrisation. To see why, take the particular example of the basis (31) and suppose that one has obtained the corresponding projectors \(P_\mu\). Then, the dressing (say) \(A(p)\) would follow as

\[
A(p) = P_\mu^A \cdot \Gamma_\mu = \sum_{\mu=1}^{d} P_\mu^A \cdot \Gamma_\mu.
\]
In order for the contraction (32) to be a hypercubic invariant, both the projector \( (P^A_\mu) \) and the vertex \( (\Gamma_\mu) \) itself ought to transform as hypercubic vectors. Since the correlator \( \Gamma_\mu \) is assumed to be a lattice vector from the outset, the symmetry (or lack thereof) of \( A(p) \) is determined completely by the projector \( P^A_\mu \). In turn, the transformation properties of \( P^A_\mu \) follow directly from the choice of basis, since the projectors are always linear combinations of basis elements themselves, see e.g. Appendix A. This also means that it takes only a single wrong (non-vector) basis structure to ruin the symmetry properties for all of the involved coefficient functions. In the case of the parametrisation like (31), one should feel somewhat “safe” since all the tensor elements behave as hypercubic vectors. These claims regarding the symmetry features of correlator form factors will be addressed directly in our Monte Carlo simulations, where we shall compare the values of the dressing functions before and after averaging over all possible permutations and inversions of momentum components: we shall see that (within statistical uncertainties) all of the relevant dressings pass the test of hypercubic invariance.

Equipped with these basic facts on how scalar and vector functions get modified on the lattice, compared to their continuum counterparts, we may proceed towards some practical applications for the knowledge we’ve acquired. Namely, we wish to deduce the tensor representations of two concrete vertex functions of lattice Yang Mills theory, the ghost-gluon vertex and gluon propagator. We shall see if we can learn something interesting about these lattice correlators along the way.

### III. TENSOR BASES FOR LATTICE GHOST-GLUON VERTEX AND GLUON PROPAGATOR

#### A. Ghost-gluon vertex: continuum basis

The ghost-gluon vertex is the lowest-order correlation function which encodes the interaction of ghost and gluon fields. It plays a pivotal role in many truncations of functional equations of motion (see e.g. [18, 20–25, 30, 38, 80]), due to its non-renormalisation in Landau gauge [81]. Here, we wish to see how the tensor description of the function changes when going from continuum to discretised spacetimes, and what this can tell us about the relation between the lattice and continuum versions of the correlator.

Let us start with the tensor basis in a continuum setting. In this section, we will keep the discussion independent of the number of dimensions: a definitive value for \( d \) will be chosen only when we start considering the lattice vertex. The momenta pertaining to the ghost, antighost and the gluon leg of the function will be denoted, respectively, with \( q, p \) and \( k \). Due to momentum conservation at the vertex, with \( p + q + k = 0 \), only two out of these three momenta are linearly independent, and any two can be chosen for constructing the vertex tensor elements. We opt to work in terms of vectors \( q \) and \( p \): with this choice, the continuum correlator can be represented as

\[
\Gamma_\mu(q, k) = A(q, p) q_\mu + B(q, p) p_\mu.
\]  

(33)

The projectors for the above basis can be found straightforwardly, with standard methods of linear algebra. Their construction is explained in Appendix A, and here we simply cite the final answer:

\[
P^A_\mu = -\frac{p^2 q_\mu + q \cdot p p_\mu}{(q \cdot p)^2 - q^2 p^2}, \quad P^B_\mu = \frac{q \cdot p q_\mu - q^2 p_\mu}{(q \cdot p)^2 - q^2 p^2}.
\]

(34)

Note that both of the above functions are ill-defined for a kinematic configuration

\[
q_\mu = c \cdot p_\mu, \quad c = \text{const}.
\]

(35)

Namely, for the momentum setup of (35), the projectors in (34) reduce to undefined expressions of the form “0/0”. For the purposes of latter discussion, it is worthwhile to dwell on the origin of this problem. Let us thus look at (say) the function \( P^A_\mu \), and its two defining equations:

\[
\sum_{\mu=1}^{d} P^A_\mu q_\mu = 1, \quad \text{and} \quad \sum_{\mu=1}^{d} P^A_\mu p_\mu = 0.
\]

(36)

For the kinematic choice (35), the above set of equations becomes contradictory, as one gets

\[
c \sum_{\mu=1}^{d} P^A_\mu p_\mu = 1, \quad \text{and} \quad \sum_{\mu=1}^{d} P^A_\mu p_\mu = 0.
\]

(37)
It should be clear that no well-defined object $P^A$ can obey the constraints of (37). The same holds for $P^B$. These issues are closely related to the concept of linear (in)dependence of basis elements. For the particular configuration (35), the vectors $q$ and $p$ are evidently not linearly independent, since one of the momenta is proportional to the other one. It is rather a general statement of linear algebra, that no well-defined projectors can be constructed for basis descriptions with feature linearly dependent elements, see e.g. [64] or Appendix A.

The solution for the above problems is simple, and it amounts to using a reduced basis, where needed. For the kinematic choice of (35), any one of the following descriptions would work

$$\Gamma_\mu(q,k) = A(q,p)q_\mu, \quad \text{or} \quad \Gamma_\mu(q,p) = B(q,p)p_\mu.$$  

(38)

Basis completeness of these reduced decompositions follows from the kinematics (35) itself. Namely, for parallel momenta $q$ and $p$, any one of the vectors will contain the full information about the vertex, since the other element has no “new information” to add. This constitutes a general rule, concerning the tensor representations of vertex functions (both continuum and lattice ones): if a given basis becomes redundant, for a particular kinematic choice, one is allowed to “throw away” the basis elements, until a non-redundant description is reached. Here, by a redundant decomposition we mean the one where some of the basis structures can be expressed as linear combinations of other tensor elements. In the next section, we will see that there exist special kinematic choices on the lattice, where for reasons of linear dependence, the continuum tensor description of (33) determines the lattice correlator fully.

B. Ghost-gluon vertex: lattice-modified basis

In section II D we already discussed possible tensor representations for lattice vector-valued functions, which depend on a single momentum variable. For the ghost-gluon correlator, these arguments need to be generalised to a situation with two independent momenta, in order to capture the full kinematic dependence of the vertex. Such a generalisation is rather straightforward, and we shall not provide the details here. We merely state without proof, that functions (both continuum and lattice ones): if a given basis becomes redundant, for a particular kinematic choice, one is allowed to “throw away” the basis elements, until a non-redundant description is reached. Here, by a redundant decomposition we mean the one where some of the basis structures can be expressed as linear combinations of other tensor elements. In the next section, we will see that there exist special kinematic choices on the lattice, where for reasons of linear dependence, the continuum tensor description of (33) determines the lattice correlator fully.

Of course, any linear combinations of the above structures are also allowed. At the risk of overstating the obvious, we highlight that for functions of multiple momenta, the same symmetry transformation (permutation, inversion) always has to be applied to all of the vectors involved. Thus, if one wished to change the sign on a (say) second momentum component, it has to be done to both vectors $q$ and $p$, so that (in three dimensions)

$$q' = (q_1,-q_2,q_3), \quad p' = (p_1,-p_2,p_3).$$  

(40)

The above comes from the fact that the symmetry operations relate to the whole lattice, not just to individual momentum vectors. For instance, if one wanted to rotate the space by $\pi/2$ degrees in a certain plane, there is no way to perform this transformation without affecting all of the lattice momenta equally. Also, in the absence of the aforementioned rule the scalar products like $q \cdot p$ would not be invariant under the supposed lattice symmetry operations.

If we now go back to the tensor structures of (39), we see that the lowest-order terms give us the continuum basis elements $q_\mu$ and $p_\mu$, while the leading-order lattice-induced structures would be $q_\mu^3$, $p_\mu^3$, $q_\mu^2 p_\mu$ and $p_\mu^2 q_\mu$. For concreteness, let us say that we work in three spatial dimensions, since this is the case we will consider in our numerical simulations. For $d = 3$, any three linearly independent vectors would suffice to describe the vertex fully, which means that we only need to add one more element to the continuum representation of (33). Any one of the leading-order lattice modifications would fit equally well, from the symmetry perspective, and we simply choose the additional vector to be $q_\mu^3$. This brings us to the following basis for the lattice correlator

$$\Gamma_\mu(q,p) = E(q,p)q_\mu + F(q,p)p_\mu + G(q,p)q_\mu^3.$$

(41)

Again, the construction of the corresponding projectors in explained in Appendix A, and here we will abstain from providing the full expressions for these objects, due to their considerable length and complexity. For the parallel configuration (35), one of the continuum basis vectors (either $q_\mu$ or $p_\mu$) can be neglected in the overall tensor representation, as it contains no information which is not already present in some of the other elements. However,
what is arguably more interesting is to identify those kinematic choices where the entire lattice correlator collapses onto the continuum structures of (33). In other words, one may attempt to find such momentum points where all of the tensor elements (39) become proportional to the continuum vectors. While this might seem like an impossible task at first, it is in fact very easy to think of at least one situation where this must happen: if both momenta \( p \) and \( q \) point along the lattice diagonal, with \( p = (m, m, m) \) and \( q = (n, n, n) \) (where in general \( m \neq n \)), all of the lattice-induced tensor elements will become parallel to either \( q \) or \( p \), with

\[
\begin{align*}
\tau_{\mu}^{1,rs}(q,p) &= m^{2r}n^{2s}q_{\mu}, \\
\tau_{\mu}^{2,rs}(q,p) &= n^{2r}m^{2s}p_{\mu},
\end{align*}
\tag{42}
\]

The fully diagonal setup is also a special case of the parallel kinematics (35), meaning that the actual tensor parametrisation shrinks even further to (38). The fact that the lattice function \( \Gamma_{\mu}(q,p) \) is described exactly by a continuum tensor basis (within statistical errors), for fully diagonal kinematics, will be demonstrated in our numerical Monte Carlo simulations. Another example where the lattice modifications of the basis (33) become redundant, is the one where at least one momentum is diagonal [say, \( q = (n, n, n) \)], while the other vector is either on-axis [with \( p = (m, 0, 0) \), plus permutations thereof] or is of the form \( p = (m, 0, n) \) (plus permutations of \( p \) components). Some other interesting cases will be discussed in due course. What is important to note here is that the completeness of the continuum tensor description does not imply that the lattice vertex is “equal” to its continuum counterpart, and that the two functions could/should be directly compared to each other. In all special kinematic cases, the discretisation-induced tensor structures become effectively degenerate with the continuum basis elements, but this does not mean that the vertex cannot host a myriad of finite-spacing artifacts within its “continuum” dressing functions. Ideally, elaborate continuum extrapolations should be performed before any serious comparisons between the continuum and lattice functions are made. The only kinematic choices where the lattice correlators could be regarded as being truly continuum-like are those in the deep infrared (IR) energy region: since most lattice corrections have a comparatively high mass dimension [see e.g. (16) and (31)], one can naturally expect them to be suppressed at low momenta, thus bringing about the dominance of the continuum terms (barring the finite volume effects).

C. Gluon propagator: lattice-modified basis

In this section we want to deduce, using hypercubic symmetry considerations, the tensor description of the lattice gluon propagator. The arguments we will cover here also apply to any other (lattice) second-rank tensors which depend on single momentum \( p \), such as the photon two-point function, or the hadronic electromagnetic current \( \Pi_{\mu\nu} \), see e.g. [69]. To keep things simple, we will refer only to the “gluon propagator” in the following text, since this is the one function which we will study in some detail in numerical Monte Carlo simulations. We will also employ the corresponding standard notation \( D_{\mu\nu}(p) \).

The tensor parametrisation of the gluon two-point function is well known on the lattice, and is determined unambiguously by the gauge-fixing procedure [43]. Thus, one might wonder why we are investing effort to tackle a problem which already has a satisfying solution. We can provide two justifications in this regard. First, deriving the one function which we will study in some detail in numerical Monte Carlo simulations. Another example where the lattice modifications of the basis (33) become redundant, is the one where at least one momentum is diagonal [say, \( q = (n, n, n) \)], while the other vector is either on-axis [with \( p = (m, 0, 0) \), plus permutations thereof] or is of the form \( p = (m, 0, n) \) (plus permutations of \( p \) components). Some other interesting cases will be discussed in due course. What is important to note here is that the completeness of the continuum tensor description does not imply that the lattice vertex is “equal” to its continuum counterpart, and that the two functions could/should be directly compared to each other. In all special kinematic cases, the discretisation-induced tensor structures become effectively degenerate with the continuum basis elements, but this does not mean that the vertex cannot host a myriad of finite-spacing artifacts within its “continuum” dressing functions. Ideally, elaborate continuum extrapolations should be performed before any serious comparisons between the continuum and lattice functions are made. The only kinematic choices where the lattice correlators could be regarded as being truly continuum-like are those in the deep infrared (IR) energy region: since most lattice corrections have a comparatively high mass dimension [see e.g. (16) and (31)], one can naturally expect them to be suppressed at low momenta, thus bringing about the dominance of the continuum terms (barring the finite volume effects).

\[
D_{\mu\nu}(p) = A(p) \delta_{\mu\nu} + B(p) p_{\mu}p_{\nu}, \tag{43}
\]

where indices \( \mu \) and \( \nu \) run from 1 to \( d \). The above two basis elements are the most general structures which satisfy the appropriate tensor transformation law

\[
\tau_{\mu\nu}(p) \rightarrow \tau'_{\mu\nu}(p) = \sum_{\sigma=1}^{d} \sum_{\rho=1}^{d} O_{\mu\sigma} O_{\nu\rho} \tau_{\sigma\rho}, \tag{44}
\]

with \( O \)s being arbitrary \( d \)-dimensional orthogonal matrices. The projectors for the above basis will be provided later. We now wish to see how the representation (43) may be generalised in a discretised theory. Similarly to hypercubic scalars and vectors, one needs to look for most general possible functions which satisfy the transformation rule (44), with matrices \( O \) belonging to the hypercubic symmetry group. The obvious course of action would be to look for second-rank extensions of the equation (28), i.e. to find operators with higher powers in \( p_{\mu} \) and \( p_{\nu} \), which can be
added to the continuum tensor description. The addition of such new terms is indeed possible on a lattice, but right now we want to discuss a different type of modification of the continuum basis, which is reminiscent of how rotational symmetry breaking manifests itself in QCD and Yang-Mills studies at finite temperature, see e.g. [83] and references therein. In particular, we wish to argue that the tensor structure (43) generalises to

$$D_{\mu\nu} = E(p) \delta_{\mu\nu} + F(p) p_\mu^2, \quad \mu = 1, \ldots, d$$
$$D_{\nu\mu} = G(p) p_\nu p_\mu, \quad \mu, \nu = 1, \ldots, d, \quad \mu \neq \nu,$$  

(45)
on discretised spacetimes. Put in words, the diagonal and off-diagonal components of the lattice gluon propagator are parametrised by different dressing functions, in contrast to (43). The above splitting comes from the fact that, unlike general orthogonal operators, permutations and inversions cannot mix diagonal and off-diagonal components of second-rank tensors, and the two kinds of terms transform independently from each other, under hypercubic symmetry operations. To demonstrate this, we start (yet again) with an example of a two-dimensional theory. In section II B we argued that the three operators $\rho_1, \rho_2$ and $\Pi^{12}$, and their matrix compositions, exhaust all of the symmetry transformations of a square, see equations (12) and (14). Now, under the action of a permutation $\Pi^{12}$, the $2 \times 2$ gluon propagator transforms in the following fashion

$$D'' = \begin{pmatrix} D''_{11} & D''_{12} \\ D''_{21} & D''_{22} \end{pmatrix} = \Pi^{12} \cdot D \cdot (\Pi^{12})^T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} D_{22} & D_{21} \\ D_{12} & D_{11} \end{pmatrix}. $$  

(46)

In the above relations, $T$ stands for a matrix transpose. The overall effect of the exchange operator $\Pi^{12}$ is thus

$$D''_{11} = D_{22}, \quad D''_{12} = D_{21},$$  

$$D''_{21} = D_{12}, \quad D''_{22} = D_{11}. $$  

(47)

In the transformation rule (47), a diagonal component (i.e. a term of the form $D_{\mu\mu}$) always changes into another diagonal component, while an off-diagonal factor (a quantity like $D_{\mu\nu}$, with $\mu \neq \nu$) always changes into another off-diagonal factor. Thus, the transformation itself does not combine the diagonal and off-diagonal terms, and the two kinds of contributions change separately from each other, under the action of $\Pi^{12}$. The same remark holds also for the operators $\rho_1$ and $\rho_2$ of (12). For instance, the $\rho_1$ matrix changes the propagator as follows

$$D''_{11} = D_{11}, \quad D''_{12} = -D_{12},$$  

$$D''_{21} = -D_{21}, \quad D''_{22} = D_{22}. $$  

(48)

In (48), there is again no mixing between off-diagonal and diagonal pieces of the gluon two-point function. The same observation is also true for the inversion element $\rho_2$. One concludes that none of the elementary transformations $\rho_1, \rho_2$ and $\Pi^{12}$, and thus also none of their compositions, combines the propagator terms of the kind $D_{\mu\mu}$ with those of the kind $D_{\mu\nu}$ (with $\mu \neq \nu$). This is the origin of the splitting given in equation (45), for $d = 2$. Of course, one would like to check if the argument generalises naturally to higher dimensions as well. The most direct way of testing this would be to take the three- or higher-dimensional permutation and inversion matrices, apply them to the gluon propagator of appropriate dimensionality, and deduce the corresponding constraints on the correlators tensor decomposition. Such a procedure is however very tedious, as one has to check the overall effect of every elementary permutation and parity operator. To make matters simpler, we will now try to formulate relatively general and dimensionality-independent arguments on why hypercubic symmetry transformations cannot combine the off-diagonal and diagonal components of second rank tensors. In the process, we will also attempt to extend these considerations to other correlators of interest, like the lattice three-gluon vertex.

As usual, we will look at the hypercubic group as a composition of permutation and inversion transformations, and will shape our line of reasoning for each of the two symmetry operations separately. We start with the easier case of parity changes. For these matrices, it is somewhat obvious that they cannot induce mixing of different components of second-rank tensors, or indeed tensors of arbitrary rank. Namely, the inversion operators always have the overall structure of a unity matrix $\mathbf{1}$: the “only” difference between parity transformations and the identity element comes from the minus signs, see e.g. (12) and (15). While the minuses are evidently important, the general unity-like composition of these operators means that they cannot rearrange the components of arbitrary tensors in any non-trivial way, see (48) as an example. This also implies that inversions cannot mix the diagonal and off-diagonal terms of second-rank tensors, independent of the number of dimensions.
This brings us to permutations. To understand why permutations cannot mix contributions of the kind $D_{\mu\nu}$ with those of the kind $D_{\mu\sigma}$ (with $\mu \neq \nu$), we will go back to the example of a two-dimensional theory and the transformation rule (47). The change (47) can be written in a more abstract and concise manner as

$$11 \leftrightarrow 22 , \quad 12 \leftrightarrow 21 .$$

(49)

The above is a symbolic way to say that under a permutation $\Pi^{12}$, the gluon component $D_{11}$ gets exchanged with $D_{22}$, while $D_{12}$ exchanges places with $D_{21}$; these swaps constitute the full content of the equation (47). One now notes that the rule (49) matches the way in which an ordered set of numbers ‘$jk$’ (with $j,k = 1,2$) transforms under a permutation $1 \leftrightarrow 2$. With this abstraction, it becomes somewhat obvious why $\Pi^{12}$ cannot mix diagonal and off-diagonal components of second-rank tensors: there is no possible permutation of numbers which can turn configurations of the form “11” and “22” into those of the form “12” or “21”, and vice versa. The reasoning straightforwardly extends to an arbitrary dimension number. In three dimensions, for instance, there are three elementary permutations (these are $1 \leftrightarrow 2, 1 \leftrightarrow 3$ and $2 \leftrightarrow 3$), none of which can turn any of the diagonal configurations (11, 22 and 33) into any of the off-diagonal ones (12, 13, 23 + permutations). Thus, the splitting between off-diagonal and diagonal components of the gluon propagator persists also for $d = 3$, and indeed for any dimension number. A mathematically more formal version of this heuristic reasoning is given in Appendix D.

We wish to point out that the different treatment of diagonal and off-diagonal tensor terms, as in equation (45), was also noted in the lattice study of the hadronic vacuum polarisation contribution to the anomalous magnetic moment of the muon [69]. However, no direct comparison between our approach and that of [69] is possible, since there an asymmetric four-dimensional lattice was used, with different temporal and spatial extensions. Also, the authors of [69] eventually abandon the explicit consideration of discretisation artifacts in favour of a careful analysis of finite volume effects, which are here ignored. We will make a qualitative/semi-quantitative argument about the validity of their approximation later in this paper.

The arguments which had led us to the decomposition (45) can also be applied to other correlators, like the three-gluon vertex. With a bit of work, one may quickly deduce that the lattice three-gluon correlator contains five independent “cycles”, which cannot combine with each other under either parity or permutation transformations. The five cycles are 1) $\Gamma_{\mu\rho\mu}$ 2) $\Gamma_{\nu\mu\nu}$ 3) $\Gamma_{\mu\nu\rho}$ 4) $\Gamma_{\mu\mu\nu}$ 5) $\Gamma_{\nu\nu\nu}$. (for cycles 2) to 4), it holds that $\mu \neq \nu$, while in cycle 5) all the indices $\mu, \nu$ and $\rho$ are different from each other. In practice, this means that a single tensor entity of the continuum theory, like (say) $p_\mu p_\nu p_\rho$, will break into five independent pieces on the lattice, each with its own dressing function. We leave explicit calculations concerning this vertex function for future studies.

Going back to the gluon propagator, the equation (45) does not exhaust all the possibilities concerning the correlators tensor representations on the lattice. Namely, with the same arguments as employed in section IID, it can be easily shown that any functions of the form

$$2 \tau_{\mu\nu}(p) = p_\mu^{2k+1} p_\nu^{2n+1} + p_\nu^{2k+1} p_\mu^{2n+1} , \quad k, n \in \mathbb{N}_0 , \quad \mu, \nu = 1 \ldots d ,$$

(50)

will satisfy the transformation laws adequate for a second-rank tensor, under permutations and inversions. The symmetrisation in (50) was carried out to comply with the symmetry property of the propagator itself, namely $D_{\mu\nu}(p) = D_{\nu\mu}(p)$. In (50), we did not explicitly indicate a split between the diagonal and off-diagonal contributions, for reasons of simplicity. It should be understood that this kind of separate treatment is applicable to the higher-order tensors, just as it is for the decomposition (45). Among the elements (50), the leading-order correction to the continuum term $p_\mu p_\nu$ has the form

$$2 \tau_{\mu\nu}^{\text{lead}}(p) = p_\mu p_\nu^3 + p_\nu p_\mu^3 = p_\nu p_\mu (p_\mu^2 + p_\nu^2) , \quad \mu, \nu = 1 \ldots d ,$$

(51)

and it appears in gluon propagator representations involving the $O(a^2)$ improved lattice gauge action [68]. Now, while it is important to keep in mind that the decomposition (45) can be augmented with higher-order corrections, throughout this paper we will work only with the tensor structures of (45). In two dimensions, it actually turns out that this basis is complete, i.e. that it describes the gluon propagator without any loss of information. This follows from the fact that, being a symmetric $d \times d$ matrix in $d$ dimensions, the gluon two-point function cannot contain more that $N_d$ free parameters (for fixed momentum $p$), where [66]

$$N_d = \frac{d(d+1)}{2} .$$

(52)

In principle, the Kronecker tensor $\delta_{\mu\nu}$ can also receive higher-order lattice corrections, like e.g. $\delta_{\mu\nu} p_\mu^2$ [67, 68]. However, the only non-vanishing part of such a term is $\delta_{\mu\nu} p_\mu^2 = p_\mu^2$, which is already present in (45). We thus do not consider such contributions separately, as they are in fact indistinguishable from the diagonal parts of (50).
For a two-dimensional theory, $N_d$ equals three, which is exactly the number of free parameters present in (45). To solidify the case for completeness of this basis in two dimensions, in Appendix A we show that the leading-order correction (51) can be described exactly as a linear combination of the elements in (45). In three dimensions, $N_d$ is equal to six, and the decomposition (45) is no longer complete. In our Monte Carlo simulations, we will show that even for $d = 3$, the lattice-modified representation (45) describes the propagator rather well, and certainly significantly better than the continuum one. Of course, showing an (approximate) completeness of a given basis is not enough, as we argued at the end of section II D: it is always possible to find basis decompositions which are “trivially” complete, by virtue of exhausting all of the free parameters of a correlator at hand. The real issue is whether the basis in question features form factors which have adequate symmetry properties. Therefore the hypercubic invariance of dressing functions pertaining to the decomposition (45) will be tested numerically, and they will be shown to perform quite well in this regard. Explicit formulas for calculating the coefficients of (45) will be given later.

To conclude, we want to point to an interesting notion concerning the lattice propagator basis. Naively, one would expect that the gluon two-point function becomes more “continuum-like” as one approaches the infrared energy region. In the context of the parametrisation (45), this suggests that the dressing functions $F(p)$ and $G(p)$ should become equal to each other, so that the form (43) is recovered, as one considers smaller and smaller values for momentum components $p_\mu$. Indeed, such a behaviour will be confirmed in our numerical calculations. However, it will also turn out that the scenario “$F \approx G$” is not tied exclusively to the infrared limit, and that there exist alternative lattice kinematics, some at rather high momenta, where the decomposition (45) effectively reduces to the continuum basis (43).

### IV. NUMERICAL CALCULATIONS WITH LATTICE-ADJUSTED BASES

#### A. General setup and vertex reconstruction

We now wish to perform lattice Monte Carlo calculations with the gluon propagator and ghost-gluon vertex, using both the continuum and lattice-modified tensor bases for these functions. Our aim in the following will be roughly threefold. The first goal is to show that, for general kinematics, the lattice-adjusted bases are “more complete” than their continuum counterparts. Details on how this (approximate) completeness is tested will be given shortly. Our second aim is to demonstrate numerically and analytically that there exist such kinematics on the lattice, where the continuum bases describe the examined correlation functions without any loss of information. For the ghost-gluon vertex, the analytic part of this problem was already partly discussed in III B, while the appropriate calculations for the gluon propagator have been postponed since they are more involved. Our third goal is to show numerically, that the lattice-modified tensor bases for these $n$-point functions ($n = 2, 3$) feature form factors which are invariant under arbitrary permutations and inversions of momentum components, i.e. that the dressing functions are actual hypercubic invariants. Since we are mostly concerned with proof-of-principle evaluations here, in our numerics we will only consider two- and three-dimensional lattices. While this obviously does not correspond to the physical situation, it still captures many of the essential features which should be present in higher-dimensional settings.

To begin, we shall provide some details on the setup of our Monte Carlo calculations. We consider equally-sided lattices in two and three dimensions, with periodic boundary conditions. The gauge field configurations are thermalised and subsequently updated for measurements using the standard gauge action of Wilson [70]:

$$S = \frac{\beta}{N_c} \sum_{\text{plaq}} \text{Re}[\text{Tr}(\mathbb{1} - U_{\text{plaq}})] ,$$

(53)

where $N_c$ is the number of colours (in our case $N_c = 2$), and $U_{\text{plaq}}$ is the Wilson plaquette operator:

$$U_{\text{plaq}}(x) = U_\mu(x) U_\nu(x + \hat{\mu}) U_\nu^\dagger(x + \hat{\nu}) U_\mu^\dagger(x) .$$

(54)

The operators $U_\sigma$ in the above equation belong to the $SU(2)$ gauge group, and are parametrised as $U \equiv U_0 \mathbb{1} + i \vec{U} \cdot \vec{\sigma}$, with $\mathbb{1}$ standing for a $2 \times 2$ unity element, and $\vec{\sigma} = (\sigma^1, \sigma^2, \sigma^3)$ being the vector of Pauli matrices. The coefficients ($U_0, \vec{U}$) are real numbers satisfying $U_0^2 + \vec{U}^2 = 1$. The symbol $\beta$ in (53) denotes the bare lattice gauge coupling.

The gauge field configurations are updated by means of the hybrid-over-relaxation algorithm (HOR), consisting of three over-relaxation [84, 85] and one heat-bath step: for the heat-bath sweep, we use the Kennedy-Pendleton procedure [86]. Starting from a cold initial guess, we perform 5000 HOR sweeps for thermalisation, while in actual measurements we discard a certain number of updated configurations, to lessen the effect of autocorrelations. Concretely, we perform $1.5 N$ HOR updates before each measurement, with $N$ denoting the linear extent of the lattice in one direction: as
an example, for lattices with $N = 32$, we perform 48 HOR steps prior to measurement. In the end, we use 9600 configurations for evaluations of the gluon propagator, and 480 configurations for the ghost-gluon vertex, for each $(N, \beta)$ pair considered in this work. We obtain estimates for statistical errors via an integrated autocorrelation time analysis, according to the automatic windowing procedure outlined in section 3.3 of [87], with parameter $S = 2.5$. For all of the calculated quantities in this work, the integrated autocorrelation time was always estimated to be less than 0.75 (we remind that $\tau_{\text{int}} = 0.5$ means no autocorrelations), but this might be an underestimation caused by gauge-fixing, which can “artificially” decrease autocorrelations.

One of the basic quantities needed in the upcoming simulations is the lattice gluon potential $A_\nu(x)$, which is defined in terms of the link variables $U_\nu(x)$ as

$$A_\nu(x) \equiv \frac{1}{2} \left[ U_\nu(x) - U_\nu^\dagger(x) \right] = i \vec{U} \cdot \vec{\sigma}.$$  

(55)

The colour components of $A_\nu(x)$ can be projected out with appropriate Pauli matrices, where one has $A_\nu^b(x) = (1/2i) \cdot \text{Tr} \left[ A_\nu(x) \sigma^b \right]$, with $b = 1, 2, 3$. Some other ingredients, needed in calculations of specific lattice correlation functions, will be discussed in due course. Concerning our general numerical setup, there are two remaining issues to clarify. One is the gauge-fixing procedure: since we are interested in gauge-dependent quantities, we have to specify a gauge to work in, lest all our Monte Carlo averages end up being zero. Here, we shall concentrate exclusively on (lattice) Landau gauge, as it is computationally by far the easiest one to implement. Certain other choices will be discussed only briefly in due time. For gauge-fixing to Landau gauge, we choose the so-called over-relaxation method [88, 89]: the corresponding iterative steps are explained in detail in e.g. section 3.3 of [89]. The algorithm features a free parameter $\omega \in (1, 2)$, which may be tuned to improve convergence. The “optimal” values of $\omega$, for each set of considered gauge field configurations, can be found in Table I. The gauge-fixing process is stopped when $e_6 \leq 10^{-14}$, where [89]:

$$e_6 \equiv \frac{1}{3N^d} \sum_{\nu=1}^{d} \sum_{b=1}^{3} \sum_{x_\nu = 1}^{N} \frac{\left[ Q_\nu(x_\nu) - \hat{Q}_\nu \right]^2}{\left[ \hat{Q}_\nu \right]^2_b},$$  

(56)

with

$$Q_\nu(x_\nu) \equiv \sum_{\mu \neq \nu, x_\mu} A_\nu(x_\nu), \quad \text{and} \quad \hat{Q}_\nu \equiv \frac{1}{N} \sum_{x_\nu = 1}^{N} Q_\nu(x_\nu).$$  

(57)

In (57), the index $\nu$ runs from 1 to $d$, and $A_\nu(x)$ is the gluon potential introduced in (55). Also, the index $b = 1, 2, 3$ in (56) stands for the colour components of the bracketed expressions. $e_6$ essentially measures the spatial fluctuations of the quantity $Q_\nu$, defined in (57): according to [90], the functions $Q_\nu$ should be independent of $x_\nu$, for periodic lattices and for gauge field configurations fixed to Landau gauge.

This brings us to one of the final notions we will need for the upcoming analysis, and this is the vertex reconstruction procedure. The method is discussed in some detail in [61], but here we wish to repeat the main ideas. Vertex reconstruction is a way of quantifying how (un)well some tensor basis describes a given correlation function. Suppose that one is working with some generic lattice $n$-point function $\Gamma$, and that one wishes to test if a tensor basis $\tau$, with the appropriate quantum numbers, describes the correlator $\Gamma$ well. One approach to doing this would be to assume that the elements $\tau$ form a complete basis, and that $\Gamma$ can thus be written as a linear combination of these tensor structures:

$$\Gamma = \sum_j F_j \tau^j,$$  

(58)

with $\tau^j$ denoting the $j$-th basis element, and $F_j$ the corresponding form factor. The first step in the procedure is to calculate the dressing functions $F_j$ of the lattice vertex in the usual way. One then reconstructs the correlator via equation (58), by using the obtained form factors and the basis $\tau$ itself. The final part is to compare the reconstructed and the original lattice vertex, in whatever way seems appropriate. The main idea behind this method is that, if the basis $\tau$ is truly complete, then no information will be lost when computing the coefficients $F_j$. Thus, the original and the reconstructed correlator should exactly match. Any difference between the two correlation functions suggests that the structures $\tau$ do not contain the full information about $\Gamma$, and the “size” of the difference can be seen as a measure of the (un)suitability of the basis, for given kinematics. This strategy will be used to test the (approximate) completeness of tensor bases to be considered in the following.
Concerning the above procedure, there is one more issue of practical importance to be discussed. Namely, we will look at vertex/propagator functions with Lorentz indices, and comparing the original and the reconstructed correlator for each value of these indices would be highly impractical for the presentation of results. To address this, in our plots we will always give the results for ratios of index-averaged quantities. In the case of the gluon two-point function, the said ratio would look like

$$\mathcal{R} = \frac{D_{\mu\nu}^{\text{origo}}}{D_{\mu\nu}^{\text{recon}}} = \frac{\sum_\mu \sum_\nu |D_{\mu\nu}^{\text{origo}}|}{\sum_\mu \sum_\nu |D_{\mu\nu}^{\text{recon}}|}. \quad (59)$$

In the above relation, superscripts “origo” and “recon” denote, respectively, the original and the reconstructed correlator, while $$|.|$$ stands for a (complex number) absolute value. The reasons for using the absolute value when evaluating $$\mathcal{R}$$ are discussed in some detail in section III of [61], and will not be repeated here. Note that, in all these proceedings, the original correlation functions (“origo”) are the only ones for which statistical uncertainties are calculated directly, by means of the aforementioned integrated autocorrelation time analysis. For all the other quantities, like the reconstructed correlators and ratios akin to (59), the corresponding errors are estimated from those of the original function, via error propagation. Regarding the propagation of uncertainty itself, we always consider only the leading-order (variance) formulas, meaning that all of the involved variables are treated as if being statistically independent from each other. With these important computational details clarified, we may finally proceed towards some actual results.

### B. Gluon propagator in two dimensions

In lattice Monte Carlo simulations, the gluon two-point function can be calculated as

$$D_{\mu\nu}^{ab}(p) = \frac{1}{V} \left\langle \hat{A}_\mu^a(p) \hat{A}_\nu^b(-p) \right\rangle, \quad (60)$$

with $$V = N^d$$ being the lattice volume, and $$\hat{A}_\mu^a(p)$$ is the Fourier transform of $$A_\mu^a(x)$$:

$$\hat{A}_\mu^a(p) \equiv \sum_x A_\mu^a(x) \exp \left[2\pi i (p \cdot x + \mu \mu / 2) \right], \quad \text{where}$$

$$p_\mu = \frac{2\pi n_\mu}{aN}, \quad n_\mu \in [0, N - 1]. \quad (61)$$

Note that all of the momenta in our plots and text will be given in terms of the vector $$n_\mu$$ defined above, with one exception: components lying exactly half-way on the lattice sides (corresponding to $$p_\mu = \pi$$) will be written in the text as “$$\pi$$”. One may also observe that the equation (61) contains an additional term $$p_\mu / aN$$, as opposed to the standard definition of a discrete Fourier transform: the purpose of this modification is to make the lattice gluon potential obey the continuum Landau gauge condition with $$O(a^2)$$ corrections, instead of $$O(a)$$ ones [43]. With lattice gauge field configurations fixed to Landau gauge, and the Fourier transform of the gluon potential defined according to (61), the gluon propagator of Monte Carlo simulations should have the following colour and tensor structure [43]:

$$D_{\mu\nu}^{ab}(p) = \left( \delta_{\mu\nu} - \hat{p}_\mu \hat{p}_\nu \frac{\hat{p}^2}{p^2} \right) \delta^{ab} D(p), \quad (62)$$

with the lattice vector $$\hat{p} = 2 \sin(p/2)$$. Henceforth, we shall assume that this function is diagonal in colour space, as indicated above, and will work only with colour-averaged quantities $$D_{\mu\nu} = \frac{1}{2} \sum_a D_{\mu\nu}^{aa}$$. The tensor representation (62) will not be used for vertex reconstruction in the upcoming analysis, but it should still be kept in mind since many of the results we will obtain can only be properly understood with the help of (62). Also, for comparison purposes, we will plot the results for the dressing function $$D(p)$$ of (62), which is easily evaluated in $$d$$ dimensions as

$$D(p) = \frac{1}{d-1} \sum_{\mu=1}^d D_{\mu\mu}(p). \quad (63)$$

The above formula does not apply for vanishing momentum $$p$$, but since the case $$p = 0$$ will not be considered in our numerics, this is of no concern to us. This finally brings us to the two tensor representations to be actively explored in this and the next section: we shall repeat the corresponding definitions for convenience. The first is the continuum
parametrisation for the gluon propagator, given by

\[ D_{\mu\nu}(p) = A(p) \delta_{\mu\nu} + B(p) p_\mu p_\nu, \]  

(64)

with the appropriate projectors (assuming \( p \neq 0 \) and a \( d \)-dimensional space):

\[ P^A_{\mu\nu} = \frac{1}{d-1} \left( \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right), \quad P^B_{\mu\nu} = \frac{1}{d-1} \left( -\frac{\delta_{\mu\nu}}{p^2} + \frac{d p_\mu p_\nu}{(p^2)^2} \right). \]  

(65)

The above projectors are constructed explicitly in Appendix A. Note that \( P^A_{\mu\nu} \) is the standard transverse projector in \( d \) dimensions. The second basis to be scrutinised in detail is the lattice-modified version of (64), with

\[
D_{\mu\nu} = E(p) \delta_{\mu\nu} + F(p) p_\mu^2, \quad \mu = 1, \ldots d \\
D_{\nu\mu} = G(p) p_\nu p_\mu, \quad \mu, \nu = 1, \ldots d, \quad \mu \neq \nu ,
\]  

(66)

The dressing functions of the above decomposition can be calculated in \( d \) dimensions as [equations (A17) and (A20) of Appendix A]:

\[
E(p) = \frac{p^{[4]} \sum \mu D_{\mu\mu} - p^2 \sum \mu p_\mu^2 D_{\mu\mu}}{dp^{[4]} - (p^2)^2} , \\
F(p) = \frac{-p^2 \sum \mu D_{\mu\mu} + d \sum \mu p_\mu^2 D_{\mu\mu}}{dp^{[4]} - (p^2)^2} , \\
G(p) = \frac{\sum_{\mu,\nu} p_\nu p_\mu D_{\mu\nu}}{(p^2)^2 - p^{[4]} }. \]

(67)

In the above expressions, all of the sums run from 1 to \( d \) [with the appropriate restriction \( \mu \neq \nu \) in the case of the function \( G(p) \)], and \( p^{[4]} \) is a hypercubic invariant \( p^{[4]} = \sum_{\mu=1}^d p_\mu^4 \). Vertex reconstruction results according to the basis descriptions of (64) and (66) are given in Figure 2, for the gluon propagator of two-dimensional lattice Monte Carlo simulations. In the same Figure we show the data for the dressing functions of (63) and (67). More accurately, instead of form factors \( F(p) \) and \( G(p) \) in (67), in the plots we provide the results for functions \(-p^2 \cdot F(p)\) and \(-p^2 \cdot G(p)\): the reason for this choice will become clear shortly.

Let us first discuss the data points for vertex reconstruction. As might be expected, use of the continuum basis (64) leads to appreciable differences between the reconstructed and the original propagator, with the deviations peaking at about 15 percent, for the considered kinematics. On the other hand, within statistical uncertainties there are no discrepancies present for the lattice-modified basis of (66). This is in accord with the arguments made towards the end of section IIIIC, wherein we claimed that the basis (66) is complete, in a two-dimensional setting. Some further analytic calculations that support this claim can be found in Appendix A. From Figure 2b) one also notes that the diagonal momentum point, corresponding to \( p = (\pi, \pi) \), is somewhat special as the continuum decomposition describes the lattice correlator fully. However, we do not yet want to elaborate on diagonal kinematics in detail, and instead turn our attention to the results of Figure 2c).

The arguably most interesting thing about the said Figure is that the displayed data points for functions \( D(p) \), \( E(p) \) and \(-p^2 \cdot F(p)\) seem to lie on top of each other, i.e. these functions seem to have the same values. The momenta examined in the plot are all of the form \( p = (1, m) \) [with \( m \in (1, 16) \)], which is "very close" to the kinematic choice \( p = (0, m) \). For momentum vectors of the kind \( p = (0, m) \), with non-vanishing \( m \), one can easily demonstrate that the exact equalities \( D(p) = E(p) = -p^2 \cdot F(p) \) hold. For instance, by plugging the vector \( p = (0, m) \) into the function \( E(p) \) of (67) (with \( d = 2 \)), one gets

\[ E(p) = \frac{m^4 \cdot (D_{11} + D_{22}) - m^4 D_{22}}{2m^4 - m^4} = \frac{m^4 D_{11}}{m^4} = D_{11}. \]  

(68)

To fully evaluate the above expression, we turn to the relation (62). For on-axis momentum \( p = (0, m) \), the representation (62) states that

\[ D_{11} = \left( \delta_{11} - \frac{\sin^2(0)}{m^2} \right) \cdot D(p) = D(p), \]

(69)
where $m = 2 \sin(m/2)$. Combining the equations (68) and (69) gives $E(p) = D(p)$. In the same manner, one can show that the relation $D(p) = -p^2 \cdot F(p)$ holds, for on-axis momentum $p$. In Figure 2(c), we purposefully do not look at the situation $p = (0, m)$, choosing instead the kinematic points $p = (1, m)$. This is because we wanted to be able to include also the form factor $G(p)$ of (67) in the same graph. Namely, for kinematic configurations like $p = (0, m)$, the function $G(p)$ evaluates to an ambiguous expression "0/0", or explicitly

$$G(p) = \frac{p_1 p_2 \cdot (D_{12} + D_{21})}{m^4 - m^4} = \frac{0}{0}, \quad (70)$$

wherein we used the fact that $p_1 \cdot p_2 = 0$, if $p = (p_1, p_2) = (0, m)$. The dressing $G(p)$ is indeterminate here because the off-diagonal part of the propagator vanishes for on-axis momentum $p$, since $p_\mu p_\nu = 0$ (if $\mu \neq \nu$). With the help of the representation (62), these results [the equalities $D(p) = E(p) = -p^2 \cdot F(p)$, ill-defined function $G(p)$] can be extended to any $d$-dimensional vectors with only a single non-zero component. Put differently, for on-axis momenta, and for lattices of arbitrary dimension, the full information about the gluon correlator is contained in its diagonal part $D_{\mu \nu}$, as the off-diagonal terms are anyway zero. This reasoning can be taken even further, to an eventual conclusion that the on-axis propagator should be described fully with a continuum basis of (62). We will discuss this last point in detail in the next section, where we analyse the gluon two-point function on a three-dimensional lattice.

From data in Figure 2(c) it may also be observed that, as one goes deeper into the infrared (IR) energy region, the off-diagonal dressing $-p^2 \cdot G(p)$ becomes almost equal to the diagonal form factors $E(p)$ and $-p^2 \cdot F(p)$. This is what one would expect, because it means that the continuum (Landau gauge) form of the propagator is recovered at low energies. However, for the decomposition (66) it is not so obvious why the relations like $F(p) \approx G(p)$ should hold at small momentum values. To fully explore this issue, we first need to discuss diagonal lattice kinematics, with non-zero momenta of the kind $p = (m, m)$.

In terms of the representation (66), diagonal kinematics are special in two ways. First, the dressing functions $E(p)$ and $F(p)$ take an ill-defined form “0/0” in such cases: this is shown in Appendix A, for an arbitrary number of dimensions. This ambiguity in the definitions of $E(p)$ and $F(p)$ is the reason that some results for the basis (66) are...
missing in Figure 2. The issue has to do with linear dependence of basis elements: for diagonal momenta \( p = (m, m) \) it holds that \( p_\mu^2 = m^2 \delta_{\mu\mu} (\mu = 1, 2) \), and so the tensor structures of the propagator \( D_{\mu\nu} \) become degenerate. This suggests that a reduced tensor description is needed for such momentum points. The second interesting feature concerning diagonal kinematics is the fact that the off-diagonal form factor \(-p^2 \cdot G(p)\) becomes equal to \( D(p)\). To see this, one may put the momentum \( p = (m, m) \) into the definition of \( G(p) \) in (67), and get

\[
G(p) = \frac{m^2 \cdot (D_{12} + D_{21})}{4m^4 - 2m^4} = \frac{-m^2 \cdot 2m^2 D(p)}{(2m^2) \cdot (2m^2)} = \frac{-D(p)}{2m^2}.
\]  

(71)

In obtaining (71), we again used the parametrisation (62) for gluon components \( D_{21} \) and \( D_{12} \), with \( p = (m, m) \). From the above result it quickly follows that \(-p^2 \cdot G(p) = -2m^2 \cdot G(p) = D(p)\). With the help of (62), this argument can be generalised to diagonal momenta \( p \) of arbitrary dimension. The behaviour \(-p^2 \cdot G(p) \rightarrow D(p)\) can also be seen in Figure 2 d), as one approaches the rightmost point \( p = (\pi, \pi) \). Along the lattice diagonal, it thus holds that the form factors \( E(p) \) and \( F(p) \) are ill-defined, whereas the off-diagonal dressing \( G(p) \) is proportional to the coefficient function \( D(p)\). This all implies that the continuum tensor description of the gluon propagator should suffice, which is confirmed numerically in Figure 2 b).

We may now tackle the question on why the approximate equalities like \( F(p) \approx G(p) \) hold in the infrared region. For this we will take a look at a specific IR momentum point, namely the kinematic choice \( v = (1, 1) \). In a sense, this vector is doubly exceptional. First, it is an example of diagonal kinematics, meaning that the relation \(-v^2 \cdot G(v) = D(v)\) must hold exactly, as shown in (71). Second, \( v \) is kinematically close to the on-axis point \( p = (0, 1) \), for which one has the exact relations \(-p^2 \cdot F(p) = E(p) = D(p)\), as exemplified in (68) and (69). Putting these two tendencies together, one sees that for any points \( k \) in the vicinity of \( v = (1, 1) \), the approximate equalities \(-k^2 \cdot F(k) \approx E(k) \approx -k^2 \cdot G(k)\) should hold, indicating the recovery of the propagators continuum form. Note that the coarseness of the lattice plays a central role here. On very coarse lattices, with only a few momentum points in each direction, the diagonal vector \( v = (1, 1) \) is “far away” from the on-axis one \( p = (0, 1) \), and there is no reason to expect that the above relations should hold even approximately at the “infrared” energies.

In most of the above arguments, the representation (62) played a crucial role: without it, it is hard to imagine how the results of Figure 2 could be explained analytically. Nonetheless, at least some of the observations made here should hold regardless of (62). For instance, the applicability of the continuum basis along the lattice diagonal should follow solely from the fact that the description (66) is redundant, if \( p = (m, m) \). Also, the approximate equalities \( F(p) \approx G(p) \) ought to be true in the infrared region, without any reference to (62), since one expects that the lattice tensor decomposition reduces to the continuum form at low momenta. It would thus be interesting to see how some of these results hold up for second-rank lattice tensors, whose basis elements are not determined (at least not fully) by gauge-fixing. At the moment, we are not aware of any correlators which would constitute suitable candidates for such an investigation.

To conclude this section, we want to comment on how the tensor representation (66) may be used to test some of the continuum extrapolation methods. We know that in the continuum, the exact relations like \(-p^2 \cdot F(p) = E(p)\) ought to hold for arbitrary momentum \( p \), and not just in the infrared. It could thus be potentially useful to check if on a lattice, certain extrapolation methods can bring about the expected continuum behaviour(s) even at relatively high values of \( p^2 \). This would constitute one of the most direct possible tests of how successful some of these methods actually are, at least for the case of gluon two-point function. In fact, if one wanted only to test such approaches, then there would be no need to consider actual Monte Carlo simulations, since it should be enough to look at (say) the gluon propagator of lattice perturbation theory. This would make the corresponding calculations numerically far cheaper, and there would be virtually no restrictions on lattice sizes and the amount of data one can collect, to perform the said extrapolations with a desired accuracy. We postpone such endeavours for future studies.

C. Gluon propagator in three dimensions

Some of our results for the gluon propagator on a three-dimensional lattice are given in Figure 3. Concretely, in plots a) through c) we provide the data regarding the propagator reconstruction at certain kinematic points, using the tensor bases of (64) and (66). In graphs d) through f), one can find the results for the dressing functions of (63) and (67). We note that the reconstruction results are given for two values of the parameter \( \beta \) of (53), whereas for correlator dressings only one gauge coupling value is considered, to prevent the plots from getting too cluttered. Apart from a noisier signal in the case of three dimensions, there are quite a few similarities with the two-dimensional situation. For instance, for the near-axis momentum \( p = (1, 0, m) \) [with \( m \in (1, 16) \)], one can see the same general tendencies as for the corresponding vector \( p = (1, m) \) in two dimensions, both in terms of correlator reconstruction [compare graphs 2 a) and 3 a)] and the corresponding form factors [compare plots 2 c) and 3 d)]. Note that in Figure 3 d), we use a
Figure 3. Plots a) to c): Results of vertex reconstruction on a $32^3$ lattice, according to continuum [equations (64) and (65)] and lattice [equations (66) and (67)] decompositions. Plots d) to f): Data for form factors of (63) and (67). Results are plotted as functions of $|p| = \sqrt{p^2}$ (in lattice units), with momenta defined in terms of vector $n_\mu$ in (61). Note the logarithmic $y$ scale in plot d), see text for comments. $\beta$ is the bare coupling of (53).

logarithmic scale for the $y$ axis, as otherwise it would be very hard to make out the details at higher momentum values.

The above similarities notwithstanding, the case $d = 3$ also features some substantial differences, compared to the two-dimensional scenario. Arguably the most obvious one is the fact that the basis (66) does not perform so well, with respect to the propagator reconstruction, as in two dimensions. In particular, in graph 3 c) one can see that for certain momentum points of the form $p = (\pi, \pi, m)$, the reconstructed correlator deviates appreciably from the original one. This is not surprising, as we argued at the end of section III C that the representation (66) is not complete for $d \geq 3$, and that additional structures of the kind (50) ought to be added to the tensor basis for the gluon two-point function.

Another interesting feature of the three-dimensional propagator, which does not have a proper counterpart in two dimensions, is the recovery of the correlators continuum form at non-zero lattice momenta $p = (m, 0, m)$ (or any component permutations thereof). To be more precise, all of the dressing functions in (67) are well-defined at such kinematics, and they are all proportional to the form factor $D(p)$, even at high values of $m$. As an example, using the
which can arguably be used as a measure of "how fast" the decomposition reduces to the continuum propagator. We have avoided looking at exact on-axis configurations, since the off-diagonal dressing as well as the diagonal vectors, we already provided some numerical evidence for these claims, in Figure 3. Up to now, values, to see if the gauge coupling affects the way in which errors. To further strengthen this argument, in the same plot we show the data for the function $R(p) = \sqrt{\beta^2}/\sqrt{p^2}$, which can arguably be used as a measure of "how fast" the decomposition reduces to the continuum propagator.

Figure 4. Results for on-axis vertex reconstruction on a $32^3$ lattice, according to the continuum [equations (64) and (65)] tensor decomposition. Results are given as a function of $|p| = \sqrt{p^2}$, in lattice units. $\beta$ is the bare lattice coupling of (53).

vector $p = (m, 0, m)$ in the definitions of $E(p)$ and $G(p)$ gives

$$E(p) = \frac{2m^4(D_{11} + D_{22} + D_{33}) - 2m^4(D_{11} + D_{33})}{6m^4 - 4m^4} = \frac{2m^4 D_{22}}{2m^4} = D(p),$$

$$G(p) = \frac{m^2(D_{11} + D_{22})}{4m^4 - 2m^4} = \frac{-D(p)}{2m^2}. \quad (72)$$

In obtaining the final results in (72), we again made use of the representation (62), for momentum $p = (m, 0, m)$. In the same way, one may show that $-p^2 \cdot F(p) = D(p)$ holds for the aforementioned vectors $p$. Thus, the two-point function obtains its continuum tensor form. These results are confirmed numerically in plots 3b) and 3e), as the kinematic point $p = (\pi, 0, \pi)$ is approached from the left. As already discussed in the previous section, all of these outcomes ultimately stem from the parametrisation (62), but it would be interesting to see if they also remain true for second-rank lattice correlators whose tensor bases are not determined completely by gauge-fixing.

It should also be pointed out that the results of (72) are not altered in any way if the decomposition (66) is augmented by additional tensor structures like (50), for momenta of the kind $p = (m, 0, m)$. This is because, for the said kinematics, all of the tensor elements with higher mass dimension are proportional to the continuum momentum factor $p_\mu p_\nu$. As an example, for the leading-order correction of (51) it holds that

$$F_{\mu\nu}^{\text{lead}}(p) = p_\mu p_\nu \left(p_\mu^2 + p_\nu^2\right) = m^2 p_\mu p_\nu, \quad \mu, \nu = 1 \ldots 3, \quad (73)$$

for the kinematic choice $p = (m, 0, m)$ (or any permutations thereof). The same remark holds for all of the structures akin to (50); for appropriate momentum $p$, they are all proportional to $p_\mu p_\nu$, and can thus be excluded from the propagators tensor description. Besides the situation $p = (m, 0, m)$, this argument also extends to on-axis configurations $p = (0, 0, m)$, as well as the diagonal ones $p = (m, m, m)$. For all of these kinematic points, the lattice propagator ought to be described fully by the continuum tensor representation. Concerning the momenta like $p = (m, 0, m)$, as well as the diagonal vectors, we already provided some numerical evidence for these claims, in Figure 3. Up to now we have avoided looking at exact on-axis configurations, since the off-diagonal dressing $G(p)$ is ill-defined at such points. In Figure 4 we correct this omission, by showing the numerical results which confirm that the on-axis gluon correlator is described exactly by the continuum tensor elements.

There is another interesting thing to be noted from the reconstruction results of Figures 3 and 4. Namely, the gauge parameter $\beta$ of (53) seems to have little to no influence on the deviations between the original and the reconstructed propagator: these discrepancies appear to depend almost exclusively on lattice kinematics. This would also indicate that $\beta$ has no bearing on the rate at which the correlators continuum form is recovered, as one goes deeper into the IR region. To check this, we’ve taken a look at the ratio of form factors $F(p)$ and $G(p)$ from (66), at two different $\beta$ values, to see if the gauge coupling affects the way in which $F(p)/G(p)$ approaches unity at low momenta. The results are shown in Figure 5, and they support the notion that this ratio depends solely on kinematics, within statistical errors. To further strengthen this argument, in the same plot we show the data for the function $R(p) = \sqrt{\beta^2}/\sqrt{p^2}$, which can arguably be used as a measure of "how fast" the decomposition reduces to the continuum propagator.
parametrisation, as the product $p^2$ decreases. The fact that $R(p)$ describes most of the $F(p)/G(p)$ points with good accuracy shows that the latter ratio depends on kinematics alone. Of course, the $\beta$-independence only holds when the results are given in lattice units, as the coupling controls the value of the lattice spacing $a$ in physical units.

If one wished to improve the above situation, so that the ratio of functions $G(p)$ and $F(p)$ goes “faster” to unity at low(er) momentum, one would have a few options to consider. One possibility would be the use of continuum extrapolation methods, as was already discussed at the end of the previous section. The other recourse is to modify the numerical gauge-fixing method, since it is ultimately this procedure, along with the ‘$p_\mu/2$’ modification in (61), that brings about the tensor structure of (62). However, for numerical lattice simulations it is not yet known how to systematically improve the gauge-fixing algorithms, to a desired order in the lattice spacing $a$, even though some attempts in this direction have been made in the past [91]. This could anyway be an interesting research topic for future studies. Going back briefly to Figure 5, one may also note a relatively large deviation between $F(p)$ and $G(p)$ at the lowest considered momentum, $p = (1,0,1)$. We are yet to check if this disagreement is a finite volume artifact, as the basis (66) does not take such effects into account. Finally, in the Figure we also included two vertical lines, which mark the rough location of the physical momentum $\bar{p} \approx 0.312$ GeV, for the two considered $\beta$ values. This physical scale ultimately has to do with the muon $g - 2$ study of [69], but since the full related discussion is lengthy and lies a bit outside our current main line of development, we will only provide the details at the end of this section.

As one of the last tests concerning the basis description (66), we want to show that the corresponding dressing functions are hypercubic invariants. To do so, we shall examine a collection of relatively random momentum points $p$, which are not close to any of the special configurations like e.g. on-axis or diagonal momenta. Our goal is to show that averaging the functions over permutations and inversions of momentum components does not change their value, within statistical errors. For this purpose, the form factors calculated at momenta $p = (p_1, p_2, p_3)$ [here denoted generically as $F(p)$] will be compared with their appropriate permutation and parity averages, where for instance

$$F_{\text{perms}} = \frac{1}{6} \cdot [F(p_1, p_2, p_3) + F(p_1, p_3, p_2) + F(p_2, p_1, p_3) + F(p_2, p_3, p_1) + F(p_3, p_1, p_2) + F(p_3, p_2, p_1)].$$  \hspace{1cm} (74)$$

In the same manner, the inversion average is obtained by going over all momenta of the form $p^\pm = (\pm p_1, \pm p_2, \pm p_3)$, with all possible combinations of plus and minus signs. For both permutations and parity changes, we’ve checked that all of the functions which enter the sum like (74) have the same sign, meaning that there can be no accidental cancellations during the averaging procedure. The results are given in Figure 6, and they indicate that the form factors of (67) are indeed invariant under hypercubic symmetry transformations. This also (in)directly confirms that the gluon propagator itself constitutes a second-rank tensor with respect to these symmetry operations, a fact which is all but guaranteed by the tensor description (62). However, in Monte Carlo simulations, the validity of (62) depends crucially on the $p_\mu/2$ modification in the Fourier transform for the gluon potential, see (61). In the absence of this correction factor, the numerical propagator would in fact not transform as a second-rank tensor under inversions. This issue is further discussed in Appendix B.
With $F/G > 0.99$, we assume that the discrepancy at the lowest momentum is purely due to the finite volume. To put these finite-spacing effects into perspective, in the muon hadronic electromagnetic current, the relevant energy scale below $0.1$ GeV can be ignored at low momenta [98]. This means that, up to certain effects which we shall discuss shortly, our results had to make any explicit reference to lattice Landau gauge, and the basis itself should be applicable to virtually any covariant settings, wherein all of the coordinates are treated equally. In our Monte Carlo simulations we chose to work in Landau gauge because it is the easiest one to implement, with numerical considerations of its (linear) covariant generalisations featuring some non-trivial complications, see [92–95] for a related discussion. Nonetheless, there should be no principal difficulties in using the basis (66) and its modifications of the kind (50) in any covariant calculations, once the numerical gauge-fixing part is done. In the future we would thus like to check how some of the more general conclusions of this section hold up in other covariant gauges.

As a second point, we return to the Figure 5 and its vertical lines denoting the momentum scale $|p| \approx 0.316$ GeV, for two $\beta$ couplings we considered in our simulations. To convert the lattice spacing $a$ into physical units, we’ve set the string tension to $\sqrt{\sigma} = 0.44$ GeV and used the fit of equation (67) in [96]: the fit requires the values of the $1 \times 1$ Wilson loops, which are provided in Table I. We marked the point(s) $|p| \approx 0.316$ GeV as significant since the momenta around or below the scale $p^2 \approx 0.1$ GeV$^2$ are presumably the ones for which the hadronic vacuum polarisation contributes the most to the anomalous magnetic moment of the muon [69, 97]. Now, due to (lattice) vector-current conservation, the hadronic electromagnetic current $\Pi_{\mu\nu}(p)$ will be described by equation (62), up to higher-order scaling violations which can be ignored at low momenta [98]. This means that, up to certain effects which we shall discuss shortly, our results in Figure 5 also apply to $\Pi_{\mu\nu}(p)$ and subsequently to the vacuum polarisation $\Pi(p)$. The main point here is that, at the relevant energy scale below $0.1$ GeV$^2$, the discretisation artifacts seen in Fig. 5 constitute a sub-percent effect with $F/G > 0.99$: we assume that the discrepancy at the lowest momentum is purely due to the finite volume. To put these finite-spacing effects into perspective, in the muon $g – 2$ study of [69] the finite volume was estimated to incur a systematic uncertainty on the order of ten to fifteen percent.

Of course, our results in Figure 5 should not actually be directly applied/compared to [69], because of different scale-setting procedures and completely different lattice setups (our symmetric three-dimensional lattice versus the asymmetric four-dimensional one of [69]). Nonetheless, it is hard to imagine that our conclusions on this matter could get modified drastically with more realistic comparisons, and it remains an almost absolute certainty that the discretisation effects will be by far the sub-dominant source of systematic errors, in lattice studies of the anomalous muon magnetic moment.

D. Ghost-gluon vertex in three dimensions

As for the gluon two-point function, we start our discussion on the ghost-gluon vertex by specifying the corresponding numerical procedure. On the lattice, the ghost-gluon Greens function can be obtained as the following Monte Carlo average [47]:

$$ \Gamma_{\mu}^{abc}(p,q,k) = \frac{1}{V} \left\langle \left( M^{-1} \right)^{ab} (p,q) A_\mu^c (k) \right\rangle . $$

(75)
In the above relation, $V$ stands for the lattice volume, $A^\lambda_\mu(k)$ denotes the colour components of the gluon potential of (55), and $(M^{-1})^{ab}(p, q)$ is the Fourier transform of the (inverse) Faddeev-Popov operator, i.e.

$$(M^{-1})^{ab}(p, q) = \sum_{x, y} e^{2\pi i(p \cdot x + q \cdot y)} (M^{-1})^{ab}(x, y).$$

(76)

The Faddeev-Popov (FP) matrix itself is defined through its action on a scalar test function $\omega^b(x)$, where $b$ is a colour index and one has that [4] (in the following, the sums over $y$ and $a$ are implied):

$$M^{ab}(x, y) \omega^b(y) = \delta_{xy} \sum_{\mu} G_{\mu}^{ab}(y) [\omega^b(y) - \omega^b(y^+) - G_{\mu}^{ab}(y^-) [\omega^b(y^-) - \omega^b(y)] +$$

$$+ \sum_{c} f^{abc} [A_{\mu}^{b}(y) \omega^c(y^+) - A_{\mu}^{b}(y^-) \omega^c(y^-)].$$

(77)

In the above expression, $y^\pm$ stands for $y \pm \epsilon_\mu$, with $\epsilon_\mu$ being the unit vector in the $\mu$-th direction [the dummy index $\mu$ matches the one being summed over in (77)]. Also, the quantities $G_{\mu}^{ab}(y)$ used in the definition (77) are equal to

$$G_{\mu}^{ab}(y) = \frac{1}{8} \text{Tr} \{[\sigma_3, \sigma_b] \cdot [U_\mu(y) + U_\mu^+(y)]\},$$

(78)

where the curly brackets denote an anticommutator and $U_\mu(y)$ are the lattice links. In writing down the relation (77), we’ve taken into account the fact that we work in lattice Landau gauge, as otherwise there would be additional terms present. To compute the Fourier transform of the inverse FP operator [i.e. the quantity (76)], we used the so-called plane-wave source method [99]. The matrix inversion itself is performed via a preconditioned conjugate gradient (CG) algorithm: the preconditioning procedure is described in detail in [100]. At each iterative CG step we orthogonalise the prospective solution with respect to the constant subspace, since constant fields constitute zero modes of the FP matrix. In the end, we use a total of 480 gauge field configurations for the evaluation of the Greens functions (75).

The vertor to be studied is extracted from $\Gamma_\mu^{abc}$ with a contraction

$$\Gamma_\mu = \frac{1}{6} \sum_{abc} f^{abc} \Gamma_\mu^{abc}.$$ 

(79)

The colour normalisation factor (1/6) stems from the $SU(N)$ identity $f^{a_b c_d} f^{b c_d e} = N \delta^{ab}$, as applied to the particular case of $SU(2)$ gauge theory we study here. In lattice calculations, one is generally not really interested in correlators like (75), but rather in the so-called amputated vertices, wherein amputation includes (loosely speaking) dividing out the propagators pertaining to a function like (75) [42]. Here, the procedure will be completely ignored, and we shall work directly with (79). We do this because amputation can potentially increase the overall statistical uncertainty [the amputated vertex inherits its errors from both (75) and the appropriate propagators], while changing none of the quantities we are mostly interested here. In particular, it does not alter the tensor structure of the vertex, the symmetry properties of the dressing functions, nor the relative values of vertex form factors, i.e. the “sizes” of vertex dressings relative to one another. Hence our focus on working directly with (79).

In our vertex reconstruction tests, the correlator (79) will be described by two different tensor parametrisations. One is the continuum basis, given by

$$\Gamma_\mu(q, k) = A(q, p) q_\mu + B(q, p) p_\mu,$$

(80)

with the appropriate projectors

$$P_\mu^A = \frac{-q^2 - q \cdot p}{(q \cdot p)^2 - q^2 p^2}, \quad P_\mu^B = \frac{q \cdot p - q^2 p_\mu}{(q \cdot p)^2 - q^2 p^2}.$$ 

(81)

The construction of the above projector functions is briefly discussed in Appendix A. The other vertex decomposition to be studied here is (we will only consider a three-dimensional theory and hence three basis elements will suffice):

$$\Gamma_\mu(q, p) = E(q, p) q_\mu + F(q, p) p_\mu + G(q, p) q_\mu^3.$$ 

(82)

The explicit expressions for the projectors of (82) are also provided in Appendix A. Reconstruction results for the correlator (79) are given in Figure 7, for the two above-mentioned tensor representations. A brief glance at the
corresponding data reveals a somewhat surprising fact: namely, apart from a few “critical points” in Figure 7d), all the deviations pertaining to the continuum basis are within a twenty percent range, an arguably small discrepancy. In fact, for most of the examined momentum points the continuum decomposition can be said to represent the vertex exactly, within somewhat large statistical uncertainties. To the best of our knowledge, there is no a priori reason that this should happen. Unlike the case of the lattice gluon propagator, the tensor decomposition of the ghost-gluon correlator is not determined (at least not completely) by gauge-fixing. For the vertex, this means that there are no obvious constraints on possible deviations from the continuum tensor forms, and it is not clear why the function would show relative restraint in this regard. It would be interesting to see if other lattice vector-valued quantities like e.g. the quark-gluon vertex, display similar tendencies (this would however be unexpected since fermions are usually significantly affected by finite spacing artifacts, see e.g. [101]).

In the absence of large lattice-induced modifications, it is also a bit challenging to precisely identify the special kinematic configurations. In other words, from numerical results it is hard to see where the continuum basis should describe the vertex exactly, due to linear dependencies among available tensor elements. Arguably the most clear-cut examples of the continuum description being sufficient are those in plots a), e) and f). All the points in graph a) correspond to a situation with one diagonal vector [in this case \( p = (1, 1, 1) \)] and the other one being almost on-axis.
Another set of interesting configurations are the first and the last momentum vanish, because imaginary parts of (generally complex-valued) vertex dressings. This is because the corresponding real parts anyway remain (with \( \mu \)). Therefore only the lattice vectors \( p_\mu^k \) and \( q_\mu^{2k+1} \) remain (with \( k \in \mathbb{N}_0 \)), which for the considered kinematics are proportional to the continuum terms: for an example, \( p_\mu \) equals \( \pi^2 p_\mu \) and so on. This brings about the seeming near-completeness of the continuum description in the first momentum point in Figure 7c), and the same explanation holds for the rightmost kinematic choice in the plot.

The above interesting cases notwithstanding, most of the results in Figure 7 are somewhat trivial, since they amount to a claim that a three-dimensional vector will be described fully by a set of three linearly independent elements with an open vector index \( \mu \). However, what is not trivial is the claim that the form factors of the vertex basis (82) will be hypercubic invariants. In Figure 8 we provide the results of a hypercubic symmetry test, similar to the one we went over for the gluon propagator in Figure 6. Before we discuss the data points themselves, we need to clarify two things about the overall setup in the Figure. First, instead of the dressing functions of equation (82), we plot the modified quantities \( F' \), \( F'' \) and \( G' \), where \( F'_q, p = |q|^3 \cdot E_{q, p}, F''_q, p = |q|^3 \cdot F_{q, p}, \) and \( G'_q, p = |q|^5 \cdot G_{q, p} \): here \( |q| \) stands for \( \sqrt{q} \). This momentum-dependent alteration was done for presentation purposes, as without it the functions \( F \) and \( G \) would feature very different scales in the IR and UV energy regions, making it hard to distinguish any details at relatively high momentum \( q \). The form factors \( F \) and \( G \) seemingly diverge in the IR because we work with an un-amputated Greens function; the amputated version should have the dressing functions which are far more flat at low momenta, see e.g. [47, 48, 50, 51]. The second important thing concerning Figure 8 is that we mostly examine the imaginary parts of (generally complex-valued) vertex dressings. This is because the corresponding real parts anyway

Figure 8. Plots a) to c): Imaginary parts of lattice-modified vertex form factors [equations (82), (A3), (A31) and (A32)] on a 32\(^3\) lattice, as functions of \(|q| = \sqrt{q^2}\) (in lattice units). Labels “permutations” and “inversions” refer to results averaged (respectively) over all possible permutations and inversions of momentum components, as opposed to “no averaging” data obtained for a single kinematic set \((q, p)\). Plot d): the real part of the vertex dressing \( E(q, p) \) of (82). \( \beta \) is the gauge coupling of (53).
vanish upon averaging over inversions of momentum components, as illustrated in plot 8 d). The reason that the real components are nullified upon parity-averaging is explained in Appendix A.

First and foremost, the plots from a) to c) in Figure 8 confirm that (imaginary parts of) the dressing functions of (82) are invariant with respect to permutations and inversions of momentum components, albeit within rather “generous” error bars. The precision of the hypercubic test can be improved with better statistics, but since the evaluations of the lattice ghost-gluon correlator are computationally far more expensive than those of the gluon propagator (or three-gluon vertex), for now we’ve decided to stay with a relatively modest sample of 480 gauge-fixed field configurations. Going back to Fig. 8 itself, one may also note that the function $G_{q,p}$ is substantially suppressed in the IR region, compared to its continuum counterparts. This is in accordance with the expectation that the vertex should be dominated by the continuum tensor structures, as one goes to lower values for both momenta $q$ and $p$. However, what is arguably surprising about Figure 8c) is that the values of $G_{q,p}$ are consistent with zero (within big error bars) even when one of the components of $q$ is made to be relatively large. This is probably more a sign of insufficient statistics, than an actual indication that $G_{q,p}$ should be negligibly small in the ‘UV’ region for momentum $q$. Again, improved statistics could lead to more accurate conclusions. In this regard it ought to be mentioned that extracting a good-quality signal for lattice operators with high(er) mass dimensions is a non-trivial task even with comparatively large configuration samples: as an example of this, one may consult Figure 12 in [61].

Even though the signal for the form factor $G_{q,p}$ is not particularly good in our current setup, we decided to check if changing the gauge parameter $\beta$ has any appreciable impact on the relative size of this function, compared to the continuum dressing $F$ (which seems to be the dominant contribution, for kinematics in Fig. 8). The results are shown in Figure 9, with two choices for the $\beta$ coupling and two kinematic configurations, one with small and the other with relatively large values for components of vectors $q$ and $p$. In the Figure the functions $F_{q,p}$ and $q^2 \cdot G_{q,p}$, which have the same mass dimension, are compared both directly (upper panel) and as a ratio $|q^2 \cdot G/F|$ (lower panel), where $|$ denotes an absolute value. As expected, the ratios $|q^2 \cdot G/F|$ are considerably larger when both $q^2$ and $p^2$ have comparatively big values, signalling that the lattice corrections to continuum basis decompositions become more prominent in the UV energy region. Nonetheless, even in the UV the dressing $q^2 \cdot G_{q,p}$ appears to be substantially smaller than $F_{q,p}$, which is a non-trivial result. Concerning the lattice interaction parameter $\beta$, within statistical
vertices generally feature multiple momentum variables, there are many more non-continuum hypercubic invariants to the continuum tensor form, for lattice correlators of interest. Our formalism may allow one to quantify such deviations as well, or indeed any (un)expected alterations with respect to discrepancies seen in Figure 5 for the gluon propagator is a finite volume effect: if this turns out to be true, then perhaps more pronounced for fermions than bosons, see [101] as an example. Finally, we are yet to check if the low-momentum too constitutes an interesting research topic for the future, especially as one expects for finite spacing artifacts to be considered in section IIIC, for now we've completely ignored the spinor fields and related coupling apart from 

\[ \Gamma_{\mu} \]

to discretised spacetimes: for single-momentum functions we expect for hypercubic symmetry to allow for additional structures of both correlators reduce to their continuum form. For the gluon propagator shown analytically and confirmed numerically that there exist special momentum configurations wherein the tensor decompositions apply to the ghost-gluon vertex (or indeed any functions beyond the propagators) are quite involved. Since vertices generally feature multiple momentum variables, there are many more non-continuum hypercubic invariants than just those shown in (16), see e.g. equations (A29) and (A31) or section 5 in [74]. This means that, in order to eliminate all of the non-continuum scalars of a given mass dimension, many data points are needed to perform the extrapolations with reasonable precision. In case of the ghost-gluon correlator the problem is further aggravated by the fact that the lattice Monte Carlo calculations of this function are numerically quite expensive, as mentioned before. Attempts to improve the situation might constitute an interesting, albeit difficult, research topic for future studies.

V. CONCLUSIONS AND OUTLOOK

In this paper we have presented a way of deriving the tensor bases for lattice vertex functions, such that the corresponding form factors are invariant under the hypercubic symmetry transformations. We've used the method to derive the most general possible (barring the finite volume artifacts) basis structures for lattice tensors of first and second rank, with up to two independent momenta in the former, and a single kinematic vector-like variable in the latter case. The lowest-order non-continuum variants of these decompositions were applied to the ghost-gluon vertex and gluon propagator of lattice Monte Carlo simulations, resulting in a few interesting observations. First, it was shown analytically and confirmed numerically that there exist special momentum configurations wherein the tensor structures of both correlators reduce to their continuum form. For the gluon propagator \( D_{\mu \nu} (p) \) in three dimensions, special kinematic situations correspond to the on-axis momentum \( p = (m, 0, 0) \), the diagonal vector \( p = (m, m, m) \), and the ‘in-between’ points \( p = (m, m, 0) \): any non-equivalent permutations of \( p \) components are also allowed. For the ghost-gluon vertex \( \Gamma_{\mu} (q, p) \), all of the possible special combinations will not be given here, but we merely state that one of these is the fully diagonal kinematic choice with \( p = (m, m, m) \) and \( q = (n, n, n) \). The second notable result is that the rate at which the gluon propagator approaches its continuum form in the infrared is dictated solely by the numerical gauge-fixing algorithm: it is however questionable if it is worthwhile to invest effort in improving this situation, since for momenta \( \sqrt{p^2} \leq 1 \) (in lattice units), the finite spacing incurs a quantitative effect below five percent, see Figure 5. We also commented on how this reflects on the lattice investigations of the anomalous magnetic moment of the muon and argued that discretisation artifacts are negligible at the relevant energy scales.

As possible future applications of our framework, we’ve already discussed how it can be used to directly test some of the continuum extrapolation methods, but no actual results of this kind were provided. We leave such endeavours for future investigations. It also remains to be seen how the symmetry-based lattice modifications may affect some other correlators of interest, like the three-gluon or quark-gluon vertices. While the three-gluon interaction kernel was briefly considered in section III.C, for now we’ve completely ignored the spinor fields and related \( n \)-point functions. This is because we are not yet certain about all of the possible generalisations in this regard, when going from continuum to discretised spacetimes: for single-momentum functions we expect for hypercubic symmetry to allow for additional couplings apart from \( \gamma \cdot p \), where \( \gamma_{\mu} \) are the Euclidean Dirac matrices and \( p_{\mu} \) is the appropriate momentum vector. This too constitutes an interesting research topic for the future, especially as one expects for finite spacing artifacts to be more pronounced for fermions than bosons, see [101] as an example. Finally, we are yet to check if the low-momentum discrepancy seen in Figure 5 for the gluon propagator is a finite volume effect: if this turns out to be true, then perhaps our formalism may allow one to quantify such deviations as well, or indeed any (un)expected alterations with respect to the continuum tensor form, for lattice correlators of interest.
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Appendix A: Constructing the projectors for tensor basis elements

1. Basic principles

In this Appendix, we will show how the projectors are constructed for various tensor decompositions employed in this paper. We begin with a quick review of the basic ideas: although this is standard textbook material (see e.g. [64]), we think that the description of the underlying procedure is useful since it will be used repeatedly in the following. We start by assuming that one is working with a correlator \( \Gamma \) whose tensor basis includes \( N \) elements, or explicitly

\[
\Gamma = \sum_{j=1}^{N} F_j \tau_j ,
\]  

(A1)

where \( \tau_j \) denotes the \( j \)-th tensor structure, and \( F_j \) is the corresponding form factor. Whatever the quantum numbers of the vertex \( \Gamma \) and its basis, the fundamental principle for obtaining the projectors for \( \tau_j \) is always the same, and it amounts to a matrix inversion problem [64]. Namely, one starts by constructing the \( N \times N \) matrix of products of basis elements, i.e.

\[
M_{kj} = \tau_k \cdot \tau_j , \quad k, j = 1, \ldots, N ,
\]  

(A2)

where the dot (\( \cdot \)) denotes whatever scalar product which is appropriate for the structures \( \tau_j \). The next step is to invert the matrix \( M \), thus obtaining the operator \( M^{-1} \). From this, a projector for the \( k \)-th element \( \tau_k \) follows as

\[
P_k = \sum_{j=1}^{N} M_{kj}^{-1} \tau_j , \quad k = 1, \ldots, N .
\]  

(A3)

From the above considerations, one can also easily see why no well-defined projectors can be constructed for redundant bases, i.e. for tensor descriptions which feature linearly dependent elements. As an example, suppose that the structure (say) \( \tau^3 \) can be written as a linear combination of tensors \( \tau^1 \) and \( \tau^2 \), so that

\[
\tau^3 = C_1 \tau^1 + C_2 \tau^2 ,
\]  

(A4)

with some non-vanishing constants \( C_1 \) and \( C_2 \). In this situation, the third row of the matrix \( M \) of (A2) will be a linear combination of its first and second rows. However, it is well known that matrices which have at least one row or (respectively) column, that can be written as a linear combination of other rows, or (respectively) columns, are singular [64]. In other words, the said matrices have a vanishing determinant and cannot be inverted, thus making the projectors of (A3) ill-defined. The argument straightforwardly generalises from the case (A4) to whatever other linear combinations of basis structures one may think of. With this, we may finally begin our projector constructions.

2. Projectors for the gluon propagator

We commence with a straightforward example of the continuum gluon propagator, with a tensor description

\[
D_{\mu \nu}(p) = A(p) \delta_{\mu \nu} + B(p) p_\mu p_\nu .
\]  

(A5)

As discussed above, to obtain the projectors for these basis elements one first computes the matrix \( M \) akin to (A2), which in this case has the form

\[
M_{kj} = \tau_{\mu \nu}^k \cdot \tau_{\mu \nu}^j = \sum_{\mu=1}^{d} \sum_{\nu=1}^{d} \tau_{\mu \nu}^k \tau_{\mu \nu}^j , \quad k, j = 1, 2 ,
\]  

(A6)
where \( \tau^{1}_{\mu \nu} = \delta_{\mu \nu} \) and \( \tau^{2}_{\mu \nu} = p_{\mu} p_{\nu} \). The full matrix in \( d \) dimensions is

\[
M = \begin{bmatrix} d & p^2 \\ p^2 & (p^2)^2 \end{bmatrix},
\]

and its inverse is given by (for \( p \neq 0 \) and \( d > 1 \)):

\[
M^{-1} = \frac{(p^2)^{-2}}{(d-1)} \begin{bmatrix} (p^2)^2 & -p^2 \\ -p^2 & d \end{bmatrix}.
\]

According to the relation (A3), projectors for the basis elements \( \tau^{1}_{\mu \nu} \) and \( \tau^{2}_{\mu \nu} \) now follow as

\[
P^{A}_{\mu \nu} = P^{A}_{\mu \nu} = M^{-1}_{11} \tau^{1}_{\mu \nu} + M^{-1}_{12} \tau^{2}_{\mu \nu} = \frac{1}{d-1} \left( \delta_{\mu \nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right),
\]

\[
P^{B}_{\mu \nu} = P^{B}_{\mu \nu} = M^{-1}_{21} \tau^{1}_{\mu \nu} + M^{-1}_{22} \tau^{2}_{\mu \nu} = \frac{1}{d-1} \left( \frac{-\delta_{\mu \nu}}{p^2} + \frac{d p_{\mu} p_{\nu}}{(p^2)^2} \right).
\]

We now want to apply a similar method to obtain the dressing functions of the lattice-modified basis for \( D_{\mu \nu} (p) \), i.e. the representation

\[
D_{\mu \nu} = E(p) \delta_{\mu \nu} + F(p) p_{\mu}^2, \quad \mu = 1, \ldots d
\]

\[
D_{\mu \nu} = G(p) p_{\nu} p_{\mu}, \quad \mu, \nu = 1, \ldots d, \quad \mu \neq \nu.
\]

Diagonal and off-diagonal components of \( D_{\mu \nu} \) transform independently of each other, under hypercubic symmetry transformations, and they will thus be treated separately in the following. In particular, we will abandon the standard definition of a Lorentz-contraction of second rank tensors, i.e.

\[
\tau^{1}_{\mu \nu} \cdot \tau^{2}_{\mu \nu} = \sum_{\mu, \nu} \tau^{1}_{\mu \nu} \tau^{2}_{\mu \nu},
\]

in favour of its diagonal (⋆) and off-diagonal (⋆) variants, as follows:

\[
\tau^{1}_{\mu \nu} \star \tau^{2}_{\mu \nu} = \sum_{\mu} \tau^{1}_{\mu \nu} \tau^{2}_{\mu \nu},
\]

\[
\tau^{1}_{\mu \nu} \star \tau^{2}_{\mu \nu} = \sum_{\mu, \nu \neq \nu} \tau^{1}_{\mu \nu} \tau^{2}_{\mu \nu}.
\]

Both of the above products will be hypercubic scalars (i.e. they will be invariant under permutations of inversions of momentum components), provided that the momentum-space quantities \( \tau^{1}_{\mu \nu} \) and \( \tau^{2}_{\mu \nu} \) transform as tensors under the aforementioned symmetry operations. To take the example of permutations, both contractions in (A12) contain all possible combinations of tensor indices, all will thus be invariant under an arbitrary reshuffling of the said indices: for instance, in a three-dimensional theory the diagonal contraction is

\[
\tau^{1}_{\mu \nu} \star \tau^{2}_{\mu \nu} = \tau^{1}_{11} \tau^{2}_{11} + \tau^{1}_{22} \tau^{2}_{22} + \tau^{1}_{33} \tau^{2}_{33},
\]

and it remains unchanged under all elementary permutations (1 ↔ 2, 1 ↔ 3, and 2 ↔ 3) and their combinations. The same remark holds for the off-diagonal contraction in (A12). When it comes to parity changes, the invariance of the diagonal product is trivial because the diagonal components of second-rank tensors do not change under such transformations, see equation (A.8) as an example. The off-diagonal terms do get modified under inversions [again, see (A.8) as an example], but since both \( \tau^{1}_{\mu \nu} \) and \( \tau^{2}_{\mu \nu} \) (with \( \mu \neq \nu \)) change in the same way, the overall off-diagonal product will remain constant in this regard. Now, let us go back to the gluon propagator, and in particular to its diagonal part \( D_{\mu \mu} \). From (A10) one can see that this function has two basis elements, \( \delta_{\mu \mu} \) and \( p_{\mu}^2 \), and the corresponding projectors can be obtained with the same (essentially) procedure as for the continuum decomposition (A.5). The matrix
of products of basis structures is

\[ M_{k\mu}^{\text{diag}} = \tau_{\mu\nu}^k \tau_{\mu\nu}^j = \sum_{\mu} \tau_{\mu\nu}^k \tau_{\mu\nu}^j, \quad k, j = 1, 2, \quad (A14) \]

where \( \tau_{\mu\nu}^1 = \delta_{\mu\nu} \) and \( \tau_{\mu\nu}^2 = p_\mu p_\nu \). The explicit form of \( M^{\text{diag}} \) is

\[ M^{\text{diag}} = \begin{bmatrix} d & p^2 \\ p^2 & p^{[4]} \end{bmatrix}, \quad (A15) \]

with a hypercubic invariant \( p^{[4]} = \sum_{\mu=1}^d p_\mu^4 \). The inverse of the above operator is

\[ M^{\text{diag}, -1} = \frac{1}{d p^{[4]} - (p^2)^2} \begin{bmatrix} p^{[4]} & -p^2 \\ -p^2 & d \end{bmatrix}. \quad (A16) \]

The projectors for the dressing functions \( E(p) \) and \( F(p) \) now follow as in equation \((A9)\), with an appropriate substitution \( M^{-1} \rightarrow M^{\text{diag}, -1} \). The form factors \( E(p) \) and \( F(p) \) themselves may be obtained as suitable (diagonal) contractions with the gluon propagator, i.e.

\[ E(p) = P_{\mu\nu}^E \ast D_{\mu\nu} = \frac{p^{[4]} \sum_{\mu} D_{\mu\nu} - p^2 \sum_{\mu} p_\mu^2 D_{\mu\nu}}{d p^{[4]} - (p^2)^2}, \]

\[ F(p) = P_{\mu\nu}^F \ast D_{\mu\nu} = \frac{-p^2 \sum_{\mu} D_{\mu\nu} + d \sum_{\mu} p_\mu^2 D_{\mu\nu}}{d p^{[4]} - (p^2)^2}, \quad (A17) \]

wherein we used the fact that \( \delta_{\mu\nu} = 1 \). Concerning the off-diagonal propagator \( D_{\mu\nu} \) (with \( \mu \neq \nu \)) in \((A10)\), it has only a single basis element, and the corresponding dressing function \( G(p) \) can be immediately projected out as

\[ G(p) = \frac{p_\mu p_\nu \ast D_{\mu\nu}}{p_\mu p_\nu \ast p_\mu p_\nu} = \sum_{\mu, \nu} \frac{p_\mu p_\nu D_{\mu\nu}}{p_\mu p_\nu D_{\mu\nu}}. \quad (A18) \]

Now, for an arbitrary \( d \)-dimensional vector \( p \) it holds that

\[ \sum_{\mu, \nu} p_\mu^2 p_\nu^2 = (p^2)^2 - p^{[4]}, \quad (A19) \]

so that \( G(p) \) may also be written as

\[ G(p) = \frac{\sum_{\mu, \nu} p_\mu p_\nu D_{\mu\nu}}{(p^2)^2 - p^{[4]}}, \quad (A20) \]

which is the form used in the main body of the paper. The relation \((A19)\) will not be proven for a general dimension number \( d \), but will only be demonstrated for a three-dimensional case. From this the ingredients for a general proof can be easily deduced. For any vector in three dimensions, \( p = (p_1, p_2, p_3) \), one has that

\[ (p^2)^2 = (p_1^2 + p_2^2 + p_3^2) \cdot (p_1^2 + p_2^2 + p_3^2) = p_1^4 + p_2^4 + p_3^4 + p_1^2 p_2^2 + p_2^2 p_3^2 + p_3^2 p_1^2 + p_1^2 p_3^2 + p_3^2 p_2^2 + p_2^2 p_1^2 = \]

\[ p^{[4]} + \sum_{\mu, \nu} p_\mu^2 p_\nu^2, \quad (A21) \]

from which a three-dimensional variant of \((A19)\) directly follows. Now, in section IVB we claimed that the form factors \((A17)\) are ill-defined for diagonal momenta \( p \). We now want to show this explicitly. In \( d \) dimensions, a vector pointing
along the lattice diagonal will have the form

\[ p = (m, m, m, \ldots m), \quad \text{terms} \]

and its relevant scalar invariants are \( p^2 = d m^2 \) and \( p^{[4]} = d m^4 \). Plugging these into (A17), and using the fact that \( p_\mu^2 = m^2 \) for all values of the index \( \mu \), one sees that both \( F(p) \) and \( E(p) \) evaluate to an ambiguous expression of the kind “0/0”. As mentioned before, this ambiguity has to do with the fact that the diagonal basis elements \( \delta_{\mu\mu} \) and \( p_\mu^2 \) are not linearly independent, for diagonal momentum vectors \( p \), and the corresponding matrix \( M^{\text{diag}} \) of (A15) is singular at such momentum points.

At the end of section III.C, we also argued that the basis (A10) is complete in two dimensions, since it exhausts all of the free parameters which may be present in a symmetric \( 2 \times 2 \) matrix, see also equation (52) and reference [66]. Here, we want to show what this means “in practice”, by proving that the leading-order correction to the gluon tensor decomposition [equation (50)], can be described completely by the basis elements (A10). The second rank tensor of the kind (50), with the next-to-lowest mass dimension is (the lowest mass term is the continuum factor \( p_\mu p_\nu \)):

\[
\tau^{\text{lead}}_{\mu\nu}(p) = p_\mu p_\nu (p_\mu^2 + p_\nu^2). 
\]

(A23)

We first calculate the dressing functions of the basis (A10), pertaining to the above structure. For the form factor \( E(p) \) of the element \( \tau^{\text{lead}}_{\mu\nu} \), one gets (using the fact that \( \tau^{\text{lead}}_{\mu\nu} = 2 p_\mu^4 \))

\[
E(p) = \frac{2 \left(p^{[4]}\right)^2 - 2 p^2 p^{[6]}}{2 p^{[4]} - (p^2)^2} = -2 p_1^2 p_2^2,
\]

(A24)

where \( p_1 \) and \( p_2 \) are the components of a two-dimensional vector \( p = (p_1, p_2) \). In the same vein, it follows that \( F(p) = 2 p^2 \) and \( G(p) = p^2 \). The tensor quantity \( \tau^{\text{lead}}_{\mu\nu} \) can thus be represented as

\[
\tau^{\text{lead}}_{\mu\nu} = 2 p_\mu^4 = -2 p_1^2 p_2^2 \delta_{\mu\nu} + 2 p^2 p_\mu^2, \quad \mu = 1, 2,
\]

\[
\tau^{\text{lead}}_{12} = (p_1^2 + p_2^2) p_1 p_2 = p^2 p_1 p_2,
\]

(A25)

and similarly for the other off-diagonal term \( \tau^{\text{lead}}_{21} \). One can easily check that the above relations are trivially true, i.e. all the sides of the equation match each other. Therefore, the quantity \( \tau^{\text{lead}}_{\mu\nu} \) can indeed be described uniquely and completely by a decomposition of the kind (A10), in two dimensions. Similar demonstrations can be done for any terms of the form (50), and the procedure can also be applied in higher-dimensional settings. However, even though the coefficients \( E(p) \), \( F(p) \) and \( G(p) \) would still be correct, when calculated in more than two dimensions, the equations like (A25) would no longer hold: the left- and right-hand sides of such relations would not match. This is because the representation (A10) is incomplete, for \( d \geq 3 \), and it will not describe an arbitrary symmetric tensor \( \tau_{\mu\nu} \) without loss of information. One may consult [66] for further details.

3. Projectors for the ghost-gluon vertex

A continuum ghost-gluon vertex is described fully by two basis structures. We shall take these to correspond to the antighost (denoted \( q \) in this paper) and ghost (\( p \)) momentum, so that

\[
\Gamma_\mu(q, p) = A(q, p) q_\mu + B(q, p) p_\mu.
\]

(A26)

Again, the method for obtaining the projector functions for the above elements is the same (in principle) as for the continuum gluon propagator (A5), or even the diagonal lattice contribution \( D_{\mu\mu} \) in (A10). The appropriate matrix of products of basis tensors is (with \( \tau^1_\mu = q_\mu \) and \( \tau^2_\mu = p_\mu \))

\[
M^{\text{vert}} = \begin{bmatrix} q^2 & q \cdot p \\ q \cdot p & p^2 \end{bmatrix},
\]

(A27)

and its inversion and subsequent application of (A3) immediately gives the expressions of (81). We now proceed to the
somewhat harder case of a lattice-modified decomposition for the ghost-gluon correlator, where we choose

$$\Gamma_\mu(q, p) = E(q, p) q_\mu + F(q, p) p_\mu + G(q, p) q_\mu^3. \tag{A28}$$

For the above basis we will not write down explicitly the $3 \times 3$ operator $M$ akin to (A2). However, we do want to point out that the said matrix will have some unusual entries, by standards of a continuum field theory. By denoting the basis elements in numerical order as $\tau_1^\mu = q_\mu$, $\tau_2^\mu = p_\mu$ and $\tau_3^\mu = q_3^3$, the matrix components (for example) $M_{23} = M_{32}$ and $M_{33}$ would be

$$M_{23} = \sum_{\mu=1}^{3} p_\mu q_3^\mu = p^{(1)} q^3, \quad M_{33} = \sum_{\mu=1}^{3} q_\mu^6 = q^6, \tag{A29}$$

where we have introduced the notation

$$p^{(2m+1)} q^{2n+1} = \sum_{\mu=1}^{3} p_\mu^{2m+1} q_\mu^{2n+1}, \quad m, n \in \mathbb{N}_0, \tag{A30}$$

for hypercubic invariants consisting of two momentum vectors. To avoid the possibility of confusion, until the end of this section the standard continuum scalar products will also be written with hypercubic notation, so that (for example) $p^2 = p^{[2]}$ and $p \cdot q = p^{(1)} q^{(1)}$. Writing out the rows of $M^{-1}$ as row-vectors, one then has

$$M^{-1}(1,:) = \begin{bmatrix} (p^{(1)} q^3)^2 - p^{[2]} q^{[6]} & -p^{(1)} q^3 p^{(1)} q^{[4]} + p^{(1)} q^{[1]} q^{[6]} & -p^{(1)} q^3 p^{(1)} q^{[1]} + p^{[2]} q^{[4]} \end{bmatrix},$$
$$M^{-1}(2,:) = \begin{bmatrix} -p^{(1)} q^3 q^{[4]} + p^{(1)} q^{[1]} q^{[6]} & (q^{[4]} - q^{[2]} q^{[6]}) & -p^{(1)} q^3 q^{[2]} - p^{(1)} q^{[1]} q^{[4]} \end{bmatrix}, \tag{A31}$$
$$M^{-1}(3,:) = \begin{bmatrix} -p^{(1)} q^3 p^{(1)} q^{[4]} + p^{[2]} q^{[4]} & p^{(1)} q^3 q^{[2]} - p^{(1)} q^{[1]} q^{[4]} & (p^{(1)} q^{[1]})^2 - p^{[2]} q^{[2]} \end{bmatrix}.$$
The above rule follows from vector-like features of basis elements (A28), under a full parity change. Now suppose that we average the form factor (say) $E(q,p)$ over two sets of momenta, $(q,p)$ and $(-q,-p)$, so that

$$
E(q,p) + E(-q,-p) = P^E_{\mu}(q,p) \cdot \Gamma_{\mu}(q,p) + P^E_{\mu}(-q,-p) \cdot \Gamma_{\mu}(-q,-p) = P^E_{\mu}(q,p) \cdot \Gamma_{\mu}(q,p) - P^E_{\mu}(-q,-p) \cdot \Gamma_{\mu}(-q,-p) = 2 P^E_{\mu}(q,p) \cdot \text{Im} \left( \Gamma_{\mu}(q,p) \right),
$$

where “Im” denotes the imaginary part of the vertex. In the “!” step above, we used both (A34) and (A35). Note that in the above derivation we left out an averaging prefactor of 1/2, for reasons of brevity. Equation (A36) should make it clear that the function $E(q,p)$, and indeed any of the vertex dressings in (A28), will be purely imaginary, when averaged over momentum sets $(q,p)$ and $(-q,-p)$. Regarding the full parity averages, done over all possible inversions of momentum components, the same general conclusion applies. To take the example of a three-dimensional vector $p = (p_1, p_2, p_3)$, the complete inversion average would include the following momenta:

$$
p^i = (p_1, p_2, p_3), \quad p^{iii} = (p_1, -p_2, p_3), \quad p^{iv} = (p_1, p_2, -p_3),
$$

where $p^{i}$ is opposite to $p^{iv}$, etc. For each of these inversion-opposite pairs, one can separately do the same analysis as in (A36), to conclude that the parity average of vertex form factors will contain no real components. Note that this argument does not guarantee that the remaining imaginary part of correlator dressings is an actual hypercubic invariant. We are not entirely sure if such an invariance can even be proven analytically, starting from the numerical "invariance test" and they seem to have passed it, within statistical uncertainties.

Appendix B: Numerical gluon propagator and ghost-gluon vertex under inversions

Throughout this paper we have assumed that lattice correlators of interest transform as tensors of appropriate rank, under hypercubic symmetry operators. The said assertion might seem trivial, but in numerical Monte Carlo (MC) simulations it is not always obvious that it should actually hold. Put differently, for lattice vertex functions defined in terms of the link variables $U_{\mu}(x)$, it is not always clear that they should obey the expected alteration rules with respect to hypercubic matrices. In this Appendix we will look at the standard numerical lattice formulations for the gluon propagator and ghost-gluon vertex, and attempt to derive the corresponding transformation laws concerning the inversions of momentum components. Permutations will not be considered here as in practice they boil down to “mere” relabelling of coordinate axes.

In our upcoming proofs we will exploit some features specific to $SU(2)$ matrices. In particular, our arguments will rely heavily on the fact that lattice links belonging to the $SU(2)$ gauge group can be parametrised as $U_{\mu}(x) = U_0 + i \tilde{u} \cdot \tilde{s}$, with real coefficients ($u_0, \tilde{u}$). This does not necessarily mean that our final results do not apply to other $SU(N)$ gauge groups as well. However, for such more general situations the proofs presented here will not hold, and alternative line of reasoning ought to be followed to deduce the transformation properties of lattice correlation functions.

Let us start with an arguably easier case of the gluon two-point function. By combining the definition of the gluon potential $A_{\mu}$ of (55), with the orthogonality of Pauli matrices $[\text{Tr}(\sigma^a \sigma^b) = 2 \delta^{ab}]$, with $a, b = 1, 2, 3$, one quickly concludes that the colour components of $A_{\mu}$ are purely real, in coordinate space. In other words, the quantities

$$
A^b_{\mu}(x) = (1/2i) \cdot \text{Tr} \left[ A_{\nu}(x) \sigma^b \right] = u_2^b, \quad b = 1, 2, 3,
$$

have no imaginary components, since the coefficients $u_2$ from the parametrisation of the lattice links $U_{\mu}(x)$ are real numbers. The “reality” of $A^b_{\mu}(x)$, together with the definition of the Fourier transform in (61), entails the momentum-space relation

$$
A^b_{\mu}(-p) = A^b_{\mu}(p),
$$

where $C$ denotes complex conjugation. Therefore, under a full parity transformation on momentum $p$, the imaginary part of $A^b_{\mu}(p)$ transforms as a vector, whereas the real part remains unaffected. The non-vector nature of the real piece of $A^b_{\mu}(p)$ does not imply that this contribution ought to be simply “thrown away” in Monte Carlo simulations: this term can still enter the evaluations of lattice correlators without affecting their correct symmetry features under parity changes. As an example of this, one may take the diagonal components of the gluon two-point function, defined in (60)
(we assume that averaging over colour indices has been performed):

\[ D_{\mu\nu} \sim A_{\mu}(p) A_{\nu}(-p) = A_{\mu}(p) A_{\nu}^C(p) = |A_{\mu}(p)|^2, \quad \mu = 1, \ldots d, \]  

where \(|z|^2 = a^2 + b^2\), for a complex number \(z = a + ib\). In evaluating the above expression we used the property (B2). The diagonal propagator is thus guaranteed to be purely real, symmetric (obviously) and invariant under arbitrary inversions of momentum components. As for the off-diagonal terms, from the definition (60) alone one cannot make any definitive statements regarding their real/imaginary components, symmetry under index swaps or correct properties with respect to parity. Based on (60), the only thing which can be claimed with certainty is that

\[ D_{\mu\nu} = D_{\nu\mu}^C, \quad \mu, \nu = 1, \ldots d, \quad \mu \neq \nu. \]  

Fortunately, in standard Monte Carlo calculations the off-diagonal contributions of the gluon two-point function are “saved” by gauge-fixing. The usual (lattice) Landau gauge implementation, together with the \(p_\mu/2\) correction in the Fourier transform (61), brings about the tensor structure given in (62): one may consult [43] for details. Clearly, the equation (62) guarantees the absence of any imaginary pieces, as well as the symmetry under \(\mu \leftrightarrow \nu\) and correct inversion features for both the diagonal and off-diagonal propagator factors. In the absence of the \(p_\mu/2\) modification in (61), the resultant tensor representation would be

\[ D_{\mu\nu} = \left( \delta_{\mu\nu} - \frac{\bar{p}_\mu \bar{p}_\nu^C}{\sum_\mu |\bar{p}_\mu|^2} \right) D(p), \]  

where \(\bar{p}_\mu = \cos p_\mu - 1 - i \sin p_\mu\) [43]. The complex conjugation in the above expression comes from the minus sign in front of momentum \(p\), in the \(A_\nu\) part of (60). Strictly speaking, the same \(C\) operation also ought to be present in equation (62), but in that case it would just eliminate the imaginary unit(s) \(i\) which should be standing next to the lattice vector \(\bar{p}_\mu = 2 \sin(p_\mu/2)\), see equation (15) in [43]. In most Monte Carlo simulations featuring the structure (62), the conjugation \(C\) is simply ignored and the imaginary pieces are removed by hand. Now, it is straightforward to check that the diagonal parts \(D_{\mu\mu}\) in (B5) will contain the momentum factors

\[ \bar{p}_\mu \bar{p}_\mu^C = 2 - 2 \cos p_\mu, \quad \mu = 1, \ldots d. \]  

The above functions are real and parity-invariant, since the cosine is an even function of its arguments. On the other hand, the off-diagonal terms in (B5) have both real and imaginary components, they are not index-symmetric (i.e. there is no symmetry under \(\mu \leftrightarrow \nu\), if \(\mu \neq \nu\)), and they have no definitive properties regarding the parity transformations, as they feature sums of parity-even (\(\cos p_\mu\)) and parity-odd (\(\sin p_\mu\)) functions. Some of these problems can be fixed by symmetrising the propagator (B5) (so that \(2 D_{\mu\nu}^\text{symm} = D_{\mu\nu} + D_{\nu\mu}\)), which would result in a purely real function. However, the non-diagonal terms of such a gluon would be invariant under arbitrary axis inversions, which is not supposed to happen, see e.g. (48). To the best of our knowledge, no modern lattice calculation uses the decomposition (B5) (though see [90] for an opposite example), but this function serves as an excellent example on how symmetry properties of (numerical) lattice vertices cannot be taken for granted. In other words, one shouldn’t simply assume that a given numerical function obeys the required tensor transformation laws: whenever feasible, the presumed symmetry relations should be checked analytically and/or numerically, for Monte Carlo correlators of interest.

This brings us to the numerical ghost-gluon vertex, defined through the (many) equations of (55), (61), (75), (76), (77) and (78). We wish to prove that the identity (A34) holds for this correlator, which brings about the vanishing of the real part of the vertex form factors, upon parity-averaging. Using the decomposition \(U_\mu = \mathbb{1} u_0 + i \vec{u} \cdot \vec{\sigma}\) for the \(SU(2)\) gauge links, along with the previously mentioned orthogonality of the Pauli matrices \(\sigma^a (a = 1, 2, 3)\), one may show that the quantities \(G^a_{\mu}(y)\) defined in (78) ultimately evaluate to

\[ G^a_{\mu}(y) = \delta^{ab} u_0^{-\mu, y}, \]  

where \(u_0^{\mu, y}\) is the real coefficient in front of the \(\mathbb{1}\) term in \(U_\mu(y)\). Thus, the \(G_\mu(y)\) contributions in (77) are purely real, and so are the coordinate-space potentials \(A_\mu^y(y)\) [see equation (B1)] and the structure constants \(f^{abc}\) (we remind that \(f^{abc} = c^{abc};\) for an \(SU(2)\) group). If there are any imaginary pieces in (77), they can only come from the function \(\omega^b(y)\) alone. This immediately entails the relation

\[ M^{ab}(x, y) (\omega^b(y))^C = \left(M^{ab}(x, y) \omega^b(y)\right)^C \]  

for the coordinate-space Faddeev-popov operator \(M^{ab}(x, y)\). In words, if the scalar test function \(\omega^b(y)\) is complex-
conjugated, the said conjugation can be applied to the whole right-hand side of (77). The equation (B8) can be checked by splitting the test function into its real and imaginary parts and noting that, as there are no imaginary terms in \( M_{x,y}^{ab} \) apart from those coming from \( \omega^b(y) \), the \( C \) operation on \( \omega^b(y) \) carries over onto the whole FP matrix. Now, in our lattice simulations one “half” of the Fourier transform in (76) is evaluated by inverting the operator \( M_{x,y}^{ab} \) on a plane-wave source \( \omega^b(y) = \delta^{bc} e^{2\pi i q y} \) (with \( q \neq 0 \)) [99]. Symbolically, one may write

\[
(M^{-1})^{ab}_{x,y} (x,y) \delta^{bc} e^{2\pi i q y} \rightarrow (M^{-1})^{ac}_{x,q} (x,q) .
\]

The above states in a symbolic way that inverting the FP operator with a plane-wave test function effectively replaces the coordinate variable(s) \( y \) with the dependence on momentum \( q \) (where \( q \neq 0 \)), see [99] for additional details. The other half of the momentum-space transformation is done in the usual way, with

\[
(M^{-1})^{ab}_{p,q} (p,q) = \sum_x e^{2\pi i p x} (M^{-1})^{ab}_{x,q} (x,q) .
\]

One may now observe that a full parity transformation on vector \( q \) (so that \( q \rightarrow q' = -q \)) is equivalent to a complex conjugation of the source used for FP inversion, with \( e^{2\pi i q y} \rightarrow e^{-2\pi i q y} \). By virtue of (B8), the said \( C \) transformation carries over onto the entire “half-transformed” operator, so that

\[
(M^{-1})^{ab}_{x,-q} (x,-q) = \left[ (M^{-1})^{ab}_{x,q} (x,+q) \right]^C .
\]

Since the matrix \((M^{-1})^{ab}_{x,q}\) is still real with respect to coordinates \( x \) [we remind that all imaginary contributions come from \( \omega^b(y) \)], by employing (B10) one may see that the full inversion of momentum \( p \) likewise translates to a complex conjugation of the whole operator \((M^{-1})^{ab}_{p,q}\), or explicitly

\[
(M^{-1})^{ab}_{-p,-q} (-p,-q) = \left[ (M^{-1})^{ab}_{+p,+q} (+p,+q) \right]^C .
\]

Finally, by combining the result (B12) with equations (75), (79) and (B2), one obtains the transformation rule

\[
\Gamma_{\mu}(-q,-p) = \Gamma_{\mu}^C(q,p) ,
\]

which is what we wanted to prove. As shown at the end of the previous Appendix, the property (B13) guarantees that the parity averages of vertex form factors will be purely imaginary, which is also shown in Figure 8. As also pointed out in the previous section, the relation (B13) does not ensure that the (imaginary part of) the vertex transforms as a vector under partial inversions, wherein some (but not all!) momentum components get their signs flipped. The latter quality is required for vertex form factors to be invariant under arbitrary parity changes of momentum components. Still, results in Figure 8 are suggestive of this invariance feature, admittedly within sizeable error bars. Unlike the expression (B13), we are not sure if vertex transformation laws under arbitrary inversions can be derived starting from the definition (75). Also, it is not clear what happens to the above statements for symmetry groups other than \( SU(2) \), as it is not obvious that relations like (B8) would simply carry over: for more general gauge groups it is possible, at least in principle, that the coordinate space FP operator \( M^{ab}(x,y) \) will have imaginary contributions apart from those coming from the test function \( \omega^b(y) \), which would make the equations akin to (B8) invalid. We leave a detailed consideration of these questions for future studies.

### Appendix C: Symmetry rotations around lattice diagonals

In section II.B we considered \( \pi/2 \) rotations around the coordinate axes, and their corresponding matrix representations. We argued that these operators can always be broken down into combinations of inversions and pure permutations, and used this “permutation + inversion” viewpoint throughout the rest of the paper. However, up to now we have avoided taking a detailed look at the symmetry rotations around diagonals of (hyper)cubes, and in this Appendix we would like to correct this omission. To be more precise, here we want to explicitly demonstrate that the symmetry rotations around hypercube diagonals likewise fit the aforementioned “permutation + inversion” mold, and are thus in line with much of the analysis done in this work.

As usual, we start the arguments with the simple case of two dimensions and the corresponding hypercube, i.e. a square. Any square is invariant under a rotation by \( \pi \) degrees around any one of its two diagonals, as exemplified in
the top panel of Figure 10. Note that the sign of the rotation (i.e. clockwise versus counter-clockwise) does not matter here since the end result is exactly the same in both cases. In Figure 10 we used colour-coding for the square corners, as in the absence of any labels there would be no difference between the original and the transformed object (of course, this is the whole point of a symmetry transformation). Now the question is how does the operator which performs the action in the top plot of Figure 10 look like in matrix form. In this simple situation, the correct answer can in fact be easily guessed. But since the same guessing method can hardly be generalised to higher dimensions, already here we will use a more rigorous approach.

One may start by answering an easier question, namely by finding the operator which flips the square by \( \pi \) degrees around one of the coordinate axes. An example with a rotation around axis 2 is given in the bottom panel of Figure 10. The corresponding operator is, in matrix form

\[
\rho_1 = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}.
\]  

(C1)

The fact that the matrix \( \rho_1 \) indeed effects the transformation depicted in the bottom graph of Figure 10 can be checked by writing down explicitly the coordinates for each of the square corners. In the “original” position in Fig. 10 the coordinates are

\[
\text{red: } (n, n), \quad \text{blue: } (n, n),
\]

\[
\text{yellow: } (n, -n), \quad \text{green: } (-n, -n),
\]

(C2)

with some number \( n \). From the above one can easily see that the operator \( \rho_1 \) in (C1), which changes the sign of the first component of all position vectors, will interchange the red corner with the blue one, as well as the green one with the yellow: this is exactly the symmetry operation shown in the bottom panel of 10. We now want to turn \( \rho_1 \) into a matrix which flips the square by \( \pi \) degrees around one of the diagonals. This can be done in a standard way, via a similarity transformation [66]:

\[
L_{\pi, \text{diag}} = U \cdot \rho_1 \cdot U^{-1},
\]  

(C3)

where \( U \) transforms an unit vector pointing along the axis 2 into an unit vector pointing along one of the diagonals. For concreteness, we choose the green-blue diagonal in Fig. 10 as the desired axis of rotation. An unit vector pointing along this line (in the first quadrant) is of the form \( e_{\text{diag}} = (\sqrt{2}/2, \sqrt{2}/2) \) and thus the operator \( U \) can be obtained as
a solution of the matrix-vector equation
\[ U \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} \sqrt{2}/2 \\ -\sqrt{2}/2 \end{pmatrix}. \] (C4)

The elements of \( U \) are additionally constrained by the fact that \( U \) needs to be an orthogonal transformation, so that \( U \cdot U^T = I \) (here \( T \) denotes matrix transposition). Combining the orthogonality conditions for \( U \) with (C4) gives

\[ U = \begin{bmatrix} \sqrt{2}/2 & \sqrt{2}/2 \\ -\sqrt{2}/2 & \sqrt{2}/2 \end{bmatrix}, \] (C5)

so that the desired operator \( L^{\pi, \text{diag}} \) of (C3) is found to be

\[ L^{\pi, \text{diag}} = \begin{bmatrix} \sqrt{2}/2 & \sqrt{2}/2 \\ -\sqrt{2}/2 & \sqrt{2}/2 \end{bmatrix} \cdot \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} \sqrt{2}/2 & -\sqrt{2}/2 \\ \sqrt{2}/2 & \sqrt{2}/2 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \] (C6)

\( L^{\pi, \text{diag}} \) is obviously a pure permutation, which swaps the first and second components of two-dimensional vectors: by applying this operation to all of the position vectors in (C2), one sees that \( L^{\pi, \text{diag}} \) will interchange the red and yellow square corners, while leaving the blue and green ones intact. Therefore, \( L^{\pi, \text{diag}} \) is indeed a matrix representation of the symmetry rotation in the top panel of Figure 10. The operator which flips the square by \( \pi \) degrees around the other diagonal (the red-yellow line in the top graph of 10) is equal to \(-L^{\pi, \text{diag}}\). Thus, both symmetry operations match the “permutations and inversions” picture used in the main body of the paper.

Essentially the same procedure which had led us to (C6) can be applied in any number of dimensions. There are however some important differences compared to the two-dimensional case. The first is the actual angle of rotation about the diagonals, which leaves a given (hyper)cube intact. Whereas a two-dimensional square is invariant under a rotation by \( \pi \) degrees around the diagonal axes, the three-dimensional cube is left unaffected by \( 2\pi/3 \) degrees rotations, whereas a four-dimensional hypercube will be indifferent to \( \pi/2 \) diagonal transformations [66]. Thus, if one wanted to obtain an explicit matrix representation of a symmetry transformation about the diagonal in (say) three dimensions, one would need to start with a \( 2\pi/3 \) rotation around one of the axes, for instance axis number 3:

\[ L^{2\pi/3, 3} = \begin{bmatrix} \cos(2\pi/3) & \sin(2\pi/3) & 0 \\ -\sin(2\pi/3) & \cos(2\pi/3) & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \] (C7)

One other big difference with respect to the \( d = 2 \) situation is the actual construction of the operator \( U \) of (C3), which should transform a matrix like (C7) into a symmetry rotation about one of the cube diagonals. Namely, whereas equation (C4) is easily solved (coupled with orthogonality constraints for \( U \)), it’s three-dimensional generalisation corresponding to the rotation (C7) would be

\[ U \cdot \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} \sqrt{3}/3 \\ \sqrt{3}/3 \\ \sqrt{3}/3 \end{pmatrix}. \] (C8)

which is very hard to solve analytically. Fortunately, problems like (C8) can always be broken down into multiple “two-dimensional” tasks. Instead of solving the above equation directly, one may write the operator \( U \) as a product of certain simpler matrices, where each matrix transforms a three-dimensional vector while keeping one of its components fixed. In the case of (C8), it holds that

\[ U = (R^2 \cdot R^1)^{-1}, \] (C9)

where the matrices \( R^1 \) and \( R^2 \) are solutions of the equations

\[ R^1 \cdot \begin{bmatrix} \sqrt{3}/3 \\ \sqrt{3}/3 \\ \sqrt{3}/3 \end{bmatrix} = \begin{bmatrix} \sqrt{6}/3 \\ 0 \\ \sqrt{3}/3 \end{bmatrix}, \quad \text{and} \quad R^2 \cdot \begin{bmatrix} \sqrt{6}/3 \\ 0 \\ \sqrt{3}/3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}. \] (C10)

Coupled with the orthogonality conditions for \( R^1 \) and \( R^2 \), each of the two equations in (C10) are just as easy to handle as the two-dimensional problem (C4). Then, solving for \( R^1 \) and \( R^2 \), employing (C9) and transforming the
operator (C7) according to (C3) finally gives
\[ L^{\frac{2\pi}{3}, \text{diag}} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \Pi^{13} \cdot \Pi^{23}. \]  

(C11)

As in a two-dimensional situation, the operator \( L^{\frac{2\pi}{3}, \text{diag}} \) is a pure permutation, and in (C11) we’ve written it as a product of two transpositions, wherein \( \Pi^{\sigma \tau} \) exchanges the \( \sigma \)-th and \( \tau \)-th element of a vector with three components. Likewise, all the other symmetry transformations around the diagonals of a three-dimensional cube are either pure permutations or combinations of permutations and inversions. This kind of demonstration can straightforwardly be generalised to higher dimensions as well. One may say that, regardless of the dimension number, symmetry rotations around (hyper)cube diagonals can always be decomposed into inversions and \( \pi/2 \) rotations around coordinate axes, since an elementary permutation (a transposition) is equivalent to a combination of a (coordinate) axial \( \pi/2 \) rotation and a parity operation, see (13) and (15) as examples. Thus, \( \pi/2 \) rotations around coordinate axes and inversions actually exhaust all of the hypercubic symmetry operations, in an arbitrary number of dimensions.

Appendix D: Second-rank tensors under permutations

In section III C we provided some intuitive arguments for the claim that permutation operators cannot mix diagonal and off-diagonal components of tensors of second rank. Here we wish to give a somewhat more formal treatment of this issue. We will limit ourselves to considerations of transpositions, i.e. transformations which exchange only two elements at a time (when acting on vector-valued quantities). As already stated in IIID, an analysis featuring transpositions alone is sufficient since any permutation can be written as a composition of these elementary operators [64].

For convenience, here we will repeat how a permutation \( \Pi^{\sigma \tau} \), which exchanges the \( \sigma \)-th and \( \tau \)-th components of a vector (where both \( \sigma \) and \( \tau \) can run from 1 to the dimension number \( d \)), can be represented in terms of matrices. An operator \( \Pi^{\sigma \tau} \) is equivalent to the identity element 1 whose \( \sigma \)-th and \( \tau \)-th rows have been permuted [64]. Therefore, when \( \Pi^{\sigma \tau} \) is written out as a matrix, it will hold that
\[ \Pi^{\sigma \tau}_{\mu \nu} = \delta_{\mu \nu}, \quad \text{if} \quad \mu \neq \sigma, \tau, \]  

(D1)

whereas in the \( \sigma \)-th and \( \tau \)-th row of \( \Pi^{\sigma \tau} \) the only non-vanishing elements are
\[ \Pi^{\sigma \tau}_{\sigma \sigma} = \Pi^{\sigma \tau}_{\tau \tau} = 1. \]  

(D2)

Now let us see what the above representation for \( \Pi^{\sigma \tau} \) entails when it comes to second-rank tensors being transformed with transposition matrices. The corresponding alteration rule is
\[ D''_{\mu \nu} = \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \Pi^{\sigma \tau}_{\mu \alpha} \Pi^{\sigma \tau}_{\nu \beta} D_{\alpha \beta}. \]  

(D3)

We start with the easiest possible example, where none of the external indices \( \mu \) and \( \nu \) in (D3) matches the components \( \sigma \) and \( \tau \) that are being swapped. In other words, we look at a situation where \( \mu \neq \sigma, \tau \) and \( \nu \neq \sigma, \tau \). In this case, by employing (D1) one quickly gets
\[ D''_{\mu \nu} = \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \delta_{\mu \alpha} \delta_{\nu \beta} D_{\alpha \beta} = D_{\mu \nu}. \]  

(D4)

The above is a (trivial) statement that a tensor component \( D_{\mu \nu} \) does not get altered, if its indices are not the ones being permuted by the operator \( \Pi^{\sigma \tau} \). As an example, terms of the kind \( D_{14} \) and \( D_{44} \) are indifferent to the action of a transformation like \( \Pi^{23} \), as none of their indices are being changed by the said permutation. Since in this trivial case a given component (either diagonal or off-diagonal) gets mapped onto itself, there can be no mixing between off-diagonal and diagonal tensor contributions.
We now move on to the diagonal case, where (say) \( \mu = \nu = \sigma \). In this situation the general rule (D3) reduces to

\[
D''_{\sigma \sigma} = \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \Pi^\sigma_{\alpha \sigma} \Pi^\tau_{\beta \tau} D_{\alpha \beta} = \Pi^\sigma_{\sigma} \Pi^\tau_{\tau} D_{\tau \tau} = D_{\tau \tau} .
\]  

(D5)

In obtaining the above result we used the fact that \( \Pi^\sigma_{\sigma} \) is the only non-zero element in the \( \sigma \)-th row of \( \Pi^\tau_{\tau} \). In the same manner, a consideration of the second (non-trivial) diagonal option, \( \mu = \nu = \tau \) gives

\[
D''_{\tau \tau} = D_{\sigma \sigma} .
\]  

(D6)

The important thing about relations (D5) and (D6) is that, whatever the actual numerical values of indices \( \sigma \) and \( \tau \), a diagonal tensor term will always get mapped onto another diagonal element. However, this still does not guarantee that an off-diagonal contribution cannot get mapped onto the diagonal subspace. To check for this possibility, we look at a case where (say) \( \mu = \sigma \) and \( \mu \neq \nu \) (obviously, this also means \( \nu \neq \sigma \)). The appropriate transformation rule is

\[
D''_{\sigma \nu} = \sum_{\beta=1}^{d} \Pi^\sigma_{\nu \beta} D_{\tau \beta} , \quad \nu \neq \sigma ,
\]  

(D7)

wherein we immediately used the property (D2) to eliminate one of the sums. There are now two possible options for the other external index \( \nu \). If it is equal to \( \tau \), an application of (D2) gives the final result

\[
D''_{\sigma \tau} = D_{\tau \sigma} .
\]  

(D8)

In obtaining the above expression we went in with the assumptions that \( \mu = \sigma \), \( \nu = \tau \) and \( \mu \neq \nu \). This obviously also entails that \( \sigma \neq \tau \), and the equation (D8) is thus an example of one off-diagonal term being transformed into another off-diagonal component. Now going back to the more general case (D7), another possible option for \( \nu \) is that \( \nu \neq \tau \), for which the equation (D1) quickly gives

\[
D''_{\sigma \nu} = D_{\tau \nu} .
\]  

(D9)

In getting the result (D9), the index \( \nu \) was assumed to be different from both \( \sigma \) and \( \tau \), and therefore (D9) is a yet another example of an off-diagonal factor being changed into a different off-diagonal term. Again, there is no mixing between diagonal and off-diagonal contributions involved here. In deriving all of these “off-diagonal” results, we started with the external index \( \mu \) in (D3) and equated it to \( \sigma \). One might just as well have started with the external number \( \nu \) and equated it to either \( \sigma \) or \( \tau \): a consistent application of the representation (D1) and (D2) will always guarantee that an off-diagonal tensor component gets transformed into some other part of the off-diagonal subspace.

| \( V \) | \( \beta \) | \( \langle W_{1,1} \rangle \) | \( \omega \) |
|---|---|---|---|
| \( 32^2 \) | 8  | 0.81925(5) | 1.93 |
| \( 32^3 \) | 5  | 0.786869(7) | 1.96 |
| \( 32^3 \) | 7.4 | 0.859567(5) | 1.95 |

Table I. Some details concerning the gauge field configurations used in our simulations. \( \beta \) is the interaction parameter of the Wilson gauge action (53). \( \langle W_{1,1} \rangle \) is the expectation value of the 1 × 1 Wilson loop: on a three-dimensional lattice this quantity is needed for the scale-setting fit of equation (67) in [96], with string tension \( \sqrt{\sigma} = 0.44 \text{ GeV} \). \( \omega \) is the parameter of the gauge fixing procedure employed in our numerics, the over-relaxation method [88, 89].
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