Target Searches of Interacting Brownian Particles
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We study the target search of interacting Brownian particles in a finite domain, focusing on the effect of inter-particle interactions on the search time. We derive the integral equation for the mean first-passage time and acquire its solution as a series expansion in the orders of the Mayer function. For dilute systems relevant to most target search problems, we analytically obtain the leading order correction to the search time and prove a universal relation given by the particle density and the second virial coefficient. Finally, we validate our theoretical prediction by Langevin dynamics simulations for the various types of the interaction potential.

Target search by random walkers is a fundamental process in a host of phenomena such as diffusion-controlled reactions [1–10], binding of DNA transcription factors [11–14], animal foraging [15], the spread of infectious diseases, and fluctuations of stock prices [16]. A central quantity characterizing the process is the first-passage time, namely, the time it takes a random walker or a diffusing particle to encounter a target for the first time. Over the past decades, the random-search problem has received considerable attention [17–22], in particular, in the context of optimal search strategies [23–28] and universal properties in scale-invariant processes [19]; see, e.g., recent reviews [29, 30] and references therein.

While most studies rely on a single-particle picture, in practice, it is usual that a group of particles simultaneously search for a common target. In this case, the search time manifests the many-body properties even when searchers are noninteracting: The first-order statistic of the first-passage times recorded by individual searchers determines the search time and leads to the very characteristic dependence on the number of searchers [22, 23, 30, 38]. Moreover, searchers often interact with each other. One example is Mongolian gazelles utilizing acoustic communication to explore better habitat areas [38]. For such interacting searchers, one of the fundamental questions is how inter-searcher interaction affects the first-passage time. Up to date, only a few studies tackle the interaction effect [40, 42]. For example, Agranov and Meerson recently studied the narrow escape problem using the macroscopic fluctuation theory, where the presence of interaction is included implicitly through the diffusivity and mobility of the lattice gas particles [41].

To address the search problem in the presence of interactions in detail, we consider the dynamics of $N$ Brownian particles:

$$\dot{\mathbf{r}}_j = -\mu \nabla_{\mathbf{r}_j} U + \sqrt{2D} \mathbf{\xi}_j(t),$$

where $\mathbf{r}_j$ is the position of the $j$-th particle, $\mu$ is its mobility, $D = \mu k_B T$, and $\mathbf{\xi}_j(t)$ denotes the Gaussian white noise. The particles interact with each other via pairwise potential $v(\mathbf{r})$, and the total interaction energy reads as $U(\mathcal{R}) = \sum_{i<j} v(\mathbf{r}_i - \mathbf{r}_j)$ with $\mathcal{R} = (\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N)$. We regard the target as being found when one of the searchers reaches the target. Direct simulations of Eq. (1) for particles interacting via exponential potential show that the relative change of averaged search time depends on whether the interaction is attractive or repulsive (see Fig. 1). Then an imminent question arises: Is it possible to analytically account for the effect of interaction if the interaction potential is given? This question becomes more intriguing when the interaction has both attractive and repulsive parts, which is the case for many colloidal particles.

In what follows, we address these questions and provide a solution to the target search problem of inter-

![FIG. 1. (a) Schematic picture of Brownian particles (small blue circles) searching for a target (large red circle) in a finite domain. Here, the particles interact with each other via a pairwise interaction $v(\mathbf{r})$. (b) Relative change of the global mean first-passage time, $\tau/\tau_0 - 1$ vs. the interaction strength $v_0$ when $v(r) = k_B T v_0 e^{-r/\sigma}$ with $\sigma = 0.5a$. $\tau(\tau_0)$ is the search time averaged over a uniform initial searcher distribution in the presence (absence) of interactions, and $\rho \equiv (N - 1)/V$. Langevin dynamics simulations are performed in two-dimensional circular domain of radius $b$ with a target size $a$ as a unit length, and each symbol indicates different $N$. Solid line represents the theoretical prediction given by Eq. (17) (see the main text).](image)
acting particles described by Eq. 1. To this end, we obtain the integral equation for the mean first-passage time (MFPT), which explicitly includes the interaction potentials. The potential is introduced in the form of the Mayer function which allows us to treat the potentials even if they diverge due to hardcore repulsions at short distances. Then, solving the equation iteratively, we find that in the large volume limit, the leading order correction to the MFPT arising from interactions is given in the form of virial expansion, and does not depend on the other details of potentials and search domain shapes.

Setting and formulation—We have N Brownian particles searching for a small-size target $T$ in a d-dimensional finite domain $D$ (see Fig. 1). The stochastic trajectories of the Brownian particles that start from the initial positions $R_0 = (r_{0,1}, r_{0,2}, \cdots, r_{0,N})$ are characterized by the N-particle probability density function $P_N(R,t|R_0)$ of the particle positions $R$ at time $t$, obeying the Fokker-Planck equation $[43, 45]$:

$$\partial_t P_N(R, t|R_0) = \mathcal{L}_{FP}(R) P_N(R, t|R_0)$$

(2)

with the time derivative $\partial_t = \partial/\partial t$ and the forward Fokker-Planck operator $\mathcal{L}_{FP}(R) = \beta D \nabla \cdot [\nabla U(R)] + D \nabla^2$, where $\beta = 1/k_B T$ and $\nabla = \sum_{i=1}^{N} \nabla_{r_i}$. An absorbing boundary condition on the target boundary $\partial T$ and a reflecting boundary condition on the domain boundary $\partial D$ are imposed as $P_N(R, t|R_0) = 0$ if $r_i \in \partial T$ and $\hat{n} \cdot j(R, t|R_0) = 0$ if $r_i \in \partial D$, where $\hat{n}$ is a unit vector normal to the domain boundary, and $j(R, t|R_0) = -D (\nabla U(R) + \nabla) P_N(R, t|R_0)$ is the probability current.

In evaluating the MFPT, it is convenient to use the backward Fokker-Planck equation:

$$\partial_t P_N(R, t|R_0) = \mathcal{L}^*_FP(R) P_N(R, t|R_0)$$

(3)

with the adjoint Fokker-Planck operator $\mathcal{L}^*_FP(R) = -\beta D \nabla U(R) \cdot \nabla_0 + D \nabla^2_0$, where $\nabla_0$ is the del operator applied on $R_0$. Integrating Eq. (3) over $R$ and $t$, we obtain an adjoint equation for the MFPT, $\tau(R_0)$, for a given initial configuration $R_0$ $[43, 43]$:

$$\mathcal{L}^*_FP(R_0) \tau(R_0) = -1,$$

(4)

where $\tau(R_0) = \int_0^\infty dt \int dR \ P_N(R, t|R_0)$ defines the search time. Here, we used the fact that in a finite domain, the target is eventually found, i.e., $\lim_{t \to \infty} \int dR \ P_N(R, t|R_0) = 0$. The boundary conditions for $\tau(R_0)$ are given as follows: $\tau(R_0) = 0$ if $r_{0,i} \in \partial T$ and $\hat{n} \cdot \nabla_0 \tau(R_0) = 0$ if $r_{0,i} \in \partial D$. If the particles do not interact with each other, $U(R) = 0$, Eq. (4) becomes $D \nabla^2 \tau(R_0) = -1$, and its solution $[18]$

$$\tau_0(R_0) = -\frac{1}{D} \int dR \ G(R|R_0)$$

(5)

determines the search time of non-interacting searchers.

In the case of interacting searchers, we find that MFPT can be written using the Green function as

$$\tau(R_0) = \tau_0(R_0) + \beta \int dR \ G(R|R_0) \nabla U(R) \cdot \nabla \tau(R)$$

(6)

Defining $\tau(R_0) - \tau_0(R_0) \equiv \tau_U(R_0)$, we rewrite $\tau_U$ in a manner akin to the virial expansion using $M \equiv e^{-\beta U(R)} - 1 = \prod_{i<j} (1 + f_{ij}) - 1$ with the Mayer function $f_{ij} = e^{-\beta \delta(r_i - r_j)} - 1$:

$$\tau_U(R_0) = -\beta \int dR \ G(R|R_0) M(R) \nabla U(R) \cdot \nabla \tau(R)$$

$$- \int dR \ G(R|R_0) \nabla M(R) \cdot \nabla \tau(R).$$

(7)

Exploiting the relation $-\beta \nabla U(R) \cdot \nabla \tau(R) = -\nabla^2 \tau(R) - 1/D$ and integrating by parts, we get

$$\tau_U(R_0) = \beta \int dR \ G(R|R_0) M(R) \nabla^2 \tau_0$$

$$+ \int dR \ M(R) \nabla G(R|R_0) \cdot \nabla \tau(R)$$

(8)

and obtain the integral equation for MFPT as

$$\tau(R_0) = \tau_0(R_0) + \int dR \ M(R) G(R|R_0) \cdot \nabla \tau(R),$$

(9)

where $G(R|R_0) = -G(R|R_0)/D + \nabla G(R|R_0) \cdot \nabla \tau(R)$.

Our basic strategy to solve the integral equation (9) is to expand the search time in the powers of $M$, whereby we let $\tau(R_0) = \sum_{n=0}^{\infty} \tau^{(n)}(R_0)$ with $\tau^{(n)}$ containing the $n$th power of $M$. First, neglecting the inter-particle interactions, the zeroth-order approximation for the MFPT is $\tau^{(0)}(R_0) = \tau_0(R_0)$. Replacing $\tau$ on the right hand side of Eq. (9) with $\tau^{(0)}$, we obtain

$$\tau^{(1)}(R_0) = \int dR \ M(R) \nabla \left( G(R|R_0) \nabla \tau_0(R_0) \right).$$

(10)

Continuing iteration as such, we find $\tau^{(n\geq 2)}$ as

$$\tau^{(n\geq 2)}(R_0) = \int dR_1 \mathcal{O}_1 \cdots \int dR_n \mathcal{O}_n \tau_0(R_n),$$

(11)

where $\mathcal{O}_i = M(R_i) \nabla_i G(R_i|R_{i-1}) \cdot \nabla_i$. Summing up, the modifications of the search time caused by inter-searcher interactions rest on Eqs. (10) and (11), and one can truncate the series upon the degree of pursued accuracy.

Dilute Limit—for dilute systems of interest in our study, the Mayer function $f(r)$ is negligible when $|r|$ is longer than an interaction range (assumed short here)
and serves as an expansion parameter. Collecting terms linear in \( f \), which only appear in \( \tau^{(1)}(R) \), we obtain

\[
\tau(R_0) = \tau_0(R_0) + \int dR \sum_{i<j} f_{ij} \nabla \cdot [G(R_0|R) \nabla \tau_0(R)].
\]  

(12)

This is the first main result. We note that we also obtain the same equation in an alternative approach; performing an expansion in terms of the interaction strength, we derive a perturbation equation of the search time as a series of Poisson equations, with an analogy to the electrostatic problems. Then, rearranging terms according to the volume order and gathering the leading order terms only, we arrive at the same equation (see details in SI [48]).

In cases where particles uniformly populate the searching domain at the initial time, the average search time over a uniform initial distribution, called the global mean first-passage time (GMFPT), is given by

\[
\bar{\tau} = \frac{1}{V N} \int dR \tau(R_0).
\]  

(13)

Here, for convenience, we take the target volume as a unit and the volume of \( D \) as \( V \). Inserting Eq. (12) into Eq. (13), we obtain the GMFPT for interacting particles:

\[
\bar{\tau}(\tilde{\tau}_0) \approx \tilde{\tau}_0 - \frac{D}{V N} \int dR \sum_{i<j} f_{ij} \nabla \cdot [\tau_0(R) \nabla \tau_0(R)].
\]  

(14)

To tackle the analytic calculation of Eq. (14), an instrumental element is \( \tau_0(R) \) determined by the Green function \( G(R'|R) \) through the relation [18]. The exact expression of \( G(R'|R) \) reads as

\[
G(R'|R) = \sum_{n_1, \ldots, n_N=1}^\infty \frac{1}{\sum_{i=1}^N n_i} \left( \prod_{i=1}^N \psi_n_i(r'_i)\psi_n_i(r_i) \right),
\]

where \( \psi_k(r) \) and \( \lambda_k \) are \( k \)-th eigenfunction and eigenvalue of the Laplace operator, respectively [10]. The eigenvalues are arranged in ascending order in magnitude. Noting that in the limit of \( V \to \infty \) the eigenvalue \( \lambda_1 \) with the smallest magnitude approaches zero, and other eigenvalues remain finite [17], we can simplify the above expression considerably for the case of our interest where the search domain is much larger than the target size:

\[
G(R'|R) \approx \frac{1}{N \lambda_1} \prod_i \psi_1(r'_i)\psi_1(r_i).
\]  

(15)

This asymptotic expression of the Green function leads to the search time of non-interacting searchers as

\[
\tau_0(R) \approx \frac{V^{N/2}}{ND\lambda_1} \prod_{i} \psi_1(r_i).
\]  

(16)

where we let \( \int dr \psi_1(r) \simeq V^{1/2} \), using the fact that the normalized eigenfunction \( \psi_1 \) is almost constant except the region close to the target. Integrating \( \tau_0(R) \) over \( R \), one from Eq. (13) obtains the well-known expression of GMFPT of non-interacting searchers, \( \bar{\tau}_0 \simeq (N_\lambda D)^{-1} \) [22].

Putting Eq. (10) into Eq. (14) and performing the integrations allows us to estimate the interaction effects. In the case of a dilute system with an interaction range relatively shorter than the system size, by approximating the Mayer function as a delta function and following steps detailed in SI [48], we obtain the second main result, an expression for GMFPT:

\[
\bar{\tau} = \bar{\tau}_0 \left[ 1 - \frac{4 N - 1}{3 V} B_2 \right],
\]  

(17)

where \( B_2 \) is the second virial coefficient

\[
B_2 = -\frac{1}{2} \int d^2r \left[ e^{-v(|r|)} - 1 \right].
\]  

(18)

Note that the first correction term on the search time due to interaction is proportional to the particle density and the second virial coefficient of the interaction potential, and does not depend on other details such as domain shapes. The relation (17) predicts how the sign of interaction affects the search time. For repulsive interactions, the second virial coefficient is positive, and the search time is shorter than the non-interacting, ideal case and decreases with elevated interaction strengths. Attractive interactions act oppositely and slow down the search process. This is consistent with our numerical results presented in Fig. 1 and can be intuitively understood by considering how the particle distribution close to the target boundary changes as the interaction turns on. In terms of searcher distribution, the target area is a cavity devoid of particles, causing an imbalance in force distributions. Therefore, particles repelling one another are pushed toward the target, shortening MFPT, whereas attracting particles get shoved away from the target and take longer MFPT.

Simulations and Discussion—To verify our prediction Eq. (17) quantitatively, we perform the overdamped Langevin dynamics simulations, considering \( N \) particles with a uniform initial distribution in a domain with a small target located in it, and measure GMFPT. In simulations, we consider three different potentials; i) exponential, \( v(r) = v_0 k_B T \exp(-|r|/\sigma) \) with an interaction strength \( v_0 \) and a decay length \( \sigma \), ii) hardcore potential of radius \( \sigma \), \( v(r) = \infty \) for \( |r| < \sigma \) and 0, otherwise, and iii) Sutherland potential, \( v(r) = \infty \) for \( |r| < \sigma \) and \(-v_0 k_B T (\sigma/r)^6 \), otherwise. In simulating hardcore interactions, we let the particles repel along the line connecting their centers until there is no overlap between them. To demonstrate the universal feature, we plot the relative changes in GMFPTs together in Fig. 2 for all different
For various values of the searcher number $N$, the domain size $b$, the interaction range $\sigma$, and the interaction strength $v_0$ considered here, all data points show a good agreement with the theoretical prediction, Eq. (17), represented as a solid line, clearly demonstrating the validity of our theory. Formulated in terms of the Mayer function, our theory applies to diverging potentials at short distances, such as the hardcore potential. Intermolecular potentials usually consist of a short-range hardcore repulsion and a smooth, relatively long-range attraction, as in DLVO theory. For the potential of such type combining repulsive and attractive interactions, it would not be obvious, even at a qualitative level, to predict the effect of interactions on the search time. Our result of Eq. (17), however, provides an explicit answer; the second virial coefficient determines the search time.

Our main result considers the search time in the large volume limit, or equivalently, the dilute density regime, which is the most relevant in the context of the target search. In semi-dilute regimes, the higher-order terms neglected in Eq. (14) would contribute, and the GMFPT deviates from the linear, leading order behavior. For example, in the case of strongly attracting particles, the aggregation occurs as the particle density increases, and then the searching dynamics may show abrupt changes as a result of the clustering of the particles, as reported in Ref. [42]. In deriving Eq. (17), we also assumed the short-ranged potential. Otherwise, the integral in evaluating $B_2$ is dominated by large distances and may diverge. Therefore, in the case of long-range interactions such as Coulomb potential, the search time is inexpressible in the form of a virial series.

We remark that for soft potentials, we may expand the Mayer function as $\exp[-\beta v(r)] - 1 \approx -\beta v(r)$, and the second virial coefficient of Eq. (17) is replaced by the integral of the potential. In fact, adopting the action derived from the Dean’s equation [50] into the large deviation functional considered in Ref. [40], we can obtain the equation similar to Eq. (17), for soft potentials. In such an approach, however, the virial coefficient does not appear explicitly in the expression of searching time.

Summary—We have studied random target searches by interacting Brownian particles in a confined space. As the target search usually becomes important when the searcher density is low, we considered expansion using the Mayer function and derived the leading order correction in the dilute searcher density limit. For short-ranged interactions where the Mayer function is approximated as a delta function, we have derived the leading order correction on the GMFPT which is proportional to the second virial coefficient of the potential and the particle density. Lastly, we have verified our theory by comparing the theoretical expectations with the Langevin dynamics simulations. In future studies, it would be interesting to extend the formalism suggested in the paper to consider the random target searching of particles with long-range interaction and Kramers barrier crossing problem for interacting particles.
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