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Abstract

We consider the problem of learning recurring convolutional patterns from data that are not necessarily real valued, such as binary or count-valued data. We cast the problem as one of learning a convolutional dictionary, subject to sparsity constraints, given observations drawn from a distribution that belongs to the canonical exponential family. We propose two general approaches towards its solution. The first approach uses the \(\ell_0\) pseudo-norm to enforce sparsity and is reminiscent of the alternating-minimization algorithm for classical convolutional dictionary learning (CDL). The second approach, which uses the \(\ell_1\) norm to enforce sparsity, generalizes to the exponential family the recently-shown connection between CDL and a class of ReLU auto-encoders for Gaussian observations. The two approaches can each be interpreted as an auto-encoder, the weights of which are in one-to-one correspondence with the parameters of the convolutional dictionary. Our key insight is that, unless the observations are Gaussian valued, the input fed into the encoder ought to be modified iteratively, and in a specific manner, using the parameters of the dictionary. Compared to the \(\ell_0\) approach, once trained, the forward pass through the \(\ell_1\) encoder computes sparse codes orders of magnitude more efficiently. We apply the two approaches to the unsupervised learning of the stimulus effect from neural spiking data acquired in the barrel cortex of mice in response to periodic whisker deflections. We demonstrate that they are both superior to generalized linear models, which rely on hand-crafted features.

1 Introduction

In the signal processing literature, convolutional dictionary learning (CDL) is the de-facto method for learning sparse signal representations that are tailored to a given dataset [1]. In machine learning, deep learning has become a popular method for learning signal representations from data [2]. CDL algorithms and deep convolutional neural networks (NNs) learn local patterns that are common to the examples comprising the dataset of interest.

CDL assumes that every example \(y\) from the dataset admits a representation as a sparse linear combination of locally shifted filters. Mathematically, in the absence of noise, we can express this as \(y = Hx\), where \(H\) is a convolutional matrix comprising locally shifted copies of the filters, and \(x\) is a sparse code vector whose nonzero elements select where each of the filters occurs in \(y\). The goal of classical CDL is to learn \(H\) and \(x\) using all examples [1]. Classical methods cast this as a non-convex optimization problem. To deal with the non convexity, most CDL frameworks [1] proceed by alternating minimization, iterating between a convolutional sparse coding step and a dictionary update step. When the data \(y\) are real valued, a recent line of work [3, 4, 5] has shown a one-to-one correspondence between classical optimization-based CDL algorithms and a class of deep ReLU networks. The advantage to this correspondence is two-fold. First, it provides a principled framework for solving CDL problems using NNs. Second, it makes it possible to solve CDL problems using GPUs, orders of magnitude faster than optimization-based algorithms for CDL. While classical CDL has been successful in a number of applications [1, 4], the majority of existing work assumes that the data of interest are real valued and are therefore not appropriate for data that are binary or count valued such as neural spiking data, fingerprint images, and photon-based images, to name a few. There have been several attempts to address this in the context of sparse coding [6, 7], and more recently dictionary learning for count data contaminated by Poisson noise [8, 9]. These analyses, however, assume patch-based, as opposed to convolutional, representations of the data of interest and rely on restrictive assumptions on the data generating process. The dearth of principled approaches for learning convolutional representations from data that are not real valued is even more pronounced in the deep learning field. To our knowledge, there does not exist a rigorous framework for training deep NNs using such data. Restricted Boltzmann machines (RBMs) [10] can accommodate binary data. However, RBMs assume the hidden features underlying the input data are binary.

We propose two general frameworks for learning convolutional representations, subject to sparsity constraints, from data drawn from a distribution in the canonical exponential family. Both algorithms draw inspiration from the iteratively reweighted least squares (IRLS) algorithm [11] for maximum likelihood estimation in the canonical exponential family. The first framework, termed exponential-family convolutional orthogonal matching pursuit (ECOMP), uses the \(\ell_0\) pseudo-norm to enforce sparsity. ECOMP is an alternating-minimization algorithm for optimization-based CDL. The sparse coding step extends OMP [12] to the exponential family. The dictionary update step is a constrained maximum likelihood estimation problem using the distribution of interest. The second framework,
which uses the $L_1$ norm to enforce sparsity, is inspired by the recent connections developed in the signal processing literature between alternating-minimization algorithms and deep constrained auto-encoders [3]. Our approach maps the alternating-minimization algorithm for $L_1$-based CDL to a constrained deep neural network which we call deep exponential-family auto-encoder (DEA). The encoder performs ISTA [13] on iteratively modified versions of the input data and outputs sparse codes. The decoder uses the output of the encoder to construct the likelihood of the exponential family of interest. Fig. 1 demonstrates the general architecture for the two proposed frameworks.

**Figure 1**: Generic auto-encoder architecture for canonical exponential-family convolutional dictionary learning. The encoder/decoder structure mimics the sparse coding and dictionary update steps in optimization-based alternating-minimization algorithms for dictionary learning. The black box corresponds to either $L_0$-based (ECOMP) or $L_1$-based (DEA) sparse coding. The encoder performs $T$ iterations of sparse coding. Each iteration uses “working observations” $\tilde{y}$, obtained by iteratively modifying the inputs $y$ using the filters $H$ and a nonlinearity $f(\cdot)^{-1}$ that depends on the specific distribution in the canonical exponential family that the observations $y$ are drawn from. To update the dictionary, the decoder applies a loss, which also depends on the distribution of the observations, to a linear function of the output $x_T$ of the encoder.

Our main contributions are as follows

**NNs for non-real-valued data** We propose a general principled prescription, not only for learning a convolutional dictionary using exponential family data, but also for designing and training NNs using such data.

**Fast inference in NNs for non-real-valued data** We show through simulation that the encoders of ECOMP and DEA perform inference faster than CVXPY [14], a popular convex optimization library, respectively by factors of 4x and 70x. The superiority of the DEA encoder comes from the fact that it can be easily deployed on GPUs.

**Unsupervised learning of stimulus effect in models of neural spiking data** We apply ECOMP and DEA to the unsupervised learning of the stimulus effect in simulated and real neural spiking data from neurons in the barrel cortex. Our results demonstrate that ECOMP and DEA can be applied to a linear function of the output $x_T$ of the encoder.

## 2 Problem Formulation

### Canonical exponential-family distribution

For a given observation vector $y \in \mathbb{R}^N$, with mean $\mu \in \mathbb{R}^N$, we define the log-likelihood of the canonical exponential family [16] as

$$
\log p(y|\mu) = f(\mu)^T y + g(y) - B(\mu),
$$

where we have assumed that, conditioned on $\mu$, the elements of $y$ are independent. The canonical exponential family includes a broad family of probability distributions such as the Normal, Bernoulli, Poisson, and Gamma distributions. The functions $g(\cdot)$, $B(\cdot)$, as well as the invertible link function $f(\cdot)$, all depend on the choice of distribution. Let $A \in \mathbb{R}^{N \times p}$ denote a generic design matrix whose columns correspond to covariates and $x \in \mathbb{R}^p$ a vector of coefficients. If we let $f(\mu) = Ax$, or equivalently $\mu = f^{-1}(Ax)$, then Eq. 1 becomes a GLM [16] with canonical link $f(\cdot)$. Given $y$, maximizing the log-likelihood using Newton’s method leads to an IRLS algorithm. In IRLS, each Newton iteration corresponds to covariates and $\mu$. Each iteration uses “working observations” $\tilde{y}$, obtained by iteratively modifying the inputs $y$ using the filters $H$ and a nonlinearity $f(\cdot)^{-1}$ that depends on the specific distribution in the canonical exponential family that the observations $y$ are drawn from. To update the dictionary, the decoder applies a loss, which also depends on the distribution of the observations, to a linear function of the output $x_T$ of the encoder.

$$
\nabla_\mu \log p(y|\mu) = \nabla_\mu \log p(y|A, x) = A^T (y - f^{-1}(Ax)),
$$

which represents the inner product between the columns of $A$ and the working observation $\tilde{y}$.

**Convolutedal GLM** We consider the setting in which the linear predictor is the sum of scaled and time-shifted copies of $C$ finite-length filters, denoted $\{h_c\}_{c=1}^C \in \mathbb{R}^N$, each localized in time, i.e. $K < N$. Following notation and terminology from the signal processing literature [1], we can express $f(\mu)$ in convolutional form: $f(\mu) = \sum_{c=1}^C h_c * x^c$, where $*$ is the convolution operation, and $x^c \in \mathbb{R}^{N-K+1}$ is a train of scaled impulses which we refer to as code vector. We can use linear-algebraic notation to write $f(\mu) = \sum_{c=1}^C h_c * x^c = Hx$, where $H \in \mathbb{R}^{N \times (N-K+1)}$ is a matrix that is the concatenation of $C$ Toeplitz matrices $H_c \in \mathbb{R}^{N \times (N-K+1)}$, $c = 1, \ldots, C$, and $x = \{x^1, \ldots, x^C\}^T \in \mathbb{R}^{C(N-K+1)}$ is a vector with $C$ blocks, each of which is in one-to-one correspondence with the blocks of $H$. The columns...
of \( H \) consist of all possible time shifts of \( h_c \), zero-padded to have length \( N \). In the convolutional setting, we interpret \( y \) as a time series in discrete-time, and the non-zero elements of \( x \) as the times when each of the \( C \) filters contributes to the mean \( \mu \) of \( y \).

### 3 Methods

Given \( J \) observations \( \{y^j\}_{j=1}^J \), our goal is to estimate \( \{h_c\}_{c=1}^C \) and \( \{x^j\}_{j=1}^J \) that minimize the negative log likelihood \( -\sum_{j=1}^J \log p(y^j|\{h_c\}_{c=1}^C, x^j) \) under the canonical exponential family convolutional generative model, subject to sparsity constraints on the \( J \) code vectors \( \{x^j\}_{j=1}^J \). We enforce sparsity using either the \( \ell_0 \) pseudo-norm or the \( \ell_1 \) norm. This leads to the exponential-family convolutional dictionary learning (ECDL) problem

\[
\min \left\{ \sum_{j=1}^J \left( - (H x)^T y^j + B(f^{-1}(H x)) \right), \text{s.t. } x^j \geq 0, \|h_c\|_2 = 1, \left\{ \begin{array}{l} \|x^j\|_0 \leq \beta_0 \\
\|x^j\|_1 \leq \beta_1 \end{array} \right. \right\} \quad (3)
\]

where \( \beta_0 \) and \( \beta_1 \) are hyperparameters that control the degree of sparsity. The non-negativity constraint is a natural choice in applications of both CDL [1] and deep NNs [17]. The objective is jointly non convex in \( H \) and \( x^j \). A popular approach to deal with the non convexity is to alternatively minimize the objective over one set of variables while the others are fixed, until convergence. Let \( m \geq 1 \) denote the \( m \)th iteration of the alternating-minimization procedure. At iteration \( m+1 \), the codes \( \{x^j\}_{j=1}^J \) are computed based on \( H^{(m)} \) through a convolutional sparse coding step, after which \( H^{(m+1)} \) is computed using \( \{x^j\}_{j=1}^J \) through a convolutional dictionary update step.

Motivated by the alternating-minimization algorithm described above, we present two approaches to solve the ECDL problem: 1) ECOMP and 2) a DEA architecture. ECOMP uses the \( \ell_0 \) pseudo-norm to enforce sparsity and generalizes to the exponential family classical optimization-based algorithms for \( \ell_0 \)-based CDL. DEAs use the \( \ell_1 \) norm to enforce sparsity and generalize the convolutional recurrent sparse auto-encoders from [5] to the exponential family. To simplify the notation, we drop the superscript \( m \) in the rest of this section.

#### 3.1 Alternating-minimization Algorithm for Greedy ECDL

\( \ell_0 \)-based convolutional sparse coding in the canonical exponential family. Eq. 3 with the \( \ell_0 \) constraint is a combinatorially-hard optimization problem. We use a greedy approach that is an extension of OMP [12], which was originally designed for real-valued observations. To simplify the notation further, we drop the superscript \( m \).

Because of the convolutional structure of dictionary, we can accelerate the selection step by replacing the multiplication with \( H^T \) by \( C \) cross-correlation operations as follows

\[
H^T \tilde{y}_i = [\langle h_1, \tilde{y}_i \rangle [0], \ldots, \langle h_1, \tilde{y}_i \rangle [N-K], \ldots, \langle h_C, \tilde{y}_i \rangle [0], \ldots, \langle h_C, \tilde{y}_i \rangle [N-K]]^T \quad (4)
\]

where \( \bullet \) denotes the cross-correlation operation. This approach is computationally efficient as only \( C \) cross-correlation operations are required, compared to \( C(K - N + 1) \) multiplications. It is also memory efficient as we do not need to construct the convolutional dictionary \( H \) explicitly to compute the cross-correlations.

Convolutional dictionary update in the canonical exponential family. To update the convolutional dictionary, we use the commutativity of the convolution operation to switch the roles of \( H \) and \( x \). We treat \( x \) as the filter and construct the Toeplitz matrix \( X \) such that

\[
H X = \sum_{c=1}^C \sum_{i=1}^{N-K} X_{c,i} h_c
\]
where \( N_i = |x_i| \), \( X_{c,i} = \left[ 0_{N_c \times K} \right] x^T \left[ 0_{N_c - 1} \cdot 0_{N_c - 1} \right] \in \mathbb{R}^{N \times K} \), and \( n_{c,i} \) is the time of occurrence of the \( i \)th event from filter \( c \) (nonzero entry of \( x^T \)).

We are now in a position to optimize the negative log-likelihood with respect to \( \{ h_c \}_{c=1}^C \). The objective is a constrained convex optimization problem, which can be solved with the standard techniques mentioned above for the sparse coding step. We fill in some details pertaining to ECOMP in Algorithm 1 of the Supplementary Material section.

**Figure 2:** Black box associated with the ECOMP architecture. The black box performs sparse coding by greedy pursuit. We can interpret the selection step as performing max pooling, with memory of the location of the max, on the correlation between \( \tilde{y}_t \) and the filters. This is followed by the linear projection step.

**Connection to encoder architecture** Conceptually, we can map a single iteration of the alternating-minimization algorithm for ECDL by ECOMP to the encoder diagram depicted in Fig. 1, and further illustrated in Fig. 2. The encoder first computes the working observation \( \tilde{y}_t \) from a given input \( y \). The working observation then goes through the cascade of a 1) multiplication with \( H^T \), equivalent to computing an inner product or cross-correlation, 2) max pooling with memory of the location of the max, equivalent to greedy selection of a filter, and 3) a projection step. In the next section, we develop this encoder analogy further in the case when one imposes sparsity in Eq. 3 using the \( \ell_1 \) norm.

### 3.2 Deep Exponential-Family Auto-Encoders for ECDL

**\( \ell_1 \)-based exponential-family auto-encoders** We generalize the deep residual auto-encoder introduced in [3, 4], for learning a convolutional dictionary from real valued data, to data drawn from a distribution in the exponential family. We name this generalization deep exponential-family auto-encoder (DEA). The overall structure of the encoder parallels the convolutional sparse coding step in the optimization-based alternating-minimization scheme. The decoder, together with a loss function derived from the log-likelihood, parallels the dictionary update step. In the training stage, we update the filters by backpropagation through the auto-encoder.

**Encoder** The forward pass of the encoder maps inputs \( y^j \) into sparse codes \( x^j \). To simplify the notation, we drop the superscript \( j \). Given filters \( \{ h_c \}_{c=1}^C \), the encoder solves the following unconstrained version of the \( \ell_1 \)-regularized optimization problem from Eq. 3

\[
\min_{x \geq 0} \ - \log p(y | \{ h_c \}_{c=1}^C, x) + \lambda \|x\|_1
\]

using \( T \) iterations of ISTA [13]. One iteration of ISTA is given by

\[
x_t = \text{ReLU} \left( \frac{1}{L} H^T (y - f^{-1}(Hx_{t-1})) - \frac{\lambda}{L} \right) = \text{ReLU} \left( x_{t-1} + \frac{1}{L} H^T \tilde{y}_t - \frac{\lambda}{L} \right) \quad \text{(6)}
\]

where \( x_t \) denotes the sparse code after \( t \) iterations of ISTA, and \( \frac{1}{L} \) is the step size of the gradient update of the code. The architecture of the encoder is a recurrent one that arises by unfolding \( T \) iterations of ISTA and is reminiscent of deep unfolding [19]. Fig. 3 depicts the recurrent encoder. It corresponds to the black box from Fig. 1 that is associated with the DEA architecture. In Fig. 1, \( f^{-1}(\cdot) \) is the inverse of the link function associated with the observations. We can also interpret it as a nonlinear activation function. For Gaussian observations, \( f^{-1}(\cdot) \) is linear with slope 1. However, for data drawn from a distribution from the canonical exponential family, the encoder uses \( f^{-1}(\cdot) \) to transform the input \( y \) at each iteration into a continuous-valued working observation \( \tilde{y}_t \). The matrix \( H^T \) performs pattern recognition by computing the correlation of the working observation with the filters. The output of the correlation goes through a ReLU nonlinearity to obtain a sparse embedding of the input \( y \). The ReLU arises from the \( \ell_1 \) norm and the non-negativity constraint in Eq. 5 on the elements of \( x \).

**Decoder** We apply a linear decoder \( H \) to the output of the encoder \( x_T \) to obtain the linear predictor \( Hx_T \). This decoder completes the forward pass of the DEA architecture. Algorithm 2 from the

\[
\frac{1}{L} H^T \tilde{y}_t - \frac{\lambda}{L} \quad \text{(6)}
\]
The objective is to learn from the data the features of whisker motion that modulate neural spiking.

Training the DEA architecture

The overall architecture uses linear operators $H$ for convolution and $H^T$ for correlation. Both are fully determined by the filters $\{h_c\}_{c=1}^C$, which are the parameters, i.e., weights, of interest. We train the weights by backpropagation through the auto-encoder using the loss function from Eq. 7.

\[
\mathcal{L}_H(\mathbf{y}, \{h_c\}_{c=1}^C, \lambda, L) = -\log p(\mathbf{y} \mid \{h_c\}_{c=1}^C, \mathbf{x}_T)
\]  

(7)

4 Applications to Neural Spiking Data from Barrel Cortex

Classical GLM analyses do not capture experimental non idealities

We apply ECDL to simulated and real data from barrel cortex recorded in response to periodic whisker deflections [20]. The objective is to learn from the data the features of whisker motion that modulate neural spiking strongly.

Previous analyses using GLMs reported that the neurons from this experiment encode strongly. Previous analyses using GLMs reported that the neurons from this experiment encode

\[
\mathcal{L}_H(\mathbf{y}, \{h_c\}_{c=1}^C, \lambda, L) = -\log p(\mathbf{y} \mid \{h_c\}_{c=1}^C, \mathbf{x}_T)
\]  

(7)

The objective function from Eq. 3 becomes

\[
\frac{1}{G} \sum_{g=1}^G \sum_{j=1}^{J_g} \left( - (H\mathbf{x})^T y^{g,j} + B(f^{-1}(H\mathbf{x})) \right), \text{ s.t. } \mathbf{x}^g \geq 0, ||h_c||_2 = 1, \begin{cases}
||\mathbf{x}^g||_0 \leq \beta_0 \\
||\mathbf{x}^g||_1 \leq \beta_1
\end{cases}
\]  

(8)

Bernoulli generative model

We assume that we have access to data from $G$ neurons (groups). Each group consists of $J_g$ trials (observations) $y^{g,j} \in \{0,1\}$ that are binary time series. We model the entries from each of these as drawn from a Bernoulli likelihood with logit link function for $f(\cdot)$. Eq. 8 then becomes

\[
\frac{1}{G} \sum_{g=1}^G \sum_{j=1}^{J_g} \left( - (H\mathbf{x})^T y^{g,j} + 1 \right) \log \left( 1 + \exp \left( (H\mathbf{x})^T y^{g,j} \right) \right) - \lambda \sum_{g=1}^G \|h_c\|_2^2
\]  

(9)

with the working observation $\tilde{y}^{g,j} = y^{g,j} - (1 + \exp(-H\mathbf{x}^g))^{-1}$. Given this objective, ECOMP performs alternating minimization to learn $H$ and $\mathbf{x}^g$. For each group $g$, the encoder from DEA implements the following recurrence

\[
\mathbf{x}_T^g = \text{ReLU} \left( \frac{1}{L} \sum_{j=1}^{J_g} \tilde{y}^{g,j} - \lambda \right).
\]  

(10)

The auto-encoder architecture minimizes the loss function

\[
\mathcal{L}_H(\{y^{g,j}\}_{j=1}^{J_g}, \{h_c\}_{c=1}^C, \lambda, L) = - \left( \frac{1}{J_g} \sum_{j=1}^{J_g} y^{g,j} \right)^T (H\mathbf{x})^g + \frac{1}{J_g} \log \left( 1 + \exp \left( (H\mathbf{x})^g \right) \right).
\]  

(11)

Incorporating history dependence in the Bernoulli generative model

GLMs of neural spiking data [15] include a constant term that models the baseline probability of spiking, as well as a term that models the effect of spiking history. This motivates us to use the model

\[
\log \frac{p(y^{g,j} \mid \{h_c\}_{c=1}^C, \mathbf{x}^g, \mathbf{x}_T^g)}{1 - p(y^{g,j} \mid \{h_c\}_{c=1}^C, \mathbf{x}^g, \mathbf{x}_T^g)} = \mu^g + (H\mathbf{x})^g + \mathbf{Y}_j^g \mathbf{x}_T^g,
\]  

(12)

where the $n$th row of $\mathbf{Y}_j \in \mathbb{R}^{N \times K}$ contains the spiking history of neuron $g$ at trial $j$ going $K$ time steps prior to $n$, and $\mathbf{x}_T^g$ are coefficients that capture the effect of spiking history on the propensity of neuron $g$ to spike. We estimate $\mu^g$ from the average firing probability during the baseline period. The addition of the history term simply results in an additional set of variables to alternate over in the...
alternating-minimization interpretation of ECDL. We estimate it by adding a loop around ECOMP or backpropagation through DEA. Every iteration of this loop first assumes \( x^g_H \) are fixed. Then, it updates the filters and \( x^g \). Finally, it solves a convex optimization problem to update \( x^g_H \) given the filters and \( x^g \). In the interest of space, we do not describe this algorithm formally.

5 Results

Simulated neural spiking data We simulated neural spiking activity from \( G = 1,000 \) neurons according to Eq. 9. For each neuron \( g \), we simulated \( J_g = 60 \) trials each lasting 500 ms, i.e. \( y^{g,j} \in \mathbb{R}^{500} \). For a given neuron, each trial mimics the response of a barrel cortex neuron to two whisker deflections. The times when the whisker is deflected is the same for all 60 trials and occur randomly within the 500 ms interval but do not overlap. The whisker starts at a baseline position, is deflected with constant velocity in one direction for 25 ms, and then in the opposite direction with the same velocity and duration. We divided the data for each neuron into 30 trials for training and 30 trials for validation. Fig. 4(a) plots the whisker velocity in solid black. We used ECOMP and DEA to estimate the velocity of the whisker from the binary data. As is common in the CDL literature [22], we initialized both algorithms by randomly perturbing the true dictionary (gray, \( \Delta \)). The rationale behind this is two-fold. First, there exist methods [22] that provide good initializations. Second, in our application to real data, the application itself suggests a good choice of initialization. The figure demonstrates that both ECOMP (orange, \( \star \)) and DEA (green, \( \circ \)) are able to estimate the underlying whisker velocity accurately. Letting \( h_g \) denote an estimate of whisker velocity, we can measure the error between the true stimulus and an estimate using the standard measure [22] \( err(h_g, \hat{h}_g) = \sqrt{1 - (h_g, \hat{h}_g)^2} \), for \( \|h_g\| = \|\hat{h}_g\| = 1 \).

Fig. 4(b) shows that, as a function of iteration number (epoch), ECOMP converges faster compared to DEA. Intuitively, this is because the latter uses gradient style updates, while the former uses Newton’s method in the dictionary update step. Fig. 4(c) demonstrates the ability of both methods to identify the times when the whisker was deflected. Finally, Fig. 4(d) demonstrates that the encoders from DEA and ECOMP both perform sparse coding, namely identify the times when the whisker was deflected, significantly faster than CVXPY [23]. For instance, for 1,000 neurons, DEA and ECOMP are 70x and 4x faster than CVXPY respectively.

Figure 4: Results of applying the ECOMP and DEA to the simulated data. We refer the reader to the main text above for the interpretation of the results.

Real neural spiking data The dataset consists of neural spiking activity from \( G = 10 \) barrel cortex neurons in response to periodic whisker deflections. Each group \( g \) consists of \( J_g = 50 \) trials lasting 3000 ms, i.e. \( y^{g,j} \in \mathbb{R}^{3000} \). Each trial begins with a baseline period of 500 ms. During the following 2000 ms, a periodic deflection with period 125 ms is applied to a whisker identified as a primary whisker. The total number of deflections is 16, five of which are shown in Fig. 5. The stimulus represents whisker position. The trial ends with a baseline period of 500 ms. The blue curve in Fig. 6(a) depicts the velocity of whisker obtained as the first difference of the ideal whisker position programmed into the piezoelectrode used to deflect the whisker. The units are \( \frac{\text{mm}}{\text{ms}} \) per ms.

Previous work [20, 21] has demonstrated that one of key features of whisker motion encoded by barrel cortex neurons is whisker velocity. We applied DEA and ECOMP to these data. We let \( C = 1 \) and \( h_g \in \mathbb{R}^{125} \). We initialized the filter \( h_g \) using the whisker velocity stimulus (Fig. 6(a), blue). We set the sparsity level of ECOMP to \( \beta_0 = 16 \) and used \( \lambda = 0.119 \) for DEA. We used 30 trials from each neuron to learn \( h_1 \) and the remaining 20 trials as a test set to assess goodness of fit. We describe additional parameters used for DEA, as well as post-processing steps applied to it, in the Supplementary Material section.

The orange and green curves from Fig. 6(a) depict the estimates of whisker velocity computed from the neural spiking data using ECOMP and DEA respectively. The figure demonstrates that, within one period of whisker motion, whisker velocity, and therefore position, is similar to but deviates from the ideal motion programmed into the piezoelectric device used to move the whisker. In this experiment, the desired motion was to move the whisker in one direction and then in the opposite direction. The presence of peaks around 25, 60 and 100 ms suggest that, within one period, the whisker moved upwards multiple times, likely due to whisker motion with respect to the piezoelectrode. Fig. 6(b) depicts the 16 sparse codes that capture the effect of whisker velocity on neural spiking in each of the 16 deflection periods.
The heterogeneity of amplitudes estimated by DEA and ECOMP is indicative of the variability of the stimulus component of neural response across deflections. This is in sharp contrast to the GLM—detailed in the Supplementary Material section—which uses the ideal whisker velocity (Fig. 6(a), blue) as a covariate, and assumes that neural response to whisker deflections is constant across deflections.

In Fig. 6(c), we use the Kolmogorov-Smirnov (KS) test to compare how well the DEA, ECOMP and the GLM fit the data for a representative neuron in the dataset [24]. All three methods yield an estimate of the underlying intensity function of the neuron. KS plots are a visualization of the KS test for assessing the goodness of fit of models fit to point-process data, such as neural spiking data. We give a brief explanation of KS plots in the Supplementary Material section. The figure shows that DEA and ECOMP are a much better fit to the data than the GLM. The dotted lines represent 95% confidence intervals. Applied to the analysis of neural spiking data, the figure demonstrates that the proposed ECDL framework, which estimates the effect of stimuli from the data in an unsupervised fashion, is superior to GLM analyses based on user-defined covariates.

6 Conclusion
We introduced a general framework for learning a convolutional dictionary from data that are not real valued and drawn according to a distribution from the canonical exponential family. Through the connection between dictionary learning and auto-encoders, we showed how this framework translates into a principled prescription for training NNs using data that are not real valued. We applied both frameworks to the unsupervised learning of recurring convolutional patterns from neural spiking activity. Our results suggest that the proposed frameworks are superior to GLM analyses of neural data that rely on hand-crafted covariates.
A. ECOMP Algorithm

We describe the ECOMP algorithm for solving Eq. 3 in Algorithm 1. The superscript \( m \) refers to one iteration of the the alternating-minimization procedure, for \( m = 1, \ldots, M \). The subscript \( t \) refers to a single iteration of the encoder. The set \( S_t \) contains indices of the columns from \( \mathbf{H} \) that were chosen up to iteration \( t \). We call this set the active set in the main text. The notation \( \mathbf{H}_t \) refers to the \( t \)th column of \( \mathbf{H} \). The optimization problems in line 10 and 17 are both constrained convex optimization problems that can be solved using standard convex programming packages.

\[
\text{Algorithm 1: Exponential-family convolutional dictionary learning by ECOMP}
\]

\[
\text{Input: } \{y_j \}_{j=1}^{N}, \{h_n^{(0)} \}_{c=1}^{C} \in \mathbb{R}^K
\]

\[
\text{Output: } \{x^{(M)}_c \}_{c=1}^{C}, \{h^{(M)}_c \}_{c=1}^{C} \in \mathbb{R}^K
\]

1. for \( m = 1 \) to \( M \) do
2. (Convolutional Sparse Coding step)
3. for \( j = 1 \) to \( J \) do
4. \( S_0 = \emptyset, x_j^{(m-1)} = 0 \)
5. for \( t = 1 \) to \( T \) do
6. \( \tilde{y}_j = y_j - f^{-1}(H^{(m-1)}x_j^{(m-1)}) \)
7. \( c^*_t, n_t^* = \arg \max_{c,n} (h^{(m-1)}_c \ast \tilde{y}_j)[n] \in \mathbb{C}^{N-K+1} \)
8. \( i = c^*(N-K+1) + n^* \)
9. \( S_t = S_{t-1} \cup \{H_i^{(m-1)}\} \)
10. \( x_j^{(m)} = \arg \min_{x_j} \log p(y_j | \{h^{(m-1)}_c \}_{c=1}^{C}, x) \), s.t. \( x_j[n] \geq 0 \) for \( n \in S_t \)
11. \( x_j[n] = 0 \) for \( n \notin S_t \)
12. (Convolutional Dictionary Update step)
13. for \( j = 1 \) to \( J \) do
14. for \( c = 1 \) to \( C \) do
15. for \( i = 1 \) to \( N_i \) do
16. \( x_j^{(m)} = (0_{N_i \times K} \times x^{(m)}_i | n_j^{(0)}), \mathbf{I}_K \times K, 0_{(N-K-N_i^{(0)} \times K)} \)^T \)
17. \( \{h^{(m)}_c \}_{c=1}^{C} = \arg \min_{\{h_c \}_{c=1}^{C}} \sum_{j=1}^{J} \log p(y_j | \{h_c \}_{c=1}^{C}, \{x_j^{(m)}_c \}_{c,i,j=1}^{C}) \), s.t. \( \|h_c\|_2 = 1 \)

We found that ECOMP converged in \( M = 5 \) alternating-minimization iterations in the simulations, and \( M = 10 \) iterations in the analyses of the real data.

B. DEA Architecture

Algorithm 2 shows the forward pass of the DEA architecture. For notational convenience, we have dropped the superscript \( j \) indexing the \( J \) inputs.

\[
\text{Algorithm 2: DEA(y, h, } \lambda, \mathcal{L}) \text{: Forward pass of DEA architecture.}
\]

\[
\text{Input: } y, h, \lambda, \mathcal{L}
\]

\[
\text{Output: } w
\]

1. \( x_0 = 0 \)
2. for \( t = 1 \) to \( T \) do
3. \( x_t = \text{ReLU} (x_{t-1} + \frac{1}{\delta} \mathbf{H}^T (y - f^{-1}(Hx_{t-1})) - \frac{1}{\delta^2}) \)
4. \( w = Hx_T \)

Implementation of the DEA encoder We accelerate the computations performed by the DEA encoder by replacing ISTA with its faster version FISTA [25]. FISTA uses a momentum term to accelerate the converge of ISTA. The resulting encoder is similar to the one from [4]. We implemented the DEA architecture in Keras with Tensorflow as a backend. We trained it using backpropagation with the ADAM optimizer [26], along with AMSGrad [27], on an Nvidia GPU (GeForce GTX 1060). After training, the learned weights are the ones that minimize the validation loss.

Hyperparameters used for training the DEA architecture We set the regularization parameter \( \lambda = \sigma \sqrt{2 \log (C(N-K+1))} \). This choice is motivated by theoretical results for picking the regularization parameter for basis pursuit denoising [28]. We tuned \( \sigma \) by grid search in the interval of \([0.01, 0.3]\). Following the grid search, we used \( \sigma = 0.1 \) in the simulations and \( \sigma = 0.03 \) for the real data.
The DEA encoder performs $T = 250$ and $T = 5,000$ iterations of FISTA, respectively for the simulated and for the real data. We found that such large numbers, particularly for the real data, were necessary for the encoder to produce sparse codes. We used $L = 5$ in the simulations and $L = 2$ for the real data. We used batches of size 256 neurons in the simulations, and a single neuron per batch in the analyses of the real data.

**Processing of the output of the DEA encoder after training** The encoder of the DEA architecture performs $\ell_1$-regularized logistic regression using the convolutional dictionary $H$, the entries of which are highly correlated because of the convolutional structure. Suppose a group of observations $\{y_{g,j}\}_{j=1}^J$ are generated according to the Bernoulli generative model of Eq. 9 using a sparse vector $x_g$. We have observed that the estimate $x_{g,T}$ of $x_g$ obtained by feeding the group of observations to the DEA encoder is a vector whose nonzero entries are clustered around those of $x_g$. This is depicted in black in Fig. 7, and is a well-known issue with $\ell_1$-regularized regression with correlated dictionaries [29]. Therefore, after training the DEA architecture, we processed the output of the encoder as follows

1. Clustering: We applied k-means clustering to $x_{g,T}$ to identify 2 clusters and 16 clusters, respectively for the simulated and real data examples.

2. Support identification: For each cluster, we identified the index of the largest entry from $x_{g,T}$ in the cluster. This yielded a set of indices that correspond to the estimated support of $x_g$.

3. Logistic regression: We performed logistic regression using the group of observations and $H$ restricted to the support identified in the previous step. This yielded a new set of codes $x_g$ that were used to re-estimate $H$, similar to a single iteration of ECOMP.

The outcome of these three steps is shown in orange in Fig. 7.

![Figure 7: Output of the the DEA encoder before and after post-processing.](image)

**C. Generalized Linear Model (GLM) for Whisker Experiment**

We describe the GLM [15] used for analyzing the neural spiking data from the whisker experiment [21], and which we compared to ECOMP and DEA in Fig. 6. Fig. 5(b) depicts a segment of the periodic stimulus used in the experiment to deflect the whisker. The units are in mm. The full stimulus lasts 3000 ms and is equal to zero (whisker at rest) during the two baseline periods from 0 to 500 ms and 2500 to 3000 ms. In the GLM analysis, we used whisker velocity as a stimulus covariate, which corresponds to the first difference of the position stimulus $s \in \mathbb{R}^{3000}$. The blue curve in Fig. 6(a) represents one period of the whisker-velocity covariate. We associated a single stimulus coefficient $\beta_{\text{stim}} \in \mathbb{R}$ to this covariate. In addition to the stimulus covariate, we used history covariates in the GLM. We denote by $\beta_{g,H} \in \mathbb{R}^G$ the coefficients associated with these covariates, where $g = 1, \ldots, G$ is the neuron index. The GLM is given by

$$y_{g,j}[n] \sim \text{Bernoulli}(p_{g,j}[n])$$

s.t.  

$$p_{g,j}[n] = \left(1 + \exp\left(-\mu - \beta_{\text{stim}} \cdot (s[n] - k) - s[n-1-k] - \sum_{m=1}^{M_g} \beta_{g,H}[m] \cdot y_{g,j}[n-m]\right)\right)^{-1} \tag{13}$$
The parameters \( \{ \mu^g \}_{g=1}^G, \beta_{\text{stim}} \) and \( \{ \beta^g_{H} \}_{g=1}^G \) are estimated by minimizing the negative likelihood of the neural spiking data \( \{ y^{g,j} \}_{g,j=1}^{10,30} \) from all neurons using IRLS. We picked the order \( M_g \) (in ms) of the history effect for neuron \( g \) by fitting the GLM to each of the 10 neurons separately (i.e. \( \beta_{\text{stim}} = \beta^g_{\text{stim}} \)) and finding the value of \( 5 \leq M_g \leq 100 \) that minimizes the Akaike Information Criterion \([15]\).

### Interpretation of the GLM as a convolutional model

Because whisker position is periodic with period 125 ms, so is whisker velocity. Letting \( h_1 \) denote whisker velocity in the interval of length 125 ms starting at 500 ms (blue curve in Fig. 6(a)), we can interpret the GLM in terms of the convolutional model of Eq. 12. In this interpretation, \( H \) is the convolution matrix associated with the fixed filter \( h_1 \) (blue curve in Fig. 6(a)), and \( x^g \) is a sparse vector with 16 equally spaced nonzero entries all equal to \( \beta_{\text{stim}} \). The first nonzero entry of \( x^g \) occurs at index 500. The number of indices between nonzero entries is 125. The blue dots in Fig. 6(b) reflect this interpretation.

### D. Kolmogorov-Smirnov Plots and the Time-rescaling Theorem

Loosely, the time-rescaling theorem states that rescaling the inter-spike intervals (ISIs) of the neuron using the (unknown) underlying conditional intensity function (CIF) will transform them into i.i.d. samples from an exponential random variable with rate 1. This implies that, if we apply the CDF of an exponential random variable with rate 1 to the rescaled ISIs, these should look like i.i.d. draws from a uniform random variable in the interval \([0, 1]\). KS plots are a visual depiction of this result. They are obtained by computing the rescaled ISIs using an estimate of the underlying CIF and applying the CDF of an exponential random variable with rate 1 to them. These are then sorted and plotted against ideal uniformly-spaced empirical quantiles from a uniform random variable in the interval \([0, 1]\). The CIF that fits the data the best is the one that yields a curve that is the closest to the 45-degree diagonal. Fig. 6(c) depicts the KS plots obtained using the CIFs estimated using DEA, ECOMP and the GLM.
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