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ABSTRACT
Understanding the predictions made by machine learning (ML) models and their potential biases remains a challenging and labor-intensive task that depends on the application, the dataset, and the specific model. We present Amazon SageMaker Clarify, an explainability feature for Amazon SageMaker that launched in December 2020, providing insights into data and ML models by identifying biases and explaining predictions. It is deeply integrated into Amazon SageMaker, a fully managed service that enables data scientists and developers to build, train, and deploy ML models at any scale. Clarify supports bias detection and feature importance computation across the ML lifecycle, during data preparation, model evaluation, and post-deployment monitoring. We outline the desiderata derived from customer input, the modular architecture, and the methodology for bias and explanation computations. Further, we describe the technical challenges encountered and the tradeoffs we had to make. For illustration, we discuss two customer use cases. We present our deployment results including qualitative customer feedback and a quantitative evaluation. Finally, we summarize lessons learned, and discuss best practices for the successful adoption of fairness and explanation tools in practice.
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1 INTRODUCTION

Machine learning (ML) models and data-driven systems are increasingly used to assist in decision-making across domains such as financial services, healthcare, education, and human resources. Benefits of using ML include improved accuracy, increased productivity, and cost savings. The increasing adoption of ML is the result of multiple factors, most notably ubiquitous connectivity, the ability to collect, aggregate, and process large amounts of data using cloud computing, and improved access to increasingly sophisticated ML models. In high-stakes settings, tools for bias and explainability in the ML lifecycle are of particular importance. Regulatory [1, 2]: Many ML scenarios require an understanding of why the ML model made a specific prediction or whether its prediction was biased. Recently, policymakers, regulators, and advocates have expressed concerns about the potentially discriminatory impact of ML and data-driven systems, for example, due to inadvertent encoding of bias into automated decisions. Informally, biases can be viewed as imbalances in the training data or the prediction behavior of the model across different groups, such as age or income bracket. Business [3, 17]: The adoption of AI systems in regulated domains requires explanations of how models make predictions. Model explainability is particularly important in industries with reliability, safety, and compliance requirements, such as financial services, human resources, healthcare, and automated transportation. Using a financial example of lending applications, loan officers, customer service representatives, compliance officers, and end users often require explanations detailing why a model made certain predictions. Data Science: Data scientists and ML engineers need tools to debug and improve ML models, to ensure a diverse and unbiased dataset during feature engineering, to determine whether a model is making inferences based on noisy or irrelevant features, and to understand the limitations and failure modes of their model.

While there are several open-source tools for fairness and explainability, we learned from our customers that developers often find it tedious to incorporate these tools across the ML workflow, as this requires a sequence of complex, manual steps: (1) Data scientists and ML developers first have to translate internal compliance requirements into code that can measure bias in their data and ML models. To do this, they often must exit their ML workflow, and write custom code to piece together open source packages. (2) Next, they need to test datasets and models for bias across all steps of the ML workflow and write code for this integration. (3) Once the tests are complete, data scientists and ML developers create reports showing the factors that contribute to the model prediction by manually collecting a series of screenshots for internal risk and
compliance teams, auditors, and external regulators. (4) Finally, after the models are in production, data scientists and ML developers must periodically run through a series of manual tests to ensure that no bias is introduced as a result of a drift in the data distribution (e.g., changes in income for a given geographic region). Similar challenges have also been pointed out in prior studies [8, 20, 33].

Our contributions: To address the need for generating bias and explainability insights across the ML workflow, we present Amazon SageMaker Clarify\(^1\), a new functionality in Amazon SageMaker [27] that helps detect bias in data and models, helps explain predictions made by models, and generates associated reports. We describe the design considerations, and technical architecture of Clarify and its integration across the ML lifecycle (§3). We then discuss the methodology for bias and explainability computations (§4). We implemented several measures of bias in Clarify, considering the dataset (pre-training) and the model predictions (post-training), to support various use cases of SageMaker’s customers. We integrated pre-training bias detection with the data preparation functionality and the post-training bias detection with the model evaluation functionality in SageMaker. These biases can be monitored continuously for deployed models and alerts can notify users to changes. For model explainability, Clarify offers a scalable implementation of SHAP (SHapley Additive exPlanations) [29], based on the concept of the Shapley value [38]. In particular, we implemented the KernelSHAP [29] variant as it is model agnostic, so that Clarify can be applied to the broad range of models trained in SageMaker’s customers. For deployed models, Clarify monitors for changes in feature importance and issues alerts.

We discuss the implementation and technical challenges in §6 and illustrate the graphical representation in SageMaker Studio in a case study in §7. In §8 we present the deployment results, including a quantitative evaluation of the scalability of our system, a report on usage across industries, qualitative customer feedback on usability, and two customer use cases. Finally, we summarize lessons learned in §9 and conclude in §10.

2 RELATED WORK

Clarify offers bias detection and explainability of a model. Both are active research areas that we review briefly below.

Bias. Proposed bias metrics for machine learning include individual fairness [14, 39] as well as group fairness. Group fairness considers different aspects of model quality (e.g., calibration [24], error rates [19]), and prediction tasks (e.g., ranking [41] or classification [12, 46]). Techniques based on causality [34] provide promising alternatives at the individual [25] and group level [22]. For a thorough overview see [5, 31].

Techniques to mitigate bias either change the model, its optimization, (e.g., [4, 35, 47]), or post-process its predictions (e.g., [16, 19]). There are several open source repositories that offer bias management approaches, including fairness-comparison\(^2\), Aequitas\(^3\), Themis\(^4\), responsibly\(^5\), and LiFT [43]. Moreover, IBM’s AI Fairness 360\(^6\), Microsoft’s Fairlearn\(^7\), and TensorFlow’s What-If-Tool [45] are products built around bias metrics and mitigation strategies.

Explainability. The approaches for model explainability can be dissected in various ways. For a comprehensive survey, see e.g., [18]. We distinguish local vs. global explainability approaches. Local approaches [30, 36] explain model behavior in the neighborhood of a given instance. Global explainability methods aim to explain the behavior of the model at a higher-level (e.g., [26]). Explainability methods can also be divided into model-agnostic (e.g., [30]) and model-specific approaches which leverage internals of models such as gradients (e.g., [40, 42]). There is growing impetus to base explanations on counterfactuals [6, 21]. At the same time concern about overtrusting explanations grows [28, 37].

In comparison to previous work, Clarify is deeply integrated into SageMaker and couples fairness and explainability analyses. For explainability, its implementation of SHAP offers model-agnostic feature importance at the local and global level.

3 DESIGN, ARCHITECTURE, INTEGRATION

3.1 Design Desiderata

Conversations with customers in need of detecting biases in models and explaining their predictions shaped the following desiderata.

- **Wide Applicability.** Our offerings should be widely applicable across (1) industries (e.g., finance, human resources, and healthcare), (2) use cases (e.g., click-through-rate prediction, fraud detection, and credit risk modeling), (3) prediction tasks (e.g., classification and regression), (4) ML models (e.g., logistic regression, decision trees, deep neural networks), and (5) the ML lifecycle (i.e., from dataset preparation to model training to monitoring deployed models).

- **Ease of Use.** Our customers should not have to be experts in fairness and explainability, or even in ML. They should be able to analyze bias and obtain feature importance within their existing workflow having to write little or no code.

- **Scalability.** Our methods should scale to both complex models (i.e., billions of parameters) and large datasets.

The latter two desiderata were the top two non-functional requirements requested as customers evaluated the early prototypes. Customers described frustratingly long running times with existing open source techniques, which motivated us to scale these existing solutions to large datasets and models (c.f. §8.2). Moreover, feedback from early prototypes included frequent erroneous configurations due to the free-form nature of the configuration file, prompting us to improve usability (c.f. §8.3).

3.2 Architecture of Clarify

Clarify is implemented as part of Amazon SageMaker [27], a fully managed service that enables data scientists and developers to build, train, and deploy ML models at any scale. It leverages SageMaker’s processing job APIs, and executes batch processing jobs on a cluster of AWS compute instances in order to process large amounts of data in a scalable manner. Each processing job has an associated cluster of fully managed SageMaker compute instances

---

\(^1\)https://aws.amazon.com/sagemaker/clarify
\(^2\)https://github.com/algofairness/fairness-comparison
\(^3\)https://github.com/dssg/aequitas
\(^4\)https://github.com/LASER-UMASS/Themis
\(^5\)https://github.com/ResponsiblyAI/responsibly
\(^6\)https://ai360.mybluemix.net/
\(^7\)https://fairlearn.github.io/
running the specified container image and provisioned specifically for the processing job. Clarify provides a first-party container image which bundles efficient and optimized implementations of core libraries for bias and explainability computation together with flexible parsing code to support a variety of formats of datasets and the model input and output.

Inputs to Clarify are the dataset stored in the S3 object store and a configuration file specifying the bias and explainability metrics to compute and which model to use. At a high level, the processing job completes the following steps: (1) validate inputs and parameters; (2) compute pre-training bias metrics; (3) compute post-training bias-metrics; (4) compute local and global feature attributions for explainability; (5) generate output files. The job results are saved in the S3 object store and can be consumed in multiple ways: (1) download and programatically inspect using a script or notebook; (2) visualize and inspect in SageMaker Studio IDE through custom visualizations and toolkits to describe and help interpret the results.

The cluster of compute instances carries out the computation in a distributed manner (c.f. §6). To obtain predictions from the model, the Clarify job spins up model serving instances that take inference requests. This is a deliberate choice made to avoid interfering with production traffic to the already deployed models and polluting the performance and quality metrics of the models being monitored in production. This resulted in a modular system allowing customers to use our product without any changes to their deployed models; see Figure 1.

Security. Built on top of existing SageMaker primitives, Clarify supports access control and encryption for the data and the network. Specifically, roles, virtual private cloud configurations, and encryption keys can be specified.

3.3 Deep Integration in SageMaker

For generating bias and explainability insights across the ML lifecycle, we integrated Clarify with the following SageMaker components: Data Wrangler to visualize dataset biases during data preparation, Studio & Experiments to explore biases and explanations of trained models, and Model Monitor to monitor these metrics.8 Figure 2 illustrates the stages during ML lifecycle and the integration points of Clarify within SageMaker.

4 METHODS

4.1 Bias

We implemented several bias metrics to support a wide range of use cases. The selection of the appropriate bias metric for an application requires human judgement. Some of the metrics only require the dataset and thus can be computed early in the model lifecycle, that we call pre-training bias metrics. They can shed light onto how different groups are represented in the dataset and if there is a difference in label distribution across groups. At this point some biases may require further investigation before training a model. Once a model is trained, we can compute post-training bias metrics that take into account how its predictions differ across groups. We introduce the notation before defining the metrics.

4.1.1 Setup and Notation. Without loss of generality, we use d to denote the group that is potentially disadvantaged by the bias and compare it to the reminder of the examples in the dataset a (for advantaged group). The selection of the groups often requires domain information9 and application specific considerations. Denote the number of examples of each group by na, nd, with n denoting the total. We assume that each example in the dataset has an associated binary label y ∈ {0, 1} (with 1 denoting a positive outcome), and that the ML model predicts ŷ ∈ {0, 1}. While these assumptions seem restrictive, different prediction tasks can be re-framed accordingly. For example, for regression tasks we can select one or more thresholds of interest. For multi-class predictions we can treat various subsets of the classes as positive outcomes.

We denote by n(0), n(1), respectively, the number of labels of value 0, 1 that we can further break down by group into na(0), na(1) and nd(0), nd(1). Analogously, we can count the positive / negative predictions ŷ(0), ŷ(1) and break them down by group into na(0), na(1) and nd(0), nd(1). These counts can be normalized by group size as qa = na(1)/na and qd = nd(1)/nd for the labels and qa = na(1)/na and qd = nd(1)/nd for the predictions. Additionally, we consider the TP: true positives; FP: false positives; TN: true negatives; FN: false negatives; and compute them for each group separately.

4.1.2 Pre-Training Metrics.

CI Class Imbalance: Bias can stem from an under-representation of the disadvantaged group in the dataset, for example, due to a sampling bias. We define CI = na−nd/nd.

DPL Difference in positive proportions in observed labels: We define DPL = qa − qd, to measures bias in the label distribution. Additional metrics derived from qa and qd are defined in §A.10.

CDDL Conditional Demographic Disparity in Labels: Can the differenc in qa and qd be explained by another feature? An instance of Simpson’s paradox11 arose in the case of Berkeley admissions where men were admitted at a higher rate than women overall, but for each department women were admitted at a higher rate. In this case women applied more to departments with lower acceptance rates. Following [44], we define

### Notes

8 Data Wrangler: aws.amazon.com/sagemaker/data-wrangler; Studio: aws.amazon.com/sagemaker/studio; Model Monitor: aws.amazon.com/sagemaker/model-monitor.

9 https://plato.stanford.edu/entries/discrimination/

10 https://pages.awscloud.com/rs/112-TZM-766/images/Amazon.AI.Fairness.and.Explainability.Whitepaper.pdf

11 https://www.britannica.com/topic/Simpsons-paradox
Conditional Demographic Disparity of Predicted Labels: This metric considers in orange.

Figure 2: The stages in a ML lifecycle from problem formulation to deployment and monitoring with their respective fairness considerations in orange. Clarify can be used at dataset construction and model testing and monitoring to investigate them.

\[ DD = \frac{n_a^{(0)} / n_a^{(1)} - n_d^{(0)} / n_d^{(1)}}{D} \]

and compute it across all strata \( i \) on a user-supplied attribute that we want to control for, yielding \( DD_i \), \( CDDL = \frac{1}{n} \sum_i n_i \cdot DD_i \) where \( i \) subscripts each strata and \( n_i \) is the number of examples in it.

4.1.3 Post-Training Metrics.

**DPPL** Difference in positive proportions in predicted labels: \( DPPL = \hat{q}_a - \hat{q}_d \).

**DI** Disparate Impact: Instead of the difference as in **DPPL** we can consider the ratio: \( DI = \hat{q}_d / \hat{q}_a \).

**DCA** Difference in Conditional Acceptance / Rejection: \( DCA \) considers the ratio of the number of positive labels to that of positive predictions assessing calibration: \( DCA = \frac{n_a^{(1)} / \hat{n}_a^{(1)} - n_d^{(1)} / \hat{n}_d^{(1)}}{n} \).

**AD** Accuracy Difference: We compare the accuracy, i.e. the fraction of examples for which the predictions is equal to the label, across groups. We define \( AD = (TPa + TNa) / n_a - (TPd + TNd) / n_d \).

**RD** Recall Difference: We compare the recall (the fraction of positive examples that receive a positive prediction) across groups. \( RD = \frac{TPa / \hat{n}_a^{(1)} - TPd / \hat{n}_d^{(1)}}{n} \) (aka “equal opportunity” [19]).

**DAR** Difference in Acceptance / Rejection Rates: This metric considers precision, i.e. the fraction of positive predictions that are correct: \( DAR = \frac{TPa / \hat{n}_a^{(1)} - TPd / \hat{n}_d^{(1)}}{n} \).

**TE** Treatment Equality: We define \( TE = FN_d / FP_d - FN_a / FP_a \).

**CDDPL** Conditional Demographic Disparity of Predicted Labels: This metric is analogous to the **CDDL** for predictions.

4.2 Explainability

We implemented the KernelSHAP [29] algorithm due to its good performance [36] and wide applicability.

The KernelSHAP algorithm [29] works as follows: Given an input \( x \in \mathbb{R}^M \) and the model output \( f(x) \in \mathbb{R} \), SHAP, building on the Shapley value framework [38], designates the prediction task as a

\[ \hat{\phi}_i(x) = \sum_{S \subseteq [M]} \frac{|S|!(M - |S| - 1)!}{M!} (f(x_S \cup x_i) - f(x_s)) \]

where the sum is computed over all the player coalitions \( S \) not containing \( x_i \). The computation involves iterating over \( 2^M \) feature coalitions, which does not scale to even moderate values of \( M \), e.g., 50. To overcome these scalability issues, KernelSHAP uses approximations [29].

4.3 Monitoring bias and explanations

Measuring bias metrics and feature importance provide insights into the model at time of evaluation. However, a change in data distribution can occur over time, resulting in different bias metrics and feature importance. Our goal is to continuously monitor for such changes and raise alerts if bias metrics or feature importance drift from reference values established during an earlier evaluation (before the model launch). Based on a user-specified schedule (e.g., hourly), newly accumulated data is analyzed and compared against the reference values.

**Bias.** Given a bias metric from §4.1, we let the user specify a range of reference values \( A = (a_{\text{min}}, a_{\text{max}}) \) in which the new bias value \( b \) computed on the live data should lie. However, if little data was accumulated simply checking for containment can lead to noisy results. To ensure that the conclusions drawn from the observed live data are statistically significant, we check for overlap of \( A \) with the 95% bootstrap confidence interval of \( b \) [15].

**Explainability.** For feature importance we consider the change in ranking of features by their importance. Specifically, we use the Normalized Discounted Cumulative Gain (nDCG) score for comparing the ranking by feature importance of the reference data
5 ALTERNATIVE DESIGN AND METHODS

On the architectural side, our design provisions a separate model server which adds latency. Alternatively, a design that runs the model locally avoids network traffic. We decided to use a model server so that we can re-use the existing SageMaker model hosting primitives. Our model-agnostic approach enables support of a wide range of models including those that cannot be executed locally. This way we can scale and tune the instance type selection and ease of use improvements (§8.3). Afterwards, we expanded support of models and datasets, conducted more end-to-end tests, and obtained additional rounds of customer feedback. We embarked on the integration across the model lifecycle (§3.3), emphasizing the associated UI components and documentation. Prior to public launch, we set up pipelines and dashboards for health monitoring of our system, including alarms for too many failed jobs. Throughout, multiple reviews took place for the design, usability, security and privacy, and operational readiness.

Implementation Details: For wide applicability, we implemented flexible parsers to support various data formats (JSONLines/CSV, with-(out) header) and model signatures, see §A.2 for examples.

The first bias metrics were implemented in numpy. For scalability, all subsequent methods were implemented using Spark via SageMaker’s Spark Processing job. Spark provided us with convenient abstractions (e.g., distributed median computations) and managed the cluster for us. Our bias metrics mostly require counts that are easy to distribute. Distributing SHAP only requires one map operation to calculate feature importance for each example followed by an aggregation for global model feature importance.

6 DEVELOPMENT

Timeline: We started by collecting customer requirements to derive Clarify’s goals and design the system (§3). Our first prototype implemented the methods on a single node packaged into a container that could be run with a bare-bone configuration file. After internal tests, we deployed this version for beta customers to solicit feedback. This feedback helped us to prioritize scalability (§8.2) and ease of use improvements (§8.3). Afterwards, we expanded support of models and datasets, conducted more end-to-end tests, and obtained additional rounds of customer feedback. We embarked on the integration across the model lifecycle (§3.3), emphasizing the associated UI components and documentation. Prior to public launch, we set up pipelines and dashboards for health monitoring of our system, including alarms for too many failed jobs. Throughout, multiple reviews took place for the design, usability, security and privacy, and operational readiness.

Implementation Details: For wide applicability, we implemented flexible parsers to support various data formats (JSONLines/CSV, with-(out) header) and model signatures, see §A.2 for examples.

The first bias metrics were implemented in numpy. For scalability, all subsequent methods were implemented using Spark via SageMaker’s Spark Processing job. Spark provided us with convenient abstractions (e.g., distributed median computations) and managed the cluster for us. Our bias metrics mostly require counts that are easy to distribute. Distributing SHAP only requires one map operation to calculate feature importance for each example followed by an aggregation for global model feature importance.

6.1 Challenges and Resolutions

A challenge to fault-tolerance is that Clarify’s offline batch processing job hits a live endpoint. This requires a careful implementation to avoid overwhelming the endpoint with requests. To limit the potential impact, Clarify spins up separate model servers and does not interfere with production servers. To avoid overwhelming these separate endpoints, we dynamically configured the batch size based on experimentation starting with the largest possible batch size based on the maximum payload in order to achieve high throughput at the model endpoints. Furthermore, we relied on the boto clients’ retry policies with exponential back-off. This is necessary to tolerate intermittent inference call failures. We further expanded the retry mechanism, since not all errors are considered retrievable in the boto client.

A key to scalability was to utilize resources well by carefully tuning the number of partitions of the dataset in Spark: If tasks took very long (we started out with tasks taking an hour) for SHAP computation, failures were costly and utilization during the last few tasks was low. If tasks were too small for bias metrics computation, throttling limitations when instantiating a SageMaker Predictor led to job failures. The solution was to carefully tune the number of tasks separately for explainability and bias computations.

7 ILLUSTRATIVE CASE STUDY

For illustration we present a simple case study with the German Credit Data dataset from the UCI repository [13] that contains 1000 labeled credit applications. Features include credit purpose, credit amount, housing status, and employment history. Categorical attributes are converted to indicator variables, e.g., A30 means “no credits taken”. We mapped the labels (Class1Good2Bad) to 0 for poor credit and 1 for good.

12https://docs.aws.amazon.com/sagemaker/latest/dg/clarify-detect-post-training-bias.html https://docs.aws.amazon.com/sagemaker/latest/dg/clarify-model-explainability.html
13Our open source implementation is available at https://github.com/aws/amazon-sagemaker-clarify.
14https://github.com/boto/botocore/blob/develop/botocore/data/sagemaker-runtime/2017-05-13/service-2.jonserL35
15https://boto3.amazonaws.com/v1/documentation/api/latest/guide/retries.html
Bias analysis. Before we train the model we seek to explore biases in the dataset. Figure 3 shows Clarify integrated into Data Wrangler. Convenient drop-downs are available to select the label column and the group. Also, by default a small set of metrics are pre-selected in order to not overwhelm customers with too many metrics. No code needs to be written to conduct this analysis. From the class imbalance value of -0.94, we infer that the dataset is very imbalanced, with most examples representing foreign workers. However, as DPL is close to 0, there is not much difference in the label distributions across the two groups. With these encouraging results we proceed with the training of an XGBoost model. We submit the configuration for the post-training bias analysis (see Appendix A) as input along with the validation data to the Clarify job. The results shown in Figure 4 reveal a mixed picture with positive and negative metrics. We start by inspecting the disparate impact DI with a value of 0.73 much below 1. Since the label rates are almost the same across the two groups (DPL), DI is driven by differences in precision and recall. We see that foreign workers have a lower recall (RD of 0.13), but a higher precision (DAR of -0.19). Corrective steps can mitigate this bias prior to deployment.

Feature importance. To understand which features are affecting the model’s predictions the most we look at the global SHAP values that are averaged across all examples after taking the absolute value. The three most important features are A61 (having very little savings), the loan amount, and credit duration, see Figure 5.

8 DEPLOYMENT RESULTS
In the first few months after launch 36% of all Clarify jobs computed bias metrics while the 64% computed feature importance, see Table 1. Monitoring jobs made up 42% of jobs, illustrating that customers reached a mature stage in the ML lifecycle in which they incorporated bias and feature importance monitoring. This is expected in a healthy development cycle, after a few iterations on model training and evaluation, a model passes the launch criteria and is continuously monitored after.

Below, we evaluate our design goals and highlight two use cases.

8.1 Wide Applicability Customers across various business domains use Clarify, including digital publishing, education, electronics, finance, government, hardware, healthcare, IT, manufacturing, news, sports, staffing, and telecommunications. Customers use Clarify for binary predictions, multi-class predictions, and ranking tasks. They are located
We conducted experiments measuring the time it takes to compute bias metrics and feature importance. We oversampled the German credit data set described in §7 creating up to 1 million examples to study scalability. We ran experiments on ml.c5.xlarge machines which are suitable for this workload and provide cost estimates based on AWS pricing in the us-west-2 region.

### Bias metrics

Table 2 shows that the bias metrics computation is fast even for 1M examples. Post-training bias metrics are considerably slower than pre-training metrics since they require model inference. The reported time includes the 3-5 minutes it takes to spin up the model endpoint. Scalability issues may arise when the dataset does not fit in memory (in which case a larger instance type can be chosen) or when the model inference is much slower (in which case the instance count can be increased).

### Explainability

Table 3 shows that time and cost scale roughly linearly with the dataset size. The implementation of SHAP iterates over all examples in a for-loop and the execution at each step dominates the time and cost. For 100,000 examples the running time of more than 13h is so long that it can be a point of frustration for customers. We parallelized SHAP to reduce the running time.

Figure 6 shows the scaling behavior of SHAP on 100,000 examples. We see that increasing the number of instances (both for the processing job and the model endpoint) to two reduces the time down to 3h and 17 minutes. This super-linear speedup is surprising. It is due to the fact that our single instance implementation does not fully utilize all cores. Our Spark implementation not only splits the workload across machines but also across cores within those machines thereby reducing not just time but even cost.

### Quantitative customer results

SageMaker AutoPilot, that automatically builds, trains, and tunes models, integrated Clarify in March 2021. AutoPilot contributes 54% of the explainability jobs. The automatic configuration functionality offered by AutoPilot, along with the other improvements listed above, helped reduce failure rates by 75%.

## 8.3 Ease of use

We obtained qualitative customer feedback on usability. For customers it was not always easy to get the configuration right despite documentation. Difficulties included setting the right fields with the right values, and figuring out fields that are optional, or need to go together for a specific use case. These difficulties were reduced through tooling, documentation, and examples. In terms of tooling, customers can use the explanatory UI or programmatically create the configuration. Regarding documentation, customers requested additional documentation covering specifics of multi-class prediction. Regarding examples, multiple customers with strict security requirements who used advanced configuration options to enable encryption of data at rest and in transit with fine-grained access control benefited from Clarify examples for such settings. Other customers noted that our notebooks focus on the CSV format and requested examples with the JSONLines data format. These examples illustrate tension between the goals of wide applicability and usability: Ease of use in for one setting (e.g., CSV data, binary predictions) does not extend to all settings (e.g., JSONLines data, multi-class prediction).

We received several inquiries about formulating the development, business, and regulatory needs into the framework that Clarify provides. While we were able to find a fit for many different use cases, these questions are hard and answers differ case-by-case. For example, the question of which bias metric is important, depends on the application. There is no way to get around this question, as it is impossible to remove all biases [11, 24]. Here again, documentation helps customers to address this hard question.

## 8.4 Two Customer Use Case Examples

Next, we illustrate the use of Clarify in production by providing two real customer use cases.

### Fraud detection

Zopa’s data scientists use several dozens of input features such as application details, device information, interaction behaviour, and demographics. For model building, they extract the training dataset from their Amazon Redshift data warehouse, perform data cleaning, and store into Amazon S3. As Zopa has their own in-house ML library for both feature engineering and ML framework support, they use the “Bring Your Own Container” (BYOC) approach to leverage SageMaker’s managed services.
and advanced functionalities such as hyperparameter optimization. The optimized models are then deployed through a Jenkins CI/CD pipeline to the production system and serve as a microservice for real-time fraud detection as part of their customer facing platform.

Explanations are obtained both during model training for validation, and after deployment for model monitoring and generating insights for underwriters. These are done in a non-customer facing analytical environment due to a heavy computational requirement and a high tolerance of latency. SageMaker Multi Model Server stack is used in a similar BYOC fashion, to register the models for the Clarityfy processing job. Clarityfy spins up an ephemeral model endpoint and invokes it for millions of predictions on synthetic contrastive data. These predictions are used to compute SHAP values for each individual example, which are stored in S3.

For model validation and monitoring, Clarityfy aggregates these local feature importance values across examples in the training/monitoring data, to obtain global feature importance, and visualizes them in SageMaker Studio To give insights to operation, the data scientists select the features with the highest SHAP values that contributed most to a positive fraud score (i.e., likely fraudster) for each individual example, and report them to the underwriter.

**Explanation of a soccer scoring probability model.** In the context of soccer matches the DFL (Deutsche Fußball Liga) applied Clarityfy to their xGoal model. The model predicts the likelihood that an attempted shot will result in a goal. They found that overall the features AngleToGoal and DistanceToGoal have the highest importance across all examples. Let us consider one of the most interesting games of the 2019/2020 Bundesliga season, where Borussia Dortmund beat Augsburg in a 5-3 thriller on January 18, 2020. Taking a look at the sixth goal of the game, scored by Jadon Sancho, the model predicted the goal with a high xGoal prediction of 0.18 compared to the average of prediction of 0.0871 across the past three seasons. What explains this high prediction? The SHAP analysis reveals that PressureSum, DistanceToGoalClosest, and AmountofPlayers contribute the most to this prediction. This is a noticeable deviation from the features that are globally the most important. What makes this explanation convincing is the unusual nature of this goal: Sancho received a highly offensive through ball well into Augsburg’s half (past all defenders – hence low PressureSum), only to dart round the keeper and tap it into the goal near the posts (low AngleToGoal).

### 9 LESSONS LEARNED IN PRACTICE

**Wide Applicability:** We learned that wide applicability across datasets and model endpoints not only requires flexible parsing logic (see §6), but also creates a tension with ease of use: Our code tries to infer whether a file contains a header, or a feature is categorical or numerical. While it is convenient for most not having to specify all these details, for some customers our inference does not work well. This tension is further explored in §8.3.

**Scalability:** When working towards our goal of creating a scalable application, we learned that bias and explainability analyses have different resource demands (SHAP can be compute intensive, while bias metrics can be memory intensive), and hence require separate tuning of the parallelism. For explainability we had to work on small chunks, while for bias reports, we had to work on large chunks of the dataset. For details and other technical lessons, see §6.1.

**Usability:** In retrospect, our biggest lesson concerning usability is one we should have recognized prior to the usability studies—we cannot rely heavily on documentation. Instead we need to enable users to try out the feature without reading documentation. Early implementations of Clarityfy required the user to create their JSON configuration file manually. This was prone to both schema errors caused by users creating malformed JSON, and soft errors caused by users defining metrics using incorrect fields or labels. To avoid such errors we developed an explanatory UI. Now, we ask the customer to “Select the column to analyze for bias” and provide a drop down menu or programmatically construct the configuration for them. We are further revising the UI, see §8.3.

**Best Practices:** We recognize that the notions of bias and fairness are highly dependent on the application and that the choice of the attribute(s) for which to measure bias, as well as the choice of the bias metrics, can be guided by social, legal, and other non-technical considerations. Our experience suggests that the successful adoption of fairness-aware ML approaches in practice requires building consensus and achieving collaboration across key stakeholders (such as product, policy, legal, engineering, and AI/ML teams, as well as end users and communities). Further, fairness and explainability related ethical considerations need to be taken into account during each stage of the ML lifecycle, for example, by asking questions stated in Figure 2.

![Figure 6: Scaling of SHAP on 100,000 examples and measuring time (left) and cost (right) for a varying number of instances.](image-url)
10 CONCLUSION

Motivated by the need for bias detection and explainability from regulatory, business, and data science perspectives, we presented Amazon SageMaker Clarify, that helps to detect bias in data and models and to explain predictions made by models. We described the design considerations, methodology, and technical architecture of Clarify, as well as how it is integrated across the ML lifecycle (data preparation, model evaluation, and monitoring post deployment). We discussed the technical challenges and resolutions, a case study, customer use cases, deployment results, and lessons learned in practice. Considering that Clarify is a scalable, cloud-based bias and explainability service designed to address the needs of customers from multiple industries, the insights and experience from our work are likely to be of interest for researchers and practitioners working on responsible AI systems.

While we have focused on providing tools for bias and explainability in the context of an ML lifecycle, it is important to realize that this is an ongoing effort that is part of a larger process. Another key challenge is to navigate the trade-offs in the context of an application between model accuracy, interpretability, various bias metrics, and related dimensions such as privacy and robustness (see, for example, [11, 23, 24, 32]). It cannot be overemphasized that developing AI solutions needs to be thought of more broadly as a process involving iterated inputs from and discussions with key stakeholders such as product, policy, legal, engineering, and AI/ML teams as well as end users and communities, and asking relevant questions during all stages of the ML lifecycle.
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A DETAILED CONFIGURATION

A.1 Additional Bias Metrics
Recall that we defined the fraction of positively labeled examples in group a as \( q_a = \frac{n_a^{(1)}}{n_a} \) \( (q_d = \frac{n_d^{(1)}}{n_d} \) for group d, respectively). They define a probability distribution \( P_a \) for group a over labels as \( q_a \) for positive labels and \( 1 - q_a \) for negative labels and \( P_d \) as \( q_d \) and \( 1 - q_d \). Differences in these probability distributions yield additional pre-training bias metrics:

KL KL divergence measures how much information is needed to move from one probability distribution \( P_a \) to another \( P_d \): \( KL = q_a \log \frac{q_a}{q_d} + (1-q_a) \log \frac{1-q_a}{1-q_d} \).

JS Jenson-Shannon divergence provides a symmetric form if KL divergence. Denoting by \( P \) the average of the label distributions of the two groups, we define

\[
JS(P_a, P_d, P) = \frac{1}{2} [KL(P_a, P) + KL(P_d, P)].
\]

LP We can also consider the norm between the probability distributions of the labels for the two groups. For \( p \geq 1 \), we have

\[
L_p(P_a, P_d) = \left| \sum_y |P_a(y) - P_d(y)|^p \right|^{1/p}.
\]

TVD: The total variation distance is half the \( L_1 \) distance: \( TVD = \frac{1}{2}L_1(P_a, P_d) \).

KS Kolmogorov-Smirnov considers the maximum difference across label values: \( KS = \max(|P_a - P_d|) \).

For the post-training bias metric we additionally have a flip test.

FT Counterfactual Flip test: FT assesses whether similar examples across the groups receive similar predictions. For each example in \( d \), we count how often its k-nearest neighbors in \( a \) receive a different prediction. Simplifying [9], we define \( FT = (F^a - F^d) / n_d \) where \( F^a \) (\( F^d \) resp.) is the number of examples in \( d \) with a negative (positive, resp.) prediction whose nearest neighbors in \( a \) have a positive (negative, resp.) prediction.

A.2 Configuration Options
Table 5 illustrates the flexible support for model outputs.

| Example output | Configuration of predictor |
|----------------|----------------------------|
| C3: [0.1,0.3,0.6] | "label": 0, "probability": 1 |
| [0.1,0.3,0.6] | "probability": 0, "label_headers": ["C1","C2","C3"] |
| {"pred": C3, "sc": [0.1,0.3,0.6]} | "label": "pred", "probability": "sc", "content_type": "application/jsonlines" |

Table 5: Illustration of multi-class model outputs supported by Clarify. The model predicts scores for classes C1, C2, C3.

A.3 Detailed Example
Below we show an example analysis config. It is minimal and additional configuration options (e.g. to support datasets without headers or model endpoints using JSON format) exist.

```json
{ "dataset_type": "text/csv", "label": "Class1Good2Bad", "label_values_or_threshold": [1], "facet": [ { "name_or_index": "ForeignWorker", "value_or_threshold": [1] } ] }, "group_variable": "A151", "methods": { "shap": { "baseline": "s3://<bucket>/<prefix>/<file>", "num_samples": 3000, "agg_method": "mean_abs" }, "pre_training_bias": { "methods": "all" }, "post_training_bias": { "methods": "all" }, "report": { "name": "report", "title": "Clarify Analysis Report" } }, "predictor": { "model_name": "german-xgb", "instance_type": "ml.c5.xlarge", "initial_instance_count": 1 } }
```