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Abstract— This article presents a constrained policy optimization approach for the optimal control of systems under nonstationary uncertainties. We introduce an assumption that we call Markov embeddability that allows us to cast the stochastic optimal control problem as a policy optimization problem over the augmented state space. Then, the infinite-dimensional policy optimization problem is approximated as a finite-dimensional nonlinear program by applying function approximation, deterministic sampling, and temporal truncation. The approximated problem is solved by using automatic differentiation and condensed-space interior-point methods. We formulate several conceptual and practical open questions regarding the asymptotic exactness of the approximation and the solution strategies for the approximated problem. As proof of concept, we present numerical examples demonstrating the performance of the proposed method.

I. INTRODUCTION

Sequential decision problems under nonstationary uncertainties have been recognized as computationally challenging problems [1]. The stochastic problem admits a deterministic equivalent for linear-quadratic settings with additive uncertainties (so-called certainty equivalence [2]), but this result does not generalize to systems with nonlinearity, constraints, or multiplicative uncertainties. Numerical solution methods for such problems have been studied extensively in the context of multistage stochastic programming [3]. Several decomposition algorithms, such as nested Benders decomposition [4], progressive hedging [5], and stochastic dual dynamic programming [6] have been proposed. These methods have limitations, however, in that they rely heavily on convexity and require expensive iterative computations.

In this paper we address the challenges in stochastic control under nonstationary uncertainty based on the Markov embeddability assumption. This condition assumes that the uncertainty that drives the stochastic system is a partial observation of a higher-dimensional Markov process. This assumption can be justified because, in many applications, the uncertain exogenous factors (e.g., energy price and demand) can be forecast by the simulation on higher-dimensional spaces with augmented data (e.g., spatiotemporal climate models), which in principle satisfy the Markov property. This assumption provides a desirable structure that allows us to apply the state augmentation technique [1] and to embed the exogenous nonstationary process on a single Markov decision process. In turn, one can reformulate the original problem as a time-independent policy optimization (PO) problem, which can be subsequently approximated by a finite-dimensional nonlinear program using several approximation strategies (function approximation, sample average approximation, and temporal truncation). The resulting problem is computationally challenging, but a scalable solution is possible by applying structure-exploiting methods—batched automatic differentiation and condensed-space interior-point methods (IPMs). These methods are particularly well suited for running on graphics processing units (GPUs).

Policy optimization approaches are widely used, classically in the context of dynamic programming (DP), and more recently in the context of reinforcement learning (RL) [1]. Since the method proposed in this article can be used in conjunction with the system identification methods, our method in principle can be used as a model-based policy optimization method, which is similar in spirit to the model-based RL approaches [7]. However, our approach is different from the algorithms studied in the RL context in that (i) we apply deterministic sampling rather than stochastic algorithms [8]; (ii) we do not replace the constraints using a penalty, which is standard in RL, but instead apply the classical constrained nonlinear optimization algorithm [9]; and (iii) our method does not include online learning, which is an important aspect of many RL methods. In the classical control context, several works have studied the policy optimization approach. Our work is close in spirit to the recent study on the direct policy optimization method applied to trajectory optimization problems [10]. While our approach is similar to that study in terms of problem formulations and approximation strategies, we undertake a deeper investigation into how nonstationary uncertainties are handled and what the practical considerations are in implementing scalable algorithms for policy optimization.

The contributions of this paper are threefold. First, we present constrained policy optimization based on state augmentation and finite-dimensional approximation strategies. Second, we highlight several conceptual open questions and computational challenges. Third, as a proof of concept, we numerically demonstrate the effectiveness of policy optimization relative to model predictive control (MPC) and linear quadratic regulator (LQR).

II. SETTINGS

A. Model

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. We consider a discrete-time stochastic process \(\{\xi_t\}_{t=0}^{\infty}\), where \(t\) is the time.
index and $\xi_t$ is a random variable taking a value in some measurable set $\Xi \subseteq \mathbb{R}^{n_\xi}$. We assume that the distribution of the full uncertainty is known: at time $t$, the knowledge of the conditional distribution for the future uncertainties $\xi_{t+1:}\infty$ given $\xi_{0:t}$ can be exploited. The stochastic dynamical system under study is given by the measurable function $f: \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_\xi} \rightarrow \mathbb{R}^{n_x}$, such that

$$x_t = f(x_{t-1}, u_{t-1}, \xi_t), \quad \forall t = 0, \ldots, T-1,$$

where $x_t \in \mathbb{R}^{n_x}$ and $u_t \in \mathbb{R}^{n_u}$ denote the state and control at time $t$. We seek to minimize the discounted summation of the performance index $J(x_t, u_t; \xi_t)$ over an infinite horizon while satisfying almost surely the algebraic constraints

$$g(x_t, u_t, \xi_t) \geq 0, \quad \forall t = 0, \ldots, T-1,$$

with $g: \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_\xi} \rightarrow \mathbb{R}^m$ a measurable mapping.

According to the dynamics (1), the following event order is assumed: $\xi_0, x_0, u_0, \xi_1, x_1, u_1, \ldots, u_{T-1}, \xi_T, x_T$. In each stage, the control decision $u_t$ is a recourse decision made after partially observing the past uncertainties $\xi_{0:t}$ [11]: for all $t$, $u_t$ can be expressed by a measurable mapping $u_t(\cdot)$ such that $u_t = u_t(\xi_{0:t})$.

An important feature of our setting is that the system under study is driven by a nonstationary stochastic process $\{\xi_t\}_{t=0}^{\infty}$. We assume the stochastic process is non-Markovian, in contrast to the classical stochastic control literature where it is typically assumed that $\xi_t$ are mean zero, independent, and identically distributed (iid). This assumption is improper if the controller’s goal is to track a setpoint in the face of mean zero iid disturbances. However, in many emerging applications such as energy management [12], there is no clear notion of setpoints, and the control goal is rather directly optimizing the economic performance by responding to the time-varying uncertainty signals (e.g., renewable generation and demand). This is because the system is driven by nonstationary exogenous factors involving time scales comparable to one of the dynamics [13], [14]. Remarkably, weather conditions, which have a strong correlation with renewable generation and demand, do not satisfy the Markov property by themselves, since accurately modeling the climate dynamics typically requires the use of long memory. Our setting is suitable for such applications since we do not make restrictive assumptions about the nature of uncertainty.

### B. Problem Formulation

The settings introduced in Section II-A give rise to the following stochastic optimal control problem:

$$\min_{\{u_t(\cdot)\}_{t=0}^{\infty}} \mathbb{E}_{\xi} \left[ \sum_{t=0}^{\infty} \gamma^t f(z_t(\xi_{0:t}); \xi_t) \right]$$

s.t. $x_0(\xi_0) \sim \mathcal{X}$

$$x_t = f(z_{t-1}(\xi_{0:t-1}); \xi_t), \quad a.s., \quad t \in \mathbb{N}_{\geq 1}$$

$$g(z_t(\xi_{0:t}); \xi_t) \geq 0, \quad a.s., \quad t \in \mathbb{N}_{\geq 1}$$

where $z_t(\cdot) := (x_t(\cdot), u_t(\cdot))$, $\mathcal{X}$ is the distribution of the initial state, and $\gamma \in (0, 1)$ is the discount rate. We do not express $\{x_t(\cdot)\}_{t=0}^{\infty}$ as decision variables because they can always be eliminated and expressed in terms of $\{u_t(\cdot)\}_{t=0}^{\infty}$.

Problem (3) has appeared in various contexts, with different variations. For example, in the DP and RL literature, the dynamics (3c) is expressed as transition probabilities over (typically) finite state-action spaces [1]. In the multistage stochastic programming literature, the problem is expressed as the minimization of nested expected values [11].

Solving (3) is challenging because of its infinite-dimensional nature, following from (i) the continuous domain of the decision functions $u_t(\cdot)$, (ii) the expectation taken over continuous random variables, and (iii) the infinite time horizon. Without a simplifying assumption, solving (3) is intractable in general. The solution approaches for (3) have been of particular interest in the stochastic programming literature. Sample average approximation [15] is the standard technique in dealing with stochastic optimization problems over continuous distributions. Under suitable assumptions, the solution of a finite-dimensional approximated problem asymptotically converges to that of the original problem [16]. However, these approaches result in exponentially large scenario trees that need to be explicitly considered within a single optimization problem and thus are not scalable.

### III. Policy Reformulation

To overcome the computational challenges faced in (3), we introduce the Markov embeddability assumption.

**Assumption 1:** There exists a Markov stochastic process $\{\xi_t\}_{t=0}^{\infty}$ with $\xi_t$ being a random variable taking a value in some measurable set $Z \subseteq \mathbb{R}^{n_\xi}$ and a measurable mapping $\psi: Z \rightarrow \Xi$ such that $\xi_t = \psi(\xi_t)$. In other words, we assume that $\{\xi_t\}_{t=0}^{\infty}$ is a partial observation of potentially a higher dimensional Markov process.

For the simplest case, $\xi_t$ may be constructed based on the time-delay embedding [17]. Furthermore, several more sophisticated models can be used to construct the Markov process, such as the finite-memory Koopman/Mori–Zwanzig (K-MZ) formalism [18], multifidelity model reduction strategies [19], and physics-informed strategies [20]. For example, if the probability law of $\xi_{0:t}$ is known, the K-MZ formalisms allow us to obtain a minimal representation that trades computational efficiency for accuracy. If, however, $\xi_{0:t}$ is only sparsely observed, then K-MZ provides us with a basis for inferring the dynamics of the Markov embedding.

This assumption allows for the construction of an augmented Markov decision process from the stochastic dynamical systems driven by nonstationary uncertainties. This is in direct contrast to the classical approaches [21], [22], which render the problem Markovian by introducing a history process $h_t = (x_0, u_0, x_1, \ldots, u_{t-1}, x_t)$, collecting all the past information, and looking at control policies $u_t(h_t)$ depending on the current history $h_t$. Despite its theoretical interest, this approach is intractable since the dimension of the history variable $h_t$ increases linearly with the time $t$.

In comparison, the Markovian-embedding approach has two advantages: (i) the construction of the Markovian process $\{\xi_t\}_{t=0}^{\infty}$ relies on an ad hoc analysis of the uncertainties in the.
problem, and (ii) the dimension of the resulting augmented state variable \( \tilde{x}_t := (x_t, \zeta_t) \in \mathbb{R}^{n_x} \times Z \) is fixed.

We now can rewrite (3) as

\[
\min_{\{u_t(\cdot)\}_{t=0}^{\infty}} \mathbb{E}_\zeta \left[ \sum_{t=0}^{\infty} \gamma^t \ell(z_t(\zeta_{0:t}); \zeta_t) \right] 
\tag{4a}
\]

s.t. \( x_t = f(z_{t-1}(\zeta_{0:t-1}); \zeta_t), \ a.s., \ t \in I_{\geq 1} \)  
\( g(z_t(\zeta_{0:t}); \zeta_t) \geq 0, \ a.s., \ t \in I_{\geq 0} \)  
\( \zeta_0 = \sigma \)
\( \theta \in \mathcal{P} \)
\( u_t(\cdot) \rightarrow \lambda \)

by redefining \( \ell(\cdot, \cdot) \mapsto \ell(\cdot, \psi(\cdot)), f(\cdot, \cdot) \mapsto f(\cdot, \psi(\cdot)) \), and so on, and by parameterizing \( z_t(\cdot) \) by \( \zeta_{0:t} \) instead of \( \zeta_{0:t} \).

The key benefit of replacing the nonstationary process \( \{\zeta_t\}_{t=0}^{\infty} \) with the higher-dimensional Markov process \( \{\zeta_t\}_{t=0}^{\infty} \) is that we can express the problem in the fixed policy space parameterized by the augmented state \( \tilde{x}_t = (x_t, \zeta_t) \). The augmented state \( \tilde{x}_t \) with control \( u_t \) defines a Markov decision process, and it is well known that infinite-horizon Markov decision processes admit a fixed policy solution [1]. Thus, no optimality gap is introduced by the reformulation of Problem (4) into

\[
\min_{\pi(\cdot)} \mathbb{E}_\zeta \left[ \sum_{t=0}^{\infty} \gamma^t \ell(z_t(\zeta_{0:t}); \zeta_t) \right] 
\tag{5a}
\]

s.t. \( x_t = f(z_{t-1}(\zeta_{0:t-1}); \zeta_t), \ a.s., \ t \in I_{\geq 1} \)  
\( g(z_t(\zeta_{0:t}); \zeta_t) \geq 0, \ a.s., \ t \in I_{\geq 0} \)  
\( \zeta_0 = \sigma \)
\( \theta \in \mathcal{P} \)
\( \pi(\cdot) \rightarrow \lambda \)

Instead of optimizing w.r.t. the control process \( \{u_t(\cdot)\}_{t=0}^{\infty} \), Problem (5) looks for a solution as a fixed control policy \( \pi : \mathbb{R}^{n_x} \times \mathbb{R}^{n_\zeta} \rightarrow \mathbb{R}^{n_u} \).

IV. APPROXIMATIONS

Although the problem in (5) is still infinite-dimensional, (3) can be approximated as a finite-dimensional nonlinear program by applying several approximation strategies. In particular, we apply function approximation, sample average approximation, and temporal truncation. While these approximation strategies are not fully rigorous, we will justify why they can yield a near-optimal solution.

A. Finite-Dimensional Nonlinear Programming Formulation

We are now set to state the approximate problem:

\[
\min_{\theta \in \mathcal{P}} \sum_{i=1}^{S} \sum_{t=0}^{T} \gamma^t \ell(z_t^{(i)}(\zeta_{0:t}^{(i)}); \zeta_t^{(i)}) 
\tag{6a}
\]

s.t. \( \theta(\cdot) = \pi^{(i)}, \ i \in [1,S] \)  
\( x_t^{(i)} = f(z_{t-1}^{(i)}(\zeta_{0:t}^{(i)}); \zeta_t^{(i)}), \ t \in I_{[0,T]}, i \in [1,S] \)  
\( g(z_t^{(i)}(\zeta_{0:t}); \zeta_t^{(i)}) \geq 0, t \in I_{[1,T]}, i \in [1,S] \)  
\( u_t^{(i)}(\zeta_{0:t}) = \pi_\theta(x_t^{(i)}, \zeta_t^{(i)}), t \in I_{[1,T]}, i \in [1,S]. \)

The policy \( \pi(\cdot) \) is assumed to be approximated by a certain function approximator \( \pi_\theta(\cdot) \) with parameter \( \theta \). The samples are obtained by drawing \( S \) samples \( \{\pi^{(i)}(\cdot), \zeta_{0:T}^{(i)}\}_{i=1}^{S} \) from the known distribution of the uncertainty. Using these samples, one can replace the expectation in (3a) by the sample average, and the almost-sure condition in the constraints (3c)-(3d) can be replaced by the constraints enforced over the finite sample points. The temporal truncation is performed by replacing the infinite-horizon summation in (5) with a finite-horizon summation over \( I_{[0,T]} \) and enforcing dynamic and algebraic constraints only over \( I_{[0,T]} \). Now the only decision variables in (6) are the finite-dimensional policy parameters \( \theta \). Further, the number of constraints is also finite, and the objective and the constraint functions do not involve infinite-dimensional operators. Still, the problem is computationally challenging to solve because of the potentially large number of objective terms and constraints.

Applying approximation strategies to (5) rather than (3) has several benefits. First, one does not need to solve the problem online; if the temporal truncation strategy is applied to (3), the problem needs to be resolved every several time intervals (called receding-horizon control), since the solution of the approximated problem does not cover the entire infinite temporal horizon. Second, the target function to be approximated becomes much simpler in (5) than (3) thanks to the time-independent nature of the fixed policy \( \pi(\cdot) \).

At the same time, however, properly approximating (5) is likely to be also computationally expensive. For instance, it is well known that directly constructing the optimal policy based on active set analysis is intractable even for medium-size linear-quadratic problems because of the combinatorial explosion of possible active sets [23]. Thus, the policy representation architectures, such as neural networks or nonlinear basis functions, need to have good approximating properties for the resulting control policy (4).

B. Discussions

A natural question in the context of (6) is: Does the minimum of (6) approach to the minimum of (5) as \( S, T, P \to \infty \)? Addressing this question is nontrivial, and establishing a rigorous end-to-end near-optimality guarantee is extremely challenging. Here we provide some justification based on the existing theoretical results as well as indicate some open problems for the resulting method.

First, it is well known that certain function approximation paradigms, such as neural networks, enjoy the universal approximation property [24]. Thus, by using an adequate number of hidden nodes, one may expect that the approximation quality improves. In this context, it is of interest to characterize how many hidden nodes are needed to make the approximation accurate up to the given error bound.

Second, several works in the literature have studied the sample average approximation strategies for stochastic nonlinear programs. In particular, several works have established asymptotic [15] and non-asymptotic guarantees [25]. However, the formulation studied in these works does not cover the almost-sure constraint in (5). Thus, the analysis does not directly apply to our setting, and accordingly, it is of interest to establish the asymptotic/non-asymptotic guarantee for the sample average approximation of stochastic NLPs with almost-sure constraint.

The effect of temporal truncation has been studied in several recent works [26]–[28]. The key idea is that these dynamic optimization problems exhibit the exponential decay of sensitivity under regularity conditions given by the stabilizability.
and detectability, and this leads to the near-optimality of the policies with truncated prediction horizons. This property is studied primarily under linear-quadratic settings, however, and the generalization for nonlinear, constrained settings is an interesting research area.

V. Algorithms

We are now set to discuss the numerical solution strategy for (6). We first write (6) in a more abstract form:

$$\min_{\theta \in \mathbb{R}^p} \sum_{i=1}^{S} L^{(i)}(\theta) \quad \text{s.t.} \quad G^{(i)}(\theta) \geq 0, \quad i = 1, \ldots, S. \quad (7)$$

Recall that (7) is a minimization problem of the summation of the sampled stage costs over the truncated horizon, subject to the algebraic constraints for each time stage and each sample. Further note that the temporal structure is collapsed into the expressions $L^{(i)}(\cdot)$ and $G^{(i)}(\cdot)$; thus, the expressions in $L^{(i)}(\cdot)$ and $G^{(i)}(\cdot)$ embed the $T$-step forward simulation with the policy $\theta$ and dynamics (1).

A. Automatic Differentiation (AD)

Applying a Newton or quasi-Newton method for (7) requires evaluating the first- and/or second-order derivatives of (7). Using efficient AD is important, since evaluating the derivatives of the expressions in (7) can be expensive because they can embed long-horizon dynamical simulations. One can observe that $L^{(i)}(\cdot)$ and $G^{(i)}(\cdot)$ for each $i$ are independent. Thus the associated derivative evaluations can be performed in parallel. Moreover, for all $i$, both $L^{(i)}(\cdot)$ and $G^{(i)}(\cdot)$ share the same structure in their expressions and differ only in the numerical values of the sampled data $\zeta^{(i)}$. This means that the evaluation of first- and second-order derivatives can be performed by using single-instruction multiple-data (SIMD) parallelism, which is suitable for running on modern GPUs. In particular, by evaluating the objective gradient and constraint Jacobian via batched operations, significant speed-up can be achieved. The implementation of the batched first- and second-order derivative evaluations using state-of-the-art AD tools will be investigated in the future.

B. Condensed-Space Interior-Point Method

The problem in (7) can be solved with the standard constrained nonlinear optimization algorithms, such as the augmented Lagrangian method, sequential quadratic programming, and IPM [9]. Here we describe IPM, but using other algorithms is also possible. The standard IPM introduces the slack variables and replaces the inequality constraints with log-barrier functions:

$$\min_{\theta, s} \sum_{i=1}^{S} L^{(i)}(\theta) - \mu \log s^{(i)}(\cdot), \quad \text{s.t.} \quad G^{(i)}(\theta) = s^{(i)}(\cdot), \quad \forall i \in [0, S].$$

Here $\mu > 0$ is the penalty parameter, and $s$ is the slack variable. Then, the primal-dual search direction is computed by applying the Newtonized Newton steps (approximated Newton steps in the case of quasi-Newton) for the KKT conditions of the barrier subproblem. This can be performed by solving a linear system of the following structure:

$$\sum_{i=0}^{S} H^{(i)} + \Sigma_{G} \theta = \begin{bmatrix} J^{(1)} \cdots J^{(S)} \end{bmatrix} \begin{bmatrix} d_1^\top \cdots d_S^\top \end{bmatrix} \begin{bmatrix} r_1 \cdots r_S \end{bmatrix} \quad \text{s.t.} \quad J^{(i)} = d_i^\top \Sigma G, \quad r = \Sigma_{G}.$$  

Here, $H^{(i)}$ is the exact or approximate Hessian of Lagrangian $\nabla_{\theta} L^{(i)}(\theta) + \lambda^{(i)} G^{(i)}(\theta)$ for sample $i$; $J^{(i)}$ is the Jacobian of the constraint $\nabla_{\theta} G^{(i)}(\theta)$ for sample $i$; $\Sigma_{G}$ and $\Sigma_{1}, \ldots, \Sigma_{S}$ are the terms that derive from regularization and the barrier term; $d_0, d_1, \ldots, d_S, d_1^\top, \ldots, d_S^\top$ are step directions; and $r_1, r_1^\top, \ldots, r_S, r_1^\top, \ldots, r_S^\top$ are the right-hand side terms that derive from the KKT residual. The direction obtained by solving (8) can be used for updating the interior-point primal-dual iterate, with the help of the line search method; and by repeating the procedure with $\mu \sim 0$, one can converge to the stationary point of (7).

Directly solving the KKT system in (8) is computationally intractable since the Hessian and Jacobian matrices are dense and the size of the system scales linearly with $T$ and $S$. To avoid factorizing this large matrix, we apply the condensation technique, based on Schur complement decomposition. In particular, by exploiting that $\Sigma_{1}, \ldots, \Sigma_{S} \succ 0$ (always holding due to the nature of IPM), one can solve the system in (8) by solving

$$\begin{bmatrix} \sum_{i=0}^{S} H^{(i)} + \Sigma_{G} + \sum_{i=0}^{S} J^{(i)\top} \Sigma G J^{(i)} \end{bmatrix} \theta = \begin{bmatrix} r_1 \cdots r_S \end{bmatrix}, \quad \text{s.t.} \quad \sum_{i=0}^{S} J^{(i)\top} (r_i^\top - \Sigma G r_i^\top),$$

and then computing the rest of the directions based on (8). Solving the system in (9) is significantly cheaper than directly solving (8), since the system size is much reduced, and the system now becomes a positive definite system (after regularization), as opposed to an indefinite system. This allows using the Cholesky factorization, which is highly scalable on GPU/SIMD architectures.

VI. Numerical Experiments

We demonstrate the proposed approach with the following example, inspired by the heating/cooling problem under time-varying and uncertain energy prices and disturbances:

$$\ell(x, u; \xi) = 10^{-3} \|x\|^2 + \|u\|^2 + \xi \begin{bmatrix} 0.9 & -0.05 & 0 \\
-0.05 & 0.9 & -0.05 \\
0 & -0.05 & 0.9 \end{bmatrix} \begin{bmatrix} u \\
0.3 \\
0.3 \end{bmatrix} \xi,$$

$$f(x, u; \xi) = \begin{bmatrix} 0.9 & -0.05 & 0 \\
-0.05 & 0.9 & -0.05 \\
0 & -0.05 & 0.9 \end{bmatrix} x + u + \begin{bmatrix} 0.1 \\
0.1 \\
0.1 \end{bmatrix} \xi,$$

$$g(x, u; \xi) \geq 0 \iff \begin{bmatrix} -0.2 \\
-0.2 \end{bmatrix} \leq x \leq \begin{bmatrix} 0.2 \\
0.2 \end{bmatrix}, \quad \begin{bmatrix} -0.03 \\
-0.03 \end{bmatrix} \leq u \leq \begin{bmatrix} 0.03 \\
0.03 \end{bmatrix}.$$
where \( \{\xi_t\}_{t=0}^{\infty} \) satisfies
\[
\begin{bmatrix}
0.955 & 0 & .295 \\
-0.295 & 0 & .955 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\xi_{t+1} \\
\xi_t \\
1
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} w_t, \ t = 1, 2, \cdots
\]
for an iid random variable \( w_t \).

A. Methods

We compare three control policies: the policies obtained by policy optimization (PO), LQR, and MPC with a horizon length 20. The gain matrix for LQR is computed by solving the algebraic Riccati equation on the augmented state-space model. We assume that the actuator is saturated when the input constraints are violated. The MPC problem is formulated by using the standard formulation over the augmented state-space model. The MPC policy falls back to the LQR policy when the problem becomes infeasible.

The PO problem is formulated with a neural network policy approximator with two hidden layers, with 6 nodes in each layer, and with tanh activation functions. The PO problem is initialized with an arbitrary starting point, as there was no clear benefit of warm starting using known policies (e.g., LQR). The policies are obtained for a varied number of samples \( S \) and the time horizon length \( T \). The validation is performed for 10 sample trajectories with 100 time stages. The training data and the validation date are not the same but are drawn from the same distribution. We performed two sets of experiments. In the first set, we set \( w_t \) to be constantly zero (thus, the system is noise-free); in the second set, we assume that \( w_t \) is drawn from the uniform distribution over \([-1, 1]\).

The code is implemented in the Julia language with the help of several packages: ForwardDiff.jl (automatic differentiation), NLPMemory.jl (nonlinear programming abstraction), and MadNLP.jl (solving policy optimization problems). The code is available at [29]. All problems are solved in less than 30 seconds on a laptop computer with an Intel i9-11900H CPU. The parallel implementation will be studied in future work.

B. Results

First, we discuss the noise-free case. The performance and constraint violation results are shown in Table I, and one of the closed-loop controller profiles for a representative scenario is shown in Figure 1 (top). In Table I, performance refers to the sample-averaged closed-loop performance index over the validation data, and the constraint violation represents the average number of time points where the constraints are violated for every 100 time stages on the validation data. One can see that LQR and MPC perform approximately the same, but LQR violates the constraints for several time points. Further, one can see that the policies obtained from PO with high \( S \) and \( T \) do not violate the constraints. However, the closed-loop performance indexes were significantly worse than for LQR and MPC.

We now discuss the noisy case. The performance and constraint violation results are shown in Table II, and one of the closed-loop controller profiles for a representative scenario is shown in Figure 1 (bottom). While MPC has a recursive feasibility guarantee for nominal settings, it may violate the constraints if the system is subject to uncertainty. In particular, the event sequence and dynamics in Section II-A prohibit MPC from accurately predicting the next state. The results reveal this limitation of MPC; the constraints are violated for many time stages. Also, LQR violates the constraints for many time stages because of its inherent limitation in handling the constraints as well as the effect of uncertainties. However, the policy obtained by PO with high \( T \) and \( S \) violates the constraints much less frequently. On the other hand, the closed-loop performance index of the policies obtained by PO is still much worse than that of MPC and LQR.

These results suggest that a control policy with respectable performance can be obtained through the PO approach with a moderate number of samples and time horizon length. However, the closed-loop performance index was found to be significantly worse than that of the LQR and MPC. For the noisy setting, the optimal solution may indeed perform significantly worse than MPC and LQR—since they always satisfy the constraints, they make conservative moves—but the results for the noise-free setting suggest that the policy obtained by PO may be more conservative than what is necessary. This limitation might have been caused by the (i) an inadequate number of parameters in the policy approximator, (ii) the inadequate number of samples, and (iii) the short time horizon. In the future, the capability of the PO approaches will be investigated further with more scalable implementation and realistic case studies.

VII. Conclusions

We have presented a constrained policy optimization approach for solving stochastic control problems under nonstationary uncertainty based on state augmentation, reformulation into policy optimization, and finite-dimensional approximation. The approximation involves function approximation, sample average approximation, and temporal truncation, each of which can be justified to some extent, but the precise error analysis remains an open question. Even after the approximation, the solution of the approximate problem is nontrivial because of the complex function expressions and the large number of samples. We have highlighted several computational challenges and proposed scalable computing strategies that exploit the separable structure and are suitable for running on SIMD/GPU architecture. The numerical results suggest that the policies obtained by the policy optimization method can achieve a respectable control performance while having a better capability of satisfying the constraints compared with LQR and MPC.
Fig. 1. Closed-loop simulation of PO, LQR, and MPC. Top: nominal. Bottom: noisy. The constraint violation is marked in red.

| TABLE I | PERFORMANCE COMPARISON OF PO, LQR, AND MPC (NOMINAL) |
|---------|-----------------------------------------------------|
| PO      | LQR       | MPC       |
| $S,T$   | 5         | 10        | 15        | 20        |
| Performance (the lower the better) | | | | |
| 5      | -0.00253593 | 0.0026096 | -0.032549 | -0.066056 |
| 10     | -0.00657874 | 0.00106624 | -0.056115 | -0.053608 |
| 15     | 0.00374853  | 0.0031267 | -0.054478 | -0.0551895|
| 20     | 0.00118673  | 0.00125063 | -0.0533176| -0.052409 |
| Constraint Violation (the lower the better) | | | | |
| 5      | 10        | 20        |
| 0.0    | 32.5      | 6.66      | 6.48      |
| 5.9    | 0.0       | 0.0       | 0.0       |

| TABLE II | PERFORMANCE COMPARISON OF PO, LQR, AND MPC (NOISY) |
|----------|----------------------------------------------------|
| PO      | LQR       | MPC       |
| $S,T$   | 5         | 10        | 15        | 20        |
| Performance (the lower the better) | | | | |
| 5      | 0.000184756 | 0.000351228 | 0.0003732 | -0.0691543|
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