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Abstract. In this work we propose a combinatorial model that generalizes the standard definition of permutation. Our model generalizes the degenerate Eulerian polynomials and numbers of Carlitz from 1979 and provides missing combinatorial proofs for some relations on the degenerate Eulerian numbers.
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1. Motivation

Permutation is one of the widely studied combinatorial objects. A common definition of a permutation is an arranged sequence of \( n \) different objects: for example the elements of the set \([n] = \{1, 2, \ldots, n\}\). Given a permutation \( \pi = \pi_1\pi_2 \cdots \pi_n \), then any index \( 1 \leq k \leq n \) is either an ascent or a descent of the permutation \( \pi \). If \( \pi_k < \pi_{k+1} \) then \( k \) is an ascent, otherwise it is a descent of \( \pi \) (i.e. \( \pi_k > \pi_{k+1} \)). The last index of the permutation is neither ascent or descent. Let us denote by \( A_{n,k} \) a number of permutations of a length \( n \) with exactly \( k \) ascents, then \( A_{n,k} \) are the Eulerian numbers and they are the coefficients of the Eulerian polynomials \( A_n(x) \), i.e. \( A_n(x) = \sum_{k=0}^{n} A_{n,k} x^k \). The Eulerian polynomials \( A_n(x) \) are given by the following exponential function

\[
\frac{x - 1}{x - e^t(x-1)} = \sum_{n \geq 0} A_n(x) \frac{t^n}{n!}.
\]

The Eulerian numbers satisfy the recurrence relation

\[
A_{n,k} = (k + 1)A_{n-1,k} + (n - k)A_{n-1,k-1},
\]

and

\[
\sum_{k=0}^{n-1} A_{n,k} = n!
\]

In 1954 Carlitz proposed a \( q \)-Eulerian polynomials \( [1] \), which are a generalization of the Eulerian polynomials based on \( q \)-exponential function and \( q \)-calculus \( [7] \). Later, in 1975, he show that this generalization is related to two statistics on
permutations: the number of descents and the major index, which is a sum of all descent indices [2].

In his work [3] from 1979 Carlitz defined degenerate Eulerian numbers $A_{n,k}(\lambda)$ as

$$
\frac{1 - x}{1 - x(1 + \lambda t(1 - x))} = 1 + \sum_{n=1}^{\infty} \sum_{k=1}^{n} A_{n,k}(\lambda) x^k t^n n!.
$$

The degenerate Eulerian numbers satisfy a very similar to (3) equation

$$
\sum_{k=0}^{n-1} A_{n,k}(\lambda) = n!
$$

and a recurrence relation

$$
A_{n,k}(\lambda) = (k + 1 - (n - 1)\lambda)A_{n-1,k} + (n - k + (n - 1)\lambda)A_{n-1,k-1}.
$$

Both results (5) and (6) can be proved analytically by using the generating function (4), however there is neither combinatorial interpretation of the degenerate Eulerian numbers $A_{n,k}(\lambda)$ nor combinatorial proof of these equations.

In this work we propose a combinatorial model that generalizes the standard definition of permutation. Our model not only provides a combinatorial proof for (5) -(6), but also it generalizes the degenerate Eulerian polynomials and numbers of Carlitz.

2. NEW EXTENSION OF PERMUTATIONS

Let us consider a permutation of $[n]$ as a permutation of tiles with dots, similar to domino but containing one single square: $\square$, $\uparrow\square$, $\downarrow\square$, .... Each one of such tiles is invariant under rotation by 180°. Let us consider a recursive construction of permutation starting from a permutation containing a single tile $\square$. Assuming given a permutation $\pi$ of a length $n - 1$, a permutation $\pi'$ of a length $n$ can be constructed from $\pi$ by inserting a tile with $n$ dots. Such insertion not necessarily adds an ascent into the permutation. Let us now at each step to add another tile with a special property – this tile inserted into permutation will add an ascent. We depict this tile as $\uparrow\square$. Obviously, the rotation by 180° turns it into $\downarrow\square$.

These tiles are different under rotation, so we define different actions for these two positions. From hereon we denote a tile with upward arrow by number of dots followed by a symbol “$\uparrow$” and a tile with downward arrow by number of dots followed by a symbol “$\downarrow$.” For example, the tiles above will be denoted by $2\uparrow\square$ and $2\downarrow\square$, respectively, while a tile without arrows will be denoted by the number of dots on it. Therefore at the step $n$ of recursive construction of permutation we add one of three possible tiles: regular $n$ or $n\uparrow$ or its rotation $n\downarrow$. Let us denote by $\text{asc}(\pi)$ a set of ascents of the permutation $\pi = \pi_1\pi_2\cdots\pi_{n-1}$, i.e.

$$
\text{asc}(\pi) = \{ i \mid \pi_i < \pi_{i+1} \},
$$
and by $|\text{asc}(\pi)|$ its cardinality. Now we need to define the rules for tiles insertion. We formulate them as following.

**Rule1:** insertion $n$ in the first position does not change the number of ascents

$$|\text{asc}(\pi')| = |\text{asc}(\pi)|, \quad \text{and} \quad \text{asc}(\pi') = \{k \mid k - 1 \in \text{asc}(\pi)\}.$$  

**Rule2:** insertion $n$ in the last position will always increase the number of ascents by producing a new ascent at the position $n - 1$

$$|\text{asc}(\pi')| = |\text{asc}(\pi)| + 1, \quad \text{and} \quad \text{asc}(\pi') = \text{asc}(\pi) \cup \{n - 1\}.$$  

**Rule3:** insertion $n$ in position $i$ for $2 \leq i \leq n$ will cause to that ascents before on left from $n$ will stay without change and ascents on the right from them will increase by 1. Moreover,

(a) if $i - 1$ was an ascent then it is still an ascent

$$|\text{asc}(\pi')| = |\text{asc}(\pi)|,$$

and $\text{asc}(\pi') = \{k < i \mid k \in \text{asc}(\pi)\} \cup \{k + 1 \mid k \in \text{asc}(\pi), k \geq i\}.$$

(b) if $i - 1$ was not an ascent then it turns to an ascent

$$|\text{asc}(\pi')| = |\text{asc}(\pi)| + 1,$$

and $\text{asc}(\pi') = \{k < i \mid k \in \text{asc}(\pi)\} \cup \{i\} \cup \{k + 1 \mid k \in \text{asc}(\pi), k \geq i\}.$$

**Rule4:** insertion $n$↑ in position $i < n$ causes that $i$ is an ascent for all $1 \leq i \leq n - 1$

$$|\text{asc}(\pi')| = |\text{asc}(\pi)| + 1,$$

and $\text{asc}(\pi') = \{k < i \mid k \in \text{asc}(\pi)\} \cup \{i\} \cup \{k + 1 \mid k \in \text{asc}(\pi), k \geq i\}.$$

Note, it means that a tile $n$↑ can be inserted on the left from any of $n - 1$ tiles of permutation.

**Rule5** insertion $n$↓ in position $i < n$ will not change existing ascents of permutations

$$|\text{asc}(\pi')| = |\text{asc}(\pi)|,$$

and $\text{asc}(\pi') = \{k < i \mid k \in \text{asc}(\pi)\} \cup \{k + 1 \mid k \in \text{asc}(\pi), k \geq i\}.$$

Tile $n$↓ can be inserted on the left from any of $n - 1$ tiles of permutation.

We call a permutation $\pi$ generalized if it can be obtained from a trivial permutation of $[1]$ recursively by applying rules Rule1–Rule5.

**Example 2.1.** Let us consider a recursive construction of a permutation $\pi = 2$↓, 4, 3↑, 1.

*Step 0:* a trivial permutation $\pi = 1$ with no ascents.

*Step 1:* insertion of a tile $2$↓ on the left from 1, so that $\pi = 2$↓, 1 and w.r.t the Rule 5 the number of ascents is not changed.

*Step 2:* insertion of a tile 3↑ on the left from 1, so that $\pi = 2$↓, 3↑, 1. In accordance with the Rule4 we obtain that $\text{asc}(\pi) = \{2\}$ and, respectively, $|\text{asc}(\pi)| = 1.$
Step 4: insertion of a tile 4 so that \( \pi = 2 \downarrow, 4, 3 \uparrow, 1 \). In accordance with the Rule3(b) we obtain that \( \text{asc}(\pi) = \{1, 3\} \) and, respectively, \(|\text{asc}(\pi)| = 2\).

One can see that the permutation \( \pi = 2 \downarrow, 4, 3 \uparrow, 1 \) can be obtained by Rule1-Rule5 and, thus, it is a generalized permutation.

**Remark 2.2.** Given a generalized permutation \( \pi = \pi_1 \pi_2 \cdots \pi_n \) such that \( \pi_i = k \uparrow \) or \( \pi_i = k \downarrow \) for some \( 2 \leq k \leq n \). It follows from the Rule1-Rule5 that there exist an index \( j > i \) and integer \( m < k \) such that the \( \pi_j = m \).

**Example 2.3.** Let us consider another permutation \( \pi = 2 \downarrow, 1, 3 \uparrow, 4 \). This is not a generalized permutation w.r.t. the Rule1-Rule5. We can check by recursive construction. The first two steps are identical to the Step 0 and Step 1 from the previous example. However, the insertion of the tile \( 3 \uparrow \) is incorrect w.r.t. the Rule4.

Let us denote by \( \text{GS}_n \) the set of all generalized permutations of the set \([n]\), and by \(|\text{GS}_n|\) its cardinality.

**Proposition 2.4.** For any generalized permutation \( \pi \in \text{GS}_n \), we have \( 0 \leq |\text{asc}(\pi)| < n \).

**Proof.** It follows immediately from the rules Rule1-Rule5.

**Proposition 2.5.** A number of generalized permutations \( \text{GS}_n \) of a set \([n]\) is given by a following generating function

\[
\frac{1}{\sqrt{(1-3t)}} = \sum_{n=0}^{\infty} |\text{GS}_n| \frac{t^n}{n!},
\]

and

\[
|\text{GS}_n| = \prod_{k=1}^{n} (3k - 2) = \sum_{j=0}^{n-1} 3^j \cdot |s(n, n-j)|,
\]

where \( s(n, j) \) are the Stirling numbers of the first kind.

**Proof.** Let us start from the first part of the equation (8). The proof is by induction on \( n \). There is only one permutation of \([1]\), i.e. \(|\text{GS}_1| = 1\) and the statement holds. Assuming it holds for \( n-1 \) for \( n \geq 2 \), we will prove it for \( n \). Let \( \pi = \pi_1 \pi_2 \cdots \pi_{n-1} \in \text{GS}_{n-1} \). We construct a permutation of length \( n \) by inserting one of tiles \( n, n \uparrow \), or \( n \downarrow \) into \( \pi \). The tile \( n \) might be inserted before or after any \( \pi_i \), which means \( n \) possibilities. The tile \( n \uparrow \) might be inserted only on the left from \( \pi_i \), which means \( n - 1 \) possibilities. In the same way we have \( n - 1 \) possibilities for \( n \downarrow \). Gathering all cases together, we obtain \(|\text{GS}_n| = |\text{GS}_{n-1}| \cdot (3n - 2)\). Recurrent substitution gives that \(|\text{GS}_n| = \prod_{k=1}^{n} (3k - 2)\).

Note that \( \prod_{k=1}^{n} (3k - 2) = \prod_{k=0}^{n-1} (3k+1) \). It was shown in [5] that \( \prod_{k=0}^{n-1} (ku+1) = \sum_{j=1}^{n} |s(n, j)|u^{n-j} \), where \( s(n, j) \) are the Stirling numbers of the first kind, and in
that \((1 - ut)^{-\frac{1}{d}} = \sum_{n \geq 0} \sum_{j=0}^{n} |s(n, n - j)|u^j t^n\). Therefore, substitution \(u = 3\) completes the proof. 

In the next section we obtain a recurrence relation for the generalized permutations.

3. Recurrence relation

Let \(\pi = \pi_1 \pi_2 \ldots \pi_n \in \text{GS}_n\) be a generalized permutation of \([n]\). We denote by \(\text{nua}(\pi)\) a number of tiles with \(\uparrow\) in \(\pi\) and by \(\text{nda}(\pi)\) a number of tiles with \(\downarrow\) in \(\pi\). We denote by \(A(n, k; u, d)\) a generating function for the generalized permutations of \([n]\) with exactly \(k\) ascents according to the statistics \(\text{nua}(\pi)\) and \(\text{nda}(\pi)\), that is

\[
A(n, k; u, d) = \sum_{\pi \in \text{GS}_n} u^{\text{nua}(\pi)} d^{\text{nda}(\pi)}.
\]

(10)

It follows immediately from this definition that

\[
A(n, k; u, d) = \begin{cases} 
\neq 0 & \text{for } 0 \leq k < n \text{ for all } n \in \mathbb{N}, \\
0 & \text{otherwise}. 
\end{cases}
\]

(11)

**Theorem 3.1.** The generating function \(A(n, k; u, d)\) satisfies the following recurrence relation

\[
A(n, k; u, d) = (k + 1 + (n - 1)d)A(n - 1, k; u, d) + (n - k + (n - 1)u)A(n - 1, k - 1; u, d),
\]

(12)

with initial condition \(A(1, 0; u, d) = 1\).

**Proof.** From the Rule1–Rule5 for recursive construction of generalized permutations, it follows that a generalized permutation of \([n]\) with exactly \(k\) ascents can be obtained from a generalized permutation of \([n-1]\) either with \(k-1\) ascents or with \(k\) ascents. If a permutation of \([n-1]\) has \(k\) ascents than the number of ascents should not be increased. It can be achieved in two ways, namely, by adding either \(n\) or \(n\downarrow\). The adding \(n\) will not increase ascents if it will be inserted either in the first position or after any of existing \(k\) ascents. There are \((k + 1)A(n - 1, k; u, d)\) possibilities. The tile \(n\downarrow\) might be inserted on the left from any element of permutation of \([n-1]\). Each such insertion will increase the statistic \(\text{nda}\), and, therefore there are \((n - 1)dA(n - 1, k; u, d)\) possibilities.

If a permutation of \([n-1]\) has \(k-1\) ascents, then the number of ascents should be increased. It can be achieved either by inserting \(n\) or by inserting \(n\uparrow\). The insertion of \(n\uparrow\) will increase the number of ascents while it is inserted on the left from any of \(n-1\) tiles. Each such insertion increases the statistic \(\text{nua}\). Therefore there are \((n - 1)uA(n - 1, k - 1; u, d)\) possibilities. The insertion of \(n\uparrow\) will increase the number of ascents only if \(n\) is inserted after non-ascent position. There are \((n - k)A(n - 1, k - 1; u, d)\) possibilities to do it. Summarising over these four cases completes the proof. \(\square\)
Example 3.2. By applying the Theorem 3.1, we obtain the following explicit expressions for the first values of $A(n, k; u, d)$.

(13)

\begin{align*}
A(1, 0) &= 1 \\
A(2, 0) &= 1 + d \\
A(2, 1) &= 1 + u \\
A(3, 0) &= 1 + 3d + 2d^2 \\
A(3, 1) &= 4 + 4d + 4u + 4du \\
A(3, 2) &= 1 + 3u + 2u^2
\end{align*}

Corollary 3.3. For all integers $n$

(14) \[ \sum_{k=0}^{n-1} A(n, k; 1, 1) = |GS_n|. \]

Corollary 3.4. The ordinary generating function for generalized permutations of $[n]$ with no ascents has the following form

(15) \[ A(n, 0; u, d) = \sum_{j=0}^{n-1} \left[ \frac{n}{n-j} \right] d^j, \]

while its exponential generating function is given by

(16) \[ (1 - d \cdot t)^{-\frac{1}{d}} = \sum_{n=0}^{\infty} A(n, 0; u, d) \frac{t^n}{n!}. \]

Proof. It follows immediately from the Theorem 3.1 that

(17) \[ A(n, 0; u, d) = (1 + (n-1)d)A(n-1, 0; u, d). \]

Recursive substitution leads to $A(n, 0; u, d) = \prod_{j=0}^{n-1} (jd + 1)$, which can be expanded as $A(n, 0; u, d) = \sum_{j=0}^{n} \left[ \frac{n}{n-j} \right] d^j$ (see [5]). It was shown in [6] that this sum is the coefficient of $\frac{t^n}{n!}$ in expansion into Taylor series of the function $(1 - d \cdot t)^{-\frac{1}{d}}$, and the proof is complete. \[\square\]

Corollary 3.5. The ordinary generating function $A(n, n-1; u, d)$ for generalized permutations of $[n]$ with maximal number of ascents has the following form

(18) \[ A(n, n-1; u, d) = \sum_{j=0}^{n} \left[ \frac{n}{n-j} \right] u^j, \]

while its exponential generating function is given by

(19) \[ (1 - u \cdot t)^{-\frac{1}{u}} = \sum_{n=0}^{\infty} A(n, n-1; u, d) \frac{t^n}{n!}. \]
Proof. It follows immediately from the Theorem 3.1 that

\[ A(n, n - 1; u, d) = (1 + (n - 1)u)A(n - 1, n - 2; u, d). \]  

(20)

Recursive substitution leads to \( A(n, n - 1; u, d) = \prod_{j=0}^{n-1} (ju + 1) \), and the rest is similar to the proof of the Corollary 3.4. \( \square \)

Remark 3.6. Obviously, there is a simple bijection between generalized permutations of \([n]\) with no ascents and generalized permutations of \([n]\) with \(n-1\) ascents (maximal number of ascents in a permutation of \([n]\)).

Theorem 3.7 (Connection to the degenerate Eulerian numbers). For all integers \(n, k\), the degenerate Eulerian numbers \(A_{n,k}(\lambda)\) defined by the generating function (11) satisfy

\[ A_{n,k}(\lambda) = A(n, k; \lambda, -\lambda). \]

Corollary 3.8 (Combinatorial proof of (5)). For all integers \(n\)

\[ \sum_{k=0}^{n-1} A(n, k; \lambda, -\lambda) = n! \]  

(21)

Proof. Let us assign to the tiles with upward arrow \(\lambda\) and to the tiles with downward arrow \(-\lambda\) for all generalized permutations of a length \(n\). Now summing over all coefficients will be equivalent to summing over all permutations without tiles containing arrows – standard permutations of a length \(n\). There are exactly \(n!\) permutations without arrows, and the proof is complete. \(\square\)

4. Generalized polynomials and their generating function

Let us define a generalization of the degenerate Eulerian polynomials \(A_n(x)\) as

\[ A_n(x; u, d) = \sum_{k=0}^{n-1} A(n, k; u, d)x^k. \]  

(22)

Theorem 4.1. For all positive integers \(n\), the polynomials \(A_n(x; u, d)\) satisfy the following recurrence relation

\[ A_n(x; u, d) = [1 + (n - 1)(d + (1 + u)x)] A_{n-1}(x; u, d) + (x - x^2) \frac{\partial}{\partial x} A_{n-1}(x; u, d), \]

with initial conditions \(A_0(x; u, d) = 1\) and \(A_n(x; u, d) = 0\) for negative \(n\).
Proof. Multiplying (12) by $x^{k-1}$ and summing over all $k \geq 1$ we obtain
\[
\sum_{k \geq 1} A(n, k; u, d)x^k = \sum_{k \geq 1} (k + 1)A(n - 1, k; u, d)x^k + (n - 1)d \sum_{k \geq 1} A(n - 1, k; u, d)x^k + (n - k) \sum_{k \geq 1} A(n - 1, k - 1; u, d)x^k + (n - 1)u \sum_{k \geq 1} A(n - 1, k - 1; u, d)x^k.
\]
(24)

By using the definition (22), the last equation can be written as
\[
A_n(x; u, d) - A(n, 0; u, d) = \frac{\partial}{\partial x}[x(A_{n-1}(x; u, d) - A(n - 1, 0; u, d))] + (n - 1)d \cdot (A_{n-1}(x; u, d) - A(n - 1, 0; u, d)) + nxA_{n-1}(x; u, d) - x \frac{\partial}{\partial x}(xA_{n-1}(x; u, d)) + (n - 1)uxA_{n-1}(x; u, d).
\]
(25)

Differentiating w.r.t. to $x$ and collecting coefficients of $A_{n-1}(x; u, d)$ and $\frac{\partial}{\partial x}A_{n-1}(x; u, d)$ lead to
\[
A_n(x; u, d) = [1 + (n - 1)d + nx - x + (n - 1)ux]A_{n-1}(x; u, d) + \left[x - x^2\right] \frac{\partial}{\partial x}A_{n-1}(x; u, d) + A(n, 0; u, d) - [1 + (n - 1)d]A(n - 1, 0; u, d).
\]
(26)

It follows from (12) that $A(n, 0; u, d) - [1 + (n - 1)d]A(n - 1, 0; u, d) = 0$. Finally, simplification of the coefficient of $A_{n-1}(x; u, d)$ completes the proof. $\Box$

Let us denote by $A(t, x; u, d)$ an exponential generating function for the polynomials $A_n(x; u, d)$, i.e.
\[
A(t, x; u, d) = \sum_{n \geq 0} A_n(x; u, d) \frac{t^n}{n!}.
\]
(27)

Theorem 4.2. The generating function $A(t, x; u, d)$ satisfies a following differential equation
\[
A(t, x; u, d) = -(x - x^2) \frac{\partial}{\partial x}A(t, x; u, d) + \left[1 - ((1 + u)x + d)t\right] \frac{\partial}{\partial t}A(t, x; u, d).
\]
(28)
Proof. Let us multiply \((23)\) by \(\frac{t^{n-1}}{(n-1)!}\) and sum over \(n \geq 1\). We obtain
\[
\sum_{n \geq 1} A_n(x; u, d) \frac{t^{n-1}}{(n-1)!} = \sum_{n \geq 1} A_{n-1}(x; u, d) \frac{t^{n-1}}{(n-1)!}
+ \left[(1 + u)x + d\right] \sum_{n \geq 1} (n - 1)A_{n-1}(x; u, d) \frac{t^{n-1}}{(n-1)!}
+ \frac{(x - x^2) \partial}{\partial x} \sum_{n \geq 1} A_{n-1}(x; u, d) \frac{t^{n-1}}{(n-1)!}.
\]
(29)

By using \((27)\) it can be written as
\[
\frac{\partial}{\partial t} A(t; x; u, d) = A(t; x; u, d) + \left[(1 + u)x + d\right] t \frac{\partial}{\partial t} A(t; x; u, d)
+ \frac{(x - x^2) \partial}{\partial x} A(t; x; u, d).
\]
(30)

Rearrangement of the terms completes the proof. \(\square\)
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