Abstract

We consider a model for a massive uncharged non-relativistic particle interacting with a massless bosonic field, widely referred to as the Nelson model. It is well known, that an ultraviolet renormalized Hamilton operator exists in this case. Further, due to translation-invariance, it decomposes into fiber operators.

In this paper, we treat the renormalized fiber operators. We give a description of the operator and form domains and prove that the fiber operators do not have a ground state. Our results hold for any non-zero coupling constant and arbitrary total momentum. Our proof for the absence of ground states is a new generalization of methods recently applied to related models. A major enhancement we provide, is that the method can be applied to models with degenerate ground state eigenspaces.
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1 Introduction

In this paper, we prove absence of ground states for the fiber operators in the translation-invariant renormalized massless Nelson model. The method used in the proof follows along the lines of [Dam20], but crucially avoids non-degeneracy of ground states as an ingredient, even though it would be available (see [Miy21]). Instead, we rely on a momentum estimate for hypothetical ground states derived via rotation-invariance. The purpose of avoiding non-degeneracy of ground states as an ingredient is threefold: First of all, the method found in this paper can in principle be applied to translation-invariant models which cannot be expected to have non-degenerate ground states, such as models with spin. Second, it allows us to remove unnatural technical assumptions and work under very general hypotheses. Third, it results in an almost self-contained proof of our claim.

In order to prove the main result, we need some quite strong technical results about the convergence to the renormalized models. These also allow us to prove several new results about the
domain and the form domain of the renormalized fiber operators, which hold both for the massive and the massless model. In particular, we show that all fiber operators have the same form domain, but the intersection between the domain of two different fiber operators is \(\{0\}\) in case of the three-dimensional massless Nelson model.

To further introduce the results, we will use vague but standard definitions of the operators. For rigorous definitions we refer the reader to Section 2.

The Nelson model was originally treated by Edward Nelson in his paper [Nel64]. He investigated a formal expression for a Hamiltonian describing the interaction of a chargeless particle with a scalar bosonic field. We here denote the dispersion relation of the bosonic field as \(\omega : \mathbb{R}^3 \to \mathbb{R}\) and the interaction function between particle and field as \(v : \mathbb{R}^3 \to \mathbb{R}\). In the physical case, they are given as

\[
\omega(k) = \sqrt{\mu^2 + k^2} \quad \text{and} \quad v = g\omega^{-1/2}
\]

for some coupling constant \(g \in \mathbb{R} \setminus \{0\}\) and the photon mass \(\mu \geq 0\). By removing the interaction between the particle and field modes with momentum larger than a parameter \(\Lambda \in (0, \infty)\), the so-called ultraviolet cutoff, Nelson was able to define the corresponding operator acting on \(\psi \in L^2(\mathbb{R}^3, \mathcal{F})\) as

\[
H_\Lambda \psi(x) = -\Delta_x \psi(x) + d\Gamma(\omega) \psi(x) + \int_{|k|<\Lambda} e^{-ikx} v(k) (a_k^\dagger + a_{-k}) \psi(x) dk.
\]

Here, \(-\Delta_x\) denotes the positive Laplacian on \(L^2(\mathbb{R}^3, \mathcal{F})\), \(\mathcal{F}\) denotes the bosonic Fock space over \(L^2(\mathbb{R}^3)\), \(d\Gamma\) is the second-quantization of a multiplication operator, and \(a_k, a_k^\dagger\) are the pointwise annihilation and creation operators. He then found a constant \(E_\Lambda\), sometimes referred to as the self-energy, such that \(H_\Lambda + E_\Lambda\) converges to an operator \(H_\infty\) in the strong resolvent sense as \(\Lambda \to \infty\). \(H_\infty\) is the operator we refer to as the translation-invariant renormalized Nelson Hamiltonian. It was later proven in [Can71], that the convergence is actually in the norm resolvent sense.

The operators \(H_\Lambda\) and \(H_\infty\) strongly commute with the total momentum

\[
P = -i\nabla + d\Gamma(m), \quad \text{where} \quad m : \mathbb{R}^3 \to \mathbb{R}^3, \ k \mapsto k,
\]

which is the reason they are called translation-invariant. This implies that there is a unitary operator \(V\) (sometimes called the Lee-Low-Pines operator, see [LLP53]) such that the operator \(VH_\Lambda V^*\) decomposes into a direct integral

\[
VH_\Lambda V^* = \int_{\mathbb{R}^3} H_\Lambda(\xi) d\xi \quad \text{for all} \ \Lambda \in (0, \infty],
\]

where the so-called fiber operators \(H_\Lambda(\xi)\) act on \(\mathcal{F}\). For \(\Lambda < \infty\) they can explicitly be written as

\[
H_\Lambda(\xi) = (\xi - d\Gamma(m))^2 + d\Gamma(\omega) + \int_{|k|<\Lambda} v(k) (a_k^\dagger + a_k) dk.
\]

In [Can71] it was also proven, that \(H_\Lambda(\xi) + E_\Lambda\) converges to \(H_\infty(\xi)\) in the norm resolvent sense as \(\Lambda \to \infty\) for all \(\xi \in \mathbb{R}^3\).

Results about the domain of the full operator \(H_\infty\) are derived in [GW18], whereas we analyze the domains of the renormalized fiber operators \(H_\infty(\xi)\) (cf. Theorem 27.6). Explicitly, we prove that the form domain of the renormalized fiber operators \(H_\infty(\xi)\) is independent of the total momentum \(\xi\).
further derive a necessary and sufficient condition for the operator domain to also be independent of $\xi$. If this is not the case, we show that the domains of $H_\infty(\xi_1)$ and $H_\infty(\xi_2)$ only have the zero-vector in common if $\xi_1 \neq \xi_2$. This especially holds for the physically relevant case (1.1), independent of coupling constant or photon mass. Theorem 3.12 in Section 3 also contains numerous interesting results about improved convergence of $H_\Lambda(\xi)$ as $\Lambda \to \infty$, which hold in very high generality. Actually, the domain properties can be seen as almost direct consequences of those results. In the recent papers [LS19, Pos20, Sch21], explicit expressions for the renormalized operators have been derived using interior boundary conditions. However, the regularity assumptions therein are considerably stronger than the ones we use. Therefore, our approach to the renormalization of the fiber operators uses the results on the full operators from [GW18] and extracts the behaviour of the fiber operators using properties of direct integrals, discussed in Appendix C. In principle, the same results could be obtained solely working on the fiber operators, by adapting the arguments from [GW18] to the fiber operators directly. We do not use this approach here, because it would mean a lengthy repetition of methods known from [Nel64, GW18], but refer to [Hin22] for a proof along these lines.

We say the Nelson model is infrared divergent, if $v/\omega$ is not square-integrable in any ball centered at zero. In the physically relevant case (1.1), this holds if we set the photon mass $\mu = 0$. In Theorem 2.7 we prove that in case of infrared divergence the renormalized operator $H_\infty(\xi)$ does not have a ground state for any $\xi \in \mathbb{R}^3$, i.e., $\inf \sigma(H_\infty(\xi))$ is not an eigenvalue. The proof is based on the techniques developed in the papers [Dam20, HH08], but extends it to a more general setting. In [HH08], absence of ground states for fiber operators of the translation-invariant non-relativistic Pauli-Fierz model is proven under the condition that the mass shell $\Sigma_\Lambda(\xi) = \inf(\sigma(H_\Lambda(\xi)))$ is differentiable and the derivative is non-zero. This approach was later adapted to the semi-relativistic Pauli-Fierz model in the paper [KM14], where the authors also rely on a non-zero derivative of the mass shell. In fact, one could also easily adapt the proof in [HH08] to obtain absence of ground states in the Nelson model, whenever the mass shell is differentiable. The differentiability condition is very hard to prove, and so far, has only been proven for weak coupling and a restricted set of total momenta $\xi \in \mathbb{R}^\nu$ (see [FP10, KM14, HH11]). In [Dam20], the differentiability is replaced with non-degeneracy of the eigenspace associated with $\Sigma_\Lambda(\xi)$, rotation invariance of the mass shell and an HVZ type theorem. This leads to a simple, non-perturbative proof for absence of ground states, which holds for any coupling and all $\xi \in \mathbb{R}^\nu$. This method, however, could never apply to the models treated in [HH08, KM14], as those fiber operators have natural degeneracies in their ground states due to the non-zero spin. In this paper, we give a comparatively short proof for absence of ground states for the renormalized fiber operators without relying on non-degeneracy of ground states. It should be noted that non-degeneracy results are available [Miy19, Miy21, Lam21] for the Nelson model. This, in principle, would allow us to extend the method from [Dam20] to the renormalized case more directly. However, this would come with the following disadvantages.

Absence of ground states in the full Nelson model has already been proven in the infrared divergent case, see [DG04, HM22]. On the other hand, when $v/\omega$ is square integrable, there are several results about existence of ground states, see [Gér00, GHL14] for the full Nelson model and [Frö73, Frö74, Piz03] for the fiber operators. Our result therefore fits well into the general picture that local square-integrability of $v/\omega$ is critical for the existence of ground states in the Nelson
model. In the context of scattering theory, absence of ground states for the fiber operators poses some challenges, as ground states near $\xi = 0$ are used to define scattering states, which is why results of this type are often referred to as the infrared catastrophe. One workaround is to construct ground states in a so called non-equivalent Fock representation, which is done in [BDP12, Piz03].

## 2 Notation, Model and Main Result

In this section we first introduce Fock space notation and operators in Section 2.1. Then, we define the Nelson model in Section 2.2 and state our main results Theorem 2.6 and Theorem 2.7.

### 2.1 Fock Space Operators

Throughout this paper we assume $\nu \in \mathbb{N}$ and write $\mathcal{H} = L^2(\mathbb{R}^\nu)$ for the state space of a single boson. Let $\mathcal{F}$ be the bosonic Fock space defined by

$$\mathcal{F} = \mathbb{C} \oplus \bigoplus_{n=1}^{\infty} \mathcal{F}^{(n)}$$

with $\mathcal{F}^{(n)} = L^2_{sym}(\mathbb{R}^{n\nu})$, (2.1)

where we symmetrize over the $n \mathbb{R}^{\nu}$-variables in each component. We write an element $\psi \in \mathcal{F}$ in terms of its coordinates $\psi = (\psi^{(n)})$ and define the vacuum $\Omega = (1, 0, 0, \ldots)$.

For measurable functions $\omega : \mathbb{R}^\nu \to \mathbb{R}$ we define

$$d\Gamma(\omega) = 0 \oplus \bigoplus_{n=1}^{\infty} \omega^{(n)}$$

with $\omega^{(n)}(k_1, \ldots, k_n) = \sum_{i=1}^{n} \omega(k_i)$. (2.2)

Further, for unitary operators $U$ on $\mathcal{H}$ we define

$$\Gamma(U) = 1 \oplus \bigoplus_{n=1}^{\infty} U^\otimes n$$

(2.3)

as operators on $\mathcal{F}$. We will write $\Gamma^{(n)}(U)$ for the restriction to $\mathcal{F}^{(n)}$.

For $g \in \mathcal{H}$, we define the exponential vector $\epsilon(g) \in \mathcal{F}^{(\mathcal{H})}$ by $\epsilon(g)^{(0)} = 1$ and

$$\epsilon(g)^{(n)}(k_1, \ldots, k_n) = \frac{1}{\sqrt{n!}} \prod_{i=1}^{n} g(k_i).$$

(2.4)

Also for $g \in \mathcal{H}$ we define the annihilation operator $a(g)$ and creation operator $a^\dagger(g)$ using $a(g)\Omega = 0$, $a^\dagger(g)\Omega = g$ and for $f \in \mathcal{F}^{(n)}$

$$a(g)f(k_1, \ldots, k_{n-1}) = \sqrt{n} \int g(k)f(k, k_1, \ldots, k_{n-1})dk,$$

$$a^\dagger(g)f(k_1, \ldots, k_n, k_{n+1}) = \frac{1}{\sqrt{n+1}} \sum_{i=1}^{n+1} g(k_i)f(k_1, \ldots, \widehat{k_i}, \ldots, k_{n+1}),$$

(2.5)

(2.6)

where $\widehat{k_i}$ means that $k_i$ is omitted from the argument. One can show that these operators can be extended to closed operators on $\mathcal{F}$ that satisfy $(a(g))^* = a^\dagger(g)$. From the creation and annihilation operator, we define the symmetric operator

$$\varphi(g) = a(g) + a^\dagger(g).$$

(2.7)
For $h \in \mathcal{H}$ there exists a unique unitary map $W(h)$, called Weyl operator, such that

$$W(h)\epsilon(g) = e^{-\frac{1}{2}\|h\|^2 - \langle h, g \rangle} \epsilon(h + g) \quad \text{for all } g \in \mathcal{H}. \quad (2.8)$$

Some well-known properties of the above operators are collected in the next lemma.

**Lemma 2.1.** Let $\omega : \mathbb{R}^p \to \mathbb{R}$ be a measurable function, $U$ be an unitary operator on $\mathcal{H}$ and $f, g \in \mathcal{H}$. Then

1. $d\Gamma(\omega)$ is selfadjoint. If $\omega \geq 0$, then $d\Gamma(\omega) \geq 0$.
2. $\varphi(g)$ is selfadjoint and $e^{i\varphi(g)} = W(-ig)$.
3. $\Gamma(U)$ is unitary with $\Gamma(U)^* = \Gamma(U^*)$ and

   $$\Gamma(U)\varphi(g)\Gamma(U)^* = \varphi(Ug),$$

   $$\Gamma(U)W(f)\Gamma(U)^* = W(Uf),$$

   $$\Gamma(U)d\Gamma(\omega)\Gamma(U)^* = d\Gamma(U\omega^*).$$

4. Assume $\omega > 0$ almost everywhere and $g \in \mathcal{D}(\omega^{-\frac{1}{2}})$. Then $\varphi(g)$ and $a(g)$ are $d\Gamma(\omega)^{1/2}$-bounded and we have the bounds

   $$\|a(g)\psi\| \leq \|\omega^{-\frac{1}{2}}g\|d\Gamma(\omega)^{\frac{1}{2}}\psi\| \quad \text{and} \quad \|\varphi(g)\psi\| \leq 2\|\omega^{-\frac{1}{2}} + 1\|g\|d\Gamma(\omega) + 1\|^{\frac{1}{2}}\psi\|,$$

   which hold for $\psi \in \mathcal{D}(d\Gamma(\omega)^{\frac{1}{2}})$. Especially, $\varphi(g)$ is infinitesimally $d\Gamma(\omega)$-bounded. Furthermore, $d\Gamma(\omega) + \varphi(g) \geq -\|\omega^{-\frac{1}{2}}g\|^2$.

5. $f \mapsto W(f)$ is strongly continuous and $W(f)W(g) = e^{-i\text{Im}(f, g)}W(f + g)$.

**Proof.** These results can for example be found in [LHB11, Par92, Ara18].

If we have a measurable function $h : \mathbb{R}^\nu \to \mathbb{R}^p$ with coordinate functions $h_1, \ldots, h_p$, it follows that $d\Gamma(h_i)$ and $d\Gamma(h_j)$ have commuting unitary groups for any $j \neq i$. For a function $f : \mathbb{R}^p \to \mathbb{R}$ we will then write

$$f(d\Gamma(h)) := f(d\Gamma(h_1), \ldots, d\Gamma(h_p)) = 0 \oplus \bigoplus_{n=1}^{\infty} f(h^{(n)}) \quad (2.9)$$

where $h^{(n)}(k_1, \ldots, k_n) = h(k_1) + \ldots + h(k_n)$. We will need the following lemma.

**Lemma 2.2.** Let $h : \mathbb{R}^\nu \to \mathbb{R}^p$ be measurable with coordinate functions $h_1, \ldots, h_p$. For all $\xi \in \mathbb{R}^p$ and $s > 0$ we have $\mathcal{D}(|d\Gamma(h) - \xi|^s) = \bigcap_{i=1}^p \mathcal{D}(|d\Gamma(h_i)|^s)$. Further, if $\omega : \mathbb{R}^\nu \to \mathbb{R}$ and $|h(k)| \leq \omega(k)$ for all $k \in \mathbb{R}^\nu$ then for all $s \in [0, 1]$ the operator $|d\Gamma(h)|^s$ is $d\Gamma(\omega)$-bounded.

**Proof.** For all $x, \xi_1, \xi_2 \in \mathbb{R}^p$ we have the inequalities

$$|x - \xi_1|^{2s} \leq 2^{2s}(|x - \xi_2|^{2s} + |\xi_2 - \xi_1|^{2s}) \quad \text{and} \quad |x_1|^{2s} \leq |x|^{2s} \leq p^{2s}\sum_{i=1}^p |x_i|^{2s}.$$

Together with the spectral theorem this shows $\mathcal{D}(|d\Gamma(h) - \xi|^s)$ is independent of $\xi$ and $\mathcal{D}(|d\Gamma(h)|^s) = \bigcap_{i=1}^p \mathcal{D}(|d\Gamma(h_i)|^s)$. Fix $s \in [0, 1]$ and note that

$$|h^{(n)}(k_1, \ldots, k_n)|^{s} \leq |h^{(n)}(k_1, \ldots, k_n)| + 1 \leq \omega^{(n)}(k_1, \ldots, k_n) + 1.$$

This proves $|d\Gamma(h)|^s$ is $d\Gamma(\omega)$-bounded. \qed
2.2 The Translation-Invariant Nelson Model

To define the Nelson model, we fix two measurable functions \( \omega : \mathbb{R}^\nu \rightarrow \mathbb{R} \) and \( v : \mathbb{R}^\nu \rightarrow \mathbb{R} \). For each \( \Lambda \geq 0 \) we define \( v_{\Lambda}(k) = 1_{\{|k| \leq \Lambda\}}v(k) \).

**Hypothesis 1.** We say \( \omega \) and \( v \) satisfy Hypothesis 1 if the following holds.

1. \( \omega > 0 \) almost everywhere.
2. \( v_{\Lambda} \in \mathcal{D}(\omega^{-1/2}) \) for all \( \Lambda \geq 0 \).

Let \( V_x \) denote the unitary map on \( L^2(\mathbb{R}^\nu) \) defined as multiplication by \( k \mapsto e^{ik \cdot x} \). The Nelson model with ultraviolet cutoff \( \Lambda \) is defined as

\[
H_\Lambda = -\Delta \otimes 1 + 1 \otimes d\Gamma(\omega) + \int_{\mathbb{R}^\nu} \varphi(V_{-x}v_{\Lambda})dx
\]

(2.10) on \( L^2(\mathbb{R}^\nu, \mathcal{F}) \). For a detailed definition and properties of direct integrals, we refer the reader to Appendix C. Note, that the dominated convergence theorem implies strong continuity of the map \( x \mapsto V_x \), so the direct integral makes sense by Lemma C.2.

Let \( m : \mathbb{R}^\nu \rightarrow \mathbb{R}^\nu \), \( m(k) := k \). Given \( \xi \in \mathbb{R}^\nu \) we then define the fiber operators

\[
H_{\Lambda}(\xi) = |\xi - d\Gamma(m)|^2 + d\Gamma(\omega) + \varphi(v_{\Lambda})
\]

(2.11) on \( \mathcal{F} \). The following proposition is well-known.

**Proposition 2.3.** Assume Hypothesis 1 holds. Then for all \( \Lambda \geq 0 \) and \( \xi \in \mathbb{R}^\nu \)

1. \( H_{\Lambda} \) is selfadjoint on \( \mathcal{D}(H_0) \) and bounded below,
2. \( H_{\Lambda}(\xi) \) is selfadjoint on \( \mathcal{D}(H_0(0)) = \mathcal{D}(d\Gamma(\omega)) \cap \mathcal{D}(|d\Gamma(m)|^2) \) and bounded below.

**Proof.** The operators \( H_0 \) and \( H_0(0) \) are sums of selfadjoint nonnegative commuting operators and hence nonnegative and selfadjoint. By the Kato-Rellich theorem (cf. [RS75] Theorem X.12) and Lemmas 2.1 and C.2 we find \( H_{\Lambda} \) and \( H_{\Lambda}(\xi) \) are selfadjoint on the domains \( \mathcal{D}(H_0) \) and \( \mathcal{D}(H_0(\xi)) \), respectively. That \( \mathcal{D}(H_0(\xi)) = \mathcal{D}(H_0(0)) \) follows from Lemma 2.2.

The connection between the fiber operators and the full model is described in the following proposition, which goes back to [LLP53].

**Proposition 2.4.** Define the operator (also known as the Lee-Low-Pines operator)

\[
V = (F \otimes 1)^* \int_{\mathbb{R}^\nu} \Gamma(V_x)dx,
\]

(2.12) where \( F \) denotes the Fourier transform on \( L^2(\mathbb{R}^\nu) \). If Hypothesis 1 holds and \( \Lambda \in [0, \infty) \), then

\[
V H_\Lambda V^* = \int_{\mathbb{R}^\nu} H_{\Lambda}(\xi)d\xi.
\]

(2.13)

We now want to renormalize the model, i.e., remove the ultraviolet cutoff \( \Lambda \). To that end, we need the following assumptions.

**Hypothesis 2.** We say \( \omega \) and \( v \) fulfill Hypothesis 2 if the following holds.

**Absence of Ground States in the Renormalized Massless Translation-Invariant Nelson Model**
(1) There is $\sigma > 0$ such that $m_\sigma := \inf_{|k| \geq \sigma} \omega(k) > 0$, 
\[
\int_{\{|k| > \sigma\}} \frac{|v(k)|^2}{\omega(k)^{1/2}(1 + |k|^2)} dk < \infty \quad \text{and} \quad \int_{\{|k| > \sigma\}} \frac{|v(k)|^2 \omega(k)}{(1 + |k|^2)^2} dk < \infty.
\]

(2) $v(k) = v(-k)$ and $\omega(k) = \omega(-k)$ for all $k \in \mathbb{R}^\nu$.

(3) $k \mapsto \omega(k)(1 + |k|^2)^{-1}$ is bounded.

Now define 
\[
E_\Lambda = \int_{|k| \leq \Lambda} \frac{|v(k)|^2}{\omega(k) + |k|^2} dk,
\]
which is finite by assumption Hypothesis 1 (2). The self-energy renormalization of the Nelson model goes back to [Nel64, Can71] and is stated in the following proposition.

**Proposition 2.5.** Assume Hypotheses 1 and 2 hold. Then

(1) There is a selfadjoint and lower-bounded operator $H_\infty$ such that $H_\Lambda + E_\Lambda$ converges to $H_\infty$ in the norm resolvent sense as $\Lambda \to \infty$.

(2) For all $\xi \in \mathbb{R}^\nu$ there is a selfadjoint and lower-bounded operator $H_\infty(\xi)$ such that $H_\Lambda(\xi) + E_\Lambda$ converges to $H_\infty(\xi)$ in the norm resolvent sense as $\Lambda \to \infty$.

Further, $\xi \mapsto \inf \sigma(H_\infty(\xi))$ is continuous and uniformly bounded below.

(3) The map $\xi \mapsto H_\infty(\xi)$ is continuous in the norm resolvent sense and the decomposition (2.13) holds for $\Lambda = \infty$.

The domain of the full renormalized operator $H_\infty$ is thoroughly studied in [GW18]. We review their results in Section 3 and derive similar statements for the renormalized fiber operators $H_\infty(\xi)$ in Theorem 3.12. For the case $\Lambda < \infty$ a straightforward calculation from the definition (2.11) leads to the transformation law 
\[
H_\Lambda(\xi_2) = H_\Lambda(\xi_1) - 2d\Gamma((\xi_2 - \xi_1) \cdot m) + 2(\xi_2 - \xi_1) \cdot \xi_1 + |\xi_2 - \xi_1|^2
\]
for $\xi_1, \xi_2 \in \mathbb{R}^\nu$. However, in the $\Lambda = \infty$ case, this statement heavily depends on the domains of the involved operators.

For a selfadjoint operator $A$ we define the associated sesquilinear form as
\[
q_\Lambda(\psi, \phi) = \langle |A|^{1/2} \psi, \text{Sign}(A)|A|^{1/2} \phi \rangle \quad \text{for all } \psi, \phi \in \mathcal{Q}(A) = \mathcal{D}(|A|^{1/2}).
\]

We prove the following result on the renormalized fiber operators.

**Theorem 2.6.** Assume Hypotheses 1 and 2 hold and let $\sigma$ as in Hypothesis 2 (1). For $K \geq \sigma$, we define $B_K \in \mathcal{H}$ as 
\[
B_K(k) = 1_{\{|k| \leq K\}}(k) \frac{v(k)}{\omega(k) + |k|^2},
\]

The following domain and transformation statements hold:
Theorem 2.7. Assume Hypotheses 1, 2 and 3 hold and particle interacting with a radiation field in $\nu$ of $H$.

Example 2.8. We refer to the physical case of a (possibly massive) uncharged non-relativistic $\omega(1)$

(1) For $\xi$, the form domain of $T.N. \text{ Dam, B. Hinrichs}$

(2) For $\xi_1, \xi_2 \in \mathbb{R}^\nu$, the operator domains satisfy $\mathcal{D}(H_\infty(\xi_1)) = \mathcal{D}(H_\infty(\xi_2))$ if and only if $k \mapsto (\xi_2 - \xi_1) \cdot kB_\sigma(k)$ is square-integrable. In the affirmative case, the transformation rule (2.15) with $\Lambda = \infty$ holds. Otherwise, the following equality holds $\mathcal{D}(H_\infty(\xi_1)) \cap \mathcal{D}(H_\infty(\xi_2)) = \{0\}$.

For our main result we add a third hypothesis.

Hypothesis 3. We say $\omega$ and $\nu$ fulfill Hypothesis $3$ if the following holds.

(1) $\omega$ is continuous and $|k_1| > |k_2|$ implies $\omega(k_1) > \omega(k_2)$.

(2) $\omega$ and $\nu$ are rotation invariant.

(3) $\nu_\lambda \notin \mathcal{D}(\omega^{-1})$ for one and hence all $\Lambda > 0$.

(4) The limit $C_\omega = \lim_{k \to 0} \frac{|k|}{\omega(k)} \in (0, \infty)$ exists.

For $\Lambda \in [0, \infty]$ let $\Sigma_\Lambda(\xi) = \inf(\sigma(H_\Lambda(\xi)))$. We obtain the following theorem.

Theorem 2.7. Assume Hypotheses $1$, $2$ and $3$ hold and $\nu \geq 2$. Then $\Sigma_\infty(\xi)$ is not an eigenvalue of $H_\infty(\xi)$ for any $\xi \in \mathbb{R}^\nu$.

Example 2.8. We refer to the physical case of a (possibly massive) uncharged non-relativistic particle interacting with a radiation field in $\nu = 3$ dimensions. In this case $\omega(k) = \sqrt{\mu^2 + k^2}$ and $\nu = g\omega^{-1/2}$. We note that Hypotheses $1$ and $2$ are satisfied for any photon mass $\mu \geq 0$ and coupling constant $g \neq 0$. One easily checks that $(\xi_2 - \xi_1) \cdot kB_\sigma(k)$ is not square-integrable for any choice of $\xi_1 \neq \xi_2$ and $K > 0$. Hence, by Theorem $2.6$, $\mathcal{D}(H_\infty(\xi_1)) \cap \mathcal{D}(H_\infty(\xi_2)) = \{0\}$ if $\xi_1 \neq \xi_2$.

The physical model is infrared divergent in the massless case $\mu = 0$, i.e., it then satisfies Hypothesis $3$. By Theorem $2.7$ there is no ground state in this case. Hence, a massive non-relativistic particle interacting with a quantized massless bosonic field does not exhibit a stable ground state, due to infrared divergence.

3 Fiber Renormalization

In this section we go into more details on the renormalization procedure for the fiber operators. The central result we obtain is Theorem $3.12$, which gives a collection of regularity results on the renormalized fiber operators. We then use these to prove Theorem $2.6$. We begin by recalling the renormalization procedure outlined in $[GW18]$, as we will need some of their results in our proofs.

Throughout this section, we assume that Hypotheses $1$ and $2$ hold and define $\sigma$ as in Hypothesis $2$ (1).

For $\sigma \leq K < \Lambda \leq \infty$, we define the map

$$B_{K,\Lambda}(k) = 1_{\{K \leq |k| \leq \Lambda\}}(k) \frac{v(k)}{\omega(k) + |k|^2}. \quad (3.1)$$

We collect some regularity properties of these functions for future reference.
Lemma 3.1. Let $\sigma \leq K < \Lambda \leq \infty$. Then the following holds:

1. $B_{K,\Lambda} \in \mathcal{D}(\omega^a) \cap \mathcal{D}(|m|^b) \cap \mathcal{D}(\omega^a|m|^b)$ for all $a, b \in \mathbb{R}$

2. $B_{K,\infty} \in \mathcal{D}(\omega^{1/2}) \cap \mathcal{D}(\omega^{-1/2}|m|) \cap \mathcal{D}(|m|^s)$ for all $s \leq \frac{2}{3}$

Proof. (1) holds, since $B_{K,\Lambda}$ is compactly supported and $\omega \in L^\infty_{\text{loc}}(\mathbb{R}^\nu)$ by Hypothesis 2 (3). Now (2) follows due to the inequality

$$|m(k)|^{2/3} \leq \omega(k)^{1/2}1_{\{|m|^{2/3} \leq \omega^{1/2}\}}(k) + |m(k)|\omega(k)^{-1/4}1_{\{|m|^{2/3} > \omega^{1/2}\}}(k),$$

the integrability conditions in Hypothesis 2 (1) and Hypothesis 2 (3).

Since the Weyl representation is strongly continuous, the direct integral

$$U_{K,\Lambda} := \int_{\mathbb{R}^\nu} W(V_x B_{K,\Lambda}) dx$$

exists. Using this, we define

$$H_{K,\Lambda} = U_{K,\Lambda} H_\Lambda U_{K,\Lambda}^* + E_\Lambda.$$  (3.3)

Now, the following proposition is [GW18, Pages 5-8].

Proposition 3.2. For all $\sigma \leq K < \Lambda < \infty$, we have

$$\mathcal{D}(H_{K,\Lambda}) = U_{K,\Lambda} \mathcal{D}(H_0) = \mathcal{D}(H_0).$$

Moreover, there is a symmetric sesquilinear form $Q_{K,\Lambda}$ on $\mathcal{Q}(H_0)$ such that

$$q_{H_{K,\Lambda}} = q_{H_0} + Q_{K,\Lambda}.$$

(1) For any $\varepsilon > 0$ there are $K, b > 0$ such that

$$|Q_{K,\Lambda}(\psi, \psi)| \leq \varepsilon q_{H_0}(\psi, \psi) + b\|\psi\|^2 \text{ for all } \Lambda > K \text{ and } \psi \in \mathcal{D}(H_0^{1/2}).$$

(2) For any $K \geq \sigma$ and $\varepsilon > 0$ there is $\Lambda_0 > K$ such that

$$|Q_{K,\Lambda}(\psi, \psi) - Q_{K,\Lambda'}(\psi, \psi)| \leq \varepsilon q_{H_0}(\psi, \psi) \text{ for } \Lambda, \Lambda' > \Lambda_0 \text{ and } \psi \in \mathcal{D}(H_0^{1/2}).$$

(3) There exists a sesquilinear form $Q_{K,\infty}$ on $\mathcal{D}(H_0^{1/2})$ such that

$$Q_{K,\infty}(\psi, \phi) = \lim_{\Lambda \to \infty} Q_{K,\Lambda}(\psi, \phi) \text{ for } \phi, \psi \in \mathcal{D}(H_0^{1/2}).$$

The bounds in (1) and (2) are also satisfied for $\Lambda = \infty$.

Griesemer and Wünsch use the above proposition to deduce the existence of the norm-resolvent limit $H_{K,\infty}$ in [GW18, Theorem 3.3]. We add some further technical properties to their results in the next proposition. From now on, we will write the resolvents of $H_{K,\Lambda}$ with $K \geq \sigma$ and $\Lambda \in (K, \infty]$ as

$$R_{K,\Lambda}(z) = (H_{K,\Lambda} - z)^{-1} \text{ for any } z \notin \sigma(H_{K,\Lambda}).$$  (3.4)
**Proposition 3.3.** Fix any $K \geq \sigma$.

1. The operators $H_{K,\Lambda}$ are bounded below uniformly in $\Lambda > K$. As $\Lambda \to \infty$ they converge to a lower-bounded selfadjoint operator $H_{K,\infty}$ in the norm resolvent sense. Further, $Q(H_{K,\infty}) = Q(H_0)$ and $q_{H_{K,\infty}} = q_{H_0} + Q_{K,\infty}$.

2. For $\lambda < \inf(\sigma(H_{K,\Lambda}))$, there is $\Lambda_0 > K$ such that $\lambda < \inf(\sigma(H_{K,\Lambda}))$ for $\Lambda \geq \Lambda_0$.

   Setting $C_{K,\Lambda}(\lambda) := (H_0 + 1)^{1/2} R_{K,\Lambda}(\lambda)^{1/2} \in \mathcal{B}(L^2(\mathbb{R}^n, \mathcal{F}))$, we have
   
   $$\lim_{\Lambda \to \infty} C_{K,\Lambda}(\lambda) C_{K,\Lambda}(\lambda)^* = C_{K,\infty}(\lambda) C_{K,\infty}(\lambda)^*.$$

3. The operators $H_{\Lambda} + E_{\Lambda}$ are uniformly bounded below and converge to the operator $H_{\infty} = U_{K,\infty} H_{K,\infty} U_{K,\infty}^*$ in the norm resolvent sense as $\Lambda \to \infty$.

**Proof.** We first prove the uniform lower bounds in (1) and (3). Pick $K', b > 0$ as in Proposition 3.2 (1) corresponding to $\varepsilon = 1/2$. Then for $\Lambda > K'$ we have

$$q_{H_{K',\Lambda}} = q_{H_0} + Q_{K,\Lambda} \geq -b$$

showing $H_{K',\Lambda}$ is uniformly bounded below by $-b$. As $\inf(\sigma(H_{K,\Lambda})) = \inf(\sigma(H_{\Lambda}) + E_{\Lambda})$ for all $K < \Lambda$, it remains only to prove $H_{\Lambda}$ is uniformly bounded below on $[0, K']$. However, this directly follows from Lemma C.2.

The convergence in (1) and (3) is covered in [GWIS] for all $K$ larger than some $K' > \sigma$. Hence, we may assume they hold for $K'$ and only need to prove the statement for all $K \in [\sigma, K')$. Observe that for $\Lambda \in [K', \infty]$ we have $U_{K,\Lambda} = U_{K,K'} U_{K',\Lambda} = U_{K',\Lambda} U_{K,K'}$ by Lemma 2.1 so

$$H_{K,\Lambda} = U_{K,K'} U_{K',\Lambda}(H_{\Lambda} + E_{\Lambda}) U_{K',\Lambda}^* U_{K,K'}^* = U_{K,K'} H_{K',\Lambda} U_{K,K'}^* \quad (3.5)$$

holds for all $\Lambda \in [K', \infty)$. Hence $H_{K,\Lambda}$ converges to $H_{K,\infty} = U_{K,K'} H_{K',\infty} U_{K,K'}^*$ in the norm resolvent sense. Using this, we also obtain

$$H_{\infty} = U_{K',\infty}^* H_{K',\infty} U_{K',\infty}$$

$$= U_{K',\infty}^* U_{K,K'} U_{K,K'}^* U_{K,K'} U_{K',\infty} U_{K,K'}^* U_{K',\infty}$$

$$= U_{K,K'}^* H_{K,K'} U_{K,K'}^*$$

As $U_{K,K'} \mathcal{D}(H_0) = \mathcal{D}(H_0)$ by Proposition 3.2 we see from Lemma A.1 that $U_{K,K'} Q(H_0) = Q(H_0)$. Now, since $Q(H_{K',\infty}) = Q(H_0)$ by assumption on $K'$, we obtain $Q(H_{K,\infty}) = U_{K,K'} Q(H_{K',\infty}) = Q(H_0)$. For $\phi, \psi \in Q(H_{K,\infty})$ we use (3.5) and the fact $H_{K,\infty} = U_{K,K'} H_{K',\infty} U_{K,K'}^*$ to obtain

$$q_{H_{K,\infty}}(\phi, \psi) = q_{H_{K',\infty}}(U_{K,K'}^* \phi, U_{K,K'}^* \psi)$$

$$= \lim_{\Lambda \to \infty} q_{H_{K',\Lambda}}(U_{K,K'}^* \phi, U_{K,K'}^* \psi)$$

$$= \lim_{\Lambda \to \infty} q_{H_{K,\Lambda}}(\phi, \psi)$$

$$= q_{H_0}(\phi, \psi) + Q_{K,\infty}(\phi, \psi),$$

which concludes the proofs of (1) and (3).
It remains only to prove (2), so let \( \lambda < \inf \sigma(H_{K,\infty}) \). By Lemma A.7 \( \lim \inf_{\Lambda \to \infty} \sigma(H_{K,\Lambda}) = \inf \sigma(H_{K,\infty}) \), so there is \( \Lambda_0 > K \) such that \( \lambda < \inf \sigma(H_{K,\Lambda}) \) for all \( \Lambda \geq \Lambda_0 \). We set \( Z = \|H_0^{1/2}R_{K,\infty}(\lambda)^{1/2}\| \). For \( \varepsilon > 0 \), we choose \( \delta_\varepsilon \) such that

\[
Z^2\delta_\varepsilon < 1 \quad \text{and} \quad \|C_{K,\infty}(\lambda)\|^2 \frac{Z^2\delta_\varepsilon}{1 - Z^2\delta_\varepsilon} < \varepsilon.
\]

By Proposition 3.2 (2) there is \( \Lambda_\varepsilon > K \) such that \( q_{K,\Lambda} := q_{H_{K,\Lambda}} - q_{H_{K,\infty}} \) satisfies

\[
|q_{K,\Lambda}(\psi, \psi)| \leq \delta_\varepsilon\|H_0^{1/2}\psi\|^2 \quad \text{for all} \psi \in \mathcal{D}(H_0^{1/2}) \text{ and} \Lambda \geq \Lambda_\varepsilon.
\]

Hence, by Lemma A.5 the sesquilinear form \( q_{K,\Lambda}(R_{K,\infty}(\lambda)^{1/2}, R_{K,\infty}(\lambda)^{1/2}) \) is bounded by \( Z^2\delta_\varepsilon \), so there is a corresponding operator \( D_\varepsilon \) with \( \|D_\varepsilon\| \leq Z^2\delta_\varepsilon < 1 \). Further, we have

\[
R_{K,\Lambda}(\lambda) = R_{K,\infty}(\lambda)^{1/2}(1 + D_\varepsilon)^{-1}R_{K,\infty}(\lambda)^{1/2}
\]

and hence

\[
\|C_{K,\Lambda}(\lambda)C_{K,\Lambda}(\lambda)^* - C_{K,\infty}(\lambda)C_{K,\infty}(\lambda)^*\| = \|C_{K,\infty}(\lambda)((1 + D_\varepsilon)^{-1} - 1)C_{K,\infty}(\lambda)^*\|
\]

\[
\leq \|C_{K,\infty}(\lambda)\|^2 \frac{Z^2\delta_\varepsilon}{1 - Z^2\delta_\varepsilon} < \varepsilon,
\]

finishing the proof. \( \square \)

We want to prove a similar theorem for the fiber operators. Therefore, let \( \sigma \leq K < \Lambda < \infty \) and define

\[
H_{K,\Lambda}(\xi) = W(B_{K,\Lambda})H_{\Lambda}(\xi)W(B_{K,\Lambda})^* + E_\Lambda \quad \text{and} \quad \Sigma_{K,\Lambda}(\xi) = \inf \sigma(H_{K,\Lambda}(\xi)) = \Sigma_{\Lambda}(\xi) + E_\Lambda.
\]

Let \( V \) be the unitary transformation from Proposition 2.4. Using Lemma 2.1 we have

\[
VU_{K,\Lambda}V^* = (F \otimes 1)^* \int_{\mathbb{R}^\nu} \Gamma(V_x)W(V_x^*B_{K,\Lambda})\Gamma(V_x^*)dx(F \otimes 1) = \int_{\mathbb{R}^\nu} W(B_{K,\Lambda})dx.
\]

Combined with Proposition 2.4 this implies

\[
VH_{K,\Lambda}V^* = \int_{\mathbb{R}^\nu} H_{K,\Lambda}(\xi) d\xi.
\]

**Lemma 3.4.** \( H_{K,\Lambda}(\xi) \) is selfadjoint on \( \mathcal{D}(H_0(0)) \) for all \( \xi \in \mathbb{R}^\nu \).

**Proof.** Since \( \mathcal{D}(H_{K,\Lambda}(\xi)) = W(B_{K,\Lambda})\mathcal{D}(H_{\Lambda}(\xi)) = W(B_{K,\Lambda})\mathcal{D}(H_0(0)) \) for all \( \xi \) we see the domain does not depend on \( \xi \). As \( \mathcal{D}(H_0) = \mathcal{D}(H_{K,\Lambda}) \), it follows from Lemma C.5 that \( \mathcal{D}(H_{K,\Lambda}(\xi)) = \mathcal{D}(H_0(\xi)) = \mathcal{D}(H_0(0)) \) for almost all \( \xi \in \mathbb{R}^\nu \), hence it must hold for all \( \xi \in \mathbb{R}^\nu \). \( \square \)

Throughout this paper, we will need to treat differences of fiber operators appropriately. To this end, for \( k, \xi \in \mathbb{R}^\nu \) and \( s \in [0, 1] \), we define the operators

\[
D_\xi(k) := 2k \cdot (\xi - d\Gamma(m)) + |k|^2 = -2d\Gamma(k \cdot m) + 2k \cdot \xi + |k|^2,
\]

\[
B_\xi := (H_0(\xi) + 1)^{1/2}.
\]

\[
A_s := 1 + d\Gamma(\omega)^{1/2} + |d\Gamma(m)|^s
\]

Note that

\[
H_{\Lambda}(\xi + k) = H_{\Lambda}(\xi) + D_\xi(k) \quad \text{for all} \, \Lambda \in [0, \infty), \, \xi, k \in \mathbb{R}^\nu,
\]

by (2.15). We collect the following statements in a lemma for future convenience.
Lemma 3.5. \(A_\xi\) is selfadjoint on \(\mathcal{D}(A_\xi) = \mathcal{D}(d\Gamma(m)|^s) \cap \mathcal{D}(d\Gamma(\omega)^{1/2})\). Further, \(\mathcal{D}(B_\xi) \subset \mathcal{D}(A_\xi)\), \(\mathcal{D}(A_\xi) = \mathcal{D}(B_\xi)\) and \(\mathcal{D}(B_\xi) = \mathcal{Q}(H_0(\xi)) = \mathcal{Q}(H_0(0)) = \mathcal{D}(B_0)\) for all \(s \in [0,1]\) and \(\xi \in \mathbb{R}^\nu\).

Proof. Selfadjointness and the domain follows from the fact that \(A_\xi\) is a sum of commuting, non-negative selfadjoint operators, while \(\mathcal{D}(B_\xi) = \mathcal{Q}(H_0(\xi)) = \mathcal{Q}(H_0(0)) = \mathcal{D}(B_0)\) follows from by Proposition 2.3 and Lemma A.1 Using Proposition 2.3 and Lemma A.1. Proof. Let us observe the operator of the square root also shows invertible. (3.12) follows using (3.11) and the fact that negative selfadjoint operators, while \(\mathcal{C}_\xi\) is selfadjoint on \(A_\xi\) and \(\mathcal{D}(A_\xi)\) fiber operators.
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Lemma 3.6. Let \(a \geq 0\) and \(c \in \mathbb{R}\). The operator \(|D_\xi(k) - c|_a\) is \(B_\xi^a\)-bounded for all \(\xi, k \in \mathbb{R}^\nu\). Further, \(|D_\xi(k)B_\xi^{-1}| \leq 4|k|\) holds for all \(k \in \mathbb{R}^\nu\) with \(|k| \leq 1\) and

\[
B_\xi^{-a} = B_\xi^{-a}(1 + D_\xi(k)B_\xi^{-2})^{-a/2} \quad \text{for } |k| < \frac{1}{4},
\]

\[
\lim_{k \to 0}(1 + D_\xi(k)B_\xi^{-2})^{-a/2} = 1.
\]

Proof. We observe the operator \(|D_\xi(k) - c|_aB_\xi^{-a}\) acts on \(\mathcal{F}^{|k|}\) as multiplication by the function

\[
f_n(k_1, \ldots, k_n) = \frac{|2k \cdot (\xi - k_1 - \cdots - k_n) + |k|^2 - c|_a}{(1 + \omega(n)(k_1, \ldots, k_n) + |\xi - k_1 - \cdots - k_n|^2)^a}.
\]

Since \(|f_n| \leq C_a(|k|^a + |k|^2 - c|_a)\) with \(C_a = 2a^2\) for \(a \in [0,1]\) and \(C_a = 4a^2/3\) for \(a > 1\), the operator \(|D_\xi(k) - c|_aB_\xi^{-a}\) is bounded. Hence, \(|D_\xi(k)|_a\) is \(B_\xi^a\)-bounded and the bound \(\|D_\xi(k)B_\xi^{-1}\| \leq 4|k|\) holds for \(|k| < 1\). For \(|k| < \frac{1}{4}\) we have \(\|D_\xi(k)B_\xi^{-2}\| < 4|k| < 1\) as \(|B_\xi^{-1}| \leq 1\) and hence \(1 + D_\xi(k)B_\xi^{-2}\) is invertible. (3.12) follows using (3.11) and the fact that \(H_0(\xi)\) and \(D_\xi(k)\) commute. We now see

\[
\|(1 + D_\xi(k)(H_0(\xi) + 1)^{-1})^{-a/2} - 1\| \leq \sup_{|x| \leq |k|} \|(1 + 4x)^{-a/2} - 1\| \xrightarrow{k \to 0} 0.
\]

Lemma 3.7. Let \(\xi \in \mathbb{R}^\nu\). Then \(B_\xi^{1/2}\) is infinitesimally \(A_\frac{q}{4}\) bounded.

Proof. Let \(\varepsilon > 0\). Pick \(C\) such that

\[
x^{1/4} \leq \frac{1}{2} \varepsilon x^{1/4} + C \quad \text{and} \quad x^{1/2} \leq \frac{1}{2^{5/4} \varepsilon x^{2/3}} + C \quad \text{for all } x \geq 0.
\]

Then the sub-additivity of \(x \mapsto x^{1/4}\) and \(|\xi - k_1 - \cdots - k_n|^2 \leq 2|\xi|^2 + 2|k_1 + \cdots + k_n|^2\) lead to

\[
(1 + \omega(n)(k_1, \ldots, k_n) + |\xi - k_1 - \cdots - k_n|^2)^{1/4} \leq \varepsilon + (1 + 2^{1/4}|\xi|^{1/2} + 3C)(1 + \omega(n)(k_1, \ldots, k_n)^{1/2} + |k_1 + \cdots + k_n|^2)^{1/3}.
\]

As this holds uniformly for all \(n \in \mathbb{N}\), we obtain \(\mathcal{D}(A_\frac{q}{4}) \subset \mathcal{D}(B_\xi^{1/2})\). To finish the proof we observe

\[
\|B_\xi^{1/2}\psi\| \leq \varepsilon\|A_\frac{q}{4}\psi\| + (1 + 2^{1/4}|\xi|^{1/2} + 3C)\|\psi\| \quad \text{for all } \psi \in \mathcal{D}(A_\frac{q}{4}).
\]

The next lemma will allow us to reduce the proof of convergence for all \(\xi \in \mathbb{R}^\nu\) to the proof of convergence at a single value \(\xi_0 \in \mathbb{R}^\nu\), both for the transformed \((a = 1)\) and the non-transformed \((a = 0)\) fiber operators.
Lemma 3.8. Fix $a \in \{0,1\}$ and $K \geq \sigma$. We define
\[ \tilde{H}_\Lambda(\xi) = W(aB_{K,\Lambda})^*H_\Lambda(\xi)W(aB_{K,\Lambda}) + E_\Lambda \quad \text{for } \Lambda \in (K, \infty). \]
Assume there are $\xi_0 \in \mathbb{R}^\nu$ and $\lambda_0 \in \mathbb{R}$ such that
- $\tilde{H}_\Lambda(\xi_0)$ converges to an operator $\tilde{H}_\infty(\xi_0)$ in the norm resolvent sense as $\Lambda \to \infty$,
- $\lambda_0 \leq \tilde{H}_\Lambda(\xi_0) - 1$ for all $\Lambda \in (K, \infty]$,
- $Q(\tilde{H}_\infty(\xi_0)) \subset D(A_{2/3})$ and for all $\lambda \leq \lambda_0$
\[ \lim_{\Lambda \to \infty} A_{2/3}(\tilde{H}_\Lambda(\xi_0) - \lambda)^{-1/2} = A_{2/3}(\tilde{H}_\infty(\xi_0) - \lambda)^{-1/2}. \quad (3.14) \]
Then $\tilde{H}_\Lambda(\xi)$ converges to an operator $\tilde{H}_\infty(\xi)$ in the strong resolvent sense for all $\xi \in \mathbb{R}^\nu$. Further, for $\Lambda \in (K, \infty]$ and $\xi \in \mathbb{R}^\nu$, let
\[ \tilde{D}_\Lambda(\xi) = W(aB_{K,\Lambda})^*D_{\xi_0}(\xi - \xi_0)W(aB_{K,\Lambda}). \]
Then $q_{\tilde{D}_\infty}(\xi)$ is infinitesimally $q_{\tilde{H}_\infty(\xi_0)}$ bounded and
\[ q_{\tilde{H}_\infty(\xi)} = q_{\tilde{H}_\infty(\xi_0)} + q_{\tilde{D}_\infty(\xi)}. \]

Remark 3.9. We note that $Q(\tilde{H}_\Lambda(\xi_0)) \subset W(aB_{K,\Lambda})^*D(A_{2/3}) = D(A_{2/3})$ for all $\Lambda \in (K, \infty)$, by Lemma 3.1 and Theorem B.1 (4). Hence, $A_{2/3}(\tilde{H}_\Lambda(\xi_0) - \lambda)^{-1/2}$ is a bounded operator for all $\lambda \leq \lambda_0$ and the left hand side of (3.14) is well-defined without further assumptions.

Proof. For $\Lambda \in (K, \infty]$ and $\lambda \leq \lambda_0$, we define $\tilde{R}_\Lambda(\lambda) = (\tilde{H}_\Lambda(\xi_0) - \lambda)^{-1}$ and $C_\Lambda = A_{2/3}W(aB_{K,\Lambda})A_{2/3}^{-1}$. By Lemma 3.1 and Theorem B.1 (4), $C_\Lambda$ is bounded, $\Lambda \mapsto C_\Lambda$ is strongly continuous and $C_\Lambda$ strongly converges to $C_\infty$ as $\Lambda \to \infty$. By the uniform boundedness principle, there is $c > 0$ such that
\[ \|C_\Lambda\| \leq c \quad \text{for all } \Lambda \in (K, \infty]. \quad (3.15) \]
Let $(\Lambda_n) \subset (K, \infty)$ be an arbitrary sequence converging to $\infty$ as $n \to \infty$ and write $S = \{\infty\} \cup \{\Lambda_n | n \in \mathbb{N}\}$. Further, we note that $A_{2/3}\tilde{R}_\Lambda(\lambda)^{1/2}$ is bounded for all $\lambda \leq \lambda_0$ and $\Lambda \in (K, \infty)$, by Remark 3.9 and the assumption. Now, combing the observation that $\|\tilde{R}_\Lambda(\lambda)^{-1/2}\tilde{R}_\Lambda(\lambda)^{1/2}\| \leq 1$ for all $\lambda \leq \lambda_0$, by the spectral theorem, with the uniform boundedness principle and (3.14), we find there exists $b > 0$ such that
\[ \|A_{2/3}\tilde{R}_\Lambda(\lambda)^{1/2}\| \leq b \quad \text{for all } \Lambda \in S \text{ and } \lambda \leq \lambda_0. \quad (3.16) \]
Let $\varepsilon > 0, \xi \in \mathbb{R}^\nu$ and $h = \xi - \xi_0$. By Lemmas 3.6 and 3.7, there is $a_\varepsilon > 0$ such that
\[ \|D_{\xi_0}(h)^{1/2}\psi\| \leq \frac{\sqrt{\varepsilon}}{\sqrt{2bc}}\|A_{2/3}\psi\| + a_\varepsilon\|\psi\| \quad \text{for all } \psi \in D(A_{2/3}). \quad (3.17) \]
For $\Lambda \in (K, \infty]$ and $\lambda \leq \lambda_0$, we have
\[ \overline{|D_{\xi_0}(h)|^{1/2}W(aB_{K,\Lambda})\tilde{R}_\Lambda(\lambda)^{1/2}} = |D_{\xi_0}(h)|^{1/2}A_{2/3}^{-1}C_\Lambda A_{2/3}\tilde{R}_\Lambda(\lambda)^{1/2} \]
which is bounded and strongly converges to \(|D_{\xi_0}(h)|^{1/2}W(aB_{K,\infty})\tilde{R}_\infty(\lambda)^{1/2}\) as \(\Lambda \to \infty\). Inserting the bounds (3.15), (3.16) and (3.17), for \(\Lambda \in \mathcal{S}\), \(\lambda \leq \lambda_0\) and \(\psi \in \mathcal{F}\), we obtain
\[
||D_{\xi_0}(h)|^{1/2}W(aB_{K,\Lambda})\tilde{R}_\Lambda(\lambda)^{1/2}\psi||^2
\leq \frac{\varepsilon}{(bc)^2}||C_A A/\partial \tilde{R}_\Lambda(\lambda)^{1/2}\psi||^2 + 2a^2_r||W(aB_{K,\Lambda})\tilde{R}_\Lambda(\lambda)^{1/2}\psi||^2
\leq \varepsilon||\psi||^2 + 2a^2_r||\tilde{R}_\Lambda(\lambda)^{1/2}\psi||^2
\tag{3.18}
\]
In particular, this implies \(Q(\tilde{H}_\infty(\xi_0)) \subset Q(\tilde{D}_\infty(\xi))\) and
\[
|q_{\tilde{D}_\infty(\xi)}(\psi, \psi)| \leq \varepsilon q_{\tilde{H}_\infty(\xi_0)}(\psi, \psi) + (\lambda_0 + 2a^2_r||\tilde{R}_\Lambda(\lambda_0)^{1/2}||^2)||\psi||^2 \quad \text{for} \quad \psi \in Q(\tilde{H}_\infty(\xi_0)).
\]
Hence, the form of \(\tilde{D}_\infty(\xi)\) is infinitesimally \(\tilde{H}_\infty(\xi_0)\)-form bounded.

We define \(\tilde{H}_\infty(\xi)\) as the selfadjoint operator corresponding to the form \(q_{\tilde{H}_\infty(\xi_0)} + q_{\tilde{D}_\infty(\xi)}\) by the KLMN theorem. Further, for \(\Lambda \in (K, \infty)\) and \(\lambda \leq \lambda_0\), let
\[
Y_{\Lambda,\lambda} = |D_{\xi_0}(h)|^{1/2}W(aB_{K,\Lambda})\tilde{R}_\Lambda(\lambda)^{1/2}
Z_{\Lambda,\lambda} = Y_{\Lambda,\lambda}^* \text{Sign}(D_{\xi_0}(h))Y_{\Lambda,\lambda}.
\]
We pick \(\lambda_1 < \lambda_0\) such that \(2a^2_r(\lambda_1 - \lambda_0)^{-1} \leq \frac{1}{4}\) and from now assume \(\lambda \leq \lambda_1\). By the spectral theorem and the bound (3.18), we find \(||Y_{\Lambda,\lambda}|| \leq \frac{1}{\sqrt{2}}\) and \(||Z_{\Lambda,\lambda}|| \leq \frac{1}{2}\) for all \(\Lambda \in \mathcal{S}\). Now, \(Y_{\Lambda,\lambda}\) strongly converges to \(Y_{\infty,\lambda}\) as \(n \to \infty\) by the previous arguments. Further, by Lemma [A.6] we see \(Y_{\Lambda,\lambda}^*\) strongly converges to \(Z_{\infty,\lambda}^*\) as \(n \to \infty\). Hence, \(Z_{\Lambda,\lambda}\) strongly converges to \(Z_{\infty,\lambda}\) as \(n \to \infty\). Furthermore, we see
\[
\tilde{H}_{\Lambda}(\xi) - \lambda = \tilde{R}_{\Lambda}(\lambda)^{-1/2}(1 + Z_{\Lambda,\lambda})\tilde{R}_{\Lambda}(\lambda)^{-1/2},
\]
so \(\tilde{H}_{\Lambda}(\xi) - \lambda\) is invertible and
\[
(\tilde{H}_{\Lambda}(\xi) - \lambda)^{-1} = \tilde{R}_{\Lambda}(\lambda)^{1/2}(1 + Z_{\Lambda,\lambda})^{-1}\tilde{R}_{\Lambda}(\lambda)^{1/2}.
\]
By Lemma [A.5] and the definition of \(\tilde{H}_\infty(\xi)\), we also have that \(\tilde{H}_\infty(\xi) - \lambda\) is invertible with
\[
(\tilde{H}_\infty(\xi) - \lambda)^{-1} = \tilde{R}_\infty(\lambda)^{1/2}(1 + Z_{\infty,\lambda})^{-1}\tilde{R}_\infty(\lambda)^{1/2}.
\]
By the dominated convergence theorem, we now see
\[
\text{s-lim}_{n \to \infty}(1 + Z_{\Lambda,\lambda})^{-1} = \sum_{n=0}^{\infty} \text{s-lim}_{n \to \infty}(-Z_{\Lambda,\lambda})^n = (1 + Z_{\infty,\lambda})^{-1}.
\]
Hence, \((-\infty, \lambda_1]\) is contained in the resolvent set of \(\tilde{H}_\Lambda(\xi)\) for all \(\Lambda \in \mathcal{S}\) and \((\tilde{H}_{\Lambda}(\xi) - \lambda)^{-1}\) strongly converges to \((\tilde{H}_\infty(\xi) - \lambda)^{-1}\) for all \(\lambda \leq \lambda_1\). The strong convergence of \((\tilde{H}_{\Lambda}(\xi) - z_0)^{-1}\) to \((\tilde{H}_\infty(\xi) - z_0)^{-1}\) at some point \(z_0 \in \mathbb{C} \setminus \mathbb{R}\) simply follows by power series expansion of \(z \mapsto (\tilde{H}_\Lambda(\xi) - z)^{-1}\) around \(z = \lambda_1 - 1\) for \(\Lambda \in \mathcal{S}\). Since the sequence \(\Lambda_n\) with \(\lim_{n \to \infty} \Lambda_n = \infty\) was arbitrary and the limit \(\tilde{H}_\infty(\xi)\) is independent of its choice, this finishes the proof of strong resolvent convergence.

Similar to (3.4), we define the fiber resolvents
\[
R_{\xi,\Lambda}(z) = (H_\Lambda(\xi) + E_\Lambda - z)^{-1} \quad \text{and} \quad R_{\xi, K, \Lambda}(z) = (H_{K,\Lambda}(\xi) - z)^{-1},
\tag{3.19}
\]
which at this point is defined for \(\sigma \leq K \leq \Lambda < \infty\). Starting with Theorem 3.11 we will also treat the case \(\Lambda = \infty\), setting \(E_\infty = 0\).

To renormalize fiber operators, we will need a collection of continuity statements for these resolvents. They are collected in the next proposition.
Theorem 3.11. Let $K \geq \sigma$ and $V$ be the transformation from Proposition 2.4. Then the following holds:

(1) The operators $H_{K,\Lambda}(\xi)$ are bounded below uniformly in $\Lambda$ and $\xi$. Further, $H_{K,\Lambda}(\xi)$ converges to an operator $H_{K,\infty}(\xi)$ in the norm resolvent sense as $\Lambda \to \infty$ for all $\xi \in \mathbb{R}^\nu$. Convergence is uniform in $\xi$, so the map $\xi \mapsto H_{K,\infty}(\xi)$ is continuous in the norm resolvent sense and

$$VH_{K,\infty}V^* = \int_{\mathbb{R}^\nu} H_{K,\infty}(\xi)d\xi.$$
(2) \(Q(H_{K,\infty}(\xi)) \subset \mathcal{D}(B_\xi) = Q(H_0(0))\) for all \(\xi \in \mathbb{R}^\nu\) and for all \(\lambda < \Sigma_{K,\infty}(\xi)\) we have
\[
s\lim_{\Lambda \to \infty} B_\xi R_{\xi,K,\Lambda}(\lambda)^{1/2} = B_\xi R_{\xi,K,\infty}(\lambda)^{1/2} =: h_\lambda(\xi).
\]
Further, the map \(\xi \mapsto h_\lambda(\xi)h_\lambda(\xi)^*\) is continuous.

(3) \(Q(H_{K,\infty}(\xi)) = Q(H_0(0))\) for all \(\xi \in \mathbb{R}^\nu\).

**Proof.** We will first prove (1) and (2) up to a nullset \(\mathcal{N} \subset \mathbb{R}^\nu\). Then, we show that \(\mathcal{N}\) can be taken to be empty.

From Proposition 3.10 (2) with \(a = 0\), we see \(\{H_{K,\Lambda}(\xi)\}_{\xi \in \mathbb{R}^\nu}\) is uniformly lower bounded and continuous in the norm resolvent sense. Hence, by Lemma C.4 and Proposition 3.3 (1), we see that \(H_{K,\Lambda}(\xi)\) is uniformly bounded below in \(\Lambda\) and there is a nullset \(\mathcal{N}\) such that \(H_{K,\Lambda}(\xi)\) converges to an operator \(H_{K,\infty}(\xi)\) in the norm resolvent sense as \(\Lambda \to \infty\) for all \(\xi \in \mathcal{N}^c\) and

\[\mathcal{N} \subset \{\xi \in \mathbb{R}^\nu \mid H_{K,\Lambda}(\xi)\) does not converge in strong resolvent sense as \(\Lambda \to \infty\}\}.

Pick \(\lambda \in \mathbb{R}\) such that \(\lambda < \Sigma_{K,\Lambda}(\xi)\) for all \(\xi \in (K, \infty)\) and \(\xi \in \mathbb{R}^\nu\). For finite \(\Lambda > K\) we use Lemmas C.2 and C.5 to obtain \(h_\Lambda(\xi) = B_\xi R_{\xi,K,\Lambda}(\lambda)^{1/2}\) is essentially bounded and

\[V(H_0 + 1)^{1/2} R_{K,\Lambda}(\lambda)^{1/2}((H_0 + 1)^{1/2} R_{K,\Lambda}(\lambda)^{1/2} V^* = \int_{\mathbb{R}^\nu} h_\Lambda(\xi)h_\Lambda(\xi)^* d\xi.
\]

The left hand side converges in norm as \(\Lambda \to \infty\) by Proposition 3.3 (2). Hence, Lemma C.3 and Proposition 3.10 (2) with \(a = 0\) yield \(h_\Lambda(\xi)h_\Lambda(\xi)^*\) converges uniformly to a continuous function as \(\Lambda \to \infty\). By Lemma A.8, this implies that (2) holds on \(\mathcal{N}^c\). Combining Lemma 3.3 and Lemma 3.8, we now see \(\mathcal{N} = \emptyset\) and that \(Q(H_{K,\infty}(\xi))\) is independent of \(\xi\). This proves (1) and (2).

To prove (3), note \(Q(H_{K,\infty}) = Q(H_0)\) Proposition 3.3 (1), so \(Q(H_{K,\infty}(\xi)) = Q(H_0(\xi))\) for almost all \(\xi \in \mathbb{R}^\nu\) by Lemma C.5. As \(Q(H_0(\xi)) = Q(H_0(0))\) by Proposition 2.3 and Lemma A.1, the conclusion follows since \(Q(H_{K,\infty}(\xi))\) is independent of \(\xi\).

Finally, we go back to the non-transformed fiber operators and finish the renormalization in the next theorem. Especially, we establish a connection between the regularity of \(W(B_{K,\infty})^* = W(-B_{K,\infty})\) and the regularity of the domain of \(H_{\infty}(\xi)\).

**Theorem 3.12.** Let \(s \in [0, 1]\). Then the following holds:

1. \(H_{\Lambda}(\xi) + E_{\Lambda}\) is uniformly bounded below in \(\xi\) and \(\Lambda\) and converges to an operator \(H_{\infty}(\xi)\) in the norm resolvent sense as \(\Lambda \to \infty\). Further, \(\xi \mapsto H_{\infty}(\xi)\) is norm resolvent continuous and
\[
V H_{\infty} V^* = \int_{\mathbb{R}^\nu} H_{\infty}(\xi) d\xi.
\]

2. For all \(K \geq \sigma\) we have \(H_{\infty}(\xi) = W(B_{K,\infty})^* H_{\infty}(\xi) W(B_{K,\infty})\). Especially, \(Q(H_{\infty}(\xi)) \subset W(B_{K,\infty})^* Q(H_0(0)) W(B_{K,\infty})\) holds for all \(\xi \in \mathbb{R}^\nu\). Further, for every \(K > \sigma\) we have \(Q(H_{\infty}(\xi)) = W(B_{K,\infty})^* Q(H_0(0))\) all \(\xi \in \mathbb{R}^\nu\).

3. Fix \(K \geq \sigma\). If \(B_{K,\infty} \in \mathcal{D}(|m|^s)\), then \(\mathcal{D}(H_{\infty}(\xi)) \subset Q(H_{\infty}(\xi)) \subset \mathcal{D}(A_s)\) and
\[
s\lim_{\Lambda \to \infty} A_s R_{\xi,\Lambda}(\lambda)^{1/2} = A_s R_{\xi,\infty}(\lambda)^{1/2} =: g_\lambda(\xi)\] for any \(\lambda < \Sigma_{\infty}(\xi)\).

Further, for \(\lambda\) sufficiently small the maps \(\xi \mapsto g_\lambda(\xi)g_\lambda(\xi)^*\) and \(\xi \mapsto \|g_\lambda(\xi)\|\) are continuous.
Proof. First, for any $\xi \in \mathbb{R}^\nu$, we can conclude from Theorem 3.11 (1) that
\[
\lim_{\Lambda \to \infty}(H_\Lambda(\xi) + E_\Lambda + i)^{-1} = \lim_{\Lambda \to \infty}(W(B_{\Lambda,K})^*H_{K,\Lambda}(\xi)W(B_{\Lambda,K}) + i)^{-1}
\]
\[
= (W(B_{\infty,K})^*H_{K,\infty}(\xi)W(B_{\infty,K}) + i)^{-1}.
\]
Hence, $H_\Lambda(\xi) + E_\Lambda$ converges to $W(B_{\Lambda,K})^*H_{K,\infty}(\xi)W(B_{\Lambda,K})$ in strong resolvent sense. From Proposition 3.10 (1), we have $\{H_\Lambda(\xi)\}_{\mathbb{R}^\nu}$ is uniformly lower bounded and continuous in the norm resolvent sense. Hence, we can use Lemma C.4 and Proposition 3.3 (3) to see that the convergence is in the norm resolvent sense.

It remains to prove (3). The domain statement follows directly from (2), Lemma 3.1 and Theorem B.1 (4). For $\Lambda$ large enough that $\lambda < \Sigma_\Lambda(\xi) + E_\Lambda$ (cf. Lemma A.1), the definition (3.6) yields
\[
A_s\xi R_{\xi,\Lambda}(\lambda)^{1/2} = A_sW(B_{\Lambda,K})^*A_s^{-1}A_sB_{\xi}^{-1}B_{\xi}R_{\xi,\Lambda}(\lambda)^{1/2}W(B_{\Lambda,K}),
\]
for any $K \geq \sigma$. Convergence now follows from (2), Theorem B.4 and Theorem 3.11 (2). To prove the continuity statements, we first observe that $g(\lambda)g(\lambda)^*$ is continuous in norm. Writing $h_\lambda$ as in Theorem 3.11 (2) we have
\[
g(\lambda)g(\lambda)^* = A_sW(B_{\Lambda,\infty})^*B_{\xi}^{-1}h(\lambda)h(\lambda)^*(A_sW(B_{\Lambda,\infty})^*B_{\xi}^{-1})^*
\]
for any $K \geq \sigma$.

By Theorem B.1 (4) and Lemmas 3.1 and 3.6 the map $\xi \mapsto A_sW(B_{\Lambda,\infty})^*B_{\xi}^{-1}$ is continuous in norm, so the statement follows from Theorem 3.11 (2).

We are now ready to prove Theorem 2.6.

Proof of Theorem 2.6 (1) follows directly, by combining Theorem 3.12 with Lemma 3.8. Hence, we only need to prove (2).

Set $\mathcal{D}_s = \mathcal{D}(A_s) = \mathcal{D}(d\Gamma(\omega)^{1/2}) \cap \mathcal{D}(|d\Gamma(m)|^s)$ and note we have
\[
Q(H_{\infty}(\xi_1)) = Q(H_{\infty}(\xi_2)) = W(B_{\Lambda,\infty})^*\mathcal{D}_1,
\]
by Theorem 2.6 (1). Furthermore, (3.8) and Lemmas 3.5 and 3.6 imply
\[
\mathcal{D}_1 = \mathcal{D}(B_{\infty}) = \mathcal{D}(B_{\xi_2}) \subset \mathcal{D}(D_{\xi_1}(\xi_2 - \xi_1)) = \mathcal{D}(d\Gamma(2(\xi_2 - \xi_1) \cdot m).
\]
Now assume $(\xi_2 - \xi_1) \cdot m B_{\Lambda,\infty} \in \mathcal{H}$. Then $W(B_{\Lambda,\infty})^*\mathcal{D}_1 \subset \mathcal{D}(D_{\xi_1}(\xi_2 - \xi_1))$ by Theorem B.1. Hence, Theorem 2.6 (1) yields
\[
q_{H_{\infty}(\xi_2)}(\psi, \phi) = q_{H_{\infty}(\xi_1)}(\psi, \phi) + \langle D_{\xi_1}(\xi_2 - \xi_1)\psi, \phi \rangle \quad \text{for all } \psi, \phi \in W(B_{\Lambda,\infty})^*\mathcal{D}_1.
\]
If we fix $\psi \in W(B_{\Lambda,\infty})^*\mathcal{D}_1$, the map $\phi \mapsto q_{H_{\infty}(\xi_1)}(\psi, \phi)$ is continuous if and only if the map $\phi \mapsto q_{H_{\infty}(\xi_2)}(\psi, \phi)$ is continuous. Hence, Lemma A.4 yields $D(H_{\infty}(\xi_1)) = D(H_{\infty}(\xi_2))$ and $H_{\infty}(\xi_2) = H_{\infty}(\xi_1) + D_{\xi_1}(\xi_2 - \xi_1)$.

We move to the case $(\xi_2 - \xi_1) \cdot m B_{\Lambda,\infty} \notin \mathcal{H}$ and let $\psi \in \mathcal{D}(H_{\infty}(\xi_1)) \cap \mathcal{D}(H_{\infty}(\xi_2))$. Then it follows from Lemma A.4 and Theorem 2.6 (1) that
\[
W(B_{\Lambda,\infty})^*\mathcal{D}_1 \ni \phi \mapsto q_{D_{\xi_1}(\xi_2 - \xi_1)}(\psi, \phi)
\]
is continuous. If we can prove $W(B_{\Lambda,\infty})^*\mathcal{D}_1$ is a form core for $d\Gamma((\xi_2 - \xi_1)m)$ we can deduce $\psi \in \mathcal{D}(D_{\xi_1}(\xi_2 - \xi_1))$ by Lemma A.4. From Theorem B.1 we then find
\[
\psi \in \mathcal{D}(d\Gamma((\xi_2 - \xi_1)m)) \cap W(B_{\Lambda,\infty})^*\mathcal{D}_1 = \{0\},
\]
which proves the statement.

As $A_3$ dominates $|D_{\xi_1}(\xi_2 - \xi_1)|^{1/2}$ by Lemma 3.7 and $A_2$ commutes with $|D_{\xi_1}(\xi_2 - \xi_1)|^{1/2}$ we see that any core for $A_3$ is a core for $|D_{\xi_1}(\xi_2 - \xi_1)|^{1/2}$ by Lemma A.2. Now we note $A_2$ commutes with $A_1$ and is $A_1$-bounded, since $D_1 \subset D_3^*$, so $D_1$ is a core for $A_3$ by Lemma A.2. Further, by Theorem B.1 and Lemma 3.1 we know $W(B_{K,\infty})$ maps $D_3^*$ continuously onto $D_3$, so $W(B_{K,\infty})D_1$ is a core for $A_3$ and hence for $|D_{\xi_1}(\xi_2 - \xi_1)|^{1/2}$. This finishes the proof.

\section{Proof of Ground State Absence}

In this section we prove Theorem 2.7. We will work under Hypotheses 1, 2, and 3 in this section and fix $\nu \geq 2$. We will also use some notation from the previous section. Specifically, for $\xi, k \in \mathbb{R}^\nu$ we define the operators $B_{\xi}$ and $D_{\xi}(k)$ as in (3.8) and (3.9), respectively. Then from Theorem 2.6 (1) and Lemmas 3.6 and 3.7 we know

$$D(H_\infty(\xi_1)) \subset Q(H_\infty(\xi_1)) \subset D(B_{\xi_1}^{1/2}) \subset Q(d\Gamma(\xi_3 \cdot m)) \quad \text{for} \quad \xi_1, \xi_2, \xi_3 \in \mathbb{R}^\nu. \quad (4.1)$$

We will work with the vector valued form

$$q_{d\Gamma(m)}(\phi, \psi) = (q_{d\Gamma(m_1)}(\phi, \psi), ..., q_{d\Gamma(m_\nu)}(\phi, \psi)) \quad \text{(4.2)}$$

defined for $\phi, \psi \in D(q_{d\Gamma(m)}) := \bigcap_{i=1}^\nu D(|d\Gamma(m_i)|^{1/2}) = D(|d\Gamma(m)|^{1/2}) \supset D(B_0^{1/2})$ by Lemmas 2.2 and A.1. The following holds

**Lemma 4.1.** Let $k \in \mathbb{R}^\nu$ and $\phi, \psi \in Q(B_0^{1/2}) \subset Q(d\Gamma(k \cdot m))$. Then we have $k \cdot q_{d\Gamma(m)}(\phi, \psi) = q_{d\Gamma(k \cdot m)}(\phi, \psi)$.

**Proof.** This follows directly from

$$q_{d\Gamma(m)}(\phi, \psi) = \sum_{n=1}^\infty \int_{\mathbb{R}^{2\nu}} (k_1 + ... + k_n) \phi(n)(k_1, ..., k_n) \psi(n)(k_1, ..., k_n) dk_1...dk_n. \quad \square$$

We now observe some direct consequences of the rotation invariance in Hypothesis 3. The following lemma is well-known, but is so essential to our method that we provide a short proof.

**Lemma 4.2.** Let $O \in \mathbb{R}^{\nu \times \nu}$ be orthogonal and $U_O$ be the associated rotation operator acting on $f \in \mathcal{H}$ as $U_O f(k) = f(Ok)$. Then $\Gamma(U_O)^*H_\Lambda(\xi)\Gamma(U_O) = H_\Lambda(O\xi)$ holds for all $\Lambda \in [0, \infty]$ and $\xi \in \mathbb{R}^\nu$. Further, $\Gamma(U_O)Q(H_\Lambda(\xi)) = Q(H_\Lambda(\xi))$.

**Proof.** Let $\Lambda < \infty$. By Lemma 2.1 and rotation invariance of $v$ and $\omega$ we find

$$\Gamma(U_O)^*d\Gamma(\omega)\Gamma(U_O) = d\Gamma(U_O^\omega U_O) = d\Gamma(\omega),$$

$$\Gamma(U_O)^*d\Gamma(\xi \cdot m)\Gamma(U_O) = d\Gamma(U_O^\xi U_O^m) = d\Gamma(O\xi \cdot m),$$

$$\Gamma(U_O)^*\varphi(v_O)\Gamma(U_O) = \varphi(U_O^\varphi v_O) = \varphi(v_O).$$

Furthermore, we see

$$(U_O^{\otimes n})^*|k_1 + ... + k_n|^2 U_O^{\otimes n} = |Ok_1 + ... + Ok_n|^2 = |k_1 + ... + k_n|^2 \quad \text{for} \ n \in \mathbb{N},$$

which proves $\Gamma(U_O)^*|d\Gamma(m)|^2\Gamma(U_O) = |d\Gamma(m)|^2$. Hence, by the definition (2.11), the equality $\Gamma(U_O)^*H_\Lambda(\xi)\Gamma(U_O) = H_\Lambda(O\xi)$ holds for all finite $\Lambda$. Taking the norm resolvent limit yields the case $\Lambda = \infty$. This now implies $\Gamma(U_O)Q(H_\Lambda(\xi)) = Q(H_\Lambda(O\xi)) = Q(H_\Lambda(\xi))$ by Theorem 2.6 (1). \quad \square
Let $\varepsilon \in (0, 1)$ and define
\[
S_\varepsilon(\xi) = \{k \in \mathbb{R}^\nu \setminus \{0\} : 2|k \cdot \xi| < (1 - \varepsilon)|k||\xi|\}.
\] (4.3)

We now collect some results from [Dam20]. A separate proof would be a lengthy repetition of that paper. Hence, we only briefly explain how to extend the results in [Dam20].

**Lemma 4.3.** Let $\Lambda \in (0, \infty]$ and $\xi \in \mathbb{R}^\nu$. Then we have:

1. $\Sigma_\Lambda(\xi) \geq \Sigma_\Lambda(0)$.
2. $\Sigma_\Lambda(\xi - k) + \omega(k) \geq \Sigma_\Lambda(\xi)$ for $k \in \mathbb{R}^\nu$.
3. $\Sigma_\Lambda(\xi - k) + \omega(k) > \Sigma_\Lambda(\xi)$ for $k \notin \mathbb{R}^\nu$.
4. For $\varepsilon \in (0, 1)$ there exist $D < 1$ and $r > 0$ independent of $\Lambda$ such that for all $k \in B_r(0) \cap S_\varepsilon(\xi)$ we have
\[
\Sigma_\Lambda(\xi - k) - \Sigma_\Lambda(\xi) \geq -D\omega(k).
\]

**Proof.** All statements are proved for finite $\Lambda$ in [Dam20]. Using that $\Sigma_\Lambda(\xi) + E_\Lambda$ converges to $\Sigma_\infty(\xi)$ for all $\xi \in \mathbb{R}^\nu$ by Theorem 3.12 and Lemma A.7, the statements (1) and (2) follow immediately. The proofs of (3) and (4) are word by word the same as in [Dam20] Lemma 4.3, as the proofs only rely on (1) and (2), Hypothesis 3 (1) and the rotation invariance of $\omega$ and $\Sigma_\Lambda$, where the latter follows from Lemma 4.2. □

For $\xi \in \mathbb{R}^\nu$ and $k \in \mathbb{R}^\nu \setminus \{0\}$ we define
\[
P_0(\xi) = 1_{\{\Sigma_\infty(\xi)\}}(H_\infty(\xi)),
\]
\[
V_i(\xi) = 2C_\omega(B_{\xi}^{1/2}P_0(\xi))^*(\xi - d\Gamma(m_i))B_{\xi}^{-1}(B_{\xi}^{1/2}P_0(\xi)) \quad \text{for } i = 1, \ldots, \nu,
\]
\[
k \cdot V(\xi) = k_1V_1(\xi) + \ldots + k_\nu V_\nu(\xi),
\]
where $C_\omega = \lim_{k \to 0} \frac{|k|}{\omega(k)}$ as in Hypothesis 3. Note, $B_{\xi}^{1/2}P_0(\xi)$ is bounded by Theorem 3.12 and Lemmas 3.1 and 3.7. Furthermore, the operator $(\xi - d\Gamma(m_i))B_{\xi}^{-1}$ is bounded by Lemma 3.6 and selfadjoint (acts as a real multiplication operator in each $F^{(n)}$), so $V_i(\xi)$ is bounded and selfadjoint.

**Lemma 4.4.** Let $\xi \in \mathbb{R}^\nu$, $\varepsilon \in (0, 1)$, $k \in S_\varepsilon(\xi)$ and $\hat{k} = k/|k|$. Then we have $\|\hat{k} \cdot V(\xi)\| \leq \frac{1}{2}(1 - \varepsilon)$ and hence, the operator $1 - \hat{k} \cdot V(\xi)$ is invertible.

**Proof.** As $\hat{k} \cdot V(\xi)$ is selfadjoint, we have
\[
\|\hat{k} \cdot V(\xi)\| = \sup_{\psi \in F, \|\psi\| = 1} |\langle \psi, \hat{k} \cdot V(\xi)\psi \rangle|.
\]
Let $\psi \in F$ and assume $\|\psi\| = 1$. We note that
\[
\langle \psi, \hat{k} \cdot V(\xi)\psi \rangle = \langle P_0(\xi)\psi, \hat{k} \cdot V(\xi)P_0(\xi)\psi \rangle.
\]
Since the statement follows trivially if $P_0(\xi)F = \{0\}$, we may assume $P_0(\xi)\psi = \psi$ w.l.o.g and define $v_\psi(\xi) = 2(\xi - q_{d\Gamma(m)}(\psi, \psi))$. This implies
\[
\langle \psi, \hat{k} \cdot V(\xi)\psi \rangle = 2C_\omega\hat{k} \cdot (\|\psi\|^2\xi - q_{d\Gamma(m)}(\psi, \psi)) = C_\omega\hat{k} \cdot v_\psi(\xi).
\]
Hence, it suffices to prove
\[ |\hat{k} \cdot v_\psi(\xi)| \leq \frac{1 - \varepsilon}{2C_\omega}. \]  \hspace{1cm} (4.5)

By Theorem 2.6 (1) and Lemma 4.1, we see
\[ q_{H_1(\xi+h)}(\psi,\psi) = q_{H_1(\xi)}(\phi,\phi) + 2h \cdot (\xi - q_{d\Gamma(m)}(\psi,\psi)) + |h|^2 \|\psi\|^2. \]
\[ = \Sigma_\infty(\xi) + h \cdot v_\psi(\xi) + |h|^2 \]

Using \( q_{H_1(\xi+h)}(\psi,\psi) \geq \Sigma_\infty(\xi + h) \) yields
\[ \Sigma_\infty(\xi + h) - \Sigma_\infty(\xi) \leq h \cdot v_\psi(\xi) + |h|^2 \quad \text{for all } h \in \mathbb{R}^\nu. \]  \hspace{1cm} (4.6)

If \( \xi = 0 \), the left hand side is non-negative by Lemma 4.3 (1) so taking the limit \( |h| \to 0 \) for fixed \( \hat{h} \) we obtain \( \hat{h} \cdot v_\psi(0) \geq 0 \) for all \( h \in \mathbb{R}^\nu \). This directly implies \( v_\psi(0) = 0 \) and hence (4.5).

From now we can assume \( \xi \neq 0 \). By Lemma 4.3 (2) we know that
\[ \Sigma_\infty(\xi + h) - \Sigma_\infty(\xi) \geq -\omega(h). \]

Inserted into (4.6) this leads to
\[ h \cdot v_\psi(\xi) \geq -\omega(h) - |h|^2 \quad \text{for all } h \in \mathbb{R}^\nu. \]

For \( h \in \mathbb{R}^\nu \setminus \{0\} \), we divide by \( |h| \) and again take \( |h| \to 0 \) at fixed \( \hat{h} \) to obtain \( \hat{h} \cdot v_\psi(\xi) \geq -C_\omega^{-1} \) and hence \( |v_\psi(\xi)| \leq C_\omega^{-1} \). Let \( O \in \mathbb{R}^{\nu \times \nu} \) be orthogonal and define \( \phi = \Gamma(U_O)\psi \). Then \( \phi \in \mathcal{Q}(H_2(\xi)) \) by Lemma 4.2. Using Theorem 2.6 (1) together with Lemmas 4.1 and 4.2 we get the two expressions
\[ \Sigma_\infty(\xi) \leq q_{H_2(\xi)}(\phi,\phi) = q_{H_2(0)}(\psi,\psi) - 2O\xi \cdot q_{d\Gamma(m)}(\psi,\psi) + |\xi|^2 \]
\[ \Sigma_\infty(\xi) = q_{H_2(\xi)}(\psi,\psi) = q_{H_2(0)}(\psi,\psi) - 2\xi \cdot q_{d\Gamma(m)}(\psi,\psi) + |\xi|^2. \]
from which we obtain
\[ \xi \cdot q_{d\Gamma(m)}(\psi,\psi) \geq O\xi \cdot q_{d\Gamma(m)}(\psi,\psi) \quad \text{for all orthogonal } O \in \mathbb{R}^{\nu \times \nu}. \]

Hence, there is a constant \( R_\psi \in \mathbb{R} \) such that \( q_{d\Gamma(m)}(\psi,\psi) = R_\psi \xi \). For all \( k \in S_\varepsilon(\xi) \) this means
\[ |\hat{k} \cdot v_\psi(\xi)| = 2|1 - R_\psi| \hat{k} \cdot \xi| \leq (1 - \varepsilon)|\hat{k}||1 - R_\psi|\xi| = \frac{1 - \varepsilon}{2} |v_\psi(\xi)| \leq \frac{1 - \varepsilon}{2C_\omega}. \]

We will also need, that \( (1 - \hat{k} \cdot V(\xi))^{-1} \) conserves weak convergence to 0.

**Lemma 4.5.** Let \( \xi \in \mathbb{R}^\nu, R > 0 \) and \( \varepsilon \in (0,1) \). Further, let \( \{o(k)\}_{k \in B_R(0) \cap S_\varepsilon(\xi)} \) be a bounded family of operators satisfying \( \lim_{k \to 0} o(k) = 0 \). Then
\[ \lim_{k \to 0} (1 - \hat{k} \cdot V(\xi))^{-1} o(k) = 0. \]

**Proof.** Let \( \phi, \psi \in \mathcal{F} \). By Lemma 4.4 we know \( \|\hat{k} \cdot V(\xi)\| < \frac{1}{2}(1 - \varepsilon) \) so
\[ \langle \psi, (1 - \hat{k} \cdot V(\xi))^{-1} o(k) \phi \rangle = \sum_{n=0}^{\infty} \langle (\hat{k} \cdot V(\xi))^n \psi, o(k) \phi \rangle \]

By uniform boundedness and dominated convergence, it is enough to see each term in the sum converges to 0 as \( k \to 0 \). This follows from \( |\hat{k}| = 1 \) and
\[ \langle (\hat{k} \cdot V(\xi))^n \psi, o(k) \phi \rangle = \sum_{i_1=1}^{\nu} \cdots \sum_{i_n=1}^{\nu} \hat{k}_{i_1} \cdots \hat{k}_{i_n} \langle V_{i_1}(\xi) \ldots V_{i_n}(\xi) \psi, o(k) \phi \rangle. \]
For $\xi \in \mathbb{R}^\nu$ and $\Lambda \in [0, \infty]$ we introduce the operators
\begin{align}
Q_{0,\Lambda}(k,\xi) &= \omega(k)(H_\Lambda(\xi) - \Sigma_\Lambda(\xi) + \omega(k))^{-1} \quad \text{for } k \in \mathbb{R}^\nu \setminus \{0\}, \\
Q_\Lambda(k,\xi) &= \omega(k)(H_\Lambda(\xi - k) - \Sigma_\Lambda(\xi) + \omega(k))^{-1} \quad \text{for } k \in \mathbb{R}^\nu \setminus \mathbb{R}_\xi,
\end{align}
(4.7)
which are well defined and bounded by Lemma 4.3 (3). We will write $Q_0$ and $Q$ instead of $Q_{0,\infty}$ and $Q_\infty$, respectively. The next lemmas collect some simple statements about these operators.

**Lemma 4.6.** Let $\xi \in \mathbb{R}^\nu$ and $R > 0$. Then the operator $B_\xi^{1/2}Q_0(k,\xi)$ is bounded uniformly in $k \in B_R(0) \setminus \{0\}$ and
\[
\lim_{k \to 0^+} B_\xi^{1/2}Q_0(k,\xi)(1 - P_0(\xi)) = 0.
\]

**Proof.** This follows from the domain inclusion (4.1) and Lemma A.3 \qed

**Lemma 4.7.** Let $\varepsilon \in (0, 1)$ and $r > 0$ as in Lemma 4.3 (4). Then the operators $Q(k,\xi)$ and $B_\xi^{1/2}Q(k,\xi)$ are bounded uniformly for all $k \in B_r(0) \cap S_\varepsilon(\xi)$.

**Proof.** For all $k \in B_r(0) \cap S_\varepsilon(\xi)$, Lemma 4.3 (4) yields $\|Q(k,\xi)\| \leq (1 - D)^{-1}$ for some $D \in (0, 1)$, which proves the first uniform upper bound.

Now note $B_\xi^{1/2}Q(k,\xi)$ is bounded by (4.1). By Theorem 3.12 and Lemma 3.7 we can pick $\lambda$ small enough such that $k \mapsto \|B_\xi^{1/2}(H_\infty(\xi - k) - \lambda)^{-1}\|$ is continuous and hence uniformly bounded by some constant $C$ on $B_r(0)$. This leads to
\[
\|B_\xi^{1/2}Q(k,\xi)\| \leq C\|(H_\infty(\xi - k) - \lambda)Q(k,\xi)\|.
\]
The uniform bound on $B_\xi^{1/2}Q(k,\xi)$ now follows from the one on $Q(k,\xi)$ by
\[
(H_\infty(\xi - k) - \lambda)Q(k,\xi) = \omega(k) + (\Sigma_\infty(\xi) - \omega(k) - \lambda)Q(k,\xi).
\]
\qed

**Lemma 4.8.** For $\xi \in \mathbb{R}^\nu$, $k \in \mathbb{R}^\nu \setminus \mathbb{R}_\xi$ and $\Lambda \in (0, \infty]$ we have
\[
Q_\Lambda(k,\xi) = Q_{0,\Lambda}(k,\xi) + \frac{1}{\omega(k)}(B_\xi^{1/2}Q_{0,\Lambda}(k,\xi))^*D_\xi(k)B_\xi^{-1}(B_\xi^{1/2}Q_\Lambda(k,\xi)).
\]

**Proof.** The statement for $\Lambda < \infty$ follows from the resolvent identity, (3.11) and the fact that $B_\xi$ and $D_\xi(k)$ commute strongly. It remains to show we can take weak limits on both sides. To that end, it suffices to prove
\[
\lim_{\Lambda \to \infty}B_\xi^{a/2}Q_{0,\Lambda}(k,\xi) = B_\xi^{a/2}Q_0(k,\xi) \quad \text{and} \quad \lim_{\Lambda \to \infty}B_\xi^{a/2}Q_\Lambda(k,\xi) = B_\xi^{a/2}Q(k,\xi)
\]
(4.8)
for $a \in \{0, 1\}$. By Lemma A.7 and Theorem 3.12 we have $\lim_{\Lambda \to \infty} \Sigma_\Lambda(\xi) + E_\Lambda = \Sigma_\infty(\xi)$, so using
\[
\exp(-t(H_\Lambda(\xi + h) - \Sigma_\Lambda(\xi))) = \exp(-t(\Sigma_\Lambda(\xi) + E_\Lambda)) \exp(-t(H_\Lambda(\xi + h) + E_\Lambda))
\]
so the case $a = 0$ in (4.8) follows due to Lemma A.7.

Further, for $(Z_\Lambda, h) \in \{(Q_{0,\Lambda}(k,\xi), Q_\Lambda(k,\xi), \xi - k)\}$ and $\lambda \in \mathbb{R}$ chosen such that $\lambda < \Sigma_\Lambda(\xi) + E_\Lambda$ for all $\Lambda > 0$ and $\xi \in \mathbb{R}^\nu$, the resolvent identity yields
\[
B_\xi^{1/2}Z_\Lambda = \omega(k)B_\xi^{1/2}(H_\Lambda(h) + E_\Lambda - \lambda)^{-1}
\]
\[
+ \frac{1}{\omega(k)}(\Sigma_\Lambda(\xi) + E_\Lambda - \lambda)Z_\Lambda.
\]

Hence, (4.8) follows for the case $a = 1$ by Theorem 3.12 and Lemma 3.7 \qed
Lemma 4.9. Let $\xi \in \mathbb{R}^\nu$ and $\varepsilon \in (0, 1)$. Then

$$w\text{-lim}_{k \to 0 \atop k \in S_\varepsilon(\xi)} Q(k, \xi)(1 - P_0(\xi)) = w\text{-lim}_{k \to 0 \atop k \in S_\varepsilon(\xi)} (1 - P_0(\xi))Q(k, \xi) = 0.$$ 

Proof. By taking adjoints it suffices to prove one of the statements. By taking the adjoint in Lemma 4.8, we notice

$$Q(k, \xi)(1 - P_0(\xi)) = (Q(k, \xi))^*(1 - P_0(\xi)) = Q_0(k, \xi)(1 - P_0(\xi)) + \frac{|k|}{\omega(k)}(B_\xi^{1/2}Q(k, \xi))^* \frac{D_\xi(k)B_\xi^{-1}}{|k|}B_\xi^{1/2}Q_0(\xi)(1 - P_0(\xi)).$$

This goes to 0 strongly taking the limit $k \to 0$ for $k \in S_\varepsilon(\xi)$ by Lemmas 3.9 and 4.7 and Hypothesis 3 (4).

We now prove the main ingredient of our proof, explicitly, that $(1 - \hat{k} \cdot V(\xi))^{-1}P_0(\xi)$ describes the behaviour of $Q(k, \xi)$ for small $k$ in the weak sense.

Lemma 4.10. Let $\xi \in \mathbb{R}^\nu$ and $\varepsilon \in (0, 1)$. Then

$$w\text{-lim}_{k \to 0 \atop k \in S_\varepsilon(\xi)} (Q(k, \xi) - (1 - \hat{k} \cdot V(\xi))^{-1}P_0(\xi)) = 0.$$ 

Proof. Throughout this proof we assume $k \in S_\varepsilon(\xi)$. First, note

$$w\text{-lim}_{k \to 0 \atop k \in S_\varepsilon(\xi)} (Q(k, \xi) - P_0(\xi)Q(k, \xi)P_0(\xi)) = 0,$$

by Lemma 4.9. Using $Q_0(k, \xi)P_0(\xi) = P_0(\xi)$, $P_0(\xi)(B_\xi^{1/2}Q_0(\xi,k,\xi))^* = (B_\xi^{1/2}P_0(\xi))^*$ and Lemma 4.8, we get

$$P_0(\xi)Q(k, \xi)P_0(\xi) = P_0(\xi) + \frac{1}{\omega(k)}(B_\xi^{1/2}P_0(\xi))^* D_\xi(k)B_\xi^{-1/2}Q(k, \xi)P_0(\xi)$$

$$= P_0(\xi) + \frac{1}{\omega(k)}(B_\xi^{1/2}P_0(\xi))^* D_\xi(k)B_\xi^{-1/2}P_0(\xi)Q(k, \xi)P_0(\xi) + o_1(k),$$

$$= P_0(\xi) + \hat{k} \cdot V(\xi)P_0(\xi)Q(k, \xi)P_0(\xi) + o_1(k) + o_2(k),$$

where

$$o_1(k) := \frac{1}{\omega(k)}(B_\xi^{1/2}P_0(\xi))^* D_\xi(k)B_\xi^{-1/2}(1 - P_0(\xi))Q(k, \xi)P_0(\xi)$$

and

$$o_2(k) := \left( \frac{1}{\omega(k)}(B_\xi^{1/2}P_0(\xi))^* D_\xi(k)B_\xi^{-1/2}P_0(\xi) - \hat{k} \cdot V(\xi) \right) P_0(\xi)Q(k, \xi)P_0(\xi).$$

This leads to

$$P_0(\xi)Q(k, \xi)P_0(\xi) - (1 - \hat{k} \cdot V(\xi))^{-1}P_0(\xi) = (1 - \hat{k} \cdot V(\xi))^{-1}(o_1(k) + o_2(k)).$$

By Lemma 4.5, it suffices to prove $w\text{-lim}_{k \to 0} o_1(k) = w\text{-lim}_{k \to 0} o_2(k) = 0$. Let $\phi, \psi \in \mathcal{F}$. By the definition (3.8), we have

$$(B_\xi^{1/2}P_0(\xi))^* D_\xi(k)B_\xi^{-1/2}(1 - P_0(\xi))\psi = -2 \sum_{i=1}^\nu k_i(B_\xi^{1/2}P_0(\xi))^* d\Gamma(m_i)B_\xi^{-1/2}(1 - P_0(\xi))\psi.$$
and hence
\[ \langle \phi, o_1(k) \psi \rangle = -2 \sum_{i=1}^{\nu} \hat{k}_i B_{\xi}^{1/2} P_0(\xi) \phi, d\Gamma(m_i) B_{\xi}^{-1} B_{\xi}^{1/2} (1 - P_0(\xi)) Q(k, \xi) P_0(\xi) \psi. \]

Note \( B_{\xi}^{1/2} (1 - P_0(\xi)) Q(k, \xi) \) is uniformly bounded by Lemma 4.7 and the fact \( B_{\xi}^{1/2} P_0(\xi) \) is bounded by (4.1). Hence can apply Lemmas 4.9 and A.6(1), to see \( \langle \phi, o_1(k) \psi \rangle \xrightarrow{k \to 0} 0. \) Further, definition (4.4) yields
\[ \hat{k} \cdot V(\xi) = C_\omega |k|^{-1} (B_{\xi}^{1/2} P_0(\xi))^* D_\xi(k) B_{\xi}^{-1/2} P_0(\xi) - C_\omega |k| P_0(\xi), \]
so we have
\[ o_2(k) = \left( \frac{|k|}{\omega(k)} - C_\omega \right) (B_{\xi}^{1/2} P_0(\xi))^* D_\xi(k) B_{\xi}^{-1/2} P_0(\xi) Q(k, \xi) P_0(\xi) - |k| C_\omega P_0(\xi) Q(k, \xi) P_0(\xi). \]

This converges to 0 in norm, due to boundedness of \( B_{\xi}^{1/2} P_0(\xi) \), Lemma 4.7, Lemma 3.6 and Hypothesis 3 (4).

The rest of the proof is an adaption of the proof in [Dam20].

**Proof of Theorem 2.7**

The proof goes by contradiction. We fix \( \xi \in \mathbb{R}^\nu \) and assume there exists a \( \psi_{gs} \in \mathcal{D}(H_{\infty}(\xi)) \) such that \( \|\psi_{gs}\| = 1 \) and \( H_{\infty}(\xi) \psi_{gs} = \Sigma_{\infty}(\xi) \psi_{gs} \).

For \( k \in \mathbb{R}^\nu \) we define the pointwise annihilation operator \( a_k \) which acts on \( \psi^{(n)} \in \mathcal{F}^{(n)} \) by
\[ a_k \psi^{(n)}(k, \cdots) = \sqrt{n} \psi^{(n-1)}(k, \cdots) \in \mathcal{F}^{(n-1)}. \] (4.9)

By the Fubini-Tonelli theorem, this expression is well-defined for almost every \( k \in \mathbb{R}^\nu \). In Theorem D.3, we prove \( a_k \psi_{gs} = (a_k \psi_{gs}^{(n+1)})_{n=0} \in \mathcal{F} \) for almost all \( k \in \mathbb{R}^\nu \) and the pull-through formula
\[ a_k \psi_{gs} = \frac{v(k)}{\omega(k)} Q(k, \xi) \psi_{gs} \quad \text{for almost all } k \in \mathbb{R}^\nu. \] (4.10)

Pick \( \varepsilon = \frac{1}{2} \) and let \( k \in S_\varepsilon(\xi) \). Then \( \|\hat{k} \cdot V(\xi)\| \leq \frac{1}{4} \) by Lemma 4.4, so a power expansion shows
\[ \|1 - (1 - \hat{k} \cdot V(\xi))^{-1}\| \leq \frac{\|\hat{k} \cdot V(\xi)\|}{1 - \|\hat{k} \cdot V(\xi)\|} = -1 + \frac{1}{1 - \|\hat{k} \cdot V(\xi)\|} \leq \frac{1}{3} \] (4.11)

We denote the number operator \( N = d\Gamma(1) \) and choose a normalized element \( \eta \in \mathcal{D}(N^{1/2}) \) such that \( |\langle \eta, \psi_{gs}\rangle| > \frac{1}{2}. \) Then (4.10) shows
\[ \langle \eta, a_k \psi_{gs} \rangle = -\frac{v(k)}{\omega(k)} \langle \eta, Q(k, \xi) \psi_{gs} \rangle \quad \text{for almost every } k \in \mathbb{R}^\nu. \]

Further, for \( k \in S_\varepsilon(\xi) \) Lemma 4.10 yields
\[ \langle \eta, Q(k, \xi) \psi_{gs} \rangle - \langle \eta, (1 - \hat{k} \cdot V(\xi))^{-1} \psi_{gs} \rangle \xrightarrow{k \to 0} 0. \]
By (4.11) we now see $|\langle \eta, (1 - \hat{k} \cdot V(\xi))^{-1} \psi_{gs} \rangle| > \frac{1}{2} - \frac{1}{3} = \frac{1}{6}$. Hence, given any $C \in (0, \frac{1}{6})$, there is $R > 0$ such that

$$|\langle \eta, a_k \psi_{gs} \rangle| \geq C \frac{v(k)}{\omega(k)}$$

for almost all $k \in \mathcal{S}_\varepsilon(\xi) \cap B_R(0) =: \tilde{B}_{R}(\xi)$. Further, since $\mathcal{S}_\varepsilon(\xi)$ is open, non-empty (due to $\nu \geq 2$) and invariant under positive scalings, we obtain by rotation invariance of $v$ and $\omega$ that

$$\int_{\tilde{B}_{R}(\xi)} \frac{|v(k)|^2}{\omega(k)^2} dk = \frac{\text{vol}(\tilde{B}_{R}(\xi))}{\text{vol}(B_{1}(0))} = \frac{\text{vol}(\tilde{B}_{R}(\xi))}{\text{vol}(B_{1}(0))} \int_{B_R(0)} \frac{|v(k)|^2}{\omega(k)^2} dk = \infty.$$ 

This proves that $\langle \eta, a_k \psi_{gs} \rangle$ is not square-integrable.

On the other hand using Lemma 2.1 and Cauchy-Schwarz we find

$$|\langle \eta, a_k \psi_{gs} \rangle|^2 \leq \|(N + 1)^{1/2} \eta\|^2 \|(N + 1)^{-1/2} a_k \psi_{gs}\|^2 = \|(N + 1)^{1/2} \eta\|^2 \sum_{n=1}^{\infty} \int_{\mathbb{R}^{n-1,\nu}} |\psi_{gs}^{(n)}(k, k_1, \ldots, k_{n-1})|^2 dk_1 \cdots dk_n,$$

which is integrable by definition of the Fock space norm. Hence, we have arrived at a contradiction and the state $\psi_{gs}$ cannot exist. \(\square\)
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**A SOME LEMMAS FROM GENERAL OPERATOR THEORY**

In this appendix we state well-known or easy to prove properties of selfadjoint operators. Without further mentioning, we assume $\mathfrak{H}$ is a separable Hilbert space.

**Lemma A.1.** Let $A, B$ be selfadjoint operators in $\mathfrak{H}$ and $U$ be unitary. If $U \mathcal{D}(A) \subset \mathcal{D}(B)$ then $U\mathcal{Q}(A) \subset \mathcal{Q}(B)$.

*Proof.* Note $\mathcal{D}(U|A|U^*) = \mathcal{D}(UAU^*) = U\mathcal{D}(A) \subset \mathcal{D}(B) = \mathcal{D}(|B|)$, which by [Wei80, Theorem 9.4] implies $\mathcal{D}(U|A|^{1/2}U^*) \subset \mathcal{D}(|B|^{1/2}) = \mathcal{Q}(B)$. As $\mathcal{D}(U|A|^{1/2}U^*) = U\mathcal{Q}(A)$ the claim follows \(\square\)

**Lemma A.2.** Let $A$ and $B$ be strongly commuting and selfadjoint operators. If $A$ is $B$-bounded and $\mathcal{D}$ is a core for $B$ then $\mathcal{D}$ is a core for $A$.

*Proof.* Clearly any element in $\mathcal{D}(B)$ can be approximated in $A$-norm by elements in $\mathcal{D}$, so it is enough to see $\mathcal{D}(B)$ is a core for $A$. However, for any $\psi \in \mathcal{D}(A)$ we can choose the approximating sequence $1_{\{|B| \leq n\}} \psi$, which converges in $A$-norm since $A1_{\{|B| \leq n\}} \psi = 1_{\{|B| \leq n\}} A \psi$. \(\square\)

**Lemma A.3.** Let $A, B$ be selfadjoint operators on $\mathfrak{H}$ and $\omega : \mathbb{R}^\nu \rightarrow \mathbb{R}$. Assume $A$ is bounded below, $B$ is $A$-bounded, $\omega$ is continuous, $\omega(0) = 0$ and $\omega(k) > 0$ for $k \neq 0$. Define $\lambda = \inf(\sigma(A))$ and $f(k) = \omega(k)B(A - \lambda + \omega(k))^{-1}$ for $k \neq 0$. Then map $f : \mathbb{R}^\nu \setminus \{0\} \rightarrow \mathcal{B}(\mathfrak{H})$ is bounded on $B_R(0) \setminus \{0\}$ for any $R > 0$ and $\lim_{k \rightarrow 0} f(k) = BP_A(\lambda)$, where $P_A$ is the projection valued measure associated to $A$. 

**Absence of Ground States in the Renormalized Massless Translation-Invariant Nelson Model**
Proof. By the assumptions $C = B(A - \lambda + 1)^{-1}$ is bounded. The conclusion now follows from the spectral theorem and the identity

$$f(k) = \omega(k)C + C\omega(k)(A - \lambda + \omega(k))^{-1} - \omega(k)C\omega(k)(A - \lambda + \omega(k))^{-1}.$$ 

\[\Box\]

**Lemma A.4** ([Wei80] Theorem 5.37). Let $A$ be a selfadjoint operator on $\mathcal{H}$ and $\psi \in \mathcal{Q}(A)$. Then the following are equivalent:

1. $\psi \in \mathcal{D}(A)$,
2. The map $\mathcal{Q}(A) \ni \phi \mapsto q_A(\psi, \phi)$ is continuous w.r.t. the subspace topology of $\mathcal{H}$.
3. There is a form core $D$ of $A$ such that $D \ni \phi \mapsto q_A(\psi, \phi)$ is continuous w.r.t. the subspace topology of $\mathcal{H}$.

**Lemma A.5** ([Tes14] Theorem 6.25). Let $A$ be a selfadjoint operator with $A \geq \lambda$, $q$ a symmetric sesquilinear form with $\mathcal{Q}(A) \subset \mathcal{Q}(q)$ and $a, b \in \mathbb{R}$. The symmetric sesquilinear form $q((A - z)^{-1/2}\phi, (A - z)^{-1/2}\psi)$ for $\phi, \psi \in \mathcal{H}$ corresponds to a bounded operator $C(z)$ with $\|C(z)\| \leq a$ for $z < -ba^{-1} - \lambda$ if and only if

$$q(\psi, \psi) \leq aq_A(\psi, \psi) + b\|\psi\|^2 \quad \text{for all } \psi \in \mathcal{Q}(q).$$

Further, if $a < 1$, then

$$(B - z)^{-1} = (A - z)^{-1/2}(1 + C(z))^{-1}(A - z)^{-1/2},$$

where $B$ denotes the selfadjoint and lower bounded operator corresponding to $q_A + q$.

**Lemma A.6.** Let $(C_n) \subset \mathcal{B}(\mathcal{H})$, $\mathcal{C} \subset \mathcal{B}(\mathcal{H})$ and $A$ be a densely defined closed operator on $\mathcal{H}$ such that $\mathcal{D}(A) \supset C_n\mathcal{H}$ for all $n \in \mathbb{N}$ and $(AC_n)$ is uniformly bounded. Then:

1. If $\operatorname{w-lim}_{n \to \infty} C_n = C$, then $C\mathcal{H} \subset \mathcal{D}(A)$ and $\operatorname{w-lim}_{n \to \infty} AC_n = AC$.
2. If $\operatorname{s-lim}_{n \to \infty} C_n^* = C^*$, then $C\mathcal{H} \subset \mathcal{D}(A)$ and $\operatorname{s-lim}_{n \to \infty}(AC_n)^* = (AC)^*$.

**Proof.** First, assume $\operatorname{w-lim}_{n \to \infty} C_n = C$ and pick $B > 0$ such that $\|AC_n\| < B$ holds for all $n \in \mathbb{N}$. For $\psi \in \mathcal{H}$, we find

$$|\langle A^*\phi, C\psi \rangle| = \lim_{n \to \infty} |\langle A^*\phi, C_n\psi \rangle| \leq B\|\phi\|\|\psi\|,$$

so $C\psi \in \mathcal{D}(A)$. Clearly

$$\langle \phi, AC\psi \rangle = \langle A^*\phi, C\psi \rangle = \lim_{n \to \infty} \langle \phi, AC_n\psi \rangle.$$ 

Since $\mathcal{D}(A)$ is dense and the sequence $(AC_n\psi)$ is bounded by $B\|\psi\|$, this implies weak convergence of $(AC_n\psi)$ to $AC\psi$, cf. [Wei80] Theorem 4.24, and hence proves (1).

To prove (2), we first note that $\operatorname{s-lim}_{n \to \infty} C_n^* = C^*$ implies $\operatorname{w-lim}_{n \to \infty} C_n = C$, so (1) proves $C\mathcal{H} \subset \mathcal{D}(A)$. Further, we have $\|(AC_n)^*\| = \|AC_n\|$, so $((AC_n)^*)$ is uniformly bounded. For $\psi \in \mathcal{D}(A^*)$, we have

$$(AC)^*\psi = C^*A^*\psi = \lim_{n \to \infty} C_n^*A_n^*\psi,$$

so the conclusion follow from [Wei80] Theorem 4.23. \[\Box\]
Lemma A.7 ([RS72] Theorems VIII.20, VIII.23 and VIII.24 and [DM20a] Lemma 5.5). Let \( (A_n) \) be a sequence of selfadjoint operators and \( A \) a selfadjoint operator.

1. Assume \( (A_n) \) converges to \( A \) in the norm resolvent sense. If \( \lambda \notin \sigma(A) \) then \( \lambda \notin \sigma(A_n) \) for \( n \) large enough and \( (A_n - \lambda)^{-1} \) converges to \( (A - \lambda)^{-1} \) in norm.

2. If \( (A_n) \) converges to \( A \) in the norm resolvent sense and \( f : \mathbb{R} \to \mathbb{R} \) is continuous and bounded then \( f(A_n) \) converges strongly to \( f(A) \). If \( f \) is vanishing at \( \pm \infty \) then convergence is in norm.

3. If \( (A_n) \) uniformly bounded below by \( \lambda \in \mathbb{R} \) then \( (A_n) \) converges to \( A \) in the norm resolvent sense if and only if \( e^{-tA_n} \) converges to \( e^{-tA} \) in norm for all \( t > 0 \). In this case, \( \inf \sigma(A_n) \) converges to \( \inf \sigma(A) \).

Lemma A.8. Let \( (A_n) \) be a sequence of selfadjoint operators on \( \mathcal{H} \) and assume there is \( \lambda \in \mathbb{R} \) such that \( A_n \geq \lambda \) for all \( n \in \mathbb{N} \). Let \( A \) and \( B \) be selfadjoint operators on \( \mathcal{H} \) and assume that \( Q(A_n) \subset Q(B) \) for all \( n \in \mathbb{N} \), that \( (A_n) \) converges to \( A \) in the norm resolvent sense and \( |B|^{1/2} \) has a bounded inverse. Define for \( z < \inf \sigma(A_n) \) the bounded operator \( C_{n,z} = |B|^{1/2}(A_n - z)^{-1/2} \). If \( C_{n,z} \) converges strongly for some \( z < \lambda \), then \( Q(A) \subset Q(B) \) and \( \inf \sigma(A_n) \) converges for all \( z < \inf \sigma(A) \).

Proof. Note \( A \geq \lambda \) by Lemma A.7 (3). Pick \( z_0 < \lambda \) such that \( C_{n,z_0} \) converges to a selfadjoint operator \( C \in \mathcal{B}(\mathcal{H}) \) strongly. For \( \phi \in Q(B) \) and \( \psi \in \mathcal{H} \) we see

\[
\langle |B|^{1/2}\phi, (A - z_0)^{-1/2}\psi \rangle \leq \lim_{n \to \infty} \langle \phi, C_{n,z_0}C_{n,z_0}^*\phi \rangle^{1/2}\|\psi\| \leq \|C\|^{1/2}\|\psi\|\|\phi\|,
\]

showing \( (A - z_0)^{-1/2}\psi \in Q(B) \) and hence \( Q(A) \subset Q(B) \).

For \( \phi, \psi \in Q(B) \) the norm resolvent convergence of \( (A_n) \) also yields

\[
\langle \phi, C_{n,z_0}C^*_{n,z_0}\psi \rangle = \lim_{n \to \infty} \langle (A_n - z_0)^{-1/2}|B|^{1/2}\phi, (A_n - z_0)^{-1/2}|B|^{1/2}\psi \rangle = \lim_{n \to \infty} \langle \phi, C_{n,z_0}C^*_{n,z_0}\psi \rangle = \langle \phi, C\psi \rangle
\]

so \( C_{n,z_0}C^*_{n,z_0} = C \).

Note \( \|C_{n,z_0}\|^2 = \|C_{n,z_0}C^*_{n,z_0}\| \) is bounded uniformly in \( n \) by the uniform boundedness principle. Since \( Q(A) \) is dense, it is now enough to show \( \lim_{n \to \infty} C_{n,z_0}\psi = C_{n,z_0}\psi \) for all \( \psi \in Q(A) \) by [Wei80] Theorem 4.23. Hence, using

\[
C_{n,z_0}\psi = C_{n,z_0}C^*_{n,z_0}|B|^{-1/2}(A - z_0)^{1/2}\psi + C_{n,z_0}((A - z_0)^{-1/2} - (A_n - z_0)^{-1/2})(A - z_0)^{1/2}\psi,
\]

we see that \( C_{n,z_0}\psi \) converges to \( C|B|^{-1/2}(A - z_0)^{1/2}\psi = C_{\infty,z_0}\psi \) for all \( \psi \in Q(A) \) by Lemma A.7 (2). For any other \( z < \inf \sigma(A) \) we conclude that \( z < \inf \sigma(A_n) \) for \( n \) large enough by Lemma A.7 (3).

Then, by Lemma A.7 (2)

\[
C_{n,z} = C_{n,z_0} \left( \frac{A_n - z_0}{A_n - z} \right)^{1/2} \to C_{\infty,z_0} \left( \frac{A - z_0}{A - z} \right)^{1/2} = C_{\infty,z}.
\]

For two selfadjoint operators \( A \) and \( B \) we define the sesquilinear form associated to their commutator as

\[
q_{[A,B]}(\psi, \phi) = \langle A\psi, B\phi \rangle - \langle B\psi, A\phi \rangle \quad \text{for} \; \psi, \phi \in \mathcal{D}(A) \cap \mathcal{D}(B).
\]
Lemma A.9. Let $A$ and $B$ be selfadjoint operators and assume there is a set $D \subset \mathcal{D}(B)$ such that $e^{itB}D \subset \mathcal{D}(A)$ for all $t \in \mathbb{R}$ and $t \mapsto Ae^{itB}\psi$ is continuous for all $\psi \in D$. Then for all $\psi, \phi \in D$ the map

$$f(t) = \langle \psi, e^{-itB}Ae^{itB}\phi \rangle$$

is continuously differentiable with derivative

$$f'(t) = iq_{[A,B]}(e^{itB}\psi, e^{itB}\phi).$$

Proof. We easily calculate

$$f(t + h) - f(t) = \langle (e^{ihB} - 1)e^{itB}\psi, Ae^{i(t+h)B}\phi \rangle + \langle Ae^{itB}\psi, (e^{ihB} - 1)e^{itB}\phi \rangle.$$

The statement then directly follows using the continuity assumption.

\[ \square \]

## B Transformation and Convergence Properties of Weyl Operators

In this appendix we prove transformation and convergence properties of Weyl operators defined in \[2.8\], which we need in the proof of Theorem 3.12. Throughout this appendix we assume $\omega : \mathbb{R}^\nu \to \mathbb{R}$ is measurable and satisfies $\omega > 0$ almost everywhere and $h : \mathbb{R}^\nu \to \mathbb{R}^p$ is measurable. We define the selfadjoint operators

$$B := (1 + d\Gamma(\omega))^{1/2} \quad \text{and} \quad A_s := 1 + d\Gamma(\omega)^{1/2} + |d\Gamma(h)|^s \quad \text{for } s \in [0,1].$$

Note that $\mathcal{D}(A_s) = \mathcal{D}(B) \cap \mathcal{D}(d\Gamma(h)^s)$ and $\mathcal{D}(B) = \mathcal{D}(d\Gamma(\omega)^{1/2})$.

**Theorem B.1.** Let $f \in \mathcal{D}(\omega^{1/2})$ and $s \in [0,1]$. Then:

1. $W(f)\mathcal{D}(B) = \mathcal{D}(B)$ and $\|(d\Gamma(\omega) + 1)^{1/2}W(f)(d\Gamma(\omega) + 1)^{-1/2}\| \leq 1 + \|\omega^{1/2}f\|$.
2. If $f \in \mathcal{D}(|h|) \cap \mathcal{D}(\omega^{-1/2}|h|)$, then $W(f)\mathcal{D}(A_s) = \mathcal{D}(A_s)$ and on $\mathcal{D}(A_1)$ we have

$$W(f)d\Gamma(h_i)W(f)^* = d\Gamma(h_i) - \varphi(h_if) + \langle f, h_if \rangle \quad \text{for } i \in \{1, \ldots, p\}. \quad (B.1)$$

3. If $f \in \mathcal{D}(|h|^{1/2}) \cap \mathcal{D}(|h|\omega^{-1/2}) \setminus \mathcal{D}(h_i)$, then $\mathcal{D}(d\Gamma(h_i)) \cap W(f)^*\mathcal{D}(A_1) = \{0\}$ for all $i \in \{1, \ldots, p\}$.
4. If $f \in \mathcal{D}(|h|^s) \cap \mathcal{D}(\omega^{-1/2}|h|^s)$, then $W(f)\mathcal{D}(A_s) = \mathcal{D}(A_s)$. Furthermore, if $(f_n) \subset \mathcal{D}(|h|^s) \cap \mathcal{D}(\omega^{-1/2}|h|^s)$ converges to $f$ simultaneously in $\omega^{1/2}$-, $|h|^s$- and $\omega^{-1/2}|h|^s$-norm, then

$$\text{s-lim}_{n \to \infty} A_sW(f_n)A_s^{-1} = A_sW(f)A_s^{-1}. \quad (B.2)$$

This theorem is an extension of [GW18, Lemma C.3, C.4 & Cor. C.5] and [HM22, Lemma A.4]. The proof is obtained in several lemmas. For $\varepsilon > 0$ and $\lambda \in [0,\infty)$ we write

$$B_\varepsilon(\lambda) := (\varepsilon d\Gamma(\omega) + 1 + \varepsilon\lambda)^{1/2} \quad \text{and} \quad B_\varepsilon := B_\varepsilon(0).$$

Further, if $f$ satisfies $W(f)\mathcal{D}(B) \subset \mathcal{D}(B)$, then we define

$$C_{f,\varepsilon} = B_\varepsilon W(f)B_\varepsilon^{-1} \quad \text{and} \quad C_f := C_{f,1}.$$
Lemma B.2. The set $\mathcal{E} := \{\epsilon(g) \mid g \in \mathcal{D}(\omega + |h|)\}$ spans a core for $A_s$.

Proof. Note that $\mathcal{E}$ spans a dense set inside $\mathcal{D}(d\Gamma(\omega + |h|))$ (cf. [Par92, Prop. 20.7]) and is left invariant by $\Gamma(e^{it(\omega+|h|)}) = e^{itd\Gamma(\omega+|h|)}$, so $\mathcal{E}$ spans a core for $d\Gamma(\omega + |h|)$ ([RS72, Thm. VIII.11]). Now $A_s$ commutes with $d\Gamma(\omega + |h|)$ and is $d\Gamma(\omega + |h|)$-bounded by Lemma A.2, so the conclusion follows from Lemma A.2.

Lemma B.3. If $f \in \mathcal{D}(|h|) \cap \mathcal{D}(\omega^{-1/2}|h|)$, then $W(f)\mathcal{D}(A_1) \subset \mathcal{D}(d\Gamma(h_i))$ for all $i \in \{1, \ldots, p\}$ and (B.1) holds on $\mathcal{D}(A_1)$.

Proof. The left hand side of (B.1) is a closed operator and the right hand side is $A_1$-bounded, so by Lemma B.2 it suffices to show (B.1) holds on $\mathcal{E}$. Let $g \in \mathcal{D}(h_i)$. Then using (2.2), (2.4) and (2.6) we easily see $\epsilon(g) \in \mathcal{D}(d\Gamma(h_i)) \cap \mathcal{D}(a_1(h_i)g)$ and $d\Gamma(h_i)\epsilon(g) = a_1(h_i)\epsilon(g)$. Further, (2.3) and (2.5) yield $a(f)\epsilon(g) = \langle f, g \rangle \epsilon(g)$ for all $f, g \in \mathcal{H}$. Now let $g_1, g_2 \in \mathcal{D}(\omega + |h|)$. Using (2.8), $W(f)^* = W(-f)$ and $(\epsilon(g_2), \epsilon(g_1)) = e^{(g_2;g_1)}$ we then have

$$
\langle \epsilon(g_2), W(f)d\Gamma(h)W(f)^*\epsilon(g_1) \rangle = e^{-\|f\|^2 + \langle f, g_1 \rangle + \langle g_2, f \rangle} \langle \epsilon(g_2 - f), d\Gamma(h)\epsilon(g_1 - f) \rangle
$$

$$
= \langle g_2 - f, h(g_1 - f) \rangle e^{\langle g_2;g_1 \rangle}
$$

$$
= \langle \epsilon(g_2), (d\Gamma(h) - \varphi(h_f) + \langle f, h_f \rangle)\epsilon(g_1) \rangle
$$

As $\mathcal{E}$ is total (as it spans a core), this proves (B.1) holds on $\mathcal{E}$.

Lemma B.4. Let $\epsilon > 0, (f_n) \subset L^2(\mathbb{R}^\nu)$ and assume $\lim_{n \to \infty} f_n = : f \in L^2(\mathbb{R}^\nu)$.

If $W(f_n)\mathcal{D}(B) \subset \mathcal{D}(B)$ for all $n \in \mathbb{N}$ and both $C_{f_n,\epsilon}^* C_{f_n,\epsilon}$ and $C_{-f_n,\epsilon} C_{-f_n,\epsilon}$ converge strongly, then $W(f)\mathcal{D}(B) \subset \mathcal{D}(B)$ and $s\text{-lim}_{n \to \infty} C_{f_n,\epsilon}^* C_{f_n,\epsilon} = C_{f,\epsilon}^* C_{f,\epsilon}$.

Proof. Since $\|C_{f_n,\epsilon}^* C_{f_n,\epsilon}\| = \|C_{f_n,\epsilon}^*\|^2$, we see $C_{f_n,\epsilon}^* C_{f_n,\epsilon}$ is uniformly bounded. As $s\text{-lim}_{n \to \infty} B_{\epsilon}^{-1}W(f_n) = B_{\epsilon}^{-1}W(f)$ by Lemma 2.4 [Lemma A.6 (2)], implies $W(f)\mathcal{D}(B) \subset \mathcal{D}(B)$ and $s\text{-lim}_{n \to \infty} C_{f_n,\epsilon}^* C_{f_n,\epsilon} = C_{f,\epsilon}^* C_{f,\epsilon}$.

Taking adjoints, this yields $w\text{-lim}_{n \to \infty} C_{f_n,\epsilon} = C_{f,\epsilon}$. Now, the equality $C_{f_n,\epsilon}^* C_{f_n,\epsilon} C_{f_n,\epsilon}^* C_{f_n,\epsilon} = C_{f_n,\epsilon}^* C_{f_n,\epsilon}$ shows the convergence is actually strong.

In the following lemma, we discuss the construction of field operators for not square-integrable functions.

Lemma B.5. Let $f, g : \mathbb{R}^\nu \to \mathbb{C}$ satisfy $\omega^{-1/2}f, \omega^{-1/2}g \in L^2(\mathbb{R}^\nu)$. Then for $\epsilon > 0$

(1) There is $(f_n) \subset \mathcal{D}(\omega^{-1/2})$ such that $\lim_{n \to \infty} \omega^{-1/2} f_n = \omega^{-1/2} f$ in $L^2(\mathbb{R}^\nu)$.

(2) If $(f_n)$ is a sequence as in (1), then there is a bounded operator $\overline{\varphi}_\epsilon(f)$ independent of the sequence such that $\overline{\varphi}_\epsilon(f) = \lim_{n \to \infty} B_{\epsilon}^{-1} \varphi(f_n) B_{\epsilon}^{-1}$.

(3) $\|\overline{\varphi}_\epsilon(f)\| \leq 2\epsilon^{-1/2}\|\omega^{-1/2}f\|$ and $\overline{\varphi}_\epsilon(f) - \varphi_\nu(f) = \overline{\varphi}_\epsilon(f - g)$.

Proof. A possible choice in (1) is $f_n(k) = f(k)1_{\{|f|<n, n^{-1}<|k|<n\}}(k)$. Lemma 2.1 (applied with $\epsilon\omega$ instead of $\omega$) yields $\|a(h)B_{\epsilon}^{-1}\| \leq \epsilon^{-1/2}\|\omega^{-1/2}h\|$ for $h \in \mathcal{D}(\omega^{-1/2})$. Hence, using $\|B_{\epsilon}^{-1}a(h)\| = \|(a(h)B_{\epsilon}^{-1})^*\|$ and $B_{\epsilon} \geq 1$, we find

$$
\|B_{\epsilon}^{-1} \varphi(h) B_{\epsilon}^{-1}\| \leq 2\epsilon^{-1/2}\|\omega^{-1/2}h\|.
$$

This inequality, the closedness of the bounded operators and the fact that for all $h_1, h_2 \in \mathcal{D}(\omega^{-1/2})$ the equality $B_{\epsilon}^{-1} \varphi(h_1)B_{\epsilon}^{-1} - B_{\epsilon}^{-1} \varphi(h_2)B_{\epsilon}^{-1} = B_{\epsilon}^{-1} \varphi(h_1 - h_2)B_{\epsilon}^{-1}$ holds then finishes the proof.
Lemma B.6. Let $\varepsilon > 0$ and $f \in D(\omega^{1/2})$. Then $W(f)\mathcal{D}(B) \subset \mathcal{D}(B)$. Further, if $(f_n) \subset \mathcal{D}(\omega^{1/2})$ converges to $f$ in $\omega^{1/2}$-norm, then $\operatorname{s-lim}_{n \to \infty} C_{f_n,\varepsilon} = C_{f,\varepsilon}$, $\operatorname{s-lim}_{n \to \infty} C_{f_n,\varepsilon}^* = C_{f,\varepsilon}^*$ and $\|C_f\| \leq 1 + \|\omega^{1/2}f\|$.  

Proof. We set $g_n = f 1_{\{\omega < n\}} \in \mathcal{D}(\omega)$. We apply Lemma B.3 with $p = 1$ and $h = \omega$. This yields $W(g_n)\mathcal{D}(B^2) \subset \mathcal{D}(B^2)$, which implies $W(g_n)\mathcal{D}(B) \subset \mathcal{D}(B)$ by Lemma A.1. Further, using (B.1), on $\mathcal{D}(B)$

$$C_{g_n,\varepsilon}^* C_{g_n,\varepsilon} = B_{\varepsilon}^{-1} W(g_n)^* B_{\varepsilon}^{-1} W(g_n) B_{\varepsilon}^{-1} = 1 - \varepsilon B_{\varepsilon}^{-1} \varphi(\omega f) B_{\varepsilon}^{-1} + \varepsilon \|\omega^{1/2}g_n\|^2 B_{\varepsilon}^{-2}.$$ 

By Lemma B.5, the right hand side converges in norm as $n \to \infty$, so Lemma B.4 shows $W(f)\mathcal{D}(B) \subset \mathcal{D}(B)$ and

$$C_{f,\varepsilon}^* C_{f,\varepsilon} = 1 - \varepsilon \varphi(\omega f) + \varepsilon \|\omega^{1/2}f\|^2 B_{\varepsilon}^{-2}$$ 

for any $f \in \mathcal{D}(\omega^{1/2})$. (B.3)

Another application of Lemma B.5 then shows $C_{f_n,\varepsilon}^* C_{f_n,\varepsilon}$ is convergent if $(f_n) \subset \mathcal{D}(\omega^{1/2})$ converges to $f$ in $\omega^{1/2}$-norm, and hence Lemma B.4 shows $\operatorname{s-lim}_{n \to \infty} C_{f_n,\varepsilon} = C_{f,\varepsilon}$ and $\operatorname{s-lim}_{n \to \infty} C_{f_n,\varepsilon}^* = C_{f,\varepsilon}^*$. (B.3) and Lemma B.5 now imply $\|C_f\|^2 = \|C_f^* C_f\| \leq 1 + 2\|\omega^{1/2}f\|+\|\omega^{1/2}f\|^2$. □

Lemma B.7. Let $i \in \{1, \ldots, p\}$ and $f \in \mathcal{D}(|h_i|^{1/2}) \cap \mathcal{D}(\omega^{1/2}) \cap \mathcal{D}(|h_i|\omega^{-1/2})$. Set $f_\Lambda = f 1_{\{\|h_i\| < \Lambda\}}$. If $\psi \in \mathcal{D}(B) \cap \mathcal{D}(d\Gamma(h_i))$ and $W(f)\psi \in \mathcal{D}(d\Gamma(h_i))$, then

$$\lim_{\varepsilon \to 0} \sup_{\Lambda \to \infty} \sup_{\Lambda} \|B_{\varepsilon}^{-1} a^\dagger(h_i f_\Lambda)\psi\| < \infty.$$ 

Proof. By Lemma B.3, we have

$$B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi = d\Gamma(h_i) B_{\varepsilon}^{-1} \psi - \varphi(h_i f_\Lambda) B_{\varepsilon}^{-1} \psi + \langle f_\Lambda, h_i f_\Lambda \rangle B_{\varepsilon}^{-1} \psi.$$ (B.4)

Setting $C = \|d\Gamma(h_i)\psi\| + \|h_i\|\omega^{-1/2}\|d\Gamma(\omega^{1/2})\| + \|h_i\|\omega^{1/2}\|\psi\|$, Lemma 2.1 and (B.4) imply $\|B_{\varepsilon}^{-1} a^\dagger(h_i f_\Lambda)\psi\| \leq \|B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi\| + C$. Note that Lemma B.3 implies the right hand side of (B.4) converges as $\Lambda \to \infty$. Hence,

$$B_{\varepsilon}^{-1} d\Gamma(h_i) W(f)^* \psi = C_{f_\Lambda,\varepsilon}^* B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi$$

must also converge by Lemma B.6. As $B_{\varepsilon}^{-1} d\Gamma(h_i)$ is closed, the limit must be $B_{\varepsilon}^{-1} d\Gamma(h_i) W(f)^* \psi$. Hence, we obtain

$$B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi = C_{f_\Lambda,\varepsilon}^* B_{\varepsilon}^{-1} d\Gamma(h_i) W(f)^* \psi$$

converges to $B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi$ as $\Lambda \to \infty$. We obtain

$$\lim_{\varepsilon \to 0} \sup_{\Lambda \to \infty} \sup_{\Lambda} \|B_{\varepsilon}^{-1} W(f) d\Gamma(h_i) W(f)^* \psi\| = \|d\Gamma(h_i) W(f)^* \psi\| < \infty.$$ □

Lemma B.8. Let $i \in \{1, \ldots, p\}$ and $f \in \mathcal{D}(h_i \omega^{-1/2}) \setminus \mathcal{D}(h_i)$. Set $f_\Lambda = f 1_{\{h_i < \Lambda\}}$. If $\psi \in \mathcal{D}(B)$ and $\lim_{\varepsilon \to 0} \sup_{\Lambda \to \infty} \sup_{\Lambda} \|B_{\varepsilon}^{-1} a^\dagger(h_i f_\Lambda)\psi\| < \infty$, then $\psi = 0$.

Proof. We use the definitions (2.5) and (2.6) and obtain

$$(a(h_i f_\Lambda)B_{\varepsilon}^{-1} a^\dagger(h_i f_\Lambda)\psi(n))(k_1, \ldots, k_n) = \int_{\mathbb{R}^n} \frac{|h_i f_\Lambda(k)|^2 \psi(k_1, \ldots, k_n)}{1 + \varepsilon \omega(k) + \varepsilon \omega(n)(k_1, \ldots, k_n)} dk + \sum_{j=1}^n h_i(k_j) f_\Lambda(k_j) \int_{\mathbb{R}^n} \frac{h_i(k) f_\Lambda(k) \psi(n)(k, k_1, \ldots, \hat{k}_j, k_n)}{1 + \varepsilon \omega(n+1)(k, k_1, \ldots, \hat{k}_j, k_n)} dk.$$
The second term is bounded by $a^t(|hi f_A|) a(|hi f_A|)|ψ(n)| (k_1, \ldots, k_n)$, since $ω ≥ 0$. Hence, we obtain

$$\|B_ε^{-1} a^t(|hi f_A|)ψ(n)\|^2 ≥ \int_{R^ω} |hi f_A(k)|^2 \|B_ε(ω(k))ψ(n)\|^2 dk - \|a(|hi f_A|)ψ(n)\|^2$$

By Lemma 2.1, $\|a(|hi f_A|)ψ(n)\|^2 ≤ \|hi ω^{-1/2} f\|^2 \|Bψ(n)\|^2$, so summing over $n$ and using monotone convergence in the limits $Λ → ∞$ and $ε → ∞$ we get

$$∞ > \limsup_{Λ → ∞} \int_{R^ω} |hi f_A(k)|^2 dk \|ψ\|^2 - |hi \omega^{-1/2} f\|^2 \|Bψ\|^2.$$

Since $hi f$ is not square-integrable, this implies $\|ψ\| = 0$.

**Lemma B.9.** Let $s ∈ [0, 1]$ and $f ∈ D(ω^{1/2}) ∩ D(|h|^s) ∩ (ω^{-1/2}|h|^s)$.

Then there is a unique bounded operator $D_{f,s}$ such that (cf. (2.1))

$$q(||a(h)||^s, ϕ(f))ψ, B^{-1}ϕ⟩ = ⟨ψ, D_{f,s}ϕ⟩ \ \text{for } ψ, ϕ ∈ D(A_s).$$

If $(f_n) ⊂ D(ω^{-1/2}) ∩ D(ω^{-1/2}|h|^s) ∩ D(|h|^s)$ converges to $f$ in $ω^{-1/2}, ω^{-1/2}|h|^s$ and $|h|^s$ norm, then

$$\lim_{n → ∞} D_{f_n,s} = D_{f,s}. \ \text{Further, } \|D_{f,s}\| ≤ 2∥(1 + ω^{-1/2})|h|^s f∥.$$

**Proof.** Let $g ∈ D(|h|^n)|h|^s$ (cf. (2.2)). We use $∥x + y∥^s - |x|^s ≤ |y|^s$ for all $x, y ∈ R^ω$ and the definition of the anihilation operator (cf. (2.3)) and see the inequality

$$|a(f)|h^{(n)}|g - |h^{(n-1)}|g| ≤ a(|h|^n f)|g|$$

holds pointwise. Now let $ϕ, ψ ∈ D(A_s)$ and define $|ψ| = \{|ψ(n)|\}, |ϕ| = \{|ϕ(n)|\} ∈ D(A_s)$. We now write $q_{f,s} = q(||a(h)||^s, ϕ(f))$ and use the above inequality to obtain

$$|q_{f,s}(ψ, ϕ)| ≤ ⟨|ψ|, a(|h|^n f)|ϕ⟩ + a(|h|^n f)|ψ|, |ϕ| = ⟨|ψ|, ϕ(|h|^n f)|ϕ⟩.$$

Since $ω ≥ 0$, we have $|B^{-1}ϕ| = B^{-1}|ϕ|$. Replacing $ϕ$ by $B^{-1}ϕ$ and using Lemma 2.1 as well as the Cauchy-Schwarz inequality yields

$$|q_{f,s}(ψ, B^{-1}ϕ)| ≤ 2∥(1 + ω^{-1/2})|h|^s f∥∥ψ∥∥ϕ∥.$$

This proves existence and the upper bound on $D_{f,s}$.

We observe $q_{f,s} - q_{f_n,s} = q_{f-f_n,s}$, which yields $D_{f,s} - D_{f_n,s} = D_{f-f_n,s}$ by the bound above. The convergence statement directly follows.

**Proof of Theorem B.1.** Recalling $W(f)^* = W(-f)$ (1) and (2) follow from Lemmas B.3 and B.6.

Further, Lemmas B.7 and B.8 yield (3)

Hence, it remains to prove (4). Therefore, let $f_A(k) = 1_{|h| ≤ Λ} f(k)$ and recall that by (2) $W(tf_A)$ maps $D(A_1)$ onto itself for all $t ∈ R$. Now assume $ϕ, ψ ∈ D(A_1)$ and define

$$g_{A,ϕ,ψ}(t) = ⟨W(tf_A)ϕ, dΓ(h)|h|^s W(tf_A)ϕ⟩ \ \text{for } t ∈ R.$$

For all $i ∈ \{1, \ldots, p\}$ the map

$$t → dΓ(h_i)W(tf_A)ψ = W(tf_A)(dΓ(h_i)ψ + tϕ(f_A)ψ + t^2(h_i f_A, f_A)ψ).$$
is continuous by Lemma 2.1 so \( W(tf) \psi \) is continuous in \( d\Gamma(h) \)-norm. Since

\[
\|d\Gamma(h)^s\| \leq \|\eta\| + \sum_{i=1}^{n} \|d\Gamma(h_i)\| \quad \text{for all } \eta \in \mathcal{D}(\|d\Gamma(h)\|)
\]

by the spectral theorem, \( t \mapsto |d\Gamma(h)^s W(tf) \psi | \) is continuous, so we can apply Lemma A.9 to (B.5). Hence, \( g_{\Lambda, \psi, \phi} \) is continuously differentiable with derivative

\[
g'_{\Lambda, \psi, \phi}(t) = -iq_{\Lambda}(W(tf) \psi, W(tf) \phi), \quad \text{where } q_{\Lambda} = q_{\|d\Gamma(h)^s \cdot \phi(f)\|} \text{ as in (A.1)}.\]

By Lemma B.9 the form \( q_{\Lambda}(\psi, B^{-1} \psi) \) corresponds to an operator \( D_{\Lambda} \in \mathcal{B}(\mathcal{F}) \) bounded uniformly in \( \Lambda \) and satisfying \( \lim_{\Lambda \to \infty} D_{\Lambda} = D_{\infty} \). We now therefore have

\[
\langle \psi, |d\Gamma(h)^s W(f) \phi \rangle = g_{\Lambda, W(-f) \psi, \phi}(1)
\]

\[
= g_{\Lambda, W(-f) \psi, \phi}(0) + \int_{0}^{1} g'_{\Lambda, W(-f) \psi, \phi}(t) dt
\]

\[
= \langle \psi, W(f) |d\Gamma(h)^s \phi \rangle - i \int_{0}^{1} \langle \psi, W((1-t)f) D_{\Lambda} B W(tf) \phi \rangle dt.
\]

Since \( \psi \in \mathcal{D}(A_1) \) was arbitrary and \( \mathcal{D}(A_1) \) is dense, this yields

\[
|d\Gamma(h)^s W(f) \phi = W(f)|d\Gamma(h)^s \phi - i \int_{0}^{1} W((1-t)f) D_{\Lambda} B W(tf) \phi dt,
\]

where we use the Bochner integral on the right hand side. By the dominated convergence theorem, Lemmas 2.1 and B.6 we can take the limit \( \Lambda \to \infty \) and obtain \( W(f) \phi \in \mathcal{D}(\|d\Gamma(h)^s\|) \) as well as

\[
|d\Gamma(h)^s W(f) \phi = W(f)|d\Gamma(h)^s \phi - i \int_{0}^{1} W((1-t)f) D_{\infty} B W(tf) \phi dt. \tag{B.6}
\]

Applying the dominated convergence theorem once more, (B.6) also holds for all \( \phi \in \mathcal{D}(A_s) \), so \( W(-f) = W(f)^* \) directly yields \( W(f) \mathcal{D}(A_s) = \mathcal{D}(A_s) \). Finally, (B.2) follows by Lemma B.6 and a dominated convergence type argument using Lemma B.9 applied to (B.6) as before.

### C Decomposable Hilbert Space Operators

In this appendix we introduce the notation of direct integrals. The definition and a few simple lemmas are necessary to define our model and for the fiber decomposition. Further, we prove some convergence statements, which are essential in the proof of Theorem 3.12.

Assume \( \mathcal{H} \) is a separable Hilbert space. Then \( L^2(\mathbb{R}^\nu) \otimes \mathcal{H} \) is the vector valued \( L^2 \)-space \( L^2(\mathbb{R}^\nu, \mathcal{H}) \) with \( f \otimes \psi \) being the map \( x \mapsto f(x) \psi \). We call a map \( f : \mathbb{R}^\nu \to \mathcal{B}(\mathcal{H}) \) strongly measurable, if \( x \mapsto f(x) \psi \) is measurable for all \( \psi \in \mathcal{H} \). Further, if \( x \mapsto \|f(x)\| \) is essentially bounded, we define the direct integral \( I_{\mathbb{R}^\nu} f(x) \) to be the bounded operator on \( L^2(\mathbb{R}^\nu, \mathcal{H}) \) defined by

\[
I_{\mathbb{R}^\nu} f(x) \psi := \int_{\mathbb{R}^\nu} f(x) dx \psi : x \mapsto f(x) \psi(x) \quad \text{for } \psi \in L^2(\mathbb{R}^\nu, \mathcal{H}).
\]
One may prove that the norm is given by the essential supremum (see [RS78, Theorem XIII.83]), i.e.,
\[ \| I_{\oplus,x}(f(x)) \| = \text{ess sup}_{x \in \mathbb{R}^\nu} \| f(x) \|. \]  
(C.1)

We call a collection of selfadjoint operators \( \{A_x\}_{x \in \mathbb{R}^\nu} \) strong resolvent measurable if \( x \mapsto (A_x + i)^{-1} \) is strongly measurable. Then we define the direct integral
\[ I_{\oplus,x}(A_x) = \int_{\mathbb{R}^\nu} A_x \, dx \psi : x \mapsto A_x \psi(x) \]
with domain
\[ \mathcal{D}(I_{\oplus,x}(A_x)) = \left\{ \psi \in L^2(\mathbb{R}^\nu, \mathcal{F}) \left| \psi(x) \in \mathcal{D}(A_x) \text{ for almost all } x \text{ and } \int_{\mathbb{R}^\nu} \| A_x \psi(x) \| ^2 \, dx < \infty \right. \right\}. \]

The following theorem sums up the results about direct integrals we shall need.

**Lemma C.1.** (based on [RS78, Theorem XIII.85]). The following holds

1. A collection of selfadjoint operators \( \{A_x\}_{x \in \mathbb{R}^\nu} \) is strong resolvent measurable if and only if \( x \mapsto e^{itA_x} \) is weakly measurable.
   In this case, if \( \psi : \mathbb{R}^\nu \rightarrow \mathcal{F} \) is measurable and \( \psi(x) \in \mathcal{D}(A_x) \) for all \( x \in \mathbb{R}^\nu \), then \( x \mapsto A_x \psi(x) \) is measurable.

2. Let \( \{A_x\}_{x \in \mathbb{R}^\nu} \) be a strongly measurable collection of selfadjoint operators. Then \( I_{\oplus,x}(A_x) \) is selfadjoint.
   Further, if \( f : \mathbb{R} \rightarrow \mathbb{R} \) is measurable, then \( \{f(A_x)\}_{x \in \mathbb{R}^\nu} \) is strongly resolvent measurable and \( f(I_{\oplus,x}(A_x)) = I_{\oplus,x}(f(A_x)) \). If there is \( \lambda \in \mathbb{R} \) such that \( A_x \geq \lambda \) for all \( x \in \mathbb{R}^\nu \), then \( I_{\oplus,x}(A_x) \geq \lambda \).

3. If \( A \) is selfadjoint or bounded on \( \mathcal{F} \), we may identify \( 1 \otimes A = I_{\oplus,x}(A) \).

The next lemma concerns direct integrals of Fock space operators, as introduced in Section 2.1, i.e., \( \mathcal{F} = \mathcal{F} \).

**Lemma C.2.** Assume \( f \in L^2(\mathbb{R}^\nu) \) is measurable and let \( \{U_x\}_{x \in \mathcal{M}} \) be a strongly measurable family of unitary operators on \( L^2(\mathbb{R}^\nu) \). Then

1. \( \{ \varphi(U_x f) \}_{x \in \mathbb{R}^\nu} \) is strongly resolvent measurable.
   Further, \( x \mapsto W(U_x f) \) and \( x \mapsto \Gamma(U_x) \) are strongly measurable.

2. Let \( \omega : \mathbb{R}^\nu \rightarrow \mathbb{R} \) be a multiplication operator with \( \omega > 0 \) almost everywhere. If \( f \in \mathcal{D}(\omega^{-1/2}) \) then
   \[ I_{\oplus,x}(\varphi(U_x f)) \text{ is infinitesimally } 1 \otimes d\Gamma(\omega)-\text{bounded and } I_{\oplus,x}(\varphi(U_x f)) + 1 \otimes d\Gamma(\omega) \geq \| \omega^{-1/2} f \|^2. \]

*Proof.* Combine Lemmas 2.1 and C.1 \( \square \)

The next two statements connect norm convergence and norm resolvent convergence with the direct integral decomposition of bounded and selfadjoint operators, respectively. This is essential in the proof of Theorem 3.12.

**Lemma C.3.** For any \( \Lambda > 0 \), let \( f_\Lambda : \mathbb{R}^\nu \rightarrow \mathcal{B}(\mathcal{F}) \) be continuous and bounded and set \( B_\Lambda = I_{\oplus,x}(f_\Lambda(x)) \). Assume \( B_\Lambda \) converges to an operator \( B \) in norm as \( \Lambda \rightarrow \infty \). Then there is a continuous and bounded function \( f : \mathbb{R}^\nu \rightarrow \mathcal{B}(\mathcal{F}) \) such that \( f_\Lambda \) uniformly converges to \( f \) as \( \Lambda \rightarrow \infty \) and \( B = I_{\oplus,x}(f(x)) \).

Absence of Ground States in the Renormalized Massless Translation-Invariant Nelson Model
Proof. Let $\Lambda, \Lambda' > 0$. Since $f_\Lambda$ and $f_{\Lambda'}$ are continuous, (C.1) implies
\[
\|B_\Lambda - B_{\Lambda'}\| = \text{ess sup}_{x \in \mathbb{R}^\nu} \|f_\Lambda(x) - f_{\Lambda'}(x)\| = \text{sup}_{x \in \mathbb{R}^\nu} \|f_\Lambda(x) - f_{\Lambda'}(x)\|.
\]
Hence, $(f_\Lambda)_{\Lambda > 0}$ is a Cauchy net in the Banach space $C_b(\mathbb{R}^\nu, \mathcal{B}(\mathcal{F}))$ and there is a limit $f \in C_b(\mathbb{R}^\nu, \mathcal{B}(\mathcal{F}))$. Clearly, $B_\Lambda = I_{\oplus, \nu}(f_\Lambda(x))$ converges to $I_{\oplus, \nu}(f(x))$, showing $B = I_{\oplus, \nu}(f(x))$. Let $\varepsilon > 0$ and pick $\Lambda_0 > 0$ such that $\|B - B_\Lambda\| < \varepsilon$ for all $\Lambda > \Lambda_0$. Then $\sup_{x \in \mathbb{R}^\nu} \|f(x) - f_\Lambda(x)\| < \varepsilon$ follows by continuity, finishing the proof.

A collection $\{A_x\}_{x \in \mathbb{R}^\nu}$ of selfadjoint operators is called resolvent continuous, if it is uniformly bounded below and for some $z < \inf_{x \in \mathbb{R}^\nu} \inf(\sigma(A_x))$ the map $x \mapsto (A_x - z)^{-1}$ is continuous in norm. Note this implies $x \mapsto \inf(\sigma(A_x))$ is continuous by Lemma [A.7].

Lemma C.4. For any $\Lambda > 0$, let $\{A_{\Lambda, x}\}_{x \in \mathbb{R}^\nu}$ be a resolvent continuous collection of selfadjoint operators on $\mathcal{F}$ and define $A_\Lambda = I_{\oplus, x}(A_{\Lambda, x})$. Assume $A_\Lambda$ is bounded below by $\lambda$ uniformly in $\Lambda > 0$ and converges to a selfadjoint operator $A$ in the norm resolvent sense as $\Lambda \to \infty$. Then $\inf(\sigma(A_{\Lambda, x})) \geq \lambda$ for all $(x, \Lambda) \in \mathbb{R}^\nu \times (0, \infty)$ and there is a strong resolvent measurable family of selfadjoint operators $\{A_x\}_{x \in \mathbb{R}^\nu}$ such that $A = I_{\oplus, \nu}(A_x)$ and $A_x \geq \lambda$ for all $x \in \mathbb{R}^\nu$. Further, there exists a nullset $\mathcal{N} \subset \{x \in \mathbb{R}^\nu | A_{\Lambda, x} \text{ has no strong resolvent limit as } \Lambda \to \infty\}$ such that $A_{\Lambda, x}$ converges to $A_x$ in the norm resolvent sense if $x \in \mathcal{N}^c$ and $\{A_x\}_{x \in \mathbb{R}^\nu}$ is resolvent continuous in $\mathcal{N}^c$.

Proof. By Lemma [A.7] $x \mapsto \inf(\sigma(A_{\Lambda, x}))$ is continuous for each $\Lambda \in (0, \infty)$, so
\[
e^{-\lambda} \geq \sup_{\Lambda} \|e^{-A_\Lambda}\| = \text{sup} \text{ess sup}_{x} \|e^{-A_{\Lambda, x}}\| = \sup_{(x, \Lambda)} e^{-\inf(\sigma(A_{\Lambda, x}))}.
\]
This proves $\inf(\sigma(A_{\Lambda, x})) \geq \lambda$ for all $x \in \mathbb{R}^\nu$ and $\Lambda \in \mathbb{R}$.

Let $z < \lambda$. Note $x \mapsto (A_{\Lambda, x} - z)^{-1}$ is continuous by Lemma [A.7], so Lemma [C.3] implies there is a continuous map $x \mapsto B_x$ to which $x \mapsto (A_{\Lambda, x} - z)^{-1}$ converges uniformly as $\Lambda \to \infty$. It follows that $B_x$ is selfadjoint and $0 \leq B_x \leq \frac{1}{\Lambda - z}$, since $(A_{\Lambda, x} - z)^{-1}$ is selfadjoint and $0 \leq (A_{\Lambda, x} - z)^{-1} \leq \frac{1}{\Lambda - z}$ for all $x \in \mathbb{R}^\nu$ and $\Lambda \in (0, \infty)$. Further, we have $I_{\oplus, \nu}(B_x) = (A - z)^{-1}$, so Lemma [C.1] yields
\[
I_{\oplus, \nu}(1_{\{0\}}(B_x)) = 1_{\{0\}}((A - z)^{-1}) = 0
\]
as $A - z$ is injective. Hence, $\mathcal{N} = \{x \in \mathbb{R}^\nu | 1_{\{0\}}(B_x) \neq 0\}$ is a nullset. Note that if $A_{\Lambda, x}$ converges to a selfadjoint operator $C_x$ in the strong resolvent sense as $\Lambda \to \infty$ for some $x \in \mathbb{R}^\nu$, then $B_x = (C_x - z)^{-1}$ is injective, so $x \notin \mathcal{N}$.

Let $f : \mathbb{R} \mapsto \mathbb{R}$ be defined by $f(0) = \lambda - z$ and $f(x) = 1/x$ for $x \neq 0$. Then
\[
A = f((A - z)^{-1}) + z = I_{\oplus, \nu}(f(B_x) + z),
\]
by the injectivity of $(A - z)^{-1}$. For $x \in \mathbb{R}^\nu$, we define the selfadjoint operator $A_x = f(B_x) + z$. Then the family $\{A_x\}_{x \in \mathbb{R}^\nu}$ is strong resolvent measurable by Lemma [C.1]. As $0 \leq B_x \leq \frac{1}{\Lambda - z}$, we see $A_x \geq \lambda$. Further, $B_x = (A_x - z)^{-1}$ on $\mathcal{N}^c$, so $\{A_x\}_{x \in \mathbb{R}^\nu}$ is resolvent continuous on $\mathcal{N}^c$ and $A_{\Lambda, x}$ converges to $A_x$ in the norm resolvent sense as $\Lambda \to \infty$ on $\mathcal{N}^c$.

We end this appendix with a lemma about the domains of direct integrals, which we use in the proof of theorem Theorem [3.12].
Lemma C.5. Let \( \{A_x\}_{x \in \mathbb{R}^\nu} \), \( \{B_x\}_{x \in \mathbb{R}^\nu} \) be strong resolvent measurable families of selfajoint operators, \( A = I_{B,x}(A_x), B = I_{B,x}(B_x) \) and assume \( \{A_x\}_{x \in \mathbb{R}^\nu} \) is uniformly bounded below. Further, let \( z < \inf_{\mathbb{R}^\nu} \inf (\sigma(A_x)) \).

If \( \mathcal{D}(A) \subset \mathcal{D}(B) \), then \( \mathcal{D}(A_x) \subset \mathcal{D}(B_x) \) for almost all \( x \in \mathbb{R}^\nu \) and \( x \mapsto B_x(A_x - z)^{-1} \) is essentially bounded. If further \( \mathcal{D}(A_x) \subset \mathcal{D}(B_x) \) for all \( x \), then \( x \mapsto B_x(A_x - z)^{-1} \) is strongly measurable and \( B(A - z)^{-1} = I_{B,x}(B_x(A_x - z)^{-1}). \)

Proof. Note \( z < \inf \sigma(A) \) by Lemma C.1

Now let \( \mathcal{D} \subset \mathfrak{F} \) be countable and dense and write \( C = \|B(A - z)^{-1}\| \). We want to prove there is a nullset \( F \) such that \( \mathcal{D} \subset \mathcal{D}(B_x(A_x - z)^{-1}) \) for \( x \in F^c \) and \( \|B_x(A_x - z)^{-1}\psi\| \leq C\|\psi\| \) for all \( \psi \in \mathcal{D} \). As \( \mathcal{D} \) is countable, this amounts to proving that for any \( \psi \in \mathcal{D} \) we have \( \psi \in \mathcal{D}(B_x(A_x - z)^{-1}) \) almost everywhere and \( \|B_x(A_x - z)^{-1}\psi\| \leq C\|\psi\| \) almost everywhere. To that end, we define the heat kernel

\[
\phi_{t,y}(x) = (4\pi t)^{-\nu/2} \exp(-|x - y|^2/4t) \quad \text{for } t > 0 \text{ and } y \in \mathbb{R}^\nu.
\]

Then we have \( (A + z)^{-1}\phi_{t,y}^{1/2}\phi_{1,0}^{1/2}\psi \in \mathcal{D}(B), \) which implies

\[
\phi_{t,y}(x)\phi_{1,0}(x)(A_x - z)^{-1}\psi \in \mathcal{D}(B_x) \quad \text{for almost all } x \in \mathbb{R}^\nu.
\]

As \( \phi_{t,y}\phi_{1,0} > 0 \), we see \( \psi \in \mathcal{D}(B_x(A_x - z)^{-1}) \) almost everywhere. Further, we have

\[
\int_{\mathbb{R}^\nu} \phi_{t,y}(x)\phi_{1,0}(x)\|B_x(A_x - z)\psi\|^2 dx = \|B(A - z)^{-1}\phi_{t,y}^{1/2}\phi_{1,0}^{1/2}\psi\|^2 \leq C^2 \int_{\mathbb{R}^\nu} \phi_{t,y}(x)\phi_{1,0}(x)dx\|\psi\|^2.
\]

Integrating a function \( g \in L^1(\mathbb{R}^\nu) \) against the heat kernel \( \phi_{t,y}(x) \) gives a function in the \( y \)-variable that converges to \( g \) in \( L^1(\mathbb{R}^\nu) \) as \( t \to 0 \) (see e.g. [Gri09, Theorem 7.19]). As \( \phi_{1,0} > 0 \), we see \( \|B_y(A_y - z)^{-1}\psi\| \leq C\|\psi\| \) for almost every \( y \in \mathbb{R}^\nu \).

Assume now \( \mathcal{D}(A_x) \subset \mathcal{D}(B_x) \) for all \( x \in \mathbb{R}^\nu \). Note that for any \( \psi \in \mathfrak{F} \) we have \( x \mapsto B_x(A_x - z)^{-1}\psi \) is measurable by Lemma C.1 (1) so \( I_{B,x}(B_x(A_x - z)^{-1}) \) is well defined. That \( I_{B,x}(B_x(A_x - z)^{-1}) = B(A - z)^{-1} \) is obvious. \( \square \)

D  Proof of Pull-Through Formula

This appendix is devoted to proving the pull through formula. The method is built on the results in [DM20b] and the reader should consult this paper for the proofs. We start by defining

\[
\mathcal{F}_+ = \bigtimes_{n=0}^{\infty} \mathcal{F}^{(n)}
\]

with coordinate projections \( P_n \). We equip \( \mathcal{F}_+ \) with the \( \sigma \)-algebra induced by the projections. Define

\[
C(\mathbb{R}^\nu) = \{ f : \mathbb{R}^\nu \to \mathcal{F}_+ \mid \forall n \in \mathbb{N}_0 : x \mapsto P_nf(x) \in L^2(\mathbb{R}^\nu, \mathcal{F}^{(n)}) \}/ \sim.
\]

where \( f \sim g \) if an only if \( f = g \) almost everywhere. We will now introduce the pointwise annihilation operator. For \( \psi = (\psi^{(n)}) \in \mathcal{F}_+ \), we define \( A\psi \in C(\mathbb{R}^\nu) \) by

\[
P_n(A\psi)(k) = a_k\psi^{(n+1)}(k),
\]

where the pointwise annihilation operator \( a_k \) is defined as in (4.9). Since \( a_k\psi^{(n+1)} \in \mathcal{F}^{(n)} \) is well-defined for almost all \( k \in \mathbb{R}^\nu \), one easily observes this defines a continuous operator \( A : \mathcal{F}_+ \to C(\mathbb{R}^\nu) \). The next statement can be found in [DM20b].
Theorem D.1. Let \( B : \mathbb{R}^\nu \rightarrow \mathbb{R} \) be measurable with \( B \geq 0 \). Then
\[
\psi \in \mathcal{D}(d\Gamma(B)^{1/2}) \iff B^{1/2}A\psi \in L^2(\mathbb{R}^\nu, \mathcal{F})
\]
Furthermore, for \( \phi, \psi \in \mathcal{D}(d\Gamma(B)^{1/2}) \) we have
\[
\langle d\Gamma(B)^{1/2}\phi, d\Gamma(B)^{1/2}\psi \rangle = \int_M B(k)\langle A\phi(k), A\psi(k) \rangle d\mu(k),
\]
and \( A\psi(k) \in \mathcal{F} \) almost everywhere on \( \{k \in \mathbb{R}^\nu : B(k) > 0\} \).

A pull-through formula for the cutoff Hamiltonian is proven in [Dam20, Lemma B.12].

Theorem D.2. Let \( \omega \) and \( \nu \) satisfy Hypotheses \([4, 2] \) and \([3] \). Further, let \( \xi \in \mathbb{R}^\nu, \nu \geq 2 \) and \( \Lambda \in (0, \infty) \). Assume \( \psi \in \mathcal{D}(H_\Lambda(\xi)) \) satisfies \( A(H_\Lambda(\xi) - \Sigma_\Lambda(\xi))\psi(k) \in \mathcal{F} \) for almost every \( k \in \mathbb{R}^\nu \). Then
\[
(A\psi)(k) = (H_\Lambda(\xi - k) - \Sigma_\Lambda(\xi) + \omega(k))^{-1}(A(H_\Lambda(\xi) - \Sigma_\Lambda(\xi))\psi(k)) - v_\Lambda(k)(H_\Lambda(\xi - k) - \Sigma_\Lambda(\xi) + \omega(k))^{-1}\psi
\]
almost everywhere.

We can now prove the pull-through formula for the renormalized case.

Theorem D.3. Let \( \omega \) and \( \nu \) satisfy Hypotheses \([4, 2] \) and \([3] \). Further, let \( \xi \in \mathbb{R}^\nu, \nu \geq 2 \). Assume \( \psi \) is a ground state for \( H_\infty(\xi) \). Then
\[
(A\psi)(k) = -v(k)(H_\infty(\xi - k) + \omega(k) - \Sigma_\infty(\xi))^{-1}\psi
\]
almost everywhere.

Proof. Define \( E_\infty = 0 \) and define for \( \Lambda \in [0, \infty] \) the operator
\[
H_\Lambda'(\xi, k) = H_\Lambda(\xi - k) - \Sigma_\Lambda(\xi) = H_\Lambda(\xi - k) + E_\Lambda - (\Sigma_\Lambda(\xi) + E_\Lambda)
\]
Similar to the proof of Lemma \([4, 8] \), we find \( H_\Lambda'(\xi, k) \) converges to \( H_\Lambda'(\xi, k) \) in the norm resolvent sense. Pick \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \chi(0) = 1 \) and pick \( \Lambda_0 \) such that \( \Sigma_\Lambda(\xi) + E_\Lambda - \Sigma_\infty(\xi) + 1 > 0 \) for all \( \Lambda > \Lambda_0 \). We then define for \( a \in \{0, 1\}, \Lambda \in (\Lambda_0, \infty) \)
\[
\psi_\Lambda = \chi(H_\Lambda'(\xi, 0))\psi,
C_{a, \Lambda} = H_\Lambda'(\xi, 0)^a(H_\Lambda'(\xi, 0) + E_\Lambda + \Sigma_\Lambda(\xi) - \Sigma_\infty(\xi) + 1)\chi(H_\Lambda'(\xi, 0)),
B = (d\Gamma(\omega) + 1)^{1/2},
D_\Lambda = B(H_\Lambda(\xi) + E_\Lambda - \Sigma_\infty(\xi) + 1)^{-1}.
\]
By the spectral theorem, Proposition \([2, 3] \) and Theorem \([3, 12] \), we see \( H_\Lambda'(\xi, 0)^a\psi_\Lambda \in \mathcal{D}(H_\Lambda(\xi)) \subset \mathcal{D}(B) \) and that
\[
B(H_\Lambda'(\xi, 0)^a\psi_\Lambda) = D_\Lambda C_{a, \Lambda}\psi.
\]
We abuse notation by setting \( 0^0 = 1 \). By the spectral theorem, the norm resolvent convergence of 
\( H_\Lambda'(\xi, 0)^a\psi_\Lambda \), \([\text{Lemma A.7 (2)}] \) and \( \chi(H_\Lambda'(\xi, 0))\psi = \psi \), we see \( C_{a, \Lambda}\psi \) converges to \( 0^a\psi \) as \( \Lambda \rightarrow \infty \). Thus,
using Theorem 3.12 we find $D_A C_{a,A} \psi$ converges to $0^\ast \psi$. Hence $(H_A'(\xi,0))^\ast \psi_A$ converges to $0^\ast \psi$ in $B$-norm.

By Theorem D.1 we see that $AH_A'(\xi,0)\psi_A$ is Fock space valued, so we may apply Theorem D.2 and find

$$
(A\psi_A)(k) = (H_A(\xi - k) - \Sigma_A(\xi) + \omega(k))^{-1}(AH_A'(\xi,0)\psi_A)(k) - \nu_A(k)(H_A(\xi - k) - \Sigma_A(\xi) + \omega(k))^{-1}\psi_A.
$$

By Theorem D.1 we see that $\omega^{1/2}A\psi_A$ converges to $\omega^{1/2}A\psi$ in $L^2(\mathbb{R}^n, \mathcal{F}(\mathcal{H}))$. Additionally, it holds that $\omega^{1/2}AH_A'(\xi,0)\psi_A$ converges to $0$ in $L^2(\mathbb{R}^n, \mathcal{F}(\mathcal{H}))$. As $\omega > 0$ almost everywhere, we may pick elements $\Lambda_0 < \Lambda_1 < \Lambda_2 < \cdots$ such that

$$\lim_{n \to \infty} (AH_A'(\xi,0)\psi_A)(k) = 0$$

for almost every $k$. Now

$$\lim_{\Lambda \to \infty} (H_A(\xi - k) - \Sigma_A(\xi) + \omega(k))^{-1} = (H_\infty(\xi - k) - \Sigma_\infty(\xi) + \omega(k))^{-1}
$$

in norm except at $k \in \mathbb{R}^n$ (see Lemma A.5 (3)), which finishes the proof. \qed
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