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Abstract

Learning high-dimensional distributions is an important yet challenging problem in machine learning with applications in various domains. In this paper, we introduce new techniques to formulate the problem as solving Fokker-Planck equation in a lower-dimensional latent space, aiming to mitigate challenges in high-dimensional data space. Our proposed model consists of latent-distribution morphing, a generator and a parameterized Fokker-Planck kernel function. One fascinating property of our model is that it can be trained with arbitrary steps of latent distribution morphing or even without morphing, which makes it flexible and as efficient as Generative Adversarial Networks (GANs). Furthermore, this property also makes our latent-distribution morphing an efficient plug-and-play scheme, thus can be used to improve arbitrary GANs, and more interestingly, can effectively correct failure cases of the GAN models. Extensive experiments illustrate the advantages of our proposed method over existing models.

1. Introduction

Learning a complex distribution from high-dimensional data is an important and challenging problem in machine learning with a variety of real-world applications such as synthesizing high-fidelity data. Some representative approaches for solving this problem include generative adversarial networks (GANs) (Goodfellow et al., 2014), variational auto-encoder (VAEs) (Kingma & Welling, 2014), normalizing flows (Rezende & Mohamed, 2015; Kingma & Dhariwal, 2018), energy-based models (EBMs) (Du & Mordatch, 2019), etc. Despite their tremendous successes, each of them also suffers from its own intrinsic limitations which are partially caused by the complex nature of the high-dimensional data space.

GAN (Goodfellow et al., 2014) is perhaps one of the most popular generative models due to its ability to generate high-fidelity data. In recent years, there has been a surge of interest in developing various types of GANs by designing new objectives (Li et al., 2017; Arjovsky et al., 2017; Genevay et al., 2018; Wang et al., 2018) or stabilizing the training process (Miyato et al., 2018; Gulrajani et al., 2017; Arbel et al., 2018). A common and well-known issue of all such GANs is the seemingly unavoidable mode collapse. We conjecture that this is partially due to the following two reasons: 1) GAN directly optimizes its objective function in the often complicated high-dimensional data space, and thus is more likely to get stuck at some sub-optimal solutions; and 2) GAN aims to learn a mapping from a flat and single-mode latent distribution (e.g., Gaussian) to a complex, high dimensional and possibly multi-mode data distribution. This complicated mapping could impose a tremendous challenge to learn all modes in the optimization process.

VAE and Normalizing Flow based methods are likelihood-driven models, making them more tractable but potentially less expressive compared to GANs. A consequence is that the generated data from these models are smoother and less real-looking. EBM assumes that the data distribution follows an unnormalized energy-based form, making it more tractable than GANs and more flexible than VAEs. However, its training requires samples generated from the model distribution, which is typically done via Langevin dynamics (Roberts et al., 1996; Welling & Teh, 2011), which could be time-consuming in practice and could suffer considerably from the high dimensionality of the data space. Recently, some works have been proposed to alleviate this problem, by combining a generator with the EBM (Kumar et al., 2019; Grathwohl et al., 2020; Xie et al., 2020; Arbel et al., 2020), we will discuss the major difference between our proposed method with theirs and provide experimental comparisons in later sections.

To deal with the aforementioned issues, we propose, in this paper, a new framework to learn the implicit distribution of high dimensional data via deep generative models (DGMs). Our framework aims to achieve the following goals: 1) define the problem in the space of probability measure and
avoid learning the complicated and possibly single-to-multi-mode matching from the latent space to the data space as in GAN; and 2) relieve from the requirement of sampling from data space for learning as in EBM. To realize these goals,

- we formulate the problem of learning high-dimensional distribution as one that learns a neural Fokker-Planck kernel, inspired by the Fokker-Planck (FP) equation (Risken, 1996);
- we define the Fokker-Planck kernel in a much lower dimensional latent space so that learning becomes morphing a flat latent distribution into a more complex one in the same latent space. Consequently, mapping from the latent space to the data space is carried out by a multi-mode distribution matching scheme, implemented by a parameterized generator.

In summary, our framework consists of three components: 1) a parameterized kernel function representing the FP kernel; 2) a latent-distribution morphing scheme implemented via gradient flows in the latent space; and 3) a generator mapping samples in the latent space to samples in the data space. The connection between the three components is illustrated in Figure 1. A remarkable feature of our framework is that the latent-distribution morphing scheme allows us to develop a plug-and-play mechanism directly from pre-trained GAN models, where we use our latent-distribution morphing scheme to optimize their flat latent distributions. This gives us a fine-tuning mechanism independent of the original GAN models, which can lead to significant improvement over the original GANs. In experiments, we show that our latent-distribution morphing scheme can be used to mitigate the mode collapses problem, indicating that mode collapse is indeed partially caused by the mis-matching between the simple latent distribution and the complex data distribution. Moreover, based on a number of state-of-the-art architecture settings and extensive experiments, we demonstrate the advantages of our proposed framework over existing models on a number of tasks, including high-fidelity image generation and image translation.

2. The Proposed Framework

In this paper, we follow the commonly adopted assumption that the observed data are sampled from a lower-dimensional manifold embedded in the high-dimensional space. Let $Z$ be the low-dimensional latent space, $X$ be the data space, and $g: Z \rightarrow X$ be a mapping from the latent representations to data samples. Let $p(z), q(z), z \in Z$, be two distributions in the latent space, and $P(x)$ and $Q(x), x \in X$, be their corresponding distributions in the data space induced by the

\[ D_f(p||q) = \int_Z q(z) f(p(z)/q(z)) dz , \]

where $f : (0, \infty) \rightarrow R$ is a convex function with $f(1) = 0$. Many distribution metrics are special cases of $f$-divergence, including the Kullback-Leibler (KL) divergence and the Jensen-Shannon (JS) divergence. An important property of $f$-divergence is its convexity, i.e., $p \rightarrow D_f(p||q)$ and $q \rightarrow D_f(p||q)$ are both convex.

Default solutions via Wasserstein gradient flows (WGFs) With the convexity of the $f$-divergence, a default solution to problem (1) is by applying the method of WGF (Ambrosio et al., 2008; Santambrogio, 2016). Specifically, (1) is re-written as a WGF in the space of probability measures, which is represented by a partial differential equation (PDE):

\[ \frac{\partial q}{\partial t} = -\nabla_{W_2} F(q,p) \triangleq -\nabla_{W_2} D_f(p||q) , \]

The following lemma ensures the convergence of the $f$-divergence under WGF.
Lemma 1 Assume that \((q^t)_t \geq 0\) evolves according to the WGF of \(f\)-divergence, \(F(q^t, p) = D_f(p||q^t)\), with initialization \(q^0\). Let \(d_{W_2}(\cdot, \cdot)\) be the 2-Wasserstein distance. Assume that \(F(q^0, p) < \infty\) and \(d_{W_2}(q^0, p) < \infty\). Then, the following holds:

1) \(F(q^t, p)\) is non-increasing and converges to the global optimum as \(t \to \infty\);
2) If \(\|\nabla W_2 F(q^t, p)\|^2 \geq \lambda F(q^t, p)\) with some constant \(\lambda > 0\), then \(F(q^t, p) \leq \exp(-\lambda t) F(q^0, p)\);
3) If \(F(q^t, p)\) is \(\lambda\)-geodesically convex with some constant \(\lambda > 0\), then \(d_{W_2}(q^t, p) \leq \exp(-\lambda t) d_{W_2}(q^0, p)\);
4) If mapping \(g\) is Lipschitz continuous, then \(d_{W_2}(Q^t, P)\) converges with the same convergence rate as \(d_{W_2}(q^t, p)\).

To solve the WGF problem (2), a popular way is to use the Jordan-Kinderlehrer-Otto (JKO) scheme (Jordan et al., 1998), which derive the solution of the PDE via solving a sequence of optimization problems:

\[
q^{k+1}(z) = \arg \min_p D_f(p||q^k) + \frac{d_{W_2}(q^k, p)}{(2h)},
\]

where \(k = 0, 1, 2, \ldots\), \(h\) is a hyper-parameter. In practice, \(d_{W_2}\) is computationally infeasible, and thus can be approximated with different methods (Cuturi, 2013; Chizat et al., 2020). However, a potential issue of previous works using this method is that optimization is performed directly on the high-dimensional data space, which could be severely impacted by the curse of dimensionality.

2.1. Reformulation with Latent Neural FP Kernels

It is known that \(\nabla W_2 F(q, p) = -\text{div}(q \nabla q \delta F/\delta q)\) (Santambrogio, 2016), where \(\delta F/\delta q\) denotes the first variation of functional \(F\) at \(q\), and \(\text{div}\) denotes the divergence operator. With this, we can re-write (2) as:

\[
\frac{\partial q}{\partial t} = \text{div}(q \nabla q \psi(z)), \text{ where } \psi(z) = \frac{\delta D_f(p||q)}{\delta q}.
\]

(3) is a special case of the well-known FP equation. In the following, we propose a kernel based parameterization inspired by the FP kernel (Risken, 1996; Carrillo & Toscani, 1998; Bilal, 2020) to solve (3). One advantage of the FP kernel is that it can be solved efficiently with simple and mesh-free methods, which can be applied on irregular and complicated spaces.

Following (Bilal, 2020), we denote the FP kernel as \(k(t, x, s, y)\), with \(t\) and \(s\) being the time indexes. For the FP equation (3), the theory of FP kernels reveals that the density function \(q^t(z)\) at any time \(t\) is characterized by a convolutional form as (Bilal, 2020):

\[
q^t(z) = \int_Z k(t, z, s, z') q^s(z') \exp(V^s(z')) dz',
\]

where \(V\) is an arbitrary priori function, and \(s\) indexes arbitrary time. According to Lemma 1, we expect \(q(z)\) to converge to \(p(z)\) at the infinite-time limit, i.e., \(q^\infty(z) = p(z)\). Consequently, taking \(s \to \infty\) in (4), our implicit latent distribution \(q(z)\) can be written as

\[
q(z) = \frac{\int_Z k(z, z') p(z') \mathrm{d} z'}{Z} \triangleq \tilde{q}(z),
\]

where \(Z = \int \tilde{q}(x) \mathrm{d} x\) is the normalizer, and the \(V\) function in (4) has been defined as a special constant function. Furthermore, we will not directly describe the dependency of \(k\) on \(t\) in the following as it corresponds to the optimization process. Due to the fact that we have access only to the real samples in the data space but not in the latent space, we propose to construct a deep kernel via the generator \(g\) as \(k = K \circ g\) with \(K\) being a kernel function in the data space:

\[
k(z, z') = K(g(z), g(z')) = K(g(z), x'),
\]

where \(x'\) corresponds to a training data sample from \(P(x')\). We will construct \(K\) to be a deep kernel (see (7) below) to mitigate challenges in the high-dimensional data space.

With such as kernel construction, \(q(z)\) can be written as

\[
q(z) = \frac{\mathbb{E}_{P(x')} [K(g(z), x')]}{Z}.
\]

Remark 2 Our parameterization (6) is related to EBM (Du & Mordatch, 2019). To see this, re-write our parameterization as \(q(z) \propto \exp(\log \mathbb{E}_{P(x')} [K(g(z), x')])\). An EBM defined in the latent space with the form \(q(z) \propto \exp(-E(z))\) is recovered if the energy function \(E\) is defined as \(E(z) \triangleq -\log \mathbb{E}_{P(x')} [K(g(z), x')]\) in the latent space.

In practice, we parameterize \(k\) and \(g\) with neural networks, written as \(f_\phi\) and \(g_\theta\) with parameters \(\phi\) and \(\theta\), respectively. This leads to re-writing (5) as

\[
k_{\phi, \theta}(z, z') = K_{\phi}(x, x') = \exp(-\|f_\phi(x) - f_\phi(x')\|^2),
\]

where \(x \sim q(z), z' \sim p(z), x = g_\theta(z)\), and \(x'\) is the data sample corresponding to latent code \(z'\). Note that \(K\) and \(k\) are valid, positive semi-definite kernels (Shawetaylor et al., 2004; Li et al., 2017) by construction. There are other methods to construct potentially more expressive kernels (Rahimi & Recht, 2007; Samo & Roberts, 2015; Remes et al., 2017; Li et al., 2019; Zhou et al., 2019). For simplicity, we only consider the parameterization in (7).

2.2. Latent-Distribution Morphing

We now discuss how to generate latent codes following \(q(z)\). Starting from a simple latent distribution, we define a new WGF in the latent space whose stationary solution is \(q(z)\). With this, morphing the latent distribution corresponds to solving the WGF to make it converge to \(q(z)\). We implement this by deriving particle update rules for each latent code \(z\).
Specifically, let \( r(z) \) be the distribution to be updated, implemented by minimizing the \( f \)-divergence \( D_f(r\|q) \). This corresponds to the following WGF:

\[
\frac{\partial r}{\partial t} = -\nabla_W D_f(r\|q) = \text{div}(r\nabla_x \frac{\delta D_f(r\|q)}{\delta r}) .
\]

(8)

According to (Itô, 1951; Risken, 1996), the corresponding particle optimization can be described by the following ordinary differential equation (ODE):

\[
dz = -\nabla_x \frac{\delta D_f(r\|q)}{\delta r} dt .
\]

(9)

Note that this WGF (8) is different from (3), which has a different "target distribution" \( q(z) \) instead of \( p(z) \). We propose to use kernel density estimator (Wasserman, 2006) to estimate \( r(z) \), i.e., \( r(z) = \mathbb{E}_{q(z)} [K_\phi(g_0(z), g_0(z'))] \approx \sum_{i=1}^n K_\phi(g_0(z), g_0(z'_i))/n \). We solve \( z \) iteratively by substituting the above \( r(z) \) into ODE (9). Using superscript \( m \) to index the iteration number and solving (9) result in

\[
z^{m+1} = z^m - \lambda \nabla_z \frac{\delta D_f(r\|q)}{\delta r} ,
\]

(10)

where \( \lambda \) is the step size; and \( z^0 \sim \text{Uniform}[-1,1]^{\dim(z)} \).

We consider different forms of \( D_f \), including reverse Kullback-Leibler (RKL), Jensen-Shannon (JS), and Squared Hellinger (SH) divergence. Table 1 provides different update equations for \( z \). Detailed derivations are provided in the Appendix.

**Remark 3** Our kernel representation can also be applied to the standard Langevin sampling (Roberts et al., 1996; Welling & Teh, 2011) to derive an update equation for \( z \). Recall that \( q(z) \propto \mathbb{E}_{P(z')} [K(g(z), z')] \). Given \( \{z'_i\}_{i=1}^n \) from \( P(z') \), we can simply apply Langevin sampling based on the above \( q(z) \), resulting in

\[
z^{m+1} = z^m + \lambda \nabla_z \log \sum_{i=1}^n K_\phi(g_0(z^m), z'_i) + \epsilon^m ,
\]

(11)

where \( \epsilon^m \sim \mathcal{N}(0, 2\lambda) \). Compared to the formulas in Table 1, our method represents an interacting particle system that considers the relationships between \( \{z_i\}_{i=1}^n \). Specifically, \( \sum_{i=1}^n K_\phi(g_0(z), g_0(z_i)) \) is jointly minimized w.r.t. to all \( z_i \)’s during the sampling, leading to diverse representations. Performance comparisons with different update equations in Table 1 are provided in the experiment section, our proposed morphing (10) is shown to outperform the standard Langevin sampling method in (11).

2.3. Parameter Optimization

Our optimization procedure aims to learn the parameters \( (\phi, \theta) \) for the kernel and the generator. We first derive update equations under the assumption that the latent distribution is globally optimized, i.e., \( r \) converges to \( q \) in (8). We then consider the case where no latent-distribution morphing is implemented, combining with which we derive our solution for the case when \( r \) does not fully converge to \( q \).

**Optimization under a globally-optimal latent distribution** In this case, latent samples are assumed to follow \( q(z) \). Our goal is then to minimize the difference between \( q(z) \) and \( p(z) \), which requires computation of the gradients of \( f \)-divergence w.r.t. the kernel parameters \( \phi \) and the generator parameter \( \theta \).

To derive gradient formulas for an arbitrary \( f \)-divergence, we will use its variational form (Nguyen et al., 2010): \( D_f(p\|q) = \sup_{v\in\mathcal{V}} \mathbb{E}_{p(z)}[v(z)] - \mathbb{E}_{q(z)}[f^*(v(z))] \), where \( f^* \) is the Fenchel conjugate function of \( f \) defined as \( f^*(v) = \sup_{u\in\mathcal{V}} uv - f(u) \); \( \mathcal{V} \) is the function space such that an element of \( \mathcal{V} \) is contained in the sub-differential of \( f \) at \( p/q \). Let \( v^* \in \mathcal{V} \) be the function when the supremum is attained. A discussion on how to compute \( f^* \) and \( v^* \) is provided in the Appendix. Based on the variational form, we have the following result.

**Theorem 4** With \( q(z) \) parameterized by (6), the gradient of arbitrary \( f \)-divergence \( D_f(p\|q) = \mathbb{E}_{q(z)}[f(p(z)/q(z))] \) w.r.t. \( \phi \) can be written as:

\[
\nabla_\phi D_f(p\|q) = -\mathbb{E}_{q(z)} \left\{ f^*(v^*(z)) \nabla_\phi \log \mathbb{E}_{P(x')} [K_\phi(g_0(z), x')] \right\} + \mathbb{E}_{q(z)} \left\{ f^*(v^*(z)) \nabla_\phi \log \mathbb{E}_{P(x')} [K_\phi(g_0(z), x')] \right\} .
\]

(12)

In particular, for the KL divergence \( D_{KL}(p\|q) \), the gradient w.r.t. \( \phi \) is:

\[
\nabla_\phi D_{KL}(p\|q) = -\mathbb{E}_{P(x')} [\nabla_\phi \log \mathbb{E}_{P(x')} [K_\phi(g_0(z), x')]] + \mathbb{E}_{q(z)} \left\{ \nabla_\phi \log \mathbb{E}_{P(x')} [K_\phi(g_0(z), x')] \right\} .
\]

(13)

**Optimization without latent-distribution morphing** In this case, we will have a fixed prior distribution for \( z \), denoted as \( r(z) \). In practice, as in GAN, we usually define \( r(z) \) as a uniform distribution: \( \text{Uniform}[-1,1]^{\dim(z)} \).

With a set of samples \( \{z_i\}_{i=1}^n \) from \( r \), we propose the following
objective function to optimize the kernel:

$$L_{kde} = \sum_{j=1}^{n} \left\| \hat{r}(z_j) - \frac{1}{n} \right\|^2 + \alpha \sum_{i,j=1}^{n} K_\phi(g_\theta(z_j), z_i^t),$$

where $\hat{r}(z_j) \triangleq \sum_{i \neq j} K_\phi(g_\theta(z_j), g_\theta(z_i))/(n-1)$ is the kernel density estimator, which is expected to be close to the uniform distribution (the first term); similar to adversarial learning, the second term regularizes the kernel to distinguish generated samples with real samples. Interestingly, we find that only performing latent-distribution morphing in testing is usually good enough to improve the quality of the generated images.

**Optimization under a potentially sub-optimal latent distribution** Due to the numerical errors and limited iterations to solve (9) in practice, $r(z)$ is likely to converge to a sub-optimum. Since this can be considered as the case between the previous two cases, we propose to combine the two objective functions to learn the latent neural FP kernel:

$$\nabla_\phi L \triangleq \nabla_\phi L_{kde} + \beta \nabla_\phi D_f(p||r),$$

where $\beta$ is a hyper-parameter.

**Optimization for the generator** With the learned latent neural FP kernel, we then use the maximum mean discrepancy (MMD) to optimize the generator, which essentially minimizes the difference between $P(x)$ and $R(x)$.

### 2.4. Plug-and-Play on Pre-trained Models

**Extension to arbitrary GAN** We describe how to apply our latent-distribution morphing to arbitrary GAN model, independent of training objectives and model architectures. Given a pre-trained GAN with generator $g_\theta(z)$ and discriminator $d_\phi(x)$, we can simply construct a kernel using $g_\theta(z)$ and $d_\phi(x)$,

$$K_\phi(x, y) = \exp(-\|d_\phi(x) - d_\phi(y)\|^2),$$

and only perform latent-distribution morphing performing in the data space. If we keep the generator component in our framework, the model is essentially a kernel-based variant of the vanilla EBM, with the distribution morphing performing in the data space. If we keep the generator, then our method is related to some works on combining the generators with EBMs (Kumar et al., 2019; Xie et al., 2020; Grathowhl et al., 2020; Arbel et al., 2020). Different from these methods, sample energy in our model is evaluated by considering the similarities with the real samples via the kernel function. We have demonstrated in experiments that our kernel-based EBM obtains better performance than others.

### 3. Comparison with Related Works

Different from related works which try to combine generators with EBMs (Kumar et al., 2019; Xie et al., 2020; Grathowhl et al., 2020; Arbel et al., 2020), our proposed method can significantly improve the performance of not only GANs, but also EBMs, while none of the aforementioned methods can be extended to EBMs. More importantly, most of previous works can only be applied to those GANs whose discriminator outputs scalar values. Although (Ansari et al., 2020) claims that DGflow is capable of improving GANs with discriminators that output vector values, it requires an extra pre-trained discriminator and some fine-tuning, which could be inefficient. On the contrary, our proposed method can be directly applied to any pre-trained GANs, with no need of any extra network or fine-tuning.

### 4. Experiments

#### 4.1. Toy Experiments

We first use toy experiments to demonstrate the effectiveness of our proposed framework in dealing with mode col-
Figure 2. Results of toy experiments. EBM-n (n = 10, 30) means EBM trained with n-step sampling; methods appended with “-m” mean that these methods are improved with latent morphing.

Figure 3. Latent-distribution morphing can learn an eight-mode distribution, with each mode corresponding to one mode of the target distribution.

We compare our method with standard GAN, MMD-GAN, and EBM. We also test the plug-and-play functionality of our framework to improve the performance of standard GAN and MMD-GAN. Some results are provided in Figure 2, from which we can see that our proposed model and EBM (trained with 30-step sampling) can recover all the modes, and our method learns a better approximation. Unexpectedly, GAN-based models fail to capture all the modes. However, after the plug-and-play refinement, they are able to capture all the modes.

Figure 3 shows the latent distribution after morphing, which, interestingly, also consists of 8 modes, with each corresponding to one mode in the data space. With such a correspondence, the mapping from the latent space to data space become much more smooth and easier to be learned.

We also evaluate the training time of different models, which are provided in Table 9 in the Appendix. Although EBM trained with 30-step sampling can capture all the modes, it is much more time-consuming compared to others. When the EBM is trained with a short sampling procedure, it fails to learning all the modes of the target distribution. By contrast, our proposed model and GANs are much more efficient.

4.2. Image Generation

Main results Following previous works (Miyato et al., 2018; Karras et al., 2020b), we conduct image generation experiments on three model architectures: CNN-based, ResNet-based, and StyleGAN2-based models. The CNN-based model and ResNet-based model follow the architecture design as (Miyato et al., 2018), while the StyleGAN2-based model follows (Karras et al., 2020b). For fair comparisons, we use the KL divergence as the functional for optimization in (14), as other functionals will need an extra network as the variational function. Meanwhile, the functional used in (10) can be freely chosen from Table 1. Fréchet inception distance (FID) and Inception Score (IS) are reported following previous works. We compare our method with popular baselines, some of the baselines such as DGflow, StyleGAN2+ADA represent the state-of-the-arts in their settings.

The quantitative results are reported in Table 2. Results of the CNN-based model are from two settings: training without latent-distribution morphing and with a 5-step morphing. The ResNet-based model is trained without morphing, and the StyleGAN2-based model is based on the pre-trained model by (Karras et al., 2020a). Our proposed method obtains the best results under different architectures, which outperforms the CNN-based generative model by a large margin, and is also better than other ResNet-based generative models including the ones with Neural Architecture Search (Auto-GAN and AdversarialNAS-GAN).

Plug-and-play on pre-trained GANs We show how to improve pre-trained GANs with our latent-distribution morphing scheme for plug-and-play during testing. All the models are constructed using a 4-layer CNN generator and a 7-layer CNN discriminator as in (Miyato et al., 2018). The discriminator output dimensions of SN-MMD-GAN and SN-Sinkhorn-GAN (Genevay et al., 2018) are set to 16, while the dimensions are set to 1 for others. Quantitative results are provided in Table 3. Our proposed method indeed improves the performance, which is better than related works (Tanaka, 2019; Che et al., 2020; Ansari et al., 2020).
Table 2. Comparisons of our model with related baselines.

| Morphing/Sampling | Generator          | CIFAR-10 (32 x 32) | STL-10 (48 x 48) |
|-------------------|--------------------|---------------------|------------------|
|                   | FID (↑)            | IS (↑)              | FID (↑)          | IS (↑) |
| CNN-based         |                    |                     |                  |
| WGAN-GP (Gulrajani et al., 2017) | 28.42 ± 0.06 | 7.14 ± 0.09 | 29.88 ± 0.06 | 8.85 ± 0.09 |
| SN-GAN (Miyato et al., 2018) | 22.36 ± 0.12 | 7.54 ± 0.09 | 40.45 ± 0.17 | 8.45 ± 0.08 |
| SN-SMMD-GAN (Arbel et al., 2018) | 25.0 ± 0.3 | 7.3 ± 0.1 | 40.6 ± 0.1 | 8.5 ± 0.1 |
| CR-GAN (Zhang et al., 2019) | 18.72 | 7.93 | - | - |
| Improved MMD-GAN (Wang et al., 2018) | 16.21 | 8.29 | 36.67 | 9.36 |
| DOT (Tanaka, 2019) | ✓ | 15.78 | 8.50 ± 0.01 | 34.84 ± 0.02 | 10.30 ± 0.21 |
| DGI/Low (Anseri et al., 2020) | ✓ | 15.30 ± 0.06 | 8.14 ± 0.03 | 34.60 ± 0.11 | 10.41 ± 0.02 |
| Ours (trained w/o morphing) | ✓ | 9.71 ± 0.05 | 9.24 ± 0.10 | 22.15 ± 0.12 | 11.12 ± 0.10 |
| Ours | ✓ | 9.01 ± 0.07 | 9.38 ± 0.13 | 21.40 ± 0.06 | 11.17 ± 0.09 |
| ResNet-based      |                    |                     |                  |
| EBM (Du & Mordatch, 2019) | ✓ | 40.58 | 6.02 | - | - |
| NCSN (Song & Ermon, 2019) | ✓ | 25.32 | 8.37 ± 0.12 | - | - |
| SN-GAN (Miyato et al., 2018) | ✓ | 21.70 ± 0.21 | 8.22 ± 0.05 | 40.10 ± 0.50 | 9.10 ± 0.04 |
| CR-GAN (Zhang et al., 2019) | ✓ | 14.56 | 8.40 | - | - |
| BIGGAN (Bronck et al., 2018) | ✓ | 14.73 | 9.22 | - | - |
| AUTO-GAN (Gong et al., 2019) | ✓ | 12.42 | 8.56 ± 0.10 | 31.01 | 9.16 ± 0.12 |
| ADVERSARIALNAS-GAN (Gao et al., 2020) | ✓ | 10.87 | 8.74 ± 0.07 | 26.98 | 9.63 ± 0.19 |
| DOT (Tanaka, 2019) | ✓ | 19.71 | 8.50 ± 0.12 | 39.48 | 10.03 ± 0.14 |
| DDLs (Che et al., 2020) | ✓ | 15.42 | 9.09 ± 0.10 | - | - |
| DGI/Low (Anseri et al., 2020) | ✓ | 9.62 ± 0.03 | 9.35 ± 0.03 | - | - |
| Ours | ✓ | 7.95 ± 0.02 | 9.24 ± 0.11 | 21.23 ± 0.05 | 11.17 ± 0.12 |
| STYLEGAN2 (Karras et al., 2020b) | ✓ | 8.32 ± 0.09 | 9.21 ± 0.09 | - | - |
| STYLEGAN2+ADA (Karras et al., 2020a) | ✓ | 2.92 ± 0.05 | 9.83 ± 0.04 | - | - |
| Ours | ✓ | 2.82 ± 0.04 | 10.07 ± 0.09 | - | - |

Table 3. Plug-and-play on GAN-based models.

| Models | CIFAR-10 (32 x 32) | STL-10 (48 x 48) |
|--------|---------------------|------------------|
|        | FID (↑)             | IS (↑)           | FID (↑)              | IS (↑) |
| SN-MMD-GAN | 28.49 ± 0.17 | 7.18 ± 0.10 | 49.59 ± 0.06 | 7.92 ± 0.07 |
| + MORPHING | 23.91 ± 0.10 | 8.26 ± 0.06 | 42.05 ± 0.11 | 9.19 ± 0.08 |
| + REGULARIZER | 14.60 ± 0.05 | 8.61 ± 0.11 | 38.99 ± 0.06 | 9.22 ± 0.04 |
| SN-GAN | 22.30 ± 0.12 | 7.54 ± 0.09 | 40.45 ± 0.17 | 8.45 ± 0.08 |
| + MORPHING | 14.91 ± 0.09 | 8.28 ± 0.11 | 34.10 ± 0.12 | 9.13 ± 0.10 |
| + REGULARIZER | 14.45 ± 0.04 | 8.38 ± 0.06 | 33.79 ± 0.05 | 9.25 ± 0.07 |
| WGAN-GP | 28.42 ± 0.06 | 7.14 ± 0.09 | 39.88 ± 0.06 | 8.85 ± 0.09 |
| + MORPHING | 21.78 ± 0.13 | 7.89 ± 0.08 | 35.57 ± 0.05 | 9.32 ± 0.09 |
| + REGULARIZER | 19.15 ± 0.07 | 8.09 ± 0.11 | 34.24 ± 0.12 | 9.38 ± 0.05 |
| SN-SINKHORN-GAN | 26.36 ± 0.15 | 7.08 ± 0.08 | 53.27 ± 0.14 | 7.58 ± 0.07 |
| + MORPHING | 23.08 ± 0.07 | 7.77 ± 0.09 | 49.40 ± 0.12 | 8.14 ± 0.08 |
| + REGULARIZER | 21.15 ± 0.09 | 7.83 ± 0.11 | 45.44 ± 0.11 | 8.32 ± 0.10 |

2020). Our plug-and-play scheme can also improve the current state-of-the-arts model trained on high-resolution images. For example, although StyleGAN2+ADA (Karras et al., 2020a) is able to generate high-resolution images with impressive details, there also exist many failure cases as shown in Figure 4. With our latent-distribution morphing scheme, many of these failure cases can be recovered, as shown in Figure 4. More results are provided in the Appendix. Specifically, the morphing process gradually refines the details while preserving some global information such as the position, foreground and background colors, etc. Some quantitative results are also provided in Table 10.

Kernel-based EBMs As described previously, we can construct a kernel-based variant of vanilla EBM (Du & Mordatch, 2019) or f-EBM (Yu et al., 2020) by removing the generator. We adopt the network architecture in (Du & Mordatch, 2019) for fairness. We can either train an EBM from scratch or directly improve the pre-trained EBM with our morphing scheme. The comparisons are provided in Table 4, we also compare our model with other methods which combine EBMs with generators. As expected, our kernel-based EBM obtains better results than the standard EBM and f-EBM.
Ablation studies  We conduct ablation studies to investigate the following questions: How do different $f$-divergence forms in latent-distribution morphing impact the model performance, and how does the number of updates in morphing during testing influence the model performance? The main results are provided in Table 5 (also Table 11 in the Appendix). From 5, we can conclude that latent-distribution morphing during training can indeed improve the model performance. However, the morphing could cost a little time overhead. Fortunately, we see from Table 5 that only performing latent-distribution morphing in testing can also improve the performance by a large margin. Empirically, we find that morphing according to the KL divergence seems to be less sensitive to hyper-parameters, which is our recommendation for practical use.

4.3. Image Translation

We apply our model for image translation based on the StarGAN v2 model (Choi et al., 2020). StarGAN v2 is able to perform high-resolution image translation over multiple domains, which consists of a generator, a mapping network, a style encoder, and a discriminator. The generator consists of an encoder and a decoder. To translate an image from a source domain to a target domain, the encoder takes the source image as input and outputs a latent feature $z$. Then $z$ and a style code $s$ are fed into the decoder to generate a translated image. Specifically, the style code $s$ is extracted by two means, corresponding to the so-called latent-guided synthesis and reference-guided synthesis.

We apply the latent-distribution morphing to StarGAN v2 to update both the style code $s$ and latent code $z$. Following (Choi et al., 2020), we conduct image translation experiment on CelebA-HQ and AFHQ by evaluating the Fréchet inception distance (FID) and learned perceptual image patch similarity (LPIPS). All images are resized to $256 \times 256$. The main results are provided in Table 6 and Table 7, in which MUNIT (Huang et al., 2018), DRIT (Lee et al., 2018), MSGAN (Mao et al., 2019), StarGAN v2 serve as the baseline models. Again, our method achieves the best results. More results are provided in the Appendix.

5. Conclusion

We propose a new framework to learn high-dimensional distributions via a parameterized latent FP kernel. Our model not only achieves better performance than related models, but also improves arbitrary GAN and EBM by a plug-and-play mechanism. Extensive experiments have shown the effectiveness of our proposed method on various tasks.
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A. Proof of Lemma 1

Assume that \((q^t)_{t \geq 0}\) evolves according to the WGF of f-divergence, \(F(q^t, p) = D_f(p \| q^t)\), with initialization \(q^0\). Let 
\(d_{W_2}(\cdot, \cdot)\) be the 2-Wasserstein distance. Assume that \(F(q^0, p) < \infty\) and \(d_{W_2}(q^0, p) < \infty\). Then, the following holds:

1) \(F(q^t, p)\) is non-increasing and converges to the global optimum as \(t \to \infty\);

2) If \(\|\nabla_{W_2} F(q^t, p)\|^2 \geq \lambda F(q^t, p)\) with some constant \(\lambda > 0\), then \(F(q^t, p) \leq \exp(-\lambda t) F(q^0, p)\);

3) If \(F(q^t, p)\) is \(\lambda\)-geodesically convex with some constant \(\lambda > 0\), then \(d_{W_2}(q^t, p) \leq \exp(-\lambda t) d_{W_2}(q^0, p)\);

4) If mapping \(g\) is Lipschitz continuous, then \(d_{W_2}(Q^t, P)\) converges with the same convergence rate as \(d_{W_2}(q^t, p)\).

Proof

1) \[
\frac{\partial F(q^t, p)}{\partial t} = \langle \nabla_{W_2} F(q^t, p), \frac{\partial q^t}{\partial t} \rangle.
\]

According to the definition of Wasserstein gradient flow, we have \(\frac{\partial q^t}{\partial t} = -\nabla_{W_2} F(q^t, p)\). Thus, we get

\[
\frac{\partial F(q^t, p)}{\partial t} = -\|\nabla_{W_2} F(q^t, p)\|^2 \leq 0,
\]

which means that \(F(q^t, p)\) is non-increasing. Since \(F(q^t, p)\) is f-divergence, we know that it will converge to a global optimum due to the convexity property, in which case \(q^\infty = q^* = p, F(q^*) = 0\).

2) For simplicity, we let \(F(q^t, p) = F(t)\). Define \(v(t) = \exp(\int_0^t -\lambda ds) = \exp(-\lambda t)\). Then, we have

\[v'(t) = \exp(-\lambda t) \cdot (-\lambda t)' = -\lambda v(t).
\]

We also know that \(v(t) > 0\). Thus, \(v'(t) < 0\) for all \(t\). Hence, we have

\[
\frac{d}{dt} \frac{F(t)}{v(t)} = \frac{F'(t)v(t) - v'(t)F(t)}{(v(t))^2} = \frac{F'(t)v(t) + \lambda v(t)F(t)}{(v(t))^2} \leq \frac{-\lambda F(t)v(t) + \lambda v(t)F(t)}{(v(t))^2} = 0,
\]

which means that \(\frac{F(t)}{v(t)}\) is non-increasing and bounded by \(\frac{F(0)}{v(0)} = \frac{F(0)}{v(0)}\). Thus, we have

\[F(q^t, p) = F(t) \leq v(t)F(0) = \exp(-\lambda t)F(q^0, p).
\]

3) \textbf{Definition 5 (\(\lambda\)-geodesically convex)} Let \(d(\cdot, \cdot)\) be the distance. A functional \(F\) is \(\lambda\)-geodesically convex if for any \(v_0, v_1 \in \text{Domain}(F)\), there exists a geodesics \(\gamma\) with \(\gamma_0 = v_0, \gamma_1 = v_1, d(\gamma_s, \gamma_t) = d(\gamma_0, \gamma_1)(t - s), \forall 0 \leq t \leq s \leq 1\) such that

\[F(\gamma_t) \leq (1 - t)F(\gamma_0) + t(F(\gamma_1) - \frac{1}{2}\lambda t(1 - t) d^2(\gamma_0, \gamma_1)).
\]

If \(F(q^t, p)\) is a \(\lambda\)-geodesically convex functional, we can directly apply Theorem 11.1.4 in (Ambrosio et al., 2008), by setting one of the probability measure in Theorem 11.1.4 to be the measure associated with \(p\), i.e. global optimum.

4) We have

\[d_{W_2}(P, Q) \leq \sqrt{\int \|x - x'\|^2 d\pi} = \sqrt{\int \|g(z) - g(z')\|^2 d\pi} \leq \sqrt{\int L^2 \|z - z'\|^2 d\pi} = Ld_{W_2}(p, q),
\]
where $\pi$ denotes the optimal transportation plan on $\mathcal{Z} \mathcal{Z}$ with marginal $p, q$. $\Pi$ denotes the corresponding plan in $\mathcal{X} \mathcal{X}$, $L$ is a constant. $\Pi$ may not be the optimal plan in $\mathcal{X} \mathcal{X}$, thus we have the first inequality. By the Lipchistz continuity, we have the second inequality. The last equality comes from the definition of Wasserstein distance. Now we can easily conclude the convergence rate.

\section*{B. Details on Table 1}

We would like to introduce some examples on the first variation of some functionals (Santambrogio, 2016), which will be used to help us get Table 1.

Assume that $f : R \to R$, $V : \Omega \to R$ and $W : R^d \to R$ are regular enough, while $W$ is symmetric. Then, the first variation of the following functionals:

\[ F(\rho) = \int (f(\rho))d x, V(\rho) = \int V(x)d\rho, W(\rho) = \frac{1}{2} \int \int W(x-y)d\rho(x)d\rho(y) \]

are

\[ \frac{\delta F}{\delta \rho}(\rho) = f'(\rho), \frac{\delta V}{\delta \rho}(\rho) = V, \frac{\delta W}{\delta \rho}(\rho) = W * \rho. \]

Recall that in the morphing, we are trying to match the latent distribution $r(z)$ with target parametric distribution $q(z)$ (not $p(z)$), and we approximate $r(z)$ by $\sum_{i=1}^{n} K(g(z), g(z_i))$, and $q(z) \propto \int K(g(z), x')d(x') \approx \sum_{i=1}^{n} K(g(z), x_i)/n$.

1) In the case of KL-divergence, $F(r) = \int r \log(r/q)d x$. We have

\[ \frac{\delta F(r)}{\delta r} = \log(r/q). \]

Thus,

\[ \nabla_{z} \frac{\delta F(r)}{\delta r} = \nabla_{z} \log \sum_{i=1}^{n} K(g(z), g(z_i)) - \nabla_{z} \log \sum_{i=1}^{n} K(g(z), x_i). \]

2) In the case of reverse KL-divergence, $F(r) = \int q \log(q/r)d x$. We have

\[ \frac{\delta F(r)}{\delta r} = -\frac{q}{r}. \]

Thus,

\[ \nabla_{z} \frac{\delta F(r)}{\delta r} \propto -\nabla_{z} \left[ \sum_{i}^{n} K(g(z), x_i)/\sum_{i}^{n} K(g(z), g(z_i)) \right]. \]

We use "$\propto" instead of "$=\) due to the existence of normalization constant of $q(z)$ and $r(z)$. This will not influence our method because we will choose a hyper-parameter: step size $\lambda$, which will scale the gradient and cancel the impact of the unknown constant.

3) In the case of JS-divergence, $F(r) = \frac{1}{2} \int r \log \frac{2r}{r+q} + q \log \frac{2q}{r+q}d x$. We have

\[ \frac{\delta F(r)}{\delta r} = \frac{1}{2} \log \frac{2r}{r+q} - \frac{1}{4}. \]

Thus,

\[ \nabla_{z} \frac{\delta F(r)}{\delta r} = -\frac{1}{2} \left\{ \nabla_{z} \log \left[ \sum_{i}^{n} K(g(z), g(z_i)) + \sum_{i}^{n} \alpha K(g(z), x_i) \right] - \nabla_{z} \log 2 \sum_{i}^{n} K(g(z), g(z_i)) \right\}, \]

where $\alpha$ is a hyper-parameter because of the existence of normalization constant of $q(z)$ and $r(z)$. In practice, $\alpha = 1$ works well. Thus, we simply set $\alpha = 1$ in experiments.
4) In the case of SH-divergence, \( F(r) = \int (\sqrt{r} - \sqrt{q})^2 \, dx \). We have
\[
\frac{\delta F(r)}{\delta r} = 1 - \sqrt{\frac{q}{r}}.
\]
Thus,
\[
\nabla_x \frac{\delta F(r)}{\delta r} \propto -\nabla_x \left( \sum_{i} \frac{K(g(x), x_i)}{\sum_i K(g(z), g(z_i))} \right).
\]
The normalization constants of \( q(z) \) and \( r(z) \) are hidden in the proportion.

C. Discussion on Training Generator

As mentioned earlier, we train the generator \( g_\theta \) by minimizing \( \text{MMD}_{\phi}(P, R) \) because we do not have closed form of \( R(x) \). The gradient of \( \text{MMD}_{\phi} \) w.r.t. \( \theta \) is
\[
\nabla_{\theta} \text{MMD}_{\phi}(P, R) = \nabla_{\theta} \left\{ \frac{\mathbb{E}_{R(x), R(z)}}{\mathbb{E}_{P(x), P(z)}} [K_{\phi}(x, x')] - 2\mathbb{E}_{R(x), P(z')} [K_{\phi}(x, x')] + \mathbb{E}_{P(x), P(z')} [K_{\phi}(x, x')] \right\}
\]  
\[
= \nabla_{\theta} \left\{ \mathbb{E}_{R(x), R(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))] - 2\mathbb{E}_{R(x), P(z')} [K_{\phi}(g_\theta(z), x')] + \mathbb{E}_{P(x), P(z')} [K_{\phi}(x, x')] \right\}
\]  
\[
= \mathbb{E}_{R(x), R(z')} [\nabla_{\theta} K_{\phi}(g_\theta(z), g_\theta(z'))] - 2\mathbb{E}_{R(x), P(z')} [\nabla_{\theta} K_{\phi}(g_\theta(z), x')].
\]
We assume that \( R(x) = R(g_\theta(z)) \propto r(z) = \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))] \). We rewrite this as
\[
R(g_\theta(z)) = \frac{\mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))]}{C},
\]
where \( C = \int \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))] \, dz \) is the normalization constant. The gradient of negative log-likelihood w.r.t. \( \theta \) is
\[
-\nabla_{\theta} \mathbb{E}_{P(z)} [\log R(x)]
\]  
\[
= -\nabla_{\theta} \mathbb{E}_{P(z)} [\log R(g_\theta(z))]
\]  
\[
= -\mathbb{E}_{P(x)} [\nabla_{\theta} \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))] - \nabla_{\theta} \log C]
\]  
\[
= -\mathbb{E}_{P(x)} \left\{ \frac{\nabla_{\theta} \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))]}{C} + \frac{\int \nabla_{\theta} \int r(z') K_{\phi}(g_\theta(z), g_\theta(z')) \, dz' \, dz}{C} \right\}
\]  
\[
= -\mathbb{E}_{P(x)} \left\{ \frac{\nabla_{\theta} \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))]}{C} \right\}
\]  
\[
+ \mathbb{E}_{P(x)} \left\{ \frac{\int \nabla_{\theta} \int r(z') K_{\phi}(g_\theta(z), g_\theta(z')) \, dz' \, dz}{C} \right\}
\]  
\[
= -\mathbb{E}_{P(x)} \left\{ \frac{\nabla_{\theta} \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), g_\theta(z'))]}{C} \right\}
\]  
\[
+ R(g_\theta(z)) \nabla_{\theta} \log(\int r(z') K_{\phi}(g_\theta(z), g_\theta(z')) \, dz') \, dz.
\]
We can see that these two gradients are very similar to each other, except that the second one has extra terms scaling the gradient. Applying gradient descent with either is equivalent to minimizing \( K_{\phi}(g_\theta(z), g_\theta(z')) \) and maximizing \( K_{\phi}(g_\theta(z), x) \), where \( z, z' \sim r(z), x \sim P(x) \). Intuitively, this is training the generator to generate samples that are similar to real samples (by maximizing the similarity between generated samples and real ones), while the generated samples should be diverse enough (by minimizing the similarity between generated samples).

D. Proof of Theorem 4

For distribution \( q(z) \) parameterized as (6), the gradient of arbitrary \( f \)-divergence \( D_f(p||q) = \mathbb{E}_{q(z)} [f(p(z)/q(z))] \) w.r.t. \( \phi \) can be written as:
\[
\nabla_{\phi} D_f(p||q) = -\mathbb{E}_{q(z)} \left\{ f^*(v^*(z)) \nabla_{\phi} \log \{ \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), x')]} \right\} + \mathbb{E}_{q(z)} \left\{ f^*(v^*(z)) \mathbb{E}_{q(z)} [\nabla_{\phi} \log \{ \mathbb{E}_{r(z')} [K_{\phi}(g_\theta(z), x')] \}] \right\}.
\]
Specifically, the gradient of KL divergence $D_{KL}(p\|q)$ w.r.t. $\phi$ can be written as:

$$\nabla_\phi D_{KL}(p\|q) = -\mathbb{E}_{P(x^')} [\nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(x, x^') ] \}] + \mathbb{E}_{q(z)} [\nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(g_\theta(z), x^') ] \}] .$$

**Proof** Recall that our parameterization

$$q(z) = \tilde{q}(x)/Z = \int K_\phi(g_\theta(z), x) P(x^') dx^' / Z_\phi, \quad Z_\phi = \int \int K_\phi(g_\theta(z), x) P(x^') dx^' dz$$

and the variational representation of $f$-divergence (Nguyen et al., 2010) is:

$$D_f(p\|q) = \sup_{v \in \mathcal{V}} \mathbb{E}_{p(z)} [v(z)] - \mathbb{E}_{q(z)} [f^*(v(z))],$$

where $f^*$ is the Fenchel conjugate function of $f$, and sub-differential $\partial f(p/q)$ contains an element of $\mathcal{V}$. Let $v^* \in \mathcal{V}$ be the function when supremum is attained, we have

$$\nabla_\phi D_f(p\|q) = -\nabla_\phi \mathbb{E}_{q(z)} [f^*(v^*(z))]$$

$$= -\int \nabla_\phi q(z) f^*(v^*(z)) dz$$

$$= -\int q(z) \nabla_\phi \log \int K_\phi(g_\theta(z), x') P(x') dx' - \nabla_\phi \log Z_\phi f^*(v^*(z)) dz$$

$$= -\int q(z) f^*(v^*(z)) \nabla_\phi \log \int K_\phi(g_\theta(z), x') P(x') dx' dz + \int q(z) f^*(v^*(z)) \nabla_\phi \log Z_\phi dz$$

$$= -\mathbb{E}_{q(z)} [f^*(v^*(z)) \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(g_\theta(z), x^') ] \}] + \int q(z) f^*(v^*(z)) \nabla_\phi \int K_\phi(g_\theta(z), x') P(x') dx' dz' Z_\phi$$

$$= -\mathbb{E}_{q(z)} [f^*(v^*(z)) \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(g_\theta(z), x^') ] \}] + \mathbb{E}_{q(z)} [f^*(v^*(z)) \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(g_\theta(z), x^') ] \}] .$$

For KL-divergence, we have:

$$\nabla_\phi D_{KL}(p\|q)$$

$$= -\nabla_\phi \mathbb{E}_{p(z)} [\log q(z)]$$

$$= -\mathbb{E}_{p(z)} \left[ \nabla_\phi \log \int K_\phi(g_\theta(z), x') P(x') dx' - \nabla_\phi \log Z_\phi \right]$$

$$= -\mathbb{E}_{p(z)} \left[ \nabla_\phi \log \int K_\phi(g_\theta(z), x') P(x') dx' \right] + \mathbb{E}_{p(z)} [\nabla_\phi \log Z_\phi]$$

$$= -\mathbb{E}_{p(z)} \left[ \nabla_\phi \log \int K_\phi(x, x') P(x') dx' \right] + \mathbb{E}_{p(z)} \left[ \nabla_\phi Z_\phi \frac{\int K_\phi(g_\theta(z), x') P(x') dx' dz}{Z_\phi} \right]$$

$$= -\mathbb{E}_{p(z)} \left[ \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(x, x^') ] \} \right] + \mathbb{E}_{p(z)} \left[ \nabla_\phi \frac{\int K_\phi(g_\theta(z), x') P(x') dx' dx' dz}{Z_\phi} \right]$$

$$= -\mathbb{E}_{p(z)} \left[ \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(x, x^') ] \} \right] + \mathbb{E}_{p(z)} \left[ \nabla_\phi \log \{ \mathbb{E}_{P(x^')} [ K_\phi(g_\theta(z), x^') ] \} \right] .$$
E. Discussion on $f^*$ and $v^*$

We provide some conjugate functions $f^*$ of different $f$-divergence in Table 8, readers interested in using $f$-divergence in GANs and EBMs may also refer to (Nowozin et al., 2016; Yu et al., 2020).

| $f$-DIVERGENCE                  | $D_f(p||q)$                                                                 | $f(u)$                           | $f^*(t)$               |
|--------------------------------|----------------------------------------------------------------------------|----------------------------------|------------------------|
| KULLBACK-LEIBLER               | $\int p(x) \log \frac{p(x)}{q(x)} dx$                                   | $u \log u$                       | $\exp(t-1)$            |
| REVERSE KULLBACK-LEIBLER       | $\int q(x) \log \frac{q(x)}{p(x)} dx$                                   | $-\log u$                        | $-1 - \log(-t)$        |
| JENSEN-SHANNON                 | $\frac{1}{2} \int p(x) \log \frac{2p(x)}{p(x) + q(x)} + q(x) \log \frac{2q(x)}{p(x) + q(x)} dx$ | $-(u+1) \log \frac{1+u}{2} + u \log u - \log(2-\exp(t))$ |
| SQUARED HELLINGER             | $\int (\sqrt{p(x)} - \sqrt{q(x)})^2 dx$                                   | $t$                              | $t$                    |

In practice, we may use a neural network to construct $v_\omega$, then train the distribution parameter $\phi$ and variational parameter $\omega$ in a min-max way:

$$\min_{\phi} \max_{\omega} \mathbb{E}_{p(z)} [v_\omega(z)] - \mathbb{E}_{q_\phi(z)} [f^*(v_\omega(z))]$$

where the $\max_{\omega}$ tries to obtain the supremum as in the original variational form, $\min_{\phi}$ tries to minimize the $f$-divergence between $p$ and $q_\phi$. Note that there are some other variational forms of $f$-divergence (Yu et al., 2020), which can also be used under our proposed framework.

F. Toy Experiments

We present some more results of the toy experiment here. Table 9 shows the training time of different models in this experiment. Figure 5, 6, 7, 8 are results of different models. Our proposed model is efficient as it can learn the target distribution with little training time. With the proposed morphing method, GANs can also capture all the modes of the target distribution. Their training time slightly improves because of the use of regularizer $L_{kde}$.

| Models                      | Time   |
|-----------------------------|--------|
| GAN                         | 42 s   |
| GAN + proposed morphing     | 54 s   |
| MMD-GAN                     | 58 s   |
| MMD-GAN + proposed morphing | 1 min 5 s |
| EBM (10-step)               | 1 min 28 s |
| EBM (30-step)               | 3 min 41 s |
| Ours                        | 59 s   |
(a) Results of the standard GAN.

(b) Results of the standard GAN with the proposed morphing during testing.

*Figure 5. More results of standard GAN in toy experiment.*

---

(a) Results of the MMD-GAN.

(b) Results of the MMD-GAN with the proposed morphing during testing.

*Figure 6. More results of MMD-GAN in toy experiment.*
Latent Neural Fokker-Planck Kernels

Figure 7. More results of EBM in toy experiment.

(a) Results of the EBM with 10-step sampling.

(b) Results of the EBM with 30-step sampling.

Figure 7. More results of EBM in toy experiment.

(a) Results of the proposed method.

Figure 8. More results of the proposed model in toy experiment.
G. More Results on Refining AFHQ Generation

Table 10. Plug-and-play StyleGAN2+ADA on AFHQ (512 × 512)

| MODELS      | CAT FID (↓) | DOG FID (↓) | WILD FID (↓) |
|-------------|-------------|-------------|--------------|
| StyleGAN2+ADA | 3.55        | 7.40        | 3.05         |
| Ours        | 3.17        | 7.31        | 2.99         |

(a) Random seed 301

(b) Random seed 869

(c) Random seed 1348

(d) Random seed 1469

(e) Random seed 1645

Figure 9. More results of refining StyleGAN2+ADA pre-trained model on AFHQ Cat (512 × 512).
Figure 10. More results of refining StyleGAN2+ADA pre-trained model on AFHQ Dog (512 × 512).
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(a) Random seed 541
(b) Random seed 829

Figure 11. Results of refining StyleGAN2+ADA pre-trained model on AFHQ Wild (512 × 512).

H. More Results on Image Generation

(a) CIFAR-10 (32 × 32)  (b) STL-10 (48 × 48)  (c) AFHQ Cat (512 × 512)  (d) AFHQ Dog (512 × 512)

Figure 12. Generated images using the proposed method.

| STEPS | FUNCTIONAL |-| LANGEVIN | KL | RKL | JS | SH |
|-------|-------------|---|---------|----|-----|----|----|
|       | TRAINED WITHOUT MORPHING | |  | | | | |
| 0     | 33.59 ± 0.13 | | 28.01 ± 0.10 | 24.99 ± 0.09 | 25.01 ± 0.06 | 23.29 ± 0.04 | 22.22 ± 0.07 |
| 10    | 27.72 ± 0.16 | 24.20 ± 0.08 | 26.41 ± 0.08 | 23.33 ± 0.08 | 23.29 ± 0.04 | 22.22 ± 0.07 | 21.51 ± 0.07 |
| 20    | 27.26 ± 0.05 | 23.18 ± 0.04 | 24.61 ± 0.06 | 22.36 ± 0.07 | 22.50 ± 0.05 | 22.77 ± 0.12 | 21.51 ± 0.07 |
| 30    | 27.80 ± 0.09 | 22.36 ± 0.07 | 24.32 ± 0.12 | 22.15 ± 0.07 | 22.27 ± 0.12 | 21.51 ± 0.07 | 21.51 ± 0.07 |
| 40    | 27.82 ± 0.05 | 22.32 ± 0.05 | 23.55 ± 0.12 | 22.15 ± 0.07 | 22.27 ± 0.12 | 21.51 ± 0.07 | 21.51 ± 0.07 |
|       | TRAINED WITH 5-STEP MORPHING | |  | | | | |
| 0     | 32.92 ± 0.07 | | 29.61 ± 0.09 | 24.15 ± 0.11 | 23.81 ± 0.09 | 23.37 ± 0.08 | 21.51 ± 0.07 |
| 10    | 26.61 ± 0.07 | 21.52 ± 0.13 | 23.06 ± 0.10 | 22.56 ± 0.06 | 22.17 ± 0.06 | 21.51 ± 0.07 | 21.51 ± 0.07 |
| 20    | 27.16 ± 0.12 | 24.40 ± 0.05 | 23.69 ± 0.06 | 21.77 ± 0.07 | 21.69 ± 0.07 | 21.51 ± 0.07 | 21.51 ± 0.07 |
| 30    | 26.76 ± 0.15 | 24.49 ± 0.07 | 22.65 ± 0.10 | 21.91 ± 0.14 | 21.89 ± 0.03 | 21.51 ± 0.07 | 21.51 ± 0.07 |
| 40    | 26.76 ± 0.15 | 24.49 ± 0.07 | 22.65 ± 0.10 | 21.91 ± 0.14 | 21.89 ± 0.03 | 21.51 ± 0.07 | 21.51 ± 0.07 |

Table 11. FID results of the proposed method on STL-10.
I. More Results of Image Translation

Figure 13. More results of image translation on AFHQ dataset. The first row images are source images, the first column images are reference images.
Figure 14. More results of image translation on AFHQ dataset. The first row images are source images, the first column images are reference images.
Figure 15. More results of image translation on AFHQ dataset. The first row images are source images, the first column images are reference images.
Figure 16. More results of image translation on CelebA-HQ dataset. The first row images are source images, the first column images are reference images.
Figure 17. More results of image translation on CelebA-HQ dataset. The first row images are source images, the first column images are reference images.