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In order to solve the problem of the influence of feature word position in lyrics on music emotion classification, this paper designs a music classification and detection model in complex noise environment. Firstly, an intelligent detection algorithm for electronic music signals under complex noise scenes is proposed, which can solve the limitations existing in the current electronic music signal detection process. At the same time, denoising technology is introduced to eliminate the noise and extract the features from the signal. Secondly, from the perspective of audio and lyrics of song sentiment analysis and the unique characteristics of lyrics text, a lyric sentiment analysis method based on text title and position weight is proposed. Finally, considering the influence of the weight of feature words in different positions on the classification of lyrics, the analytic hierarchy process is used to calculate the weight of feature words in different positions of text title and lyrics before, in, and after the text. The results show that in the complex noise environment, the accuracy of music classification and detection of the proposed model is more than 90%, which is far beyond the control range of the actual application of music processing. The effect of music classification and detection is better than that of the contrast model, which has a certain practical application value.

1. Introduction

Music is a form of expression of culture. Under different musical instruments, rhythms, and arrangements, people can feel joy, anger, sorrow, and joy in music. Anger, sorrow, and joy have become the main form of people enjoying music now [1–3]. With the popularization of smart phones, the scale of mobile online music users has further expanded. In order to improve user loyalty, most music software has successively introduced music recommendation, classification, and other functions to enhance user experience. How to effectively search for music of a specific emotion classification has become one of the hot research directions [4–6].

Due to the massive investment of scholars and the attention of all occupations, there are many current music detection algorithms [7–12]. Compared with other types of algorithms, music detection algorithms based on artificial neural networks and support vector machines are the most commonly used. Moreover, they are all new technologies in the field of artificial intelligence [13–15]. In the actual application of music detection, both artificial neural networks and support vector machines have some insurmountable problems. For example, the detection error rate of the artificial neural network is high, the music detection results are extremely unstable, and people often cannot get the music detection results that they really need. The music detection speed of the support vector machine is slow. For large-scale music signals, it is usually impossible to obtain the music detection result within the effective time. At the same time, they do not consider the interference of noise on the music detection results, and the robustness to noise is poor, which affects the classification and subsequent processing of music [16–18].

In order to improve the effect of music classification and detection, this paper proposes a music classification and detection algorithm under complex noise scene and tests its superiority and versatility. Contributions of this paper are as follows:
(1) An intelligent detection algorithm for electronic music signals under complex noise scenes is proposed, which can solve some limitations existing in the current electronic music signal detection process.

(2) Denoising technology is introduced to eliminate noise and extract features from signals.

(3) Based on the research of song sentiment analysis from the perspective of audio and lyrics and the unique characteristics of lyrics text, a lyric sentiment analysis method based on the combination of text title and position weight is proposed.

(4) Considering the influence of the weight of feature words in different positions on the classification of lyrics, the analytic hierarchy process (AHP) was used to calculate the weight of feature words in different positions of text titles and lyrics before, in, and after the text.

2. Related Works

Music classification is to divide existing music into different categories according to certain standards. The classification standard is generally determined according to human subjective perception. The knowledge of music psychology, music signal processing, pattern recognition, and other disciplines is involved in the whole system framework of music classification. At present, many researchers have proposed many effective algorithms to realize music classification. The new era of the Internet is in the ascendant. People are also pursuing new development while focusing on intelligence. Music is infiltrating people’s lives in various forms and has quietly become people’s spiritual food after dinner. At the same time, the Internet has become the main carrier of music transmission.

Taking the audio angle as the starting point, the researcher conducts emotional research on music by extracting relevant acoustic emotional features from the audio data of music rhythm and melody and analysing the speed and intensity of the music. Chen et al. [19] proposed an information cell hybrid to classify music emotions. This method is based on ternary semantic structure to model the high-dimensional concepts and estimate the emotions in each piece of music. Hamada et al. [20] proposed a music classification method based on music highlight detection. In this paper, Gaussian mixture model and AdaBoost algorithm are used to combine the proposed rhythm characteristics with timbre characteristics and improve the performance of music emotion classification based on the detected music highlight segments. The music is divided into three categories: calm, pleasant, and excited. The experimental results confirm that the proposed method achieves preliminary and promising results in terms of accuracy. The final accuracy of this method is as high as 97.6%. Ke et al. [21] constructed a Chinese music classification model based on support vector machines by extracting music acoustic features. It is found that the characteristics of the combination of specific time-domain factors and three frequency-domain factors are the best for music sentiment classification using the SVM classifier in Chinese, with an accuracy rate of 83.85%. It can be seen that temporal features are still very important in audio-based music emotion classification. Zhu et al. [22] took the multitrack perspective as a starting point to extract five aspects of acoustic features. The BP neural network model is used for more than 100 trainings, and finally the music emotion is divided into 8 categories. The accuracy rate exceeds 90% within the given error range, and good results have been achieved. Su et al. [23] proposed a music recognition system based on a two-level support vector machine. In 301 music works, 10-fold cross-validation is used to evaluate the classification performance. Different from the traditional classification method, this classification method assigns an emotional category to each 30s music clip in a dichotomy. The emotional classification of pop, rock, jazz, and blues into four categories of happiness, sadness, calm, and anger has also achieved good results.

From the perspective of lyrics, Ahuja et al. [24] focused on how to extract useful and meaningful language features from the lyrics text to assist in the emotional classification of music. Under the framework of the n-gram language model, they studied three preprocessing methods and a series of language models with different orders to extract more semantic features. Then, three different learning ideas are used to test the classification performance. The experimental results show that the feature extraction method improves the accuracy of music emotion classification. In the lyrics-based sentiment analysis method proposed by Sun et al. [25], the model is integrated into the sentiment vector space model to consider the sentiment unit in the feature definition, and a more discriminative support vector model is used for song sentiment classification research. Song et al. [26] used Chinese word segmentation, feature extraction, text vectorization, and weighting to perform emotional classification in popular music based on the perspective of lyrics. The KNN algorithm was used to perform emotional classification with an accuracy rate of over 90%. In order to verify the impact of different data sets on classification performance, four different data sets were put into the naive Bayes model to train and compare the results [27]. In the end, the accuracy rate after sentiment classification is about 68%, which verifies that the impact of different data sets is different.

From the perspective of audio and lyrics fusion, Wang et al. [28] conducted a comprehensive study on the role of lyrics in music emotion classification by evaluating and comparing various text features of lyrics, including language and text style features. Then, two fusion methods are used to combine the best lyrics features with the features extracted from the music audio. Wang et al. [29] proposed a multilabel k-nearest neighbour algorithm. They combined the method with the TF-IDF algorithm to solve the ambiguity of emotional words for music emotional classification research. Panda et al. [30] proposed a method to detect song emotions based on lyric and audio features. Firstly, the lyrics are divided to generate lyric features, and then the value and arousal value are calculated. In addition, the language association rules are applied to properly handle the ambiguity.
When performing emotional analysis of music, different data forms need to be digitized for further processing [31, 32]. Some scholars decompose audio signals such as music rhythm and timbre, extract acoustic features, and combine related algorithms to classify emotions. Noroozi et al. [33] imported acoustic information into a support vector machine to construct a Chinese music classification model. Chaudhary et al. [34] extracted information from different audio tracks as the sample data of the BP neural network model for music emotion classification. Huang et al. [35] used support vector machines to analyse music emotions by summarizing words with specific meanings.

In recent years, machine learning has developed rapidly in the analysis of the formation factors of complex problems [36, 37]. Some scholars also use machine learning to analyse the corresponding relationship between music emotion and audio signal. With the deepening of the research, the research method has gradually evolved from the original book analysis of single mode to the joint analysis of multidimensional data, and the multimodel feature data analysis has also achieved good applications in the music emotion analysis.

### 3. Music Classification and Detection Algorithm

#### 3.1. Noise Suppression of Music Signal and Feature Extraction of Music Signal

When music contains noise, the music signal curve will change. Suppose the noise is \( n(t) \) and the useful and clean music signal is \( nr(t) \), then the music signal in the complex noise environment is as in the following equation:

\[
C(t) = \int n(t) \ast 2^{1/2} \left( \frac{2^{1/2} t - (2 - j/k)}{2^{1/2}} \right) dt. \tag{3}
\]

The steps to suppress electronic music signals are as follows:

**Step 1.** Use wavelet analysis to decompose the original music signal to obtain multiple music subsignals. Each music subsignal contains a wavelet coefficient, and the music subsignals are arranged according to the frequency. The wavelet coefficient vector of the first music subsignal is expressed as \( n_1 \), and then the wavelet coefficient vector set of all subsignals is \( N = [n_1, n_2, \ldots] \).

**Step 2.** The music signal vector set can be divided into two parts: useful music signal \( (a_m) \) and noise \( (n_m) \), namely:

\[
N = a_m + n_m. \tag{4}
\]

**Step 3.** Calculate the standard deviation of the music signal noise \( (g) \). Then, set a threshold \( (\text{thr}) \), and the relationship between the two can be described as follows:

\[
\text{thr} = g(\lg(n))^{1/2}. \tag{5}
\]

Set the wavelet coefficient value of the subsignal vector greater than \( \text{thr} \), and the others remain unchanged. The new vector of the wavelet coefficient of the music signal is as follows:

\[
N_p = \begin{cases} 
N, & |N| \geq \text{thr} \\
0, & |N| < \text{thr}.
\end{cases} \tag{6}
\]

**Step 4.** Use wavelet analysis to reconstruct the wavelet coefficients of the music signal to obtain a music signal without noise.

#### 3.2. Extraction of Location Factors of Feature Words in Lyrics

In order to fuse lyrics and audio data, it is necessary to extract feature vectors of the two forms of data, respectively. The extraction of the feature vector of the lyrics text adopts a vector space model. The idea is to treat different music lyrics as a vector in an \( N \)-dimensional space and form a feature word-lyric matrix by sorting the feature words in the lyrics text.

In order to characterize the influence of feature words with different frequencies on the ability of musical emotion expression, it is necessary to evaluate the frequency and location of feature words. The term frequency-inverse document is usually used to judge the importance of a specific word to a text in the training data set. TF-IDF mainly involves two aspects of calculation. TF represents the ratio of the frequency of a certain characteristic vocabulary in a text to the number of occurrences of all the characteristic words in the text. IDF is used to characterize the degree of classification of a characteristic word, and its calculation formula is as follows:
Figure 1: Music signal noise removal effect test: (a) noisy music signal; (b) noisy-removed music signal.

Figure 2: Lyrics sentiment analysis process.
The value of the position factor can be obtained by calculating the maximum Eigen root of the judgment matrix and its corresponding normalized eigenvector. The specific process is as follows:

1. Normalize each column of the judgment matrix to get a new matrix.
2. Find the sum of each row of the matrix, respectively.
3. Calculate the proportion of each in the total, namely, the weight of the four positions of the main song, the chorus, the sublimation, and the ending in the lyrics to the classification of music emotion.

### 3.3. Intelligent Classification Algorithm of Music Emotion

The music emotion model means that we need to find a suitable classification model to identify the emotional category of music. This process mainly includes two stages: training stage and testing stage.

The main task of the so-called training phase is to learn the training set with known music text and its emotional label and find the model parameters until the model is built. What needs to be done in the testing phase is to verify the learned model. The specific method is to separate the music text in the test set from the corresponding emotional labels, input the separated music samples with unknown emotional labels into the learned classification model for prediction, and compare the predicted emotional labels with the original emotional labels. The accuracy of the prediction is calculated to evaluate the classification performance of the model.

There are endless research methods for music sentiment analysis. The most common one is to use machine-learning algorithms combined with statistical knowledge for research. This article chooses support vector machines as our music classification model.

The structured risk minimization theory of support vector machines based on statistical principles has the following three advantages:

1. Supported by the structured risk minimization theory, it still has good generalization ability under a limited small sample.
2. As a classification-learning machine, it generally transforms actual problems into convex quadratic linear programming problems, which can obtain more accuracy.
(3) Introduce the kernel function and linear relaxation to transform the nonlinear problem into a higher-dimensional space into a linearly separable problem. The calculation formula is only related to the number of samples and has nothing to do with the sample dimension, to avoid the increase in sample dimension.

The support vector machine intends to find a straight line $L_1$ to separate the two types of data. Assuming that the data set $D = \{(a_1, b_1), \ldots, (a_m, b_m)\}$ of $m$ samples, corresponding to the label label $= i-1(i = 1, \ldots, m)$, define the classification hyperplane expression as follows:

$$f(a) = \lambda^T a + b. \quad (12)$$

Among them, $\lambda = (\lambda_1, \ldots, \lambda_m)$ is the normal vector of the hyperplane and $b$ is the intercept of the hyperplane. Let the straight line $L_1$ be $\lambda^T a + b = 0$, and move the straight line to both sides. If there are two types of samples that can be divided, the two types of samples must meet $\lambda^T a + b \geq y$ at this time. After normalization, the distance between the two straight classification straight lines $L_2$ and $L_3$ are called support vectors. The distance between the straight lines $d = 1/||\lambda||$.

In summary, according to the structured risk minimization theory, the straight line $L_1$ separates the two types of samples, which satisfies the experience risk minimization of the learning model. The straight lines $L_2$ and $L_3$ maximize the interval between the two types of samples and meet the minimum confidence risk. The final problem is transformed into solve the problem of minimum $\lambda$:

$$\min \left( \frac{||\lambda||^2}{2} \right) \text{s.t.}(\lambda^T a + b) y \geq 1. \quad (13)$$

In real scenes, there are still most linear inseparable problems. First, the original low-dimensional space is mapped to a higher latitude space through an appropriate mapping kernel function $\text{kernel}(a)$ so that it is linearly separable at high latitudes, as shown in Figure 3.

Modify formula (13) at this time as follows:

$$\begin{cases} f(a) = \text{sigmoid} \left( \sum \lambda_i y_i (\text{kernel}(a) \cdot \text{kernel}(a) + b) \right), \\ b = y_i - \sum \lambda_i y_i (\text{kernel}(a) \cdot \text{kernel}(a)), \end{cases} \quad (14)$$

and by combining the relaxation coefficient and the kernel function, the soft-edge kernel function SVM effectively solves the nonlinear problem and greatly improves the generalization ability.

### 4. Results and Discussion

#### 4.1. Experimental Data Source and Preprocessing.

Since the research object of this paper is the multimotion classification of songs, in order to ensure the credibility of the data, the text of lyrics under four categories in four music apps is captured. Among them, after removing the lyrics texts that are mixed in Chinese and English or mostly in English, 500 pieces of each category are, respectively, counted and 2,000 lyrics texts are used as the final data set of the experiment.

Chinese word segmentation adopts the precise pattern in stammering word segmentation. Segment the most accurate part of the lyrics text, and remove stop words, and eliminate ambiguous words. In terms of feature extraction, use CHI to calculate feature words and category chi-square values, sort, and construct a fixed-dimensional emotional dictionary to convert each lyrics text into a unified-dimensional word vector.

#### 4.2. Performance Test of Intelligent Detection of Music Signal.

In order to analyse the effectiveness of the intelligent detection of music signals in the complex noise scenarios designed in this paper, the music signal intelligent detection algorithm in literature [11] and literature [12] is selected for comparison experiments, and their test platforms are the same. Using popular music as the object, the test data collect two types of music signals: one is the music signal that does not contain noise; the other is the music signal that contains noise. Each method carries out five simulation experiments, and the test data of electronic music signal are shown in Table 2.

Three kinds of music signal intelligent detection algorithms are used to detect noise-free and noisy music signals, respectively, and their accuracy results are shown in Figures 4 and 5. Comparing and analysing the detection accuracy of noise-free and noisy music signals in Figures 4 and 5, we can see the following:

(1) For noise-free and noisy music signals, the average value of the detection accuracy of the music signal in literature [11] is 86.83% and 81.08%, respectively. The detection accuracy of noise-free music signals is slightly higher than that of music signals that contain noise. This is mainly because it does not introduce noise cancellation technology and cannot suppress the interference of noise on the detection result of the music signal. Therefore, the accuracy of music signal detection needs to be further improved.

(2) For noise-free and noisy music signals, the average value of the detection accuracy of the music signal in literature [12] is 91.39% and 86.09%, respectively. The detection accuracy of the music signal is difficult to meet the requirements of the actual processing of the music signal, resulting in a relatively high error rate of the music signal detection.

(3) Regardless of noise-free or noisy music signals, the average detection accuracy of the algorithm in this paper is higher than that of the algorithm in literature [11, 12]. This is because the algorithm in this paper introduces a noise elimination algorithm, which removes the noise in the music signal and obtains a high-quality music signal. At the same time, the problem of parameter optimization in the music signal process is solved, the detection error of
the music signal is reduced, and the ideal music signal detection result is obtained, which can meet the actual requirements of music signal processing.

For modern mass music signals, detection efficiency is very important. Therefore, the signal detection time of each experiment is counted, and the results are shown in Figures 6 and 7. From Figures 6 and 7, it can be found that for noise-free and noisy music signals, the average value of music signal detection time in [11] is 2.97 s and 6.20 s, respectively. The average value of signal detection time in literature [12] is 4.93 s and 7.02 s, respectively. The average detection time of the algorithm in this paper is 2.63 s and 4.63 s, respectively. The detection time of the algorithm in this paper is significantly reduced, and the detection efficiency of music signal is improved correspondingly, which is adapted to the large-scale development of modern music signal.

4.3. Optimization of Support Vector Machine Parameter Model. The optimization algorithm mainly tunes the $c$ and $g$ initialization parameters of SVM and strives to find the global optimal solution through the best initial value. In this paper, three-optimization algorithms of genetic, particle swarm, and grid search are used to compare the characteristic parameters under 5-fold cross-validation.

According to experience, due to the existence of the cross-mutation process, the optimization model based on the genetic algorithm (GA) consumes the most time, while the particle swarm optimization (PSO) operation is simpler and has fast convergence speed, which is suitable for parameter tuning. Therefore, this paper selects an optimization algorithm based on particle swarm optimization (PSO) to conduct comparative experiments on the two parameters of population size and termination algebra. The experimental results obtained by default are also applicable to genetic algorithms within a certain range. First, do a comparison experiment on the termination algebra, set the population size to 20, and select 50, 100, and 200 generations for comparison experiments. The results are shown in Figure 8(a).

It can be seen that with the deepening of the termination algebra, various indicators have an upward trend, but the improvement effect is only 0.7% at most. In contrast, the time cost has doubled from 556 s to 2218 s. Considering the recognition rate and time cost, 100 is selected as the termination algebra of PSO and GA optimization algorithms, then continue to consider the impact of the population size on the model performance, and compare the PSO optimization algorithm models with population sizes of 10, 20, and 50. The results are shown in Figure 8(b). From 10 to 50 populations, the three evaluation indicators all reach the best when the number of populations is 20, and the recognition performance shows a trend of increasing first and then decreasing. Based on the analysis of the above results, moderately deepening the termination algebra can indeed improve the performance of the model. However, if the sample size is large, the time cost must be considered. As for the population size, it does not need to increase blindly, and the most suitable parameters can be selected according to the actual comparison experiment results. Finally, the PSO and GA algorithms with 100 generations and 20 populations as the initial parameters are compared with the grid optimization algorithm, and the model optimization capabilities of the three algorithms are examined. The experimental results are shown in Figure 8(c).
Figure 4: Accuracy of noise-removed music signals.

Figure 5: Accuracy of noisy music signals.

Figure 6: Time of noise-removed music signals.

Figure 7: Time of noisy music signals.
It has been verified that the classification and recognition performance of the three algorithms is not much different, and the PSO algorithm with the best recognition performance is only 0.64% higher than the worst GA algorithm. In terms of training time consumption, grid is less than 5 minutes and far less than the previous two algorithms. Therefore, in the end, this paper selects PSO and grid of 100 generations and 20 populations as the initial parameter settings for the characteristic parameter comparison experiment. Figure 9 shows the curves automatically searched by the three-optimization algorithms after a certain experiment.

4.4. Performance Analysis of Feature Word Location Factors. It is assumed that the feature word position factor of the title is the largest, the feature word position factor of the middle position of the lyrics text is the second, and the feature word position factor of the two positions at the beginning and end is the smallest and equal. The result is shown in Figure 10.
After the calculation of the TTFL algorithm, it can be seen that even though the classification accuracy of the naive Bayes model is 86%, it is still less than the classification accuracy of the support vector machine model. It is not difficult to see that location still plays an important role in the emotional classification of music based on lyrics.
5. Conclusion

Due to the interference of noise, the current music classification and detection models cannot obtain ideal music classification and detection results, resulting in a high error rate of music classification and detection. Considering the influence of the weight of feature words in different positions on the classification of lyrics, AHP is used to calculate the position weight of feature words in different positions of text title and lyrics before, in, and after the text. In order to obtain better music classification and detection results, this paper first proposes an intelligent detection algorithm of electronic music signals under complex noise scenes. Denoising technology is introduced to eliminate the noise and extract the features from the signal. Second, from the perspective of audio and lyrics of song sentiment analysis and the unique characteristics of lyrics text, a lyric sentiment analysis method based on text title and position weight is proposed. The results show that the proposed model is a high precision and robust model for music classification and detection and has a very wide application prospect.
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