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Abstract – A recently developed state-of-the-art agent-based simulation of power distribution systems is capable of modeling the thermal and demand response behavior of many thousands of thermostatic end-use loads. It computes the total power consumed by electric power customers when responding to real-time prices. Investigation of the initialization transients has led to a more precise understanding of the relationship between the end-use state probability of thermostatic loads, end-use demand, and load diversity.
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I. INTRODUCTION

Advanced market-based load control provides numerous economic benefits to utilities, electric generation and transmission operators, and their customers [1]. Furthermore, load control has long been considered an effective strategy in mitigate price volatility and its adverse effects on electricity markets [2]. However, the interactions between markets and loads are not well understood phenomena. Traditionally three major types of price responsive load control strategies have been discussed: curtailment [3], substitution [4], and storage [5]. But more recently load shifting end-uses that cycle naturally has been considered more carefully because a) it is less likely to adversely impact the customer, particularly when done over relatively short time frames [11], and b) it is more readily implemented as a true distributed control strategy that require no centralized dispatch [6]. The key advantage of load shifting is that it contributes positive to overall load leveling with system-wide economic benefits [1].

The Power Distribution System Simulator (PDSS) was developed at Pacific Northwest National Laboratory to study the benefits and challenges of this type of advanced, market-based load control strategies [7]. PDSS is a state-of-the-art high-performance agent-based simulation capable of individually modeling many thousands of end-use loads with a wide variety control strategies, thermal models, and demand models. Demand behavior models were developed from ELCAP load-shapes [8] and the thermal models use the Equivalent Thermal Parameters (ETP) model [9].

The computational resources the PDSS require for large population studies are quite substantial and it has been an objective of the development to minimize the simulation duration by a variety of strategies including reduced initialization processing, use of high-performance computing clusters [10], and increased use of advanced reduced-order models [11]. The focus of this paper is on the development of a reduced-order model of load diversity that is more accurate and better able to responds to price signals than the standard models of load diversity.

II. CLASSICAL MODEL OF STATE DIVERSITY

PDSS makes the assumption that under steady-state conditions the probability density function for the temperature and mode of thermostatic end-use loads is based solely on the heating and cooling rates of the stored thermal mass [7]. However, three parameters are known to govern the behavior of thermostatic loads: the duty cycle, the cycling period, and the end-use demand [11].

The duty cycle \( \phi \) is estimated based on the Duty Cycle Model [12], which states that

\[
\phi = \frac{t_{on}}{t}
\]

where \( t_{on} \) is the on time during one cycle, and \( t \) is the total cycling time \( t = t_{on} + t_{off} \). If \( P_{avg} \) is the average connected load and \( P_{max} \) is the total connected load, then we can estimate the average connected load \( P_{avg} \) based on the fraction of on time \( t_{on} \) with respect to the total time \( t \), such that \( P_{avg} = P_{max} \times t_{on} / t \). We find that
The duty cycle is a dimensionless number between zero and one. In cases where \( t_{on} \) and \( t_{off} \) are not known \textit{a priori}, they can be estimated from the heating and cooling rates \( r_{on} \) and \( r_{off} \), such that

\[
\begin{align*}
    r_{on} &= \frac{T_{off} - T_{on}}{t_{on}}, \quad r_{off} = \frac{T_{on} - T_{off}}{t_{off}}
\end{align*}
\]  

(3)

where \( T_{on} \) and \( T_{off} \) are the thermostat’s true on and off temperatures, which includes the dead-band around the set-point. These values can be computed from the device’s thermal properties, e.g., heat capacity, heat loss or gain coefficients.

The period \( t \) for the cycle of an arbitrary thermostatic appliance is given by

\[
\begin{align*}
    t &= t_{on} + t_{off} = (T_{off} - T_{on}) \left( \frac{1}{r_{on}} - \frac{1}{r_{off}} \right)
\end{align*}
\]  

(4)

The signs of \( r_{on} \) and \( r_{off} \) must be consistent with the respective positions of \( T_{on} \) and \( T_{off} \), i.e., heating appliances have \( T_{on} < T_{off}, \ r_{on} > 0 \), and \( r_{off} < 0 \) and cooling appliances have \( T_{on} > T_{off}, \ r_{on} < 0 \), and \( r_{off} > 0 \). The fundamental period of a thermostatic load is dependent only on the thermal and control properties of the load. Thus it would be more accurate to assert that the distribution of states depends on the thermal properties, the control parameters, and the demand.

Some authors prefer to use diversity factors \( k_d \) when describing the aggregate effect of randomly distributed individual loads on distribution circuit loading calculations [13]. \textit{IEEE Standard 141-1993} defines diversity factor in §2.4.1.3.5 as follows:

«The ratio of the sum of the individual non-coincident maximum demands of various subdivisions of the system to the maximum demand of the complete systems. The (unofficial) term diversity, as distinguished from diversity factor refers to the percent of time available that a machine [...] has its maximum or nominal load or demand [...].»

We note that diversity is defined here as the duty cycle discussed above. It has been shown that for thermostatic devices, the diversity factor is computed as \( k_d = t / t_{on} \), which we observe is the inverse of the duty cycle [11]. As a matter of convention we refer to duty cycle when discussing the property of a single load or a class of similar loads, and we refer to diversity and diversity factor when discussion the aggregate behavior of populations of loads.

III. DISCREPANCIES OF CLASSICAL MODEL

Thermostatic loads are readily modeled using a state space in which two dimensions are considered: temperature and mode [7] [11] [14]. Indeed, the first version of PDSS implements such an agent-based model of many thousands of loads, operating independently in response to real-time price signals posted at arbitrary times, which are in turn updated in response to the load. In order to eliminate the simulation’s initial settling time, the initial distribution of the thermostatic devices over the state space must be the steady-state condition. It was therefore desirable to compute the probability density function for the steady-state condition for an arbitrary thermostatic device. The lack of discussion of steady-state distributions in the load modeling literature suggested to the designers of PDSS that the distribution was generally regarded as obvious and intuitive: if the demand and period were constant, then the duty cycle was the only governing factor and both the steady-state and initial probability density functions for thermostatic devices must be uniform, such that

\[
\begin{align*}
    \Pr\{x \leq T < x + dx\} &= \begin{cases} 
    0 & x < T_{on} \\
    dx & T_{on} \leq x \leq T_{off} \\
    0 & x > T_{off}
    \end{cases} \\
    \Pr\{on\} &= \varphi, \quad \Pr\{off\} = 1 - \varphi
\end{align*}
\]  

(5)

However, in the course of testing the first version of PDSS, two problems were observed whenever the demand was initially non-zero, as illustrated in Fig. 1. These problems called into question the load diversity model employed. As a result, an investigation was conducted to derive corrections that could eliminate the initial transient and erroneous diversity prediction. The results of this investigation have provides new insight into the behavior of thermostatic loads in general.

---
A simplified version of the PDSS model was constructed in MATLAB, tested and examined to determine what the true steady-state distribution might be. The initial distribution used by PDSS was provided to the verification simulation and is shown in Fig. 1. It should also be noted that this model is a continuous model, much like that which the PDSS agents use, and not like the discrete model used in the consideration of the diversity impact of price-responsive thermostatic end-uses [11].

The result of the simulations shows that the final steady-state distributions differ depending on whether the demand is zero. When the demand is zero, the steady-state distribution remains uniform, just as it was at initial conditions, as shown in Fig. 2. However, Fig. 3 reveals a phenomenon that has not been previously described: the steady-state distribution is not uniform when demand is non-zero, rather it follows what appears to be an exponential curve. This result suggests that the original assumption that demand usage did not greatly affect the steady-state distribution was incorrect.

In addition, according to the standard model the diversity of studied scenario was expected to be 0.2. However, when the demand is non-zero, the diversity exceeds the predicted value by approximately 10%, suggesting that the load diversity factor is closer to unity than one might expect based solely on knowledge of the thermal properties of the end-uses.
IV. ANALYSIS OF STATE DYNAMICS

When a thermostatic end-use device is subjected to a demand, it seems we must consider the contribution that demand makes to the device’s steady-state dynamics. In particular, it seems reasonable to consider that as the population of devices in the off mode cools down and approaches the on set-point \( T_{on} \) they are uniformly being drawn from by demand. Those drawn upon by demand transition immediately to the on mode at a temperature located somewhere between the current temperature and \( T_{on} \), depending on the type of end-use. The model studied assumes the temperature remains unchanged. The rate at which devices are drawn from the off mode is the demand rate, \( \eta \). In the typical cycle of a thermostatic device with non-zero demand is illustrated. The number of devices on at a given temperature \( T \) and a given instant \( t \) is denoted \( n_{on}(T, t) \) with the second argument omitted in Figure 4 to emphasize that we are interested in steady-state equilibriums. Similarly for the number \( n_{off}(T, t) \) of devices in the off mode.

The demand \( \eta \) is given as an exogenous parameter that describes the rate at which appliances are subjected to demand events that would cause the controller to immediately transition to an on state. Note that \( \eta \) affects all appliances regardless of whether they are on or off (because consumers do not choose to act in a way that creates demand on the basis of information regarding the current state of the appliance, nor do we desire that they should). The demand is a fractional rate between zero and one.

The functions \( n_{off}(T, t) \) and \( n_{on}(T, t) \) are related to one another and to the constants \( r_{off}, r_{on} \), etc. by differential equations, which are themselves determined from difference equations that govern a quantized model. For clarity, let \( n_{r}(T; dT; t) \) denote the number of devices in the mode \( x \in \{\text{on, off}\} \) with temperatures between \( T \) and \( T+dT \) at the exact time \( t \).

The variation \( dn_{r}(T; dT) \) in the number of x-mode devices between time \( t \) and \( t+dt \) is caused by the combined effect of demand, of devices leaving the temperature range from \( T \) to \( T+dT \) due to natural cooling or heating, and of control changes of mode at set-point temperatures. The latter cause is captured in the boundary conditions. The critical quantities to estimate are the fraction of devices changing to the on-mode as a result of demand, the fraction of devices leaving the range \( T \) to \( T+dT \) during a given period of time \( dt \) because of cooling or heating alone, and the impact of demand on the latter.
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Fig. 4: The thermostatic end-use cycle for a heating regime with demand \( \eta > 0 \)

Demand affects the off and on modes differently; it depopulates the off-mode states, and repopulates on-modes but affects only the instantaneous rate of heating. To make this statement precise, let \( r_{x} \) denote the instantaneous rate at which the temperatures change in mode \( x \) when demand is null; its units are in degrees per second (oC/sec) or some equivalent. The demand \( \eta \) is the instantaneous probability of a random appliance usage event, independently of the initial mode of the device; its units may be given in sec\(^{-1}\).

\[
\eta = \lim_{\Delta t \to 0} \frac{\text{prob(usage event time } t \text{ to } t+\Delta t)}{\Delta t}
\]

For now, let the given temperature \( T \) be at least \( 2dT \) away from any temperature end-point. The distribution of temperatures is assumed to be approximately uniform within any temperature range of \( dT \) units, that assumption is important but should be relative to easy to assert for large populations of machines as \( dT \to 0 \). During \( dt \) time units and in the absence of demand, the devices in the off-mode see their temperature decrease by \( dT \times r_{off} \) degrees. Thus at the end of the period \( dt \), the range of temperatures for the devices accounted for in \( n_{off}(T; dT; t) \) at time \( t \) will extend to the left, as shown , by a proportion of \( r_{off} \times dt/dT \). Under the assumption of a local uniform distribution, cooling alone removes approximately \( r_{off} \times dt/dT \) \( n_{off}(T; dT; t) \) devices from the count \( n_{off}(T; dT; t) \); and similarly for devices in the on-mode. The number of devices accounted for by \( n_{off}(T; dT; t) \) that switch to on-mode due to demand in a duration of \( dt \) is \( \eta \times n_{off}(T; dT; t) \). All of this is summarized graphically in and in the finite difference equations (7).
or equivalently
\begin{equation}
\frac{dn_{\text{on}}(T';dT)}{dt} = \frac{r_{\text{on}}(1-\eta)n_{\text{on}}(T';dT,t)}{dt} + \frac{r_{\text{off}}(1-\eta)n_{\text{off}}(T';dT,t)}{dt} - \frac{r_{\text{on}}(1-\eta)n_{\text{on}}(T;dT,t)}{dt} + \frac{r_{\text{off}}(1-\eta)n_{\text{off}}(T;dT,t)}{dt} \tag{8}
\end{equation}

A partial differential equation is obtained taking the limit of equation (8) as both $dt$ and $dT$ tend to zero, namely
\begin{equation}
\frac{\partial n_{\text{on}}(T';dT)}{\partial t} = \eta n_{\text{off}} - r_{\text{on}}(1-\eta) \frac{\partial n_{\text{on}}(T;dT,t)}{\partial T} \tag{9}
\end{equation}

The corresponding governing differential equation for on-mode devices is obtained by taking the limit of (11) as $dT$ and $dt$ approach zero, namely
\begin{equation}
\frac{\partial n_{\text{on}}(T;dT)}{\partial t} = \eta n_{\text{off}} - \frac{r_{\text{off}}(1-\eta)}{dT} n_{\text{off}}(T;dT,t) + \frac{r_{\text{off}}(1-\eta)}{dT} n_{\text{off}}(T;dT,t) - \frac{r_{\text{on}}(1-\eta)}{dT} n_{\text{on}}(T;dT,t) + \frac{r_{\text{on}}(1-\eta)}{dT} n_{\text{on}}(T+dT;dT,t) \tag{12}
\end{equation}

V. TIME INDEPENDENT DISTRIBUTIONS

The time-independent solutions to this problem are obtained by setting to zero the time derivative given in (9) and (12), which leads us to a pair of ordinary differential equations in $T$:
\begin{equation}
\frac{\partial n_{\text{on}}}{\partial T} = \frac{\eta}{r_{\text{off}}} n_{\text{off}} \tag{13}
\end{equation}
\begin{equation}
\frac{\partial n_{\text{on}}}{\partial T} = \frac{\eta}{r_{\text{on}}(1-\eta)} n_{\text{off}} \tag{14}
\end{equation}

The time-independent functions $n_{\text{off}}$ and $n_{\text{on}}$ can be obtained, up to two constants $K_{\text{off}}$ and $K_{\text{on}}$, by integrating (13) and (14). Note that when $\eta=1$, Equation (12) forces $n_{\text{off}} = 0$.

\begin{equation}
n_{\text{off}} = K_{\text{off}} e^{r_{\text{off}} \frac{\eta}{T}} \tag{15}
\end{equation}
\begin{equation}
n_{\text{on}} = K_{\text{off}} e^{r_{\text{off}} \frac{\eta}{T}} + K_{\text{on}} \tag{16}
\end{equation}
The boundary conditions for the time independent solutions in (15) and (16) simply states that inputs and outputs must match at the temperature end points, which takes the algebraic form

\[ r_{on}(1-\eta)n_{on} = r_{off}n_{off} \]  

(17)

It follows that \( K_{on} = 0 \). We also can compute \( N_{off} \) and \( N_{on} \), the total number of machines off and on, respectively, such that \( N_{off} + N_{on} = N \), by integrating (16) and (17) between \( T_{on} \) and \( T_{off} \). The constant \( K_{off} \) may be obtained from the equation for mass conservation (18).

\[ \int_{T_{min}}^{T_{max}} n_{on} + n_{off} dT = \left(1 + \frac{r_{off}}{r_{on}(1-\eta)}\right)\int_{T_{min}}^{T_{max}} n_{off} dT = N. \]  

(18)

Explicitly, one finds

\[ K_{off} = \frac{N\eta(1-\eta)r_{on}}{\left[(1-\eta)r_{on} + r_{off}\right]} \left[\frac{\eta}{r_{on}r_{max}} - \frac{\eta}{r_{min}}\right]. \]  

(19)

Finally, we can compute the load diversity by integrating (17) to derive a linear relationship between \( N_{off} \) and \( N_{on} \) and substituting into the definition of \( \phi \).

\[ \phi = \frac{N_{on}}{N_{off} + N_{on}} = \frac{r_{off}}{r_{on}(1-\eta)} \frac{1 + \frac{r_{off}}{r_{on}(1-\eta)}}{r_{off} + (1-\eta)r_{on}} \]  

(6)

This result is compared to the diversity observed in the simulation, as shown in Fig. 6. The deviation of the model from the simulation is one of the principal flaws of numerical simulations of this type. The discrete nature of the simulation can result in variations in the results for certain parameters.

VI. TIME DEPENDENT DISTRIBUTIONS

First, the only distributions that satisfy the flow equations (17) at all temperatures are time-independent. To see this, we let \( q \) and \( Q \) be the two variables defined implicitly by the relations

\[ t = -q + Q \]  

\[ T = r_{off}q + r_{on}(1-\eta)Q. \]  

(21)

We can write (9) and (12) in terms of \( q \) and \( Q \) as Equations (22) and (23).

Fig. 6: The expected load diversity is compared to a simulation of 100 waterheaters.

It would seem that superficially this result does not greatly affect load forecasting and distribution system planning to any great extent. As previously noted, the impact of incorrectly computing the steady-state distribution resulted only in an initialization transient in the simulation (a rather common occurrence) and a small error in the expected diversity. However, it has already been shown that price fluctuations can dramatically impact load diversity and that demand plays a role in dampening that phenomenon [10]. Furthermore, we have treated demand as a time-independent constant. The natural cycling period of the devices under consideration is often on the order of the period of diurnal demand cycles and price fluctuations. Thus the above consideration would benefit greatly from the inclusion of a more general time-dependent demand function similar to those observed in end-use metered data [15]. It is reasonable to believe that such a refinement should lead to much better insights into the relationship between price fluctuations and load diversity.
\[ \frac{\partial n_{\text{off}}}{\partial q} = -\frac{\partial n_{\text{off}}}{\partial t} + r_{\text{off}} \frac{\partial n_{\text{off}}}{\partial T} = \eta n_{\text{off}} \]  
(22)

\[ \frac{\partial n_{\text{on}}}{\partial Q} = \frac{\partial n_{\text{on}}}{\partial t} + r_{\text{on}} (1-\eta) \frac{\partial n_{\text{on}}}{\partial T} = \eta n_{\text{off}} \]  
(23)

Equation (22) gives immediately an expression for \( n_{\text{off}} \), namely

\[ n_{\text{off}} = k_{\text{off}}(Q) e^{r_{\text{off}} t} \]  
(24)

where \( k_{\text{off}}(Q) \) is an unknown function of \( Q \) alone. Combining the boundary conditions (17), with (23) and (24) gives

\[ \frac{\partial n_{\text{on}}}{\partial Q} = \frac{r_{\text{off}}}{r_{\text{on}} (1-\eta)} e^{\eta t} \frac{\partial k_{\text{off}}(Q)}{\partial Q} = \eta k_{\text{off}}(Q) e^{r_{\text{off}} t} \]  
(26)

Considering the second equality, leads to the differential equation

\[ \frac{\partial k_{\text{off}}(Q)}{\partial Q} = \eta \frac{r_{\text{off}}}{r_{\text{on}} (1-\eta)} k_{\text{off}}(Q), \]  
(27)

whose solution up to a constant \( h \) is

\[ k_{\text{off}}(Q) = h e^{\eta (1-\eta) \frac{r_{\text{off}}}{r_{\text{on}} Q}}. \]  
(28)

and can be substituted back into (24) to give

\[ n_{\text{off}}(q, Q) = h e^{\eta (1-\eta) \frac{r_{\text{off}}}{r_{\text{on}} q R_{\text{on}}}}. \]  
(29)

and after substitution of \( t \) and \( T \) for \( q \) and \( Q \)

\[ n_{\text{off}}(t, T) = h e^{\eta \frac{r_{\text{off}}}{r_{\text{on}} T}}. \]  
(30)

The latter is independent of time and so must be \( n_{\text{on}} \).

VII. CONCLUSION

We have shown that the standard model of load diversity fails to accurately predict the steady-state diversity observed in highly accurate simulations of end-use load behavior. The discrepancies, when examined closely suggest that the steady-state distribution of end-use device states is not uniform as generally assumed. Consideration of this fact has led to a more accurate expression of the steady-state distribution of end-use device states. This can be used to correctly initialize agent-based end-use simulations and accurately compute the expected load diversity for any given level of end-use demand. It is also expected to provide a better understanding of the steady-state regime of end-use loads and ultimately lead to an improved generalized model of the time-dependent behavior of loads responding to changes in demand and set-points such as might be implemented in real-time price control strategies.
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