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Abstract

This paper studies a fundamental problem in convex optimization, which is to solve semidefinite programming (SDP) with high accuracy. This paper follows from existing robust SDP-based interior point method analysis due to [Huang, Jiang, Song, Tao and Zhang, FOCS 2022]. While, the previous work only provides an efficient implementation in the classical setting. This work provides a novel quantum implementation.

We give a quantum second-order algorithm with high-accuracy in both the optimality and the feasibility of its output, and its running time depending on $\log(1/\epsilon)$ on well-conditioned instances. Due to the limitation of quantum itself or first-order method, all the existing quantum SDP solvers either have polynomial error dependence or low-accuracy in the feasibility.
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1 Introduction

Mathematically, semi-definite programming (SDP) can be formulated as:

**Definition 1.1** (Semidefinite programming). Suppose there are \( m + 1 \) symmetric matrices \( C \in \mathbb{R}^{n \times n} \) and \( A_1, \ldots, A_m \in \mathbb{R}^{n \times n} \) and a vector \( b \in \mathbb{R}^m \), the goal is to solve the following optimization problem:

\[
\max_{X \in \mathbb{R}^{n \times n}} \langle C, X \rangle \text{ subject to } \langle A_i, X \rangle = b_i, \quad \forall i \in [m], \quad X \succeq 0,
\]

where \( \langle A, B \rangle \) denote the inner product between the matrix \( A \) and matrix \( B \).

From the above formulation, the input size of an SDP instance is \( mn^2 \). The reason is, we have \( m \) constraint matrices and each matrix has size \( n \times n \). The linear programming (LP) is a simpler case than SDP, where \( X \succeq 0 \) and \( C, A_1, \ldots, A_m \) are restricted to be \( n \times n \) diagonal matrices. Since [Dan47], there is a long line of work [Dan47, Kha80, Kar84, Ren88, Vai89b, LS14, LS15, CLS19, LSZ19, Bra20, BLSS20, SY21, JSWZ21, Ye21, DLY21] about speeding up the time complexity of linear programming. Semi-definite programming can be viewed as a more general optimization problem compared to linear programming. Semi-definite programming is a more challenging problem due to a variety of complications arising from generalizing vectors to PSD matrices. After a long line of research ([Sho77, YN76, Kha80, KTE88, NN89, Vai89a, NN92, NN94, Ans90, KM03, LSW15, JLSW20, JKL+20, HJS+22])\(^1\), the-state-of-the-art semidefinite programming algorithms are

- Jiang, Kathuria, Lee, Padmanabhan and Song [JKL+20]'s algorithm
  - It runs in \( O(\sqrt{n}(mn^2 + m^\omega + n^\omega)) \) time, for \( m = \Omega(n) \).

- Huang, Jiang, Song, Tao and Zhang [HJS+22]'s algorithm
  - It runs in \( O(m^\omega + m^{2+1/4}) \) time, for \( m = \Omega(n^2) \).

Inspired by the quantum linear algebra results such as recommendation system [KP17, Tan19, CGL+20], linear regression [GST22, CCH+22], principal component analysis [Tan21], non-convex optimization [SYZ21], in this work, we study the quantum algorithm for the semi-definite programming.

It is well-known that second-order optimization method usually achieves \( \log(1/\epsilon) \) dependence in running time, while the first-order optimization method has to pay \( 1/\epsilon \).\(^2\) In the quantum setting, for many linear algebra and optimization tasks (e.g., solving linear systems), there exist efficient algorithms taking \( \log(1/\epsilon) \) time and outputting a quantum state encoding the solution. However, extracting classical information from the quantum state usually needs to pay a \( \text{poly}(1/\epsilon) \) factor. Therefore, even implementing second-order algorithm in quantum, it is unclear how to obtain \( \log(1/\epsilon) \) dependence in final running time. Thus, one fundamental question is

**Is there a quantum second-order SDP algorithm that has logarithmic dependence on \( \epsilon \)?**

In this work, we propose a new approach towards answering this question. More specifically, for the \( m = \Omega(n^2) \) case, we design a quantum SDP solver running in time \( m^{1.75} \cdot \text{poly}(\kappa, \log(1/\epsilon)) \) and outputting a classical solution, which is faster than the existing classical SDP algorithms. In addition, the time complexity of our algorithm matches the quantum second-order SDP algorithm [KP20, KPS21] and has better error dependence than all the existing quantum SDP algorithms

---

\(^1\)For more detailed summary, we refer the readers to Table 1.1 and 1.2 in [JKL+20], and Table 1 in [HJS+22].

\(^2\)For example, see [AK07, GH16, AZL17, CDST19, LP20, YTF+19, JY11, ALO16].
on the well-conditioned instances. We also overcome the infeasibility issue in previous quantum algorithms.

We state an informal version of the main result as follows, and delay the formal version into Theorem 8.5.

**Theorem 1.2 (Our result).** For any semidefinite programming with $m$ constraints and variable size $n \times n$, for any accuracy parameter $\epsilon$, there is a quantum algorithm that outputs a classical solution in time $(mn^{1.5} + n^3) \cdot \text{poly}(\kappa, \log(mn/\epsilon))$.

The $\kappa$ includes the condition numbers of the intermediate matrices for a clean presentation. Note that almost all the previous quantum SDP algorithms also depend on these parameters. We also note that a large family of SDP instances exists with $\kappa = O(1)$. On these instances, our algorithm only pays $\log(1/\epsilon)$ in the running time, while the previous quantum algorithms still need to pay $1/\epsilon$.

2 Quantum barrier with existing algorithms

The existing quantum SDP solving algorithms can be classified into two kinds: quantum first-order methods [BS17, AGGW17, BKL+19, AG19] based on the Arora-Kale framework [AK07], and quantum second-order method [KP20, ANTZ21, KPS21] based on the primal-dual central path framework. Although these quantum algorithms have achieved quantum speedup over the classical SDP solvers in time complexity with respect to the parameters $m$ and $n$, there are still some limitations in the existing quantum SDP solving algorithms, which we discuss in below.

**Error dependence: polynomial or logarithmic in $\epsilon$?** The approximation error $\epsilon$ is an essential parameter for SDP solving algorithms. For the quantum first-order algorithms, they are based on the classical first-order method, which requires $\Omega(1/\epsilon)$ iterations [Bub15, CDHS19]. And these quantum algorithms cannot reduce the number of iterations. And this barrier also exists in quantum due to the $\Omega(\sqrt{m}/\epsilon)$ lower bound by [AG19]. For the quantum second-order algorithm [KP20], they achieved $\log(1/\epsilon)$ in their running time, which is indeed the advantage of the classical second-order method over the first-order method. However, the output of their algorithm are only guaranteed to be close to the feasible region, and the running time depends polynomially on the inverse of distance to feasible region. Hence, the error dependence of their algorithm is hard to specify.

**Linear-algebra computation: classical or quantum?** In the classical interior-point methods, each iteration employs several linear-algebra computations. Some of them, like inverting a matrix or matrix-vector multiplication, can be sped-up via quantum linear-algebra techniques, e.g., the linear combination of unitaries (LCU) or the quantum singular value transformation (QSVT). However, there remains some operations that may not be computed in this way, e.g., flattening a matrix as a vector or stacking vectors as a matrix. Therefore, previous quantum algorithms [KP20, ANTZ21, KPS21] uses the state tomography to transform quantum data to classical data, incurring a $1/\epsilon$ factor to achieve an $\epsilon$-error. Even worse, although quantum algorithms can solve the Newton system in poly-logarithmic time, the classical solution obtained by tomography is only an inexact solution of the linear system. This will significantly affect the convergence of the IPM iterations, and the previous quantum second-order methods [KP20, ANTZ21, KPS21] only output approximately-feasible SDP solution.

---

3See page 9 in [AGGW17] for more discussions.
Nontrivial symmetrization. For the feasible primal-dual central path method, the matrices \(X\) and \(S\) are required to be symmetric; otherwise, the convergence analysis cannot go through. Direct application of Newton method into central path leads to the following linear system:

\[
\begin{cases}
  dS \cdot X + S \cdot dX = \nu I - SX \quad \text{(complimentary slackness)} \\
  \langle dX, A_i \rangle = 0 \quad \forall i \in [m] \quad \text{(primal feasibility)} \\
  dS \in \text{span}\{A_1, \ldots, A_m\} \quad \text{(dual feasibility)}
\end{cases}
\]

(2)

However, this system in general yields nonsymmetric directions in the primal variable \(dX\) (see discussions in page 2 in [MT00]). Hence, for the classical algorithms, in addition to solve the Newton linear system (Eq. (2)), some nontrivial procedures should be applied to symmetrize the solution \(dX\). (See Section 2 in [AHO98] and Section 1 in [MT00] and Section 4.5.1 in [BTN01] for more details.)\(^4\) However, [KP20] does not adopt these procedures.\(^5\) Moreover, since the tomography algorithm they used can only output some \(\ell_2\)-approximations of the matrices \(dS\) and \(dX\), it will make both \(X\) and \(S\) nonsymmetric.

3 Related Work

| Year | Authors | References | Method | Runtime |
|------|---------|------------|--------|---------|
| 1979 | Shor, Yudin, Nemirovski, Khachiyan | [Sho77, YN76, Kha80] | CPM | \(n^8\) |
| 1988 | Khachiyan, Pavlovich, Erlikh, Nesterov, Nemirovski | [KTE88, NN89] | CPM | \(n^9\) |
| 1989 | Vaidya | [Vai89a] | CPM | \(n^{0.746}\) |
| 1992 | Nesterov, Nemirovski | [NN92] | IPM | \(n^{0.5}\) |
| 1994 | Nesterov, Nemirovski, Anstreicher | [NN94, Ans00] | IPM | \(n^{10.75}\) |
| 2003 | Krishnan, Mitchell | [KM03] | CPM | \(n^{0.746}\) |
| 2015 | Lee, Sidford, Wong | [LSW15] | CPM | \(n^6\) |
| 2020 | Jiang, Lee, Song, Wong | [JLSW20] | CPM | \(n^6\) |
| 2020 | Jiang, Kathuria, Lee, Padmanabhan, Song | [JKL+20] | IPM | \(n^{5.246}\) |
| 2022 | Huang, Jiang, Song, Tao, Zhang | [HJS+22] | IPM | \(n^{4.746}\) |

Table 1: Total running times of the algorithms for SDPs when \(m = n^2\), where \(n\) is the size of matrices, and \(m\) is the number of constraints. Except for the last line, the rest of the table is the same as Table 1.2 in [JKL+20]. CPM denotes the cutting plane method, and IPM denotes the interior point method. The running times shown in the table hide \(n^{o(1)}\), \(m^{o(1)}\) and \(\text{poly log}(1/\epsilon)\) factors, where \(\epsilon\) is the accuracy parameter. In this table, we use the current best known upper bound of \(\omega = 2.373\). This gives \(n^{4.476} = n^{2\omega} = m^{2\omega}\).

Table 2 summarizes the existing quantum SDP solvers. The quantum first-order method algorithms [BS17, AGGW17, BKL+19, AG19] is built on the Arora-Kale framework [AK07] for SDPsolving via Multiplicative Weights Update (MWU) algorithm. The main observation is that the

---

\(^4\)Notice that in Linear Programming \(X\) and \(S\) are both diagonal matrices, thus the solution of Eq.2 is directly feasible. The standard primal-dual central path method can be applied ([CLS13]).

\(^5\)In their followup work [KPS21], they use a correct symmetrization in their quantum second-order cone optimization algorithm.
matrix
\[
\rho := \frac{\exp(-\sum_{i=1}^{m} y_i A_i)}{\text{tr} \left[ \exp(-\sum_{i=1}^{m} y_i A_i) \right]}
\]

used in the multiplicative weights update is indeed a quantum Gibbs state, and hence a quantum Gibbs sampler can give speedup in \( n \). The remaining part of the Arora-Kale framework is to find the violated constraints and update the dual solution \( y \). Hence, they used some Grover-like techniques to achieve further quantum speedup in \( m \). The quantum second-order method algorithm by Kerenidis and Prakash [KP20] is based on the primal-dual central path framework, which requires to solve a Newton linear system in each iteration. [KP20] used the quantum linear system solver of [GSLW19] to solve the Newton linear system in quantum and applied the tomography in [KP17] to obtain the classical solution.

### References

| References   | Method     | Input Model | Output      | Time Complexity                      |
|--------------|------------|-------------|-------------|--------------------------------------|
| [BS17]       | 1st. order | Sparse oracle | Feasible sol. | \( \sqrt{ms^2} \epsilon^{-32} \) |
| [AGGW17]     | 1st. order | Sparse oracle | Feasible sol. | \( \sqrt{ms^2} \epsilon^{-8} \)      |
| [BKL+19]     | 1st. order | Sparse oracle  | Decide feasibility | \( \sqrt{m^2s^2 \epsilon^{-10}} + \sqrt{ns^2} \epsilon^{-12} \) |
| [AG19]       | 1st. order | Sparse oracle  | Feasible sol. | \( \sqrt{ms} \epsilon^{-3} + \sqrt{ns} \epsilon^{-5} \) |
|              |            | Quantum state |             | \( \sqrt{me} - \Omega(1) \)         |
| [KP20, KPS21]| 2nd. order | QRAM        | Infeasible sol. | \( n^{3/3} \mu \epsilon^{-2} \log(1/\epsilon) \) \((m = n^2)\) |
| [ANTZ21]     | 2nd. order | QRAM        | Feasible sol.  | \( n^{3/3} \epsilon^{-4} + n^{1} \) \((m = n^2)\) |
| Ours (Thm. 1.2) | 2nd. order | QRAM        | Feasible sol.  | \( n^{3/3} \log(1/\epsilon) \) \((m = n^2)\) |

Table 2: Quantum algorithms for solving SDP. \( \epsilon \) is the additive error of the output solution. \( s \) is the row-sparsity of the input matrices. \( \xi \) is the approximation feasibility. The sparse input oracle supports querying the \( i \)-th nonzero entry in the \( j \)-th row of an input matrix in superposition. The quantum state model splits each input matrix \( A_i \) as a difference of PSD matrices (quantum states) and we can access to the density matrix of the state. The QRAM model assumes that the input matrices are stored in some data structures in QRAM that supports efficient quantum accessing to the matrix. Infeasible sol. means the algorithm only outputs a solution that can approximately satisfy the SDP constraints.

## 4 Our quantum technique

To obtain a truly second-order quantum algorithm for solving SDP (Theorem 1.2), we overcome the barriers stated in Section 2 via a block encoding-based interior point method combined with our robust framework. In the following subsections, we will first describe our quantum algorithm and then demonstrate how it bypasses each barrier.

We define several notations related to number of iterations of our algorithm.

**Definition 4.1.** We choose \( \eta \) as follows: \( \eta := \frac{1}{n+2} \). We choose \( T \) as follows \( T := \frac{4\nu}{\epsilon N} \sqrt{n} \log(\frac{1}{\epsilon}) \).


Algorithm 1

Here, we briefly state an informal version of our algorithm. We put more details in later Algorithm 3. The input $A$ has size $m \times n^2$. The input vector $b$ has length $m$. And the input matrix $C$ has size $n$ by $n$.

1: procedure QSOLVESDP($A, b, C$) 

2: \hspace{1em} $\triangleright$ The input $A, C, b$ are stored in QRAM

3: Choose $\eta$ and $T$ according to Definition 4.1.

4: Find $y$ and store in QRAM

5: for $t = 1 \rightarrow T$ do

6: \hspace{1em} $\eta_{\text{new}} \leftarrow \eta \cdot (1 + \frac{\epsilon N}{20\sqrt{n}})$

7: \hspace{1em} Compute $\tilde{S}^{-1}$ using QSVT and $\ell_2$-tomography \hspace{1em} $\triangleright$ Step 1. of Sec. 4.1

8: \hspace{1em} Compute $|g_{\eta}\rangle$ and estimate the norm $\|g_{\eta}\|_2$ \hspace{1em} $\triangleright$ Step 2. of Sec. 4.1

9: \hspace{1em} Compute $\tilde{\delta}_y$ using quantum linear system solver and tomography \hspace{1em} $\triangleright$ Step 3. of Sec. 4.1

10: \hspace{1em} $y_{\text{new}} \leftarrow y + \tilde{\delta}_y$

11: end for

12: end procedure

4.1 Block encoding-based interior point method

The framework of our quantum algorithm is the same as the classical algorithm in [HJS+22]. We notice that most of the time-consuming steps involve matrix computations. Therefore, it is very natural to apply the recent block encoding and quantum linear algebra framework to speedup the interior point method.

4.1.1 A brief overview of quantum linear algebra

We provide the definition of the block encoding of a matrix.

Definition 4.2 (Block encoding, informal). Let $A$ be a matrix. We say a unitary matrix $U$ is a block encoding of $A$ if top-left block of $UA$ is close to $A$ up to some scaling, i.e.,

$$U_A \approx \begin{bmatrix} A/\alpha & \cdot \\ \cdot & \cdot \end{bmatrix}$$

Via block encoding, we can transform a classical matrix to a quantum operator, which enables us to obtain exponential speedup in many linear algebra tasks by the quantum singular value transformation technique [GSLW19].

Suppose we can efficiently implement the exact block encoding of a matrix $A$, and we can also efficiently prepare the vector state $|x\rangle$. Then, for matrix-vector multiplication, the state $|Ax\rangle = \frac{1}{\|Ax\|_2} \sum_{i=1}^n (Ax)_i |i\rangle$ can be $\epsilon$-approximated in time $\tilde{O}(\log(1/\epsilon))$. For linear system solving, the state $|A^{-1}x\rangle$ can also be $\epsilon$-approximated in time $\tilde{O}(\log(1/\epsilon))$. In addition, their norms $\|Ax\|_2$ and $\|A^{-1}x\|_2$ could be approximated with $\epsilon$-multiplicative error. And it takes $\tilde{O}(1/\epsilon)$ time.

Input model \hspace{1em} Our algorithm uses the QRAM (Quantum Random Access Memory) model, which is a common input model for many quantum algorithms (e.g., [KP17, AG19, KP20]). More specifically, a QRAM stores the classical data and supports querying in superposition. The read and write operations of QRAM data of size $S$ will take $O(S)$ time. Furthermore, [KP17] showed that a

\footnote{For simplicity, we hide the dependence of $\kappa(A)$ and $\mu(A)$, which is related to the singular values of $A$.}
QRAM can be extended a quantum data structure for storing matrices such that the exact block encoding can be prepared $O(1)$ time. For the SDP inputs $A, C$, we assume that they are already loaded into the QRAM such that their block encodings can be efficiently implemented.

### 4.1.2 Main steps of one iteration

We will show how to use the block encoding and quantum linear algebra tools to implement [HJS+22] general robust barrier method for SDP and achieve quantum speedup.

**Step 1: implement APPROXSLACKINVERSE** The slack matrix $S$ is defined by

$$S(y) := \sum_{i=1}^{m} y_i A_i - C,$$

where the length-$m$ vector $y$ is the dual solution outputted by the previous iteration and we assume that it is stored in QRAM, mat$(\cdot)$ means packing an $n^2$-length vector into an $n$-by-$n$ matrix. Since we assume quantum access to $A_i, C$ and $y$, by the linear combination of block-encodings, we can efficiently prepare the block-encoding of $S$. Then, for each $i \in [n]$, by the quantum linear system solver, we can prepare $|S^{-1} e_i\rangle = |(S^{-1})_i\rangle$ and also estimate the norm $\| (S^{-1})_i\|_2$ by $\| (S^{-1})_i\|_2$. Then, we apply the $\ell_2$-tomography procedure in [vACGN22] to obtain a classical vector $v_i \in \mathbb{R}^n$ that is close to $|(S^{-1})_i\rangle$. Hence, by defining $(S^{-1})_i := \| (S^{-1})_i\|_2 \cdot v_i$, it holds that $\| (S^{-1})_i - (S^{-1})_i\|_2 \leq \epsilon_S \| (S^{-1})_i\|_2$. We repeat this procedure for all $i \in [n]$ and obtain a classical matrix $\tilde{S}^{-1} \in \mathbb{R}^{n \times n}$ such that $\| \tilde{S}^{-1} - S^{-1}\|_F \leq \epsilon_S \| S^{-1}\|_F$. To make $\tilde{S}$ symmetric, we further let $\tilde{S}^{-1} := \frac{1}{2} (\tilde{S}^{-1} + (\tilde{S}^{-1})^\top)$. The running time of this step is

$$\mathcal{T}_S = \tilde{O}(n \cdot n \mu \kappa / \epsilon_S) \simeq \tilde{O}(n^{2.5} \epsilon_S^{-1}),$$

which improves the classical running time $O(mn^2 + n^3)$.

**Step 2: implement APPROXGRADIENT** The gradient vector $g$ is defined as

$$g_\eta := \eta \cdot b - A \cdot \text{vec}(S^{-1}).$$

Note that the gradient is only used to compute $\delta_y := -H^{-1}g_\eta$ in Step 3. Thus, it suffices to to prepare the state $|g_\eta\rangle$ and estimate its norm $\| g_\eta\|_2$. Using QRAM, we can efficiently implement the block-encoding for $A' = [A ~ b]$. Since we compute $\tilde{S}^{-1}$ in the classical form in Step 1, we can also efficiently prepare the state $|s'\rangle$ for $s' := \begin{bmatrix} -\text{vec}(\tilde{S}^{-1}) \end{bmatrix}_\eta$. By quantum linear algebra, we can prepare a state $|\tilde{g}_\eta(\tilde{S})\rangle$ that is $\epsilon_g$-close to $|g_\eta(\tilde{S})\rangle$ in time

$$\mathcal{T}_{g,1} = \tilde{O}(\mu(A) \kappa(A)) \simeq \tilde{O}(\sqrt{m}),$$

where $g_\eta(\tilde{S}) = \eta \cdot b - A \cdot \text{vec}(\tilde{S}^{-1})$. And we obtain an estimate $\| g_\eta(\tilde{S})\|_2$ of $\| g_\eta(\tilde{S})\|_2$ within relative error $\epsilon_g$ in time

$$\mathcal{T}_{g,2} = \tilde{O}(\mu(A) \kappa(A) \epsilon_g^{-1}) \simeq \tilde{O}(\sqrt{m \epsilon_g^{-1}}).$$

Furthermore, if we define $\tilde{g}_\eta(\tilde{S}) := \sqrt{\| g_\eta(\tilde{S})\|_2 \cdot |\tilde{g}_\eta(\tilde{S})\rangle}$, then we can prove that

$$\| \tilde{g}_\eta(\tilde{S}) - g_\eta\|_2 \lesssim O(\epsilon_g + \epsilon'_g + \epsilon_S) \| g_\eta\|_2,$$

where we use the error guarantee of $\tilde{S}^{-1}$.
Step 3: implement APPROXDELTA In this step, we will compute \( \delta_y := -H^{-1} \cdot g_{\eta} \), where \( H = (A \cdot (S^{-1} \otimes S^{-1})A^\top) \). Since \( A \) and \( S^{-1} \) are stored in QRAM, using the product and Kronecker product of block-encodings \([GLSW19, CVB20]\), we can implement the block-encoding of \( \tilde{H} = (A \cdot (S^{-1} \otimes S^{-1})A^\top) \). In order to reduce the block-encoding factor of \( \tilde{H} \), we first implement the block-encoding of \( S^{-1/2} \otimes S^{-1/2} \), by classically compute \( \tilde{S}^{-1/2} = (S^{-1})^{1/2} \). Then, we implement the block-encoding of \( W = A \cdot (S^{-1/2} \otimes S^{-1/2}) \). Since \( \tilde{H} = WW^\top \), the block-encoding of \( \tilde{H} \) can be efficiently implemented. In Step 2, \( |\tilde{g}_\eta(\tilde{S})\rangle \) are prepared. Then, we can apply the quantum linear system solver to obtain the state close to \( |\tilde{H}^{-1}\tilde{g}_\eta(\tilde{S})\rangle \) and also estimate the norm \( \|\tilde{H}^{-1}\tilde{g}_\eta(\tilde{S})\|_2 \). Then, we apply the tomography to obtain the classical form of \( \tilde{H}^{-1}\tilde{g}_\eta(\tilde{S}) \). Let \( \tilde{\delta}_y \) denote the classical vector we compute in this step. We can show that
\[
\|\tilde{\delta}_y - (-\tilde{H}^{-1}\tilde{g}_\eta(\tilde{S}))\|_2 \leq \epsilon_\delta \|\tilde{H}^{-1}\tilde{g}_\eta(\tilde{S})\|_2
\]
in time
\[
T_\delta = \tilde{O}(m\mu(A)\epsilon_\delta^{-1} + m\mu(S)\epsilon_\delta^{-1}) \simeq \tilde{O}(mnc^{-1}),
\]
where we use the fact that \( \mu(A) \leq \sqrt{m + n^2} = O(n) \).

Running time per iteration Putting three steps together, we get that the total running time per iteration of our algorithm is
\[
T_\text{iter} = T_S + T_{g,2} + T_\delta \simeq \tilde{O}(n^{2.5}\epsilon_S^{-1} + \sqrt{m}\epsilon_g^{-1} + mnc^{-1}).
\]

4.2 Overcoming the quantum barriers

In this part, we discuss how our quantum algorithm bypasses each barrier in Section 2.

Error dependence barrier We first note that by the analysis of our robust interior-point framework (Theorem 6.3), the number of iterations will be \( \tilde{O}(\sqrt{n}\log(1/\epsilon)) \) as long as the Newton step size satisfies \( g_{\eta}^\top H^{-1} g_{\eta} \leq \epsilon_N^2 \) for some constant \( \epsilon_N \) in each iteration. As shown in Section 4.1.2, the running time per iteration depends linearly on \( \epsilon_S^{-1}, \epsilon_g^{-1}, \epsilon_\delta^{-1} \). Fortunately, by the recently proposed robust framework (Lemma 6.1), constant accuracies\(^7\) are enough:

**Lemma 4.3** (Quantum time cost per iteration, informal). In each iteration, we can take some properly chosen \( \epsilon_S, \epsilon_g, \epsilon_\delta \) such that Condition 0-4 in the robust IPM framework (Lemma 6.1) are satisfied and each iteration runs in \( \tilde{O}(m^{1.5} + n^{2.5}) \) time

Therefore, the total running time of our quantum SDP solving algorithm is
\[
\tilde{O}(\sqrt{n}(mn + n^{2.5})\log(1/\epsilon)).
\]
It depends only logarithmically on the approximation error, which is a truly second-order algorithm.

Quantum/classical data transformation barrier We can output the classical solution by running tomography in intermediate steps. For time-consuming steps, we use the QSVT to speed up. And for the steps that are hard to be implemented in the QSVT (e.g., vectorizing \( \tilde{S}^{-1} \)), we directly compute them classically with low-accuracy tomography procedure. In this way, the robust IPM framework can tolerate the “quantum-inherent” error, and our quantum algorithm can still output feasible, high-accuracy SDP solution.

\(^7\) They actually depend on the condition number of the matrices. See Section 8.4 for details.
We bypass the barrier by solving SDP in the dual space instead of the primal space, where we only care about the symmetrization of \( S \), the approximation of the slack matrix \( S \). It is easy to make \( \tilde{S} \) symmetric by averaging \( S \) and \( \tilde{S}^\top \). This is because the definition of \( S \) guarantees that the true \( S \) is symmetric. Hence, the classical interior point method does not have this problem and our symmetrization will only make the approximation smaller. However, we note that this symmetrization trick cannot directly apply to [KP20]'s algorithm. Because they solved SDP also in the primal space and the true solution \( dX \) of the newton linear system may not be symmetric, which means averaging \( dX \) and \( (dX)^\top \) could result in some error that is hard to control. A possible way may be to quantize the classical symmetrization procedures given in [AHO98].

### 5 Preliminary

We define several basic notations here. We say \( \text{tr}[] \) is the trace of a matrix.

We use \( \| \cdot \|_2 \) to denote spectral/operator norm of a matrix. Let \( \| \cdot \|_F \) be the Frobenious norm of a matrix. We use \( \| \cdot \|_1 \) to represent Schatten 1-norm of matrix.

For a symmetric matrix \( X \in \mathbb{R}^{n \times n} \), we say it is positive semi-definite (PSD, denoted as \( X \succeq 0 \)) if for any vector \( u \in \mathbb{R}^n, u^\top X u \geq 0 \). Similarly, we define positive definite via \( \succ \) and \( > 0 \) notations.

We say \( \lambda(B) \) are the eigenvalues of \( B \).

We use \( x_{[i]} \) to denote the \( i \)-th largest entry of vector \( x \).

We use \( \text{vec}[] \) to denote matrix vectorization.

Let \( \otimes \) denote the Kronecker product.

The \( A \in \mathbb{R}^{m \times n^2} \) is a matrix where \( i \)-th row is \( \text{vec}[A_i] \), for all \( i \in [m] \).

Let \( \mathcal{T}_{\text{mat}}(x, y, z) \) denote the time of multiplying an \( x \times y \) matrix with another \( y \times z \) matrix.

For \( r \in \mathbb{R}_+ \), let \( \omega(r) \in \mathbb{R}_+ \) denote the value that for all positive integer \( m, \mathcal{T}_{\text{mat}}(m, m, m^r) = O(m^{\omega(r)}) \).

Eq. (1) is the primal form of SDP. Here we define dual form:

**Definition 5.1 (The dual formulation of SDP).** Suppose we are given a symmetric matrices \( C \in \mathbb{R}^{n \times n} \). There are also \( m \) constraints matrices \( A_1, \ldots, A_m \), and each of them has size \( n \) by \( n \). Suppose we are also given a length-\( m \) vector \( b \). Our goal is to solve this problem:

\[
\min_{y \in \mathbb{R}^m} \langle b, y \rangle \\
\text{s.t. } S = \sum_{i=1}^{m} y_i A_i - C, \\
S \succeq 0.
\]

We state two tools from previous work. We remark those two tools are only used in quantum SDP solver. In the classical SDP solver, they don’t need to use these tools [HJS+22].

**Theorem 5.2 ([Wed73, MZ10]).** Let \( A \in \mathbb{R}^{m \times n} \) and \( B = A + E \). Then

\[ \|B^\dagger - A^\dagger\| \leq \sqrt{2} \max\{\|A^\dagger\|^2, \|B^\dagger\|^2\} \cdot \|E\|. \]

**Theorem 5.3 ([Wed73, MZ10]).** Let \( A \in \mathbb{R}^{m \times n} \) and \( B = A + E \). Then

\[ \|B^\dagger - A^\dagger\|_F \leq \max\{\|A^\dagger\|^2, \|B^\dagger\|^2\} \cdot \|E\|_F. \]

If \( \text{rank}(A) = \text{rank}(B) \), we have

\[ \|B^\dagger - A^\dagger\|_F \leq \|A^\dagger\| \cdot \|B^\dagger\| \cdot \|E\|_F. \]
6 Revisit of Robust Newton Step

In this work, one of our contributions is that we provide a more robust version of the potential function that considers the perturbation of gradients.

Classical interior point literature [Ren01] controls the potential function when the exact Newton step is taken. [JKL+20] introduces small error in the framework. Recently, [HJS+22] provides the most general framework,

Lemma 6.1 ([HJS+22] robust Newton step). Let $c_0 = 10^{-4}$. Given any parameters

- $\alpha_S \in [1, 1 + c_0]$,
- $\alpha_H \in [1, 1 + c_0]$,
- $\epsilon_g \in [0, c_0]$,
- $\epsilon_\delta \in [0, c_0]$,
- $\epsilon_N \in [0, c_0]$,
- $\eta > 0$.

We assume

- **Condition 0.** A length-$m$ vector $y \in \mathbb{R}^m$ (feasible dual solution) satisfies
  \[ \|g(y, \eta)\|_{H(y)^{-1}} \leq \epsilon_N. \]

- **Condition 1.** A $n \times n$ symmetric (positive definite) matrix $\bar{S}$ satisfies
  \[ \alpha_S^{-1} \cdot S(y) \preceq \bar{S} \preceq \alpha_S \cdot S(y). \]

- **Condition 2.** A $n \times n$ symmetric (positive definite) matrix $\bar{H}$ satisfies
  \[ \alpha_H^{-1} \cdot H(\bar{S}) \preceq \bar{H} \preceq \alpha_H \cdot H(\bar{S}). \]

- **Condition 3.** A length-$m$ vector $\bar{g}$ satisfies
  \[ \|\bar{g} - g(y, \eta^\text{new})\|_{H(y)^{-1}} \leq \epsilon_g \cdot \|g(y, \eta^\text{new})\|_{H(y)^{-1}}. \]

- **Condition 4.** A length-$m$ vector $\bar{\delta}_y$ satisfies
  \[ \|\bar{\delta}_y - (-\bar{H}^{-1}g)\|_{H(y)} \leq \epsilon_\delta \cdot \|\bar{H}^{-1}g\|_{H(y)}. \]

Then following the update rule of $\eta$ and $y$: $\eta^\text{new} = \eta \cdot (1 + \frac{\epsilon_N}{20 \sqrt{n}})$ and $y^\text{new} = y + \bar{\delta}_y$, we have $y^\text{new}$ and $\eta^\text{new}$ satisfy the following:

\[ \|g(y^\text{new}, \eta^\text{new})\|_{H(y^\text{new})^{-1}} \leq \epsilon_N. \]

Remark 6.2. Condition 3 and 4 can be derived by the following $\ell_2$ guarantees:

- $\|\bar{g} - g(y, \eta^\text{new})\|_2 \leq \epsilon_g \cdot \|g(y, \eta^\text{new})\|_2 / \kappa(H(y))$, 
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Theorem 6.3 (Robust barrier method, Theorem 11.16 in [HJS+22]). Consider a semidefinite program in Eq (3). Suppose in each iteration, the \( \tilde{S}, \tilde{H}, \tilde{g}, \tilde{\delta} \) computed in Line 6, Line 7, Line 8, Line 9 of Algorithm 2 satisfies Condition 1, 2, 3, 4 in Lemma 6.1.

Let \( y \) denote a length \( m \) vector (can be viewed as feasible initial solution). Suppose that \( y \) satisfies the invariant \( g(y, \eta)^\top H(y)^{-1} g(y, \eta) \leq \epsilon_N^2 \), for any error parameter \( 0 < \epsilon \leq 0.01 \) and Newton step size \( \epsilon_N \) satisfying \( \sqrt{\epsilon} < \epsilon_N \leq 0.1 \), Algorithm 2 outputs, in \( T = 40 \epsilon^{-1} \sqrt{n} \log(n/\epsilon) \) iterations, a vector \( y \in \mathbb{R}^m \) that satisfies

\[
\langle b, y \rangle \leq \langle b, y^* \rangle + \epsilon^2.
\]

(4)

where \( y^* \) is an optimal solution to the dual formulation (3).

Further, consider the Algorithm 2, we have

\[
\| S^{-1/2} S^{\text{new}} S^{-1/2} - I \|_F \leq 1.1 \cdot \epsilon_N
\]

holds for each iteration.

Algorithm 2 We restate the framework of [HJS+22] method. Let \( C \in \mathbb{R}^{n \times n} \). Let \( A_1, A_2, \ldots, A_m \) denote a list of \( m \) matrices where each matrix has size \( n \times n \). Let \( b \) denote a length-\( m \) vector. Let \( A \) denote a matrix that has size \( m \times n^2 \).

1: procedure SDPFramework(\( \{A_i\}_{i=1}^m, b, C, m, n \))
2: Choose \( \eta \) and \( T \) according to Definition 4.1
3: Find \( y \in \mathbb{R}^m \) according to [HJS+22]
4: for \( t = 1 \rightarrow T \) do
5: \( \eta^{\text{new}} \leftarrow \eta \cdot (1 + \frac{\epsilon_N}{20 \sqrt{n}}) \)
6: \( \tilde{S} \leftarrow \text{Approximate Slack} \)
7: \( \tilde{H} \leftarrow \text{Approximate Hessian} \)
8: \( \tilde{g} \leftarrow \text{Approximate Gradient} \)
9: \( \tilde{\delta} \leftarrow \text{Approximate Delta} \)
10: \( y^{\text{new}} \leftarrow y + \delta y \)
11: \( y \leftarrow y^{\text{new}} \)
12: end for
13: Return a solution via [HJS+22]
14: end procedure

7 Quantum preliminaries

7.1 Basics of quantum computing

In this section, we give a brief overview of quantum computing. We refer to the standard textbook [NC11] for a more comprehensive introduction of quantum information and quantum computing.

Quantum states Let \( \mathcal{H} \) be a finite-dimensional Hilbert space. Quantum states over \( \mathcal{H} \) are positive semi-definite operator from \( \mathcal{H} \) to \( \mathcal{H} \) with unit trace. When \( \mathcal{H} = \mathbb{C}^2 \), a quantum state is called a qubit, which can be represented by a linear combination of two standard basis vectors \( |0 \rangle \) and \( |1 \rangle \). More
generally, for an \( n \)-dimensional Hilbert space \( \mathcal{H} \), a pure state can be represented as a unit column vector \( |\phi\rangle \in \mathbb{C}^n \) and the standard basis vectors are written as \( \{|i\rangle\} \) for \( 0 \leq i \leq n - 1 \). If a state \( |\phi\rangle \) is a linear combination of several standard basis states \( |i\rangle \), then we say \( |\phi\rangle \) is in “superposition”. For \( |\phi\rangle \) we use \( \langle \phi | \) to denote the complex conjugate of \( |\phi\rangle \), i.e., \( \langle \phi | = (c_0^*, \ldots, c_{n-1}^*) \), where \( c_i \) is the coefficient of \( |\phi\rangle \) in the \( i \)-th standard basis.

\textbf{Quantum unitaries}  Quantum operations on quantum states are defined as unitary transformations.

\textbf{Definition 7.1} (Unitary transformation). A unitary transformation \( U \) for an \( n \)-qubit quantum state is an isomorphism in the \( 2^n \)-dimensional Hilbert space, which can be represented as a \( 2^n \times 2^n \) complex matrix with \( UU^\dagger = U^\dagger U = I \) where \( U^\dagger \) is the Hermitian adjoint of \( U \).

We use \( U|\phi\rangle \) to denote applying a quantum unitary \( U \) on a quantum state \( |\phi\rangle \). We also use \( U \otimes V \) to denote the tensor product of \( U, V \) if they are quantum unitaries.

\textbf{Measurement} For any quantum algorithm, the input is a quantum state, the algorithm procedure can be described by a quantum unitary, and the output is still a quantum state. To extract useful information from the output state, we can measure it. Mathematically, measuring the quantum state is equivalent to a sampling process. Suppose \( |\phi\rangle = \sum_{i=0}^{n-1} c_i |i\rangle \). Then when we measure it in the standard basis, with probability \( |c_i|^2 \) we will get the outcome \( i \).

\section{7.2 Tools: Quantum linear algebra}

\subsection{7.2.1 Storing data in QRAM}

Quantum random access memory (QRAM) is a commonly-used model in quantum computing that assumes the quantum computer can access classical data in superposition.

\textbf{Definition 7.2} (Quantum random access memory (QRAM), [GLM08]). A quantum random access memory is a device that stores indexed data \((i, x_i)\) for \( i \in \mathbb{N} \) and \( x_i \in \mathbb{R} \) (with some bit precision). It allows to query in the form \( |i\rangle|0\rangle \mapsto |i\rangle|x_i\rangle \). Each read/write/update operation has \( \tilde{O}(1) \) cost.

Furthermore, there are some ways to store classical vectors and matrices in QRAM using some quantum data structures developed in [KP17], such that for any vector or any row of a matrix, the vector state

\[
|v\rangle := \frac{1}{\|v\|_2} \sum_{i=0}^{n-1} v_i |i\rangle
\]

can be prepared in \( \text{polylog}(n) \) time. In addition, for a matrix \( A \), its row norm state \( \sum_{i=0}^{n} \|A_i\|_2 |i\rangle \) can also be prepared in \( \text{polylog}(n) \) time.

We now introduce a commonly used matrix parameter in quantum linear algebra:

\textbf{Definition 7.3} (Matrix parameter for QRAM). For a matrix \( A \in \mathbb{R}^{n \times m} \), for \( p \in [0, 1] \), let \( s_p(A) := \max_{i,j} |A_{i,j}| \). Then, we define a parameter \( \mu(A) \) as follows:

\[
\mu(A) := \min_{p \in [0,1]} \left\{ \|A\|_F, \sqrt{s_{2p}(A)}, s_{1-2p}(A^\dagger) \right\}.
\]
7.2.2 Retrieving data from quantum to classical

In order to transform a quantum vector state $|v\rangle$ to a classical vector, we need to apply the state tomography procedure [KP20, KLP19, vACGN22]. We state a version with an $\ell_2$-approximation guarantee.

**Theorem 7.4** (Vector state tomography with $\ell_2$ guarantee, [vACGN22, Theorem 23]). Given access to a unitary $U$ such that $U|0\rangle = |x\rangle = \sum_{i=0}^{n-1} x_i|i\rangle$ for some $x \in \mathbb{R}^n$, there is a tomography algorithm that outputs a vector $\tilde{x} \in \mathbb{R}^d$ with probability $1 - 1/\text{poly}(d)$ using $\tilde{O}(d/\epsilon)$ additional quantum gates such that $\|x - \tilde{x}\|_2 \leq \epsilon$.

7.2.3 Quantum linear algebra with block encodings

Block encoding is a way to efficiently transform a classical matrix to a quantum operator that enables quantum computers to speedup several linear algebra computations.

The definition of block encoding is as follows:

**Definition 7.5** (Block encoding). Let $A \in \mathbb{R}^{2^w \times 2^w}$ be a matrix. We say a unitary matrix $U \in \mathbb{R}^{2^{(w+a)} \times 2^{(w+a)}}$ is a $(\alpha, a, \epsilon)$-block encoding of $A$ if

$$
\|A - \alpha((0^a \otimes I)U(0^a \otimes I))\| \leq \epsilon,
$$

i.e.,

$$
U_A \approx \begin{bmatrix}
A/\alpha & \cdot \\
\cdot & \cdot
\end{bmatrix}.
$$

Kerenidis and Prakash [KP17] showed that for a matrix stored in a quantum data structure, its block encoding can be efficiently implemented.

**Theorem 7.6** (Block encoding construction from QRAM, [KP17]). Given quantum access to a matrix $A \in \mathbb{R}^{n \times n}$, a $(\mu(A), O(\log(n)), 0)$-block encoding of $A$ can be implemented in $\tilde{O}(1)$ time.

We state a tool from previous work [GSLW19].

**Theorem 7.7** (Product of block encoded matrices, Lemma 53 in [GSLW19]). We use $U_A$ to represent an $(\alpha, a, \epsilon_A)$-block encoding of a matrix $A$ which can be constructed in time $T_A$, and $U_B$ be a $(\beta, b, \epsilon_B)$-block encoding of a matrix that can be constructed in time $T_B$.

Then, we can implement an $(\alpha \beta, a + b, \alpha \epsilon_B + \beta \epsilon_A)$-block encoding of $AB$ in time $O(T_A + T_B)$.

**Lemma 7.8** (Product of preamplified block-matrices [LC19]). Let $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times k}$ such that $\|A\| \leq 1, \|B\| \leq 1$. If $\alpha \geq 1$ and $U_A$ is an $(\alpha, a, \delta)$-block-encoding of $A$ that can be implemented in time $T_U$; $\beta \geq 1$ and $U_B$ is a $(\beta, b, \epsilon)$-block-encoding of $B$ that can be implemented in time $T_V$, then there is a $(2, a + b + 2, \sqrt{2}(\delta + \epsilon + \gamma))$-block-encoding of $AB$ that can be implemented in time $O((\alpha(T_U + a) + \beta(T_V + b)\log(1/\gamma))$.

We state a tool from previous work [CVB20].

**Theorem 7.9** (Kronecker product of block encoded matrices, Lemma 1 in [CVB20]). We use $U_A$ to represent an $(\alpha, a, \epsilon_A)$-block encoding of a matrix $A$ which can be constructed in time $T_A$, and $U_B$ be a $(\beta, b, \epsilon_B)$-block encoding of a matrix that can be constructed in time $T_B$.

Then, we can implement an $(\alpha \beta, a + b, \alpha \epsilon_B + \beta \epsilon_A + \epsilon_A \epsilon_B)$-block encoding of $A \otimes B$ in time $O(T_A + T_B + \log(n))$. 


We propose a fast quantum second-order SDP solver in this section. The detailed algorithm is given in Algorithm 3. We follow the framework of the robust interior-point method (Algorithm 2). In Section 8.1, we show the quantum implementation of the procedure APPROXSLACK that directly computes the slack matrix inverse. In Section 8.2, we show how to implement the procedure APPROXGRADIENT that computes the gradient in quantum. In Section 8.3, we show how to implement the procedure APPROXDDELTA that computes the Newton step in quantum. Then, in Section 8.4, we combine them together and show that the robustness conditions are satisfied, which gives the running time and correctness guarantees of Algorithm 3.

8 Quantum second-order SDP solver

The goal of this section is to prove the following lemma, which shows how to efficiently compute the slack matrix inverse \( S^{-1} \) using quantum singular value transformation (QSVT). We will show in Section 8.4 that the error guarantee in the Frobenius norm suffices for our robust IPM framework.

Lemma 8.1 (Quantum speedup for computing the slack matrix inverse \( S^{-1} \)). Let \( S \in \mathbb{R}^{n \times n} \) be defined as \( S = \sum_{i=1}^{m} y_i A_i - C \). Let \( \epsilon_S \in (0, 1/10) \) denote an accuracy parameter. For the APPROXSLACK procedure (Line 8), there is an algorithm that runs in time

\[
\tilde{O}(n^2 \mu(S) \kappa(S) \epsilon_S^{-1})
\]

and outputs a classical symmetric matrix \( \tilde{S}^{-1} \in \mathbb{R}^{n \times n} \) such that

\[
\| \tilde{S}^{-1} - S^{-1} \|_F \leq \epsilon_S \cdot \| S^{-1} \|_F.
\]

Proof. Using QRAM, we can construct \( P_L, P_R \), a \((1 + \| y \|_1, \log m, 0)\)-state-preparation pair for \( \begin{bmatrix} y \\ -1 \end{bmatrix} \in \mathbb{R}^{m+1} \). Since \( A_1, \ldots, A_m \) and \( C \) are stored in QRAM, we can implement \( U_S \), which is a \((O(\mu), O(\log n), 0)\)-block encoding for \( S = \sum_{i=1}^{m} y_i A_i - C \), where \( \mu := \| y \|_1 \cdot \max \{ \max_{i \in [m]} \mu(A_i), \mu(C) \} \). Then, for each basis state \( | e_i \rangle \), we compute \( S^{-1} | e_i \rangle \) using Theorem 7.10. More specifically, we can prepare a state \( |(\tilde{S}^{-1})_i\rangle \) that is \( \epsilon_1 \)-close to \( |(S^{-1})_i\rangle \) in time \( \tilde{O}(\mu \cdot \kappa(S)) \). And we can estimate the norm
Algorithm 3 Quantum SDP Solver. Let $A_1, \cdots, A_m$ denote a list of $n \times n$ matrices. The input $A$ has size $m \times n^2$. The input vector $b$ has length $m$. And the input matrix $C$ has size $n$ by $n$.

1: procedure \textsc{SolveSDPInQuantum}($\{A_i\}_{i=1}^m, b, C, m, n$) \\
2: \hspace{1cm} \triangleright The input $A, b, C$ are stored in QRAM. \\
3: \hspace{1cm} \triangleright Initialization \\
4: \hspace{1cm} Choose $\eta$ and $T$ as Definition 4.1. \\
5: \hspace{1cm} Find initial feasible dual vector $y$ and store in QRAM \hspace{1cm} \triangleright [HJS+22] $O(m + n)$-time \\
6: \hspace{1cm} Update QRAM for the modified SDP instance \hspace{1cm} $\triangleright O(m + n)$-time \\
7: \hspace{1cm} for $t = 1 \rightarrow T$ do \hspace{1cm} $\triangleright$ \textsc{ApproxSlack}, Lemma 8.1 \\
8: \hspace{1cm} $U_S \leftarrow$ the block-encoding for $S = \sum_{i=1}^m y_i A_i - C$ \hspace{1cm} $\triangleright O(n^{2.5})$-time in total \\
9: \hspace{1cm} for $i = 1 \rightarrow n$ do \\
10: \hspace{1cm} $||S^{-1}||_2 \leftarrow$ apply quantum linear system solver with $U_S$ and $|e_i\rangle$ \hspace{1cm} $\triangleright O(n^{1.5})$-time \\
11: \hspace{1cm} $v_i \leftarrow$ apply $\ell_2$-tomography on the state $|S^{-1}\rangle_i$ \hspace{1cm} $\triangleright O(n^{0.5})$-time \\
12: \hspace{1cm} $N_i \leftarrow$ estimate the norm $||S^{-1}||_2$ \hspace{1cm} $\triangleright O(n)$-time \\
13: \hspace{1cm} $\tilde{S}^{-1}_i \leftarrow N_i \cdot v_i$ \\
14: \hspace{1cm} end for \hspace{1cm} $\triangleright$ \textsc{ApproxGradient}, Lemma 8.2 \\
15: \hspace{1cm} $\eta_{new} \leftarrow \eta \cdot (1 + \frac{\epsilon_\eta}{2\sqrt{n}})$ \\
16: \hspace{1cm} $U_{A'} \leftarrow$ the block-encoding of $[A \ b]$ \\
17: \hspace{1cm} $|s'\rangle \leftarrow$ the vector state for $[-\text{vec}(\tilde{S}^{-1}) \ \eta]^\top$ \\
18: \hspace{1cm} $|\tilde{g}_{\eta_{new}}\rangle \leftarrow$ apply $U_{A'}$ to $|s'\rangle$ \\
19: \hspace{1cm} $N_g \leftarrow$ estimate the norm $\|A's'\|_2$ \hspace{1cm} $\triangleright \tilde{O}(n^2)$-time \\
20: \hspace{1cm} $\triangleright$ \textsc{ApproxDelta}, Lemma 8.3 \\
21: \hspace{1cm} $\tilde{S}^{-1/2} \leftarrow$ classically compute $\sqrt{\tilde{S}^{-1}}$ and store in QRAM \hspace{1cm} $\triangleright O(n^\omega)$-time \\
22: \hspace{1cm} $U_1 \leftarrow$ the block-encoding of $\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2}$ \\
23: \hspace{1cm} $U_2 \leftarrow$ the block-encoding of $W = A(\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2})$ using $U_A$ and $U_1$ \\
24: \hspace{1cm} $U_H \leftarrow$ the block-encoding of $\tilde{H} = W W^\top$ using $U_2$ \\
25: \hspace{1cm} $|\tilde{H}^{-1}|\tilde{g}_{\eta_{new}}\rangle \rangle \leftarrow$ apply quantum linear system solver with $U_H$ and $|\tilde{g}_{\eta_{new}}\rangle$ \\
26: \hspace{1cm} $v_\delta \leftarrow$ apply $\ell_2$-tomography on the state $|\tilde{H}^{-1}|\tilde{g}_{\eta_{new}}\rangle$ \\
27: \hspace{1cm} $N_\delta \leftarrow$ estimate the norm $\|\tilde{H}^{-1}|\tilde{g}_{\eta_{new}}\rangle\|_2$ \hspace{1cm} $\triangleright \tilde{O}(mn)$-time \\
28: \hspace{1cm} $\tilde{\delta}_g \leftarrow -N_\delta \cdot N_g \cdot v_\delta$ \hspace{1cm} $\triangleright O(n)$-time \\
29: \hspace{1cm} $y_{new} \leftarrow y + \tilde{\delta}_g$ and store in QRAM \hspace{1cm} $\triangleright O(m)$-Time \\
30: \hspace{1cm} end for \\
31: end procedure \\

$N_i \in (1 \pm \epsilon_2) ||S^{-1}|e_i||_2$ in time $\tilde{O}(\mu \cdot \kappa(S) \cdot \epsilon_2^{-1})$. Finally, by Theorem 7.4, it takes $\tilde{O}(n \cdot \mu \kappa(S) \cdot \epsilon_3^{-1})$-time to get a classical vector $v_i$ such that $||v_i - |(\tilde{S}^{-1})_i\rangle||_2 \leq \epsilon_3$. Define $(\tilde{S}^{-1})_i := N_i \cdot v_i \in \mathbb{R}^n$. 
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We have
\[\|(\tilde{S}^{-1})_i - (S^{-1})_i\|_2 = \|N_i \cdot v_i - (S^{-1})_i\|_2\]
\[\leq \|(S^{-1})_i\|_2 \cdot \|((1 + \varepsilon_2) v_i - (S^{-1})_i)\|_2\]
\[\leq \|(S^{-1})_i\|_2 \cdot \|((1 + \varepsilon_2) v_i - (\tilde{S}^{-1})_i)\|_2 + \|((\tilde{S}^{-1})_i) - (S^{-1})_i\|_2\]
\[\leq \|(S^{-1})_i\|_2 \cdot \|((1 + \varepsilon_2) v_i - (S^{-1})_i)\|_2 + \varepsilon_1\]
\[\leq \|(S^{-1})_i\|_2 \cdot \|v_i - (\tilde{S}^{-1})_i\|_2 + \varepsilon_1 + \varepsilon_2\|v_i\|_2\]
\[\leq \|(S^{-1})_i\|_2 \cdot (\varepsilon_1 + \varepsilon_3 + \varepsilon_2\|v_i\|_2)\]
\[\leq \|(S^{-1})_i\|_2 \cdot (\varepsilon_1 + \varepsilon_3 + \varepsilon_2(1 + \varepsilon_3))\]
\[\leq O(\varepsilon_1 + \varepsilon_2 + \varepsilon_3) \cdot \|(S^{-1})_i\|_2.\]

By taking \(\varepsilon_1 = \varepsilon_2 = \varepsilon_3 = O(\varepsilon_S)\), we get that \((\tilde{S}^{-1})_i\) can be computed in \(\tilde{O}(n\mu(S)\kappa(S)\varepsilon_S^{-1})\)-time such that \(\|(\tilde{S}^{-1})_i - (S^{-1})_i\|_2 \leq \varepsilon_S\|(S^{-1})_i\|_2\). We apply this procedure for all \(i \in [n]\). Then, we obtain \(\tilde{S}^{-1} \in \mathbb{R}^{n \times n}\) such that
\[\|(\tilde{S}^{-1}) - S^{-1}\|_F \leq \varepsilon_S\|S^{-1}\|_F\]
in \(\tilde{O}(n^2\mu(S)\kappa(S)\varepsilon_S^{-1})\)-time. Since we know that \(S\) and \(S^{-1}\) are symmetric matrices, we can easily symmetrize \(\tilde{S}^{-1}\) by \((\tilde{S}^{-1} + (\tilde{S}^{-1})^\top)/2\) without increasing the approximation error. \(\square\)

### 8.2 Gradient

The goal of this section is to prove the following lemma, which computes the gradient \(g_f\) and the estimated norm \(|g_f|\). Let \(g_f \in \mathbb{R}^m\) be defined as
\[g_f = \eta \cdot b - A \cdot \text{vec}(\tilde{S}^{-1}) := A' \cdot s' \in \mathbb{R}^m, \text{ where } A' := [A \ b] \text{ and } s' := \left[-\text{vec}(\tilde{S}^{-1})\right].\]
Then, a quantum state \(|\tilde{g}_f\rangle\rangle\) can be prepared in time \(T_g = \tilde{O}(\mu(A)\kappa(A))\) that is \(\varepsilon_g\)-close to the state \(|g_f\rangle\). Moreover, \(|g_f|\) can be estimated with \(\varepsilon_g\)-multiplicative error in time \(T_{g,\text{norm}} = \tilde{O}(\mu(A)\kappa(A)\varepsilon_g^{-1})\).

Let \(g_n,S = \eta \cdot b - A \cdot \text{vec}(S^{-1})\). Then, we have
\[\|\tilde{g}_f - g_n,S\|_2 \leq O(\varepsilon_g + \varepsilon_g' + \varepsilon_S \cdot \kappa(A))\|g_n,S\|_2.\]

**Proof.** Since \(A\) and \(b\) are stored in QRAM, we can form the block-encoding of \(A\). Moreover, by Lemma 8.1, \(\tilde{S}^{-1}\) are obtained in the classical form such that \(\|\tilde{S}^{-1} - S^{-1}\|_F \leq \varepsilon_S\|S^{-1}\|_F\). We can prepare the state \(|s'\rangle\). By Theorem 7.10 (part 2), \(|\tilde{g}_f\rangle\rangle\) can be prepared in time \(\tilde{O}(\mu(A')\kappa(A')) = \tilde{O}(\mu(A)\kappa(A))\) that is \(\varepsilon_g\)-close to \(|g_f\rangle\). Furthermore, by Theorem 7.10 (part 3), the norm \(|g_f|\) can be estimated within relative error \(\varepsilon_g'\) in time \(\tilde{O}(\mu(A)\kappa(A)\varepsilon_g^{-1})\). We analyze the approximation error below.
Let \( \bar{g}_\eta := N_g \cdot |\eta| \), where \( N_g \in (1 \pm \epsilon'_g) \|g_\eta\|_2 \) and \( \|\bar{g}_\eta - |g_\eta|\| \leq \epsilon_g \). Then, we have

\[
\|\bar{g}_\eta - g_\eta\|_2 = \|N_g \cdot |\eta|\|_2 = \|g_\eta\|_2 \cdot |g_\eta|_2 \\
\leq \|N_g \cdot |\eta|\|_2 = \|N_g \cdot |g_\eta|\|_2 + \|N_g \cdot |g_\eta|\|_2 \\
\leq \epsilon_g N_g + \|N_g \cdot |g_\eta|\|_2 + \|N_g \cdot |g_\eta|\|_2 \\
= (\epsilon_g + \epsilon'_g) \|g_\eta\|_2 \\
= O(\epsilon_g + \epsilon'_g) \|g_\eta\|_2, \tag{6}
\]

where the second step follows from triangle inequality, the third step follows from the definition of \( \epsilon_g \), the fourth step follows from \( \|g_\eta\|_2 = 1 \), the fifth step follows from the definition of \( \epsilon'_g \), and the last step is straightforward.

Define \( g_{\eta,S} = \eta \cdot b - A \cdot \text{vec}(S^{-1}) \). We have

\[
\|g_\eta - g_{\eta,S}\|_2 = \|A \cdot (\text{vec}(S^{-1}) - \text{vec}(S^{-1}))\|_2 \\
\leq \|A\| \cdot \|\text{vec}(S^{-1}) - \text{vec}(S^{-1})\|_2 \\
= \|A\| \cdot \|\text{vec}(S^{-1}) - S^{-1}\|_F \\
\leq \|A\| \cdot \epsilon_S \|S^{-1}\|_F,
\]

where the second step follows from the definition of the spectral norm, and the third step follows from Lemma 8.1.

Hence, we get that

\[
\frac{\|g_\eta - g_{\eta,S}\|_2}{\|g_{\eta,S}\|_2} \leq \frac{\epsilon_S \|A\| \cdot \|S^{-1}\|_F}{\|\eta \cdot b - A \cdot \text{vec}(S^{-1})\|_2} \\
= O(\epsilon_S \cdot \|A\| \cdot \|\text{vec}(S^{-1})\|_2) \\
\leq O(\epsilon_S \cdot \|A\| \cdot \|S^{-1}\|_F \|S^{-1}\|_F) \\
= O(\epsilon_S \cdot \kappa(A)), \tag{7}
\]

where the second step follows from the fact that \( \|b\|_2 \) can be re-scaled to be \( n^{-O(1)} \) so that \( \|\eta b\|_2 \ll \|A \cdot \text{vec}(S^{-1})\|_2 \), the third step follows from \( \|A \cdot \text{vec}(S^{-1})\|_2 \geq \sigma_{\min}(A) \|\text{vec}(S^{-1})\|_2 = \sigma_{\min}(A) \|S^{-1}\|_F \), and the third step is straightforward.

Therefore,

\[
\|\bar{g}_\eta - g_{\eta,S}\|_2 \leq \|\bar{g}_\eta - g_\eta\|_2 + \|g_\eta - g_{\eta,S}\|_2 \\
= O(\epsilon_g + \epsilon'_g) \|g_\eta\|_2 + O(\epsilon_S \cdot \kappa(A)) \|g_{\eta,S}\|_2 \\
\leq O((\epsilon_g + \epsilon'_g)(1 + \epsilon_S \cdot \kappa(A)) + \epsilon_S \cdot \kappa(A)) \|g_{\eta,S}\|_2 \\
= O(\epsilon_g + \epsilon'_g + \epsilon_S \cdot \kappa(A)) \|g_{\eta,S}\|_2,
\]

where the first step follows from triangle inequality, the second step follows from Eqs. (6) and (7), the third step follows from Eq. (7) again, and the last step follows directly. \( \square \)
8.3 Update the changes of the dual

The goal of this section is to prove the following lemma that computes a classical vector that is close to the Newton step $\delta_y$, based on QSVD and tomography. We also give an $\ell_2$-relative error guarantee.

Lemma 8.3 (Quantum speedup for computing the update $\delta_y$). For the APPROXDELTAA procedure (Line 23), there is an algorithm that outputs a classical vector $\tilde{\delta}_y \in \mathbb{R}^m$ such that

$$
\|\tilde{\delta}_y - (-\bar{H}^{-1}\tilde{g}_{\text{new}})\|_2 \leq O(\epsilon_\delta + \epsilon_n + \epsilon_0') \cdot \|\bar{H}^{-1}\tilde{g}_{\text{new}}\|_2
$$

in time

$$
\tilde{O}\left(\left((me_n^{-1} + \epsilon_0')\|\bar{H}\| + \epsilon_n'\right)\mu(A)\kappa(A)\kappa(\bar{H}) + \left(m\epsilon_n^{-1} + \epsilon_n'\right)\|\bar{H}\|\mu(\tilde{S}^{-1})\kappa(\tilde{S})\kappa(\bar{H})\right),
$$

where $\bar{H} = A(\tilde{S}^{-1} \otimes \tilde{S}^{-1})A^\top$.

Proof. We have access to $\tilde{S}^{-1}$ in QRAM. Then, we can compute $(\tilde{S}^{-1})^{1/2}$ classically and construct a unitary $U_{\tilde{S}^{-1/2}}$, which is a $(\mu(\tilde{S}^{-1/2}), O(\log n), 0)$-block encoding of $(\tilde{S}^{-1})^{1/2}$.

By Theorem 7.9, $U_1$ implements a $(\mu(\tilde{S}^{-1}), O(\log n), 0)$-block encoding of $\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2}$ in time $T_1 = \tilde{O}(1)$.

Then, by Lemma 7.8, $U_2$ implements a $(O(\|A\|\tilde{S}^{-1})), O(\log n), O(\delta_2))$-block encoding of $A(\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2})$ in time

$$
T_2 = \tilde{O}_{\delta_2}\left(\frac{\mu(A)}{\|A\|} \cdot (T_A + \log n) + \mu(\tilde{S}^{-1})/\|\tilde{S}^{-1}\| \cdot (T_1 + \log n)\right)
\leq \tilde{O}_{n,\delta_2}\left(\frac{\mu(A)}{\|A\|} + \mu(\tilde{S}^{-1})/\|\tilde{S}^{-1}\|\right).
$$

Since $\bar{H} = (A(\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2})) \cdot (A(\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2}))^\top$, $U_H$ implements a $(O(\|\bar{H}\|), O(\log n), O(\delta_2))$-block encoding of $\bar{H}$ in time

$$
T_H = \tilde{O}_{n,\delta_2}\left(\frac{\|A\|\|\tilde{S}^{-1}\|/\|A(\tilde{S}^{-1/2} \otimes \tilde{S}^{-1/2})\| \cdot T_2}{\|\tilde{S}^{-1}\|} \leq \tilde{O}_{n,\delta_2}\left(\frac{\mu(A)\|\tilde{S}^{-1}\| + \mu(\tilde{S}^{-1})\|A\|}{\|\tilde{H}\|^{1/2}}\right)
$$

Then, we can prepare a quantum state $\tilde{\delta}_y$ that is $\epsilon_\delta$-close to $|\bar{H}^{-1}\tilde{g}_y\rangle$ in time

$$
T_\delta = \tilde{O}\left(\kappa(\bar{H}) (T_H \|\bar{H}\| + T_y)\right)
\leq \tilde{O}\left(\kappa(\bar{H})\left(\frac{\mu(A)\|\tilde{S}^{-1}\| + \mu(\tilde{S}^{-1})\|A\|}{\|\tilde{H}\|^{1/2}}\cdot \|\bar{H}\| + \mu(A)\kappa(A)\right)\right)
\leq \tilde{O}\left(\kappa(\bar{H})\left(\frac{\mu(A)\|\tilde{S}^{-1}\| + \mu(\tilde{S}^{-1})\|A\|}{\|\bar{H}\|^{1/2} + \mu(A)\kappa(A)}\right)\right).
$$

And the norm $\|\bar{H}^{-1}|\tilde{g}_y\rangle\|_2$ can be estimated with $\epsilon_\delta'$-multiplicative error in time $T_{\delta,\text{norm}} = \tilde{O}(T_\delta \cdot \epsilon_\delta')$.

Finally, by the tomography procedure, we can obtain a classical vector $\tilde{\delta}_{y,1} \in \mathbb{R}^m$ such that $\|\tilde{\delta}_y - \tilde{\delta}_{y,1}\|_2 \leq \epsilon_n$ in time $T_{\delta,\text{tomo}} = \tilde{O}(T_\delta \cdot m\epsilon_n^{-1})$. And we let $\tilde{\delta}_y := N_\delta \cdot N_g \cdot \tilde{\delta}_{y,1}$, where $N_\delta \in (1 \pm \epsilon_\delta')\|\bar{H}^{-1}|\tilde{g}_y\rangle\|_2$ and $N_g \in (1 + \epsilon_\delta')\|g_y\|_2$. 
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We have
\[
\|\tilde{H}^{-1}\tilde{g}_y - \tilde{\delta}_y\|_2 = \|\tilde{H}^{-1}\tilde{g}_y - N_\delta \cdot N_y \cdot \tilde{\delta}_{y,1}\|_2 \\
= \|\tilde{g}_y\|_2 \cdot \|\tilde{H}^{-1}\tilde{g}_y\|_2 \cdot \|\tilde{H}^{-1}\tilde{g}_y\|_2 - (1 + \epsilon_\delta')\tilde{\delta}_{y,1}\|_2 \\
= \|\tilde{H}^{-1}\tilde{g}_y\|_2 \cdot (\|\tilde{H}^{-1}\tilde{g}_y\|_2 - \tilde{\delta}_{y,1}\|_2 + \epsilon_\delta'\tilde{\delta}_{y,1}\|_2) \\
= \|\tilde{H}^{-1}\tilde{g}_y\|_2 \cdot (\|\tilde{H}^{-1}\tilde{g}_y\|_2 - \tilde{\delta}_{y,1}\|_2 + \|\tilde{\delta}_y\|_2 + O(\epsilon_\delta)) \\
= \|\tilde{H}^{-1}\tilde{g}_y\|_2 \cdot O(\epsilon_\delta + \epsilon_n + \epsilon_*),
\]
where the first step follows from the definition of \(\tilde{\delta}_y\), the second step follows from \(\|\tilde{g}_y\|_2 = N_y\), the third step follows from \(N_\delta \in (1 + \epsilon_\delta')\|\tilde{H}^{-1}\tilde{g}_y\|_2\), the forth step follows from triangle inequality, the fifth step follows from \(\|\tilde{\delta}_{y,1}\|_2 = O(1)\), the sixth step follows from triangle inequality, and the last step follows from the approximation guarantees of \(\|\tilde{H}^{-1}\tilde{g}_y\|_2 \leq \epsilon_\delta\) and \(\|\tilde{\delta}_y\|_2 - \|\tilde{\delta}_{y,1}\|_2 \leq \epsilon_n\).

The total time complexity of getting \(\tilde{\delta}_y\) is:
\[
T = T_{\text{tomo}} + T_{\text{norm}} + T_{\text{g, norm}} \\
= \tilde{O}\left((m\epsilon_n^{-1} + \epsilon_\delta^{-1})T_\delta + \epsilon_g^{-1}\mu(A)\kappa(A)\right) \\
= \tilde{O}\left((m\epsilon_n^{-1} + \epsilon_\delta^{-1})\kappa(\tilde{H})(\mu(A)\|\tilde{S}^{-1}\| + \mu(\tilde{S}^{-1})\|A\|)\|\tilde{H}\|^{1/2} + \epsilon_g^{-1}\kappa(\tilde{H})\mu(A)\kappa(A)\right) \\
= \tilde{O}\left((m\epsilon_n^{-1} + \epsilon_\delta^{-1})\|\tilde{H}\| + \epsilon_g^{-1}\right)\mu(A)\kappa(A)\kappa(\tilde{H}) + (m\epsilon_n^{-1} + \epsilon_\delta^{-1})\|\tilde{H}\|\mu(\tilde{S}^{-1})\kappa(\tilde{S})\kappa(\tilde{H})\).
\]

\[
\square
\]

### 8.4 Combine

In this section, we wrap up the three components and show the cost-per-iteration of our quantum SDP solver in the following lemma. By our error analysis of each component, we can prove that the robustness conditions are satisfied by proper choices of parameters. Then, the main theorem (Theorem 8.5) follows immediately.

**Lemma 8.4 (Quantum SDP solver cost per iteration).** Let \(t \in [T]\). The \(t\)-th iteration of Algorithm 3 takes
\[
\tilde{O}\left((m\mu(A) + n^2\mu(S)) \cdot \kappa(A)\kappa(S)\kappa(H)^3\right)
\]
time such that **Cond. 0.** to **Cond. 4.** in Lemma 6.1 are satisfied.

**Proof.** For Cond. 0., if \(t = 1\), then a feasible solution \(y\) can be found in the initialization step (Line 5). For \(t > 1\), we will prove by induction. Suppose it is satisfied by the \(y\) computed in the \((t-1)\)-th iteration.

For Cond. 1., let \(\tilde{S}^{-1}\) be the matrix computed by APPROXSLACK, and let \(S := \text{mat}(A^\top y) - C\). By Lemma 8.1, the algorithm takes
\[
T_S = \tilde{O}(n^2\mu(S)\kappa(S)\epsilon_S^{-1})
\]
(8)
time such that
\[
\|\tilde{S}^{-1} - S^{-1}\|_F \leq \epsilon_S \cdot \|S^{-1}\|_F.
\]
By [HJS+22, Fact 7.1], we get that \((1 - \epsilon_S)S^{-1} \leq \tilde{S}^{-1} \leq (1 + \epsilon_S)S^{-1}\). Hence, \(\alpha_S^{-1}S^{-1} \leq \tilde{S}^{-1} \leq \alpha_S S^{-1}\) holds for some \(\alpha_S \in (1, 1 + 10^{-4})\), as long as \(\epsilon_S\) is a small enough constant.

For Cond. 2., since we compute \(\tilde{S}^{-1}\) and store it in QRAM, we may assume that there is no error in this step, i.e., \(\tilde{H} = H(\tilde{S})\). Hence, this condition is satisfied by taking \(\alpha_H = 1\).

For Cond. 3., let \(\tilde{g}_\text{new} := N_g \cdot [\tilde{g}_\text{new}]\) produced by Lemma 8.2. It guarantees that
\[
\|\tilde{g}_\text{new} - g_{\text{new}}\|_2 \leq O(\epsilon_g + \epsilon_g + \epsilon_S \cdot \kappa(A))\|g_{\text{new}}\|_2.
\]
By the first part of Remark 6.2, if we have
\[
\|\tilde{g}_\text{new} - g_{\text{new}}\|_2 \leq \tau_g\|g_{\text{new}}\|_2/\kappa(H).
\]
for some \(\tau_g \in (0, 10^{-4})\), then Cond. 3. will be satisfied, i.e.,
\[
\|\tilde{g}_\text{new} - g_{\text{new}}\|_{H^{-1}} \leq \tau_g\|g_{\text{new}}\|_{H^{-1}}.
\]
Hence, we can take
\[
\epsilon_g = \epsilon_g' = O(\kappa(H)^{-1}) \quad \text{and} \quad \epsilon_S = O(\kappa(A)^{-1}\kappa(H)^{-1}).
\]
(9)

For Cond. 4., let \(\tilde{\delta}_g\) be the vector computed by APPROXDELTA. By Lemma 8.3, it takes
\[
T_\delta = \tilde{O}\left(\left(m\epsilon_n + \epsilon'_\delta\|\tilde{H}\| + \epsilon'_g\|\tilde{H}\|\right)\mu(A)\kappa(A)\kappa(\tilde{H}) + \left(m\epsilon_n + \epsilon'_\delta\|\tilde{H}\|\right)\mu(\tilde{S}^{-1})\kappa(\tilde{S})\kappa(\tilde{H})\right)
\]
time such that
\[
\|\tilde{\delta}_g - (-\tilde{H}^{-1}\tilde{g}_\text{new})\|_2 \leq O(\epsilon_g + \epsilon_n + \epsilon'_\delta) \cdot \|\tilde{H}^{-1}\tilde{g}_\text{new}\|_2.
\]
By the second part of Remark 6.2, if we have
\[
\|\tilde{\delta}_g - (-\tilde{H}^{-1}\tilde{g}_\text{new})\|_2 \leq \tau_\delta\|\tilde{H}^{-1}\tilde{g}_\text{new}\|_2/\kappa(H)
\]
for some \(\tau_\delta \in (0, 10^{-4})\), then Cond. 4. will be satisfied, i.e.,
\[
\|\tilde{\delta}_g - (-\tilde{H}^{-1}\tilde{g}_\text{new})\|_H \leq \tau_\delta \cdot \|\tilde{H}^{-1}\tilde{g}_\text{new}\|_H.
\]
Hence, we can take
\[
\epsilon_\delta = \epsilon_n = \epsilon'_\delta = O(\kappa(H)^{-1}).
\]
(11)

Then, Eq. (10) can be simplified as follows:
\[
T_\delta = \tilde{O}(m\mu(A)\kappa(\tilde{S})\kappa(\tilde{H})) \cdot |H|\kappa(H)^2
\]
\[
= \tilde{O}(m\mu(A)\kappa(A) + \mu(S)\kappa(S)) \cdot |H|\kappa(H)^2).
\]
(12)

Then, by Lemma 6.1, for \(y_{\text{new}}\) computed in Line 33, we have
\[
\|g(y_{\text{new}}, \eta_{\text{new}})\|_{H(y_{\text{new}})^{-1}} \leq \epsilon_N,
\]
which means \(y_{\text{new}}\) satisfies the Cond. 0. in the \((t + 1)\)-th iteration.

Therefore, for all \(t \in [T]\), Cond. 0. to Cond. 4. in Lemma 6.1 are satisfied.

For the running time per iteration, by Eqs. (8) and (12):
\[
T_{\text{iter}} := T_S + T_\delta
\]
\[
= \tilde{O}(n^2\mu(S)\kappa(S)\kappa(A)\kappa(H)) + \tilde{O}(m\mu(A)\kappa(A) + \mu(S^{-1})\kappa(S)) \cdot |H|\kappa(H)^2)
\]
\[
\leq \tilde{O}(m\mu(A) + n^2\mu(S)) \cdot \kappa(A)\kappa(S)\kappa(H)^3).
\]
**Theorem 8.5** (Quantum second-order SDP solver). Suppose the input matrices \( \{A_i\}_{i=1}^m \), \( C \) and vector \( b \) are stored in QRAM. Let \( T := O(\sqrt{n} \log(1/\epsilon)) \). Then, the quantum second-order SDP solver (Algorithm 3) runs \( T \) iterations with

\[
\tilde{O}((m\mu(A) + n^2\mu(S)) \cdot \kappa(A)\kappa(S)\kappa(H)^3)
\]

time per iteration and outputs a classical vector \( y \in \mathbb{R}^m \) such that with probability at least \( 1 - 1/poly(n) \),

\[
\langle b, y \rangle \leq \langle b, y^\star \rangle + \epsilon, \quad \text{and} \quad \sum_{i=1}^n y_i A_i - C \succeq -\epsilon I,
\]

In the above formula, we use \( y^\star \) to represent an optimal dual solution.

Furthermore, the algorithm can also output a PSD matrix \( X \in \mathbb{R}^{n \times n} \geq 0 \) in the same running time that satisfies

\[
\langle C, X \rangle \geq \langle C, X^\star \rangle - \epsilon \cdot \|C\|_2 \cdot R \quad \text{and} \quad \sum_{i=1}^m \left| \langle A_i, \hat{X} \rangle - b_i \right| \leq 4n\epsilon \cdot \left( R \sum_{i=1}^m \|A_i\|_1 + \|b\|_1 \right).
\] (13)

In the above formula, we use \( X^\star \) to represent an optimal solution to the semi-definite program in Definition 1.1.

**Proof.** Note that the running time per iteration follows from Lemma 8.4. And the number of iterations to achieve the stated error guarantee is by Theorem 6.3.

For the primal solution, by Lemma B.1 in [HJS+22], we can find \( X \) using \( y \) classically in time \( O(n^\omega) \), which is less than the SDP solver’s running time.

**Remark 8.6.** Plugging-in the general upper bounds for \( \mu(A) \leq n \) and \( \mu(S) \leq \sqrt{n} \), we get that the total time complexity of Algorithm 3 is

\[
\tilde{O} \left( \sqrt{n}(mn + n^{2.5})poly(\kappa, \log(1/\epsilon)) \right).
\]
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A Well-conditioned SDP Instances

Here we list some SDP cases in high dimensions where the condition number of Hessian does not depend on $1/\epsilon$.

**Case 1:** A simple case is where the central path is *nearly isotropic* and thus the condition number of Hessian is close to 1, e.g.

$$\max_{y \in \mathbb{R}^m} y_1 + \cdots + y_m \text{ subject to } y_i \leq 0 \ \forall i \in [m].$$

**Case 2:** Another SDP example is as follows:

$$\max_{X \in \mathbb{R}^{n \times n}} \langle C, X \rangle \text{ subject to } \langle A_i, X \rangle = b_i, \ \forall i \in [m], \ X \succeq 0,$$

where $n = m = 3$ and

$$C = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \ A_1 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \ A_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \ A_3 = \begin{bmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \ b = \begin{bmatrix} -1 \\ -1 \\ 0 \end{bmatrix}. $$

The dual problem is given by

$$\min_{y \in \mathbb{R}^m} b^\top y \text{ subject to } S = \sum_{i=1}^m y_i A_i - C, \ S \succeq 0.$$ 

The central path can be found by solving the following penalized objective function

$$\min_{y \in \mathbb{R}^m} \eta \cdot b^\top y - \log \det(S)$$

which yields

$$y = \begin{bmatrix} -\eta^{-1} \\ -\eta^{-1} \\ -\eta^{-1} \end{bmatrix}, \ S = \begin{bmatrix} \eta^{-1} & 0 & 0 \\ 0 & \eta^{-1} & 0 \\ 0 & 0 & 1 \end{bmatrix}. $$
Therefore the Hessian is given by

\[ H = \begin{bmatrix}
\eta^2 & 0 & 0 \\
0 & \eta^2 & 0 \\
0 & 0 & 2\eta^2
\end{bmatrix} \]

and the condition number is \( \kappa(H) = 2 \). Notice that the primal and dual solutions are

\[ X = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad y = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}, \quad S = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}, \]

thus the strict complementary holds. In addition, another intermediate-matrix related term in the running time \( \|A^Ty\|_2^2\|S^{-1}\|_2^2 = 2 \) in this example. Notice also the strict complementarity holds. Therefore, our algorithm will have \( \log(1/\epsilon) \) dependence in the total running time in this example. In brief, the “good cases” (where our quantum algorithm’s running time depends on \( \log(1/\epsilon) \)) for SDP are much more non-trivial than those for LP.

We also note that in all previous quantum interior-point method papers ([KP20, CMD20, KPS21, ANTZ21]), their running times also depend on the condition number of the linear system that appears in each iteration. In addition, their running times explicitly depend on \( \text{poly}(1/\epsilon) \) as well. Thus, even in the well-conditioned cases, their running times still depend on \( \text{poly}(1/\epsilon) \). And within the quantum linear algebra framework, almost all matrix-related algorithms depend on the condition number of the matrix. Hence, it seems that the dependence on the condition number is unavoidable for the current techniques in quantum computing.