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Abstract. The characteristics of wireless sensor networks can solve many problems in smart grid construction. The power allocation strategy can effectively improve the energy efficiency of wireless sensor networks, but the static strategy will lead to unbalanced network energy consumption. So we construct a function of the energy condition of the reaction node. The transmission power of nodes is changed dynamically through the exchanging of information between neighbor nodes. And a distributed dynamic power allocation strategy based on energy balance is proposed. Simulation results show that it can effectively prolong the overall survival time of the network. This method can be used in a power system private network.

Introduction

Wireless sensor networks (WSN) has the characteristics of low cost, self-organization and strong scalability. It has been widely used in power system, environmental monitoring, military and industrial fields \cite{1}. The problem of power control in wireless sensor networks is that the sensor nodes in the network choose the most appropriate power to send data in order to optimize the performance of the network. Since most energy of the nodes in the sensor network is consumed in communication \cite{2}, the application of power control technology can reduce the energy consumption in the node communication, and effectively extend the life cycle of the sensor network.

In \cite{3}, each node in the protocol probes the network with multiple routing agents by different transmit power levels. When the lowest transmit power that ensures the effective connectivity of the entire network is obtained, it will be used as the unified transmit power of the entire network. In \cite{4}, the minimum transmit power value, which ensures network connectivity, is selected as the transmit power of the entire network. Although the above two power allocation strategies are simple, plenty of node energy will be wasted. In \cite{5}, BASIC, an independent node level power control protocol, is proposed to reduce the energy consumption of node communication. However, other properties of the network have no improvement. In \cite{6}, the node transmit power setting problem is considered as a game problem in the network, and the node transmit power is determined by the game solving process. But this kind of game model does not consider the multi-hop routing process of nodes. In \cite{7}, a distributed algorithm for iterative price and joint node power control and rate adjustment is proposed through abstracting the data collection and transmission in the wireless sensor network as a network utility maximization problem. In \cite{8}, a cross-layer optimization algorithm for joint power allocation and rate control is proposed for multi-channel wireless networks. In \cite{9}, a distributed power control mechanism based on utility model is proposed, which collects and transmits data in wireless sensor networks, and obtains the optimal transmission power of each node under the condition of maximizing network utility through distributed optimization algorithm. In \cite{10}, combining with routing, two distributed cooperative routing and power allocation algorithms are
proposed for the case that only one source node and one destination node transmit information in the network. A link can be found to minimize the sum of each node’s power. In [11], a joint optimization game algorithm is designed, which supports parallel transmission and power control. The network capacity is improved by considering the independent and interactive relationship between channel allocation and power control. However, the above-mentioned algorithms do not take into account the balance of energy consumption in the network. The node transmission power will not change any more after it has been determined. In this case, it is easy to lead to premature energy exhaustion of some nodes in the sensor network, resulting in network coverage holes and the reduction of network connectivity.

In this paper, we propose a distributed dynamic power allocation strategy based on energy balance. Through local information exchange, the transmission power of nodes and the energy of the next hop node are considered comprehensively. A better node is selected to forward data. The next hop node and the corresponding power are dynamically adjusted according to the situation that the energy of nodes decreases gradually. It makes the overall energy consumption of the network more balanced, avoids premature energy exhaustion of local nodes, and prolongs the survival time of the network.

**Network Model**

For periodically reported sensor networks, it is assumed that each node sends the collected data to the SINK node at regular intervals and participates in the forwarding of data from other nodes.

Assume that the network has the following properties:

1. All nodes are randomly and evenly distributed in the monitoring area, and the nodes are stationary.
2. All nodes are isomorphic and the initial carrying energy is the same.
3. It is assumed that the routing of the data sent by the node is determined in advance by the relevant routing algorithm, and the relay node will not aggregate the data but send it directly to the next hop node.
4. The wireless transmitting power of sensor nodes can be controlled, and the transmitting power can be adjusted according to the need.
5. The period of data generation is long enough for each node that the interference between nodes has been solved by FDMA or TDMA. We only consider background noise between nodes.

**Problem Description**

According to the propagation loss model of electromagnetic wave in free space, we can get:

\[
P_r = P_t \left( \frac{\delta}{4\pi d} \right)^\eta G_r G_t, \tag{1}
\]

where \(P_r\) is the node receive power, \(P_t\) is the node transmit power, \(\delta\) is wavelength of electromagnetic wave, \(d\) is the distance of propagation and \(\eta\) is the propagation loss coefficient. \(G_r\) and \(G_t\) are the antenna gain of transmitter and receiver respectively.

In order for the transmitted data to be received successfully by the forwarding node, the signal received by each node must satisfy a certain power threshold \(P_{th}\) and signal-to-noise ratio threshold \(SNR_{th}\). \(\sigma^2\) is the noise power, and the power of received signal has to meet the following requirements

\[
\begin{cases}
P_r > P_{th} \\
10\log \left( \frac{P_r}{\sigma^2} \right) > SNR_{th}
\end{cases}
\tag{2}
\]
Combining with (1), the transmission power from node $i$ to node $j$ needs to satisfy:

$$
\begin{align*}
P_{i,j} &> \frac{P_{m}}{GG_{r}} \left(\frac{4\pi d(i,j)}{\delta}\right)^{\eta} \\
\text{or} \quad P_{i,j} &> \frac{\sigma^{2}}{GG_{r}} \left(\frac{4\pi d(i,j)}{\delta}\right)^{\eta} \cdot 10^{\text{SNR}_{i,j}/10},
\end{align*}
$$

where $d(i,j)$ is the distance between node $i$ and node $j$.

For the equilibrium of node energy consumption, we construct a function that reflects the energy situation of node $i$:

$$
V_i = \begin{cases} 
E_i - \sum_{k \in c_i} E_k, & E_i - \sum_{k \in c_i} E_k \geq \frac{1}{\alpha} E_0 \\
0, & E_i - \sum_{k \in c_i} E_k < \frac{1}{\alpha} E_0
\end{cases},
$$

where $E_i$ is the current remaining energy of node $i$, $c_i$ is the set of neighbor nodes of node $i$, $E_0$ is the node initial energy, $\alpha$ is an adjustable parameter and $\alpha \geq 1$. This function actually reflects the equilibrium of node energy in a local range. The larger the function value, the richer the node energy is. The smaller the function value, the shorter the node energy is.

Now we construct a revenue function based on the transmission power and energy selected by the nodes:

$$
U_{i,j} = C_i \cdot (\beta_i + \beta_j) \cdot P_{i,j} + V_i,
$$

where $C_i$ is the weight parameter, $\beta_i$ is the number of nodes $i$ currently needs to help forward and its constraint condition is (3).

According to this function, the node chooses the most profitable strategy among the nodes with different transmitting power and different energy for the next hop. It considers not only the transmission power of the node, but also the energy situation of the node.

**Distributed Dynamic Power Allocation Strategy Based on Energy Balance**

In most of the current power control mechanisms of sensor networks, the nodes will not change after finding the appropriate transmission power, which will lead to the energy exhaustion of the nodes with larger transmission power, resulting in network connectivity reduction, coverage holes and other issues. The performance of the network will decline. To avoid premature death of some nodes, we propose a distributed dynamic power allocation strategy based on energy balance (EBDPA), which can improve the overall lifetime of the network by dynamically adjusting the transmission power of nodes. The detailed steps are summarized as follows:

**Step 1:** Initialize all nodes

**Step 2:** Each node broadcasts its current energy information $E_i$ to a node within a hop range (neighbor node), and record the received neighbor node’s energy information $E_k, k \in c_i$;

**Step 3:** According to (4), node $i$ get $V_i$ of its own.

**Step 4:** If $V_i = 0$, jump to step 8, otherwise move on to next step;

**Step 5:** Node $i$ broadcasts the amount of data $\beta_i$ it needs to forward to its neighbor nodes and records the amount of data $\beta_k$ it receives from neighbor nodes, $k \in c_i$;
Step 6: Calculate the amount of forwarded data $\beta_{i,k} = \beta_i + \beta_k$ and transmitting power $P_{i,j}$ when selecting each neighbor node, and compute the revenue $U_{i,j}$.

Step 7: Node $i$ chooses the neighbor node $k$ with the largest revenue value as its next hop node. Update node $i$: $P_i = P_{i,k}$. Update node $k$: $\beta_k = \beta_{i,k}$.

Step 8: Node $i$ take the selected node as the next hop node. Set transmitting power as $P_i$ and run for a cycle.

Step 9: Jump to step 2.

Simulation Results

We use MATLAB as the simulation software. In the following simulation, all nodes are evenly distributed in the area of 100m×100m. Sink node is located at the center of the area. All nodes need to send data periodically to the Sink node in one or more hops. If not specified, the parameters in the experiment are set as follows: the range of node power is $[-60dbm, 0dbm]$, the noise power of each node is equal $\sigma^2 = 10^{-10}$ mW, the path loss exponent $\eta = 2$, the wavelength of the electromagnetic wave $\lambda = 0.3$m, the antenna gain $G_t = 1$, the parameter $\alpha = 5$, received noise ratio threshold $SNR_{th} = 5dB$, the node initial energy $E_0 = 50J$, the energy consumption of each data generation cycle of a node is 0.1J and one cycle of nodes is one round.

Power Savings in Network Nodes

We first compare the proposed EBDPA mechanism with CPC protocol [4] and D-SRPA algorithm [10] which looks for the nearest node as the next hop node. Define the power saving rate of the network as:

$$\gamma = 1 - \frac{\sum_{i=1}^{n} P_{i}^{ave}}{nP_{i}^{max}},$$

(6)

where $n$ is total number of network nodes and $P_{i}^{ave}$ is the average power of node $i$ at different times.

The simulation results of power saving in network nodes are shown in Figure 1.

![Figure 1. Comparison of power savings in network nodes.](image)

As can be seen from Figure 1, the proposed EBDPA mechanism can significantly improve the power savings of nodes compared with the CPC protocol with uniform transmit power. However, compared with the D-SRPA algorithm for finding the nearest next hop node, the power savings still far behind. That is because the power allocation mechanism proposed by us needs to improve the transmission power of some nodes in the later stage to reduce the burden of nodes with less residual energy.
Survival Time of Network

The survival time of network refers to the survival time of most nodes in the network, but not the maximum survival time of all nodes. In the later period of network operation, the death of some nodes will lead to a sharp decline in network performance. Therefore, it is necessary to consider the balance of network energy consumption in order to prevent some nodes from exhausting energy too early due to high load. The simulation results of the network lifetime of 50 nodes are compared as shown in Figure 2 and Figure 3.

![Figure 2. Time-dependent changes in the number of surviving nodes.](image1)

![Figure 3. Running time to different proportion of surviving nodes.](image2)

As can be seen from Figure 2, node death in D-SRPA algorithm is gradually occurring. While the node death of EBDPA mechanism occurs sharply, but it occurs later than the former. The advantage of this phenomenon is that it prolongs the survival time of most nodes in the network at the same time, as shown in Figure 3. In the current scenario, all nodes of EBDPA mechanism survive at the same time about 16% longer than D-SRPA algorithm, and 80% nodes survive at the same time about 5% longer. It shows that EBDPA mechanism can effectively prolong the survival time of most nodes at the same time, and improve the network lifetime.

Conclusion

In view of the unbalanced energy consumption of nodes in wireless sensor networks, this paper proposes a distributed power allocation strategy based on energy balance. Considering the transmission power of nodes and the energy of the next hop node, the transmitting power and forwarding nodes are dynamically selected to make the overall energy consumption of the network more balanced and prolong the survival time of the network. In the function that reflects the energy situation of nodes, set the parameter $\alpha = 5$. The larger the value of $\alpha$ is, the more times the node power can be adjusted, and the more energy consumption of the network can be balanced. But more power adjustment requires more information exchange and more energy consumption. At the same
time, frequent power adjustment will also affect other performance of the network. The next step is still to study the comprehensive impact of the value of $\alpha$ on the network. This method can be used in power private network.
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