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Abstract
As a fundamentally resource-intensive endeavour, healthcare innovation can benefit from a problem-based approach. This kind of methodology needs to define the problem by applying a range of well-established techniques, such as ethnographic research, market analysis, and stakeholder exploration. However, no in-depth investigation has taken place on how these techniques interact and relate to one another. As such, an overarching methodology is needed in order to represent, critically assess, and evolve problem-driven, or need-led, innovation approaches. Graph theory provides a useful way by which this can be done. This paper exemplifies how different elements of a problem-first approach to innovation can be graphically represented within a system, in order to provide insights into the processes that support real-world impact for new technologies. By providing a more refined description of the need-led innovation methodology, it is hoped that these models can drive a more evidence-based and empirical mindset within the field to ultimately drive valuable innovations with increased efficiency.
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1 Introduction
Bringing technological innovations into the market within healthcare can be resource-intensive, due to regulatory requirements and the relatively high upfront costs of research and development [1, 2]. This is further complicated by the complexity of rule interpretation that emerges during the regulatory process [3]. Nonetheless, there is high demand for continued innovation, and the spread of new technologies remains relatively unrestrained in many countries [4]. Advanced emerging technologies, such as three-dimensional bioprinting, which can be used to print large tissue structures, auto-injection devices, which can eliminate the use of needles, or new kind of prosthetics are already reaching a stage of preclinical and clinical research [5,6,19]. These new technologies can impact a range of healthcare problems, and it will be their ‘market pull’, as well as the regulations around them, that are likely to be the key factors defining their potential success going forward [7, 8]. Understanding which problems or needs these technologies address is therefore important for the research community, especially from a perspective of resource efficiency.

Methodologies that can reduce the risk connected to healthcare innovation provide value for those interested in creating impact that is economically sustainable. In its simplest form, the progression of innovation can be regarded as a linear process [9]. Even nuanced approaches that compare and propose an integration of the induced, path-dependent, and evolutionary models for innovation suggest that one can define ‘sources’, or simply starting points, for an innovation cycle [10–12]. We propose that one such point can logically be set to originate at the level of the need, problem, or even question that must be solved or answered. With this logic, defining the need before any solution is introduced would be an appropriate approach to innovation. However, the interest in solutions often outruns the appeal of critically assessing the problem. This mismatch is often clear in terms of the selection procedures available for each, as it is common practice to
compare technical solutions, but a critical comparison of any needs is less frequently applied [10, 13].

Many examples exist that describe a lack of need assessment, particularly in healthcare, outlining the fact that misinterpreting the problem can have major consequences [1, 14, 15]. One such example was described by Brown when he highlighted how high income countries tended to promote the building of large hospitals in low income countries without addressing the issue of staffing, maintenance, and funding [16]. Brown stated the need to ‘particularise the problems and approach the specific manifestations of disease with knowledge of local conditions and resources’, which indicates that the system itself can consist of several crucial system elements. This work, which was published in 1966, already showed the importance of understanding the problems that need to be addressed before any solutions are implemented. On the other end of the scale, a problem-based focus has also been shown to create innovative solutions in drug discovery [17, 18]. These examples highlight the importance of including the problem as a key part of the innovation process. The need-led methodology described herein consists of a systematic method for identifying and describing specific areas of need in a specific population, discovering factors contributing to the perpetuation of problems, and determining criteria to successfully assess potential solutions in an outcome-orientated manner [20]. The methodology aims to provide a clear problem description, or need statement, through critical assessment of all available data, upon which the subsequent solution can be mapped.

The overall activity of applying a need-initiated innovation process in healthcare could be modelled as a system, in order to objectively define the constituent elements of the method. Systems are seen as man-made, created and utilised to provide products or services in defined environments for the benefit of users and other stakeholders [21]. In this case, the system represents the ‘service’ of building appropriate solutions based on relevant needs. The system itself can consist of several system elements (or attributes) that can be observed and characterised. To formalise this more, we can apply ideas from graph theory, which studies the interacting elements of a system [22].

Thus, the aim of this paper is to propose a graph theory approach for mapping the interactions between established research and innovation domains with regards to need-led innovation. The model is adaptable, and it can be used to study the process and critically assess the proposed interactions. This concept implies that the value of need-led methodologies could lie within the interaction of different domains, providing a modular view that can be assessed more readily. The model can offer insights into how well innovative technologies fit a certain problem.

2 Theoretical framework

A potential drawback of approaches to innovation that follow a solution-centric or technology-push path is that they may not capture all of the contextual dependencies and/or subtleties in relationships between various stakeholders, end-users, payers, and beneficiaries of the innovation, particularly when they are affected by factors that may be continually changing [7, 8]. For example, a 2011 paper by Atuahene-Gima and Wei found that the speed and creativity of problem-solving within new product innovations mediated the relationship between market knowledge and competitive advantage [23]. Further, they found that problem-solving speed had a different impact depending on the perceived environment, e.g. if turbulence was perceived as being high, the positive relationship between problem-solving speed and new product performance was stronger. It is difficult for traditional innovation models to objectively capture and support analysis of such dynamic relationships, as it is impacted by factors not represented within the considered system.

Looking back to the work of Usher, which drew insights from Gestalt psychology to frame the cumulative synthesis approach to innovation, wherein radical advancements are seen as coming forth from the aggregation of relatively incremental advancements, the following four steps can be outlined for an individual invention [24]:

1. Perception of the problem: an incomplete or unsatisfactory pattern or method of satisfying a want is perceived;
2. Setting the stage: the elements or data necessary for a solution are brought together through some particular configuration of events or thoughts;
3. Act of insight: the essential solution of the problem is found; and
4. Critical revision: the newly perceived relations become fully understood and effectively worked into the entire context to which they belong, potentially calling for new acts of insight as revisions and improvements are made.

This construction focusses on solutions (‘acts of insight’) that result from the direct explorations taking place due to problems being initially perceived. While this framework is extended as a general theory to discuss cumulative technological evolution, the model is informative in that it frames the creation of a specific solution to a specific problem domain [18, 24, 25]. This mapping of a unique solution space to a uniquely defined need space, which is a cornerstone of need-led innovation theory, highlights not only the attention that is due to the initial problem at hand, but also the basis that it provides for future explorations.
and improvements to be made. This supports the idea that the evolution of radical innovations is driven by recognising problems [26].

The push towards the establishment of an integrative approach to innovation, inclusive of need-led ‘induced’ innovation, is not new. In fact, in 1997, Ruttan proposed that each of the three innovation models (induced, evolutionary, and path-dependent) were approaching a dead end, and that a more general theory capable of integrating the three was needed to appropriately model the sources of technical change [10]. While there is of course a lot of discussion, discord, and research about which form of innovation might be best [10–12, 27–29], along with some evidence that the best approach might depend on the specific innovation lifecycle [13], medical innovation, in particular, has been described as benefiting significantly from a ‘demand-pull’ approach as compared to a ‘technology-push’ one [30, 31]. This can be attributed to the fact that innovation within healthcare is highly constrained by the trade-off between impact and the resource cost of technological implementation [17]. As such, it is critical that the most impactful technologies are prioritised, for which a deep understanding of the need being targeted is essential. Indeed, Gelijns and Rosenberg describe innovation as fluid, influenced by (1) close interactions between developers and users, (2) changes in financing and delivery modes, and (3) shifting patterns of medical specialisation, which they argue impact the effect of innovation on costs. Further, as stated by Ruiz et al, given that consumers are more often than not faced with problems while using any product or service, a good approach to innovation, whether incremental or otherwise, should involve an identification of strategies to gain as many unique insights as possible from end-users about their needs, behaviours, and responses to stimuli [32]. This should be done long before any innovation path is embarked upon.

As shown, the need-led method can be considered to be multifactorial in nature, and it is therefore important to develop an understanding of the interactions and relationships between different elements. The aim of this paper is to introduce graph-based approaches to explore these nuanced interactions.

3 Graphical representation of need finding

3.1 Methodology

The interacting elements of a system can be represented graphically, and such a visual representation can support our understanding of a given system. Applying this to the need-led innovation process means that system elements can reflect the aspects of the methodology that are important to achieve desired outcomes. For example, one element can represent the ethnographic research component, or ‘immersion’, that occurs at the start of the need finding process. Ethnographic research consists of detailed observations in real-world environments. This stage of the process is essential for finding a set of different needs that can be compared. Ethnographic research aims to study social interactions, behaviours, and perceptions that occur within groups, teams, organisations, and communities [33]. Ethnographic research also allows the need-led innovator to remain open-minded about the ideas and problems that they are exploring. This element of the system provides a well-researched method for obtaining observations that can inform needs.

The granularity of each element itself can differ depending on the data available or questions posed. For example, the ethnographic research element can be further split into e.g. informal interviews, images (such as photographs), or field notes. Essentially, the need-led methodology can be described as a system of systems (SoS), and the researcher or innovator can decide at which level the interpretation should take place [22].

From an abstract point of view, the elements can be considered to be nodes or vertices that interact with one another, visually represented by connecting lines or edges. Although this kind of graph is not the only way to represent the system, it can be a very useful approach, especially if we consider the connectivity of the components when describing the SoS [34]. The graph can subsequently provide information about specific aspects of the overall system and, for example, provide insights into the existence of any risks embedded therein. Further analysis of the graph might also offer indications of how to mitigate such risks.

A graph is defined as being formed by vertices and the edges that connect these vertices. At the need finding stage, the methodology can consist of formal interviews, surveys, literature reviews, and ethnographic research (as already discussed). As well as these common forms of research, nodes may also be used to represent some less well-developed methods such as subproblem decomposition [32]. Rather than using traditional questioning to understand a user’s problem, subproblem decomposition asks users to think out loud while performing tasks using a given product or service, which generates alternative insights into problems. The number of different elements that are captured in a specific stage is flexible and can be determined by the researchers. It is assumed that there are only finite sets of vertices and edges, a reasonable assumption as there are theoretical limits in terms of the number of elements that can connect to the overall methodology. In addition, we will rely on basic graph descriptors by saying that a graph
is trivial if there is only one vertex and simple if there are no loops, with each pair of connected vertices only linked by one edge [35].

3.2 Results and discussion based on simulated data

An example of a graph that captures the first part of the need-led innovation process is given in Fig. 1. In this graph, the vertices show the original observation (v1), a survey (v2), an interview (v3), a literature review (v4), and a basic need description (v5). This provides a simple representation of the ‘need finding’ stage of the need-led innovation methodology. Vertices v2 to v4 are part of the information gathering stage that are used to define the need, based on the original observation.

The representation can be further described by stating that the graph can exist as a pair of sets (V, E), where V is the set of vertices and E is the set of edges. The vertices in this case represent the aforementioned elements relevant for constructing a suitable need.

The scenario shown in Fig. 1 consists of sets, where vertices are denoted as v and edges as e. The graph can be described with the following equation for V, and subsequently for E:

\[
V = v_1, v_2, \ldots, v_5
\]

\[
E = \{(v_1, v_3), (v_1, v_2), (v_1, v_4), (v_2, v_3), \ldots (v_4, v_5)\} = \{e_1, \ldots, e_9\}
\]

Two vertices are adjacent if they are connected by the same edge, e.g. v1 and v2 (Fig. 1). Working from the edge it can be stated that e2 is incident to v1 and v2. We can extend this to an incidence function ψ, which associates each edge with an unordered pair of vertices [35]. The degree of a vertex is given by the number of edges incident to the vertex.

For example, the degree of v2 in Fig. 1 is 4, which can be written as \(deg(v_2) = 4\). An incidence matrix can now be obtained for the graph in Fig. 1. This incidence matrix is a representation of the graph—it becomes very useful when there is directionality in the graph (Table 1).

The graph shown in Fig. 1 is an undirected graph, meaning that all the edges are bidirectional. Arrows will be used in the case of a directed graph, or digraph, to show that the edges point in a certain direction [36]. In our case, part of the graph could also be considered as a digraph, because the observation could be fixed and therefore v1 will influence v2, v3, or v4, but not the other way around. However, if the observation itself is seen as an iterative process that is influenced by the other vertices, then it can become an undirected graph again. This iterative process might also introduce subsequent loops into the graph.

Thus, a multigraph, rather than the simple graph used so far, will be useful in representing the need-led innovation process. These are graphs that contain loops and/or multiple edges. Loops are edges that are incident only to a single vertex, i.e. connecting a vertex to itself [36]. As an example, building back on the simple graph in Fig. 1, it is conceivable that a survey (v2) would undergo an iterative process of development, as it is used in research.

### Table 1  Incidence matrix of the graph in Fig. 1. Columns are edges (e) and rows are vertices (v)

|      | e_1 | e_2 | e_3 | e_4 | e_5 | e_6 | e_7 | e_8 | e_9 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| v_1  | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   |
| v_2  | 0   | 1   | 0   | 1   | 0   | 0   | 0   | 0   | 0   |
| v_3  | 1   | 0   | 0   | 1   | 0   | 1   | 1   | 0   | 0   |
| v_4  | 0   | 0   | 1   | 0   | 1   | 0   | 0   | 0   | 1   |
| v_5  | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 1   | 1   |

A value of 1 shows that a vertex and edge are incident, whilst a value of 0 indicates that this is not the case.
and changes are elicited based on the responses gathered in comparison to the data required.

Multiple, or parallel, edges occur when two vertices are connected via more than one edge. Again, this is helpful in representing the process at hand—a literature review (v4) may prompt a given approach to an interview (v3), the data from which may further go on to prompt additional literature reviews to explore certain areas of interest more deeply (here directionality of the edges would be necessary as well).

Thus, in practice, the process of need finding is likely to be more realistically represented by a multigraph that contains ‘clusters’ of interlinked interviews, surveys, and literature reviews, all of which include iterative loops. For simplicity, at this stage, we can represent an interview, survey, or literature review cluster as a single node, allowing us to maintain the easy-to-visualise representation in Fig. 1.

4 System-level analysis for need-led innovation graphs

4.1 Methodology

Within graphs, there are often certain subgraphs that are of relevance, such as paths and cycles (it should be noted that these are types of graphs in their own right, and do not necessarily only present as subgraphs) [36]. This notion fits well with the idea of SoS, as graphs can provide inherent extensibility and can model relationships [22], thereby capturing the need-led methodology more accurately than just a simple linear process.

A path is a series of consecutive vertices with a start and end vertex. Each vertex in between connects only with two other vertices, one preceding and one following it. This can most plainly be visualised as a row of vertices connected by single edges. Cycles, put simply, are paths without a start and end vertex—this means that every vertex in a cycle has exactly two neighbours and a degree of 2 (except in the case of a loop, which can be conceived as a cycle containing only a single vertex).

In this paper, we will focus largely on connected graphs, those containing a path via which every vertex in the graph is connected. Within this context, the closeness centrality, or closeness, of a vertex gives information about how connected it is in reference to all other vertices in the graph. This will provide one way by which to identify significant aspects (vertices) of the process that we are modelling.

If the concept of distance between two vertices is defined as the length of the shortest path connecting them, then the farness of a vertex, as defined by the centrality index of a graph [37, 38], is represented by the sum of the distances between the vertex and all others in the graph. Thus, the closeness of a vertex can be calculated as the reciprocal of its farness, such that:

\[ C(v_i) = \frac{N - 1}{\sum_{k=1}^{N} d(v_i, v_k)} \]  

Here \( N \) is the total vertex count (minus one in the numerator for the vertex itself) and \( d \) is the distance between two vertices \( v_i \) and \( v_k \), with \( i \neq k \). If there is a need to make comparisons between vertices belonging to graphs of different sizes, then a normalisation step is required.

Normalisation is done by taking the average length of the shortest paths represented, multiplied by the total number of vertices in the graph.

Whether a graph is directed or undirected may affect the measure of distance and therefore also the closeness centrality of a vertex, which might have low closeness from incoming connections but high closeness to outgoing ones.

A weighted graph [39] is one in which there is a number (weight) associated with each edge of the graph [40]. Edge-weighted graphs can be helpful for modelling systems whose vertices interact with each other in variable ways, for example when costs, lengths, or capacities are taken into consideration. These graphs can be observed in many contexts, such as in shortest path analyses like the travelling salesman problem [41].

The weight of an edge is factored into measurements of path length and closeness centrality, due to the fact that weights themselves can represent measures of distance, resistance, or efficiency, all of which would have a direct effect on the capacity to traverse a path.

4.2 Results and discussion based on simulated data

In Fig. 1, there might be a path \( P_3 \) which has the vertex set \( \{v_1, v_2, v_5\} \) and edge set \( \{(v_1,v_2), (v_2,v_5)\} \). Highlighting such paths could enable a consideration of the unique influences, relationships, and directionalities that may exist between the constituent vertices, in this case how the original observation impacts the survey and in turn how the survey impacts the basic need description [36].

Continuing in the context of our example, \( v_2 \), \( v_3 \), and \( v_4 \) could be explored as a potential cycle, given that the key interactions that occur between them make up the research phase to identify a basic need. Expanding this to include our previous definition of node clusters, we can begin to obtain the necessary fidelity required for accurately representing the rich and iterative process of need analysis and ‘need description’ formation. The graph can subsequently be analysed in terms of connectivity to determine the most influential aspects of the process, as well as to potentially identify vulnerabilities within the system.
In our graph, the closeness centrality is equal to 0.8 for \( v_1 \) and \( v_5 \), whilst it is equal to 1 for all other vertices. The reduced closeness centrality for \( v_1 \) and \( v_5 \) signifies that information dissemination is somewhat more difficult for these two nodes (in this specific graph configuration). Extending the graph will change the information dissemination and subsequently also the closeness centrality values. Going further, edge weights could be used to denote either the cost associated for performing a certain type of analysis on an observation or need statement, or the time required for such an analysis to take place. Both factors of time and cost can be incorporated together to determine a measure of capacity for each edge or node, a concept that we will return to later [42].

5 Graphical representation of need filtering

5.1 Methodology

When a need has been identified and iterated through several rounds of surveys, interviews, and literature reviews, the next step of the need-led innovation methodology involves an analysis of the commercial viability of the need. This step is conducted after a large number of needs have been generated, so that there is a basis for comparison.

We introduce a ‘de-risking’ toolkit that can consist of market analysis, stakeholder analysis, and landscape analysis, respectively. We could also include additional vertices for analyses of ‘need type/scope’ (i.e. does the problem require an incremental change or a blue sky one?), ‘disease state fundamentals’ (i.e. is the biology of the problem thoroughly understood?), ‘feasibility’ (i.e. do the technologies required to address the need already exist?), and so on. This concept can be extended in various ways to help de-risk the need as a potential starting point for the building of a solution and ultimately a commercial venture. For the sake of simplicity we will only consider the first three assessment tools.

Iteration of a need through the added graph section outputs a need score, which is a metric by which needs can be ‘filtered’ down to a list of needs with relatively high commercial value/viability. Need score values might be defined on an ordinal scale of 1 to 3, indicating the strength of performance for the metric represented in that vertex for a given need.

5.2 Results and discussion based on simulated data

We can consider the representation of \( v_5 \) in Fig. 1 and Fig. 2 as a need cluster that contains several well-defined need descriptions, as we introduce a vertex set \( \{v_6, v_7, v_8\} \), representing market analysis, stakeholder analysis, and landscape analysis, respectively.

Vertex \( v_5 \) therefore not only represents our initial need cluster, but also our final output cluster, which is made up of iterated, de-risked, and commercially viable needs. By definition, the final output cluster will be significantly smaller than the initial \( v_5 \) cluster that was defined. However, at this stage, we are not concerned about modelling these as different vertices. Our expanded graph can thus be represented by Fig. 2.

Crucially, it should be noted that iteration through the need de-risking toolkit may result in paths that again revisit node clusters \( v_2, v_3, \) and \( v_4 \). The process may also include follow-up visits to the initial observation site (e.g. a hospital, in the case of a healthcare observation, or other relevant settings) for additional observations (returning to cluster \( v_1 \)). It now becomes important to discuss the directionality of our paths. By iterating through the toolkit vertex set \( \{v_6, v_7, v_8\} \), the model implies a certain bidirectionality as far as the edges between these vertices and \( v_5 \) are concerned. In fact, given the application of our current graph, all of the edges drawn thus far can be considered bidirectional. That said, in the case of paths that revisit vertices \( \{v_1, v_2, v_3, v_4\} \), this can be interpreted in two ways. In one case, these paths can be considered directional, where a follow-up observation essentially results in a new need statement that must be defined through additional interviews, research, and surveys. On the other hand, a follow-up observation can be used simply as a mechanism for fine-tuning an existing need description, thereby implying bidirectionality. For the

Fig. 2  Expanded graph taking into consideration the representation of need analysis and filtering (in red). Vertices are labelled as \( \{v_5, v_6, v_7, v_8\} \) and edges are \( \{e_{10}, e_{11}, e_{12}, e_{13}\} \). The vertices represent basic need descriptions (\( v_5 \)), market analysis (\( v_6 \)), stakeholder analyses (\( v_7 \)), and landscape analyses (\( v_8 \)).
purposes of our model, we will use this latter interpretation. However, a dashed line will be used to denote the fact that this path is only ‘active’ for bidirectional use once the initial path, e.g. \( v_1 \) to \( v_5 \), has been traversed. Using this description, the edge connecting \( v_5 \) to \( v_1 \) can be considered an ‘adjacent possible’ edge that only becomes available upon exploration of node \( v_5 \) itself [43–45]. Dashed lines have now been added to the graph for completeness (Fig. 3).

The introduced model provides a clear framework that shows how the need-led innovation methodology is structured. More importantly, it provides the opportunity to further compare, assess, and optimise the process.

In Fig. 4, we expand the graph to include edges connecting each of the need analysis nodes back to the need identification nodes defined previously. This final graph meets the definition of a strongly connected graph—any two vertices are connected by a path in both directions [22]. As an example, we can define both an incoming path to \( v_8 \) from \( v_1 \), and an outgoing path from \( v_8 \) to \( v_1 \) (Fig. 5).

5.2.1 Path length calculations

With a working model that maps the process of needs identification and filtering/selection, we can proceed to conduct a system level analysis of the relationships within the model. A simple analysis to begin with involves the measuring of path lengths within the graph, as defined by the number of edges that exist between two vertices. Given that there may be more than one way to connect two vertices, taking into account the directionality of the graph as well as adjacent possible edges, for the purposes of our analysis we will consider both average path lengths (Table 2) as well as exact path lengths (Table 3). The average path is independent of the direction of each path, while the exact path will create two possibilities depending on which of the vertices is the start of the path, e.g. \( v_1 \) to \( v_8 \) or \( v_8 \) to \( v_1 \). It should be noted that even though this yields different values for ‘distance’, it is still consistent with our definition, given that each value represents the shortest

**Fig. 3** Further expanded graph. Dashed lines are introduced to denote adjacent possible edges. The adjacent possible edge (\( e_{14} \)) connects the need description cluster \( v_5 \) with the observation cluster \( v_1 \)

**Fig. 4** Further expanded graphs. Dashed lines are introduced to denote adjacent possible edges: (a) adjacent possible edges from market analysis vertex \( v_6 \), (b) adjacent possible edges from stakeholder analysis vertex \( v_7 \), and (c) adjacent possible edges from landscape analysis vertex \( v_8 \)
possible path connecting two vertices in the direction being considered. Taking the sum of all distances for each vertex yields its ‘farness’, and dividing that from the number of vertices in the graph allows us to attain a value for the closeness centrality of each vertex, as per (3).

5.2.2 Centrality of the need

By simple inspection, we can observe that vertex \( v_5 \), which represents the need vertex, lies at the heart of this sample graph (Table 4). While this depends to some extent on the way each of the vertices are defined and how connections are made, it seems a fitting conclusion for a graph designed to allow for need identification, fine-tuning, and filtering. The importance of the need cluster can be shifted once further stages are added that deal with finding a suitable (technological) solution and (commercial) implementation. The urgency of the need can subsequently drive these next stages, but the suitability of the technology or the ease of its implementation can also influence the need cluster once more. Emerging technologies can thus open up the possibility to pursue new needs that previously were not solvable. This is an interesting interplay that can be well understood through the application of the proposed model.

Table 2 Table of average path lengths in Fig. 5

| \( v_1 \) | \( v_2 \) | \( v_3 \) | \( v_4 \) | \( v_5 \) | \( v_6 \) | \( v_7 \) | \( v_8 \) |
|-----|-----|-----|-----|-----|-----|-----|-----|
| \(-\) | 1   | 1   | 1.5 | 2   | 2   | 2   |     |
| 1   | \(-\) | 1   | 1.5 | 1.5 | 1.5 | 1.5 |     |
| 1   | 1   | \(-\) | 1   | 1.5 | 1.5 | 1.5 |     |
| 1   | 1   | 1   | \(-\) | 1.5 | 1.5 | 1.5 |     |
| 1.5 | 1   | 1   | \(-\) | 1   | 1   | 1   |     |
| 2   | 1.5 | 1.5 | 1.5 | \(-\) | 1   | 1   |     |
| 2   | 1.5 | 1.5 | 1.5 | 1   | \(-\) | 1   |     |
| 2   | 1.5 | 1.5 | 1.5 | 1   | 1   | \(-\) |     |

5.2.3 Network analysis

Given the iterative nature of the need analysis component of the graph, we can opt to visualise this through a network instead. As defined by Harrison in 2016, a network is a multigraph \( G \) with source node \( s \) and sink node \( t \), defined as two explicit vertices of the graph and a mapping \( c \) from the edge set to the natural numbers, where the particular value of \( c \) for a specific edge is termed its capacity. A network is then the tuple \( N : (G, s, t, c) \) \[22\].

In Fig. 6a, we have defined a source and sink vertex for the set of needs \( N \), representing need statements derived from the first component of our graph, which began as simple observations (not depicted here for the purposes of our network representation), ‘flowing’ through to final need statements that have been fine-tuned and validated through thorough market (\( M \)), stakeholder (\( S \)), and landscape (\( L \)) analyses. A vertex \( F \) has been added to represent the filtration that occurs when the results of all analyses are combined and processed to yield a selection of validated and potentially early commercialisable needs. Fig. 6b expands the \( M \) and \( S \) vertex clusters to depict different types of market analyses, top-down (\( M_1 \)) and bottom-up (\( M_2 \)), as well as different stakeholder analyses, in depth interviews or

Table 3 Table of exact path lengths in Fig. 5, with incoming and outgoing paths considered separately

| \( v_1 \) | \( v_2 \) | \( v_3 \) | \( v_4 \) | \( v_5 \) | \( v_6 \) | \( v_7 \) | \( v_8 \) |
|-----|-----|-----|-----|-----|-----|-----|-----|
| \(-\) | 1   | 1   | 1   | 2   | 3   | 3   | 3   |
| 1   | \(-\) | 1   | 1   | 2   | 2   | 2   | 2   |
| 1   | 1   | \(-\) | 1   | 1   | 2   | 2   | 2   |
| 1   | 1   | 1   | \(-\) | 1   | 1   | 2   | 2   |
| 1.5 | 1   | 1   | \(-\) | 1   | 1   | 1   | 1   |
| 1.5 | 1.5 | 1.5 | 1.5 | \(-\) | 1   | 1   | 1   |
| 1.5 | 1.5 | 1.5 | 1.5 | 1   | \(-\) | 1   | 1   |
| 1.5 | 1.5 | 1.5 | 1.5 | 1   | 1   | \(-\) | 1   |

\( \odot \) Springer
Fig. 6  Need analysis and filtering as a network. (a) The vertex $N$ contains a set of needs that flow through stages of market analyses $M$, stakeholder analyses $S$, and landscape analyses $L$ to reach a filtered state $F$ that yields a set of final needs. (b) The vertex for market analyses can be further separated, with $M_1$ taking a top-down approach and $M_2$ a bottom-up. Stakeholder analyses can be split into in-depth interviews or re-immersions $S_1$, shorter interviews or phone calls $S_2$, and online research $S_3$. Landscape analyses $L_1$ represents a single approach to landscape analyses to be conducted, but others could be added.

Fig. 7  Analysis and filtering of needs ($N$) as a network, with market analyses ($M_1$ for top-down and $M_2$ for bottom-up), stakeholder analyses (with in-depth interviews or re-immersions represented by $S_1$, short interviews or phone calls given by $S_2$, and online research as $S_3$), and landscape analysis ($L_1$). There is also an added filtering ($F$) step, used to determine the max flow. The edges show the current capacity and the capacity limit. A gradual build up of capacity is shown in (a) and (b) through the selected flow path coloured red. Maximum flow for the whole network is shown in (c).
face-to-face interview with a stakeholder (or a visit to a hospital setting i.e. re-immersion) may only be possible for one need on a given day, while an analysis that involves online research (S3) could allow for four needs to be processed. We assume the existence of a specific person at each node (apart from vertex N) to complete the work assigned for that day (Table 4).

In Fig. 7a, one possible flow path is coloured in red, with the max flow through the path determined by the capacity-limiting edge between M2 and S1. In Fig. 7b, a second path is added, depicting one possible configuration for the max flow of needs through M2. Fig. 7c uses all paths and redistributes numbers to allow for max flow within the whole network. Please note that in our example, it is possible to achieve max network flow through multiple different configurations, but this may not always be the case [46].

Another way to consider capacity is to look at limitations on the nodes, rather than on the edges, either upon in- or output. In our example of a system that is designed to filter needs by conducting analyses of type M, S, and L, this is a more realistic representation. This is because the per day limit is specific to the type of analysis, rather than to the channel through which the analysis is done. Said in another way, the S1 node cannot receive an input from each of the M nodes as before, but rather one input overall, since the capacity to perform a stakeholder analysis is limited by the time and resource constraints related to that specific activity. With this redefinition, our graph can be represented as in Fig. 8, where an example of max flow has been established based on the maximum capacity of each node. It has to be noted that there are more combinations available for achieving max flow. We can now clearly see that with the capacity numbers previously selected, the flow-limiting section of the graph has shifted to the L node. This shows that our limitation analysis will depend on the graphical representation chosen, and will vary on a case-by-case basis given the capacity bounds that exist.

These models can subsequently help with the planning and scheduling of the process, in addition to its optimisation.

### 6 Conclusion

Topology, graphs, and their study have received a lot of attention due to their ability to represent the real-world in a manner that can be analysed objectively [34]. In this paper, the model presented aims to promote an evidence-based approach to need-led innovation. It offers an opportunity to critically assess the connection between individual elements, as well as the number of elements that make up the methodology. As demonstrated in this paper, any over-reliance on specific vertices can be identified...
and a risk-benefit discussion regarding this reliance can be proposed. More importantly, the elements identified can be further scrutinised in terms of evidence supporting their usefulness within the innovation process. The model also provides a framework through which different networks for suggested innovation processes can be described and thus compared. This framework can be further extended using a range of suitable algorithmic techniques [47].

The introduced model can be extended to include a graphical representation of concept generation and selection. This would follow the same logic as described in this paper for the need finding and filtering stages. The suggested need-led methodology model will support the development of an evidence-based innovation framework that can clearly be described to relevant stakeholders. More importantly, it will provide a much needed tool for the critical assessment of approaches within the (need-led) innovation community. The ability to describe, compare, and unify the most suitable problem-based processes will be of great benefit for those who want to optimise the impact and sustainability of their technology [48, 49].

There are a number of limitations of this methodology. Due to its focus on the identification and analysis of needs, the obvious metric for success of the methodology would be confined to the quality and importance (in terms of potential real-world impact) of the needs. For any use case of the graphical representation, then, it may be helpful for researchers to identify longer-term relationships, e.g. to what extent does market analysis predict the market value of the solution that is developed, as a result of the upfront need analysis that is undertaken. This could allow people to develop a better understanding of the long-term value of the various elements they may represent within their system. It is to be seen whether this methodology has utility for such considerations.

Another difficulty that the methodology outlined in the paper presents is its dynamic nature. While this is also one of its benefits, its ability to continually change and be updated with additional nodes and relationships could make the overall model cumbersome and difficult to interpret. In cases of such opacity, objective values such as closeness centrality could aid interpretation and discussion of the model. Even so, the ever-changing nature of the representation could make it difficult to track the value of and interactions between nodes across time, given that chronology is not captured in the graphs. For example, an element such as ethnographic research may be particularly valuable for need identification initially. Yet, the value of ethnographic research may diminish once additional research, e.g. end-user interviews, are added to contribute to need development, with no record that it had initially contributed significantly to identifying the needs that were subsequently further fine-tuned through end-user interviews. Versioning of graphs could perhaps be a way through which to overcome this challenge.

To conclude, graph-thinking, as applied to need-led innovation, could offer a new way to study and guide discoveries. This paper suggests a comprehensive framework to develop the next generation of innovative processes informing which problems should be tackled and how new technologies, such as bioprinting [50], medical additive manufacturing [51], or cell-scaffold designs [52, 53] can be optimised to address important needs. This work aims to promote critical development of the field of need-led innovation and to create a strategy that can be applied to global challenges and emerging technologies. That said, further considerations and studies regarding the value of this framework in various contexts are needed, and they will be crucial to its development.
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