Direct route to reproducing pair distribution functions with coarse-grained models via transformed atomistic cross correlations
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Coarse-grained (CG) models are often parametrized to reproduce one-dimensional structural correlation functions of an atomically-detailed model along the degrees of freedom governing each interaction potential. While cross correlations between these degrees of freedom inform the optimal set of interaction parameters, the correlations generated from the higher-resolution simulations are often too complex to act as an accurate proxy for the CG correlations. Instead, the most popular methods determine the interaction parameters iteratively, while assuming that individual interactions are uncorrelated. While these iterative methods have been validated for a wide range of systems, they also have disadvantages when parametrizing models for multi-component systems or when refining previously established models to better reproduce particular structural features. In this work, we propose two distinct approaches for the direct (i.e., non-iterative) parametrization of a CG model by adjusting the high-resolution cross correlations of an atomistic model in order to more accurately reflect correlations that will be generated by the resulting CG model. The derived models more accurately describe the low-order structural features of the underlying AA model, while necessarily generating inherently distinct cross correlations compared with the atomically-detailed reference model. We demonstrate the proposed methods for a one-site-per-molecule representation of liquid water, where pairwise interactions are incapable of reproducing the true tetrahedral solvation structure. We then investigate the precise role that distinct cross-correlation features play in determining the correct pair correlation functions, evaluating the importance of the placement of correlation features as well as the balance between features appearing in different solvation shells.

I. INTRODUCTION

Coarse-grained (CG) simulation models, which represent multiple atoms with a single CG site, allow efficient investigations relative to their atomistic counterparts while also providing insight into the essential driving forces for molecular processes. Bottom-up CG models retain chemical specificity by reproducing target properties of a higher-resolution, e.g., all-atom (AA), reference model. Ideally, the CG model should reproduce the Boltzmann distribution generated by the reference model, when viewed at the CG level of resolution. The many-body potential of mean force (MB-PMF) is the high-dimensional free-energy function that achieves this goal when employed to model interactions between CG sites.8

In practice, the MB-PMF must be approximated, either explicitly (e.g., through a variational principle) or implicitly (e.g., by targeting lower-dimensional distribution functions). For example, given a set of basis functions (i.e., a functional representation for interactions between CG sites), the multiscale coarse-graining (MS-CG) method[9] provides a variationally-optimal approximation to the MB-PMF. This approach aims to determine the set of CG interaction parameters that will reproduce the total force on each CG site, for each configuration sampled by the reference model. However, the method can also be recast in terms of matching structural distributions, through a connection to a generalized formulation of the well-established Yvon-Born-Green integral equation framework from liquid state theory.[10]

For a basis set corresponding to pairwise interactions between nonbonded CG sites, the resulting generalized Yvon-Born-Green (g-YBG) equations provide a link between the interaction parameters and a set of two-body structural correlation functions,[9]—directly related to radial distribution functions (RDFs). The interaction parameters and resulting structural correlation functions are related through a linear operator (i.e., a matrix) which quantifies the cross correlations between pairs of interaction types.[10] In the limit of a complete basis set, e.g., when both the two-body structural correlation functions and the cross-correlation matrix are generated by the CG model, this relationship becomes exact. To determine the set of parameters that will reproduce the two-body correlations generated by the reference model, the MS-CG method employs cross correlations generated by the higher-resolution reference model as a proxy for the correlations that will be generated by the resulting CG model.[10] In the case that the CG model is able to reproduce the AA cross correlations, the MS-CG model will accurately model both the two-body correlation functions and also the cross correlations. On the other hand, when the CG model is incapable of reproducing the AA cross correlations, due to basis set limitations, the MS-CG model will likely fail to reproduce either set of correlation functions. Although alternative approaches based on the Ornstein-Zernike equation can alleviate these issues in some cases through implicit treatment of the cross correlations,[11] the associated closure relations give rise to uncontrolled approximations which can result in significant errors as the complexity of the model increases.
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In the absence of cross correlation information, one can assume that each basis function is independent from one another. This approach, known as direct Boltzmann inversion (DBI)\(^{12,13}\), models pairwise interactions between CG sites with the pair potential of mean force. In the context of the g-YBG equations, this approach corresponds to setting the three-body contributions of the cross-correlation matrix to zero.\(^9\) This approximation is typically only valid at very low densities or for long chain polymer melts, where entropic contributions overshadow the details of the nonbonded interactions.\(^{11}\)

In cases where the DBI model presents significant errors, one can iteratively refine the model to reproduce the RDFs via updates schemes which either (i) ignore cross correlations altogether (iterative Boltzmann inversion)\(^{15,17}\) or (ii) treat cross correlations approximately (inverse Monte Carlo,\(^{18,19}\) iterative g-YBG\(^{10,20,21}\)).

The iterative methods for matching distribution functions have been extremely useful for constructing bottom-up models of a wide range of soft matter systems\(^{12,13,22}\) including polymers,\(^{23,25}\) liquid crystals,\(^{25}\) biological macromolecules,\(^{22,25}\) and ionic liquids.\(^{22,30}\) In the case of a pairwise set of basis functions, the latter class of methods can be directly linked to variational approaches for approximating the MB-PMF.\(^{10,11,12}\) Moreover, stochastic optimization techniques can significantly reduce the required number of iterations while increasing the robustness of the parametrization.\(^{33,34}\) Nevertheless, these methods can also present severe convergence problems.\(^{35,36}\) even for the recovery of simple Lennard-Jones interaction potentials (i.e., no coarse-graining).\(^{29}\) These issues can be sensitively dependent on chosen cut-off distances and enforced thermodynamic constraints.\(^{30}\) and may be exacerbated as the complexity of the model increases due to increasing the number of distinct interactions or as the complexity of the optimization landscape increases through (i) enforcement of model restrictions (e.g., fixing a subset of parameters based on a given reference model) or (ii) incorporation of reference data from multiple state points. Moreover, structure-based potentials can be employed as a starting point for constructing CG models that also accurately represent thermodynamic\(^{10,17}\) and dynamical\(^{33,35}\) properties of the underlying reference model through a pressure-matching variational principle and the Mori-Zwanzig formalism, respectively. This motivates the development of direct optimization methods that can be efficiently combined with these methodologies into a unified optimization procedure.

In this work, we adapt the powerful framework provided by the MS-CG/g-YBG methods to match the practicality of the iterative methods for reproducing atomistic distribution functions. We propose two complementary procedures to transform AA cross correlations to more accurately reflect correlations that can be modeled with a given set of basis functions for representing CG interactions. The first method—referred to as iterative inversion—utilizes the natural structure of the AA cross-correlation matrix by performing a Neumann series expansion to obtain various orders of approximation to the full high-resolution correlations. The second method—referred to as Gaussian filtering—softens the features of the AA cross-correlation matrix by applying an image blurring technique. Both approaches effectively interpolate between employing the full set of AA cross correlations (MS-CG) and ignoring the three-body contributions to these cross correlations (DBI), see Figure 1.

The methods are demonstrated on a one-site representation for liquid water\(^{19,31}\) where the tetrahedral solvation structure due to hydrogen-bonding interactions gives rise to cross correlations at the CG level of resolution that cannot be reproduced by a model employing standard pairwise interactions.\(^{32,35}\) Although these discrepancies can be resolved by extending the basis set to include three-body potentials,\(^{34,37}\) the pairwise case provides an ideal validation for the proposed approaches, where the MS-CG model fails to reproduce the RDF while the iterative methods match the RDF by disregarding higher-order structural correlations.

Our analysis suggests that focusing on the accurate representation of the placement of correlation features (e.g., location of the correlation extrema) may be an advantageous approach for determining the optimal set of CG interaction parameters, motivating simple methods for generating cross correlations given the CG representation. Additionally, differences in the structural distributions between models are found to be dominated by contributions from the direct force, while changes in the cross correlations tend to have a comparatively smaller effect. Differences in the direct force at larger distances are largely suppressed by the indirect contributions from the environment, in conjunction with Weeks-Chandler-Andersen theory\(^{35}\) although the impact of these forces can be significant depending on their precise form. In
particular, a balance between forces in the first and second solvation shells is crucial for reproducing the pair correlation functions of the reference model for liquid water, in agreement with previous work using core-softened potentials.\textsuperscript{13,39,59,60}

The manuscript is organized as follows: Section II provides a brief overview of the g-YBG equations, describes properties of the corresponding cross-correlation matrix, and introduces the proposed transformations to be applied to the AA cross-correlation matrix. Section III presents the computational details for the molecular simulations and force field calculations. In Section IV we describe the results of applying the proposed methods to a one-site representation of liquid water and discuss the general consequences of these results. Finally, Section V summarizes the take-home messages and presents an outlook for future work.

II. THEORY

In this section all relevant aspects of the generalized Yvon-Born-Green (g-YBG) theory are introduced, along with the connection to the direct Boltzmann inversion (DBI) and multiscale coarse-graining (MS-CG) methods. Then, two methods for simplifying the description of all-atom (AA) cross correlations, developed within the g-YBG framework, are presented.

A. The G-YBG Framework

The g-YBG and, associated, MS-CG methods have been extensively described in previous work\textsuperscript{2,12,13} Consider an AA reference model where each configuration $\mathbf{r}$ is represented by the Cartesian coordinates of $n$ atoms. A set of mapping functions, $\{ M_{RI}(\mathbf{r}) \mid M_{RI}(\mathbf{r}) = \mathbf{R}_I = \sum_{i \in I} \mathbf{c}_i \mathbf{r}_i \}$, is chosen which systematically links an AA configuration to a coarser description, $\mathbf{R}_I$, by representing groups of atoms with a single coarse-grained (CG) site, $I$. The “mapped AA ensemble” can then be obtained by applying these mapping functions to each configuration of the AA model, e.g., in the canonical ensemble. The many-body potential of mean force (MB-PMF) is the ideal potential for representing interactions at the CG level of resolution, such that the structural properties of the AA model will be quantitatively reproduced\textsuperscript{12} The MB-PMF, which can be determined up to a configuration-independent constant, is given by

$$U^0(\mathbf{R}) \propto -k_B T \ln \rho_R(\mathbf{R}) ,$$

where $k_B$ is the Boltzmann constant, $T$ is the temperature, and $\rho_R(\mathbf{R})$ is the probability that an AA configuration maps to a particular CG configuration $\mathbf{R}$.

The MB-PMF is a high-dimensional function which must be approximated by a simple set of CG interaction potentials. To determine these interactions systematically, the approximate CG potential can be expressed as a linear combination of basis functions. These basis functions may correspond to a particular functional form, e.g., a Lennard-Jones potential, or be completely flexible, e.g., spline functions. For convenience, the remainder of the manuscript will consider the following special case: (i) the CG model represents each molecule with a single site and (ii) CG sites interact via a single nonbonded interaction, represented on a grid of piecewise constant functions in the space of force functions (described further below). In this case, the CG potential is given by

$$U(\mathbf{R}) = \sum_{IJ} \sum_d \phi_d u_d(R_{IJ}) ,$$

where the first sum runs over non-redundant pairs of distinct particles and $d$ represents the basis function index which encompasses a range of interparticle distances between sites $I$ and $J$. $u_d$ is the $d^{th}$ potential energy basis function, centered at $R_d$, on the grid, and $\phi_d$ is the corresponding coefficient, which is to be optimized.

The force on site $I$ in configuration $\mathbf{R}$ is then given by

$$F_I(\mathbf{R}) = -\frac{\partial U(\mathbf{R})}{\partial R_I} = \sum_d \phi_d g_{I,d}(\mathbf{R}) ,$$

where

$$g_{I,d}(\mathbf{R}) = \sum_{IJ} \hat{\mathbf{R}}_{IJ} f_d(R_{IJ}) ,$$

$\hat{\mathbf{R}}_{IJ}$ is the unit vector from $J$ to $I$, indicating the direction of the force acting on site $I$ from the interaction with site $J$, and $f_d(R_{IJ}) = -d u_d(R_{IJ})/dR_{IJ}$ is the corresponding force basis function.

The MS-CG method (commonly referred to as “force-matching”) approximates the MB-PMF by projecting the many-body mean force, i.e., $F^0(\mathbf{R}) = -\nabla U^0(\mathbf{R})$, onto the set of basis vectors $\{g_{d}(\mathbf{R})\}$. It can be demonstrated that this projection corresponds to a linear least squares problem, with the optimization functional\textsuperscript{2,12}

$$\chi^2[\mathbf{F}] = \frac{1}{3N} \left( \sum_{I,J} f_{I}(\mathbf{r}) - F_{I}(\mathbf{R}) \right)^2 ,$$

where $\mathbf{F} = \{ F_1(\mathbf{R}), F_2(\mathbf{R}), ..., F_N(\mathbf{R}) \}$ represents a trial force field, $N$ is the number of CG sites, $f_{I}(\mathbf{r})$ is the total force mapped onto site $I$ from the AA model in configuration $\mathbf{r}$, and $\langle \cdot \rangle$ is an ensemble average. In other words, the MS-CG method performs a force-matching procedure by varying the parameters $\phi$ of the CG model to best reproduce the mapped AA forces.

Equivalently, the problem can be expressed in terms of a set of linear equations\textsuperscript{2,12}

$$b_d = \sum_{d'} G_{dd'} \phi_{d'} .$$

$b$ is a vector of force correlation functions which correspond to projections of $F^0$ onto the each of the basis
vectors, i.e., $b_{d} = \mathbf{G}_{d} \odot F_{0}$, where $\odot$ represents an inner product between force fields. $G_{dd'}$ quantifies the “angle” formed by pairs of basis vectors: $G_{dd'} = \mathbf{G}_{d} \odot \mathbf{G}_{d'}$.

Equation 6 can be transformed to depend only on structural information, revealing the set of equations as a generalization of the Yvon-Born-Green integral equation framework from liquid state theory.\textsuperscript{40,41} Within this formulation, $b$ corresponds to a structural correlation function that is directly related to the radial distribution function (RDF):

$$
 b_{d} = k_{B}TcR_{d}^{2} \left( \frac{dg}{dR} \right)_{d},
$$

where $c = (4\pi N)/(3V)$ and $g$ is the discretization of the RDF implied by the basis function representation. $(dg/dR)$ is meant as a numerical derivative of $g$ with respect to interparticle distance $R$, given by the basis function centers $\{R_{d}\}$.

The correlation matrix $\mathbf{G}$ also has a clear physical interpretation.\textsuperscript{2} First, it is useful to decompose $\mathbf{G}$ into two matrices which, through Equation 6, determine the direct and indirect contributions to $b$:

$$
 G_{dd'} = \bar{g}_{d} \delta_{dd'} + \bar{G}_{dd'},
$$

where $\delta_{dd'}$ is the Kronecker delta function. The direct contribution $\bar{g}$ is a correlation function that is again related to the RDF: $\bar{g}_{d} = cR_{d}g_{d}$. $\mathbf{G}$, on the other hand, quantifies the cross correlations between pairs of interactions. For non-bonded interactions, $\mathbf{G}$ characterizes the average angle formed between triplets of CG sites:

$$
 \bar{G}_{dd'} = \frac{1}{3N} \left\langle \text{triplets} \sum_{IJK} \cos \theta_{IJK} f_{d}(R_{IJ})f_{d'}(R_{IK}) \right\rangle.
$$

For piecewise constant basis functions, $f_{d}(R_{IJ}) = 1$ if $R_{d} - 0.5dR \leq R_{IJ} < R_{d} + 0.5dR$ and 0 otherwise, where $dR$ represents the grid spacing. $\bar{G}_{dd'}$ then corresponds to the ensemble average of the sum of cosines of the angle between triplets, represented on a 2D grid of $IJ$ and $IK$ pair distances. This is schematically shown in the inset in Figure 2(c).

Equation 7 clearly implies a relationship between $b(R)$ and the pair mean force, $-w'(R) = -\frac{d}{dR}[-k_{B}T\ln g(R)]$. Thus, using Equation 8 the pair mean force can be decomposed into direct and indirect contributions:

$$
 -w'_{d} = \frac{b_{d}}{\bar{g}_{d}} = \phi_{d} + \frac{1}{\bar{g}_{d}} \sum_{d'} \bar{G}_{dd'} \phi_{d'}.
$$

The g-YBG equations (Equation 6) represent an exact relationship between the force field parameters $\phi$ and the structural correlation functions $b(\phi)$, determined from molecular simulations, via the cross correlations, $\mathbf{G}(\phi)$, generated by the same model $\phi$. In contrast, the MS-CG method employs AA simulation data to calculate the correlation functions $b^\text{AA}$ and $\mathbf{G}^\text{AA}$. In other words, the approach attempts to predict the force field parameters $\phi$ that will reproduce $b^\text{AA}$, using $\mathbf{G}^\text{AA}$ as a proxy for the cross correlations of the CG model.\textsuperscript{10,20,21} When $\mathbf{G}^\text{AA} \approx \mathbf{G}(\phi)$, the resulting model will approximately reproduce both sets of structural correlation functions, i.e., both two- and three-body correlations. However, in practice the basis set employed to model interactions between CG sites is often too limited to accurately describe AA cross correlations, such that the resulting model demonstrates errors in $b$ and, consequently, also in the RDF.

The g-YBG framework provides a platform for iteratively refining the force field parameters to quantitatively reproduce the RDF, by solving the g-YBG equations self-consistently.\textsuperscript{10,20,21} In this approach, the cross correlations generated at each step are used in Equation 6 to obtain a new set of parameters that more accurately reproduce $b^\text{AA}$. Similarly, iterative Boltzmann inversion iteratively refines the CG parameters while assuming no cross correlations between the degrees of freedom governing interactions between CG sites (i.e., setting $\bar{G}$ to zero). Notice that setting $\bar{G}$ to zero in Equation 6 corresponds to DBI. Thus, the MS-CG method combined with the g-YBG framework encompasses an entire range of structure-based methods from the employment of AA reference cross correlations to the assumption of no cross correlations.

\section{Iterative Inversion}

As shown in equation 9 it is possible to decompose the g-YBG correlation matrix $\mathbf{G}$ into direct and indirect contributions. To simplify the notation in this section, we will denote the direct contribution matrix as $\mathbf{G}_{2}$ and the indirect contribution matrix as $\mathbf{G}_{3}$. The decomposition of the correlation matrix can therefore be expanded as

$$
 \mathbf{G} = \mathbf{G}_{2} + \mathbf{G}_{3} = \mathbf{G}_{2} + \mathbf{G}_{2}^{-1}\mathbf{G}_{3} = \mathbf{G}_{2}(\mathbf{I} + \mathbf{G}_{2}^{-1}\mathbf{G}_{3}) = \mathbf{G}_{2}(\mathbf{I} - (-\mathbf{G}_{2}^{-1}\mathbf{G}_{3})) ,
$$

with $\mathbf{I}$ being the identity matrix. Inverting this expression leads to

$$
 \mathbf{G}^{-1} = (\mathbf{I} - (-\mathbf{G}_{2}^{-1}\mathbf{G}_{3}))^{-1}\mathbf{G}_{2}^{-1}.
$$

The first term in equation 12 can be approximated using a Neumann series expansion:\textsuperscript{10,21}

$$
 \mathbf{G}_{n}^{-1} = \sum_{i=0}^{n} (-\mathbf{G}_{2}^{-1}\mathbf{G}_{3})^{i}\mathbf{G}_{2}^{-1}.
$$

Note that employing the $0^{th}$ order term in the expansion to solve Equation 10 corresponds to DBI, since no indirect contributions are included. By iteratively calculating the inverse of $\mathbf{G}$ via this expansion, various correlation matrices corresponding to an interpolation between the correlations used to determine the DBI and MS-CG models are recovered.
C. Gaussian Filtering

As an alternative approach to the iterative inversion method, we consider applying a Gaussian filter to the indirect contributions of the cross-correlation matrix, \( G \). The filtered matrix is obtained using the following transformation:

\[
G_{ij}^{\text{GF}} = \frac{1}{2\pi \sigma^2} \sum_{i'=1}^{N_d} \sum_{j'=1}^{N_d} \exp\left(-\frac{(i'-i)^2 + (j'-j)^2}{2\sigma^2}\right) G_{i'j'},
\]

(14)

where \( \sigma \) is the standard deviation of the Gaussian function and \( N_d \) is the dimension of the matrix, given by the basis function representation.

III. METHODS

All-atom (AA) simulations: The atomistic simulations of 1000 SPC water molecules with periodic boundary conditions were previously performed by Scherer et al.\cite{Scherer2010} using version 5.1 of the GROMACS\cite{Gromacs2005} package. The water molecules were equilibrated for 10 ns in the NPT ensemble at a temperature of 300 K and a pressure of 1 bar, using the Berendsen barostat\cite{Berendsen1984} with a time constant of 1 ps and using 4.5\( \times \)10\(^{-5} \) bar\(^{-1} \) as the compressibility parameter for water. For the subsequent production run, the water molecules were simulated for 10 ns in the NVT ensemble at a density of 0.998 g cm\(^{-3} \). The stochastic dynamics algorithm\cite{Rueda2007} was used to integrate the equations of motion with a time step of 1 fs and a temperature coupling constant of 1 ps. The smooth particle mesh Ewald method\cite{Essmann1995} was used to treat the electrostatic interactions using cubic interpolation, a grid spacing of 0.12 nm and an Ewald accuracy parameter of 10\(^{-5} \). The cutoff for the Van der Waals interactions was set to 1.2 nm and the long-range dispersion correction was used for energy and pressure.

Coarse-grained (CG) force fields: Each water molecule was represented by a single CG site, positioned at the molecular center of mass. The iterative Boltzmann inversion (IBI) potential was obtained with the procedure described by Rühle et al.\cite{Ruehle2016} using version 1.5 of the VOTCA toolkit\cite{Votca2009}. All other coarse-grained models were developed with the BOCS package\cite{Bocts2017} which is available on GitHub. A single nonbonded potential was employed to model interactions between CG sites. The correlation functions in Equation 6 were evaluated between 0.22 and 1.2 nm using the “delta” basis set (i.e., piecewise constant functions) with a grid spacing of 0.002 nm. We modified the equations using a trimming parameter of 0.01 and regularization parameter of 0.01\cite{Ruehle2016}. The set of linear equations were then solved using singular value decomposition after applying right-left preconditioning to make the equations dimensionless.

We also solved Equation 6 with an analytic power series basis with exponent values of 6 and 12, similar to a standard Lennard-Jones potential. The resulting potential was then transformed to the Weeks-Chandler-Andersen (WCA) form by shifting the potential minima to 0 and then truncating the potential at larger distances. CG simulations: All coarse-grained force fields were simulated using version 4.5.3 of the GROMACS package.\cite{Gromacs2005} A characteristic length unit, \( \mathcal{L} \), is defined as the diameter of one water molecule in the AA model (2 Å). Similar, the energy unit is defined as \( \mathcal{E} = k_B T = 1.38 \times 10^{-23} \) J K\(^{-1} \) \times 298 K, and the mass of the CG bead as \( \mathcal{M} = 18 \times 1.66 \times 10^{-27} \) kg. Then, the natural time unit of the simulation can be calculated as \( \tau = \mathcal{L} \sqrt{\mathcal{M} / \mathcal{E}} \approx 0.54 \) ps. For simplicity, we let \( \tau = 0.5 \) ps. Starting from an AA configuration mapped to the CG representation, 1000 CG water sites were simulated for 21 \( \times \)10\(^3 \) \( \tau \) in the NVT ensemble at 298 K, using the stochastic dynamics integrator with a temperature coupling constant of 1 \( \tau \), a 2\( \times \)10\(^{-5} \) \( \tau \) time step, and periodic boundary conditions. The first 1000 \( \tau \) of each trajectory was removed for equilibration and the remaining 2\( \times \)10\(^4 \) \( \tau \) was used for analysis.

Modifications of the correlation matrix: Iterative inversion via a Neumann series expansion was achieved with the Iterative_Inversion directive in BOCS\cite{Bocts2017}. The Gaussian filter was applied using the gaussian_filter() function of the SciPy Multidimensional Image processing package ndimage\cite{Scipy2013}. The array borders were handled with the constant mode, meaning all values outside the edges were set to 0. This allows the array to converge to zero at an infinite standard deviation. The standard deviation is defined in multiples of bin sizes and varies between 0.02 and 0.08 nm for the different models.

IV. RESULTS AND DISCUSSION

Various bottom-up methods for coarse-graining take different approaches to reproduce structural correlation functions of the given reference system, e.g., obtained from simulations of an all-atom (AA) model. For example, direct Boltzmann inversion (DBI) assumes that individual interactions are uncorrelated, an assumption that is typically far too crude in the condensed phase.\cite{Wang2008, Johnson2011, Rueda2016}

In contrast, the multiscale coarse-graining (MS-CG) method uses cross correlations generated by the AA reference model to directly predict the optimal set of parameters that will result in the reproduction of the average force on each coarse-grained (CG) site.\cite{Debenedetti2002} In the case that the CG model is capable of reproducing the AA cross correlations, the MS-CG framework guarantees the reproduction of both two- and three-body correlation functions along the degrees of freedom governing interactions in the CG force field through its link with the generalized Yvon-Born-Green (g-YBG) integral equation.\cite{Green1954} However, the molecular mechanics potentials typically employed to describe CG interactions can severely limit the model’s ability to reproduce complex...
AA correlations.\textsuperscript{10,62,73} A one-site CG representation for liquid water, extensively studied in previous works,\textsuperscript{32,34,54,57} provides a prototypical example. The tetrahedral solvation structure gives rise to distinct cross correlations that cannot be reproduced by a CG model employing standard pairwise interactions. As a consequence, this is an ideal test case for investigating the transformation of AA cross correlations to better reflect the correlations that can be generated by the CG model. In the following, we apply two different approaches for the transformation—iterative inversion and Gaussian filtering—which effectively interpolate between the two extreme cases: DBI and MS-CG.

**A. DBI and MS-CG**

In the context of employing cross correlations to determine the optimal CG potentials for reproducing structural features of an AA reference model, DBI and MS-CG can be viewed as two limiting cases—assuming no cross correlations and assuming that the cross correlations generated by the AA model are a good proxy for the correlations that will be generated by the resulting CG model, respectively. Figure 2(a) presents the radial distribution functions (RDFs) generated by the DBI (long dashed curve) and MS-CG (short dashed curve) models, compared with the target atomistic RDF (solid curve). By assuming no correlations, the DBI model employs the pair potential of mean force, \(w(r) = -k_B T \ln g(r)\), to model interactions between CG sites. As expected for a system in the condensed phase, this potential inherits features of the solvation structure, resulting in an overestimation of the attractive forces needed to stabilize the target structure, as indicated by the overstructuring of the first peak in the RDF. In contrast, the MS-CG model underestimates the magnitude of the first peak in the RDF, indicating that the AA cross correlations are too strong on average, resulting in an underestimation of the attractive forces needed to stabilize the target structure. This result also indicates that the IBI model, which reproduces the target RDF by construction, necessarily generates distinct cross correlations with respect to the AA model.

Figure 2(b) presents the three-body contributions to the cross-correlation matrix, \(\tilde{G}\), generated by the AA model. This matrix characterizes the correlation between a triplet of CG sites as the average angle between the sites when one pair is at a distance \(r\) and the second pair is at a distance \(r'\), as indicated by equation 9 and schematically shown in the inset in Figure 2(c). Positive (negative) values indicate a preference for acute (obtuse) angles. The dominant features of the matrix in Figure 2(b) are generic to liquids.\textsuperscript{9} When \(r \approx r'\), all angles between the triplet are possible with the exception of angles around 0 degrees, prevented by the excluded volume of the sites. This feature is exaggerated at short distances, especially within the first solvation peak of the RDF, \(r \approx r' \approx 0.276\) nm in this case. The positive strip at \(r \approx r' + 0.25\) nm is indicative of the solvation shell structure of the liquid, where each CG site falls within the first solvation shell of another site in the triplet. Figure 2(c) presents a cross-section of the matrix, indicated by the cyan line in panel (b). This cross-section represents the correlation between three sites when the distance between one pair is kept fixed at the position of the first solvation shell peak in the RDF \((r' = r^* = 0.276\) nm), while the distance between the second pair is varied. The first correlation extremum characterizes the excluded volume effect.
as described above. The second extremum is due to the fluctuating solvation structure of the liquid and, in particular, the tetrahedral ordering of the water molecules. Note that DBI corresponds to setting all elements of $G$ to zero (long dashed line in Figure 2(c)) and then solving Equation 6 while the MS-CG procedure employs $G$ obtained from simulations of the AA model (black line in Figure 2(c)).

B. Iterative Inversion

When solving the g-YBG equations (Equation 6) for the force field $\phi$, the inverse of the correlation matrix $G$ can be approximated by performing a Neumann series expansion, as described in Section 11B. Truncating the series after a finite number of terms (see Equation 13) allows one to systematically vary the degree to which cross correlations are taken into account. In contrast to the standard iterative techniques for coarse-graining (e.g., IBI), here “iterative” refers to the iterative solution to inverting the correlation matrix, and does not involve simulations of the CG model. Panels (a) and (b) of Figure 3 present the forces and corresponding potentials, respectively, obtained from truncating the expansion of the inverse of the AA cross-correlation matrix at various orders, ranging from 1 to 10 (solid colored curves). Note that the $0^{th}$ order expansion model coincides with DBI. Panel (a) demonstrates that the g-YBG iterative inversion method provides a smooth interpolation between the DBI (long dashed black curve) and MS-CG (thin dashed black curve) solutions.

Figure 3(c) presents the RDFs generated by the iterative inversion models, compared with those generated from the AA (solid black curve), DBI, and MS-CG models. The systematic decrease in the attractive force between sites at $r \approx 0.276$ nm with increasing order of the expansion (panel (a)) leads to a corresponding increase in the height of the first solvation shell peak in the RDF. Thus, we can identify the model which most closely matches the AA RDF, the $3^{rd}$ order model in this case. However, even for the $1^{st}$ order model, which incorporates the least amount of cross-correlation information, both the interactions and the resulting RDFs closely resemble those of the MS-CG model within the region of the second solvation shell, $r \approx 0.48$ nm. This result indicates that there exists dominant features of the AA cross-correlation matrix, likely predominantly associated with the second solvation shell region, which cannot be removed through the truncation of the iterative inversion. Since these correlation features are responsible for systematic errors in the CG models, as indicated by the discrepancies in the second solvation peaks in panel (c) and discussed in more detail below, an alternative method is required in this case to simplify the AA cross correlations to better represent those attainable with the CG model.

C. Gaussian Filtering

Since the AA correlations appear to be too strong on average, a method is required to transform the cross-correlation matrix to reduce the overall magnitude of the correlations. Motivated by the general idea that coarse-graining results in a smoothing of the free-energy landscape of the underlying system, we propose a Gaussian filter transformation, analogous to blurring the pixels of an image. Rudzinski and Noack previously demonstrated the usefulness of such a transformation for simplifying AA cross correlations in order to construct structurally accurate, minimal models for helix-coil transitions. Panels (a) and (b) of Figure 4 present the AA cross-correlation matrix, $G$, before and after the application of a Gaussian filter with a standard deviation of $\sigma = 7$.
0.04 nm, respectively. In the limit of an infinitely large standard deviation, the entire matrix would be equal to zero, corresponding to DBI.

The model obtained from the smoothed matrix with a standard deviation of \( \sigma = 0.04 \) nm results in the most accurate description of the AA RDF. In contrast to the models obtained with the iterative inversion method, the RDFs generated by the Gaussian filter models exhibit a second solvation shell peak more closely resembling that of the AA RDF.

Panels (a) and (b) of Figure 5 present the forces and corresponding potentials, respectively, obtained using the filtered matrices with varying standard deviations (solid colored curves). In comparison with the DBI (long dashed black curve) and MS-CG (short dashed black curve) interactions, the forces and potentials are shifted upward (i.e., more repulsive overall). This shift appears to be due to the spread of correlations into the hard core and might be counteracted by employing the filtering scheme with alternative boundary conditions. The forces also demonstrate a systematic transition to larger attractions within the first solvation shell as the amount of smoothing is increased (i.e., larger standard deviations). This leads to a corresponding increase in the magnitude of the first solvation shell peak of the RDF (Figure 5(c)).

Panel (c) of Figure 5 presents cross-sections of the correlation matrices (as indicated by the cyan line in panel (b) of Figure 2) obtained by filtering the AA matrix with varying standard deviations (solid colored curves). The filter reduces the magnitude of the correlation extrema, while retaining their placement. For standard deviations greater than \( \sigma = 0.04 \) nm, only the first solvation shell feature remains, while the description of the first solvation shell peak of the RDF (Figure 5(c)).
second solvation shell correlations has been eliminated. In the case that the cross-correlation matrix used to solve Equation 6 truly resembles correlations that can be generated by the CG model, the g-YBG equations become self-consistent—the resulting force field will generate the same set of correlations when simulated. To assess the extent of self-consistency, Figure 6(b) presents the cross-correlation sections generated from simulations of the AA (solid black curve), MS-CG (short dashed black curve), and Gaussian filtered (solid colored curves) models. Comparison of the “predicted” correlations (panel (a)) and simulated correlations (panel (b)) characterize the extent of self-consistency. The green curves in panels (a) and (b) demonstrate a considerable lack of self-consistency in the g-YBG equations that determined the $\sigma = 0.04$ nm model, which most closely reproduces the AA RDF. Panel (b) also highlights a certain amount of insensitivity of the CG cross correlations with respect to the direct contribution from the CG interactions (i.e., panel (a) of Figure 5), although the magnitude of the correlation extremum within the first solvation shell does increase somewhat with increasing standard deviation for filtering (i.e., with increasing attractive forces within the first solvation shell). Therefore the differences in the RDFs generated by the MS-CG and the various Gaussian filtered models appear to be largely due to differences in the direct force, while the indirect contributions from the liquid environment seem to remain approximately fixed.

Panel (b) of Figure 6 also demonstrates significant differences in the CG correlations relative to the AA reference. In particular, the CG models exhibit a correlation extremum within the first solvation shell ($r \approx 0.276$ nm) with about 2/3 the magnitude of the AA feature. Even more noticeable is the qualitative difference in the CG correlation extrema within the second solvation shell ($r \approx 0.48$ nm) relative to the AA correlations. This peak is shifted to larger distances for the CG models and is also sharper than in the AA model, supposedly due to the isotropic nature of the CG sites. This claim is verified in Figure 6(c), where we present the correlations generated by a purely repulsive, Weeks-Chandler-Andersen (WCA) potential constructed with the correct placement of the solvation structure (solid red curve), which displays correlation extrema with similar placement, albeit with reduced magnitude. Conversely, the placement and shape of the second correlation extremum generated by the AA model can be attributed to the presence of interactions, e.g., hydrogen bonding, which are anisotropic at the CG level of resolution. Due to the isotropic nature of a coarse-grained site, it is impossible to reproduce the tetrahedral ordering and, consequently, the second solvation correlation feature demonstrated by the AA model, while retaining the correct radial distribution function, as previously demonstrated by Wang et al.\textsuperscript{13}

Figure 6(c) also presents the correlation cross-section generated by the IBI model (long dashed black curve). These correlations represent the correlations necessary for a self-consistent g-YBG equation with the AA structural correlations $b^{AA}$—or equivalently the AA RDF—as the target structure. The correlation cross-sections generated by the IBI and $\sigma = 0.04$ nm models, as well as those generated by the $\sigma = 0.02$ nm and MS-CG models (panel (b) of Figure 5), are quite similar and yield similar RDFs (panel (c) of Figure 5), despite having markedly different force fields. To investigate this apparent inconsistency, we analyzed various contributions to the mean force (Equation 10) for each model, with respect to the contributions in the IBI model. In particular, we first

![FIG. 6. Cross-sections of the cross-correlation matrix at $r' = r^* = 0.276$ nm (as indicated by the cyan line in Figure 2(b)).](image)
decomposed $b$ as
\[ b^{(i)} = G^{(i)} \phi^{(i)} \]
= \tilde{g}^{(i)} \circ \phi^{(i)} + G^{(i)} \phi^{(i)} \\
= \tilde{g}^{(i)} \circ \phi^{(i)} + (G^{IBI} + \delta G^{(i)})(\phi^{IBI} + \delta \phi^{(i)}) \\
= \tilde{g}^{(i)} \circ \phi^{(i)} + G^{IBI} \phi^{IBI} + G^{IBI} \delta \phi^{(i)} + \delta G^{(i)} \phi^{(i)} ,
\] (15)

where $\circ$ indicates elementwise vector multiplication. Dividing Equation [15] by $\tilde{g}$ and using Equation [10] along with some algebraic rearrangements (see Appendix [A] for details), the difference between the mean forces generated by model $i$ and the IBI model, $\delta (-w^{(i)}) = (-w^{(i)}) - (-w^{IBI})$, can be written:
\[ \delta(-w^{(i)}) = \delta \phi^{(i)} + \left( \frac{g^{IBI}}{\tilde{g}^{(i)}} - 1 \right) \frac{1}{\tilde{g}^{IBI}} G^{IBI} \phi^{IBI} \\
+ \frac{1}{g^{(i)}} G^{IBI} \delta \phi^{(i)} + \frac{1}{g^{(i)}} \delta G^{(i)} \phi^{(i)} . \] (16)

The first term in Equation [16] quantifies the direct contribution to differences in the mean force between the models, while the remaining three terms quantify indirect contributions. The second term arises due to differences in the RDF between the models, vanishing in the limit of identical pair structure. The third and fourth terms (abbreviated $G^{IBI} \delta \phi^{(i)}$ and $\delta G^{(i)} \phi^{IBI}$, respectively) quantify differences in the mean force due to changing the direct and indirect contributions to $b$, respectively. The second and fourth terms were found to display mirroring behavior in all cases as well as opposing divergence at very short distances. For this reason, we have combined these two terms in the following analysis, referred to by simply $\delta G^{(i)} \phi^{IBI}$ for convenience.

Figure 7 presents decompositions of the pair mean force, $-w'(r)$. Panel (a) shows the direct (red curve) and indirect (blue curve) contributions to the pair mean force (black curve) for the IBI model, while panels (b)-(d) present the four contributions (Equation [16]) to the difference in $-w'(r)$ between the $\sigma = 0.04$ nm, $\sigma = 0.02$ nm and MS-CG models, respectively, relative to the IBI model. The $\sigma = 0.04$ nm model (panel (b)) illustrates a small change in the pair mean force relative to the IBI model (black curve), as already shown in Figure 5(c) in terms of differences in the RDF. Note that the largest differences occur adjacent to the location of the first solvation shell peak in the RDF ($r \approx 0.276$ nm), while the difference at $r \approx 0.276$ nm is close to zero. The differences in the mean force at short distances are almost entirely due to the difference in the direct force (red curve). Contrastingly, at larger distances there is almost no change in the mean force, even though the change in the direct force is significant. The change in the direct force is compensated by the indirect contributions due to these changes in the direct force ($G^{IBI} \delta \phi^{(i)}$, green curve). That is, the nature of the cross correlations automatically suppress these particular changes to the direct force for distances larger than $r \approx 0.4$ nm. Additionally, the indirect contributions due to changes in the cross correlations ($\delta G^{(i)} \phi^{(i)}$, blue curve) appear to be negligible at larger distances, as expected from the similarity of the correlation cross-sections between the $\sigma = 0.04$ nm and IBI models presented in Figure 6(c). These contributions do become significant at short distances but are counteracted by $G^{IBI} \delta \phi^{(i)}$.

Panels (c) and (d) show more pronounced changes in the pair mean forces relative to the IBI model, as ex-
pected from the $\sigma = 0.02$ nm and MS-CG RDFS presented in Figure 3(c). Note that while the MS-CG model demonstrates a similar magnitude of difference in the mean force for short distances as the $\sigma = 0.04$ nm model, the placement of this difference corresponds to the first solvation shell peak of the AA RDF. Moreover, both the $\sigma = 0.02$ nm and MS-CG models display more significant differences at distances larger than $r \approx 0.35$ nm. The large changes in the $\sigma = 0.02$ nm direct force, relative to the IBI model, are partially compensated for by the $G^{IBI}_i \phi^{(i)}$ contributions throughout the entire distance range. The $\delta G^{(i)} \phi^{(i)}$ contributions are very small, as expected from the difference in the correlation cross-sections in Figure 3(b), but also compensate for changes in the direct force at short distances.

The MS-CG model demonstrates somewhat different behavior. The change in the direct force at short distances ($r < 0.325$ nm) is relatively small. However, the direct force is more distinct from the IBI force at intermediate distances ($0.325$ nm $< r < 0.475$ nm) and, perhaps more importantly, demonstrates a parabolic change in this region. In contrast, the changes in the direct force for the $\sigma = 0.02$ nm and $\sigma = 0.04$ nm models in this region are quite flat. While the $G^{IBI}_i \phi^{(i)}$ contributions somewhat suppress the changes in the direct force within the intermediate region, they exacerbate the changes at short ($r \approx 0.3$ nm) and long ($r \approx 0.525$ nm) distances. The $\delta G^{(i)} \phi^{(i)}$ contributions are again small, but contribute to changes in the mean force at short distances.

This analysis indicates that the structure of the liquid can be very insensitive to particular changes in the direct force and rather sensitive to other changes. Changes in the direct force at larger distances appear to be typically suppressed, in conjunction with Weeks-Chandler-Andersen theory, due to the corresponding change in indirect contributions from the environment. However, depending on the nature of the changes in the direct force at larger distances, a significant change in the mean force can persist. To investigate this in more detail, we considered a set of distinct models which all approximately reproduced the AA RDF. To construct these models, we used the difference between the $\sigma = 0.04$ nm and the IBI potentials, $\delta U^\sigma=0.04 = U^\sigma=0.04 - U^{IBI}$, as a proxy for structurally-invariant changes in the interaction. One could also take a more rigorous approach by examining the eigenspectrum of the cross-correlation matrix. We then determined three new models as follows:

(i) $U^{\text{above}} = U^\sigma=0.04 + 0.5 \delta U^\sigma=0.04$

(ii) $U^{\text{intermediate}} = U^\sigma=0.04 - 0.5 \delta U^\sigma=0.04$

(iii) $U^{\text{below}} = U^{IBI} - 0.5 \delta U^\sigma=0.04$

Panels (a) and (b) of Figure 8 present the forces and corresponding potentials, respectively, for these three models as well as the $\sigma = 0.04$, IBI, and MS-CG models. Figure 8(c) demonstrates that the pair structure is minimally perturbed by these rather large changes in the potentials. Conversely, the MS-CG and “below” models have very similar interaction potentials at short distances (panel (b)) but generate significantly different RDFs (panel (c)), indicating that a balance between the first and second solvation features in the interactions lead to the correct pair structure for the “structurally-invariant” models. This result is reminiscent of previous work from Yan et al.1220 (expanded upon by Chaimovich and Shell135), who demonstrated that the ratio of two characteristic length scales determine water-like behavior for core-softened potentials by enforcing the proper migration of water molecules from the second to the first solvation shell.
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**Figure 8.** Forces (a), potentials (b), and RDFs (c) corresponding to various models constructed from the difference between the $\sigma = 0.04$ and IBI forces (see main text for details). The RDF of the IBI model coincides with the AA RDF.

Figure 9 presents decompositions of the difference in the pair mean force for these models, relative to the IBI model. As in Figure 7, three contributions are considered. The $\sigma = 0.04$ nm model, presented in panel (b), was already analyzed above (Figure 7(b)). Panels (a), (c), and (d) show analogous results. First, notice that the constructed change in the potentials results in a relatively small change in the direct force at short distances (Fig-
The red curves in Figure 9 demonstrate that the short-distance changes that do persist result in a corresponding change in the mean forces (black curves). On the other hand, the direct forces demonstrate rather significant differences for larger distances. However, these differences are not passed on to the mean force, due to a cancellation with the indirect contributions from these changes in the direct force ($G_{IBI}\delta \phi^{(i)}$, green curves). This cancellation clearly does not occur for the MS-CG model, as the difference in the forces, relative to the “below” model, lead to significant deviations in the mean force (and thus also the RDF). As above, the indirect contributions due to changes in the cross correlations ($\delta G^{(i)}\phi^{(i)}$, blue curves) are small at large distances and cancel with the $G_{IBI}\delta \phi^{(i)}$ term at short distances, resulting in minimal impact on the resulting mean force.

These results have serious consequences for methods which use cross-correlation information to inform the optimal interaction parameters for CG models. In particular, it seems that the overall description of the correlations—feature position and relative feature magnitude—may be more important for accurately determining the optimal set of parameters than finer features of the correlations. A feature that is misplaced, i.e., whose extremum position cannot be reproduced by the CG model, may be detrimental to the quality of the resulting model, even if other correlation features are accurate. Indeed, this is exactly the case for the second solvation shell feature generated by the AA model of water. This extends previous results from Rudzinski and Noid who showed that in cases where the AA cross correlations cannot be reproduced by the CG model, an artificial cross-correlation matrix—constructed by assuming statistical independence of the interactions—can recover a model which reproduces the 1-D distributions along degrees of freedom that govern the CG interactions, despite not corresponding to a self-consistent set of g-YBG equations.

From the results thus far, the precise role that specific differences in the cross correlations (with respect to the AA correlations) play in determining structural deficiencies of the model remains unclear. To investigate the role of the differences within the first and second solvation shell regions independently, we construct three artificial correlation matrices:

(i) To determine the impact of the placement and shape of the second solvation shell correlations, we construct a matrix by combining AA correlations for distances smaller than 0.32 nm with IBI correlations for all larger distances (AA+IBI).

(ii) To determine the impact of the magnitude of the first solvation shell correlations, we construct a matrix by taking the AA correlations for distances smaller than 0.32 nm while setting all correlations at larger distances to zero (AA+0).

(iii) To verify the effect of the magnitude of the first solvation shell, we construct a matrix by taking the IBI correlations for distances smaller than 0.32 nm while setting all correlations at larger distances to zero (IBI+0).

Figure 10 presents the RDFs generated by models constructed from the correlation matrices described in (i)-(iii). The RDF generated by the AA+IBI model (solid green curve) demonstrates drastic differences from the AA RDF (solid black curve). Both the position and magnitude of the first solvation shell peak show significant deviations, while the second solvation shell peak is at the correct distance but overstructured. This demonstrates that, given the proper correlations at larger dis-
tances, the magnitude of the first correlation extremum is essential for even qualitative reproduction of the RDF. Although it is possible that these large differences in the RDF generated by the AA+IBI could be due to numerical artifacts from combining two correlation matrices, we think that this is unlikely, since there appears to be a smooth transition between correlations in the interface region. Moreover, the matrices used to determine the AA+0 and IBI+0 models contain a discrete jump at the transition region, but lead to much smaller deviations in the RDFs, as described further below.

Surprisingly, the RDF generated by the AA+0 model (solid red curve) reproduces the AA RDF quite accurately. In the absence of second correlation feature, the increased magnitude of the AA first correlation extremum relative to the IBI correlations apparently provides the appropriate effective correlations to determine a model which reproduces the AA RDF. This is further verified by the IBI+0 model (solid blue curve) which introduces discrepancies into the RDF. These tests provide insight into the results from the Gaussian filtered models: The $r = 0.4$ nm filtering produces correlations that give rise to the appropriate interaction potential by eliminating the AA second solvation correlation features, which cannot be reproduced by the CG model, while also providing a first solvation correlation which, despite its drastic difference from the “true” CG correlations, provides the appropriate effective correlations.

V. SUMMARY AND CONCLUSIONS

The generalized Yvon-Born-Green (g-YBG) framework, in conjunction with the multiscale coarse-graining (MS-CG) method, describes how cross correlations between the degrees of freedom governing interactions in the coarse-grained (CG) potential inform the set of interaction parameters that give rise to the correct 1-D distributions along these degrees of freedom with respect to an AA reference model. Although this procedure is exact in the limit of a complete basis set (i.e., infinitely complex interactions), the molecular mechanics potentials typically employed to represent CG interactions are highly deficient for describing AA structural correlations. The MS-CG method employs the AA cross correlations as a proxy for CG correlations, which can result in severe errors in the resulting model, but can also identify deficiencies in the chosen CG representation and set of interactions. If one is only interested in reproducing the set of 1-D structural correlation functions along the CG degrees of freedom, iterative procedures can be applied to determine the appropriate set of parameters. However, the convergence properties of these methods may be problematic as the complexity of the system increases.

The present work has proposed two methods for transforming AA cross correlations to more accurately reflect the correlations that can be reproduced with a given CG representation and set of interactions. These approaches provide a direct route for determination of the set of CG interaction parameters that will give rise to the appropriate set of 1-D structural correlation functions, even when the AA cross correlations are too complex for the CG model to exactly reproduce. The proposed iterative inversion method leverages the natural structure of the cross-correlation matrix to prioritize correlation features, through a truncated Neumann series expansion to solve the g-YBG equations. While this provides a rigorous interpolation between the MS-CG and direct Boltzmann inversion models, our results demonstrate that this method is highly limited when there exist dominant correlation features which cannot be reproduced by the CG model. As such, this approach may be more useful in cases where several, smaller discrepancies in the cross correlations result in significant errors in the resulting CG structural distributions. The proposed Gaussian filtering method is also capable of softening the features of the AA cross-correlation matrix in cases where the AA and CG correlations are qualitatively comparable. However, this method is also capable of eradicating correlations in cases where the AA and CG models generate qualitatively different features, e.g., the second solvation shell feature for the one-site water model considered in this work.

Analysis of various contributions to the pair mean force indicates that differences between models are predominantly due to differences in the direct forces between pairs of CG sites, while the cross correlations (between triplets of sites) are somewhat invariant. Moreover, the differences that are observed between cross correlations have little impact on the resulting mean force, indicating the precise form of the cross correlations may not be crucial for informing the CG parametrization, as long as the dominant features of the correlations are represented. Our results also demonstrate that the cross correlations seem to generally suppress changes in the direct force at larger distances, consistent with Weeks-Chandler-Anderson theory. However, depending on the precise nature of the change, adjustments in the force at
larger distances can also significantly impact the RDF. Overall, there is a balance between correlation features (e.g., between features in the first and second solvation shell in this case) which is essential for determining interaction parameters that give rise to the proper structural correlation functions.

In cases where the MS-CG model fails to accurately reproduce the 1-D distribution functions and the iterative techniques present convergence problems, methods to systematically simplify the AA cross correlations provide an alternative route for constructing structurally-accurate models. It is easy to imagine extending the methods proposed in this work, e.g., by introducing non-uniform spacing or alternative functional forms for filtering. These approaches may be especially useful for multi-component systems with many different interactions or the refinement of existing models where portions of the force field should remain fixed. In these situations, relatively small differences in individual cross correlations can accumulate and propagate into large errors in the resulting model. Furthermore, for CG models that incorporate higher-order interactions, the determination of cross correlations may become prohibitively expensive, while iterative refinement may also pose computational challenges. In this case, the generation of “artificial” correlations using the intuition provided by the present results may provide an alternative route for efficient and accurate parametrizations.
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Appendix A: Decomposition of the mean force

Consider two models \( \phi^{(i)} \) and \( \phi^{(j)} \) with (exact) g-YBG equations: \( \mathbf{b}^{(i)} = G^{(i)} \phi^{(i)} \) and \( \mathbf{b}^{(j)} = G^{(j)} \phi^{(j)} \). The force/structural correlation function of model \( i \), \( \mathbf{b}^{(i)} \), can be decomposed with respect to model \( j \) as:

\[
\mathbf{b}^{(i)} = G^{(i)} \phi^{(i)} = \frac{1}{g^{(j)}} \left( \phi^{(j)} - \phi^{(i)} + \left( \phi^{(j)} + \delta g^{(i)} \phi^{(i)} \right) \right)
\]

where \( \phi^{(i)} \) indicates elementwise vector multiplication. Dividing Equation (A1) by \( g^{(j)} \) and using Equation (10) we can write the pair mean force for model \( i \) as:

\[
-w^{(i)} = \mathbf{b}^{(i)} / g^{(j)} = \phi^{(i)} + \frac{1}{g^{(j)}} G^{(j)} \phi^{(j)} + \frac{1}{g^{(j)}} G^{(j)} \phi^{(j)}
\]

Then, the difference between the mean forces generated by models \( i \) and \( j \), \( \delta (-w^{(i)}) = (-w^{(i)}) - (-w^{(j)}) \), can be written:

\[
\delta (-w^{(i)}) = \delta \phi^{(i)} + \frac{1}{g^{(j)}} G^{(j)} \delta \phi^{(i)} + \frac{1}{g^{(j)}} G^{(j)} \phi^{(j)}
\]

For analysis purposes the last three terms were combined when plotting the results.
