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Abstract

Deep reinforcement learning algorithms can perform poorly in real-world tasks due to the discrepancy between source and target environments. This discrepancy is commonly viewed as the disturbance in transition dynamics. Many existing algorithms learn robust policies by modeling the disturbance and applying it to source environments during training, which usually requires prior knowledge about the disturbance and control of simulators. However, these algorithms can fail in scenarios where the disturbance from target environments is unknown or is intractable to model in simulators. To tackle this problem, we propose a novel model-free actor-critic algorithm—namely, State-Conservative Policy Optimization (SCPO)—to learn robust policies without modeling the disturbance in advance. Specifically, SCPO reduces the disturbance in transition dynamics to that in state space and then approximates it by a simple gradient-based regularizer. The appealing features of SCPO include that it is simple to implement and does not require additional knowledge about the disturbance or specially designed simulators. Experiments in several robot control tasks demonstrate that SCPO learns robust policies against the disturbance in transition dynamics.

1 Introduction

Deep reinforcement learning (DRL) has achieved remarkable success in many complex control tasks (Mnih et al. 2015; Lillicrap et al. 2016; Tobin et al. 2017; OpenAI et al. 2019). However, existing DRL algorithms tend to perform poorly in real-world tasks due to the environment discrepancy (Rajeswaran et al. 2017; Jiang et al. 2021). For example, policies trained to control robots in source environments can fail to generalize in target environments with slightly changed physical parameters (e.g., mass and friction). This discrepancy usually comes from test-generalization and simulation-transfer in real-world tasks, and it is commonly viewed as the disturbance in transition dynamics (Pinto et al. 2017; Tessler, Efroni, and Mannor 2019). Therefore, research on learning robust policies against the disturbance in transition dynamics is receiving increasing attention.

In order to learn robust policies, many previous algorithms model the disturbance and apply it to source environments during training. One simple and effective algorithm is domain randomization (DR) (Tobin et al. 2017), which randomizes the parameters in source environments to generate an ensemble of similar transition dynamics. DR uses these dynamics to approximate the potential disturbance in target environments. Another line of research is based on robust Markov decision process (RMDP) theory (Iyengar 2005), which considers the worst-case disturbance in transition dynamics at each step during training. For example, robust adversarial reinforcement learning (RARL) algorithm (Pinto et al. 2017) models the disturbance as trainable forces in source environments based on the insight that environment discrepancy can be viewed as extra forces, and then RARL learns the worst-case disturbance by adversarial training.

Learning robust policies by modeling the disturbance in advance, though effective, has two limitations in practice. First, these algorithms usually require task-specific prior knowledge to model the disturbance (Mankowitz et al. 2020). For example, to randomize the environmental parameters during training, DR requires a pre-given uncertainty set that contains specific parameters and their corresponding variation ranges; to approximate the disturbance in target environments, RARL employs extra forces that are manually designed for each task. However, when we train policies for new tasks or test in unseen environments, we may lack enough knowledge about the disturbance (Tessler, Efroni, and Mannor 2019). Second, these algorithms usually assume control of specially designed simulators (Packer et al. 2018), as disturbing the agents during training in the real world can be dangerous. However, sometimes building new simulators can be expensive, and sometimes the disturbance is even intractable to model in simulators (e.g., disturbance caused by wear-and-tear errors and aerodynamic effects in robot control tasks) (Abdullah et al. 2019). In general, learning robust policies by modeling the disturbance and applying it to source environments can be impractical in many scenarios.

In this paper, we propose a novel algorithm to learn robust policies without modeling the disturbance in advance. First, we reduce the disturbance in transition dynamics to that in state space based on the intuition that any disturbance in transition dynamics eventually influences the process via the change of future states. Then, we propose the State-Conservative Markov
Decision Process (SC-MDP), which considers the worst-case disturbance in state space at each step. Compared with the RMDP, SC-MDP reduces the original constrained optimization problem in transition dynamics to a simpler one in state space, whose solving process does not require taking infimum over a subset of the infinite dimensional transition probability space. Finally, we propose a model-free actor-critic algorithm, called State-Conservative Policy Optimization (SCPO), which approximates the disturbance in state space by a simple gradient-based regularizer and learns robust policies by maximizing the objective of SC-MDP. The appealing features of SCPO include that it is simple to implement and does not require task-specific prior knowledge and specially designed simulators to model the disturbance. Experiments in MuJoCo benchmarks show that SCPO consistently learns robust policies against different types of disturbance in transition dynamics.

2 Related Work

In this section, we discuss related work that aims to learn robust policies from different perspectives. Note that we mainly focus on learning robust policies against the disturbance in transition dynamics in this paper.

Robustness against the Disturbance in Transition Dynamics

The disturbance in transition dynamics mainly comes from test-generalization and simulation-transfer (Pinto et al. 2017; Rajeswaran et al. 2017). Many previous model-free algorithms learn robust policies by modeling the disturbance and applying it to source environments during training. To bin et al. (2017) propose domain randomization (DR) to generate environments with different transition dynamics. Iyengar (2005) propose robust Markov decision process (RMDP), which maximizes cumulative rewards under the worst-case disturbance. Based on RMDP, Mankowitz et al. (2020) propose robust MPO (R-MPO) to learn robust policies with pre-given uncertainty sets of environmental parameters; Zhang et al. (2020) derive a robust policy regularizer that relates to total variation distance or KL-divergence on perturbed policies. Note that the disturbance in state observations does not affect the ground-truth states and the underlying transition dynamics. Thus, there are gaps between the algorithms designed for these two different tasks (Zhang et al. 2020).

Robustness against the Disturbance in State Observations

Robustness against the disturbance in state observations by a simple gradient-based regularizer. Note that the disturbance in state observations does not affect the ground-truth state space and the underlying transition dynamics. Thus, there are gaps between the algorithms designed for these two different tasks (Zhang et al. 2020).

Robustness against the Disturbance in Action Space

Robustness against the disturbance in action space by modeling the disturbance and applying it to source environments during training using a neural network with randomly sampled weights; Tessler, Efroni, and Mannor (2019) propose probabilistic action robust MDP (PR-MDP) and noisy action robust MDP (NR-MDP) to model two types of disturbance in action space and then solve them by adversarial training. Sometimes we also use the disturbance in action space to approximate the unmodeled disturbance in transition dynamics. Thus, there are gaps between the algorithms designed for these two different tasks (Zhang et al. 2020).

2 Related Work

In this section, we discuss related work that aims to learn robust policies from different perspectives. Note that we mainly focus on learning robust policies against the disturbance in transition dynamics in this paper.

Robustness against the Disturbance in Transition Dynamics

The disturbance in transition dynamics mainly comes from test-generalization and simulation-transfer (Pinto et al. 2017; Rajeswaran et al. 2017). Many previous model-free algorithms learn robust policies by modeling the disturbance and applying it to source environments during training. To bin et al. (2017) propose domain randomization (DR) to generate environments with different transition dynamics. Iyengar (2005) propose robust Markov decision process (RMDP), which maximizes cumulative rewards under the worst-case disturbance. Based on RMDP, Mankowitz et al. (2020) propose robust MPO (R-MPO) to learn robust policies with pre-given uncertainty sets of environmental parameters; Zhang et al. (2020) derive a robust policy regularizer that relates to total variation distance or KL-divergence on perturbed policies. Note that the disturbance in state observations does not affect the ground-truth states and the underlying transition dynamics. Thus, there are gaps between the algorithms designed for these two different tasks (Zhang et al. 2020).

Robustness against the Disturbance in State Observations

Robustness against the disturbance in state observations by modeling the disturbance and applying it to source environments during training using a neural network with randomly sampled weights; Tessler, Efroni, and Mannor (2019) propose probabilistic action robust MDP (PR-MDP) and noisy action robust MDP (NR-MDP) to model two types of disturbance in action space and then solve them by adversarial training. Sometimes we also use the disturbance in action space to approximate the unmodeled disturbance in transition dynamics. Thus, there are gaps between the algorithms designed for these two different tasks (Zhang et al. 2020).

3 Preliminaries

In this section, we briefly introduce the preliminaries.

Markov Decision Process (MDP) An MDP is defined by a tuple $\langle S, A, p, r, \gamma \rangle$. Here $S \subset \mathbb{R}^m$ is the state space, $A \subset \mathbb{R}^n$ is the action space, and $p : S \times A \to \Delta_S$ is the transition dynamic, where $\Delta_S$ is the set of Borel probability measures on $S$. The reward function $r : S \times A \to [R_{\min}, R_{\max}]$ is bounded, and $\gamma \in (0, 1)$ is the discount factor. Let $\pi : S \to \Delta_A$ be a stationary policy, where $\Delta_A$ is the set of Borel probability measures on $A$. For convenience, we overload the notation to let $\pi(\cdot|s)$ and $p(\cdot|s, a)$ also denote the probability density function (PDF) without ambiguity.

Robust Markov decision process (RMDP) The RMDP considers the disturbance in transition dynamics at each step. It is defined as a tuple $\langle S, A, P, r, \gamma \rangle$, where $S$, $A$, $r$, $\gamma$ are defined as above and $P$ is an uncertainty set of possible transitions. Specifically, for each $(s, a) \in S \times A$, $P(s, a)$ is a set of transitions $p(s'|s, a) : S \times A \to \Delta_S$. When the agent is at state $s$ and takes action $a$, the next state $s'$ is determined by one of the transitions in $P(s, a)$. By definition, the uncertainty set $P$ described all possible disturbance in transition dynamics. RMDP aims to learn a policy that maximizes the expected return under the worst-case disturbance (Nimil and Ghaoui 2004).

The objective of RMDP is defined as

$$J_P(\pi) = \inf_{p \in P} \mathbb{E}_{p, \pi} \sum_{t=0}^{+\infty} \gamma^t r(s_t, a_t).$$

(1)

That is, taking minimum over all possible probability measures induced by $\pi$ and $P$ on the trajectory space (Iyengar 2005). Based on the objective, the robust value functions are defined as $V_P^\pi(s) = \inf_{p \in P} \mathbb{E}_{p, \pi} [\sum_{t=0}^{+\infty} \gamma^t r(s_t, a_t)|s_0 = s]$, and $Q_P^\pi(s, a) = \inf_{p \in P} \mathbb{E}_{p, \pi} [\sum_{t=0}^{+\infty} \gamma^t r(s_t, a_t)|s_0 = s, a_0 = a]$. Note that $Q_P^\pi$ is the fixed point of the following robust Bell-
man operator (which is a contraction on $\mathbb{R}^{|S \times A|}$)

$$T \hat{P} Q \triangleq r(s, a) + \gamma \inf_{p(\cdot|s, a) \in \mathcal{P}(s, a)} \mathbb{E}_{s', a' \sim p(\cdot|s, a)} [Q(s', a')] .$$

(2)

Correspondingly, the optimal policy and the optimal action-value function is defined to be $Q^*_T \triangleq \sup_{p} Q^T_p$.

**Wasserstein Uncertainty Set** A bounded uncertainty set makes the problem well-defined, as optimizing over arbitrary dynamics only results in non-performing system. The uncertainty set $\mathcal{P}(s, a)$ has recently been described using the Wasserstein distance by many researchers [Abdullah et al. 2019; Hou et al. 2020]. Let $p_0(s'|s, a)$ denote the transition probability in the source environment, which is assumed to be fixed. Then, the Wasserstein uncertainty set is defined as $\mathcal{P}_\epsilon = \{p : \mathcal{W}^p(\cdot|s, a) \leq \epsilon, \forall (s, a)\}$.

(3)

where $\mathcal{W}^p(\cdot)$ is the $p$th-order Wasserstein metric on $\Delta_S$ given by $\mathcal{W}^p(\mu, \nu) \triangleq (\inf_{\gamma \in \Gamma(\mu, \nu)} \int_{S \times S} d(x, y) d\gamma)^{1/p}$, $d$ is a distance metric on $\mathcal{S}$, and $\Gamma(\mu, \nu)$ refers to all the couplings of $\mu$ and $\nu$. By recent progresses in optimal transport [Blanchet and Murthy 2019], the robust Bellman operator (2), when described by Wasserstein uncertainty set (3), can be rewritten without explicitly taking infimum over a set of probability measures. We show the result in the following proposition, which serves as a motivation to our method.

**Proposition 1.** When the uncertainty set is described by Wasserstein distance of order $p$ as in Equation (3), the robust Bellman operator (2) is equivalent to

$$T \hat{P} Q(s, a) = r(s, a) + \gamma \sup_{s', a'} \mathbb{E}_{s \sim p_0(\cdot)} \left\{ \inf_{s'' \in S} \mathbb{E}_{s'' \sim \pi(\cdot|s'')} [Q(s'', a'')] + \lambda (d(s', s''))^{p} - \epsilon \right\} .$$

(4)

4 From RMDP to State-Conservative MDP

In this section, we propose a new state-conservative objective and the corresponding state-conservative Markov decision process (SC-MDP). SC-MDP reduces the disturbance in transition dynamics to that in state space, allowing us to learn robust policies without full prior knowledge about the disturbance. Before we formally propose the new objective, we first explain the motivation from state disturbance.

4.1 A View from State Disturbance

Consider the robust Bellman operator [2] and its Wasserstein variant [4]. We can write the empirical version of [4] as

$$\hat{T}^*_H Q(s_t, a_t) = r(s_t, a_t) + \gamma \sup_{s', a'} \left\{ \inf_{s'' \in S} \mathbb{E}_{s'' \sim \pi(\cdot|s'')} [Q(s'', a'')] + \lambda (d(s', s''))^{p} - \epsilon \right\} .$$

(5)

where $s_{t+1} \sim p_0(\cdot|s_t, a_t)$. Now assume that both the value function $V(s') \triangleq \mathbb{E}_{a' \sim \pi(\cdot|s')} [Q(s', a')]$ and the $p$th-order distance metric $d(s', s_{t+1})^{p}$ are convex functions of the variable $s'$ in Equation [4]. By the duality theory [Boyd and Vandenberghe 2004], Equation [5] is equivalent to the following form (detailed proof in Appendix A.1):

$$\hat{T}^*_H Q(s_t, a_t) = r(s_t, a_t) + \gamma \inf_{s' \in B_{s}(s_{t+1})} \mathbb{E}_{a' \sim \pi(\cdot|s')} [Q(s', a')] .$$

(6)

Such a form involves taking infimum of the future state-value $V^*(s')$ over all $s'$ in the $\epsilon$-ball $B_{s}(s_{t+1}) \triangleq \{s' \in S : d(s', s_{t+1})^{p} \leq \epsilon\}$. Note that the convexity of $V^*(s')$ can hold under linear and deterministic assumptions on rewards, transitions and policies when the MDP is of finite horizon.

In general, the state-value function $V^*(s')$ is not necessarily convex. However, this observation gives us a different view on promoting robustness against the disturbance in transition dynamics. Intuitively, any disturbance in transition $p$ finally influences the process via the change of future states. Thus, instead of considering the worst-case perturbed transition as in the robust Bellman operator [2], we can directly consider the worst-case perturbed next states as in Equation [6]. In other words, we can learn robust policies by considering the worst-case value over all possible states close to $s_{t+1} \sim p_0(\cdot|s_t, a_t)$. We refer to this method as state disturbance, which is more compatible in practice since it only involves finding a constraint minimum in the finite-dimensional state space and thus does not require priors to model the disturbance in advance. Starting from this view, we propose a new objective in Section 4.2 and further extend it to a continuous control RL algorithm in Section 5.

4.2 State-Conservative Markov Decision Process

Now we formally propose the state-conservative objective based on the state disturbance method in Section 4.1. Different from the objective of RMDP in [1], we define it as

$$J_{\epsilon, S}(\pi) \triangleq \mathbb{E}_{s_0 \sim a_0} \left\{ \inf_{s_1 \in B(s_0)} \mathbb{E}_{a_1 \sim \pi(\cdot|s_1)} [r(s_0, a_0)] + \gamma \mathbb{E}_{s_1 \sim p_0(\cdot|s_0, a_0)} \left\{ \inf_{s_2 \in B(s_1)} \mathbb{E}_{a_2 \sim \pi(\cdot|s_2)} [r(s_1, a_1)] + \gamma \mathbb{E}_{s_2 \sim p_0(\cdot|s_1, a_1)} \left\{ \inf_{s_3 \in B(s_2)} \mathbb{E}_{a_3 \sim \pi(\cdot|s_3)} [r(s_2, a_2)] + \cdots \right\} \right\} \right\} .$$

(7)
where $d_0$ and $p_0$ represent the initial distribution and the transition dynamic in source environments, $\epsilon$ is a non-negative real controlling the degree of state disturbance, and $B_{\epsilon}(s) \triangleq \{s' \in S : d(s', s) \leq \epsilon\}$ is the $\epsilon$-ball in $S \subseteq \mathbb{R}^m$ induced by a distance metric $d : S \times S \mapsto \mathbb{R}$. Note that by setting $\epsilon$ to 0, our objective recovers the original reinforcement learning objective. We call the Markov decision process aiming to maximize the objective (7) as state-conservative Markov decision process (SC-MDP).

**Understand SC-MDP** We illustrate the intuition of SC-MDP in Figure 1. Consider an MDP with one-dimensional state space. Suppose its rewards only depend on $s$. Then, the original objective (i.e., the cumulative rewards) in Figure 1(a) encourages the stationary state distribution $\rho(s)$ to concentrate on states with higher rewards, while the state-conservative objective in Figure 1(b) encourages $\rho(s)$ to concentrate on states that are more stable under disturbance.

**Relation to RMDP** Our newly proposed SC-MDP coincides with RMDP in specific settings. If we only consider deterministic transitions and let the uncertainty set of RMDP bounded by Wasserstein distance, then one can easily check that our state-conservative objective (7) equals to the objective (1) of RMDP. Though this equivalence does not necessarily hold in general (discussions in Appendix B.1), the new objective helps us design algorithms to learn robust policies.

![Figure 1: An illustration of the state-conservative MDP.](image)

### 4.3 State-Conservative Policy Iteration

Given a fixed policy $\pi$, we aim to evaluate its value iteratively. Based on the newly proposed objective (7), we define the corresponding action-value function by

$$Q_{\pi,S}(s,a) \triangleq r(s,a) + \gamma \mathbb{E}_{s_1 \sim p_0(\cdot|s,a)} \left[ \inf_{a'_1 \in B_{\epsilon}(s_1)} \mathbb{E}_{a'_1 \sim \pi(\cdot|s_1)} [r(s_1', a'_1)] ight] + \gamma \mathbb{E}_{s_2 \sim p_0(\cdot|s',a'_1)} \left[ \inf_{a'_2 \in B_{\epsilon}(s_2)} \mathbb{E}_{a'_2 \sim \pi(\cdot|s_2)} [r(s_2', a'_2) + \cdots] \cdots \right].$$

(8)

We call $Q_{\pi,S}$ the state-conservative action-value function of policy $\pi$. It satisfies the following Bellman equation

$$Q_{\pi,S}(s,a) = r(s,a) + \gamma \mathbb{E}_{s' \sim p_0(\cdot|s,a)} \left[ \inf_{a' \in B_{\epsilon}(s)} \mathbb{E}_{a' \sim \pi(\cdot|s')} [Q_{\pi,S}(s', a')] \right].$$

(9)

Thus, $Q_{\pi,S}$ is the fixed point of the following operator

$$T_{\pi} Q(s,a) = r(s,a) + \gamma \mathbb{E}_{s' \sim p_0(\cdot|s,a)} \left[ \inf_{a' \in B_{\epsilon}(s)} \mathbb{E}_{a' \sim \pi(\cdot|s')} [Q(s', a')] \right].$$

(10)

We refer to $T_{\pi}$ as the state-conservative Bellman operator. Now we show that $T_{\pi}$ is a contraction mapping.

**Proposition 2** (Contraction Mapping). For any $\epsilon \geq 0$ and any fixed policy $\pi$, the state-conservative Bellman operator $T_{\pi}$ in (10) is a contraction mapping on $(\mathbb{R}^{|S| \times |A|}, \| \cdot \|_{\infty})$. Thus, $T_{\pi}^\pi$ has a unique fixed point, which is just the $Q_{\pi,S}$.

The proof of Proposition 2 is in Appendix A.2. Based on it, we can derive a policy evaluation procedure, which starts from arbitrary $Q^0 \in \mathbb{R}^{|S| \times |A|}$ and obtain $Q_{\pi,S}$ by iteratively calculating $Q^{k+1} = T_{\pi}^\pi Q^k$. We call this procedure state-conservative policy evaluation (SC-PE). After evaluating the old policy, we introduce the policy improvement step, which greedily chooses policies state-wisely to maximize the state-conservative objective starting from given states.

**Proposition 3** (Policy Improvement). Suppose $Q_{\pi,S}^{\pi_{\text{old}}}$ is the action-value function of $\pi_{\text{old}}$ and $\pi_{\text{new}}$ is chosen greedily by:

$$\pi_{\text{new}}(\cdot|s) \triangleq \arg \max_{\pi \in \Delta_A} \inf_{s' \in B_{\epsilon}(s)} \mathbb{E}_{a' \sim \pi} [Q_{\pi,S}^{\pi_{\text{old}}}(s', a')].$$

(11)

Then $Q_{\pi,S}^{\pi_{\text{new}}}(s,a) \geq Q_{\pi,S}^{\pi_{\text{old}}}(s,a)$ for all $(s,a) \in S \times A$.

The proof of Proposition 3 is in Appendix A.3. Now we can derive a policy iteration algorithm that alternates between the state-conservative policy evaluation and improvement steps introduced above. We call it state-conservative policy iteration (SC-PI) and show it in Algorithm 1 in Appendix B.2. By setting $\epsilon$ to 0, SC-PI recovers the original policy iteration algorithm (Sutton and Barto 2018).
5 State-Conservative Policy Optimization

In this section, we extend the SC-PI algorithm to a model-free actor-critic algorithm, called state-conservative policy optimization (SCPO), in continuous action space. First, we introduce the main components of SCPO. Then, we propose a simple and efficient gradient-based implementation of SCPO. Finally, we apply SCPO to the soft actor-critic (SAC) algorithm [Haarnoja et al. 2018] and present the state-conservative soft actor-critic (SC-SAC) as an instance.

5.1 State-Conservative Policy Optimization

Let $Q_\theta$ denote the Q-function parameterized by $\theta$, $\pi_\phi$ denote the policy parameterized by $\phi$, and $\mathcal{D}$ denote the collected data. Then, the state-conservative policy optimization (SCPO) algorithm mainly includes a state-conservative policy evaluation step to \textit{train the critic} and a state-conservative policy improvement step to \textit{train the actor}. We conclude the pseudo code of SCPO in Algorithm 2 in Appendix B.3.

State-Conservative Policy Evaluation In this step, we train the critic $Q_\theta$ by minimizing the Bellman residual

$$J_{c,Q}(\theta) \triangleq \mathbb{E}_{(s_t,a_t) \sim \mathcal{D}} \left[ \frac{1}{2} (Q_\theta(s_t, a_t) - \hat{Q}(s_t, a_t))^2 \right],$$

where the learning target $\hat{Q}$ is defined as

$$\hat{Q}(s_t, a_t) \triangleq r(s_t, a_t) + \gamma \mathbb{E}_{s_{t+1} \sim p_0} \left[ \hat{V}(s_{t+1}) \right],$$

$$\hat{V}(s_{t+1}) \triangleq \inf_{s' \in B_\epsilon(s_{t+1})} \mathbb{E}_{a' \sim \pi_\phi(\cdot|s')} [Q_\theta(s', a')] .$$

State-Conservative Policy Improvement In this step, we train the actor $\pi_\phi$ by maximizing the objective of SC-MDP

$$J_{c,\pi}(\phi) \triangleq \mathbb{E}_{s_t \sim \mathcal{D}} \left[ \inf_{s' \in B_\epsilon(s_t)} \mathbb{E}_{a' \sim \pi_\phi(\cdot|s')} [Q_\theta(s, a)] \right].$$

The $\infty$-Norm Based $\epsilon$-Ball. We choose the $\infty$-norm as the distance metric on $\mathcal{S}$ to specify $B_\epsilon(s)$ in SCPO, i.e.,

$$B_\epsilon(s) \triangleq \{ s' \in \mathcal{S} : \| s' - s \|_\infty \leq \epsilon \} .$$

Note that the $\infty$-norm is commonly used to measure noise and disturbance as it indicates that the intensity of the disturbance in each dimension of the state space $\mathcal{S}$ is independent. Besides, $\infty$-norm based $\epsilon$-ball allows us to propose a simple and efficient implementation of SCPO in the next section.

5.2 Gradient Based Implementation

To implement the SCPO algorithm proposed in Section 5.1, we need to solve the following constrained optimization problem which appears in Equation (12) and Equation (15),

$$\inf_{s' \in B_\epsilon(s)} \mathbb{E}_{a' \sim \pi_\phi(\cdot|s')} [Q_\theta(s', a')].$$

A natural idea to solve Equation (17) is to use the stochastic gradient descent (SGD) method in $B_\epsilon(s)$. However, both performing SGD repeatedly for each batch and estimating $\mathbb{E}_{a' \sim \pi_\phi(\cdot|s')}$ by sampling actions from $\pi(\cdot|s')$ are computationally expensive in practice. To tackle this problem, we propose a gradient based method that \textit{approximately} solves the constrained optimization problem (17) efficiently.

Gradient Based Regularizer

For simplicity, we define $U_{\theta,\phi}(s) \triangleq \mathbb{E}_{a \sim \pi_\phi(\cdot|s)} [Q_\theta(s, a)]$. By Taylor’s Theorem, for given $s \in \mathcal{S}$, we can expand $U_{\theta,\phi}(s')$ in $B_\epsilon(s)$ as

$$U_{\theta,\phi}(s) + \langle \nabla_s U_{\theta,\phi}(s), s' - s \rangle + \alpha(\| s' - s \|_2).$$

Note that when the disturbance $\epsilon$ is small enough, we can use $\tilde{U}_{\theta,\phi,\epsilon}(s') = U_{\theta,\phi}(s) + \langle \nabla_s U_{\theta,\phi}(s), s' - s \rangle$ to approximate $U_{\theta,\phi}$ without losing too much information. Then, rather than solving problem (17) directly, we can solve $\inf_{s' \in B_\epsilon(s)} \tilde{U}_{\theta,\phi,\epsilon}(s')$ instead, which enjoys the following closed form solution under a small $\infty$-norm ball $B_\epsilon(s)$,

$$\inf_{s' \in B_\epsilon(s)} \tilde{U}_{\theta,\phi,\epsilon}(s') = U_{\theta,\phi}(s) - \epsilon \| \nabla_s U_{\theta,\phi}(s) \|_1 .$$

We refer to Equation (19) as a Gradient Based Regularizer (GBR), which approximates the solution to Equation (17) via simply subtracting a gradient norm term.

\textbf{Does the Approximation Make Sense in Practice?} In our experiments, we find that the local linear property of $U_{\theta,\phi}(s)$ for small $\epsilon$ is well satisfied for existing actor-critic algorithms (we use the popular off-policy algorithm SAC as an instance to illustrate in Figure 2), and this approximation achieves satisfactory performance as reported in Section 6.
In the policy improvement step, we train the actor by maximizing the state-conservative entropy regularized objective

\[ J_{\pi}(\phi) \triangleq \mathbb{E}_{s_t \sim D, \delta_t \sim \mathcal{N}} \left[ Q^{\text{min}}_{\theta}(s_t, f_{\phi}(\delta_t; s_t)) - \varepsilon \nabla_s Q^{\text{min}}_{\theta}(s_t, f_{\phi}(\delta_t; s_t)) - \alpha \log \pi_{\phi}(f_{\phi}(\delta_t; s_t) | s_t) \right] \tag{21} \]

In the temperature \( \alpha \) update step, we tune \( \alpha \) by minimizing

\[ J_{\alpha}(\alpha) \triangleq -\alpha \mathbb{E}_{s_t \sim D, \delta_t \sim \mathcal{N}} \left[ \log \pi_{\phi}(f_{\phi}(\delta_t; s_t) | s_t) + \mathcal{H} \right], \tag{22} \]

where \( \mathcal{H} \) is the target value of the entropy term. We show the pseudo code of SC-SAC in Algorithm 3.

---

**Algorithm 3: State-Conservative Soft Actor-Critic**

1. **Input:** Critic \( Q_{\theta_1}, Q_{\theta_2} \). Actor \( \pi_\phi \). Initial temperature parameter \( \alpha \). Step size \( \beta_Q, \beta_\pi, \beta_\alpha \). Target smoothing coefficient \( \tau \).
2. \( \theta_1 \leftarrow \theta_1, \theta_2 \leftarrow \theta_2, D \leftarrow \emptyset \).
3. for each iteration do
4.   for each environment step do
5.     \( a_t \sim \pi_t(|s_t), s_{t+1} \sim p_0(|s_t, a_t) \).
6.     \( D \leftarrow D \cup \{ s_t, a_t, r(s_t, a_t), s_{t+1} \} \).
7.   end for
8.   for each training step do
9.     \( \theta_i \leftarrow \theta_i - \beta_Q \nabla Q_i(s_t, \phi) \) for \( i = 1, 2 \).
10. \( \phi \leftarrow \phi - \beta_\pi \nabla J_{\pi}(\phi) \).
11. \( \alpha \leftarrow \alpha - \beta_\alpha \nabla J_{\alpha}(\alpha) \).
12. \( \theta_i \leftarrow \tau \theta_i + (1 - \tau) \theta_i \) for \( i = 1, 2 \).
13. end for
14. end for
15. **Output:** \( \theta_1, \theta_2, \phi \)
4.2 Larger $\epsilon$ implies higher intensity of the disturbance considered in SC-MDP. However, too large $\epsilon$ can lead to suboptimal policies and thus degraded performance. Thus, we tune the hyperparameter $\epsilon$ in the Hopper-v2 task by grid search and find that it achieves the best performance when $\epsilon = 0.005$. We then set $\epsilon = 0.005$ for all the tasks in our experiments. See Section 6.2 for sensitivity analysis.

Implementation and Evaluation Settings We normalize the observations for both SAC and SC-SAC in all tasks. We keep all the parameters in SC-SAC the same as those in original SAC. We train policies for 200k steps (i.e., 200 epochs) in InvertedDoublePendulum-v2 and 100k steps (i.e., 1000 epochs) in other tasks. We train policy for each task with 5 random seeds. We perturb the parameters (e.g., mass and friction) in target environments to generate disturbance in transition dynamics. More details for implementation and evaluation settings can be found in Appendix C.

6.1 Comparative Evaluation

We compare SC-SAC with the original SAC and PR-MDP [Tessler, Efroni, and Mannor 2019] in this part.

Comparison with Original SAC We compare SC-SAC with original SAC in target environments with perturbed environmental parameters (mass, friction). Figure 3 illustrates that SC-SAC is more robust than SAC when generalize to target environments. We then evaluate policies in target environments with truncated Gaussian distributed mass and friction, since the
Figure 5: Training curves for different algorithms. The results show that SC-SAC achieves almost identical performance as SAC in source environments for all tasks, while PR-SAC leads to performance degradation for several tasks.

Figure 6: Compare SCPO with DR in target environments with one parameter perturbed. DR uniformly randomizes the mass (DRM-SAC) or the friction (DRF-SAC) in the range given in Figure 3 during training in source environments, while SC-SAC only uses a gradient based regularizer. We then evaluate them in target environments with perturbed mass or friction. The results show that SCPO learned policies are more robust to unmodeled disturbance than DR.

perturbation on environmental parameters in the real world usually follows Gaussian distribution. Results in Figure 4 demonstrate that the return distributions of SC-SAC are more concentrated in high-value areas than that of SAC. Note that SC-SAC does not use any prior knowledge about the disturbance (e.g., mass and friction changes) during training. We further compare the computational efficiency between SC-SAC and SAC in Appendix D.1.

Comparison with the Action Robust Algorithm Action robust (AR) algorithms learn robust policies by using the disturbance in action space to approximate the unmodeled disturbance in transition dynamics. We apply the state-of-the-art AR algorithm PR-MDP, which uses an adversarial policy to disturb actions during training, to SAC (called PR-SAC) and compare it with SC-SAC in Figure 3. Results show that SC-SAC achieves higher average returns than PR-SAC in most tasks. This is mainly because that adversarial training tends to result in degraded performance, while regularizer-based SCPO maintains the original performance of SAC more easily (see Figure 5 for the training curves).

Comparison with Domain Randomization The domain randomization (DR) algorithm randomizes parameters in source environments during training to learn policies that are robust to perturbations on these parameters. However, when testing in target environments, we can suffer from unmodeled disturbance that comes from perturbations on unseen parameters. To compare the robustness against unmodeled disturbance between SCPO and DR, we train SAC with one parameter (mass or friction) uniformly randomized in the range given in Figure 3 and then test it in target environments with the other parameter perturbed. As shown in Figure 6, DR trained policies are robust to the disturbance that is modeled in advance but perform poorly when generalize to unmodeled disturbance. By contrast, though the perturbations on both mass and friction are unmodeled during training, SC-SAC trained policies are robust to them consistently.

6.2 Ablation Study

In this part, we conduct ablation study on different components of SC-SAC to analyze their effects empirically.

Policy Evaluation v.s. Policy Improvement SCPO based algorithms include a state-conservative policy evaluation step and a state-conservative policy improvement step. We conduct ablation study to analyze their effects in SCPO respectively. Specifically, we apply SCPO to SAC with only the policy evaluation step (SCE-SAC) or the policy improvement step (SCI-SAC) and then report their performance in perturbed target environments in Figure 7. Results show that both the policy evaluation step and the policy improvement step in SCPO play an important role in the training process.

Sensitivity Analysis on $\epsilon$ We analyze the sensitivity of SC-SAC to the hyperparameter $\epsilon$. We evaluate policies trained with different $\epsilon$ in perturbed environments and show the results in Figure 8. Results demonstrate that SC-SAC is relatively insensitive
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A Proofs for Propositions

A.1 Derivation from Equation (5) to Equation (6)

Proof. According to the duality theory in convex optimization literature (see Chapter 5 of Boyd and Vandenberghe (2004)), we can consider the second term in Equation (6), i.e.,

$$\inf_{s' \in B_r(s_{t+1})} E_{a' \sim \pi(-|s')}[Q(s', a')] \tag{23}$$

as a constrained convex optimization problem, since both the target function $E_{a' \sim \pi(-|s')}[Q(s', a')]$ a convex function in $s'$ and the constraint $B_r(s_{t+1})$ a convex region in $S$ by our assumptions in Section 4.1. Now invoking the duality theory, we can conclude that the constraint convex optimization problem (23) is equivalent to the following Lagrange dual problem,

$$\sup_{\lambda > 0} \left\{ \inf_{s' \in S} E_{a' \sim \pi(-|s')}[Q(s', a')] + \lambda \left( d(s', s_{t+1})^p - \epsilon \right) \right\}, \tag{24}$$

which is just the second term in Equation (5). This shows the equivalence between Equation (5) and Equation (6).

A.2 Proof of Proposition 2

Proof. By the definition of $T^\epsilon$ in Equation (8), for any $Q_1, Q_2 \in \mathbb{R}^{|S| \times |A|}$, any $(s, a) \in S \times A$, we have

$$T^\epsilon\pi Q_1(s, a) - T^\epsilon\pi Q_2(s, a) = \gamma E_{s' \sim p_0(s, a)} \left[ \inf_{s' \in B_r(s)} E_{a' \sim \pi(-|s')}[Q_1(s', a')] - \inf_{s' \in B_r(s)} E_{a' \sim \pi(-|s')}[Q_2(s', a')] \right]. \tag{25}$$

For any $\epsilon > 0$ and any $s \in S$, take $s_2'(\hat{s}) \in B_r(s)$ such that

$$\inf_{s' \in B_r(s)} E_{a' \sim \pi(-|s')}[Q_2(s_2'(\hat{s}), a')] \geq E_{a' \sim \pi(-|s_2'(\hat{s})) [Q_2(s_2'(\hat{s}), a')] - \epsilon \tag{26}$$

Taking this back to Equation (25), we can derive that

$$T^\epsilon\pi Q_1(s, a) - T^\epsilon\pi Q_2(s, a) \leq \gamma \mathbb{E}_{s' \sim p_0(s, a)} \left[ E_{a' \sim \pi(-|s_2'(\hat{s})) [Q_1(s_2'(\hat{s}), a')] - E_{a' \sim \pi(-|s_2'(\hat{s})) [Q_2(s_2'(\hat{s}), a')] + \epsilon \right] \equiv \gamma \mathbb{E}_{s' \sim p_0(s, a)} \left[ E_{a' \sim \pi(-|s_2'(\hat{s})) [Q_1(s_2'(\hat{s}), a')] - Q_2(s_2'(\hat{s}), a')] + \epsilon \right] \leq |Q_1 - Q_2|_{\infty} + \epsilon \tag{27}$$

Since $\epsilon > 0$ is arbitrary, we conclude that

$$T^\epsilon\pi Q_1(s, a) - T^\epsilon\pi Q_2(s, a) \leq |Q_1 - Q_2|_{\infty} \tag{28}$$

for any $(s, a) \in S \times A$. Similarly, we can derive that

$$T^\epsilon\pi Q_2(s, a) - T^\epsilon\pi Q_1(s, a) \leq |Q_1 - Q_2|_{\infty} \tag{29}$$

for any $(s, a) \in S \times A$. Thus, combining Equation (28) and (29), we get that $|T^\epsilon\pi Q_2(s, a) - T^\epsilon\pi Q_1(s, a)| \leq \|Q_1 - Q_2\|_{\infty}$ for any $(s, a) \in S \times A$, which further implies that $\|T^\epsilon\pi Q_1 - T^\epsilon\pi Q_1\| \leq \|Q_1 - Q_2\|_{\infty}$. This completes the proof of Proposition 2.

A.3 Proof of Proposition 3

Proof. Recall that the state-conservative action value function satisfies the Bellman equation $Q^\pi_{\epsilon,S} = T^\epsilon\pi Q^\pi_{\epsilon,S}$. By iteratively applying the Bellman equation and using the relation between $\pi_{new}$ and $\pi_{old}$ given in Proposition 3, we have

$$Q^{\pi_{old}}_{\epsilon,S}(s_0, a_0) = r(s_0, a_0) + \gamma \mathbb{E}_{s_1 \sim p_0(s_0, a_0)} \left[ \inf_{a_1' \in B_r(s_1)} E_{a_1' \sim \pi_{old}(-|s_1')} [Q^{\pi_{old}}(s_1', a_1') \tag{30}$$

$$\leq r(s_0, a_0) + \gamma \mathbb{E}_{s_1 \sim p_0(s_0, a_0)} \left[ \inf_{a_1' \in B_r(s_1)} E_{a_1' \sim \pi_{new}(-|s_1')} [r(s_1', a_1') + \gamma \mathbb{E}_{s_2 \sim p_0(s_1', a_1')} \left[ \inf_{a_2' \in B_r(s_2)} E_{a_2' \sim \pi_{old}(-|s_2')} [Q^{\pi_{old}}(s_2', a_2')] \right] \right] \right]$$

$$\leq \cdots$$

(By iteratively applying Bellman equation)

$$\leq Q^{\pi_{new}}_{\epsilon,S}(s_0, a_0), \tag{31}$$

for any $(s_0, a_0) \in S \times A$. This completes the proof of Proposition 3.

\[ \Box \]
B Pseudo Codes

B.1 Discussions on the Relation between State and Transition Disturbance

The equivalence holds in deterministic MDP as the Wasserstein distance simply reduces to the geometric distance in that case. However, in stochastic MDP it does not necessarily hold. For example, a stochastic transition that is close to a Dirac transition $\delta_s$ under Wasserstein distance can still have a small probability to go to states far away from $s$.

B.2 Pseudo Code of SC-PI

We conclude the pseudo code of the state-conservative policy iteration (SC-PI) algorithm in Algorithm 1.

\begin{algorithm}
\caption{State-Conservative Policy Iteration}
\begin{algorithmic}
\STATE {Input: A given MDP with transition $p_0$, an initial policy $\pi^0$, a non-negative real $\epsilon$ and iteration step $K$.}
\FOR {$k = 0, 1, \cdots, K$}
\STATE {Perform State-Conservative Policy Evaluation till convergence to obtain $Q^k_{\pi, S}$.}
\STATE {Perform Policy Improvement step by $\pi^{k+1}(\cdot|s) \leftarrow \arg \max_{\pi \in \Delta_A} \inf_{s' \in B_\epsilon(s)} E_{a' \sim \pi}[Q^k_{\pi, S}(s', a')]$.}
\ENDFOR
\STATE {Output: an estimation $\pi^{K+1}$ of the optimal policy.}
\end{algorithmic}
\end{algorithm}

B.3 Pseudo Code of SCPO

We conclude the pseudo code of the state-conservative policy optimization (SCPO) algorithm in Algorithm 2.

\begin{algorithm}
\caption{State-Conservative Policy Optimization}
\begin{algorithmic}
\STATE {Input: Critic $Q_\theta$, Actor $\pi_\phi$, Step size $\beta_Q, \beta_\pi$.}
\STATE {$D \leftarrow \emptyset$.}
\FOR {each iteration}
\FOR {each environment step}
\STATE {$a_t \sim \pi(\cdot|s_t), s_{t+1} \sim p_0(\cdot|s_t, a_t)$.}
\STATE {$D \leftarrow D \cup \{s_t, a_t, r(s_t, a_t), s_{t+1}\}$.}
\ENDFOR
\FOR {each training step}
\STATE {$\theta \leftarrow \theta - \beta_Q \nabla J_{\epsilon, Q}(\theta)$.}
\STATE {$\phi \leftarrow \phi - \beta_\pi \nabla J_{\epsilon, \pi}(\phi)$.}
\ENDFOR
\ENDFOR
\STATE {Output: $\theta, \phi$.}
\end{algorithmic}
\end{algorithm}

C Details of Implementations

Observation Normalization We normalize the observations in SAC, PR-SAC and SC-SAC with fixed mean and standard deviation for each task. Specifically, We run SAC for 200k steps in InvertedDoublePendulum-v2 and 1000k steps in Hopper-v2, Walker2d-v2, and HalfCheetah-v2. We then use the training data in the replay buffer to calculate the mean and standard deviation in each dimension of observations. We normalize the observations by $o' = \frac{o - \text{mean}}{\text{std}}$ in each dimension.

Implementation Details of PR-SAC We apply PR-MDP to SAC in our experiments as it attains better performance in (Tessler, Efroni, and Mannor 2019). Note that we use a TD3-style (Fujimoto, van Hoof, and Meger 2018) training process for the adversary, as directly optimizing the soft Q objective for the adversary only leads to a deterministic adversarial policy whose soft Q value diverges to negative infinity. We keep all hyperparameters the same as that in authors’ implementation. That is, we set the probability of the adversary (the hyperparameter $\alpha$) to be 0.1 and the training frequency of the adversary to be 10 : 1.

Shared Parameters We keep all the shared parameters in SC-SAC and PR-SAC the same as those in original SAC (Haarnoja et al. 2018). We list these parameters and the corresponding values in Table 1 below.
Table 1: Shared parameters used in SAC, PR-SAC and SC-SAC.

| Parameter                  | Value             |
|----------------------------|-------------------|
| optimizer                  | Adam              |
| learning rate              | $3 \cdot 10^{-4}$ |
| discount ($\gamma$)        | 0.99              |
| replay buffer size         | $10^6$            |
| number of hidden layers    | 2                 |
| number of hidden units per layer | 256          |
| number of samples per minibatch | 256           |
| entropy target             | $-\dim(\mathcal{A})$ |
| nonlinearity               | ReLU              |
| target smoothing coefficient| 0.005             |
| target update interval     | 1                 |
| gradient steps             | 1                 |

Figure 9: Compare the return distribution between SAC and SC-SAC with truncated Gaussian mass and friction.

Figure 10: Evaluate policies trained with only the state-conservative policy evaluation step (SCE-SAC) or the state-conservative policy improvement step (SCI-SAC) in the HalfCheetah and the InvertedDoublePendulum tasks.

**Truncated Gaussian Distribution for Environmental Parameters** We compare SC-SAC with SAC in target environments with mass and friction sampled from truncated Gaussian distributions in Section 6. Specifically, we let $p_t = p_s (1 + \sigma p_\xi)$, where $\xi$ is sampled from standard Gaussian distribution and truncated by $\pm 3$, $p_s$ and $p_t$ are the parameters (mass or friction) in source
and target environments, and $\sigma_p$ is the standard deviation for this parameter. Note that small perturbations on environmental parameters (mass and friction) do not degrade the performance much, while large perturbations on environmental parameters are less likely to occur in practice. Thus, we choose $\sigma_p$ to make the performance significantly degrade at $\xi = \pm 3$ based on the results in Figure 3 in Section 6. We list the value of $\sigma_p$ for each parameter in different tasks in Table 2 below.

| Task                | $\sigma_p$-mass | $\sigma_p$-friction |
|---------------------|-----------------|---------------------|
| Hopper              | 0.2             | 0.1                 |
| Walker2d            | 0.1             | 0.2                 |
| HalfCheetah         | 0.1             | 0.3                 |
| InvertedDoublePendulum | 0.2       | 0.3                 |

**D Additional Experimental Results**

**D.1 Comparative Evaluation**

**Comparison on Computational Efficiency** To compare the computational efficiency between SC-SAC and SAC, we run SC-SAC and SAC in four different tasks and report the mean time cost with standard deviation for training 1000 steps in Table 3. Results show that SC-SAC requires about 32.3% additional time cost to calculate the gradient regularizer during training.

**Return Distribution with Truncated Gaussian Parameters** We report the return distribution of SAC and SC-SAC with truncated Gaussian distributed mass and friction. As shown in Figure 9, the return distribution of SC-SAC in the Hopper task is more concentrated in the high-value areas than SAC. Additionally, we find the return distributions of SC-SAC and SAC in the InvertedDoublePendulum task are similar, as performance degradation in this task only appears when the perturbations on environmental parameters are extremely large, which is less likely to occur in truncated Gaussian distributions.

**D.2 Ablation Study**

**Policy Evaluation v.s. Policy Improvement** We provide additional ablation study in the HalfCheetah and the InvertedDoublePendulum tasks to analyze the effects of the policy evaluation step and the policy improvement step in SC-SAC. Results in Figure 10 show that both the evaluation step and the improvement step play an important role in SC-SAC during training.

*Figure 11: Sensitivity analysis on the hyperparamter $\epsilon$ in the HalfCheetah and the InvertedDoublePendulum tasks.*
Table 3: Compare the computational efficiency between SC-SAC and SAC. We run each experiments with one GPU (Nvidia GeForce RTX 2080Ti) and report the wall-clock time cost (second) for 1000-step training.

| Environment       | SAC         | SC-SAC     |
|-------------------|-------------|------------|
| Hopper            | 17.34 ± 0.44| 22.75 ± 0.86|
| Walker2d          | 17.33 ± 0.37| 22.96 ± 0.96|
| HalfCheetah       | 17.74 ± 0.39| 23.58 ± 0.41|
| InvertedDoublePendulum | 17.19 ± 0.40| 22.86 ± 0.45|

Sensitivity Analysis on $\epsilon$ We provide additional sensitivity analysis on $\epsilon$ in the InvertedDoublePendulum and the HalfCheetah. Results in Figure 11 show conclusions similar to that in Section 6.2. Then, we report the training curves with different $\epsilon$ in Figure 12. Results show that SC-SAC does not degrade the performance of SAC in source environments if $\epsilon$ is not too large.
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