Efficient Simulation of Quantum Many-body Thermodynamics by Tailoring Zero-temperature Tensor Network
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Numerical annealing and renormalization group have conceived various successful approaches to study the thermodynamics of strongly-correlated systems where perturbation or expansion theories fail to work. As the process of lowering the temperatures is usually involved in different manners, these approaches in general become much less efficient or accurate at the low temperatures. In this work, we propose to access the finite-temperature properties from the tensor network (TN) representing the zero-temperature partition function. We propose to “scissor” a finite part from such an infinite-size TN, and “stitch” it to possess the periodic boundary condition along the imaginary-time direction. We dub this approach as TN tailoring. Exceptional accuracy is achieved with a fine-tune process, surpassing the previous methods including the linearized tensor renormalization group [Phys. Rev. Lett. 106, 127202 (2011)], continuous matrix product operator [Phys. Rev. Lett. 125, 170604 (2020)], and etc. High efficiency is demonstrated, where the time cost is nearly independent of the target temperature including the extremely-low temperatures. The proposed idea can be extended to higher-dimensional systems of bosons and fermions.

Introduction.— In recent decades, the tensor network (TN) approaches have achieved great success in the investigations of strongly-correlated quantum many-body systems. Each leap improvement of precision is generally accompanied with fundamental progresses in the mathematical or physical level. For instance, the density-matrix renormalization group (DMRG) [1, 2] better considers boundary effects than Wilson’s numerical renormalization group approach (RG) [3], and achieves extraordinary accuracy on simulating the ground states of one-dimensional strongly-correlated systems. It was realized afterwards that the success of DMRG relies on the matrix product state (MPS) representation as an efficient state ansatz [4–6]. The time-evolving block decimation [7, 8] achieves the ground states by incorporating with the idea of numerical annealing, and have be successfully generalized to higher-dimensional quantum lattice models particularly those of infinite size and with translational invariance [9–11].

Simulating the finite-temperature properties is an equally important but much more challenging issue, where significant progresses have been achieved with TN [11–29]. However, most methods follow the idea of annealing or RG, such as the transfer-matrix renormalization group [13], linearized [20] and differentiable tensor RG methods. The process of lowering the temperatures from the infinitely-high temperatures is involved in different forms. Consequently, the simulations at the extremely low temperatures, even for the simplest models such as quantum Ising and Heisenberg chains, inevitably become much less efficient or accurate. Therefore, how to efficiently calculate many-body thermodynamics, especially at the extremely low temperatures, is still an important and unsettled problem.

To this aim, we propose to access the finite-temperature properties by “tailoring” the zero-temperature TN, instead of lowering the temperature from infinite. By “zero-temperature TN” we mean the infinite-size TN whose contraction gives the zero-temperature density matrix. In specific, we scissor a finite part of the TN with the boundary MPS [4, 30] along the temperature (or imaginary time), and stitch it to possess the periodic boundary condition for evaluating observables [Fig. 1]. The height of the scissored TN determines the temperature we are aiming at. The boundary MPS’s of the infinite TN can be efficiently obtained by the ground-state algorithms [1, 2, 7, 8, 31–33]. Additionally with a fine-tuning process to optimize the boundary MPS in the case of the finite height, exceptional accuracy is achieved, significantly surpassing the state-of-the-art methods including linearized and differentiable tensor renormalization group [28] (LTRG and dTRG in short), and continuous matrix product operator (cMPO) [29]. TN tailoring could access any temperature with superior efficiency. Impressively, our results show that the time cost is nearly independent of the target temperature including the extremely-low temperatures. Our work can be generalized to simulate interacting bosons and fermions in one and higher dimensions, and quantum fields in the continuous space.

Tensor network tailoring.— Let us start with the Hamiltonian of one-dimensional (1D) quantum many-body system given by

$$\hat{H} = \sum_{n=1}^{N} \hat{h}_{n,n+1},$$

(1)

where the thermodynamic limit $N \to \infty$ is taken. The density operator at the temperature $T$ can be presented as

$$\hat{\rho}(T) = e^{-\beta \hat{H}} = (e^{-\tau \hat{H}})_K,$$

(2)

with the Trotter slice $\tau$ a small positive constant and the in-
To proceed, we decompose transfer TN so that it contains the infinite copies of one tensor. With \( |\Theta_{\alpha}^{L,s_1,s_2,s_1',s_2'}\rangle \), we have a square TN formed by one inequivalent tensor

\[
\Theta_{\alpha,s_1,s_2,s_1',s_2'} = \sum_{s_1,s_2,s_1',s_2'} U^{[\alpha]}_{s_1,s_2,s_1',s_2'} \tilde{V}^{L}_{s_1,s_1',\alpha} \tilde{V}^{R}_{s_2,s_2',\alpha},
\]

where \( \tilde{V}^{L}_{s_1,s_1',\alpha} = \sum_{s_1} V^{L}_{s_1,s_1',\alpha} \sqrt{S_{\alpha}} \) and \( \tilde{V}^{R}_{s_2,s_2',\alpha} = \sum_{s_2} V^{R}_{s_2,s_2',\alpha} \sqrt{S_{\alpha}} \).

Taking \( T \to 0 \) (or \( K \to \infty \)), \( \hat{\rho}(T) \) becomes the projector that projects the initial state to the ground state. The corresponding TN is infinite along both the spatial and imaginary-time directions [Fig. 1(a)]. The ground-state properties can be efficiently and accurately obtained by calculating the boundary MPS’s \( |L\rangle \) and \( |R\rangle \) using, e.g., infinite time-evolving block decimation [34] and TN encoding [32]. |

[Fig. 1(b)]. Without losing generality, we assume \( |L\rangle \) and \( |R\rangle \) to be uniform MPS’s [30].

Our key idea is scissoring \( K \) layers from the TN along the imaginary-time direction [Fig. 1(b)]. The scissored TN approximately represents the finite-temperature density operator at \( T = 1/(K \tau) \) [Eq. 2]. The thermodynamic quantities, such as partition function \( Z = \text{Tr}(\hat{\rho}) \) [Fig. 1(c)] and energy \( E = \text{Tr}(\hat{\rho} \hat{H})/Z \), can be reached by stitching the TN to the periodic boundary condition along the imaginary-time direction. From the perspective of quantum simulation, effective Hamiltonians can be defined from the scissored TN and boundary MPS’s, which reduces the finite-size effects [25].

Our approach is essentially different from the existing algorithms. Taking the transfer-matrix renormalization group as an example, it utilizes density matrix renormalization group to calculate the boundary MPS that represents the RG along the imaginary time. The number of the RG steps increases linearly with \( K \). The LTRG achieves higher accuracy and stability than the transfer-matrix renormalization group by employing the idea of numerical annealing and the matrix product operator (MPO) representation. The number of the annealing steps also increases linearly with \( K \). In addition, the error will in general accumulate as \( K \) increases.

Another key step of our approach is fine-tuning, which further increases the accuracy of our method. Starting from scissored TN and the boundary MPS’s, we optimize the tensors in the boundary MPS’s by maximizing the free energy per site

\[
f = \max_{A,B} \left[ -\frac{1}{\beta} \left( \ln \langle L|\hat{T}|R \rangle - \ln \langle L|R \rangle \right) \right].
\]

with \( A \) and \( B \) the inequivalent tensors of \( |L\rangle \) and \( |R\rangle \), respectively [Fig. 1(d)]. \( A \) and \( B \) are updated using gradient descent

\[
A \leftarrow A + \eta \frac{\partial f}{\partial A},
\]

\[
B \leftarrow B + \eta \frac{\partial f}{\partial B},
\]

with \( \eta \) the gradient step or learning rate. The gradients are obtained using the automatic differentiation technique of

![Figure 1](image-url)

**FIG. 1.** (Color online) In (a) we show the infinite square tensor network representing the density matrix \( e^{-\hat{H}/T} \) of the quantum system at \( T \to 0 \) in the thermodynamic limit. In (b) we show the boundary MPS’s (\(|L\rangle \) and \(|R\rangle \)) of the infinite TN in (a) along temporal (vertical) direction. Then scissoring \( K \) layers from the TN along the imaginary-time direction. (c) A finite part with \( K \) layers is scissored from the infinite TN in (b), and stitched to possess the periodic boundary condition along the temporal direction. It approximately represents the finite-temperature reduced density operator with \( T = 1/K \cdot \tau \). In (d) we illustrate \( \langle L|\hat{T}|R \rangle \) [Eq. (8)] for fine-tuning.
FIG. 2. (Color online) The relative errors of the free energy $\delta f$ [Eq. (12)] obtained by LTRG, $\partial$TRG, cMPO, and TN tailoring with or without fine-tuning on the critical quantum Ising chain. In (a) we show $\delta f$ versus the inverse temperature $\beta$. For $\partial$TRG, we take the optimization depth $n_d = 4$ and overall sweep iterations $n_s = 3$. In (b) we show $\delta f$ versus the bond dimension $\chi$ (bottom, for cMPO and TN tailoring) or $\chi^2$ (top, for $\partial$TRG) at $\beta = 32$.

TN [35, 37]. Supposing $f$ reaches the maximum, one would have the eigenvalue

$$\lambda = \frac{\langle L|T|R \rangle}{\langle L|R \rangle},$$  

and the partition function $Z = \text{Tr}(e^{-\beta H}) = \lambda^N$ with the number of spins $N \to \infty$. The fine-tuning process optimizes the boundary MPS’s to the global optimum for the target temperature, while the translational invariance and periodic boundary condition of the boundary MPS’s are respected.

Results and comparisons.— The performance of TN tailoring is tested on the infinite quantum Ising chain $H = \sum_n S_n^x S_{n+1}^x + h \sum_n S_n^z$. The relative errors of the free energy per site is given by

$$\delta f = \frac{|f - f_{\text{exact}}|}{f_{\text{exact}}},$$  

with $f_{\text{exact}}$ the analytic solution [36]. We test the approaches at the critical field $h = 0.5$.

Fig. 2(a) shows the $\delta f$ obtained by the existing algorithms, including LTRG [20], $\partial$TRG [28], and cMPO [29] at different inverse temperatures $\beta = 1/T$. Without fine-tuning, lower $\delta f$ than LTRG and $\partial$TRG is achieved at the low temperatures. For higher temperatures, $\delta f$ becomes larger since the TN and boundary MPS’s are scissored from those at zero temperature. Nevertheless, we still have $\delta f \sim O(10^{-4})$ or lower.

With the fine-tuning process, $\delta f$ is dramatically decreased at all temperatures from $T \sim O(1) \to O(10^{-3})$. It is several orders of magnitude lower than that obtained by LTRG and $\partial$TRG. An important fact is that $\delta f$ does not increase with $T$ (i.e., decrease with $\beta$). It means that any temperatures can be accurately reached from zero temperature in the fine-tuning process. As $T$ lowers, $\delta f$ increases due to the growth of the correlations (or entanglement) of the system.

FIG. 3. (Color online) In (a) we show the relative errors $\delta f$ versus CPU time by $\partial$TRG, cMPO, and TN tailoring with fine-tuning on the critical Ising chain. In (b), the results on the XY chain are demonstrated. We fixed $\beta \leq 100$, the bond dimension $\chi = 20$, Trotter slice $\tau = 10^{-4}$, and the learning rate [Eq. (9)] in the fine-tuning of TN tailoring $\eta = 10^{-9}$. The optimization depth and overall sweep in $\partial$TRG are initially taken as $n_d = 1$ and $n_s = 3$, and then increase them until the accuracy converges.

Fig. 2(b) compares $\delta f$ with different bond dimensions $\chi$ of the MPS or MPO at a low temperature $T = 1/32$. We show the results for the TN tailoring and cMPO approaches against $\chi$, and $\partial$TRG against $\chi^2$. This is because $\chi$ in the cMPO and TN tailoring approaches refers to the bond dimension of the boundary MPS. Consequently, the complexity scales approximately with $\chi^3$. For the $\partial$TRG, $\chi$ refers to the bond dimension of the MPO, thus the complexity scales as $\chi^4$. Our method achieves the highest accuracy among all these approaches. For instance, we have $\delta f \approx 4.0 \times 10^{-10}$ and $4.9 \times 10^{-9}$ for $\chi = 20$ using TN tailoring and cMPO, respectively, and $\delta f \approx 4.3 \times 10^{-9}$ for $\chi = 400$ using $\partial$TRG [38].

Notably, the boundary MPS’s in our scheme can be readily written in the continuous MPS form, in order to respect the continuous nature of the temperature as the cMPO does. However, this will not significantly affect the accuracy, since the key of our high accuracy lies in the tailoring (i.e., scissoring and stitching from the zero-temperature TN) but not the continuity.

To fairly compare the efficiency, in Fig. 3 we further
FIG. 4. (Color online) (a) The cost of CPU time versus $\beta$ on the critical Ising and $XY$ chains. In (b) we show the relative errors $\delta f$ from the data in (a). The bond dimensions are taken in such a way that the two approaches give similar accuracies. We take the leaning rate as $\eta = 2.0 \times 10^{-9}$, and the optimization depth and overall sweep in $\partial TRG$ as $n_d = 4$, $n_s = 3$, respectively.

demonstrate $\delta f$ versus the CPU-time costs using different methods. Various time costs and $\delta f$ are achieved by varying the optimization parameters. The time cost of TN tailoring is the summation of the time for obtaining the zero-temperature TN and that for the fine-tuning process. All tasks are run on the same computer [39]. In Fig. 3(a), we show the relative errors of the quantum Ising chain ($h = 0.5$). The cMPO approach gives much higher $\delta f$ with a fixed time cost. For $\partial TRG$, the obtained $\delta f$ is much lower than that by cMPO. However, increasing time cost will just lead to minor improvement on the accuracy. With TN tailoring, $\delta f$ decreases with the time cost, and becomes much lower than those obtained by cMPO and $\partial TRG$. We also test on the $XY$ chain with the Hamiltonian $\hat{H} = \sum_{m} \hat{S}^x_n \hat{S}^x_{n+1} + \hat{S}^y_n \hat{S}^y_{n+1}$, shown in Fig. 3(b). TN tailoring achieves much lower $\delta f$ in the whole range of the time cost.

A unique advantage of TN tailoring is that its time cost is almost independent of the target temperature, including the extremely-low temperatures. To provide a quantitative demonstration, we show the time costs of TN tailoring and $\partial TRG$ at different temperatures for the quantum Ising and $XY$ chains [Fig. 4(a)], keeping the errors $\delta f$ of these two approaches close to each other to make the comparison fair [Fig. 4(b)]. The time cost of $\partial TRG$ apparently increases with the inverse temperature $\beta$. In contrast, for TN tailoring, the time cost keeps nearly constant in the whole temperature range.

Summary and Discussion.— Different from the frequently-used annealing or renormalization-group treatments, we here propose the TN tailoring approach that accesses the finite-temperature properties by “tailoring” an infinite-size TN that represents the zero-temperature density operator. With a fine-tuning process, superior accuracy is achieved, surpassing the existing powerful methods including the linearized tensor renormalization group, continuous matrix product operator, and etc. The efficiency of TN tailoring is also demonstrated. Its time cost is almost independent the target temper-atures including the extremely-low temperatures. TN tailoring provides a novel approach to simulate interacting bosons and fermions in higher dimensional, as well as the quantum fields in the continuous space.
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