Makeup216: Logo Recognition with Adversarial Attention Representations
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Abstract

One of the challenges of logo recognition lies in the diversity of forms, such as symbols, texts or a combination of both; further, logos tend to be extremely concise in design while similar in appearance, suggesting the difficulty of learning discriminative representations. To investigate the variety and representation of logo, we introduced Makeup216, the largest and most complex logo dataset in the field of makeup, captured from the real world. It comprises of 216 logos and 157 brands, including 10,019 images and 37,018 annotated logo objects. In addition, we found that the marginal background around the pure logo can provide an important context information and proposed an adversarial attention representation framework (AAR) to attend on the logo subject and auxiliary marginal background separately, which can be combined for better representation. Our proposed framework achieved competitive results on Makeup216 and another large-scale open logo dataset, which could provide fresh thinking for logo recognition. The dataset of Makeup216 and the code of the proposed framework will be released soon.

Introduction

Logo is one of the core components of brand image, and identifying logos can statistically analyze the exposure and influence of a brand from an amount number of images/videos (Gao et al. 2014). Due to the design characteristics of the logos: favoring concise symbols or texts (Ad et al. 2012), logos do not contain rich information to be represented; further, different logos may only differ by a character or a stroke, both of which makes it very difficult to learn deep features with discrimination.

Logo recognition usually consists of two steps, locating the bounding box, and identifying the logo. Traditional logo recognition uses a close-set approach, and popular frameworks are Faster R-CNN (Ren et al. 2015), SSD (Liu et al. 2016), and YOLOv3 (Redmon and Farhadi 2018) etc. However, close-set is more demanding on data, and it cannot identify logos that have not appeared in the training set. To tackle this problem, open-set methods were proposed (Tüzkö et al. 2017; Bastan et al. 2019; Fehérvári and Appalaraju 2019), which consists of two stages: detecting logo box by class-agnostic binary detector and identifying the detected box by classifier or retrieval. The binary-detection stage can directly use the output of the detection framework, such as Faster R-CNN and YOLOv3. The identifying stage can apply metric learning to measure the distance of non-linear data, thus allowing complex data to be easily compared in the embedding space.

In real application, we found that if a low threshold is set, the logo-like region can be easily detected by the class-agnostic binary detector, but it is very difficult to identify whether it is a logo and which class this logo belongs to, i.e., to map the logos well in the embedding space with similar classes clustered and different classes separated. Therefore, we believe that the main challenge lies in the second stage of logo recognition, which is our principal concern in this work.

The shortcomings of the current public logo datasets (Tab. 1) are: 1) a small number of logo classes, can hardly reflect practical logo recognition challenges (Romberg et al. 2011; Neumann, Samet, and Soffer 2002); 2) crawled from the web, logos are very dominant in the images and the scene complexity are reduced (Wang et al. 2020; Su, Zhu, and

Figure 1: (a) False retrieval due to the low inter-class variability of pure logos. (b) To break the limitation of pure logos, we enlarged the bounding boxes with more marginal background exposed, broader vision and context can be acquired.
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An adversarial attention representation (AAR) framework was introduced to improve the recognition performance in logo datasets. This framework focuses on the detailed and context information of logos and is capable of handling challenges such as occlusion, mirror reflections, and complex scenes. The dataset Makeup216 was constructed to address these difficulties, containing logos from various fields like makeup, posters, and real-world images.

The proposed framework builds on the idea of contrastive learning without negative samples, which allows for the extraction of robust representation for logos. By using a distractor set inspired by the image retrieval dataset Makeup216, the framework can effectively capture the auxiliary information in the scene, helping to avoid false retrieval as shown in Fig. 1(a).

### Related Work

#### Logo dataset

Logo datasets of different sizes have been released, including FlickrLogos-32 (Romberg et al. 2011), one of the largest logo datasets of different sizes. Datasets have been released with distractor samples, such as FlickrLogos-32. Another notable dataset is Makeup216, which was built to address the challenges posed by real-world logos.

The main contributions of this work are as follows:

1. A dataset majoring in the field of makeup is introduced. The diversity of logos and complexity of scenes make it a challenging dataset for logo recognition; a novel set of evaluation protocols is therefore constructed to test the robustness of logo recognition models.

2. An adversarial attention representation (AAR) framework for logo recognition is proposed. The framework takes full advantage of the marginal auxiliary information to complement the representation of pure logos. The AAR can tell what should be focused on and what can be used as a supplement to better accuracy.

3. Our framework provides a baseline for logo recognition, and sufficient experiments on Makeup216 and LogoDet-3k indicate that it achieved a state of the art performance.

#### Representation learning

Currently, unsupervised contrastive learning methods can extract the inherent representation of an image in the absence of artificially annotated data. Negative samples are first regarded as necessary for contrastive learning, for instance, MOCO (He et al. 2020) designed a memory encoder and maintained a negative queue to compare with positive samples. SimCLR (Chen et al. 2020) compared augmented positive pairs and negative pairs in each batch which is very simple but requires large batches. It is very soon that BYOL (Grill et al. 2020) and SimSiam (Chen and He 2021) were proposed where negative pairs and large batches are not necessary. In this work, we would apply the core idea of contrastive learning without negative samples, but the difference is that one of the two inputs are not augmented view of original images but enlarged one with more marginal background exposed.

### Table 1: Statistical comparison of logo datasets.

| Dataset                | Logos | Images | Objects per image |
|------------------------|-------|--------|-------------------|
| FlickrLogos-32         | 32    | 1,867,177 | 0.277             |
| BELGA-Logos            | 37    | 10,000  | 0.036             |
| QMUL-OpenLogo          | 352   | 27,083  | 1.991             |
| Makeup216              | 871   | 11,054  | 2.972             |
| LogoDet-3k             | 3000  | 158,652 | 1.224             |
| WebLogo-2M             | 194   | 1,867,177 | NULL              |

---

Gong [2018], Tuzko et al. [2017].
Adversarial learning

Adversarial training is defined as training on adversarial examples, and many methods (Shafahi et al. 2019; Zhu et al. 2019) have been proposed to generate adversarial examples to improve the robustness of neural networks. Some work generated adversarial attacks for unlabeled data and combined it with contrastive learning (Kim, Tack, and Hwang 2020; Kim and Song 2021; Jiang et al. 2020). Ganin added an adversarial domain classifier in addition to the label classifier to address domain adaptation problem (Ganin et al. 2016). Inspired by this idea of two different classifiers, we designed an adversarial attention representation module including positive and negative contrast sub-modules. Our aim is that the two sub-modules can learn common and uncommon features separately, which, when combined, can have a more comprehensive representation of the logos.

Dataset

Makeup216

To overcome the disadvantage of web crawling, we use crowdsourcing to collect logo images from the real world. The collection and pre-processing stages are described detailed in Appendix A. To illustrate the diversity and complexity, we sampled typical images from Makeup216 shown in Fig. 2.

Annotation Since a brand usually owns multiple forms of logos, we added suffixes after brand as the labels. For example, the brand LANCOME has both symbol and text logos, so the labels are annotated as LANCOME-symbol and LANCOME-text-en; the language and the font of the texts are also various (Fig. 3). In shot, the labels for all the logos are basically designed by the template of brand-symbol/text-language, and suffix number is added if more than one types of fonts exist.

Statistics Makeup216 consists of 216 logos and 157 brands, with 10,019 images and 37,018 annotated logo objects. The distribution of the number of logo objects per image is shown in Fig. 4(a). It can be seen that most of the images contain more than one object, with the peak number ranging from 2 to 5. The number of objects per logo is different, and the peak number is between 50 and 100, with the majority being below 200 (Fig. 4(b)). We split trainval and test sets in the ratio of 8:2, and then split trainval set into a training set and a validation set by the ratio of 8:2 as well. Detailed image number of training, validation and test sets is 6,307, 1,647, 2,065.

Makeup216-Recg

We also created a logo recognition dataset named Makeup216-Recg: the original bounding box was cropped as one branch, named as Scale00; and the original bounding box was enlarged by the scale of 0.3 and cropped as another branch, defined as Scale03. The training, validation and test sets of Makeup216-recg are not rearranged but inherited from Makeup216, and the detailed object number of training, validation and test sets is 23,046, 6,150, 7,822.

Evaluation Protocol

To investigate the effect of distractor samples on logo recognition, two logo recognition protocols were built. Protocol 1-’w/o dis’ is defined as having no distractor samples, while Protocol 2-’w dis’ is defined as having distractor samples. For Makeup216, the distractor samples are from clothes subset of Logodet-3k; we first cropped two scales of logo objects to generate LogoRecg-3k-Clothes as we did for Makeup216, and then put it together with the database of Makeup216-Recg. The reason to choose clothes subset is
that its object number (37,504, after removing brands that are same with Makeup216) is close to Makeup216 (37,018). For LogoRecg-3k-Clothes, the distractor samples are from Makeup216-Recg.

Methodology

The proposed framework is illustrated in Fig. 5. The above and below input images are sampled from Scale00 and Scale03 of Makeup216-Recg, respectively. The two inputs are first re-scaled to the same size and then encoded by a shared backbone network (ResNet18 without final pooling and full-connection layers). Afterwards, a dual-attention module is employed to adversarially attend on the common logo subject and uncommon marginal background separately; the two inputs of the positive attention sub-module are the two outputs of the shared encoder, so does the negative sub-module. Finally, the two streams of features after positive and negative contrasts of Scale00 are added and followed by a shared linear layer, as in the case of Scale03; both the representation of Scale00 and Scale03 after the linear layer are constrained by the Arcface loss.

Data Pair Process

Current self-supervised (Chen and He 2021, Grill et al. 2020) generated two input images by randomly augmenting one image so that the model can learn features common to both views; whereas in our model, the input image pair are not just from the same logo object, but one is the original bounding box, the other is the enlarged one with more marginal background. The reason for generating in that way is that the pure logo is not feature-rich enough to avoid the false recall as we discussed in Fig. 1 while marginal background information would be helpful. The scale of enlarged branch is chosen as 0.3 which would be experimental proven in the ablation study section. The input image pair are first re-scaled to the same size (128 × 128), the reason to choose this size is that the length of the encoded feature sequences would be 16, which is a trade-off between the computational requirement and the efficiency (Beltagy, Peters, and Cohan 2020). The two input images are separately randomly augmented by the following dimensions: 1) horizontal and vertical flip, 2) crop and resize, 3) affine and perspective, 4) color jittering.

Adversarial Attention Representation Module

Attention Blocks Each input image is processed by the backbone to generate encoded feature map $x \in R^{H \times W \times C}$, where $(H, W)$ is the size of the 2D feature, $C$ is the number of channels, $H = 4, W = 4, C = 512$. The encoded feature map is equally divided into 16 patches and flatten into a sequence $x_p \in R^{16 \times (1 \times 1 \times C)}$, each patch embedding represents features of a local region with dimension being $1 \times 1 \times 512$. A classification token $x_{cls} \in R^{1 \times 512}$ is put at the left position of the patches embeddings ($x^0 = x_{cls}$), thereby, the dimension of the sequence embeddings ($z$) would be $17 \times 512$. Learnable position embedding $x_{pos}$ are also added to the patches embeddings to retain positional information as done by ViT (Dosovitskiy et al. 2020). The sequence embeddings of one input image is constructed as:

$$z = [x^0_{cls}; x^1_p; x^2_p; \ldots; x^{16}_p] + x_{pos} \quad (1)$$

We are not only concerned with attention between patches of an input image, but also the attention between the two input images, so the sequence of Scale03 is appended to the sequence of Scale00, and the sequence of Scale00 can guide the sequence of Scale03 to find the attention area of logo subject. Therefore, the overall input sequence embeddings of two input images would be:

$$z_i = [x^0_{cls}; x^1_p; \ldots; x^{16}_p; x^0_{cls}; x^1_p; \ldots; x^{33}_p] + x_{pos} \quad (2)$$

where $x$ and $x'$ indicate the feature map of Scale00 and Scale03, respectively; $x^0_{cls}$ and $x^1_{cls}$ are the classification tokens of Scale00 and Scale03; $x_{pos}$ is the position embeddings of the overall sequences with dimension of $34 \times 512$.

The overall input sequence embeddings are then processed by two attention blocks, each attention block constitutes of two-depth transformer encoder (Dosovitskiy et al. 2020, Vaswani et al. 2017) with 8 multi-head number. The
output sequence embeddings of one attention block are:

\[ z_i = \mathcal{F}(z_i) \]  \hspace{1cm} (3)

The output corresponding to the positions of the input classification tokens is served as the representations of Scale00 and Scale03, i.e. \( z_{01}^0 \) and \( z_{17}^1 \). The other attention block produces \( z_{02}^0 \) and \( z_{02}^1 \). They are then processed by two contrast blocks.

**Contrast Blocks** Two kinds of contrast blocks are designed, one is the positive contrast which pulls the two embeddings, and we minimize their negative cosine similarity:

\[ D_{pos}(z_{01}^0, z_{01}^1) = - \frac{z_{01}^0 \cdot z_{01}^1}{||z_{01}^0|| \cdot ||z_{01}^1||} \]  \hspace{1cm} (4)

the other is the negative contrast which pushes the two embeddings, and their positive cosine similarity is minimized:

\[ D_{neg}(z_{02}^0, z_{02}^1) = \frac{z_{02}^0 \cdot z_{02}^1}{||z_{02}^0|| \cdot ||z_{02}^1||} \]  \hspace{1cm} (5)

The positive and negative contrast blocks are trained simultaneously to optimize the two similarities. The effect of the positive contrast block combined with the attention block is adversarial to the negative contrast block combined with the attention block, which is thus called an adversarial attention representation (AAR) module in this work.

The aim of the positive contrast is to learn the common features of the two input images, while the negative contrast is learning the uncommon features of the two inputs. AAR module is proved by the experiment below that it has two important advantages: 1) it can discriminate the logo subject and auxiliary marginal background; 2) it can improve the representation compared with the merely positive contrastive learning.

Each input image produces two adverse features after AAR module, which are added to obtain more comprehensive features, and then followed by a fully connected layer. Finally, both the final embedding of the two inputs are constrained by Arcface loss. In the validation and test phases, only the final embedding of Scale03 are used to compare with that of the logos in the database.

**Loss Functions**

Two types of losses are exploited in the framework. The first is cosine similarity loss, which aims to compare the two classification token embedding after attention block. The positive contrast uses regular cosine similarity \( f_{cos} \) while the negative contrast applies the adverse of cosine similarity \(- f_{cos}\). The total contrast loss function would be:

\[ L_{con} = D_{pos}(z_1, z_2) + \lambda_{neg} D_{neg}(z_3, z_4) \]  \hspace{1cm} (6)

where \( z_1 \) and \( z_2 \) are the positive contrast embedding pairs, \( z_3 \) and \( z_4 \) are the negative contrast embedding pairs, \( \lambda_{neg} \) is the weight of the negative contrast loss. The other loss is metric loss, where we adopted Arcface loss \( L_{arc} \) on each final embedding. The overall metric loss would be constructed as:

\[ L_{metr} = L_{arc(p_1)} + L_{arc(p_2)} \]  \hspace{1cm} (7)

where \( p_1 \) and \( p_2 \) are final embeddings of two input images. By simply adding the contrast and metric loss, we get the training objective of AAR:

\[ L_{AAR} = L_{metr} + L_{con} \]  \hspace{1cm} (8)

An ablation about \( \lambda_{neg} \) is conducted in Appendix B.

**Experiment**

**Implementation Details**

Experiments were carried out on two dataset: Makeup216-Recg and LogoRecg-3k-Clothes, and on two recognition tasks: close-set and open-set. Two protocols designed above were used to evaluate the performance.

The framework was trained on one NVIDIA GeForce RTX 2080 Ti with batch size of 256; the learning rate was fixed at 1e-4, and Adam optimizer was adopted to optimize the whole framework.

**Ablation study**

**AAR** We compared AAR with several classic methods on Makeup216-Recg in a close-set way, and use retrieval mAP (Weyand et al. [2020]) to measure the performance, see Tab. 2. ResNet18 (He et al. [2016]) is the backbone for all the methods, ResNet18 with Arcface is chosen as the baseline. Triplet and Arcface are compared for their effectiveness to learn discriminative metric embeddings. The simplest method is Classifier with CrossEntropy loss, where we train a linear classifier but extract the embedding before the classifier in the retrieval stage. SimSiam and BYOL which compare two augmented views of one image has some similarity with our constrast blocks are also considered, and it was appended by Arcface loss. The inputs for Classifier, Triplet and Arcface are only from Scale00 since they have no contrast modules, while the inputs for BYOL and SimSiam are two streams, where we compared Scale00&03 and Scale00&00. Semi-hard mining was also applied to all except Classifier.

Triplet performs worse than baseline since it is very sensitive to the mining strategy [Wang et al. [2018]]. Classifier outperforms baseline suggesting that the Classifier may have been overfitted on the training set and therefore performs better on the close-set dataset. BYOL with Arcface at the scales of 00&00 can enhance performance by about 2.2% (protocol 1) and 1.8% (protocol 2) compared with baseline, which indicates that the contrast play a considerable role in improving feature representation. We also trained BYOL at scales 00&03 and used scale00 in the evaluation process.

---

### Table 2: Comparison results of different approaches on Makeup216-Recg: "@1" and "@5" indicate %mAP@Top1 and %mAP@Top5, respectively; "Arc" indicates Arcface.

| Approaches                  | Scale | Protocol 1 | Protocol 2 | Protocol 3 | Protocol 4 |
|-----------------------------|-------|------------|------------|------------|------------|
| Weyand et al. [2020]        | 0.0   | 84.75      | 85.15      | 81.51      | 82.17      |
| Schroff, Kalenichenko, and Philbin [2015] | 0.0   | 82.67      | 83.13      | 74.55      | 75.68      |
| Crossentropy [He et al. [2016]] | 0.0   | 87.89      | 88.15      | 81.73      | 82.93      |
| BYOL w/ Arc [Chen and He [2021]] | 0.04/0.0 | 87.05      | 87.50      | 83.24      | 84.04      |
| BYOL w/ Arc [Chen and He [2021]] | 0.04/0.0 | 85.24      | 85.84      | 80.68      | 81.37      |
| SimSiam w/ Arc [Chen and He [2021]] | 0.04/0.0 | 87.11      | 87.92      | 82.39      | 83.11      |
| SimSiam w/ Arc [Chen and He [2021]] | 0.04/0.0 | 85.65      | 86.33      | 81.47      | 82.04      |
| Arcface [Wang et al. [2018]] | 0.0   | 88.23      | 88.43      | 85.29      | 86.01      |

---

*Note: Protocol 1 uses scale 00, Protocol 2 uses scales 00&03.*
The declined performance for BYOL at scales of 00&03 compared to that at 00&00 indicates that marginal background poses some difficulties to learn representations.

All the AAR related approaches are conducted at scales of 00&03. AAR outperforms baseline by the largest margin, approximate 3.3% and 3.8% on protocol 1 and protocol 2, respectively. The larger increase on protocol 2 compared with that on protocol 1 suggests that AAR is more robust in avoiding false recall when faced with distractor samples.

| Attn | Pos Con | Neg Con | Protocol 1 @1 | Protocol 1 @5 | Protocol 2 @1 | Protocol 2 @5 |
|------|---------|---------|---------------|---------------|---------------|---------------|
| ✓    | ✓       | ✓       | 84.97         | 84.18         | 80.22         | 80.81         |
| ✓    | ✓       | ✓       | 83.45         | 83.72         | 79.42         | 79.84         |
| ✓    | ✓       | ✓       | 83.37         | 83.73         | 79.83         | 80.47         |
| ✓    | ✓       | ✓       | 84.00         | 84.27         | 79.44         | 79.97         |
| ✓    | ✓       | ✓       | 85.51         | 85.82         | 82.16         | 82.89         |
| ✓    | ✓       | ✓       | 88.04         | 88.15         | 83.78         | 84.61         |
| ✓    | ✓       | ✓       | 86.91         | 87.08         | 82.91         | 83.72         |
| ✓    | ✓       | ✓       | 88.23         | 88.43         | 85.29         | 86.01         |

Table 3: Ablation results of AAR on Makeup216-Recg. "Attn" indicates attention block, "Pos Con" indicates positive contrast and "Neg Con" indicates negative contrast.

An ablation study of AAR was also conducted (Tab. 3). In absence of attention, the performances are much reduced by at least about 3.6% (protocol 1) and 5.1% (protocol 2) compared with AAR, and even worse than the baseline, which suggests that marginal backgrounds can be intrusive if they are not taught to focus on the logo subject. Contrast does not help in the absence of attention, all positive, negative and adversarial contrast perform worse than no contrast, the reason is that it is quite difficult to learn common features of two different input images even they have some common features, the shared encoder gets confused if the two different inputs are forced to be the same. In the presence of attention, contrast improves a lot, positive contrast is better than negative contrast, reaching the best when positive and negative are combined (AAR). The positive contrast learns the common logo subjects and the negative contrast learns the uncommon marginal background as we expected, which, if added, are more comprehensive to represent logos.

Enlarged Scale Various enlarged scales are selected as inputs to study how enlarged scale influences baseline and AAR, see Fig. 6. It can be found that the improvement of AAR over baseline is significant on both protocols, their gap is not obvious at scale00 but baseline are gradually left behind by AAR as the scale increases. This means that too much marginal background introduces noise, and it is difficult for baseline to know where the logo subject is and where the marginal background is that should be payed less attention; whereas for AAR, it can distinguish between the two to suppress noise interference.

Further, they have completely different trends, the performance of the baseline keeps decreasing sharply with increasing scale, while AAR first increases gently and then decreases slightly, peaking at scale01 on protocol 1 and at scale03 on protocol 2. It suggests that marginal background is useful for AAR, and proper background can help it to obtain more comprehensive features while too much background would bring some disturbance. AAR still retains superiority at scale10 compared to that of the baseline at scale00.

![Figure 6: Influence of enlarged scale on the performances, AAR is largely superior to baseline and baseline&Attn, especially at larger scales; (a) protocol 1; (b) protocol 2.](image)

In addition, the lift of AAR over the baseline is higher on protocol 2 than that on protocol 1. This is a very important contribution of AAR because in practical industrial applications, the data used for logo identification contains a large number of distractor samples. That is also why we choose the scale where it peaks on protocol 2 as our suggested scale.

Finally, we added a two-depth transformer encoder for baseline identical to AAR, called "baseline&Attn" in Fig. 6 and find that baseline with attention does not avoid decreasing with increasing scale. Therefore, it can be concluded that the advantage of AAR is not only due to the transformer encoder, but to the sophisticated design of the attention adversarial representation module.

We sampled several retrieval results to show the differences of AAR and baseline, see Appendix C, i.e. the recalled images of AAR are similar to query images at a broader context while baseline only concerned with logo subject.

| Approaches Scales | Protocol 1 @1 | Protocol 1 @5 | Protocol 2 @1 | Protocol 2 @5 |
|-------------------|---------------|---------------|---------------|---------------|
| AAR w/ Attn, Pos Con 00&03 | 88.04 | 88.15 | 83.78 | 84.61 |
| AAR | 88.23 | 88.43 | 85.29 | 86.01 |
| AAR w/ Attn, Pos Con 00&00 | 86.49 | 86.62 | 82.91 | 83.76 |
| AAR | 87.92 | 88.12 | 83.71 | 84.65 |

Table 4: The advancement of adversarial contrast over single positive contrast.

Adversarial contrast We would like to illustrate the superiority of adversarial contrast over single positive contrast see Tab. 4 and hope this idea would bring some inspiration to people. It can be readily understood that the performance is improved at scale 00&03 because AAR can learn both logo subject and auxiliary marginal background to enhance the logo features. More excitingly, the adversarial contrast still outperforms the single positive contrast at scales 00&00 where the two inputs are from the same image. This is evi-
dence that adversarial contrast leads to improved representations compared to single positive contrasts.

Open set

Open-set dataset Open set logo recognition means that the logo classes in the test set do not appear in the training process, so we randomly selected 40% of the logo classes from Makeup-Recg as the test set. The remaining 60% logo classes were divided into training and validation sets in a close-set way with a ratio of 8:2, and also by the order of logo products instead of randomly.

| Approaches  | Scale | Protocol 1 |            | Protocol 2 |            |
|-------------|-------|------------|------------|------------|------------|
|             | @1    | @5         | @1         | @5         |            |
| Arcface     | 00    | 71.99      | 74.12      | 59.24      | 61.34      |
| Triplet     | 00    | 61.31      | 64.59      | 46.97      | 49.28      |
| CrossEntropy| 00    | 71.07      | 73.68      | 55.74      | 58.68      |
| BYOL /w Arc | 00&00 | 74.38      | 76.05      | 61.84      | 63.57      |
| BYOL /w Arc | 00&03 | 69.92      | 72.15      | 56.72      | 58.87      |
| SimSiam /w Arc | 00&00 | 70.71      | 72.90      | 55.99      | 58.07      |
| SimSiam /w Arc | 00&03 | 69.08      | 71.76      | 56.76      | 58.65      |
| AAR         | 00&03 | 75.17      | 77.20      | 64.79      | 66.58      |

Table 5: Open-set comparison on Makeup216-Recg

Results It can be seen from Tab. 5 that Triplet is the worst; Arcface (baseline) is better than CrossEntropy which is opposite with the case of close-set, confirming the advantage of Arcface in the case of open-set. It does not increase too much at scales of 00&00 and even get declined than baseline at scales of 00&03 for BYOL, and it perform worse than baseline at both scale pairs for SimSiam, suggesting that these two methods which were first introduced into feature learning for large-scale image datasets are not suitable for learning logo features. In contrast, AAR promotes the best by 3.1% and 5.4% on protocol 1 and protocol 2, respectively; and it improves more on protocol 2 compared to the case of close set. This confirms the competitiveness of AAR in solving open-set logo recognition problems.

| Approaches  | Scale | Protocol 1 |            | Protocol 2 |            |
|-------------|-------|------------|------------|------------|------------|
|             | @1    | @5         | @1         | @5         |            |
| Arcface     | 00    | 86.7       | 88.33      | 85.61      | 87.15      |
| Triplet     | 00    | 86.99      | 88.58      | 85.85      | 87.58      |
| CrossEntropy| 00    | 87.7       | 89.38      | 86.36      | 88.05      |
| BYOL /w Arc | 00&00 | 86.93      | 88.51      | 85.74      | 87.37      |
| BYOL /w Arc | 00&03 | 85.67      | 87.25      | 84.77      | 86.33      |
| SimSiam /w Arc | 00&00 | 87.02      | 88.73      | 86.07      | 87.73      |
| SimSiam /w Arc | 00&03 | 86.02      | 87.71      | 85.09      | 86.73      |
| AAR         | 00&03 | 87.5       | 89.02      | 87.01      | 88.62      |

Table 6: Close-set and open-set comparisons on LogoRecg-3k-Clothes

LogoRecg-3k-Clothes

We chose LogoRecg-3k-Clothes to verify the generalizability of AAR (Tab. 6). The training, validation, and testing sets are split in the same way as Makeup216 both for the cases of close-set and open-set, except that they are all randomized. In the case of close-set, stronger feature learning methods like BYOL and Simsiam do not make a difference while Classifier wins by a very small margin, which may caused by the simplicity of LogoRecg-3k-Clothes. However, AAR still performs best on protocol 2 showing the robustness facing distractor samples. As for open-set, the performance of different methods is similar with that on Makeup216: Arcface is better than Classifier and Triplet; BYOL and SimSiam are better than Arcface but with smaller lift on scales of 00&00, and the performances are greatly reduced on scales of 00&03 when marginal background are introduced. Still, AAR outperforms the baseline on both protocols, by 1.4%, 2.4%, respectively.

Visualization

In order to visually explain how the AAR module works, GradCAM (Selvaraju et al. 2017) was employed to plot the attentional location heatmap on the test set of Makeup216. The gradient is obtained by computing the derivative of the best matching score with respect to the activations of the attention layer, the gradient is global-average-pooled as a weight and then combined with the forward activation feature map to generate the final heatmap, as shown in Fig. 7. Basically, the heatmaps conform to the aim of AAR: for positive contrast, both scales of images are focused on the common logo subjects; whereas for negative contrast, scale00 are attended more on the logo subjects while scale03 are more on the marginal background. It reveals that AAR can discriminate the common and uncommon regions, and if the two are combined, more comprehensive feature representation can be acquired.

Conclusion

In this work, we mainly focused on logo recognition and introduced a logo dataset, Makeup216, which shows the great challenge of practical logo recognition. It was found that
logos could be easily falsely identified due to the lack of rich features. Therefore, we supposed that the features of the logo can be complemented by the marginal background, and thus proposed an adversarial attention representation (AAR) module to take full advantage of the marginal background as auxiliary information. Experiments proved that the AAR module could discriminate the common logo subject and uncommon marginal background, and better representation and performance can be achieved if the two are combined.
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