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Figure 1: Existing single-person 3D human pose and shape estimation methods, such as SPIN [21], give inaccurate results on in-the-wild crowd scenes. Our 3DCrowdNet produces much more robust outputs for each individual, effectively leveraging the image feature and the 2D human pose outputs from off-the-shelf 2D pose estimators.

Abstract

Recovering accurate 3D human pose and shape from in-the-wild crowd scenes is highly challenging and barely studied, despite their common presence. In this regard, we present 3DCrowdNet, a 2D human pose-guided 3D crowd pose and shape estimation system for in-the-wild scenes. 2D human pose estimation methods provide relatively robust outputs on crowd scenes than 3D human pose estimation methods, as they can exploit in-the-wild multi-person 2D datasets that include crowd scenes. On the other hand, the 3D methods leverage 3D datasets, of which images mostly contain a single actor without a crowd. The train data difference impedes the 3D methods’ ability to focus on a target person in in-the-wild crowd scenes. Thus, we design our system to leverage the robust 2D pose outputs from off-the-shelf 2D pose estimators, which guide a network to focus on a target person and provide essential human articulation information. We show that our 3DCrowdNet outperforms previous methods on in-the-wild crowd scenes. We will release the codes.

1. Introduction

Various methods have been proposed to recover 3D human pose and shape from a single image. However, the 3D pose and shape estimation from in-the-wild crowd scenes has been barely studied, despite their common presence.

Most of the previous 3D pose and shape estimation methods [9, 19, 21, 39] first crop an image using a bounding box of a target person detected from off-the-shelf human detectors [11, 42]. Then they take the target person’s cropped image and regress the human model parameters, such as SMPL [26]. While the previous methods achieve high accuracy when provided with accurate human bounding boxes and little inter-person occlusion, they tend to output poor results on in-the-wild crowd scenes as depicted in Figure 1. In-the-wild crowd scenes involve overlapping and inaccurate human bounding boxes, which often include other people. The noisy bounding boxes confuse the network on which to focus. Inter-person occlusion in the crowd scenes hinders accurate 3D pose prediction and causes swapped joint prediction between people.

On the other hand, 2D human pose estimation meth-
ods tend to suffer less from the inaccurate human bounding boxes and inter-person occlusion. We argue that the difference is attributed to the composition of train data. 3D human pose and shape estimation methods typically leverage 3D human pose train datasets [15, 27] to learn depth information from images. However, to attain accurate ground truth (GT) 3D annotations via multi-view geometry algorithm, many 3D datasets are captured from a multi-view studio starring a single person without a crowd. The perfect human bounding boxes and no inter-person occlusion are guaranteed for accurate 3D annotations, but the images are far from in-the-wild crowd scenes. On the contrary, 2D human pose estimation methods are trained on diverse in-the-wild data [1, 24, 51]. The 2D datasets contain images with heavily overlapping bounding boxes and inter-person occlusion, where human manually annotates the data. While the 3D methods can use the in-the-wild 2D data in a weakly-supervised manner, their strong reliance on 3D data leads to low pose accuracy on crowd scenes.

In this regard, we propose 3DCrowdNet, a 2D human pose-guided system for 3D human pose and shape estimation from in-the-wild crowd scenes. This study is the first to explicitly tackle the 3D crowd human pose and shape estimation from a single image to the best of our knowledge. 3DCrowdNet consists of 3DPoseNet and 3DShapeNet, and the inference process proceeds in three steps. First, we leverage off-the-shelf bottom-up 2D pose estimators, which first detect all human joints and group them to each person, to obtain crowd-scene robust 2D pose outputs and bounding boxes of each person. The bounding boxes are computed by enlarging the 2D pose boundaries and used to acquire each person’s image feature. The bottom-up 2D pose estimators allow us to obtain the 2D poses and bounding boxes simultaneously. Second, 3DPoseNet concatenates the 2D pose output and the image feature from a cropped person to guide a network to focus on the person who is the target. The 2D pose output activates the target person’s image feature area and encourages the network to disentangle the target person from other people included in a bounding box. In addition, it provides essential human articulation information to the 3DCrowdNet. Last, 3DShapeNet estimates SMPL parameters. 3DShapeNet is a joint-based regressor, which extracts joint-level feature from the 2D pose-guided image feature based on the output from 3DPoseNet. Figure 2 describes the overall architecture.

The experimental results show that the proposed 3DCrowdNet significantly outperforms the previous 3D human pose and shape estimation methods on in-the-wild crowd scenes. Also, it achieves state-of-the-art accuracy on multi-person 3D benchmarks [18, 29] and in-the-wild benchmark [49]. Extensive ablation experiments are carried out to validate the system, and would give insight for future works of 3D human pose and shape estimation from in-the-wild crowd scenes.

Our contributions can be summarized as follows.

- We present 3DCrowdNet, which firstly targets in-the-wild crowd scenes for 3D human pose and shape estimation from a single image. The proposed system leverages the crowd-scene robust 2D pose outputs to guide a network to focus on a target person.
• We provide extensive ablation experiments to justify the design choices of our system. 3DCrowdNet outperforms previous methods on both in-the-wild crowd scenes and conventional 3D benchmarks.

2. Related works

Crowd scenes 2D human pose estimation. Early works of multi-person 2D human pose estimation did not explicitly target crowd scenes. However, their methods are related to diverse challenges from crowd scenes, such as overlapping human bounding boxes, human detection error, and inter-person occlusion. Typically, there are two approaches, namely bottom-up and top-down approaches. Bottom-up methods [2, 13, 34, 40] first detect all joints of the people, and group them to each person. Top-down methods [5, 8, 11, 36] first detect all human bounding boxes, and apply a single-person 2D pose estimation method to each person. Top-down methods generally achieve lower error on traditional 2D pose benchmarks such as MS COCO [24], but underperform on crowd scene benchmarks [23, 41, 57] than bottom-up methods due to overlapping human bounding boxes and human detection error.

Recently, many works explicitly address crowd scenes 2D human pose estimation or report accuracy on crowd scene benchmarks. Li et al. [23] combined top-down and bottom-up approaches using joint-candidate single person pose estimation and global maximum joints association. Cheng et al. [6] proposed to learn scale-aware representations using high-resolution feature pyramids. It is the current state-of-the-art method among bottom-up methods on MSCOCO [24], and achieves the best accuracy on CrowdPose [23], the popular 2D crowd scene benchmark. Jin et al. [17] made a grouping process of the bottom-up approach differentiable using a graph neural network. Qui et al. [41] suggested refining invisible joints’ prediction using an image-guided progressive graph convolutional network.

Multi-person 3D human pose estimation. Few multi-person 3D human pose estimation works have focused on crowd scenes 3D human pose estimation. Rogez et al. [43, 44] introduced a top-down method called LCR-Net, which consists of localization, classification, and regression components. Mehta et al. [29] introduced a bottom-up approach using an occlusion-robust pose-map (ORPM) formulation. Moon et al. [30] and Wang et al. [50] proposed fully learning-based multi-person 3D human pose estimation methods, which focus on recovering absolute depth of each person. Zhen et al. [58] exploited the method of Cao et al. [2], and incorporated absolute depth prediction for grouping joints to each person. Recently, Chen et al. [4] explicitly targeted crowd scenes based on multi-view geometry. They proposed a graph model for fast cross-view matching and MAP optimization for robust 3D crowd reconstruction. XNect et al. [28] extended Mehta et al. [29] by proposing a novel backbone SelecSLS Net and a 3D pose encoding map that improved ORPM.

Although XNect [28] is an occlusion robust method, it requires multiple pre-training steps on 2D and 3D datasets [1, 24, 29], and a certain joint (i.e. neck) must be visible for human detection. On the contrary, our system can be end-to-end trained without complicated pre-training steps, and reconstructs full 3D human pose and shape from diverse partially invisible people in crowd scenes.

3D human pose and shape estimation in crowd scenes. Most of the previous 3D human pose and shape estimation methods [9, 10, 16, 19, 21, 22, 32, 35, 39, 48, 53] take images as input and regress a 3D human shape. To estimate accurate depth information, they necessarily rely on 3D human pose datasets [15, 27], which are captured from a studio environment far from in-the-wild crowd scenes. Also, they are generally based on a top-down approach, which inevitably suffers from overlapping bounding boxes and human detection error. As a result, their prediction often misses an occluded person or reveals swapped joints between people, due to overlapping bounding boxes and inter-person occlusion in in-the-wild crowd scenes.

To address such issues, a pioneering paper by Zanfir et al. [55] proposed a bottom-up system for multi-person 3D human pose and shape estimation from a single image. It simultaneously estimates 2D and 3D poses, and resolves the joint grouping problem via a binary integer programming based on 2D pose prediction scores. Then, SMPL parameters are regressed from the predicted 3D pose based on an auto-encoding scheme. Different from the method of Zanfir et al. [55], 3DCrowdNet can easily leverage off-the-shelf state-of-the-art 2D pose estimators. In addition, our system infers a 3D shape from not only a 3D pose but also image feature, which are crucial for recovering accurate shape.

Guler et al. [10] presented HoloPose that utilizes joint-level image feature based on its’ 2D joint predictions. In the case of a 2D joint prediction with low confidence, the method estimates the corresponding joint angle as an average of neighbor joint angles or fills it with the resting pose if neighbor joints also have low confidence. However, crowd scenes frequently contain heavy occlusion that brings many 2D joint predictions with low confidence, and these heuristics are likely to malfunction. On the contrary, our system uses 3D ShapeNet samples every joint-level feature from image feature and can benefit from a data-driven learning strategy.

3D human pose and shape estimation from 2D geometry. Recently, [7, 45, 46, 56] proposed systems that only take 2D geometry information, such as 2D joint locations, for SMPL parameter regression. While the systems can benefit from in-the-wild robust 2D estimators, discarding image feature is abandoning rich 3D depth and shape cues in images. In addition, relying solely on 2D geometry drives a network to produce the most plausible outputs for the given input,
not the 3D pose and shape that best describes the person in images. On the contrary, our 3DCrowdNet leverages appearance and shadow information related to shape and depth in images, and reconstructs 3D pose and shape that corresponds to the target person.

3. 3DCrowdNet

3.1. Preparing 2D human pose input

Our proposed system uses 2D joint coordinates $P^{2D} \in \mathbb{R}^{J \times 2}$ predicted by bottom-up off-the-shelf 2D human pose estimators [2, 6]. $J$ denotes the number of human joints, and it varies among different 2D human pose estimators. The capability to exploit off-the-shelf 2D human pose estimators is advantageous, since our system can benefit from the improving 2D methods without re-training our system. During training, we mimic the 2D human pose outputs $P^{2D}$ by adding realistic errors on the GT (Ground Truth) 2D pose following [3, 7, 31].

We generate a 2D pose heatmap $H^{2D} \in \mathbb{R}^{J \times H \times W}$ from $P^{2D}$ by making a Gaussian blob on the 2D coordinates. $H$ and $W$ denote the height and width of the image feature to be concatenated. $J$ indicates the number of joints in a superset of joints sets defined by multiple datasets. We assign don’t-care values to the undefined joints and joint predictions with low confidence in inference time, multiplying zero to the corresponding joint heatmap.

3.2. 3DPoseNet

3DPoseNet estimates 3D joint coordinates from the 2D joint heatmaps and an image.

**2D human pose-guided image feature.** 3DPoseNet uses a modified version of ResNet [12] to extract 2D human pose-guided image feature. First, it obtains early-stage image feature $F \in \mathbb{R}^{C \times H \times W}$ from a cropped image $I \in \mathbb{R}^{3 \times H \times W}$ using the first convolution and max-pooling layers of ResNet. $C$ is the feature channel dimension, and $H$ and $W$ are a quarter of the height and width of $I$. The cropped image $I$ is acquired using a bounding box derived from the 2D pose $P^{2D}$. Then, it concatenates $F$ and the 2D pose heatmap $H^{2D}$ along the channel dimension. The concatenated feature is processed by a 3-by-3 convolution block, which keeps the feature’s height and width but changes the channel dimension to $C$. Finally, the feature with $C$ channels is fed back to the remaining part of ResNet, where the output is 2D human pose-guided image feature $F' \in \mathbb{R}^{C' \times H/4 \times W/4}$. Different from the original ResNet output feature, $F'$ has more activation on the corresponding 2D joint locations of $P^{2D}$. The 2D human pose-guided image feature $F'$ is essential for crowd scenes 3D pose and shape estimation, since it disentangles the target person’s image feature from others.

**3D joint coordinates.** 3DPoseNet recovers 3D joint coordinates $P^{3D} \in \mathbb{R}^{J \times 3}$ from the 2D human pose-guided feature $F'$. $J$ denotes the number of joints that are most common among multiple datasets. $(x, y)$ values of $P^{3D}$ are defined in a 2D image coordinate space, and $z$ value of $P^{3D}$ represents root joint-relative depth. 3DPoseNet processes $F'$ by a 1-by-1 convolution block, and outputs a 3D heatmap $H^{3D} \in \mathbb{R}^{J \times H/4 \times W/4}$ after reshaping the tensor. $P^{3D}$ is computed from $H^{3D}$ using the soft-argmax operation [47].

3.3. 3DShapeNet

3DShapeNet estimates global rotation of a person $\theta^g \in \mathbb{R}^3$, SMPL parameters $\theta \in \mathbb{R}^{21 \times 3}$, and camera parameters $k \in \mathbb{R}^{10}$, and camera parameters $k \in \mathbb{R}^{10}$ for projection. $\theta$ and $\beta$ are pose and shape parameters, respectively. $\beta$ and $k$ are regressed from $F'$ after spatially averaging it, followed by a separate fully connected layer.

**Joint-based regressor.** $\theta^g$ and $\theta$ are estimated from $F'$, $P^{3D}$, and 3D joint prediction confidence of $P^{3D}$ from $H^{3D}$. We design 3DShapeNet as a joint-based model that preserves the 2D pose cues for the target person in crowd scenes. The joint-based model [10, 56] utilizes joint-level image feature to estimate joint angles such as SMPL pose parameters. First, 3DShapeNet samples image feature per joint from $F'$ using the $(x, y)$ position of $P^{3D}$. Second, it concatenates the sampled joint-level image feature, $P^{3D}$, and the 3D joint prediction confidence, to attain $F^S \in \mathbb{R}^{J \times (C' + 3 + 1)}$. Last, 3DShapeNet processes $F^S$ using a graph convolution network, and predicts $\theta^g$ and $\theta$ by a separate fully connected layer.

**Graph convolution.** For the graph convolution network, we use joint-specific graph convolution that learns separate weights for each graph vertex. We define learnable weight matrices $\{W_j \in \mathbb{R}^{C_\text{in} \times C_\text{out}}\}_{j=1}^{J'}$ for all joints of each graph convolution layer, where $C_\text{in}$ and $C_\text{out}$ denotes input and output channel dimensions, respectively. Then, the output graph feature of joint $j$ is derived as $F^\text{out}_j = \sigma_{\text{ReLU}}(\sum_{i \in N_j} \tilde{a}_{ji} \sigma_{\text{BN}}(W_{ji} F^\text{in}_i))$, where $F^\text{in}_i$ is the input graph feature of joint $i$. $\sigma_{\text{ReLU}}$ and $\sigma_{\text{BN}}$ denotes ReLU activation function and 1D batch normalization [14], respectively. $N_j$ is defined as $N_j \cup \{j\}$, where $N_j$ denotes neighbors of a vertex $j$. $\tilde{a}_{ji}$ is an entry of the normalized adjacency matrix $A$ at $(j, i)$, where $A = D^{-\frac{1}{2}} (A + I) D^{-\frac{1}{2}}$. $D \in \{0, 1\}^{J' \times J'}$ is the adjacency matrix constructed based on the human skeleton hierarchy and fixed during the training and testing stages. $D$ is a diagonal matrix of $A + I$. 3DShapeNet adopts the network architecture of Liu et al. [25], which consists of one graph convolution block and four graph residual blocks. We empirically observed that the joint-specific graph convolution provides faster convergence on test accuracy than fully connected layers.
3.4. Network Training

3DPoseNet and 3DShapeNet are integrated and trained in an end-to-end manner. We use pseudo-GT SMPL fits obtained from a fitting framework, in addition to GT annotations from train datasets following [7, 19, 21, 32, 53]. The loss function for 3DPoseNet is defined as follows:

\[
L_{\text{pose}} = L_{\text{coord}}^{3\text{D pose}},
\]

where \(L_{\text{coord}}^{3\text{D pose}}\) denotes the L1 distance between the predicted \(\hat{\mathbf{P}}_{3\text{D}}\) and the GT. Owing to the soft-argmax operation [47], \(L_{\text{coord}}^{3\text{D pose}}\) allows the 2D and 3D mixed data supervision.

To supervise 3DShapeNet, following [7, 19, 21, 32] we regress 3D pose \(\mathbf{P}_{3\text{D}} \in \mathbb{R}^{J_s \times 3}\) from the 3D shape decoded from \(\theta^g, \theta, \) and \(\beta\). Camera parameters \(k\) is used to project \(\mathbf{P}_{3\text{D}}\) to image space, to produce \(\hat{\mathbf{P}}_{2\text{D}} \in \mathbb{R}^{J_s \times 2}\). The loss function for 3DShapeNet is defined as follows:

\[
L_{\text{shape}} = L_{\text{param}} + L_{\text{coord}}^{3\text{D shape}},
\]

where \(L_{\text{param}}\) denotes the L1 distance between the predicted \(\theta^g, \theta, \) and \(\beta,\) and the pseudo-GT parameters; \(L_{\text{coord}}^{3\text{D shape}}\) includes the L1 distance loss of \(\hat{\mathbf{P}}_{3\text{D}}\) and \(\hat{\mathbf{P}}_{2\text{D}}\).

4. Implementation detail

PyTorch [37] is used for implementation. We initialize the weights of ResNet [12] with the pre-trained weights from Xiao et al. [52]. It proved to be effective on faster convergence during training. The weights of the whole model are updated by the Adam optimizer [20] with a mini-batch size of 64. The initial learning rate is \(10^{-4}\). The model is trained for six epochs, and the learning rate is reduced by a factor of 10 after the 3th and 5th epochs. The cropped image is resized to \(256 \times 256\). We use four NVIDIA RTX 2080 Ti GPUs for training, and it takes about 9 hours on average. We will release the codes for more implementation details.

5. Experiment

5.1. Datasets

**Training sets.** We use Human3.6M [15], MuCo-3DHP [29], MSCOCO [24], MPII [1], and CrowdPose [23] for training. Only the training sets of the datasets are used, following the standard split protocols. To generate pseudo-GT of SMPL parameters, we use NeuralAnnot [33].

**Testing sets.** We report accuracy performance on MuPoTS [29], CMU-Panoptic [18], and 3DPW [49]. MuPoTS is a multi-person test benchmark captured from indoor and outdoor environments, starring 3 to 4 people. CMU-Panoptic is a large-scale multi-person dataset captured from the Panoptic studio. Following [16, 55], we pick four sequences presenting 3 to 7 people socializing each other with the test set of 3DPW following the official split protocols. More details are in the supplementary material.

**Evaluation protocols**

**Evaluation on crowd scenes.** As Zhang et al. [23] addressed, the principal obstacle of crowd scenes pose estimation is not the number of people, but the inter-person occlusion due to diverse interaction between people. Thus, MuPoTS [29] and CMU-Panoptic [18] have limitations for the evaluation on in-the-wild crowd scenes, not only because they are not in-the-wild data, but also because they show limited interaction between people.

In this regard, we provide a numerical evaluation on a subset of 3DPW [49] validation set, has much higher bounding box IoU and CrowdIndex [23] than other datasets. CrowdIndex measures other people’s joints’ ratio over each person’s joints in a bounding box. The statistics support that 3DPW-Crowd is a suitable benchmark for the evaluation on in-the-wild crowd scenes.

**Evaluation metrics.** We report 3D pose and 3D shape evaluation metrics. For the 3D pose evaluation, we use mean per joint position error (MPJPE), Procrustes-aligned mean per joint position error (PA-MPJPE), and 3DPCK proposed in Mehta et al. [27]. Following [7, 19, 21, 32], we use the 3D joint coordinates regressed from the final 3D shape as shown in Figure 3.
Table 1: Comparison between networks taking different input feature on 3DPW-Crowd. For our 2D pose-guided system, we provide results using 2D pose outputs from [2, 6]. The results show that the 2D pose-guided feature from the bottom-up 2D pose estimators [2, 6] is crucial for robust estimation on crowd scenes.

| input feature                  | MPJPE | PA-MPJPE |
|-------------------------------|-------|----------|
| image feature wo. guide       | 109.6 | 63.3     |
| 2D pose [2]-guided feature    | 87.6  | 58.5     |
| 2D pose [6]-guided feature    | 85.6  | 55.4     |

Table 2: Comparison between the joint-based and the HMR [19]-style regressors on 3DPW-Crowd. We used 2D pose outputs from Cheng et al. [6]. The joint-based regressor outperforms the HMR-style regressor on crowd scenes.

| parameter regressor type       | MPJPE | PA-MPJPE |
|-------------------------------|-------|----------|
| HMR [19]-style regressor      | 89.0  | 59.5     |
| joint-based regressor (Ours)  | 85.6  | 55.4     |

Table 3: Ablation on 3DPW-Crowd about 3DPoseNet that recovers a 3D pose from the 2D human pose-guided image feature. We used 2D pose outputs from Cheng et al. [6]. The results validate that 3DPoseNet increases the robustness of our system on crowd scenes.

| network                       | MPJPE | PA-MPJPE |
|-------------------------------|-------|----------|
| without 3DPoseNet             | 96.7  | 60.1     |
| 2DPoseNet                     | 88.3  | 56.4     |
| 3DPoseNet (Ours)              | 85.6  | 55.4     |

Figure 4: Qualitative comparison between 3DCrowdNet and the baseline that takes only image feature as input. A 2D pose activates the target person’s area in the image feature in our system and encourages the network to disentangle the target person from other people in a bounding box. For the 3D shape evaluation, we use mean per vertex position error (MPVPE).

5.3. Ablation study

We carry out the ablation study on 3DPW-Crowd to validate our method’s robustness on crowd scenes.

Effect of 2D human pose-guided feature. Table 1 shows that the 2D human pose-guided image feature’s effectiveness is definite on crowd scenes. The first-row network, the baseline, crops an image using a GT bounding box and extracts image feature without a 2D pose guide. MPJPE and PA-MPJPE drop by 24.0 mm and 7.9 mm respectively, when 3DCrowdNet guides the image feature with 2D pose outputs from Cheng et al. [6], the state-of-the-art bottom-up 2D pose estimator. The result proves that the crowd-scene robust 2D pose outputs guide a network to focus on a target person. Figure 4 illustrates how the image feature is affected by the 2D pose in our system. Unlike the baseline network, our 3DCrowdNet activates the target person’s region and successfully disentangles different people who have heavily overlapping bounding boxes.

Joint-based regressor vs. HMR-style regressor. Table 2 shows that the joint-based regressor outperforms the HMR [19]-style regressor on 3DPW-Crowd. The results prove that the joint-based regressor better preserves the 2D pose cues for the target person in crowd scenes. Note that the joint-based regressor utilizes joint-level feature sampled from (x, y) positions of the predicted 3D pose. In contrast, the HMR-style regressor regresses SMPL parameters from the global-average-pooled feature.

Validity of 3DPoseNet. Table 3 validates 3DPoseNet by comparing it with its variations. The first-row network samples the joint-level feature based on 2D joint predictions from off-the-shelf 2D pose estimators. The second-row network, 2DPoseNet, estimates a 2D pose instead of a 3D pose. Both networks concatenate the joint-level feature and 2D joint coordinates, and feed it to 3DShapeNet.

The accuracy significantly drops without 3DPoseNet on 3DPW-Crowd. The result proves that the refining process of the 2D pose input is essential for the joint-based regressor of 3DCrowdNet. We can also verify the effectiveness of estimating a 3D pose in Table 3. The clear accuracy improvement proves that the depth information can be reliably estimated from a 2D pose and image feature, and it is bene-
Table 5: Comparison between 3DCrowdNet and previous methods on MuPoTS [29]. The numbers are 3DPCK for all annotations (All) and annotations matched to a prediction (Matched). The tiny scripts indicate the source of bounding boxes or input 2D poses of our system.

| method                  | All     | Matched |
|-------------------------|---------|---------|
| SMPLify-X [38] (Cao et al.) | 62.8    | 68.0    |
| HMR [19] (Cao et al.)    | 66.0    | 70.9    |
| HMR [19] (He et al. [1]) | 65.6    | 68.6    |
| Jiang et al. [16]        | 69.1    | 72.2    |
| 3DCrowdNet (Ours)        | 70.2    | 70.9    |
| 3DCrowdNet (Ours) (Cao et al.) | 72.7    | 73.3    |
Figure 5: Qualitative comparison on the CrowdPose [23] test set. From left, an input image, 3DCrowdNet outputs, SPIN [21] outputs. Both methods used the same bounding boxes computed from 2D pose outputs of Cheng et al. [6].

Figure 6: Visualization of 3D shapes from different viewpoints. The proposed 3DCrowdNet can recover 3D pose and shape that best describes the target person in an image, even when provided with incorrect 2D pose outputs, using both the 2D pose output and image feature.

occluded bodies.

We provide the qualitative comparison between 3DCrowdNet and SPIN [21] in Figure 5. SPIN [21] is the most relevant competitor among current state-of-the-art methods, since it leverages image feature and estimates SMPL parameters as 3DCrowdNet. Apparently, 3DCrowdNet produces much more robust 3D shapes on crowd scenes than SPIN. 3DCrowdNet disentangles different people from a target person in a bounding box, and estimates reasonable 3D pose and shape under diverse occlusion, including inter-person occlusion. We provide more qualitative comparison with other methods [7,32] and failure cases in the supplementary material.

6. Discussion and future works

Our approach is the first to provide robust 3D human pose and shape outputs of each individual in in-the-wild crowd scenes. However, it is still demanding to recover accurate 3D poses from images with extremely close interactions, such as tussles in sports. The extreme cases often involve challenging poses and severe inter-person occlusion, both of which are rare in existing train data. Although [23, 41, 57] recently proposed crowd datasets, they only provide 2D annotations and a limited number of images. As a result, the effect of additionally training on such datasets is marginal, as shown in the fourth and fifth rows of Table 4. Future works should suggest a 3D train dataset that covers diverse poses and occlusion in crowd scenes.

7. Conclusion

We present 3DCrowdNet, the first single image-based 3D human pose and shape estimation system that targets in-the-wild crowd scenes. Previous methods suffer from noisy human bounding boxes and inter-person occlusion in crowd scenes. We resolve the issue by leveraging crowd-scene robust 2D pose outputs. The proposed 3DCrowdNet is capable of focusing on a target person in crowd scenes, and effectively utilizes the articulation information in the 2D poses. We provide extensive ablation studies for the crowd-scene robust system, which would give meaningful insight for future works. Also, we show that 3DCrowdNet provides far more robust outputs on in-the-wild crowd scenes than previous methods numerically and qualitatively.
8. More qualitative results.

Pose correction. Figure 7 shows that our 3DCrowdNet can estimate robust 3D pose and shape given inaccurate 2D poses in crowd scenes. Due to inter-person occlusion and overlapping bounding boxes between people, 2D pose estimators [2, 6] may produce inaccurate joint predictions as shown in the first, second, and third rows. In this regard, 3DCrowdNet assigns don’t-care values to the joint predictions with low confidence (e.g., lower than 0.1 for outputs from Cheng et al. [6]) at first. Then 3DPoseNet of 3DCrowdNet refines the inaccurate input 2D pose using image feature that contains the context information in images. Last, 3DShapeNet of 3DCrowdNet estimates human model parameters, SMPL [26] parameters. The whole process makes our system predict a 3D human shape that best describes a target person in images and is plausible, even when provided with inaccurate 2D joint predictions. The fourth and fifth rows prove that our approach is also effective on estimating robust 3D shapes for truncated images.

Comparison with I2L-MeshNet [32] and Pose2Mesh [7]. Figure 8 shows the qualitative comparison between 3DCrowdNet, I2L-MeshNet [32], and Pose2Mesh [7]. Among the three methods, 3DCrowdNet apparently produces much more robust 3D shapes on the crowd scenes. I2L-MeshNet tends to provide noisy body shape estimation in crowd scenes. It misses a person in images with overlapping bounding boxes as depicted in the fifth and sixth rows. Limb outputs in the second, fourth, and sixth rows are inaccurately estimated or swapped with other people. Overall, I2L-MeshNet is hard to disentangle people in overlapping bounding boxes and provides inaccurate outputs when a body is occluded in crowd scenes.

Pose2Mesh estimates more stable 3D shapes than I2L-MeshNet in crowd scenes, but the 3D poses of Pose2Mesh are different from the poses depicted in the input images. The legs of people in the second, third, sixth rows are inaccurately estimated. Especially, Pose2Mesh wrongly predicts the legs of the most right person (apricot color) in the third row; although the input 2D pose is correct. Also, in the first row, the most front person’s global orientation prediction (pink color) is inaccurate. The evidence proves that solely relying on 2D geometry information and not leveraging image feature has limitations for crowd-scene robust 3D shape estimation, since the approach produces plausible 3D shapes for given 2D geometry, not 3D shapes that best describe a person in images.

To sum up, our 3DCrowdNet estimates the most accurate 3D pose and shape from in-the-wild crowd scenes compared to the competitors [7, 32] by leveraging image feature, the guidance of crowd-scene robust 2D pose outputs, and the articulation information in 2D poses.

Failure cases of 3DCrowdNet. As Figure 9 shows, 3DCrowdNet falls short in images with extreme interactions, such as tussles in sports. Input 2D poses, which are the outputs of Cheng et al. [6], are highly inaccurate in such crowd scenes, and 3DCrowdNet does not effectively estimate the correct 3D pose and shape from them. Severe inter-person occlusion, challenging poses, and similar ap-
Figure 8: Qualitative comparison on the CrowdPose [23] test set. From left, an input image, input 2D poses estimated by Cheng et al. [6], 3DCrowdNet, I2L-MeshNet [32], and Pose2Mesh [7] outputs. Our 3DCrowdNet successfully disentangles a target person from other people in a bounding box compared to I2L-MeshNet. Also, 3DCrowdNet produces a 3D shape that best describes a target person in images, while Pose2Mesh estimates a plausible 3D shape for given 2D poses, which could not correspond to images. 3DCrowdNet and I2L-MeshNet use the same bounding boxes to crop an image for each person. 3DCrowdNet and Pose2Mesh use the same 2D poses from Cheng et al. [6].
9. Datasets.

**3DPW-Crowd.** The sequence names of 3DPW-Crowd are *courtyard_hug_00* and *courtyard_dancing_00*, a subset of the 3DPW [49] validation set. 3DPW-Crowd contains 1073 images and 1923 persons with GT 3D pose and shape annotations. The average bounding box IoU is 37.5%, and the CrowdIndex [23] is 49.3%. We used 14 joints defined by Human3.6M [15] for evaluating PA-MPJPE and MPJPE following the previous works [7, 21, 32].

Figure 11 presents sampled frames of 3DPW-Crowd sequences in order. The sequences reveal multiple challenges of in-the-wild crowd scenes, such as heavy inter-person occlusion and overlapping bounding boxes.

**MuPoTS.** MuPoTS [29] contains 20 sequences, 8370 images, and 20899 persons with GT 3D pose annotations. The sequences are captured indoors and outdoors, and GT 3D poses are obtained by a multi-view marker-less motion capture system. The average bounding box IoU is 3.8%, and the CrowdIndex [23] is 13.2%. We used the official MATLAB code for evaluation.

**CMU-Panoptic.** We selected four sequences that show people doing social activities, namely *Haggling, Mafia, Ultimatum*, and *Pizza* following [16, 54, 55]. Sequences captured by the 16th and 30th cameras are selected. The sequences contain 9600 frames and 21,404 persons with GT 3D pose annotations. The average bounding box IoU is 2.0%, and the CrowdIndex [23] is 11.1%. We used pre-processed GT annotations and followed the evaluation protocol of Jiang et al. [16] in their official code repository.
3DPW. We used the test set of 3DPW [49] following the official split protocol. The test set contains 26240 images and 35515 persons with GT 3D pose and shape annotations. The average bounding box IoU is 3.7%, and the CrowdIndex [23] is 4.9%. Sequences starring one actor are excluded in computing the bounding box IoU and the CrowdIndex. We used 14 joints defined by Human3.6M [15] for evaluating PA-MPJPE and MPJPE following the previous works [7, 21, 32].

10. 2D pose estimators.

In this work, we used 2D pose outputs from Cao et al. [2] and Cheng et al. [6]. The outputs from Cao et al. [2] used in 3DPW-Crowd and 3DPW [49] are included in the annotations of 3DPW [49]. The outputs from Cao et al. [2] used in MuPoTS [29] are obtained by running the third-party PyTorch [37] code implementation. The model is trained on COCO2017 train [24] dataset and achieves 0.653 mAP (mean Average Precision) on COCO2017 val dataset. The outputs from Cheng et al. [6] are all obtained by running the official code implementation. The model is trained on COCO2017 train dataset and achieves 0.671 mAP on COCO2017 val dataset.
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