Abstract—Tensor-based modulation (TBM) has been proposed in the context of unsourced random access for massive uplink communication. In this modulation, transmitters encode data as rank-1 tensors, with factors from a discrete vector constellation. This construction allows to split the multi-user receiver into a user separation step based on a low-rank tensor decomposition, and independent single-user demappers. In this paper, we analyze the limits of the tensor decomposition using Cramér-Rao bounds, providing bounds on the accuracy of the estimated factors. These bounds are shown by simulation to be tight at high SNR. We introduce an approximate perturbation model for the output of the tensor decomposition, which facilitates the computation of the log-likelihood ratios (LLR) of the transmitted bits, and provides an approximate achievable bound for the finite-length error probability. Combining TBM with classical forward error correction coding schemes such as polar codes, we use the approximate LLR to derive soft-decision decoders showing a gain over hard-decision decoders at low SNR.

I. INTRODUCTION

A. Context

The increasing traffic demand of users with sporadic activity, in particular for machine-to-machine communications, translates into the need for low-overhead, spectrally efficient waveforms for grant-free random access. Unsourced random access schemes [1] constitute a step in that direction, by assuming that all transmitters use the same codebook, i.e. the identities of the active transmitters are not required by the multi-user decoder (although they can be embedded in the payloads). In this case, the receiver decodes a list of messages up to a permutation, regardless of the active users’ identities.

Traditional grant-free schemes use (possibly non-orthogonal) pilot sequences in order to both identify active users and estimate their channels [2]. The receiver subsequently performs coherent detection in order to recover the transmitted symbols. This approach can also be used in the unsourced approach by using a part of the payload to determine the pilot sequence [3]. On the other hand, many unsourced access schemes avoiding the pilot/data division have also been proposed in particular for the SISO AWGN case [4] or SISO with Rayleigh fading [5]. As for the MIMO setting, a scheme based on compressed sensing has been proposed in [6] and a tensor-based approach [7]. This article focuses on the performance analysis of the latter.

B. System Model and Modulation

Let us consider an uplink transmission between single-antenna transmitters and an N-antennas receiver within a block of T channel uses. We assume that \( K_a \) users are active for the duration of the considered block (the total number of users in the system plays no role in the analysis of unsourced schemes) and simultaneously transmit a payload of \( B \) information bits each, encoded using a forward error correction code. Second, we assume a block-fading model whereby the channel state remains constant over the considered block of length \( T \), and is a priori unknown to both the transmitters and the receiver. Let \( h_k \in \mathbb{C}^N \) denote the channel from user \( k \) to the \( N \) receive antennas. Finally, we assume block synchronization between the transmitters and the receiver. We consider the tensor-based modulation (TBM) from [7], i.e. the codebook \( \mathcal{C} \) is composed of Kronecker products of elements from vector sub-constellations \( \mathcal{C}_i \subset \mathbb{C}^1 \), namely

\[
\mathcal{C} = \left\{ x_1 \otimes \cdots \otimes x_d : x_1 \in \mathcal{C}_1, \ldots, x_d \in \mathcal{C}_d \right\},
\]

where \( T_i > 1 \) and \( \prod_{i=1}^{d} T_i = T \). We assume furthermore that the constellation elements have equal norm \( \|s\|^2 = T \) for any \( s \in \mathcal{C} \subset \mathbb{C}^d \). Information is encoded in \( x_1 \ldots x_d \), using independent vector modulations in each mode of the tensor. Let \( x_{1,k} \otimes \cdots \otimes x_{d,k} \) denote the vector symbol sent by the \( k \)-th user; considering an additive Gaussian i.i.d. noise vector \( \mathbf{w} \), the signal received by the \( N \) antennas is modeled by

\[
y = \sum_{k=1}^{K_a} x_{1,k} \otimes \cdots \otimes x_{d,k} \otimes h_k + \mathbf{w} \in \mathbb{C}^{TN}. \tag{2}
\]

C. Receiver Architecture

In the sequel, we assume that \( K_a \) is known to the receiver, and focus on the implementation of a soft demapper. Since the enumeration of the joint (across the active users) constellation \( \mathcal{C}_{K_a} \) is typically not computationally feasible, we consider the following functional split of the demapper:

- A low-rank tensor approximation step, whereby the received signal is approximated by a rank-\( K_a \) tensor, thus jointly estimating the channel and the symbols. At this stage, the discrete nature of \( \mathcal{C} \) is ignored and the \( x_{i,k} \) are treated as continuous parameters. This corresponds to the following ML estimator:

\[
\hat{z}_{i,k}, \hat{h}_k | z_d \cdot \arg \min_{k \in [K_a]} \sum_{z_{i,k} \in \mathbb{C}^N} \left\| y - \sum_{k=1}^{K_a} z_{1,k} \otimes \cdots \otimes z_{d,k} \otimes h_k \right\|^2.
\]

\[
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Note that this step effectively performs user separation, thanks to the property that each user is associated to a rank-1 tensor \[7\]. In order to guarantee the unicity of a solution to (3), we may impose constraints on the parameters \(z_{i,k}\) - as detailed in Section IIA.

- A single-user soft demapper, where the log-likelihood ratios (LLRs) are computed independently for each user, based on the outputs of the tensor decomposition computed at the previous step, and used as inputs to a soft-decision decoder. Soft demapping requires to have access to the distribution of the symbols conditioned on these variables, which we denote by \(p(x_{i,k} | z_{i,k}, h_k)\).

Solving (3) in the noise-free case is a well-studied problem (known as the canonical polyadic decomposition, or CPD) in tensor algebra. Conversely, in the presence of noise, there is no established perturbation model for the solution of the CPD. Consequently, \(p(x_{i,k} | z_{i,k}, h_k)\) is not known in closed form. The general objective of this paper is to propose a simple approximation of \(p(x_{i,k} | z_{i,k}, h_k)\) that is suitable for use in a soft demapper, and therefore we neglect the dependency on \(z_{i,k}, j \neq i\).

We first analyze the performance limits of the tensor decomposition seen as a statistical estimation in Section IIA and then propose asymptotic approximations of the LLR and the achievable rate in Section IIB. Finally, we illustrate our analysis through numerical simulations in Section IVC.

II. THEORETICAL PERFORMANCE OF THE APPROXIMATE CPD

A. Cramér-Rao (CR) Bounds

For the sake of notational simplicity, let \(p = d + 1\) and \(x_{p,k} = h_k\) for any \(1 \leq k \leq K_a\). Consider the estimation of the factors \((x_{i,k})_{1 \leq i \leq p, 1 \leq k \leq K_a}\) in (2), and let \(\hat{z}_{i,k}\) denote an estimate of \(x_{i,k}\). We further denote \(\hat{Z}_i = (\hat{z}_{i,1}, \ldots, \hat{z}_{i,K_a})\) and \(X_i = (x_{i,1}, \ldots, x_{i,K_a})\). Therefore, \(\hat{\theta} = (\text{vec}(\hat{Z}_1)^T, \ldots, \text{vec}(\hat{Z}_p)^T)^T\) is an estimate of \(\theta = (\text{vec}(X_1)^T, \ldots, \text{vec}(X_p)^T)^T\). We now derive a lower bound on the variance of \(\hat{\theta}\) using CR analysis.

The difficulty of deriving such bounds for the tensor parameters lies in the fact that there are multiple ways to represent the same rank-1 tensor as the product \(x_{i,k} \otimes \cdots \otimes x_{p,k}\) (see e.g. \[7\]). This directly translates into scalar ambiguities on the parameters \(x_{i,k}\): the elements of the Kronecker product can be multiplied by arbitrary complex scalar coefficients, provided that their product is equal to 1. In the noise-free case, these ambiguities are not detrimental to detection when the \(\mathcal{C}_i\) are defined using vector constellations adapted to non-coherent channels, as in the case of Grassmannian codebooks \[7\]. However, they must be accounted for, and they complicate the derivation of the CR bounds when detection is considered in the presence of noise; attempting to derive CR bounds while ignoring the representation ambiguity will yield ill-conditioned results. They can be resolved by introducing constraints on the sub-constellations \(\mathcal{C}_i\), such as \(\|x_{i,k}\|^2 = T_i\) and \(\text{Im}(x_{i,k}^H \otimes x_{i,k}) = 0\) where \(x_{i,k}^0\) is a reference vector for any \(k\) and any \(1 \leq i \leq p - 1\). Recall that the \(p\)-th mode corresponds to the fading process \((x_{p,k} = h_k)\), and therefore we make no assumption regarding the norm of \(x_{p,k}\).

Note that the norm constraints induce that the total energy used by each transmitted codebook vector is equal to \(T\), i.e. \(\|x_{i,k} \otimes \cdots \otimes x_{p,k}\|^2 = T\).

CR bounds can be established by assuming identical constraints on the set of estimated parameters \(\hat{\theta}\). In particular, we will consider the constraints

\[
\begin{align*}
&\text{for any } 1 \leq k \leq K_a, 1 \leq i \leq p - 1, \quad \|\hat{z}_{i,k}\|^2 = \|x_{i,k}\|^2 = T_i, \\
&\text{Im}(x_{i,k}^H \otimes \hat{z}_{i,k}) = 0
\end{align*}
\]

wherein the first constraint deals with the norm ambiguity and the second with the phase ambiguity. Note that we chose a phase constraint that requires the knowledge on the true parameter \(x_{i,k}\) since it leads to more tractable bounds.

Note that there remains a sign ambiguity on \((x_{i,k})_{1 \leq i \leq p}\) and a permutation ambiguity over the indices \(1 \leq k \leq K_a\) that can be resolved with additional inequality constraints which have negligible impact on CR bounds \[8\]. CR bounds for the tensor decomposition have been derived for unbiased estimators e.g. in \[8\] or \[9\] with similar constraints. However, the norm constraint in (4) makes the unbiased assumption unsuitable, since for any estimator \(\hat{z}_{i,k}\) satisfying the norm constraint and whose distribution admits a density on the sphere of radius \(\sqrt{T_i}\), it holds that \(\mathbb{E}[\|\hat{z}_{i,k}\|^2] < T_i\), i.e. \(\|\hat{z}_{i,k}\|\) is strictly inside the sphere while \(z_{i,k}\) is on the sphere, therefore the estimate \(\hat{z}_{i,k}\) is necessarily biased. We will hence consider the class of biased estimators of \(x_{i,k}\) satisfying the constraints (4). Furthermore, for the sake of simplicity of exposition, we will restrict ourselves to a bias parameterized by scalars \(a_{i,k} \in [0, 1]\) for \(1 \leq i \leq d\) through

\[
\mathbb{E}[\hat{z}_{i,k}] = a_{i,k} x_{i,k} \quad \text{for any } 1 \leq i \leq d, 1 \leq k \leq K_a.
\]

Note that (5) only concerns the information-bearing modes \((1 \leq i \leq d)\); conversely, we seek an unbiased estimator for \(x_{p,k} = h_k\) since it is not assumed to lie on a sphere.

We will bound the accuracy of the estimator \(\hat{z}_{i,k}\) for \(1 \leq i \leq d\) in terms of a normalized variance \(\xi_{i,k}\) defined as

\[
\xi_{i,k} = \frac{\mathbb{E}[\|\hat{z}_{i,k} - a_{i,k} x_{i,k}\|^2]}{T_i a_{i,k}^2}.
\]

In the following proposition, we reformulate the results of \[9\] in the context of biased estimators in order to derive a lower bound on \(\xi_{i,k}\).

Proposition 1. Let \(s_{-i,k}\) denote a partial Kronecker product of the sub-constellation vectors at user \(k\) where mode \(i\) is omitted, i.e. for \(1 \leq i \leq p\),

\[
s_{-i,k} = x_{i,1,k} \otimes \cdots \otimes x_{i-1,k} \otimes x_{i+1,k} \otimes \cdots x_{i,k}.\]

Define also

\[
S_{-i} = (s_{-i,1}, \ldots, s_{-i,K_a}) \in \mathbb{C}^{p \times m \times K_a} \quad \text{and} \quad T_{i,k} = S_{-i,k}^H S_{-i,k}.
\]

Furthermore, let \(S_{-i,k}\) denote the matrix \(S_{-i}\) with the \(k\)-th column removed, and \(P_{S_{-i,k}}^\perp\) the projection matrix on the subspace orthogonal to the column span of \(S_{-i,k}\). Similarly,
we denote by $P_{k}^{\bot} = C_{T_{i}^{\bot}(T_{i}^{-1})}$ an orthonormal basis of vectors orthogonal to $x_{i,k}$. We assume that $T_{i}$ is an invertible $K_{a} \times K_{a}$ matrix, and let $e_{k}$ denote the k-th vector of the canonical basis and $U_{i}$ the orthonormal basis spanned by the $K_{a} - 1$ vectors $(\Gamma_{i}^{-1/2} e_{k} \otimes x_{i,k})_{k \neq i}$ and $V_{i} = \Gamma_{i}^{-1/2} e_{k} \otimes P_{x_{i,k}}$. Then, for any $1 \leq i \leq p - 1$, any estimator satisfying (4) and (5) satisfies
\[
\xi_{i,k} \geq \frac{(T_{i} - 1 - \|U_{i}^{H} V_{i}\|^{2}) \sigma^{2}}{T_{i} \|P_{k}^{\bot} \|_{i} \|s_{i,k}\|^{2}}.
\]
In the particular case $K_{a} = 1$, this lower bound simplifies into
\[
\xi_{i,k} \geq \frac{\sigma^{2}(T_{i} - 1)}{T_{i} \|P_{k}^{\bot} \|_{i} \|s_{i,k}\|^{2}}.
\]

Proof: The result is obtained by lower-bounding the constrained CRB. See Appendix A for details.

Note that the result for $K_{a} = 1$ corresponds to the CR bound (see [9 eq. 40]). The assumption that $T_{i}$ is invertible in Prop. A.1 is reasonable for large blocksize and payloads, assuming that the vector symbols are independent across users. In fact, if the signals generated by different users have low scalar product, $\Gamma_{i}^{-1}$ is close to a diagonal matrix and the term $\|U_{i}^{H} V_{i}\|^{2}$ in (9) becomes negligible. This leads to the following, more explicit bound for $x_{i,k}$:

**Proposition 2.** Define $0 < \eta_{i}^{-} < \eta_{i}^{+}$ such that $\eta_{i}^{-} \text{diag}(\Gamma_{i}^{-1})_{k=1..K_{a}} \leq \Gamma_{i}^{-1} \approx \eta_{i}^{+} \text{diag}(\Gamma_{i}^{-1})_{k=1..K_{a}}$, (11) and let us denote
\[
\xi_{i,k}^{*} = \frac{\sigma^{2}(T_{i} - 1)}{T_{i} \|P_{k}^{\bot} \|_{i} \|s_{i,k}\|^{2}} \left(1 - \frac{(\eta_{i}^{+})^{2} - 1}{(T_{i} - 1)\eta_{i}^{-}}\right).\]
Then, for any estimator satisfying (4) and (5), we have
\[
\xi_{i,k} \geq \xi_{i,k}^{*} \quad \text{for } 1 \leq i \leq p - 1.
\]

Proof: See Appendix B.

Considering (5), Proposition 2 indicates that $\alpha_{i,k}^{2} = \xi_{i,k}^{*}$ is a lower bound on the variance of any estimator of $x_{i,k}$. Moreover, if $T_{i} \gg K_{a}$, $\Gamma_{i}$ is diagonal and $\eta_{i} = \eta_{i}^{+} = 1$ for $1 \leq i \leq p - 1$. Furthermore, $P_{k}^{\bot}$ is independent from $s_{i,k}$. Assuming that the factors $x_{i,k}$ of each user are isotropically drawn,$^{3}$ we can approximate the distribution of $P_{k}^{\bot} s_{i,k}$ by an isotropic distribution on the space of projectors on a subspace of size $\prod_{i \neq j} T_{j} - K_{a} + 1$. As a consequence, we have $\|P_{k}^{\bot} s_{i,k}\|^{2} \approx \prod_{i \neq j} T_{j} - K_{a} + 1 \prod_{j \neq i} \|x_{j,k}\|^{2}$, which yields for $1 \leq i \leq d$ using (4)
\[
\xi_{i,k}^{*} \approx \frac{\prod_{i \neq j} T_{j} - K_{a} + 1}{\prod_{j \neq i} \|x_{j,k}\|^{2}} \frac{(T_{i} - 1)\sigma^{2}}{N} \frac{T_{i} - 1 - \|h_{k}\|^{2}}{T_{i} \|s_{i,k}\|^{2}}.
\]

Note that (15) only depends on the norm of the last mode of the tensor (i.e. the channels) since it is not concerned by $\eta_{i}$. Interestingly, (15) indicates that whenever $\prod_{j \neq i} T_{j} \gg K_{a}$, the number of active users $K_{a}$ has a negligible influence on the approximate variance of $\xi_{i,k}^{*}$, which denotes a low-interference regime.

**B. Mean Square Error (MSE) for the constrained estimators**

Note that the performance metric $\xi_{i,k}$ in (6) depends on the bias, which is unknown a priori, and therefore is not directly exploitable. A more practical metric is the Mean Square Error (MSE):
\[
\text{MSE}_{i,k} = \frac{1}{T_{i}} E[\|\hat{x}_{i,k} - x_{i,k}\|^{2}].
\]

The following lemma shows that the constraint (4) introduces a coupling between the estimator bias and the MSE.

**Lemma 1.** For any estimator satisfying (4) and (5), it holds
\[
\alpha_{i,k}^{2} = \frac{1}{1 + \xi_{i,k}^{*}}.
\]

In other words, in this model, the bias $\alpha_{i,k}$ is not a free parameter that can be optimized to minimize the MSE. With the hypothesis of Proposition 3, the MSE is lower bounded by
\[
\frac{1}{T_{i}} E[\|\hat{x}_{i,k} - x_{i,k}\|^{2}] \geq 2 \left(1 - \frac{1}{1 + \xi_{i,k}^{*}}\right)\frac{1}{1/2}.
\]

Proof: See Appendix C.

**C. MSE asymptotics of Approximate Message Passing (AMP)-based low-rank tensor decomposition**

In (10), the Bayesian maximum a posteriori estimator of the known-rank tensor decomposition similar to (3) is approximated using an AMP algorithm with the additional assumption that each element of the modes, i.e. the $x_{i,k}(t)$ are distributed according to a Gaussian distribution of mean $\mu$ and variance $\sigma_{0}^{2}$. Even though the results of (10) are derived for real-valued tensors, we conjecture that the asymptotic behavior of the AMP algorithm is similar for complex-valued tensors. We will restrict ourselves to the case $\mu = 0$ and $\sigma_{0}^{2} = 1$ in the following. These two hypotheses slightly differ from our assumptions: in our notations they imply $E[\|x_{i,k}\|^{2}] = T_{i}$ for all $i = 1...p$, which is weaker than the energy constraint $\|x_{i,k}\|^{2} = T_{i}$ in (4), but requires $E[\|h_{k}\|^{2}]$ to be known a priori.

In this case, let $M_{i}$ denote the $K_{a} \times K_{a}$ matrix solutions of the fixed point equation (10) eq. (22)
\[
M_{i} = \left(\Delta_{i}K_{a} + \bigotimes_{j \neq i} M_{j}\right)^{-1} \left(\bigotimes_{j \neq i} M_{j}\right) i = 1,..,p
\]
where $\bigotimes_{j \neq i} M_{j}$ denotes the componentwise product operation and $\Delta_{i} = \sigma_{0}^{2} T_{i}^{-1} \prod_{j=1}^{d-1} T_{j}^{1-(d-1)/(1+d)}$. Using (10) eq. (13) and
eq. (80) from the supplementary material], the MSE is asymptotically equal to

$$
\text{MSE}_{i,k} \xrightarrow{(T_i) \to \infty} 1 + e_k^H \left( \sum_{j \neq i} M_j + \Delta_j I_k \right)^{-1} \sum_{j \neq i} M_j e_k - 2e_k^H M_i e_k.
$$

(20)

III. LLR COMPUTATION AND ACHIEVABLE RATE

A. Approximate equivalent model

In order to derive an approximation of $p(x_{i,k} | \hat{z}_{j,k}, h_k)$, we first assume that the dependency of $x_{i,k}$ on $\hat{z}_{j,k}$ is negligible while the dependency on $h_k$ is only expressed through its norm $\|h_k\|^2$ as it is an indicator of user's reliability; in other words, we assume $p(x_{i,k} | \hat{z}_{j,k}, h_k) \approx p(x_{i,k} | h_k, \|h_k\|)$. Then, we characterize the distribution of the output $\hat{z}_{i,k}$ conditioned on $x_{i,k}$ using only the conditional mean and variance:

$$
\begin{align*}
\mathbb{E}[\hat{z}_{i,k} | x_{i,k}] &= \alpha_{i,k} x_{i,k} \\
\mathbb{E}[\|\hat{z}_{i,k} - \alpha_{i,k} x_{i,k}\|^2] &= \alpha_{i,k}^2 \xi_{i,k} T_i
\end{align*}
$$

(21)

with the constraint $\alpha_{i,k} = (1 + \xi_{i,k})^{-1/2}$ (see Lemma 1). On the other hand, the phase constraint $\Im(\hat{z}_{i,k}^H x_{i,k}) = 0$ in (4) is not practical since it involves the transmitted vector $x_{i,k}$. In practice, this means that the phase ambiguity is not resolved during the low-rank tensor approximation (3), and is handled instead by the single-user demapper. In that case, the vector constellations $\mathcal{C}_i$ should be designed to be robust to a phase ambiguity, e.g. by using a non-coherent vector modulation such as the one from (11). We will therefore model the remaining phase indeterminacy by an unknown phase $\varphi_{i,k}$, uniformly drawn on $[0,2\pi]$. With this random phase, we choose to approximate the distribution of $\hat{z}_{i,k}$ given $x_{i,k}$ by a distribution realizing the maximum entropy under the moment constraints, i.e.

$$
\hat{z}_{i,k} = e^{i\varphi_{i,k}} \alpha_{i,k} x_{i,k} + \xi_{i,k}^{1/2} \alpha_{i,k} w_{i,k}
$$

(22)

where $w_{i,k}$ is an isotropic Gaussian noise vector. Considering eq. (2), we define the instantaneous signal-to-noise ratio (SNR) for user $k$ as the signal power divided by the noise power both summed over one block of $T$ channel accesses and over the receive antennas. Taking into account the constraints $\|x_{i,k}\|^2 = T_i$, this yields $\text{SNR}_{K} = \frac{h_k^H h_k}{N T_i}$. Note that we can also define the average SNR by replacing the term $\|h_k\|^2$ by its expectation over the fading process. Turning now to the point-to-point model in (22), we define its equivalent SNR as

$$
\text{SNR}_{i,k}^\text{eq} = \frac{\mathbb{E}[e^{i\varphi_{i,k}} \alpha_{i,k} x_{i,k}^2]}{\mathbb{E}[\|\hat{z}_{i,k} - e^{i\varphi_{i,k}} \alpha_{i,k} x_{i,k}\|^2]} = \frac{1}{\xi_{i,k}}.
$$

(23)

Note that the equivalent SNR does not depend on the bias but strongly depends on $h_k$. Using the variance bounds established in Section (17A) and the approximation (15), the point-to-point equivalent SNR can be upper bounded by

$$
\text{SNR}_{i,k}^\text{eq} \leq \frac{1}{\xi_{i,k}} \approx \frac{T N - T_i (K_{a} - 1)}{(T_i - 1)} \text{SNR}_K.
$$

(24)

B. LLR of decoded symbols

We assume in the following that the $j$-th coded bit of user $k$ (denoted by $b_{j,k}$) is among the bits mapped on $x_{i,k}$. In order to enable soft-decision decoding, we seek to evaluate the corresponding LLR, namely

$$
\text{LLR}_{j,k} = \log \frac{p(b_{j,k} = 1 | \hat{z}_{i,k})}{p(b_{j,k} = 0 | \hat{z}_{i,k})}
$$

(25)

Denoting $\mathcal{E}_i^{(a,j)}$ the set of all symbols in $\mathcal{C}_i$ having the $j$-th bit equal to $a$ and using Bayes rule and marginalizing over $\varphi_{i,k}$, we get

$$
\text{LLR}_{j,k} = \sum_{x_{i,k} \in \mathcal{E}_i^{(a,j)}} \sum_{\varphi_{i,k}} p(x_{i,k} | \varphi_{i,k}, \varphi_{j,k}) p(\varphi_{j,k}) d\varphi_{j,k}
$$

(26)

$$
= \sum_{x_{i,k} \in \mathcal{E}_i^{(a,j)}} \sum_{\varphi_{i,k}} \exp \left( -\frac{|\hat{z}_{i,k} - \alpha_{i,k} x_{i,k}|^2}{\xi_{i,k}^2} \right) p(x_{i,k} | \varphi_{j,k}) d\varphi_{j,k}
$$

(27)

$$
= \sum_{x_{i,k} \in \mathcal{E}_i^{(a,j)}} \mathcal{I}_0 \left( \frac{2}{\alpha_{i,k} \xi_{i,k}} |\hat{z}_{i,k}^H x_{i,k}| \right)
$$

(28)

where we used that $\|x_{i,k}\|^2 = T_i$ for any $x_{i,k} \in \mathcal{C}_i$ and $\mathcal{I}_0$ denotes the zeroth-order modified Bessel function. Since $\mathcal{I}_0$ is approximately exponential for large values, we have

$$
\text{LLR}_{j,k} \approx \frac{2}{\alpha_{i,k} \xi_{i,k}} \left( \max_{x_{i,k} \in \mathcal{E}_i^{(a,j)}} |\hat{z}_{i,k}^H x_{i,k}| - \max_{x_{i,k} \in \mathcal{E}_i^{(0,j)}} |\hat{z}_{i,k}^H x_{i,k}| \right).
$$

(29)

Note that this approximation is valid when either the SNR is high or $T$ is large. Finally, in order to allow the receiver to evaluate the LLR, we approximate $\alpha_{i,k} \xi_{i,k}$ by using (67) and the lower bound approximation from (15). Then, (29) depends on the channel realization only through its norm $\|h_k\|$. We replace this (unknown) true channel norm by its estimate $\|h_k\|^2$, i.e.

$$
\frac{1}{\alpha_{i,k} \xi_{i,k}} \approx \frac{1}{\xi_{i,k} T_i} \left( 1 + \xi_{i,k} T_i \right)^{-1/2}
$$

$$
\approx \frac{T N - T_i (K_{a} - 1)}{(T_i - 1) \sigma^2} \frac{\|h_k\|^2}{N} \left( 1 + \frac{(T_i - 1) \sigma^2}{T N - T_i (K_{a} - 1)} \frac{N}{T_i \|h_k\|^2} \right)^{-1/2}.
$$

(30)

C. Achievable rate using dependence testing (DT) bound

Let us consider the system constituted by $d$ independent parallel channels, each following model (22). Using (12) Th. 17], there exists a code with $2^B$ codewords and average probability of error not exceeding

$$
\epsilon \leq \mathbb{E} \left[ -\left( i(x_{1,k}, \ldots, x_{d,k}; \hat{z}_{1,k}, \ldots, \hat{z}_{d,k}) - \log_2 \left( \frac{2^B - 1}{2} \right) \right) \right]
$$

(30)
where $\cdot^+ = \max(\cdot, 0)$. On the other hand, considering inputs $x_{i,k}$ independent and uniformly drawn in the sphere of radius $\sqrt{T_i}$ we have (see details in Appendix D)

$$i(x_{i,k}; \hat{z}_{i,k}) = \log_2 \frac{p(z_{i,k} | x_{i,k})}{p(z_{i,k})}$$

$$= \log_2 \frac{I_0 \left( \frac{2 T_i}{\alpha_{i,k} \| \hat{z}_{i,k} \|} \right) T_i^{-1}}{2 \Gamma(T_i + 1) T_i^{-1} \frac{2 \sqrt{T_i \alpha_{i,k} \| \hat{z}_{i,k} \|}}{\alpha_{i,k} T_i}} \tag{31}$$

with $I_0(\cdot)$ the nth-order modified Bessel function. Note that, for large $T_i$, the information density is equal to a deterministic value

$$\frac{1}{T} i(x_{i,k}; \hat{z}_{i,k}) = (1 - \frac{1}{T}) \log_2(\frac{2 T_i}{\xi_{i,k} \alpha_{i,k}}) + 2(\frac{1}{\xi_{i,k} \alpha_{i,k}} - \frac{1}{\xi_{i,k} \alpha_{i,k}^2}) \log_2(e) - \log_2(T_i + 1). \tag{33}$$

IV. SIMULATION RESULTS

We consider TBM transmission in a SIMO Rayleigh fading scenario similar to [7], with $N = 50$ receive antennas, $T = 3200$ channel accesses, and equal SNR across the users. Tensor dimensions of the symbols are chosen as $(T_1, T_2) = (64, 50)$ resulting in 3-D tensor with the additional spatial dimension $N = 50$.

A. Comparison of MSE with bounds

We first seek to validate eq. (18), which provides the equivalent noise level subsequently used in the equivalent single-user channel model [22]. The MSE performance resulting from solving [8] under constraints [4] was evaluated through a Monte-Carlo simulation with $x_{i,k}$ drawn from a uniform distribution on the sphere of radius $\sqrt{T_i}$. An approximate solution was computed using an inexact Gauss-Newton (GN) algorithm [13] with a maximum of 100 iterations. Figs. 1 and 2 depict the result for $K_a = 1$ and 100 respectively, as well as the approximate lower bound [18] and the theoretical asymptotic performance of AMP from [10] (we consider mode 1 of user 1 w.l.o.g). Since it is not possible to ensure that the non-convex problem [3] is solved optimally by the GN algorithm, we resort to genie-initialized GN to try and avoid local minima, thus approaching the performance of an optimal solution to [3]. The genie initialization consists in initializing the gradient descent with the transmitted symbols and channels.

The histograms depicted at the top of Figure 1 and Figure 2 represent the distribution of MSE values for selected SNR values (the mean of the histogram corresponds to the Y-axis position on the bottom part of the figure).

At low SNR, we observe that the bound [15] is not tight. This suggests that this bound cannot be achieved in this regime. In order to explain this phenomenon, Figure 1 details the histograms for particular low SNR values. We see that, in this regime, the histograms of MSE over the runs is bimodal. Considering the curve corresponding to a genie initialization, we observe that the mode of the top in the histograms corresponds either to a global minimum of [3] far for the transmitted symbol or to the convergence to a local minimum due to poor initialization. Furthermore, we observe that the theoretical AMP performance is close to that of GN with genie initialization. In particular, the phase transition of the AMP analysis around $-29$ dB is clearly visible while it is not present in the lower bound [15]. Finally, note that we observe in Figure 2 a gap between the performance of the GN with random initialization and [15] due to the limited number of iterations and the high accuracy in the convergence asked in order to achieve a MSE of $-40$ dB.

B. Packet Error Rate with Channel Code

In Figure 3 we evaluate the performance of TBM in terms of Packet Error Rate (PER) for a payload of 300 bits encoded with either a BCH code with 318 coded bits and hard-decision decoding (as in [7]), or the rate 0.85 polar code from the 5G standard under soft-decision decoding, using as sub-constellation $\mathcal{C}_t$ either (i) the codebook design from [11] or (ii) a vector constellation composed with one coordinate used as pilot and QAM symbols. For comparison, we also depict the performance of the single-user constellation directly simulating $d$ parallel instances of model [22] skipping the tensor decomposition step. Comparing the latter with the performance of TBM scheme shows [23] is a good approximation of the tensor decomposition output. Finally we also represent the PER corresponding to
the DT bound (30) where the expectation is estimated by generating 1000 random realizations of $(z_{i,k}, x_{i,k})$ generated using the model (22). The gap between the DT bound and the practical constellations used in (22) can be explained by the sub-optimalities of the binary code and the chosen vector constellation and the randomness of the channel gains $\|h_k\|^2$ which are not taken into account in the DT bound. Additionally, we see in all cases the small influence of the number of active users $K_a$ on the PER both theoretically and numerically. Note however that the approximations used in the paper assumed $\prod_{j \neq i} T_j \gg K_a$. We observe in practice that, for larger values of $K_a$ the tensor decomposition fails and the PER is equal to 1 for any SNR value (see 7).

V. CONCLUSION

We characterized the accuracy of tensor decomposition in the receiver of a TBM-based system. We introduced an equivalent single-user channel model allowing to derive approximations of the LLR. The PER was evaluated for the equivalent model, and compared to the DT achievable bound. These results were shown to be in good agreement with the performance achieved by TBM with BCH and polar codes through numerical simulations.

Fig. 2: MSE$_{1,1}$ vs. SNR for $K_a = 100$ users.

Fig. 3: PER vs. SNR with 300 bits payload.
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Appendix A

Proof Of Proposition [1]

In order to derive a lower bound of the constrained estimators \( \hat{\theta} \), we will use the Cramér-Rao bounds. Let us define \( \mathcal{J}_{\theta \theta} \) the complex Fisher information matrix equal to
\[
\mathcal{J}_{\theta \theta} = \mathbb{E} \left[ \frac{\partial}{\partial \theta_R} \left( \frac{\partial}{\partial \theta_R} \right)^T \right]
\]
where \( \theta^* \) denotes the complex conjugate of the vector \( \theta \).

Note that since \( \theta \) is a complex random vector, the “full” Fisher information matrix is the information matrix of the real vector \( \theta = (\Re(\theta), \Im(\theta))^T \). Moreover, since the noise \( w \) is circularly symmetric, the full information matrix is equal to (see [2])
\[
\mathcal{J}_{RR} = \mathbb{E} \left[ \frac{\partial^2}{\partial \theta_R \partial \theta_R^T} \right] = \mathcal{M}_{\Sigma, T_i} \begin{pmatrix} H^H \mathcal{J} \mathcal{M} \end{pmatrix} \frac{\partial \theta}{\partial \theta_R} \theta_R^* \theta_R \mathcal{M}_T
\]
with
\[
\mathcal{M}_{\Sigma, T_i} = \frac{1}{\sqrt{2}} \begin{pmatrix} iK_{\Sigma, T_i} & -iH_{\Sigma, T_i} \\ iK_{\Sigma, T_i} & iH_{\Sigma, T_i} \end{pmatrix}
\]

therefore, is completely characterized by \( \mathcal{J}_{\theta \theta} \).

In order to derive the Cramér-Rao bound for the constrained parameters [4], we note
\[
\mathcal{C}(R) = (C_{1,1}(\hat{\theta}), ..., C_{p-1,k,2}(\hat{\theta})) \text{, with the (K-1)}
\]

constraint functions 
\[
C_{i,1,k}(\hat{\theta}) = \|\hat{z}_{i,k}\|^2 - T_i
\]

and 
\[
C_{i,2,k}(\hat{\theta}) = \Im(x_{i,k}^H \hat{z}_{i,k}) \text{ for } 1 \leq i \leq p - 1.
\]

Furthermore, we define \( v_{\theta_R} \) an orthonormal basis of the subspace of \( \mathbb{R}^{K_\Sigma T_i} \) orthogonal to the columns of the Jacobian of \( \mathcal{C}(\theta_R) \). Let \( \text{bdiag}(\cdot) \) denote the block diagonal operator and \( D_a = \text{bdiag}(a_{11}, a_{12}, a_{13}, ..., a_{p,k}, a_{p,k+1}) \).

Then [5] rewrites
\[
\mathbb{E}[v_{\theta_R}] = \text{bdiag}(D_{\theta_R}, D_{\theta_R}) \theta_R
\]

and a lower bound on the constrained estimator is given by (see [14])
\[
\mathbb{E}[\hat{\theta}_R - \mathbb{E}[\hat{\theta}_R]](\hat{\theta}_R - \mathbb{E}[\hat{\theta}_R])^H \approx \text{bdiag}(D_{\theta_R}, D_{\theta_R}) v_{\theta_R} (v_{\theta_R})^H \theta_R (v_{\theta_R})^{-1} v_{\theta_R}^H.
\]

Therefore, since
\[
\frac{\partial C_{i,k}}{\partial x_{i,k}} |_{x_{i,k}=x_{i,k}} = \begin{pmatrix} \Re(x_{i,k}) \\ \Im(x_{i,k}) \end{pmatrix}
\]

and
\[
\frac{\partial C_{i,k}}{\partial x_{i,k}} |_{x_{i,k}=x_{i,k}} = \begin{pmatrix} \Re(z_{i,k}) \\ \Im(z_{i,k}) \end{pmatrix}
\]

we get
\[
v_{\theta_R} = \begin{pmatrix} \Re(v_\theta) \\ -\Im(v_\theta) \end{pmatrix}
\]

\[
= \mathcal{M}_{\Sigma, T_i} \begin{pmatrix} v_\theta & 0 \\ 0 & v_\theta \end{pmatrix} \mathcal{M}_{\Sigma, T_i}^H
\]

with \( v_\theta = \text{bdiag}(P_{\frac{1}{2}, \frac{1}{2}, ..., \frac{1}{2}, \frac{1}{2}, P_{\frac{1}{2}, \frac{1}{2}, ..., \frac{1}{2}, \frac{1}{2}, I_{p+1}, I_{p}, ..., I_{p+1}}}) \) with the notation \( P_{\frac{1}{2}, \frac{1}{2}, ..., \frac{1}{2}, \frac{1}{2}, I_{p+1}, I_{p}, ..., I_{p+1}} \in C^{T_i \times (T_i-1)} \) expressing a basis of vectors orthogonal to \( x_{i,k} \).

The Cramér-Rao bound can then be expressed in the complex domain as
\[
\mathbb{E} \left[ (\theta - \theta^*)^H (\theta - \theta^*) \right] \geq \mathbb{E} \left[ v_{\theta} (v_{\theta}^H \theta_{\theta \theta} v_{\theta}^H)^{-1} v_{\theta} \right].
\]

Let us now explicit the matrix \( \theta_{\theta \theta} \). Let us note \( s_{i-j,k} \) the symbol sent by user \( k \) where we remove mode \( i \) and \( j \), i.e.
\[
s_{i-j,k} = x_{i,1,k} \otimes \cdots \otimes x_{i,1,k} \otimes x_{i+1,k} \otimes \cdots \otimes x_{j-1,k} \otimes x_{j+1,k} \otimes \cdots \otimes x_{p,k}
\]

and
\[
\begin{align*}
S_{i-j} = (s_{i-j,1,k}, ..., s_{i-j,k}) & \in C^{P_{i-j,k} T_i \times K} \\
\Gamma_{i-j} & = [\gamma_{i-j,k,k+1}]_{k=1}^{K_\Sigma T_i} \\
G & = \text{bdiag}([\Gamma_{i-j} \otimes I_p])_{p=1}^{P_{i-j,k} T_i} \in C^{K \Sigma T_i \times K \Sigma T_i} \\
Z & = \text{bdiag}([I_{p} \otimes x_{i,j}])_{i,j=1}^{P_{i-j,k} T_i} \in C^{K \Sigma T_i \times K^2 p}.
\end{align*}
\]

By noting \( P \in C^{K_\Sigma T_i \times K^2} \) the permutation matrix such that vec(\( M \)) = vec(\( M^T \)) for any matrix \( M \), we define \( K \) by
\[
\mathbb{E} \left[ \theta_{\theta \theta}^H \theta_{\theta \theta} \right] = \frac{1}{\sigma^2} (G + ZK^H Z).
\]

Then, noting \( G_v = v_{\theta}^H G v_\theta \) and \( Z_v = v_{\theta}^H Z_v \) and using Woodbury identity, we get
\[
\mathbb{E} \left[ v_{\theta}^H \theta_{\theta \theta} v_{\theta} \right] = \mathbb{E} \left[ v_{\theta}^H \theta_{\theta \theta} v_{\theta} \right] \approx \sigma^2 G_v^{-1} - \sigma^2 G_v^{-1} Z_v M (I + M^{-1}) G_v^{-1}.
\]

where we noted \( M = G_v^{-1/2} Z_v K^H Z_v^{-1/2} \). Since \( v_{\theta}^H \theta_{\theta \theta} v_{\theta} > 0 \), it holds that \( (I + M^{-1}) \) is a positive matrix, we get a lower bound on the inverse information matrix, i.e.
\[
\mathbb{E} \left[ v_{\theta}^H \theta_{\theta \theta} v_{\theta} \right] \leq \sigma^2 G_v^{-1} - \sigma^2 G_v^{-1} Z_v K^H Z_v^{-1}.
\]

Since \( G_v \) and \( Z_v \) are block-diagonal matrices with \( p \) blocks and the block diagonal elements of \( K \) are equal to \( 0 \), it results that the diagonal elements of \( G_v^{-1} Z_v K^H Z_v^{-1} \) are equal to 0.

Note \( E_{i,k} \in C^{K_\Sigma T_i \times T_i} \) the projector on the \( i \)-th mode of the \( k \)-user and \( E_k \in C^{K_\Sigma T_i} \) the projector on user \( k \). Since the matrices \( G \) and \( v_\theta \) are block-diagonal with respect to the index \( 1 \leq i \leq p \), we can only consider the \( i \)-th block of the matrices \( G \) and \( v_\theta \) that we denote by \( G_i \) and \( v_i \) respectively.

Then, for any \( 1 \leq i \leq p \), yields
\[
E_{i,k}^H v_{\theta} (v_{\theta}^H \theta_{\theta \theta} v_{\theta}^H)^{-1} v_{\theta} E_{i,k} \geq \sigma^2 E_{k} v_i (v_i^H G_i v_i)^{-1} v_i^H E_{k}.
\]

On the other hand, if we complete the incomplete basis \( v_i \) with a collection of orthogonal vectors stacked in \( \mu_i \), we get
\[
(v_i^H G_i v_i)^{-1} = v_i^H G_i v_i - v_i^H G_i^{-1} \mu_i (\mu_i v_i^{-1} v_i)^{-1} \mu_i^H G_i^{-1} v_i.
\]
Let us denote an orthonormal basis of the subspace of \( C_{\Gamma_{ii}} \) spanned by the columns of \( G_{i,1-1/2} \mu_i \) by \( \bar{U}_i \). On the other hand, since \( \mu_i = \text{bdiag}(x_{i,1}^{x_{i,k}}, \ldots, x_{i,K}^{x_{i,k}}) \), we obtain that
\[
G_{i,1-1/2} \mu_i = (\Gamma_{ii})^{1/2} e_k \otimes \frac{x_{i,k}^{x_{i,k}}}{\|x_{i,k}^{x_{i,k}}\|},
\]
(50)
then, it holds
\[
G_{i,1-1/2} \mu_i (G_{i,1}^{-1} \mu_i) G_{i,1,1-1/2} = \bar{U}_i \bar{U}_i^H.
\]
Moreover, if we note \( \lambda_{i,k} = \Gamma_{ii}^{1/2} e_k \) and \( V_i = \frac{\lambda_{i,k}^{1/2}}{\|\lambda_{i,k}^{1/2}\|} \otimes P_{x_{i,k}}^\perp \), we get
\[
G_{i,1}^{-1/2} V_i V_i^H E_k = \lambda_{i,k}^{1/2} \otimes \frac{P_{x_{i,k}}^\perp}{\|x_{i,k}^{x_{i,k}}\|} (\lambda_{i,k}^{1/2})^H
\]
and
\[
G_{i,1}^{-1/2} V_i V_i^H E_k = \lambda_{i,k}^H \otimes \frac{P_{x_{i,k}}^\perp}{\|x_{i,k}^{x_{i,k}}\|} (\lambda_{i,k}^{1/2})^H
\]
\[
(\Gamma_{ii})^{1/2} V_i V_i^H = \frac{P_{x_{i,k}}^\perp}{\|x_{i,k}^{x_{i,k}}\|} (\lambda_{i,k}^H)^H
\]
(51)
(52)
Hence, combining (49), (50) and (52) the variance of any estimator satisfying (5) is lower bounded by
\[
\frac{1}{\sigma^2 \lambda_{i,k}^2} \mathbb{E}\left[\left\|z_{i,k} - \alpha_{i,k} x_{i,k}\right\|^2\right]
\]
(53)
\[
\geq \text{Tr} \left( P_{\xi_{i,k}}^\perp (\lambda_{i,k}^H)^H (\Gamma_{ii})^{-1} (\Gamma_{ii})_{k,k}^{1/2} \frac{P_{x_{i,k}}^\perp}{\|x_{i,k}^{x_{i,k}}\|} (\lambda_{i,k}^H)^H \right)
\]
(54)
\[
\geq \text{Tr} \left( P_{\xi_{i,k}}^\perp (\lambda_{i,k}^H)^H (\Gamma_{ii})^{-1} (\Gamma_{ii})_{k,k}^{1/2} \frac{P_{x_{i,k}}^\perp}{\|x_{i,k}^{x_{i,k}}\|} (\lambda_{i,k}^H)^H \right)
\]
(55)
\[
\frac{1}{\|x_{i,k}^{x_{i,k}}\|} \frac{1}{\sigma^2 \lambda_{i,k}^2} \mathbb{E}\left[\left\|z_{i,k} - \alpha_{i,k} x_{i,k}\right\|^2\right]
\]
(56)
By remarking that the vector \( \Gamma_{ii}^{1/2} e_k \otimes x_{i,k} \) is orthogonal to \( V_i \), we can remove its corresponding subspace in \( \bar{U}_i \) without changing the result.
Finally, in the case \( K = 1 \), we get \( \|\bar{U}_i V_i\|^2 = 0 \) and \( \Gamma_{ii} = \prod_{j \neq i} \|x_{i,1}\|^2 \) leading to the result in (57).

**APPENDIX B**

**PROOF OF Proposition 2**

Note \( D_i = \text{diag}(\Gamma_{ii}^{-1/2} (i=1,…,i,…,\Gamma_{ii}^{-1/11})) \). Since \( \Gamma_{ii} \) is invertible, we get that \( (\Gamma_{ii})^{-1/2} e_k > 0 \) for any \( 1 \leq k \leq K \), i.e. there exists \( \eta_i, \eta_i^* \) such that \( \eta_i D_i \leq \Gamma_{ii} \leq \eta_i^* D_i \). Combining this property with (49) and (49), we will now derive an alternative lower bound on the estimator variance \( \mathbb{E}\left[\|z_{i,k} - \alpha_{i,k} x_{i,k}\|^2\right] \).

Note first that it holds that
\[
\eta_i D_i \otimes I_{1/2} \leq G_{i,1}^{-1} \leq \eta_i^* D_i \otimes I_{1/2}
\]
and in particular
\[
(\mu_i^H G_{i,1}^{-1} \mu_i)^{-1} \leq \frac{1}{\eta_i^2} D_i^{-1}.
\]
Then, considering the \( (k,k)-\text{th} \) block of \( \nu_i^H G_{i,1}^{-1} (\mu_i^H G_{i,1}^{-1} \mu_i)^{-1} \mu_i^H G_{i,1}^{-1} \nu_i \) and noting \( 
\mathbf{x}_{i,k} = \frac{x_{i,k}^{x_{i,k}}}{\|x_{i,k}^{x_{i,k}}\|}, \)
\[
E_k \nu_i^H G_{i,1}^{-1} (\mu_i^H G_{i,1}^{-1} \mu_i)^{-1} \mu_i^H G_{i,1}^{-1} \nu_i E_k
\]
\[
\leq \frac{1}{\eta_i^2} (P_{x_{i,k}}^\perp)^H \left( \sum_{k'=1}^{K} |(\Gamma_{ii})_{k,k'}^{-1} \|x_{i,k'}^{x_{i,k'}}\| \mathbf{x}_{i,k'} P_{x_{i,k}}^\perp \right) (P_{x_{i,k}}^\perp)
\]
(57)
(58)
Considering the trace and using the fact that \( P_{x_{i,k}}^\perp \mathbf{x}_{i,k'} \|^2 \leq 1 \) for any \( k \neq k' \), we get
\[
\text{Tr} \left[ E_k \nu_i^H G_{i,1}^{-1} (\mu_i^H G_{i,1}^{-1} \mu_i)^{-1} \mu_i^H G_{i,1}^{-1} \nu_i E_k \right]
\]
\[
\leq \frac{1}{\eta_i^2} \sum_{k' \neq k} |(\Gamma_{ii})_{k,k'}^{-1} | \frac{1}{\|P_{x_{i,k}}^\perp H \mathbf{x}_{i,k'} \|^2}
\]
\[
\leq \frac{1}{\eta_i^2} \sum_{k' \neq k} |(\Gamma_{ii})_{k,k'}^{-1} | \frac{1}{\|P_{x_{i,k}}^\perp H \mathbf{x}_{i,k'} \|^2}
\]
\[
\leq \frac{1}{\eta_i^2} \left( \frac{G_{i,1}^{-1} \nu_i^H \nu_i}{|P_{x_{i,k}}^\perp H \mathbf{x}_{i,k'} \|^2} \right).
\]
(59)
(60)
(61)
(62)
Since \( D_i^{-1/2} \Gamma_{ii}^{-1/2} \Gamma_{ii}^{-1/2} \leq \eta_i^2 \mathbf{I}_{k,k} \), we get \( \Gamma_{ii}^{-1/2} \Gamma_{ii}^{-1/2} \eta_i^2 \mathbf{D}_i \).
Moreover, it holds
\[
|\frac{G_{i,1}^{-1} \nu_i^H \nu_i}{|P_{x_{i,k}}^\perp H \mathbf{x}_{i,k'} \|^2} | = (\Gamma_{ii})_{k,k'}^{-1}
\]
(63)
(64)
(65)
Therefore, combining (49) and (52)
\[
\frac{1}{\sigma^2 \lambda_{i,k}^2} \mathbb{E}\left[\left\|z_{i,k} - \alpha_{i,k} x_{i,k}\right\|^2\right]
\]
(66)
Combining (66) and the definition of \( \xi_{i,k} \) in (6) yields that \( \alpha_{i,k} \) and \( \xi_{i,k} \) are linked through
\[
\alpha_{i,k}^2 = \frac{1}{1 + \xi_{i,k}}.
\]
(67)
Repeating the operation in (66) for the MSE yields
\[
\text{MSE}_{i,k} = \frac{1}{T_i} \left[ \mathbb{E}\left[\left\|z_{i,k} - \alpha_{i,k} x_{i,k}\right\|^2\right] + \mathbb{E}\left[\left\|x_{i,k}\right\|^2\right] - 2 \mathbb{E}[\Re(z_{i,k}^H x_{i,k})] \right]
\]
(68)
(69)
We can then lower bound the MSE using the definition of \( \xi_{i,k} \)
\[
\frac{1}{T_i} \mathbb{E}\left[\|z_{i,k} - x_{i,k}\|^2\right] = 2 \left(1 - \frac{1}{\left(1 + \xi_{i,k}\right)^{1/2}} \right)
\]
(70)
(71)
\textbf{Appendix D}

\textbf{Computation of the the information density for model (22)}

For the sake of compactness of notations, we will drop the indices $i$ and $k$ and consider the model (22) with input $x = \sqrt{T} u$ with $u$ uniformly drawn on the sphere of radius 1 and the output $\hat{z}$ so that
\begin{equation}
\hat{z} = \alpha (e^{i\varphi} \sqrt{T} u + \varepsilon^{1/2} w)
\end{equation}
with $\varphi$ uniformly drawn in $[0; 2\pi]$ and $w$ standard Gaussian random vector.

In the following, we will note $\beta = \frac{1}{\alpha}$ and $S_{c,T}$ and $S_{R,T}$ the complex and real unit sphere respectively.

Remark that $u$ and $e^{i\varphi} u$ have the same distribution and using the conditioning over $\varphi$ and $u$, we get
\begin{equation}
p(\hat{z}(x)) = \frac{1}{2\pi} \int_0^{2\pi} \exp\left(-\frac{1}{\zeta} \alpha^2 \|\hat{z} - \alpha e^{i\varphi} x\|^2\right) d\varphi
\end{equation}
\begin{equation}
= \frac{1}{2\pi} \int_0^{2\pi} \exp\left\{2\beta \Re(\hat{z}^H x e^{i\varphi})\right\} d\varphi
\end{equation}
where we used in (73) that $\|x\|^2 = T$ is a constant and, in (82), we noted $e_1 = (10)^T$ and used that $\Re(\hat{z}^H x e^{i\varphi})$ and $|\hat{z}^H x| \Re(e^{i\varphi})$ have the same distribution. On the other hand,
\begin{equation}
p(\hat{z}) = \frac{\Gamma(T+1)}{\pi T} \int_{S_{c,T}} \exp\left(-\frac{1}{\zeta} \alpha^2 \|\hat{z} - \alpha \sqrt{T} u\|^2\right) d\mathbf{u}
\end{equation}
\begin{equation}
= \frac{\Gamma(T+1)}{\pi T} \int_{S_{c,T}} \exp\left\{2\beta \sqrt{T} \Re(\hat{z}^H u)\right\} d\mathbf{u}
\end{equation}
where we used in (76) that the volume of the complex $T$-dimensional unit sphere is equal to $\frac{\pi^{T/2}}{\Gamma(T+1)}$ and, in (82), we noted $\mathbf{u} = (\Re(u^T), \Im(u^T))^T$. The information density then writes
\begin{equation}
i(x; \hat{z}) = \log_2 \frac{p(\hat{z}(x))}{p(\hat{z})}
\end{equation}
\begin{equation}
= \log_2 \frac{\frac{\Gamma(T+1)}{\pi T} \int_{S_{c,T}} \exp\left\{2\beta \sqrt{T} \Re(\hat{z}^H u)\right\} d\mathbf{u}}{\frac{1}{\pi} \int_{S_{c,T}} \exp\left\{2\beta \sqrt{T} \Re(\hat{z}^H u)\right\} d\mathbf{u}}
\end{equation}
Now, we use that for any $n \geq 1$, $x > 0$ and $x \in S_{R,n}$, (see e.g. [15])
\begin{equation}
\int_{S_{R,n}} \exp|xu^T x| d\mathbf{u} = \frac{(2\pi)^{n/2} I_n(1/k)}{k^{n+2-1}}
\end{equation}
Then, we get
\begin{equation}
i(x; \hat{z}) = \log_2 \frac{i_0(2\beta \sqrt{T} \Re(\hat{z}^H x))}{\frac{1}{\pi} \sqrt{T} \int_{S_{c,T}} \exp\left\{2\beta \sqrt{T} \Re(\hat{z}^H u)\right\} d\mathbf{u}}
\end{equation}
\begin{equation}
|\hat{z}|^2 = \alpha^2 (T + \xi \|w\|^2 + 2(T \xi)^{1/2} \Re(e^{i\varphi} u^H w))
\end{equation}
and
\begin{align*}
|\hat{z}^H x|^2 &= \alpha^2 |Te^{iq} + (T\xi)^{1/2}u^H w|^2 \\
&= \alpha^2 ((T + (T\xi)^{1/2} \Re(e^{i\varphi} u^H w))^2 + \Im(e^{i\varphi} u^H w))^2)
\end{align*}
First remark that $u$ and $e^{i\varphi} u$ have the same distribution, and that $\|w\|^2$ and $\frac{\beta}{\|w\|}$ are independent and respectively drawn from a chi-square random variable with 2T degrees of freedom and a uniform distribution on the complex unit sphere. We can then define four independent scalar random variables: $Q$ a chi-square random variable with 2T degrees of freedom and $Z_1, Z_2$ two independent random variables drawn from Beta(1/2, (T-1)/2) and $S$ a Rademacher random variable, we have that
\begin{align}
\|z|^2 &\overset{\text{d}}{=} \alpha^2 (T + \xi Q/2 + 2(T\xi QZ_1/2)^{1/2} S), \\
|z^H x|^2 &\overset{\text{d}}{=} \alpha^2 ((T + (T\xi QZ_1/2)^{1/2} S)^2 + Z_2 Q/2)
\end{align}
where $\overset{\text{d}}{=}$ represents the equality in distribution. When $T$ goes to infinity, the law of large numbers states that $\frac{1}{\sqrt{T}} Q \xrightarrow{d} 0$ and $T^{1+\varepsilon} Z_1 \xrightarrow{d} 0$, 0 for any $\varepsilon > 0$, then
\begin{align}
\frac{1}{\sqrt{T}} \|z|^2 &\xrightarrow{d} 1, \\
\frac{1}{T} |z^H x|^2 &\xrightarrow{d} \alpha.
\end{align}
In that case, the information density satisfies
\begin{align}
(1 - \frac{1}{T}) \log_2 (2\beta T) + 2\beta (\alpha - 1) \log_2(e) - \log_2 (\Gamma(T+1)) \\
&\xrightarrow{T \to \infty} 0
\end{align}
where we used $\frac{1}{T} \log_2 i_0(T) \xrightarrow{T \to \infty} \log_2(e)$.