THREE-DIMENSIONAL SHOCK STRUCTURE OF THE ORION KL OUTFLOW WITH IGRINS
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ABSTRACT

We report a study of the three-dimensional (3D) outflow structure of a 15″ × 13″ area around the H2 peak 1 in Orion KL with slit-scan observations (13 slits) using the Immersion Grating Infrared Spectrograph. The datacubes have a high-velocity resolution (∼7.5 km s⁻¹), provide high-contrast imaging within ultra-narrow bands, and enable the detection of the main stream of the previously reported H2 outflow fingers. We identified 31 distinct fingers in the H2 1−0 S(1) 32.122 μm emission. The line profile at each finger shows multiple-velocity peaks with a strong low-velocity component around the systemic velocity at $V_{LSR} = +8$ km s⁻¹ and high-velocity emission ($|V_{LSR}| = 45−135$ km s⁻¹), indicating a typical bow-shock. The observed radial velocity gradients of ∼4 km s⁻¹ arcsec⁻¹ agree well with the velocities inferred from large-scale proper motions, where the projected distance is proportional to the distance from a common origin. We construct a conceptual 3D map of the fingers with estimated inclination angles of 57°–74°. The extinction difference ($ΔA_V > 10$ mag) between blueshifted and redshifted fingers indicates high internal extinction. The extinction, the overall angular spread, and the scale of the flow argue for an ambient medium with a very high density ($10^4−10^6$ cm⁻³), consistent with molecular line observations of the Orion Molecular Cloud core. The radial velocity gradients and the 3D distributions of the fingers together support the hypothesis of a simultaneous radial explosion of the Orion KL outflow.
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1. INTRODUCTION

The Becklin–Neugebauer/Kleinmann–Low (BN/KL, Becklin & Neugebauer 1967; Kleinmann & Low 1967) nebula is a spectacular southeast–northwest outflow region that lies behind the Orion nebula. The distance is 414 ± 7 pc (Menten et al. 2007). The outflow activity was revealed in molecular emission lines such as CO (Kwan & Scoville 1976), HCO⁺, SO, HCN, and SiO (e.g., Knapp et al. 1981; Welch et al. 1981; Plambeck et al. 1982). Their line profiles showed a very broad line width (full width at zero intensity (FWZI) ∼190 km s⁻¹). The detections of various maser emission lines of H2O, OH, SiO, and CH3OH and evidence of proper motion measurements of some of these lines also indicated the presence of a strong outflow in this region (Genzel et al. 1981; Cohen et al. 2006; Matthews et al. 2010; Peng et al. 2012). Herbig-Haro (HH) objects (Axon & Taylor 1984), and finger-like molecular hydrogen (H2) and forbidden iron ([Fe II]) features were discovered at optical and near-IR wavelengths (Taylor et al. 1984; Allen & Burton 1993). Bally et al. (2011) showed more than 100 individual fingers from the high spatial resolution imaging.

The driving mechanism of this powerful system remains unclear despite intensive study. Bally & Zinnecker (2005) and Bally et al. (2011) suggested that the Orion BN/KL outflows are powered by the dynamical decay of a non-hierarchical multiple system, as evinced by the radio proper motions of some of the massive young stellar objects (YSOs) in this region: the BN object, radio sources I, and n (Menten & Reid 1995; Gómez et al. 2008). Bally et al. (2015) indicated that the position of ejection center lies within 1″ of J2000 = 05:35:14.360, −05:22:28.70, which was originally derived from the intersection of the radio proper motions of the three sources described above (Gómez et al. 2005, 2008).

Tan (2004) and Chatterjee & Tan (2012) argued for a scenario in which the BN object was ejected from the Trapezium about 4000 years ago, and the passed through the Orion molecular cloud (OMC-1) hot core and source I about 500 years ago. The dynamical age of the outflow ranges from 500 to more than 1000 years, based on proper motion observations in optical, near-IR, and millimeter wavebands (Dai et al. 2002; Gómez et al. 2008; Bally et al. 2011; Wu et al. 2014). The proper motions of fingers measured in the near-IR and the optical show that the velocities of fingers are proportional to the distance from the ejection center, implying that they originated from a single explosive event (Dai et al. 2002; Bally et al. 2011).

H2 emission is a prominent feature in the Orion KL outflow. H2 is an effective coolant in shocks and is a useful tool for studying both the kinematics of and shock conditions in molecular outflows. The [Fe II] emission, mainly detected in the "fingertips," usually traces higher velocities than H2 flows (Pyo et al. 2002; Davis et al. 2003). The study of near-IR emission of bow shocks shows that C-type shocks produce H2 emission in...
the bow wings, while dissociative J-type shocks produce [Fe II] emission near the bow apex (O’Connell et al. 2005).

The BN/KL region is very complex and has many overlapping outflow features. Spectroscopic studies combined with spatial information allow us to learn about the overall structure of the outflows and provides a key to understanding the formation mechanism for the outflows. There have been spectroscopic maps of H2 emission with medium to high spectral resolutions using a Fabry–Perot (FP) interferometer in the Orion Molecular Cloud (OMC) 1 (Usuda et al. 1996; Chrysostomou et al. 1997; Salas et al. 1999) that interpreted the structure of velocity distribution, line profiles, and shock excitation. Tedds et al. (1999) reported the high spatial resolution long-slit spectroscopy of H2 and [Fe II] lines using CGS4/KIRI toward two selected bullets of M42 HH126-053 and M42 HH120-114. Youngblood et al. (2016) reported the more complete near-IR position–position–velocity cubes with slit-scan observations that cover an area of 2.7 × 3.3 s in the Orion BN/KL outflow. With a spectral resolution of λ/Δλ ∼ 3500, the authors found a velocity structure consistent with a 500-year-old outflow.

In this study, we report the results of spectroscopic mapping made with a higher spectral resolution than in any previous study. Using the Immersion Grating Infrared Spectrograph (IGRINS), we obtained a map of the region around the OMC-1 H2 peak 1 (Beckwith et al. 1978) with consecutive multiple-slit positions. IGRINS has a velocity resolution (Δν) of about 7.5 km s⁻¹. In addition to the high spectral resolution, IGRINS provides a greater dynamic range through superb surface brightness sensitivity and a clean spectral point-spread function. FP interferometers provide a high resolution, but the strong wing of their Lorentzian line profiles make it hard to detect weak high-velocity emission in the presence of strong central emission. We detected the main stream of the fingers as many narrow, linear patterns in the channel maps. The conventional narrowband filter images usually show only the boundary shape of bow fingers, because the filter width corresponds to several thousand km s⁻¹ in velocity. Our channel maps with high spectral resolution provide high-contrast imaging with an ultra-narrow bandwidth.

Table 1

| Transition | λ_{v0} (μm) | Fluxa |
|------------|-------------|-------|
| 3−1 O(5)  | 1.52203     | 0.66 ± 0.04 |
| 2−0 O(7)  | 1.54641     | 0.55 ± 0.04 |
| 5−3 Q(7)  | 1.56265     | 0.18 ± 0.03 |
| 4−2 O(4)  | 1.56352     | 0.16 ± 0.02 |
| 5−3 O(3)  | 1.61354     | 0.24 ± 0.03 |
| 4−2 O(5)  | 1.62229     | 0.29 ± 0.03 |
| 3−1 O(7)  | 1.64532     | 0.25 ± 0.02 |
| 1−0 S(10) | 1.66649     | 0.28 ± 0.03 |
| 1−0 S(9)  | 1.68772     | 2.92 ± 0.03 |
| 1−0 S(8)  | 1.71466     | 2.28 ± 0.05 |
| 1−0 S(7)  | 1.74803     | 12.69 ± 0.07 |
| 1−0 S(6)  | 1.78795     | 7.48 ± 0.04 |
| 2−1 S(9)  | 1.79041     | 0.30 ± 0.03 |
| 2−1 S(5)  | 1.94487     | 8.78 ± 0.38 |
| 3−2 S(7)  | 1.96922     | 87.30 ± 0.31 |
| 1−0 S(3)  | 1.95756     | 0.38 ± 0.06 |
| 2−1 S(4)  | 2.00407     | 2.46 ± 0.05 |
| 1−0 S(2)  | 2.03376     | 35.27 ± 0.06 |
| 3−2 S(5)  | 2.06556     | 0.86 ± 0.02 |
| 2−1 S(3)  | 2.07351     | 8.82 ± 0.03 |
| 1−0 S(1)  | 2.12183     | 100.00 ± 0.09 |
| 3−2 S(4)  | 2.12797     | 0.39 ± 0.01 |
| 2−1 S(2)  | 2.15423     | 2.89 ± 0.02 |
| 3−2 S(3)  | 2.20140     | 1.23 ± 0.02 |
| 1−0 S(0)  | 2.22330     | 21.67 ± 0.04 |
| 2−1 S(1)  | 2.24772     | 8.13 ± 0.02 |
| 3−2 S(2)  | 2.28703     | 0.40 ± 0.01 |
| 4−3 S(3)  | 2.34448     | 0.28 ± 0.01 |
| 2−1 S(0)  | 2.35563     | 1.33 ± 0.02 |
| 3−2 S(1)  | 2.36645     | 0.88 ± 0.02 |
| 1−0 Q(1)  | 2.40569     | 72.83 ± 0.08 |
| 1−0 Q(2)  | 2.41344     | 22.91 ± 0.05 |
| 1−0 Q(3)  | 2.42373     | 62.94 ± 0.10 |
| 1−0 Q(4)  | 2.43749     | 17.89 ± 0.04 |
| 1−0 Q(5)  | 2.45475     | 42.01 ± 0.13 |
| 1−0 Q(6)  | 2.47554     | 8.85 ± 0.07 |

Note.

a Reddening-corrected (A_v = 6 mag), normalized flux. 1−0 S(1) line flux is set to 100. Flux is integrated at ±1″ of the brightest peak at FID 26 (see Figure 2).

(Δν ∼ 10 km s⁻¹). We identify 31 distinct outflow fingers around the peak region that spatially overlap, but are resolved in the datacubes of H2 lines. We analyze the physics of individual fingers by comparing them with the high angular resolution image taken with GSAOI at Gemini South (Bally et al. 2015). We generate three-dimensional (3D) pictures of subregions in combination with estimated inclination angles (i) of outflows.

2. OBSERVATION AND DATA REDUCTION

The data were obtained on 2014 December 1 (UT) with IGRINS (Yuk et al. 2010; Park et al. 2014) mounted on the 2.7 m Harlan J. Smith Telescope at the McDonald Observatory of the University of Texas at Austin. IGRINS is a cross-dispersed near-IR spectrograph using a silicon immersion echelle grating. The whole wavelength range of the infrared H and K bands (1.49–2.46 μm) are observed simultaneously, with a spectral resolving power R ≈ λ/Δλ ∼ 45,000. The slit size was 1″ × 15″. The resolving power corresponds to a velocity resolution (Δν) of 7.5 km s⁻¹, with ~3.5 pixel sampling. The pixel scale is 0″24–0″29 pixel⁻¹ along the slit,
the value is higher in higher orders. Auto-guiding was performed during each exposure with a K band slit-viewing camera (pixel scale = 0.′′12 pixel−1). The guiding uncertainty was smaller than 0.′′4 on average. The K band seeing during the observations was ∼0.′′9.

By performing a slit-scanning observation at 13 slit positions with ∼1′′ step perpendicular to the slit length, we covered an area of ∼15′′ × 13′′ including the H2 peak 1 (J2000 = 05:35:13.57, −05:22:03.8, Sugai et al. 1994) in the OMC-1. The slit positions on the sky are shown in Figure 1. The slit position angle (P.A.) was 88° for all slit positions, which was confirmed by comparing slit-view images to 2MASS K band images. On-source exposure time was 300 s at each slit position. Off-source frames with the same exposure times were obtained between every third on-source observations, at a position of 1800′′ south and 1800′′ west of peak 1. The source HR 1724, which has a K magnitude of 6.30 and a spectral type of A0V, was observed as a telluric standard star. We took Th–Ar and halogen lamp frames for wavelength calibration and flat-fielding, respectively.

The basic data reduction was made using the IGRINS Pipeline Package8 (PLP). The PLP performs sky subtraction, flat-fielding, bad pixel correction, aperture extraction, and wavelength calibration. For the processing of two-dimensional (2D) spectra from IGRINS data, a software called Plotspec9 has been developed. Plotspec provides continuous 2D spectra of all the IGRINS H and K band orders, removal of stellar photospheric absorption lines from the standard star, telluric correction, relative flux calibration, etc. Continuum is subtracted using the pixel values obtained by a robust median filter running in wavelength direction. With the Plotspec code, we also constructed a 3D datacube from the slit-scan data. The gaps between slits are filled with the median pixel values from the adjacent point. We sampled every ∼1′′ along the direction slit width. The angular resolution along the slit length is seeing limited. We used the FLUXER tool10 to extract position–velocity diagrams (PVDs) at a desired slit P.A. from the datacube.

3. RESULTS

In the 1.49–2.46 μm range, we detected more than 30 H2 lines (Table 1) and 8 [Fe II] lines arising in the Orion KL outflow. In this section, we report the analysis of the datacube constructed from every detected line. We examine the characteristics of the bow-shape “bullets” using channel maps, PVDs, and line profiles. The hydrogen population diagram extracted from the datacubes also allows a study of the shock properties at distinct space–velocity positions. Since the [Fe II] lines are very weak, except for the aFe D1/2 − aFe F9/2 λ1.644 μm line, we use this line to compare to H2 lines.

3.1. Molecular Hydrogen Lines

3.1.1. Channel Maps and Identification of Finger Structures

Figure 2 shows an H2 1−0 S(1) emission image integrated over a velocity range of −150 km s−1 < VLSR < +150 km s−1 and the slit-scan area overlaid on a high-resolution H2 1−0 S(1) emission image taken with Gemini GSAOI (Bally et al. 2015). Overall, the integrated intensity distribution is well matched with the high-resolution image, which shows many small bow features in the Orion KL peak 1 area. The presence of unsubtracted stellar continuum in the GSAOI image accounts for much of the difference. Figure 3 displays the H2 1−0 S(1) line channel maps at 10 km s−1 intervals for −140 km s−1 < VLSR < +100 km s−1.

8 The IGRINS Pipeline Package is downloadable at https://github.com/igrins/plp, (doi:10.5281/zenodo.18579).
9 https://github.com/kfkaplan/plotspec
10 Interactive IDL routine written by Christof Iserlohe, http://www.ciserlohe.de/fluxer/fluxer.html.
We constructed a datacube with $1'' \times 1'' \times 1 \text{ km s}^{-1}$ pixels. At low velocities, the large amount of spatial overlap leaves the picture quite confused. At high velocities, however, by comparing adjacent velocity channels in the datacube, we detected several tens of narrow, linear features with strong velocity gradients, stretched along the southeast–northwest direction at $|V_{\text{LSR}}| > 40 \text{ km s}^{-1}$. They have lengths of $2''–4''$ in the plane of the sky, and are distinct in velocity and space. Their line widths are narrow, usually $<30 \text{ km s}^{-1}$. We infer that these are velocity-resolved main streams of fingers that spatially overlap along the line of the sight (see also Section 4.2). We identified 24 blueshifted and 7 redshifted outflow fingers with the following criteria: (1) They show clumpy features that continuously stretch over more than $2''$, (2) their intensity level is above $2\sigma$, and (3) each finger has its own peak velocity.

The identified streams are marked in Figures 2 and 3. We marked the blueshifted and redshifted streams with blue and red lines, respectively. The size of the lines represent the apparent lengths of identified fingers. For the fingers located at the boundary of the slit-scan area, we measured their lengths for the portions covered within the field. Most identified streams are coincident with the locations of the small bow fingers in the high-resolution image. In Figure 4 we superpose the identified streams in Figure 3 of Bally et al. (2015). This shows that the directions of the outflow streams are almost parallel to the large-scale vectors that connect the ejection center and the outermost fingers. The finger identification
numbers (FIDs) marked in the figures increase with radial velocity from $-127$ to $+88$ km s$^{-1}$. Several fingers form linear features in space and velocity. FIDs 20–23 and FIDs 9, 11, 12 are such cases. These can be considered as groups forming a larger finger structure, while each of them shows a distinct peak velocity. We note that “finger” in this study indicates a short linear structure, which is different from its traditional definition, where the larger scale “fingers” each contain multiple bows. We could not resolve the finger (stream) patterns at $-30$ km s$^{-1} < V_{i,\text{LSR}} < +30$ km s$^{-1}$ because of the strong amorphous diffuse emission (see Figure 3). The shape of this low-velocity emission changes dynamically over the channel maps. This emission likely comes from blended bows that are either moving more slowly or are located in the plane of the sky. They are fully blended spatially at our resolution. We note that for reasons not fully understood, the boundary of this diffuse emission forms a ring shape in the channel maps centered at $-5$ and $+5$ km s$^{-1}$.

3.1.2. PVDs and Line Profiles

We extracted the PVDs from the datacube using the FLUXER tool (see also Section 2). As shown in Figure 4, we choose 9 different directions along directions showing large-scale vectors. The pixel values are interpolated along each given slit direction. In the extracted PVDs, we used linear interpolation to increase the number of pixels on both the velocity and space axes by a factor of 5. The PVDs of the $^{2}$H$_{2}$ 1$-0$ S(1) emission line are shown in Figure 5. Low-velocity emission, at $-40$ km s$^{-1} < V_{\text{LSR}} < +30$ km s$^{-1}$, always forms the majority of the $^{2}$H$_{2}$ flux at any given position. For the high-velocity components, we compared and matched their positions and velocities to the fingers we identified in the datacube. The white dashed lines and the numbers mark fingers and FIDs found in PVDs. The velocity gradients of the high-velocity components in Figure 5 are similar in all fingers, with the absolute velocity decreasing at a rate of 2–6 km s$^{-1}$ arcsec$^{-1}$ from the fingertip toward the ejection center.

In Figure 6 we show the H$_{2}$ 1$-0$ S(1) emission line profile at each fingertip for FIDs from 1 to 31. Every fingertip shows multiple peaks: a strong low-velocity peak around the systemic velocity of $V_{i,\text{LSR}} = +8$ km s$^{-1}$ (Chrysostomou et al. 1997), and peaks at higher and lower velocities ($|V_{i,\text{LSR}}| = 45$–135 km s$^{-1}$). Several line profiles show three peaks that are due to overlap of another finger in the sampled region. The high-velocity peaks are marked with solid vertical lines at each panel in Figure 6. From many previous studies, including Bally et al. (2015), we know that there are more than 100 bow-shock bullets and multiple-peak profiles in this region (e.g., Salas et al. 1999). In Table 2 we list the FIDs and peak velocities of the high-velocity components. We estimated the FWZI of the double-peak line profiles. In Section 4 we discuss detailed kinematics of each bow fingers, especially the velocity gradient of the high-velocity component along the outflow direction. The 3D distribution of outflow streams is also discussed.

3.1.3. Extinction

We estimated the extinction toward peak 1 using the ratios between pairs of H$_{2}$ lines that arise from the same upper level. We used three pairs, $\nu = 1-0$: Q(3) $\lambda 2.424$ $\mu$m/S(1) $\lambda 2.122$ $\mu$m, Q(2) $\lambda 2.413$ $\mu$m/S(0) $\lambda 2.223$ $\mu$m, and Q(4) $\lambda 2.437$ $\mu$m/S(2) $\lambda 2.034$ $\mu$m. The transition probabilities are taken from Turner et al. (1977). We adopt an extinction law $A_{\lambda} = A_{V}(0.55\mu$m/$\lambda)^{1.6}$ (Rieke & Lebofsky 1985). Figure 7(b) shows the visual extinction ($A_{V}$) estimated from the intensity ratios between monochromatic images of the emission lines over a velocity range of $\pm 150$ km s$^{-1}$. The median value from the three line ratios is used in the estimation. It shows the spatial distribution in the range of $0 < A_{V} < 8$, which corresponds to $A_{K} = 0$–1. This is similar to the value obtained in previous studies (e.g., Rosenthal et al. 2000; Youngblood et al. 2016). However, we found that the $A_{V}$ values estimated in different velocity ranges show a large deviation. Figure 7(c) shows that $A_{V}$ varies over the velocity channel maps in the range of $0 < A_{V} < 15$ mag. We list the measured $A_{V}$ at the position of every bow finger in Table 2. We found relatively low $A_{V}$ values ($\sim 0$) at the highest blueshifted velocity and high $A_{V}$ values ($A_{V} = 7.4$–15.1 mag) at redshifted $V_{i,\text{LSR}}$ velocities ($V_{i,\text{LSR}} > +65$ km s$^{-1}$). This difference implies a differential extinction along the line of sight. To investigate the $A_{V}$ along the line of sight, we need to consider not only the radial velocity shown in the channel maps, but also the inclination angles of the fingers. In Section 4.3 we discuss this in more detail in connection with the relative depth of the fingers.

3.1.4. Shock Condition and Population Diagram

Figure 8 shows the channel maps of the H$_{2}$ 2$-1$ S(1)/1$-0$ S(1) ratio. This ratio is a commonly used indicator to distinguish the excitation mechanism, where the typical ratios for excitation by shocks and UV radiation are 0.05–0.27 and
0.55, respectively (Black & van Dishoeck 1987; Smith 1995; Pak et al. 1998). In each channel, the reddening was corrected using the $A_V$ maps shown in Figure 7(c). The line ratio agrees well with the shock-excited case, ranging from 0.05 to 0.14. The ratio around the systemic velocity ($V_{\text{LSR}} = +8$ km s$^{-1}$) is slightly higher than the ratio expected from a pure C-type shock, which is $\sim$0.05 (Smith 1995). Some high-velocity components show higher line ratios, e.g., $\sim$0.15 and $\sim$0.12 at $-135$ and $+65$ km s$^{-1}$, respectively. This indicates a mixture of C- and J-type shock components, where the pure J-shock ratio is $\sim$0.27 (Smith 1995).

An H$_2$ state population diagram constructed from the various H$_2$ emission lines allows us to study the rotational and vibrational state of the gas (Black & Dalgarno 1976; Beckwith et al. 1978). In Figure 9 we show population diagrams deduced from 7 velocity ranges and positions, which are marked with green boxes in the H$_2$ 2$-1$ S(1)/1$-0$ S(1) ratio channel maps in Figure 8. The selected positions are the locations of bright shock emission in the chosen velocity channel maps (Figure 3). From datacubes of 35 detected H$_2$ lines, we extracted the relative intensities at selected pixel areas and at velocity ranges of $V_{\text{central}} \pm 5$ km s$^{-1}$. In the plot, the column densities are normalized to those derived for the H$_2$ 1$-0$ S(1) line and are relative to the Boltzmann distribution at 2000 K. The line intensities are reddening corrected with $A_\lambda$ at the same velocity channels as in Figure 7(c). $A_K$ is indicated in each panel in Figure 9. In the plot, we excluded the lines with a low signal-to-noise ratio ($S/N < 2$) and the lines affected by OH sky emission or telluric absorptions.

The population diagrams indicate thermalization with population trends following a single line. The excitation temperature can be derived from the slope of the populations.
versus upper state energy. At \( V_{\text{LSR}} = +5 \text{ km s}^{-1} \), close to the systemic velocity (+8 km s\(^{-1}\)), the rotational temperature (\( T_{\text{rot}} \)) is 1800 (\( \nu = 1 \)), 2600 (\( \nu = 2 \)), and 3200 K (\( \nu = 3 \)), where \( \nu \) is the upper vibrational level of transition lines. In the high-velocity regions, \( T_{\text{rot}} \) at \( \nu = 1 \) is similar to that at the systemic velocity, while \( T_{\text{rot}} \) at \( \nu = 2 \) and 3 show various values among 2000–3000 K with larger uncertainty (>400 K). The estimated \( T_{\text{rot}} \) are similar to those from other shocked outflows in low- or intermediate-mass star formation regions (Nisini et al. 2002; Takami et al. 2006; Oh et al. 2016). In Section 4 we discuss the further interpretation of the line ratios in relation to the various shock models.

3.2. [Fe II] \( \lambda 1.644 \mu \text{m} \) Emission Line

Figure 10 shows channel maps for the [Fe II] \( \lambda 1.644 \mu \text{m} \) emission line in the same velocity intervals as for H\(_2\) 1–0 S(1) in Figure 3. The relative intensity of the [Fe II] \( \lambda 1.644 \mu \text{m} \) line is more than 20 times lower than that of the H\(_2\) 1–0 S(1) \( \lambda 2.122 \mu \text{m} \) line. If we consider a higher extinction in \( H \) band (\( A_H - A_K \approx 2.5 \)), it will correspond to \( \sim 10 \) times this difference. The channel maps show that the velocity of the [Fe II] line is slower than the velocity of the H\(_2\) lines. This is different from the cases of other shocked outflows (Pyo et al. 2002; Davis et al. 2003; Takami et al. 2006) or the outer fingers in Orion KL outflow (Bally et al. 2015), where the [Fe II] shows a similar or higher velocity than that of the H\(_2\) emission. In addition, the [Fe II] “fingertips” seen in many outer fingers are not clear in the fingers in the peak 1 region.

The comparison between channel maps of the H\(_2\) 1–0 S(1) \( \lambda 2.122 \mu \text{m} \) and [Fe II] \( \lambda 1.644 \mu \text{m} \) lines in Figures 3 and 10 gives the following results. First, at blueshifted velocities (\( V_{\text{LSR}} > 65 \text{ km s}^{-1} \)), the [Fe II] emission is faint but shows good agreement with outflow features in channel maps of the H\(_2\) 1–0 S(1) line. Second, the [Fe II] emission does not appear in redshifted velocity channels. This is probably due to the higher extinction toward the redshifted fingers (see also Section 4.3). Third, at \( V_{\text{LSR}} < 65 \text{ km s}^{-1} \), the two emission lines show different distributions. In addition, the high-intensity area in the [Fe II] channel map centered at \( V_{\text{LSR}} = +5 \text{ km s}^{-1} \) is consistent with the positions of the several blueshifted and redshifted high-velocity components in H\(_2\) emission (FID 1, 5, 8, 21, 22, and 29). Since [Fe II] emission usually arises in regions excited by J-type shocks (O’Connell...
et al. 2005; Bally et al. 2007, p. 215), this positional coincidence indicates the mixture of C- and J-type shocks in the high-velocity components. This result is in agreement with that from the H$_2$ 2−1/1−0 S(1) line ratio shown in Figure 8.

4. DISCUSSION

4.1. Velocity Gradient in PVDs

Section 3 shows that the velocity gradients along the 31 finger structures seen at high velocity are located along the outflow direction: δv/δl ~ 2–6 km s$^{-1}$ arcsec$^{-1}$. There are two possible mechanisms to explain the velocity gradients in the PVDs. The first explanation is that the gradients are part of a global linear velocity variation as a function of distance from the position of driving source (Doi et al. 2002; Bally et al. 2011). The second explanation is that each gradient results from local velocities in an expanding bow-shock (Bally et al. 2015). The high-resolution imaging in Bally et al. (2015) showed greater transverse (expansion) velocity at the bow tip than at the bow tail, and the authors suggested that shock-heated plasma derives the expansion.

In the introduction, we noted that Doi et al. (2002) and Bally et al. (2011) derived proper motion velocities for HH objects and H$_2$ bow shocks that increase linearly with increasing distance from the ejection center. Our field is ~21$''$−38$''$ from the ejection center indicated in Bally et al. (2015), which means that the proper motion velocity corresponds to 43−73 km s$^{-1}$ based on the fit shown in Bally et al. (2011). Considering the inclination angles of the outflow streams, the average velocity gradient is ~4 km s$^{-1}$ arcsec$^{-1}$. This value agrees with our result of 2−6 km s$^{-1}$ arcsec$^{-1}$ based on the Doppler velocity, while the expanding bow-shock model would show a significantly larger (>20 km s$^{-1}$) velocity gradient. Moreover, the bow-shock expansion might reveal itself as a velocity dispersion rather than a gradient, but we did not detect a velocity width variation along the outflow direction. We note the limitations imposed by our angular resolution, however. The apparent sizes of the fingers shown in Figure 2 are about 2$''$ in length. The angular resolution along the outflow is higher than that along the slit-scan direction, where the angles between the slit and the outflow axes are 45°−75°. Further
study with higher angular resolution along the finger axis would help clarify the interpretation.

The finger groups with FIDs 20, 21, 22, and 23 are aligned in both space and velocity (Figures 2 and 5). Another group with FIDs 9, 10, 18, and 24 is also aligned. These aligned groups indicate that individual features are related to one large finger as a chain of small bow shocks. The velocity trends of the aligned groups also agree with the global velocity gradient expected from proper motion. The group of FIDs 13, 14, and 15, which is apparently a line of continuous bows in Figure 2,
shows a similar velocity gradient, but is not continuously connected in PVDs. The FIDs may be moving in somewhat different directions in space.

Chains of bows are also a common feature of outflows from low-mass young stars (e.g., HH 111 and HH 212, McCaughrean et al. 1994; Hartigan et al. 2001), and their time variability can produce velocity gradients like those seen in FIDs 13–15. However, the outflows from low-mass YSOs show sequential ejections, while the global velocity pattern in Orion KL is more consistent with the hypothesis of a one-time explosive event (Bally & Zinnecker 2005) in this analysis. In addition, velocity gradients of different bows that are continuously aligned in PVDs (e.g., FIDs 20–23) are not observed in other outflows from low-mass YSOs. We note the coherence of structures in position–velocity spaces; the lines are narrow (<30 km s$^{-1}$) even as $V_{\text{LSR}}$ changes rapidly. Adding

Figure 8. Channel maps of the H$_2$ 2–1 $S(1)/1–0$ $S(1)$ line ratio. The ratios show the values expected from shock excitation, where 0.05 and 0.27 are for a pure C-shock and for a J-shock (Smith 1995). In each channel map, reddening is corrected using the $A_V$ shown in Figure 7. The ratio is close to that from C-type shock models near the systemic velocity ($V_{\text{LSR}} = +8$ km s$^{-1}$), but slightly higher than for a pure C-shock. In both blue and redshifted components, the ratio tends to be higher at higher velocity, indicating a mixture of C- and J-shocks. The green boxes are the integration regions for the population diagrams in Figure 9. Two green crosses mark the positions of removed stars.
Figure 9. Population diagrams at selected position–velocity ranges ($V_{\text{central}} = -105, -75, -45, +5, +35, \text{ and } +75 \text{ km s}^{-1}$, $V_{\text{width}} = 10 \text{ km s}^{-1}$) based on the integrations over the regions indicated with green boxes in Figure 8. The column density values are normalized to H$_2$ 1−0 S(1) line and are relative to the Boltzmann distribution at 2000 K. In (a)–(g), solid and dashed curves are models of H$_2$ cooling zone after J-shock (Brand et al. 1988; Burton et al. 1989) and C-type planar shock (Smith 1991), respectively. A dashed-dotted line in (d) is planar J-shock model with conventional cooling (Smith 1991; Burton et al. 1989). The dashed line in (h) shows C-type bow-shock model (Smith 1991). In (e), populations at single temperatures of 400, 1000, 2000 and 3000 K are shown with dotted straight lines. At $V_{\text{LSR}} = +5 \text{ km s}^{-1}$, it shows thermalization at 1800 ($v = 1$), 2600 ($v = 2$), 3200 K ($v = 3$).
the above results together, the observed PVDs confirm a velocity pattern consistent with an explosive dispersal from a single origin.

4.2. Three-dimensional Structure of Fingers

For the identified fingers, we estimated the speeds of flows using the bow-shock profile to derive the inclination angles. The double-peak velocity profiles shown in Figure 6 are well explained by the geometrical bow-shock model (e.g., Hartigan et al. 1987; O’Connell et al. 2004), which shows that the emission from the bow tip and wing appear as high- and low-velocity components in the observed profile. Hartigan et al. (1987) indicated that the FWZI of the double-peaked line profile reflects the bullet speed itself. We estimated the FWZI by a multiple-Gaussian fitting. Most of the region shows triple-peaks that are due to an overlap of different fingers (see Figure 6). In order to eliminate the contamination by different fingers, we only considered the main peak component and high-velocity component of a target finger in the fitting. The inclination angle \(i\) was derived using the estimated bullet speed and the measured peak radial velocity of the high-velocity component. We list the measured FWZIs and \(i\) angles in Table 2. With these inclination angles, we constructed a simple 3D map that shows the finger distribution along the line of sight. Figure 11 shows the constructed map. We assume that the outflow exploded into all radial directions from the common ejection center. As shown in Table 2, we found the inclination angles of blueshifted and redshifted streams to be in the range of 51°–68° with respect to the line of sight. The

Figure 10. Velocity channel maps of the [Fe II] 1.644 μm emission line. Velocity ranges of 10 km s\(^{-1}\) < \(V_{\text{LSR}}\) < 40 km s\(^{-1}\) are contaminated by residuals after subtraction of strong OH emission line. The intensity is displayed in square-root scale. The white crosses mark the positions of removed stars.

---

**Table 2**

| Finger | FWZI (km s\(^{-1}\)) | \(i\) (°) |
|--------|----------------------|----------|
| Finger A | 10 | 51 |
| Finger B | 20 | 68 |
| Finger C | 30 | 55 |
| Finger D | 40 | 62 |

---
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fingers at $75^\circ < i < 90^\circ$ are not resolved because we could not obtain fingers at the velocity range of $-30$ to $+30$ km s$^{-1}$ (see Section 3). We estimate a wide opening angle of about $100^\circ$ along the line of sight. This is comparable to the opening angles found in previous imaging observations (e.g., Allen & Burton 1993; Bally et al. 2015). This confirms that the outflow has a conical shape not only in 2D, but also in 3D. The SiO observations by Plambeck et al. (2009) indicated that the surrounding envelope along a NE–SW axis around radio source I causes the conical shape of the outflow.

### 4.3. Internal Extinction

Rosenthal et al. (2000) mentioned the difficulties of determining the infrared extinction curve in OMC-1, which are due to a mixture of absorbing/emitting gases and complicated outflow distribution. Scandariato et al. (2011) also showed that the extinction of the OMC-1 is spatially complex. The extinctions estimated from atomic and molecular hydrogen lines are very different, $A_K = 0.15$ and 0.9, respectively (Rosenthal et al. 2000). The H$\alpha$ lines trace a different region since they arise in the foreground H$\II$ region, while the H$_2$ lines arise from the deeply embedded cloud behind the Orion nebula. Section 3.1.3 showed that the $A_V$ value is low ($A_V = 0$–4.2 mag) and high ($A_V = 5.1$–15.1 mag) at blueshifted and redshifted velocities, respectively. This difference implies an internal extinction between the blueshifted and redshifted fingers. In connection with the 3D distribution map in Figure 11, we showed the relation between relative depth and visual extinction in Figure 12. The correlation supports the assumption that the outflows emanate radially from a common center. By adopting 414 pc as the distance to the OMC-1 (Menten et al. 2007), the estimated maximum and average distances between the blue- and redshifted fingers are about $1.8 \times 10^4$ au (0.1 pc) and $1.1 \times 10^4$ au, respectively. The difference between average extinctions ($\Delta A_V$) in blueshifted and redshifted fingers is $\sim 8.5$ mag. This corresponds to the hydrogen column density $N_H$ of $\sim 1.6 \times 10^{22}$ cm$^{-2}$, according to the empirical relation of $N_H/A_V \approx 1.87 \times 10^{21}$ cm$^{-2}$ mag$^{-1}$ for $R_V = 3.1$ (Bohlin et al. 1978; Savage & Mathis 1979; Draine 2003). This is converted into the hydrogen number density ($n_H$) of $\sim 1 \times 10^5$ cm$^{-3}$, and we
calculated the total hydrogen mass for the bright ring-shaped area shown in channel maps at \( V_{\text{LSR}} = -5 \) and \(+5 \) km s\(^{-1}\) (Figure 3). The estimated mass is \( \sim 0.02 \) \( M_\odot \) within the cylindrical volume with a radius of 6\(^{\prime}\) (2.5 \( \times \) 10\(^3\) au) and a length of 1.1 \( \times \) 10\(^4\) au. The calculated column density \( N_H \) at each finger location is listed in Table 2. One might expect large grains deep inside the OMC-1 that are due to the formation of ice mantles and coagulation (e.g., Pendleton et al. 1990). To consider the larger grain size, we estimate \( N_H \) with \( R_v = 5 \). In that case, we derive a smaller \( \Delta A_V \) of \( \sim 7.3 \) and \( N_H \) of \( \sim 0.85 \) \( \times \) 10\(^{22}\) cm\(^{-2}\).

The estimated hydrogen number density of \( \sim 10^5 \) cm\(^{-3}\) approaches what we would expect for the dense molecular core (e.g., Genzel & Stutzki 1989). It is also similar or somewhat lower than the pre-shock densities used in the model calculations to reproduce the observed line ratios (Chernoff et al. 1982; Draine et al. 1983; Brand et al. 1988; Smith 1995). One might consider the physical effects that are due to the interactions between the outflows and this high-density medium, e.g., a deflection in outflows (HH 110 and NGC 1333 IRAS 4A outflow, Reipurth et al. 1996; Choi 2005). Simulated jet/cloud collisions by Raga et al. (2002) showed that the high cloud-to-jet density ratio \( \rho_c/\rho_j \) of about 100 causes a jet deflection. The large-scale, high spatial resolution images of Orion KL (Bally et al. 2015) show that there is no clear bending or distortion of outflows around the peak 1 region. The estimated density at peak 1 is much lower than the densities around the outflow origin, which are \( 10^7 \)–\( 10^8 \) cm\(^{-3}\) (Genzel & Stutzki 1989). We assume that \( \rho_c/\rho_j \) is substantially lower than 100. Furthermore, numerical simulations by Bally et al. (2015) indicated that the bullets should be three orders of magnitude denser than the medium to reproduce the bullet shapes that were shown in their high spatial resolution images of the Orion KL outflows. One possible scenario is that some bullets penetrated the low-density regions in the clumpy medium, while the bullets that hit the denser material dispersed and created the shocks at low velocity, as seen in the diffuse emission at \(-30\) km s\(^{-1}\) < \( V_{\text{LSR}} \) < \(+30\) km s\(^{-1}\) in Figure 3.

4.4. Shock Excitation

In Section 3.1.4 we showed that the H\(_2\) line ratios are indicative of shock excitation and reflect temperatures of 2000–3000 K. We compared the ratios with the empirical fit of a J-type H\(_2\) cooling zone behind a hydrodynamic shock (Brand et al. 1988; Burton et al. 1989) and a model of a planar C-shock (Smith 1991). In Figure 9(b), we included a C-type bow shock (Smith 1991) that also agrees well with the observed ratios, but requires much stronger magnetic fields (several tens of mG) than observations of Orion KL would indicate (Chrysostomou et al. 1994; Tedds et al. 1999). In all velocity ranges, it is clear that the observed populations are not well reproduced by a planar C-shock model. They agree well, however, with both a J-type H\(_2\) cooling zone and C-type bow-shock models. In fact, the two models do not show a significant difference in the observed excitation energy range. The overall Boltzmann diagrams imply that both C-bow and J-type shock models match the observed population, while the H\(_2\) 2–1 S(1)/1–0 S(1) ratios alone indicate the mixture of two types of shock. The detection of weak [Fe II] emission also supports the possibility of a shock-type mixture. The far-IR spectral mapping toward peak 1 by Goicoechea et al. (2015) also supports the idea of a possible mixture of C- and J-type shocks.

In panel (d) we included one location with fainter emission, i.e., where the outflow streams are not prominent in the channel maps (Figure 3). This region shows higher populations of lines from high-excitation energies, as expected from the high 2–1 S(1)/1–0 S(1) ratio in Figure 8. It indicates the mixture of a planar J-shock model with conventional cooling (Smith 1991; Burton & Haas 1997), indicating fast planar winds. Other fainter but fast \( |V_{\text{LSR}}| > 40 \) km s\(^{-1}\) locations show a similar distribution.

5. SUMMARY

We presented the results from high-resolution near-IR spectroscopy toward the Orion KL outflow, and constructed 3D datacubes for \( \sim 35 \) H\(_2\) ro-vibrational transitions. We summarize the main results as follows.

1. From the H\(_2\) 1–0 S(1) datacube, we identified 31 outflow streams that are distinct both kinematically and spatially. We found 24 blueshifted and 7 redshifted streams at \( V_{\text{LSR}} = -130 \) to \(-40\) and \(+45\) to \(+90\) km s\(^{-1}\), respectively.

2. PVDs and line profiles indicate that every finger shows multiple-velocity peaks at low \( |V_{\text{LSR}}| = 0–10 \) km s\(^{-1}\) and high velocity \( |V_{\text{LSR}}| = 40–130 \) km s\(^{-1}\). The low-velocity component was always dominant around a systemic velocity at \( V_{\text{LSR}} = +8 \) km s\(^{-1}\), in agreement with a typical bow-shock model.

3. In PVDs, the high-velocity components showed a velocity gradient with a decrease of 2–6 km s\(^{-1}\) arcsec\(^{-1}\) along the direction of the fingertip toward the nominal ejection center. This value corresponds to the velocity variation shown in the large-scale proper motion studies, which imply a gradient of \( \sim 4 \) km s\(^{-1}\) arcsec\(^{-1}\) at inclination angle \( i \sim 60^\circ\). The combined results further support the scenario of a simultaneous explosive outflow.

4. We constructed a finger distribution map along the line of sight. The inclination angles \( i \) were estimated using the radial velocities and the flow speeds. Fingers were distributed at \( i \sim 51^\circ–68^\circ\), while we could not resolve the streams at \( 75^\circ < i < 90^\circ\). It gives an outflow opening
angle about 100°, which confirms the very wide, conical outflow shown in previous imaging studies.

5. The extinction in each channel map was estimated using H2 line ratios. We found that the differential extinction depends on the velocity channel (ΔAV > 10), indicating relatively low and high extinction at blue- and redshifted velocities, respectively. This implies that the H2 bullets of the Orion KL expand through a dense medium (nH ≈ 10^7 cm⁻³). The correlation between the relative depths and extinctions again supports the hypothesis of radial explosion from a common origin.

This work used the Immersion Grating Infrared Spectrograph (IGRINS) that was developed under a collaboration between the University of Texas at Austin and the Korea Astronomy and Space Science Institute (KASI) with the financial support of the US National Science Foundation under grant AST-1229522, of the University of Texas at Austin, and of the Korean GMT Project of KASI. This work was partially supported by the National Research Foundation of Korea (NRF) grant funded by the Korea Government (No. 2012R1A4A1028713). This research has made use of the VizieR catalog access tool, CDS, Strasbourg, France. The original description of the VizieR service was published in A&AS, 143, 23.
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