The time-dependent exchange-correlation functional for a Hubbard dimer: quantifying non-adiabatic effects
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We address and quantify the role of non-adiabaticity ("memory effects") in the exchange-correlation (xc) functional of time-dependent density functional theory (TDDFT) for describing non-linear dynamics of many-body systems. Time-dependent resonant processes are particularly challenging for available TDDFT approximations, due to their strong non-linear and non-adiabatic character. None of the known approximate density functionals are able to cope with this class of problems in a satisfactory manner. In this work we look at the prototypical example of the resonant processes by considering Rabi oscillations within the exactly soluble 2-site Hubbard model. We construct the exact adiabatic xc functional and show that (i) it does not reproduce correctly resonant Rabi dynamics, (ii) there is a sizable non-adiabatic contribution to the exact xc potential, which turns out to be small only at the beginning and at the end of the Rabi cycle when the ground state population is dominant. We then propose a "two-level" approximation for the time-dependent xc potential which can capture Rabi dynamics in the 2-site problem. It works well both for resonant and for detuned Rabi oscillations and becomes essentially exact in the linear response regime. This new, fully non-adiabatic and explicit density functional constitutes one of the main results of the present work.

PACS numbers: 31.15.ee,42.65.-k,71.15.Mb

I. INTRODUCTION

Due to the favorable balance between efficiency and accuracy, time-dependent density functional theory (TDDFT) is becoming the theory of choice to describe the interaction of many-electron systems with external electromagnetic fields of arbitrary intensity, shape and time dependence. Within this theory the observables are expressible as functionals of the time-dependent density. Similarly to static DFT, in TDDFT one can define an auxiliary non-interacting Kohn-Sham (KS) system which reproduces the exact time-dependent dynamics of the density. It is the propagation of this auxiliary system in an (unknown) effective local potential which makes TDDFT computationally powerful. However, despite of the great success of the theory in describing optical properties of a large variety of molecules and nanostructures [1,3], the available approximations for the exchange-correlation (xc) potential exhibit serious deficiencies in the description of non-linear processes, long range charge transfer [4-6] and double excitations [7,9], to mention a few.

The theoretical challenge is to improve the available functionals in order to capture the nonlocality both in space and time of the exact xc functional which depends on the entire history of the density, the initial (interacting) many-body state and the initial KS state [10,14].

We note that almost all TDDFT calculations today use an adiabatic approximation for the xc potential, which uses the instantaneous density as input for an approximate ground-state functional. Thus, this approximation completely neglects both the history and the initial-state dependence of the exact functional.

The successes and failures of the adiabatic approximation to describe linear response phenomena have been addressed in many works [1,2,15,17]. However, much less is known about the performance of adiabatic TDDFT for general dynamics beyond linear response. In some of our past studies [8,11,18,19] on one-dimensional model systems we have shown that adiabatic xc functionals fail to describe dynamical processes where the density changes significantly in time (e.g. in photo-physical and chemical processes where valence electrons are promoted to empty states). There are few cases where the exact time-dependent xc potential is known and can thus be used to test approximations [11,20,21]. In these works it has been shown numerically that novel dynamical steps appear in the xc potential which are fundamental to capture the proper resonant versus non-resonant dynamics and charge localization. While the construction of accurate approximations to the exact universal xc functional of TDDFT for Coulomb systems remains a challenge, simple model Hamiltonians constitute a convenient framework to gain insights into the properties of the exact TDDFT functional.

In the present work we exploit the possibilities of a solvable lattice model – the 2-site Hubbard model [22-24] – to address the impact of non-locality in time in...
the exchange correlation functional of TDDFT. Specifically, we study resonant Rabi oscillations, a prototypical example of non-linear external field driven dynamics where the population of states changes dramatically in time. We first derive here the exact ground-state Hartree-exchange-correlation (Hxc) functional for the 2-site model using the Levy-Lieb constrained search\cite{25,27}.

This functional, when used in a TDDFT context with the instantaneous time-dependent density as input, constitutes the exact adiabatic approximation which can be used as a reference to quantify the role of memory effects. By carefully studying and quantifying the dynamics produced by TDDFT with the adiabatic Hxc potential we demonstrate that it fails both quantitatively and qualitatively to describe Rabi oscillations. In the second part of this work we apply an analytic density-potential map for lattice systems \cite{10,28} to derive an explicit, fully non-adiabatic xc density functional which correctly captures all features of Rabi dynamics in the Hubbard dimer. This functional is one of the main results of this paper.

The paper is organized as follows: in Sec. \textbf{II} we introduce the physics of the Rabi effect for the Hubbard dimer, showing how the dipole moment and state occupations evolve with time during the course of resonant Rabi oscillations. In Sec. \textbf{III} we address the same problem from a TDDFT perspective. In particular we use the exact adiabatic xc functional as a reference to quantify memory effects. In the Sec. \textbf{IV} we consider the exact interacting system in a two-level approximation which allows us to derive a new approximate Hxc potential as an explicit functional of the time-dependent density. The excellent performance of this approximation is demonstrated and explained.

We end the paper with our conclusions in Sec. \textbf{V}. In the Appendix we derive the exact ground state xc potential for the Hubbard dimer using the Levy-Lieb constrained search.

\section{II. RABI OSCILLATIONS FOR TWO-SITE HUBBARD MODEL
}

We consider the dynamics of two electrons on a Hubbard dimer, that is, a two-site interacting Hubbard model with on-site repulsion $U$ and hopping parameter $T$. The Hamiltonian of the system reads

$$\hat{H} = -T \sum_{\sigma} \left( \hat{c}_{1\uparrow}^\dagger \hat{c}_{2\sigma} + \hat{c}_{2\sigma}^\dagger \hat{c}_{1\uparrow} \right) + U \left( \hat{n}_{1\uparrow} \hat{n}_{1\downarrow} + \hat{n}_{2\uparrow} \hat{n}_{2\downarrow} \right) + \sum_{\sigma} \left( v_{1}(t) \hat{n}_{1\sigma} + v_{2}(t) \hat{n}_{2\sigma} \right),$$

where $\hat{c}_{i\sigma}^\dagger$ and $\hat{c}_{i\sigma}$ are creation and annihilation operators for a spin-$\sigma$ electron on site $i$, respectively. The $\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma}$ are the operators for the spin-$\sigma$ density at site $i$, and the $v_{1,2}(t)$ are time-dependent on-site potentials. We use $h = e = 1$ throughout this work. Energies are given in units of the hopping parameter $T$. As we will see, this simple model captures most qualitative features of Rabi oscillations in interacting systems as well as the main difficulties of describing Rabi dynamics within TDDFT.

The many-body time-dependent Schrödinger equation,

$$i \partial_t |\psi(t)\rangle = H(t)|\psi(t)\rangle,$$

describes the evolution of the system from a given initial state $|\psi_0\rangle$. Since the Hamiltonian $\hat{H}$ is independent of spin, the spin structure of the wave function $|\psi(t)\rangle$ is fixed by the initial state. In the following we study the evolution from the ground state of the Hubbard dimer and therefore it is sufficient to consider only the singlet sector of our model.

In the absence of an external potential, $v_{1,2} = 0$, the stationary singlet eigenstates of the Hamiltonian $\hat{H}$ take the form

$$|g\rangle = N_g \left( c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger + c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger + \beta_+ (c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger - c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger) \right) |0\rangle,$$

$$|e_1\rangle = \frac{1}{\sqrt{2}} \left( c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger + c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger \right) |0\rangle,$$

$$|e_2\rangle = N_{e_2} \left( c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger + c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger - \beta_- (c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger - c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger) \right) |0\rangle,$$

Here $|0\rangle$ is the vacuum state, $|g\rangle$ is the ground state, and $|e_{1,2}\rangle$ are two excited singlet states. The $N_g/e_{2} = (2 + 2\beta_{\pm}^2)^{-1/2}$ are normalization factors and the coefficients $\beta_{\pm}$ are defined as

$$\beta_{\pm} = (U \pm \sqrt{16T^2 + U^2})/4T.$$

The energy eigenvalues corresponding to the eigenstates \cite{3} are

$$E_g = 2T \beta_-, \quad (5a)$$

$$E_{e_1} = U, \quad (5b)$$

$$E_{e_2} = 2T \beta_+. \quad (5c)$$

To simplify notations, we rewrite the external potential part in Eq. (1) in the form

$$\sum_{\sigma} \left( v_{1}(t) \hat{n}_{1\sigma} + v_{2}(t) \hat{n}_{2\sigma} \right) = \frac{\Delta v}{2} (\hat{n}_{1} - \hat{n}_{2}) + C(t)(\hat{n}_{1} + \hat{n}_{2}), \quad (6)$$

where $\hat{n}_{i} = \sum_{\sigma} \hat{n}_{i\sigma}$ is the operator of the number of particles on site $i$, $\Delta v = v_{1} - v_{2}$ is the difference of on-site potentials, and $C(t) = (v_{1}(t) + v_{2}(t))/2$. The last term in Eq. (6) corresponds to a spatially uniform potential. This term can be trivially gauged away and will be ignored in the following without loss of generality. Nontrivial physical effects come only from the external potential $\Delta v$ which is coupled to the difference of on-site densities. The quantity $\hat{d} = \hat{n}_{1} - \hat{n}_{2}$ can be interpreted as the dipole moment of our simplified model of a diatomic system and its expectation value $d(t) = \langle \psi(t) | \hat{d} | \psi(t) \rangle$ uniquely determines the on-site densities $n_{1}(t)$ and $n_{2}(t)$ if the total number of particles is fixed. In the following, in particular for TDDFT, we will use the dipole moment $d(t)$ as the basic “density variable”.\[54x236\]
Since the dipole moment operator $\hat{d}$ is odd under reflection (interchange of site indices), it has nonzero matrix elements only between states of different parity. In particular, $\hat{d}$ connects the ground state $|g\rangle$ of Eq. (3a) only to the first excited state $|e_1\rangle$

$$d_{ge} = \langle g | \hat{d} | e_1 \rangle = \frac{2}{\sqrt{1 + \beta^2 d}}, \quad (7)$$

while the matrix element of $\hat{d}$ between the ground state and the second excited state vanishes, $\langle g | \hat{d} | e_2 \rangle = 0$.

Now we are ready to discuss Rabi oscillations in the Hubbard dimer. Let us consider the evolution of the systems from its ground state $|\psi(0)\rangle = |g\rangle$ under the action of a time periodic potential

$$\Delta v(t) = 2\mathcal{E}_0 \sin(\omega t). \quad (8)$$

The Rabi regime of dynamics occurs when the frequency $\omega$ of a sufficiently weak driving field approaches the frequency $\omega_0$ of the main dipole resonance. In our case this corresponds to the frequency $\omega \sim \omega_0 = E_{e_1} - E_g$ close to the energy difference between ground and first excited states, and the amplitude $\mathcal{E}_0 \ll \omega_0/d_{ge}$.

Fig. 1 shows resonant dynamics of the dipole moment and state populations obtained by the numerical propagation of Eq. (2) for a moderately strong interaction $U = T = 1$, frequency $\omega = \omega_0 = 2.56$, $d_{ge} = 1.23$, amplitude $\mathcal{E}_0 = 0.1$ and fixed electron number $N = n_1 + n_2 = 2$. We see that the populations $p_g = |\langle g | \psi \rangle|^2$ and $p_{e_1} = |\langle e_1 | \psi \rangle|^2$ of the ground and the first exited state oscillate between zero and one, while the second excited state practically unpopulated, $p_{e_2} = |\langle e_2 | \psi \rangle|^2 \approx 0$. The dipole moment shows fast oscillations at the driving frequency $\omega$ superimposed with slow oscillations of the envelope at the Rabi frequency $\Omega_R = d_{ge}\mathcal{E}_0$. The maximal value of the dipole moment $|d_{max}| = d_{ge} = 1.23$ is reached at 1/4 and 3/4 of the Rabi cycle when the ground and the first excited states have equal populations of 1/2.

The main characteristic feature of the Rabi regime is a strong variation of the state populations. It is this feature which makes the description of Rabi oscillations one of the most difficult cases for TDDFT [18, 29]. In the rest of this paper we discuss the TDDFT approach to the Rabi dynamics for our simple two-site system.

### III. Time-Dependent Kohn-Sham Equations for a Hubbard Dimer

In the present two-electron case the KS system corresponds to two non-interacting particles which reproduce the time dependent dipole moment $d(t)$ of the interacting system. The KS Hamiltonian has the form of Eq. (1) but with no interaction ($U = 0$) and the external potential $\Delta v^\omega$ is chosen such that the correct time-dependent density of the interacting system is reproduced.

\[ \Delta v = 2\mathcal{E}_0 \sin(\omega t). \]

For a singlet state both KS particles occupy the same one-particle KS orbital, which is described by two on-site amplitudes $\varphi_1(t)$ and $\varphi_2(t)$. Therefore the time-dependent KS equations reduce to a single $2 \times 2$ one-particle Schrödinger equation of the form

\[ i\partial_t \varphi_1 = -T\varphi_2 + \frac{\Delta v_{ge}}{2} \varphi_1, \quad (9a) \]

\[ i\partial_t \varphi_2 = -T\varphi_1 - \frac{\Delta v_{ge}}{2} \varphi_2. \quad (9b) \]

As our dynamics starts from the ground state, Eq. (9) has to be solved with the initial condition $\varphi_1(0) = \varphi_2(0) = 1/\sqrt{2}$ which corresponds to the noninteracting KS ground state. By definition the KS potential $\Delta v_\varphi(t)$ entering Eq. (9) produces a prescribed (interacting) dipole moment. In the present case this KS potential can be found explicitly as a functional of the density $d(t)$ \[10, 28\].

\[ \Delta v_\varphi[d] = -\frac{\ddot{d} + 4T^2 d}{\sqrt{4T^2 (d^2 - \dot{d}^2)}}. \quad (10) \]

It is important to note that the functional $\Delta v_\varphi[d]$ is given by Eq. (10) only if the system evolves from, and remains sufficiently close to, the ground state. More precisely, it is shown in Ref. [10] that the functional form of Eq. (10) is valid as long as the condition $|\arg(\varphi_1) - \arg(\varphi_2)| < \pi/2$ is satisfied during the course of the evolution. If the opposite inequality holds, the overall sign on the right hand side of Eq. (10) has to be changed from $-$ to $+$. Moreover, the sign changes every time the line $|\arg(\varphi_1) - \arg(\varphi_2)| = \pi/2$ is crossed. In terms of the dipole moment, crossing this line corresponds to a vanishing expression under the square root in Eq. (10) \[30\]. The above behavior can be viewed as a manifestation...
of the initial state and history dependence in TDDFT \cite{10,31}. The exact KS potential can be calculated by inserting into Eq. (10) the exact dipole moment $d(t)$ obtained from a numerical solution of the many-body Schrödinger equation (2). In order to get the Hartree-exchange-correlation ($H_{xc}$) potential we subtract the physical external potential $\Delta v$ from the KS potential,

$$\Delta v_{Hxc} = \Delta v_s - \Delta v. \quad \text{(11)}$$

The time dependence of the exact $\Delta v_{Hxc}$ which corresponds to the dipole moment $d(t)$ presented in Fig. 1 (i.e., to the regime of resonant Rabi oscillations, described in Sec. II) is shown in the top panel of Fig. 3.

In practice the exact Hxc functional is unknown and one has to rely on approximations. The simplest and the most common approximation in TDDFT is based on the adiabatic assumption for xc effects. Below we present and test the adiabatic approximation for our model system.

A. Adiabatically exact functional

To construct the adiabatic approximation for the Hubbard dimer we first find the exact ground-state Hxc functional by the Levy-Lieb constrained search, i.e.,

$$F_{Hxc}[d] = \min_{\Psi \rightarrow d} \langle \Psi | \hat{T} + \hat{U} | \Psi \rangle,$$  \quad \text{(12)}

where $\hat{T}$ and $\hat{U}$ are operators of the kinetic energy and the interaction energy, i.e., the first and the second terms in the Hamiltonian (1), respectively.

The exact ground state Hxc potential is given by the derivative of the Hxc energy with respect to the dipole moment,

$$\Delta v_{Hxc}^{gs} \left[ d \right] = 2 \frac{\partial}{\partial d} \left( F_{Hxc}[d] - T^*[d] \right) \quad \text{(13)}$$

where $T^*[d]$ is the kinetic energy functional that is defined by Eq. (12) with $U = 0$. More details on this construction can be found in the Appendix.

In the adiabatically-exact approximation the exact ground-state Hxc potential of Eq. (13) is used in the time-dependent KS equations, i.e., the Hxc potential at time $t$ is calculated by inserting the instantaneous value of $d(t)$ into the ground-state functional

$$\Delta v_{Hxc}^{ad} \left[ d(t) \right] = \Delta v_{Hxc}^{gs} \left[ d(t) \right]. \quad \text{(14)}$$

We note that the adiabatically-exact Hxc potential has also been found numerically for real-space one-dimensional two-electron systems in Refs. \cite{11,19,20} using the iterative procedure introduced in Ref. \cite{20}. A big advantage of the present simple model is that we know explicitly the functional dependence of the exact ground-state Hxc potential (see Appendix), i.e., we do not need any a priori knowledge of the time-dependent density.

To test the performance of the adiabatically-exact functional in the regime of Rabi oscillations we propagate self-consistently the KS equations with $\psi_{Hxc}^{ad} \left[ d(t) \right]$ for the same parameters as in Sec. II.

In the exact interacting system this frequency is obviously $\omega_{res} = \omega_0$, while in the approximate TDDFT it is approximation-dependent, and should be determined consistently as the frequency $\omega_{res} = \omega_{LR}$ of the corresponding linear response resonance. At first sight, the function $d_{ad}(t)$ resulting from TDDFT with the adiabatic Hxc potential (upper panel in red on Fig. 2) looks qualitatively similar to the exact $d(t)$ (upper panel in blue on Fig. 2). However, there is a deep difference in the underlying microscopic dynamics. The physical system returns to its initial state after two periods of the dipole moment’s envelope, which corresponds to the Rabi period of $T_R = \frac{2\pi}{\omega_{LR}} = 51.10$. In contrast, the microscopic period
of the KS system with the adiabatic Hxc potential coincides with that of the dipole moment, which is the characteristic feature of detuned Rabi oscillations. In fact, the KS Rabi dynamics is always internally detuned by the presence of the adiabatic potential \( \Delta v_{Hxc}^{ad} [d(t)] \) which depends on the instantaneous density \([18]\). While this important difference is hidden in the case of resonant dynamics of the dipole moment, it is revealed immediately when the driving frequency is a bit shifted (detuned) from the exact resonance. The dipole moments \( d(t) \) and \( d_{ad}(t) \) for a slightly detuned driving field with \( \omega = \omega_{res} + 0.03 \) are presented in the lower panel on Fig. 2. The exact dipole moment \( d(t) \) develops a “neck” at \( t \sim T_R \) showing that the actual physical period is indeed \( T_R \approx 50 \). On the other hand, the function \( d_{ad}(t) \) is practically unaffected by the external detuning because the KS system, being already strongly detuned internally, is insensitive to small external variations of the driving frequency. This qualitative failure of the adiabatic approximation clearly demonstrates the important role of xc memory effects in the correct description of Rabi oscillations.

To further quantify non-adiabatic effects in the Rabi regime we extract a non-adiabatic contribution to the total Hxc potential. Namely, we subtract the adiabatic potential \( \Delta v_{Hxc}^{ad} [d(t)] \) evaluated at the exact dipole moment \( d(t) \) from the exact \( \Delta v_{Hxc} \) (defined by Eqs. (11) and (10)). In Fig. 3 we present the non-adiabatic part of Hxc potential together with the exact \( \Delta v_{Hxc} \). The non-adiabatic contribution to \( \Delta v_{Hxc} \) turns out to be more than double the amplitude of the external potential and in fact as large as the Hxc potential itself during a significant part of the Rabi-cycle. Not surprisingly, the non-adiabatic effects are small at the beginning and at the end of the Rabi cycle when the ground-state population is dominant and the system is close to the linear response regime. But they grow fast when the system is driven away from the ground-state and they remain large for a large part of the Rabi-cycle. It is interesting to notice that, centered around \( T_R/2 \), there is a long period of time during which the amplitude of the adiabatic effects remains almost constant (see Fig. 3).

Apparently a better approximation for the xc potential is needed to capture non-adiabatic effects relevant to describe Rabi oscillations. In the next section we propose an explicit non-adiabatic density functional based on a two-level description of the interacting system.

IV. TIME-DEPENDENT XC POTENTIAL IN THE TWO-LEVEL APPROXIMATION

In general, the Hxc functional \( \Delta v_{Hxc} [d] \) can be found via Eq. (11) if we know the external potential as a functional of \( d(t) \). The presence of interactions makes the problem of finding the functional \( \Delta v[d] \) highly nontrivial even in our simple model. Fortunately in some cases like the Rabi oscillations the problem is simplified dramatically because the behavior of the system is close to that of an effective two-level system.

Let us assume that the second excited state \( |e_2 \rangle \) is not participating in the dynamics. We write the many-body Schrödinger equation (2) in the two level approximation as

\[
\begin{align}
&i \partial_t \psi_g(t) = E_g \psi_g(t) + d_{ge} \Delta v_{Hxc}^{gs} [d(t)] / 2, \quad (15a) \\
&i \partial_t \psi_e(t) = E_e \psi_e(t) + d_{ge} \Delta v_{Hxc}^{gs} [d(t)] / 2, \quad (15b)
\end{align}
\]

where \( \psi_g(t) = \langle g | \psi(t) \rangle \), and \( \psi_e(t) = \langle e_1 | \psi(t) \rangle \) are the projections of the time-dependent wave function onto the ground and first excited state, respectively.

By rotating the basis we can represent Eq. (15) in the form of a Schrödinger equation for one particle on an effective “two-site lattice”. In other words, Eq. (15) is unitarily equivalent to Eq. (9) with hopping constant \( \omega_0 / 2 \) and external potential given by \( d_{ge} \Delta v / 2 \). Using this mapping and the KS potential \( \Delta v_{gs} \) of Eq. (10) we can immediately write the external potential \( \Delta v \) of the interacting system as a functional of the dipole moment \( d \)

\[
\Delta v^{2L}[d] = \frac{(-1)^p}{d_{ge}} \left( \frac{\ddot{d} + \omega_0^2 d}{\sqrt{\omega_0^2 (d_{ge}^2 - d^2) - d^2}} \right), \quad (16)
\]

where the integer \( p \) counts how many times the square root turns into zero during the evolution. The factor \( (-1)^p \) accounts for the sign changes explained after Eq. (10).

In order to find the Hxc potential \( \Delta v_{Hxc} [d] \) as a functional of the dipole moment we substitute the external potential \( \Delta v \) of Eq. (16) and the KS potential of Eq. (10).
into Eq. (11):

\[ \Delta v_{\text{Hxc}}^{2L}[d] = -\frac{d + 4T^2d}{\sqrt{4T^2 (4 - d^2) - d^2}} - \frac{(-1)^p}{d_{ge}} \left( \frac{d + \omega_0^2 d}{\sqrt{\omega_0^2 (d_{ge}^2 - d^2) - d^2}} \right) \]  

(17)

This expression is one of the main results of the present paper. It provides us with an explicit fully non-adiabatic density functional which, by construction, should correctly describe the Rabi oscillations. It is worth emphasizing that the functional Eq. (17) contains history dependence via the integer \( p \) in the second term.

One can easily check that the non-linear functional \( \Delta v_{\text{Hxc}}^{2L} \) of Eq. (17) produces the exact dynamic xc kernel in the linear response regime. The formally exact Hxc functional in the linear response can be written as follows

\[ \Delta v_{\text{Hxc}}^{LR}[d](\omega) = \left[ \chi_s^{-1}(\omega) - \chi^{-1}(\omega) \right] d = f_{xc}(\omega)d, \]  

(18)

where \( \chi_s(\omega) \) and \( \chi(\omega) \) are the density response functions for the KS and the interacting system, respectively. By definition the term in parentheses is the exact exchange-correlation kernel \( f_{xc}(\omega) \). Since the eigenfunctions for the Hubbard dimer are known, Eqs. (3) and (5), we can write the exact response functions \( \chi(\omega) \) in the Lehmann representation \( \chi_{LL}^{LR}(s) \), and substitute it into Eq. (18). The result takes the following form

\[ \Delta v_{\text{Hxc}}^{LR}[d](\omega) = \left( T - \frac{\omega_0}{2d_{ge}^2} + \left( \frac{1}{4T} - \frac{1}{2\omega_0 d_{ge}^2} \right) \omega^2 \right) d. \]  

(19)

It is now straightforward to see that this equation is identical to the linearized version of the approximate functional \( \Delta v_{\text{Hxc}}^{2L}[d] \) defined by Eq. (17) with \( p = 0 \). In other words our approximation becomes exact in the linear regime. This nice property is not accidental because the functional of Eq. (17) is based on the two-level approximation. In the linear response regime, the symmetric Hubbard dimer becomes an effective two-level system because the dipole transition matrix element between the ground state \( |g\rangle \) and the second excited state \( |e_2\rangle \) vanishes.

A subtle property of the non-adiabatic functional Eq. (17) is the dependence on the second time derivative \( d \) of the dipole moment. The presence of \( \ddot{d} \) does not mean that the xc potential assumes a dependence on the future. In general the existence theorem for TDDFT on a lattice \( \mathbb{Z}^3 \) requires the second time derivative of the density to be continuous. Therefore \( \ddot{d} \) can be calculated as a left limit for any time greater than the initial time, \( t > 0 \). At \( t = 0 \) the value of \( \ddot{d}(0) \) is determined by the initial value of the external potential as follows

\[ \ddot{d}(0) = -d_{dr} \Delta v(0) \sqrt{\omega_0^2 (d_{ge}^2 - d^2(0)) - d^2(0)} - \omega_0^2 d(0), \]  

(20)

where the \( d(0) \) and \( \ddot{d}(0) \) are fixed by the KS-initial state

\[ d(0) = 2(|\varphi_1(0)|^2 - |\varphi_2(0)|^2), \]  

(21a)

\[ \ddot{d}(0) = -4T\text{Im}[\varphi_1^*(0)\varphi_2(0)]. \]  

(21b)

After this preliminaries we can plug the Hxc potential Eq. (17) into the KS equations and propagate them self-consistently to test the performance of our non-adiabatic approximation. It is, however, clear that the functional \( \Delta v_{\text{Hxc}}^{2L}[d] \), by construction, should exactly reproduce the results of the two-level approximation to the full interacting problem. Therefore TDDFT with the Hxc potential of Eq. (17) is as accurate as the two-level approximation itself.

![Figure 4](image_url)

Figure 4. (Color online) Upper panel: \( d(t) \) (solid blue) for resonant laser frequency \( \omega = \omega_0 = 2.56 \text{ T} \) compared to two-level approximation \( d^{2L}(t) \) (dashed brown) using \( \Delta v_{\text{Hxc}}^{2L} \), Eq. (17), and same laser frequency. Lower panel: \( d(t) \) (solid blue) and \( d^{2L}(t) \) (dashed red) for slightly detuned laser \( \omega = \omega_0 + 0.03 \text{ T} \) (same detuning as lower panel on Fig. 2). Time is given in units of \( 1/T \).

In Fig. 4 we compare the exact resonant Rabi dynamics of the dipole moment with the one obtained in the two-level approximation or, alternatively, by solving self-consistently the KS equations with the potential \( \Delta v_{\text{Hxc}}^{2L}[d] \). The exact and approximate dipole moments are practically on top of each other. The non-adiabatic functional of Eq. (17) excellently reproduces Rabi oscillations for a resonant excitation. Apparently it also works perfectly for detuned Rabi dynamics provided the detuning is not too large. Another nice property of this approximation is that it becomes essentially exact for a sufficiently weak non-resonant driving potential which corresponds to the linear response regime.

V. CONCLUSION

We use a Hubbard dimer to analyze, both qualitatively and quantitatively, the non-adiabatic features present in the TDDFT functional. For this model system the exact
Kohn-Sham potential is analytic and moreover, the exact ground state functional can be found by Levy-Lieb constrained search. The later is propagated self-consistently to study the performance of the adiabatic approximation. We show that non-adiabaticity is crucial to properly capture the physics of resonant and nearly detuned Rabi oscillations. The observed non-adiabatic features grow as the population of the excited state is rising to its maximum, becoming even larger than the external potential. Lack of these features in adiabatic functionals causes them to fail to describe Rabi dynamics, missing both frequency and amplitude of the physical dipole moment. Taking advantage of the fact that under the action of a resonant laser the system behaves as an effective two-level system, we derive an explicit non-adiabatic functional that accurately reproduces resonant and slightly detuned Rabi oscillations. This fully non-adiabatic functional incorporates explicitly the initial-state dependence and becomes exact in the linear response regime.

The present work was focussed on the TDDFT description of Rabi oscillations in a minimal model system. While the construction of the quasi-exact TDDFT for this minimalistic system was non-trivial, the non-adiabatic part of the Hxc potential has been found to have a relatively simple structure (see Fig. 3): while non-adiabaticity is small close to the beginning and the end of the Rabi cycle, its amplitude is significant but almost constant throughout a large middle part of the Rabi cycle. This might be a useful observation when aiming to construct non-adiabatic TDDFT functionals applicable to realistic systems.
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**Appendix: Exact Hohenberg-Kohn functional of the two-site Hubbard model by constrained search**

In this Appendix we briefly describe how one can construct the exact Hohenberg-Kohn functional (12) for two electrons in the two-site Hubbard model by carrying out the constrained search as suggested by Levy [25, 26] and Lieb [27].

The Hilbert space for two fermions on two sites is of dimension six and separates into a singlet and a triplet sector of dimension three each. Since for any value of \(d\), the ground state of \(H_0 = \hat{T} + U\) is a singlet, we may restrict the search in Eq. (12) to singlet wavefunctions only. As a basis for the singlet sector we use the eigenstates of Eq. (3). Then the most general singlet state may be written as

\[
|\Psi\rangle = A_1|g\rangle + A_2|e_1\rangle + A_3|e_2\rangle,
\]

where we can, without loss of generality, choose the coefficients \(A_i\) to be real. In the chosen basis, the expectation value of \(\hat{H}_0 = \hat{T} + U\) takes the simple form

\[
\langle\Psi|\hat{H}_0|\Psi\rangle = \langle\Psi|\hat{T} + \hat{U}|\Psi\rangle = E_0 A_1^2 + E_1 A_2^2 + E_2 A_3^2
\]

where the eigenvalues \(E_0, E_1,\) and \(E_2\) of the basis functions are given by Eq. (5).

The expansion coefficients \(A_i\) in Eq. (A.1) are not independent. The normalization condition of the wavefunction \(|\Psi\rangle\) leads to

\[
A_1^2 + A_2^2 + A_3^2 = 1.
\]

In the constrained search we also have to make sure that we are only searching over wavefunctions which yield a given “density” \(d\). This gives a second condition on the coefficients which reads

\[
d = \langle\Psi|\hat{n}_1 - \hat{n}_2|\Psi\rangle = 4 A_1 + \beta A_2 A_3 \sqrt{1 + \beta^2 A_2^2}.
\]

where \(\beta \) is given by Eq. (4). We can use Eqs. (A.3) and (A.4) to eliminate two of the coefficients, say \(A_2\) and \(A_3\), in the constrained search which then becomes a minimization in a single variable, i.e.,

\[
F_{HK}(d) = \min_{A_1} \langle\Psi(A_1, d)|\hat{T} + \hat{U}|\Psi(A_1, d)\rangle.
\]

In general, this minimization has to be carried out numerically. In Fig. 5 we show \(F_{HK}\) as function of the dipole moment for various values of \(U\). We note that \(F_{HK}(d)\) is always minimal at \(d = 0\). For large values of \(U\) the slope of \(F_{HK}(d)\) changes rapidly as one crosses from negative to positive values of \(d\). For vanishing interaction \(U = 0\), the minimization can be carried out fully analytically. The resulting functional, the non-interacting kinetic energy, reads

\[
T_s(d) = \min_{\Psi \rightarrow d} \langle\Psi|\hat{T}|\Psi\rangle = 2T \left(1 - 2\sqrt{1 - \frac{d^2}{8}}\right).
\]

The Hartree-exchange-correlation energy then is given by

\[
E_{Hxc}(d) = F_{HK}(d) - T_s(d)
\]

and the corresponding Hxc potential can be easily obtained by differentiation.
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