MPC Builder for Autonomous Drive: Automatic Generation of MPCs for Motion Planning and Control
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Abstract—This study presents a new framework for vehicle motion planning and control based on the automatic generation of model predictive controllers (MPCs) named MPC Builder. In this framework, several components necessary for MPC, such as prediction models, constraints, and cost functions, are prepared in advance. The MPC Builder then generates various MPCs online in a unified manner according to traffic situations. This scheme enabled us to represent various driving tasks with less design effort than typical switched MPC systems. The proposed framework was implemented considering the continuation/generalized minimum residual (C/GMRES) method optimization solver, which can reduce computational costs. Finally, numerical experiments on multiple driving scenarios were presented.

Index Terms—Motion Planning and Control, Autonomous Driving, Multi-task Planning, Model Predictive Control

I. INTRODUCTION

Autonomous driving (AD) is expected to reduce traffic accidents and improve transportation comfort. Motion planning is an essential component for realizing AD. The motion planner controls the ego vehicle to accomplish various driving tasks, such as following the leading vehicle, changing lanes, overtaking, and pausing, while considering traffic rules, passenger comfort, and safety.

Model predictive control (MPC) [1] is a promising vehicle motion planning and control technique. As MPC is a finite-time optimal control based on a receding horizon scheme, flexible motion planning and control can be achieved by incorporating various control requirements into cost functions and constraints. MPC performs well particularly in dynamic environments by embedding the prediction models of surrounding road users into the constraints of the optimization problem [2]. Consequently, MPC has been applied to complex driving scenarios in the presence of other road users, such as lane changing [3]–[5], obstacle avoidance [6], [7], pedestrian avoidance [8], [9], adaptive cruise control (ACC) [10], and turning and crossing at intersections [11], [12].

However, to apply MPC to an actual traffic environment, addressing various driving tasks and preparing many MPCs in the design stage are required. This requires intensive design efforts for the AD designers. Thus, developing a unified scheme for MPCs that can deal with diverse environments and multiple driving tasks is recommended. Previous studies have proposed switched MPC systems that switch multiple
MPCs designed for specific driving tasks [13]–[16]. While these methods are capable of handling various driving tasks, the number of scenarios they can address is limited due to the insufficient number of MPCs available to cover all possible driving situations.

Based on this information, this study presents a new framework for the automatic generation of MPCs, called MPC Builder, which online designs MPCs for various driving tasks according to traffic situations. The proposed framework first decomposes the general formulations of MPC into reusable primitives as representations of subtasks. The primitives are defined as a set of state spaces, prediction models, cost functions, and constraints to achieve a control requirement. The proposed framework then combines the primitives using a binary operator for the primitives to generate optimization problems in real-time, as shown in Fig. 1. This scheme can represent diverse driving tasks sequentially and in parallel with fewer design elements than the switched MPC system, because the primitives can be replaced and add-on as common components of multiple MPCs.

The generated MPCs can vary the state space and the prediction models depending on the other road users considered. In order to work in real-time, even in high-dimensional state spaces, we implemented the proposed system considering the continuation/generalized minimum residual (C/GMRES) method [17], which is a fast nonlinear MPC solver based on the continuity of the optimal solution. Through numerical simulations, four typical driving scenarios were targeted, and the driving behaviors and real-time performance of the proposed method were demonstrated.

II. RELATED WORK

AD requires diversified driving tasks to adapt to complex traffic environments. Many studies on AD have addressed single tasks, such as highway cruising and obstacle avoidance. Previous studies have addressed multi-task vehicle motion planning in MPC frameworks. Kim et al. applied an adaptive potential field to represent various driving behaviors [18]. Liu et al. proposed a nonlinear MPC that performs multiple driving tasks by convexly relaxing the mixed-integer problem [19]. Although this MPC can implicitly represent various driving tasks as a convex relaxation of the mixed-integer problem, realizing more driving tasks in a single MPC remains challenging. Some studies have proposed switched MPC systems that switch MPCs according to the driving situation [13]–[16]. These methods switch weight parameters [5], [13], reference speed and lane [14], safety constraints [15], and cost functions and constraints [16] to accomplish various driving tasks depending on the traffic situation. Although these MPCs are designed for different driving tasks, they share common elements. As a result, the switched MPC system is redundant for various driving tasks. The proposed framework reduces the redundancy and implementation effort by representing multiple MPCs by combining common primitives. The proposed framework is also a general concept of switched MPC system that switches not only the parameters of the cost function and constraints but also the state space and the prediction model.

The proposed framework represents various MPCs for various driving tasks in a unified manner. It is inspired by the Riemannian Motion Policies (RMP) [20], which combines primitive motion policies for generating a single motion. Some studies have applied RMP to AD [21]. As RMP is based on stationary dynamics, it cannot manage the transient dynamics of the control target, whereas our proposed method can consider any dynamic model by combining the elements of MPC.

III. MPC BUILDER

A. Concept of MPC Builder

We propose the MPC Builder, which provides a unified framework for generating MPCs for various AD tasks. The concept of the MPC Builder is to compose MPCs to achieve various tasks from a set of primitives that express the common elements of the target tasks. The primitives are small control requirements that are defined in advance. The requirements include the following.

- Predictive models for the AD vehicle and/or other agents
- Safety constraints for other agents and/or obstacles
- To achieve a part of the driving objective (subtask)

For example, in a right turn with a pedestrian, as shown in Fig. 2, the requirements are to maintain the lane and speed while considering low-speed vehicle dynamics and pedestrian safety. In the proposed framework, these control requirements are defined in small MPC components called MPC primitive, which are combined to represent driving tasks. Some of these control requirements are not only available for right-turning, but also for other driving tasks. Therefore, we decompose some MPC for specific driving tasks into MPC primitives and combine them to represent various driving tasks.

B. System Overview

Based on the aforementioned ideas, we propose a system that performs various driving tasks by building MPCs according to the traffic situation. Figure 3 shows the proposed system outline. The MPC Builder realizes the desired tasks by receiving reference path information from the route planner and observation from the recognition module with localization.
Fig. 3: System overview. MPC Builder online generates the optimization problem at the time by receiving reference paths, driving task commands, and observations from higher-level modules. MPC Builder pools MPC primitives and composes them to generate the optimization problem. Then, the MPC solver optimizes the control input and state prediction in real-time.

and detection. The task command is a symbolic command with parameters to realize the desired behavior (e.g., changing lanes, stopping 100m ahead, etc.). The MPC Builder constructs the optimization problem online to be solved in the MPC framework using this information. Finally, the MPC solver solves this optimization problem to calculate and output the control inputs and predictive states in each control cycle.

The MPC Builder consists of three modules: MPC Primitive Pool, Aggregator, and MPC Composer. MPC Primitive Pool stores the MPC primitives defined later (section III-C). Aggregator selects and makes a set of the required MPC primitives according to the driving task command and observation (section IV-B2). MPC Composer formulates the optimization problem at the control cycle by composing all elements of a set of MPC primitive (section III-D).

C. Definition of MPC primitive

Here, we define the MPC primitive, which is the core idea of the proposed method.

1) General formulation of MPC: This section reviews the general formulation of the optimization problem before defining MPC primitives. MPC finds a series of optimal control inputs by solving the optimization problem with the finite-time future prediction of every control cycle. We can obtain the state prediction and optimal control input by solving the following optimization problem at time \( t \):

**Find:** \( \ddot{x}(k|t) \in X \subseteq \mathbb{R}^n, \forall k \in \{1, \ldots, N\} \),

\( \ddot{u}(k|t) \in U \subseteq \mathbb{R}^m, \forall k \in \{0, \ldots, N-1\} \),

**Min:** \( J_{0:N} = \sum_{k=0}^N J_k(\ddot{x}(k|t), \ddot{u}(k|t)) \),

**S.t.**:

\( \dot{x}(0|t) = x(t) \),

\( x(k+1|t) = \ddot{x}(k|t) + f(\ddot{x}(k|t), \ddot{u}(k|t)) \Delta t \),

\( g_{0:N}(\ddot{x}(k|t), \ddot{u}(k|t)) \leq 0 \),

\( h_{0:N}(\ddot{x}(k|t), \ddot{u}(k|t)) = 0 \),

where \( x(t) \) is the observed value of the state vector \( x \) at time \( t \); \( \ddot{\cdot} \) denotes the predicted values and \( \ddot{x}(k|t) \) and \( \ddot{u}(k|t) \) are the predicted state and control input vectors for the \( k \)-th step future at time \( t \). \( X \) and \( U \) denote the state and control spaces, respectively. \( N \) and \( \Delta t \) are the length and time intervals of the prediction horizon, respectively. \( J_{0:N} : X \times U \rightarrow \mathbb{R} \) is a cost function that is minimized. \( f : X \times U \rightarrow X \) is a state-prediction function with Euler discretization that represents the dynamics of the control target. \( g_{0:N} : X \times U \rightarrow \mathbb{R}^n \) and \( h_{0:N} : X \times U \rightarrow \mathbb{R}^h \) are vectors of the inequality and equality constraints, respectively. The notation \( *_{0:N} \) denotes that the function is applied to the entire prediction horizon from \( k = 0 \) to \( N \). \( n_u \) and \( n_g \) are the sizes of the inequality and equality constraints, respectively. The prediction horizon length and control horizon length are the same, \( N \) in this study.

In Eqs. (1) to (6), the optimization problem that must be set in the MPC solver at time \( t \) is identical to the following tuple:

\[
O_t = \{ U, X, f, J_{0:N}, g_{0:N}, h_{0:N} \}. \tag{7}
\]

Note that the variables \( \ddot{x}(k|t) \) and \( \ddot{u}(k|t) \) are instantiated in the solver but are not included in the definition of \( O_t \).

2) Definition of MPC primitive: The proposed framework decomposes the optimization problems represented by Eq. (7) into small components, called MPC primitives, and assembles the optimization problem \( O_t \). With MPC primitives as design elements, we assume that they are designed manually from the control requirements of multiple driving tasks as described in section III-A. In Eq. (7), the smallest primitives of the optimization problem are \( U, X, f, J_{0:N}, g_{0:N}, \) and \( h_{0:N} \). However, these smallest primitives alone are not sufficient to represent the control requirements. For example, a cost function and constraints are required to express the constant speed control requirement, as shown in Fig. 2. Thus, we define the MPC primitive \( P \) as a tuple to represent the control requirements:

\[
P = \{ X, f, J_{0:N}, g_{0:N}, h_{0:N} \}, \tag{8}
\]

where each element can be an empty set, different from Eq. (7). \( U \) is also assumed to be common for all aimed tasks and MPC primitives because the control target vehicle is identical.


\textbf{D. Composition of MPC primitives}

MPC Composer shown in the Fig. 3 composes the optimization problem \( O_i \) from a set of MPC primitives \( \mathcal{P} \). First, we assume that all MPC primitives are formulated with a common prediction horizon; horizon length \( N \) and time interval \( \Delta t \) are common. Under this assumption, the following additive binary operator \( + \) is defined between the two MPC primitives:

\[
P_i + P_j := \{X_{ij}, f_{ij}, J_{ij}^{0:N}, g_{ij}^{0:N}, h_{ij}^{0:N}\},
\]

where \( + \) is the binary operator combining two MPC primitives defined in Algorithm 1. In the Algorithm 1, the state space is extended in line 4. The Cartesian product of the state spaces denotes the variable space concatenation. In lines 7 to 13, the state prediction function, cost function, and the constraints are extended in the extended state space: \( f_{ij} : X_{ij} \times U \rightarrow X_{ij}, \quad J_{ij}^{0:N} : X_{ij} \times X_{ij} \times U \rightarrow \mathbb{R}^n, \quad g_{ij}^{0:N} : X_{ij} \times U \rightarrow \mathbb{R}^{n_b+n_b^*}, \) and \( h_{ij}^{0:N} : X \times X \rightarrow \mathbb{R}^{n_i+n_i^*} \). Note that the product with a null vector of \( v \) is defined as \( v \times 0 = 0 \) for vector \( v \in \{f, g, h\} \).

Using this operator iteratively, the MPC Composer shown in Fig. 3 composes the optimization problem \( O_i \) from a MPC primitive set \( P = \{P_1, \ldots, P_M\} \) at every control cycle:

\[
O_i = \{U, \sum_{i=1}^{M} P_i\} = \{U, ((P_1 \oplus P_2) \oplus P_3) \oplus \cdots\}.
\]

\textbf{E. Example of MPC Composition}

This section illustrates an example of the composition of MPC primitives using the turn-right scenario with a pedestrian, as shown in Fig. 2 introduced in section III-A. We prepared the following four primitives: kinematic bicycle model (KBM) [22], lane keep, constant speed, and pedestrian primitives to represent this driving scenario. Table I lists the detailed formu-

\textbf{Fig. 4: Classification of MPC Primitives.} We classify MPC primitives into four types to consider compatibility and improve reusability.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Classification of MPC Primitives.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Ego Dynamics Primitives & Lateral Task Primitives & Longitudinal Task Primitives & Safety Primitives \\
\hline
Kinematic Bicycle Model & Lane Keep & Constant Speed & Pedestrian \\
Dynamic Bicycle Model & Avoid & ACC & Parallel Vehicle \\
Lane Keep & Stop & & Crossing Vehicle \\
Avoid & & & \\
Constant Speed & & & \\
ACC & & & \\
Stop & & & \\
Crossing Vehicle & & & \\
\hline
\end{tabular}
\caption{Classifications of MPC Primitives.}
\end{table}

\section*{F. Classification of MPC primitives}

MPC primitives should be composed by considering compatibility for obtaining a reasonable optimization problem. We classified MPC primitives into four types: ego dynamics, lateral tasks, longitudinal tasks, and safety primitives, as shown in Table I. Ego dynamics primitives contain the vehicle state and its prediction model with integrated lateral and longitudinal states. Lateral and longitudinal task primitives are related to the driving objectives expressed by the cost functions and constraints in the Frenet-Serret coordinate [23], [24]. For example, lane-keep and constant-speed primitives are considered in the turn-right scenario of Fig. 2. Safety primitives have state space, state prediction model, cost function, and constraints for predicting the motion of other road users and maintaining safety.

This classification makes it easier to select the appropriate primitives to compose the desired task. The MPC solver may
fail to compute an optimal solution if the selected MPC primitives are contradictory. Then, only one among ego dynamics, lateral, and longitudinal task primitives can be selected in each control cycle to compose various driving tasks while maintaining consistency.

On the other hand, multiple safety primitives can be activated depending on the number of surrounding pedestrians and vehicles. This provides great flexibility in dealing with many combinatorial environmental variations by expressing additive safety primitives.

IV. VALIDATION OF MPC BUILDER CONCEPT

A. Simulation Scenarios

To demonstrate the proposed framework, numerical experiments were conducted for the following four driving scenarios.

1) Scenario AL (adaptive-cruise-control and lane-changing): As shown in Fig. 5, blue parallel vehicles are randomly spawned and travel with a constant speed. A red ego vehicle drives with the ACC at the beginning and changes lanes without collision after a certain time.

2) Scenario OA (obstacle avoidance): The red ego vehicle avoids the orange obstacles in the presence of multiple random parallel vehicles, as shown in Fig. 6.

3) Scenario TI (turning at intersection without signal): The ego vehicle turns to the right at an intersection without a signal, as shown in Fig. 2. Random violet-crossing vehicles and green pedestrians at a constant speed across the road, as shown in Fig. 7. We do not explicitly determine the timing of the right turn; the MPC implicitly determines it.

4) Scenario SD (shared road driving): The ego vehicle drives slowly on a shared road, where random pedestrians spawn. Finally, the ego vehicle stops at the stop line, as shown in Fig. 8.

B. Implementation Details

We implemented a vehicle navigation system using the proposed framework, as shown in Fig. 3 using C++.

1) Applied MPC primitives: To drive through the scenarios described in section IV-A, eleven MPC primitives; Two ego dynamics, three lateral tasks, three longitudinal tasks, and three safety primitives, as shown in Table I were considered. Thus, theoretically, \(2 \times 3 \times 3 \times N_{\text{ped}} \times N_{\text{pv}} \times N_{\text{cv}}\) MPCs can be generated. Here, \(N_{\text{ped}}, N_{\text{pv}},\) and \(N_{\text{cv}}\) are the maximum numbers of pedestrians, parallel vehicles, and crossing vehicles, respectively. All MPC primitives are designed in the Frenet coordinate system using reference driving lines planned by the upper-level route planner.

The prediction horizon length and time interval are \(N = 300\) and \(\Delta \tau = 0.01\) s, respectively. This means that the generated MPCs predict 3 seconds future. The control input space is \(U = \{\delta, \dot{a}\}\) including the time derivative of the steering angle and acceleration of the ego vehicle. The control commands are calculated by adding the input to the observed steering angle and acceleration to obtain smooth behavior.

Fig. 5: Result of scenario AL. The ego vehicle followed a front vehicle with lane-keeping (a) and smoothly executed to change lanes without collision (b). We can see that the state space size of the generated MPCs changed in each scene.

2) Aggregator: Aggregator shown in Fig. 3 selects the necessary MPC primitives based on a simple rule. Aggregator selects the lateral and longitudinal task primitives corresponding to the given driving task commands. Next, the Aggregator selects the appropriate ego dynamics primitive, KBM primitive for slow speeds (\(\leq 5.0\) m/s), and the dynamic bicycle model primitive otherwise, based on the measured vehicle-speed range [26]. Finally, Aggregator adds multiple safety primitives according to the number of observations surrounding the others. For example, five parallel vehicle primitives were selected if five parallel vehicles existed. To reduce the computational load, the number of other vehicles and pedestrians was limited by looking only at their neighbors below a certain threshold.

3) MPC solver: As MPC primitives include nonlinear terms, MPC Builder generates nonlinear optimization problems. Thus, the continuation/generalized minimum residual (C/GMRES) [17] method was used as the optimization solver for the MPC. The C/GMRES method is an optimization method for nonlinear MPCs based on continuation, and it can achieve fast computation despite the long prediction horizon and large state space, including the state prediction of the surrounding others.

C. Simulation Results

In the four driving scenarios (section IV-A), we performed 100 drives in each scenario. Results for each scenario are shown in Figs. 5 to 8. At the bottom of each figure, we illustrate selected MPC primitives and the state-space size of the generated MPCs at the time instance. The generated MPC accurately predicts the behavior of the agents and controls the ego vehicle. The predicted trajectories of each agent are depicted with dashed lines of the same color as that of the agent.

1) Pickup scenes: Figure 5 shows two successive scenes in AL. The ego vehicle initially followed the front vehicle in the

---

These results can be found at https://youtu.be/15J2p26OoLI
We do not provide the timing of the right turn, and MPC solves this issue, it leads to increased computation time. Although the extension of the prediction horizon implicitly determines it. We can see successful cases in (a) and (b) of turning right when considering crossing vehicles and pedestrians. In Case (c), one pedestrian stopped on the road, the ego vehicle started turning and got stuck in front of the pedestrian, while the ego vehicle could stop safely. In this case, the ego vehicle blocks the crossing vehicle. This solution was obtained because the generated MPCs were trapped in the local minima. Although the extension of the prediction horizon solves this issue, it leads to increased computation time.

We can also observe three scenarios in scenario SD in Fig. 8. The KBM primitive kept the ego car stable despite low driving speeds and large steering angles. Consequently, the ego vehicle slowed for pedestrian crossing and then smoothly stopped at the stop line.

2) Overview of the simulation results: The results of 100 runs for each scenario are summarized in Table II. The number of generated MPCs significantly exceeded the number of MPC primitives used. This result shows that our proposed framework represents and realizes various driving tasks by selecting the appropriate MPC primitives from the pool, instead of manually designing the task-specific MPC for each driving task.

Next, the drivability of the proposed framework was discussed. A successful trial is defined as the completion of the driving task without any collision or departure from lanes. Out of the 100 trials, our proposed method succeeded 87 times in AL, 92 times in OA, 91 times in TI, and 84 times in SD. While in many cases, it succeeded, it failed in some cases. The main reason for these failures was the failure in optimization when a new MPC primitive was added. The proposed framework cannot guarantee the feasibility of the generated MPCs when the optimization problem is updated.

Fig. 6: Result of scenario OA. The ego vehicle successfully avoided an obstacle while surrounded by parallel vehicles. The direction of avoidance is implicitly determined by the generated MPC.

The same lane while maintaining the lane. When the lane-change primitive is selected instead of the lane-keep primitive, the generated MPC planned trajectory for lane changing without collision. The state-space sizes of the generated MPC changed with the number of surrounding parallel vehicles.

The two obstacle avoidance scenes for scenario OA are shown in Fig. 6. The ego vehicle avoids obstacles with the surrounding parallel driving vehicles. Note that the direction of avoidance was not specified; the generated MPCs implicitly determined the collision-free directions considering the prediction of the surrounding vehicles.

Figure 7 illustrates the three situations in Scenario TI. We do not provide the timing of the right turn, and MPC implicitly determines it. We can see successful cases in (a) and (b) of turning right when considering crossing vehicles and pedestrians. In Case (c), one pedestrian stopped on the road, the ego vehicle started turning and got stuck in front of the pedestrian, while the ego vehicle could stop safely. In this case, the ego vehicle blocks the crossing vehicle. This solution was obtained because the generated MPCs were trapped in the local minima. Although the extension of the prediction horizon solves this issue, it leads to increased computation time.

We can also observe three scenarios in scenario SD in Fig. 8. The KBM primitive kept the ego car stable despite low driving speeds and large steering angles. Consequently, the ego vehicle slowed for pedestrian crossing and then smoothly stopped at the stop line.

2) Overview of the simulation results: The results of 100 runs for each scenario are summarized in Table II. The number of generated MPCs significantly exceeded the number of MPC primitives used. This result shows that our proposed framework represents and realizes various driving tasks by selecting the appropriate MPC primitives from the pool, instead of manually designing the task-specific MPC for each driving task.

Next, the drivability of the proposed framework was discussed. A successful trial is defined as the completion of the driving task without any collision or departure from lanes. Out of the 100 trials, our proposed method succeeded 87 times in AL, 92 times in OA, 91 times in TI, and 84 times in SD. While in many cases, it succeeded, it failed in some cases. The main reason for these failures was the failure in optimization when a new MPC primitive was added. The proposed framework cannot guarantee the feasibility of the generated MPCs when the optimization problem is updated.
because a new MPC primitive may have constraints that cannot be satisfied at the time instance. For example, imagine a case in which the parallel vehicle travels right next to the ego vehicle in the target lane when a lane change primitive is added. In this case, the safety constraint to maintain a distance from the other vehicle was already violated. We plan to solve this problem by applying another method that maintains the feasibility of switching optimization problems [27].

### V. CONCLUSION

This study presents a vehicle motion planning and control framework for automatically generating MPCs according to various driving situations. The key idea of the proposed framework is to define MPC primitives as the small components of MPCs to achieve each control requirement, and compose them to express various driving tasks in real time. The MPC primitive is a parametrized optimization problem. A binary operation to combine a set of MPC primitives is defined and applied in every control cycle based on the measured driving situation. This scheme enables the representation of various behaviors by combining fewer elements instead of manually designing complex MPCs for many desired tasks commonly used in a simple conventional MPC switching framework.
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