NMR Relaxation by Redfield’s equation in a spin system $I = 7/2$
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Redfield’s master equation is solved analytically for a nuclear system with spin $I = 7/2$. The solutions of each density matrix element are computed using the irreducible tensor operator basis. The $^{133}$Cs nuclei of the caesium-pentadecafluorooctanoate molecule in a lyotropic liquid crystal sample at the nematic phase and at room temperature was used as an experimental setup. Experimental longitudinal and transverse magnetization dynamics of the $^{133}$Cs nuclei signal were monitored by numerical procedures the theoretical approach generates valuable mathematical expressions with the highest accuracy. The methodology introduced could be extended without major difficulties to other nuclei species.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

Since it was established that relaxation processes are the basis of some medical imaging technologies, relaxation processes on nuclear spin systems have extended to other ranges of research: gas-oil and food. Mainly, the relaxation technique exploits hydrogen nuclei characteristics, spin value $I = 1/2$, 100% natural abundance, and the highest gyromagnetic ratio. On the other hand, recent advances exploring $^{209}$Bi nuclei with $I = 9/2$ and 100% natural abundance have been highlighted as promising organometallic compounds for magnetic resonance imaging$^{1,2}$. Similarly, $^{14}$N nuclei with $I = 1$ and very low natural abundance were exploited by the quadrupole relaxation enhancement on solid proteins monitoring the $^1$H-$^{14}$N relaxation dynamics$^{3}$; also, performing the fast field cycling NMR relaxometry to identify molecular dynamics influenced by $^{14}$N chemical environments$^4$ and the food industry in general$^5$. The common nuclear characteristic between those recent advances is the spin value $I > 1/2$; which inevitably entails the emergence of the nuclear quadrupole moment definition and its introduction to relaxation processes.

Nuclear quadrupole relaxation phenomena have been investigated through various approaches to our knowledge: transition probability theory$^6$, transition probability using perturbation theory$^7-9$, Heitler-London approximation$^{10}$, tight-binding approximation$^{11}$, and Redfield’s theory$^{12}$ all those performed at many different materials, spin values, and nuclear species. The dynamics of longitudinal and transverse magnetization for spin values $I > 1/2$ were modeled by a multieponential decay description, which is a consensual point of view$^{12-14}$. Since those methods were established, the most commonly applied was the transition probability using perturbation theory$^{14,16-19,27}$, which has the most straightforward access to information from the experimental data.

The other one, Redfield’s theory, has been explored to establish differential equations of some operator mean values that allow extracting analogous information from the previous methods and, in some cases, without solving the differential equation$^{20}$. The procedure’s main purpose is to identify the relaxation rates that govern the nuclear spin dynamics, which are identified as coefficients that multiply each operator’s mean value factor$^{20-23}$.

A parallel approach, still applying Redfield’s theory, has been performed to compute differential equations for each density matrix element and establish $2I + 1$ linear systems of differential equations, each one for each coherence order$^{12}$. An advantage of this approach was highlighted during the measurements of interatomic distances between nuclei with quadrupole moments when higher coherence orders were computed$^{24}$, also quantifying correlation times when some sets of coherence orders were monitored under the relaxation dynamics$^{25}$.

Specifically, experimental procedures exploring relaxation processes were reported on $I = 7/2$ spin systems. In soft matter, the central transition of $^{139}$La nuclear species relaxation times on protein samples of bovine serum albumin was characterized$^{26}$. Only the central line was monitored because the frequency distance between the first satellite line and the central line was approximately 7.5 MHz, which is considered a large quadrupole coupling. It implies that the transition of energy levels $\frac{1}{2} \leftrightarrow \frac{3}{2}$ are selectively excited without perturbing the other ones. In solid state, the central transition of the $^{59}$Co signal in a single crystal of $\text{K}_3\text{Co(CN)}_6$ molecule at the temperature of 295 K and quadrupole coupling of 300 kHz was monitored$^{15}$. Furthermore, when different temperature values are considered, i.e., different molecule agitation levels, some optical modes can be identified as a source of relaxation phenomena$^{28}$. Another study detecting $^{131}$Cs signals of a $\text{Cs}_8\text{D(SO}_4)_2$ single crystal at a variable temperature between 180 K and 430 K was performed. The main purpose of the study was identifying phase transitions dependent on temperature$^{18}$. The common theoretical assumption of these studies is about the
partial solution of Redfield’s equation\textsuperscript{26,29}, meaning that only the antisymmetric functions of the basis set will contribute to the standard observables of magnetization\textsuperscript{26}.

On the other hand, from the fundamentals of quantum information processing, an interesting approach arises to explore the complete solution of Redfield’s equation. These solutions will define the quantum dynamics used to come back through the steady state. Therefore, in this study, we develop a theoretical analysis and introduce a methodology to explore the advantages of the complete solutions of the master equation for a large spin system. To contextualize the relaxation dynamics of a nuclear system of large spin value, we use $I = 7/2$. This paper is organized to explore the complete solution of Redfield’s equation as follows. First, in Sec. II is established the main ideas on Redfield’s master equation following the criteria of A. Abragam and J. McConnell,\textsuperscript{20} emphasizing the irreducible tensor operator basis. Next, in Sec. III, the density matrix notation is introduced and the solutions are established. Appendix A contains an extended explanation. Then, in Sec. IV and Sec. V, the criteria of A. Abragam and J. McConnell,\textsuperscript{20} theoretical and experimental applications are introduced and detailed, respectively. Finally, the most important remarks on the data analysis are discussed in Sec. VI, and the conclusions are summarized in VII.

II. REDFIELD’S THEORY FOR A NUCLEAR SYSTEM

The dynamics of an open quantum system such as any nuclear spin system are formally described by Redfield’s theory\textsuperscript{12,22,30,31}, and extended to other approaches\textsuperscript{32–36}. A standard introduction has been made by using the second-order approximation of the Liouville-von Neumann equation\textsuperscript{37}, generating an equation of motion in terms of the double commutator operator on one hand and a time derivative operation on the other. Some applications devoted to analyzing the time evolution of density matrix elements, provide a concise notation as described in Eq. (3.58) of Ref.\textsuperscript{20}. It is reproduced in Eq. (1), considering the time evolution of each element $\rho_{\alpha,\beta}$ as denoted by the following differential equation:

$$\frac{\partial \rho_{\alpha,\beta}(t)}{\partial t} = \sum_{\alpha',\beta'} R_{\alpha,\beta}^{\alpha',\beta'} e^{i(\omega_{\alpha'} - \omega_{\alpha,\beta} + \omega_{\beta'} - \omega_{\beta})(t)} \rho_{\alpha',\beta'}(t),$$  

(1)

where $R_{\alpha,\beta}^{\alpha',\beta'}$ represents the transformation element $\alpha\beta\alpha'\beta'$ of the relaxation superoperator with $\alpha, \alpha', \beta, \beta'$, and $\omega_{\alpha}, \omega_{\alpha'}, \omega_{\beta}, \omega_{\beta'}$ represent the angular frequencies corresponding to the Zeeman eigenenergies\textsuperscript{21,37}. The relaxation superoperator depends on the specific interactions between the spin system and a thermal reservoir which are characterized by spectral density functions and correlation times of the local field fluctuations. Particularly, in the present analysis, the quadrupolar interaction must be considered as the main relaxation mechanism\textsuperscript{20,21}.

The most standard procedure to progress with Redfield’s theory is applying the mean value of the operator $I_r$ associated with the Cartesian elements of magnetization, i.e. $(I_r)$ with $r = x, y, z$. The theoretical development uses the properties of commutation rules between angular momentum operators, the linear algebra definitions applied to analyze the matrix representation of operators, and the fundamentals of linear systems of differential equations. From the logical execution of those procedures, an appropriate differential equation was established as defined in Eq. (9.25) of Ref.\textsuperscript{20}, and 2nd-rank operators as denoted by Eq. (9.23) of Ref.\textsuperscript{20}, such that for spin $I = 1$ the dynamics of the transverse and longitudinal magnetization were successfully computed\textsuperscript{20,21}.

On those applications, the Redfield’s equation at its commutator notation was rewritten by

$$\frac{1}{C} \frac{d}{dt} \langle I_r \rangle = -\sum_{p=-2}^{2} (-1)^p J_p \langle [Q_p, [Q_{-p}, I_r]] \rangle,$$

(2)

where $J_p \equiv J(p\omega_0)$ with $p = 0, 1, 2$ represent the spectral density functions, the operators $Q_p$ with $p = 0, \pm 1, \pm 2$ denote second rank irreducible tensor operators\textsuperscript{20,38} for any spin value $I$. The proportionality constant parameter $C$ is denoted by

$$C = \frac{9}{10} \left( \frac{1}{2I(2I-1)} \right) \left( \frac{eQ}{\hbar} V_{zz} \right)^2 \left( 1 + \frac{\eta^2}{3} \right),$$

(3)

for any spin value $I$, $e$ means the elemental charge, $Q$ means the quadrupole moment of the nucleus, $V_{zz}$ means the electric field gradient along the $z$-axis, $\eta$ means the asymmetry parameter with $1 \geq \eta > 0$, and $\hbar$ means the reduced Planck’s constant. The parameter $C$ satisfies the Eq. (5) and Eq. (72) of Ref.\textsuperscript{12} for spin $I = 3/2$ and spin $I = 5/2$, respectively.

An alternative procedure to explore the full advantage of Redfield’s theory consists in the computation of the density matrix elements in terms of irreducible tensor operators\textsuperscript{12}, with $I_r = T_{lm}$. In this sense, the mathematical procedure is developed in some stages. The first stage consists in applying specific algebraic procedures on Eq. (2), and the generation of a set of linear systems of differential equations using the order of coherence criteria, i.e. $l$th coherence order with $l = 0, 1, \ldots, 2I$. The second stage consists in finding solutions of a linear system using properties of matrices and procedures to solve time-dependent first order linear differential equations of one variable. The main characteristic of this second stage is that the dimension of the linear system satisfies the relation $2I + 1 - q$, where $q$ is the coherence order. Therefore, the set of linear systems to solve are the coherences of intermediate and higher coherence order values. The execution of both stages allows computing the $p$-characteristic relaxation rates of each $q$th-coherence order, $R_p^{(q)}$. The most challenging task is the linear system solution for the lower coherence orders, which implies on a greater linear system dimension and finding an analytical solution sometimes is a hard problem.
Particularly, for the case of \( I = 7/2 \), a standard notation of these operators \( Q_r \) is writing them in terms of spin angular momentum operators (see Eq. (9.22) and Eq. (9.23) of Ref.\(^{20} \), or Eq. (23) on page 233 of Ref.\(^{21} \), largely used for theoretical developments on spectroscopy. Another convenient representation for the \( Q_r \) operators is using the irreducible tensor operator basis, given by \( I_x = \sqrt{\frac{15}{2}} (T_{1,-1} - T_{1,1}) \) and \( I_z = \sqrt{3} T_{1,0} \). Consequently, the \( Q_r \) operators are denoted by

\[
Q_{\pm 2} = 42\sqrt{6} (T_{1,\pm 1})^2, \\
Q_{\pm 1} = -42\sqrt{3} (T_{1,0} T_{1,\pm 1} + T_{1,\pm 1} T_{1,0}), \\
Q_0 = 63 \left( 2(T_{1,0})^2 - \frac{\sqrt{7}}{4} T_{0,0} \right). 
\]

The main advantage of the use of the irreducible tensor operator basis is that it directly relates to the coherence orders of the density matrix elements. That implies that the solutions of Redfield’s equations are solved between elements of the same order, and there is no mixture between elements of different orders.

III. DENSITY MATRIX ELEMENTS

SOLUTIONS

The relaxation dynamics of a nuclear spin system coupled weakly with an environment is well established, finding the solution to Redfield’s master equation\(^{21} \). In particular, some theoretical analysis have been made in nuclear spins systems with \( I = 1, 3/2, 5/2 \) detailed in Ref.\(^{12,13,20} \), for spin \( I = 2 \) detailed in Ref.\(^{39} \) and also in \( I = 7/2 \) in Ref.\(^{27,40} \), such that, these references are used as guidelines for the current study. Let us denote the density operator, for any spin value \( I \), using the bracket notation

\[
\rho = \sum_{\alpha=1}^{2I+1} \sum_{\beta=1}^{2I+1} \rho_{\alpha,\beta} |I + 1 - \alpha\rangle \langle I + 1 - \beta|. 
\]

In such wise, the particular case of the current application for spin value with \( I = 7/2 \), its matrix representation has frequently been denoted by

\[
\rho = 
\begin{bmatrix}
\rho_{1,1} & \rho_{1,2} & \rho_{1,3} & \rho_{1,4} & \rho_{1,5} & \rho_{1,6} & \rho_{1,7} & \rho_{1,8} \\
\rho_{2,1} & \rho_{2,2} & \rho_{2,3} & \rho_{2,4} & \rho_{2,5} & \rho_{2,6} & \rho_{2,7} & \rho_{2,8} \\
\rho_{3,1} & \rho_{3,2} & \rho_{3,3} & \rho_{3,4} & \rho_{3,5} & \rho_{3,6} & \rho_{3,7} & \rho_{3,8} \\
\rho_{4,1} & \rho_{4,2} & \rho_{4,3} & \rho_{4,4} & \rho_{4,5} & \rho_{4,6} & \rho_{4,7} & \rho_{4,8} \\
\rho_{5,1} & \rho_{5,2} & \rho_{5,3} & \rho_{5,4} & \rho_{5,5} & \rho_{5,6} & \rho_{5,7} & \rho_{5,8} \\
\rho_{6,1} & \rho_{6,2} & \rho_{6,3} & \rho_{6,4} & \rho_{6,5} & \rho_{6,6} & \rho_{6,7} & \rho_{6,8} \\
\rho_{7,1} & \rho_{7,2} & \rho_{7,3} & \rho_{7,4} & \rho_{7,5} & \rho_{7,6} & \rho_{7,7} & \rho_{7,8} \\
\rho_{8,1} & \rho_{8,2} & \rho_{8,3} & \rho_{8,4} & \rho_{8,5} & \rho_{8,6} & \rho_{8,7} & \rho_{8,8} 
\end{bmatrix}. 
\]

In this analysis, a standard mathematical development is performed to compute the solution for the density matrix elements \( \rho_{\alpha,\beta} \) with \( \alpha \geq \beta \), such that the solutions for \( \alpha < \beta \) are generated by the hermitian property of the density operator. However, the analysis developed to solve the problem is a very long and tedious mathematical process. To put in evidence this hard procedure some algebraic routines were implemented and many of them are detailed and extensively described in Appendix A. Probably the most relevant result of the mathematical process is a concise notation of each density matrix element of Eq. (8) as denoted by

\[
\rho_{q+n,n} (t) = \rho_{q+n,n}^{eq} + \sum_{p=1}^{p_{max}} \bar{W}_{n,p}^{(q)} \exp \left[ -R_{p}^{(q)} (t-t_0) \right] \bar{\rho}_{p} (t_0), 
\]

where \( p \) and \( n \) are dummy indexes bounded by \( p_{max}, n_{max} = 2I + 1 - q \), \( R_{p}^{(q)} = -C_{p}^{(q)} \) mean the \( p \)th relaxation rate of the \( q \)th coherence order, \( \bar{W}_{n,p}^{(q)} \) represents each matrix element of the inverse transformation \( W_{n,p}^{(q)} \) (the overline symbol means the inverse transformation), \( \bar{\rho}_{p} (t_0) \) denotes the initial condition defined by the Eq. (A5). Also, in Tab. IV are displayed the eigenvalues of each Redfield’s superoperator \( \mathcal{J}^{(q)} \) computed for 2nd, 3rd, ..., 7th coherence order. The case of zero and first coherence order are detailed introducing extended explanations for a better understanding. To put in evidence the applicability of the solutions, we introduce one theoretical application and an experimental one.

IV. THEORETICAL APPLICATION

The density matrix evolution of any spin system with \( I = 7/2 \) interacting with an environment, it represented by classical fields in this study, can be described by the Redfield’s equation. Let us consider the initial quantum state as denoted by \( |\Psi (0)\rangle = (|7/2\rangle + |-7/2\rangle) / 2 \), avoiding the normalization constants, so that the density operator is denoted by

\[
\rho (t_0) = \frac{(|7/2\rangle + |-7/2\rangle) (\langle 7/2 | + \langle -7/2 |)}{2}, 
\]

or using the matrix element notation, \( \rho_{1,1} (t_0), \rho_{1,8} (t_0), \rho_{8,1} (t_0) \), and \( \rho_{8,8} (t_0) \) should assume non-null values. The formal model along the time evolution of these elements can be computed using Eq. (9) for \( q = 0 \) and \( q = 7 \). Therefore, these four elements are described by

\[
\rho_{1,1} (t) = \rho_{1,1}^{eq} + \sum_{p=1}^{8} \bar{W}_{1,p}^{(0)} \exp \left[ -R_{p}^{(0)} (t-t_0) \right] \bar{\rho}_{p} (0), 
\]

\[
\rho_{8,8} (t) = \rho_{8,8}^{eq} + \sum_{p=1}^{8} \bar{W}_{8,p}^{(0)} \exp \left[ -R_{p}^{(0)} (t-t_0) \right] \bar{\rho}_{p} (0), 
\]

\[
\rho_{8,1} (t) = \frac{1}{2} \sum_{p=1}^{8} \bar{W}_{1,p}^{(7)} \exp \left[ -R_{p}^{(7)} (t) \right] \bar{\rho}_{p} (0), \n\]

\[
\rho_{1,8} (t) = \rho_{8,1}^{eq} (t). 
\]

Without loss of generality we compute the spectral density values assuming the isotropic motion\(^{2,21} \) at the
Larmor frequency $\omega_L/2\pi = 47.24$ MHz, quadrupolar frequency $\omega_Q/2\pi = 266$ kHz and the correlation time $\tau_c = 4.1$ ns reported on Ref. $^{40}$, such that $J_0 = 8.2 \times 10^{-9}$s, $J_1 = 3.3 \times 10^{-9}$s, $J_2 = 1.2 \times 10^{-9}$s, and $C = 2.793 \times 10^{-11}$ Hz$^2$. Another versatility of the solutions highlight the choice of the temperature regime of the steady state, here defined at a low temperature regime denoted by

$$\rho^{eq} = |7/2 \rangle \langle 7/2|.$$  \hfill (15)

Therefore, eigenvalues were computed from the Redfield’s superoperator $\mathcal{J}^{(0)}$ and $\mathcal{J}^{(7)}$ as detailed in Appendix A and those results are summarized in Tab. I. Furthermore, the coefficients $\tilde{p}_{k} (t_0)$ were computed using Eq. (A5) and applied to predict the dynamics of the density matrix elements as displayed in Fig. 1. The non-null elements of the initial quantum state have the same value $\rho_{\alpha,\beta} (t_0) = 0.5$ as can be verified in Fig. 1, all of them start from the same intensity value. The evolution of $\rho_{1,1} (t)$ evolves to the maximum value of the steady state, and the other ones evolve to the null value, as happens with the other density matrix elements not shown. Moreover, considering the intensity data, third and fourth column of Tab. I, the second component of the zero coherence is more dominant than others. Also, comparing the relaxation rates, $R_2^{(0)} < R_1^{(7)}$, we assume that the relaxation rate of 7th coherence order element relaxes in a higher rate than the zero coherence order. Those remarks match with the density matrix elements evolution displayed in Fig. 1.

### V. EXPERIMENTAL APPLICATION

The experimental setup on monitoring the longitudinal and transverse magnetization dynamics was achieved using a Tecmag Discovery Console, a Jastec 9.4 T superconductor magnet and a Jakobsen 5 mm solid-state NMR probe. A lyotropic liquid crystal sample was placed into a 4 mm o.d. zirconia (ZrO$_2$) rotor and sealed with a Kel-F cap. One of the most interesting properties of these lyotropic liquid crystals is the collective orientation capability to achieve appropriate arrangements. From those arrangements, the nematic phase is highlighted by its typical quality of a long-range orientational order of elongated molecules pointing on average in the same direction established by the director $\mathbf{n}$. In this sense, the caesium-pentadecafluorooctanoate (Cs-PFO) sample was used in this experimental development, which is classified at the nematic phase by its stoichiometric composition of Cs-PFO (40%) and deuterium oxide (60%) and physical properties$^{42}$. A pictorial scheme about the atomic composition for the Cs-PFO molecule is depicted in Fig. 2 with molecular formula Cs-C$_8$F$_{15}$O$_2$.

The $^{133}\text{Cs}$ has spin value $I = 7/2$ (100% abundant in nature), such that a finite dimensional Hilbert space is established which allows establishing the dimension of the Hilbert space $d = 2I + 1 = 8$. The spectrometer operates at the Larmor frequency of $\omega_L/2\pi = 52.436$ MHz, and the spectral width used to display each spectrum is 50000 Hz. The quadrupolar coupling of $\omega_Q/2\pi = 5970 \pm 40$ Hz was measured using the frequency distance between satellite lines as can be observed in Fig. 2. During all experimental implementation, the sample temperature was fixed at 27.5°C. The $\frac{\pi}{2}$-pulse length was 4.8 $\mu$s and the $\pi$-pulse length is 9.4 $\mu$s. Acquisition time was 81.92 ms, the number of data points was 4096, and the dwell time was 20 $\mu$s. The recycle delay was 15 s. The longitudinal and transverse relaxation times were measured $T_1 \approx 293$ ms and $T_2 \approx 9.8$ ms, respectively.

An inversion-recovery pulse sequence$^{21}$ was used to

| $q$ | $k$ | $\tilde{W}_{1,k}^{(q)} (0)$ | $\tilde{W}_{S,k}^{(q)} (0)$ | $R_k^{(q)}$ (kHz) | $T_k^{(q)}$ (µs) |
|-----|-----|-----------------|-----------------|--------------|------------|
| 1   | -0.07 | 0.07 | 56.98 | 17.55 |
| 2   | -6.27 | 6.27 | 4.13 | 242.37 |
| 3   | -0.60 | 0.60 | 28.32 | 35.31 |
| 0   | 4   | -0.06 | 0.06 | 15.85 | 63.09 |
| 5   | 0   | 0   | 56.41 | 17.73 |
| 6   | 0   | 0   | 34.04 | 29.37 |
| 7   | 0   | 0   | 14.82 | 67.48 |
| 8   | 0   | 0   | 0   | $\infty$ |

#### TABLE I. Zero and seventh coherences order amplitudes $\tilde{W}_{k,k}^{(q)} (0)$, relaxation rates $R_k^{(q)}$ and relaxation times $T_k^{(q)} = 1/R_k^{(q)}$ are displayed. Eigenvalues of Redfield’s superoperator $\mathcal{J}^{(0)}$ and $\mathcal{J}^{(7)}$ were used to compute the relaxation rates.
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Fig. 1. (Color online) The relaxation dynamics of four density-matrix elements defined in Eq. (11-14) are displayed. Relaxation rates shown in Tab. I are used to monitor the evolution. The evolution of $\rho_{8,1}$, represented by the magenta solid line, overlaps the dynamics of $\rho_{1,8}$, represented by the red solid line.
monitor the longitudinal magnetization dynamics at 24 time delays. The experimental data (blue dot symbols) are displayed in Fig. 3 using a vertical scale between -1 and 1.

A Bloch-Echo pulse sequence was used to monitor the transverse magnetization dynamics at 265 time delays such that each time delay was synchronized at multiple value of the quadrupolar frequency inverse value $(1/\nu_Q)$. The experimental data (blue dot symbols) are displayed in Fig. 4 using a vertical scale between 0 and 1.

VI. DISCUSSIONS

The analysis of the data starts establishing the theoretical equations for the longitudinal and transverse magnetization generated by performing Redfield’s theory. In this context, the definition of the longitudinal magnetization satisfies $\langle I_z \rangle = \text{Tr} \{I_z \rho \}$ and considering that the experimental data were normalized, the definition must be rescaled by the parameter $A_1^z$. Therefore, the mean value of the $z$ angular momentum operator is denoted by

$$\langle I_z \rangle = A_1^z \left( \langle I_z \rangle + \sum_{n=1}^{p_{\text{max}}} A_n^z \exp \left[ -R_n^{(0)} (t - t_0) \right] \right).$$

Moreover, the initial condition used to solve the differential equation system depends on the quality of the implementation of the initial quantum state. For the longitudinal magnetization, the theoretical initial density matrix $\rho^{\text{theo}}_{I_z}(t_0)$ must be proportional to $-I_z$. In this case, the efficiency of the first pulse of the inversion-recovery pulse sequence is encoded by the parameter $A_1^z$. It highlights a connection between the theoretical initial state and the experimental initial state, $\rho^{\text{exp}}(t_0) = A_1^z \rho^{\text{theo}}(t_0)$.

In the same way, the definition of the transverse magnetization satisfies $\langle I_x \rangle = \text{Tr} \{I_x \rho \}$, and considering the normalization processing of the experimental data defines the parameter $A_1^x$. Therefore, the mean value of the $x$ angular momentum operator is denoted by

$$\langle I_x \rangle = A_1^x \left( \sqrt{7} \rho_{1,1} (t) + \rho_{2,1} (t) \right) + \sqrt{12} \rho_{2,3} (t) + \rho_{3,2} (t)
+ \sqrt{15} \rho_{3,4} (t) + \rho_{4,3} (t)
+ \rho_{4,5} (t) + \rho_{5,4} (t)
+ \sqrt{15} \rho_{5,6} (t) + \rho_{6,5} (t)
+ \sqrt{15} \rho_{6,7} (t) + \rho_{7,6} (t)
+ \sqrt{15} \rho_{7,8} (t) + \rho_{8,7} (t)).$$

The hermitian property of the density operator, $\rho_{k,k+1} = \rho_{k+1,k}^\dagger$, enables us to simplify the mean value mathematical expression

$$\langle I_x \rangle = A_1^x \left( \sqrt{7} \rho_{1,2} (t) + \sqrt{12} \rho_{2,3} (t) + \sqrt{15} \rho_{3,4} (t)
+ 4 \rho_{4,5} (t) + \sqrt{15} \rho_{5,6} (t) + \sqrt{12} \rho_{6,7} (t)
+ \sqrt{15} \rho_{7,8} (t) \right).$$

Considering each density matrix element $\rho_{k,k+1} (t)$, as denoted by the Eq. (9), and each off-diagonal matrix element of the $I_x$ angular momentum operator, as denoted by $I_x (k, k + 1)$, such that both are used to introduce the coefficients $A_n^z$ as

$$A_n^z = \sum_{p=1}^{p_{\text{max}}} 2I_x (p, p + 1) \overline{W}_{n,p} \rho_n (t_0).$$
Correspondingly, the mean value of the $x$-magnetization is

$$
\langle I_x \rangle = A_1^2 \left( \sum_{n=1}^{n_{\text{max}}} A_n^x \exp \left[ -R_n^{(1)} (t - t_0) \right] \right),
$$

(20)

Moreover, the initial condition is represented by the implementation of the initial quantum state. In this case, the $\frac{\pi}{2}$-pulse efficiency of the Bloch-Echo sequence is encoded by a second parameter $A_2^z$, and used as a proportionality coefficient between the theoretical initial state $\rho^{\text{theo}}(t_0) = I_z$, and the experimental initial state as denoted by $\rho^{\text{exp}}(t_0) = A_2^z \rho^{\text{theo}}(t_0)$.

On the other hand, if the spectral density values $J_k$ with $k = 0, 1, 2$ are known then the solution of the linear system of differential equations can be found. In this sense and for practical procedures on numerical optimization, we introduce the parameters $B_k$ with $k = 0, 1, 2$, which are proportional to each spectral density values $B_k = C J_k$.

Consequently, Redfield’s theory was used to establish a linear system of equations and the application of numerical procedures to optimize seven parameter values that allow finding an appropriate theoretical model that represents the experimental data.

The $C$ parameter value is computed analyzing the Eq. (3) and using the nuclear spin $I = 7/2$, the quadrupole coupling definition $\frac{eQ}{\hbar} V_{zz}(r) = \frac{4I(2I-1)\omega_Q}{6}$, the asymmetry parameter $\eta \approx 0$. Simplifying common constant coefficients, the parameter $C$ can be rewritten

$$
C = \frac{\left( \omega_Q \right)^2}{10}.
$$

(21)

From the spectra (see Fig. 2), the quadrupole angular frequency is quantified $\omega_Q = 2 \pi \nu_Q = (2 \pi) 5969$ Hz, such that the parameter is $C = 98.697 \times 10^6$ Hz$^2$. Therefore, using the values of Tab. II and the equivalent notation of the spectral density values $B_k = C J_k$, they are described as follows

$$
J_0 = \frac{B_0}{C} = (590 \pm 50) \times 10^{-9} \text{s}, \quad \text{(22)}
$$

$$
J_1 = \frac{B_1}{C} = (27 \pm 2) \times 10^{-9} \text{s}, \quad \text{(23)}
$$

$$
J_2 = \frac{B_2}{C} = (1.28 \pm 0.05) \times 10^{-9} \text{s}. \quad \text{(24)}
$$

TABLE II. Parameter values generated by the fitting process comparing the theoretical equations and experimental data of longitudinal and transverse magnetization. $A_{1,2}^{x,z}$ are adimensional and $B_{0,1,2}$ are dimensional fitting parameters.
Therefore, the parameter values found and the magnetization theoretical prediction defined by Eq. (18) and Eq. (20) are used to compute the time evolution and are displayed in Fig. 3 and Fig. 4, respectively.

The application of Redfield’s theory to compute each element of the density matrix generates additional longitudinal time components, $T^{(0)}_k$. Each one contributes to the relaxation phenomena at different intensities, $A^z_k$, as summarized at the left side of Tab. III. From this data, the most important components that contribute to the relaxation phenomena are encoded by the first four components, such that the other ones have null amplitude values. A graphical representation of these parameter values are represented by magenta vertical lines along of a time axis as sketched in Fig. 5.

An additional analysis is introduced by using the traditional Bloch-decay method\textsuperscript{21}. The longitudinal magnetization is described by a monoexponential model

$$M_z = A_{0,z} + A_{1,z} (1 - 2 \exp [-t/T_1]) ,$$

where the parameters used to fit the experimental data have the following values: $A_{0,z} = 0.04920 \pm 0.00002$, $A_{1,z} = 0.92450 \pm 0.00002$ and $T_1 = 293.02 \pm 0.03$ ms, $T_1$ being the well known longitudinal relaxation time and it is displayed by the black solid line in Fig. 5. Although, the $T_1$ value is different from any longitudinal characteristic time in Tab. VI, it is very close to the 3th-component $T^{(0)}_3$.

Similarly, the transverse magnetization is modelled by the transverse time components, $T^{(1)}_k$, at different intensity values, $A^x_k$, as summarized at the right side of Tab. III. From this data, the most important components that contribute to the relaxation phenomena are encoded by the first four components, such that the other ones have null amplitude values. A graphical representation of these parameter values are represented by magenta vertical lines along of a time axis as sketched in Fig. 6.

Therefore, the parameter values found and the magnetization theoretical prediction defined by Eq. (18) and Eq. (20) are used to compute the time evolution and are displayed in Fig. 3 and Fig. 4, respectively.

TABLE III. On the left, amplitudes $A^z_k$ and characteristic longitudinal times $T^{(0)}_k = 1/R^{(0)}_k$ used to monitor the longitudinal magnetization represented by Eq. (18), where the first four of them are sketched in Fig. 5. On the right, amplitudes $A^x_k$ and characteristic transverse times $T^{(1)}_k = 1/R^{(1)}_k$ used to monitor the transverse magnetization represented by Eq. (20), where the first four of them are sketched in Fig. 6.
where the parameters used to fit the experimental data have following values: $A_{1,x} = 0.89450 \pm 0.00002$ and $T_2 = 9.7532 \pm 0.0005 \text{ ms}$, with $T_2$ being the well known transverse relaxation time and the time evolution of the transverse magnetization is displayed by the black solid line in Fig. 5. This $T_2$ value is different, but close to the fourth transverse component $T_4^{(1)}$ found at the right side of Tab. III, both sketched in Fig. 6. Another meaningful comment about the concave region (dashed square) of the experimental data on Fig. 4, which seems very clustered, is zoomed and displayed at the left inset. It reveals some experimental data considerably far from the theoretical prediction, apparently happening in a periodic fashion. Thus, to verify our guess, the experimental data was analyzed by the Fourier transform. This procedure generates the spectrum shown at right inset. The single peak of the spectrum occurs at the frequency $\nu' = 376589 \text{ Hz}$, so dividing by an integer factor 64, the frequency value is $\nu = 5884 \text{ Hz}$ (see the horizontal axis on the top of the right inset). This value represents 1.4 % of the quadrupolar frequency $\nu_Q$ and means an uncertainty on the experimental time step size. If the step size was more precise then the spectrum intensity of the inset would be lower.

Also, the longitudinal and transverse magnetization experimental data, Fig. 3 and Fig. 4, were analyzed using an inverse Laplace transformation (ILT) tool, frequently used in relaxometry studies\textsuperscript{33,44}. The characteristic time distributions generated by the ILT are displayed in Fig. 7 and compared to the time constants achieved with Redfield’s theory. The longest and most intense components are well predicted by the ILT and Redfield theory, but the correlation between the methods decreases for components that have lower intensity and shorter times. There are different aspects that can explain the difference between the times obtained. However, the correlation obtained, mainly for the $T_1$ relaxation times, demonstrates the versatility in determining the system’s relaxation times from the Redfield’s method. The transverse relaxation time is strongly influenced by

the inhomogeneous field and the diffusion process, as well as by the imprecision of the RF pulses. This could be one of the explanations for the difference between the methods for transverse relaxation. Therefore, the numerical fitting procedure to extract information of the spin system using Redfield’s theory generates acceptable accuracy predictions.

VII. CONCLUSIONS

The relaxation study of a nuclear spin system with $I = 7/2$ using Redfield’s master equation is developed in this paper. Analytical solutions of the density matrix elements are introduced and confirmed by the multiexponential description of each of them, save the highest-order element.

The number of characteristic relaxation time components used to describe the relaxation phenomena for the $q$ coherence order density matrix element with spin value $I$ is computed by $n_f = 2I + 1 - q$.

The theoretical solutions previously reported on the dynamic evolution of the spin system under the four exponential dependence of the longitudinal and transverse magnetization are confirmed using experimental data of $^{133}\text{Cs}$ signals of a Cs-PFO lyotropic liquid crystal sample. From a physical point of view, the density matrix elements solutions open new possibilities to explore properties of open quantum systems and master equations on quantum information processing and solid state matter spectroscopy.

The methodology on analyzing the monotonic decay of longitudinal and transverse magnetization seems a promissory procedure for spectroscopy, even to introduce and characterize new fluctuation functions of any thermal bath coupled weakly with the spin system.
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Appendix A: Solving the Redfield equation at each coherence order

Seventh coherence order: To describe the main algebraic procedures and calculate definitions appropriately, let’s apply Redfield’s theory to compute the solution of the density matrix elements of 7th order. One of the main information that Redfield’s equation provides us is a set of differential equations. For this initial step, Redfield’s equation denoted by Eq. (2) and the 2nd-rank tensor operators of Eq. (4-6) are analyzed assuming $I_r = T_{7,-7}$. Applying some algebraic procedures, it generates one differential equation as denoted by

$$\frac{1}{36C} \frac{d\rho_{8,1}}{dt} = J^{(7)} \rho_{8,1},$$

(A1)

where the seventh order superoperator is denoted by $J^{(7)} = -21J_1 - 7J_2$. By the mathematical procedures to solve differential equations, the solution for the density matrix element is denoted as

$$\rho_{8,1}(t) = \exp\left[ -R_1^{(7)}(t - t_0) \right] \rho_{8,1}(t_0),$$

where the relaxation rate of 7th order is resumed in Tab. IV. The relaxation rate $R_1^{(7)}$ matches with a previous study assessing multiple quantum coherences of Cs+ bound to a crown ether (18-crown-6). The relaxation rate $R_1^{(7)}$ is proportional to the relaxation rate of Eq. (A9) of Ref. 40.

Sixth coherence order: Redfield’s theory performed to compute the density matrix elements of 6th order are denoted by $\rho_{7,1}(t)$ and $\rho_{8,2}(t)$. To achieve this task, Redfield’s equation denoted by Eq. (2) and the 2nd-rank tensor operator of Eq. (4-6) are analyzed assuming $I_r = T_{6,-6}$ and $I_r = T_{7,-7}$. The execution of mathematical procedures as discussed some paragraphs above generates a linear system of differential equations, it can be represented using matrix notation

$$\frac{1}{36C} \begin{bmatrix} \frac{d\rho_{7,1}}{dt} \\ \frac{d\rho_{8,2}}{dt} \end{bmatrix} = J^{(6)} \begin{bmatrix} \rho_{7,1} \\ \rho_{8,2} \end{bmatrix},$$

where the sixth order superoperator is denoted by

$$J^{(6)} = \begin{bmatrix} -9J_0 - 29J_1 - 11J_2 & -21J_1 \\ -21J_1 & -9J_0 - 29J_1 - 11J_2 \end{bmatrix}.$$  

Next, by performing the fundamentals on differential equations is needed to find a transformation matrix $W^{(6)}$ that diagonalizes the superoperator and also must satisfy the property $W^{(6)}W^{(6)} = W^{(6)}W^{(6)} = I$, where $I$ denotes the identity matrix. In this case, the transformation $W^{(6)}$ is denoted matrixically by

$$W^{(6)} = \begin{bmatrix} W^{(6)}_{1,1} & W^{(6)}_{1,2} \\ W^{(6)}_{2,1} & W^{(6)}_{2,2} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} -1 & 1 \\ 1 & 1 \end{bmatrix},$$

and the inverse transformation $W^{(6)}$ using the matrix notation is represented by

$$W^{(6)} = \begin{bmatrix} W^{(6)}_{1,1} & W^{(6)}_{1,2} \\ W^{(6)}_{2,1} & W^{(6)}_{2,2} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} -1 & 1 \\ 1 & 1 \end{bmatrix}.$$  

Therefore, the solutions are written in an extended form

$$\rho_{7,1}(t) = W^{(6)}_{1,1} \exp\left[ -R_1^{(6)}(t - t_0) \right] \bar{\rho}_1(t_0) + W^{(6)}_{1,2} \exp\left[ -R_1^{(6)}(t - t_0) \right] \bar{\rho}_2(t_0),$$

$$\rho_{8,2}(t) = W^{(6)}_{2,1} \exp\left[ -R_1^{(6)}(t - t_0) \right] \bar{\rho}_1(t_0) + W^{(6)}_{2,2} \exp\left[ -R_1^{(6)}(t - t_0) \right] \bar{\rho}_2(t_0),$$

where the relaxation rates of 6th order are resumed the eigenvalue interpretation in Tab. IV. Also, the relaxation rate $R_1^{(6)}$ is proportional to one other and denoted by Eq. (A8) in Ref. 40.

Let us introduce a general notation to represent the solutions for any density matrix element. Considering a subscript index $p \equiv \{1, 2\}$ to represent the number of solutions of the linear system, such that it matches with the index used to represent the columns of the transfor-
mation. Therefore, the solution can be rewritten as

\[ \rho_{7,1}(t) = \sum_{p=1}^{2} W_{1,p}^{(6)} \exp \left[ -R_p^{(6)}(t-t_0) \right] \tilde{\rho}_p(t_0), \quad (A2) \]

\[ \rho_{8,2}(t) = \sum_{p=1}^{2} W_{2,p}^{(6)} \exp \left[ -R_p^{(6)}(t-t_0) \right] \tilde{\rho}_p(t_0). \quad (A3) \]

Also, considering another subscript index \( n \equiv \{1, 2\} \) to represent the number of linear equations, which matches with the subscript index of the transformation row number. Both subscript indices can be bounded using a practical rule that depends on the spin value \( I \) and the coherence order value \( q \) such that they are denoted by \( p_{\text{max}}, n_{\text{max}} = 2I + 1 - q \). In this case, coherence order is \( q = 6 \) then the linear system can be simplified by the mathematical expression

\[ \rho_{q+n,n}(t) = \sum_{p=1}^{p_{\text{max}}} W_{n,p}^{(q)} \exp \left[ -R_p^{(q)}(t-t_0) \right] \tilde{\rho}_p(t_0), \quad (A4) \]

and this expression will be very useful to represent any density matrix element below and even the main diagonal elements. Another important definition is about the initial conditions \( \tilde{\rho}_p(t_0) \) represented at their matrix notation

\[ \begin{bmatrix} \tilde{\rho}_1(t_0) \\ \tilde{\rho}_2(t_0) \end{bmatrix} = \begin{bmatrix} W_{1,1}^{(6)} & W_{1,2}^{(6)} \\ W_{2,1}^{(6)} & W_{2,2}^{(6)} \end{bmatrix} \begin{bmatrix} \rho_{7,1}(t_0) \\ \rho_{8,2}(t_0) \end{bmatrix}, \]

where the initial parameters depend on the density matrix elements of the initial quantum state. The initial parameters for any coherence order

\[ \tilde{\rho}_p(t_0) = \sum_{n=1}^{n_{\text{max}}} W_{p,n}^{(q)} \rho_{q+n,n}(t_0), \quad (A5) \]

therefore, the most interesting equations in this generalization procedure are the Eqs. (A4) and (A5). These both equations will be applied to other set of density matrix elements; consequently, if the transformation \( W^{(6)} \) and \( W^{(6)} \) are well established then the density matrix elements will be well defined.

---

**Fifth coherence order**: The density matrix elements of 5th order with the elements of the density matrix denoted as \( \rho_{6,1}(t), \rho_{7,2}(t) \) and \( \rho_{8,3}(t) \) can be represented with the Eq. (A4) and (A5) such that the subscript indices \( p \equiv \{1, 2, 3\}, \ n \equiv \{1, 2, 3\} \) and the coherence order \( q = 5 \). With this notation only the transformation \( W^{(5)} \) is denoted explicitly by

\[ W^{(5)} = \begin{bmatrix} W_{1,1}^{(5)} & W_{1,2}^{(5)} & W_{1,3}^{(5)} \\ W_{2,1}^{(5)} & W_{2,2}^{(5)} & W_{2,3}^{(5)} \\ W_{3,1}^{(5)} & W_{3,2}^{(5)} & W_{3,3}^{(5)} \end{bmatrix} = \frac{1}{\sqrt{26}} \begin{bmatrix} \sqrt{\sigma_1^2 + 1} & -\sqrt{\sigma_2^2 + 1} & \sqrt{\sigma_1^2 + 1} \\ -\sqrt{\sigma_3^2 + 1} & \sqrt{\sigma_1^2 + 1} & -\sqrt{\sigma_3^2 + 1} \end{bmatrix}, \]

and the inverse transformation denoted by \( \hat{W}^{(5)} \) is

\[ \hat{W}^{(5)} = \begin{bmatrix} \hat{W}_{1,1}^{(5)} & \hat{W}_{1,2}^{(5)} & \hat{W}_{1,3}^{(5)} \\ \hat{W}_{2,1}^{(5)} & \hat{W}_{2,2}^{(5)} & \hat{W}_{2,3}^{(5)} \\ \hat{W}_{3,1}^{(5)} & \hat{W}_{3,2}^{(5)} & \hat{W}_{3,3}^{(5)} \end{bmatrix} = \frac{1}{\sqrt{26}} \begin{bmatrix} \sqrt{\sigma_1^2 + 1} & -\sqrt{\sigma_3^2 + 1} & \sqrt{\sigma_2^2 + 1} \\ -\sqrt{\sigma_3^2 + 1} & \sqrt{\sigma_1^2 + 1} & -\sqrt{\sigma_2^2 + 1} \end{bmatrix}, \]

where the constant coefficients are denoted by

\[ a_1 = \frac{25J_0 + 656J_1 - 5J_2 - 13\sqrt{625J_0^2 - 800J_0J_1 - 250J_0J_2 + 2944J_1^2 + 160J_1J_2 + 25J_2^2}}{10\sqrt{42}(5J_0 + 4J_1 + J_2)}, \]

\[ b_1 = \frac{25J_0 + 656J_1 - 5J_2 - 13\sqrt{625J_0^2 - 800J_0J_1 - 250J_0J_2 + 2944J_1^2 + 160J_1J_2 + 25J_2^2}}{10\sqrt{42}(5J_0 + 4J_1 + J_2)}, \]

and following the general notation of Eq. (A4), the fifth order density matrix elements are denoted by

\[ \rho_{6,1}(t) = \hat{W}_{1,1}^{(5)} \exp \left[ -R_1^{(5)}(t-t_0) \right] \tilde{\rho}_1(t_0) + \hat{W}_{1,2}^{(5)} \exp \left[ -R_2^{(5)}(t-t_0) \right] \tilde{\rho}_2(t_0) + \hat{W}_{1,3}^{(5)} \exp \left[ -R_3^{(5)}(t-t_0) \right] \tilde{\rho}_3(t_0), \]

\[ \rho_{7,2}(t) = \hat{W}_{2,1}^{(5)} \exp \left[ -R_1^{(5)}(t-t_0) \right] \tilde{\rho}_1(t_0) + \hat{W}_{2,2}^{(5)} \exp \left[ -R_3^{(5)}(t-t_0) \right] \tilde{\rho}_3(t_0), \]

\[ \rho_{8,3}(t) = \hat{W}_{3,1}^{(5)} \exp \left[ -R_1^{(5)}(t-t_0) \right] \tilde{\rho}_1(t_0) + \hat{W}_{3,2}^{(5)} \exp \left[ -R_2^{(5)}(t-t_0) \right] \tilde{\rho}_2(t_0) + \hat{W}_{3,3}^{(5)} \exp \left[ -R_3^{(5)}(t-t_0) \right] \tilde{\rho}_3(t_0), \]

where the relaxation rates of 5th order are resumed at their eigenvalue notation in Tab. IV. Also, the relaxation rate \( R_1^{(5)} \) and \( R_3^{(5)} \) are analytical and compatible solutions of the relaxation operator denoted at Eq. (A7a) of Ref. 40.
| \( n \) | \( k \) | \text{Eigenvalues } \lambda_k^{(n)} \text{ of Redfield's superoperator } \mathcal{J}^{(n)} |
|---|---|---|
| 7 | 1 | \(- (21J_1 + 7J_2)\) |
| 6 | 1 | \(- (9J_0 + 8J_1 + 11J_2)\) |
| 2 | \(- (9J_0 + 50J_1 + 11J_2)\) |
| 5 | 1 | \(- \frac{25}{7} J_0 - 29J_1 - \frac{25}{7} J_2 - \frac{1}{2} \sqrt{625J_0^2 - 800J_0J_1 - 250J_0J_2 + 2944J_1^2 + 160J_1J_2 + 25J_2^2}\) |
| 2 | \(- 25J_0 - 21J_1 - 24J_2\) |
| 3 | \(- \frac{25}{7} J_0 - 29J_1 - \frac{25}{7} J_2 + \frac{1}{2} \sqrt{625J_0^2 - 800J_0J_1 - 250J_0J_2 + 2944J_1^2 + 160J_1J_2 + 25J_2^2}\) |
| 4 | \(- 20J_0 - 29J_1 - 21J_2 - \sqrt{256(J_0 - J_1)^2 + 105 (J_1 - J_2)^2}\) |
| 2 | \(- 20J_0 - 29J_1 - 21J_2 + \sqrt{256(J_0 - J_1)^2 + 105 (J_1 - J_2)^2}\) |
| 3 | \(- 20J_0 - 13J_1 - 21J_2 - \sqrt{256J_0^2 + 105 (J_1 + J_2)^2}\) |
| 4 | \(- 20J_0 - 13J_1 - 21J_2 + \sqrt{256J_0^2 + 105 (J_1 + J_2)^2}\) |
| 3 | 1 | \(\epsilon_1^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| 2 | \(- 9J_0 - 21J_1 - 40J_2\) |
| 3 | \(\lambda_3^{(3)}(\alpha, \beta, \gamma)\) |
| 4 | \(- 36J_0 - 13J_1 - 21J_2\) |
| 5 | \(\xi_5^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| \(\gamma = -6804J_0^2 J_1 - 8748J_0^2 J_2 - 12573J_0 J_1^2 - 35100J_0J_1J_2 - 12\ 0036J_0 J_2^2 - 3653J_1^2 - 16002J_1 J_2 - 13947J_1 J_2^2 - 2870J_2^2,\) |
| \(\beta = 324J_0^2 + 1818J_0 J_1 + 1764J_0 J_2 + 827J_1^2 + 2140J_1 J_2 + 767J_2^2,\) |
| \(\alpha = -45J_0 - 55J_1 - 58J_2.\) |
| 3 | 1 | \(\epsilon_1^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| 2 | \(\epsilon_2^{(3)}(\alpha, \beta, \lambda_k^{(3)})\) |
| 3 | \(\epsilon_3^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| 4 | \(\epsilon_4^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| 5 | \(\epsilon_5^{(3)}(\alpha, \beta, \lambda_k^{(3)})\) |
| 6 | \(\epsilon_6^{(3)}(\alpha, \beta, \gamma, \lambda_k^{(3)})\) |
| \(\gamma_A = -225J_0^2 J_1 - 4764J_0 J_1^2 - 7753J_0 J_2^2 - 13188J_0J_1J_2 - 37020J_0J_1J_2 - 15783J_0 J_1^2 - 6048J_1^2 - 26292J_1 J_2 - 21552J_1 J_2^2 - 4575J_2^2,\) |
| \(\beta_A = 259J_0^2 + 1368J_0 J_1 + 1874J_0 J_2 + 1092J_1^2 + 2940J_1 J_2 + 1287J_2^2,\) |
| \(\alpha_A = -35J_0 - 60J_1 - 73J_2,\) |
| \(\gamma_B = -225J_0^2 - 2514J_0 J_1 - 7753J_0 J_2^2 - 6048J_0 J_1^2 - 29240J_0J_1J_2 - 15783J_0 J_1^2 + 2688J_1^2 - 17472J_1 J_2 - 25702J_1 J_2^2 - 4575J_2^2,\) |
| \(\beta_B = 259J_0^2 + 1028J_0 J_1 + 1874J_0 J_2 + 672J_1^2 + 2520J_1 J_2 + 1287J_2^2,\) |
| \(\alpha_B = -35J_0 - 50J_1 - 73J_2.\) |

**TABLE IV.** The list of eigenvalues of each Redfield's superoperator \( \mathcal{J}^{(n)} \) for the spin \( I = 7/2 \) with \( n \) means the coherence order, \( k \) means an index to distinguish the eigenvalue at each order. Some eigenvalues depend on the mathematical expression \( \lambda_k^{(n)}(\alpha, \beta, \gamma) = \frac{3}{2} - 3 \cdot \frac{\alpha^3 + \beta \alpha}{6} - \frac{\alpha^2 \beta}{4} + \frac{\beta^3}{4} + \frac{\alpha^2 \gamma}{4} + \frac{\beta \alpha \gamma}{4} + \frac{\gamma^2}{4} - 3 \cdot \frac{\alpha^3 + \beta \gamma}{6} - \frac{\alpha^2 \beta}{4} + \frac{\beta^3}{4} + \frac{\alpha^2 \gamma}{4} + \frac{\beta \alpha \gamma}{4} + \frac{\gamma^2}{4}, \)

\( \epsilon_k^{(n)}(\alpha, \beta, \gamma, \lambda_k^{(n)}) = -\frac{\lambda_k^{(n)} - \alpha}{2} + \sqrt{\left(\frac{\lambda_k^{(n)} - \alpha}{2}\right)^2 - \frac{\gamma}{\lambda_k^{(n)}}}, \)

and \( \xi_k^{(n)}(\alpha, \beta, \gamma, \lambda_k^{(n)}) = -\frac{\lambda_k^{(n)} - \alpha}{2} - \sqrt{\left(\frac{\lambda_k^{(n)} - \alpha}{2}\right)^2 - \frac{\gamma}{\lambda_k^{(n)}}}. \)

Each eigenvalue displayed in this table corresponds with the relaxation rates as denoted by \( R_k^{(n)} = -C \lambda_k^{(n)}. \)

*Fourth coherence order:* the density matrix elements of 4th order denoted as \( \rho_{5,1}(t), \rho_{6,2}(t), \rho_{7,3}(t) \) and \( \rho_{8,4}(t) \) can be represented with the Eq. (A4) and (A5) such that the subscript indices \( p, n \) and \( q \) obey the values \( p \equiv \{1, 2, 3, 4\}, \)

\( n \equiv \{1, 2, 3, 4\} \) and the coherence order \( q = 4 \). With this notation in hands, the transformation matrix \( W^{(4)} \) must be
resumed in matrix notation as denoted explicitly by

\[
W^{(4)} = \begin{bmatrix}
W_{1,1}^{(4)} & W_{1,2}^{(4)} & W_{1,3}^{(4)} & W_{1,4}^{(4)} \\
W_{2,1}^{(4)} & W_{2,2}^{(4)} & W_{2,3}^{(4)} & W_{2,4}^{(4)} \\
W_{3,1}^{(4)} & W_{3,2}^{(4)} & W_{3,3}^{(4)} & W_{3,4}^{(4)} \\
W_{4,1}^{(4)} & W_{4,2}^{(4)} & W_{4,3}^{(4)} & W_{4,4}^{(4)}
\end{bmatrix} = \frac{1}{\sqrt{2}}
\begin{bmatrix}
\frac{a_1+1}{a_1-b_1} & -\frac{b_1+1}{a_1-b_1} & \frac{a_1+1}{a_1-b_1} & -\frac{b_1+1}{a_1-b_1} \\
\frac{b_1+1}{a_1-b_1} & \frac{a_1+1}{a_1-b_1} & -\frac{b_1+1}{a_1-b_1} & \frac{a_1+1}{a_1-b_1} \\
\frac{a_2+1}{a_2-b_2} & -\frac{b_2+1}{a_2-b_2} & \frac{a_2+1}{a_2-b_2} & -\frac{b_2+1}{a_2-b_2} \\
\frac{b_2+1}{a_2-b_2} & \frac{a_2+1}{a_2-b_2} & -\frac{b_2+1}{a_2-b_2} & \frac{a_2+1}{a_2-b_2}
\end{bmatrix},
\]

and the inverse transformation \(W^{(4)}\) denoted by

\[
W^{(4)} = \begin{bmatrix}
W_{1,1}^{(4)} & W_{1,2}^{(4)} & W_{1,3}^{(4)} & W_{1,4}^{(4)} \\
W_{2,1}^{(4)} & W_{2,2}^{(4)} & W_{2,3}^{(4)} & W_{2,4}^{(4)} \\
W_{3,1}^{(4)} & W_{3,2}^{(4)} & W_{3,3}^{(4)} & W_{3,4}^{(4)} \\
W_{4,1}^{(4)} & W_{4,2}^{(4)} & W_{4,3}^{(4)} & W_{4,4}^{(4)}
\end{bmatrix} = \frac{1}{\sqrt{2}}
\begin{bmatrix}
\frac{a_1}{1} & \frac{b_1}{1} & -\frac{1}{1} & -\frac{1}{1} \\
\frac{1}{1} & \frac{a_1}{1} & -\frac{1}{1} & -\frac{b_2}{1} \\
\frac{1}{1} & \frac{1}{1} & \frac{a_2}{1} & -\frac{b_2}{1} \\
\frac{1}{1} & \frac{b_2}{1} & \frac{1}{1} & \frac{1}{1}
\end{bmatrix},
\]

where the \(a_1, b_1, a_2,\) and \(b_2\) coefficients are denoted by

\[
\begin{align*}
a_1 &= \frac{16J_0 - 16J_1 + \sqrt{256(J_0 - J_1)^2 + 105(J_1 - J_2)^2}}{\sqrt{105}(J_1 - J_2)}, \\
b_1 &= \frac{16J_0 - 16J_1 - \sqrt{256(J_0 - J_1)^2 + 105(J_1 - J_2)^2}}{\sqrt{105}(J_1 - J_2)}, \\
a_2 &= \frac{-16J_0 + \sqrt{256J_0^2 + 105(J_1 - J_2)^2}}{\sqrt{105}(J_1 + J_2)}, \\
b_2 &= \frac{-16J_0 - \sqrt{256J_0^2 + 105(J_1 + J_2)^2}}{\sqrt{105}(J_1 + J_2)}
\end{align*}
\]

therefore, applying the general notation of Eq. (A4) and considering the initial time \(t_0 = 0\), the fourth order density matrix elements are denoted by

\[
\begin{align*}
\rho_{5,1} (t) &= W_{1,1}^{(4)} \exp[-R_{1}^{(4)} t] \tilde{\rho}_1 (0) + W_{1,2}^{(4)} \exp[-R_{2}^{(4)} t] \tilde{\rho}_2 (0) + W_{1,3}^{(4)} \exp[-R_{3}^{(4)} t] \tilde{\rho}_3 (0) + W_{1,4}^{(4)} \exp[-R_{4}^{(4)} t] \tilde{\rho}_4 (0), \\
\rho_{6,2} (t) &= W_{2,1}^{(4)} \exp[-R_{1}^{(4)} t] \tilde{\rho}_1 (0) + W_{2,2}^{(4)} \exp[-R_{2}^{(4)} t] \tilde{\rho}_2 (0) + W_{2,3}^{(4)} \exp[-R_{3}^{(4)} t] \tilde{\rho}_3 (0) + W_{2,4}^{(4)} \exp[-R_{4}^{(4)} t] \tilde{\rho}_4 (0), \\
\rho_{7,3} (t) &= W_{3,1}^{(4)} \exp[-R_{1}^{(4)} t] \tilde{\rho}_1 (0) + W_{3,2}^{(4)} \exp[-R_{2}^{(4)} t] \tilde{\rho}_2 (0) + W_{3,3}^{(4)} \exp[-R_{3}^{(4)} t] \tilde{\rho}_3 (0) + W_{3,4}^{(4)} \exp[-R_{4}^{(4)} t] \tilde{\rho}_4 (0), \\
\rho_{8,4} (t) &= W_{4,1}^{(4)} \exp[-R_{1}^{(4)} t] \tilde{\rho}_1 (0) + W_{4,2}^{(4)} \exp[-R_{2}^{(4)} t] \tilde{\rho}_2 (0) + W_{4,3}^{(4)} \exp[-R_{3}^{(4)} t] \tilde{\rho}_3 (0) + W_{4,4}^{(4)} \exp[-R_{4}^{(4)} t] \tilde{\rho}_4 (0),
\end{align*}
\]

where the relaxation rates of 4th order are resumed at their eigenvalue notation in Tab. IV. Also, the relaxation rates \(R_3^{(4)}\) and \(R_4^{(4)}\) are analytical and compatible solutions of the relaxation operator denoted at Eq. (A6a) of Ref. 49. The relaxation rates \(R_1^{(4)}\) and \(R_2^{(4)}\) are the new ones introduced to describe the dynamics of 4th coherence order density matrix elements.

Third coherences order: the density matrix elements of 3th order denoted as \(\rho_{4,1} (t), \rho_{5,2} (t), \rho_{6,3} (t), \rho_{7,4} (t),\) and \(\rho_{8,5} (t)\) can be represented with the Eq. (A4) and (A5) such that the subscript indices \(p, n\) and \(q\) obey the values \(p \equiv \{1, 2, 3, 4, 5\}, n \equiv \{1, 2, 3, 4, 5\}\) and the coherence order \(q = 3\). With this notation in hands, the transformation
\( W^{(3)} \) must be resumed in matrix notation as denoted explicitly by

\[
W^{(3)} = \begin{bmatrix}
\sqrt{3} (y_3 - y_2) + \sqrt{3} (y_2 - y_1) + 2 \sqrt{3} (x_3 - x_2) & \sqrt{3} (y_3 - y_2) - \sqrt{3} (y_1 - y_3) + 2 \sqrt{3} (x_1 - x_3) & \sqrt{3} (y_1 - y_3) - \sqrt{3} (y_2 - y_1) + 2 \sqrt{3} (x_2 - x_1) \\
\sqrt{3} (y_3 - y_2) + \sqrt{3} (y_2 - y_1) - \sqrt{3} (y_1 - y_3) - 2 \sqrt{3} (x_3 - x_2) & \sqrt{3} (y_3 - y_2) - \sqrt{3} (y_1 - y_3) + 2 \sqrt{3} (x_1 - x_3) & \sqrt{3} (y_1 - y_3) - \sqrt{3} (y_2 - y_1) + 2 \sqrt{3} (x_2 - x_1) \\
\sqrt{3} (y_3 - y_2) + \sqrt{3} (y_2 - y_1) - \sqrt{3} (y_1 - y_3) + 2 \sqrt{3} (x_3 - x_2) & \sqrt{3} (y_3 - y_2) - \sqrt{3} (y_1 - y_3) - 2 \sqrt{3} (x_1 - x_3) & \sqrt{3} (y_1 - y_3) - \sqrt{3} (y_2 - y_1) - 2 \sqrt{3} (x_2 - x_1) \\
\end{bmatrix}
\]

and the inverse transformation \( W^{(3)} \) denoted by

\[
W^{(3)} = \begin{bmatrix}
\sqrt{6} x_1 + \sqrt{54} y_1 + \sqrt{715} z_1 & 0 & 0 \\
\sqrt{264} x_1 - \sqrt{78} y_1 - \sqrt{330} z_1 & \sqrt{264} x_1 - \sqrt{78} y_1 - \sqrt{330} z_1 & \sqrt{264} x_1 - \sqrt{78} y_1 - \sqrt{330} z_1 \\
\sqrt{6} x_1 + \sqrt{54} y_1 + \sqrt{715} z_1 & 0 & 0 \\
\end{bmatrix}
\]

where the cartesian parameters are denoted by

\[
r_k = \begin{bmatrix} x_k \\ y_k \\ z_k \end{bmatrix} = \frac{1}{\sqrt{\xi_4^2 (\lambda^{(3)}_k - \xi_3)^2 + (\lambda^{(3)}_k - \xi_1)^2 (\lambda^{(3)}_k - \xi_3)^2 + \xi_5^2 (\lambda^{(3)}_k - \xi_1)^2}} \begin{bmatrix} \xi_4 (\lambda^{(3)}_k - \xi_3) \\ (\lambda^{(3)}_k - \xi_1) (\lambda^{(3)}_k - \xi_3) \\ \xi_5 (\lambda^{(3)}_k - \xi_1) \end{bmatrix}
\]

with the subscript indices are \( k = 1, 3, 5 \) and the \( \xi_* \)-parameters are resumed by

\[
\begin{align*}
\xi_1 &= -12 J_0 - 29 J_1 - 9 J_2 \\
\xi_2 &= \frac{1}{13} (-339 J_0 - 225 J_1 - 476 J_2), \\
\xi_3 &= \frac{1}{13} (-90 J_0 - 113 J_1 - 161 J_2), \\
\xi_4 &= \sqrt{\frac{208}{11} (-3J_0 + 2J_1 + J_2),} \\
\xi_5 &= -\frac{\sqrt{210}}{1859} (27 J_0 + 4 J_1 - 31 J_2),
\end{align*}
\]

therefore, applying the general notation of Eq. (A4) and considering the initial time \( t_0 = 0 \), the third order density
matrix elements are denoted by

\[
ρ_{4,1}(t) = \mathbb{W}^{(3)}_{1,1} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{1}(0) + \mathbb{W}^{(3)}_{1,3} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{3}(0) + \mathbb{W}^{(3)}_{1,4} \exp \left[ -R_{4}^{(1)} t \right] \tilde{ρ}_{4}(0) + \mathbb{W}^{(3)}_{1,5} \exp \left[ -R_{5}^{(1)} t \right] \tilde{ρ}_{5}(0),
\]

\[
ρ_{5,2}(t) = \mathbb{W}^{(3)}_{2,1} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{1}(0) + \mathbb{W}^{(3)}_{2,2} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{2}(0) + \mathbb{W}^{(3)}_{2,3} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{3}(0) + \mathbb{W}^{(3)}_{2,5} \exp \left[ -R_{5}^{(1)} t \right] \tilde{ρ}_{5}(0),
\]

\[
ρ_{6,3}(t) = \mathbb{W}^{(3)}_{3,1} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{1}(0) + \mathbb{W}^{(3)}_{3,3} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{3}(0) + \mathbb{W}^{(3)}_{3,5} \exp \left[ -R_{5}^{(1)} t \right] \tilde{ρ}_{5}(0),
\]

\[
ρ_{7,4}(t) = \mathbb{W}^{(3)}_{4,1} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{1}(0) + \mathbb{W}^{(3)}_{4,3} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{3}(0) + \mathbb{W}^{(3)}_{4,4} \exp \left[ -R_{4}^{(1)} t \right] \tilde{ρ}_{4}(0) + \mathbb{W}^{(3)}_{4,5} \exp \left[ -R_{5}^{(1)} t \right] \tilde{ρ}_{5}(0),
\]

\[
ρ_{8,5}(t) = \mathbb{W}^{(3)}_{5,1} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{1}(0) + \mathbb{W}^{(3)}_{5,3} \exp \left[ -R_{3}^{(1)} t \right] \tilde{ρ}_{3}(0) + \mathbb{W}^{(3)}_{5,4} \exp \left[ -R_{4}^{(1)} t \right] \tilde{ρ}_{4}(0) + \mathbb{W}^{(3)}_{5,5} \exp \left[ -R_{5}^{(1)} t \right] \tilde{ρ}_{5}(0),
\]

where the relaxation rates of 3th order are resumed at their eigenvalue notation in Tab. IV. Also, the relaxation rates \(R_{1}^{(3)}, R_{3}^{(3)}\) and \(R_{5}^{(3)}\) are analytical and compatible solutions of the relaxation operator denoted at Eq. (A5a) of Ref.40. The relaxation rates \(R_{2}^{(4)}\) and \(R_{4}^{(4)}\) are the new ones introduced to describe the dynamics of 3th coherence order density matrix elements.

Second coherence order: the density matrix elements of 2th order denoted as \(ρ_{3,1}(t), ρ_{4,2}(t), ρ_{5,3}(t), ρ_{6,4}(t), ρ_{7,5}(t)\) and \(ρ_{8,6}(t)\) can be represented with the Eq. (A4) and (A5) such that the subscript indices \(p, n\) and \(q\) obey the values \(p \equiv \{1, 2, 3, 4, 5, 6\}, n \equiv \{1, 2, 3, 4, 5, 6\}\) and the coherence order \(q = 2\). With this notation in hands, the transformation \(\bar{W}^{(2)}\) must be resumed in matrix notation as denoted by

\[
\mathbb{W}^{(2)} = \begin{bmatrix}
\frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 & 0 & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 \\
0 & 0 & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 \\
0 & 0 & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 & \frac{x_{9} y_{2} - x_{9} y_{2}}{M_{1,2,5}} & 0 \\
\frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0 & 0 & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0 \\
0 & 0 & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0 & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0 \\
0 & 0 & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0 & \frac{x_{2} y_{2} - x_{2} y_{2}}{M_{1,2,5}} & 0
\end{bmatrix}
\]

\[
M_{1,2,5} = x_{5} y_{1} z_{2} - x_{5} y_{2} z_{1} - y_{5} x_{1} z_{2} + y_{5} x_{2} z_{1} + z_{5} x_{1} y_{2} - z_{5} x_{2} y_{1},
\]

\[
M_{3,4,6} = x_{3} y_{4} z_{6} - x_{3} y_{6} z_{4} - x_{4} y_{3} z_{6} + x_{4} y_{6} z_{3} + y_{3} x_{6} z_{4} - y_{3} x_{4} z_{6}
\]

and the inverse transformation denoted by \(\bar{W}^{(2)}\) is

\[
\bar{W}^{(2)} = \begin{bmatrix}
\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} \\
\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} \\
\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} \\
\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} \\
\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}} & \frac{\sqrt{7}}{\sqrt{69}} & -\frac{\sqrt{7}}{\sqrt{69}}
\end{bmatrix}
\]

\[
x_{1} x_{2} 0 0 0 x_{5} 0 \\
y_{1} y_{2} 0 0 0 y_{5} 0 \\
0 0 x_{3} x_{4} 0 0 x_{6} \\
0 0 y_{3} y_{4} 0 0 y_{6} \\
z_{1} z_{2} 0 0 z_{5} 0 \\
0 0 z_{3} z_{4} 0 0 z_{6}
\]

where the cartesian parameters are denoted by

\[
r = \begin{bmatrix}
x_{k} \\
y_{k} \\
z_{k}
\end{bmatrix} = \frac{1}{\sqrt{\xi_{1}^{2} \left( \lambda_{k}^{(2)} - \xi_{2} \right)^{2} + \xi_{5}^{2} \left( \lambda_{k}^{(2)} - \xi_{1} \right)^{2} + \left( \lambda_{k}^{(2)} - \xi_{1} \right)^{2} \left( \lambda_{k}^{(2)} - \xi_{2} \right)^{2}}} \begin{bmatrix}
\xi_{4} \left( \lambda_{k}^{(2)} - \xi_{2} \right) \\
\xi_{5} \left( \lambda_{k}^{(2)} - \xi_{1} \right) \\
\left( \lambda_{k}^{(2)} - \xi_{1} \right) \left( \lambda_{k}^{(2)} - \xi_{2} \right)
\end{bmatrix},
\]

such that the computation of those components for the subscript index \(k = 1, 2, 5\) must be used the set of \(\xi_{*}\)-parameters found at the left hand side of Eq. (A6), and for the subscript index \(k = 3, 4, 6\) must be used the ones found at the right hand side of Eq. (A6).
\[
\begin{align*}
\begin{cases}
\xi_1 = -\frac{1}{15} (107 J_0 + 294 J_1 + 369 J_2), \\
\xi_2 = -\frac{1}{5} (55 J_0 + 102 J_1 + 39 J_2), \\
\xi_3 = -\frac{1}{13} (1341 J_0 + 1440 J_1 + 2609 J_2), \\
\xi_4 = -\frac{1}{66} \sqrt{2} (J_0 + J_1 - 2 J_2), \\
\xi_5 = -\frac{1}{55} (2 J_0 - J_1 - 3 J_2), \\
\end{cases}
\end{align*}
\] (A6)

Therefore, applying the general notation of Eq. (A4), the second order density matrix elements are denoted by

\[
\rho_{2+n,n} (t) = \sum_{p=1}^{6} W_{n,p}^{(2)} \exp \left( -R_p^{(2)} (t - t_0) \right) \tilde{\rho}_p (t_0),
\]

where the relaxation rates of 2th order are resumed at their eigenvalue notation in Tab. IV. Also, the relaxation rates \( R_1^{(2)}, R_2^{(2)} \) and \( R_3^{(2)} \) are analytical and compatible solutions of the relaxation operator denoted at Eq. (A4a) of Ref. 40. The relaxation rates \( R_1^{(2)}, R_2^{(2)} \) and \( R_3^{(2)} \) are the new ones introduced to describe the dynamics of 2th coherence order density matrix elements.

One of the main characteristics on the solution of the 2nd coherence order elements points out on the transformation matrix which explicitly depend on the multiplication of two transformations, one depending only on constant elements and the other one depending on the spectral density functions.

The other one characteristic arises on the transformation that depends on the cartesian parameters, highlighting its 6 \( \times \) 6 dimension, which apparently is hard to diagonalize analytically. In this particular case, and by algebraic procedures, it was possible to decompose on two transformations with 3 \( \times \) 3 dimensions each, which is clearly observed at its matrix notation. From the fundamentals of algebra, there are some procedures to solve linear systems of lower orders, as 3 \( \times \) 3 dimensions, and they were used to solve them. By similar arguments were found the solutions of the 3rd coherence order.

**First coherences order:** The density matrix elements of 1st order denoted as \( \rho_{2,1} (t), \rho_{3,2} (t), \rho_{4,3} (t), \rho_{5,4} (t), \rho_{6,5} (t), \rho_{7,6} (t), \) and \( \rho_{8,7} (t) \) can be represented with the Eq. (A4) and (A5) such that the subscript indices \( p, n \) and \( q \) obey the values \( p \equiv \{ 1, 2, 3, 4, 5, 6, 7 \}, n \equiv \{ 1, 2, 3, 4, 5, 6, 7 \} \) and the coherence order \( q = 1 \). With this notation in hands, the transformation \( W^{(1)} \) is the multiplication of the transformation \( V^{(1)} \) with elements \( V_{j,k}^{(1)} \) and the transformation \( U^{(1)} \) with constant elements \( U_{j,k}^{(1)} \). Both of them are denoted \( W^{(1)} = V^{(1)} U^{(1)} \) and in matrix notation by

\[
W^{(1)} = \begin{bmatrix}
V_{1,1}^{(1)} & V_{1,2}^{(1)} & V_{1,3}^{(1)} & V_{1,4}^{(1)} & V_{1,5}^{(1)} & V_{1,6}^{(1)} & V_{1,7}^{(1)} \\
V_{2,1}^{(1)} & V_{2,2}^{(1)} & V_{2,3}^{(1)} & V_{2,4}^{(1)} & V_{2,5}^{(1)} & V_{2,6}^{(1)} & V_{2,7}^{(1)} \\
V_{3,1}^{(1)} & V_{3,2}^{(1)} & V_{3,3}^{(1)} & V_{3,4}^{(1)} & V_{3,5}^{(1)} & V_{3,6}^{(1)} & V_{3,7}^{(1)} \\
V_{4,1}^{(1)} & V_{4,2}^{(1)} & V_{4,3}^{(1)} & V_{4,4}^{(1)} & V_{4,5}^{(1)} & V_{4,6}^{(1)} & V_{4,7}^{(1)} \\
V_{5,1}^{(1)} & V_{5,2}^{(1)} & V_{5,3}^{(1)} & V_{5,4}^{(1)} & V_{5,5}^{(1)} & V_{5,6}^{(1)} & V_{5,7}^{(1)} \\
V_{6,1}^{(1)} & V_{6,2}^{(1)} & V_{6,3}^{(1)} & V_{6,4}^{(1)} & V_{6,5}^{(1)} & V_{6,6}^{(1)} & V_{6,7}^{(1)} \\
V_{7,1}^{(1)} & V_{7,2}^{(1)} & V_{7,3}^{(1)} & V_{7,4}^{(1)} & V_{7,5}^{(1)} & V_{7,6}^{(1)} & V_{7,7}^{(1)} \\
\end{bmatrix}
\begin{bmatrix}
\sqrt{\frac{7}{66}} & \frac{1}{\sqrt{66}} & -\sqrt{\frac{7}{17}} & -\sqrt{\frac{4}{17}} & -\sqrt{\frac{2}{17}} & \sqrt{\frac{5}{17}} \\
-\sqrt{\frac{7}{66}} & -\frac{1}{\sqrt{66}} & \sqrt{\frac{4}{17}} & \sqrt{\frac{2}{17}} & \sqrt{\frac{5}{17}} \\
-\sqrt{\frac{4}{17}} & \sqrt{\frac{2}{17}} & \frac{1}{\sqrt{2}} & 0 & 0 \\
-\sqrt{\frac{2}{17}} & -\sqrt{\frac{4}{17}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
-\sqrt{\frac{1}{17}} & \sqrt{\frac{1}{17}} & 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & \sqrt{\frac{1}{2}} & 0 & 0 \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \sqrt{\frac{1}{2}} & 0 & 0 \\
\end{bmatrix}
\]

\[
W^{(1)} = \begin{bmatrix}
\sqrt{\frac{21}{66}} & \sqrt{\frac{7}{66}} & \frac{5\sqrt{7}}{2} & -\sqrt{\frac{7}{66}} & -\sqrt{\frac{4}{17}} & -\sqrt{\frac{2}{17}} & \sqrt{\frac{5}{17}} \\
-\sqrt{\frac{21}{66}} & -\sqrt{\frac{7}{66}} & \frac{5\sqrt{7}}{2} & \sqrt{\frac{7}{66}} & \sqrt{\frac{4}{17}} & \sqrt{\frac{2}{17}} & -\sqrt{\frac{5}{17}} \\
\sqrt{\frac{7}{66}} & -\sqrt{\frac{7}{66}} & \frac{5\sqrt{7}}{2} & -\sqrt{\frac{7}{66}} & -\sqrt{\frac{4}{17}} & -\sqrt{\frac{2}{17}} & \sqrt{\frac{5}{17}} \\
\sqrt{\frac{7}{66}} & -\sqrt{\frac{7}{66}} & \frac{5\sqrt{7}}{2} & \sqrt{\frac{7}{66}} & \sqrt{\frac{4}{17}} & \sqrt{\frac{2}{17}} & -\sqrt{\frac{5}{17}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

The transformation matrix \( V^{(1)} \) is used to diagonalize the Redfield’s superoperator \( J^{(1)} \) such that each \( J_{j,k}^{(1)} \) matrix element is resumed in Tab. V. The diagonalization procedure obeys the mathematical equation \( D^{(1)} = V^{(1)} J^{(1)} V^{(1)} \) and the eigenvalues are denoted by \( \lambda_{k}^{(1)} \) which are elements of the diagonal matrix \( D^{(1)} \).
At this stage, the main difficulty to solve analytically the linear system is the nonviable decomposition on transformations with lower dimensions, because the dimensionality can not always be broken into other linear systems of smaller dimensionality. This characteristic was highlighted on spins systems with $I > 2$ and inevitably the analysis must be accomplished by numerical procedures. For this reason, a general notation is considered but the linear system will be used with an experimental implementation as it is explored in Sec. V.

\[ J_{i,k}^{(1)} \]

| $j$ | $k$ | 1 | 2 | 3 |
|-----|-----|---|---|---|
| 1  | $-6J_0 - \frac{52}{3}J_1 - \frac{27}{3}J_2$ | $\frac{7}{3}(J_0 - J_2)\sqrt{66}$ | $-\frac{1}{14}(J_0 - J_2)\sqrt{154}$ | 0 |
| 2  | $-(J_0 - J_2)\sqrt{66}$ | $-\frac{8}{3}J_0 - \frac{8}{3}J_1 - \frac{27}{3}J_2$ | $(\frac{16}{3}J_0 + \frac{8}{3}J_1 + \frac{4}{3}J_2)\sqrt{2}\frac{1}{2}$ | 0 |
| 3  | $-\frac{2}{3}(J_0 - J_2)\sqrt{154}$ | $-\frac{2}{3}J_0 - \frac{2}{3}J_1 + \frac{2}{3}J_2$ | $-\frac{3}{4}(J_0 - J_2)\sqrt{154}$ | 0 |
| 4  | 0 | 0 | 0 | 0 |
| 5  | 0 | 0 | 0 | 0 |
| 6  | $(\frac{20}{135}J_1)\sqrt{546}$ | $(\frac{40}{105}J_1)\sqrt{1001}$ | $(-\frac{20}{135}J_1)\sqrt{429}$ | 0 |
| 7  | $-(\frac{2}{3}J_0 + \frac{2}{3}J_1 - \frac{26}{3}J_2)\sqrt{910}$ | 0 | 0 | 0 |

Table V. Matrix elements of Redfield’s superoperator $J^{(1)}$ used to define the dynamics of the first coherences order of the density matrix elements $\rho_{k+1,k}(t)$ in terms of the spectral density functions $J_0, J_1$ and $J_2$.

Therefore, applying the general notation of Eq. (A4), the first order density matrix elements are denoted by

$$\rho_{1+n,n}(t) = \sum_{p=1}^{q} W_{n,p}^{(1)} \exp \left[ -R_p^{(1)}(t - t_0) \right] \tilde{\rho}_p(t_0),$$ (A8)

where $R_p^{(1)} = -CA_p^{(1)}$ represent the relaxation rates that characterize the dynamics of the first order density matrix elements.

Zero coherences order: the density matrix elements of 0th order denoted as $\rho_{1,1}(t)$, $\rho_{2,2}(t)$, $\rho_{3,3}(t)$, $\rho_{4,4}(t)$, $\rho_{5,5}(t)$, $\rho_{6,6}(t)$, $\rho_{7,7}(t)$, and $\rho_{8,8}(t)$ can be represented with the Eq. (A4) and (A5) such that the subscript indices $p$, $n$ and $q$ obey the values $p \equiv \{1, 2, 3, 4, 5, 6, 7, 8\}$, $n \equiv \{1, 2, 3, 4, 5, 6, 7, 8\}$ and the coherence order $q = 0$. With this notation in hands, the transformation $W^{(0)}$ is the multiplication of the transformation $V^{(0)}$ with elements $V_{j,k}^{(0)}$ and the transformation $U^{(0)}$ with constant elements $U_{j,k}^{(0)}$, such that the transformation $W^{(0)} = V^{(0)}U^{(0)}$ is denoted by

$$W^{(0)} = \begin{bmatrix}
V_{1,1}^{(0)} & V_{1,2}^{(0)} & V_{1,3}^{(0)} & V_{1,4}^{(0)} & V_{1,5}^{(0)} & V_{1,6}^{(0)} & V_{1,7}^{(0)} & V_{1,8}^{(0)} \\
V_{2,1}^{(0)} & V_{2,2}^{(0)} & V_{2,3}^{(0)} & V_{2,4}^{(0)} & V_{2,5}^{(0)} & V_{2,6}^{(0)} & V_{2,7}^{(0)} & V_{2,8}^{(0)} \\
V_{3,1}^{(0)} & V_{3,2}^{(0)} & V_{3,3}^{(0)} & V_{3,4}^{(0)} & V_{3,5}^{(0)} & V_{3,6}^{(0)} & V_{3,7}^{(0)} & V_{3,8}^{(0)} \\
V_{4,1}^{(0)} & V_{4,2}^{(0)} & V_{4,3}^{(0)} & V_{4,4}^{(0)} & V_{4,5}^{(0)} & V_{4,6}^{(0)} & V_{4,7}^{(0)} & V_{4,8}^{(0)} \\
V_{5,1}^{(0)} & V_{5,2}^{(0)} & V_{5,3}^{(0)} & V_{5,4}^{(0)} & V_{5,5}^{(0)} & V_{5,6}^{(0)} & V_{5,7}^{(0)} & V_{5,8}^{(0)} \\
V_{6,1}^{(0)} & V_{6,2}^{(0)} & V_{6,3}^{(0)} & V_{6,4}^{(0)} & V_{6,5}^{(0)} & V_{6,6}^{(0)} & V_{6,7}^{(0)} & V_{6,8}^{(0)} \\
V_{7,1}^{(0)} & V_{7,2}^{(0)} & V_{7,3}^{(0)} & V_{7,4}^{(0)} & V_{7,5}^{(0)} & V_{7,6}^{(0)} & V_{7,7}^{(0)} & V_{7,8}^{(0)} \\
V_{8,1}^{(0)} & V_{8,2}^{(0)} & V_{8,3}^{(0)} & V_{8,4}^{(0)} & V_{8,5}^{(0)} & V_{8,6}^{(0)} & V_{8,7}^{(0)} & V_{8,8}^{(0)} \\
\end{bmatrix}
$$

and the inverse transformation $W^{(0)} = U^{(0)}V^{(0)}$ denoted by...
The transformation $V^{(0)}$ is used to diagonalize Redfield’s superoperator $J^{(0)}$ such that each $J_{j,k}^{(0)}$ matrix element is resumed in Tab. VI. The diagonalization procedure obeys the mathematical equation $D^{(0)} = V^{(0)} J^{(0)} V^{(0)}$ and the eigenvalues are denoted by $\lambda^{(0)}$, which are elements of the diagonal transformation $D^{(0)}$.

Therefore, applying the general notation of Eq. (A4), the zero order density matrix elements are denoted by

$$\rho_{0+n,n}(t) = \rho_{eq,n,n}^{0} + \sum_{p=1}^{8} W_{n,p}^{(0)} \exp \left[ -R_{p}^{(0)}(t-t_{0}) \right] \bar{\rho}_{p}(t_{0}) ,$$

where $R_{p}^{(0)} = -C\lambda_{p}^{(0)}$ represent the relaxation rates that characterize the dynamics of the zero order density matrix elements.

To end this mathematical description, it is necessary to highlight some theoretical characteristics. This algebraic mathematical development points out that higher dimensions of linear systems must be accomplished numerically. Similar observation was made for spins systems with $I > 2$ on a theoretical approach\textsuperscript{13}. Also, the dimension of the linear system implies in the degree of a polynomial equation used to solve the problem, which is equivalent to find the roots\textsuperscript{41}. Therefore, the dimension of the linear system implies on the number of exponential functions used to monitor the dynamics of each coherence order of the density matrix elements. It is evidenced by similar approaches.
of previous non-exponential description of the relaxation procedure in spin systems with nuclear spin $I > 1/2$, which is a consensual point of view$^{14}$. The prefactors of each exponential function depend on the spectral density functions, this was predicted studying radioactive $^6$Li nuclei with spin $I = 2$ on a solid L–based alloy$^{39}$. 