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Abstract

We develop a projected Wasserstein distance for the two-sample test, a fundamental problem in statistics and machine learning: given two sets of samples, to determine whether they are from the same distribution. In particular, we aim to circumvent the curse of dimensionality in Wasserstein distance: when the dimension is high, it has diminishing testing power, which is inherently due to the slow concentration property of Wasserstein metrics in the high dimension space. A key contribution is to couple optimal projection to find the low dimensional linear mapping to maximize the Wasserstein distance between projected probability distributions. We characterize theoretical properties of the two-sample convergence rate on IPMs and this new distance. Numerical examples validate our theoretical results.

I. INTRODUCTION

The problem of two-sample testing has been a fundamental topic in statistics and machine learning. Specifically, one wishes to test whether two collections of samples $x^n := \{x_i\}_{i=1}^n$ and $y^m := \{y_i\}_{i=1}^m$ are from the same distribution or not. Let $\mu$ and $\nu$ denote the underlying unknown distributions for the respective samples. A two-sample test is performed to decide whether to accept the null hypothesis $H_0 : \mu = \nu$ or the general alternative hypothesis $H_1 : \mu \neq \nu$. This problem has applications in a variety of areas. For instance, in anomaly detection [1]–[3], the abnormal observations follow a different distribution from the typical distribution. Similarly, in change-point detection [4]–[6], the post-change observations follow a different distribution from the pre-change one. Other examples include bioinformatics [7], health care [8], and statistical model criticism [9]–[11].
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Two-sample testing is a long-standing challenge in statistics. Classical tests (see, e.g., [12]) mainly follow the parametric approaches, which are designed based on prior information about the distributions under each class. Examples in classical tests include the Hotelling’s two-sample test [13] and the Student’s t-test [14]. In this paper, we consider non-parametric two-sample testing, in which no prior information about the unknown distribution is available. Two-sample tests for non-parametric settings are usually constructed based on some metrics quantifying the distance between two distributions. Some earlier work designs two-sample tests based on the Kolmogorov-Smirnov distance [15], [16], the total variation distance [17], and the Wasserstein distance [18], [19]. Those approaches work well for univariate two-sample tests, but they do not generalize for high-dimensional observations.

Several data-efficient two-sample tests [20]–[22] are constructed based on Maximum Mean Discrepancy (MMD), which quantifies the distance between two distributions by introducing test functions in a Reproducing Kernel Hilbert Space (RKHS). However, it is pointed out in [23] that when the bandwidth is chosen based on the median heuristic, the MMD tests suffer from decaying power in high dimensions. Some other probability distances such as Sinkhorn divergence [24], $f$-divergence [25], and classifier-based distances [26] are considered for more efficient two-sample tests in high-dimensional settings.

In this paper, we analyze non-parametric two-sample tests based on general integral probability metrics (IPMs). Many existing tests such as [17], [19], [20] are constructed based on IPMs, which can be viewed as special cases in our unified framework. The quality of two-sample tests based on IPM depends on the choice of the function space. On the one hand, it should be rich enough to claim $\mu = \nu$ if the metric vanishes. On the other hand, to control the type-I error, the function space should also be relatively small so that the empirical estimate of IPM decays quickly into zero. The Wasserstein distance, as a particular case of IPM, is popular in many machine learning applications. However, a significant challenge in utilizing the Wasserstein distance for two-sample tests is that the empirical Wasserstein distance converges at a slow rate due to the complexity of the associated function space. Thus, its performance suffers from the curse of dimensionality.

We summarize the contributions of this work as follows.

- The finite-sample convergence of general IPMs based on empirical samples is discussed based on the Rademacher complexity argument.
- The projected Wasserstein distance is developed to improve the convergence rate of the
empirical Wasserstein distance. Two-sample tests based on this new metric are proposed because of its satisfactory statistical property.

- Numerical experiments show that the two-sample test using the projected Wasserstein distance has comparable performance with existing state-of-the-art methods.

A. Related Work

Low-dimensional projections are commonly used for understanding the structure of high-dimension distributions. Typical examples include principal component analysis [27], linear discriminant analysis [28], etc. It is intuitive to understand the differences between two collections of high-dimensional samples by projecting those samples into low-dimensional spaces in some proper directions [6], [29]–[34]. [29], [30] design the direction by training binary linear classifiers on samples. [6], [31] find the worst-case direction that maximizes the Wasserstein distance between projected sample points in one-dimension. Recently, [32]–[34] naturally extend this idea by projecting data points into a $k$-dimensional linear subspace with $k > 1$ such that the $2$-Wasserstein distance after projection is maximized. Our proposed projected Wasserstein distance is similar to this framework, but we use 1-Wasserstein distance instead. By leveraging tools from generalization bounds in IPMs, we are able to give a tighter finite-sample convergence rate of the proposed distance.

In high-dimensional settings, the Wasserstein distance is difficult to compute, and its convergence rate is slow. Several variants of the Wasserstein distance have been developed in the literature to address these two issues. The smoothed Wasserstein distance is designed to reduce the computational cost [35] and improve the sample complexity [36] by using entropic regularizations. Some projection-based variants of the Wasserstein distance are also discussed to address the computational complexity issue, including the sliced [37] and the max-sliced [38] Wasserstein distances. Sliced Wasserstein distance is based on the average Wasserstein distance between two projected distributions along infinitely many random one-dimensional linear projection mappings. It is shown in [39] that its empirical estimate decays into zero with rate $O(n^{-1/2})$ under mild conditions, and a two-sample test can be constructed based on this nice statistical behavior. However, it is costly to compute this distance because a large number of random projection mappings are required to approximate the distance within minimal precision error. The max-sliced Wasserstein distance is proposed to address this issue by finding the worst-case one-dimensional projection mapping such that the Wasserstein distance between projected
distributions is maximized. The projected Wasserstein distance proposed in our paper generalizes
the max-sliced Wasserstein distance by considering the \(k\)-dimensional projection mappings, and
we discuss the finite-sample convergence rate of the projected Wasserstein distance so that two-
sample tests can be designed.

II. PROBLEM SETUP

Let \(x^n := \{x_i\}_{i=1}^n\) and \(y^m := \{y_i\}_{i=1}^m\) be i.i.d. samples generated from distributions \(\mu\) and
\(\nu\), respectively. The supports of \(\mu\) and \(\nu\) are denoted as \(\text{supp}(\mu)\) and \(\text{supp}(\nu)\), respectively. We
assume that both \(\mu\) and \(\nu\) are unknown distributions, and the supports of them belong to the
metric space \((\mathbb{R}^d, d)\) with \(d\) being the Euclidean metric. A two-sample test is performed to
decide whether accept \(H_0 : \mu = \nu\) or \(H_1 : \mu \neq \nu\) based on collected samples. Denote by
\(T : (x^n, y^m) \rightarrow \{d_0, d_1\}\) the two-sample test, where \(d_i\) means that we accept the hypothesis \(H_i\)
and reject the other, \(i = 0, 1\). The type-I and type-II error probabilities for the test \(T\) are defined
as
\[
\epsilon_{n,m}^{(I)} = \mathbb{P}_{x^n \sim \mu, y^m \sim \nu}(T(x^n, y^m) = d_1), \quad \text{under } H_0,
\]
\[
\epsilon_{n,m}^{(II)} = \mathbb{P}_{x^n \sim \mu, y^m \sim \nu}(T(x^n, y^m) = d_0), \quad \text{under } H_1.
\]

Denote by \(\hat{\mu}_n\) and \(\hat{\nu}_m\) the empirical distributions constructed from i.i.d. samples from \(\mu\) and \(\nu\):
\[
\hat{\mu}_n \triangleq \frac{1}{n} \sum_{i=1}^n \delta_{x_i}, \quad \hat{\nu}_m \triangleq \frac{1}{m} \sum_{i=1}^m \delta_{y_i}.
\]

Given collected samples \(x^n\) and \(y^m\), a non-parametric two-sample test is usually constructed
based on IPMs, which quantify the discrepancy between the associated empirical distributions.

**Definition 1** (Integral Probability Metric). Given two distributions \(\mu\) and \(\nu\), define the integral
probability metric as
\[
\text{IPM}(\mu, \nu) = \sup_{f \in \mathcal{F}} \left( \int f(x) \, d\mu(x) - \int f(y) \, d\nu(y) \right).
\]

Denote by \(W\) the 1-Wasserstein distance for quantifying the distance between two probability
distributions:
\[
W(\mu, \nu) = \min_{\pi \in \Pi(\mu, \nu)} \int c(x, y) \, d\pi(x, y),
\]
where \(\Pi(\mu, \nu)\) denotes the set of joint distributions whose marginal distributions are \(\mu\) and \(\nu\). We
focus on the case where the cost function \(c(\cdot, \cdot) = d(\cdot, \cdot)\). By the Kantorovich-Rubinstein duality
result [40] Theorem 5.9], the Wasserstein distance can be reformulated as a special integral probability metric:

\[ W(\mu, \nu) = \sup_{f \in \text{Lip}_1} \left( \int f(x) \, d\mu(x) - \int f(y) \, d\nu(y) \right), \]

where the space \text{Lip}_1 denotes a collection of 1-Lipschitz functions:

\[ \text{Lip}_1 = \left\{ f : \sup_{x \in \text{supp}(\mu), y \in \text{supp}(\nu), x \neq y} \frac{|f(x) - f(y)|}{c(x, y)} \leq 1 \right\}. \]

While the Wasserstein distance has wide applications in machine learning, the finite-sample convergence rate of the Wasserstein distance between empirical distributions is slow in high-dimensional settings. We propose the projected Wasserstein distance to address this issue.

**Definition 2** (Projected Wasserstein Distance). Given two distributions \( \mu \) and \( \nu \), define the projected Wasserstein distance as

\[ PW(\mu, \nu) = \max_{\mathcal{A}: \mathbb{R}^d \rightarrow \mathbb{R}^k} W(\mathcal{A}\#\mu, \mathcal{A}\#\nu) \quad \text{s.t.} \quad A^T A = I_k, \]

where the operator \( \# \) denotes the push-forward operator, i.e.,

\[ \mathcal{A}(z) \sim \mathcal{A}\#\mu \quad \text{for} \quad z \sim \mu, \]

and we denote \( \mathcal{A} \) as a linear operator such that \( \mathcal{A}(z) = A^T z \) with \( z \in \mathbb{R}^d \) and \( A \in \mathbb{R}^{d \times k} \).

The orthogonal constraint on the projection mapping \( A \) is for normalization, such that any two different projection mappings have distinct projection directions. The projected Wasserstein distance can also be viewed as a special case of integral probability metric with the function space

\[ \mathcal{F} = \{ z \mapsto g(A^T z) : g \in \text{Lip}_1, A^T A = I_k \}. \]  \hfill (1)

In this paper, we design the two-sample test so that the acceptance region for the null hypothesis \( H_0 \) is given by:

\[ \{(x^n, y^m) : PW(\hat{\mu}_n, \hat{\nu}_m) \leq \gamma_{n,m}\}, \]

where the hyper-parameter \( \gamma_{n,m} \) is chosen so that the type-I error \( \epsilon_{n,m}^{(I)} \) is approximately bounded by \( \alpha \) and the type-II error \( \epsilon_{n,m}^{(II)} \) is as small as possible.

Our two-sample testing algorithm also gives us interpretable characterizations for understanding differences between two high-dimensional distributions, by studying the worst-case projection
mappings and projected samples in low dimensions. See Fig. 2a for the optimized linear mapping so that the Wasserstein distance between the projected empirical distributions is maximized, and Fig. 2b for the illustration of the kernel density estimate (KDE) plot for two projected empirical distributions in one dimension.

III. TWO-SAMPLE TESTING USING IPM

Let the two-sample hypothesis testing be the following:

\[ H_0 : \mu = \nu, \quad H_1 : \mu \neq \nu. \]

In this section, we first discuss the finite-sample guarantee for general IPMs, then a two-sample test can be designed based on this statistical property. Finally, we design a two-sample test based on the projected Wasserstein distance. Omitted proofs can be found in Appendix I. The finite-sample guarantee relies on the notion of Rademacher complexity defined as follows.

**Definition 3** (Rademacher complexity). Given the function space \( \mathcal{F} \) and a distribution \( \mu \), define the Rademacher complexity as

\[
R_n(\mathcal{F}, \mu) := \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i f(x_i) \right],
\]

where \( \sigma_i \)'s are i.i.d. and take values in \( \{-1, 1\} \) with equal probability.

Throughout this section, we make two technical assumptions that are standard in the literature.

**Assumption 1.** (I). Any function \( f \in \mathcal{F} \) is \( L \)-Lipschitz:

\[
|f(x) - f(x')| \leq Ld(x, x').
\]

(II) The supports of target distributions \( \mu \) and \( \nu \) have finite diameters, \( B_\mu \) and \( B_\nu \), respectively:

\[
\sup_{x, x' \in \text{supp}(\mu)} d(x, x') \leq B_\mu, \quad \sup_{y, y' \in \text{supp}(\nu)} d(y, y') \leq B_\nu.
\]

Assumption [II] does not hold when distributions \( \mu \) and \( \nu \) have unbounded supports. In that case, we restrict the target distribution in a bounded support such that the probability of locating in such support is relatively large. However, the diameter cannot be chosen arbitrarily large since otherwise the sample complexity bound will become too conservative. For instance, when the distribution \( \mu \) is known to be sub-Gaussian with parameter \( \sigma \), we restrict the support
to be \( (\mathbb{E}_\mu[X] - \sqrt{2\log(1/\eta)}\sigma, \mathbb{E}_\mu[X] + \sqrt{2\log(1/\eta)}\sigma) \), which implies the probability that the distribution locates in this interval is at least \( 1 - \eta \).

**Proposition 1** (Finite-sample Guarantee for the rate of convergence of IPM). Assume that Assumption 7 is satisfied, and let \( \epsilon > 0 \). Then with probability at least,

\[
1 - 2\exp \left( -\frac{2\epsilon^2 mn}{L^2(mB_\mu^2 + nB_\nu^2)} \right),
\]

we have

\[
|\text{IPM}(\mu, \nu) - \text{IPM}(\hat{\mu}_n, \hat{\nu}_m)| < \epsilon + 2[\mathcal{R}_n(\mathcal{F}, \mu) + \mathcal{R}_m(\mathcal{F}, \nu)].
\]

Proposition 1 establishes the finite-sample guarantee for the convergence of empirical two-sample IPMs. We can build two-sample tests by leveraging this theoretical result. Specifically, the failure probability in (5) controls the level of type-I error, and the right-hand side in the inequality (4) controls the type-II error.

The proof of Proposition 1 essentially follows the one-sample generalization bound mentioned in [41, Theorem 3.1]. However, by following the similar proof procedure discussed in [20], we can improve this two-sample finite-sample convergence result when extra assumptions hold, but existing works about IPMs haven’t investigated it yet.

**Proposition 2** (Improved rate of convergence of IPM). Under the setting in Proposition 1 assume further that the sample size \( n = m \) and distributions \( \mu = \nu \), then with probability at least

\[
1 - 2\exp \left( -\frac{\epsilon^2 n}{L^2B_\mu^2} \right),
\]

we have

\[
|\text{IPM}(\mu, \nu) - \text{IPM}(\hat{\mu}_n, \hat{\nu}_m)| < \epsilon + 2[\mathcal{R}_n(\mathcal{F}, \mu)].
\]

**Corollary 1.** Under the setting in Proposition 1 assume that \( \text{IPM}(\mu, \nu) = 0 \) if and only if \( \mu = \nu \).

1) A hypothesis test of level \( \alpha \) for null hypothesis \( \mu = \nu \), has the acceptance region

\[
\text{IPM}(\hat{\mu}_n, \hat{\nu}_m) < \sqrt{\frac{L^2B_\mu^2(m + n)}{2mn}} \log \frac{2}{\alpha}
\]

\[
+ 2[\mathcal{R}_n(\mathcal{F}, \mu) + \mathcal{R}_m(\mathcal{F}, \mu)].
\]
2) Assume further that \( m = n \). Then a hypothesis test of level \( \alpha \) for null hypothesis \( \mu = \nu \), has the acceptance region

\[
\text{IPM}(\hat{\mu}_n, \hat{\nu}_m) < \sqrt{\frac{L^2 B^2_{\mu}}{n} \log \frac{2}{\alpha}} + 2\mathcal{R}_n(\mathcal{F}, \mu).
\]

To obtain reliable performance on two-sample testing, the target function space should balance the following trade-off:

1) The function space \( \mathcal{F} \) should be rich enough such that IPM(\( \cdot, \cdot \)) is a well-defined distance;
2) According to Corollary \[1\], the Rademacher complexity of the function space \( \mathcal{F} \) should be relatively small so that the empirical IPM decays at a fast rate when the sample size increases.

Example 1 (Wasserstein Distance for Two-sample Tests). The 1-Wasserstein distance can be viewed as a special IPM with \( \mathcal{F} = \text{Lip}_1 \), where the Rademacher complexity of \( \mathcal{F} \) is given by \[42\] Example 4:

\[
\mathcal{R}_n(\mathcal{F}, \mu) = \begin{cases} 
\mathcal{O} \left( \sqrt{\log(n) \cdot n^{-1/2}} \right), & \text{if } d \leq 2, \\
\mathcal{O} \left( n^{-1/d} \right), & \text{if } d \geq 3.
\end{cases}
\]

As a result, the sample complexity for estimating the Wasserstein distance \( W(\mu, \nu) \) up to \( \epsilon \) sub-optimality gap is of order \( \mathcal{O}(\epsilon^{d/2}) \). This suggests that using the Wasserstein distance for two-sample tests suffers from the curse-of-dimensionality.

Motivated by Example \([1]\) we propose the projected Wasserstein distance in Definition \(2\) to improve the sample complexity. This distance can be viewed as a special IPM with the function space defined in \([1]\), a collection of 1-Lipschitz functions in composition with an orthogonal \( k \)-dimensional linear mapping. We first investigate its finite-sample guarantee by upper bounding the Rademacher complexity for \( \mathcal{F} \) defined in \([1]\).

**Proposition 3.** Let \( \mathcal{F} \) be the function space defined in \([1]\). Then

\[
\mathcal{R}_n(\mathcal{F}, \mu) \leq \sqrt{\frac{2k}{n} \mathbb{E}[\|X\|^2]} + J_n, \quad \text{where } J_n = \inf_{\epsilon > 0} \left\{ 2\epsilon + \sqrt{\frac{36}{n} (B^2_{\mu} + 4D^2_{\mu}) \log N} \right\},
\]

with \( D_{\mu} = \max_x \|x\| \) and \( N \) denoting the covering number of the unit ball of 1-Lipschitz functions:

\[
N = \left( 2 \left\lfloor \frac{2B_{\mu}}{\epsilon} \right\rfloor + 1 \right) \cdot 2^{(1+2B_{\mu}/\epsilon)^k}.
\]
We can develop a two-sample test using the projected Wasserstein distance based on Corollary 1 and Proposition 3. Except for the second-order moment term, the acceptance region does not depend on the dimension of the support of distributions, but only on the sample size and the dimension of projected spaces.

**Theorem 1.** Assume that Assumption (II) is satisfied. The following properties for two-sample tests using projected Wasserstein distance hold:

1) A hypothesis test of level \( \alpha \) for null hypothesis \( \mu = \nu \), has the acceptance region

\[
\mathcal{P}_W(\hat{\mu}_n, \hat{\nu}_n) \leq \sqrt{\frac{B^2(m+n)}{2mn}} \log \frac{2}{\alpha} + 2 \left[ \sqrt{\frac{2k}{n} \mathbb{E}_n[\|X\|^2]} \right] + 2 \left[ \sqrt{\frac{2k}{m} \mathbb{E}_\mu[\|X\|^2]} \right].
\]
2) Assume further that \( m = n \). Then a hypothesis test of level \( \alpha \) for null hypothesis \( \mu = \nu \), has the acceptance region
\[
\mathcal{P}W(\hat{\mu}_n, \hat{\nu}_n) \leq \frac{B_{\mu}\sqrt{\log \frac{2}{\alpha}}}{\sqrt{n}} + 2\sqrt{\frac{2k}{n}E_{\mu}[\|X\|^2]} + 2J_n.
\]

3) Provided that \( \mathcal{P}W(\mu, \nu) > \gamma_{m,n} \), then the type-II error for two-sample tests with acceptance region defined in (2) has the upper bound:
\[
\Pr_{\mathcal{H}_1}\left( \mathcal{P}W(\hat{\mu}_n, \hat{\nu}_m) < \gamma_{m,n} \right) \leq \frac{\text{MSE}(\mu, \nu)}{(\mathcal{P}W(\mu, \nu) - \gamma_{m,n})^2},
\]
where \( \text{MSE}(\mu, \nu) := \mathbb{E}\left[ (\mathcal{P}W(\hat{\mu}_n, \hat{\nu}_m) - \mathcal{P}W(\mu, \nu))^2 \right] \).

Since the second-order moment terms in the threshold are unknown, we can replace it with the unbiased estimate based on collected samples when performing the two-sample test. The term \( J_n \) dominates the threshold since it scales with order \( \tilde{O}(n^{-1/(k+2)}) \) due to the argument based on the Rademacher complexity. In order to maintain satisfactory performance on two-sample tests, the parameter \( k \) should be chosen to be relatively small in practice.

Remark 1. Existing works including [31], [32] also talk about the sample complexity bounds for the projected Wasserstein distance. However, the bound presented in [31] depends on the input dimension \( d \) and focuses on the case \( k = 1 \) only. [32] slightly improves Assumption [II] into light tail conditions, but constants presented in the sample complexity bound are not characterized explicitly, which makes it impractical for two-sample tests.

IV. NUMERICAL EXPERIMENT

In this section, we present several numerical examples to validate our theory and demonstrate the performance of the proposed two-sample tests. The computation of projected Wasserstein distance was recently studied in [32], [34], [43]. We use the Riemannian gradient method discussed in [32, Algorithm 3] to compute the projected Wasserstein distance, where the details of the corresponding algorithm are summarized in Appendix II.

However, the two-sample tests based on concentration inequalities in Section III give conservative results in practice. We examine the two-sample tests using the projected Wasserstein distance via the permutation approach. Specifically, we permute the collected data points for \( N_p = 100 \) times, and the \( p \)-value of the proposed test can be computed as the fraction of times that the projected Wasserstein distances under permuted samples are greater than the projected Wasserstein distance under the original empirical samples.
Fig. 2: Mean values and 95%-confidence intervals for $PW(\hat{\mu}_n, \hat{\nu}_n)$ across different numbers of samples $n$. Results are averaged over 100 independent trials. Fig. 2a) corresponds to $H_0$ and Fig. 2b) corresponds to $H_1$.

Fig. 3: 3a) Illustration of the projection mapping trained on two collections of samples generated from two different target distributions with $m = n = 100$. Here the red and blue points are generated from Gaussian distributions with two different covariance matrix. The purple arrow denotes the optimized projection mapping. 3b) KDE plot for the empirical distributions after projection.

A. Sample Complexity of $PW$

First, we test the numerical convergence of empirical projected Wasserstein distance $PW(\hat{\mu}_n, \hat{\nu}_n)$ under $H_0$ and $H_1$ across different sample sizes $n$ and dimensions of projected space $k$. We take $d = 30$ in this experiment. When under $H_0$, we set target distributions $\mu$ and $\nu$ to be the uniform distribution on $[-1, 1]^d$. When under $H_1$, we set the distribution $\mu$ to be the uniform distribution on $[-1, 1]^d$, and $\nu$ to be the Gaussian distribution $\mathcal{N}(0, \sigma^2 I_d)$ truncated on the interval $[-1, 1]^d$ with $\sigma = \frac{1}{1.96}$. Fig. 2 presents the behavior of $PW(\hat{\mu}_n, \hat{\nu}_n)$ under $H_0$ and $H_1$, respectively, where
for fixed $n$ and $k$ the results are averaged for 100 independent trials. From the plot we can see that when under $H_0$, the empirical estimators decay quickly to zero, but the convergence rate slows down when the dimension of projected space $k$ increases. Moreover, the estimators are bounded away from zero under $H_1$. These observations justify the finite-sample guarantee as discussed before.

B. Visualization for Two-sample Testing

Our two-sample testing framework provides a visual interpretation for classifying the differences between two collected samples. Fig. 3a) present the scatter plots of two collections of data points together with the optimal projection mapping. Specifically, the red points in Fig. 3a) are sampled i.i.d. from $\mathcal{N}(0, \Sigma_X)$ and blue points are sampled from $\mathcal{N}(0, \Sigma_Y)$, where

$$
\Sigma_X = \begin{pmatrix}
1 & -0.9 \\
-0.9 & 1
\end{pmatrix}, \quad \Sigma_Y = \begin{pmatrix}
1 & 0.8 \\
0.8 & 1
\end{pmatrix}.
$$

The sample size is $m = n = 100$. Fig. 3b) demonstrates the KDE plot of empirical distributions after optimal projection, from which we can identify the differences between the high-dimensional distributions well.

C. Two-sample Testing on Synthesis Data

Now we investigate the performance of the proposed two-sample test, called the PW test, on high-dimensional synthesis data with $k = 3$ across different dimensions $d$ and sample sizes $n = m \in \{75, 100\}$. The target distributions are specified following a similar setup in [23]. In the first case, the distributions $\mu$ and $\nu$ are both $d$-dimensional Gaussian distributions with different mean vectors and the same covariance matrix, where $d \in \{60, 120\}$. More specifically, $\mu = \mathcal{N}(0, I_d)$ and $\nu = \mathcal{N}(\xi, I_d)$, where $\xi = (1, 0, \ldots , 0)$ is a $d$-dimensional vector with the first entry being one. In the second case, the distributions $\mu$ and $\nu$ are both $d$-dimensional Gaussian distributions with the same mean vector but different covariance metrics, where $d \in \{30, 60\}$. More specifically, $\mu = \mathcal{N}(0, I_d)$ and $\nu = \mathcal{N}(0, \Sigma)$ with $\Sigma = \text{diag}(4, 4, 1, \ldots , 1)$. In other words, we only scale the first two diagonal entries in the covariance matrix of $\nu$ to make the hypothesis testing problem difficult to perform. We compare the performance of the PW test with the MMD test discussed in [20], where the kernel function is chosen to be the standard Gaussian kernel with bandwidth being the empirical median of data points.
The test power for different methods is presented in Fig. 1 in which the results are averaged for 100 independent trials. The first two plots in Fig. 1 show receiver operating characteristic (ROC) curves for mean-shifted Gaussian distributions, where Fig. 1(a) examines the test power for different choices of sample size $n$ with fixed dimension $d = 120$, and Fig. 1(b) examines the power for different choices of $d$ with fixed $n = 75$. The last two plots correspond to covariance-shifted Gaussian distributions, where Fig. 1(c) examines the power for different $n$ with fixed $d = 60$, and Fig. 1(d) examines the power for different $d$ with fixed $n = 75$. We can see that the power of all methods increases when the sample size increases, and the power of the PW test is greater than the MMD test especially in high dimensions. The reason can be explained as follows. As suggested in [23], the power of MMD test with the median heuristic decays quickly into zero when the dimension $d$ increases. In contrast, the power of the PW test decreases slower since it operates by projecting high-dimensional data points into a low-dimensional subspace. Therefore, we can assert that the PW test outperforms the MMD test especially in high dimensions.

V. Conclusion

We developed a projected Wasserstein distance for the problem of two-sample testing. The finite-sample convergence of general IPMs between two empirical distributions was established. Compared with the Wasserstein distance, the convergence rate of the projected Wasserstein distance has a minor dependence on the dimension of target distributions, which alleviates the curse of dimensionality. A two-sample test is designed based on this theoretical result, and numerical experiments show that this test outperforms the existing benchmark. In future work, we will study tighter performance guarantees for the projected Wasserstein distance and develop the optimal choice of $k$ to improve the performance of two-sample tests.
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**APPENDIX I**

**PROOF OF TECHNICAL RESULTS**

**Lemma 1** (McDiarmid’s Inequality [44]). Let $X_1, \ldots, X_n$ be independent random variables. Assume that the function $f : \prod_{i=1}^n X_i \to \mathbb{R}$ satisfies the bounded difference property:

$$\sup_{x_i \in X_i, i=1,2,\ldots,n} |f(x_1, \ldots, x_m) - f(x_1, \ldots, x_i, \tilde{x}_i, \ldots, x_m)| \leq c_i,$$

Then we have

$$\mathbb{P} \left( |f - \mathbb{E}f| > t \right) \leq 2 \exp \left( - \frac{2t^2}{\sum_{i=1}^n c_i^2} \right).$$

**Proof of Proposition 4**

- **Step 1:** Simplify $|\text{IPM}(\mu, \nu) - \text{IPM}(\tilde{\mu}_m, \tilde{\nu}_m)|$:

$$|\text{IPM}(\mu, \nu) - \text{IPM}(\tilde{\mu}_m, \tilde{\nu}_m)|$$

$$= \left| \sup_{f \in \mathcal{F}} \left( \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{y \sim \nu}[f(y)] \right) - \sup_{f \in \mathcal{F}} \left( \frac{1}{n} \sum_{i=1}^n f(x_i) - \frac{1}{m} \sum_{i=1}^m f(y_i) \right) \right|$$

$$\leq \sup_{f \in \mathcal{F}} \left| \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{y \sim \nu}[f(y)] - \frac{1}{n} \sum_{i=1}^n f(x_i) + \frac{1}{m} \sum_{i=1}^m f(y_i) \right|$$

- **Step 2:** Bound the concentration term (this follows the similar argument in [20, A.2]):

$$\mathbb{E}_{x_i \sim \mu, y_i \sim \nu}[\Delta(\mu, \nu, \{x_i\}, \{y_i\})]$$

$$= \mathbb{E}_{x_i \sim \mu, y_i \sim \nu} \left[ \sup_{f \in \mathcal{F}} \left| \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{y \sim \nu}[f(y)] - \frac{1}{n} \sum_{i=1}^n f(x_i) + \frac{1}{m} \sum_{i=1}^m f(y_i) \right| \right]$$

$$= \mathbb{E}_{x_i \sim \mu, y_i \sim \nu} \left[ \sup_{f \in \mathcal{F}} \left| \mathbb{E}_{x' \sim \mu}[\left( \frac{1}{n} \sum_{i=1}^n f(x'_i) \right)] - \mathbb{E}_{y' \sim \nu}[\left( \frac{1}{m} \sum_{i=1}^m f(y'_i) \right)] - \frac{1}{n} \sum_{i=1}^n f(x_i) + \frac{1}{m} \sum_{i=1}^m f(y_i) \right| \right]$$

$$\leq \mathbb{E}_{x_i \sim \mu, y_i \sim \nu} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^n f(x'_i) - \frac{1}{n} \sum_{i=1}^n f(x_i) - \frac{1}{m} \sum_{i=1}^m f(y'_i) + \frac{1}{m} \sum_{i=1}^m f(y_i) \right| \right]$$

$$= \mathbb{E}_{x_i \sim \mu, y_i \sim \nu} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^n \sigma_i(f(x'_i) - f(x_i)) + \frac{1}{m} \sum_{i=1}^m \sigma'_i(f(y'_i) - f(y_i)) \right| \right]$$

$$\leq 2[\mathcal{R}_n(\mathcal{F}, \mu) + \mathcal{R}_m(\mathcal{F}, \nu)]$$
It follows that
\[
\mathbb{P}\left\{ \left| \text{IPM}(\mu, \nu) - \text{IPM}(\hat{\mu}_n, \hat{\nu}_m) \right| > \epsilon + 2 \mathfrak{R}_n(\mathcal{F}, \mu) + \mathfrak{R}_m(\mathcal{F}, \nu) \right\} \\
\leq \mathbb{P}\left\{ |\Delta(\mu, \nu, \{x_i\}, \{y_i\}) - \mathbb{E}_{x_i \sim \mu, y_i \sim \nu}[\Delta(\mu, \nu, \{x_i\}, \{y_i\})]| > \epsilon \right\}
\]

- Step 3: Apply the concentration inequality: consider the function 
\[
(x_1, \ldots, x_n, y_1, \ldots, y_m) \mapsto \Delta(\mu, \nu, \{x_i\}_{i=1}^n, \{y_j\}_{j=1}^m).
\]

We can see that
\[
|\Delta(x_1, \ldots, x_n, y_1, \ldots, y_m) - \Delta(x_1, \ldots, x_i-1, \tilde{x}_i, x_{i+1}, x_n, y_1, \ldots, y_m)|
\leq \frac{1}{n} \sup_{f \in \mathcal{F}} |f(x_i) - f(\tilde{x}_i)|
\leq \frac{L}{n} d(x_i, \tilde{x}_i) \leq \frac{B_\mu L}{n}.
\]

Similarly,
\[
|\Delta(x_1, \ldots, x_n, y_1, \ldots, y_m) - \Delta(x_1, \ldots, x_n, y_1, \ldots, y_i-1, \tilde{y}_i, y_{i+1}, \ldots, y_m)| \leq \frac{B_\nu L}{m}.
\]

Hence, applying Lemma 1 with 
\[
c_i = \frac{B_\mu L}{n}, i = 1, \ldots, n \quad \text{and} \quad c_i = \frac{B_\nu L}{m}, i = n+1, \ldots, n+m
\]
gives the desired result:
\[
\mathbb{P}\left\{ |\Delta(\mu, \nu, \{x_i\}, \{y_i\}) - \mathbb{E}_{x_i \sim \mu, y_i \sim \nu}[\Delta(\mu, \nu, \{x_i\}, \{y_i\})]| > \epsilon \right\}
\leq 2 \exp\left(-\frac{2mne^2}{L^2(mB_\mu^2 + nB_\nu^2)}\right).
\]

**Proof of Proposition 2**

In this case, we have
\[
|\text{IPM}(\mu, \nu) - \text{IPM}(\hat{\mu}_n, \hat{\nu}_m)| \leq \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) - \frac{1}{n} \sum_{i=1}^{n} f(y_i) \right| \bigg|_{\Delta(\{x_i\}, \{y_i\})}
\]

where
\[
\mathbb{E}_{x_i \sim \mu, y_i \sim \nu}[\Delta(\{x_i\}, \{y_i\})] = \mathbb{E}_{x_i \sim \mu, y_i \sim \mu}
\left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) - \frac{1}{n} \sum_{i=1}^{n} f(y_i) \right| \right]
\leq \mathbb{E}_{x_i \sim \mu, y_i \sim \mu, \sigma} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} \sigma_i(f(x_i) - f(y_i)) \right| \right] \leq 2\mathfrak{R}_n(\mathcal{F}, \mu).
We can see that
\[
|\Delta(x_1, \ldots, x_n, y_1, \ldots, y_m) - \Delta(x_1, \ldots, x_{i-1}, \bar{x}_i, x_{i+1}, x_n, y_1, \ldots, y_m)| \leq \frac{B_\mu L}{n},
\]
\[
|\Delta(x_1, \ldots, x_n, y_1, \ldots, y_m) - \Delta(x_1, \ldots, x_n, y_1, \ldots, y_{i-1}, \bar{y}_i, y_{i+1}, \ldots, y_m)| \leq \frac{B_\mu L}{n}.
\]
Hence, applying Lemma 1 with \(c_i = \frac{B_\mu L}{n}, i = 1, \ldots, n + m\) gives the desired result.

**Lemma 2.** For fixed \(g \in \text{Lip}_1\), we have that
\[
\mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i) \right] \leq \frac{\sqrt{2k}}{\sqrt{n}} \mathbb{E}_{x \sim \mu} \sqrt{\|x\|^2}
\]

**Proof of Lemma 2** Denote by \(a_j\) the \(j\)-th column of the matrix \(A\). Then we have
\[
\mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i) \right] 
\leq \frac{\sqrt{2}}{n} \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{A: A^TA = I} \sum_{i=1}^{n} \sum_{j=1}^{k} \sigma_{i,j} a_j^T x_i \right] 
\leq \frac{\sqrt{2}}{n} \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sum_{j=1}^{k} \left( \sum_{i=1}^{n} \sigma_{i,j} x_i \right)^2 \right] 
\leq \frac{\sqrt{2}}{n} \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sum_{i=1}^{n} \left( \sum_{j=1}^{k} \sigma_{i,j} x_i \right)^2 \right] 
\leq \frac{\sqrt{2}}{n} \mathbb{E}_{x_\sim \mu, \sigma_i} \sqrt{|x|_2^2}
\]

where (5a) is by applying Corollary 4 in [45], and (5b) is by applying the Cauchy-Schwartz inequality.

**Lemma 3.** Denote by \(D_\mu = \max_x \|x\|\). Then we have that
\[
\mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{g \in \text{Lip}_1} \left( \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i) \right) - \mathbb{E}_{x_i \sim \mu, \sigma_i} \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i) \right] 
\leq \inf_{\epsilon > 0} \left\{ 2\epsilon + \sqrt{\frac{36}{n} \left( B_\mu^2 + 4D_\mu^2 \right) \cdot \log \left( 2 \left( \frac{2}{\epsilon} \right) + 1 \right) + (1 + 2/\epsilon)^k \log 2 \right\}.
\]

**Proof of Lemma 3** Define the empirical process
\[
X_g = \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i) - \mathbb{E}_{x_i \sim \mu, \sigma_i} \sup_{A: A^TA = I} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(A^T x_i).
\]
It is easy to see that \( \mathbb{E}[X_g] = 0 \). We first claim that \( X_g \) is a sub-Gaussian variable for fixed \( g \in \text{Lip}_1 \). Consider \( Z = \{ x_i \}_{i=1}^n \) and \( \kappa = \{ \sigma_i \}_{i=1}^n \) and define \( f(Z, \kappa) = \sup_{A: A^T A = I} \frac{1}{n} \sum_{i=1}^n \sigma_i g(A^T x_i) \). Then

\[
|f(Z, \kappa) - f(Z'_i, \kappa)| \leq \frac{1}{n} \sup_{A: A^T A = I} \sigma_i [g(A^T x_i) - g(A^T x'_i)] \leq \frac{1}{n} \sup_{A: A^T A = I} \| A^T (x_i - x'_i) \| \leq \frac{B_\mu}{n}
\]

Then the covering number \( \text{lip} \) argument, we have that

\[
\Pr \{|X_g| \geq u\} = \Pr \{|f(Z, \kappa) - \mathbb{E}[f(Z, \kappa)]| \geq u\} \leq 2 \exp \left( -\frac{2n\epsilon^2}{B_\mu^2 + 4D_\mu^2} \right).
\]

which means that for fixed \( g \), the random variable \( X_g \) is sub-Gaussian [46, Lemma 2.3.2] with the parameter \( \frac{18}{n} (B_\mu^2 + 4D_\mu^2) \). Define the metric \( d(g, g') = \sup_{x: \|x\| \leq D_\mu} |g(x) - g'(x)| \). For any \( g, g' \in \text{Lip}_1 \), we have that

\[
|X_g - X_{g'}| \leq \sup_{A: A^T A = I} \left( \frac{1}{n} \sum_{i=1}^n \sigma_i [g(A^T x_i) - g'(A^T x_i)] \right) + \left| \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{A: A^T A = I} \left( \frac{1}{n} \sum_{i=1}^n \sigma_i [g(A^T x_i) - g'(A^T x_i)] \right) \right] \right|
\]

\[
\leq 2 \sup_{A: A^T A = I} \sup_x |g(A^T x) - g'(A^T x)| \leq 2 \sup_{y: \|y\| \leq D_\mu} |g(y) - g'(y)|
\]

\[
= 2d(g, g').
\]

Thus, by the standard \( \epsilon \)-net argument, we have that

\[
\mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{g \in \text{Lip}_1} X_g \right] \leq \inf_{\epsilon > 0} \left\{ 2\epsilon + \sqrt{\frac{18}{n} (B_\mu^2 + 4D_\mu^2) \cdot 2 \log \mathcal{N}(\text{Lip}_1, \epsilon, d) } \right\}
\]

Then the covering number

\[
\mathcal{N}(\epsilon, \text{Lip}_1, d) = \left( 2 \left[ \frac{2B_\mu}{\epsilon} \right] + 1 \right) \cdot 2^{(1+2B_\mu/\epsilon) k}
\]

which implies that

\[
\mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{g \in \text{Lip}_1} X_g \right] \leq \inf_{\epsilon > 0} \left\{ 2\epsilon + \sqrt{\frac{36}{n} (B_\mu^2 + 4D_\mu^2) \cdot \log \left( 2 \left[ \frac{2B_\mu}{\epsilon} \right] + 1 \right) + (1 + 2B_\mu/\epsilon) k \log 2 } \right\}.
\]
Proof of Proposition 3: The Rademacher complexity $\mathcal{R}_n(\mathcal{F}, \mu)$ admits the following bias-variation decomposition:

$$
\mathcal{R}_n(\mathcal{F}, \mu) \leq \sup_{g \in \text{Lip}_1} \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{A: A^T A = I} \frac{1}{n} \sum_{i=1}^n \sigma_i g(A^T x_i) \right] + \mathbb{E}_{x_i \sim \mu, \sigma_i} \left[ \sup_{g \in \text{Lip}_1} \left( \frac{1}{n} \sum_{i=1}^n \sigma_i g(A^T x_i) - \mathbb{E}_{x_i \sim \mu, \sigma_i} \sup_{A: A^T A = I} \frac{1}{n} \sum_{i=1}^n \sigma_i g(A^T x_i) \right) \right]
$$

Applying the result in Lemma 2 and Lemma 3 upper bounds the bias and variation term, respectively.

APPENDIX II

DETAILS FOR COMPUTING THE PROJECTED WASSERSTEIN DISTANCE

Denote the space of orthogonal projectors as $\mathcal{M} = \{ A \in \mathbb{R}^{d \times k} : A^T A = I_k \}$. For fixed $A \in \mathcal{M}$, define the mapping

$$
f(A) = \min_{\pi \in \Gamma(\hat{\mu}_n, \hat{\nu}_m)} \int d(A^T x, A^T y) d\pi(x, y)
$$

$$
= \min_{\pi \in \mathbb{R}^{n \times m}^+} \left\{ \sum_{i,j} \pi_{i,j} \| A^T (x_i - y_j) \|_2 : \sum_i \pi_{i,j} = \frac{1}{m}, \sum_j \pi_{i,j} = \frac{1}{n} \right\}.
$$

Based on Definition 2, the computation of the projected Wasserstein distance $P_W(\hat{\mu}_n, \hat{\nu}_m)$ can be formulated as the manifold optimization problem

$$
\max_{A \in \mathcal{M}} f(A).
$$

Here we use the Riemannian gradient method to obtain a near-optimal solution to the problem defined above. Suppose that $\pi^*$ is an optimal solution to (6). Based on the Danskin’s theorem, the sub-differential of the objective function is given by

$$
\nabla f(A) = \sum_{i,j} \pi^*_{i,j} \nabla \| A^T (x_i - y_j) \|_2.
$$

Since the $\ell_2$ norm is a non-smooth function, we approximate it with a smooth function $\| x \|_{2,\kappa} = \sqrt{x^2 + \kappa^2} - \kappa$. Then an approximated sub-differential can be computed as

$$
\hat{\nabla} f(A) = \sum_{i,j} \pi^*_{i,j} \nabla \| A^T (x_i - y_j) \|_{2,\kappa}
$$

$$
= \left[ \sum_{i,j} \frac{\pi^*_{i,j}}{\| A^T (x_i - y_j) \|_{2,\kappa}} (x_i - y_j)(x_i - y_j)^T \right] A.
$$
Moreover, the computation of this approximated sub-differential can be arranged by avoiding double-loop summation over indexes $i$ and $j$. Then we can obtain the approximated Riemannian sub-differential of $f$ by the operation

$$\text{Grad}[f](A) = \mathcal{P}_{T_A} \left( \nabla f(A) \right),$$

where $\mathcal{P}_{T_A}$ denotes the projection operator into the tangent space at $A$, which is specified as

$$\mathcal{P}_{T_A}(G) = G - A G^T A + A^T G \frac{A}{2}.$$

A generic Riemannian gradient method solves (7) based on the iteration

$$A_{t+1} \leftarrow \text{Retr}_{A_t} (\gamma_{t+1} \zeta_{t+1}),$$

where $\zeta_{t+1}$ is a Riemannian sub-differential of $f$ at $A_t$, Retr is any retraction on Stiefel manifold, and $\gamma_{t+1} = \gamma_0 / \sqrt{t+1}$ stands for the diminishing step size. We summarize the pseudocode of the Riemannian gradient method in Algorithm 1.

**Algorithm 1 Riemannian Gradient Method for Solving (7)**

**Require:** Data points $\{x_i\}_{i=1}^n$ and $\{y_i\}_{i=1}^m$, step sizes $\{\gamma_t\}_{t=0}^T$, tolerance $\epsilon$

1: Initialize $A_0 \in \mathcal{M}$

2: for $t = 0, 1, \ldots, T - 1$ do

3: Compute the optimal transport solution between two set of points $\{A^T x_i\}_{i=1}^n$ and $\{A^T y_i\}_{i=1}^m$, denoted as $\pi_{t+1}$.

4: Compute $\zeta_{t+1} \leftarrow \text{Grad}[f](A_t)$.

5: Compute $A_{t+1} \leftarrow \text{Retr}_{A_t}(\gamma_{t+1} \zeta_{t+1})$.

6: Stop the iteration when $\|A_{t+1} - A_t\|_F / (1 + \|A_t\|_F) \leq \epsilon$.

7: end for