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Abstract

Image super-resolution is one of the most popular computer vision problems with many important applications to mobile devices. While many solutions have been proposed for this task, they are usually not optimized even for common smartphone AI hardware, not to mention more constrained smart TV platforms that are often supporting INT8 inference only. To address this problem, we introduce the first Mobile AI challenge, where the target is to develop an end-to-end deep learning-based image super-resolution solutions that can demonstrate a real-time performance on mobile or edge NPUs. For this, the participants were provided with the DIV2K dataset and trained quantized models to do an efficient 3X image upscaling. The runtime of all models was evaluated on the Synaptics VS680 Smart Home board with a dedicated NPU capable of accelerating quantized neural networks. The proposed solutions are fully compatible with all major mobile AI accelerators and are capable of reconstructing Full HD images under 40-60 ms while achieving high fidelity results. A detailed description of all models developed in the challenge is provided in this paper.

1. Introduction

Image super-resolution is a classical computer vision problem where the goal is to reconstruct the original image based on its downscaled version, adding the lost high frequencies and rich texture details. During the past years, this task has witnessed an increased popularity due to its direct application to telephoto image processing in smartphone cameras, low-resolution media data enhancement as well as to upsampling images and videos to the target high resolution of display panels. Numerous classical [36, 14, 46, 50, 51, 57, 59, 60, 16, 53] and deep learning-based [12, 11, 39, 41, 49, 52, 6, 44, 61, 31] approaches have been proposed for this task in the past. The biggest limitation of these methods is that they were primarily targeted at achieving high fidelity scores while not optimized for computational efficiency and mobile-related constraints, which is essential for this and other tasks related to image processing and enhancement [19, 20, 33] on mobile devices. In this challenge, we take one step further in solving this problem by using a popular DIV2K [3] image super-resolution dataset and by imposing additional efficiency-related constraints on the developed solutions.

When it comes to the deployment of AI-based solutions on mobile devices, one needs to take care of the particularities of mobile NPUs and DSPs to design an efficient model. An extensive overview of smartphone AI acceleration hardware and its performance is provided in [29, 27]. According to the results reported in these papers, the latest mobile NPUs are already approaching the results of mid-range desktop GPUs released not long ago. However, there are still two major issues that prevent a straightforward deployment of neural networks on mobile devices: a restricted amount of RAM, and a limited and not always efficient support for many common deep learning layers and operators. These two problems make it impossible to process high resolution data with standard NN models, thus requiring a careful adaptation of each architecture to the restrictions of mobile AI hardware. Such optimizations can include network pruning and compression [8, 23, 40, 42, 45], 16-bit / 8-bit [8, 38, 37, 58] and low-bit [7, 54, 34, 43] quantization, device- or NPU-specific adaptations, platform-aware neural architecture search [15, 47, 56, 55], etc.

While many challenges and works targeted at efficient deep learning models have been proposed recently, the evaluation of the obtained solutions is generally performed on desktop CPUs and GPUs, making the developed solutions...
not practical due to the above mentioned issues. To address
this problem, we introduce the first Mobile AI Workshop
and Challenges, where all deep learning solutions are de-
veloped for and evaluated on real mobile devices. In this
competition, the participating teams were provided with the
DIV2K [3] dataset containing diverse 2K resolution RGB
images used to train their models using a downscaling fac-
tor of 3. More importantly, since many mobile and smart
TV platforms can accelerate only INT8 models, all submit-
ted solutions had to be fully-quantized. Within the chal-
lenge, the participants were evaluating the runtime and tun-
ing their models on the Synaptics Dolphin platform featur-
ing a dedicated NPU that can efficiently accelerate INT8
neural networks. The final score of each submitted solution
was based on the runtime and fidelity results, thus balanc-
ing between the image reconstruction quality and efficiency
of the proposed model. Finally, all developed solutions are
fully compatible with the TensorFlow Lite framework [48],
thus can be deployed and accelerated on any mobile plat-
form providing AI acceleration through the Android Neural
Networks API (NNAPI) [4] or custom TFLite delegates [9].

This challenge is a part of the MAI 2021 Workshop and
Challenges consisting of the following competitions:

• Learned Smartphone ISP on Mobile NPUs [18]
• Real Image Denoising on Mobile GPUs [17]
• Quantized Image Super-Resolution on Edge SoC NPUs
• Real-Time Video Super-Resolution on Mobile GPUs [25]
• Single-Image Depth Estimation on Mobile Devices [21]
• Quantized Camera Scene Detection on Smartphones [22]
• High Dynamic Range Image Processing on Mobile NPUs

The results obtained in the other competitions and the de-
scription of the proposed solutions can be found in the cor-
responding challenge papers.

2. Challenge

To develop an efficient and practical solution for mobile-
related tasks, one needs the following major components:

1. A high-quality and large-scale dataset that can be used
to train and evaluate the solution;

2. An efficient way to check the runtime and debug the
model locally without any constraints;

3. An ability to regularly test the runtime of the designed
neural network on the target mobile platform or device.

This challenge addresses all the above issues. Real train-
ing data, tools, and runtime evaluation options provided to
the challenge participants are described in the next sections.

2.1. Dataset

In this challenge, the participants were proposed to work
with the popular DIV2K [3] dataset. It consists from 1000
divers 2K resolution RGB images: 800 are used for training,
100 for validation and 100 for testing purposes. The im-
ages are of high quality both aesthetically and in the terms
of small amounts of noise and other corruptions (like blur
and color shifts). All images were manually collected and
have 2K pixels on at least one of the axes (vertical or hor-
izontal). DIV2K covers a large diversity of contents, from
people, handmade objects and environments (cities), to flora
and fauna and natural sceneries, including underwater. An
example set of images is demonstrated in Fig. 1.

2.2. Local Runtime Evaluation

When developing AI solutions for mobile devices, it is
vital to be able to test the designed models and debug all
emerging issues locally on available devices. For this, the
participants were provided with the AI Benchmark application [27, 29] that allows to load any custom TensorFlow Lite
model and run it on any Android device with all supported
acceleration options. This tool contains the latest versions of Android NNAPI, TFLite GPU, Hexagon NN, Samsung Eden and MediaTek Neuron delegates, therefore supporting all current mobile platforms and providing the users with the ability to execute neural networks on smartphone NPUs, APUs, DSPs, GPUs and CPUs.

To load and run a custom TensorFlow Lite model, one needs to follow the next steps:

1. Download AI Benchmark from the official website\(^1\) or from the Google Play\(^2\) and run its standard tests.
2. After the end of the tests, enter the PRO Mode and select the Custom Model tab there.
3. Rename the exported TFLite model to model.tflite and put it into the Download folder of the device.
4. Select mode type (INT8, FP16, or FP32), the desired acceleration/inference options and run the model.

These steps are also illustrated in Fig. 2.

### 2.3. Runtime Evaluation on the Target Platform

In this challenge, we use the Synaptics VS680 Edge AI SoC\(^3\) Evaluation Kit as our target runtime evaluation platform. The VS680 Edge AI SoC is integrated into Smart Home solution and it features a powerful NPU designed by VeriSilicon and capable of accelerating quantized models (up to 7 TOPS). It supports Android and can perform NN inference through NNAPI, demonstrating INT8 AI Benchmark scores that are close to the ones of mid-range smartphone chipsets. Within the challenge, the participants were able to upload their TFLite models to an external server and get feedback regarding the speed of their model: the inference time of their solution on the above mentioned NPU or an error log if the network contained incompatible operations and/or improper quantization. Participants’ models were parsed and accelerated using Synaptics’ TFLite delegate that can dynamically parse and map a given model’s higher level representation of neural network layers and operations to its equivalent internal binary representation that will be optimized for efficient integer only execution on the VS680’s NPU. The same setup was also used for the final runtime evaluation. The participants were additionally provided with a list of ops supported by this board and model optimization guidance in order to fully utilize the NPU’s convolution and tensor processing resources.

### 2.4. Challenge Phases

The challenge consisted of the following phases:

I. **Development**: the participants get access to the data and AI Benchmark app, and are able to train the models and evaluate their runtime locally;

II. **Validation**: the participants can upload their models to the remote server to check the fidelity scores on the validation dataset, to get the runtime on the target plat-
The problem considered in this competition was very challenging as the solutions had to be both optimized for the target Smart Home platform and be fully quantized. While there exists many works proposing various weight quantization techniques, the majority of them are still using floating-point activations: in this case, the resulting models are not compatible with INT8 NPUs, and the entire idea of network quantization is lost as no benefits are obtained on real hardware. Therefore, in this challenge the participants had to perform full model quantization including inputs, weights, convolutions and activations – networks with floating-point ops were not accepted. As one can see (Fig. 1), only 6 teams were able to outperform a simple bicubic image upsampling baseline, in all other cases the accuracy loss after quantization was enormous, and the models were just producing corrupted outputs. One major issue met by the majority of challenge participants was to avoid using floating-point output dequantization: without this block, quantized outputs were often normalized incorrectly, resulting in wrong network’s output values scaling. The easiest way to deal with this problem was to add a simple clipped ReLU layer on top of the model, then the outputs were mapped linearly to the [0, 255] interval. Applying quantized-aware training was also helping a lot in getting good fidelity results.

The majority of the proposed solutions demonstrated a very high efficiency, being able to upscale 640×360 pixel input images to Full HD resolution under 60-80 ms on the target Synaptics VS680 board. Since not all TFLite operations were equally optimized by the target platform, participants had to rely on a recommended set of ops for building their models in order to design a solution that would maximize NPU utilization. Team Aselsan Research is the challenge winner — the authors were able to achieve good fidelity and runtime values by using a relatively small model with grouped convolutions. Even better results were obtained by team MCG, though, unfortunately,

Table 1. Mobile AI 2021 Real-Time Image Super-Resolution challenge results and final rankings. During the runtime measurements, the models were performing image upsampling from 640×360 to 1920×1080 pixels. ∆ PSNR and ∆ SSIM values correspond to accuracy loss measured in comparison to the original floating-point network. Team Aselsan Research is the challenge winner. * The presented solution from TinyJie team was submitted after the official challenge deadline.

| Team                  | Author                  | Framework          | Model Size, KB | PSNR↑ • INT8 Model | SSIM↑ • INT8 Model | ∆ PSNR FP32 → INT8 Acc. Drop | ∆ SSIM | Runtime, ms ± CPU | Speed-Up | Final Score |
|-----------------------|-------------------------|--------------------|----------------|---------------------|-------------------|--------------------------------|--------|-------------------|----------|-------------|
| Aselsan Research       | deepeninzhui            | Keras / TensorFlow | 67             | 29.58               | 0.86              | 0.18                          | 0.0093 | 12/78             | 44.85    | 28.5        |
| Noah_TerminalVision    | JeremyG                 | Keras / TensorFlow | 109            | 29.41               | 0.8537            | 0.33                          | 0.0142 | 66/88             | 38.32    | 17.4        |
| ALONG                 | richlaji                | TensorFlow        | 30             | 29.52               | 0.8607            | N.A                           | N.A    | 95/1              | 62.25    | 15.3        |
| Ax_regression [5]     | Baseline                |                    |                | 29.32               | 0.8520            | -                             | -      | -                | -        | -           |
| EmbeddedAI            | xindongzhang           | PyTorch / TensorFlow | 82             | 28.82               | 0.8428            | 0.15                          | 0.0119 | TBD               | 76.61    | 16.0        |
| mju_gogogo            | mju_gogogo              | Keras / TensorFlow | 940            | 28.92               | 0.8486            | N.A                           | N.A    | Failed           | 718      | 1.28        |
| Bicubic Upscaling     | Baseline                |                    |                | 28.26               | 0.8277            | -                             | -      | -                | -        | -           |
| 2TI                    | masandu                 | TensorFlow        | 175            | 25.74               | 0.750             | 4.03                          | 0.1337 | Failed           | 258.43   | 10.0        |
| svnit_mmu              | kalpesh_svnit           | TensorFlow        | 8              | 19.3                | 0.7061            | 9.61                          | 0.1442 | 1947             | 78.84    | 24.7        |
| CVML                  | viralchudamasama        | TensorFlow        | 10             | 19.5                | 0.7462            | 9.45                          | 0.1049 | 1772             | 90.20    | 19.6        |
| TsetDooM Team         | Shuasuh_Kaopangzhui     | TensorFlow        | 636            | 16.19               | 0.6654            | 13.28                         | 0.1991 | Failed           | 913.96   | 0.00        |
| MCG                    | TinyJie                 | TensorFlow        | 53             | 29.97               | 0.8668            | N.A                           | N.A    | 998              | 36.19    | 17.44       |

3.1. Results and Discussion

The problem considered in this competition was very challenging as the solutions had to be both optimized for the target Smart Home platform and be fully quantized. While there exists many works proposing various weight quantization techniques, the majority of them are still using floating-point activations: in this case, the resulting models are not compatible with INT8 NPUs, and the entire idea of network quantization is lost as no benefits are obtained on real hardware. Therefore, in this challenge the participants had to perform full model quantization including inputs, weights, convolutions and activations – networks with floating-point ops were not accepted. As one can see (Fig. 1), only 6 teams were able to outperform a simple bicubic image upsampling baseline, in all other cases the accuracy loss after quantization was enormous, and the models were just producing corrupted outputs. One major issue met by the majority of challenge participants was to avoid using floating-point output dequantization: without this block, quantized outputs were often normalized incorrectly, resulting in wrong network’s output values scaling. The easiest way to deal with this problem was to add a simple clipped ReLU layer on top of the model, then the outputs were mapped linearly to the [0, 255] interval. Applying quantized-aware training was also helping a lot in getting good fidelity results.

The majority of the proposed solutions demonstrated a very high efficiency, being able to upscale 640×360 pixel input images to Full HD resolution under 60-80 ms on the target Synaptics VS680 board. Since not all TFLite operations were equally optimized by the target platform, participants had to rely on a recommended set of ops for building their models in order to design a solution that would maximize NPU utilization. Team Aselsan Research is the challenge winner — the authors were able to achieve good fidelity and runtime values by using a relatively small model with grouped convolutions. Even better results were obtained by team MCG, though, unfortunately,
it was able to solve all issues related to model quantization only after the end of the challenge. This team as well as Noah_TerminalVision and ALONG were using a similar idea of learning only SR residuals with convolutional or residual blocks. Quantized models submitted by EmbededAI and mju_gogogo demonstrated only a slight improvement over the baseline bicubic upscaling approach. The rest of the teams were not able to fight the accuracy drop resulted from model quantization, though their original floating-point networks were showing quite good fidelity scores.

At the beginning of the runtime validation phase, almost all submitted solutions were either crushing on the target Synaptics platform or demonstrating a runtime of several seconds when tested on the target resolution images. It took a large number of iterations for the majority of teams to come up with solutions that can be accelerated efficiently on the considered NPU, though many models were very light and demonstrated good speed on desktop CPUs and GPUs from the very beginning. This explicitly shows that the runtime values obtained on common deep learning hardware are not representative when it comes to model deployment on mobile AI silicon: even solutions that might seem to be very efficient can struggle significantly due to the specific constraints of IoT and mobile AI acceleration hardware and frameworks. This makes deep learning development for mobile devices so challenging, though the results obtained in this competition demonstrate that one can get a very efficient model when taking the above aspects into account.

4. Challenge Methods

This section describes solutions submitted by all teams participating in the final stage of the MAI 2021 Real-Time Image Super-Resolution challenge.

4.1. Aselsan Research

The architecture proposed by Aselsan Research is presented in Fig. 3. The major building block (Gblock) of this model is based on the concept of grouped convolutions: the input feature maps are split into 4 parts and fed to separate convolutions (working in parallel) to decrease the RAM consumption and computational costs. The authors emphasize that though replacing the standard convolutional layers with separable convolutions results in better runtime, this also leads to a large accuracy drop after performing model quantization, thus they were not used in the final architecture. An additional skip connection was added to improve the fidelity results of the proposed solution, no input data normalization was used to increase the speed of the model.

The network was trained on 32×32 pixel input images with a batch size of 16. Charbonnier loss function was minimized using Adam optimizer with a dynamic learning rate ranging from $25e^{-4}$ to $1e^{-4}$. Model quantization was performed with TensorFlow’s standard post-training quantization utilities, clipped ReLU was added on top of the model to avoid incorrect output normalization. A more detailed description of the model, design choices and training procedure is provided in [5].

4.2. MCG

Team MCG proposed an anchor-based CNN (Fig. 4) for the considered problem. The main idea behind this architecture is to learn only the residual part of SR image. If we remove all convolutional layers from this model, then the workflow would be as follows: the input image is stacked 3×3 = 9 times (where 3 is the upscaling factor) and then reshaped by the depth-to-space layer to the target resolution. The resulting image will have the same size as the tar-
get SR one — resizing is achieved by repeating each pixel value 9 times. The “removed” convolutional block is therefore learning the difference between the low-resolution and SR photos, which is added to the input image before the depth-to-space layer. This block consists of five $3 \times 3$ convolutional layers followed by ReLU activations, and one additional conv layer on top of them.

The network was trained with a batch size of 16 on 64×64 pixel input images augmented by random flipping and rotation. $L_1$ loss was used as a target metric, model parameters were optimized for 1000 epochs using Adam with a learning rate initialized at $1 \times 10^{-3}$ and decreases by half every 200 epochs. Quantized-aware training as well as post-training quantization were applied to get an accurate INT8 model, clipped ReLU was added on top of the network to avoid incorrect output normalization. A detailed description of the proposed method is also provided in [15].

4.3. Noah_TerminalVision

Team Noah_TerminalVision developed a small TinySRNet model demonstrated in Fig. 5. This network contains three residual blocks (each consisting of two convolutions), space-to-depth (S2D), depth-to-space (D2S) and one residual convolutional layer. The authors especially emphasize the importance of the residual block which helps a lot in maintaining good accuracy after model quantization. The network was trained to minimize $L_1$ loss function and then fine-tuned with $L_2$ loss. 128×128px input patches augmented with random flips and rotations were used during the training, model parameters were optimized using Adam with an initial learning rate of $2 \times 10^{-4}$ halved every 200K iterations. Quantized-aware training was applied to improve the accuracy of the resulting INT8 model.

4.4. ALONG

The architecture developed by team ALONG (Fig. 6) is very similar to the previous solution, the major difference consists in doing all processing on the original scale and using nearest neighbor upsampling instead of convolution in the residual block connecting the input and output layers. The model was first trained to minimize $L_1$ loss function and then fine-tuned with $L_2$ loss. 128×128px input patches augmented with random flips and rotations were used during the training, model parameters were optimized using Adam with an initial learning rate of $2 \times 4$ halved every 200K iterations. Quantized-aware training was applied to improve the accuracy of the resulting INT8 model.

4.5. EmbededAI

Team EmbededAI presented a Plain Re-Parameterizable Convolutions for Super Resolution (PRPSR) model for the considered task. This network is designed using a pure con-
volutional topology: the input low-resolution image is fed to $5 \times 5$ convolutional layer performing feature extraction, followed by five $3 \times 3$ convolutions, one $3 \times 3$ convolutional and one pixel-shuffle layer reshaping the output to the target resolution (Fig. 7, right image). No residual blocks, skip connections, up-sampling or even addition operations are used in the model to improve its speed. During the training stage, each single convolutional layer is decoupled into a group of three operations:

$$y = x + \text{conv}_{1 \times 1}(x) + \text{conv}_{3 \times 3}(x),$$

followed by ReLU activations (Fig. 7, left image). After the end of the training, the parameters of each convolutional group are folded to get a single convolution [10].

The network was trained with a batch size of 32 on 64×64 pixel input images. $L_1$ loss was used as a target metric, model parameters were optimized for 600 epochs using Adam with an initial learning rate of $5e-4$ decreases by half every 200 epochs. Model quantization was performed with TensorFlow’s post-training quantization tools, clipped ReLU was used after the last convolutional layer to avoid incorrect outputs normalization.

5. Additional Literature

An overview of the past challenges on mobile-related tasks together with the proposed solutions can be found in the following papers:

- Image Super-Resolution: [31, 44, 6, 52]
- Learned End-to-End ISP: [28, 32]
- Perceptual Image Enhancement: [31, 26]
- Bokeh Effect Rendering: [24, 30]
- Image Denoising: [1, 2]
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