Conformal invariance in the nonperturbative renormalization group: a rationale for choosing the regulator
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Field-theoretical calculations performed in an approximation scheme often present a spurious dependence of physical quantities on some unphysical parameters associated with the details of the calculation setup (such as, the renormalization scheme or, in perturbation theory, the resummation procedure). In the present article, we propose to reduce this dependence by invoking conformal invariance. Using as a benchmark the three-dimensional Ising model, we show that, within the derivative expansion at order 4, performed in the nonperturbative renormalization group formalism, the identity associated with this symmetry is not exactly satisfied. The calculations which best satisfy this identity are shown to yield critical exponents which coincide to a high accuracy with those obtained by the conformal bootstrap.

Introduction. In the seventies, Polyakov and Migdal conjectured that scale invariance induces conformal invariance in a large class of systems \cite{4,5}. Studying scale invariance via Renormalization Group (RG) has since developed into an extensive and general toolset which enabled quantitative description of a plethora of physical systems, with and without disorder, at- and out-of-equilibrium, with short or long range interactions, etc... Unfortunately, no similar construction applies to the case of conformal invariance. Such an approach would give more constraints on the theory because special conformal invariance implies that there are more generators of symmetry in a $d$-dimensional system with $d > 2$. A natural question therefore arises: how can we implement conformal invariance within the renormalization group framework? In this letter, we address this question in the framework of the Nonperturbative Renormalization group (NPRG) \cite{3}. This modern version of Wilson’s renormalization group was developed more than two decades ago for addressing different problems in field theories \cite{4,5}. It can be applied to many physical situations and it is nowadays widely used in solid state physics, statistical mechanics (both in- and out-of-equilibrium), particle physics \cite{9}, quantum gravity \cite{10}, etc. Just to give statistical mechanical examples, this method permits to access different observables, including universal (critical exponents, amplitude ratios, scaling functions, etc.) \cite{11,22,23} but also non-universal quantities (phase diagrams, critical temperatures, etc.) \cite{11,24,29}.

In a nutshell, NPRG consists in regularizing a theory, defined by an action (or hamiltonian) $S$, by adding to $S$ a quadratic scale-dependent term $\Delta S_k = 1/2 \int \frac{d^d q}{(2\pi)^d} R_k(q) \chi(q) \chi(-q)$. The regulating function $R_k(q)$ separates the high and low momentum modes of $\chi(q)$ by freezing the latter while leaving unchanged the former. It is then possible to deduce an exact flow equation \cite{4,5}, usually denoted the Wetterich equation, which governs the evolution of a scale-dependent effective action $\Gamma_k$ (which closely resembles the Gibbs free energy) when the RG scale $k$ is reduced. The exact flow equation is a nonlinear functional equation which cannot be solved exactly. In actual calculations, the general strategy consists in looking for approximate solutions to this exact equation: One considers a family of effective actions, typically parametrized by a few functions, and solves the exact equation within this functional subspace of actions. The strength of the method is that it is resilient to approximations: many qualitative features of the theory can be reproduced with quite crude approximations. In more quantitative studies, a systematic approximation scheme, called derivative expansion (DE) proved to be very efficient \cite{7,8}. The order $O(\partial^s)$ of the approximation, consists in keeping all terms with up to $s$ gradients in a gradient expansion of the effective action $\Gamma_k[\phi]$. Recent studies showed that this enables one to determine the critical exponents of the Ising and $O(N)$ model to a high precision if enough terms are retained in the approximation \cite{13,22,23}. To achieve this level of precision, a major drawback must be overcome. Within the DE, the values of physical quantities depend on the regulator $R_k(q)$ which is used. This spurious dependence is a consequence of the approximation as no such de-
dependence should show up in the exact theory at \( k = 0 \). Therefore, the determination of physical quantities such as the critical exponents relies on choosing some sort of an optimal regulator. By lack of a better choice, the common approach consists in invoking the Principle of Minimal Sensitivity (PMS) \([30]\): the optimal regulator is chosen such that the critical exponents are locally independent of the regulator \([22, 23, 31]\). Once critical exponents are studied in the light of the PMS, the DE proved to be a very powerful method yielding very accurate critical exponents in the Ising and \( O(N) \) universality classes \([22, 23]\). The use of the PMS has been criticized because we may encounter situations where no local extremum exists, or where many extrema are present. In these situations, it is not clear which regulator should be retained. We stress that a similar spurious dependence on parameters is observed in other approaches. For instance, in the framework of perturbation theory, series are only asymptotic and it is necessary to resort to resummation techniques to compute critical exponents. These always come with some parameters that must be fixed in one way or another, see e.g. \([32, 33]\).

Our aim in this letter is to combine NPRG techniques and the fact that critical physics is conformal invariant. The relation between these two concepts was already discussed in Ref. \([34–36]\) where it was shown that if the theory is invariant under the full conformal group, the effective action satisfies, on top of the fixed point equation which encodes scale invariance, a very similar constraint which accounts for special conformal transformations. Our strategy then consists in studying this constraint within the DE. We focus on the simplest situation where conformal invariance gives more information than the sole scale invariance: the Ising universality class at order \( O(\partial^4) \). We check explicitly that the special conformal constraint is not exactly fulfilled at the fixed point. This is an artifact of our approximation procedure because, in the exact theory, the fixed-point solution should fulfill conformal invariance \([34]\). We can turn this drawback into an asset as it calls for choosing the regulator which yields the smallest breaking of conformal invariance. We propose to call this the Principle of Maximal Conformality (PMC). Explicit calculations show that PMC leads to critical exponents which are very close to the almost exact conformal bootstrap results. In fact, PMC and PMS lead to very similar regulators. This gives strong indication that the PMS procedure is reasonable, in the framework of NPRG and gives us more confidence on the critical exponents obtained in Refs. \([13, 22, 23, 31]\).

**NPRG and conformal invariance.** The dynamics of the model is characterized by a microscopic action \( S \) which we choose invariant under translations, rotations and under \( Z_2 \) symmetry. Following Wetterich \([4]\), we introduce a regularized partition function \( Z_R \) as:

\[
Z_R[J] = \int D\chi e^{-S[\chi] + \int_x J(x)\chi(x) - \frac{1}{2} \int_{xy} \chi(x)R(x,y)\chi(y)}. \tag{1}
\]

The regulating function \( R(x,y) \) is in general chosen to be invariant under translations. Its Fourier transform \( R_k(q) \) is of order \( k^2 \) at small momentum and tends to zero at large \( q \). This ensures that the long-distance modes are frozen. As usual, the order parameter is obtained as a functional derivative of \( W_R = \log Z_R \) with respect to \( J \):

\[
\phi(x) = \frac{\delta W_R[J]}{\delta J(x)}. \tag{2}
\]

It is convenient to define a scale-dependent effective action \( \Gamma_R \) as the Legendre transform of \( W_R \) with respect to the source \( J \), where a part quadratic in the field is subtracted:

\[
\Gamma_R[\phi] + W_R[J] = \int_x J(x)\phi(x) - \frac{1}{2} \int_{xy} \phi(x)R(x,y)\phi(y). \tag{3}
\]

Now consider a particular family of regulators \( R_k \), indexed by a momentum scale \( k \) and renormalized fields \( \tilde{\phi} \) such that:

\[
R_k(x,y) = k^{D_\phi} R(k^2(x - y)^2), \tag{4}
\]

\[
\phi(x) = k^{D\phi}\tilde{\phi}(kx), \tag{5}
\]

where \( D_\phi \) is the dimension of the field (to be fixed later on) and \( D_R = 2(d - D_\phi) \). An exact flow equation can be obtained by deriving the effective action with respect to \( k \) (or, equivalently, with respect to the renormalization-group “time” \( t = \log k/\Lambda \) where \( \Lambda \) is an arbitrary reference scale) at fixed renormalized field \( \tilde{\phi} \) and renormalized regulator \( \tilde{R} \):

\[
\partial_t \Gamma_R |_{\phi, \tilde{R}} = (D_\phi + D_R) \Gamma_{R_k}, \tag{6}
\]

where we introduced the operators

\[
\begin{align*}
D_\phi &= \int_x [(D_\phi + x^\mu \partial_{x^\mu})\phi(x)] \frac{\delta}{\delta \phi(x)} \tag{7} \\
D_R &= \int_{xy} [(D_R + x^\mu \partial_{x^\mu} + y^\mu \partial_{y^\mu})R(x,y)] \frac{\delta}{\delta R(x,y)} \tag{8}
\end{align*}
\]

The important observation at this point is that the functional derivative of \( \Gamma_R \) with respect to \( R \) can be expressed in terms of the exact propagator of the theory:

\[
\frac{\delta \Gamma_R}{\delta R(x,y)} = \frac{1}{2} \left( \Gamma_R^{(2)}(x,y) + R(x,y) \right)^{-1}. \tag{9}
\]

In this way, we obtain an exact flow equation which involves only functional derivatives with respect to the field, not with respect to the regulating function.

The flow equation \((6)\) makes it clear that at a fixed point \((\partial_t \Gamma_{R_k} = 0)\), the effective action is invariant under
where \( \tilde{y} \) is invariant under translations and rotations, the latter is also invariant under replacing momenta \( p \) with \( k \) and \( \phi \) with \( \phi \). The former is also invariant under replacing \( p \) by \( -p \), a property which is not shared by the latter. These equations are therefore \( S_n \) and \( S_{n-1} \) invariant respectively. It is convenient to restore the \( S_n \) in the conformal Ward identity. This can be done by applying the operator \(-2/n(\sum_{i=1}^{n-1} \delta_{p^i})\) to the Ward identity for dilatation \( \delta \Gamma_R \) and adding to this the conformal Ward identity \( \delta \Gamma_R \). Then on, we make use only of this symmetrized version of the Ward identity for special conformal invariance.

**Derivative expansion.** Let us now analyze the consequences of conformal invariance within the derivative expansion. At order \( O(\partial^4) \), on which we concentrate in this article, we have to introduce five functions of the homogeneous field \( \tilde{\phi} \) and the truncation reads:

\[
\Gamma_{R_{k}}[\tilde{\phi}] = \int_{x} \left\{ U_{k} + \frac{1}{2}Z_{k}(\partial_{\mu}\phi)^{2} + \frac{1}{2}W_{a,k}(\partial_{\mu}\phi)^{2}\right\}.
\]

Because of the \( \mathbb{Z}_2 \) symmetry, \( U_{k}(\phi), Z_{k}(\phi), W_{a,k}(\phi), W_{b,k}(\phi) \), and \( W_{c,k}(\phi) \) are even functions of \( \phi \). From now on, all functions are expressed in terms of renormalized and dimensionless field \( \phi \) that are functions of the dimensionless coordinates \( \tilde{x} = kx \).

It is interesting, at this point to count how many independent structures in momenta appear in the symmetrized version of Eq. (10). This can be entirely determined by using the \( S_n \) symmetry, the conservation of momentum and the fact that Eq. (10) has one vector index \( \mu \). We find by inspection that there is no such tensorial structure of order \( O(p^3) \) (the only \( S_n \)-symmetric combination of \( n \) vectors is the sum of these vectors, which vanishes by conservation of the momentum). There is just one structure at order \( O(p^3) \): \( \Sigma_{i}p_{i}^{\mu}p_{i}^{\nu} \). Observe that this invariant exists only for structures with at least 3 external momenta. This is why special conformal invariance starts to play a role at order \( O(\partial^4) \) in the DE.

As a consequence, the DE at order \( O(\partial^4) \) is characterized by 5 functions of \( \tilde{\phi} \). At the fixed point controlling the critical regime, these functions are completely determined by scale invariance, Eq. (12). Moreover, there is one further constraint that emerges from the symmetrized Ward identity for conformal invariance which makes the problem over-constrained. All 6 functional constraints involve a “scaling contribution” and a “loop contribution” which originate from the left-hand-sides and right-hand-sides of Eqs. (12,13) respectively. The loop contributions are obtained by computing the right-hand-sides of (12,13) with the explicit form of the truncation and projecting the resulting expression on the same functional space. Of course, the right-hand-sides also involve terms with higher powers of the external momenta and the approximation consists in neglecting these terms. In what concerns scale invariance, these equations were computed in [13, 34, 35] and we use the same expressions in the present work [39]. We, moreover, treat the
FIG. 1. Contour plot of the function \( f \) (see the text) as a function of \( \tilde{\phi} \) (vertical axis) for various values of \( \alpha \) (horizontal axis). The blue level curve corresponds to the minimal value of \( f(\tilde{\phi} = 0) \). The solid and dashed lines correspond to the values of \( \alpha \) which fulfill the PMS criterion for the exponent \( \nu \) and \( \eta \) respectively.

symmetrized version of the conformal constraint \(^{[10]}\) at order \( O(p^3) \) in the same manner. All these expressions are rather lengthy and are presented in the Supplemental Material.

To quantify the breaking of the conformal constraint, we consider the constraint that appears at order \( O(p^3) \) normalized by its “scaling” contribution at \( \phi = 0 \). This defines the function \( f(\phi) \) (see the Supplemental Material for the expressions for the conformal constraint as well as the function \( f \)), which would be exactly zero if conformal invariance was realized within DE. We now study how the breaking of conformal invariance depends on the regulator. We focus on the discussion on the regulator \( R_k = \alpha q^2/\exp(q^2/k^2) - 1 \) which has been widely employed in previous analysis \(^{[4]}\), but we have checked that our findings are not modified if we use any of the regulator families considered in Refs. \(^{[34,36]}\). We plot in Fig. 1 the function \( f(\phi) \) for various values of \( \alpha \). We observe that \( f \) is always strictly positive. It is thus convenient to choose the regulator according to the Principle of Maximal Conformality, such that the breaking of conformal invariance is as small as possible. To do so, observe the first striking feature depicted in this plot: for each value of \( \phi \), \( f \) reaches a minimum for very similar values of \( \alpha \). As a consequence, the different implementations of the PMC (i.e. minimizing \( f(0) \) or the integral of \( f(\phi) \) with some weight, etc.) lead to very similar values of \( \alpha \) (see Fig. 1). In what follows, we choose to minimize \( f(0) \) and call \( \alpha_c \) the associated value of \( \alpha \). This value of \( \alpha \) corresponds to the intersection of the blue curve with the vertical axis in Fig. 1. The other striking feature of Fig. 1 is that \( \alpha_c \) is very close to the optimal values of \( \alpha \) obtained by using the PMS criterion. Thus, the critical exponents obtained by the PMC are very close to those obtained by using the PMS. This is depicted in Fig. 2 where we present a parametric plot of the critical exponents \( \eta \) and \( \nu \) for different values of \( \alpha \). The PMS critical exponents are easily spotted as the extremal points. To be more quantitative, we obtain with the PMC \( \alpha_e = 1.45(1) \) while the PMS for the exponents \( \eta \) and \( \nu \) yield \( \alpha_\eta = 1.45(1) \) and \( \alpha_\nu = 1.54(1) \).

Our determination of the critical exponents are depicted in Fig. 2. At the PMC point, we find \( \eta = 0.034544 \) and \( \nu = 0.630276 \) which compare well with the PMS results, \( \eta = 0.034544, \nu = 0.630263 \) and the conformal bootstrap results \( \eta = 0.036298(2) \) and \( \nu = 0.629971(4) \) \(^{[40]}\).}

**Conclusions.** We have studied how much the Ward identity for conformal invariance is violated at the fixed point describing the \( d = 3 \) Ising universality class, obtained within the derivative expansion at order \( O(q^4) \). Since this symmetry is known to be realized at the critical point of this model, the violation of the associated Ward identity is an unfortunate consequence of the approximation that was performed. In this letter, we propose to choose the regulator according to the Principle of Maximal Conformality: We have considered a 1-parameter family of regulators, characterized by a multiplicative constant \( \alpha \) and have searched for the value of \( \alpha \) which yields the smallest breaking of the Ward identity for conformal invariance. This leads to very precise determinations of the critical exponents, which differ from those obtained by conformal bootstrap only by a small fraction. The optimal value of \( \alpha \) is also surprisingly close to the one obtained by the Principle of Minimal Sensitivity which is empirically known to yield quite precise determinations of critical exponents. This study clearly demonstrates the power of the Principle of Maximal Conformality, which could be used in other models within the NPRG method. It also supports the use of the Principle of Minimal Sensitivity in the framework of the NPRG.
Generalization to other approaches, such as resummation methods in perturbation theory could also be considered.
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