GLOBAL WELL-POSEDNESS AND DECAY OF SOLUTIONS TO THE CAUCHY PROBLEM OF CONVECTIVE CAHN-HILLIARD EQUATION
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Abstract. In this paper, we consider the global well-posedness and time-decay rates of solution to the Cauchy problem for 3D convective Cahn-Hilliard equation with double-well potential via a refined pure energy method. In particular, the optimal decay rates of the higher-order spatial derivatives of the solution are obtained, the $H^{-s} (0 < s \leq \frac{1}{2})$ negative Sobolev norms is shown to be preserved along time evolution and enhance the decay rates.

1. Introduction

The convective Cahn-Hilliard equation [17, 32, 10]
(1) \[ \partial_t u + \Delta^2 u = \Delta \varphi(u) + \vec{\beta} \cdot \nabla \psi(u), \]
arises naturally as a continuous model for the formation of facets and corners in crystal growth [45, 22]. In equation (1), $u(x, t)$ denotes the slope of the interface [22], the convective term $\vec{\beta} \cdot \nabla \psi(u)$ stems from the effect of kinetic that provides an independent flux of the order parameter, similar to the effect of an external field in spinodal decomposition of a driven system [22], $\varphi(u)$ stands for the derivative of a configuration potential $\Phi(u) = \int_0^u \varphi(s) ds$, respectively. Usually, we take $\varphi(u)$ as the derivation of a double-well potential \[ \varphi(s) = \Phi'(s) = s(s^2 - 1), \quad \Phi(s) = \frac{1}{4}(s^2 - 1)^2, \]
or a singular potential (see [18, 20]) \[ \varphi_{\log}(s) = -\kappa_0 s + \kappa_1 \ln \frac{1 + s}{1 - s}, \quad 0 < \kappa_1 < \kappa_0. \]

For small driving force $\vec{\beta} \to 0$, equation (1) is reduced to the well-known classical Cahn-Hilliard equation [6, 36, 46, 19, 24, 38].

A large amount of literature has been produced about the convective Cahn-Hilliard equation in a bounded domain, subject to suitable boundary conditions. For example, Zaks et al. [47] investigated the bifurcations of stations periodic solutions of a convective Cahn-Hilliard equation; Eden and Kalantarov [15, 16] established some results on the existence of a compact attractor for the convective Cahn-Hilliard equation with periodic boundary conditions in one space dimension and three space dimension; Della Porta and
Grasselli [11] considered the initial-boundary value problem of convective nonlocal Cahn-Hilliard equation as dynamical systems and showed that they have bounded absorbing sets and global attractors; Zhao and Liu [48, 49] investigated the existence of optimal solutions and optimality condition for the initial-boundary value problem of convective Cahn-Hilliard equation; Rocca and Sprekels [37] studied a distributed control problem for a 3D convective nonlocal Cahn-Hilliard-type system involving a degenerate mobility and a singular potential. In [29, 30], Liu et. al. considered properties of solutions for the initial-boundary value problem of the convective Cahn-Hilliard equation with nonconstant mobility and degenerate mobility. There are also some papers related to the numerical solutions for the convective Cahn-Hilliard equation, please refer to [51, 1] and the reference therein.

Remark 1.1. The Cahn-Hilliard equation

\begin{equation}
\partial_t u = \Delta [-\gamma \Delta u + \varphi(u)],
\end{equation}

was used to describe phase transition problems in binary metallic alloys [36], the representation of the tumor growth process [34], color image inpainting [7] and other phenomenons. The convective Cahn-Hilliard equation can be seen as a modification of equation (2). There are various other modifications of it has been proposed in order to capture the dynamical picture of the phase transition phenomena better. To name only a few, viscous Cahn-Hilliard equation [12, 9], Cahn-Hilliard-Cook equation [2], Cahn-Hilliard-Gurtin equation [33, 26], Cahn-Hilliard-Hele-Shaw systems [43, 21], Cahn-Hilliard-Brinkman equation [3, 14] and so on.

A Cauchy problem in mathematics asks for the solution of a partial differential equation that satisfies certain conditions that are given on a hypersurface in the domain. The Cauchy problem of the convective Cahn-Hilliard in \( \mathbb{R}^N \) \( (N \in \mathbb{Z}^+) \) has the following form:

\begin{equation}
\begin{aligned}
\partial_t u + \Delta^2 u &= \Delta \varphi(u) + \gamma \nabla \cdot \psi(u), \quad (x, t) \in \mathbb{R}^N \times (0, \infty), \\
u(x, 0) &= u_0(x),
\end{aligned}
\end{equation}

where \( \gamma > 0 \) is a positive constant. It is worth pointing out that the study of problem (3) is also interesting. In [50], assuming that the initial data \( u_0(x) \) satisfies \( u_0(x) \in L^{\frac{N(u+1)}{3}}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) and \( \|u_0(x)\|_{L^\frac{N(u+1)}{3}} \) is sufficiently small, and the nonlinear functions \( \varphi(u) = O(1)|u|^p \) and \( \psi(u) = O(1)|u|^l \) as \( u \to 0 \), where \( p = \frac{2l+1}{2} \), the author proved that there exists a unique global smooth solution \( u \in L^\infty(0, \infty; L^{\frac{N(u+1)}{3}}(\mathbb{R}^N)) \) for problem (3). Moreover, Liu and Liu [28] studied the Cauchy problem of the degenerate convective Cahn-Hilliard equation

\begin{equation}
\begin{aligned}
\partial_t u + \Delta_{x'}^2 u &= \Delta_{x'} \varphi(u) - \bar{r} \cdot \nabla \psi(u), \quad x' \in \mathbb{R}^{N-1} \times (0, \infty), \\
u(x, 0) &= u_0(x),
\end{aligned}
\end{equation}

where \( \Delta_{x'} = \sum_{i=2}^n \frac{\partial^2}{\partial x_i^2} \) denotes the \( x' \) direction Laplacian operator with respect to \( x' = (x_2, x_3, \cdots, x_n) \), \( \varphi(u) = O(|u|^p) \) and \( \psi(u) = O(|u|^l) \) with the same growth property
and \( \theta \geq 1 \) is an integer. By using the long-short wave method and the frequency decomposition method, the authors proved the existence of the unique global classical solution with small initial data and discussed the decay estimates.

**Remark 1.2.** There are also some papers studied the global well-posedness of solutions for Cauchy problem of the Cahn-Hilliard equation (see e.g., Bricmont, Kupiainen and Taskinen [4], Caffarelli and Muler [5], Liu, Wang and Zhao [31], Cholewa and Rodriguez-Bernal [8], Duan and Zhao [13] and the reference cited therein).

It is worth pointing out that the assumptions imposed on the nonlinear functions \( \phi(u) \) and \( \psi(u) \) in [50, 28, 1, 5, 31, 8, 13] are too strict. One of the most nature assumption on the nonlinear function \( \phi(u) \) is \( \phi(u) = u^3 - u \), which is a double-well potential (the other is logarithmic potential). Moreover, we assume that \( \psi(u) = \frac{1}{2}u^2 \), which can be found in [32, 15, 16, 27] and the reference therein. Thus a natural question is how to prove that the Cauchy problem (3) with \( \phi(u) = u^3 - u \) and \( \psi(u) = \frac{1}{2}u^2 \) admits a unique global smooth solution \( u(x, t) \) and how to get the optimal temporal decay estimates? The main purpose of our present paper is devoted to the above problems. That is, we will consider the global existence and the time decay rate of solutions for the following Cauchy problem in \( \mathbb{R}^3 \):

\[
\begin{align*}
\partial_t u + \Delta^2 u &= \Delta(u^3 - u) + u \cdot \nabla u, \quad x \in \mathbb{R}^3, \ t > 0, \\
\phi(u) &= u_0, \quad x \in \mathbb{R}^3.
\end{align*}
\]

**Remark 1.3.** Since we consider the Cauchy problem of Cahn-Hilliard equation, the Laplacian operator \( (-\Delta)^\delta \) \( (\delta \in \mathbb{R}) \) can be defined through the Fourier transform, namely

\[
(-\Delta)^\delta f(x) = \Lambda^{2\delta} f(x) = \int_{\mathbb{R}^3} |x|^{2\delta} \hat{f}(\xi) e^{2\pi i x \cdot \xi} d\xi,
\]

where \( \hat{f} \) is the Fourier transform of \( f \). Moreover, \( \nabla^l \) with an integral \( l \geq 0 \) stands for the usual spatial derivatives of order \( l \). If \( l < 0 \) or \( l \) is not a positive integer, \( \nabla^l \) stands for \( \Lambda^l \) defined by (6). We also use \( H^s(\mathbb{R}^3) \) \( (s \in \mathbb{R}) \) to denote the homogeneous Sobolev spaces on \( \mathbb{R}^3 \) with the norm \( \| \cdot \|_{H^s} \) defined by \( \| f \|_{H^s} := \| \Lambda^s f \|_{L^2} \), and we use \( H^s(\mathbb{R}^3) \) and \( L^p(\mathbb{R}^3) \) \( (1 \leq p \leq \infty) \) to describe the usual Sobolev spaces with the norm \( \| \cdot \|_{H^s} \) and the usual \( L^p \) space with the norm \( \| \cdot \|_{L^p} \).

One of the main purpose of this paper is to prove some global well-posedness results for the Cauchy problem (5) in \( \mathbb{R}^3 \). Moreover, we also derive some various algebraic decay rates of the global solutions. For \( N \geq 2 \), define the energy functional by

\[
\mathcal{E}_N(t) = \sum_{l=0}^{N} \| \nabla^l u \|_{L^2}^2,
\]

and the corresponding dissipation rate with minimum derivative counts by

\[
\mathcal{D}_N(t) = \sum_{l=0}^{N} (\| \nabla^{l+1} u \|_{L^2}^2 + \| \nabla^{l+2} u \|_{L^2}^2).
\]

Our main result on the global well-posedness of solutions of Cauchy problem (5) is stated in the following theorem.
Theorem 1.4. Let \( N \geq 2 \), suppose that the initial data \( u_0 \in H^N(\mathbb{R}^3) \), and there exists a constant \( \delta_0 > 0 \) such that if
\[
\mathcal{E}_2(0) \leq \delta_0,
\]
then there exists a unique global solution \( u(x,t) \) satisfying that for all \( t \geq 0 \),
\[
\sup_{0 \leq t \leq \infty} \mathcal{E}_2(t) + \int_0^\infty D_2(s)ds \leq C\mathcal{E}_2(0).
\]
Moreover, if \( N \geq 3 \), then for all \( t > 0 \), the following inequality holds:
\[
\sup_{0 \leq t \leq \infty} \mathcal{E}_N(t) + \int_0^\infty D_N(s)ds \leq C\mathcal{E}_N(0).
\]

Remark 1.5. For the global well-posedness of the solution, we only assume that the \( H^2 \)-norm of initial data is small, while the higher-order Sobolev norms can be arbitrarily large.

The temporal decay rate of solutions is also an interesting topic in the study of dissipative equations. One of the main tools to study the temporal decay rate is Fourier splitting method, which was introduced by Schonbek in \([39,40]\). Laterly, this method was well extended to investigate the decay for the solutions of PDE from mathematical physics. In \([31]\), by using Fourier splitting method, Liu, Wang and Zhao studied the temporal decay rate of the solution, and its derivatives for the Cauchy problem of Cahn-Hilliard equation with \( \varphi(u) = O(|u|^p) \) for some \( p > 0 \). In this paper, we improve Liu, Wang and Zhao’s results, assume that \( \varphi(u) \) is a double-well potential, study the decay rate of global solutions for problem \([5]\). More precisely, we establish the following result:

Theorem 1.6. Suppose that all assumptions in Theorem 1.4 hold. Let \( u(x,t) \) be the solution to the problem \([5]\) constructed in Theorem 1.4. Moreover, assume that \( u_0 \in \dot{H}^{-s} \) for some \( s \in [0,\frac{1}{2}] \), then
\[
\|u(t)\|_{\dot{H}^{-s}} \leq C,
\]
and
\[
\|\nabla^k u(t)\|_{H^{N-k}} \leq C(1 + t)^{-\frac{k+s}{4}}, \quad \text{for } k = 0,1,\cdots,N-2.
\]

Note that the Hardy-Littlewood-Sobolev theorem implies that for \( p \in [\frac{3}{2},2] \), \( L^p(\mathbb{R}^3) \subset \dot{H}^{-s}(\mathbb{R}^3) \) with \( s = 3(\frac{1}{p} - \frac{1}{2}) \in [0,\frac{1}{2}] \). Then, on the basis of Theorem 1.6, we easily obtain the following corollary of the optimal decay estimates.

Corollary 1.7. Under the assumptions of Theorem 1.6, if we replace the \( \dot{H}^{-s}(\mathbb{R}^3) \) assumption by \( u_0 \in L^p(\mathbb{R}^3) \) \((\frac{3}{2} \leq p \leq 2)\), then the following decay estimate holds:
\[
\|\nabla^k u(t)\|_{H^{N-k}} \leq C(1 + t)^{-\sigma_k}, \quad \text{for } k = 0,1,\cdots,N-2,
\]
where
\[
\sigma_k = \frac{3}{4} \left( \frac{1}{p} - \frac{1}{2} \right) + \frac{k}{4}.
\]
The main difficulties to consider the Cauchy problem of 3D convective Cahn-Hilliard equation is how to deal with the convective term \( u \cdot \nabla u \) and the linear term of the double-well potential. Since the principle part of the convective Cahn-Hilliard equation is a fourth-order linear term and the convective term \( u \cdot \nabla u = \frac{1}{2} \nabla \cdot u^2 \) is only a first-order nonlinear term. We can’t control a first-order nonlinear term through fourth-order linear term in \( \mathbb{R}^3 \). In order to overcome this difficulty, we borrow a second-order term from the double-well potential, rewrite (5) as

\[
\partial_t u + \Delta^2 u - \Delta u = \Delta (u^3 - 2u) + u \cdot \nabla u. 
\]

Hence, one can control the convective term by the last term of the left hand side of equation (13). On the other hand, the linear term of the double-well potential also bring trouble to us. When we study the Cahn-Hilliard equations in bounded domain, it is easy to control the linear term by using Sobolev’s embedding theorem and the a priori estimates. However, in the whole space \( \mathbb{R}^3 \), since the compactness properties of Sobolev’s embedding theorem is losing, it is difficulty to deal with this linear term. By using the pure energy method \cite{25} of using a family of scaled energy estimates with minimum derivative counts and interpolations among them, we overcome the difficulty caused by the linear term of the double-well potential, obtained the suitable a priori estimates in the negative Sobolev space \( \dot{H}^{-s} \) \((0 \leq s \leq \frac{1}{2})\), prove the well-posedness and optimal decay rate of the Cauchy problem of convective Cahn-Hilliard equation in the whole spaces.

The rest of this paper is organized as follows. First of all, in Section 2, we give some useful results and lemmas which will be used in our proofs. Then, in Section 3, we establish the refined energy estimates for the solution \( u(x,t) \) of Cauchy problem (5). Section 4 is devoted to prove the local well-posedness of solutions. In Section 5, we derive the evolution of the negative Sobolev norms of the solution. The proofs of Theorem 1.4 and 1.6 are postponed in Section 6.

2. Preliminaries

In this section, we introduce some helpful results in \( \mathbb{R}^3 \).

The following Gagliardo-Nirenberg inequality was proved in \cite{35}.

**Lemma 2.1** \cite{35}. Let \( 0 \leq m, \alpha \leq l \), then we have

\[
\| \nabla^\alpha f \|_{L^p} \lesssim \| \nabla^m f \|_{L^q}^{1-\theta} \| \nabla^l f \|_{L^r}^\theta,
\]

where \( \theta \in [0,1] \) and \( \alpha \) satisfies

\[
\frac{\alpha}{3} - \frac{1}{p} = \left( \frac{m}{3} - \frac{1}{q} \right) (1-\theta) + \left( \frac{l}{3} - \frac{1}{r} \right) \theta.
\]

Here, when \( p = \infty \), we require that \( 0 < \theta < 1 \).

We also introduce the Hardy-Littlewood-Sobolev theorem, which implies the following \( L^p \) type inequality.

**Lemma 2.2** \cite{41,23}. Let \( 0 \leq s < \frac{3}{2} \), \( 1 < p \leq 2 \) and \( \frac{1}{2} + \frac{s}{3} = \frac{1}{p} \), then

\[
\| f \|_{\dot{H}^{-s}} \lesssim \| f \|_{L^p}.
\]
The following special Sobolev interpolation lemma will be used in the proof of Theorem 1.6.

**Lemma 2.3** ([42][44][41]). Let $s, k \geq 0$ and $l \geq 0$, then

$$
\| \nabla^l f \|_{L^2} \leq \| \nabla^{l+k} f \|_{L^2}^{1-\theta} \| f \|_{H^{-s}}^\theta, \quad \text{with } \theta = \frac{2}{l+k+s}.
$$

3. **Energy estimates**

The Cauchy problem (15) is equivalent to the following form:

$$
\begin{aligned}
\partial_t u + \Delta^2 u - \Delta u &= \Delta(u^3 - 2u) + u \cdot \nabla u, \quad x \in \mathbb{R}^3, \; t > 0, \\
u(\cdot, 0) &= u_0(\cdot), \quad x \in \mathbb{R}^3.
\end{aligned}
$$

In this section, on the basis of the assumptions of Theorem 1.4, we establish the energy estimates of the solution to the Cauchy problem (18).

**Lemma 3.1.** Assume $T > 0$ and $0 < \delta \ll 1$. Let

$$
\sup_{0 \leq t \leq T} \| u(t) \|_{H^2} \leq \delta,
$$

and all assumptions in Theorem 1.4 hold. Then, for any $t \in [0, T]$ and integer $k \geq 0$, we have

$$
\frac{d}{dt} \sum_{l=k}^{k+2} \| \nabla^l u \|_{L^2}^2 + \sum_{l=k}^{k+2} \| \nabla^{l+2} u \|_{L^2}^2 + \sum_{l=k}^{k+2} \| \nabla^{l+1} u \|_{L^2}^2 
\leq C_l \sum_{l=k}^{k+2} (\| u \|_{H^2} + \| u \|_{L^2}) (\| \nabla^{l+1} u \|_{L^2} + \| \nabla^{l+2} u \|_{L^2}).
$$

**Proof.** For any integer $k \geq 0$, applying $\nabla^l$ ($l = k, k+1, k+2$) to (18), multiplying the resulting identities by $\nabla^l u$, integrating over $\mathbb{R}^3$ by parts, we find that

$$
\frac{1}{2} \frac{d}{dt} \| \nabla^l u \|_{L^2}^2 + \| \nabla^{l+2} u \|_{L^2}^2 + \| \nabla^{l+1} u \|_{L^2}^2
= \int_{\mathbb{R}^3} \nabla^l (u^3 - 2u) \cdot \nabla^{l+2} u dx + \int_{\mathbb{R}^3} \nabla^l (u \cdot \nabla u) \cdot \nabla^l u dx.
$$

Note that

$$
\int_{\mathbb{R}^3} \nabla^l (u^3 - 2u) \cdot \nabla^{l+2} u dx
= \sum_{0 \leq s \leq l} C_s^l \int_{\mathbb{R}^3} \nabla^s [u(u - \sqrt{2})] \cdot \nabla^{l-s} (u + \sqrt{2}) \cdot \nabla^{l+2} u dx
$$

$$
= \sum_{0 \leq s \leq l} \sum_{0 \leq m \leq s} C_i^s C_m^l \int_{\mathbb{R}^3} \nabla^m u \cdot \nabla^{s-m} (u - \sqrt{2}) \cdot \nabla^{l-s} (u + \sqrt{2}) \cdot \nabla^{l+2} u dx
\leq \sum_{0 \leq s \leq l} \sum_{0 \leq m \leq s} C_i^s C_m^l \| \nabla^m u \|_{L^6} \| \nabla^{s-m} (u - \sqrt{2}) \|_{L^6} \| \nabla^{l-s} (u + \sqrt{2}) \|_{L^6} \| \nabla^{l+2} u \|_{L^2}
\leq \sum_{0 \leq s \leq l} \sum_{0 \leq m \leq s} C_i^s C_m^l \| \nabla^m \nabla u \|_{L^2} \| \nabla^{s-m} \nabla u \|_{L^2} \| \nabla^{l-s} \nabla u \|_{L^2} \| \nabla^{s+2} u \|_{L^2}.
$$
If \( 0 \leq s \leq \left[ \frac{l}{3} \right] \), using Lemma 2.1 it yields that

\[
\| \nabla^m \nabla u \|_{L^2} \| \nabla^{s-m} \nabla u \|_{L^2} \| \nabla^{l-s} \nabla u \|_{L^2} \tag{23}
\]

\[
\lesssim \| \nabla^\alpha u \|_{L^2}^{l+2-m} \| \nabla^{l+2} u \|_{L^2}^{1- \frac{l+2-m}{l+2}} \| u \|_{L^2}^{\frac{m+s-1}{l+2}} \| \nabla^{l+2} u \|_{L^2}^{1- \frac{m+s-1}{l+2}} \| u \|_{L^2} \| \nabla^{k+2} u \|_{L^2}^{1- \frac{1}{l+2}}
\]

\[
\lesssim \| u \|_{H^2} \| \nabla^{l+2} u \|_{L^2},
\]

where \( \alpha \) satisfies

\[
m + 1 - \frac{1}{2} = \left( \frac{\alpha}{3} - \frac{1}{2} \right) \times \frac{l + 2 - m}{l + 2} + \left( \frac{l + 2}{3} - \frac{1}{2} \right) \times \left( 1 - \frac{l + 2 - m}{l + 2} \right).
\]

Since \( 0 \leq s \leq \left[ \frac{l}{3} \right] \), we easily obtain \( \alpha = \frac{l+2}{l+2-m} \in [1, 2) \). Moreover, if \( \left[ \frac{l}{3} \right] + 1 \leq s \leq l \), using Lemma 2.1 we deduce that

\[
\| \nabla^m \nabla u \|_{L^2} \| \nabla^{s-m} \nabla u \|_{L^2} \| \nabla^{l-s} \nabla u \|_{L^2} \tag{24}
\]

\[
\lesssim \| u \|_{L^2}^{l+2-m} \| \nabla^{l+2} u \|_{L^2}^{1- \frac{l+2-m}{l+2}} \| u \|_{L^2}^{\frac{m+s-1}{l+2}} \| \nabla^{l+2} u \|_{L^2}^{1- \frac{m+s-1}{l+2}} \| u \|_{L^2} \| \nabla^{k+2} u \|_{L^2}^{1- \frac{1}{l+2}}
\]

\[
\lesssim \| u \|_{H^2} \| \nabla^{l+2} u \|_{L^2},
\]

where \( \alpha \) is defined by

\[
\frac{l + 1 - s}{3} - \frac{1}{2} = \left( \frac{\alpha}{3} - \frac{1}{2} \right) \times \frac{s + 2}{l + 2} + \left( \frac{l + 2}{3} - \frac{1}{2} \right) \times \left( 1 - \frac{s + 2}{l + 2} \right).
\]

Since \( \left[ \frac{l}{3} \right] + 1 \leq s \leq l \), we have \( \alpha = \frac{l+2}{s+2} \in [1, 2) \). Combining (23)-(24) together gives

\[
\int_{\mathbb{R}^3} \nabla^l (u^3 - 2u) \cdot \nabla^{l+2} u \, dx \lesssim \| u \|_{H^2}^2 \| \nabla^{l+2} u \|_{L^2}^2. \tag{25}
\]

On the other hand, we have

\[
\int_{\mathbb{R}^3} \nabla^l (u \cdot \nabla u) \cdot \nabla^l u \, dx = \sum_{0 \leq s \leq l} C_i^s \int_{\mathbb{R}^3} \nabla^s u \cdot \nabla \nabla^{l-s} u \cdot \nabla^l u \, dx
\]

\[
\lesssim \sum_{0 \leq s \leq l} \| \nabla^s u \cdot \nabla \nabla^{l-s} u \|_{L^6} \| \nabla^l u \|_{L^6}
\]

\[
\lesssim \sum_{0 \leq s \leq l} \| \nabla^s u \cdot \nabla \nabla^{l-s} u \|_{L^6} \| \nabla^{l+1} u \|_{L^2}.
\]

If \( 0 \leq s \leq \left[ \frac{l}{3} \right] \), from Lemma 2.1 we infer that

\[
\| \nabla^s u \cdot \nabla \nabla^{l-s} u \|_{L^6} \lesssim \| \nabla^s u \|_{L^3} \| \nabla^{l-s+1} u \|_{L^2}
\]

\[
\lesssim \| \nabla^s u \|_{L^2}^{\frac{1}{3}} \| \nabla^{l+1} u \|_{L^2}^{\frac{1}{3}} \| u \|_{L^2}^{\frac{1}{3}} \| \nabla^{l+1} u \|_{L^2}^{\frac{1}{3}} \| u \|_{L^2} \| \nabla^{l+1} u \|_{L^2}^{\frac{1}{3}}
\]

\[
\lesssim \| u \|_{H^2} \| \nabla^{l+1} u \|_{L^2}^2,
\]

where \( \alpha \) satisfies

\[
s - \frac{1}{3} = \left( \frac{\alpha}{3} - \frac{1}{2} \right) \left( 1 - \frac{s}{l+1} \right) + \left( \frac{l + 1}{3} - \frac{1}{2} \right) \frac{s}{l+1}.
\]
Since \(0 \leq s \leq \left[\frac{l}{2}\right]\), we easily obtain \(\alpha = \frac{l+1}{2s} \in \left[\frac{1}{2}, 1\right]\). If \(s \geq \left[\frac{l}{2}\right]+1\), by Lemma 2.1, again, we derive that
\[
\|\nabla^s u \cdot \nabla^{l-s} u\|_{L^2} \lesssim \|\nabla^s u\|_{L^2} \|\nabla^{l-s+1} u\|_{L^2}^{\alpha} \lesssim \|u\|_{L^2}^{1-\frac{s}{l+1}} \|\nabla^{l+1} u\|_{L^2}^\alpha \lesssim \|u\|_{H^2} \|\nabla^{l+1} u\|_{L^2}^2,
\]
where \(\alpha\) satisfies
\[
l - s + 1 - \frac{1}{3} = \left(\frac{\alpha}{3} - \frac{1}{2}\right) \frac{s}{l+1} + \left(\frac{l+1}{3} - \frac{1}{2}\right) \left(1 - \frac{s}{l+1}\right).
\]
Since \(s \geq \left[\frac{l}{2}\right]+1\), we obtain \(\alpha = \frac{l+1}{2s} \in \left[\frac{1}{2}, 1\right]\). In light of (27) and (29), we deduce from (30) that
\[
\int_{\mathbb{R}^3} \nabla^l (u \cdot \nabla u) \cdot \nabla^l u dx \lesssim \|u\|_{H^2} \|\nabla^{l+1} u\|_{L^2}^2.
\]
Plugging (25) and (31) into (21), we conclude that
\[
\frac{1}{2} \frac{d}{dt} \|\nabla^l u\|_{L^2}^2 + \|\nabla^{l+2} u\|_{L^2}^2 + \|\nabla^{l+1} u\|_{L^2}^2 \leq C(\|u\|_{H^2}^2 + \|u\|_{H^2}) (\|\nabla^{l+2} u\|_{L^2}^2 + \|\nabla^{l+1} u\|_{L^2}^2),
\]
then we complete the proof. \(\square\)

4. LOCAL WELL-POSEDNESS

The main purpose of this section is to prove the local existence of solution \(u(x, t)\) in \(H^2\)-norm. To this end, we construct the solution \((u^j)_{j \geq 0}\) by solving iteratively the Cauchy problems:
\[
\begin{cases}
\partial_t u^{j+1} + \Delta^2 u^{j+1} - \Delta u^{j+1} = \Delta [(u^j)^2 u^{j+1} - 2u^{j+1}] + u^j \cdot \nabla u^{j+1}, \\
u^{j+1}|_{t=0} = u_0(x), \quad x \in \mathbb{R}^3,
\end{cases}
\]
for \(j \geq 0\), where \(u_0 \equiv 0\) holds. In the following, we shall show that \((u^j)_{j \geq 0}\) is a Cauchy sequence in Banach space \(C([0, T_1]; H^2)\) with \(T_1 > 0\) suitable small. Then, by take limit and continuous argument, one propose to prove that \(u(x, t)\) is a global solution to Cauchy problem (18).

**Lemma 4.1.** Suppose that all assumptions in Theorem 1.4 hold. There are constants \(\varepsilon > 0, T_1 > 0\) and \(M_1 > 0\) such that if \(\|u_0\|_{H^2} \leq \varepsilon\), then for each \(j \geq 0\), \(u^j \in C([0, T_1]; H^2)\) is well defined and
\[
\sup_{0 \leq t \leq T_1} \|u^j(t)\|_{H^2} \leq M_1, \quad j \geq 0.
\]
Moreover, \((u^j)_{j \geq 0}\) is a Cauchy sequence in Banach space \(C([0, T_1]; H^2)\), the corresponding limit function denoted by \(u(t)\) belongs to \(C([0, T_1]; H^2)\) with
\[
\sup_{0 \leq t \leq T_1} \|u(t)\|_{H^2} \leq M_1,
\]
and \(u(t)\) is a solution over \([0, T_1]\) to problem (18). Finally, for the Cauchy problem (18), there exists at most one solution in \(C([0, T_1]; H^2)\) satisfying (32).
PROOF. In the following, the inequality (34) will be proved by induction. First of all, since \( u^0 = 0 \), by the assumption at initial step, we easily obtain \( j = 0 \) is the trivial case. Suppose that (35) holds for \( j \geq 0 \) with \( M_1 > 0 \) small enough to be determined later. We also need to prove it for \( j + 1 \). For this goal, some energy estimates on \( u^{j+1} \) are needed. By (33), we can see that for \( k = 2 \) and \( 0 \leq l \leq k \),

\[
\frac{1}{2} \frac{d}{dt} \| \nabla^l u^{j+1} \|_{L^2}^2 + \| \nabla^{l+1} u^{j+1} \|_{L^2}^2 \\
= \int_{\mathbb{R}^3} \nabla^l [(u^j + \sqrt{2})(u^j - \sqrt{2})u^{j+1}] \cdot \nabla^{l+1} u^{j+1} dx + \int_{\mathbb{R}^3} \nabla^l (u^j \cdot \nabla u^{j+1}) \cdot \nabla^l u^{j+1} dx.
\]

(36)

Since (34) is trivial for the case \( l = 0 \), thus, we may only consider \( 1 \leq l \leq 2 \). For the last term of the right hand side of (36), by Hölder’s inequality, we derive that

\[
\int_{\mathbb{R}^3} \nabla^l (u^j \cdot \nabla u^{j+1}) \cdot \nabla^l u^{j+1} dx \\
\leq \|
\sum_{s=0}^l \nabla^s u^j \cdot \nabla^{l-s} \nabla u^{j+1} \|_{L^2} \| \nabla^l u^{j+1} \|_{L^6}
\]

\[
(37)
\]

\[
\lesssim \|
\sum_{s=0}^l \| \nabla^s u^j \|_{L^3} \| \nabla^{l-s} \nabla u^{j+1} \|_{L^2} \| \nabla^{l-1} u^{j+1} \|_{L^2}
\]

\[
\lesssim \|
\sum_{s=0}^l \| \nabla^s u^j \|_{L^2} \| \nabla^{l-s} \nabla u^{j+1} \|_{L^2} \| \nabla^{l-1} u^{j+1} \|_{L^2}
\]

\[
\lesssim \| u^j \|_{H^2} \| \nabla u^{j+1} \|_{H^2}^2,
\]

where \( \theta = 1 - \frac{s}{7} \). On the other hand, if \( l = 1 \), the first term of the right hand side of (36) can be estimated as

\[
\int_{\mathbb{R}^3} \nabla^1 [(u^j + \sqrt{2})(u^j - \sqrt{2})u^{j+1}] \cdot \nabla^3 u^{j+1} dx \\
\lesssim \| \nabla^3 u^{j+1} \|_{L^2} \|
\sum_{s=0}^l \sum_{m=0}^l \nabla^m (u^j + \sqrt{2}) \cdot \nabla^{l-s} (u^j - \sqrt{2}) \cdot \nabla^{l-s} u^{j+1} \|_{L^2}
\]

\[
(38)
\]

\[
\lesssim \| \nabla^3 u^{j+1} \|_{L^2} \| \nabla^3 (u^j + \sqrt{2}) \|_{L^6} \| \nabla^{s-m} (u^j - \sqrt{2}) \|_{L^6} \| \nabla^{l-s} u^{j+1} \|_{L^6}
\]

\[
\lesssim \| \nabla^3 u^{j+1} \|_{L^2} \| \nabla^{l-1} u^{j+1} \|_{L^2} \| \nabla^m u^j \|_{L^2} \| \nabla^{s-m} \nabla u^j \|_{L^2}
\]

\[
\lesssim \| \nabla^3 u^{j+1} \|_{L^2} \| \nabla^{l-s} u^{j+1} \|_{L^2} \| \nabla^j u^j \|_{L^2} \| \nabla^j u^j \|_{L^2} \| \nabla^j u^j \|_{L^2}
\]

\[
\lesssim \| u^j \|_{H^2}^2 \| \nabla u^{j+1} \|_{H^2}^2 + \| \nabla^2 u^{j+1} \|_{H^2}^2,
\]
where $\theta_1 = \frac{2 - m}{2}$ and $\theta_2 = \frac{2 + m - s}{2}$. Moreover, if $l = 2$, by using Sobolev's embedding theorem, we have

$$
\int_{\mathbb{R}^3} \nabla^2 [(u^j + \sqrt{2})(u^j - \sqrt{2})u^{j+1}] \cdot \nabla^4 u^{j+1} \, dx
\leq \|
abla^4 u^{j+1}\|_{L^2} \|
abla^2 [(u^j + \sqrt{2})(u^j - \sqrt{2})u^{j+1}]\|_{L^2}
\leq \|
abla^4 u^{j+1}\|_{L^2} \left( \|
abla^2 (u^j + \sqrt{2})\|_{L^2} \|
abla^4 u^{j+1}\|_{L^2} + \|
abla (u^j + \sqrt{2})\|_{L^3} \|
abla (u^j - \sqrt{2})\|_{L^6} \|
abla^4 u^{j+1}\|_{L^2} \right)
\leq \|
abla^4 u^{j+1}\|_{L^2} \left( \|
abla^2 u^j\|_{L^2} \|
abla u^j\|_{L^2}^2 + \|
abla^2 u^j\|_{L^2} \|
abla u^j\|_{L^2}^2 \|
abla^4 u^{j+1}\|_{L^2} \right)
\leq \|
abla^4 u^{j+1}\|_{L^2} \left( \|
abla^2 u^j\|_{L^2}^2 + \|
abla^2 u^j\|_{L^2}^2 \|
abla^4 u^{j+1}\|_{L^2} \right)
\|u^j\|_{H^2}^2 (\|
abla u^j\|_{H^2}^2 + \|
abla^2 u^j\|_{H^2}^2).
$$

Combining (36) and (39) together gives

$$
\frac{1}{2} \frac{d}{dt} \|u^{j+1}\|_{H^2}^2 + \|\nabla^2 u^{j+1}\|_{H^2}^2 + \|\nabla u^{j+1}\|_{H^2}^2 
\leq C (\|u^j\|_{H^2}^2 + \|u^j\|_{H^2}^2) (\|\nabla u^{j+1}\|_{H^2}^2 + \|\nabla^2 u^{j+1}\|_{H^2}^2).
$$

By taking time integration, it yields that

$$
\|u^{j+1}\|_{H^2}^2 + \int_0^t (\|\nabla^2 u^{j+1}(s)\|_{H^2}^2 + \|\nabla u^{j+1}(s)\|_{H^2}^2) \, ds
\leq C \|u_0\|_{H^2}^2 + C \int_0^t (\|u^j(s)\|_{H^2}^2 + \|u^j(s)\|_{H^2}^2) (\|\nabla u^{j+1}(s)\|_{H^2}^2 + \|\nabla^2 u^{j+1}(s)\|_{H^2}^2) \, ds,
$$

which from the inductive assumption implies

$$
\|u^{j+1}\|_{H^2}^2 + \int_0^t (\|\nabla^2 u^{j+1}(s)\|_{H^2}^2 + \|\nabla u^{j+1}(s)\|_{H^2}^2) \, ds
\leq C \varepsilon^2 + C (M_1 + M_2^2) \int_0^t (\|\nabla^2 u^{j+1}(s)\|_{H^2}^2 + \|\nabla u^{j+1}(s)\|_{H^2}^2) \, ds,
$$
for any $0 \leq t \leq T_1$. Take suitable small $\varepsilon > 0$, $T_1 > 0$ and $M_1 > 0$ such that

$$
(41) \quad \|u^{j+1}\|_{H^2}^2 + \int_0^t \left( \|\nabla^2 u^{j+1}(s)\|_{H^2}^2 + \|\nabla u^{j+1}(s)\|_{H^2}^2 \right) ds \leq M_1^2,
$$

for any $t \in [0, T_1]$. Hence, (34) is true for $j + 1$ if so for $j$, which means (34) is proved for all $j \geq 0$.

Next, on the basis of (40), we easily obtain

$$
\left\| \frac{d}{dt} \int_s^t \|u^{j+1}(\tau)\|_{H^2}^2 \, d\tau \right\|
\leq C \int_s^t \left( \|u^j(\tau)\|_{H^2} + \|u^j\|_{H^2}(\|\nabla u^{j+1}(\tau)\|_{H^2}^2 + \|\nabla^2 u^{j+1}(\tau)\|_{H^2}^2) \right) d\tau
\leq C(M_1 + M_1^2) \int_s^t \left( \|\nabla u^{j+1}(\tau)\|_{H^2}^2 + \|\nabla^2 u^{j+1}(\tau)\|_{H^2}^2 \right) d\tau,
$$

for any $t \in [0, T_1]$. Therefore, due to the time integral in the last inequality is finite due to (41), and hence $\|u^{j+1}(t)\|_{H^2}^2$ is continuous in $t$ for each $j \geq 1$. In the following, we also need to consider the convergence of the sequence $(u^j)_{j \geq 0}$. Taking the difference of (33) for $j$ and $j - 1$, we obtain

$$
\partial_t (u^{j+1} - u^j) + \Delta^2 (u^{j+1} - u^j) - \Delta (u^{j+1} - u^j)
= \Delta [(u^j)^2(u^{j+1} - u^j) + [(u^j)^2 - (u^{j-1})^2]u^j] + u^j \cdot \nabla (u^{j+1} - u^j) + (u^j - u^{j-1}) \cdot \nabla u^j.
$$

Appealing to the same energy estimate as before, we easily obtain

$$
\frac{1}{2} \frac{d}{dt} \left[ \|u^{j+1} - u^j\|_{H^2}^2 + \|\nabla^2 (u^{j+1} - u^j)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)\|_{H^2}^2 \right]
\leq C(\|u^j - u^{j-1}\|_{H^2}^2 + \|u^j - u^{j-1}\|_{H^1}^2)(\|\nabla^2 u^j\|_{H^2}^2 + \|\nabla u^j\|_{H^2}^2)
+ C(\|u^j\|_{H^2}^2 + \|u^j\|_{H^2}^2)(\|\nabla^2 (u^{j+1} - u^j)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)\|_{H^2}^2),
$$

which is equivalent to

$$
\frac{1}{2} \frac{d}{dt} \left( \|u^{j+1} - u^j\|_{H^2}^2 + 1 \right) + \|\nabla^2 (u^{j+1} - u^j)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)\|_{H^2}^2
\leq C(\|u^j - u^{j-1}\|_{H^2}^2 + 1)(\|\nabla^2 u^j\|_{H^2}^2 + \|\nabla u^j\|_{H^2}^2)
+ C(\|u^j\|_{H^2}^2 + \|u^j\|_{H^2}^2)(\|\nabla^2 (u^{j+1} - u^j)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)\|_{H^2}^2),
$$

On the basis of (41), by taking time integration, it holds that

$$
\|u^{j+1} - u^j\|_{H^2}^2 + 1 + \int_0^t \left( \|\nabla^2 (u^{j+1} - u^j)(\tau)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)(\tau)\|_{H^2}^2 \right) d\tau
\leq CM_1^2 \sup_{0 \leq \tau \leq T_1} (\|u^j(\tau) - u^{j-1}(\tau)\|^2 + 1)
+ C(M_1 + M_1^2) \int_0^t \left( \|\nabla^2 (u^{j+1} - u^j)(\tau)\|_{H^2}^2 + \|\nabla (u^{j+1} - u^j)(\tau)\|_{H^2}^2 \right) d\tau.
$$
By the smallness of $M_1$, there exists a constant $\lambda \in (0, 1)$ such that

$$\sup_{0 \leq t \leq T_1} \|u^{j+1}(t) - u^j(t)\|_{H^2}^2 \leq \lambda \sup_{0 \leq t \leq T_1} \|u^j(t) - u^{j-1}(t)\|_{H^2}^2,$$

for any $j \geq 1$. Hence, $(u^j)_{j \geq 0}$ is a Cauchy sequence in the Banach space $C([0, T_1]; H^2)$, the limit function

$$u(t) = u_0 + \lim_{n \to \infty} \sum_{j=0}^n (u^{j+1} - u^j)$$

exists in $C([0, T_1]; H^2)$, satisfies

$$\sup_{0 \leq t \leq T_1} \|u(t)\|_{H^2}^2 \leq \sup_{0 \leq t \leq T_1} \liminf_{j \to \infty} \|u(t)\|_{H^2} \leq M_1.$$

Thus, (35) is proved. Finally, Let $u(t)$ and $\tilde{u}(t)$ are two solutions in $C([0, T_1]; H^2)$ satisfying (35). By using the same process as in (45) to prove the convergence of $(u^j)_{j \geq 0}$, we obtain

$$\sup_{0 \leq t \leq T_1} \|u(t) - \tilde{u}(t)\|_{H^2}^2 \leq \lambda \sup_{0 \leq t \leq T_1} \|u(t) - \tilde{u}(t)\|_{H^2}^2,$$

for $\lambda \in (0, 1)$, which implies that $u(t) = \tilde{u}(t)$. Then, we complete the proof of uniqueness and thus the proof of Lemma 4.1 is complete.

\[\square\]

5. Negative Sobolev estimates

In this section, we derive the evolution of the negative Sobolev norms of the solution to the Cauchy problem (5). In order to estimate the convective term and the double-well potential, we shall restrict ourselves to that $s \in [0, \frac{1}{2}]$.

For the homogeneous Sobolev space, the following lemma holds:

**Lemma 5.1.** Suppose that all the assumptions in Lemma 3.1 are in force. For $s \in [0, \frac{1}{2}]$, we have

$$\frac{d}{dt} \|u(t)\|_{H^{-s}}^2 + \|\nabla^2 u(t)\|_{H^{-s}}^2 + \|\nabla u(t)\|_{H^{-s}}^2 \lesssim \|\nabla u\|_{H^1}^2 \|u(t)\|_{H^{-s}},$$

where the parameter $\delta$ is the same as (19).

**Proof.** Applying $\Lambda^{-s}$ to (18), multiplying the resulting identities by $\Lambda^{-s} u$, and then integrating over $\mathbb{R}^3$ by parts, we deduce that

$$\frac{1}{2} \frac{d}{dt} \|\Lambda^{-s} u\|_{L^2}^2 + \|\Lambda^{-s} \nabla^2 u\|_{L^2}^2 + \|\Lambda^{-s} \nabla u\|_{L^2}^2$$

$$= \int_{\mathbb{R}^3} \Lambda^{-s} (u \cdot \nabla u) \cdot \Lambda^{-s} u dx + \int_{\mathbb{R}^3} \Lambda^{-s} \Delta (u^3 - 2u) \cdot \Lambda^{-s} u dx.$$
For the first term of the right hand side of (47), we have
\[
\int_{\mathbb{R}^3} \Lambda^{-s}(u \cdot \nabla u) \cdot \Lambda^{-s} u dx \leq \|\Lambda^{-s}(u \cdot \nabla u)\|_{L^2} \|\Lambda^{-s} u\|_{L^2} \\
\lesssim \|u \cdot \nabla u\|_{L^{\frac{2}{1+s}}} \|\Lambda^{-s} u\|_{L^2} \\
\lesssim \|u\|_{L^2} \|\nabla u\|_{L^2} \|\Lambda^{-s} u\|_{L^2} \\
\lesssim \|\nabla u\|_{L^2}^{\frac{s}{2+s}} \|\nabla^2 u\|_{L^2}^{\frac{1-s}{2}} \|\nabla u\|_{L^2} \|\Lambda^{-s} u\|_{L^2} \\
\lesssim \|\Lambda^{-s} u\|_{L^2} (\|\nabla u\|_{L^2}^2 + \|\nabla^2 u\|_{L^2}^2).
\]

For the second term of the right hand side of (47), we have
\[
\int_{\mathbb{R}^3} \Lambda^{-s} \Delta (u^3 - 2u) \cdot \Lambda^{-s} u dx \\
= \int_{\mathbb{R}^3} \Lambda^{-s} \Delta [u(u + \sqrt{2})(u - \sqrt{2})] \cdot \Lambda^{-s} u dx \\
\lesssim \|\Lambda^{-s} u\|_{L^2} \|\Lambda^{-s} \Delta [u(u + \sqrt{2})(u - \sqrt{2})]\|_{L^2} \\
\lesssim \|\Lambda^{-s} u\|_{L^2} \left[ \|\Lambda^{-s}(u(u + \sqrt{2})\Lambda^2(u - \sqrt{2}))\|_{L^2} + \|\Lambda^{-s}(u(u - \sqrt{2})\Lambda^2(u + \sqrt{2}))\|_{L^2} \\
+ \|\Lambda^{-s}((u - \sqrt{2})(u + \sqrt{2})\Lambda^2 u)\|_{L^2} + \|\Lambda^{-s}(\nabla u \cdot \nabla (u - \sqrt{2})(u + \sqrt{2}))\|_{L^2} \\
+ \|\Lambda^{-s}(\nabla u \cdot \nabla (u + \sqrt{2}) \cdot (u - \sqrt{2}))\|_{L^2} + \|\Lambda^{-s}(\nabla (u + \sqrt{2}) \cdot \nabla (u - \sqrt{2}) \cdot u)\|_{L^2}\right] \\
\lesssim \|\Lambda^{-s} u\|_{L^2} \left[ \|u(u + \sqrt{2})\Lambda^2(u - \sqrt{2})\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} + \|u(u - \sqrt{2})\Lambda^2(u + \sqrt{2})\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} \\
+ \|(u - \sqrt{2})(u + \sqrt{2})\Lambda^2 u\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} + \|\nabla u\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} \|\nabla (u - \sqrt{2})\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} \|\nabla (u + \sqrt{2})\|_{L^\frac{1}{1+s}^\frac{1}{1+s}} \right] \\
\lesssim \|\Lambda^{-s} u\|_{L^2} (\|u\|_{L^{\infty}} + \|u\|_{L^\frac{2}{1+s}}) \|\nabla^2 (u - \sqrt{2})\|_{L^2} + \|u\|_{L^{\infty}} \|u - \sqrt{2}\|_{L^\frac{3}{2}} \|\nabla^2 (u + \sqrt{2})\|_{L^2} \\
+ \|u - \sqrt{2}\|_{L^{\infty}} \|u + \sqrt{2}\|_{L^\frac{3}{2}} \|\nabla^2 u\|_{L^2} + \|\nabla u\|_{L^3} \|\nabla (u + \sqrt{2})\|_{L^3} \|\nabla (u - \sqrt{2})\|_{L^3} \\
\lesssim \|\nabla u\|_{H^1} \|\Lambda^{-s} u\|_{L^2},
\]
where we have used
\[
\|v\|_{L^\infty} \lesssim \|\nabla v\|_{L^2} \|\Delta v\|_{L^2},
\]
\[
\|v\|_{L^3} \lesssim \|v\|_{L^2} \|\nabla v\|_{L^2},
\]
and
\[
\|v\|_{L^\frac{3}{2}} \lesssim \|\nabla v\|_{L^2} \|\Delta v\|_{L^2} \|\Lambda^{-s} u\|_{L^2}.
\]
Plugging the estimates (48) and (49) into (47), we deduce (46). Hence, the proof is complete. \(\square\)
6. Proofs of Theorems 1.4 and 1.6

Firstly, on the basis of the assumption that \( \|u_0\|_{H^2} \) is sufficiently small, we propose to prove the existence and uniqueness of global solution to Cauchy problem (5).

Proof of Theorem 1.4. There are two steps for us to prove Theorem 1.4.

Step 1. Global small \( E_2 \) solution.

It follows from the assumption (19), taking \( k = 0 \) in (20), we have for any \( t \in [0, T] \),

\[
\frac{d}{dt} \left( \sum_{l=0}^{2} \| \nabla^l u \|_{L^2}^2 + \sum_{l=0}^{2} \| \nabla^{l+2} u \|_{L^2}^2 + \sum_{l=0}^{2} \| \nabla^{l+1} u \|_{L^2}^2 \right) \leq C_2(\sqrt{E_2(t)} + E_2(t))D_2(t) \leq C_2(\delta + 1)D_2(t).
\]

By (50), we can choose a sufficiently small \( \delta \), such that

\[
E_2(t) + \int_{0}^{t} D_2(\tau)d\tau \leq \tilde{C}E_2(0), \quad \forall t \in [0, T].
\]

Suppose that \( \varepsilon_0 \) is a positive constant, which satisfies

\[
\varepsilon_0 = \min\{\delta + \delta^2, \varepsilon\},
\]

where \( \delta > 0 \) and \( \varepsilon > 0 \) are given in Lemmas 3.1 and 4.1 respectively. We also choose initial data \( u_0 \) and small constant \( \delta_0 \), such that

\[
\sqrt{E_2(0)} \leq \sqrt{\delta_0} := \frac{\varepsilon_0}{2\sqrt{1 + C_2}}.
\]

Next, define the lifespan of solutions of problem (18) by

\[
T := \sup \left\{ t : \sup_{0 \leq \tau \leq t} \sqrt{E_2(s)} \leq \varepsilon_0 \right\}.
\]

Note that

\[
\sqrt{E_2(0)} \leq \frac{\varepsilon_0}{2\sqrt{1 + C_2}} \leq \frac{\varepsilon_0}{2} < \frac{\varepsilon_0}{2} \leq \varepsilon,
\]

hence \( T > 0 \) holds true from the local existence result Lemma 4.1 and the continuation argument. If the time \( T \) is finite, from the definition of \( T \), we have

\[
\sup_{0 \leq \tau \leq T} \sqrt{E_2(\tau)} = \varepsilon_0.
\]

However, on the basis of the uniform a priori estimate (51), the following inequalities hold:

\[
\sup_{0 \leq \tau \leq T} \sqrt{E_2(\tau)} \leq \sqrt{\tilde{C}_2} \sqrt{E_2(0)} \leq \frac{\sqrt{\tilde{C}_2} \varepsilon_0}{2\sqrt{1 + C_2}} \leq \frac{\varepsilon_0}{2},
\]

which is a contradiction. Therefore, \( T = \infty \), and the local solution \( u(t) \) obtained in Lemma 4.1 can be extent to infinite time. Thus, there exists a unique solution \( u(t) \in C([0, \infty]; H^2) \) for the Cauchy problem (18), and the inequality (8) holds.
Recall (20), for $N \geq 3$, we have

\[ \frac{d}{dt} \sum_{l=0}^{N} \| \nabla^l u \|_{L^2}^2 + \sum_{l=0}^{N} \| \nabla^{l+2} u \|_{L^2}^2 + \sum_{l=0}^{N} \| \nabla^{l+1} u \|_{L^2}^2 \leq (\sqrt{\mathcal{E}_2(t)} + \mathcal{E}_2(t)) \mathcal{D}_N(t). \]

Since

\[ \varepsilon_0 = \min \{ \delta + \delta^2, \varepsilon \}. \]

By using the smallness of $\varepsilon_0$ and (52), we deduce that

\[ \mathcal{E}_N(t) + \int_0^t \mathcal{D}_N(t) \leq C \mathcal{E}_N(0), \quad \forall t \in [0, \infty], \]

this complete the proof of Theorem 1.4.

The second purpose of this paper is to establish the temporary decay rate of unique global solutions for Cauchy problem (5). On the basis of the conclusions of Theorem 1.4 and Lemma 5.1, we proceed to prove this result.

**Proof of Theorem 1.6.** Define

\[ \mathcal{E}_{-s}(t) := \| \Lambda^{-s} u(t) \|_{L^2}^2. \]

Then, integrating in time (46) of Lemma 5.1, by the bound (7), we obtain that for $s \in [0, \frac{1}{2}]$,

\[ \mathcal{E}_{-s}(t) \leq \mathcal{E}_{-s}(0) + C \int_0^t \| \nabla u \|_{H^1}^2 \sqrt{\mathcal{E}_{-s}(\tau)} d\tau \]

\[ \leq C_0 \left( 1 + \sup_{0 \leq \tau \leq t} \sqrt{\mathcal{E}_{-s}(\tau)} d\tau \right), \]

which implies (10) for $s \in [0, \frac{1}{2}]$, that is

\[ \| \Lambda^{-s} u(t) \|_{L^2}^2 \leq C_0. \]

Moreover, if $k = 1, 2, \cdots, N - 2$, we may use Lemma 2.3 to have

\[ \| \nabla^{k+2} f \|_{L^2}^2 \geq C \| \Lambda^{-1} f \|_{L^2}^2 \| \nabla^{k+1} f \|_{L^2}^{1 + \frac{2}{k+1}}. \]

Then, by this fact and (54), we get

\[ \| \nabla^{k+2} u \|_{L^2}^2 \geq C_0 \left( \| \nabla^{k} u \|_{L^2}^2 \right)^{1 + \frac{2}{k+1}}. \]

On the other hand, we may define a family of energy functions and the corresponding dissipation rates with minimum derivatives counts as

\[ \mathcal{E}^{k+2}_k := \sum_{l=k}^{k+2} \| \nabla^l u(t) \|_{L^2}^2, \]

\[ \mathcal{D}^{k+2}_k := \sum_{l=k}^{k+2} \frac{d}{dt} \| \nabla^l u(t) \|_{L^2}^2. \]
and

\[ D_k^{k+2} := \sum_{l=k}^{k+2} (\|\nabla^l \nabla u\|_{L^2}^2 + \|\nabla^{l+2} u\|_{L^2}^2). \]

Taking into account Lemma 3.1 and Theorem 1.4 we have that for \( k = 0, 1, \cdots, N - 2 \)
that

\[ \frac{d}{dt} \mathcal{E}_k^{k+2} + D_k^{k+2} \leq 0. \]

Note that

\[ D_k^{k+2} \geq \sum_{l=k}^{k+2} \|\nabla^{l+2} u\|_{L^2}^2. \]

Combining (55) and (59) together gives

\[ D_k^{k+2} \gtrsim (\mathcal{E}_k^{k+2})^{1 + \frac{2}{k+2}}. \]

From (58) and (60), we conclude that

\[ \frac{d}{dt} \mathcal{E}_k^{k+2} + (\mathcal{E}_k^{k+2})^{1 + \frac{2}{k+2}} \leq 0, \]

with \( k = 0, 1, \cdots, N - 2 \). Solving (61) directly gives

\[ \mathcal{E}_k^{k+2} \leq C_0 (1 + t)^{-\frac{k+2}{2}}, \quad \text{for} \quad k = 1, 2, \cdots, N - 2. \]

This completes the proof of Theorem 1.6.

\[ \square \]
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