Cooling Load Forecasting via Predictive Optimization of a Nonlinear Autoregressive Exogenous (NARX) Neural Network Model
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Abstract: Accurate calculations and predictions of heating and cooling loads in buildings play an important role in the development and implementation of building energy management plans. This study aims to improve the forecasting accuracy of cooling load predictions using an optimized nonlinear autoregressive exogenous (NARX) neural network model. The preprocessing of training data and optimization of parameters were investigated for model optimization. In predictive models of cooling loads, the removal of missing values and the adjustment of structural parameters have been shown to help improve the predictive performance of a neural network model. In this study, preprocessing the training data eliminated missing values for times when the heating, ventilation, and air-conditioning system is not running. Also, the structural and learning parameters were adjusted to optimize the model parameters.
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1. Introduction

Building structures consumes about 35% of the world’s total energy and are responsible for 75% of greenhouse gas emissions [1,2]. During a building’s life cycle, considerable energy is consumed for operations, especially for lighting, heating and cooling, ventilation, and transportation. Among these operations, the energy used for heating and cooling the building accounts for the largest proportion (60%) of energy consumption [3]. As a result, management tools, such as building energy management systems, are deployed at the building operations stage. Demand management also is important for dealing with heating/cooling energy that accounts for the largest proportion of energy consumption in buildings. Therefore, accurate predictions of the heating and cooling loads of buildings are critical to reduce energy consumption. Passive responses, such as insulation and windows, should be considered in the design phase. Active responses can be addressed by deploying a heating, ventilation, and air-conditioning (HVAC) system with proper capacity. In short, a building’s energy performance of its operational stages can be optimized by predicting heating and cooling loads that are due to climate change, adjusting operating schedules, and controlling the HVAC system properly.

Researchers have conducted numerous studies in recent years to investigate accurate load predictions and have actively pursued the use of machine learning. Machine learning has been used in various fields to forecast demand, e.g., forecasting power demand has been ongoing since the 1990s [4]. Peng et al. [5] proposed a combined model that uses two artificial neuron network (ANN) models (Box and Jenkins) to predict cooling loads. Their results show a mean absolute percentage error of less than 2.1%. Kwok et al. [6] developed a probabilistic entropy-based neural model to
forecast cooling loads. They simulated a building using dynamic occupancy area and rate as the input parameters and found that building occupancy data played an important role in load prediction and improved the prediction accuracy significantly. Ding et al. [7] also investigated the effects of changes in input variables on prediction accuracy. Their analysis utilized an ANN model and support vector machine with combinations of eight input variables. The optimized combinations of the variables obtained by K-means and hierarchical clustering methods provided accurate results. These researchers also found that historical cooling capacity data affected prediction accuracy. Jihad et al. [8] forecast heating and cooling loads in residential buildings with respect to orientation, relative compactness, glazing rate, wall surface area, height, and surface area. Their prediction accuracy was 98.7% in the training period and 97.6% in the testing period. Koschwitz et al. [9] evaluated monthly load predictions using data-driven thermal loads with two nonlinear autoregressive exogenous recurrent neural networks (NARX RNNs) at different depths and a linear epsilon-insensitive support vector machine (\(\varepsilon\)-SVM) regression model. Their results indicate that the NARX RNN method provides more accurate predictions than the \(\varepsilon\)-SVM regression model.

Pewell et al. [10] used the Neural Network model, linear ARX model, and NARX model to estimate the heating and cooling electrical loads of university campuses and evaluate the predictive performance of each model. The NARX model showed the best results and was found to be suitable for time series prediction [10,11].

As the literature shows, predictions that use machine learning algorithms offer advantages in that they do not require complex modeling compared to simulation methods that are based on mathematical models. As shown, researchers have conducted various studies of heating and cooling load prediction methods that employ machine learning algorithms [12–16]. However, in order to improve the accuracy of such predictions, the researchers either combined several neural network models or utilized complex structures, such as deep layers. Estimating cooling loads requires considerable information, such as building envelopes, insulation performance, location, and complex calculations. Moreover, a skilled engineer is needed for accurate prediction. For this study, we propose a model optimization method that improves the cooling load prediction performance of a simple structure using a NARX feedforward neural network.

2. Predictive Model for Cooling Load Forecast of Chiller

2.1. Generation of Reference Building

Cooling load data were generated in accordance with the outdoor environment during the cooling period (i.e., warm/hot weather) using a standard energy consumption pattern (annual energy consumption per area) for the reference building used in this study. The generated data were used for training and testing in neural network analysis. The reference building model employed in this study is a large-scale office building that is in the category of ANSI/ASHRAE/IES Standard 90.1-2010 Prototype Building Models as defined by the Department of Energy (DOE, USA) [17]. The site location corresponds to international climate zones 4, and weather data was used in the form of TRY (test, reference, year) provided by the Korea Meteorological Administration. The input variables for the reference building were considered in terms of architectural energy performance and included core size, roof type, main structure type, construction year, heat transmission rate, window area ratio, and other factors such as the type of heat source and air conditioning. Table 1 shows the boundary conditions for the simulation that include adjusted weather data and location data to reflect local conditions.

The meteorological data were generated from 26,280 simulation data sets per hour using the test reference year (TRY) format data from 2016 to 2018 for Seoul, Korea. The data from May to September during the cooling period (summer season) were selected and used for the analysis in this study.
Table 1. Simulation conditions for reference to large-scale office buildings.

| Component                        | Features                                      |
|----------------------------------|-----------------------------------------------|
| Weather Data and Site Location   | TRY Seoul (latitude: 37.57°N, longitude: 126.97°E) |
| Building Type                    | Large-Scale Office                             |
| Total Building Area (m²)         | 46320                                          |
| Hours Simulated (hour)           | 11283                                          |
| Envelope Insulation (m²K/W)      | External Wall 0.35, Roof 0.213, External Window 1.5 |
| Window-to-Wall Ratio (%)         | 40                                             |
| Set Point (°C)                   | Cooling 26, Heating 20                         |
| Internal Gain                    | Lighting 10.76 (W/m²), People 18.58 (m²/person), Plug and Process 10.76 (W/m²) |
| HVAC Sizing                      | Auto-Calculated                                |
| HVAC Operation Schedule          | 7:00~18:00                                     |

2.2. Predictive Model Using An Artificial Neural Network

Cooling load forecasting was performed using the NARX feedforward neural network model that is in the MATLAB Neural Networks Toolbox (R2018b). According to the literature, the NARX neural network model has been proven to be very accurate for time series forecast analysis [18–21]. This model consists of an input layer, hidden layer, and output layer. At the neural network learning phase in the input layer, the external conditions, seasonality data, and historical sensible cooling load data are used as input values. In the hidden layer, neural network operations are performed through the internal neurons after receiving the input signal from the input layer. In this study, the number of hidden layers and neurons was varied for comparative purposes. The outputs of the output layer are the predicted results for a sensible cooling load.

2.3. Set-up Conditions

Predictions were performed under various conditions in order to improve forecast accuracy using the NARX feedforward neural network model. An energy simulation program was run to generate cooling data for the years 2016 to 2018. The data sets for the year 2018 and for 2016–17 were used for testing and training, respectively. The training data in the ANN model were learned well, resulting in high prediction accuracy for the training data, but the test data were overfitted and yielded poor prediction performance. Therefore, the conditions of the predictive model were adjusted to prevent overfitting in the neural network.

(1) Determination of input value
Several input values are needed to forecast cooling loads, including outside conditions, seasonality data, and historical sensible cooling load data. The outside conditions include the dry-bulb temperature, wet-bulb temperature, dew-point temperature, relative humidity data, and seasonality data.

(2) Preprocessing data
The prediction accuracy using ANN algorithms was evaluated by preprocessing the data. The training data used in this study were normalized whereby the data sets had values between 0 to 1. Equation (1) was used for data normalization. Then, the accuracy was evaluated in terms of whether missing values in the data set were processed or not.

\[ Y_i = \frac{X_i - \min(X)}{\max(X) - \min(X)} \]  

(1)

Missing values were generated for weekends, holidays, and off-hours in the HVAC system. Table 2 presents the number of data points used for each condition. Using Energyplus, 26,280 data points
were generated every hour for three years. Among these data points, 3858 data points from May to September (the hot season in Korea when cooling is most needed) were selected for the study. The missing values were eliminated.

Table 2. Conditions for the data size.

|                         | Training Period | Testing Period | Number of Data Points |
|-------------------------|-----------------|----------------|-----------------------|
|                         | 2016            | 2017           | 2018                  |                     |
| Not removing missing values | 3672            | 3672           | 3672                  | 11,016              |
| Removing missing values  | 1284            | 1284           | 1284                  | 3852                |

(3) Optimal structural parameters

The hidden layer that forms the structure of an ANN contains neurons, and the number of hidden layers and neurons affect the accuracy and determine the amount of learning that is needed. These structural parameters, i.e., the number of hidden layers and the number of neurons, were the variables used in this study. Table 3 summarizes the ranges of these two parameters.

Table 3. Values for structural parameters used for optimization.

| Division               | Range       |
|------------------------|-------------|
| Number of Hidden Layers| 1~5         |
| Number of Neurons      | 1~20        |

(4) Optimal learning parameters

The prediction accuracy was evaluated in terms of changes in learning rate and epoch (a learning unit), which served as the learning parameters in this study. The learning rate determines the amount of learning such that the weight parameter is updated after each learning process. Epoch is a unit of learning, meaning that it requires one pass through the entire data set one time. Table 4 shows the ranges of these two parameters.

Table 4. Values for learning parameters used for optimization.

| Division | Range        |
|----------|--------------|
| Epochs   | 100~1000     |
| Learning Rate | 0.0001~1    |

2.4. Performance Evaluation Index

The cooling load forecast results were evaluated according to the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [22], the Federal Energy Management Program (FEMP) in the United States [23], and the International Performance Measurement and Verification Protocol (IPMVP) guidelines [24]. Table 5 shows the respective measurement and verification protocols for the energy management of buildings according to ASHRAE, FEMP, and IPMVP. Each specification provides accuracy criteria for a building energy model to predict building energy performance. The coefficient of variation of the root mean square error (CvRMSE) was used as a performance index.
Table 5. Acceptable calibration tolerances.

| Calibration Type | Index | ASHRAE Guideline 14 [18] | FEMP [19] | IPMVP [20] |
|------------------|-------|--------------------------|-----------|------------|
| Monthly          | MBE   | ±5%                      | ±5%       | ±20%       |
|                  | CvRMSE| 15%                      | 15%       | -          |
| Hourly           | MBE   | ±10%                     | ±10%      | ±5%        |
|                  | CvRMSE| 30%                      | 30%       | 20%        |

3. Results and Discussion

3.1. Determination of Missing Values

Missing values, which are induced by operational conditions, scheduling, holidays, etc., were eliminated from the data sets. There were 11,016 data points with missing values and 3852 data points after deleting the missing values. The preliminary data set used for prediction contained one hidden layer, five neurons, 200 epochs, and one learning rate.

Table 6 summarizes the results for the cooling load predictions in terms of with and without the missing values. During the training period, the difference in the prediction results was marginal with and without the missing values, but the average CvRMSE was noticeable: 20.5% with missing values and 5.9% without missing values. The performance during the testing period also confirms an increase in the accuracy of the prediction results to 27.6% before removal of the missing values, but 11.1% after removal. Although ASHRAE Guideline 14 was satisfied regardless of whether or not the values were missing, the prediction accuracy increased significantly when the missing values were removed during the training and testing periods.

Table 6. Coefficient of variation of the root mean square error (CvRMSE) with and without missing values.

| CvRMSE (%) | In Training Period | In Testing Period |
|------------|---------------------|-------------------|
| With missing values | | |
| Min. | 20.4 | 22.0 |
| Max. | 20.7 | 40.2 |
| average | 20.5 | 27.6 |
| St dev. | 0.1 | 7.5 |
| Without missing values | | |
| Min. | 5.9 | 7.0 |
| Max. | 6.0 | 19.4 |
| average | 5.9 | 11.1 |
| St dev. | 0.03 | 4.1 |

3.2. Optimization of Structural Parameters

Table 7 summarizes the optimized structural parameters in terms of the number of hidden layers (No. H) and the number of neurons (No. N). During the training period, the minimum CvRMSE was less than 10% regardless of the number of hidden layers when the number of neurons was increased to ten. On the other hand, when the number of neurons was 15, the minimum CvRMSE was more than 10% (13% for 4 neurons and 16.4% for 5 neurons). In addition, when the number of neurons was 20, the number of hidden layers also increased with an increase in the CvRMSE. Five hidden layers resulted in a maximum 21.1% CvRMSE. During the testing period, the minimum CvRMSE was less than 7% regardless of the number of hidden layers when the number of neurons was increased to three. As the number of neurons was increased, the CvRMSE also gradually increased. When the number
of neurons was more than 15, the prediction accuracy reduced significantly to 98.6% for five hidden layers and 128.5% for five hidden layers with 20 neurons. The amount of learning was determined by the inside of the hidden layer and the number of neurons. The accuracy of the prediction was reduced due to overfitting as the number of hidden layers and neurons increased.

Table 7. Minimum CvRMSE with respect to structural parameters.

| No. | CvrMSEmin (%) | Training Period | No. | CvrMSEmin (%) | Testing Period |
|-----|---------------|-----------------|-----|---------------|---------------|
|     |               | No. H-1         | No. |               | No. H-1       |
| N1  | 6.1           | 6.1             | N2  | 6.0           | 6.1           |
| N2  | 6.0           | 5.9             | N3  | 5.9           | 5.8           |
| N3  | 5.9           | 5.9             | N4  | 5.8           | 5.9           |
| N4  | 5.8           | 5.8             | N5  | 5.9           | 5.9           |
| N5  | 5.9           | 5.8             | N6  | 5.9           | 5.9           |
| N6  | 5.9           | 5.7             | N7  | 5.9           | 5.9           |
| N7  | 5.9           | 6.0             | N8  | 5.9           | 6.3           |
| N8  | 5.9           | 6.0             | N9  | 5.9           | 6.1           |
| N9  | 5.9           | 6.3             | N10 | 5.8           | 6.7           |
| N10 | 5.8           | 6.7             | N15 | 5.7           | 9.2           |
| N15 | 5.7           | 9.2             |     |               |               |
| N20 | 5.8           | 14.2            |     |               |               |

To determine the final number of hidden layers and neurons, predictions were performed ten times with one to five hidden layers and one to three neurons. Figure 1 shows the prediction results for the testing period. For the neurons, the best results were obtained regardless of the number of hidden layers. As the number of neurons was increased, the mean and standard deviations increased. In particular, with three neurons, the accuracy and reproducibility of the predictions declined significantly. The optimal setting condition was determined to be two hidden layers with the fewest neurons, which yielded the lowest standard deviation.
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To determine the final number of hidden layers and neurons, predictions were performed ten times with one to five hidden layers and one to three neurons. Figure 1 shows the prediction results for the testing period. For the neurons, the best results were obtained regardless of the number of hidden layers. As the number of neurons was increased, the mean and standard deviations increased. In particular, with three neurons, the accuracy and reproducibility of the predictions declined significantly. The optimal setting condition was determined to be two hidden layers with the fewest neurons, which yielded the lowest standard deviation.

![Figure 1. CvRMSE by structural parameter during the testing period.](image)

3.3. Optimization of Learning Parameters

The learning rate (LR in Table 8) and epochs were adjusted to optimize the learning parameters based on the selected structural parameters. Table 8 summarizes the results for the learning parameter optimization when applying two hidden layers and one neuron. When the learning rate and epochs were varied, the results show no significant difference from the average CvRMSE before optimizing the learning parameters under all conditions.

![Table 8. CvRMSE with respect to learning parameters.](image)

Table 8. CvRMSE with respect to learning parameters.

| Epochs | LR for Training Period | LR for Testing Period |
|--------|------------------------|-----------------------|
|        | 0.0001 0.001 0.01 0.1 1 | 0.0001 0.001 0.01 0.1 1 | 0.0001 0.001 0.01 0.1 1 |
| 100    | 6.0 6.1 6.0 6.1 6.1 6.4 6.5 6.5 6.4 6.5 | 6.0 6.1 6.0 6.1 6.1 6.4 6.5 6.5 6.4 6.5 |
| 200    | 6.0 6.0 6.0 6.0 6.1 6.4 6.5 6.5 6.4 6.5 | 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 6.4 |
| 300    | 6.0 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 | 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 6.4 |
| 400    | 6.0 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.4 6.5 | 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 6.4 |
| 500    | 6.0 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 | 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 6.4 |
| 1000   | 6.0 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 | 6.0 6.0 6.0 6.0 6.0 6.5 6.5 6.5 6.5 6.4 |

Figure 2 shows the CvRMSE with respect to the various learning parameters. For all conditions, the average CvRMSE was 6.5% ~ 6.6%, which is not significantly different from the minimum value with a low standard deviation. Good predictions were obtained regardless of the change in learning parameters based on the optimized structural parameters discussed in the previous section.

Table 9 summarizes the minimum CvRMSE with respect to the learning parameters. Depending on the learning parameter variable, the prediction accuracy could be determined without optimizing the structural parameter. The structural parameters were fixed with two hidden layers and ten neurons. The CvRMSE values of 5.9% in the training period and 23.1% in the testing period were obtained. By adjusting the learning rate and epochs, the CvRMSE increased slightly during the training period but mostly showed the same high prediction accuracy as before the adjustment. The results confirm that the prediction accuracy decreased with changes in learning rate and epochs.
Table 9 summarizes the minimum CvRMSE with respect to the learning parameters. Depending on the learning parameter variable, the prediction accuracy could be determined without optimizing the structural parameter. The structural parameters were fixed with two hidden layers and ten neurons. The CvRMSE values of 5.9% in the training period and 23.1% in the testing period were obtained. By adjusting the learning rate and epochs, the CvRMSE increased slightly during the training period but mostly showed the same high prediction accuracy as before the adjustment. The results confirm that the prediction accuracy decreased with changes in learning rate and epochs.

| Epochs | LR for Training Period | LR for Testing Period |
|--------|------------------------|-----------------------|
| 0.0001 | 0.001 0.01 0.1 1.0     | 0.0001 0.001 0.01 0.1 1.0 |
| 100    | 6.0  5.8  5.9  5.9  6.1  13.9  17.5  20.3  24.1  21.3 |
| 200    | 6.0  6.0  6.1  5.7  6.0  17.3  19.5  21.8  25.2  24.1 |
| 300    | 6.2  6.2  6.6  6.1  6.1  22.0  22.0  23.5  24.1  21.9 |
| 400    | 6.0  6.3  6.7  6.2  6.1  21.3  24.8  22.8  24.2  26.2 |
| 500    | 6.1  6.2  6.7  8.2  6.3  24.9  19.0  25.5  24.5  24.1 |
| 1000   | 6.4  6.0  7.0  6.4  6.3  22.6  23.1  29.7  28.2  25.4 |

Figure 2. CvRMSE with respect to learning parameters for the testing period (with optimized structural parameters).

**Figure 2.** CvRMSE with respect to learning parameters for the testing period (with optimized structural parameters).
Table 9. CvRMSE with respect to learning parameters.

| Epochs | CVRMSEmin (%) | LR for Training Period | LR for Testing Period |
|--------|---------------|------------------------|-----------------------|
| 100    | 6.0 6.0 5.8 5.9 6.1 13.9 17.5 20.3 24.1 21.3 |
|        | 6.0 6.0 6.1 5.7 6.0 17.3 19.5 21.8 25.2 24.1 |
| 300    | 6.2 6.2 6.6 6.1 6.1 22.0 22.0 23.5 24.1 21.9 |
|        | 6.0 6.3 6.7 6.2 6.1 21.3 24.8 22.8 24.2 26.2 |
| 500    | 6.1 6.2 6.7 8.2 6.3 24.9 19.0 25.5 24.5 24.1 |
|        | 6.4 6.0 7.0 6.4 6.3 22.6 23.1 29.7 28.2 25.4 |

Figure 3 presents the comparative results after ten predictions for each condition without optimizing the structural parameters. The minimum CvRMSE met the ASHRAE guideline criteria, but the results were decidedly outside the criteria after repeating the analyses.

As the structural parameters were optimized, the adjustment of the learning parameters insignificantly affected prediction accuracy. Without optimizing the structural parameters, it is difficult to expect a large improvement in prediction accuracy through the adjustment of the predictive learning parameters. As the amount of learning increased, the prediction accuracy...
As the structural parameters were optimized, the adjustment of the learning parameters insignificantly affected prediction accuracy. Without optimizing the structural parameters, it is difficult to expect a large improvement in prediction accuracy through the adjustment of the predictive learning parameters. As the amount of learning increased, the prediction accuracy decreased. The results indicate that the ANN prediction model subsequently needed to be optimized after adjusting the structural parameters.

3.4. Forecasting the Cooling Load

The main parameters of the ANN model that are needed for cooling load predictions were optimized in this study. The cooling load was predicted by applying the optimized parameters and was verified by comparing the data generated for the reference building. The structural parameters were selected using two hidden layers and a neuron with the best prediction accuracy. The learning parameters with the lowest standard deviations, i.e., 200 epochs and 0.01 learning rate, were used for analysis. Figure 4 shows the generated cooling load and predicted the cooling load for the training and testing results. The predicted cooling loads match well with the generated cooling loads.

![Figure 3. CvRMSE with respect to learning parameters for the testing period (without optimizing structural parameters).](image)

![Figure 4. Prediction of cooling loads for the cooling period.](image)
Figure 5 provides a summary of the cooling loads for each month from May to September and the overall cooling load during the cooling period. The error rate was 0.4% ~ 3.5% in the case of monthly cooling loads and 1.0% for the overall forecast period, indicating high accuracy.

![Graph showing predicted vs. generated cooling loads for each month]

(a) Monthly cooling load  
(b) Total cooling load

Figure 5. Predictions of cooling load during the cooling period (monthly for five months).

4. Conclusions

This study evaluated the preprocessing of training data and the changes in prediction accuracy that are due to adjusting the model parameters using an ANN model for cooling load forecasts in buildings. For the data preprocessing, predictions were performed using 3852 data sets. These data points were obtained by removing missing values from 11,016 data sets and generating data for the reference building for three years. The prediction accuracy was improved after preprocessing and deleting missing values that were due to operational schedules and holidays.

For the optimization of the structural parameters, when the number of neurons was below a certain level, the CvRMSE showed good prediction accuracy of less than 10% regardless of the increase in the number of hidden layers. As the number of neurons and hidden layers was increased, the prediction accuracy decreased. This result was due to overfitting that in turn was due to an excessively large amount of learning of the neural network.

For the optimization of the learning parameters, which used a range of epochs from 100 to 1000 and learning rates from 0.0001 to 1.0, the prediction accuracy was investigated with and without optimizing the structural parameters. After optimizing the structural parameters, the results showed good predictions regardless of changes in epochs and learning rates. The CvRMSE was reduced slightly if the epochs and learning rates were reduced when the structural parameters were not optimized. This phenomenon is believed to compensate for the excessive learning capacity that is due to the structural parameters by adjusting the learning parameters to reduce the amount of learning. However, whenever the predictions were performed under the same conditions, the results deviated significantly and consistent results could not be obtained by adjusting only the learning parameters.

The performance of the ANN prediction model based on data learning is significantly influenced by the data condition and learning condition. The missing values in the training data resulted in the misreading of the data, therefore, data preprocessing is strongly necessary including elimination of missing values.

Structural parameters and learning parameters show good results by adjusting to maintain the proper size of the learning capacity and the learning amount.

Further research is planned to implement the proposed algorithms to predict the cooling load forecasting in the existing building.
**Author Contributions:** J.-H.K. contributed to the project idea development and experimental design. N.-C.S. performed the data analysis. W.C. reviewed the final manuscript and contributed to the results discussion and conclusions.

**Funding:** This work is supported by the Korea Agency for Infrastructure Technology Advancement funded by the Ministry of Land, Infrastructure, and Transport (19AUDP-B099702-05).

**Conflicts of Interest:** The authors declare no conflicts of interest regarding the publication of this article.

**References**

1. International Energy Agency. *Transition to Sustainable Buildings: Strategies and Opportunities to 2050*; International Energy Agency: Paris, France, 2013.
2. Loukaidou, K.; Michopoulos, A.; Zachariadis, T. Nearly-zero energy buildings: Cost-optimal analysis of building envelope characteristics. *Proc. Environ. Sci.* 2017, 38, 20–27. [CrossRef]
3. Lizana, J.; Chacartegui, R.; Barrios-Padura, A.; Valverde, J.M. Advances in thermal energy storage materials and their applications towards zero energy buildings: A critical review. *Appl. Energy* 2017, 203, 219–239. [CrossRef]
4. Yildiz, B.; Bilbao, J.I.; Sproul, A.B. A review and analysis of regression and machine learning models on commercial building electricity load forecasting. *Renew. Sustain. Energy Rev.* 2017, 73, 1104–1122. [CrossRef]
5. Peng, T.M.; Hubele, N.F.; Karady, G.G. An adaptive neural network approach to one-week ahead load forecasting. *IEEE Trans. Power Syst.* 1993, 8, 1195–1203. [CrossRef]
6. Kwok, S.S.K.; Eric, W.M.L. A study of the importance of occupancy to building cooling load in prediction by intelligent approach. *Energy Convers. Manag.* 2011, 52, 2555–2564. [CrossRef]
7. Ding, Y.; Zhang, Q.; Yuan, T.-H.; Yang, F. Effect of input variables on cooling load prediction accuracy of an office building. *Appl. Therm. Eng.* 2018, 128, 225–234. [CrossRef]
8. Jihad, A.S.; Tahiri, M. Forecasting the heating and cooling load of residential buildings by using a learning algorithm ‘gradient descent’, Morocco. *Case Stud. Therm. Eng.* 2018, 12, 85–93. [CrossRef]
9. Koschwitz, D.; Frisch, J.; van Treeck, C. Data-driven heating and cooling load predictions for non-residential buildings based on support vector machine regression and NARX recurrent neural network: A comparative study on district scale. *Energy* 2018, 165, 134–142. [CrossRef]
10. Powell, K.M.; Srirapadas, A.; Cole, W.J.; Edgar, T.F. Heating, cooling, and electrical load forecasting for a large-scale district energy system. *Energy* 2014, 74, 877–885. [CrossRef]
11. Buitrago, J.; Shihab, A. Short-term forecasting of electric loads using nonlinear autoregressive artificial neural networks with exogenous vector inputs. *Energies* 2017, 10, 40. [CrossRef]
12. Fan, C.-L.; Liao, Y.; Ding, Y. An improved ARX model for hourly cooling load prediction of office buildings in different climates. *MATEC Web Conf.* 2018, 175. [CrossRef]
13. Seo, B.; Yoon, Y.-B.; Cho, S.S.S. ANN-based thermal load prediction approach for advanced controls in building energy systems. *ARCC Conf. Repos.* 2019, 1, 365–374.
14. Jaber, A.; Saleh, A.; Ali, H. Prediction of hourly cooling energy consumption of educational buildings using artificial neural network. *Int. J. Adv. Sci. Eng. Inf. Technol.* 2019, 9, 159–166. [CrossRef]
15. Kim, J.H.; Seong, N.C.; Choi, W.C. Modeling and optimizing a chiller system using a machine learning algorithm. *Energies* 2019, 12, 2860. [CrossRef]
16. Kim, J.H.; Seong, N.C.; Choi, W.C.; Choi, K.B. An analysis of the prediction accuracy of HVAC fan energy consumption according to artificial neural network variables. *J. Arch. Inst. Korea* 2018, 34, 73–79. [CrossRef]
17. Building Energy Codes Program. Available online: https://www.energycodes.gov/development/commercial/prototype_models (accessed on 24 July 2019).
18. Boussaada, Z.; Curea, O.; Remaci, A.; Haritza, C.R.; Najiba, M.B. A nonlinear autoregressive exogenous (NARX) neural network model for the prediction of the daily direct solar radiation. *Energies* 2018, 11, 620. [CrossRef]
19. Ruiz, L.G.B.; Cuéllar, M.P.; Calvo-Flores, M.D.; Jiménez, M.D.C.P. An application of non-linear autoregressive neural networks to predict energy consumption in public buildings. *Energies* 2016, 9, 684. [CrossRef]
20. Mohanty, S.; Patra, P.K.; Sahoo, S.S. Prediction of global solar radiation using nonlinear autoregressive network win exogenous inputs (NARX). In Proceedings of the 39th National System Conference, Noida, India, 14–16 December 2015.
21. Pisoni, E.; Farina, M.; Carnevale, C.; Piroddi, L. Forecasting peak air pollution levels using NARX models. Eng. Appl. Artif. Intell. 2009, 22, 593–602. [CrossRef]

22. ASHRAE. Measurement of Energy and Demand Saving; ASHRAE: New York, NY, USA, 2012.

23. Webster, L.J.; Bradford, J. M&V Guidelines: Measurement and Verification for Federal Energy Projects, Version 3.0; Technical Report; U.S. Department of Energy Federal Energy Management Program: Washington, DC, USA, 2008.

24. Efficiency Valuation Organization. International Performance Measurement & Verification Protocol; EVO: North Georgia, GA, USA, 2016.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).