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Abstract

We provide a mathematical model for networks based on similarities (homophily) and evolving by mutual imitation (mimesis). We show that such social networks will converge to a state of segregation, where the in-group interactions will be maximal and there will be no out-group flow of information. We establish some connections between our model and the Wolfram model for fundamental physics.

1 Introduction

There is in [people’s] natural propensity, from childhood onward, to engage in mimetic activities.

And this distinguishes [people] from other creatures, that [they are] thoroughly mimetic and through mimesis [take they] first steps in understanding

Aristotle (The Poetics)

The mimetic behavior in human activity is a well-established scientific fact [Gar11]. The origins of mimetic theory can be found in Plato’s Republic and
Aristotle’s *Poetics* [Law18]. R. Girald [Gir14, Gir98] developed the theory of *désir mimétique*, in which *mimesis* of the wishes is the main driving force of human social behavior. His main postulate is:

L’homme désire toujours selon le désir de l’Autre.

The theory of *désir mimétique*, which is mainly philosophical and literary [DD82, Law18], may be also related to well-studied neurological structures known as *mirror neurons* [FR14, FBF09, Hey10, Iac09, WWSP01]. A mirror neuron in a human is a neuron that is activated by observing the behavior of other humans. Nevertheless, the connection between mirror neurons and imitation is still a subject of debate among scientists [Hic09].

Mimetic human behavior is present in the theory of social laser [Khr16], where people willing to imitate each other are described in a similar way to the bosons from particle physics. In this approach, mimesis is modeled by a social version of Bose-Einstein statistics.

The tendency of humans to interact more frequently with other humans sharing similarities is known as *homophily* [MSLC01, BCJ12, KA17]. This tendency is also present in other animals and it is likely to play some evolutionary role [FNCF12]. The homophilic network [Mei18, page 87] is a representation of social connections among people are determined by proximity of interest, status, wealth, ethnicity, position in a hierarchy, etc. Several mathematical techniques, mostly from graph theory, have been developed in order to study this structure [New10, section 7.13].

The aim of the present paper is to introduce a mathematical model for homophilic networks (Definition 1) evolving by mimesis (equation (1)). Our model is a generalization of the model for diffusion in graphs [New10, section 6.13.1]. Diffusion equations (equation (2)) have already been used in order to model social phenomena [YOMV18]. Nevertheless, we have not found our equation (1) in the existing literature, and the continuous update of the time-dependent network $t \mapsto G_\varepsilon (\psi (t))$ seems to be a new feature in the subject of diffusion models.

Making an analogy with fundamental physics via the Wolfram model [Wol20, Gor20b, Gor20a], we will show (Theorem 1) that the evolution of a network, in our model, will converge to a state that is the social analogous of what cosmologist call the Black Hole Era, i.e., society will be fragmented.
into groups, with maximal in-group interaction and no out-group flow of information.

2 Mathematical model

Our standpoint is the following discrete structure, modeling homophily.

**Definition 1.** Fix a positive integer \( n \) (size of the population) and an extended nonnegative real number \( \varepsilon \in [0, +\infty] \) (tolerance threshold). Consider a function that assigns an undirected simple graph \( G_\varepsilon(\psi) \) to any \( \psi = (\psi_1, ..., \psi_n) \in \mathbb{R}^n \). The vertices of \( G_\varepsilon(\psi) \) are the numbers 1, 2, ..., \( n \). In \( G_\varepsilon(\psi) \), there is an edge between \( i \) and \( j \) if and only if \( i \neq j \) and \( |\psi_i - \psi_j| \leq \varepsilon \). We will call \( G_\varepsilon(\psi) \) the homophilic network of the population \( \psi \) at tolerance level \( \varepsilon \).

In the next definition we provide a mathematical model for the evolution by mimesis of a homophilic network. We will use the notation \( L[G] \) for the Laplacian matrix [New10, section 6.13.1] of the graph \( G \).

**Definition 2.** Fix a positive integer \( n \), a positive real number \( C \) (diffusion constant), a real number \( t_0 \) (initial time) and a vector \( \psi_0 \in \mathbb{R}^n \) (initial microstate). The homophilic-mimetic model for the evolution of a network is given by the matrix integral equation

\[
\psi(t) + C \int_{t_0}^{t} L[G_\varepsilon(\psi(\tau))] \psi(\tau) \, d\tau = \psi_0, 
\]

defined for \( t \in (t_0, +\infty) \), where \( \psi : [t_0, +\infty] \rightarrow \mathbb{R}^n \) is a continuous function\(^4\). We call \( \psi(t) \) the microstate of the network at time \( t \). The graph \( G_\varepsilon(\psi(t)) \) will be called the macrostate of the network at time \( t \). We will call (1) the homophilic-mimetic equation.

The deduction of the equation (1) as a description of a sociological phenomenon is given by the assumption that the mimetic human behavior in

---

\(^2\)A number that is either a nonnegative real number or the positive infinite.

\(^3\)Notice that \( \psi \mapsto L[G_\varepsilon(\psi)] \) is piecewise constant. So, the integral is well-defined.

\(^4\)The existence of \( \psi(+\infty) \) is a consequence of Theorem [1] and the convergence of a diffusion process described by (2).
a group is a sort of diffusion process. We take the simplest model of diffusion, namely the differential equation (5), deduced from Newton’s law of cooling. Furthermore, we let the network of human interactions be updated every instant in order to guarantee the exchange of information among people sharing similarities and destroying connections among people who are different enough. In order to avoid discontinuities, we express the resulting set of differential equations (defined of different intervals where the network is constant), as an integral. We do not pretend to give an accurate description of social reality with this equation, but just a toy model of social evolution under the assumptions of homophily and mimesis.

The macrostate of society $G_\varepsilon (\psi(t))$ can be easily measured using metadata from internet, e.g., online social networks, or even polls. On the other hand, the measurement of the microstate of society $\psi(t)$, and its unit of measurement, is an extremely complicated problem and it will not be discussed in the present paper. It is natural to guess that the microstate may be related to wealth, ethnicity, sexual attractiveness, social status, academic and military hierarchy, etc. Nevertheless, the choice of a random value producing an observed macrostate could to be the best strategy for simulations of real-life situations.

3 Limit behavior

Following S. Wolfram [Wol20] and J. Gorard [Gor20b, Gor20a], we will interpret the evolution of the time-dependent network $t \mapsto G_\varepsilon (\psi(t))$ as the evolution of the spatial graph i.e., the evolution of space in the Wolfram model. In this framework it is natural to import concepts from fundamental physics, e.g., event horizon and black hole, to graph theory.

**Definition 3.** Consider a time-dependent network $t \mapsto \mathcal{N}(t)$, having the same set of vertices $V$ for all values of $t$. Let $W \subseteq V$ be a subset of vertices of the network. We say that $W$ will produce an *event horizon* of $t \mapsto \mathcal{N}(t)$ if for all $t$ large enough, given two vertices, $w \in W$ and $z \in V \setminus W$ (complement of $W$), there is no path between $w$ and $z$ in $\mathcal{N}(t)$. Furthermore, if the induced

5The Wolfram model is really about *hypergraphs*, but we will focus on the particular case of graphs.

6In our model, $\mathcal{N}(t) = G_\varepsilon (\psi(t))$. 

4
subgraph of $W$ in $\mathcal{N}(t)$ is a complete graph for all $t$ large enough, we say that $W$ will end as a black hole. If there is a partition of $V$ such that each part will end as a black hole, then we say that the network $t \mapsto \mathcal{N}(t)$ will end as a Black Hole Era.

The motivation behind this graph-theoretical definition of event horizon is that in physics it is a boundary in spacetime preventing any exchange of information between both sides of the boundary. In our model, the flow of information is interpreted as the paths in the graph.

The analogy between black holes and complete graphs is given by the fact that complete graphs are the densest graphs whereas black holes are the densest forms of organized matter [Sus08].

The following theorem states that, in our model, networks will always end as a Black Hole Era.

**Theorem 1.** Fix a positive integer $n$, an extended nonnegative real number $\varepsilon$, a positive real number $C$, a real number $t_0$ and a vector $\psi_0 \in \mathbb{R}^n$. The time-dependent network $t \mapsto G_\varepsilon(\psi(t))$ determined by (1) will end as a Black Hole Era, i.e., there is a graph $\Omega$, which is a union of complete graphs and satisfies $G_\varepsilon(\psi(t)) = \Omega$ for all $t$ large enough.

As a preliminary, we need the following lemmas.

**Lemma 1.** Fix a positive integer $n$ and a graph $G$ having $n$ vertices. For any pair of real numbers $t_0 < t_1$, any positive real number $C$, any vector $\psi_0 \in \mathbb{R}^n$ and any continuous function, differentiable on $(t_0, t_1)$, $\psi : [t_0, t_1] \rightarrow \mathbb{R}^n$ satisfying the matrix differential equation

$$\frac{d\psi}{dt} + CL[G]\psi = 0,$$

on the interval $(t_0, t_1)$ and the initial condition $\psi(t_0) = \psi_0$, the inequality

$$|\psi(t)| \leq |\psi(t_0)|$$

holds for $t_0 \leq t \leq t_1$.

---

7Let’s recall that the induced subgraph of a set of vertices $W$ is the graph obtained by restricting the graph to the vertices of $W$ and the edges to the edges having vertices of $W$ at both extremes.

8This implies that $W$ will evolve to an event horizon.

9This name came from cosmology [AL16].

10Let’s recall that the density of a graph is equal to the number of edges divided by the maximum possible number of edges.
Proof. Let \( \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n \) be an orthonormal system of eigenvectors of \( \mathbf{L}[G] \), associated to the eigenvalues \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \), respectively. The explicit solution of (2) satisfying the initial condition and continuous on \([t_0, t_1]\), is

\[
\psi(t) = \sum_{i=1}^{n} \langle \psi_0, \mathbf{v}_i \rangle e^{-C\lambda_i(t-t_0)} \mathbf{v}_i,
\]

for \( t_0 \leq t \leq t_1 \).

Applying the Pythagorean theorem,

\[
|\psi(t)|^2 = \sum_{i=1}^{n} |\langle \psi_0, \mathbf{v}_i \rangle|^2 e^{-2C\lambda_i(t-t_0)}.
\]

Also, using the fact that \( t \mapsto |\langle \psi_0, \mathbf{v}_i \rangle|^2 e^{-2C\lambda_i(t-t_0)} \) is monotonically decreasing,

\[
\sum_{i=1}^{n} |\langle \psi_0, \mathbf{v}_i \rangle|^2 e^{-2C\lambda_i(t-t_0)} \leq \sum_{i=1}^{n} |\langle \psi_0, \mathbf{v}_i \rangle|^2.
\]

Notice that \( \sum_{i=1}^{n} |\langle \psi_0, \mathbf{v}_i \rangle|^2 = |\psi_0|^2 \). Finally, by transitivity we get

\[
|\psi(t)|^2 \leq |\psi_0|^2.
\]

Therefore, \( |\psi(t)| \leq |\psi_0| \). \( \square \)

**Lemma 2.** Fix a positive integer \( n \) and a graph \( G \) having \( n \) vertices. For any pair of real numbers \( t_0 < t_1 \), any positive real number \( C \), any vector \( \psi_0 \in \mathbb{R}^n \), any connected component \( H \) of \( G \) and any continuous function, differentiable on \((t_0, t_1)\), \( \psi : [t_0, t_1] \longrightarrow \mathbb{R}^n \) satisfying the matrix differential equation (2) on the interval \((t_0, t_1)\) and the initial condition \( \psi(t_0) = \psi_0 \), the inequality

\[
\max_{i \in H} \psi_i(t) - \min_{j \in H} \psi_j(t) \leq 2(n - k_G)|\psi_0|e^{-C\lambda_G(t-t_0)},
\]

holds for all \( t_0 \leq t \leq t_1 \), where \( \psi = (\psi_1, \ldots, \psi_n) \), \( k_G \) is the number of connected components of \( G \) and \( \lambda_G \) is the minimum nonzero eigenvalue of \( \mathbf{L}[G] \). We used the notation \( i \in H \) to express that \( i \) is a vertex in \( H \).

**Proof.** Let \( \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n \) and \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be as in the proof of Lemma 1. Using the fact that \( k_G \) is the dimension of the kernel of \( \mathbf{L}[G] \), defining \( \psi_\infty = \sum_{i=1}^{k_G} \langle \psi_0, \mathbf{v}_i \rangle \mathbf{v}_i \), we have

\[
\psi(t) - \psi_\infty = \sum_{i=k_G+1}^{n} \langle \psi_0, \mathbf{v}_i \rangle e^{-C\lambda_i(t-t_0)} \mathbf{v}_i,
\]
for $t_0 \leq t \leq t_1$.

Applying the triangle inequality, the Cauchy-Schwarz inequality and the fact that $v_1, v_2, \ldots, v_n$ are normalized, we obtain the inequality

$$|\psi(t) - \psi_\infty| \leq (n - k_G)|\psi_0|e^{-C\lambda t(t-t_0)}$$  \hspace{1cm} (8)

for all $t_0 \leq t \leq t_1$. Let $H_1, H_2, \ldots, H_{k_G}$ be the connected components of $G$. Up to rearrangement of the indices, for $1 \leq r \leq k$ we have $v_r = (\#H_r)^{-1/2}(v_{r,1}, v_{r,2}, \ldots, v_{r,n})$, with $v_{r,i} = 1$ if $i$ is a vertex of $H_r$ and $v_{r,i} = 0$ otherwise. Hence, for any connected component $H_r$, the inequality

$$|\psi_i(t) - \langle \psi_0, v_r \rangle| \leq (n - k_G)|\psi_0|e^{-C\lambda t(t-t_0)}$$  \hspace{1cm} (9)

holds for all $i$ which are vertices of $H_r$. Finally, applying triangle inequality

$$\max_{i \in H_r} \psi_i(t) - \min_{j \in H_r} \psi_j(t) = \left| \max_{i \in H_r} \psi_i(t) - \min_{j \in H_r} \psi_j(t) \right| 
\leq \left| \max_{i \in H_r} \psi_i(t) - \langle \psi_0, v_r \rangle \right| + \left| \langle \psi_0, v_r \rangle - \min_{j \in H_r} \psi_j(t) \right| 
\leq 2(n - k_G)|\psi_0|e^{-C\lambda t(t-t_0)}.$$

\[\square\]

Now, we proceed to the proof of our main result.

**Proof.** (of Theorem 1) Let $t_0 < t_1 < t_2 < \ldots$ be all the instants such that $G_\varepsilon(\psi(t_{i+1}))$ is not equal to $G_\varepsilon(\psi(t_i))$. In virtue of Lemma 2 there are positive real numbers $M_G$ and $\lambda_G$ such that, for any connected component $H_k$ of $G_\varepsilon(\psi(t_k))$ the inequality

$$\max_{i \in H_k} \psi_i(t) - \min_{j \in H_k} \psi_j(t) \leq M_G|\psi_k|e^{-C\lambda_G(t-t_0)}$$  \hspace{1cm} (10)

holds for $t_k \leq t < t_{k+1}$, where $G = G_\varepsilon(\psi(t_k))$. Also, the inequality

$$M_G|\psi_k|e^{-C\lambda_G t} \leq M|\psi_k|e^{-C\lambda(t-t_0)}$$  \hspace{1cm} (11)

\[11\] \#H_r is the number of vertices in the connected component $H_r$.

\[12\] The notation $i \in H_k$ was explained in the statement of Lemma 2.
holds, where $M$ is the maximum of $M_G$ for all $G$ having $n$ vertices, and $\lambda$ is the minimum of $\lambda_G$ for all $G$ having $n$ vertices. In virtue of Lemma 1,

$$M|\psi_k|e^{-C\lambda(t-t_0)} \leq M|\psi_0|e^{-C\lambda(t-t_0)}. \tag{12}$$

Finally, we get

$$\max_{i \in H_k} \psi_i(t) - \min_{j \in H_k} \psi_j(t) \leq M|\psi_0|e^{-C\lambda(t-t_0)}, \tag{13}$$

for all $t_k \leq t < t_{k+1}$.

Using the fact that the right hand side of the equation above does not depend on $k$, we conclude that, for all $t \geq t_0$, and any connected component $H_t$ of $G_\epsilon(\psi(t))$, the inequality

$$\max_{i \in H_t} \psi_i(t) - \min_{j \in H_t} \psi_j(t) \leq M|\psi_0|e^{-C\lambda(t-t_0)}. \tag{14}$$

holds. So, for all $t$ large enough and for any connected component $H_t$ of $G_\epsilon(\psi(t))$ we have

$$\max_{i \in H_t} \psi_i(t) - \min_{j \in H_t} \psi_j(t) \leq \varepsilon. \tag{15}$$

According to Definition 1 and the inequality above, any connected component of $G_\epsilon(\psi(t))$ will be a complete graph and this structure will not change in the future. Therefore, there is a graph $\Omega$, which is the union of complete graphs, such that, for all $t$ large enough, $G_\epsilon(\psi(t)) = \Omega$. \hfill \Box

\section{Final remarks}

Needless to say that our model is not meant to make numerical predictions about society. What we developed was an idealization. The applications of our model could be in order to explore some sociological theories using the intuition from our model, i.e., to compare how claims about the human behavior in society agree or disagree with the properties of our model. At the moment of writing this paper, it is not clear to what extent our model is related to actual statistical data of real-life social networks. Also, it may be interesting to look for applications of our model in physics, chemistry, biology and computer science.
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