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ABSTRACT. A number of methods have been proposed for solving optimal control problems where the process being optimized is described by a differential algebraic equation (DAE). However, many of these methods require special circumstances to hold or the user to have special software. In this paper we go over many of these options and discuss what is usually necessary for them to be successful. We use a nonlinear index three control problem to illustrate many of our observations.

1. Introduction. Differential algebraic equations, or DAEs, are being ever more widely used in science and industry to model a number of different kinds of processes. Naturally the optimal control of DAE modeled processes

\[
J(x, u) = M(x(T)) + \int_0^T K(x(t), u(t)) \, dt, \quad (1a)
\]
\[
F(t, x, \dot{x}, u) = 0, \quad x(0) = x_0, \quad (1b)
\]

where \(x\) and \(u\) represent the state and the control of the process given by \(F\) with initial state \(x_0\) and cost functional \(J\) which is to be minimized, has been considered by a number of authors. We mention only [3, 5, 6, 8, 10, 13, 15, 17, 19, 29]. However, the vast majority of this work has focused on index one problems or linear higher index problems. In the context of specific applications there has been work on dealing with higher index models especially those from constrained mechanics. In these cases a specific approach is often advocated. Most of this prior work presents one approach or algorithm.

Our intention in this paper is quite different. We intend to discuss the different issues involved and the options available to a person wanting to solve optimal control
problems with higher index DAE processes. We also want to discuss when some of these options are not available and why.

To illustrate a number of points we will use a specific nonlinear problem. In some cases a particular approach can work but require greater care. We shall comment on that also.

In general, there are several approaches to numerically solving optimal control problems. One is to solve the necessary conditions assuming they can be formulated. Control parameterization parameterizes the controls and then uses simulation to evaluate the cost functional inside an optimizer. Direct transcription (DT) [3] fully discretizes the problem, iteratively solves the resulting nonlinear programming problem and then possibly refines the discretization. We shall discuss all of these in the context of our model problems.

For direct transcription we use here either SOCX [3] or GPOPS II [30]. Some of the boundary value problems (BVP) that arise in a solution of the necessary conditions are done by GPOPS II. Others require a DAE BVP solver as described in [26, 27]. In all of the cases and tests done as part of this paper either the numerical solver succeeded to high accuracy or failed to produce a useful answer in reasonable time.

We assume that the reader is somewhat familiar with DAEs [7, 22] and with the introductory theory of calculus of variations and optimal control. There have been other studies on the advantages of using optimal controlled DAEs in the context of high index prescribed trajectory problems [1]. Here we assume that the decision to solve an optimal control problem has already been made.

The paper is organized as follows. Section 2 presents possible reformulations of the constraining DAE which may be necessary for the various approaches discussed later. It also introduces the accompanying test example with all the needed reformulations. The reformulations mainly consist of types of index reduction depending on the structure of the reduced DAE that has to be achieved. Section 3 gives a list of possible numerical approaches and their requirements. This includes the formulation of necessary conditions as well as direct transcription and control parameterization. All presented approaches are applied to the given test problem in Section 4. In particular, we discuss the needs of the used implementations and their performance. The paper ends with some remarks on more challenging versions of the accompanying example in Section 5 and conclusions in Section 6.

2. Problem reformulations. The original formulation (1) may not have the form required for a specific approach. In order to discuss the various possibilities we use the following illustrative example which is a variation of the classical two dimensional pendulum problem.

In particular, we consider the optimal control problem consisting of the DAE initial value problem,

\[
\begin{align*}
\dot{x} &= -\lambda x - ax + uy, \\
\dot{y} &= -\lambda y - ay - g - ux, \\
0 &= x^2 + y^2 - L^2, \\
x(0) &= 0, \\
y(0) &= L, \\
\dot{x}(0) &= 0,
\end{align*}
\]
Higher Index Optimal Control Problems

\[ \dot{y}(0) = 0, \]  
\[ J(x, u) = \int_0^T cu^2 + d(x - L \sin(t + \alpha))^2 + d(y - L \cos(t + \alpha))^2 dt. \]

The equations (2a)–(2c) describe a pendulum of length \( L \) with friction acting tangential to the circle of motion and with a control \( u \) applied tangential to the motion. The friction terms have \( a \) in them. Note \( a > 0 \). The quantity \( \lambda \) is the force generated by the path constraint (2c). The overall problem (2) is a tracking problem. The goal is to track a target moving around the circle of radius \( L \) as well as possible with some cost to the control \( u \). Having \( \alpha > 0 \) gives the target a head start. Our initial velocity is zero so some control effort is required. In general, we will take the terminal time \( T \) so that the optimal state solution must go more than one quarter of the way around the circle of radius \( L \).

We rewrite (2a)–(2g) as a first order DAE,

\[ \dot{x}_1 = x_2, \]  
\[ \dot{x}_2 = -x_5 x_1 - ax_2 + u x_3, \]  
\[ \dot{x}_3 = x_4, \]  
\[ \dot{x}_4 = -x_5 x_3 - ax_4 - g - u x_1, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ x_1(0) = 0, \]  
\[ x_3(0) = 0, \]  
\[ x_2(0) = x_3(0) = x_4(0) = 0, \]

where \( \lambda \) is now denoted by \( x_5 \). Note that the algebraic state \( x_5 \) and the control \( u \) do not appear in the constraint (3c) so the DAE (3) is at least index 2. In fact it is index 3. The corresponding hidden constraints can easily be obtained as follows.

Differentiating the constraint (3e) gives

\[ 2x_1 x_2 + 2x_3 x_4 = 0. \]

We drop the factor 2 to simplify the formulas. Differentiating (4a) and using (3b) and (3d) gives

\[ 0 = \dot{x}_1 x_2 + x_1 \dot{x}_2 + \dot{x}_3 x_4 + x_3 \dot{x}_4 \]
\[ = x_2^2 + x_4^2 + x_1 (-x_5 x_1 - a x_2 + u x_3) + x_3 (-x_5 x_3 - a x_4 - g - u x_1) \]
\[ = x_2^2 + x_4^2 - x_5 (x_1^2 + x_3^2) - a (x_1 x_2 + x_3 x_4) - x_3 g \]
\[ = x_2^2 + x_4^2 - x_5 L^2 - x_3 g. \]

Thus the information we have available is

\[ \dot{x}_1 = x_2, \]  
\[ \dot{x}_2 = -x_5 x_1 - ax_2 + u x_3, \]  
\[ \dot{x}_3 = x_4, \]  
\[ \dot{x}_4 = -x_5 x_3 - ax_4 - g - u x_1, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1 x_2 + x_3 x_4. \]
\[
0 = x_1^2 + x_4^2 - x_3L^2 - x_3g, \\
x_1(0) = 0, \\
x_3(0) = L, \\
x_2(0) = 0, \\
x_4(0) = 0.
\]

But (5a)–(5g) is an overdetermined DAE. There are seven equations in five state and one control variables. We need a control variable to optimize over so we need to get a system in five equations which are hopefully index one. There are a number of ways, explicitly or implicitly, to deal with this over determination. Several are discussed in the remainder of this paper.

2.1. **Index reduction preserving the solution set.** The general idea of index reduction preserving the solution set is to replace the DAE \( F(t, x, \dot{x}, u) = 0 \) by a DAE \( \tilde{F}(t, x, \dot{x}, u) = 0 \) which possesses the same solution set as the original DAE but is index 1 and then to consider the equivalent problem of minimizing

\[
J(x, u) = M(x(T)) + \int_0^T K(x(t), u(t)) \, dt, \\
\tilde{F}(t, x, \dot{x}, u) = 0, \ x(0) = x_0.
\]

See [22] for the theoretical basis of such reduced DAEs.

Having in our example all constraints of the DAE at hand, this kind of index reduction can be interpreted as choosing a combination of the differential equations (5a)–(5d) to complete the constraints to an index 1 DAE. Following [22, 25, 26] this can be achieved by multiplying (5a)–(5d) by a \( 2 \times 4 \) matrix \( Z_1^T \). In order to obtain a DAE which is index one on the entire interval of interest, in general this matrix will have to be either time or state dependent. What we need is that \( Z_1^T F_\dot{x} T_2 \) is nonsingular where \( T_2 \) has columns spanning the null space of the Jacobian of the constraints (5e)–(5g), and \( F_\dot{x} \) is the Jacobian of the DAE (5a)–(5e) with respect to \( \dot{x} \) with invertibility holding at least along the optimal solution.

Here the Jacobian of the algebraic constraints is

\[
A_2 = \begin{bmatrix}
2x_1 & 0 & 2x_3 & 0 & 0 \\
x_2 & x_1 & x_4 & x_3 & 0 \\
0 & 2x_2 & -g & 2x_4 & -L^2
\end{bmatrix}.
\]

Thus, one choice for \( T_2 \) is

\[
T_2 = \begin{bmatrix}
x_3 & 0 \\
x_4 & x_2 \\
-x_1 & 0 \\
x_2 & x_1 \\
\frac{x_1g}{L^2} & \frac{2}{L^2}(x_2x_3 - x_4x_1)
\end{bmatrix}
\]

yielding

\[
F_\dot{x} T_2 = \begin{bmatrix}
x_3 & 0 \\
x_4 & x_3 \\
-x_1 & 0 \\
-x_2 & x_1 \\
0 & 0
\end{bmatrix}.
\]
Hence, we can take
\[ Z_1^T = \begin{bmatrix} x_3 & 0 & -x_1 & 0 & 0 \\ 0 & x_3 & 0 & -x_1 & 0 \end{bmatrix}, \]
since then along all the solutions of the DAE we have
\[ Z_1^T F \dot{x} T_2 = \begin{bmatrix} L^2 & 0 \\ 0 & L^2 \end{bmatrix} \]
which is invertible.

The resulting DAE
\begin{align*}
-x_3 (\dot{x}_1 - x_2) - x_1 (\dot{x}_3 - x_4) &= 0, \quad (7a) \\
x_3 (\dot{x}_2 + ax_2 - ux_3 + x_1 x_5) - x_1 (\dot{x}_4 + ax_4 + ux_1 + x_3 x_5 + g) &= 0, \quad (7b) \\
x_1^2 + x_3^2 - L^2 &= 0, \quad (7c) \\
x_1 x_2 + x_3 x_4 &= 0, \quad (7d) \\
x_2^2 + x_4^2 - x_5 L^2 - gx_3 &= 0, \quad (7e)
\end{align*}
is index 1 by construction but it has state dependent coefficients of the derivatives.

For the particular problem considered here, we may choose a time varying \( Z_1^T \) that will keep \( Z_1^T F \dot{x} T_2 \) invertible along the optimal solution. We shall use
\[ Z_1^T = \begin{bmatrix} \cos t & 0 & -\sin t & 0 & 0 \\ 0 & \cos t & 0 & -\sin t & 0 \end{bmatrix} \]
which also produces a nonsingular \( Z_1^T F \dot{x} T_2 \) for states and controls which are close to the optimal solutions. Hence, a possible index-reduced formulation is given by
\begin{align*}
\cos t (\dot{x}_1 - x_2) - \sin t (\dot{x}_3 - x_4) &= 0, \quad (8a) \\
\cos t (\dot{x}_2 + ax_2 - ux_3 + x_1 x_5) - \sin t (\dot{x}_4 + ax_4 + ux_1 + x_3 x_5 + g) &= 0, \quad (8b) \\
x_1^2 + x_3^2 - L^2 &= 0, \quad (8c) \\
x_1 x_2 + x_3 x_4 &= 0, \quad (8d) \\
x_2^2 + x_4^2 - x_5 L^2 - gx_3 &= 0, \quad (8e)
\end{align*}
which is now linear in the derivatives.

2.2. **Index reduction with extra dynamics.** The DAE (8) is a nonlinear DAE that is of a form that quite a number of approaches cannot deal with. Not only is it not semi-explicit but four differentiated variables appear in the two dynamics equations. Thus it does not fit the usual separation of algebraic variables and differential variables used for example in DT codes.

It has been known for some time that for some problems it is possible to get a lower index problem by keeping the highest index constraints. That is, those constraints that took the most differentiations to get. For example, we could discard (5e) and (5f) and get the DAE
\begin{align*}
\dot{x}_1 &= x_2, \quad (9a) \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + ux_3, \quad (9b) \\
\dot{x}_3 &= x_4, \quad (9c) \\
\dot{x}_4 &= -x_5 x_3 - ax_4 - g - ux_1, \quad (9d) \\
0 &= x_2^2 + x_4^2 - x_5 L^2 - x_5 g, \quad (9e) \\
x_1(0) &= 0, \quad (9f) \\
x_3(0) &= L, \quad (9g)
\end{align*}
which is indeed semi-explicit. Moreover, it is index 1 in \(x_1, x_2, x_3, x_4, x_5\) treating \(u\) as an input, since \((9e)\) can be solved for \(x_5\), the only state variable for which we do not have a differential equation. The price to be paid for this index reduction is that \((9a)–(9e)\) has more solutions than \((5a)–(5g)\) has. This may cause so-called drift-off effects when solving initial value problems for a given \(u\) on longer intervals. In extreme cases this may even lead to a break down of the used integration method.

This problem, however, can be often alleviated by using constraint stabilization [2]. For example, let \(s_1, s_2\) be two negative numbers and \(r + \kappa r + \beta = (r - s_1)(r - s_2)\). Then instead of \((9)\) we could consider

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + ux_3, \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= -x_5 x_3 - ax_4 - g - ux_1, \\
0 &= (x_2^2 + x_4^2 - x_5 L^2 - x_3 g) + \kappa (x_1 x_2 + x_3 x_4) + \beta (x_1^2 + x_3^2 - L^2), \\
x_1(0) &= 0, \\
x_3(0) &= L, \\
x_2(0) &= 0, \\
x_4(0) &= 0.
\end{align*}
\]

System \((10)\) is also index 1 in \(x\), the difference is that the additional dynamics are stabilized.

### 2.3. Index reduction to a semi-explicit DAE

Another possibility for preserving the semi-explicit structure is to proceed as in Subsection 2.1 but keeping \(Z_1^T\) constant. The price for this is that the resulting DAE is not globally index 1 but exhibits so-called impasse points. As a consequence we need to switch between different reduced DAEs changing \((6)\) into an optimal control problem for a hybrid system of DAEs. Note that in the context of DT the modes of the hybrid system are also called phases.

In our example we observe that for a motion that goes more than a quarter of the way around the circle it is not possible to pick a single subset of the equations in \((5)\). The two obvious choices are to use coordinate partitioning, which corresponds to special choices of \(Z_1^T\). Selecting \(x_1, x_2\) as differential variables gives

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + ux_3, \\
0 &= x_1^2 + x_3^2 - L^2, \\
0 &= x_1 x_2 + x_3 x_4, \\
0 &= x_2^2 + x_4^2 - x_5 L^2 - x_3 g
\end{align*}
\]

for the first phase and selecting \(x_3, x_4\) as differential variables gives

\[
\begin{align*}
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= -x_5 x_3 - ax_4 - g - ux_1, \\
0 &= x_1^2 + x_3^2 - L^2,
\end{align*}
\]
0 = x_1 x_2 + x_3 x_4, \quad (12d) \\
0 = x_2^2 + x_4^2 - x_5 L^2 - x_3 g \quad (12e)

for the second phase.

Note that we do not specify the branch of the square root since we will have a starting value on one branch and the nonlinear solver should theoretically take care of that if the initial guess is good enough. However, each of (11) and (12) actually defines two different differential equations due to the nonlinearity in (11c). This can create problems. Accordingly, we can consider the following reformulations into four phases. Phase 1 for \( x_3 > 0 \) is

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - a x_2 + u x_3, \\
x_3 &= \sqrt{L^2 - x_1^2}, \\
x_4 &= -x_1 x_2 / x_3, \\
x_5 &= \frac{1}{L^2} (x_2^2 + x_4^2 - x_3 g).
\end{align*}
\]

For \( x_3 < 0 \) we have Phase 3,

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - a x_2 + u x_3, \\
x_3 &= -\sqrt{L^2 - x_1^2}, \\
x_4 &= -x_1 x_2 / x_3, \\
x_5 &= \frac{1}{L^2} (x_2^2 + x_4^2 - x_3 g).
\end{align*}
\]

The other two phases are Phase 2,

\[
\begin{align*}
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= -x_5 x_3 - a x_4 - g - u x_1, \\
x_1 &= \sqrt{L^2 - x_3^2}, \\
x_2 &= -x_3 x_4 / x_1, \\
x_5 &= \frac{1}{L^2} \left( x_2^2 + x_4^2 - x_3 g \right),
\end{align*}
\]

and Phase 4,

\[
\begin{align*}
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= -x_5 x_3 - a x_4 - g - u x_1, \\
x_1 &= -\sqrt{L^2 - x_3^2}, \\
x_2 &= -x_3 x_4 / x_1, \\
x_5 &= \frac{1}{L^2} \left( x_2^2 + x_4^2 - x_3 g \right).
\end{align*}
\]

Note that these four phases can be formulated as ODEs by eliminating the states which are explicitly given by the constraints. In this way, Phase 1 and Phase 3 becomes an ODE problem in terms of \( x_1, x_2 \) and Phase 2 and Phase 4 becomes an ODE problem in terms of \( x_3, x_4 \).
2.4. **Minimal coordinates.** It is sometimes possible to reparameterize the state manifold to get a nicer system. Sometimes this is done locally and sometimes it can be done globally. A distinguished parameterization is by minimal coordinates, that is by a number of parameters equaling the dimension of the state manifold, since this will turn the DAE into an ODE.

In the case of our working example, it is possible to do a reparameterization to minimal coordinates globally. The nonlinear change of coordinates in $x, y$ space which we apply to the original DAE (2) is

$$x = L \sin \theta, \quad y = L \cos \theta. \tag{17}$$

Then taking the time derivatives, we get

$$\dot{x} = L \cos(\theta) \dot{\theta}, \tag{18a}$$
$$\ddot{x} = -L \sin(\theta) (\dot{\theta})^2 + L \cos(\theta) \ddot{\theta}, \tag{18b}$$
$$\dot{y} = -L \sin(\theta) \dot{\theta}, \tag{18c}$$
$$\ddot{y} = -L \cos(\theta) (\dot{\theta})^2 - L \sin(\theta) \ddot{\theta}. \tag{18d}$$

The resulting dynamics, letting $z_1 = \theta$ and $z_2 = \dot{\theta}$, are

$$\dot{z}_1 = z_2, \tag{19a}$$
$$-L \sin(z_1)(z_2)^2 + L \cos(z_1) \dot{z}_2 = -\lambda L \sin(z_1) - aL \cos(z_1) z_2 + uL, \tag{19b}$$
$$-L \cos(z_1)(z_2)^2 - L \sin(z_1) \dot{z}_2 = -\lambda L \cos(z_1) - L \cos(z_1) z_2 - g - uL \sin(z_1). \tag{19c}$$

We multiply (19b) and (19c) by the invertible matrix

$$\begin{bmatrix}
\cos z_1 & -\sin z_1 \\
\sin z_1 & \cos z_1
\end{bmatrix},$$

which is a row compression of the matrix in front the $\dot{z}_2$ terms and we get

$$\dot{z}_1 = z_2, \tag{20a}$$
$$L \dot{z}_2 = -aL z_2 + g \sin z_1 + uL, \tag{20b}$$
$$0 = L(z_2)^2 - \lambda L - g \cos z_1. \tag{20c}$$

Since $\lambda$ is determined by (20c) and decouples from (20a)–(20b), we are left with the ODE

$$\dot{z}_1 = z_2, \tag{21a}$$
$$\dot{z}_2 = -a z_2 + \frac{g}{L} \sin z_1 + u. \tag{21b}$$

The corresponding initial conditions are

$$z_1(0) = 0, \quad z_2(0) = 0. \tag{22}$$

Note that the cost function is now

$$J(z, u) = \int_0^T cu^2 + d(L \sin(z_1) - L \sin(t+\alpha))^2 + d(L \cos(z_1) - L \cos(t+\alpha))^2 dt. \tag{23}$$

Actually, the ODE system (21) corresponds to the equation of motion one gets when building the Hamiltonian from kinetic and potential energy expressed in the given minimal coordinates and the related momenta (called generalized positions and momenta in this context) and applying the so-called Hamiltonian formalism.
In general, it may not be possible to get an alternative parameterization. However, doing so has proved useful in a number of places including using Euler angles in mechanics and robotics and for some space navigation problems such as the low thrust earth to moon orbit transfer [4].

3. Approaches and their requirements. There is a large variety of approaches to solve (1) numerically. We discuss several prominent methods in the following.

3.1. Necessary conditions using global index reduction. One standard approach, called indirect approach in the context of optimal control problems, is to derive necessary conditions for the optimal solution and to solve the arising problem. In order to get necessary conditions (assuming continuous controls and states) we can use calculus of variation. But this requires the constraining DAE to be index 1 as a control problem (i.e., of virtual index 1), see [23]. For our example, this is the case for (8) since it is index 1 for fixed control.

Introducing Lagrange multipliers yields

\[
\mathcal{L} = \int_0^T \left( cu^2 + d(x_1 - L \sin(t + \alpha))^2 + d(x_3 - L \cos(t + \alpha))^2 \right) dt \quad (24a)
\]

\[
- \int_0^T \lambda_1 (\cos t(\dot{x}_1 - x_2) - \sin t(\dot{x}_3 - x_4)) \, dt \quad (24b)
\]

\[
- \int_0^T \lambda_2 (\cos t(\dot{x}_2 + ax_2 - ux_3 + x_1x_5) - \sin t(\dot{x}_4 + ax_4 + ux_1 + x_3x_5 + g)) \, dt \quad (24c)
\]

\[
- \int_0^T \lambda_3 (x_1^2 + x_2^2 - L^2) \, dt - \int_0^T \lambda_4 (x_1x_2 + x_3x_4) \, dt \quad (24d)
\]

\[
- \int_0^T \lambda_5 (x_2^2 + x_4^2 - x_5^2L^2 - gx_3) \, dt, \quad (24e)
\]

which, using the usual calculus of variations and integration by parts, produces the necessary conditions

\[
\delta \lambda_1 : 0 = \cos t(\dot{x}_1 - x_2) - \sin t(\dot{x}_3 - x_4), \quad x_1(0) = 0, \ x_2(0) = 0, \quad (25a)
\]

\[
\delta \lambda_2 : 0 = \cos t(\dot{x}_2 + ax_2 - ux_3 + x_1x_5) - \sin t(\dot{x}_4 + ax_4 + ux_1 + x_3x_5 + g), \quad (25b)
\]

\[
\delta \lambda_3 : 0 = x_1^2 + x_2^2 - L^2, \quad (25c)
\]

\[
\delta \lambda_4 : 0 = x_1x_2 + x_3x_4, \quad (25d)
\]

\[
\delta \lambda_5 : 0 = x_2^2 + x_4^2 - x_5^2L^2 - gx_3, \quad (25e)
\]

\[
\delta x_1 : 0 = \frac{d}{dt}(\lambda_1 \cos t) - \lambda_2 \cos tx_5 + \lambda_2 \sin t \, u - 2\lambda_3 x_1 - \lambda_3 x_2 + 2d(x_1 - L \sin(t + \alpha)), \quad (25f)
\]

\[
\delta x_2 : 0 = \frac{d}{dt}(\lambda_2 \cos t) + \lambda_1 \cos t - \lambda_2 \cos tu - \lambda_4 x_1 - 2\lambda_5 x_2, \quad (25g)
\]

\[
\delta x_3 : 0 = - \frac{d}{dt}(\lambda_1 \sin t) + \lambda_2 \cos tu + \lambda_2 \sin tx_5 - 2\lambda_3 x_3 - \lambda_4 x_4 + \lambda_5 g + 2d(x_3 - L \cos(t + \alpha)), \quad (25h)
\]

\[
\delta x_4 : 0 = - \frac{d}{dt}(\lambda_2 \sin t) - \lambda_1 \sin t + \lambda_2 \sin tu - \lambda_4 x_3 - 2\lambda_5 x_4, \quad (25i)
\]

\[
\delta x_5 : 0 = - \lambda_2 \cos tx_1 + \lambda_2 \sin tx_3 + \lambda_5 L^2, \quad \lambda_1(T) = 0, \ \lambda_2(T) = 0. \quad (25j)
\]

\[
\delta u : 0 = \lambda_2 \cos tx_3 + \lambda_2 \sin tx_1 + 2cu. \quad (25k)
\]
Taking the time derivatives in (25f) through (25i) we get our necessary conditions as

\[ 0 = \cos(\dot{x}_1 - x_2) - \sin(t(\dot{x}_3 - x_4)), \quad x_1(0) = 0, \ x_2(0) = 0, \]  
\[ 0 = \cos(\dot{x}_2 + ax_2 - ux_3 + x_1x_5) - \sin(t(\dot{x}_4 + ax_4 + ux_1 + x_3x_5 + g)), \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1x_2 + x_3x_4, \]  
\[ 0 = x_2^2 + x_4^2 - x_5L^2 - gx_3, \]

Thus the necessary conditions obtained constitute a nonlinear DAE boundary value problem where again the DAE is linear in the derivatives but with a time-dependent matrix.

3.2. Necessary conditions using phases. In order to get rid of the time dependence of the previous subsection, we can derive necessary conditions for the problem formulation with phases.

In the present case we consider the two phases (11) and (12). To simplify the relationship and derivation of the necessary conditions we rewrite them as

\[ 0 = \dot{x}_1 - x_2, \]  
\[ 0 = \dot{x}_3 + ax_2 - ux_3 + x_1x_5, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1x_2 + x_3x_4, \]  
\[ 0 = x_2^2 + x_4^2 - x_5L^2 - gx_3, \]

and

\[ 0 = \dot{x}_3 - x_4, \]  
\[ 0 = \dot{x}_4 + ax_4 + ux_1 + x_3x_5 + g, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1x_2 + x_3x_4, \]  
\[ 0 = x_2^2 + x_4^2 - x_5L^2 - gx_3. \]

Calculus of variations then leads to necessary conditions for each phase consisting of

\[ 0 = \dot{x}_1 - x_2, \]  
\[ 0 = \dot{x}_2 + ax_2 - ux_3 + x_1x_5, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1x_2 + x_3x_4, \]  
\[ 0 = \dot{x}_3 - x_4, \]  
\[ 0 = \dot{x}_4 + ax_4 + ux_1 + x_3x_5 + g, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1x_2 + x_3x_4, \]  
\[ 0 = x_2^2 + x_4^2 - x_5L^2 - gx_3. \]
\[ 0 = x_2^2 + x_4 - x_3 L^2 - gx_3, \]  
\[ 0 = \lambda_1 - \lambda_2 x_5 - 2 \lambda_3 x_1 - \lambda_4 x_2 + 2d(x_1 - L \sin(t + \alpha)), \]  
\[ 0 = \lambda_2 + \lambda_1 - \lambda_2 a - \lambda_4 x_1 - 2 \lambda_5 x_2, \]  
\[ 0 = \lambda_2 x_3 - 2 \lambda_5 x_4, \]  
\[ 0 = -\lambda_2 x_1 + \lambda_5 L^2, \]  
\[ 0 = \lambda_2 x_3 + 2cu, \] 
\[ \text{and} \]
\[ 0 = \dot{x}_3 - x_4, \]  
\[ 0 = \dot{x}_4 + ax_4 + ux_1 + x_3 x_5 + g, \]  
\[ 0 = x_1^2 + x_3^2 - L^2, \]  
\[ 0 = x_1 x_2 + x_3 x_4, \]  
\[ 0 = x_2^2 + x_4^2 - x_5 L^2 - gx_3, \]  
\[ 0 = -\lambda_2 u - 2 \lambda_3 x_1 - \lambda_4 x_2 + 2d(x_1 - L \sin(t + \alpha)), \]  
\[ 0 = -\lambda_4 x_1 - 2 \lambda_5 x_2, \]  
\[ 0 = \lambda_1 - \lambda_2 x_5 - 2 \lambda_3 x_3 - \lambda_4 x_4 + \lambda_5 g + 2d(x_3 - L \cos(t + \alpha)), \]  
\[ 0 = \lambda_2 + \lambda_1 - \lambda_2 a - \lambda_4 x_3 - 2 \lambda_5 x_4, \]  
\[ 0 = -\lambda_2 x_3 + \lambda_5 L^2, \]  
\[ 0 = -\lambda_2 x_1 + 2cu. \] 

Note that we may get these relations from the global case if we formally replace \((\cos t, \sin t)\) by \((1, 0)\) and \((0, -1)\), respectively.

Using the first phase alone, the boundary conditions are given by
\[ x_1(0) = 0, \quad x_2(0) = 0, \quad \lambda_1(T) = 0, \quad \lambda_2(T) = 0. \]

This leads to a well-posed boundary-value problem for smaller \(T\). For larger \(T\) the DAE exhibits an impasse point such that we need to switch to the second phase, say at the point \(\hat{t}\) prior to the impasse point. Of course, we require continuity with respect to the state variables, although since there is a switch in what is differential and what is algebraic in the two phases, it might not be correct to explicitly require continuity in all state variables since that could give an overdetermined BVP. Also since the Lagrange multipliers \(\lambda_1\) and \(\lambda_2\) are related to different equations, requiring continuity in the multipliers may not be correct.

We derive then what the correct boundary conditions are at \(\hat{t}\). Observe that satisfying the DAEs of the necessary boundary-value problem yields the remaining terms
\[ \delta \mathcal{L} = -\gamma_1 (\delta \mathcal{L}_1(\hat{t}) - \delta \mathcal{L}_1(\hat{t})) - \gamma_2 (\delta \mathcal{L}_2(\hat{t}) - \delta \mathcal{L}_2(\hat{t})) - \lambda_1 \delta \mathcal{L}_1|_{0}^{\hat{t}} - \lambda_2 \delta \mathcal{L}_2|_{0}^{\hat{t}}, \]
where \(\gamma_1, \gamma_2\) denote the Lagrange multipliers for the continuity conditions and the bars distinguish the variables of the two phases. An underbar is up to \(\hat{t}\) and an overbar is after \(\hat{t}\).
Using $\delta x_1(0) = 0$, $\delta x_2(0) = 0$, due to the given initial values we have

$$
\delta L = (\gamma_1 - \delta_1(\hat{t}) \delta x_1(\hat{t}) + (\gamma_2 - \delta_2(\hat{t})) \delta x_2(\hat{t}) - \gamma_1 \delta x_1(\hat{t}) - \gamma_2 \delta x_2(\hat{t})
- \lambda_1(T) \delta x_3(T) + \bar{\lambda}_1(\hat{t}) \delta x_3(\hat{t}) - \lambda_2(T) \delta x_4(T) + \bar{\lambda}_2(\hat{t}) \delta x_4(\hat{t}).
$$

(31)

Variation of $\delta x_1(\hat{t})$, $\delta x_2(\hat{t})$ and $\delta x_3(T)$, $\delta x_4(T)$ in (31) yields

$$
\gamma_1 = \delta_1(\hat{t}), \quad \gamma_2 = \delta_2(\hat{t}), \quad \bar{\lambda}_1(T) = 0, \quad \bar{\lambda}_2(T) = 0,
$$

(32)

and thus (31) becomes just

$$
\delta L = -\delta_1(\hat{t}) \delta x_1(\hat{t}) - \delta_2(\hat{t}) \delta x_2(\hat{t}) + \bar{\lambda}_1(\hat{t}) \delta x_3(\hat{t}) + \bar{\lambda}_2(\hat{t}) \delta x_4(\hat{t}).
$$

(33)

However, we cannot vary each of $\delta x_1(\hat{t})$, $\delta x_2(\hat{t})$, $\delta x_3(\hat{t})$, $\delta x_4(\hat{t})$ independently since there are relationships from the algebraic constraints. Instead we must take into account the dependencies due to the algebraic constraints. Taking the differentials of (5e) and (5f) we get

$$
x_1 \delta x_1 + x_3 \delta x_3 = 0,
$$

(34)

$$
x_1 \delta x_2 + x_2 \delta x_1 + x_3 \delta x_1 + x_4 \delta x_3 = 0.
$$

(35)

Note that the third constraint (5g) does not matter since it determines $\delta x_3$. Multiplying (33) by $\bar{\lambda}_1(\hat{t})$ we get

$$
\delta L \bar{\lambda}_1(\hat{t}) = -\delta_1(\hat{t}) \lambda_1(\hat{t}) \delta x_1(\hat{t}) - \delta_2(\hat{t}) \lambda_1(\hat{t}) \delta x_2(\hat{t}) + \bar{\lambda}_1(\hat{t}) \lambda_1(\hat{t}) \delta x_3(\hat{t})
+ \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \delta x_4(\hat{t})
= \lambda_1(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) + \lambda_2(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t})
+ \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) + \bar{\lambda}_1(\hat{t}) \lambda_1(\hat{t}) \delta x_3(\hat{t}) + \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \delta x_4(\hat{t}).
$$

Multiplying again by $\bar{\lambda}_1(\hat{t})$ gives

$$
\delta L \bar{\lambda}_1(\hat{t})^2 = \lambda_1(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) - \lambda_2(\hat{t}) \lambda_2(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t})
+ \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t})
+ \bar{\lambda}_1(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t})
+ \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}).
$$

At this stage we can vary $\delta x_3(\hat{t})$, $\delta x_4(\hat{t})$ independently to obtain the conditions

$$
\lambda_1(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) - \lambda_2(\hat{t}) \lambda_2(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t})
+ \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t})
+ \bar{\lambda}_1(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t})
+ \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) = 0,
$$

(37)

$$
\lambda_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) + \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) = 0.
$$

(38)

Since $\hat{t}$ is such that $\bar{\lambda}_1(\hat{t}) \neq 0$ we can divide (38) by $\bar{\lambda}_1(\hat{t})$ to give

$$
\lambda_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) + \bar{\lambda}_2(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) = 0.
$$

(39a)

But then using (39a) in (37) and then dividing by $\bar{\lambda}_1(\hat{t})$ gives

$$
\lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) + \bar{\lambda}_2(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_4(\hat{t}) + \bar{\lambda}_1(\hat{t}) \lambda_1(\hat{t}) \lambda_3(\hat{t}) \lambda_3(\hat{t}) \delta x_3(\hat{t}) = 0.
$$

(39b)

Thus the correct boundary conditions are (32) and (39).

Although a similar splitting into two phases is not necessary for the case of the previous subsection, we want to note that the resulting necessary conditions would consist of two equal DAEs, the initial and end conditions

$$
x_1(0) = 0, \quad x_2(0) = 0, \quad \bar{\lambda}_1(T) = 0, \quad \bar{\lambda}_2(T) = 0
$$
and the continuity conditions

\[
\begin{align*}
\cos \hat{t} x_1(\hat{t}) - \sin \hat{t} x_3(\hat{t}) &= \cos \hat{t} x_1(\hat{t}) - \sin \hat{t} x_3(\hat{t}), \\
\cos \hat{t} x_2(\hat{t}) - \sin \hat{t} x_4(\hat{t}) &= \cos \hat{t} x_2(\hat{t}) - \sin \hat{t} x_4(\hat{t}), \\
\lambda_1(\hat{t}) &= \lambda_1(\hat{t}), & \lambda_2(\hat{t}) &= \lambda_2(\hat{t}),
\end{align*}
\]

which can be reduced to

\[
\begin{align*}
x_1(\hat{t}) &= x_1(\hat{t}), & x_2(\hat{t}) &= x_2(\hat{t}), & \lambda_1(\hat{t}) &= \lambda_1(\hat{t}), & \lambda_2(\hat{t}) &= \lambda_2(\hat{t}),
\end{align*}
\]

or

\[
\begin{align*}
x_3(\hat{t}) &= x_3(\hat{t}), & x_4(\hat{t}) &= x_4(\hat{t}), & \lambda_1(\hat{t}) &= \lambda_1(\hat{t}), & \lambda_2(\hat{t}) &= \lambda_2(\hat{t}),
\end{align*}
\]

depending on the location of \( \hat{t} \).

### 3.3. Necessary conditions using minimal coordinates.

Of course, it is also possible to use necessary conditions for the formulation (21) in minimal coordinates. In the same way as above, we obtain

\[
\begin{align*}
0 &= \dot{z}_1 - z_2, & (40a) \\
0 &= \dot{z}_2 + az_2 - \frac{g}{L} \sin z_1 - u, & (40b) \\
0 &= \dot{\lambda}_1 + \frac{g}{L} \cos z_1 \lambda_2 + 2dl^2(\sin z_1 - \sin(t + \alpha)) \cos z_1 \nonumber \\
&\quad - 2dl^2(\cos z_1 - \cos(t + \alpha)) \sin z_1, & (40c) \\
0 &= \dot{\lambda}_2 + \lambda_1 - a\lambda_2, & (40d) \\
0 &= \lambda_2 + 2cu, & (40e)
\end{align*}
\]

together with the boundary conditions

\[
z_1(0) = 0, \quad z_2(0) = 0, \quad \lambda_1(T) = 0, \quad \lambda_2(T) = 0. \quad (41)
\]

Note that even though the constraining DAE is an ODE here, the necessary conditions (40) form a DAE containing algebraic constraints.

### 3.4. Direct transcription.

The idea of direct transcription, also called the direct approach, is to completely discretize the given optimal control problem by choosing finite dimensional vectors \( x_h \) and \( u_h \) and then to solve the arising finite dimensional optimization problem

\[
\begin{align*}
\min & \tilde{J}(x_h, u_h), & (42a) \\
\tilde{F}(x_h, u_h) &= 0, & (42b)
\end{align*}
\]

by standard techniques from finite optimization like steepest descent or sequential quadratic programming. Note that there is a huge variety as to how we can discretize the given optimal control problem which consists of discretizing the integral and the constraining DAE. In particular, this can be done independently or, rewriting the integral as a solution of an ODE, by the same method.

The problem with direct transcription is that it may not work if the constraining DAE does not possess special properties such as index 1 or being semi-explicit.
3.5. **Control parametrization.** The idea of control parameterization is that one parameterizes the set of allowable controls by a finite set of parameters. Then one simulates the dynamics for a given value of the parameters and evaluates the cost. This evaluation of the cost for a given control is the function fed into an optimizer which optimizes over the control parameters. So two pieces of software are needed: an optimizer and a simulation package. In this way control parametrization can be seen as to semi-discretize the given optimal control problem by requiring the controls to lie in a finite dimensional subspace of the space of continuous functions. Choosing a basis in this finite dimensional subspace, e. g., a Lagrange type basis, a control can be specified by a finite number of vectors $u_1, \ldots, u_N$. We may write this as

$$u = U(\cdot; u_1, \ldots, u_N).$$

(43)

For a given set of parameters and a given (consistent) initial value, we can integrate the DAE. If the initial guess of the parameters is good enough, this defines (locally) a mapping according to

$$x = S(\cdot; U(\cdot; u_1, \ldots, u_N)).$$

(44)

Thus, control parametrization can be written as

$$J(u_1, \ldots, u_N) = J(S(\cdot; U(\cdot; u_1, \ldots, u_N)), U(\cdot; u_1, \ldots, u_N)) \to \min.$$  \hspace{1cm} (45)

Of course, we need an integration method which is able to solve the arising DAE initial value problems. This may again require performing one of the reformulations presented above. The resulting discrete optimization problem can again be treated by standard methods.

4. **Numerical experiments.** In order to show the needs and problems of the various possible numerical approaches, we performed a wide range of numerical tests using the accompanying example with parameters $T = 2.2$, $a = 0.5$, $\alpha = 0.1$, $g = 4$, $c = 1$, $d = 100$, $L = 2$ if not stated otherwise. The choice of the parameters $c, d$ emphasizes tracking over the size of the control.

4.1. **Direct transcription.** Our starting point was the use of direct transcription because we had the codes SOCX [3] or GPOPS II [30] at hand.

Although in [9] we solved a simpler index three problem that was similar to this one, we cannot expect that this is usually the case. Actually, both GPOPS II and SOCX failed to solve the problem (3) as stated.

As the typical requirement for DT is that the system is semi-explicit index 1 we turned to the formulation (9). GPOPS II was then able to solve the optimal control problem consisting of (9) and (2h) with mesh tolerances of $10^{-8}$. Equation (9e) will hold to the accuracy of function evaluation if it is incorporated into the dynamics evaluation. The residuals in (5e) and (5f) are plotted in Figure 1. Note that the constraint error is distributed along the time interval.

We also tried to solve the problem using GPOPS II and Phases 1 and 2 in the form of (13) and (15) in order to avoid working with additional artificial dynamics. The problem failed to work as written.

For the discussion we focus on Phase 1 since that suffices. Similar comments hold for Phase 2. It is important to note that with DT not all equations are handled the same. Equations that are part of a function evaluation are evaluated as written to the accuracy of the expressions. On the other hand, equations that are written as
path constraints become part of the NLP problem that is solved. Mathematically equivalent formulations can have very different computational properties.

Option 1. We include the equations for $x_3, x_4, x_5$ into the dynamics and there are no path constraints. That is on each phase we have an ODE. For example, on Phase 1 we would have

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + u x_3, \\
x_3 &= \sqrt{L^2 - x_1^2}, \\
x_4 &= -x_1 x_2 / x_3, \\
x_5 &= \frac{1}{L^2} (x_2^2 + x_4^2 - x_3 g),
\end{align*}
\]

where (46c)–(46e) are used to evaluate $\dot{x}_1, \dot{x}_2$. Here, given $x_1, x_2$, the evaluation of $x_3, x_4, x_5$ and then $\dot{x}_1, \dot{x}_2$ is carried out to function evaluation accuracy. With this formulation of the phase we easily solved the problem with GPOPS II. The results are shown in Figures 2–4.

Option 2. In Option 2 we treat the phase as a DAE and put the constraints in as path constraints so that we have

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + u x_3, \\
0 &= -x_3 + \sqrt{L^2 - x_1^2}, \\
0 &= -x_4 - x_1 x_2 / x_3, \\
0 &= -x_5 + \frac{1}{L^2} (x_2^2 + x_4^2 - x_3 g).
\end{align*}
\]

This version failed to be solvable with GPOPS II, at least it did not converge for the initial guesses used for Option 1. With Option 2 the path constraints at each grid point become part of the hundreds of equations that must be solved by the NLP.
Figure 2. Trajectory and control with Option 1 formulation (46).

Figure 3. State solutions for (46) using GPOPS II with target (dashed line).

Figure 4. Tracking error of state solutions for (46).

solver. This means both that they are solved to lower accuracy and that either the solver could not deal with the nonlinear equations or we needed much better initial guesses for Option 2 than for Option 1.
Option 3. To test whether the problem with Option 1 was in the nonlinear solver we examined the following formulation which had path constraints like Option 2 but moved the nonlinearities from the path constraints into the function evaluations like Option 1 by using

\begin{align}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_5 x_1 - ax_2 + u x_3, \\
0 &= -\tilde{x}_3 + \sqrt{L^2 - x_1^2}, \\
0 &= -\tilde{x}_4 - x_1 x_2 / \tilde{x}_3, \\
0 &= -\tilde{x}_5 + \frac{1}{L^2} (\tilde{x}_3^2 + \tilde{x}_4^2 - \tilde{x}_3 g),
\end{align}

with the path constraints

\begin{align}
0 &= \tilde{x}_3 - x_3, \\
0 &= \tilde{x}_4 - x_4, \\
0 &= \tilde{x}_5 - x_5.
\end{align}

The way this formulation works is that \( \tilde{x}_3, \tilde{x}_4, \tilde{x}_5 \) are evaluated as functions of \( x_1, x_2 \) at each grid point as function evaluations, but then the path constraints (48f)–(48h) determine \( x_3, x_4, x_5 \) in evaluating the dynamic equations (48a) and (48b). GPOPS II solved this formulation easily with the same initial guesses that failed with Option 2.

Finally, we should mention that GPOPS II also easily solved the problem in the formulation (40) as expected.

In summary, both GPOPS II and SOCX can be applied to some DAEs but for many problems they have a need to designate variables as either continuous or algebraic. While this works fine it creates some challenges, for example if there are different phases and the choice of what is a state and a control changes across the phase.

In order to get more insight into the possible behavior of DT we implemented a version of DT based on collocation with grid adaptation using Gauß nodes for the differential equations including the evaluation of the costs and Lobatto nodes (called Legendre-Gauß-Lobatto by Hager [12]) for the algebraic equations similar to the BVP approach in [26]. The discrete optimization problem was treated by a damped Gauß-Newton method and the linear systems were solved by a public domain sparse LU package. Trying to solve the optimal control problem in the original version failed due to rank deficiency of the arising linear systems. Turning to rank revealing QR decomposition and drastically relaxing the required tolerance finally yielded a correct solution. Nevertheless the needed computing time was in the range of several hours and in general one would not trust the obtained solution because of the observed rank deficiency. All other versions of the problem formulation addressed above were successfully solved within several minutes computing time. However, it should be noted that this was done by exploiting several packages and CPU time was far from optimized.

4.2. Necessary conditions. For the solution of the DAE BVPs comprising the necessary conditions we used a solver as described in [26] based on collocation with Gauß nodes for the differential equations and with Lobatto nodes for the algebraic equations. Since the implementation does not require a special structure of the
DAE, it could be applied to the formulation (26). Nevertheless, we also treated the formulations (29)–(30) using phases and (40) in minimal coordinates. All problem formulations were solved successfully within a few seconds of computing time.

This example also illustrates the usefulness of having a DAE BVP solver that can accept problems where the derivatives are not given explicitly.

4.3. Control parameterization. In order to solve the given problem by control parameterization we need an integrator to solve the constraining DAE for a given control. Since the publicly available software for this task typically requires the DAE to be semi-explicit (or at least being properly stated in the sense of März and coworkers [28]) a good choice of the formulation to use seems to be (9). But since we have to solve initial value problems here, we are confronted with drift-off effects due to additional dynamics as the constraints (5e) and (5f) are no longer imposed. To illustrate that this can be a major problem with control parameterization, we took (9), applied a control \( u \), and simulated with an integrator designed for index one DAEs. We used the Matlab BDF based integrator ode15s.

Choosing the simple control of \( u = 2 \) on the interval \([0, 2]\) we get the trajectory in Figure 5 and the residuals in the constraints shown in Figure 6. The calculation was done with a relative error tolerance of \( 10^{-8} \) which is the same as the mesh tolerance used with GPOPS II.

![Figure 5. Trajectory for (9) using Matlab ode15s with requested RelTol of \( 10^{-8} \).](image)

We see that in Figure 5 that the trajectory appears circular as expected. However, look at Figure 6 which shows the integration error in the other constraints. Two things are immediately apparent. First unlike in Figure 1 the error does not appear random. It is much smoother. Also the error in Figure 6 is a couple of orders magnitude greater than the error in Figure 1. The situation becomes even more dramatic on a longer interval as shown in Figures 7 and 9.

We see that the trajectory is not the expected circular motion on a circle in Figure 8. Looking at Figure 9 we see that as expected when drift is present the results are reasonable for a while but then the drift builds up and the results are no longer physically reasonable. In fact the error is now \( O(1) \) on a moderately short interval.

Consequently, the stabilized version (10) should be used. But there is another type of stabilization going on in that our model has friction present. To illustrate the different impacts of using a stabilized and unstabilized dynamics and the model
having internal damping we shall take the control \( u \) given in Figure 10 and integrate system (9) and the stabilized system (10) with and without internal friction. The requested tolerances were \( 10^{-6} \) relative tolerance and \( 10^{-7} \) absolute tolerance. The time interval was \( 0 \leq t \leq 40. \)

With \( a = 0.5 \) and no stabilization the integration failed at \( t = 13.8 \) due to step size failure. The other three cases are below in Figures 11–13. The stabilized dynamics used a polynomial of \( r^2 + 3r + 2 \).

As noted for \( a = 0.5 \) we needed stabilized dynamics to compute the answer. For \( a = 0 \) we see that the stabilized dynamics gave better residuals for the index one and index two constraints but they gave the same error in the index three constraint.

One can think of direct transcription as control parameterization carried to the extreme where the number of parameters is a multiple of the time grid. That means that the algebraic variables \( x_5 \) and \( u \) are discretized the same. However, in the normal application of control parameterization the number of control parameters

---

**Figure 6.** Residual for constraints (5e) (length of the pendulum) and (5f) (velocity constraint) using the index one formulation (9). Requested error is \( 10^{-8} \) in both constraints using ode15s.

---

**Figure 7.** Residual for constraints (5e) (length of the pendulum) and (5f) (velocity constraint) using the index one formulation (9). Requested error is \( 10^{-8} \) in both constraints using ode15s.
is much lower and the time grid fine enough so that the computed cost accurately reflects the cost of using the approximate parameterized control. That means
that $x_5$ and $u$ are approximated differently and $u$ is approximated by a lower order approximation.
In this particular problem that is not a big issue. But for problems where the
direct transcription works because there is an index one virtual control, this could
cause problems because the variable $u$ must now be considered part of the state and
the discretization is now lower order in some of the variables.

We now give a simple illustration of using control parametrization on our original
problem on the interval $[0, 2]$. As a truth model we solve (10) for $x_5$ and then solve
the resulting ODE control system with GPOPS II. The optimal control is given in
Figure 14.

To illustrate the use of control parametrization we will parametrize the control
by cubic splines on a uniform grid and use the Matlab ode1s integrator. There are
several issues that must now be dealt with. First, like all nonlinear optimization problems a good initial guess for the control parameters may be required. Secondly if the order of the integrator is higher than the order of the splines, then the integration may fail because the steps get too small at places of reduced smoothness. For the case of (10) we will use cubic splines as provided by Matlab and restrict the integrator to being third order.

We found that our simple code failed if the initial guess was too far away. As an initial guess we took the function in (15) and 21 parameters.

![Figure 15](image)

**Figure 15.** Initial guess using control parameterization.

The initial guess in Figure 15 resulted in the control in Figure 16 which should be compared to Figure 14. It should be noted that this same code produced less

![Figure 16](image)

**Figure 16.** Control computed from initial guess in Figure 15. Cost 14.7309.

optimal estimates with less desirable initial guesses. Without restricting the order of the integrator to three there were repeated failures of the function evaluation. Also we have to balance the error of the numerical integrator with the requested tolerances in the optimization. The integration error needs to be tighter than the desired cost evaluation error in the optimizer.

In order to judge the quality of the obtained result we also implemented the same kind of control parameterization but using our own IVP solver based on the same
discretization as used for solving the BVPs in Subsection 4.2 combined with steepest descent. To avoid problems with nonsmooth $u$ we did the integration piecewise with respect to the grid defining $u$. We were able to compute a solution with cost 14.548. The solution was about the same when using cubic splines or linear interpolation and when using (8) or (10). The computing time was about 35 minutes due to a very poor convergence behavior of steepest descent which may be related to the involved numerical differentiation of the integration process that includes a step size control.

Control parameterization is a popular technique in industry because, in principle, it is easy to implement using standard software packages. On many problems it can get a useful answer. On the other hand it has a number of limitations.

There are two cases where the use of control parameterization can be helpful. One is where there is a restricted class of controls which are easily parametrized. Another is where the value of the cost of the control is coming out of some sort of models or collection of models and you do not have easy access to the equations.

If the dynamics are given by an ODE and the optimal control is smooth, then control parameterization is often successful. However, a number of issues can present themselves. Problems where highly nonuniform grids are needed, there are discontinuities or corners in the optimal control, or state constraints all present challenges. If the dynamics are described by a DAE, then a DAE integrator must be used and a control parameterization with appropriate smoothness may be required. A nice survey of several options for integrating DAEs is found in the recent study [31].

5. More challenging versions of the problem. To illustrate some of the additional challenges that may be faced in other optimal control problems we consider three variants of our accompanying test problem.

Since in applications not all values for the control can be realized we often have bounds on the control in the form

$$|u(t)| \leq \rho$$

for a positive constant $\rho$.

Another generalization would be that we allow for a more complex motion of the target described by a more general cost

$$J(u) = \int_0^T c u^2 + d(x - L \sin(\alpha(t)))^2 + d(y - L \cos(\alpha(t)))^2 dt$$

where $\alpha$ is a given smooth real valued function. Note that this allows for the target to speed up, slow down, or even reverse direction.

Of course these more general problems can still be reformulated as before and then become a more conventional problem.

If there are control bounds like in (49), then direct transcription is not immediately effected since this is just additional NLP constraints. However, we expect that the control may have reduced smoothness in some places. For the solution of the necessary conditions there is a more major change. The condition that the derivative of the Hamiltonian with respect to $u$ is zero is now that $u$ minimizes the Hamiltonian. Thus instead of (25k) we have that $u$ minimizes an expression where it appears with a coefficient of $\lambda_2 (\cos(t)x_3 - \sin(t)x_1)$ if we are using formulation (24).

Observe also that in such more general cases when we may not have a good idea of where the solution is, it may not be possible to choose phases a priori.
6. Conclusions. We have discussed the numerical solution of DAE optimal control problems using an index three trajectory control problem as an illustration. We have considered reparametrization of the solution manifold and the use of phases which are both ODEs and DAEs. Problems have been treated by direct transcription, by solving the necessary conditions, and by control parameterization. Several observations have been made. One is that having software that can solve fully implicit DAE boundary value problems can be very useful when working with the necessary conditions for reduced index nonlinear problems because the index reduction requires time varying or nonlinear state dependent matrices.

We have also shown that the use of phases can be very helpful but success can be highly dependent on good initial guesses and in how the path constraints are utilized. In our example, to illustrate, we could solve the algebraic equations from the derivative array analytically. However, for more complex examples that would not be an option.

In some ways for this particular problem solving the necessary conditions was the most robust approach.

Many optimal control problems do have control constraints. This can greatly complicate the use of necessary conditions particularly if bang bang controls are present. With direct transcription it is easy to include a variety of inequality control constraints.

The discussion in this paper illustrates that while there are a wide variety of ways to formulate a DAE optimal control problem, in general with higher index dynamics something additional has to be done.
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