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ABSTRACT

Deep learning can extract rich data representations if provided sufficient quantities of labeled training data. For many tasks however, annotating data has significant costs in terms of time and money, owing to the high standards of subject matter expertise required, for example in medical and geophysical image interpretation tasks. Active Learning can identify the most informative training examples for the interpreter to train, leading to higher efficiency. We propose an Active learning method based on jointly learning representations for supervised and unsupervised tasks. The learned manifold structure is later utilized to identify informative training samples most dissimilar from the learned manifold from the error profiles on the unsupervised task. We verify the efficiency of the proposed method on a seismic facies segmentation dataset from the Netherlands F3 block survey, significantly outperforming contemporary methods to achieve the highest mean Intersection-Over-Union value of 0.773.
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1. INTRODUCTION AND RELATED WORK

Deep Learning (DL) has led to ground-breaking advancements in computer vision and image processing research fields, owing to its ability to learn deep hierarchical feature representations directly from the raw image data itself, in contrast to the manual feature engineering approaches required by classical machine learning algorithms. A caveat for learning efficient data representations with DL-based methods is the need for large quantities of labeled training data. Acquiring hand-labeled data in sufficient quantities may not be practical in several applications, such as medical diagnostics, subsurface imaging, microscopy, and many other applications. Such applications require highly qualified experts to carefully interpret images and make decisions about the presence or absence of certain conditions and structures. The complexity of the task increases exponentially when the images have to be labeled in a pixel-wise manner i.e., for segmentation. The time and cost of manual annotation of such data by subject-matter experts is a significant bottleneck in using advanced, deep architectures for automatic interpretation tasks.

That being said, for most domains, there usually exists a smaller subset of training examples that suffices in creating the representation space for the entire data [1]. Training the DL model using the identified subset of training instances results in a better generalization performance on unseen test examples than would have been possible otherwise with a similar number of training examples selected arbitrarily. This is in fact what the premise the field of Active Learning is based on [2]. The human expert, also called the Oracle, labels a small number of training examples in the first cycle. In each subsequent cycle thereafter, the method identifies and has the expert label a small set of training examples in the unlabeled dataset likely to add the most information to the machine learning model, subject to a pre-defined criterion e.g., uncertainty [2].

We propose in this work a novel active learning methodology based on learning reconstruction manifolds with Deep Autoencoders. Autoencoders refer to a family of learning models that are trained to reconstruct their inputs. They are designed so that they are only able to reconstruct data sampled from the training distribution, preventing them from regressing to a simple identity mapping. As a useful by-product, they are able to learn the manifold structure of high dimensional data [3]. [4] utilize such a learned manifold for the task of anomaly detection on image datasets by thresholding the distribution of reconstruction error-based scores on input training examples.

We view the active learning paradigm as the challenge to identify new training samples most dissimilar from the manifold learnt from preexisting training samples. These training samples are also the ones likely to add the most information to the learning model about the dataset that it already doesn’t have with preexisting training samples. But there is a caveat: we are majorly interested in supervised, discriminative tasks like classification, segmentation etc. In real life, we would not have ground truth labels for these tasks ahead of time. We could however, make decisions about informative training samples based off the reconstruction manifolds learnt via deep autoencoders. To strengthen the link between the learned manifolds for reconstruction and a supervised tasks like segmentation, We present a network architecture that simultaneously learns the representations for the two tasks in a joint learning framework. This way, there is a stronger guarantee that informative training samples identified for the reconstruction task would also apply to the supervised task. We show later that indeed turns out to be the case.

In this paper, we pick one of the most challenging applications and it relates to Earth’s subsurface imaging for environmental and energy processes. More specifically, we focus on the task of Earth’s subsurface facies segmentation on migrated seismic volumes using. Labeling such data requires resources, time and cost, that cannot be afforded. Thus, we find the setup a good fit for the proposed algorithm. We train an encoder-decoder architecture simultaneously for reconstruction and seismic facies segmentation using the same feature representations within the training phase. In the inference phase, all unlabeled seismic sections/images are scanned and the one with the highest reconstruction error is sampled, labeled, and added to the training dataset for retraining the network for the next cycle. The underlying assumption—based on the shared representation learning
framework—is that seismic sections with the highest reconstruction errors are also going to be the ones the network would have performed more poorly on at segmentation. Identifying such training examples would lead to an improved generalization over the whole seismic volume compared to if a similar number of training sections had been sampled randomly or in some other arbitrary fashion. We verify this hypothesis by comparing the proposed work with a baseline active learning method plus two other standard data sampling techniques in the seismic domain. This is the first work of this kind in the domain of subsurface imaging and medical image-based diagnostics, to the best of our knowledge. Due to the limited space, we limit our discussions in this paper to the seismic interpretation application. In short, our major contributions in this work are three-fold:

- Proposing a novel active learning method based on manifold learning with Deep Autoencoders.
- Learning informative training samples for segmentation via high reconstruction error sampling of unlabeled sections, made possible by the shared representation learning framework for supervised and unsupervised tasks.
- Verifying the efficiency of the proposed work via comparison with other standard sampling approaches in the domain of seismic volume interpretation.

2. PROPOSED METHODOLOGY

2.1. Dataset

For the purposes of this work, we use the Netherlands Offshore F3 block’s migrated seismic volume and associated interpreted labels as developed by [5]. For convenience, we subsample a slightly smaller volume from the main dataset measuring 400 inlines × 701 crosslines × 255 samples in depth. The data contains a total of six facies (rock-types), one assigned to each voxel in the volume. Selected slices from the volume are depicted in Fig. 1.

2.2. Architecture

The network architecture used in the work is shown in Fig. 1. It is a convolutional autoencoder with a contracting and expanding path. Each block in the contracting path consists of two convolutional layers followed by a max-pooling layer that downsamples layers followed by a regular convolutional layer. The transposed convolutional layer serves to upsample preceding activations by a factor of two. In contrast, the network blocks in the expanding path each consist of a transposed convolutional layer followed by a regular convolutional layer. The transposed convolutional layer serves to upsample preceding activations by a factor of two. All regular convolutional layers use a kernel size of three with padding to ensure constancy in the dimensions of the activations. Seen overall, it is a very standard image encoder-decoder framework; the encoder successively downsamples input resolution to achieve a more global receptive field while simultaneously increases the number of channels to learn a rich data representation whereas the decoder reverses the downsampling effect of the encoder with a simultaneous reduction in channel size to produce output estimations.

The input to the network is a complete seismic crossline section measuring 255 samples in depth and 400 samples in width. The network produces as output the reconstructed seismic section and the predicted labels of the various facies present in the section. The two output streams share the same path in the network right up to the penultimate layer, whose output activations are processed by two different 1x1 convolutional layers to estimate the reconstruction of the input seismic section and its facies labels respectively.

2.3. Training Details

Fig. 1 presents an overview of the active learning setup. The interpreter (oracle) specifies a certain number of active learning cycles, N. For the first cycle, the interpreter may randomly select a crossline section in the volume, label the rock facies therein, and provide it to the network for the training phase. The network trains for 300 epochs on the given crossline by minimizing an objective function consisting of the sum of the reconstruction and cross-entropy loss terms as shown below:

\[ \hat{y}_j, \hat{x}_j = D_\Theta(E_\Phi(x_j)), \quad j = 1, \ldots, |D_{\text{train}}| \tag{1} \]

\[ l_{\text{recons}} = \frac{1}{|D_{\text{train}}|} \sum_{j=1}^{|D_{\text{train}}|} \|x_j - \hat{x}_j\|^2_2 \quad \text{and} \tag{2} \]

\[ l_{\text{CE}} = \frac{1}{|D_{\text{train}}|} \sum_{j=1}^{|D_{\text{train}}|} CE(y_j, \hat{y}_j) \tag{3} \]

where \(D_{\text{train}}\) is the set of all crossline and label pairs in the training set, \(D_\Theta, E_\Phi\) are the Decoder and Encoder networks characterized by parameters \(\Theta\) and \(\Phi\) respectively, \(x_j\) and \(y_j\) are the crossline section and label image respectively for j-th training example, and \(\hat{x}_j, \hat{y}_j\) are the reconstructed section and predicted label respectively for j-th training example. The optimal model parameters are then solved for by optimizing a weighted sum of the reconstruction and cross-entropy loss terms computed above:

\[ \Theta^*, \Phi^* = \arg \min_{\Theta, \Phi} \alpha \times l_{\text{recons}} + \beta \times l_{\text{CE}} \tag{4} \]

where \(\alpha\) and \(\beta\) refer to weights assigned to the reconstruction and cross-entropy losses respectively. The network then enters the inference stage where it predicts the reconstruction for all crossline sections in the unlabeled dataset. The reconstruction losses between the estimations and the original crosslines are computed and stored. The crossline corresponding to the highest loss value is sampled from the dataset, provided to the interpreter for labeling, and then added to the original training dataset. The whole process is then repeated for the specified number of cycles. It is pertinent to mention here that the network is not initialized from scratch in each successive cycle; rather, it is retrained from the point where training last stopped in the previous cycle with the newly sampled and labeled crossline added to the original training dataset. The steps for the complete active learning workflow are listed in Algorithm 1.

For our purposes, we chose \(N = 8\), and \(\alpha = \beta = 1\). The training was carried out using the popular Deep learning library, PyTorch 6, with Adam 7 as the optimizer and a learning rate of 0.001.

3. RESULTS AND EVALUATION

In addition to the active learning-based data sampling and labeling workflow just described above, we implement three other sampling approaches to compare and contrast the performance of the proposed approach with. They are:

- **Random Sampling:** The workflow as described in Algorithm 1 is implemented, except that a randomly selected crossline section is sampled, labeled, and added to the training dataset at the end of each cycle.


Algorithm 1: Active Learning for Seismic Facies Interpretation

1. Sample a crossline, \( x_1 \) from \( D_{\text{oracle}} = \{ x_j \}_{j=1}^M \).
2. Form the initial training dataset, \( D_{\text{train}}^0 = \{ (x_1, y_1) \} \).
3. Initialize the model, \( m \).
4. For \( i = 1, \ldots, N \):
   (a) Train \( m \) for 300 epochs on \( D_{\text{train}}^{i-1} \)
   (b) Obtain reconstruction errors for all \( x \in D_{\text{oracle}} \) as \( \mathcal{E} = \{ e_j \}_{j=1}^M \).
   (c) Sample the crossline with the highest error, \( x_s = \arg \max_{e_j} \mathcal{E} \).
   (d) Form training dataset for next cycle as \( D_{\text{train}}^i = D_{\text{train}}^{i-1} \cup \{ (x_s, y_s) \} \).
5. Predict facies labels for all \( x \in D_{\text{oracle}} \).

- **Uniform One-sided**: This refers to the case where the interpreter labels the first crossline section in the volume for the first cycle; at each subsequent cycle, a crossline section 20 steps away from the last sampling position is obtained and labeled to be added to the training dataset.

- **Maximum Entropy Sampling**: Entropy is a frequently used metric in active learning settings to identify the training examples with the highest uncertainty. After each cycle, we pick out the crossline with the highest entropy value.

To allow for a fair comparison, all parameters are kept constant across the three approaches except for the obvious choice of the sampling criterion. After each cycle, the average segmentation performance over the complete dataset is computed and recorded. The segmentation performance is measured in terms of the mean Intersection-Over-Union (mIOU), also called the Jaccard Index, between the predicted and ground-truth labels. For two finite-size sample sets, \( A \) and \( B \), the Jaccard score is computed as the ratio of the intersection of the two divided by the size of their union, as shown below:

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|}. \tag{5}
\]

This is especially useful for our case since we are working with a highly imbalanced dataset, where some classes represent less than five percent of the total number of voxels in the volume. mIOU is therefore more likely to be reflective of the true segmentation performance as compared to a metric like pixel accuracy, for example.

The mIOUs per cycle for each of three sampling methodologies are plotted in Fig. 2. It is quite apparent that the proposed sampling methodology vastly outperforms the random and uniform sampling schemes, achieving close to a ten percentage-point difference over the former. It also beats the baseline entropy-based technique by a smaller margin. Each of the four curves is an average of three trials, lending more credibility to our approach.

The geological block represented by the seismic volume changes geology as one moves across it in the crossline direction. In some places, the change is slow; in other places, it is faster and more abrupt. To do well overall in terms of facies prediction on the whole volume, the network needs to have a training dataset that well represents the various geological changes throughout the volume. The uniform sampling-based active learning technique performs the worst at the facies segmentation task because the crosslines sampled for training the network all represent the same major geological formation in the volume—it therefore adds no information to the network regarding other formations, leading to a poor segmentation performance over the whole dataset. Random sampling of crosslines attempts to mitigate this shortcoming by not being restricted to sampling from any one region in the volume, but it is still biased towards...
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**Fig. 2:** Per Cycle Mean Intersection-Over-Union for the proposed, random, uniform sampling, and entropy-based techniques.

Sampling with a greater likelihood the longer spanning geological formation, potentially missing out on others. The proposed scheme works the best in this regard by sampling the least number of most representative crossline sections in the volume. This is because at each cycle, the network is forced to search for training examples most dissimilar to the training set in terms of the reconstruction performance of the learned autoencoder manifold.

Finally, Fig. 3a and Fig. 3b depict the reconstruction error profiles (left) and their corresponding cross-entropy profiles (right) plotted for each of the 701 crosslines in the dataset, for two different active learning cycles. Notice that the latter can only be really observed in the case where we have the ground-truth (true in this case) while the former applies even to the scenario without the ground-truth. It is instructive that the cross-entropy error profile, that ultimately determines the segmentation performance correlates strongly with the reconstruction error profile, as we hoped. Both, for instance, exhibit a peak value around crossline 500 and a trough approximately at crossline position 400. This provides us yet another reassurance that the network tries to learn a similar manifold representation for both the reconstruction and segmentation tasks, so that training samples performing poorly at one task would also be likely to perform poorly at the other.

**4. CONCLUSION**

The paper describes an active learning setup to identify the most informative training examples demonstrated with the task of facies interpretation on a migrated seismic dataset. An encoder-decoder architecture is jointly trained for the tasks of reconstruction (unsupervised) and segmentation (supervised) on an initially sampled and labeled crossline section. The network is then used to perform inference on all unlabeled training instances to obtain a reconstruction error profile. The Training example corresponding to the highest error is then sampled, labeled, and added to the training set for the next training cycle. The underlying assumption is that the same training sample would also add the most information about the dataset for the segmentation task due to the shared representation nature of the network. The efficiency of the method is verified by comparing it to other standard sampling approaches in the literature. The proposed work results in the highest mIOU value of 0.773 on the complete dataset over other approaches.
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