**Abstract**—Segmentation of rodent brain lesions on magnetic resonance images (MRIs) is a time-consuming task with high inter- and intra-operator variability due to its subjective nature. We present a three-dimensional fully convolutional neural network (ConvNet) named RatLesNetv2 for segmenting rodent brain lesions. We compare its performance with other ConvNets on an unusually large and heterogeneous data set composed by 916 T2-weighted rat brain scans at nine different lesion stages. RatLesNetv2 obtained similar to higher Dice coefficients than the other ConvNets and it produced much more realistic and compact segmentations with notably less holes and lower Hausdorff distance. RatLesNetv2-derived segmentations also exceeded inter-rater agreement Dice coefficients. Additionally, we show that training on disparate ground truths leads to significantly different segmentations, and we study RatLesNetv2 generalization capability when optimizing for training sets of different sizes. RatLesNetv2 is publicly available at https://github.com/jmlipman/RatLesNetv2.
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**I. INTRODUCTION**

Rodents are widely used as models for drug discovery and the development of new treatments for human diseases. They account for more than 80% of the animals used in research in recent years [1]. In vivo imaging enables longitudinal studies on the same animal to investigate disease progression. However, magnetic resonance images (MRIs) can also include irrelevant areas for researchers. In order to facilitate subsequent work, a common practice is to segment meaningful regions by drawing their boundaries. In particular, the segmentation of lesions on rodent brain MRIs helps researchers to characterize the lesions by their size, the region where they are located, their shape, and their intensity values can also be subject to statistical analyses in MRI relaxometry.
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Manual segmentation can be prohibitively time-consuming. Studies involving animals may acquire hundreds of three-dimensional (3D) images, and segmenting them manually may cause a bottleneck. In addition, the ill-posedness of the task leads to low inter- and intra-rater agreement. This discrepancy is especially severe in rodent brain lesion segmentation, in which the Dice coefficients [2] between two different human-made annotations can be as low as 0.73 [3] or 0.79 [4]. The quality of the segmentations depends on several factors such as the partial volume effect, the image contrast and the knowledge and experience of the annotators. Despite that, manual segmentation is the gold standard and a common practice among researchers who use animal models [5], [6].

Semi-automatic methods are a faster alternative to manual segmentation. However, they do not entirely overcome the subjectivity of the problem, as human interaction is required. Wang et al. [7] applied a combination of thresholds commonly used in the literature to segment lesions on apparent diffusion coefficient (ADC) maps and T2-weighted images. Afterwards, they performed various statistical analyses on 18 rats. Choi et al. [8] first normalized the intensity values of each image with respect to the left hemisphere of the brain, and they performed a series of thresholds to segment 1h permanent middle cerebral artery occlusion (MCAO) ischemic lesions in 31 diffusion-weighted images (DWI) of rat brain. These thresholding-based methods, as well as other voxel-wise approaches, disregard the spatial and contextual information of the images. Additionally, they are sensitive to the image modality, contrast and possible artifacts. Pipelines that include thresholding operations may lead to poor and inconsistent segmentation results in the form of holes within and outside the lesion mask (Fig. 1).

In recent years, few fully automated methods have been
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**Fig. 1.** Left: Representative lesion with its ground truth. Right: segmentation of the lesion using thresholding where the threshold was found by maximizing the Dice coefficient with respect to the manual segmentation. The arrows indicate the presence of holes and islands (independently connected components) within and outside the mask respectively. The hippocampus was entirely misclassified as lesion.
proposed for lesion segmentation in rodents. Mulder et al. [4] developed a level-set based algorithm, and they tested it on 121 T2-weighted mouse brain scans. The data set included mice of different ages, scans at different time-points and annotations from two operators. However, the accuracy of their method relies on the performance of other independent steps such as registration, skull-stripping and contralateral ventricle segmentation. Arnaud et al. [9] derived a pipeline that detects anomalous voxels with respect to a reference model of healthy animals. This pipeline was tested on 53 rat brain MRI maps, such as ADC, T1 and T2, but it was specifically designed for quantitative MRIs, and the pipeline expects sham-operated animals in the data set, requirement that may not be always feasible.

Deep learning, and more specifically convolutional neural networks (ConvNets), has become increasingly popular due to its competitive performance on image-related tasks such as object classification [10], object detection [11] and image segmentation [12], including medical image segmentation [13]. Literature on medical image segmentation with ConvNets is domonoloped by approaches tested on human-derived data [14]–[18]. In contrast, rodent segmentation data sets are scarce and smaller in size [19], and consequently, it is difficult to find ConvNet architectures benchmarked on rodent images. A notable exception is [20], who developed a framework to extract brain tissue on human and mice MRI scans after traumatic brain injury.

We present RatLesNetv2, a 3D ConvNet for segmenting rodent brain lesions. We extend our earlier conference paper [3] by 1) improving our previous ConvNet, termed RatLesNet, with a deeper and different architecture; 2) providing an ablation study [21] of our network’s architecture; 3) testing RatLesNetv2 on a considerably larger and more heterogeneous data set composed by 916 MRI scans at 9 different lesion stages; 4) measuring the performance with additional metrics (compactness and Hausdorff distance); 5) studying the difference between predictions when the model is optimized for different ground truths; 6) assessing the model’s generalization capability on diverse training sets of different length and 7) making RatLesNetv2 publicly available.

We show that RatLesNetv2 generates more realistic segmentations than our previous RatLesNet and VoxResNet [22], a state-of-the-art ConvNet originally designed for volumetric human brain segmentation, when optimized for the same task. The accuracies of the masks derived with RatLesNetv2 also exceeded inter-rater agreement scores.

II. Method

We propose a 3D ConvNet named RatLesNetv2 for segmenting brain lesions on rodents. RatLesNetv2 is trained end-to-end, requiring no preprocessing such as skull-stripping or non-uniformity correction.

A. Convolutional neural networks

Convolutional neural networks (ConvNets) use stacks of convolutions to transform spatially correlated data, such as images, to extract their features. The first layers of the network capture low-level information such as edges and corners, and the final layers extract more abstract features. The number of convolutions adjusts two attributes of ConvNets: the number of parameters and the depth of the network. An excessive number of parameters leads to overfitting—memorizing the training data—whereas an insufficient number of parameters constrains the model’s capability to learn. The depth of a model is associated with the number of times the input data is transformed and it also adjusts the area that influences the prediction—the receptive field (RF). Recent approaches reduce the model parameters while maintaining the same receptive field by using more stacked convolutions of smaller kernel size [23].

Model architectures based on U-Net [13] are very popular in medical image segmentation tasks. In contrast to patch-based models, the input images and the generated masks are the same size, which makes U-Nets computationally more efficient to train and to evaluate. The U-Net architecture resembles an autoencoder with skip connections between the same levels of the encoder and decoder. The encoder transforms and reduces the dimensionality of the input images, and the decoder recovers the spatial information with the help of skip connections.

Skip connections also facilitate the gradient flow during back-propagation [24], but they are not sufficient to prevent the gradient of the loss to vanish, which makes the network harder to train. This is also referred as the vanishing gradient problem [25], and it particularly affects the final layers of the encoder part. Adding residual connections [25] along the network alleviates the vanishing gradient problem and it also yields in faster convergence rates during the training [24].

B. RatLesNetv2 architecture

RatLesNetv2 (Fig. 2) has three downsampling and three up-sampling stages connected via skip connections. Maxpooling downsamples the data with a window size and strides of 2, and trilinear interpolation upsamples the feature maps. Bottleneck layers (Fig. 2 green blocks) stack a ReLU activation function, a batch normalization (BatchNorm) layer [26] and a 3D convolution with kernel size of 1 that combines and modifies the number of channels of the feature maps from in to out. ResNetBlock layers (Fig. 2 orange blocks) contain two stacks of ReLU activations, BatchNorm, and 3D convolutions with kernel size of 3. Similarly to VoxResNet [22], the input and output of each block is summed in a ResNet-style [25]. The width of the blocks in the decoder is twice (64) with respect to the encoder part (32) due to the concatenation of previous layers in the same stage of the network.

At the end of the network, the probabilities $z_i, i = 1, 2$ are normalized by the Softmax function

$$
\text{Softmax}(z_i) = \frac{e^{z_i}}{\sum_{j=1}^{K} e^{z_j}}
$$

and the index of the channel (non-lesion vs. lesion) with the largest Softmax probability voxel-wise becomes the segmentation mask.

RatLesNetv2 architecture differs from our previous RatLesNet [3] in three aspects: 1) RatLesNetv2 has one
more downsampling and upsampling levels, increasing the receptive field to 76x76x76 voxels. This increment allows RatLesNetv2 to consider more information from a larger area.

2) RatLesNetv2 uses trilinear upsampling and 3) ResNetBlocks to replace unpooling [27] and DenseNetBlocks [28], respectively, reducing memory usage and execution time.

C. Loss function

The parameters of ConvNets are optimized by minimizing a loss function that describes the difference between the predictions and the ground truth. RatLesNetv2 is optimized with Adam [29] by minimizing the combination of cross entropy and Dice loss functions $L_{total} = L_{BCE} + L_{Dice}$. Cross entropy is one of the most popular methods to describe the dissimilarity with respect to the ground truth; it measures the error as the difference between distributions. Since our annotations consist of only two classes (lesion and non-lesion) we used binary cross entropy

$$L_{BCE} = -\frac{1}{N} \sum_{i=1}^{N} p_i \cdot \log(q_i) + (1 - p_i) \cdot \log(1 - q_i)$$

(2)

where $p_i \in \{0, 1\}$ represents whether voxel $i$ is lesion in the ground truth and $q_i \in [0, 1]$ is the predicted Softmax probability of lesion class. Dice loss [30] is defined as:

$$L_{Dice} = 1 - \frac{2 \sum_i p_i q_i}{\sum_i p_i^2 + \sum_i q_i^2}$$

(3)

The rationale behind using Dice loss is to directly maximize the Dice coefficient, one of the metrics to assess image segmentation performance. Although Dice loss’ derivative can be unstable when its denominator is very small, the use of BatchNorm and skip connections helps during the optimization by smoothing the loss landscape [31], [32].

D. Post-processing

Since our model optimizes a per-voxel loss function, small undesirable clusters of voxels may appear disconnected from the main predicted mask. These spurious clusters may be referred as “islands” when they are separated from the largest connected component and “holes” when they are inside the lesion mask. Figure 1 illustrates these terms.

Small islands and holes can be removed in a final post-processing operation yielding in more realistic segmentations. The challenging follow-up question is: what is the maximum number of connected voxels to consider an island or hole small? A very small threshold will not eliminate enough small islands whereas a too large threshold may remove small lesions correctly identified. To answer this question, we calculated the distribution of the islands and holes’ size and we chose a threshold such that 90% of the clusters were removed. Accordingly, post-processing operation disregards clusters of 20 voxels or less, within or outside the largest lesion mask.

E. Implementation

RatLesNetv2 was implemented in Pytorch [33] and it was run on a Ubuntu 16.04 with an Intel Xeon W-2125 CPU @ 4.00GHz processor, 64 GB of memory and an NVidia GeForce GTX 1080 Ti with 11 GB of memory. RatLesNetv2 is publicly available at https://github.com/jmlipman/RatLesNetv2

III. EXPERIMENTS AND RESULTS

A. Material

The data set consisted of 916 MR T2-weighted brain scans of different adult male Wistar rats weighting between 250-300 g. The data, provided by Discovery Services site of Charles River Laboratories [1], were derived from 12 different studies. Transient (120 min) focal cerebral ischemia was produced by

1https://www.criver.com/products-services/discovery-services
middle cerebral artery occlusion (tMCAO) in the right hemisphere of the brain [34]. MR data acquisitions were performed at different time-points after the occlusion (lesion stages, see Table 1). Some studies also have sham-operated animals that underwent identical surgical procedures, but without the actual tMCAO occlusion. All animal experiments were conducted according to the National Institute of Health (NIH) guidelines for the care and use of laboratory animals, and approved by the National Animal Experiment Board, Finland. Multi-slice multi-echo sequence was used with the following parameters: TR = 2.5 s, 12 echo times (10-120 ms in 10 ms steps) and 4 averages in a horizontal 7T magnet. T2-weighted images were calculated as the sum of all echoes. Eighteen coronal slices of 1 mm thickness were acquired using a field-of-view of 30x30 mm² and 256x256 imaging matrices of resolution 117 μm × 117 μm.

The T2-weighted MR images and their corresponding lesion segmentation were provided in form of NIfTI files. We performed an additional independent manual segmentation of the lesions on the first study that we acquired (study A, Table 1) to approximate inter-rater variability. The average Dice coefficient [2] between the two manual segmentations was 0.67 with a standard deviation of 0.12 on 2h lesions and 0.79 with a standard deviation of 0.08 on 24h lesions. The overall average was 0.73 ± 0.12. Unless stated otherwise, we used our independent segmentation as the ground truth for study A.

We produced two different train/test set divisions. 1) In the first one, the training set contained the 48 scans of the study we segmented (study A) and the test set contained the remaining 868 images. The training set was further divided to training (36 images) and validation sets (12 images). This train/test division is referred to as “homogeneous” and its train/validation split has the same ratio 2h/24h time-points and sham/no-sham animals. 2) The second division had the same number of train/test images than “homogeneous”. The training set was divided into training (40 images) and validation (8 images) sets. This division is referred to as “heterogeneous” because the training set is more diverse as it contains scans from every time-point and it maintains the same ratio in training and validation sets, i.e., 5 and 1 scan per time-point respectively.

B. Evaluation Metrics

In agreement with the literature [35], we argue that Dice coefficient alone is not an effective measure in rodent lesion segmentation and we complement it with two other metrics: a 3D compactness measurement and the Hausdorff distance.

1) Dice coefficient [2]: Dice coefficient is one of the most popular metrics in the field of image segmentation. It measures the overlap volume between two binary masks, typically the prediction of the model and the manually-annotated ground truth. Dice coefficient is formally described as:

\[
\text{Dice}(A, B) = \frac{2|A \cap B|}{|A| + |B|}
\]

where A and B are the segmentation masks.

2) Compactness [36]: Compact lesion masks are realistic and resemble human-made annotations. Compactness can be defined as the ratio between surface area (area) and volume of the mask (volume). More specifically, we define compactness as:

\[
\text{Compactness} = \frac{\text{area}^{1.5}}{\text{volume}}
\]

which has a constant minimum value of $6\sqrt{\pi}$ for any sphere. Consequently, low compactness values are desirable as they describe compact segmentations. Compactness measure penalizes holes and independently connected components because they increase the surface area with respect to its volume.

3) Hausdorff distance [37]: Hausdorff distance (HD) is defined as:

\[
d(A, B) = \max \left\{ \max_{a \in \partial A} \min_{b \in \partial B} |a - b|, \max_{b \in \partial B} \min_{a \in \partial A} |a - b| \right\}
\]

where A and B are the segmentation masks and \(\partial A\) and \(\partial B\) are their respective boundary voxels. It measures the maximum distance of the ground truth surface to the closest voxel of the prediction in millimeters, i.e., the largest segmentation error. Hausdorff distance and compactness values were exclusively calculated in animals with lesions. Hausdorff distance values on slightly imperfect segmentations of sham-operated animals provide with excessively large values that distort the overall statistics. Additionally, compactness can not be calculated on empty volumes derived from scans without lesions. Since the anisotropy of the voxels affects these two metrics severely, we considered it when computing these measurements.

C. Training

RatLesNetv2, VoxResNet [22] and RatLesNet [3] were optimized in each task with Adam [29] ($\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$), starting with a learning rate of $10^{-5}$ for 700 epochs. A small set of learning rates were tested on each architecture to ensure that we used the best performing learning rate in each model. Images were zero-centered and
Fig. 3. Comparison of the segmentation masks of 4 consecutive slices. The depicted T2-weighted image corresponds to a typical scan, i.e., volume whose segmentation achieved the median Dice coefficient in the test set (heterogeneous division). Segmentations were not post-processed.

their variance was normalized to one. Models were trained three times and their performance was evaluated from the lesion masks derived with majority voting across the three independent runs. We confirmed that this strategy improves the performance (see Section III-D).

D. Performance of RatLesNetv2

We optimized RatLesNetv2, VoxResNet [22] and RatLesNet [3] on the homogeneous and heterogeneous data set divisions. 3D U-Net [38] was not evaluated due to the poor scores achieved in our earlier conference paper [3]. The results of the performance evaluation are in Table II. We assessed significance of performance difference through a paired permutation test with 10000 random iterations, and we highlight a significant difference with bold font in Table II. We used the usual $0.05$ as the significance threshold. To understand the effects of post-processing, Table II includes results before and after applying post-processing. However, the hypothesis tests were only performed for the results after the post-processing. Figure 3 and the figures in Supplementary Material illustrate the quality of the segmentations produced by RatLesNetv2, VoxResNet and RatLesNet. The reported Dice coefficients, compactness values and Hausdorff distances are also included in Supplementary Material as CSV files.

Training networks three times with the same training set and deciding the voxel label by majority voting led to significantly better performance scores in all cases (all p-values < 0.006).

This strategy increased Dice coefficients by an average of 3% and decreased compactness and Hausdorff distances by an average of 7% and 21% with respect to the first run.

Dioce coefficients had a large standard deviation regardless of the architecture (from 0.15 to 0.20). However, note that the sample-wise difference between the Dice coefficients of RatLesNet2 and VoxResNet had a smaller standard deviation

| Model                | Dice   | Compactness | HD      |
|----------------------|--------|-------------|---------|
| RatLesNetv2-post     | 0.801 ± 0.20$^{+1}$ | 29.65 ± 8.39$^{-2}$ | 3.35 ± 4.14 |
| RatLesNetv2          | 0.801 ± 0.20 | 29.97 ± 8.59 | 3.54 ± 3.90 |
| VoxResNet-post       | 0.785 ± 0.20 | 35.94 ± 12.26 | 3.24 ± 3.38 |
| VoxResNet            | 0.785 ± 0.20 | 36.81 ± 12.79 | 3.65 ± 2.98 |
| RatLesNet-post       | 0.786 ± 0.19 | 34.57 ± 11.06 | 3.56 ± 3.38 |
| RatLesNet            | 0.785 ± 0.19 | 35.21 ± 11.39 | 4.16 ± 2.70 |
| RatLesNetv2-post     | 0.837 ± 0.16 | 23.85 ± 5.08$^{-3}$ | 3.59 ± 3.60 |
| RatLesNetv2          | 0.836 ± 0.16 | 23.96 ± 5.21  | 3.74 ± 3.50 |
| VoxResNet-post       | 0.837 ± 0.16 | 29.45 ± 6.82  | 3.15 ± 3.07 |
| VoxResNet            | 0.837 ± 0.16 | 29.99 ± 7.21  | 3.62 ± 3.27 |
| RatLesNet-post       | 0.838 ± 0.15 | 27.66 ± 6.11  | 3.69 ± 3.03 |
| RatLesNet            | 0.838 ± 0.15 | 27.97 ± 6.18  | 3.99 ± 3.17 |

TABLE II
Performance evaluation on the test set before and after post-processing. Top: Homogeneous division. Bottom: Heterogeneous division. Bold: Values significantly better than the other architectures ($^{+1}$p = 0.012,$^{+2}$p = 0.013,$^{+3}$p = 0.011).
of 0.07, i.e., the Dice values were correlated. Large standard deviations have been previously reported in literature [3], [4] and they are present even in the inter-rater disagreement of human-made annotations that rely on a semi-automatic segmentation pipeline [3]. This high variability may arise due to the ill-posedness and subjectivity of the segmentation task, and it shows that reporting Dice coefficients alone might not be sufficient for this type of segmentation problems. As an example, given a brain with a very large and a very small lesion, if the segmentation accurately predicts the large lesion and ignores the small one, unlike Hausdorff distance, Dice coefficients will not effectively reflect the error in the small lesion. Likewise, a lesion segmentation with a crispy surface and several small holes and islands may have a high Dice coefficient despite being unrealistic.

RatLesNetv2 yielded more compact segmentations than its competitors. Table II shows that RatLesNetv2 achieved significantly better compactness values (all p-values < 0.013) than VoxResNet and RatLesNet. Remarkably, VoxResNet produced masks with several more holes and islands, leading to less compact segmentations. Figure 3 (VoxResNet column) illustrates this problem. The average compactness values of RatLesNetv2 were higher than the ground truth (20.98 ± 3.28, p = 0.002). However, this was expected as human annotators are likely to produce segmentations with excessively rounded boundaries. VoxResNet predictions after post-processing obtained the lowest Hausdorff distance, but VoxResNet’s Hausdorff distance values were not significantly different from RatLesNet’s or RatLesNetv2’s.

Post-processing had little to no effect on the average Dice coefficients, but it enhanced the final segmentation quality as it removed spurious clusters of voxels. This improvement is reflected in the reduction of compactness values and the considerable decrease of Hausdorff distances. Remarkably, the difference between before and after post-processing in the Hausdorff distance was more pronounced in VoxResNet and RatLesNet. In other words, RatLesNetv2 produced fewer segmentation errors far from the lesion surface.

To understand the performance of RatLesNetv2 in detail, results were segregated by lesion stage in Table III. Interestingly, there was no significant difference (p = 0.125) between the Dice coefficients of 24h scans derived from optimizing for homogeneous and heterogeneous training sets, despite heterogeneous training set having almost half 24h lesion brains (5 scans vs. 9 scans). However, Hausdorff distances were significantly higher (p < 0.012) on the 24h predictions generated by the model trained on the homogeneous division. This demonstrates that Dice coefficient alone could not measure the significant improvement of training on more samples, and therefore it is crucial to consider complementary metrics to evaluate automatic segmentations.

Remarkably, despite training solely on 2h, 24h and sham-operated animals (homogeneous division, top of Table III) RatLesNetv2 extrapolated relatively well on every other time-point. Although the size, location and voxel intensity of the lesions were not the same across time-points, different lesions shared some characteristics that aided the network to generalize on unseen time-points. Dice coefficients, compactness values and Hausdorff distances deteriorated as the time-point was farther from 2h and 24h.

Training on the heterogeneous training set improved the Dice coefficients and compactness values of every model (Table I) and every time-point (Table III) with respect to homogeneous division, except on 24h lesions. Furthermore, it decreased variability. This indicates that RatLesNetv2 is capable of learning from a heterogeneous data set, and increasing diversity improves its performance.

RatLesNetv2 recognized animals without lesions notably well even if they were not part of the training set (heterogeneous division) providing average Dice coefficients of 1.0 on sham-operated animals even without post-processing. Additionally, Dice coefficients on 2h lesions, 24h lesions and...
values were slightly higher and Hausdorff distances were because the ConvNet is aware of a larger context. This improvement of the Hausdorff distances may occur because the ConvNet is aware of a larger context. The predictions generated when the same model is optimized for different ground truths are notably different.

E. Ablation studies

In order to comprehend the effects of the characteristics of RatLesNetv2 architecture, we conducted an ablation study [21] in which we changed or removed some parts of the model (Table IV).

1) DenseNetBlock: Similarly to RatLesNet [3], DenseNet-style [28] blocks were implemented in RatLesNetv2 while keeping the same number of parameters of the baseline RatLesNetv2 model. Although Dice coefficients and compactness values were similar, Hausdorff distances were significantly deteriorated with respect to RatLesNetv2 (all p-values < 0.019). The standard deviation of the sample-wise difference between the compactness values of DenseNetBlock and Baseline in the homogeneous division was 2.725, which explains why the difference was significant albeit it was small. Additionally, the use of DenseNetBlocks demanded notably more memory due to the concatenation operation. Therefore, DenseNetBlocks are not used by RatLesNetv2.

2) Halving the receptive field (RF): The third downsampling stage of RatLesNetv2 was eliminated in order to reduce the receptive field from 72 voxels to 36. An additional test (marked in Table IV with an *) matched the number of parameters to the baseline. The reduction of the receptive field yielded in tiny improvements of the Dice coefficient in the heterogeneous division that were not significantly different from the baseline (p = 0.068). On the other hand, compactness values were slightly higher and Hausdorff distances were significantly larger than the baseline (p < 0.033), except in the heterogeneous division with less parameters. These results indicate that although a large receptive field does not bring considerable improvements measurable by the voxel-wise Dice coefficient, it helps reducing the largest segmentation error. This improvement of the Hausdorff distances may occur because the ConvNet is aware of a larger context.

F. On the influence of disparate ground truths

The outcome of supervised learning algorithms is conditioned by the annotator’s experience because his or her personal interpretation of the data affects the ground truth, which influences the algorithm’s performance. In this experiment, we studied the effect of training RatLesNetv2 on different segmentations annotated by two operators, which can be seen as an inter-rater variability study of the same ConvNet with disparate knowledge.

We run RatLesNetv2 three times for each ground truth on the homogeneous training data, which come exclusively from the study with the two annotations (Study A, Table IV). RatLesNetv2 produced 6 sets of 868 masks \( \hat{y}_{g,r} \) where \( g \in \{1,2\} \) refers to the annotator segmenting the training data and \( r \in \{1,2,3\} \) refers to the run. First, we approximated the intra-rater variability of RatLesNetv2 by calculating the Dice coefficients among the three runs for each ground truth separately, i.e., \( \{\text{dice}(\hat{y}_{g,1}, \hat{y}_{g,2}), \text{dice}(\hat{y}_{g,2}, \hat{y}_{g,3}), \text{dice}(\hat{y}_{g,1}, \hat{y}_{g,3})\} \) for \( g = 1,2 \). This led to two sets of 3 Dice coefficients per mask. Second, we calculated the Dice coefficients of the masks across the different ground truths \( \{\text{dice}(\hat{y}_{i,1}, \hat{y}_{j,3})\} \) for \( i,j = 1,2,3 \) to approximate inter-rater similarity, leading to 9 Dice coefficients per mask.

The Dice coefficients of the predictions generated when optimizing for the same ground truth follow a distribution with a similar shape (Fig. 4b, Annotation 1 and 2). In other words, the three sets of predictions \( \hat{y}_{1,1}, \hat{y}_{1,2}, \hat{y}_{1,3} \) were similar among themselves in the same manner as \( \hat{y}_{2,1}, \hat{y}_{2,2}, \hat{y}_{2,3} \). In contrast, the shape of the distribution of the Dice coefficients overall were higher than inter-rater agreement.

3) Width: We increased and decreased the number of filters of RatLesNetv2 by 4 (Table IV Width-28 and Width-36). This modification presented contradictory results between homogeneous and heterogeneous divisions across the three metrics. Dice coefficients, compactness values and Hausdorff distances were generally better than the baseline in the heterogeneous division and worse in the homogeneous division.
that compare masks derived from different annotations (Fig. 4 b), Mixed) is notably different. Annotation 1 and Mixed values, and Annotation 2 and Mixed values were significantly different (p-values < 0.002). These results indicate that the predictions generated when the same model is optimized for disparate ground truths are different. Consequently, the quality of the manually-annotated ground truth has a direct impact on the quality of the lesion masks generated automatically.

After a visual inspection, we observed that Annotation 2 is more approximate, with simpler contours, than Annotation 1. Figure 4 a) (top row) shows the manual segmentations of the scan with the most disparate annotations and Fig. 4 a) (bottom row) shows the predictions on a scan with the highest Dice coefficient on our baseline study when RatLesNetv2 was trained on the different annotations. Thus, we hypothesize that the shift in the Annotation 2 distribution reflecting slightly higher Dice coefficients than Annotation 1 is due to the use of annotations that are easier to learn.

G. The impact of the training set size on the performance

Results in Section III-D corroborate that training on a diverse data set increases the model’s capability to extrapolate. As extrapolability is also affected by the size of the training set, it is essential to understand the relation between training set size and generalization capability.

In this experiment, we optimized RatLesNetv2 with training sets of different sizes. The training sets had the same ratio of time-points, i.e., we enlarged the training sets by 1 sample per time-point. Since the lowest number of samples across time-points corresponds to 12 (2h lesions) and we want to keep at least 1 image per time-point in the test set, we produced 11 training sets $T_i$ of size $|T_i| = 8i$ for $i = 1, \ldots, 11$, where 8 is the number of lesion stages.

Figure 5 illustrates the evolution of the Dice coefficients, compactness values and Hausdorff distances as the training set increases in size. Dice coefficients (Fig. 5 left) were remarkably different across time-points and almost every time-point reached a performance plateau with large data sets. Time-points 24h and D3—which composed the majority of the test sets scans by 56.7% and 17.8% of the total respectively—reached their plateaus later. This effect can be a consequence of the variability within samples. On the contrary, the time-points with the lowest number of samples (2h and D35 lesions with 1 and 9 image respectively) exhibited fluctuations.

Compactness values (Fig. 5 center) oscillated considerably regardless of the time-point. Contrary to one’s first intuition, compactness values increased analogously to the training set size. In other words, enlarging the training set yielded in less compact segmentations. Average compactness values on the test set (dashed line) follow a similar trend to average compactness values on the training set (dotted line). So, we hypothesize that the increase in compactness is due to optimizing for a wider variety of shapes. Yet, these compactness values were markedly lower than the compactness values derived from segmentations produced by VoxResNet and RatLesNet (Section III-D).

Hausdorff distances (Fig. 5 right) wobbled unstably along every time-point. Time-points with the largest number of samples (24h and D3) yielded in larger Hausdorff distances, likely due to the existence of outliers.

IV. CONCLUSION

We presented and made publicly available RatLesNetv2, a 3D ConvNet to segment rodent brain lesions. RatLesNetv2 has been evaluated on an exceptionally large and diverse data set of 916 rat brain MRIs and it exceeded overall inter-rater agreement Dice coefficients (inter-rater: 0.73 ± 0.12, RatLesNetv2: 0.84 ± 0.16).

As Dice coefficient provides a limited overview of segmentation quality, we complemented it with two additional metrics: compactness and Hausdorff distance. RatLesNetv2 achieved overall better performance than our previous work and another state-of-the-art 3D ConvNet designed for medical image segmentation (VoxResNet [22]). This translates into segmentations with fewer spurious voxels over the mask, smoother surface and lower Hausdorff distance. In other words, RatLesNetv2 produced more realistic segmentations that resemble more to the ground truth.
We demonstrated that there is a significant difference between segmentations generated when RatLesNetv2 was optimized for different ground truths. Consequently, the quality of the ground truth affects the generated segmentations. As there is no unique definition of “lesion”, it may be advantageous for an algorithm to perform differently depending exclusively on the labels of the training set. On the other hand, it may also be desirable to design a robust algorithm that performs consistently regardless of some changes in the annotations.

Based on our experiments and, more specifically, the accuracy greater than inter-rater agreement and than of other ConvNets, RatLesNetv2 can be used to automate lesion segmentation in preclinical MRI studies on rats.
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