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Abstract

The detection and localization of a target from samples of its generated field is a problem of interest in a broad range of applications. Often, the target field admits structural properties that enable the design of lower sample detection strategies with good performance. This paper designs a sampling and localization strategy which exploits separability and unimodality in target fields and theoretically analyzes the trade-off achieved between sampling density, noise level and convergence rate of localization. In particular, the strategy adopts an exploration-exploitation approach to target detection and utilizes the theory of low-rank matrix completion, coupled with unimodal regression, on decaying and approximately separable target fields. The assumptions on the field are fairly generic and are applicable to many decay profiles since no specific knowledge of the field is necessary, besides its admittance of an approximately rank-one representation. Extensive numerical experiments and comparisons are performed to test the efficacy and robustness of the presented approach. Numerical results suggest that the proposed strategy outperforms algorithms based on mean-shift clustering, surface interpolation and naive low-rank matrix completion with peak detection, under low sampling density.
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I. INTRODUCTION

Detecting and localizing a target, from samples of its induced field, is an important problem of interest with manifestations in a wide variety of applications like environmental monitoring, cyber-security, medical diagnosis and military surveillance. Because of its ubiquity, a rich literature has evolved around this problem and its application specific variations utilizing ideas from statistics, signal processing, information theory, machine learning and data mining. In this paper, we study a variation of the target detection and localization problem with sampling constraints on the induced target field. In particular, we consider the scenario where localization is desired from a set of samples that is information theoretically insufficient to reconstruct the complete target field, and construct a localization algorithm with accompanying theoretical performance analysis. The possibility of reducing the number of samples required for target detection/localization is of interest for time critical applications where speed of acquisition is a bottleneck, like in magnetic resonance imaging due to the slow sampling process and in underwater sonar imaging due to large search spaces. As a simple illustrative example, consider the side-scan sonar image in Fig. 1, acquired by an autonomous underwater vehicle (AUV) with the goal of locating the position of the target (marked by a region of high intensity reflection) amongst background clutter (reflections from the sea bed). Examining the complete image, it is easy to identify the location of the object of interest. However, we note that the target field in Fig. 1 is highly structured and recalling the philosophy of compressed sensing [4], good detection/localization may be possible from very few samples of the complete field in Fig. 1 at the expense of using a more sophisticated (but computationally tractable) algorithm.
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Fig. 1. An underwater side-scan sonar image with a synthetic target signature. The background noise and artifacts are due to reflections from the seabed.

A. Contributions and Organization

We consider a static separable target field whose magnitude decays monotonically with increasing distance from the true location of the target. We employ an approach based on low-rank matrix completion [5] that allows us to derive a localization algorithm that does not need the knowledge of the target field decay profile; the only requirement is that the target field should be separable along some known directions. In particular, the algorithm can be viewed as a solution to the exploration-exploitation problem wherein the possible location of the target is unknown a priori and the sampling strategy enables the coarse learning of the location and presence of target, resulting in subsequent sampling in more informed locations. We prove correctness and convergence of the proposed algorithm and further develop an analytical trade-off between the number of collected samples and the target localization error in the presence of noise when employing a uniformly random spatial pixel sampling strategy. In contrast to our results, most prior literature on noisy low-rank matrix completion investigates bounds on mean squared estimation error, and very little is known about the performance of matrix completion for other tasks (like detection or localization). Our approach is fairly general and as such does not exploit specialized models for the background clutter, beyond that of reduced sharpness of the separability assumption. Thus, further improvement in performance may be possible by taking this information into consideration. For example, the sonar images of the form in Fig. 1 suffer from certain position dependent imaging artifacts that may be removed by intermediate processing. We perform extensive numerical experiments on synthetic and real datasets to validate the efficacy and robustness of the proposed approach.

The rest of the paper is organized as follows. In the remainder of this section, we explore related prior art and define the mathematical notation used in the paper. Section II describes and justifies our assumptions on the target field and introduces the lifted reformulation of the underlying field. Section III describes our localization algorithm and states theoretical results to prove its correctness. Section IV reviews other methods that we use to compare against our algorithm for the purpose of numerical simulations. Sections V and VI respectively describe our simulation results on synthetic and real data sets. Section VII concludes the paper. Detailed proofs of all results in the paper and useful supplementary material can be found in Appendices A-I.

B. Related Work

For an early survey of active target detection, we refer the reader to [6] consisting of statistical and signal processing approaches that assume availability of the full target field/signature (see also [7], [8]). The field of anomaly detection [9] further generalizes the scope of target detection and employs tools from machine learning, e.g. [10]–[15] perform window based target detection in full sonar images. General theoretical analysis on either of these problems is plagued by the lack of good models for experimental scenarios that are amenable to tractable analysis. In [15]–[21] there is a focus on path planning for active sensing of structured fields (in particular, [19] uses compressed sensing) with an explicit consideration of the navigation cost and stopping time. In contrast, the goal of this paper is to explore theoretical properties of adaptive sensing for structured fields stemming from the exploration-exploitation trade-off. Early work [22] focusing on target detection in multiple-in-multiple-out (MIMO) radar used a statistical approach, which was refined in [23]–[25] using a combination of joint sparse sensing and
low-rank matrix completion ideas, relying on the strong theoretical guarantees of low-rank matrix completion from random samples [3], [26], [27]. The focus in the papers [23–25] is to adapt the design of the MIMO radar array to optimize coherence, which is also very different from our goal here of studying the detection and localization error performance of low-rank matrix completion. Finally, we note that distilled sensing [28–30] has a somewhat similar algorithmic philosophy as ours for target detection, but therein the field is assumed to be sparse rather than low-rank, thus facing basis mismatch challenges [31] that we can avoid completely.

C. Notation

We use lowercase boldface alphabets to denote column vectors (e.g. $z$) and uppercase boldface alphabets to denote matrices (e.g. $A$). The MATLAB® indexing rules will be used to denote parts of a vector/matrix (e.g. $A(2 : 3, 4 : 6)$ denotes the sub-matrix of $A$ formed by the rows $\{2,3\}$ and columns $\{4,5,6\}$). The all zero, all one and identity matrices shall be respectively denoted by 0, 1 and $I$ with dimensions dictated by context. $(\cdot)^T$ denotes the transpose operation and $(\cdot,\cdot)$ denotes the standard inner product on $\mathbb{R}^n$. The functions $\|\cdot\|_F$ and $\|\cdot\|_*$ respectively return the Frobenius and nuclear norms of their matrix argument. The function $|\cdot|$ applied to a scalar (respectively a set) returns its absolute value (respectively cardinality). Vector inequalities are assumed to hold element-wise, e.g. if $z \in \mathbb{R}^n$ then $z \preceq 0$ is shorthand for the $n$ inequality relations $z(j) \leq 0, \forall 1 \leq j \leq n$. $\mathbb{R}$ and $\mathbb{Z}_+$ respectively denote the set of real numbers and the set of positive integers. We shall use the $O(\cdot)$ notation, to upper bound the order of growth of any function $f: \mathbb{R} \rightarrow \mathbb{R}$ of $h \in \mathbb{R}$ w.r.t. its argument, i.e. $f(h) = O(h) \iff \lim_{h \rightarrow \infty} \frac{f(h)}{h} < \infty$.

II. System Model

A. Target Field Assumptions

Let the search region (see Fig. 1) be the two dimensional unit square $[0,1]^2 \subset \mathbb{R}^2$, and $y = (y_c, y_t) \in [0,1]^2$ denote an arbitrary location in the search space. Let $H: \mathbb{R}^2 \rightarrow \mathbb{R}$ denote the scalar valued field induced by the target, i.e. the target signature. Thus, a mobile agent measuring the field value at location $y \in \mathbb{R}^2$ would record the value $H(y) = H(y_c, y_t) \in \mathbb{R}$. We shall make the following key (physically motivated) assumptions on the field $H(y)$:

(A1) $H(y)$ is separable in some known basis of $\mathbb{R}^2$, independent of the true location of the target.

(A2) The magnitude of the field, $|H(y)|$ is a monotonically non-increasing function of the distance from the target in every direction.

(A3) $H(y)$ is spatially invariant relative to the target’s position.

Without loss of generality (w.l.o.g.), we assume separability of $H(y)$ in the $y_c$ and $y_t$ directions (i.e. in the canonical basis $\{[1,0],[0,1]\}$) as per (A1). This means that there exist functions $F: \mathbb{R} \rightarrow \mathbb{R}$ and $G: \mathbb{R} \rightarrow \mathbb{R}$ such that $H(y) = F(y_c)G(y_t), \forall (y_c, y_t) \in \mathbb{R}^2$. Notice that if $H(y)$ is instead separable in the rotated directions $\Sigma(1,0)^T$ and $\Sigma(0,1)^T$ for some known $\Sigma \in \mathbb{R}^{2 \times 2}$, then we can work in this rotated coordinate system. Assumption (A2) is intuitively clear and can be mathematically described by the inequality:

$$|H(t_1(y - y_0))| \geq |H(t_2(y - y_0))|,$$

holding $\forall y \in \mathbb{R}^2, t_2 > t_1 > 0$, where $y_0$ represents the unknown location of the target. Assumption (A3) implies that if the target were moved from $y_0$ to a new position $y_0'$, then the new field at location $y$ would be given by $H(y - y_0' + y_0)$, thus ensuring that (A1) holds in the canonical basis, regardless of the target’s position $y_0$. In this sense (A3) is stricter than necessary for our purposes, but we retain it for intuitive clarity.

Scalar fields commonly correspond to intensity measurements (like the sonar image in Fig. 1). The following types of commonly assumed intensity fields satisfy our assumptions:

1) Exponential fields: $H(y) = H_0 \exp\left(-\|\Sigma y\|_p^p\right)$, for any $2 \times 2$ diagonal matrix $\Sigma \in \mathbb{R}^{2 \times 2}$ and constants $p, H_0 > 0$. For $p = 1$, we get two dimensional Laplacian fields

$$H(y) = H_0 \exp(-\|\Sigma y\|_1),$$

and for $p = 2$, we get two dimensional Gaussian fields

$$H(y) = H_0 \exp\left(-\|\Sigma y\|_2^2\right).$$


This key observation allows large reductions in both number of collected samples as well as the computational completion algorithms \cite{5}, \cite{27}.

Fig. 2. Plot of dominant singular values for approximately separable fields (approximately rank-1 fields).

2) Power Law fields:

$$H(y) = \frac{H_0}{(a_1 + |y_c|^{p_1})(a_2 + |y_r|^{p_2})^2}$$

for constants $H_0, p_1, p_2, a_1, a_2, r_1, r_2 > 0$. With $p_1 = p_2 = 2$ and $r_1 = r_2 = 1$, we get a field that is separable as a product of two Cauchy fields

$$H(y) = \frac{H_0}{(a_1 + y_c^2)(a_2 + y_r^2)}.$$  

3) Any multiplicative combination of fields satisfying our assumptions, e.g.

$$H(y) = H_0 \frac{\exp(-c_1y_c^2 - c_2|y_r|)}{(1 + |y_c|)(1 + y_r^2)}$$

for some constants $H_0, c_1, c_2 > 0$. In particular, the set of separable fields is closed under multiplication. In some cases, the target field may not strictly satisfy the separability assumption (A1). However, the algorithm we develop in the sequel also works with approximate separability (measured by how well can the field be approximated by a rank-1 matrix; see Section II-B). For example:

1) The first ten singular values $\{\sigma_j | 1 \leq j \leq 10\}$ of the sonar image in Fig. 1 are shown in Fig. 2a, relative to the first singular value $\sigma_1$. Clearly, $\sigma_2$ is about 7dB below $\sigma_1$ which implies that the sonar image is approximately rank-1 (hence approximately separable).

2) The commonly occurring inverse square law field, $H(y) = H_0/(y_c^2 + y_r^2)$ for some constant $H_0 > 0$, is not separable in the sense of assumption (A1). Let $H \in \mathbb{R}^{20 \times 20}$ denote the discretized field matrix formed by sampling $H(y)$ on the grid $y \in \{(y_c, y_r) | y_c, y_r \in \{-9.5, -8.5, \ldots, 9.5\}\}$ with $H_0 = 1$. Plotting the first seven singular values $\{\sigma_j | 1 \leq j \leq 7\}$ of $H$, relative to the first singular value $\sigma_1$, in Fig. 2b shows that $\sigma_2$ is about 9dB below $\sigma_1$. Thus, inverse square law fields can be approximately separable. Further, it can be computationally verified that the approximately 9dB attenuation from $\sigma_1$ to $\sigma_2$, for discretized inverse square law fields, also holds for few other sampling grids, e.g. $\{(y_c, y_r) | y_c, y_r \in \{-99.5, -98.5, \ldots, 99.5\}\}$ and $\{(y_c, y_r) | y_c, y_r \in \{-19, -17, \ldots, 19\}\}$.

B. Lifted Formulation

By virtue of assumption (A2), localizing the target is synonymous with locating the peak of the induced field. In light of our assumptions, we can state the target detection problem as the following task: To determine the location of the peak in the field $H(y)$ from its values in only a few locations $y \in [0, 1]^2$. We use the lifting technique from optimization \cite{32} to demonstrate that the separability assumption (A1) implies a rank one structure on the field. This key observation allows large reductions in both number of collected samples as well as the computational effort necessary for target detection by utilizing existing theoretical results for high-dimensional low-rank matrix completion algorithms \cite{5}, \cite{27}.
Let \( H(y) = F(y_c)G(y_h) \) be the canonical separable representation of the target field and let \( H \) denote a high resolution discretized version of \( H(y) \) on a \( n_t \times n_c \) rectangular (not necessarily uniform) grid \( \mathcal{V} \subset [0,1]^2 \). Let 

\[
\mathcal{V} = \{ y_1^c, y_2^c, \ldots, y_{n_c}^c \} \times \{ y_1^o, y_2^o, \ldots, y_{n_o}^o \}
\]

be the representation of the grid for \( y_1^o, y_2^o, \ldots, y_{n_o}^o, y_1^c, y_2^c, \ldots, y_{n_c}^c \in [0,1] \). The set of all possible sampled values of the field on the set \( \mathcal{V} \) is given by 

\[
\left\{ H(y_1^c, y_2^c) \mid (y_1^c, y_2^c) \in \mathcal{V} \right\}
\]

and can be arranged in the form of the rank one matrix \( H \in \mathbb{R}^{n_o \times n_c} \), whose \((i,j)\) entry \( H(i,j) \) is 

\[
H(i,j) = H(y_i^c, y_j^c) = F(y_i^c)G(y_j^c).
\]

where \((y_i^c, y_j^c)\) is the physical location of the \((i,j)\)th point in \( \mathcal{V} \). The matrix \( H \) is clearly of rank one since we can express it as the outer product \( H = fg^T \) where \( f^T = [F(y_1^c), F(y_2^c), \ldots, F(y_{n_c}^c)] \) and \( g^T = [G(y_1^o), G(y_2^o), \ldots, G(y_{n_o}^o)] \). Without loss of generality, we assume that both \( y_1^c, y_2^c, \ldots, y_{n_c}^c \) and \( y_1^o, y_2^o, \ldots, y_{n_o}^o \) are sorted in ascending order, corresponding respectively to traversing the grid from top to bottom and from left to right. Because of the preceding derivation, we can refer to \( H \) as the target field with a slight abuse of terminology. Consequently, we can consider \( \mathcal{V} \) in a rescaled sense to refer to the set of index pairs \( \{1,2,\ldots,n_t\} \times \{1,2,\ldots,n_c\} \) for the matrix \( H \).

### III. Sampling and Reconstruction Approach

To convey the main aspects of our approach, we shall assume that \( H(\cdot) \) is a positive scalar field and the sampling grid \( \mathcal{V} \) is square with \( n_t = n_c = n \). These assumptions can be somewhat relaxed as described in Appendix H.

#### A. The PAMCUR Algorithm

We use standard low-rank noisy matrix completion followed by peak localization along each axis. The algorithm starts with \( n^2 \) possible locations of the peak and after execution, returns a smaller set of index pairs that are guaranteed to contain the peak, provided that the error form the matrix completion step is sufficiently small. This can be considered as the “first pass” over the search region, giving us a coarse segmentation of the region into an area of interest that contains the peak, and its complement region which can be discarded. The algorithmic procedure can be repeated on this smaller region of interest, giving rise to the exploration-exploitation interpretation of our hierarchical approach. The key steps for the first pass are described in Algorithm 1 with \( P_{\mathcal{V}'}(\cdot) \) denoting the projection operator on the set of index pairs in \( \mathcal{V}' \).

We remark that for every fixed value of \( l \in \{1,2,\ldots,n\} \), Problem (P2) reduces to a convex feasibility problem [33]. Given that \( l \) admits at most \( n \) distinct values, Problem (P2) is efficiently solvable. Further, results from low-rank matrix completion [5, 26] guarantee that a sample complexity of \( |\mathcal{V}'| = O(n \log^2 n) \) is sufficient for the solution to Problem (P1) to be a good reconstruction of \( H \) with high probability (w.h.p.) over the realizations of \( \mathcal{V}' \), and that the hidden constant depends on the coherence [26] of \( H \) with the canonical basis for matrices in \( \mathbb{R}^{n \times n} \) (coherence parameters for decaying exponential and power-law fields are analytically computed in Appendix I). It is intuitive to reason that good mean-squared-error (MSE) leads to good peak localization in \( H \). Theorems 1 and 2 below, give precise results to the same effect.

#### B. Correctness and Localization-Accuracy Trade-off

For a quantitative comparison of the trade-offs involved, we present the following analysis, that holds w.h.p. over realizations of \( \mathcal{V}' \). Suppose that the fraction \( q = |\mathcal{V}'|/n^2 \) of the total number of elements in \( H \) are sampled at random, where the sampling budget \( |\mathcal{V}'| = \Omega(n \log^2 n) \) is sufficiently high with the right constants as given by [27] or [5]. Using Theorem 7 from [5] on mean-squared-error performance of the low-rank matrix completion subproblem (P1), we get bounds on the Frobenius norm of the reconstruction error matrix \( Z = H - \hat{H} \) as

\[
\|Z\|_F \leq \left(2 + 4\sqrt{n(1 + 2/q)}\right)\epsilon |\mathcal{V}'| = \frac{C_q}{\epsilon} |\mathcal{V}'| = \zeta,
\]

where we have used the shorthand notation \( C_q(n) = 2 + 4\sqrt{n(1 + 2/q)} \). In particular, we have a bound on the reconstruction error of the form \( \|H - \hat{H}\|_F \leq \zeta \) for \( \zeta \) depending only on \( n, \epsilon \) and \( |\mathcal{V}'| \), where \( \hat{H} \) is the solution to Problem (P1). Let \( H = \sigma u_0 v_0^T \) and \( \hat{H} = \sigma uv^T + \sum_{j=2}^{n} \sigma_j u_j v_j^T \) respectively denote singular value decompositions...
Algorithm 1 PAMCUR: Partial Adaptive Matrix Completion with Unimodal Regression

Inputs:
1) The regular grid $\mathcal{V} = \{1, 2, \ldots, n\}^2$
2) Upper bound on noise power per sample (averaged across samples), $\epsilon^2$

Output: Localization index bounds $l^L, l^R, l^{l^L}, l^{l^R} \in \mathbb{Z}_+$ such that the target is located within the rectangular region formed by the index pairs in $(l^L, l^R + 1, \ldots, l^{l^R}) \times (l^{l^L} - 1, \ldots, l^{l^L})$.

Steps:

(S1) Select a subset $\mathcal{V}' \subset \mathcal{V}$ of $O(n \log^2 n)$ points uniformly and independently at random from the $n^2$ points in $\mathcal{V}$, and measure the (possibly noisy) samples $H(i, j)$ for every index pair $(i, j) \in \mathcal{V}'$, i.e. record the projection $P_{\mathcal{V}'}(H)$.

(S2) Solve the convex nuclear norm heuristic to stable low-rank matrix completion [5]

$$
\begin{align*}
\text{minimize} & \quad \|Q\|_* \\
\text{subject to} & \quad \|P_{\mathcal{V}'}(Q) - P_{\mathcal{V}'}(H)\|_F \leq \epsilon|\mathcal{V}'|,
\end{align*}
$$

(P1) to obtain the solution $\hat{H} \in \mathbb{R}^{n \times n}$.

(S3) Compute the largest singular value and corresponding singular vectors of $\hat{H}$ as the triplet $(u, \sigma, v)$.

(S4) Compute the lower bounding index $l^L \in \{1, 2, \ldots, n\}$ for localization as the solution to the optimization problem

$$
\begin{align*}
\text{minimize} & \quad l \\
\text{subject to} & \quad l \in \{1, 2, \ldots, n\}, \\
& \quad z(j + 1) \leq z(j), \quad j = l, l + 1, \ldots, n - 1, \\
& \quad z(j - 1) \leq z(j), \quad j = 2, 3, \ldots, l, \\
& \quad \langle z, u \rangle \geq \|z\|_2 \sqrt{1 - \zeta^2/\sigma^2}, \\
& \quad z \geq 0,
\end{align*}
$$

(P2)

where $\zeta$ is an upper bound on $\|H - \hat{H}\|_F$ from the theory of low-rank matrix completion and depends only on $n$, $\epsilon$ and $|\mathcal{V}'|$. If necessary, replace $u$ by $-u$ in Problem (P2) to make it feasible.

Note: Since Problem (P2) is parametrized by the known parameters $n, u, \zeta$ and $\sigma$, we shall refer to it as Problem $P_2(n, \zeta, \sigma, u)$ if it is necessary to make the dependence explicit.

(S5) Compute the upper bounding index $l^R \in \{1, 2, \ldots, n\}$ for localization as the solution to Problem (P2) with the objective function changed from $l$ to $-l$.

(S6) Repeat steps (S4) and (S5) with Problem $P_2(n, \zeta, \sigma, v)$ to respectively obtain the remaining two indices $l^L$ and $l^R$ (both in $\{1, 2, \ldots, n\}$). If Problem $P_2(n, \zeta, \sigma, v)$ is not feasible, solve Problem $P_2(n, \zeta, \sigma, -v)$ instead.

(SVDs), where $\sigma$ is the largest singular value of the matrix $\hat{H}$ (in agreement with step (S3) of the algorithm). Then, the SNR is (note that the noise power $\epsilon^2|\mathcal{V}'|^2$ is computed only over the observed entries)

$$
\text{SNR} = \|H\|_F^2/(\epsilon|\mathcal{V}'|)^2 = \sigma_0^2/|\mathcal{V}'|^2,
$$

(8)

and we can rewrite (7) as

$$
\|Z\|_F = \left\|\sigma_0 u_0 v_0^T - \sigma uv^T - \sum_{j=2}^n \sigma_j u_j v_j^T\right\|_F \leq C(q, n) \sigma_0/\sqrt{\text{SNR}} = \zeta.
$$

(9)

Both the correctness of the proposed algorithm and the localization-accuracy trade-off characterization follow from the theorem below, which lower bounds the magnitudes of the inner products $\langle v_0, v \rangle$ and $\langle u_0, u \rangle$.

**Theorem 1.** Let $H = \sigma_0 u_0 v_0^T$ and $\hat{H} = \sigma uv^T + \sum_{j=2}^n \sigma_j u_j v_j^T$ respectively denote SVDs, where $\sigma$ is the largest
which implies \( \eta(\sigma, \sigma_0, \zeta) \geq 1 - \zeta^2/\sigma^2 \) is very tight irrespective of the value of \( \zeta \).

For \( \zeta / \sigma \) unimodal vectors (as described in Lemma 2) with respective peaks at \( \zeta^*/\sigma^* \). Assume that the following are true.

The main purpose of Lemma 1 is to bound \( \eta(\sigma, \sigma_0, \zeta) \) in terms of quantities that are known to the algorithm during execution, and this is utilized in Problem (P2). Fig. 3 demonstrates the tightness of the bound in Lemma 1, especially in the high SNR regime where \( \sigma \approx \sigma_0 \). Theorem 1 essentially utilizes error bounds on low-rank matrix completion and translates them into error bounds on the estimated singular vectors. Thereafter, it becomes conceptually straightforward to compute localization error bounds both numerically (by solving Problem (P2)) and analytically. Note that the dependence on the number of collected samples has been entirely captured in the quantity \( \zeta \). This level of abstraction also allows us to compare localization performance for different decay profiles under a fixed sampling budget that is high enough for all the decay profiles in question.

Since our localization algorithm is iterative in nature, to finish the proof of correctness we also need to show that it converges in a meaningful sense. The following theorem guarantees that the localized region shrinks geometrically in each application of Algorithm 1 until the localization boundaries are close enough to the true peak, provided that the observation noise is small enough for moderately good reconstruction in step (S2) and the target field admits a sufficiently sharp peak.

\textbf{Theorem 2.} Let \( H = \sigma_0 u_0 v_0^T \) denote the SVD of the positive matrix \( H \in \mathbb{R}^{n \times n} \), where \( u_0 \geq 0 \) and \( v_0 \geq 0 \) are unimodal vectors (as described in Lemma 2) with respective peaks at \( t_0^u \) and \( t_0^v \). Assume that the following are true.

1. \( \zeta' = 4\sqrt{1 - \zeta^2/\sigma^2} - 3 > 0 \).
2. \( \|u_0\|_1 = \rho_u \sqrt{n} \) and \( \|v_0\|_1 = \rho_v \sqrt{n} \) for some \( \rho_u, \rho_v \leq \zeta'/2 \).
Then, Algorithm 1 gives a localized region of size \( \leq 1 \) to identify the dominant bound in (14) for the special case relevant to the proof of Theorem 2. To simplify subsequent analysis, Lemma 3 states the equivalent optimization problem. Finally, Lemma 4 helps to outline the high level proof strategy.

3) \( 1 \leq l_c^L \leq l_c^{BL}, \ l_c^{BR} \leq l_c \leq n, \ 1 \leq l_r^L \leq l_r^{BL} \) and \( l_r^{BR} \leq l_r \leq n \), where

\[
\begin{align*}
l^{BL}_r &= \arg \max_{1 \leq j \leq n} j \quad \text{subject to} \quad \|u_0(1 : j)\|_1 \leq \zeta'/\sqrt{2}, \\
l^{BL}_c &= \arg \max_{1 \leq j \leq n} j \quad \text{subject to} \quad \|v_0(1 : j)\|_1 \leq \zeta'/\sqrt{2}, \\
l^{BR}_r &= \arg \min_{1 \leq j \leq n} j \quad \text{subject to} \quad \|u_0(j : n)\|_1 \leq \zeta'/\sqrt{2}, \\
l^{BR}_c &= \arg \min_{1 \leq j \leq n} j \quad \text{subject to} \quad \|v_0(j : n)\|_1 \leq \zeta'/\sqrt{2}.
\end{align*}
\]

Then, Algorithm 1 gives a localized region of size

\[
\left( l^R_c - l^L_c \right) \times \left( l^R_r - l^L_r \right) \leq 16\rho_u^2 \rho_v^2 n^2 / (\zeta')^4.
\]

**Proof:** Appendix B.

Clearly, all assumptions in the above theorem are symmetric w.r.t. vectors \( u_0 \) and \( v_0 \). We also make the following observations.

1) All assumptions of Theorem 2 depend on the quantity \( \zeta' \). If step (S2) of Algorithm 1 achieves a better reconstruction, then \( \zeta^2/\sigma^2 \) is smaller and hence \( \zeta' \) is larger. A larger value of \( \zeta' \) means that the \( \ell_1 \)-norm requirement on \( u_0 \) is less stringent (allowing for a milder sharpness requirement on the peak).

2) If \( u_0 \) showed a completely diffuse peak (all elements are of equal magnitude), then we would have \( u_0 = 1/\sqrt{n} \) and \( \|u_0\|_1 = \sqrt{n} \), since \( \|u_0\|_2 = 1 \) and \( u_0 \geq 0 \). Thus, the requirement of \( \|u_0\|_1 = \rho_u \sqrt{n} \leq \zeta' \sqrt{n}/2 \) as the criterion for sharpness of the peak is fairly modest, especially if \( \rho_u \leq \zeta'/2 \) is a constant independent of \( n \).

3) The conditions in (11) help describe the state of Algorithm 1 at which one may expect geometric shrinkage of the localized region. In particular, geometric shrinkage continues only until the size of the localized region falls below \( \left( l^{BR}_c - l^{BL}_c \right) \times \left( l^{BR}_r - l^{BL}_r \right) \). As illustrated in Fig. 4, if the peak in \( u_0 \) (respectively \( v_0 \)) is sufficiently sharp, then this threshold \( \left( l^{BR}_r - l^{BL}_r \right) \) (respectively \( \left( l^{BR}_c - l^{BL}_c \right) \)) for geometric shrinkage is fairly small.

The proof of Theorem 2 relies on the following supporting lemmas, that also outline the high level proof strategy. One solution strategy for Problem (P2) involves solving a sequence of specific instances of Problem (P3). Lemma 2 is essentially an implication of weak duality for Problem (P3). Since Problem (P3) is stated as a feasibility problem, to simplify subsequent analysis, Lemma 3 states the equivalent optimization problem. Finally, Lemma 4 helps to identify the dominant bound in (14) for the special case relevant to the proof of Theorem 2.
Lemma 2. Define the feasibility problem

\[
\begin{align*}
\text{find} & \quad z \\
\text{subject to} & \quad z(j + 1) \leq z(j), \quad j = l^*, l^* + 1, \ldots, n - 1, \\
& \quad z(j - 1) \leq z(j), \quad j = 2, 3, \ldots, l^*, \\
& \quad \langle z, v \rangle \geq \rho, \\
& \quad \|z\|_2 = 1, \\
& \quad z \geq 0,
\end{align*}
\]

w.r.t. \(z \in \mathbb{R}^n\) and parametrized by \(l^* \in \{1, 2, \ldots, n\}\), \(0 \leq \rho \leq 1\) and \(v \in \mathbb{R}_+^n\). Let \(\|v\|_2 = 1\) and suppose that \(v\) is unimodal with peak at \(l^0 \in \{l^*, l^* + 1, \ldots, n\}\), i.e. \(v(j + 1) \leq v(j)\) for every \(l^0 \leq j \leq n - 1\) and \(v(j - 1) \leq v(j)\) for every \(2 \leq j \leq l^0\). For Problem \((P_3)\) to be feasible, it is necessary that

\[
\rho^2 \leq (1, v)^2 + (\delta^2 - 2\delta(1, v))(k_R + k_L + 1) + \delta^2(k_R + k_L + 1)^2
\]

holds for any integers \(0 \leq k_L \leq l^0 - l^*\), \(0 \leq k_R \leq n - l^0\), and any \(\delta \in \mathbb{R}_+\) satisfying

\[
\delta \leq \frac{(1, v(j + 1 : n))}{(l^0 + k_R - j)}, \quad \forall j \in \{l^0 - k_L - 1, \ldots, l^0 + k_R - 1\}.
\]

Proof: Appendix C.

Lemma 3. For \(v \in \mathbb{R}_+^n\) and \(l^* \in \{1, 2, \ldots, n\}\), the optimization problem

\[
\begin{align*}
\text{minimize} & \quad -\langle z, v \rangle \\
\text{subject to} & \quad z(j + 1) \leq z(j), \quad j = l^*, l^* + 1, \ldots, n - 1, \\
& \quad z(j - 1) \leq z(j), \quad j = 2, 3, \ldots, l^*, \\
& \quad \|z\|_2 = 1
\end{align*}
\]

admits a solution \(z_{\text{opt}}\) that satisfies \(z_{\text{opt}} \geq 0\). Furthermore, \(z_{\text{opt}}\) is feasible for Problem \((P_3)\) if and only if the optimal value of Problem \((P_4)\) is no greater than \(-\rho\).

Proof: Appendix F.

Lemma 4. If \(v \in \mathbb{R}_+^n\) is a unimodal vector (as described in Lemma 2) with peak at \(l^0 \in \{2, 3, \ldots, n\}\), then \((1, v(j + 1 : n))/(l^0 - j)\) is a monotonically non-decreasing function of \(j\) over \(1 \leq j \leq l^0 - 1\).

Proof: Appendix D.

C. Complexity Computations

For a quantitative comparison of the trade-offs involved, we present the following analysis. In each round of sampling (each invocation of Algorithm 1), we collect \(O(\nu n \log^2 n)\) random samples on an \(n \times n\) sub-matrix \(H\) formed by sampling \(H(\cdot)\) on a regular grid (using results from [26], dependence of the number of samples on the coherence parameter \(\nu\) has been factored in). Let us assume that sampling the field at the Nyquist rate would have required \(m^2 n^2\) samples, i.e. discretization of \(H(\cdot)\) into an \(m n \times m n\) sized grid would allow for reconstruction of \(H(\cdot)\) using linear low-pass filtering. Theorem 2 guarantees a geometric reduction in the size of the search space as long as the search space is large in an appropriate sense, implying that the search space becomes small after at most \(N_R = O(\log mn)\) sampling rounds. Assuming that the small search space is of size independent of \(n\) and can be covered using a constant number of samples, the total number of samples collected equals

\[
N_S = N_R \cdot O(\nu n \log^2 n) = O(\nu n \log^2 n \log mn) = O((1 - \gamma(n))n \log^2 n \log mn).
\]

On the other hand, one-step naive matrix completion would have required \(O(\nu mn \log^2 mn)\) samples which is order-wise larger than \(N_S\) by a factor of \(O(m \log mn \log^2 n)\).

Let us denote the total runtime by \(N_T\). To compute this, we denote the run time of the \(n \times n\) matrix completion problem from \(O(\nu n \log^2 n)\) random samples by \(R_1(n)\). We note that Algorithm 1 involves solving Problem \((P_4)\) once
and solving Problem \((P_2)\) four times. Clearly, Problem \((P_1)\) is a matrix completion problem and Problem \((P_2)\) can be solved by solving the \(n\) distinct instances of the feasibility problem \(P_3(l^*, \cdot, \cdot)\) for \(l^* \in \{1, 2, \ldots, n\}\). By Lemma 3, Problem \((P_1)\) is equivalent to Problem \((P_3)\) which is a very simple convex quadratic program with non-negativity constraints in its dual form (see (36)). Denoting the running time for solving Problem \((P_3)\) in its dual form by \(R_2(n)\), we have the complexity of Algorithm 1 as \(R_1(n) + 4nR_2(n)\) and the total running time as \(N_T\) times the complexity of Algorithm 1, or equivalently, \(N_T = O((R_1(n) + nR_2(n)) \log mn)\). In contrast, one-step naive matrix completion would have required \(O(R_1(mn))\) running time; substantially larger than \(O(R_1(n) \log mn)\), if using general purpose Semidefinite Program Solvers like SeDuMi with CVX [34], [35] that scale as \(O(p^{3.5})\). Thus, reconstructing the entire field turns out to be much worse from both sampling and computational viewpoints.

IV. BASELINE ALGORITHMS

In this section, we introduce some baseline methods which shall serve as points of comparison for our PAMCUR algorithm. Each baseline algorithm is similar to PAMCUR in terms of the multi-resolution approach, i.e. each stage involves sampling on a subset of a \(n \times n\) grid within some region of interest (ROI) with the sampling resolution getting finer with each progressive stage. However, the various algorithms differ in the localization strategies employed to shrink down the ROI in subsequent iterations. For all baseline algorithms presented below, we use a fixed scale \(\kappa \leq 1\) in simulations for progressive reduction of the ROI with each stage (leading to a geometric reduction at a fixed rate) till the update in target localization across consecutive stages falls below a tolerance threshold. In contrast, PAMCUR (by design) chooses the reduction in ROI adaptively at each stage and thus does not correspond to a fixed value of \(\kappa\). For the purpose of comparison, we have considered fixed sized grids at each stage and presented results for \(n = 50\) and \(n = 100\). To solve the low-rank matrix completion problem \((P_1)\) we used the LMaFit implementation [36], [37], while the unimodal regression was solved using the Pair Adjacent Violators approach [38], [39].

A. Matrix Completion based variants (MOnly and MCuni)

These two algorithms are closely related to PAMCUR and differ only in which parts of PAMCUR they employ. The MOnly algorithm, at each stage, performs a standard noisy low-rank matrix completion followed by peak detection along the horizontal and vertical directions as proposed in [1]. The MCuni algorithm, at each stage, additionally finds the best unimodal fit (in the sense of \(\ell_2\)-norm) to the estimated singular vectors \(u\) and \(v\) after the matrix completion step but before the peak detection step. This unimodal regression step provides robustness in the presence of spurious peaks and is posed analogous to Problem \((P_3)\).

B. Surface Interpolation (interp)

This method, at each stage, attempts to impute missing data after sampling by employing interpolation over a smooth surface using a nearest-neighbor approach. This is done by simply searching for the nearest sampled location and duplicating the measurement at that location. Such nearest-neighbor interpolation could lead to a noisy completed matrix, so we smooth it further by a moving average mask before executing peak detection on the imputed matrix. If implemented efficiently (using space partitioning methods like k-d trees), this method admits \(O(n^3)\) running time on an \(n \times n\) grid [40].

C. Mean-shift based Gradient Ascent (MS)

Mean-shift (MS) is actually a popular algorithm used in pattern recognition for unsupervised clustering of data points in the feature space and we present below a suitable adaptation to perform gradient-ascent on the target field. Unlike the algorithms discussed so far, this method only exploits local information. The MS algorithm proceeds by collecting samples, approximating the local gradient from these samples and then performing a gradient ascent step to determine the next sampling neighborhood. Specifically, the gradient direction at a location \(v_k\) is computed using a mean-shift update over a window of size \(\omega\) according to a center of mass type computation (\(p\) below denotes an
Fig. 5. Trade-off showing the localization bound (normalized by size of search space) achievable for a given accuracy bound $\sqrt{1 - \zeta^2/\sigma^2}$ (and hence for a given sampling budget) for discretized versions of standard Gaussian, Laplacian and Cauchy fields.

$$v_{k+1} = \frac{\sum_p p \cdot U(p - v_k)}{\sum_p U(p - v_k)},$$

$$U(p - v) = \begin{cases} 1, & \|p - v\|_c \leq \omega, \\ 0, & \text{otherwise.} \end{cases}$$ (16)

Note that the new location $v_{k+1}$ is in the direction of one of the eight adjacent locations $v_k$ based on the direction of the gradient.

Being local, this algorithm is quite susceptible to finding local peaks. To give this algorithm a fighting chance, within each stage, we shall allow it to execute a few times with random starting points so that multiple local peaks can be detected and the highest peak can be returned. The computational complexity is measured accordingly and (if implemented efficiently using space partitioning methods like k-d trees [40]) equals $O(Mn^3)$ where $M$ is the number of restarts and $n \times n$ is the grid size. The pseudo-code for this method is outlined as Algorithm 2 in Appendix E. A larger $\omega$ provides robustness to local noise characteristics at the cost of increasing the number of collected samples and the risk of smoothing out peaks with small spreads. Thus, the number of samples acquired depends not only on the length of the gradient ascent trail but also on $\omega$.

V. NUMERICAL EXPERIMENTS: SYNTHETIC DATA

It is instructive to study the localization bound vs accuracy trade-off for some known unimodal decay profiles from the exponential and power law families. Fig. 5 shows the results for the standard Gaussian, Laplacian ($F(x) = 0.5 \exp(-|x|)$) and Cauchy ($F(x) = 1/(\pi + \pi x^2)$) fields, with $u$ in Problem (P2) representing the discretization of a one dimensional continuous function. We see that for a given (sufficiently high) accuracy level $\sqrt{1 - \zeta^2/\sigma^2}$ (which translates to a fixed sampling budget), the Laplacian field admits the best one-step localization bound. This is somewhat surprising at first sight since Gaussian fields are inherently far more localized than Laplacian fields. However, the same phenomenon was confirmed via actual simulation for these decay profiles across a range of window sizes and spread factors (see Fig. 6). Intuitively, good localization per sample requires the right balance of “spread” and support of the “gradient” of the field which seems to be better in case of Laplacian fields and hence they show the best localization performance for a given sampling budget.

VI. NUMERICAL EXPERIMENTS: ELEVATION DATASET

A. 3-D road network dataset

For testing on real data, we use an altitude dataset for road networks in North Jutland, Denmark [41]. The dataset covers a region of $185 \times 135 km^2$ and comprises of elevation measurements in metres at 434874 locations sampled along physical roads. In the past, this dataset has been mostly used in unsupervised learning tasks or in applications that require accurate elevation information, e.g. eco-routing [42]. For the purpose of evaluation, the objective is to
locate the region with the highest elevation in the map. Two such regions are clearly visible from the elevation heat map as shown in Fig. 7.

To simulate the uniform grids assumed by the algorithms under consideration, if the data at a sampled location is missing, we fill it in by selecting the nearest available sample. A fixed grid size of $n \times n$ is used for all experiments as mentioned earlier in Section IV. For all algorithms other than MS, we vary the number of collected samples by controlling the percentage of samples acquired on the $n \times n$ subgrid at each stage (denoted by the fraction $\alpha$). For the MS algorithm, the number of collected samples depends on the number of restarts $K$.

**B. Results**

To evaluate each approach, we use the location of the highest peak (see the map in Fig. 7) as ground truth. Average distance of the localization from the highest peak is then measured as a metric for accuracy of the algorithm which is plotted in Fig. 8 against the number of samples collected (normalized w.r.t. the field size). We expect that as the number of collected samples is increased the accuracy of localization should improve for each algorithm, resulting in a trade-off curve. This could happen through better accuracy of the smoothing or the low-rank reconstruction process as the number of samples is increased. Generally speaking, we do observe this to be true in Fig. 8 in terms of the absolute log-mean square error being lower for a grid size of $n = 100$ than for a grid size of $n = 50$.

We further note that all the algorithms based on matrix completion, viz. MConly, MCuni and PAMCUR, show very similar trade-off curves. The PAMCUR algorithm is somewhat more efficient at low sampling density ($n = 50$) owing to its built-in adaptive sampling strategy and hence yields better localization for the same number of collected samples. The MS algorithm, which only employs local search, performs poorly at higher sampling density ($n = 100$) which may be attributed to the formation of multiple noise induced local peaks. Finally, we note that the best localization accuracy trade-off on $n = 100$ sized grid is achieved by the interp algorithm, which is not at all surprising since an exhaustive search is performed by this algorithm on the completed 2D-grid and the higher sampling density ensures sufficient smoothness. For $n = 50$, smoothness of the completed 2D-grid seems to be
inadequate for the interp algorithm to outperform other approaches.

Further confirmation of the efficacy of PAMCUR for low sampling density is evident from Fig. 9 where the decrease in
a) the size of the localization area (Fig. 9a), and
b) the localization error (Fig. 9b)

have been plotted against increase in the number of samples, for different intra-stage sampling fractions $\alpha$. It is clear that the trade-off vs number of samples is better for lower values of $\alpha$, subject to $\alpha$ being greater than the information theoretic lower limit for PAMCUR. This lower limit seems to be somewhere between $\alpha = 0.3$ and $\alpha = 0.4$ since we did not get interpretable results for the former while the latter gave algorithmic convergence. Finally, we make the pleasing observation that the initial rate of error reduction in the peak estimate as well as the rate of shrinkage of the localization bounding box is at a geometric rate and occurs with high probability over the realization of the sampling locations. This is in agreement with our theoretical result in Theorem 2.

VII. CONCLUSIONS

In this paper, the problem of target localization from incomplete samples of the target field was examined with the goal of reducing the number of samples necessary to solve the problem by utilizing the structural properties of the target field. An algorithm (PAMCUR) was presented that exploited separability and unimodality of the decaying field around the target to use a low-rank matrix completion based approach coupled with unimodal regression at multiple resolutions, and a theoretical trade-off analysis between sampling density, noise level and convergence rate of localization was developed. Knowledge of exact decay profiles was shown to be unnecessary. It was demonstrated
(somewhat surprisingly) that Laplacian fields achieve better localization vs accuracy trade-off under a fixed sampling budget, as compared to Gaussian or Cauchy fields. Numerical experiments and comparisons on synthetic and real datasets were performed to test the efficacy and robustness of the presented approach, and the results demonstrated the advantages of the PAMCUR algorithm (for low sampling density) over other approaches based on mean-shift clustering, surface interpolation and naive low-rank matrix completion with peak detection.
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**APPENDIX A**

**PROOF OF THEOREM 1**

We let \( P_u = uu^T \) and \( P_v = vv^T \) respectively denote the matrices projecting onto the vectors \( u \) and \( v \), and let \( P_{u^\perp} = I - P_u \) and \( P_{v^\perp} = I - P_v \) denote the projection matrices onto the respective orthogonal complement spaces. We have,

\[
\|Z\|_F^2 = \|(P_u + P_{u^\perp})Z(P_v + P_{v^\perp})\|_F^2 = \|P_u Z P_v + P_u Z P_{v^\perp} + P_{u^\perp} Z P_v + P_{u^\perp} Z P_{v^\perp}\|_F^2 \\
\geq \|P_u Z P_v\|_F^2 + \|P_u Z P_{v^\perp}\|_F^2 + \|P_{u^\perp} Z P_v\|_F^2 + \|P_{u^\perp} Z P_{v^\perp}\|_F^2.
\]

where (17b) follows from (17a) since each term within the \( \|\cdot\|_F^2 \) expression in (17a) is orthogonal to the other three terms w.r.t. the standard trace inner product over the vector space of \( n \times n \) real matrices. Furthermore, we neglect the last term in (17b) since we anticipate it to be small in the high SNR regime. This is because the dominant singular vectors \((u, v)\) of \( \bar{H} \) should be a good approximation of the true singular vectors \((u_0, v_0)\) at high SNR so that projecting \( u_0 \) (respectively \( v_0 \)) on to the orthogonal complement space \( u^\perp \) (respectively \( v^\perp \)) should incur only a small amount of energy. We can evaluate each of the terms on the r.h.s. of (17c) as below.

\[
\|P_u Z P_v\|_F = \|\langle \sigma_0(u_0, u), \langle u_0, v \rangle - \sigma \rangle u v^T + 0 \|_F = |\langle \sigma_0(u_0, u), \langle u_0, v \rangle - \sigma \rangle|.
\]

\[
\|P_u Z P_{v^\perp}\|_F = \|\sigma_0(u_0, u)u v_0^T P_{v^\perp} + 0 \|_F = |\langle u_0, u \rangle |\sigma_0| |\langle v_0, v \rangle P_{v^\perp} |_F
\]

\[
\|P_{u^\perp} Z P_v\|_F = \|\sigma_0 P_{u^\perp}(u_0) \langle v_0, v \rangle v^T + 0 \|_F = |\langle v_0, v \rangle |\sigma_0| |P_{u^\perp}(u_0) |_F
\]

For brevity of notation we let \( \alpha = \langle u_0, u \rangle \in [-1,1] \) and \( \beta = \langle v_0, v \rangle \in [-1,1] \). From the assumptions of the theorem, \( \|Z\|_F \leq \zeta \) and combining this with (17) and (18) implies

\[
\zeta^2 \geq (\sigma_0 \alpha \beta - \sigma)^2 + \sigma_0^2 \alpha^2 (1 - \beta^2) + \sigma_0^2 \beta^2 (1 - \alpha^2) = \sigma^2 - 2\sigma_0 \alpha \beta \sigma_0^2 \alpha^2 \beta^2 + \sigma_0^2 (\alpha^2 + \beta^2) \\
\geq \sigma^2 - 2\sigma_0 \alpha \beta \sigma_0^2 \alpha^2 \beta^2 + 2\sigma_0^2 |\alpha \beta|,
\]
we have \( \alpha \beta \) where (19b) was obtained from (19a) using the relation \( \beta > \) (see Fig. 10 as an aid to visualization). Therefore, \( OA, OB \) and \( OC \) are all unit length line segments and the inner

The proof proceeds by bounding

\( \langle u, v \rangle \)

Thus proving the theorem.

\( \angle \)

Fig. 10. A three dimensional embedding of vectors \( u_M, u \) and \( u_0 \) for aiding visualization in proof of Theorem 2.

where (19b) was obtained from (19a) using the relation \( \alpha^2 + \beta^2 \geq 2|\alpha \beta| \). Because the signs of \( u \) and \( v \) can be switched globally without changing the estimate \( \sigma u v^T \), \( w.l.o.g. \) we assume \( \alpha = \langle u, u_0 \rangle \geq 0 \). We have

\[
\sigma_0^2 \alpha^2 \beta^2 + 2\sigma_0 \alpha (\sigma \beta - \sigma_0 |\beta|) + \zeta^2 - \sigma^2 \geq 0,
\]

which is a quadratic inequality in \( \alpha, \beta \). If (20) were satisfied with equality, then the corresponding quadratic equation w.r.t. the variable \( \sigma_0 \alpha \) would have roots in the set \( \{ \beta^{-2} \left[ (\sigma_0 |\beta| - \sigma_\beta) \pm \sqrt{(\sigma_0 |\beta| - \sigma_\beta)^2 - \beta^2 (\zeta^2 - \sigma^2)} \right] \} \), by the quadratic formula. Since \( \zeta \leq \sigma \) from the premise of the theorem, the two roots are of opposite signs. Further, \( \sigma_0 \alpha \geq 0 \) by assumption and therefore, to satisfy (20), \( \sigma_0 \alpha \) must be greater than or equal to the larger root. Thus, we have

\[
\sigma_0 \alpha \geq \beta^{-2} \left[ (\sigma_0 |\beta| - \sigma_\beta) + \sqrt{(\sigma_0 |\beta| - \sigma_\beta)^2 - \beta^2 (\zeta^2 - \sigma^2)} \right] > \beta^{-2} (\sigma_0 |\beta| - \sigma_\beta).
\]

(21)

Since \( \alpha \leq 1 \) and \( |\beta| \leq 1 \), assuming \( \beta < 0 \) leads to (21) implying that

\[
\sigma_0 \geq \sigma_0 \alpha > \beta^{-2} (\sigma_0 |\beta| - \sigma_\beta) = \beta^{-2} (\sigma_0 |\beta| + \sigma_\beta) = (\sigma_0 + \sigma)/|\beta| \geq \sigma_0 + \sigma,
\]

which is a clear contradiction. Hence, \( \beta > 0 \) and the left inequality in (21) yields the joint bound

\[
\alpha \beta \geq \frac{\beta^{-1} (\sigma_0 |\beta| - \sigma_\beta) + \sqrt{(\sigma_0 |\beta| - \sigma_\beta)^2 - \beta^2 (\zeta^2 - \sigma^2)}}{\sigma_0} \geq \left( 1 - \frac{\sigma}{\sigma_0} \right) + \sqrt{\left( 1 - \frac{\sigma}{\sigma_0} \right)^2 + \left( \frac{\sigma}{\sigma_0} \right)^2 - \left( \frac{\zeta}{\sigma_0} \right)^2},
\]

(23)

thus proving the theorem.

APPENDIX B

PROOF OF THEOREM 2

We shall use \( \zeta, \sigma, u \) and \( v \) as defined in the steps (S3) and (S4) of Algorithm 1, and \( \eta(\sigma, \sigma_0, \zeta) \) as defined in Theorem 1. The proof proceeds by separately bounding \( (l^R - l^L) \) and \( (l^R - l^L) \). We shall only derive the bound on \( (l^R - l^L) \) since both bounds follow from the same sequence of steps.

Theorem 1 and Lemma 1 together imply that \( \langle u_0, u \rangle \langle v_0, v \rangle \geq \eta(\sigma, \sigma_0, \zeta) \geq \sqrt{1 - \zeta^2/\sigma^2} \). Since \( |\langle u_0, v \rangle| \leq \|u_0\|_2 \|v\|_2 \leq 1 \) (respectively \( |\langle u_0, u \rangle| \leq \|u_0\|_2 \|u\|_2 \leq 1 \)) by the Cauchy-Schwartz inequality, we have \( \|u_0 \|_2 \geq \sqrt{1 - \zeta^2/\sigma^2} \) (respectively \( \|u_0 \| \geq \sqrt{1 - \zeta^2/\sigma^2} \)) and that Problem \( P_2(n, \zeta, \sigma, u) \) is feasible at step (S4) of Algorithm 1 (otherwise \( \langle u_0, u \rangle < 0 \) implying that \( \langle u_0, -u \rangle \geq \sqrt{1 - \zeta^2/\sigma^2} \) and that Problem \( P_2(n, \zeta, \sigma, -u) \) is feasible). Let \( (z^L_1, l^L_1) \) denote a solution to Problem \( P_2(n, \zeta, \sigma, u) \). It is clear from the constraints in Problem (P2) that \( z^L_1 \) is a unimodal vector and satisfies \( \langle z^L_1, u \rangle \geq \|z^L_1\|_2 \sqrt{1 - \zeta^2/\sigma^2} \). For brevity of notation, we set \( u_M = z^L_1 \|z^L_1\|_2 \) and get \( \langle u_M, u \rangle \geq \sqrt{1 - \zeta^2/\sigma^2} \). The proof proceeds by bounding \( \langle u_M, u_0 \rangle \) using the bounds on \( \langle u_M, u \rangle \) and \( \langle u_0, u \rangle \).

Let points A, B and C respectively represent the vectors \( u_M, u \) and \( u_0 \) in \( n \)-dimensional space with O as origin (see Fig. 10 as an aid to visualization). Therefore, OA, OB and OC are all unit length line segments and the inner products \( \langle u_M, u \rangle, \langle u_0, u \rangle \) and \( \langle u_M, u_0 \rangle \) are respectively equal to \( \cos \angle AOB, \cos \angle BOC \) and \( \cos \angle COA \). Using the
cosine rule from elementary trigonometry on triangle COA, we have

\[ AC = \sqrt{OA^2 + OC^2 - 2 \cdot OA \cdot OC \cdot \cos \angle COA} = \sqrt{2 - 2 \cdot \langle u_M, u_0 \rangle}. \]  

(24)

Similarly, using the cosine rule on triangles AOB and BOC respectively gives \( AB = \sqrt{2 - 2 \cdot \langle u_M, u \rangle} \) and \( BC = \sqrt{2 - 2 \cdot \langle u_0, u \rangle} \). By the triangle inequality, we have \( AC \leq AB + BC \) leading to

\[ \sqrt{2 - 2 \cdot \langle u_M, u_0 \rangle} \leq \sqrt{2 - 2 \cdot \langle u_M, u \rangle} + \sqrt{2 - 2 \cdot \langle u_0, u \rangle} \]

\[ \implies \sqrt{1 - \langle u_M, u_0 \rangle} \leq \sqrt{1 - \langle u_M, u \rangle} + \sqrt{1 - \langle u_0, u \rangle} \]

\[ \implies \sqrt{1 - \langle u_M, u_0 \rangle} \leq \sqrt{1 - \sqrt{1 - \zeta^2 / \sigma^2}} + \sqrt{1 - \sqrt{1 - \zeta^2 / \sigma^2}} \]

(25a)

\[ \implies 1 - \langle u_M, u_0 \rangle \leq 4 \cdot \left(1 - \sqrt{1 - \zeta^2 / \sigma^2}\right) \]

\[ \implies \langle u_M, u_0 \rangle \geq 1 - 4 \cdot \left(1 - \sqrt{1 - \zeta^2 / \sigma^2}\right) = 4\sqrt{1 - \zeta^2 / \sigma^2} - 3 \triangleq \zeta' \]

(25b)

where (25a) uses the lower bounds on the inner products \( \langle u_M, u \rangle \) and \( \langle u_0, u \rangle \). For the r.h.s. of (25b) to be a useful bound, we need it to be positive, or equivalently, \( \sqrt{1 - \zeta^2 / \sigma^2} > 3/4 \iff \zeta^2 / \sigma^2 < 7/16 \), which is assumed in the premise of this theorem.

Let us refer to Problems \( P_3 \) and \( P_4 \) as Problems \( P_3(l^*, \rho, v) \) and \( P_4(l^*, v) \) to make the dependence on the parameters \( l^*, \rho \) and \( v \) explicit. From the premise of the theorem, \( u_0 \geq 0 \) is a unimodal vector with its peak at the index \( l_0^0 \). Recall that \( u_M \) is also a unimodal vector with its peak at index \( l_1^0 \), and suppose w.l.o.g. that \( l_1^0 \leq l_0^0 \). It is clear that \( u_M \) is feasible for Problem \( P_3(l_1^0, u_0) \) and (25b) implies that \( -\langle u_M, u_0 \rangle \leq -\zeta' \). By Lemma 3, we can assume that \( u_M \geq 0 \) and that \( u_M \) is feasible for Problem \( P_3(l_1^0, \zeta', u_0) \). Next, using Lemma 2, we get the bound in (13) provided that the restrictions on \( k_L, k_R \) and \( \delta \) are satisfied. In the notation for Problem \( P_3(l_1^0, \zeta', u_0) \), (13) says that

\[ (\zeta')^2 \leq (1, u_0)^2 \left(\delta^2 - 2\delta \langle 1, u_0 \rangle\right) \cdot (k_L + k_R + 1) + \delta^2(k_L + k_R + 1)^2 \triangleq h(\delta) \]  

(26)

is true for any integers \( 0 \leq k_L \leq l_1^0 - l_1^0 - l_1^0, 0 \leq k_R \leq n - l_1^0 \), and any \( \delta \in \mathbb{R}_+ \) satisfying

\[ \delta = \frac{(1, u_0(j + 1 : n))}{(l_1^0 + k_R - j)}, \quad \forall j \in \{l_1^0 - k_L - 1, \ldots, l_1^0 + k_R - 1\}. \]

(27)

We will use \( k_L = l_1^0 - l_1^0 \) and \( k_R = 0 \). Invoking Lemma 4 on \( u_0 \) implies that \( (1, u_0(j + 1 : n))/(l_1^0 - j) \) is monotonically non-decreasing in \( j \) over \( 1 \leq j \leq l_1^0 - 1 \). Hence, the dominating bound in (27) is obtained for \( j = l_1^0 - k_L - 1 = l_1^0 - 1 \). This gives the largest permissible value of \( \delta \) as \( \delta_* = \langle 1, u_0(l_1^0 : n) \rangle/(l_1^0 - l_1^0 + 1) \), leading to

\[ h(\delta_*) = \langle 1, u_0 \rangle^2 + \delta_*^2(1, u_0)(l_1^0 - l_1^0 + 1) + \delta_*^2(l_1^0 - l_1^0 + 1)^2 \]

\[ = \langle 1, u_0 \rangle^2 - 2(1, u_0)\delta_*\langle 1, u_0 \rangle(l_1^0 - l_1^0 + 1) + \delta_*^2(l_1^0 - l_1^0 + 2)(l_1^0 - l_1^0 + 1) \]

\[ = \langle 1, u_0 \rangle^2 - 2(1, u_0)\langle 1, u_0(l_1^0 : n) \rangle + \frac{l_1^0 - l_1^0 + 2}{l_1^0 - l_1^0 + 1}(1, u_0(l_1^0 : n))^2 \]

\[ = \left(\langle 1, u_0 \rangle - \langle 1, u_0(l_1^0 : n) \rangle\right)^2 + \frac{(1, u_0(l_1^0 : n))^2}{l_1^0 - l_1^0 + 1} \]

(28)

where the last inequality follows from the premise \( \langle 1, u_0 \rangle = \|u_0\|_1 \leq \rho_u\sqrt{n} \) and using \( l_1^0 - 1 < l_1^0 \leq l_1^{bl} \) with
We further have
\[ (\zeta')^2 = h(\delta_u) < \frac{1}{2} (\zeta')^2 + \frac{\rho_u^2 n}{l_t^R - l_t^L + 1} \]
\[ l_t^R - l_t^L < \frac{2\rho_u^2 n}{(\zeta')^2 - 1} \tag{29} \]

Note that step (S5) of Algorithm 1 essentially uses Problem \( P_2(n, \zeta, \sigma, u) \) to find \( l_t^R \), just like step (S4) except that we are now looking for the maximum index \( l \) permitting Problem \( P_2(n, \zeta, \sigma, u) \) to be feasible. Hence, all arguments in the preceding three paragraphs are still valid with \( u_M \) now representing a unimodal vector with its peak at index \( l_t^R \) and \( l_t^R \geq l_t^L \). Analogous to (29), this leads to the bound
\[ l_t^R - l_t^L < \frac{4\rho_u^2 n}{(\zeta')^2 - 2} < \frac{4\rho_u^2 n}{(\zeta')^2} \tag{30} \]
which, when added to (29) gives
\[ l_t^R - l_t^L < \frac{4\rho_u^2 n}{(\zeta')^2} - 2 < \frac{4\rho_u^2 n}{(\zeta')^2}. \tag{31} \]

All arguments in this proof w.r.t. \( u_0 \) can be duplicated w.r.t. \( v_0 \), starting at the second paragraph from \( |\langle v_0, v \rangle| \geq \sqrt{1 - \zeta^2}/\sigma^2 \). Hence, analogous to (31), we can derive an upper bound on \( l_t^R - l_t^L \) which when multiplied with (31) gives (12) and completes the proof.

**APPENDIX C**
**PROOF OF LEMMA 2**

We shall reason about the feasibility of Problem (P3) by studying the closely related optimization problem (P4). Using Lemma 3, solutions to Problem (P4) can be translated to and from Problem (P3). Thus, it suffices to show that under the assumptions of this lemma, it is necessary for the inequality in (13) to hold if the optimal value of Problem (P4) is not to exceed \( -\rho \).

The unimodality constraints (first two constraints) in Problem (P4) can be written more compactly as a linear inequality constraint \( Az \leq 0 \) where \( A \in \mathbb{R}^{(n-1) \times n} \) is a bidiagonal matrix with non-zero elements
\[ A(j, j : j + 1) = \begin{cases} (1, -1), & 1 \leq j \leq l^* - 1, \\ (-1, 1), & l^* \leq j \leq n - 1. \end{cases} \tag{32} \]
The Lagrangian for Problem (P4) is
\[ \mathcal{L}(z; \lambda, \mu) = -\langle z, v \rangle + \lambda^T Az + \mu \left( \| z \|_2^2 - 1 \right) = z^T \left( A^T \lambda - v \right) + \mu z^T z - \mu \tag{33} \]
and its partial first and second derivatives w.r.t. \( z \) are \( \frac{\partial}{\partial z} \mathcal{L}(z; \lambda, \mu) = A^T \lambda - v + 2\mu z \) and \( \frac{\partial^2}{\partial z^2} \mathcal{L}(z; \lambda, \mu) = 2\mu I \) respectively. Clearly, \( \mathcal{L}(z; \lambda, \mu) \) is minimized w.r.t. \( z \) at \( z = (v - A^T \lambda)/(2\mu) \) for \( \mu > 0 \), implying that the Lagrangian dual function is
\[ g(\lambda, \mu) = \inf_z \mathcal{L}(z; \lambda, \mu) = -\frac{1}{2\mu} \| v - A^T \lambda \|_2^2 + \mu \left( \frac{1}{4\mu^2} \| v - A^T \lambda \|_2^2 - 1 \right) = -\frac{1}{4\mu} \| v - A^T \lambda \|_2^2 - \mu. \tag{34} \]
We further have \( \frac{\partial}{\partial \mu} g(\lambda, \mu) = \frac{(4\mu^2)^{-1}}{2} \| v - A^T \lambda \|_2^2 - 1 \) so that \( g(\lambda, \mu) \) is maximized w.r.t. \( \mu \) for \( \mu > 0 \) at \( \mu = \| v - A^T \lambda \|_2^2/2 \). Let \( z_{opt} \) be a solution to Problem (P4). From (34), we have
\[ \sup_{\mu} g(\lambda, \mu) = -\frac{1}{4\mu} (2\mu)^2 - \mu = -2\mu = -\| v - A^T \lambda \|_2 \tag{35} \]
and using weak duality for Problem (P4) gives
\[ -\langle z_{opt}, v \rangle \geq \sup_{\lambda \geq 0} \sup_{\mu} g(\lambda, \mu) = \sup_{\lambda \geq 0} -\| v - A^T \lambda \|_2 = -\inf_{\lambda \geq 0} \| v - A^T \lambda \|_2. \tag{36} \]
Lemma 3 says that for feasibility of Problem (P_3), we must have $-\langle z_{opt}, v \rangle \leq -\rho$ which implies that $\rho \leq \|v - A^T \lambda\|_2$ for every $\lambda \in \mathbb{R}^n_+$. Next, we make an appropriate choice of $\lambda \geq 0$ to get the inequality in (13).

Let $0 \leq k_L \leq l^0 - l^*$ and $0 \leq k_R \leq n - l^0$ denote integers and let $\delta > 0$ be a real number, all chosen arbitrarily. The vector $w^T \equiv \lambda^T A$ can be expressed piecewise as

$$w(j) = \begin{cases} 
\lambda(1), & j = 1, \\
\lambda(j) - \lambda(j - 1), & 2 \leq j \leq l^* - 1, \\
-\lambda(l^*) - \lambda(l^* - 1), & j = l^*, \\
-\lambda(j) + \lambda(j - 1), & l^* + 1 \leq j \leq n - 1, \\
\lambda(n - 1), & j = n.
\end{cases}$$

(37)

We select $\lambda$ such that $w$ satisfies

$$w(j) = \begin{cases} 
v(j), & 1 \leq j \leq l^0 - k_L - 1, j \neq l^*, \\
v(j) - \delta, & l^0 - k_L \leq j \leq l^0 + k_R, \\
v(j), & l^0 + k_R + 1 \leq j \leq n.
\end{cases}$$

(38)

We do not explicitly set $w(l^*)$ but require it to satisfy the consistency of assignments using (37) and (38). We solve for $\lambda(1 : l^* - 1)$ recursively element-wise starting from $\lambda(1)$ and for $\lambda(l^* : n - 1)$ recursively element-wise starting from $\lambda(n - 1)$. We get

$$\lambda(j) = \begin{cases} 
\sum_{k=1}^{j} v(k), & 1 \leq j \leq l^* - 1, \\
-(k_R + k_L + 1)\delta + \sum_{k=j+1}^{n} v(k), & l^* \leq j \leq l^0 - k_L - 2, \\
-(l^0 + k_R - j)\delta + \sum_{k=j+1}^{n} v(k), & l^0 - k_L - 1 \leq j \leq l^0 + k_R - 1, \\
\sum_{k=j+1}^{n} v(k), & l^0 + k_R \leq j \leq n - 1,
\end{cases}$$

(39)

and for consistency, we have

$$w(l^*) = -\lambda(l^* - 1) - \lambda(l^* - 1) = (k_R + k_L + 1)\delta + v(l^*) - \langle 1, v \rangle.$$  

(40)

Since $\lambda \geq 0$ is needed, we must ensure in (39) that $-(l^0 + k_R - j)\delta + \langle 1, v(j + 1 : n) \rangle \geq 0$ for every $l^0 - k_L - 1 \leq j \leq l^0 + k_R - 1$, or equivalently, (14) should hold to guarantee $\lambda(l^0 - k_L - 1 : l^0 + k_R - 1) \geq 0$. Since $v \geq 0$, we already have $\lambda(1 : l^* - 1) \geq 0$ and $\lambda(l^0 + k_R : n - 1) \geq 0$ in (39). Further, $\lambda(l^* : l^0 - k_L - 2) \geq 0$ follows from (14) with $j = l^0 - k_L - 1$ and the simple observation that $\lambda(l^*) \geq \lambda(l^* + 1) \geq \cdots \geq \lambda(l^0 - k_L - 1) \geq 0$. With $w = A^T \lambda$ satisfying (38) and (40), we get

$$\rho^2 \leq \|v - A^T \lambda\|_2^2 = \|v(l^*) - w(l^*)\|_2^2 + \|v(l^0 - k_L : l^0 + k_R) - w(l^0 - k_L : l^0 + k_R)\|_2^2 = ((k_R + k_L + 1)\delta - \langle 1, v \rangle)^2 + \delta^2 \cdot (l^0 + k_R - l^0 + k_L + 1)^2 = \langle 1, v \rangle^2 - 2\delta \langle 1, v \rangle(k_R + k_L + 1) + \delta^2(k_R + k_L + 1)^2 + \delta^2(k_R + k_L + 1)^2 = \langle 1, v \rangle^2 + (\delta^2 - 2\delta \langle 1, v \rangle) \cdot (k_R + k_L + 1) + \delta^2(k_R + k_L + 1)^2,$$

(41)

completing the proof.

APPENDIX D
PROOF OF LEMMA 4

We will use mathematical induction. Let $f(j) \equiv \langle 1, v(j + 1 : n) \rangle/(l^0 - j)$ be defined over $1 \leq j \leq l^0 - 1$. We have $\langle 1, v(l^0 : n) \rangle \geq v(l^0)$ from element-wise non-negativity of $v$, and $v(l^0) \geq v(l^0 - 1)$ from unimodality of $v$. 
This leads to the induction basis
\[ f(l^0 - 2) - f(l^0 - 1) = \frac{1}{2} \langle 1, v(l^0 - 1 : n) \rangle - \frac{1}{2} \langle 1, v(l^0 : n) \rangle \]
\[ = \frac{v(l^0 - 1)}{2} - \frac{v(l^0 : n)}{2} \leq \frac{v(l^0 - 1) - v(l^0)}{2} \leq 0. \] (42)

For the inductive step, we have
\[ f(j - 1) = \frac{1}{(l^0 - j + 1)} v(j) + \frac{(l^0 - j)}{(l^0 - j + 1)} \langle 1, v(j + 1 : n) \rangle = \frac{v(j)}{(l^0 - j + 1)} + \frac{(l^0 - j)}{(l^0 - j + 1)} f(j), \] (43)

implying that \( f(j - 1) \) is a convex combination of \( v(j) \) and \( f(j) \). If \( v(j) \leq f(j) \) is true, then we would immediately have \( f(j - 1) \leq f(j) \) since \( f(j - 1) \) must lie on the real line between \( v(j) \) and \( f(j) \). From unimodality of \( v \), we have \( v(l^0) \geq v(l^0 - 1) \geq \cdots \geq v(j) \) and therefore
\[ v(j) = \frac{\sum_{k=j+1}^{l^0} v(k)}{l^0 - j} \leq \frac{\sum_{k=j+1}^{l^0} v(j + 1 : n)}{l^0 - j} = \frac{1}{l^0 - j} \langle 1, v(j + 1 : n) \rangle \leq \frac{1}{l^0 - j} f(j), \] (44)

completing the proof.

**Algorithm 2** Modified mean-shift based gradient ascent algorithm for sampling and peak detection on the current grid

**Input:** \( n \times n \) grid selected at the current stage  
**Output:** Location of peaks \( \mu_1, \mu_2, \ldots \) where the number of peaks is initially unknown  
**Steps:**

1. Set the maximum number of iterations to \( M \), and the size of window to \( \omega \)
2. Cluster index \( K \leftarrow 1 \)
3. for iter \( \leftarrow 1 \) to \( M \) do
4. Randomly select an initial location \( X \) on the map.
5. while \( X \) hasn’t already been visited do
6. // assuming we’re going to find a new peak
7. Mark \( X \) as visited and belonging to cluster \( K \)
8. Compute the new center of mass \( X_c \) within a window of size \( \omega \) around \( X \).
9. Compute the direction from \( X \) to \( X_c \) and quantize the angle into 8 equi-partitioned bins in \([0, 2\pi)\)
10. Update the position of \( X \) to one of the 8 adjacent positions based on the quantized direction
11. end while
12. Mark all points in this trail leading up to \( X \) as belonging to the same cluster as \( X \)
13. if \( X \) belongs to the new cluster \( K \) then
14. // new peak found
15. Append \( X \) as \( \mu_K \) to the set of peaks
16. \( K \leftarrow K + 1 \)
17. end if
18. end for
19. Return the highest peak among \( \mu_1, \mu_2, \ldots, \mu_K \)

**Appendix E**  
**Mean-shift based gradient ascent (MS) algorithm**

Assuming \( z_{opt} \geq 0 \), the second part of the lemma follows on observing that  
1) the constraint \( \| z_{opt} \|_2^2 = 1 \) is equivalent to the constraint \( \| z_{opt} \|_2 = 1 \),  
2) the optimal value of Problem \( (P_3) \) is \( -\langle z_{opt}, v \rangle \) and \( -\langle z_{opt}, v \rangle \leq -\rho \iff \langle z_{opt}, v \rangle \geq \rho \), and
3) the remaining constraints in Problem (P₃) are also present in Problem (P₄) and $z_{\text{opt}} \geq 0$.

To show the first part of the lemma, we start from an arbitrary solution $z_*$ for Problem (P₄) and transform it into a vector in $\mathbb{R}^n_+$ that is feasible for Problem (P₄) and gives the same or a better value of the objective function than $z_*$. If $z_* \geq 0$ then no transformation is necessary. Otherwise, we invoke the following sequence of arguments. For brevity, we refer to the first two constraints in Problem (P₄) as the unimodularity constraints.

1) If $z_*(l^*) < 0$, then form a vector $z' \in \mathbb{R}^n$ that agrees with $z_*$ on the indices $\{1, \ldots, n\} \setminus \{l^*\}$ and $z'(l^*) = |z_*(l^*)| > z_*(l^*)$. Clearly, $\|z'\|^2_2 = \|z_*\|^2_2 = 1$ and $z'$ satisfies the unimodularity constraints since $l^*$ is still the index of the largest element and the other elements are same as those in $z_*$. Further, $v(l^*) \geq 0$ implies that

$$(-\langle z', v \rangle) - (-\langle z_*, v \rangle) = \langle z_*, v \rangle - \langle z', v \rangle = z_*(l^*)v(l^*) - z'(l^*)v(l^*) = (z_*(l^*) - |z_*(l^*)|)v(l^*) \leq 0. \quad (45)$$

Thus, $z'$ is feasible for Problem (P₄) and is optimal w.r.t. the value of the objective function since $-\langle z', v \rangle \leq -\langle z_*, v \rangle$. Therefore, w.l.o.g. we subsequently assume $z_*(l^*) \geq 0$.

2) If $z_*(l^*) = 0$ then $z_* \leq 0$ implying that the optimal value of Problem (P₄) is $-\langle z_*, v \rangle = \langle -z_*, v \rangle \geq 0$ since $v \geq 0$. Define the vector $z' \in \mathbb{R}^n$ such that $z'(l^*) = 1$ and $z'(\{1, \ldots, n\} \setminus \{l^*\}) = 0$. Then, $z'$ has unit length and trivially satisfies the unimodularity constraints with peak at index $l^*$, making it feasible for Problem (P₄). Furthermore, $-\langle z', v \rangle = -v(l^*) \leq 0$ implies that $z'$ achieves an objective function value that is at least as good as $z_*$. Therefore, w.l.o.g. we may subsequently assume $z_*(l^*) > 0$.

3) Let $\Lambda \subseteq \{1, 2, \ldots, n\} \setminus \{l^*\}$ denote the set of indices on which $z_*$ is negative. Since $z_*$ is monotonically non-decreasing on the index set $\{1, 2, \ldots, l^* - 1\}$, $\Lambda_1 \triangleq \Lambda \cap \{1, 2, \ldots, l^* - 1\}$ is either empty or is the contiguous set $\{1, 2, \ldots, |\Lambda_1|\}$. By an analogous reasoning, $\Lambda_2 \triangleq \Lambda \cap \{l^* + 1, l^* + 2, \ldots, n\}$ is either empty or is the contiguous set $\{n - |\Lambda_2| + 1, n - |\Lambda_2| + 2, \ldots, n\}$. Consider a vector $z' \in \mathbb{R}^n$ such that $z'(\Lambda) = 0$ and $z'(\Lambda^c) = z_*(\Lambda^c)/\|z_*(\Lambda^c)\|_2$. Since $l^* \in \Lambda^c$ and $z_*(l^*) > 0$, $\|z_*(\Lambda^c)\|_2 > 0$ and $z'(\Lambda^c)$ is well defined. Clearly, $\|z'\|^2_2 = 1$ and $z'$ satisfies the unimodularity constraints because

a) on index subset $\Lambda^c$, $z'$ is a positively rescaled version of $z_*$ and thus honors the element-wise inequality constraints,

b) on index subset $\Lambda$, $z'$ coincides with a zero vector and trivially satisfies the unimodularity constraints with equality, and
c) the boundary cases $0 = z'(\{|\Lambda_1|\}) \leq z'(\{|\Lambda_1| + 1\})$ and $z'(n - |\Lambda_2|) \geq z'(n - |\Lambda_2| + 1) = 0$ are also satisfied since $z'(\{|\Lambda_1| + 1\})$ and $z'(n - |\Lambda_2|)$ are non-negative by definition of $\Lambda_1$ and $\Lambda_2$.

Further, using the non-negativity of $v$,

$$(-\langle z', v \rangle) - (-\langle z_*, v \rangle) = \langle z_*, v \rangle - \langle z', v \rangle = \langle z_*(\Lambda), v(\Lambda) \rangle + \langle z_*(\Lambda^c), v(\Lambda^c) \rangle - \langle z'(\Lambda^c), v(\Lambda^c) \rangle$$

$$\leq 0 + \frac{\|z_*(\Lambda^c)\|_2 - 1}{\|z_*(\Lambda^c)\|_2} \langle z_*(\Lambda^c), v(\Lambda^c) \rangle \leq 0,$$

where the first inequality is because $-z_*(\Lambda) > 0 \implies \langle -z_*(\Lambda), v(\Lambda) \rangle \geq 0$ and the second inequality is because $0 < \|z_*(\Lambda^c)\|_2 \leq \|z_*\|_2 = 1$ and $z_*(\Lambda^c) \geq 0 \implies \langle z_*(\Lambda^c), v(\Lambda^c) \rangle \geq 0$. Thus, $z'$ is feasible for Problem (P₄), satisfies $z' \geq 0$ and is optimal w.r.t. the value of the objective function, since $-\langle z', v \rangle \leq -\langle z_*, v \rangle$. Therefore, w.l.o.g. we can assume $z_* \geq 0$, completing the proof.

APPENDIX G

PROOF OF LEMMA 1

Setting $x = \zeta/\sigma_0$ and $y = \sigma/\sigma_0$ we have $0 \leq \zeta \leq \sigma \leq \sigma_0 \iff 0 \leq x \leq y \leq 1$. We also have $\sqrt{1 - \zeta^2/\sigma^2} = \sqrt{1 - x^2/y^2}$ and $\eta(\sigma, \sigma_0, \zeta) = (1 - y) + \sqrt{(1 - y)^2 + y^2 - x^2}$ from (10). To prove the result, it thus suffices to show that

$$f(x, y) \triangleq \eta(\sigma, \sigma_0, \zeta) - \sqrt{1 - \zeta^2/\sigma^2} = (1 - y) + \sqrt{(1 - y)^2 + y^2 - x^2} - \sqrt{1 - x^2/y^2} \quad (47)$$

is non-negative over the domain $0 \leq x \leq y \leq 1$. We have

$$f(0, y) = (1 - y) + \sqrt{(1 - y)^2 + y^2} - \sqrt{1} = \sqrt{(1 - y)^2 + y^2 - y} \geq 0. \quad (48)$$
We further have
\[
\frac{\partial}{\partial x} f(x, y) = \frac{\partial}{\partial x} \left( \sqrt{(1-y)^2 + y^2 - x^2} - \sqrt{1-x^2/y^2} \right)
= \frac{-x}{\sqrt{(1-y)^2 + y^2 - x^2}} - \frac{-x/y^2}{\sqrt{1-x^2/y^2}} = \frac{-x}{\sqrt{(1-y)^2 + y^2 - x^2}} + \frac{x}{y \sqrt{y^2 - x^2}}
\]
(49)

Since
\[
\frac{\partial}{\partial x} f(x, y) \geq 0 \iff \frac{x}{y \sqrt{y^2 - x^2}} \geq \frac{1}{\sqrt{(1-y)^2 + y^2 - x^2}} \iff \frac{1}{y \sqrt{y^2 - x^2}} \geq \frac{1}{\sqrt{(1-y)^2 + y^2 - x^2}}
\]
(50a)
\[
\iff y \sqrt{y^2 - x^2} \leq \sqrt{(1-y)^2 + y^2 - x^2} \iff y^2 (y^2 - x^2) \leq (1-y)^2 + y^2 - x^2
\]
(50b)
\[
\iff 0 \leq (1-y)^2 + (1-y^2)(y^2 - x^2)
\]
(50c)
is true over $0 \leq x \leq y \leq 1$, it follows that $\frac{\partial}{\partial x} f(x, y) \geq 0$ over $0 \leq x \leq y \leq 1$. Thus, for every $y \in [0,1]$, $f(x, y)$ is increasing w.r.t. $x$ over $0 \leq x \leq y$ and $f(0, y)$ is non-negative. Therefore, $f(x, y) \geq f(0, y) \geq 0$ over $0 \leq x \leq y \leq 1$, completing the proof.

**Appendix H**

**Relaxing Positivity and Sampling Grid Assumptions in Algorithm 1**

For a non-square sampling grid of size $n_r \times n_c$, the sample complexity bound to guarantee success of low-rank matrix completion w.h.p. changes [26] to $|V| = O((n_r + n_c) \log^2 \max\{n_r, n_c\})$ and steps (S1) and (S2) in Algorithm 1 should be adjusted accordingly. Steps (S4) and (S5) should be changed to operate on Problem $P_2(n_r, \zeta, \sigma, \nu)$ to give $l_r^k, l_t^k \in \{1, 2, \ldots, n_r\}$, and analogously, step (S6) should operate on Problem $P_2(n_c, \zeta, \sigma, \nu)$ to give $l_c^k, l_t^k \in \{1, 2, \ldots, n_c\}$. The functional forms for $\zeta$ and $C(q, n)$ should change according to [5], however Theorem 1 is valid as is. Theorem 2 undergoes only a small change with $n$ being replaced by $n_r$ in all assumptions pertaining to $u_0$ and $n$ being replaced by $n_c$ for all assumptions about $v_0$, implying that $n^2$ in the localization bound (12) is replaced by $n_r \cdot n_c$.

To relax the positivity assumption on $H(\cdot)$, we note that Algorithm 1 works in exactly the same way even if only the weaker condition of $|u_0| \geq 0$ and $|v_0| \geq 0$ being unimodal is satisfied. This is apparent from examining the statements for Theorem 2 and Lemmas 2 and 3. The properties of positivity and unimodality of $u_0$ and $v_0$ are not used by Theorem 1, and by examining the proof of Theorem 2 we see that these properties of $u_0$ and $v_0$ are relevant only in the steps (S4) through (S6) of Algorithm 1 through the use of Problem $P_2$. We make the following claim without proof (note that the absolute value operator $|\cdot|$ is understood to act element-wise on vectors).

**Corollary 1.** Consider a modification of Algorithm 1 with all instances of Problem $P_2(n_r, \zeta, \sigma, \nu)$ replaced by Problem $P_2(n_r, \zeta, \sigma, |u|)$ and all instances of Problem $P_2(n_c, \zeta, \sigma, \nu)$ replaced by Problem $P_2(n_c, \zeta, \sigma, |v|)$. The conclusion of Theorem 2 holds for this modified algorithm under the weaker assumption of $|u_0| \geq 0$ and $|v_0| \geq 0$ being unimodal vectors with respective peaks at $l_r^0$ and $l_t^0$, where $H = \sigma_0 u_0 v_0^T$ is the SVD of the not necessarily positive matrix $H \in \mathbb{R}^{n \times n}$, provided that all other assumptions of Theorem 2 remain unchanged.

**Appendix I**

**Coherence Computation**

We follow the definitions laid out in [26]. Let $H = \sigma_0 u_0 v_0^T$ denote the SVD of $H$ and let $\nu > 0$ denote the coherence parameter defined as the minimum value of $\nu_0$ satisfying the bounds
\[
\max_{i,j} |\langle u_0, e_i \rangle|^2 + |\langle v_0, e_j \rangle|^2 \leq \frac{2\nu_0}{\sqrt{n}} \quad \text{and} \quad \max_{i,j} |\langle u_0, e_i \rangle|^2 \cdot |\langle v_0, e_j \rangle|^2 \leq \frac{\nu_0}{n}.
\]
(51)
Since $H$ is formed by discretization of the function $H(y) = F(y_c)G(y_t)$, for high enough resolution of discretization, we can write

$$
\mu(u_0) = \max_i \frac{\max |(u_0, e_i)|^2}{\|u_0\|^2} \approx \max_i \left[ \frac{\int_{i/\sqrt{n}}^{(i+1)/\sqrt{n}} F(y_c)dy_c}{\sqrt{n}} \right] \left[ \frac{\int_{-1/2}^{1/2} F^2(y_c)dy_c}{\sqrt{n}} \right] \approx \max_i \left[ \frac{\sqrt{n} \int_{i/\sqrt{n}}^{(i+1)/\sqrt{n}} F(y_c)dy_c}{\sqrt{n}} \right] \left[ \frac{\int_{-1/2}^{1/2} F^2(y_c)dy_c}{\sqrt{n}} \right].
$$

(52)

where we have assumed $-1/2 \leq y_c \leq 1/2$. If the function $F(\cdot)$ is highly localized within $[-1/2, 1/2]$ then,

$$
\mu(u_0) = \frac{(1 - \gamma(n)) \operatorname{ess sup}_{y_c} F^2(y_c)}{\sqrt{n} \int_{-\infty}^{\infty} F^2(y_c)dy_c}.
$$

(53)

where the approximation factor $(1 - \gamma(n))$ encapsulates all of the foregoing approximations. Similarly,

$$
\mu(v_0) = \max_j \frac{\max |(v_0, e_j)|^2}{\|v_0\|^2} = \frac{(1 - \gamma'(n)) \operatorname{ess sup}_{y_t} G^2(y_t)}{\sqrt{n} \int_{-\infty}^{\infty} G^2(y_t)dy_t}.
$$

(54)

Equation (51) implies that

$$
\nu = \max \left\{ \frac{\sqrt{n}}{2} \left( \mu(u_0) + \mu(v_0) \right), \eta \mu(u_0) \mu(v_0) \right\}.
$$

(55)

Barring the approximation factors of $(1 - \gamma(n))$ and $(1 - \gamma'(n))$, it is clear that $\sqrt{n} \mu(u_0)$ and $\sqrt{n} \mu(v_0)$ are independent of $n$ as long as the approximations in (52), (53) and (54) are valid. In particular, the coherence parameter $\nu$ is unchanged by sub-sampling on a $\sqrt{g} \times \sqrt{g}$ uniform grid as long as $\gamma(n) \approx \gamma(g)$ and $\gamma'(n) \approx \gamma'\gamma(g)$.

A. Exponential Fields

Let $H(y) = H_0 \exp(-a_c |y_c|^p_c - a_t |y_t|^p_t)$ with $F(y_c) = \sqrt{\Pi_0} \exp(-a_c |y_c|^p_c)$ and $G(y_t) = \sqrt{\Pi_0} \exp(-a_t |y_t|^p_t)$. We have

$$
\mu(u_0) = \frac{\operatorname{ess sup}_{y_c} \exp(-2a_c |y_c|^p_c)}{\sqrt{n} \int_{-\infty}^{\infty} \exp(-2a_c |y_c|^p_c)dy_c} = \frac{1}{2\sqrt{n}} \left( \int_0^\infty \exp(-2a_c y_c^{p_c})dy_c \right)^{-1}
$$

(56a)

$$
= \frac{1}{2\sqrt{n}} \left( \frac{1}{p_c (2a_c)^{1/p_c}} \int_0^\infty t^{1/p_c - 1} \exp(-t)dt \right)^{-1}
$$

(56b)

$$
= \frac{(2a_c)^{1/p_c}}{\sqrt{n}(2/p_c) \Gamma(1/p_c)},
$$

(56c)

where (56b) is obtained from (56a) by the change of variables $t = 2a_c y_c^{p_c}$, and (56c) uses the definition of the $\Gamma$-function. Similarly,

$$
\mu(v_0) = \frac{(2a_t)^{1/p_t}}{\sqrt{n}(2/p_t) \Gamma(1/p_t)}
$$

(57)

and the coherence parameter is determined as in (55).
B. Power Law Fields

Let \( H(y) = H_0(a_c + |y_c|^{p_c})^{-1}(a_r + |y_r|^{p_r})^{-1} \) with \( F(y_c) = \sqrt{H_0(a_c + |y_c|^{p_c})^{-1}} \) and \( G(y_r) = \sqrt{H_0(a_r + |y_r|^{p_r})^{-1}}. \) We have

\[
\mu(u_0) = \frac{\text{ess sup}_{y_c} (a_c + |y_c|^{p_c})^{-2}}{\sqrt{n}} \left( \int_{-\infty}^{\infty} (a_c + |y_c|^{p_c})^{-2} \, dy_c \right)^{-1} = \frac{1}{2a_c^2 \sqrt{n}} \left( \int_{0}^{\infty} (a_c + y_c^{p_c})^{-2} \, dy_c \right)^{-1}
\]

\[\text{(58a)}\]

\[
= \begin{cases} 
\frac{1}{2a_c^2 \sqrt{n}} \left( \frac{(\pi/p_c)(1-1/p_c)}{a_c^{2-1/p_c} \sin(\pi/p_c)} \right)^{-1}, & p_c \in \left(\frac{1}{2}, 1\right) \cup (1, \infty) \\
\frac{1}{2a_c^2 \sqrt{n}} (1)^{-1}, & p_c = 1 \\
\end{cases}
\]

\[\text{(58b)}\]

\[
= \begin{cases} 
\frac{p_c^2 \sin(\pi/p_c)}{2\sqrt{n} \pi (p_c-1)a_c^{1/p_c}}, & p_c \in \left(\frac{1}{2}, 1\right) \cup (1, \infty) \\
\left(2a_c^2 \sqrt{n}\right)^{-1}, & p_c = 1 \\
\end{cases}
\]

\[\text{(58c)}\]

where \(\text{(58b)}\) was obtained from \(\text{(58a)}\) by considering the following cases. For \(p_c = 1\), we have

\[
\int_{0}^{\infty} (a_c + y_c^{p_c})^{-2} \, dy_c = \int_{0}^{\infty} (a_c + y_c)^{-2} (a_c + y_c)^{-1} \bigg|_{y_c=0}^{\infty} = a_c^{-1}.
\]

\[\text{(59)}\]

For \(p_c > 1\), we invoke the definite integral formula

\[
\int_{0}^{\infty} \frac{t^{m} \, dt}{(t^n + a^n)^r} = \frac{(-1)^{r-1} \pi a^{m+1-nr} \cdot \Gamma[(m+1)/n]}{n \sin[(m+1)\pi/n] \cdot (r-1)! \cdot \Gamma[(m+1)/n - r + 1]}
\]

\[\text{(60)}\]

from [43], valid in the range \(n(r-2) < m + 1 < nr\), with the values \(m = 0, n = p_c, a = a_c^{1/p_c}, r = 2\). To see that the range criterion is satisfied, we observe that \(n(r-2) < m + 1 < nr\) reduces to \(0 < 1 < 2p_c\) which is true for \(p_c > 1/2\). Similarly,

\[
\mu(v_0) = \begin{cases} 
\frac{p_t^2 \sin(\pi/p_t)}{2\sqrt{n} \pi (p_t-1)a_t^{1/p_t}}, & p_t \in \left(\frac{1}{2}, 1\right) \cup (1, \infty) \\
\left(2a_t \sqrt{n}\right)^{-1}, & p_t = 1 \\
\end{cases}
\]

\[\text{(61)}\]

and the coherence parameter is determined as in \(\text{(55)}\).