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Abstract: A discrete-time two-dimensional dynamical system appears in a Golden Ratio Encoder (GRE), a type of analog-to-digital converter. One of the essential elements in analyzing a given dynamical system is identifying the invariant set of that system. The invariant set of dynamics of GREs is not known, except in special cases. We herein determine the invariant set of the dynamics of GREs with an amplification factor $\alpha$ and a threshold $\theta$ for a wide range of parameters ($\alpha, \theta$). The invariant set is separated into six sub-regions and the transition probabilities between the sub-regions are defined. We show that the uniform distribution on the invariant set is an invariant density for this dynamical system.
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1. Introduction

A $\beta$ encoder is an analog-to-digital converter (ADC) as proposed by Daubechies et al. [1, 2] and is based on $\beta$-expansion [3]. $\beta$-expansion is a typical example of a discrete-time one-dimensional dynamical system, and its properties have been reported [4, 5]. A $\beta$-encoder is robust to the uncertainty of its quantizer and also has exponential accuracy [6–10]. Such a property makes a $\beta$ encoder an attractive candidate for an ADC.

$\beta$-coders, however, have a drawback in that they are not robust to the fluctuation of the $\beta$ value. Therefore, a $\beta$ encoder has to be equipped with a precise estimation of $\beta$ value [2, 6]. Circuit implementations of $\beta$ encoders with $\beta$ value estimation were reported in [11, 12]. These studies showed that the benefit of a $\beta$-encoder is limited by the cost of $\beta$-value estimation.

A Golden Ratio Encoder (GRE) is another class of ADC [13] that is based on $\beta$ expansion, but the radix is fixed to the golden ratio and therefore the $\beta$ value estimation process is not needed. This implies that GREs can overcome the drawbacks of $\beta$ encoders. Unlike $\beta$-encoders, the dynamics of GREs are described by a discrete-time two-dimensional map. Such a map is called a GRE map. The basic robustness property of a GRE map was analyzed in [6, 13], but the accuracy analysis of the GRE was not sufficient. Signal to Quantization Noise Ratio (SQNR) is one of the important quantities that measures the accuracy of an ADC [14]. In order to do theoretical evaluation of the SQNR of GREs, it is necessary to determine the invariant set of the GRE map. In [13], an invariant set of a GRE map was given, but its specification was not sufficient to analyze the quantization error accurately.
The assumptions in this paper are different from those in [13] in the following points: (i) We assume the quantizer is ideal, while in [13] a flaky quantizer is employed. (ii) We assume no additive noise for the GRE map, while it is allowed in [13]. These assumptions make the GRE map deterministic and hence make the analysis tractable. The details of the definition of the GRE map are described in Section 2.

The contributions of this paper are as follows: We determine the invariant set of GREs and show that the invariant set is given by the union of two trapezoids and a parallelogram. We separate the invariant set into six sub-regions. Explicit forms of the transition probabilities between sub-regions are determined. Finally, we show that the uniform distribution on the invariant set is the invariant density of the GRE map.

2. Review of golden ratio encoders

In this section, we give a formal definition of a golden ratio encoder (GRE). A GRE generates the binary codes for the sample invariants.

\[ x = \sum_{n=1}^{\infty} b_n^* \beta^{-n} \quad \text{and} \quad \hat{x}_N = \sum_{n=1}^{N} b_n^* \beta^{-n}, \]  

where \( \beta = (1 + \sqrt{5})/2 \) is the golden ratio. Hereafter, we denote the golden ratio by \( \phi \) instead of \( \beta \) to avoid confusion with a \( \beta \) encoder in which \( \beta \) can take any real number in \([1, 2]\).

For the analysis of robustness and accuracy of GREs, it is beneficial to employ a \{+1, −1\}-valued bipolar code. In this case, the input range of \( x \) is \([-V_{FS}/2, V_{FS}/2]\), where \( V_{FS} \) is called a full-scale voltage. The reason we choose such a bipolar code is that the symmetry of this formulation makes the analysis of the dynamics easier than the normal \{0, 1\}-valued binary code with input range \([0, V_{FS}]\).

One can easily obtain the binary code \( b_n^* \) from the \{−1, +1\}-valued code \( b_n \) by \( b_n^* = (b_n + 1)/2 \).

In this paper, we consider a deterministic dynamical system so that the parameters \( \theta \) and \( \alpha \) are assumed to be fixed during AD conversion. We also assume that the encoder and decoder do not know the exact value of \( \alpha \) and \( \theta \). A formal definition of a GRE in this paper is as follows:

**Definition 1** An \( N \)-bit golden ratio encoder (GRE) with amplification factor \( \alpha \), threshold \( \theta \), and a full scale voltage \( V_{FS} \) is an analog-to-digital converter (ADC) with input value \( x \in [-\frac{V_{FS}}{2}, \frac{V_{FS}}{2}] \). Its output binary code \( b^N(x) = b_N = (b_1b_2...b_N), b_n \in \{-1, +1\} \) is recursively determined by

\[ b_n = Q(\alpha u_n + u_{n-1} - \theta), \quad n = 1, 2, \ldots, N, \]  

\[ u_{n+1} = u_n + u_{n-1} - \frac{V_{FS}}{2\phi} b_n, \]  

\[ (u_0, u_1) = (0, x) \]  

where \( Q(x) \) is a 1 bit quantizer defined by \( Q(x) = +1 \) for \( x \geq 0 \) and \( Q(x) = -1 \) for \( x < 0 \).

Figure 1 shows a block diagram of a GRE. A continuous-time analog signal \( x(t) \) is sampled at \( t = kT_s \), where \( T_s \) is the sampling interval. At this moment, the statuses of the three switches in Fig. 1 are inverted and \( u_0 \) and \( u_1 \) are reset to 0 and \( x(kT_s) \). During the time interval \([kT_s, (k+1)T_s]\), \( b_1, b_2, \ldots, b_N \) are obtained for the sample \( x(kT_s) \).

In Daubechies et al.’s model [13], the above ideal 1 bit quantizer \( Q \) is replaced by a more realistic one called a flaky quantizer with two parameters \( \nu_1 \) and \( \nu_2(> \nu_1) \) that outputs a binary code by the following rule:

\[ Q_{\nu_1, \nu_2}(x) = \begin{cases} 
-1, & \text{if } x < \nu_1, \\
-1 \text{ or } +1, & \text{if } \nu_1 \leq x \leq \nu_2, \\
+1, & \text{if } x > \nu_2.
\]  

A flaky quantizer is a useful model that captures the uncertainty of the behavior of a quantizer. In this
paper, however, we restrict our attention to GREs with an ideal quantizer to simplify our analysis. The aim of our study is the evaluation of the SQNR of a GRE. To this aim, we analyze the invariant set and the invariant density of a GRE map with an ideal quantizer. The analysis of the SQNR of a GRE with a flaky quantizer is left for a future study.

Definition 2 The decoder of an $N$-bit GRE with a full scale voltage $V_{FS}$ is defined as a digital-to-analog converter with an input bit sequence $b^N = (b_1, b_2, \ldots, b_N)$, $b_n \in \{+1, -1\}$ and an output analog value $x$ defined by

$$\hat{x} (b^N) = \frac{V_{FS}}{2\phi} \sum_{n=1}^{N} b_n \phi^{-n}.$$  

(6)  

The quantization error is defined by the difference between $x$ and $\hat{x}(b^N(x))$. We have

$$x - \frac{V_{FS}}{2\phi} \sum_{n=1}^{N} b_n(x) \phi^{-n} = \phi^{-N+1} (u_N + \phi u_{N+1}).$$  

(7)  

See Eq. (25) in [13] for the derivation. See also Section 3.1.

The following theorem was proved in [13] (See also [6]):

Theorem 1 (Daubechies et al. [13]) If $\{u_n\}_{n \geq 0}$ is bounded, then we have

$$|x - \hat{x}(b^N(x))| \leq \frac{V_{FS}}{2\phi} \phi^{-N+1}.$$  

(8)  

This theorem assures that a GRE has exponential accuracy in $N$ if $\{u_n\}_{n \geq 0}$ is bounded. Hence, analysis of the dynamics of $u_n$ is necessary to guarantee the accuracy of the GRE.

Here we give a short remark. The initial condition in [13] was $(u_0, u_1) = (x, 0)$. We replaced it by $(u_0, u_1) = (0, x)$ because this change makes the upper bound in (8) smaller by a factor of $\phi$.

In order to assure the robustness of a GRE against an inevitable error, Daubechies et al. employed the following two-dimensional map [13]:

$$T_{\alpha, \theta} \left( \begin{bmatrix} u \\ v \end{bmatrix} \right) = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} - \frac{V_{FS}}{2\phi} \cdot Q \begin{bmatrix} u + \alpha v - \theta \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix},$$  

(9)  

where $v$ is a variable to represent $u_n$ while $u$ is the one to represent $u_{n-1}$. Then, we have 

$$T_{\alpha, \theta} \left( \begin{bmatrix} u_{n-1} \\ u_n \end{bmatrix} \right).$$  

We derive the invariant set and the invariant measure of the two dimensional dynamical system (9) to analyze the accuracy of the GRE.

Daubechies et al. introduced a margin parameter $\mu$ and found an invariant set that satisfies $T_{\alpha, \theta}(R)+$
Fig. 2. The set of parameters \((\alpha, \theta)\) for which \(u_n\) is bounded.

\[ B_\mu(0) \subset R, \text{ where } B_\mu(0) \text{ denotes the open ball around } 0 \text{ with radius } \mu. \] This condition implies the invariant set \(R\) is robust to unknown fluctuation on \(u_n\). Then, for a fixed \(\mu\) the parameter space \((\alpha, \theta)\) for which \(\{u_n\}_{n \geq 0}\) is bounded was identified. We, however, restrict our attention to the case \(\mu = 0\) to simplify the discussion. Accuracy analysis of GREs with a positive \(\mu\) is left for future work.

The parameter space for which \(\{u_n\}_{n \geq 0}\) is bounded has already been analyzed in [13]. Because we employ \(\{+1, -1\}\)-valued ADC outputs, unlike in [13], we have to rephrase the parameter space for which \(\{u_n\}_{n \geq 0}\) is bounded. When \(\mu = 0\), this is given by

\[ |\theta| \leq \min\{\alpha - 1, \phi - 3\alpha, \frac{3 - \alpha}{3 - \phi}\}, \tag{10} \]

which is illustrated by a dark-colored kite-shaped quadrilateral in Fig. 2. The two dashed line segments in the kite-shaped quadrilateral will be explained later.

The robustness of GREs were also analyzed by Ward [6] who argued that in a realistic implementation the delay element has leakage so that (3) should be replaced by

\[ u_{n+1} = \rho_1 u_n + \rho_2 u_{n-1} - \frac{V_{FS}}{2\phi} b_n, \]

where \(\rho_1, \rho_2 \in [0, 1]\) are parameters expressing what proportion of stored voltage can be kept. In this paper, we only consider the ideal case where \(\rho_1 = \rho_2 = 1\).

For the accuracy of ADCs, the most frequently used criteria is the signal to quantization noise ratio (SQNR), which is defined as the power of a sinusoidal waveform with the full-scale voltage \(V_{FS}\) divided by the mean square quantization error (MSQE) [14]. The well-known formula for the theoretical SQNR of an ideal \(N\)-bit ADC is 6.02\(N + 1.76\) dB. The MSQE and SQNR of a GRE are defined as follows:

**Definition 3** The MSQE of an \(N\)-bit GRE with an amplification factor \(\alpha\), a threshold value \(\theta\), and a full scale voltage \(V_{FS}\) is defined as

\[ \text{MSQE} = \frac{1}{V_{FS}} \int_{-V_{FS}/2}^{V_{FS}/2} |x - \hat{x}(b^N(x))|^2 dx. \tag{11} \]

The SQNR of the GRE is defined as

\[ \text{SQNR} = \frac{\frac{1}{8} V_{FS}^2}{\text{MSQE}}. \tag{12} \]

Because the SQNR is independent of \(V_{FS}\), we can set the \(V_{FS}\) at any positive number to evaluate SQNR. We chose \(V_{FS} = 2\phi\) to simplify the expression. It is easily found that the linear term of the SQNR of the GRE in decibel is 20\(N \log_{10} \phi = 4.12N\) because the radix of GREs is the golden ratio \(\phi\). Our target is the constant term.

The purpose of our study is to give a theoretical evaluation of SQNR for a GRE. In [13, Section III-E], Daubechies et al. gave only slight mention to the 2-norm (i.e., MSQE) of a GRE. The focus was on the computation of the bias term \(\xi_N\), which is an extra term for the right hand side of (1) to make the \(N\)-bit approximation closer to \(x\). They stated that when \(\alpha = \phi\), the invariant set \(\Gamma\) is the union of at most three rectangles. However, the details of this point were omitted in [13]. In this paper, we analyze the invariant set \(\Gamma\) for a wide range of \(\alpha\) and \(\theta\). We show that \(\Gamma\) is the union of two trapezoids and a parallelogram for any \(\alpha\) and \(\theta\) satisfying

\[ |\theta| + |\alpha - \phi| \leq \phi^{-1}. \tag{13} \]
When \( \alpha = \phi \), the two trapezoids and the parallelogram reduce to the above mentioned three rectangles. Examples of the three rectangles will be shown in Figs. 5(a) and (c) of Section 5.

The first step for the analysis of the two-dimensional dynamics of (9) is to consider the orthogonal transformation of the matrix \( \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix} \). Put

\[
P = \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} \phi & 1 \\ -1 & \phi \end{bmatrix}, \quad \Lambda = \begin{bmatrix} -\phi^{-1} & 0 \\ 0 & \phi \end{bmatrix}.
\]

(14)

Let \( r_n = \begin{bmatrix} s_n \\ t_n \end{bmatrix} = P^{-1} \begin{bmatrix} u_{n-1} \\ u_n \end{bmatrix} \). Then (2), (3) to (4) are replaced by

\[
b_n = Q \left( \frac{1}{\sqrt{2 + \phi}} \left[ \phi - \alpha, 1 + \alpha \phi \right] r_n - \theta \right),
\]

(15)

\[
r_{n+1} = \Lambda r_n - \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} -1 \\ \phi \end{bmatrix} b_n,
\]

(16)

\[
r_1 = \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} -1 \\ \phi \end{bmatrix} r.
\]

(17)

Define \( \hat{T}(r) = \hat{T}\alpha,\phi(r) = P^{-1}T\alpha,\phi(Pr) \) as a two-dimensional map from \( r_n \) to \( r_{n+1} \) so that we have \( r_{n+1} = \hat{T}(r_n) \). Substituting \( V_{FS} = 2\phi \) into this equation, we have

\[
\hat{T}(r) = \begin{bmatrix} -\phi^{-1} & 0 \\ 0 & \phi \end{bmatrix} r - \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} -1 \\ \phi \end{bmatrix} Q \left( \frac{1}{\sqrt{2 + \phi}} \left[ \phi - \alpha, 1 + \alpha \phi \right] r - \theta \right).
\]

(18)

The first term of Eq. (18) acts as reflection followed by contraction by a factor of \(-\phi^{-1}\) along the direction of \( s \) and acts as expansion by a factor of \( \phi \) along the direction of \( t \), while the second term is a translation. We will analyze the dynamics of \( \hat{T} \).

3. Main results

In this section, we state our results. The invariant set of \( \hat{T} \) under an ideal model with \( \mu = 0 \) is analyzed. We do not consider the leakage of the charge and use \( \rho_1 = \rho_2 = 1 \).

We first review the definition of invariant sets [15].

**Definition 4** For a given \( D \)-dimensional discrete dynamical system \( x_{n+1} = \tau(x_n), S \in \mathbb{R}^D \) is said to be an invariant set if \( x_n \in S \) implies \( x_{n+1} \in S \) for all \( n = 1, 2, \ldots \).

Let us define the following six regions.

\[
R_1 = \{(s, t) : f_0(s) \leq t \leq f_{1+}(s), -\phi^2/\sqrt{2 + \phi} \leq s \leq -\phi^{-1}/\sqrt{2 + \phi}\}
\]

(19)

\[
R_2 = \{(s, t) : f_0(s) \leq t \leq f_{1+}(s), -\phi^{-1}/\sqrt{2 + \phi} \leq s \leq -\phi^2/\sqrt{2 + \phi}\}
\]

(20)

\[
R_3 = \{(s, t) : f_0(s) \leq t \leq f_{2+}(s), \phi^{-1}/\sqrt{2 + \phi} \leq s \leq \phi^2/\sqrt{2 + \phi}\}
\]

(21)

\[
R_4 = \{(s, t) : f_{2-}(s) \leq t \leq f_0(s), -\phi^2/\sqrt{2 + \phi} \leq s \leq -\phi^{-1}/\sqrt{2 + \phi}\}
\]

(22)

\[
R_5 = \{(s, t) : f_{1-}(s) \leq t \leq f_0(s), -\phi^{-1}/\sqrt{2 + \phi} \leq s \leq -\phi^2/\sqrt{2 + \phi}\}
\]

(23)

\[
R_6 = \{(s, t) : f_{1+}(s) \leq t \leq f_0(s), \phi^{-1}/\sqrt{2 + \phi} \leq s \leq \phi^2/\sqrt{2 + \phi}\}
\]

(24)

where

\[
f_0(s) = \frac{1}{1 + \alpha \phi} \{\theta \sqrt{2 + \phi} + (\alpha - \phi) s\}
\]

(25)

\[
f_{1\pm}(s) = \frac{\phi}{1 + \alpha \phi} \{(\theta \pm 1) \sqrt{2 + \phi} - \phi (\alpha - \phi) s\},
\]

(26)
Fig. 3. Regions $R_i$ and lines $f_0(s)$, $f_1(s)$, and $f_2(s)$ for $\alpha = 1.9$ and $\theta = 0.1$. $s_1$ and $s_2$ imply $\frac{\phi - 1}{\sqrt{2 + \phi}}$ and $\frac{\phi^2}{\sqrt{2 + \phi}}$. The invariant set of $\hat{T}(r)$ is the union of $R_i$s.

$f_2(s) = \frac{\phi^2}{1 + \alpha\phi}\left\{ (\theta + (2 - \alpha))\sqrt{2 + \phi} + \phi^2(\alpha - \phi)s \right\}$, \hspace{1cm} (27)

where $\pm$ takes $+$ or $-$. The regions $R_i$ are depicted in Fig. 3. By definition, the union of $R_2$ and $R_5$ is a parallelogram and the union of $R_1$ and $R_4$ and the union of $R_3$ and $R_6$ are trapezoids.

We have the following lemma.

Lemma 1 If the parameters $\alpha$ and $\theta$ satisfy the condition

$$|\theta| + |\alpha - \phi| \leq \phi^{-1},$$ \hspace{1cm} (28)

then we have

$$\hat{T}(R_1 \cup R_2) = R_3 \cup R_6,$$ \hspace{1cm} (29)

$$\hat{T}(R_3 \cup R_4) = R_2 \cup R_5,$$ \hspace{1cm} (30)

$$\hat{T}(R_5 \cup R_6) = R_1 \cup R_4.$$ \hspace{1cm} (31)

The proof of Lemma 1 is given in the next section.

We give the following theorem.

Theorem 2 Let $R_i$ be regions defined by (19)–(24). If $\alpha$ and $\theta$ satisfy (28) then the invariant set $\Gamma$ of the two-dimensional map $\hat{T}$ is given by the union of $R_i$s, i.e.,

$$\Gamma = \bigcup_{i=1}^{6} R_i.$$ \hspace{1cm} (32)

Proof: Put $\Gamma = \bigcup_{i=1}^{6} R_i$. From Lemma 1, for any $r \in \Gamma$ we have $\hat{T}(r) \in \Gamma$. Therefore, by Definition 4, we say $\Gamma$ is an invariant set of $\hat{T}$. $\square$

In order to evaluate the MSQE of the GRE, we must obtain not only the invariant set $\Gamma$ but also the invariant measure on $\Gamma$. It directly follows from (18) that the determinant of $A$ is 1 and therefore the two-dimensional map $\hat{T}$ preserves the measure. In order to analyze the dynamics of $\hat{T}$, we assume $r_1$ is randomly distributed with a certain probability density function $h_1(r)$ and introduce random variables $Z_n$, $n = 1, 2, \ldots$ with

$$Z_n = i \quad \text{if} \quad r_n \in R_i, \quad i = 1, 2, \ldots, 6.$$ \hspace{1cm} (33)

Let $\pi_i^{(n)} = \text{Prob}\{Z_n = i\}$. We give the following two lemmas.

Lemma 2 The random variables $Z_1, Z_2, \ldots$ of (33) form a Markov chain with a state transition
matrix $P = (p_{ij})$, where $p_{ij} = \text{Prob}(Z_{n+1} = j | Z_n = i)$. If $\alpha$ and $\theta$ satisfy (28), the matrix $P$ is explicitly given by

$$P = \begin{bmatrix}
0 & 0 & p_{13} & 0 & 0 & p_{16} \\
0 & 0 & p_{23} & 0 & 0 & p_{26} \\
0 & p_{32} & 0 & 0 & p_{35} & 0 \\
0 & p_{42} & 0 & 0 & p_{45} & 0 \\
p_{51} & 0 & 0 & p_{54} & 0 & 0 \\
p_{61} & 0 & 0 & p_{64} & 0 & 0
\end{bmatrix},$$

(34)

where

$$p_{13} = \frac{1}{\phi} \frac{\phi^{-\alpha} + \theta}{\phi^{-\alpha} + \theta + (\alpha - \phi)},$$

$$p_{16} = 1 \frac{2\alpha \phi^{-1} - 1 - \phi^{-2}\theta}{\phi \phi^{-\alpha} + \theta + (\alpha - \phi)},$$

$$p_{23} = \frac{1}{\phi^2} \frac{\phi - \alpha + \phi \theta}{1 + \phi^{-2}\theta},$$

$$p_{26} = \frac{1}{\phi^2} \frac{\phi - \alpha - \phi \theta}{1 + \phi^{-2}\theta},$$

$$p_{32} = \begin{cases}
0, & \text{if } \theta \leq -|\alpha - \phi| \\
\frac{2\phi - 1 - \phi \theta}{2\phi - 1 + \phi \theta}, & \text{if } -|\alpha - \phi| < \theta < |\alpha - \phi| \\
|\alpha - \phi|, & \text{if } \theta \geq |\alpha - \phi|
\end{cases},$$

$$p_{35} = 1 - p_{32},$$

$$p_{45} = \begin{cases}
\frac{2\phi - 1 + \phi \theta}{2\phi - 1 + \phi \theta}, & \text{if } \theta \leq -|\alpha - \phi| \\
1, & \text{if } -|\alpha - \phi| < \theta < |\alpha - \phi| \\
0 & \text{if } \theta \geq |\alpha - \phi|
\end{cases},$$

$$p_{42} = 1 - p_{45},$$

$$p_{51} = \frac{1}{\phi^2} \frac{\phi - \alpha - \phi \theta}{1 + \phi^{-2}\theta},$$

$$p_{54} = \frac{1}{\phi^2} \frac{\phi - \alpha + \phi \theta}{1 + \phi^{-2}\theta},$$

$$p_{61} = \frac{2\alpha \phi^{-1} - 1 + \phi^{-2}\theta}{\phi \phi^{-\alpha} - \theta + (\alpha - \phi)},$$

$$p_{64} = \frac{1}{\phi} \frac{\phi^{-\alpha} + \theta}{\phi^{-\alpha} + \theta + (\alpha - \phi)}.$$

The proof will be given in the next section.

**Lemma 3** Suppose $\alpha$ and $\theta$ satisfy condition (28). Then, the stationary distribution of the Markov chain of $Z_n$ is proportional to the area of the regions $R_i$ ($i = 1, \ldots, 6$), given by

$$|R_1| = \frac{2}{1 + \alpha \phi} (\alpha \phi - 1 + \phi^{-1} \theta),$$

(35)

$$|R_2| = \frac{2}{1 + \alpha \phi} (1 + \phi^{-2} \theta),$$

(36)

$$|R_3| = \frac{2}{1 + \alpha \phi} (1 + \phi \theta),$$

(37)

$$|R_4| = \frac{2}{1 + \alpha \phi} (1 - \phi \theta),$$

(38)

$$|R_5| = \frac{2}{1 + \alpha \phi} (1 - \phi^{-2} \theta),$$

(39)
Fig. 4. An inverse image of $R_i$s under $\hat{T}$ with $\alpha = 1.9$ and $\theta = 0.1$. $s_2$ implies $\phi_1 = \sqrt{2+\phi}$ and $s_1$ implies $\frac{\phi^{-1}}{\sqrt{2+\phi}}$.

$|R_6| = \frac{2}{1+\alpha\phi}(\alpha\phi - 1 - \phi^{-1}\theta)$.  

We have $\sum_{i=1}^{6} |R_i| = 4$ irrespective of $\alpha, \theta$. Thus, the stationary distribution is $\pi^* = (|R_1|/4, |R_2|/4, \ldots, |R_6|/4)$.

**Proof:** One can easily check that $\pi^* P = \pi^*$ holds. This shows that $\pi^*$ is the stationary distribution of the Markov chain. Computation of $R_i$s is straightforward from its definition but tedious and thus omitted.

Finally we have the following theorem.

**Theorem 3** Suppose $\alpha$ and $\theta$ satisfy the condition (28). Then, the uniform distribution on the invariant set $\Gamma$ is the invariant density of the two dimensional map $\hat{T}$.

**Proof:** By Definition 4, $R_i$s are mutually disjoint. Assume that $r$ follows the uniform distribution on $\Gamma$. Then, the probability of $r$ belonging to $R_i$ is $|R_i|/|\Gamma|$. The map $\hat{T}$ restricted on $R_i$ preserves the measure. From (29) in Lemma 1, we have $R_1 \cup R_2 = \hat{T}^{-1}(R_3 \cup R_6) = \hat{T}^{-1}(R_3) \cup \hat{T}^{-1}(R_6)$. Similarly from (30) and (31), we have $R_3 \cup R_4 = \hat{T}^{-1}(R_2) \cup \hat{T}^{-1}(R_5)$ and $R_5 \cup R_6 = \hat{T}^{-1}(R_1) \cup \hat{T}^{-1}(R_4)$. Then, $\Gamma \equiv \bigcup_{i=1}^{6} R_i = \bigcup_{i=1}^{6} \hat{T}^{-1}(R_i)$. Here (a) follows from Theorem 2. An example of an inverse image of $R_i$s is shown in Fig. 4. By Lemma 3, the probability of $\hat{T}(r) \in R_i$ is $|R_i|/4$. This implies that $\hat{T}(r)$ also follows the uniform distribution on $\Gamma$. This completes the proof.

### 3.1 Evaluation of the MSQE of the GRE

In this section, we briefly analyze the MSQE of the GRE and give an approximation for it. By applying (18) recursively, we have

$$t_{N+1} = \phi^N t_1 - \frac{1}{\sqrt{2+\phi}} \sum_{n=1}^{N} b_n \phi^{N+1-n}. \quad (41)$$

From its definition, we have $t_1 = \frac{\phi}{\sqrt{2+\phi}} x$. Substituting this into (41) and dividing both sides of (41) by $\phi^{N+1}/\sqrt{2+\phi}$, we obtain

$$x - \sum_{n=1}^{N} b_n \phi^{-n} = \sqrt{2+\phi} \phi^{-N-1} t_{N+1}. \quad (42)$$

This equation is equivalent to (7) if $V_{FS} = 2\phi$ because $t_{N+1} = \frac{1}{\sqrt{2+\phi}} (u_N + u_{N+1})$. Therefore from (11) we have
For a rigorous evaluation, we have to evaluate the distribution of \( t_{N+1}(X) \) for a uniformly distributed \( X \in [-\phi, \phi] \). For \( \beta \)-encoders, such a rigorous evaluation can be found in [9, 10]. We cannot directly apply their analysis method because the dynamics of a \( \beta \) encoder is one-dimensional and that of GREs is two-dimensional.

This paper does not provide a rigorous evaluation of the MSQE. Instead we give its reasonable approximation by adopting the following heuristic. In [13], because the exact evaluation of \( \int u_X(x)dx \) is difficult, this term was replaced by \( \int_{(u,v)\in \Gamma} ududv \), where \( \Gamma \) is the invariant set for \( T_{\alpha,\theta} \) in (9).

To evaluate the MSQE, we replaced \( \frac{1}{2\phi} \int |t_{N+1}(x)|^2 dx \) by \( \int_{(s,t)\in \Gamma} t^2 h^*(s,t)dtds \), where \( h^*(s,t) \) is the invariant measure of \( \hat{T} \). We proved that \( h^* \) is a uniform distribution on the invariant set \( \Gamma \). Therefore, we give the following approximation of MSQE.

\[
\text{MSQE} = (2 + \phi)\phi^{-2N-2} \frac{1}{2\phi} \int_{-\phi}^{\phi} \{t_{N+1}(x)\}^2 dx. 
\]

(43)

Define \( s_1 = \phi^{-1}/\sqrt{2 + \phi} \) and \( s_2 = \phi^2/\sqrt{2 + \phi} \). By integrating \( t^2 \) with respect to \( t \) in the region defined by \( R_s \), we have

\[
\int_{(s,t)\in \Gamma} t^2 dtds = \frac{1}{3} \left[ \int_{s_2}^{s_1} f_{\phi}^3(s)ds + \int_{s_1}^{s_2} f_{\phi}^3(s)ds - \int_{-s_2}^{-s_1} f_{\phi}^3(s)ds - \int_{-s_1}^{-s_2} f_{\phi}^3(s)ds \right]. 
\]

(45)

Because the functions in the above integrals are linear, an explicit form of (45) can be obtained by elementary calculations. By substituting the explicit form of (45) and \( |\Gamma| = 4 \) into (44), we obtain

\[
\text{MSQE} = \frac{2 + \phi}{5} \phi^{-2N-2} \left\{ 1 + \frac{2\phi^4}{(1 + \alpha \phi)^2} \left( 5\phi^2 + \frac{\phi^2}{3} (\alpha - \phi)^2 \right) \right\}. 
\]

(46)

Details of the derivation are omitted. The right hand side of (46) is a function of \( \alpha \) and \( \theta \). Define \( d(\alpha, \theta) = \frac{2\phi^4}{(1 + \alpha \phi)^2} \left( 5\phi^2 + \frac{\phi^2}{3} (\alpha - \phi)^2 \right) \). This term takes zero if and only if \( \alpha = \phi \) and \( \theta = 0 \), otherwise it takes positive values. Therefore \( d(\alpha, \theta) \) expresses the increase of MSQE. We finally obtain the approximate SQNR in decibel expression as

\[
\text{SQNR}[\text{dB}] = 10 \log_{10} \frac{\frac{1}{5} V^2_{\text{FS}}}{\text{MSQE}} \\
= 20N \log_{10} \phi + 10 \log_{10} \frac{5\phi^4}{2(2 + \phi)} - 10 \log_{10}(1 + d(\alpha, \theta)) \\
\approx 4.12N + 6.75 - 10 \log_{10}(1 + d(\alpha, \theta)). 
\]

(47)

The last approximation is due to errors in rounding off the decimals. This expression clearly shows that the SQNR is degraded by a positive \( d(\alpha, \theta) \), and it is desirable to make \( d(\alpha, \theta) \) smaller than a prescribed level. The derivation of such an explicit form of the approximated SQNR is one of the contributions of this paper. Numerical simulations show that (47) is a good approximation for any \( \alpha \) and \( \theta \) satisfying (28) if \( N \) is large. The accuracy of this approximation will be analyzed in future research.

3.2 A special case of \( \alpha = \phi \)

In this subsection, we show that the case \( \alpha = \phi \) is special. Equation (15) is simplified to

\[
b_n = Q(\sqrt{2 + \phi} t_n - \theta) 
\]

(48)

Hence, output binary codes are decided solely by \( t_n \). Then, the two-dimensional dynamics becomes

\[
\begin{bmatrix} s_{n+1} \\ t_{n+1} \end{bmatrix} = \begin{bmatrix} -\phi^{-1} s_n \\ \phi t_n \end{bmatrix} - \frac{1}{\sqrt{\phi}} \begin{bmatrix} -1 \\ \phi \end{bmatrix} Q(\sqrt{2 + \phi} t_n - \theta). 
\]

(49)
Therefore the sequence \{t_n\}_{n \geq 0} is governed by one-dimensional dynamics. The lines \( f_0, f_{1+}, f_{2+} \) are all parallel to the \( s \)-axis. Either \( p_{23} \) or \( p_{15} \) of the transition probability matrix \( P \) is zero. Moreover we observe that two of the eigenvalues of \( P \) are zero in this case. The other eigenvalues are explicitly expressed as \( 1, -\phi^{-2}, \) and \( \frac{1}{2\phi} \pm \sqrt{\frac{1}{4\phi^2} - \frac{1 - \phi^2}{\phi^2}} \). In the case of \( \alpha \neq \phi \), we numerically found that \( P \) has six isolated non-zero eigenvalues. We have not found an explicit formula for the eigenvalues of \( P \) for such general cases.

4. Proofs of lemmas

In this section we give the proofs of lemmas and theorems. As a preliminary for the proofs, we give some definitions.

Figure 3 shows the invariant set of \( \hat{T} \). Two linear maps associated with \( \hat{T} \) are defined as [13]

\[
\hat{T}_+(r) = \Lambda r - \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} 1 \\ \phi \end{bmatrix}, \tag{50}
\]

\[
\hat{T}_-(r) = \Lambda r + \frac{1}{\sqrt{2 + \phi}} \begin{bmatrix} 1 \\ \phi \end{bmatrix}. \tag{51}
\]

Note that linear maps \( \hat{T}_+ \) and \( \hat{T}_- \) have fixed points at \( r = (\phi^{-1}, \phi^2)/\sqrt{2 + \phi} \) and \( r = (-\phi^{-1}, -\phi^2)/\sqrt{2 + \phi} \).

The lines in Fig. 3 are defined as follows: First, we define the following two horizontal lines:

\[
t = \phi^2/\sqrt{2 + \phi},
\]

\[
t = -\phi^2/\sqrt{2 + \phi}. \tag{53}
\]

It is easily verified that if \( r_n \) is above the line \( t = \phi^2/\sqrt{2 + \phi} \) at some time instance \( n \), then \( s_{n+k}, k \geq 0 \) diverges to \( +\infty \). Similarly, if \( r_n \) is below the line \( t = \phi^2/\sqrt{2 + \phi} \) at some \( n \), then \( s_{n+k}, k \geq 0 \) diverges to \( -\infty \). We also define the following two vertical lines:

\[
s = \phi^2/\sqrt{2 + \phi},
\]

\[
s = -\phi^2/\sqrt{2 + \phi}. \tag{55}
\]

There lines are shown to form the boundary of the invariant set of \( \hat{T} \).

In order to identify the invariant set, it is important to take care of the behavior of the set of points very close to the threshold. The threshold is defined by the following line segment.

\[
\ell_0 = \{(s,t) : t = f_0(s), -\phi^2/\sqrt{2 + \phi} \leq s \leq \phi^2/\sqrt{2 + \phi}\} \tag{56}
\]

Then, we define \( \ell_{1+} = \hat{T}_- (\ell_0), \ell_{1-} = \hat{T}_+ (\ell_0), \ell_{2+} = \hat{T}_+ (\ell_{1+}), \) and \( \ell_{2-} = \hat{T}_- (\ell_{1-}). \) Note that we put the positive and negative signs for \( \ell_{1\pm} \) and \( f_{1\pm} \) opposite the signs of the maps \( \hat{T}_{\pm} \). Calculating the image of the line segments, we find that

\[
\ell_{1+} = \{(s,t) : t = f_{1+}(s), -\phi^2/\sqrt{2 + \phi} \leq s \leq \phi^{-1}/\sqrt{2 + \phi}\} \tag{57}
\]

\[
\ell_{1-} = \{(s,t) : t = f_{1-}(s), -\phi^{-1}/\sqrt{2 + \phi} \leq s \leq \phi^2/\sqrt{2 + \phi}\} \tag{58}
\]

\[
\ell_{2+} = \{(s,t) : t = f_{2+}(s), \phi^{-1}/\sqrt{2 + \phi} \leq s \leq \phi^2/\sqrt{2 + \phi}\} \tag{59}
\]

\[
\ell_{2-} = \{(s,t) : t = f_{2-}(s), -\phi^2/\sqrt{2 + \phi} \leq s \leq -\phi^{-1}/\sqrt{2 + \phi}\}. \tag{60}
\]

We observe that a point just below the threshold line segment is mapped by \( \hat{T} \) into a point just below \( \ell_{1+} \) and a point just above the threshold line is mapped by \( \hat{T} \) into a point just above \( \ell_{1-} \). Similarly, a point just below \( \ell_{1+} \) is mapped by \( \hat{T} \) into a point just below \( \ell_{2+} \) and a point just above \( \ell_{1-} \) is mapped by \( \hat{T} \) into a point just above \( \ell_{2-} \).

It is important to note that \( \hat{T}_+ (\ell_{2+}) = \hat{T}_- (\ell_{2-}) \) holds for any \( \alpha \) and any \( \theta \) satisfying (28). We denote this line segment as \( \ell_3 \). One can find that \( \ell_3 \) is given by
These conditions guarantee that lines $R$ have mapped into $s$.

Moreover if (28) is satisfied, we have $f$ is equal to $s$.

Proof of Lemma 1: If Eq. (10) is satisfied, then we have $f_1(-s_2) \leq s_2$, $f_1(s_1) \leq s_2$, $f_1(-s_1) \geq -s_2$, $f_1(s_2) \geq -s_2$.

These conditions assure that $\{u_n\}_{n \geq 0}$ is bounded. Moreover if (28) is satisfied, we have $f_2(-s_1) \leq f_0(s_1)$, $f_2(s_1) \geq f_0(s_1)$.

These conditions guarantee that lines $\ell_2 -$ and $\ell_2 +$ do not cross line $\ell_0$.

As shown in Fig. 4, we have $\hat{T}^{-1}(R_3) \cup \hat{T}^{-1}(R_6) = R_1 \cup R_2$. The left hand side is equal to $\hat{T}^{-1}(R_3 \cup R_6)$. Thus we have $R_3 \cup R_6 = \hat{T}(R_1 \cup R_2)$. Similarly we have $R_1 \cup R_4 = \hat{T}(R_5 \cup R_6)$.

As shown in Fig. 4, the union of the left sub-region of $\hat{T}^{-1}(R_5)$ and the left sub-region of $\hat{T}^{-1}(R_2)$ is equal to $R_4$. The points on line $f_{(-1)}$ in $R_4$ are mapped into the points on line $f_0$. Line $f_{2-}$ is mapped into $f_3$. Similarly, the points on line $f_{(-1)}$ in $R_3$ are mapped to the points on line segment $f_0$ and line $f_{2+}$ is mapped to $f_3$. This shows that $\hat{T}^{-1}(R_2) \cup \hat{T}^{-1}(R_5) = R_3 \cup R_4$ holds. Therefore we have $R_2 \cup R_5 = \hat{T}(R_3 \cup R_4)$.

Proof of Lemma 2: As stated in the proof of Lemma 1, if (28) is satisfied, we have $f_2(-s_1) \leq f_0(s_1)$ and $f_2(s_1) \geq f_0(s_1)$, where $s_1 = \phi^{-1}/\sqrt{2\phi + 1}$. Then, we obtain $p_{ij}$ by the formula

$$p_{ij} = \frac{\hat{T}^{-1}(R_j) \cap R_i}{|R_i|}.$$
where $\hat{T}^{-1}(R_j)$ is the inverse image of $R_j$ under $\hat{T}$. We draw the inverse image of $R_j$s in Fig. 4, where the line segments $t = f_{(-1)+}(s)$ and $t = f_{(-1)-}(s)$ are the inverse image of $t = f_0(s)$ under $\hat{T}_+$ and $\hat{T}_-$. In this figure, $\hat{T}^{-1}(R_2)$ and $\hat{T}^{-1}(R_5)$ are separated into two parts, but one of the separated parts may vanish depending on $\alpha$ and $\theta$. Because the computation is elementary but tedious, we omit the details.

If line segment $\ell_{2-}$ crosses line segment $\ell_0$, the invariant set $\Gamma$ is not determined by the union of the six sub-regions. $\Gamma$ consists of many small regions in this case. This happens also when line segment $\ell_{2+}$ crosses $\ell_0$. See Section 5 for the numerical results of $\Gamma$ of this case.

5. Numerical evaluation

Numerical simulations were performed to verify our results. We computed a long sequence of $u_n$ from a single $x$ according to Definition 1 with $V_{FS} = 2\phi$ and plotted $(u_{n-1}, u_n)$s, which gives the approximate invariant set, where $n = 1, 2, \ldots, 10^5$. The shape of the trajectory of $(u_{n-1}, u_n)$ largely depends on $\alpha$ and $\theta$.

Figures 5(a), (b), and (c) are the case of $\alpha = \phi$. Red lines show the threshold, i.e., $u_{n-1} + \alpha u_n = \theta$. The invariant set is composed of three rectangles in this case. Figures 5(d), (e), and (f) show the case $\alpha < \phi$. We observe that the $(u_{n-1}, u_n)$ are in $\Gamma$, as defined by Theorem 3. Figure 6 shows the case where $\alpha > \phi$. The set of plotted points in Figs. 6(a) and (b) form an invariant set that is exactly the same as in Theorem 3. The points of $(u_{n-1}, u_n)$ are uniformly distributed on $\Gamma$. This matches Theorem 3.

It is worth noting that if condition (28) is not satisfied, the invariant set has a complicated structure. Figures 6, (c), (d), (e), and (f) show different shapes than the union of $R_i$s. In these cases, (10) is satisfied so that $\{u_n\}_{n \geq 1}$ is bounded but (28) is not satisfied. Figure 6(c) clearly shows that the condition $f_{2-}(-s_1) \leq f_0(-s_1)$ stated in the proof of Lemma 1 is violated. We observe that (29) and
(31) hold, but (30) does not hold in this case. Fractal structures appear in Figs. 6(c), (d), (e), and (f). Because such a structure is quite complicated we did not analyze it in this paper.

6. Conclusion
We analyzed the invariant set and invariant density of two-dimensional GRE maps. For parameter $\alpha$ and $\theta$ with $|\theta| + |\alpha - \phi| \leq \phi^{-1}$, the invariant set has been explicitly identified. We have shown that the uniform distribution on the invariant set is the invariant density. This result contributes to the evaluation of MSQE and SQNR.

A rigorous valuation of the MSQE and SQNR of GREs for finite $N$ and $\mu > 0$ and $\rho_1, \rho_2 < 1$ are left for future work.
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