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Abstract

We compute the Ricci curvature of a curved noncommutative three torus. The computation is done both for conformal and non-conformal perturbations of the flat metric. To perturb the flat metric, the standard volume form on the noncommutative three torus is perturbed and the corresponding perturbed Laplacian is analyzed. Using Connes’ pseudodifferential calculus for the noncommutative tori, we explicitly compute the second term of the short time heat kernel expansion for the perturbed Laplacians on functions and on 1-forms. The Ricci curvature is defined by localizing heat traces suitably. Equivalentl, it can be defined through special values of localized spectral zeta functions. We also compute the scalar curvatures and compare our results with previous calculations in the conformal case. Finally we compute the classical limit of our formulas and show that they coincide with classical formulas in the commutative case.
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1 Introduction

The spectral geometry and study of local spectral invariants of curved noncommutative
tori has been the subject of intensive studies in recent years. In particular a Gauss-Bonnet
theorem, the definition of scalar curvature, and the computations of scalar curvature for
noncommutative two tori equipped with a curved metric has been achieved in [6, 9, 5, 8].
Building on these results, computing the scalar curvature in other dimensions and settings
is carried out in [10, 16, 17, 13, 7, 14]. Beyond the scalar curvature, in [11] a definition
of Ricci curvature in spectral terms is proposed and the Ricci density is computed for
conformally flat metrics on noncommutative two tori.

In the present work we shall compute the Ricci curvature of noncommutative three tori
for conformally flat metrics as well as non-conformal perturbations of the flat metric. Study
of non-conformally flat metrics in three dimension is justified since even in the commutative
case the class of conformally flat metrics on a three dimensional manifold is much smaller
than the class of all metrics.

At the heart of our spectral formulation of the Ricci curvature lies the Weitzenböck
formula. This formula measures how far the Laplacian on 1-forms is from the Bochner
Laplacian of the Levi-Civita connection on the cotangent bundle. It states [12, Lemma
4.8.13] that the difference is the Ricci tensor lifted to an endomorphism of the cotangent
bundle denoted by Ric, and called the Ricci operator in [11]. More precisely, we have

\[ \triangle_1 = \nabla^* \nabla + \text{Ric}. \]  

This result combined with Gilkey’s formulas for the heat trace [12] reveals immediately that
a linear combination of the Ricci operator and the scalar curvature is the density of the
second coefficient of the heat trace of the Laplacian on 1-forms. That is

\[ \text{Tr}(e^{-t\triangle_1}) \sim a_0(\triangle_1)t^{-m/2} + a_2(\triangle_1)t^{1-m/2} + \cdots, \quad t \to 0^+, \]

where

\[ a_2(\triangle_1) = (4\pi)^{-m/2} \int_M \text{tr}\left( \frac{1}{6} R + \text{Ric} \right) d\text{vol}_g, \]

and \( R \) denotes the scalar curvature. These densities can be recovered by studying the
localized heat trace \( \text{Tr}(Fe^{-t\triangle_1}) \), where \( F \) is a smooth endomorphisms of the cotangent
bundle. To isolate the Ricci operator, the second density of the heat trace of the Laplacian on functions $a_2(\triangle_0) = (4\pi)^{-m/2} \frac{1}{6} R$ enters the game where it is used to eliminate the scalar curvature present in $a_2(x, \triangle_1)$. Then the Ricci functional, as a functional on the algebra of sections of the endomorphism bundle of the cotangent bundle of $M$, is introduced as

$$R_{ic}(F) = \lim_{t \to 0^+} t^{\frac{m}{2} - 1} \left( \text{Tr}(\text{tr}(F)e^{-t\triangle_0}) - \text{Tr}(Fe^{-t\triangle_1}) \right), \quad F \in C^\infty(\text{End}(T^*M)).$$

If we denote the second density of the localized heat trace by $a_2(\text{tr}(F), \triangle_0)$, the above formula can then be written as

$$R_{ic}(F) = a_2(\text{tr}(F), \triangle_0) - a_2(F, \triangle_1), \quad F \in C^\infty(\text{End}(T^*M)).$$

An equivalent version of the Ricci functional in terms of the spectral zeta function can be given by \[11\]

$$R_{ic}(F) = \begin{cases} 
\zeta(0, \text{tr}(F), \triangle_0) - \zeta(0, F, \triangle_1) + \text{Tr}(\text{tr}(F)Q_0) - \text{Tr}(FQ_1), & m = 2 \\
\Gamma(\frac{m}{2} - 1)\text{Res}_{s=\frac{m}{2} - 1}\left(\zeta(s, \text{tr}(F), \triangle_0) - \zeta(s, F, \triangle_1)\right), & m > 2,
\end{cases}$$

where $Q_j$ is the orthogonal projection on the kernel of $\triangle_j$.

This paper is organized as follows. In Section 2, we first recall the definition of the noncommutative Ricci curvature from [11]. To define the Ricci functional for the noncommutative three torus, it suffices to define the Laplacian on functions and on 1-forms. We also recall the rearrangement lemma and Connes’ pseudodifferential calculus in this section. The analogue of the de Rham complex for the noncommutative three torus is discussed in Section 2.2. For the analogues of conformal $e^{-2h}(dx^2 + dy^2 + dz^2)$ and non-conformal $e^{-2h}(dx^2 + dy^2) + dz^2$ families of metrics, the Laplacians are computed in later sections. In Section 3, applying the pseudodifferential calculus, the densities of the second terms are computed in the conformal case and the scalar curvature and Ricci density are computed for these metrics in Proposition 3.5 and Theorems 3.3 and 3.6. Finally in Section 4, we first compute the scalar curvature of the noncommutative three torus equipped with a non-conformally flat metric. We then compute the Ricci density for this class of metrics. It is interesting to note that two of the functions that appear in the expression for scalar curvature, Theorem 4.3, are the same as functions that appear in the scalar curvature of the two dimensional curved noncommutative tori [3, 9]. In Appendix A, we produce the steps that was used to compute the scalar curvature in the non-conformal case. In Appendix B, we give the list of functions obtained from the rearrangement lemma that are used in our computations.

2 Preliminaries

In this section we shall fix notations and review preliminaries required for the rest of the work. We will start with the definition of noncommutative three torus and then we construct
the de Rham complex for it and discuss how one can define the Laplacians by fixing a metric on the noncommutative torus. Finally, we recall the definition of the Ricci functional from [11] for noncommutative three tori.

2.1 Noncommutative three tori

For a general introduction to topology and geometry of noncommutative tori the reader can consult [3]. Let $\theta = (\theta_1, \theta_2, \theta_3) \in M_3(\mathbb{R})$ be a skew-symmetric matrix. The noncommutative 3-torus $C(T^3_\theta)$ is the universal unital $C^*$-algebra generated by three unitary elements $u_1, u_2, u_3$ satisfying the relations:

$$u_k u_j = e^{2\pi i \theta_{jk}} u_j u_k, \quad j, k = 1, 2, 3.$$ 

We shall use both notations $C(T^3_\theta)$ and $T^3_\theta$ to refer to the noncommutative space represented by the algebra $C(T^3_\theta)$. For $\theta = 0$, the $C^*$-algebra $C(T^3_\theta)$ is isomorphic to the algebra of continuous functions on the 3-torus $T^3 = \mathbb{R}^3/\mathbb{Z}^3$.

There is an action of $T^3$ on $C(T^3_\theta)$, which is given by the 3-parameter group of automorphisms $\{\alpha_z\}$, such that

$$\alpha_z(u^m) = z^m u^m,$$

where for $m = (m_1, m_2, m_3) \in \mathbb{Z}^3$, we set $u^m = u_1^{m_1} u_2^{m_2} u_3^{m_3}$, and similarly, for $z = (z_1, z_2, z_3) \in T^3$, we denoted $z_1^{m_1} z_2^{m_2} z_3^{m_3}$ by $z^m$. The set of all elements $a \in C(T^3_\theta)$ for which the map $z \mapsto \alpha_z(a)$ is smooth, form an involutive dense subalgebra of $C(T^3_\theta)$, which will be denoted by $C^\infty(T^3_\theta)$. Alternatively, $C^\infty(T^3_\theta)$ can be expressed as

$$C^\infty(T^3_\theta) = \{ \sum_{m \in \mathbb{Z}^3} a_m u^m : \{a_m\}_{m \in \mathbb{Z}^3} \text{ is rapidly decreasing}\}.$$ 

By rapidly decreasing, we mean the Schwartz class condition that for all $k \in \mathbb{N}$,

$$\sup_{m \in \mathbb{Z}^3} (1 + |m|^2)^k |a_m|^2 < \infty.$$ 

There is a normalized faithful tracial state $\varphi$ on $C(T^3_\theta)$, determined by

$$\varphi(u^m) = 0, \quad \forall m \neq (0, 0, 0), \quad \text{and} \quad \varphi(1) = 1.$$ 

The tracial state $\varphi$ here plays the role of integration over $T^3_\theta$. The algebra $C^\infty(T^3_\theta)$ possesses three derivations, which are defined by the following relations:

$$\delta_j(\sum_{m \in \mathbb{Z}^3} a_m u^m) = \sum_{m \in \mathbb{Z}^3} m_j a_m u^m, \quad j = 1, 2, 3.$$ 

These derivations $\delta_j$ satisfy the relations

$$(\delta_j(a))^* = -\delta_j(a^*),$$

$$\varphi(a \delta_j(b)) + \varphi(\delta_j(a)b) = 0.$$
2.2 De Rham complex for noncommutative three tori

We will first construct the space of differential forms on $\mathbb{T}_\theta^3$. Let $W = \mathbb{C}^3$ and $\Lambda^* W = \bigoplus_{j=0}^3 \Lambda^j W$ be the exterior algebra of $W$. The algebra

$$\Omega^{* \infty}_{\mathbb{T}_\theta^3} := C^\infty(\mathbb{T}_\theta^3) \otimes \Lambda^* W,$$

will play the role of the algebra of complex differential forms of the noncommutative 3-torus.

We define the exterior derivative on functions, $d_0 : \Omega^0_{\mathbb{T}_\theta^3} \to \Omega^1_{\mathbb{T}_\theta^3}$, by

$$d_0(a) = (i\delta_1(a), i\delta_2(a), i\delta_3(a)), \quad \forall a \in C^\infty(\mathbb{T}_\theta^3).$$

Correspondingly, exterior derivative on 1-forms, $d_1 : \Omega^1_{\mathbb{T}_\theta^3} \to \Omega^2_{\mathbb{T}_\theta^3}$, and on 2-forms $d_2 : \Omega^2_{\mathbb{T}_\theta^3} \to \Omega^3_{\mathbb{T}_\theta^3}$ are given by

$$d_1(a_1, a_2, a_3) = (i\delta_1(a_2) - i\delta_2(a_1), i\delta_2(a_3) - i\delta_3(a_2), i\delta_1(a_3) - i\delta_3(a_1)),
$$

$$d_2(b_1, b_2, b_3) = i\delta_1(b_2) - i\delta_2(b_3) + i\delta_3(b_1).$$

It is not difficult to check that $d_{j+1}d_j = 0$. We define the de Rham complex of the noncommutative 3-torus to be the following complex

$$\Omega^0_{\mathbb{T}_\theta^3} \xrightarrow{d_0} \Omega^1_{\mathbb{T}_\theta^3} \xrightarrow{d_1} \Omega^2_{\mathbb{T}_\theta^3} \xrightarrow{d_2} \Omega^3_{\mathbb{T}_\theta^3}. \quad (3)$$

In the commutative case, to define the Laplacian on forms, we need to fix a Riemannian metric first and find the adjoint of the exterior derivatives, $d_j^*$ with respect to that metric. Then the Laplacian $\Delta_j$ on $j$-forms is defined as

$$\Delta_j = d_{j-1}^* d_j + d_j^* d_j.$$

In the noncommutative case we can study specific forms of metrics where the effect of the metric can be implemented through a volume form. Then this helps us to define the adjoint of the exterior derivatives and similar to the classical case, one can define the Laplacian on $j$-forms. These metrics include conformal perturbation of a flat metric, as it is studied in [6, 8, 5, 9] for noncommutative two tori, and a new class of non-conformally flat metrics in which only two directions are perturbed by a conformal factor. The geometry of conformally flat metrics on $\mathbb{T}_\theta^3$ will be studied in section 3, and the geometry of non-conformally flat metrics will be studied in section 4.

2.3 The Ricci functional

In a noncommutative setting, as a general rule, spectral methods must be employed to formulate metric invariants. For example, in the noncommutative formulation of the Ricci curvature in [11], instead of a tensorial algebraic definition, the spectral properties of the Laplacians are used to define and compute what is called the Ricci density. This formulation
allows us to define this quantity for the noncommutative three torus. In this section, we quickly review the definitions and motivations for this new formulation.

Suppose $M$ is an $m$-dimensional closed oriented Riemannian manifold. Let $V \to M$ be a smooth Hermitian vector bundle over $M$ and $P : C^\infty(V) \to C^\infty(V)$ be a positive elliptic differential operator of order $d$. The heat operator $e^{-tP}$ is trace class for all positive values of $t$ and it has a short time asymptotic expansion (cf. [12])

$$\text{Tr}(e^{-tP}) \sim \sum_{n=0}^{\infty} a_n(P)t^{\frac{n-m}{d}}, \quad t \to 0^+.$$ 

The coefficients $a_n(P)$ are given by an integral formula

$$a_n(P) = \int_M \text{tr}(a_n(x,P))dvol(x), \quad (4)$$

where $\text{tr}(a_n(x,P))$ is the fibrewise trace and $dvol(x) = \sqrt{\det g}dx^1\ldots dx^m$ is the Riemannian volume form of $M$.

To recover the densities $a_n(x,P)$, one needs to study the localized heat trace $\text{Tr}(Fe^{-tP})$ by a localizing factor $F \in C^\infty(\text{End}(V))$. For an endomorphism $F \in C^\infty(\text{End}(V))$, there is also a complete asymptotic expansion

$$\text{Tr}(Fe^{-tP}) \sim \sum_{n=0}^{\infty} a_n(F,P)t^{\frac{n-m}{d}}, \quad t \to 0^+,$$

where, this time the coefficients $a_n(F,P)$ can be written as the integral

$$a_n(F,P) = \int_M \text{tr}(F(x)a_n(x,P))dvol(x).$$

A method to compute these densities, which uses the pseudodifferential calculus, will be outlined in the next section, and will be used for differential operators on the noncommutative tori.

On the other hand, if $P$ is a Laplace type operator, namely, a positive elliptic operator whose leading symbol is given by the inverse of the metric tensor, then there exists a unique connection $\nabla$ on $V$ and a unique endomorphism $E \in C^\infty(\text{End}(V))$ such that [12]

$$P = P_\nabla - E,$$

where $P_\nabla : C^\infty(V) \to C^\infty(V)$ is the Bochner Laplacian of the connection defined as the composition of operators as follows

$$P_\nabla : C^\infty(V) \xrightarrow{\nabla} C^\infty(T^*M \otimes V) \xrightarrow{\nabla} C^\infty(T^*M \otimes T^*M \otimes V) \xrightarrow{-g^\otimes 1} C^\infty(V).$$
The first two densities of the corresponding heat kernel for $P$ are given by
\begin{align*}
a_0(x, P) &= (4\pi)^{-m/2}I, \\
a_2(x, P) &= (4\pi)^{-m/2}(\frac{1}{6}R(x) + E),
\end{align*}
where $R(x)$ is the scalar curvature of $M$.

We apply the above general idea to Laplacians $\triangle_0$ and $\triangle_1$ on $\Omega^0(M)$ and $\Omega^1(M)$. The endomorphism $E$ for the Laplacian on functions $\triangle_0$ is zero, therefore, the first two densities in the heat kernel of $\triangle_0$ are given by
\begin{align*}
a_0(x, \triangle_0) &= (4\pi)^{-m/2}, \\
a_2(x, \triangle_0) &= (4\pi)^{-m/2}(\frac{1}{6}R(x)).
\end{align*}
By Weitzenböck formula (1), the endomorphism for Laplacian on 1-forms $\triangle_1$ is $-\text{Ric}_x$, the Ricci operator on the cotangent bundle. Thus we have
\begin{align*}
a_0(x, \triangle_1) &= (4\pi)^{-m/2}I, \\
a_2(x, \triangle_1) &= (4\pi)^{-m/2}(\frac{1}{6}R(x) - \text{Ric}_x).
\end{align*}
These observations lead us to the following definition from [11].

**Definition 2.1.** The Ricci functional $\text{Ric} : C^\infty(\text{End}(T^*M)) \to \mathbb{C}$ is defined as
\begin{equation}
\text{Ric}(F) = a_2(\text{tr}(F), \triangle_0) - a_2(F, \triangle_1).
\end{equation}

The Ricci functional can also be described in terms of the spectral zeta function [11, Proposition 2.2]:
\begin{equation}
\text{Ric}(F) = \begin{cases} 
\zeta(0, \text{tr}(F), \triangle_0) - \zeta(0, F, \triangle_1) + \text{Tr}(\text{tr}(F)Q_0) - \text{Tr}(FQ_1), & m = 2 \\
\Gamma\left(\frac{m}{2} - 1\right)\text{Res}_{s=\frac{m}{2} - 1}(\zeta(s, \text{tr}(F), \triangle_0) - \zeta(s, F, \triangle_1)), & m > 2.
\end{cases}
\end{equation}
Here $\zeta(s, F, \triangle_1)$ is the localized spectral zeta function defined by $\text{Tr}(F\triangle_1^{-s})$ for $\Re(s) > m/2$, $\zeta(s, f, \triangle_0)$ is defined similarly, and $Q_j$ is the orthogonal projection on the kernel of $\triangle_j$.

### 2.4 Pseudodifferential calculus and local computations

In this section, we briefly recall the definition of Connes' pseudodifferential calculus [2] for $C^*$-dynamical systems adapted to 3-dimensional noncommutative tori and outline the necessary steps to use it to compute the heat trace densities. These densities then can be used to define the Ricci density and the scalar curvature density for the noncommutative three torus.

The action (1) on $C(T_0^3)$ defines a $C^*$-dynamical system $(C(T_0^3), \mathbb{R}^3, \alpha)$. A pseudodifferential calculus can be assigned to the given $C^*$-dynamical system. The symbols of order $d$ are given by smooth maps $\rho : \mathbb{R}^3 \to C^\infty(T_0^3)$ such that
1. For any non-negative multi-indices $\alpha, \beta$, there exists a positive number $C_{\alpha, \beta}$ such that
\[
\|\delta^\alpha \partial^\beta \rho(\xi)\| \leq C_{\alpha, \beta} (1 + |\xi|)^{d - |\beta|}.
\]

2. There is a smooth map $f : \mathbb{R}^3 \setminus \{0\} \to C^\infty(\mathbb{T}^3_\theta)$ such that
\[
\lim_{\lambda \to \infty} \lambda^{-d} \rho(\lambda \xi_1, \lambda \xi_2, \lambda \xi_3) = f(\xi_1, \xi_2, \xi_3).
\]

Here, we use the notation that for any multi-index $\alpha = (\alpha_1, \alpha_2, \alpha_3)$ we have
\[
\partial^\alpha = \partial^{\alpha_1}_{\xi_1} \partial^{\alpha_2}_{\xi_2} \partial^{\alpha_3}_{\xi_3}, \quad \delta^\alpha = \delta^{\alpha_1}_{\delta_1} \delta^{\alpha_2}_{\delta_2} \delta^{\alpha_3}_{\delta_3}.
\]

We shall denote the set of all symbols of order $d$ by $S^d(\mathbb{T}^3_\theta)$. The pseudodifferential operator associated to a given symbol $\rho \in S^d(\mathbb{T}^3_\theta)$ is defined by
\[
P_\rho(a) = (2\pi)^{-3} \int \int e^{-iz \cdot \xi} \rho(\xi) a(z) dzd\xi, \quad a \in C^\infty(\mathbb{T}^3_\theta).
\]

The following theorem from [2] gives a formula for the symbol of the product of pseudodifferential operators.

**Theorem 2.1.** If $\rho_j \in S^{d_j}(\mathbb{T}^3_\theta)$, $j = 1, 2$, there exists a $\rho \in S^{d_1 + d_2}$ such that $P_\rho = P_{\rho_1} P_{\rho_2}$, and moreover, $\rho$ has an asymptotic expansion given by
\[
\rho \sim \sum_{\alpha} \frac{1}{\alpha!} \partial^\alpha(\rho_1) \delta^\alpha(\rho_2).
\]

**Remark 2.1.** For our purposes, we need more general symbols which take values in $C^\infty(\mathbb{T}^3_\theta) \otimes M_n(\mathbb{C})$. The above calculus easily extends to this setting.

In the rest of this section we outline the steps through which one can find the second density of the heat trace $a_2$ for a positive elliptic differential operator on $\mathbb{T}^3_\theta$ using the pseudodifferential calculus. For more details we refer the readers to [12] for the commutative case and [4, 9, 5] for the noncommutative case.

Let $P$ be a second order positive elliptic operator on $\mathbb{T}^3_\theta$ with positive principal symbol, i.e. if we write the symbol of $P$ as the sum of the homogeneous parts $a_2(\xi) + a_1(\xi) + a_0(\xi)$, $a_2(\xi)$ is positive and it is invertible for any nonzero $\xi \in \mathbb{R}^3$. Then the parametrix $(P - \lambda)^{-1}$ for any $\lambda \in \mathbb{C} \setminus \mathbb{R}^+$ is a pseudodifferential operator of order $-2$ and its symbol $\sigma((P - \lambda)^{-1})$ can be written as $b_0(\xi, \lambda) + b_1(\xi, \lambda) + \cdots$, where $b_j(\xi, \lambda)$ is homogeneous of order $-2 - j$ in $(\xi, \lambda)$, that is it satisfies $b_j(t\xi, t^2 \lambda) = t^{-2-j} b_j(\xi, \lambda)$ for all $t \geq 0$. The terms $b_j$ can be
written in terms of $a_j$'s and $b_0$ using the recursive formula for symbol product applied to the equality $(P - \lambda)^{-1}(P - \lambda) \sim 1$:

$$b_0(\xi, \lambda) = (a_2 - \lambda)^{-1},$$

$$b_1(\xi, \lambda) = -b_0a_1b_0 - \sum_{j=1}^{3} \partial_j(b_0)b_j(a_2)b_0,$$

$$b_2(\xi, \lambda) = -b_0a_0b_0 - b_1a_1b_0 - 3\sum_{j=1}^{3} \partial_j(b_0)b_1(a_1)b_0 - b_1a_1b_0 - \frac{1}{2} \partial_i \partial_j(b_0)b_i\delta_j(a_2)b_0. \quad (8)$$

Using the Cauchy integral formula and the formula for the trace in terms of the symbols of a smoothing operator, one has the asymptotic expansion of the localized heat trace $\text{Tr}(Fe^{-tP})$ as follows:

$$\text{Tr}(Fe^{-tP}) \sim \sum_{n=0}^{\infty} t^{n-\frac{3}{2}} \phi \left( \text{tr}(F) \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{1}{2\pi i} \int_{\gamma} e^{-\lambda}b_n(\xi, \lambda)d\lambda d\xi \right).$$

The geometric meaning of the second density $a_2(P)$, i.e. densities for the coefficient of the term $t^{-\frac{3}{2}}$, in the classical case is discussed in section 2.3. In the noncommutative case, by analogy, the second density which is given by

$$a_2(P) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{1}{2\pi i} \int_{\gamma} e^{-\lambda}b_2(\xi, \lambda)d\lambda d\xi, \quad (9)$$

can be used to define the Ricci and scalar curvature for the noncommutative torus when $P$ is a carefully chosen geometric operator. By a homogeneity argument given in [13] for noncommutative three tori, we can rewrite $a_2(P)$ as

$$a_2(P) = \frac{1}{8\pi^{7/2}} \int_{\mathbb{R}^3} b_2(\xi, -1)d\xi. \quad (10)$$

To compute the integral (10) above, one needs to apply the rearrangement lemma. Here we shall use a general version from [15 Corollary 3.5].

**Proposition 2.2.** Suppose $A$ is a $C^*$-algebra. Let $f_0, ..., f_p : \mathbb{R}_{\geq 0} \to \mathbb{C}$ be smooth functions such that for each pair of positive numbers $0 < C_1 < C_2$ and each multi-index $\alpha \in \mathbb{N}^{n+1}$, the function $f(x_0, ..., x_p) := \prod_{j=0}^{p} f_j(x_j)$ satisfies

$$\int_{0}^{\infty} \sup_{C_1 \leq x_j \leq C_2} \left| u^{\alpha}(\partial^\alpha f)(us) \right| du < \infty,$$
Let $A = e^a$ for some selfadjoint element $a \in \mathcal{A}$. Then for $\rho_1, \ldots, \rho_p \in \mathcal{A}$
\[
\int_0^\infty f_0(uA) \cdot b_1 \cdot f_1(uA) \cdot \cdots \cdot b_p \cdot f_p(uA) du
\]
\[
= A^{-1} \mathcal{F}_{\gamma}(\Delta_0, \Delta_1 \Delta_2, \cdots, \Delta_1 \cdots \Delta_p)(\rho_1 \cdot \rho_2 \cdots \rho_p),
\]
where $\Delta_j$ is the modular operator acting on $b_j$ by $\Delta(b) = A^{-1}bA$, and the smooth function $F$ is given by
\[
F(s_1, \ldots, s_p) = \int_0^\infty f_0(u) \cdot f_1(us_1) \cdot \cdots \cdot f_p(us_p) du.
\]

In the following, we first compute the Laplacians $\triangle_0$, $h$ and $\triangle_1$, $h$ and show that they are anti-unitary equivalent to operators $\tilde{\triangle}_0$, $h$ and $\tilde{\triangle}_1$, $h$ which are second order positive elliptic differential operators. Hence, the above theory can be applied to find their second densities $a_2(\tilde{\triangle}_0, h)$ and $a_2(\tilde{\triangle}_1, h)$. Now we can define

**Definition 2.2.** The scalar curvature functional $\mathcal{R} : C^\infty(T^3_\theta) \to \mathbb{C}$ is defined as
\[
\mathcal{R}(a) := \varphi(aa_2(\triangle_0, h)), \quad a \in C^\infty(T^3_\theta),
\]
and $a_2(\triangle_0, h)$ will be called the scalar curvature density or just the scalar curvature and we denote it by $\mathcal{R}$.

Similar to Definition 2.1 we define

**Definition 2.3.** The Ricci curvature functional $Ric : C^\infty(T^3_\theta) \otimes M_3(\mathbb{C}) \to \mathbb{C}$ is defined as
\[
Ric(F) := \varphi(\text{tr}(F)a_2(\triangle_0, h)) - \varphi(Fa_2(\triangle_1, h)), \quad F \in C^\infty(T^3_\theta) \otimes M_3(\mathbb{C}).
\]

The Ricci density is then defined by the equation
\[
Ric(F) = \varphi(\text{tr}(FRic)), \quad F \in C^\infty(T^3_\theta) \otimes M_3(\mathbb{C}).
\]

It can be readily seen that
\[
\text{Ric} = R \otimes I_3 - a_2(\triangle_1, h).
\]

Using the Mellin transform, one can show that the above definition is equivalent to the equation [13].

**Remark 2.2.** Note that we choose to drop the effect of the volume form density $vol$ on the Ricci and scalar curvature densities. We have also dropped the overall multiplicative constants in our definitions above. This means that we are ignoring a factor of $\frac{1}{48 \pi S_3} vol$ for the scalar curvature density and a factor of $\frac{1}{8 \pi S_3} vol$ for the Ricci density. Moreover, we shall use operators which are anti-unitary equivalent to the Laplacians while computing the densities. It can be seen readily that if $\tilde{\triangle} = U^* \triangle U$, for some anti-unitary operator $U$ then
\[
\text{Tr}(F e^{-t\tilde{\triangle}}) = \text{Tr}(FU^* e^{-t\triangle} U) = \text{Tr}(UFU^* e^{-t\triangle}).
\]

Similarly, the localized heat trace densities are related as above. These two points should be taken into account while we recover the classical results in the limit $\theta \to 0$ of our formulas for the noncommutative tori.
3 Ricci density for conformally flat metrics

In this section we first investigate how the geometry of conformally flat metrics on three torus $\mathbb{T}^3$ can be implemented on the noncommutative three tori $\mathbb{T}^3_\theta$. We then use it to define the Laplacian on functions and on 1-forms; that is we find the Laplacian of the de Rham complex \([3]\) with respect to the induced inner products. Then using the pseudodifferential calculus we compute the second densities of heat trace asymptotic for these operators which by Definitions \([2.2]\) and \([2.3]\) can be used to define the scalar curvature density and the Ricci curvature density for $\mathbb{T}^3_\theta$.

In the commutative case, if $h \in C^\infty(M)$ is a real valued function, conformally changing the Riemannian metric by the function $e^{-2h}$ will result in changing the volume form. For instance, if the dimension of a closed Riemannian manifold $M$ is $m$, and we denote the conformal change of $g$ by $\tilde{g} = e^{-2h}g$, then the new volume form $\tilde{dx}$ is $e^{-mh}dx$. As a result, the inner products on $\Omega^0(M)$, $\Omega^1(M)$, and $\Omega^2(M)$ are given by

\[
\langle f_1, f_2 \rangle_{\tilde{g}} = \int_M f_1 \bar{f}_2 e^{-mh} dx,
\]

\[
\langle \alpha_1, \alpha_2 \rangle_{\tilde{g}} = \int_M g^{-1}(\alpha_1, \bar{\alpha}_2) e^{(2-m)h} dx,
\]

\[
\langle \omega_1, \omega_2 \rangle_{\tilde{g}} = \int_M (\wedge g^{-1})(\omega_1, \bar{\omega}_2) e^{(4-m)h} dx.
\]

Inspired by these classical equations, we are able to study the conformal change of metrics for noncommutative three tori. Let $h$ be a self-adjoint positive element of $C^\infty(\mathbb{T}^3_\theta)$ and let $\varphi_0(a) = \varphi(ae^{-3h})$, for any $a \in C(\mathbb{T}^3_\theta)$. Denote the Hilbert space given by the GNS construction of $C(\mathbb{T}^3_\theta)$ with respect to the positive linear functional $\varphi_0$ by $\mathcal{H}_h^{(0)}$. In other words, the inner product of $\mathcal{H}_h^{(0)}$ is given by

\[
\langle a, b \rangle_{0,h} = \varphi(b^* a e^{-3h}).
\]

Let $\mathcal{H}_h^{(1)}$ denote the Hilbert space completion of $\Omega^1_{\mathbb{T}^3_\theta}$ with respect to the inner product of $\mathcal{H}_h^{(1)}$ given by

\[
\langle (a_1, a_2, a_3), (b_1, b_2, b_3) \rangle_{1,h} = \varphi(\sum_{i=1}^3 b_i^* a_i e^{-h}).
\]

Similarly, let $\mathcal{H}_h^{(2)}$ denote the Hilbert space completion of $\Omega^2_{\mathbb{T}^3_\theta}$ with respect to the inner product of $\mathcal{H}_h^{(2)}$ given by

\[
\langle (a_1, a_2, a_3), (b_1, b_2, b_3) \rangle_{2,h} = \varphi(\sum_{i=1}^3 b_i^* a_i e^h).
\]
We identify the formal adjoint operator \( d_j^* \) of \( d_j \) acting on elements of \( \Omega^{j+1} \mathbb{T}_\theta \subset \mathcal{H}_h^{(j+1)} \) as follows. Let us denote \( e^{h/2} \) by \( k \). Then we have

\[
d_0^*(a_1, a_2, a_3) = -i \sum_{j=1}^3 \delta_j (a_j k^{-2}) k^6,
\]

and

\[
d_1^*(a_1, a_2, a_3) = \\
\left( i \delta_3(a_3 k^2) k^2 + i \delta_2(a_2 k^2) k^2, i \delta_3(a_2 k^2) k^2 - i \delta_1(a_1 k^2) k^2, -i \delta_1(a_3 k^2) k^2 - i \delta_2(a_2 k^2) k^2 \right).
\]

Now, we can define the Laplacian on 0-forms to be \( \Delta_{0,h} = d_0^* d_0 \), and the Laplacian on 1-forms to be \( \Delta_{1,h} = d_1^* d_1 + d_0 d_0^* \). We have

\[
\Delta_{0,h}(a) = d_0^* d_0(a) = \sum_{j=1}^3 \delta_j (\delta_j(a) k^{-2}) k^6,
\]

On the other hand, the Laplacian on 1-forms is given by

\[
\Delta_{1,h}(a_1, a_2, a_3) = \\
\left( \delta_2(\delta_2(a_1) k^2) + \delta_3(\delta_3(a_1) k^2) - \delta_2(\delta_1(a_2) k^2) - \delta_3(\delta_1(a_3) k^2) \right) k^2 + \sum \delta_1(\delta_j(a_j k^{-2}) k^6), \\
\left( \delta_1(\delta_1(a_2) k^2) - \delta_2(\delta_2(a_1) k^2) + \delta_3(\delta_3(a_2) k^2) - \delta_3(\delta_2(a_3) k^2) \right) k^2 + \sum \delta_2(\delta_j(a_j k^{-2}) k^6), \\
\left( \delta_1(\delta_1(a_3) k^2) - \delta_3(\delta_3(a_1) k^2) - \delta_3(\delta_2(a_2) k^2) + \delta_2(\delta_2(a_3) k^2) \right) k^2 + \sum \delta_3(\delta_j(a_j k^{-2}) k^6) \right).
\]

The right multiplication operator \( R_{k^3} \) satisfies the property

\[
\langle R_{k^3} a, R_{k^3} b \rangle_{0,h} = \phi_0(k^3 b^* ak^{-3}) = \phi(3 b^* ak^{-3}) = \langle a, b \rangle_{0,0},
\]

and thus extends to a unitary operator from \( \mathcal{H}_h^{(0)} \) to \( \mathcal{H}_h^{(0)} \), which we still denote by \( R_{k^3} \). Let \( J : C(\mathbb{T}_\theta) \to C(\mathbb{T}_\theta) \) be the adjoint map \( J(a) = a^* \). Then \( R_{k^3} J : \mathcal{H}_h^{(0)} \to \mathcal{H}_h^{(0)} \) is an anti-unitary operator. Thus \( \Delta_{0,h} \) is anti-unitary equivalent to

\[
\tilde{\Delta}_{0,h} := J R_{k^3}^* \Delta_{0,h} R_{k^3} J = k^{-3} (J \Delta_{0,h} J) k^3 = \sum_{j=1}^3 k^3 \delta_j k^{-2} \delta_j k^3.
\]

It can also be seen that

\[
\langle R_k(a_1, a_2, a_3), R_k(b_1, b_2, b_3) \rangle_{1,h} = \langle (a_1, a_2, a_3), (b_1, b_2, b_3) \rangle_{1,0}.
\]
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Hence $R_k$ can be extended to a unitary operator from $\mathcal{H}_0^{(1)}$ to $\mathcal{H}_h^{(1)}$, which we still denote by $R_k$. Then we get an anti-unitary operator $R_k J : \mathcal{H}_0^{(1)} \rightarrow \mathcal{H}_h^{(1)}$. Therefore, $\triangle_{1,h}$ is anti-unitary equivalent to

$$\tilde{\triangle}_{1,h} := JR_k^* \triangle_{1,h} R_k J = k^{-1} J \triangle_{1,h} J k.$$ 

Since $JR_k m J = k^m$, and $J \delta_j = - \delta_j J$, for $j = 1, 2, 3$, we have

$$JR_k m \delta_i R_k n \delta_j J = JR_k m J \delta_i R_k n \delta_j J = k^m \delta_i k^n \delta_j.$$ 

Thus,

$$\tilde{\triangle}_{1,h}(a_1, a_2, a_3) = \left( k \delta_3 k^2 \delta_3 k a_1 + k \delta_2 k^2 \delta_2 k a_1 - k \delta_2 k^2 \delta_1 k a_2 - k \delta_3 k^2 \delta_1 k a_3 + \sum k^{-1} \delta_1 k^6 \delta_j k^{-1} a_j, 
- k \delta_1 k^2 \delta_3 k a_1 + k \delta_3 k^2 \delta_3 k a_2 + k \delta_1 k^2 \delta_1 k a_2 - k \delta_3 k^2 \delta_3 k a_3 + \sum k^{-1} \delta_2 k^6 \delta_j k^{-1} a_j, 
- k \delta_1 k^2 \delta_3 k a_1 + k \delta_1 k^2 \delta_1 k a_3 - k \delta_2 k^2 \delta_3 k a_2 + k \delta_2 k^2 \delta_2 k a_3 + \sum k^{-1} \delta_3 k^6 \delta_j k^{-1} a_j \right).$$

### 3.1 Scalar curvature

The scalar curvature for conformally flat metrics on noncommutative three tori was first computed in [13]. For the sake of completeness, we shall compute it again here. As discussed in Section 2.4, we define the scalar curvature of $\mathbb{T}^3_\theta$ to be

$$R = a_2(\tilde{\triangle}_{0,h}) = \frac{1}{8\pi^{7/2}} \int_{\mathbb{R}^3} b_2(\xi, -1) d\xi. \quad (13)$$

where $b_2(\xi, -1)$ is the second term in the asymptotic expansion of the symbol of the parametrix of $\tilde{\triangle}_{0,h}$.

To compute $b_2$ we need first to find the symbol of the Laplacian on functions.

**Lemma 3.1.** Let the symbol of $\tilde{\triangle}_{0,h}$ be written as the sum of its homogeneous parts, $\sigma(\tilde{\triangle}_{0,h}) = a_2 + a_1 + a_0$. Then we have

$$a_2 = k^4 \xi_1^2 + k^4 \xi_2^2 + k^4 \xi_3^2,$$

$$a_1 = \sum_{i=1}^{3} (2k \delta_i(k^3) + k^3 \delta_i(k^{-2}) k^3) \xi_i,$$

$$a_0 = \sum_{i=1}^{3} \left( k \delta_i^2(k^3) + k^3 \delta_i(k^{-2}) \delta_i(k^3) \right).$$

\[\square\]
To evaluate the integral in (13), for this case, we shall first move to spherical coordinates. After performing the angular integrals, we are left with sums of integrals of the form

\[ \int_0^\infty b_0^{m_0} \rho_1 b_0^{m_1} \rho_2 b_0^{m_2} \cdots \rho_1 b_0^{m_p} u^{(-\frac{3}{2} + \sum_j m_j)} \, du. \]

To compute these latter integrals we need to use the following version of the rearrangement lemma. Here we present it as a corollary of Proposition 2.2 but a straightforward proof can be found in [13].

**Corollary 3.2.** Let \( b_0 = (1 + k^4 u)^{-1} \), \( \rho_j \in C^\infty(T_k^0) \), \( m_j \in \mathbb{Z} \), for \( j = 0, 1, \ldots, p \), and set the modular operator \( \Delta \) be \( \Delta(x) = k^{-6} x k^6 \). Then

\[ \int_0^\infty b_0^{m_0} \rho_1 b_0^{m_1} \cdots \rho_1 b_0^{m_p} u^{(-\frac{3}{2} + \sum m_j)} \, du = k^{(2 - 4 \sum m_j)} F(m_0, \ldots, m_p)(\Delta(1), \ldots, \Delta(p))(\rho_1 \cdot \rho_2 \cdots \rho_p), \]

where

\[ F(m_0, \ldots, m_p)(s_1, \ldots, s_p) = \int_0^\infty (1 + u)^{-m_0} \prod_{j=1}^p \left( u \prod_{k=1}^j s_h^2 + 1 \right)^{-m_j} u^{(-\frac{3}{2} + \sum m_j)} \, du. \]

**Proof.** Let \( u = t^{2/3} \). Then we have \( b_0 = (1 + (tA)^{2/3})^{-1} \) where \( A = k^6 = e^{3h} \), and it is enough to consider the following functions;

\[ f_0(x) := x^{-4/3 + 3/2 \sum m_j} (1 + x^{2/3})^{-m_0}, \quad f_j(x) := (1 + x^{2/3})^{-m_j}, \quad j = 1, \ldots, p. \]

If we set \( F(m_0, \ldots, m_p)(s_1, \ldots, s_p) = F(s_1, s_1 s_2, \ldots, s_1 \cdots s_p) \), by Proposition 2.2 the result is proven. \( \square \)

For instance

\[ F_{1,1}(s_1) = \frac{\pi}{s_1^4 + \sqrt{s_1}}, \quad F_{2,1}(s_1) = \frac{\pi (\sqrt{s_1} + 2)}{2 (\sqrt{s_1} + 1)^2 \sqrt{s_1}}, \]

\[ F_{1,1,1}(s_1, s_2) = \frac{\pi (\sqrt{s_1} (\sqrt{s_2} + 1) + 1)}{(\sqrt{s_1} + 1) s_1 (\sqrt{s_2} + 1) \sqrt{s_2} (\sqrt{s_1} \sqrt{s_2} + 1)}, \]

\[ F_{2,1,1}(s_1, s_2) = \frac{\pi ((\sqrt{s_1} + 2) \sqrt{s_1} (\sqrt{s_2} + 1) (\sqrt{s_1} \sqrt{s_2} + 2) + 2)}{2 (\sqrt{s_1} + 1)^2 s_1 (\sqrt{s_2} + 1) \sqrt{s_2} (\sqrt{s_1} \sqrt{s_2} + 1)^2}. \]

The complete list of these functions can be found in Appendix B.

All the \( \rho_j \)'s appeared in our computations are multiples of \( \delta_j(k) \) or \( \delta_j^2(k) \). We want to write all \( \rho_j \)'s in terms of \( \log k \). To perform this step, using the expansional formula applied in [5, section 6.1], we find the corresponding formula

\[ k^{-1} \delta_j(k) = f(\Delta)(\delta_j(\log k)), \]

\[ k^{-1} \delta_j^2(k) = f(\Delta)(\delta_j^2(\log k)) + 2g(\Delta(1), \Delta(2))(\delta_j(\log k) \cdot \delta_j(\log k)), \]
where,

\[ f(x) = \int_0^1 x^{s/6} ds = \frac{6(x^{1/6} - 1)}{\log x}, \]

\[ g(x, y) = \int_0^1 \int_0^s x^{s/6} y^{t/6} dt ds = \frac{36(x^{1/6}((y^{1/6} - 1) \log x - \log y) + \log y)}{\log x \log y (\log x + \log y)}. \]

And finally, the result is rewritten in terms of \( \nabla := \log \Delta = -\frac{3}{2}[h, \cdot] \).

**Theorem 3.3.** For the noncommutative three tori \( T^3_\theta \) equipped with a conformally flat metric \( g = e^{-2h} I_3 \), the scalar curvature \( R \) is given by

\[
R = a_2(\triangle_{0,h}) = \frac{k^{-2}}{\pi^{3/2}} \left( K(\nabla) (\Delta(\log k)) + H(\nabla_{(1)}, \nabla_{(2)}) (\sum \delta_j(\log k) \cdot \delta_j(\log k)) \right),
\]

where \( \Delta(x) = \sum_{j=1}^3 \delta_j^2(x) \), \( k = e^{h/2} \). The one variable function \( K \) is given by

\[
K(s) = \frac{1 - e^{s/3}}{s(e^{s/6} + e^{s/2})}. \tag{14}
\]

and the two variable function \( H \) is given by

\[
H(s,t) = -\frac{3((e^{s/3} + 3) s (e^{t/3} - 1) - (e^{s/3} - 1) (3e^{t/3} + 1) t)}{st(s+t)e^{(s+t)/3}(e^{(s+t)/3} + 1)}. \tag{15}
\]

The classical limit \( \theta \to 0 \), is obtained by taking the limits of \( K(s) \) and \( H(s, t) \) as \( t, s \to 0 \).

We obtain

\[
\lim_{s \to 0} K(s) = -\frac{1}{6}, \quad \lim_{(s,t) \to (0,0)} H(s, t) = \frac{1}{6}.
\]

This implies that the scalar curvature \( R \) approaches the limit

\[
-\frac{k^{-2}}{24\pi^{3/2}} \sum (2\delta_j^2(h) - \delta_j(h)\delta_j(h)),
\]

as \( \theta \to 0 \). It matches with the scalar curvature \(-2e^{2h} \sum (-2h_{jj} + h_j^2)\) for the three torus with the metric \( g = e^{-2h}(dx^2 + dy^2 + dz^2) \) up to the factor of \( k^{648\pi^{3/2}} \) due to our convention (see Remark 2.2).
3.2 The Ricci density

In this section, we shall compute the Ricci density of $\mathbb{T}^2_d$ equipped with a conformally flat metric. To this end, we first need to find the term $\{10\}$ for $\tilde{\Delta}_{1,h}$ which is anti-unitarily equivalent to the Laplacian on 1-forms. We shall follow all the computational steps listed in the previous section to compute the scalar curvature, with one difference that the symbols are matrix valued in this case and the results will be in the matrix form. We start with the symbol of $\tilde{\Delta}_{1,h}$.

Lemma 3.4. If we denote the symbol of $\tilde{\Delta}_{1,h}$ by $\sigma(\tilde{\Delta}_{1,h}) = a_2 + a_1 + a_0$, then we have

$$a_2 = (k^4 \xi_1^2 + k^4 \xi_2^2 + k^4 \xi_3^2) I_3,$$

$$a_1 = \begin{pmatrix}
  k^5 \delta_1(k^{-1}) + k^{-1} \delta_1(k^5) & -k \delta_2(k^4) k^{-1} & -k \delta_3(k^4) k^{-1} \\
  k^{-1} \delta_2(k^4) k & k^3 \delta_1(k) + k \delta_1(k^3) & 0 \\
  k^{-1} \delta_3(k^4) k & 0 & k^3 \delta_1(k) + k \delta_1(k^3)
\end{pmatrix} \xi_1,$$

$$+ \begin{pmatrix}
  k^3 \delta_2(k) + k \delta_2(k^3) & -k \delta_1(k^4) k^{-1} & 0 \\
  -k \delta_1(k^4) k^{-1} & k^5 \delta_2(k^{-1}) + k^{-1} \delta_2(k^5) & -k \delta_3(k^4) k^{-1} \\
  0 & k^3 \delta_2(k) + k \delta_2(k^3) & 0
\end{pmatrix} \xi_2,$$

$$+ \begin{pmatrix}
  k^3 \delta_3(k) + k \delta_3(k^3) & 0 & k^{-1} \delta_1(k^4) k \\
  0 & k^3 \delta_3(k) + k \delta_3(k^3) & k^{-1} \delta_1(k^4) k \\
  -k \delta_1(k^4) k^{-1} & -k \delta_2(k^4) k^{-1} & k^5 \delta_3(k^{-1}) + k^{-1} \delta_3(k^5)
\end{pmatrix} \xi_3,$$

$$+ \sum_{i,j,k=1}^3 \begin{pmatrix}
  k^{-1} \delta_i(k^6 \delta_j(k^{-1})) - k \delta_j(k^2 \delta_i(k))
\end{pmatrix} E_{ij} + \sum_{j=1}^3 k \delta_j(k^2 \delta_j(k)) I_3.$$

Here $E_{ij}$’s are the matrix units.

To compute $b_2(\xi, -1)$, we use the symbol of $\tilde{\Delta}_{1,h}$ and $[8]$. Then $[9]$ gives the second heat trace density $a_2(\tilde{\Delta}_{1,h})$.

Proposition 3.5. With notation as above, we have

$$\pi^{3/2} k^2 a_2(\tilde{\Delta}_{1,h}) = \left\{-\frac{1}{2} K(\nabla) (\Delta(\log k)) + T(\nabla_{(1)}, \nabla_{(2)}) (\sum_i \delta_i(\log k) \cdot \delta_i(\log k)) \right\} I_3$$

$$+ \sum_{i,j=1}^3 \left( F(\nabla) (\delta_i \delta_j(\log k)) + W(\nabla_{(1)}, \nabla_{(2)}) (\delta_i(\log k) \cdot \delta_j(\log k)) 
\quad + S(\nabla_{(1)}, \nabla_{(2)}) (\delta_j(\log k), \delta_i(\log k)) \right) E_{ij},$$

where $K$ is the function in $[14]$, and the other functions are given as follow:

$$F(s) = \frac{e^{-\frac{1}{s}}(e^s - 1)}{2(1 + e^s)s},$$
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\[ T(s, t) = \frac{3s(1 - e^{\frac{s}{3}})(e^{\frac{2s + t}{3}} - e^{\frac{s}{3}} - e^{\frac{s}{3}} - 1) + 3t(1 - e^{\frac{s}{3}})(e^{\frac{2s + 2t}{3}} + e^{\frac{s}{3}} + e^{\frac{s}{3}} - 1)}{st(s + t)e^{\frac{2s + t}{3}}(e^{\frac{s}{3}} + 1)}, \]

\[ W(s, t) = \frac{6(e^{\frac{2s + t}{3}} + e^{\frac{2(s + t)}{3}} + 1)(se^{\frac{s}{3}} - e^{\frac{s}{3}}(s + t) + t)}{st(s + t)e^{\frac{2s + t}{3}}(e^{\frac{s}{3}} + 1)}, \]

\[ S(s, t) = \frac{3s(e^{\frac{s}{3}} - 1)(2e^{\frac{2s}{3}} + e^{\frac{2s + 2t}{3}} - e^{\frac{2s + t}{3}} + 1) - 3t(e^{\frac{s}{3}} - 1)(2e^{\frac{2s}{3}} + e^{\frac{2s + 3t}{3}} - e^{\frac{2s + 2t}{3}} + e^{\frac{s}{3}})}{st(s + t)e^{\frac{2(s + t)}{3}}(e^{\frac{s}{3}} + 1)}. \]

Using definitions 2.2 and 2.3, Theorem 3.5, and Proposition 3.3, we can compute the Ricci density of the noncommutative three tori \( \mathbb{T}_0^3 \) equipped with a conformally flat metric \( g = e^{-2h}I_3 \).

**Theorem 3.6.** The Ricci density of \( \mathbb{T}_0^3 \) equipped with the conformally flat metric \( g = e^{-2h}I_3 \) is given by

\[ \textbf{Ric} = \pi^{-\frac{3}{2}}k^{-2} \left( \frac{3}{2}K(\nabla)(\Delta(\log k)) + (H - T)(\nabla(1), \nabla(2)) (\sum \delta_\ell(\log k) \cdot \delta_\ell(\log k)) \right)I_3 \]

\[ - \pi^{-\frac{3}{2}}k^{-2} \sum \left( F(\nabla)(\delta_i(\log k) + W(\nabla(1), \nabla(2))(\delta_i(\log k) \cdot \delta_j(\log k)) \right) \]

\[ + S(\nabla(1), \nabla(2))(\delta_j(\log k), \delta_i(\log k)) \right)E_{ij}. \]

Here \( k = e^{h/2} \), and \( \Delta(a) = \sum \delta_\ell^2(a) \) denotes the flat Laplacian.

**Remark 3.1.** To check the result with the commutative case, we need to find the following limits:

\[ \lim_{s \to 0} F(s) = \frac{1}{4}, \quad \lim_{(s,t) \to (0,0)} T(s, t) = -\frac{1}{3}, \quad \lim_{(s,t) \to (0,0)} W(s, t) = \frac{1}{2}. \]

Since in the commutative case the commutator term \([\delta_j(\log k), \delta_i(\log k)]\) on which \( S \) acts, automatically vanishes, we find that the \((i, j)^{th}\) entry of the Ricci density for \( \theta = 0 \) is given by

\[ - \frac{k^{-2}}{8\pi^{3/2}} \left( \delta_{ij} \sum_{\ell=1}^{3} \delta_\ell^2(h) - \delta_\ell(h)^2 + \delta_\ell(h)\delta_j(h) + \delta_i(\delta_j(h)) \right), \] (16)

where the \( \delta_{ij} \) denotes the Kronecker delta. On the other hand, a direct computation in the commutative case for the metric \( g = e^{-2h}I_3 \) gives the \((i, j)^{th}\) component of the Ricci operator as

\[ e^{2h} \left( \delta_{ij}(\sum_{\ell=1}^{3} h_{\ell\ell} - h_{\ell}^2) + h_i h_j + h_{ij} \right), \]

which matches with the corresponding Ricci density in (16) after taking into the account the Remark 2.2.
4 Ricci density for non-conformal perturbations

In this section we shall compute the Ricci curvature for a metric on the noncommutative three torus which is an analogue of the metric
\[ e^{-2h}(dx^2 + dy^2) + dz^2, \]
for some \( h \in C^\infty(T^3) \) in the classical case. The inner products on functions, 1-forms and 2-forms for a torus equipped with this metric are given as follows:
\[ \langle f_1, f_2 \rangle = \int_{T^3} f_1 \overline{f_2} e^{-2h} dx dy dz, \]
for all \( f_1, f_2 \in \Omega^0(T^3) \),
\[ \langle \alpha, \beta \rangle = \int_{T^3} (\alpha_1 \overline{\beta_1} + \alpha_2 \overline{\beta_2} + \alpha_3 \overline{\beta_3} e^{-2h}) \ dxdydz, \]
for all \( \alpha = (\alpha_1, \alpha_2, \alpha_3), \beta = (\beta_1, \beta_2, \beta_3) \in \Omega^1(T^3) \), and
\[ \langle \xi, \eta \rangle = \int_{T^3} (\xi_1 \overline{\eta_1} e^{2h} + \xi_2 \overline{\eta_2} + \xi_3 \overline{\eta_3}) \ dxdydz, \]
for all \( \xi = (\xi_1, \xi_2, \xi_3), \eta = (\eta_1, \eta_2, \eta_3) \in \Omega^2(T^3) \).

Let \( k = e^h \) for \( h \in C^\infty(T^3) \). Motivated by the classical case, we denote by \( H^{(0)}_h \) the Hilbert space given by the GNS construction of \( C(T^3) \) with respect to the positive linear functional
\[ \varphi_0(a) = \varphi(ak^{-2}). \]
For 1-forms, we denote by \( H^{(1)}_h \) the Hilbert space, which is the completion of \( \Omega^1 T^3_\theta \) with respect to the inner product given by
\[ \langle a, b \rangle = \varphi (b^*_1 a_1 + b^*_2 a_2 + b^*_3 a_3 k^{-2}). \]
For 2-forms, we denote by \( H^{(2)}_h \) the Hilbert space, which is the completion of \( \Omega^2 T^3_\theta \) with respect to the inner product given by
\[ \langle a, b \rangle = \varphi (b^*_1 a_1 k^2 + b^*_2 a_2 + b^*_3 a_3). \]

We also need adjoints of de Rham differentials \( \Box \) with respect to the given metric. It can be shown that the adjoint of \( d_0 \) is given by
\[ d_0^* : b \mapsto (-i)(\delta_1(b_1)k^2 + \delta_2(b_2)k^2 + \delta_3(b_3) - b_3 k^{-2} \delta_3(k^2)), \quad b = (b_1, b_2, b_3) \in \Omega^1 T^3_\theta. \]
Similarly, the adjoint of \( d_1 \) acting on an element \( a = (a_1, a_2, a_3) \in \Omega^2 T^3_\theta \) is given by
\[ d_1^* : a \mapsto (i \delta_2(a_1 k^2) + i \delta_3(a_3), i \delta_3(a_2) - i \delta_1(a_1 k^2), -i \delta_2(a_2) k^2 - i \delta_1(a_3) k^2). \]
To compute the spectral densities of the Laplacians for these metrics, we will follow the steps presented in section 2.4. By a homogeneity argument, again, the computation of contour integral can be bypassed by setting $\lambda = -1$:

$$
\frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{1}{2\pi i} \int b_2(\xi, \lambda) d\lambda d\xi = \frac{1}{8\pi^7/2} \int_{\mathbb{R}^3} b_2(\xi, -1) d\xi.
$$

Then we have integrals in $\xi$ variable where the dependence of the integrand comes from the powers of $b_0(\xi, -1) = (1 + a_2(\xi))^{-1}$ and $\xi_j$. To compute these integrals, we first apply a change of variables,

$$
\begin{align*}
\xi_1 &= \sqrt{u(1 + \eta^2)} \cos \theta, \\
\xi_2 &= \sqrt{u(1 + \eta^2)} \sin \theta, \\
\xi_3 &= \eta,
\end{align*}
$$

where the domain of the new variables $(u, \eta, \theta)$ is given by

$$
u \in [0, +\infty), \quad \eta \in (-\infty, +\infty), \quad \theta \in [0, 2\pi).
$$

The Jacobian of this substitution is $\frac{1}{2} (1 + \eta^2)$, and this substitution decomposes $b_0$ to $(1 + \eta^2)^{-1}$ multiplied by a noncommutative part which depends only on $u$. More precisely

$$
b_0(\xi, -1) = (1 + k^2 \xi_1^2 + k^2 \xi_2^2 + \xi_3^2)^{-1} = (1 + \eta^2 + u(1 + \eta^2)k^2)^{-1} = \frac{1}{1 + \eta^2} b_0(u).
$$

Here we denoted $(1 + uk^2)^{-1}$ by $b_0(u)$. As a result, after applying the substitution, each term of $b_2$ ends up with a triple integral whose two variables $(\eta, \theta)$ can be separated and integrated, without involving any noncommutative terms. For instance,

$$
\int_{\mathbb{R}^3} \xi_1^2 \xi_2^2 \xi_3^2 b_0^3(\xi, -1) \delta_3(k^2) b_0(\xi, -1) d\xi
\begin{align*}
&= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2\pi} \frac{u^2 \eta^2 (1 + \eta^2)^4 \sin^4 \theta}{(1 + \eta^2)^5} b_0^3(u) \delta_3(k^2) b_0(u) \delta_3(k^2) b_0(u) \frac{1}{2} (1 + \eta^2) d\eta d\theta du \\
&= \left( \int_{-\infty}^{\infty} \frac{\eta^2}{2(1 + \eta^2)^2} d\eta \right) \left( \int_{0}^{2\pi} \sin^4 \theta d\theta \right) \int_{0}^{\infty} u^2 b_0^3(u) \delta_3(k^2) b_0(u) \delta_3(k^2) b_0(u) du \\
&= \frac{3\pi^2}{16} \int_{0}^{\infty} u^2 b_0^3(u) \delta_3(k^2) b_0(u) \delta_3(k^2) b_0(u) du.
\end{align*}
$$

Applying the substitution and integrating out the $\eta$ and $\theta$ variables, we end up with sums of $u$ integrals in one of the following forms:

$$
\int_{0}^{\infty} b_0(u)^{m_0} \rho_1 b_0(u)^{m_1} \rho_2 \cdots \rho_p b_0(u)^{m_p} u^{-2+\sum m_j} du,
$$

or

$$
\int_{0}^{\infty} b_0(u)^{m_0} \rho_1 b_0(u)^{m_1} \rho_2 \cdots \rho_p b_0(u)^{m_p} u^{-3+\sum m_j} du.
$$
Here we need Proposition 2.2 for
\[ f_0(x) := x^{\sum m_j - \nu} (1 + x)^{-m_0}, \]
\[ f_j(x) := (1 + x)^{-m_j}, \quad j = 1, \ldots, p, \]
and \( a = 2h \). Here \( \nu \) is equal to 2 or 3. We then get the following version of the rearrangement lemma.

**Corollary 4.1.** Let \( b_0 = (1 + u k^2)^{-\nu} \), \( \rho_j \in C^\infty (\T^3_{\theta}) \), \( m_j \in \mathbb{Z} \), for \( j = 0, 1, 2, \ldots, p \), and \( \Delta(x) = k^{-2} x k^2 \). Then

\[
\int_0^\infty b_0(u)^{m_0} \rho_1 b_0(u)^{m_1} \rho_2 b_0(u)^{m_2} \cdots \rho_p b_0(u)^{m_p} u^{(-\nu + \sum m_j)} du = k^2 (\sum_{j=0}^p m_j + \nu - 1) F^\nu_{m_0, m_1, \ldots, m_p} (\Delta(1), \Delta(2), \ldots, \Delta(p)) (\rho_1 \cdot \rho_2 \cdots \rho_p),
\]
where

\[
F^\nu_{m_0, m_1, \ldots, m_p} (s_1, s_2, \ldots, s_p) = \int_0^\infty (1 + u)^{-m_0} \prod_{j=1}^p \left( u \prod_{h=1}^j s_h + 1 \right)^{-m_j} u^{(\sum m_j - \nu)} du.
\]

For instance,

\[
F^{[2]}_{1,1} (s_1) = \frac{\log(s_1)}{s_1 - 1},
\]
\[
F^{[3]}_{2,1} (s_1) = \frac{s_1 (\log(s_1) - 1) + 1}{(s_1 - 1)^2},
\]
\[
F^{[2]}_{1,1,1} (s_1, s_2) = \frac{(s_1 s_2 - 1) \log(s_1) - (s_1 - 1) \log(s_1 s_2)}{(s_1 - 1)s_1(s_2 - 1)(s_1 s_2 - 1)},
\]
\[
F^{[3]}_{1,1,1} (s_1, s_2) = \frac{-s_1 s_2 \log(s_1) + s_1 s_2 \log(s_1 s_2) - s_2 \log(s_1 s_2) + \log(s_1)}{(s_1 - 1)(s_2 - 1)(s_1 s_2 - 1)}.
\]

We also need the following result from [5, Section 6.1], according to which we find the formula

\[
k^{-1} \delta_j (k) = f(\Delta) (\delta_j (\log k)),
\]
\[
k^{-1} \delta_j^2 (k) = f(\Delta) (\delta_j^2 (\log k)) + 2g(\Delta(1), \Delta(2)) (\delta_j (\log k) \cdot \delta_j (\log k)),
\]
where

\[
f(x) = \int_0^1 x^{s/2} ds = \frac{2(\sqrt{x} - 1)}{\log x},
\]
\[
g(x, y) = \int_0^1 \int_0^s x^{s/2} y^{t/2} dt ds = \frac{4(\sqrt{x} (\sqrt{y} - 1) \log x - \log y) + \log y)}{\log x \log y (\log x + \log y)}.
\]

Now we can start computing the Laplacians and their spectral densities.
4.1 Scalar curvature

In this section, we first find the Laplacian on functions \( \triangle_{0,h} \) for the given metric and its anti-unitary equivalent differential operator \( \tilde{\triangle}_{0,h} \). Then we use its symbol and its resolvent expansion to find the scalar curvature.

The Laplacian on functions \( \triangle_{0,h} : C^\infty(\mathbb{T}_\theta^3) \to C^\infty(\mathbb{T}_\theta^3) \) for the metric (17), which is given by \( \triangle_{0,h} = d_0^*d_0 \), computes as

\[
\triangle_{0,h}(a) = \delta^2_1(a)k^2 + \delta^2_2(a)k^2 + \delta_3(\delta_3(a)k^{-2})k^2.
\]

We define the map \( R_{0,k} : \mathcal{H}_{0,0} \to \mathcal{H}_{0,h} \) by \( R_{0,k}a = ak \), for all \( a \in C(\mathbb{T}_\theta^3) \). It is not hard to see that \( R_{0,k} \) is an isometry from \( \mathcal{H}_{0,0} \) to \( \mathcal{H}_{0,h} \). That is, \( \langle R_{0,k}a, R_{0,k}b \rangle_{0,h} = \langle a, b \rangle_{0,0} \).

Hence, the Laplacian on functions \( \triangle_{0,h} \) for the metric (17) is anti-unitary equivalent to the differential operator \( (R_{0,k}J)^* \triangle_{0,h}R_{0,k}J \) on \( \Omega^0\mathbb{T}_\theta^3 \), which we denote by \( \tilde{\triangle}_{0,h} \).

**Lemma 4.2.** The homogeneous components of the symbol \( \sigma(\tilde{\triangle}_{0,h}) \) are:

\[
\begin{align*}
a_2 &= k^2\xi_1^2 + k^2\xi_2^2 + \xi_3^2, \\
a_1 &= 2k\delta_1(k)\xi_1 + 2k\delta_2(k)\xi_2 + (k^{-1}\delta_3(k) - \delta_3(k)k^{-1})\xi_3, \\
a_0 &= k\delta_1^2(k) + k\delta_2^2(k) + k^{-1}\delta_3^2(k) - \delta_3(k)k^{-2}\delta_3(k) - k^{-1}\delta_3(k)k^{-1}\delta_3(k).
\end{align*}
\]

**Proof.** It can be readily checked that the operator \( \tilde{\triangle}_{0,h} \), on the elements of \( C^\infty(\mathbb{T}_\theta^3) \), is given by

\[
\begin{align*}
\tilde{\triangle}_{0,h}(a) &= k^2\delta_1^2(a) + k^2\delta_2^2(a) + \delta_3^2(a) \\
&+ 2k\delta_1(k)\delta_1(a) + 2k\delta_2(k)\delta_2(a) - k^{-1}\delta_3(k^2)k^{-1}\delta_3(a) + 2k^{-1}\delta_3(k)\delta_3(a) \\
&+ k^{-1}\delta_3^2(k)a + k\delta_1^2(k)a + k\delta_2^2(k)a - k^{-1}\delta_3(k^2)k^{-2}\delta_3(k)a.
\end{align*}
\]

Then the symbol is given by replacing \( \delta_j \) by \( \xi_j \). \( \square \)

The scalar curvature of \( \mathbb{T}_\theta^3 \) equipped with the metric (17) is defined as in Definition 2.2. Similar to the conformal case it is given by (18) where \( b_2 \) is the second term in the symbol of the parametrix of \( \tilde{\triangle}_{0,h} \) for this metric. The computation then shows that we have:

**Theorem 4.3.** If the noncommutative 3-torus \( \mathbb{T}_\theta^3 \) is equipped with the non-conformal metric (17), then its scalar curvature \( R \) is given by

\[
\pi^{3/2}a_2(\tilde{\triangle}_{0,h}) = K_1(\overline{\nabla})(\delta_1^2(h) + \delta_2^2(h)) + H_1(\overline{\nabla}(1), \overline{\nabla}(2))(\delta_1(h) \cdot \delta_1(h) + \delta_2(h) \cdot \delta_2(h)) \\
+ k^{-2}K_2(\overline{\nabla})(\delta_3^2(h)) + k^{-2}H_2(\overline{\nabla}(1), \overline{\nabla}(2))(\delta_3(h) \cdot \delta_3(h)),
\]

21
where

\[ K_1(s) = \frac{e^s(2e^s - se^s - 2 - s)}{4s(e^s - 1)^2}, \]

\[ K_2(s) = \frac{1 - e^{2s} + 2se^s}{4se^2(1 - e^s)^2}. \]

\[ H_1(s,t) = \frac{1}{e^{\frac{2s}{e^s - 1}}(e^s - 1)s(e^t - 1)t(e^{s+t} - 1)^2(s + t)} \left( e^s(e^t - 1)^2s^2 - e^t(e^s - 1)^2t^2 \right. \]

\[ - (e^s - e^t)(e^{s+t} - 1)st + (1 - e^s)(e^t - 1)(e^{s+t} - 1)(t - s) \right), \]

\[ H_2(s,t) = \frac{1}{4e^{\frac{2s}{e^s - 1}}(e^s - 1)(e^t - 1)(e^{s+t} - 1)^2st(s + t)} \left( (e^t - 1)^2(e^{s+t} - 3e^{s+t} - e^s - 1)s^2 \right. \]

\[ + (e^s - 1)^2(e^{s+2t} + e^{s+3t} - 2e^{2t} + 3e^t)t^2 - 2(e^s - 1)(e^t - 1)(e^{2(s+t)} - 1)(s - t) \]

\[ + (e^{s+t} - 1)(4e^{s+t} + e^{2s+2t} - 5e^{s+2t} + e^{2s+2t} + e^s - 5e^t + 2e^{2t} + 1)s) \right). \]

\[
\]

We can get the classical scalar curvature in the limit \( \theta \to 0 \), which is obtained by taking the limits of the above functions as \( s, t \to 0 \). We have

\[ \lim_{(s,t)\to(0,0)} H_1(s,t) = 0, \quad \lim_{(s,t)\to(0,0)} H_2(s,t) = \frac{1}{8}, \quad \lim_{s\to0} K_1(s) = -\frac{1}{24}, \quad \lim_{s\to0} K_2(s) = -\frac{1}{12}. \]

Therefore, when \( \theta \to 0 \), the scalar curvature approaches to

\[ -\frac{1}{48\pi^{3/2}} \left( 2\delta_1^2(h) + 2\delta_2^2(h) + 4e^{-2h\delta_3^2(h)} - 6e^{-2h\delta_3(h)} \right), \]

which is \( \frac{e^{-2h}}{48\pi^{3/2}} \) multiple of the scalar curvature, \( 2e^{2h}(h_{11} + h_{22}) + 4h_{33} - 6(h_3)^2 \), in the commutative case. This matches with our normalization of the scalar curvature density.

**Remark 4.1.** Comparing the functions \( K_1 \) and \( H_1 \) with the corresponding functions \( K \) and \( H \) found in \( [5] [9] \) for the spectral densities of the Laplacian \( k\partial^*\partial k \) reveals that

\[ K_1(s) = -\frac{1}{8} K(s), \quad H_1(s,t) = -\frac{1}{8} H(s,t). \tag{21} \]

The factor \( -\frac{1}{8} \) is the result of the use of two different normalizations. In the rest of this section we shall look for a clarification of why such a relation \( (21) \) should be true.

First note that the Laplacian on functions \( \tilde{\Delta}_{0,h}^{(1)} \), given in \( (20) \), is the sum of two Laplacians when we assume that \( \delta_3(k) = 0; \)

\[ \tilde{\Delta}_{0,h} = \tilde{\Delta}_{0,h}^{(1)} \otimes 1 + 1 \otimes \tilde{\Delta}_{0,h}^{(2)}, \]
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where
\[ \tilde{\Delta}_{0,h}^{(1)} = \sum_{i=1}^{2} k^2 \delta_i^2 (a) + 2k \delta_i (k) \delta_i (a) + k \delta_i^2 (k) a, \quad \tilde{\Delta}_{0,h}^{(2)} = \delta_i^2. \]

The operator \( \tilde{\Delta}_{0,h}^{(1)} \) is equal to the operator \( k \partial^* \partial k \), which is anti-unitarily equivalent to the Laplacian on \( C^\infty(T^2_\theta) \) in [9, Section 4.1] when the complex structure is given by \( \tau = i \), namely \( \tau_1 = 0, \tau_2 = 1 \). The operator \( \tilde{\Delta}_{0,h}^{(2)} \) is the Laplacian of \( T^1_\theta \) with flat metric. Then, the local spectral invariants of \( \tilde{\Delta}_{0,h} \) are related to those of \( \tilde{\Delta}_{0,h}^{(1)} \) and \( \tilde{\Delta}_{0,h}^{(2)} \) as we discuss next.

Let \( P \) and \( Q \) be two elliptic second order positive differential operators on \( C(T^d_\theta) \) and \( C(T^d_\theta') \) respectively. Then \( P \otimes 1 + 1 \otimes Q \) forms a positive second order elliptic differential operator on \( C(T^d_\theta) \otimes C(T^d_\theta') \). Moreover, for any \( t > 0 \) and \( a \in A_\theta \) and \( b \in A_\theta \), we have
\[
\text{Tr}(a \otimes be^{-t(P \otimes 1 + 1 \otimes Q)}) = \text{Tr}(ae^{-tP}) \text{Tr}(be^{-tQ}), \quad a \in C^\infty(T^d_\theta), \ b \in C^\infty(T^d_\theta'), \ t > 0.
\]

This not only gives relations between the coefficients of asymptotic expansions as \( t \to 0^+ \), but also it provides a relation among the densities of these coefficients. In other words if
\[
\text{Tr}(ae^{-tP}) \sim \sum_{n=0}^{\infty} t^{m-n+\frac{d}{2}} \varphi_\theta(aa_n(P)), \quad \text{Tr}(be^{-tQ}) \sim \sum_{m=0}^{\infty} t^{m-n+\frac{d}{2}} \varphi_\theta'(ba_m(Q)),
\]
where \( \varphi_\theta \) and \( \varphi_\theta' \) is the tracial state on \( C^\infty(T^d_\theta) \) and \( C^\infty(T^d_\theta') \), respectively, then
\[
\text{Tr}(a \otimes be^{-t(P \otimes 1 + 1 \otimes Q)}) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} t^{m+n+\frac{d}{2} - \frac{d}{2}} \varphi_\theta(aa_n(P)) \varphi_\theta'(ba_m(Q))
= \sum_{l=0}^{\infty} t^{l+\frac{d}{2}} \varphi_\theta \otimes \varphi_\theta' \left( a \otimes b \left( \sum_{l=m+n} a_n(P) \otimes a_m(Q) \right) \right).
\]

In our case, we have
\[ a_2(\tilde{\Delta}_{0,h}) = a_2(\tilde{\Delta}_{0,h}^{(1)}) \otimes a_0(\tilde{\Delta}_{0,h}^{(2)}) + a_0(\tilde{\Delta}_{0,h}^{(1)}) \otimes a_2(\tilde{\Delta}_{0,h}^{(2)}). \]

However, since \( \sigma(\tilde{\Delta}_{0,h}^{(2)}) = \xi^2 \), we have \( a_2(\tilde{\Delta}_{0,h}^{(2)}) = 0 \) and \( a_0(\tilde{\Delta}_{0,h}^{(2)}) = \sqrt{\pi} \). Thus
\[ a_2(\tilde{\Delta}_{0,h}) = \sqrt{\pi} a_2(\tilde{\Delta}_{0,h}^{(1)}). \]

This is the main reason for why the functions of two dimensional noncommutative two torus with conformally flat metric emerge in the formulas for the noncommutative three torus with non-conformal metric [17]. On the other hand, we note that the functions \( K_2 \) and \( H_2 \) in Theorem 4.3 are new and do not seem to be related to functions for the noncommutative two torus.
4.2 Laplacian on 1-forms and the Ricci density

In this section, after finding the Laplacian on 1-forms on $T^3_0$, we compute its second heat trace density. Combining with the results from the previous section, we shall then compute the Ricci density of this metric.

Recall that exterior derivative on 1-forms is given by

$$d_1(a_1, a_2, a_3) = (i\delta_1(a_2) - i\delta_2(a_1), i\delta_2(a_3) - i\delta_3(a_2), i\delta_3(a_3) - i\delta_1(a_1)),$$

and hence its formal adjoint with respect to the metric is

$$d_1^*(a_1, a_2, a_3) = (i\delta_2(a_1 k^2) + i\delta_3(a_3), i\delta_3(a_2) - i\delta_1(a_1 k^2), -i\delta_2(a_2 k^2 - i\delta_1(a_3) k^2).$$

Thus, the Laplacian on 1-forms $\triangle_{1,h}$ computes as

$$\triangle_{1,h}(a_1, a_2, a_3) = d_0 d_0^* + d_1^* d_1 = \left( \delta_1(\delta_1(a_1) k^2) + \delta_2(\delta_2(a_1) k^2) + \delta_3^2(a_1) + \delta_2(a_2) \delta_1(k^2) - \delta_1(a_2) \delta_2(k^2) - \delta_1(a_3 k^{-2}) \delta_3(k^2) \right),$$

$$\delta_1(a_1) \delta_2(k^2) - \delta_2(a_1) \delta_1(k^2) + \delta_1(a_2) k^2 + \delta_2(a_2) k^2 + \delta_3^2(a_2) - \delta_2(a_3 k^{-2}) \delta_3(k^2),$$

$$\delta_1(a_1) \delta_3(k^2) + \delta_2(a_2) \delta_3(k^2) + \delta_1^2(a_3) k^2 + \delta_2^2(a_3) k^2 + \delta_3^2(a_3 k^{-2}) k^2).$$

**Lemma 4.4.** The Laplacian on 1-forms $\triangle_{1,h}$ is anti-unitary equivalent to a differential operator $\tilde{\triangle}_{1,h}$ whose symbol is the sum of the homogeneous components given by

$$a_2 = (k^2 \xi_1^2 + k^2 \xi_2^2 + \xi_3^2) I_3,$$

$$a_1 = \begin{pmatrix}
\delta_1(k^2) \xi_1 + \delta_2(k^2) \xi_2 & \delta_1(k^2) \xi_2 - \delta_2(k^2) \xi_1 & -\delta_3(k^2) k^{-1} \xi_1 \\
\delta_2(k^2) \xi_1 - \delta_1(k^2) \xi_2 & \delta_1(k^2) \xi_1 + \delta_2(k^2) \xi_2 & -\delta_3(k^2) k^{-1} \xi_2 \\
k^{-1} \delta_3(k^2) \xi_1 & k^{-1} \delta_3(k^2) \xi_2 & 2k \sum_{i=1}^2 \delta_i(k) \xi_i + [k^{-1}, \delta_3(k)] \xi_3
\end{pmatrix},$$

$$a_0 = \begin{pmatrix}
0 & 0 & -\delta_1(\delta_3(k^2) k^{-1}) \\
0 & 0 & -\delta_2(\delta_3(k^2) k^{-1}) \\
0 & 0 & k \delta_3^2(k) + k \delta_2^2(k) + k^{-1} \delta_3(k^2) \delta_3(k^{-1})
\end{pmatrix}.$$

**Proof.** Denote by $R_{1,k} : H_{1,0} \to H_{1,h}$ the operator defined as

$$R_{1,k}(b_1, b_2, b_3) = (b_1, b_2, b_3 k).$$

We notice that $R_{1,k} : H_{1,0} \to H_{1,h}$ is an isometry from $H_{1,0}$ to $H_{1,h}$. Thus $\triangle_{1,h}$ is anti-unitary equivalent to $\tilde{\triangle}_{1,h} = (R_{1,k} J)^* \triangle_{1,h} R_{1,k} J$ which is given by the formula

$$\tilde{\triangle}_{1,h}(a_1, a_2, a_3) = \left( \delta_1(k^2 \delta_1(a_1)) + \delta_2(k^2 \delta_2(a_1)) + \delta_3^2(a_1) + \delta_1(k^2) \delta_2(a_2) - \delta_2(k^2) \delta_1(a_2) - \delta_1(\delta_3(k^2) k^{-1} a_3),
\right.$$
\[
\delta_2(k^2)\delta_1(a_1) - \delta_1(k^2)\delta_2(a_1) + \delta_1(k^2\delta_1(a_2)) + \delta_2(k^2\delta_2(a_2)) + \delta^2_2(a_2) - \delta_2(\delta_3(k^2)k^{-1}a_3), \\
k^{-1}\delta_3(k^2)\delta_1(a_1) + k^{-1}\delta_3(k^2)\delta_2(a_2) + k\delta^2_1(ka_3) + k\delta^2_2(ka_3) + k^{-1}\delta_3(k^2\delta_3(k^{-1}a_3)).
\]

This proves the lemma. \(\square\)

Then computation can be carried out to compute \(a_2(\tilde{\Delta}_{1,h})\), and the final result is given in the following proposition. In this proposition to make the formulas concise, we shall use the notation

\[
F^\nabla(\rho) := F(\nabla(\rho)), \quad F^\nabla(\rho_1 \cdot \rho_2) := F(\nabla(1), \nabla(2))(\rho_1 \cdot \rho_2),
\]

for a given function \(F\) with one or two variables.

**Proposition 4.5.** The second density of the heat trace for the operator \(\tilde{\Delta}_{1,h}\) is given by

\[
\pi \frac{3}{2} a_2(\tilde{\Delta}_{1,h}) = \left( K^{32}_2(\delta_2(h)) + 2W^{32}_2(\delta_2(h))^2 + k^{-2}K^{32}_3(\delta_3(h)) + k^{-2}H^{32}_2(\delta_3(h)^2) \right) E_{11} \\
+ \left( K^{31}_1(\delta_1(h)) + 2W^{31}_1(\delta_1(h))^2 + k^{-2}K^{31}_3(\delta_3(h)) + k^{-2}H^{31}_2(\delta_3(h)^2) \right) E_{22} \\
+ \left( K^{32}_1(\delta_2(h) + \delta_2(h) + H^1_1(\delta_1(h)^2 + \delta_2(h)^2) + k^{-2}H^3_1(\delta_3(h)^2) \right) E_{33} \\
+ \sum k^{-c(i,j)} \left( K^{3j}_i(\delta_i\delta_j(h)) + S^{3j}_i([\delta_i(h), \delta_j(h)]) + W^{3j}_i(\{\delta_i(h), \delta_j(h)\}) \right) E_{ij}.
\]

Here \([\delta_i(h), \delta_j(h)]\) and \(\{\delta_i(h), \delta_j(h)\}\) denote the commutator and anti-commutator. The functions are given as the entries of the following matrices.

\[
K = \frac{1}{4s(e^s - 1)} \begin{pmatrix}
\frac{e^{2s} - 2e^s - 1}{e^s - 1} & 0 & (s - 1)e^\frac{t}{2} + e^{-\frac{t}{2}} \\
0 & \frac{e^{2s} - 2e^s - 1}{e^s - 1} & (s - 1)e^\frac{t}{2} + e^{-\frac{t}{2}} \\
e^s - s - 1 & e^s - s - 1 & \frac{1 - e^{2s} + e^{2s} + s}{e^s(e^s - 1)}
\end{pmatrix},
\]

\[
S(s, t) = \begin{pmatrix}
0 & 1 & \frac{1}{2}e^{-\frac{s+t}{2}} \\
1 & 0 & \frac{1}{2}e^{-\frac{s+t}{2}} \\
\frac{1}{2} & \frac{1}{2} & 0
\end{pmatrix} S_1(s, t),
\]

where

\[
S_1(s, t) = \frac{1}{2st} - \frac{(e^s - 1)^2 e^t + e^s(e^t - 1)^2}{2st(e^s - 1)(e^t - 1)(e^{s+t} - 1)}.
\]

Also,

\[
W(s, t) = \begin{pmatrix}
\frac{1}{2} \cosh(\frac{s+t}{2}) & 0 & e^{-s-t-1} \\
0 & \frac{1}{2} \cosh(\frac{s+t}{2}) & e^{-s-t-1} \\
\frac{1}{2} \sinh(\frac{s+t}{2}) & \frac{1}{2} \sinh(\frac{s+t}{2}) & W_3(s, t)
\end{pmatrix} H_1(s, t).
\]
Here, $H_1$ is the function from Theorem 4.3. The function $W_{33}$, together with the remaining functions, are given below:

\[
W_{33}(s, t) = \frac{1}{16e^{s+t}(e^s - 1)(e^t - 1)(e^{s+t} - 1)^2st(s + t)} \times \\
\left( (e^t - 1)^2(1 - 4e^s - e^{2s} - e^{s+t} - 4e^{2s+t} + e^{3s+t})s^2 + 2(e^s + 1)(e^t + 1)(e^{s+t} - 1)(e^s - e^t)st \\
- (e^s - 1)^2(1 - 4e^t - e^{s+t} - 4e^{2t+s} + e^{3t+s})t^2 - 4(e^s - 1)(e^t - 1)(e^{2(s+t)} - 1)(s - t) \right),
\]

\[
H_3(s, t) = \frac{1}{4e^s(e^s - 1)(e^t - 1)(e^{s+t} - 1)^2st(s + t)} \left( e^s(e^t - 1)^2 (-1 - 3e^s + e^{s+t} - e^{2s+t})s^2 \\
+ (e^s - 1)^2(1 - e^t + 3e^{s+t} + e^{s+2t})t^2 - 4e^s(e^s - 1)(e^t - 1)(e^{s+t} - 1)(s - t) \\
+ (7e^{s+t} - 7e^{2(s+t)} - e^{3(s+t)} + 2e^{3s+t} + 3e^{3s+2t} + e^{2s+3t} - 3e^s - 2e^{2s} - e^t + 1)st \right),
\]

\[
K_3(s) = \frac{2 - 2e^s + se^s + s}{4s(e^s - 1)^2} \quad H_4(s, t) = \frac{(e^s - 1)(e^t - 1)(s + t)}{8e^{s+t}(e^{s+t} - 1)st}.
\]

The power of $k$ in the sum denoted by $c(i, j)$, counts how many of indices $i, j$ are equal to 3.

Unlike the phenomena observed for the scalar curvature in Remark 4.1, the functions of the heat trace densities of the Laplacian on 1-forms are not related, at least in the same way as before, to those of the Laplacian on 1-forms of the conformally flat metric. This is a consequence of the simple fact that the Laplacian on 1-forms of the product Riemannian manifolds is not the sum of the Laplacians on 1-forms of the components. In fact, if $(M_1, g_1)$ and $(M_2, g_2)$ are two oriented Riemannian manifolds, then the Laplacian on 1-forms on the product manifold $(M_1 \times M_2, g_1 \times g_2)$ is given by

\[
\triangle_1 \otimes 1 + 1 \otimes \triangle_1 + \triangle_0 \otimes 1 + 1 \otimes \triangle_0 + 2d_0 \otimes d'_0 + 2d'_0 \otimes d_0,
\]

where $\triangle_0$ and $\triangle_1$ are the Laplacians on functions and 1-forms for the corresponding manifolds.

Using the above proposition and Theorem 4.3, we obtain the Ricci density in the following theorem.

**Theorem 4.6.** The Ricci density $\text{Ric}$ of $T^3_0$ equipped with the metric $[T^3_0]$ is given by

\[
\pi^{\frac{3}{2}}\text{Ric} = - \left( K_{23}^{\nabla} (\delta^2_2(h)) + 2W_{22}^{\nabla} (\delta_2(h)^2) + k^{-2}K_3^{\nabla} (\delta^2_3(h)) + k^{-2}H_3^{\nabla} (\delta^2_3(h)^2) \right) E_{11} \\
- \left( K_{11}^{\nabla} (\delta^2_1(h)) + 2W_{11}^{\nabla} (\delta_1(h)^2) + k^{-2}K_3^{\nabla} (\delta^2_3(h)) + k^{-2}H_3^{\nabla} (\delta^2_3(h)^2) \right) E_{22} \\
k^{-2}H_4^{\nabla} (\delta^2_3(h)^2) E_{33} \\
- \sum k^{-c(i,j)} \left( K_{ij}^{\nabla} (\delta_i\delta_j(h)) + S_{ij}^{\nabla} ([\delta_i(h), \delta_j(h)]) + W_{ij}^{\nabla} ([\delta_i(h), \delta_j(h)]) \right) E_{ij}.
\]
where $\tilde{K}_{ij}$ (resp. $\tilde{W}_{ij}$ and $\tilde{H}_{ij}$) is different from $K_{ij}$ (resp. $W_{ij}$ and $H_{ij}$) only in their diagonal entries. The new functions are given by

$$
\tilde{K}_{22} = \tilde{K}_{11} = K_{11} - K_1 = \frac{-1 + e^s + se^{s/2}}{4s(1 + e^{s/2})^2}, \quad \tilde{K}_{33} = K_{33} - K_2 = \frac{1}{4e^{s/2}},
$$

$$
\tilde{K}_3 = K_3 - K_2 = \frac{-1 + e^s + se^{s/2}}{4se^{s/2}(1 + e^{s/2})^2}, \quad \tilde{W}_{11} = W_{22} = W_{11} - \frac{1}{2}H_1,
$$

and $\tilde{H}_3 = H_3 - H_2$, $\tilde{H}_4 = H_4 - H_2$, and $\tilde{W}_{33} = W_{33}$.

![Graph of functions $S_{12}$, $W_{32}$ and $\tilde{W}_{11}$](image)

Figure 1: The graph of functions $S_{12}$, $W_{32}$ and $\tilde{W}_{11}$.

The classical limit of the Ricci density can be obtained by letting $s, t \to 0$. First note that in the commutative case the terms involving functions $S_{ij}$ disappear because they act on the commutator $[\delta_i(h), \delta_j(h)]$ which is zero. On the other hand, functions $W_{ij}$ are anti-symmetric in their variables; $W_{ij}(s, t) = -W_{ij}(t, s)$. Hence, the terms involving them will vanish too. Moreover, since $\lim_{(s, t) \to (0, 0)} H_1(s, t) = 0$, we have $\lim_{(s, t) \to (0, 0)} \tilde{W}_{ij}(s, t) = 0$. The limit of the other terms are given by

$$
\lim_{s \to 0} \tilde{K}(s) = \begin{pmatrix}
\frac{1}{8} & 0 & \frac{1}{8} \\
0 & \frac{1}{8} & \frac{1}{8} \\
\frac{1}{8} & \frac{1}{8} & \frac{1}{4}
\end{pmatrix}, \quad \lim_{s \to 0} \tilde{K}_3(s) = \frac{1}{8},
$$

and also

$$
\lim_{(s, t) \to (0, 0)} \tilde{H}_3(s, t) = -\frac{1}{4}, \quad \lim_{(s, t) \to (0, 0)} \tilde{H}_4(s, t) = -\frac{1}{4}.
$$
Thus when $\theta \to 0$, the Ricci density $\text{Ric}$ approaches to

$$\text{Ric}_0 = \frac{1}{8\pi^3} \times$$

$$\begin{pmatrix}
e^{-2h}(2\delta_3(h)^2 - \delta_3^2(h)) - \sum_{i=1}^{2} \delta_i^2(h) & 0 & -e^{-h}\delta_1\delta_3(h) \\
0 & e^{-2h}(2\delta_3(h)^2 - \delta_3^2(h)) - \sum_{i=1}^{2} \delta_i^2(h) & -e^{-h}\delta_2\delta_3(h) \\
-e^{-h}\delta_1\delta_3(h) & -e^{-h}\delta_2\delta_3(h) & 2e^{-2h}(\delta_3(h)^2 - \delta_3^2(h))
\end{pmatrix},$$

while the Ricci density in the classical case is given by

$$\text{Ric}_{\text{com}} = \begin{pmatrix}
e^{-2h}(h_{11} + h_{22}) + h_{33} - 2(h_3)^2 & 0 & h_{13} \\
0 & e^{2h}(h_{11} + h_{22}) + h_{33} - 2(h_3)^2 & h_{23} \\
e^{2h}h_{13} & e^{2h}h_{23} & 2h_{33} - 2(h_3)^2
\end{pmatrix}.$$  

The apparent discrepancy between the limit case $\text{Ric}_0$ and the commutative formula $\text{Ric}_{\text{com}}$ is due to our convention for the Ricci functional, and as mentioned in Remark 2.2 we have the relation

$$(R_{1,k}J)^*\text{Ric}_0 (R_{1,k}J) = R_{1,k}J/\text{Ric}_0 JR_{1,k}^{-1} = \frac{1}{8\pi^3} \text{Ric}_{\text{com}} e^{-2h}.$$  

Appendix A  Computations

In this section we give some details of the computation of the scalar curvature for the non-conformal metric. The full details can be found in the Mathematica file accompanying this paper.

The computation starts from the formula for $b_2$ given by [8]. We first plug in formula $b_1$ and write $b_2(\xi, \lambda)$ in terms of $b_1$ and the homogeneous parts of the symbol $a_2, a_1$ and $a_0$:

$$b_2(\xi, \lambda) = -b_0a_0a_0 - b_1a_1b_0 - \delta_1(b_0)\delta_1(a_1)b_0 - \partial_2(b_0)\delta_2(a_1)b_0 - \partial_3b_0\delta_3(a_1)b_0$$
$$- \partial_1(b_1)\delta_1(a_2)b_0 - \partial_2(b_1)\delta_2(a_2)b_0 - \partial_3(b_1)\delta_3(a_2)b_0$$
$$- \frac{1}{2}\partial_2^2(b_0)\delta_2^2(a_2)b_0 - \frac{1}{2}\partial_3^2(b_0)\delta_3^2(a_2)b_0 - \frac{1}{2}\partial_3^2(b_0)\delta_3^2(a_2)b_0$$
$$- \partial_2\partial_3(b_0)\delta_3\delta_2(a_2)b_0 - \partial_1\partial_2(b_0)\delta_2\delta_1(a_2)b_0 - \partial_1\partial_3(b_0)\delta_1\delta_3(a_2)b_0.$$  

The next step is to plug $a_j$’s from Lemma 3.1 into the above formula. Note that the derivatives of $b_0$ can be written as

$$\partial_1(b_0) = -2\xi_1k^2b_0^2, \quad \partial_2(b_0) = -2\xi_2k^2b_0^2, \quad \partial_3(b_0) = -2\xi_3b_0^2.$$  
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The complete outcome is long and involves 465 terms. Here we only display the result for a sample term $\partial_3(b_0)\delta_3(a_2)b_0$ below.

\[
\partial_3(b_0)\delta_3(a_2)b_0 \\
= -4\xi_1^2\xi_3 k^2 b_0^2 \delta_1(k^2) b_0^2 \delta_4(k^2) b_0 - 8\xi_1^2 \xi_3 k^2 b_0^2 \delta_1(k^2) b_0 \delta_3(k^2) b_0 - 4\xi_1^2 \xi_3^2 b_0^2 \delta_3(k^2) b_0^2 \delta_3(k^2) b_0 \\
- 8\xi_1^2 \xi_3^2 b_0^2 \delta_3(k^2) b_0 \delta_3(k^2) b_0 + 2\xi_1^4 b_0^2 \delta_3(k^2) b_0 \delta_3(k^2) b_0 - 4\xi_1^4 \xi_2 \xi_3^2 k^2 b_0^2 \delta_2(k^2) b_0^2 \delta_3(k^2) b_0 \\
- 8\xi_1^2 \xi_2 \xi_3 k^2 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 - 8\xi_1^2 \xi_2 \xi_3^2 k^2 b_0^2 \delta_1(k^2) b_0^2 \delta_3(k^2) b_0 + 4\xi_1^2 \xi_2 \xi_3 b_0 k \delta_1(k) b_0^2 \delta_3(k^2) b_0 \\
- 16\xi_1^2 \xi_2 \xi_3^2 k^2 b_0^2 \delta_1(k^2) b_0 \delta_3(k^2) b_0 + 4\xi_1^3 \xi_2 b_0^2 k \delta_1(k) b_0 \delta_3(k^2) b_0 + 4\xi_1^3 \xi_2 b_0^2 \delta_3(k^2) b_0 \delta_3(k^2) b_0 \\
- 8\xi_1^2 \xi_2 \xi_3 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 - 16\xi_1^2 \xi_2 \xi_3^2 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 + 2\xi_1^2 \xi_2 \xi_3 b_0 k^{-1} \delta_3(k) b_0^2 \delta_3(k^2) b_0 \\
- 2\xi_1^2 \xi_2 b_0 \delta_3(k) k^{-1} b_0^2 \delta_3(k^2) b_0 + 2\xi_1^2 \xi_2 b_0^2 k^{-1} \delta_3(k) b_0 \delta_3(k^2) b_0 - 2\xi_1^2 \xi_2 b_0^2 \delta_3(k) k^{-1} b_0 \delta_3(k^2) b_0 \\
- \xi_1^2 b_0 k^{-1} \delta_3(k) b_0 \delta_3(k^2) b_0 + \xi_1^2 b_0 \delta_3(k) k^{-1} b_0 \delta_3(k^2) b_0 - 8\xi_1^2 \xi_3^2 k^2 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 \\
- 16\xi_1^2 \xi_2 \xi_3 k^2 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 + 4\xi_1^2 \xi_2 \xi_3 b_0 k^2 \delta_2(k) b_0^2 \delta_3(k^2) b_0 + 4\xi_1 b_0^2 \delta_3(k^2) b_0 \delta_3(k^2) b_0 \\
- 4\xi_1 \xi_2 \xi_3^2 k^2 b_0 \delta_2(k^2) b_0 \delta_3(k^2) b_0 - 8\xi_1 \xi_2 \xi_3 b_0 \delta_2(k^2) b_0 \delta_3(k^2) b_0 + 4\xi_1 \xi_2 \xi_3 b_0 \delta_3(k^2) b_0 \delta_3(k^2) b_0 \\
+ \xi_1 \xi_2 b_0 \delta_3(k) k^{-1} \delta_3(k) b_0 \delta_3(k^2) b_0 + 2\xi_1 \xi_2 \xi_3 \delta_2(k^2) b_0 \delta_3(k^2) b_0 - \xi_1 \xi_2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 \\
+ \xi_1 \xi_2 \delta_2 b_0 \delta_3(k) k^{-1} \delta_3(k) b_0 \delta_3(k^2) b_0 - 4\xi_1 \xi_2 \xi_3 b_0^2 \delta_3(k^2) b_0 \delta_3(k^2) b_0 - 8\xi_1 \xi_3 \delta_3(k^2) b_0 \delta_3(k^2) b_0 \\
+ 2\xi_1 \xi_2 \delta_2 b_0 \delta_3(k) k^{-1} \delta_3(k) b_0 \delta_3(k^2) b_0 - 2\xi_1 \xi_2 \delta_2 b_0 \delta_3(k^2) b_0 \delta_3(k^2) b_0 + 2\xi_1 \xi_2 \delta_2 b_0 \delta_3(k^2) b_0 \delta_3(k^2) b_0 \\
- 8\xi_1 \xi_2 \xi_3 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 - 8\xi_1 \xi_2 \xi_3 b_0^2 \delta_2(k^2) b_0 \delta_3(k^2) b_0 + 4\xi_1 \xi_2 \xi_3 b_0 \delta_2(k^2) b_0 \delta_3(k^2) b_0 \\
+ 4\xi_1 \xi_2 \xi_3 b_0 \delta_2(k^2) b_0 \delta_3(k^2) b_0 + 4\xi_1 \xi_2 \xi_3 b_0 \delta_2(k^2) b_0 \delta_3(k^2) b_0.
\]

Then we apply the substitution given in (18) and integrate with respect to $\eta$ and $\theta$.

The result then is

\[
\frac{1}{\pi^2} \int_{-\infty}^{+\infty} \int_{0}^{2\pi} b_2(u, \eta, \theta, -1) \frac{1 + \eta^2}{2} d\theta d\eta
= 2u^3 k^2 b_2^2 \delta_1(k) k^2 b_0^2 \delta_1(k) k^2 b_0^2 \delta_2(k) k^3 b_0^2 \delta_2(k) b_0 \\
+ 2u^3 k^2 b_2^2 \delta_2(k) k^3 b_0^2 \delta_2(k) b_0 + 4u^3 k^2 b_0^2 \delta_1(k) k b_0 \delta_1(k) b_0 + 4u^3 k^2 b_0^2 \delta_1(k) b_0 \delta_1(k) b_0 \\
+ 4u^3 k^2 b_0^2 \delta_2(k) b_0 \delta_2(k) b_0 + 4u^3 k^2 b_0 \delta_2(k) b_0 \delta_2(k) b_0 + 4u^3 k^2 b_0 \delta_2(k) b_0 \delta_2(k) b_0 \\
+ 4u^3 k^2 b_0 \delta_2(k) b_0 \delta_2(k) b_0 + 4u^3 k^2 b_0 \delta_2(k) b_0 \delta_2(k) b_0 - 4u^3 k^2 b_0 \delta_2(k) b_0 \delta_2(k) b_0 \\
- 4u^2 k^2 b_0^2 \delta_1(k) b_0 + 2u^2 k^2 b_0^2 \delta_1(k) b_0 - 2u^2 k^2 b_0^2 \delta_1(k) b_0 - 4u^2 k^2 b_0^2 \delta_1(k) b_0 \\
- 2u^2 k^2 b_0^2 \delta_1(k) b_0 - 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 - 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 \\
+ 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 + 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 - 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 \\
- 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 + 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 + 2u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 \\
+ 4u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 + 4u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0 + 4u^2 b_0^2 \delta_3(k) b_0 \delta_3(k) b_0.
\]
commutes with These identities are consequences of the fact that
ububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububububu
\[\begin{align*}
+ \left(2\Delta_{(1)}(\Delta_{(2)}^{\frac{1}{2}} + 2)F_{1,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
- 2\Delta_{(1)}^2(\Delta_{(2)}^{\frac{1}{2}} + 1)F_{1,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
- 2\Delta_{(1)}(3\Delta_{(2)}^{\frac{1}{2}} + 2\Delta_{(2)}^{\frac{1}{2}} \Delta_{(2)} + 3\Delta_{(2)}^{\frac{1}{2}} + 4)F_{2,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
+ 2\Delta_{(1)}^2(1 + \Delta_{(1)}^{\frac{1}{2}})(1 + \Delta_{(2)}^{\frac{1}{2}})F_{2,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
+ 4\Delta_{(1)}(1 + \Delta_{(1)}^{\frac{1}{2}})(1 + \Delta_{(2)}^{\frac{1}{2}})F_{3,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
+ 4\Delta_{(1)}^2F_{2,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
- 4\Delta_{(1)}\Delta_{(2)}F_{3,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_1(k) \cdot k^{-1}\delta_1(k))
\right)
\end{align*}\]

\[\begin{align*}
+ \left(3 + \Delta_{(1)}^2\right)F_{2,1,1}^{[2]}(\Delta) (k^{-1}\delta_3^2(k)) - F_{1,1,1}^{[2]}(\Delta)(k^{-1}\delta_2^2(k)) - 2(1 + \Delta_{(1)}^{\frac{1}{2}})F_{3,1}^{[2]}(\Delta)(k^{-1}\delta_2^2(k))
+ \left(2\Delta_{(1)}(\Delta_{(2)}^{\frac{1}{2}} + 2)F_{1,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
- 2\Delta_{(1)}^2(\Delta_{(2)}^{\frac{1}{2}} + 1)F_{1,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
- 2\Delta_{(1)}(3\Delta_{(2)}^{\frac{1}{2}} + 2\Delta_{(2)}^{\frac{1}{2}} \Delta_{(2)} + 3\Delta_{(2)}^{\frac{1}{2}} + 4)F_{2,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
+ 2\Delta_{(1)}^2(1 + \Delta_{(1)}^{\frac{1}{2}})(1 + \Delta_{(2)}^{\frac{1}{2}})F_{2,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
+ 4\Delta_{(1)}(1 + \Delta_{(1)}^{\frac{1}{2}})(1 + \Delta_{(2)}^{\frac{1}{2}})F_{3,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
+ 4\Delta_{(1)}^2F_{2,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
- 4\Delta_{(1)}\Delta_{(2)}F_{3,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_2(k) \cdot k^{-1}\delta_2(k))
\right)
\end{align*}\]

\[\begin{align*}
k^{-2}\left( - F_{1,1,1}^{[2]}(\Delta) (k^{-1}\delta_3^2(k)) + (1 + \Delta_{(1)}^{\frac{1}{2}})F_{2,1,1}^{[2]}(\Delta)(k^{-1}\delta_3^2(k))
- 2(1 + \Delta_{(1)}^{\frac{1}{2}})F_{3,1}^{[2]}(\Delta)(k^{-1}\delta_3^2(k))
- 2\Delta_{(1)}(\Delta_{(2)}^{\frac{1}{2}} + 1)F_{1,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
+ 2\Delta_{(1)}^2F_{2,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
+ (1 + \Delta_{(1)}^{\frac{1}{2}})F_{1,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
\right)
\end{align*}\]

\[\begin{align*}
k^{-2}\left( (\Delta_{(1)} - \Delta_{(1)}^{\frac{1}{2}}, \Delta_{(2)}^{\frac{1}{2}} + 1)F_{1,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
- 2\Delta_{(1)}(\Delta_{(2)}^{\frac{1}{2}} + 1)(\Delta_{(2)}^{\frac{1}{2}} + 1)F_{2,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
+ 2\Delta_{(1)}\Delta_{(2)}F_{2,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
+ (1 + \Delta_{(1)}^{\frac{1}{2}})F_{1,0,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
\right)
\end{align*}\]

\[\begin{align*}
+ (\Delta_{(2)}^{\frac{1}{2}} - \Delta_{(1)})(\Delta_{(2)}^{\frac{1}{2}} + 1)F_{1,2,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
-(\Delta_{(1)}^{\frac{1}{2}} - \Delta_{(2)}^{\frac{1}{2}})(1 + \Delta_{(1)}^{\frac{1}{2}} - \Delta_{(2)}^{\frac{1}{2}} + \Delta_{(1)}^{\frac{1}{2}}\Delta_{(2)}^{\frac{1}{2}})F_{2,1,1}^{[2]}(\Delta_{(1)}, \Delta_{(2)}) (k^{-1}\delta_3(k) \cdot k^{-1}\delta_3(k))
\end{align*}\]
and

If we substitute the functions \( F \)

Also, the functions for

The terms which has \( k^{-1}\delta^1_3(k) \) have exactly the exactly the same functions as the term \( k^{-1}\delta^2_3(k) \), and it reads

\[
\pi^2 \left( (3 + \Delta^\frac{1}{2}) F_{2,1}^{[2]}(\Delta) - F_{1,1}^{[2]}(\Delta) - 2(1 + \Delta^\frac{1}{2}) F_{3,1}^{[2]}(\Delta) \right).
\]

If we substitute the functions \( F_{m_0,m_1}^{[v]} \) in the above expression, we get:

\[
\psi_1(s_1) := -\frac{\pi^2 \sqrt{s_1}(s_1 \log(s_1) + \log(s_1) - 2s_1 + 2)}{(\sqrt{s_1} - 1)^3(\sqrt{s_1} + 1)^2}.
\]

The function for \((k^{-1}\delta^1_1(k) \cdot k^{-1}\delta^1_1(k))\) is the same as the function for \((k^{-1}\delta^1_1(k) \cdot k^{-1}\delta^1_1(k))\) and it is given by

\[
\phi_1(s_1, s_2) = \frac{2\pi^2 \sqrt{s_1} \sqrt{s_2}}{(\sqrt{s_1} - 1)(s_1 - 1)(\sqrt{s_2} - 1)(s_2 - 1)(\sqrt{s_1s_2} - 1)(s_1s_2 - 1)^2} \times
\left( 1 + s_1^{3/2}(s_2^{5/2} - \sqrt{s_2} + 2s_2^{3/2} \log(s_2) + s_2^2(\log(s_1s_2) - 2) - 2s_2 \log(s_1s_2) + \log(s_1s_2) + 2)
\right.
\]

\[
- s_2 + s_2s_1^{3/2}(s_2^{3/2}(\log(s_1) - 1) - s_2(\log(s_1s_2) - 2) + \log(s_1s_2) - \sqrt{s_2}(\log(s_1s_2) - 1) - 2)
\]

\[
+ \log(s_2) + s_2s_1^2(s_2(\log(s_2) - 1) + 1) - s_1s_2^2(\log(s_1s_2) - 1) - 2s_2 \log(s_1) + \log(s_1s_2) + 1)
\]

\[
- \sqrt{s_1s_2}^3/(2(\log(s_1s_2) + 1) - s_2(\log(s_1s_2) + 2) + \log(s_1s_2) - \sqrt{s_2}(\log(s_1) + 1) + 2)\right).
\]

Also, the functions for \( k^{-1}\delta^3_3(k)k^{-1}\delta^3_3(k) \) and \( k^{-1}\delta^3_3(k) \) are given by

\[
\psi_2(s_1) = \frac{2\pi^2 (-s_1^2 + 2s_1 \log(s_1) + 1)}{\sqrt{s_1}(s_1 - 1)^2 \log(s_1)},
\]

and

\[
\phi_2(s_1, s_2) = \frac{2\pi^2}{\sqrt{s_1s_2}(s_1 - 1)(s_2 - 1)(s_1s_2 - 1)^2 \log(s_1) \log(s_2) \log(s_1s_2)} \times
\left( (s_1 - 1)^2(s_2^3s_1 + s_1s_2^2 - s_2^2 + 3s_2) \log(s_2)^2 - (s_2 - 1)^2(3s_1s_2 - s_2s_1 + 1) \log(s_1)^2
\]
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Multiplying the overall factor $(4\pi)^{-2}$ and factoring out the powers of $\pi$, we get the function $K_1(s)$ given in Theorem 3.3. Similarly, other function are obtained as

$$K_2(s) = \frac{1}{8\pi^2} \psi_2(e^s)f(s)$$

$$H_1(s,t) = \frac{1}{8\pi^2} (\phi_1(e^s, e^t)f(e^s)f(e^t) + 2\psi_1(e^s e^t)g(e^s, e^t)),$$

$$H_2(s,t) = \frac{1}{8\pi^2} (\phi_2(e^s, e^t)f(e^s)f(e^t) + 2\psi_2(e^s e^t)g(e^s, e^t)).$$

**Appendix B  Functions from the rearrangement lemma**

In this appendix we list all the functions obtained from the rearrangement lemmas 3.2 and 11 which are required in the computations. First we have the functions from the conformally flat case in section 3.

$$F_{1,1}(s_1) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)},$$

$$F_{2,1}(s_1) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)} \left(2 + \frac{\sqrt{s_1}}{\sqrt{s_2}}\right),$$

$$F_{3,1}(s_1) = \frac{\pi}{\left(s_1^{2/3} + 9\sqrt{s_1} + 8\right)} \left(8 + \sqrt{s_1}\right),$$

$$F_{1,1,1}(s_1, s_2) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)^2} \left(\sqrt{s_1} + 1\right) \left(s_1^{2/3} + \sqrt{s_1}\right),$$

$$F_{1,2,1}(s_1, s_2) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)^2} \left(\sqrt{s_1} + 1\right) \left(s_1^{2/3} + \sqrt{s_1}\right)^2,$$

$$F_{2,1,1}(s_1, s_2) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)^2} \left(\sqrt{s_1} + 1\right) \left(s_1^{2/3} + \sqrt{s_1}\right)^2,$$

$$F_{2,2,1}(s_1, s_2) = \frac{\pi}{\left(s_1^{2/3} + \sqrt{s_1}\right)^2} \left(\sqrt{s_1} + 1\right) \left(s_1^{2/3} + \sqrt{s_1}\right)^2.$$
The list of functions required in the computations for the non-conformal metric is the following:

\[ F_1^{[2]}(s_1) = \log(s_1)/(s_1 - 1), \]
\[ F_2^{[2]}(s_1) = (s_1 - \log(s_1) - 1)/(s_1 - 1)^2, \]
\[ F_3^{[2]}(s_1) = ((s_1 - 4)s_1 + 2\log(s_1) + 3)/(2(s_1 - 1)^3), \]
\[ F_3^{[3]}(s_1) = (s_1^2 - 2s_1 \log(s_1) - 1)/(2(s_1 - 1)^3), \]
\[ F_3^{[1]}(s_1) = (s_1(\log(s_1) - 1) + 1)/(s_1 - 1)^2, \]
\[ F_{1,0}^{[2]}(s_1, s_2) = \log(s_1s_2)/(s_1s_2 - 1), \]
\[ F_{1,1}^{[2]}(s_1, s_2) = ((s_1s_2 - 1) \log(s_1) - (s_1 - 1) \log(s_1s_2))/(s_1 - 1)(s_2 - 1)(s_1s_2 - 1)), \]
\[ F_{2,0}^{[2]}(s_1, s_2) = (s_1s_2 - \log(s_1s_2) - 1)/(s_1s_2 - 1)^2, \]
\[ F_{1,2,1}^{[2]}(s_1, s_2) = \frac{1}{(s_1 - 1)^2s_1^2(s_2 - 1)^2(s_1s_2 - 1)^2} \left( (s_1 - 1)^2 \log(s_1s_2) \right. \]
\[ + (s_1s_2 - 1)(s_1(-s_2) + (s_1(s_2 - 2) + 1) \log(s_1) + s_1 + s_2 - 1) \bigg), \]
\[ F_{2,1,1}^{[2]}(s_1, s_2) = \frac{1}{(s_1 - 1)^2s_1(s_2 - 1)(s_1s_2 - 1)^2} \left( (s_1 - 1)^2 \log(s_1s_2) \right. \]
\[ + (s_1s_2 - 1)((s_1 - 1)s_1(s_2 - 1) + (1 - s_1s_2) \log(s_1)) \bigg), \]
\[ F_{2,2,1}^{[2]}(s_1, s_2) = \frac{1}{(s_1 - 1)^3s_1^2(s_2 - 1)^2(s_1s_2 - 1)^2} \left( -(s_1s_2 - 1)(s_1(s_2 - 3) + 1) \log(s_1) \right. \]
\[ + (s_1s_2 - 1)((s_1 - 1)(s_2 - 1)(s_1^2(s_2 - 1) + s_2s_1 - 1) - (s_1 - 1)^3 \log(s_1s_2)) \bigg), \]
\[ F_{3,0,1}^{[2]}(s_1, s_2) = \left( (s_1s_2 - 3)(s_1s_2 - 1) + 2 \log(s_1s_2) \right)/(2(s_1s_2 - 1)^3), \]
\[ F_{3,1,1}^{[2]}(s_1, s_2) = \frac{1}{2(s_1 - 1)^3s_1(s_2 - 1)(s_1s_2 - 1)^3} \left( 2(s_1s_2 - 1)^3 \log(s_1) - 2(s_1 - 1)^3 \log(s_1s_2) \right. \]
\[ + s_1(s_1 - 1)(s_2 - 1)(s_1s_2 - 1)((s_1 - 3)s_1s_2 - 3s_1 + 5) \bigg), \]
\[ F_{3,0,1}^{[3]}(s_1, s_2) = \left( (-s_1s_2 + 1) \log(s_1) + (s_1 - 1)s_2 \log(s_1s_2) \right)/(s_1 - 1)(s_2 - 1)(s_1s_2 - 1)), \]
\[ F_{3,1,1}^{[3]}(s_1, s_2) = \left( -s_1s_2 + s_1s_2 \log(s_1s_2) + 1 \right)/(s_1s_2 - 1)^2, \]
\[ F_{3,0,1}^{[3]}(s_1, s_2) = \frac{s_1^2 s_2^2 - 2s_1 s_2 \log(s_1 s_2) - 1}{(2s_1 s_2 - 1)^3}, \]
\[ F_{1,2,1}^{[3]}(s_1, s_2) = \frac{(s_1 s_2 - 1)((s_1 - 1)(s_2 - 1) + (s_1 - s_2) \log(s_1)) - (s_1 - 1)^2 s_2 \log(s_1 s_2)}{(s_1 - 1)^2 s_1(s_2 - 1)^2(s_1 s_2 - 1)}, \]
\[ F_{2,1,1}^{[3]}(s_1, s_2) = \frac{(s_1 s_2 - 1)^2 \log(s_1) - (s_1 - 1)((s_2 - 1)(s_1 s_2 - 1) + (s_1 - 1) s_2 \log(s_1 s_2))}{(s_1 - 1)^2(s_2 - 1)(s_1 s_2 - 1)^2}, \]
\[ F_{2,2,1}^{[3]}(s_1, s_2) = \frac{1}{(s_1 - 1)^3 s_1(s_2 - 1)^2(s_1 s_2 - 1)^2} \left( s_1^2 + s_2^3 s_1^3(\log(s_1) - 2) + s_2^2 s_1^3(3 - 2 \log(s_1)) + s_2 s_1^2(4 \log(s_1) - 3 \log(s_1 s_2) - 3) + s_2^2 s_1(-2 \log(s_1) - 3) - s_1(2 \log(s_1)) + s_2 s_1(\log(s_1) + 3 \log(s_1 s_2) + 3) + s_2(\log(s_1) - \log(s_1 s_2) + 1) - 1 \right) \]
\[ F_{3,1,1}^{[3]}(s_1, s_2) = \frac{1}{2(s_1 - 1)^3(s_2 - 1)(s_1 s_2 - 1)^3} \left( 2(s_1 - 1)^3 s_2 \log(s_1 s_2) - 2(s_1 s_2 - 1)^3 \log(s_1) + (s_1 - 1)(s_2 - 1)(s_1 s_2 - 1)((s_1 + 1)s_1 s_2 + s_1 - 3) \right). \]
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