Effect of the electronic pressure on the energy and magnetic moment of charged test particles in turbulent electromagnetic fields
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In this work we perform direct numerical simulations of three-dimensional magnetohydrodynamics with a background magnetic field, representing solar wind plasma, and introduce test particles to explore how a turbulent electromagnetic environment affects them. Our focus is on the terms of the electric field present in the generalized Ohm’s Law that are usually dismissed as unimportant. These are the Hall and the electronic pressure (EP) terms, but we concentrate primarily on the latter. We discover that the EP term generates an acceleration of the particles, which represent protons, in the direction parallel to the background magnetic field, in contrast to the known preferential perpendicular energization. By studying the electric field itself, we are able to detect the type of structures of the EP field that produce such parallel acceleration. These are thin and elongated structures placed on top of a monotonic and near-zero background. A statistical study to understand the real significance of the electronic pressure term is also performed.

I. INTRODUCTION

Solar plasma and solar wind are astrophysical systems typically described macroscopically by means of the magnetohydrodynamic (MHD) model. It works for low frequency events since it addresses the system from the point of view of fluid dynamics. However, turbulent flows, such as the ones present in the sun, cover a huge range of spatio-temporal scales. The MHD model is suitable for large scales, where the energy spectrum is consistent with the Kolmogorov homogeneous turbulence power law, but not for smaller scales. Therefore, the macroscopic behavior of the plasma often requires the use of particle models to be adequately described. Kinetic models offer the most complete descriptions in such cases, but are computationally expensive and usually involve some level of approximation (for instance, not realistic ratio of ion-to-electron mass).

The test particle approach is computationally less demanding and useful for studying low density and energy particle populations, at least in comparison to the surrounding particles composing the bulk of the plasma. Under such conditions, test particles can be used to obtain an approximation of the microscopic behavior of the plasma without the need to consider kinetic theory. An example of this are the solar energetic particles located inside the heliosphere, which are not likely to exhibit cooperative behavior or to be strongly scattered by wave-particle interaction. Several studies have successfully adopted this approach to study the outer layers of the sun. It is known that there are turbulent magnetic fluctuations in these space plasmas and that they operate mainly in the directions perpendicular to the mean interplanetary magnetic field (background field), effect known as solar wind turbulence anisotropy. A consequence as well is a significantly higher energization of charged particles in the direction perpendicular to the background field. Besides this, another phenomenon that occurs is the so-called coronal heating. This is the net energization of the coronal and solar wind plasma over time, and therefore, the progressive increase in its temperature. Both previous effects are still cause for study and interest in solar plasma.

In order to better understand this type of systems, in this work we perform direct three-dimensional numerical simulations based on pseudo-spectral method. Energy is injected into the system at the larger scales by mechanical and electromotive forces in order to drive turbulence. The natural mechanisms that promote such mechanical forces are, for instance, the footpoint motion at the photosphere, and the fluid instabilities in the solar wind. Electromotive forces, on the other hand, may come from convective movements in the photosphere that affect the velocity field directly and the magnetic field indirectly through the frozen-in field, or large scale Alfvén waves in the solar wind. All parameters are chosen to be compatible with the solar wind plasma. The turbulent behaviour is not externally imposed, but instead, develops self-consistently and any coherent structure that arises is the result of the natural evolution of the plasma. To represent the interplanetary field, we will use a magnetic background.
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FIG. 1: Kinetic and magnetic energy spectrum of the fluid when a stationary state is reached. The dotted line shows the Kolmogorov spectrum in the inertial range.
field $B_0 = B_0 \hat{e}$. We will have the weakly compressible MHD fields on the one hand (velocity, density, electric and magnetic fields) and the test particles, representing protons, on the other. The latter ones will be inserted into the system once it has reached a stationary turbulent state, and will be evolved as the fluid fields continue to develop.

We aim to understand the effect of a turbulent environment on test particles, in particular, on their energy and magnetic moment. As for the latter, it is the first adiabatic invariant, meaning that it stays approximately constant under slow spatio-temporal variations of the electromagnetic field. A turbulent flow does not fall under this category, and hence, the conservation of the magnetic moment is not to be expected. On the other hand, it has been demonstrated that particles gain energy at the dissipation scale through planar structures known as current sheets, formed along the background magnetic field direction. Moreover, compressibility was shown to play a role in particle energization, creating non-thermal structures and how they are influenced by the different terms of the electric field, while in section III D we turn our attention to the characteristics of the electric field itself. In section III D we study the behaviour of individual test particles trying to reconcile this with the findings of the previous sections. Finally, section IV outlines the discoveries and conclusions of this work.

II. MODELS

A. The fields

The description of the electromagnetic field is given by the compressible three-dimensional magnetohydrodynamic (MHD) equations, which is a one-fluid plasma model. It is composed of the equations (1) to (4), which represent, respectively, the continuity equation, the equation of motion, the magnetic field induction equation and the equation of state. These describe the evolution of the plasma’s density $\rho$, velocity field $\mathbf{u}$ and magnetic field $\mathbf{B}$. The total magnetic field is given by the magnetic fluctuations $\mathbf{b}$ plus a background field in the $z$-direction $\mathbf{B}_0$, meaning that $\mathbf{B} = \mathbf{B}_0 + \mathbf{b}$.

\begin{align}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0 \\
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= \frac{\mathbf{J} \times \mathbf{B}}{4\pi \rho} - \frac{\nabla p}{\rho} + \frac{\nu}{\rho} \left( \nabla^2 \mathbf{u} + \frac{\nabla (\nabla \cdot \mathbf{u})}{3} \right) + \mathbf{f} \\
\frac{\partial \mathbf{B}}{\partial t} &= \nabla \times (\mathbf{u} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B} - \frac{m_p c}{e} \nabla \times \left( \frac{\mathbf{J} \times \mathbf{B}}{4\pi \rho} \right) + \nabla \times \mathbf{F} \\
p \rho^{-\gamma} &= \text{const.}
\end{align}

In the previous expressions, $\mathbf{J} = \nabla \times \mathbf{B}$ represents the current density, $p$ is the pressure, $\nu$ the viscosity and $\eta$ the magnetic diffusivity. The large scale mechanical and electromotive forcing are $\mathbf{f}$ and $\nabla \times \mathbf{F}$, respectively. We regard this electromotive forcing as arising from an externally induced electric field $\mathbf{F}$. As we consider the plasma ions to be mainly protons, their charge $e$ and mass $m_p$ appear in the Hall term of (4), along with the speed of light $c$. Regarding the equation of state, we assume it to be adiabatic. This means that
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(a) Simulation done without the Hall nor the electronic pressure terms.

(b) Simulation done with the electronic pressure term but not the Hall term.

FIG. 3: Two-dimensional histograms, at consecutive times, of the magnetic moment as a function of the energy for the $5 \times 10^5$ test particles. The logarithmic color scale indicates the number of particles in each interval. The dotted line corresponds to a purely perpendicular velocity.

$p p^{-\gamma} = p_0 \rho_0^{-\gamma}$ with $\gamma = 5/3$ and $p_0$, $\rho_0$ a reference pressure and density respectively.

As mentioned in the introduction, we want to analyze the implications of either considering or ignoring the Hall and EP terms. Because of the barotropic hypothesis, the EP term can be written as a gradient, thus providing null contribution to the curl of the electric field. Therefore, its inclusion in equation (3) is not required. As for the Hall effect, we simply choose to include or not the last term on the right-hand side of equation (3) in each simulation.

For the magnetic and velocity fields we use Alfvén speed units based on magnetic field fluctuations. These are defined as the rms (root mean squared) value $b_0 = \langle b^2 \rangle_{x,t}$ and $v_0 = b_0/\sqrt{4\pi \rho_0}$, which is the Alfvén speed based on the rms magnetic field fluctuations. Here $\langle \cdot \rangle_{x,t}$ is the space and time average during the whole simulation. Another characteristic speed of the problem is that of the Alfvén waves, that is, $v_A = B_0/\sqrt{4\pi \rho_0}$. We define the sonic Mach number $M_s = v_0/C_s$ where $C_s = \sqrt{T_0 p_0/\rho_0}$ is the speed of sound. To measure distances we take the isotropic MHD turbulence correlation length $L$, also known as energy containing scale, defined as $L = 2\pi \langle |(E(k)/k)dk|/(E(k)dk) \rangle$, where $E(k)$ is the energy spectral density at wavenumber $k$. Lastly, the unit we use to measure time is defined as the ratio between the unit length and the fluctuation Alfvén speed, so that $t_0 = L/v_0$. Finally, the plasma has $\beta = (C_s/v_A)^2 \approx 0.2$. It is important to mention that these values vary only slightly between the simulations that consider the Hall effect and those that do not. This helps us compare the different results and we will take advantage of this by using the same set of units for all simulations.

To solve the MHD equations numerically, we use a Fourier pseudospectral method, assuming periodic boundary conditions in a cube whose side is $L_{\text{box}} = 2\pi$. This method guarantees exact energy conservation for the continuous time spatially discrete equations. For the discrete time integration a second-order Runge-Kutta method is used. In all the MHD simulations presented in this paper we considered a resolution of $N^3 = 512^3$ Fourier modes. In addition, the two-thirds rule truncation method is carried out to eliminate aliasing. In other words, the maximum wavenumber resolved
is \( \kappa = N/3 \). By doing this we are able to reach values of kinematic Reynolds number, defined as \( R = v_0L/\nu \), and magnetic Reynolds number, defined as \( R_m = v_0L/\eta \), of \( R = R_m = 2370 \). Defining the Kolmogorov dissipation wavenumber \( k_d = (\epsilon_d(\rho_0/\nu)^3)^{1/4} \), where \( \epsilon_d \) is the energy dissipation rate, the Reynolds numbers we use ensure resolution of the smallest scales (i.e., \( \kappa > k_d \)). Furthermore, the dissipation scale is defined as \( l_d = 2\pi/k_d \).

Regarding the MHD simulation’s initial conditions, the system starts from null velocity and magnetic fluctuation fields \( \mathbf{u} = \mathbf{b} = 0 \), and initial constant density \( \rho = \rho_0 \). To evolve from this initial state to a turbulent steady state, an external forcing is needed. We use a mechanical and an electromotive force, both generated with random phases in the Fourier \( k \)-shells \( 2 \leq k \leq 3 \) every correlation time \( \tau \) and thus each component can be written as

\[
\begin{align*}
  f_j &= \sum_{2 \leq |k| \leq 3} f_0 \cos(\mathbf{k} \cdot \mathbf{x} + \phi_j(\mathbf{k})) \\
  F_j &= \sum_{2 \leq |k| \leq 3} F_0 \left|k\right|^{-1} \cos(\mathbf{k} \cdot \mathbf{x} + \phi_j(\mathbf{k}))
\end{align*}
\]

Here \( f_0 \) and \( F_0 \) are global amplitudes and the phases \( \phi_j(\mathbf{k}) \) are randomly chosen for each component \( j \) and wavenumber \( \mathbf{k} \) independently. The factor \( 1/|k| \) in \([6]\) is included in order to prevent the Fourier coefficients of \( \nabla \times \mathbf{F} \) from scaling as \( |k| \). We selected a value of \( \tau \approx t_0/18 \) that lies between the large eddy turnover time \( t_0 \) and the characteristic proton gyroperiod \( \tau_p \approx t_0/200 \) (see below). Intermediate forcing in time is achieved through linear interpolation between the forcing at the previous and at the next correlation time. By the time a stationary turbulent state is reached, a new simulation with a higher background magnetic field \( B_0 \) is performed using this state as the initial condition, adjusting the forcing amplitudes to this new setup. The process is repeated until a simulation with \( B_0/\langle b^2 \rangle_{k_d}^{1/2} = 9 \) is achieved and this is the final stationary state that will be used for our study. Once we get to this state, \( B_0/b_0 = 9, L_{box}/L \approx 2.55, \langle u^2 \rangle_{k_d}^{1/2}/v_0 \approx 1.67 \) and \( l_d/L \approx 1/60 \). The energy spectrum of the fluid at this point can be seen in figure \([9]\). As expected, it is found to be compatible with the Kolmogorov spectrum in the inertial range.

B. Test Particles

Once the stationary turbulent state is reached, \( 5 \times 10^5 \) charged test particles are inserted in the fluid representing protons. They are evolved along with the plasma fields, yet their presence does not affect the fluid itself. The latter property is what defines the particles as test particles. During their evolution, the guide field \( B_0 \) is kept constant. To describe their dynamic within an electromagnetic field we use the non-relativistic Lorentz force:

\[
\frac{dv}{dt} = \frac{q}{m}(\mathbf{E} + \mathbf{v} \times \mathbf{B}),
\]

where \( \mathbf{v} \) is the velocity of the particle, \( q \) is its charge and \( m \) its mass. The magnetic field is obtained directly from the MHD equations. The electric field can be derived from the generalized Ohm’s law. If we write it in a dimensionless form using a characteristic electric field defined as \( E_0 = v_0b_0/c \), we obtain the following expression,

\[
\mathbf{E} = \frac{\mathbf{J}}{R_m} - \frac{1}{\rho} \left( \mathbf{J} \times \mathbf{B} - \frac{1}{\gamma M_0^2} \nabla p_e \right).
\]
We can write the equation of motion for the particles in dimensionless form, using the MHD units defined in the previous subsection, we obtain:

\[
\frac{dv}{dt} = \alpha (E + v \times B) \tag{9}
\]

where the dimensionless parameter \( \alpha \) is:

\[
\alpha = \frac{Z m_p}{m} \frac{L}{d_i}, \tag{10}
\]

with \( Z \) the atomic number of the particle. The inverse of this parameter, \( 1/\alpha \), symbolizes the nominal gyroradius for particles with velocity \( v_0 \), measured in units of \( L \). It also determines the range of scales present in the system, from the outer scale of turbulence to the particle gyroradius. If we consider the case where the particle is a proton, then \( Z = 1 \) and \( m = m_p \), which implies that \( \alpha = L/d_i \). These are the particles that will be considered throughout this work. As for the value of \( \varepsilon = l_d/L \), it is reasonable to expect it to be quite small (\( \varepsilon \ll 1 \)), specially for space plasmas, and this can be a huge computational challenge. In the present work we have set \( \varepsilon \approx 1/60 \).

III. NUMERICAL RESULTS

In this section we focus on studying how the electric field terms, in particular the electronic pressure gradient and the Hall term, impact the dynamics of the test particles. To this end, we perform simulations with and without each of these terms (regarding the fluid itself, eqs (1) to (4), and the evolution of the particles, eqs. (7) and (8)).

A. Relationship between magnetic moment and kinetic energy

We start by looking at the relationship between the magnetic moment \( \mu \) and the energy \( |v|^2 \) of the test particles. The magnetic moment is the ratio between the perpendicular en-
FIG. 7: Cuts of the integration box at a given time showing the value of $E_{ep,z}$ with the color scale.

(a) Cut in the $ZY$ plane for a given $X$ value.
(b) Cut in the $XY$ plane for a given $Z$ value.

FIG. 8: Plot of the integration box, where the colored structures are regions of strong positive (red) and negative (blue) values of $E_{ep,z}$, showing its filamentary structure.

energy of the particle and the background magnetic field:

$$\mu = \frac{v_\perp^2}{B_0},$$

Here, $v_\perp = |v_x \hat{x} + v_y \hat{y}|$, meaning that we take the velocity perpendicular to the background field $B_0 \hat{z}$. Considering the direction perpendicular to the whole magnetic field yields qualitatively the same results. At a fixed time, we can plot a two-dimensional histogram of both quantities for the $5 \times 10^5$ particles. Displaying it for successive times, we are able to analyze the evolution of the particles distribution. In Figure 3a, this is shown for the case without the electronic pressure and Hall terms. From the definitions of $|v|^2$ and $\mu$ we conclude that the particles falling on the straight line of slope $1/B_0 = 1/9$, marked with a dotted line in the figure, have exclusively perpendicular velocity. In the upper zone there cannot be any particle since it would imply $v_{\perp z}^2 < 0$. On the other hand, the further the particles move away from this line, approaching towards the horizontal axis, the more relevant the velocity parallel to the background field becomes.

In figure 3a the vast majority of particles are very close to the line of slope $1/9$, i.e. their velocity is mainly perpendicular to $B_0$. Also note that as time passes, particles increase both their magnetic moment and their energy, yet always remaining close to the line of slope $1/9$. This indicates a predominantly perpendicular energization (see 3b).

Let us now consider the case in which we include the contribution of the electronic pressure to the electric field. In this case we still ignore the contribution of the Hall term. Repeating the same procedure as in the previous case, the histograms that we obtain are shown in figure 3b.

Adding the effect of the electronic pressure on the particle dynamics shows a qualitative difference in the distributions. The particles are no longer clustered around the line of slope $1/9$, instead the distribution widens with respect to the previous case. It is thus evident that the electronic pressure causes an additional parallel acceleration on the particles that is not negligible. In fact, the population of particles on the horizontal line, corresponding to a purely parallel velocity, grows noticeably with respect to the case without electronic pressure. Nonetheless, considering that the color scale is logarithmic, we conclude that most of them still have a predominantly perpendicular velocity. Histograms corresponding to a simulation with the Hall term (not shown) are very similar to their non-Hall counterparts, showing its irrelevance in this respect. By definition, this term is proportional to $J \times B$, so it is perpendicular to the total magnetic field and, since fluctuations are small compared to $B_0$, the parallel component of the Hall term is negligible. The peculiarity of the electronic pressure is the unusual parallel acceleration it produces. Then, the Hall effect should not induce any behavior different from that of the figure 3a. Indeed, when repeating the histograms for the case with Hall effect and without electronic pressure, what is found is qualitatively the same as in Figure 3a.
D. Average energies

To better understand the impact of the electronic pressure, we analyze the final value of the average energies, that is, total energy $|v|^2$, perpendicular $v_x^2 + v_y^2$ and parallel $v_z^2$ energy, over all particles. This is shown in figure 4a for all possible cases: Base case (without the Hall effect nor the electronic pressure term), only considering the Hall effect (H), only considering the electronic pressure term (EP), and taking both H and EP into account. Additionally, in figure 4b the evolution of the average energies in the Base and the EP case is shown.

Observing figure 4b, the first thing we note is the anisotropy between the perpendicular and the parallel components. The former grows significantly faster than the latter. On the other hand, it can be seen that a difference in the mean energies arises when the effect of the electronic pressure is incorporated. The total mean energy decrease slightly, the perpendicular energy also decreases, while the parallel energy has a noticeable growth.

From figure 4a it is interesting to highlight that by adding only EP, the total energy (perpendicular+parallel) does not change dramatically. However, the parallel component grows at the expense of the perpendicular one. On the other hand, adding H generates a significant increase in the total energy. At first glance we could say that it impacts mostly on the perpendicular component. This is reasonable if we recall that the force it exerts is perpendicular to the total field ($\propto \mathbf{J} \times \mathbf{B}$). Although it has a component parallel to the guiding field $\mathbf{B}_0$, this is far smaller than the perpendicular one since $|\mathbf{b}| \ll \mathbf{B}_0$. However, the ratio between the two components is practically unchanged. Thus, the consequence seems to be a proportional increase of the energy. As for adding both H and EP, the effect that emerges is more complex. We note a reduction in the total energy and an increase in the relative importance of the parallel component that is larger than in all other cases; however, in what follows we will not go into further detail on the behavior derived from the interaction between EP and H. This is because, although noticeable, their contribution seems secondary when studying mean values of test particles. Clearly the bulk of the population is not much affected by these terms, in accordance to previous results.

In the remainder of this work, all the simulations shown are done considering both electronic pressure and Hall terms.

C. Statistics and structure of the electric field

We know that electronic pressure generates a significant parallel acceleration on the test particles. The simplest hypothesis to explain this would be that the force generated by the electronic pressure was predominantly in the parallel direction. Let us call $E_{ep}$ the contribution of EP to the electric field. That is,

$$E_{ep} = \frac{-\varepsilon \nabla p_e}{\rho \gamma M_S^2}.$$  

Thus, $\alpha E_{ep}$ is the force generated by the electronic pressure. To check if the previous hypothesis is valid we can look at the distribution of the parallel and perpendicular components of $E_{ep}$. In particular, we take $E_{ep,z}$ for the parallel part and $E_{ep,x}$ as representative of the perpendicular part. We could have chosen the $y$-component instead of $x$-component, since both are statistically equivalent. Figure 5a shows two probability density functions (PDFs), one for each component, of the field value over the position of all particles at all times.

Figure 5a refutes the assumption that $E_{ep}$ might be predominant in the direction parallel to the background field. The standard deviation of the distribution in the perpendicular direction is $\sigma_x^{ep} = 0.47 \frac{h \omega_c}{c}$, whereas its value in the parallel direction is $\sigma_z^{ep} = 0.15 \frac{h \omega_c}{c}$. However, in figure 5b we can see what happens if we repeat this analysis for the rest of the electric field, i.e., for

$$E' = E - E_{pe} = E + \frac{\varepsilon \nabla p_e}{\rho \gamma M_S^2} = \frac{\mathbf{J} \times \mathbf{B} - \mathbf{u} \times \mathbf{B}}{\rho \gamma}.$$  

FIG. 9: Different magnitudes of the same individual test particle over the course of the simulation. The vertical gray area shows the same time period in both sub-figures.
In such case, the deviations are $\sigma_{E^z} = 16.42 \, \text{b}_0 \, v_0$ and $\sigma_{E^\prime} = 0.25 \, \text{b}_0 \, v_0 \, c$. The ratio between them, $\sigma_{E^z} / \sigma_{E^\prime} = 0.015$, is much smaller than for $E_{ep}$, where $\sigma_{E^z} / \sigma_{E^\prime} = 0.32$. We then conclude that, although the perpendicular component of $E_{ep}$ is more significant than the parallel one, the latter is far more relevant compared to the rest of the electric field.

Therefore the electronic pressure generates a parallel acceleration in the particles because its contribution to the total field in the parallel direction is more significant than in the perpendicular direction. To check this, we compare the two figures above by plotting the PDFs of $E_{ep,z}/|E_z|$ and $E_{ep,z}/|E_x|$. In this way we can see the contribution of the electronic pressure compared to the rest of the electric field. This is shown in figure 6. There we clearly observe that the dispersion of $E_{ep,z}/|E_z|$ is larger than that of $E_{ep,z}/|E_x|$. In fact, the deviations are $\sigma_{E^z} = 3.50 \cdot 10^3$ and $\sigma_{E^\prime} = 4.61 \cdot 10^3$ respectively.

Let us now study the structure of the field produced by the EP term. We are particularly interested in $E_{ep,z}$. In figure 7a a cut in the $ZY$ plane of the integration box (at a fixed time) is shown. The color scale indicates the intensity of $E_{ep,z}$. Similarly, in figure 7b a cut in the $XY$ plane is shown.

In figure 7b note that $E_{ep,z}$ is composed of a near-zero, fairly monotonous background, within which appear scattered thick, elongated, wavy structures of significantly larger value. These are not flattened and stretched in the direction of the magnetic field, as would be the case with current sheets in plain MHD. Figure 7 additionally shows a representation of them in 3D space. On the other hand, in the cut transverse to the background field $B_0$ (figure 7b) we see that the $E_{ep}$ field has more structure than in the $ZY$ plane. This is to be expected in turbulent MHD flows under the effect of a guiding field. We also notice in this figure the presence of short scale fluctuations (wavy behavior) which we associate with the possible existence of fast magnetosonic waves in the fields (see for instance[33]).

In what follows we examine whether the particular structure of $E_{ep,z}$ corresponds to the dynamics of the individual test particles.

### D. Test particle behaviour

We now study the behavior of individual particles in order to deepen our understanding of the impact of the electronic pressure (EP). In particular, we are interested in the particles responsible for the change between the histograms in figures 3a and 3b. Thus, we focus on those particles whose ratio of magnetic momentum to kinetic energy deviates significantly from $1/B_0 = 1/9$ for at least some period of time. As an example, let us study a given particle that falls into this category. The value of $E_{ep,z}$ that this particles feels over time is shown in figure 9a. And we can also see the evolution of the modulus of the cosine of its pitch-angle in figure 9b. This quantity, which we will name $\chi$, is also defined as,

$$\chi = \frac{|v|}{|v|}.$$  

As we can see in the above definition, $\chi$ helps us measure the relative importance of both components of the velocity.

Figure 9a depicts how the force due to EP in the vertical direction is fairly constant around zero, with a clear perturbation in the interval highlighted in gray. This perturbation is consistent with the crossing of one of the filamentary structures of $E_{ep,z}$ seen in figure 7a. Both show similar magnitudes, around $2.5b_0v_0/c$. Moreover, it is expected for particles to experience an intense but brief force as they pass through one of these structures. This behavior occurs in a large portion of the particles whose ratio between $\mu$ and $|v|^2$ departs from the value 1/9.

Regarding figure 9b there is a clear boost of the particle’s value of $\chi$ at about the same time when $E_{ep,z}$ is perturbed. Recalling equation (14), this growth also indicates an increase in the importance of the parallel velocity over the perpendicular component. This seems to indicate that the electronic pressure generates a parallel acceleration in the particles through the thin structures of $E_{ep,z}$.

The goal now is to test in a quantitative way whether there is a correlation between the particles that cross one of the thin structures of $E_{ep,z}$ and those whose average pitch-angle value is low. For that purpose we first need to discriminate between the particles that passed through at least one of the thin structures and those that did not. We focus on the $E_{ep,z}$ field seen by test particles throughout the entire simulation. For each one, we detect extreme values of $E_{ep,z}$ using the IQR method[33]. With this approach, every point that is either smaller than $(q_1 - 1.5 \cdot IQD)$ or greater than $(q_3 + 1.5 \cdot IQD)$ is considered to be extreme, as illustrated in figure 10 for a specific particle. Here, $q_1$ and $q_3$ are the first and third quartiles of the set of $E_{ep,z}$ values seen by the specific particle, and $IQD$ is the inter-quartile distance. Then, groups of consecutive extreme points are identified, two of which are shown in figure 10 as blue dots. Every one of these can potentially be one of the thin structures of the EP field. To determine whether they are or not, we calculate the energy supplied by the $E_{ep,z}$ field...
for all points in each group. That is,

$$\int E_{ep,z} \cdot v dt \approx \sum E_{ep,z} y_z \Delta t$$

where the sum goes over all extreme points within a group. We consider a given group to be a peak of $E_{ep,z}$ (i.e., one of the thin structures) if its delivered energy is greater than a given threshold.

To define this threshold, we consider the fact that the energy supplied by crossing one of these structures could also be written as $\delta_{ep,z} \Delta t$, where $\delta_{ep,z}$ is a characteristic value of $E_{ep,z}$ in the structure and $\Delta t$ its characteristic length in the $z$-direction. Using a similar IQD criterion, we identify extreme values of $E_{ep,z}$, thus allowing us to discriminate structures in the underlying 3D field. We then extract only the extreme values and set $\delta_{ep,z}$ to their rms value. For the length $\Delta z$, we define a new field $E'_{ep,z}$ containing only the extreme values (and 0 otherwise) and calculate its autocorrelation function

$$C'(\delta_z) = \langle E'_{ep,z}(x+\delta_z, t) E'_{ep,z}(x, t) \rangle_x.$$ 

We then define $\Delta z$ as the value of its first zero-crossing, which yields $\Delta z \approx L_{box}/26$ and is compatible with the structures observed in figure 7, especially when taking into account their variable orientation. The last observation is relevant given that most particles do not cross the filaments through their thinnest direction, which is clearly smaller than $L_{box}/26$. We verify this threshold by analyzing some individual particle trajectories and find it appropriate.

Since we are trying to correlate the thin structures of the EP field with high values of $\chi$, we are not interested in those particles that have a big $\chi$ at the beginning of the simulation. These will have a value close to one not due to the EP term but because of their initial condition. Regarding this, all particles that initially have a parallel energy $v_{z,i}$ greater than the perpendicular one $v_{\perp,i}$ will be excluded. In other words, we keep only those that satisfy $\chi \leq 1/\sqrt{2}$ at the beginning. After doing this, the 500,000 particles have reduced to a number of 360,281.

From the total of 360,281 particles that we kept, 10,200 were found to have passed through at least one thin structure of $E_{ep,z}$. For the two groups of particles (the ones that crossed a peak and those that did not) we plot a PDF of the average over time of $\chi$ in figure 11. Let us point out that if this quantity equals 1 then the particle’s velocity is parallel to $B_0$, and the contrary happens if it equals 0. We choose the cosine of the peak-velocity instead of simply the peak-angle because the former is uniformly distributed for an isotropic 3D velocity distribution.

There is a clear separation of both PDFs in figure 11. Particles that did not go through a peak of $E_{ep,z}$ cluster towards lower values of $\langle \chi \rangle_t$, while the opposite is true for the particles that did cross at least one peak. It is then evident that there is a correlation between the thin structures of the EP field and the parallel acceleration of particles due to the presence of EP. This seems to confirm that this type of structure is the primary method by which electronic pressure pushes particles in the direction of the background magnetic field. Particles going through them experience a strong but quick force in the $\hat{z}$ direction, changing their pitch-angle.

We can also examine how the probability distribution of the final parallel velocity changes from one set of particles to the other. This is shown in figure 12a for the absolute value of $V_z$. In the case of particles that did not cross any thin structure, it is reasonable to expect for their distribution to peak at the origin since they did not experience any extraordinary force in the $\hat{z}$ direction. The distribution of the others, on the contrary, should be centered on a higher velocity value. Indeed, both of these things are reflected in figure 12a, showing once again the effect of electronic pressure in parallel acceleration.

To further quantify the relevance of EP, let us define the function $f(x)$ as the conditional probability of a particle having crossed a peak given that its final value of $\chi$ satisfies $\chi \geq x$. To find it we first select particles having $\chi \geq x$ at the end of the simulation, and then we determine the fraction that crossed a peak. Whether a particle went through a peak or not is established using the previously explained method.
lel energy, to the detriment of the perpendicular component. In particular, it was found that considering the EP generates an acceleration parallel to $B$ under the influence of a strong background magnetic field $B_0$. It is composed of a monotonous and low-value background. Yet, on top of it we found thin and elongated structures whose absolute value is much higher, which we suppose could be related to fast magnetosonic wave interactions.

Studying the behavior of individual test particles we noticed that those particles undergoing an unusual parallel acceleration also appeared to have crossed one of the thin structures of $E_{pe,z}$. We separated the ones that went through one of these structures from those that did not using a criterion based on the supplied energy of the EP field. Then, looking at the average pitch-angle’s cosine for the two groups of particles, a clear separation between both distributions was noted. While those particles that crossed a thin structure were prone to have a large value of $\langle \chi \rangle$, (that is, a predominance of the parallel component of the velocity), the opposite was true for the particles that did not. This is evidence of the parallel acceleration method of the $E_{pe,z}$ field; a strong and brief thrust to those particles that pass through its thin and elongated structures located on top of the monotonic and near-zero background. Since these structures are thin and scattered in space, it is natural to conceive particles that manage to avoid them, and thus do not suffer any extra parallel push.

In general, we have been able to measure the impact that the electronic pressure term in the generalized Ohm’s law has on test particles. Although this effect is often neglected, we now have a better idea of what types of consequences are being overlooked and what their extent is. We believe that this contributes to the understanding of the behavior of charged particles in space plasmas, in particular, the theoretical results presented here could be useful for the interpretation of recent observational results relating to proton beams along the mean magnetic field.

This effect is secondary when considering mean energies and affects only a small fraction of the population. Additionally, we studied the statistics of the electric field felt by the particles in every time step of the simulation. We found that the contribution of the electronic pressure $E_{pe}$ to the electric field is not predominant in the parallel direction, as might have been expected, but that its contribution to the total electric field is more significant in the parallel direction than in the perpendicular one. This helps us explain the above results. As for the structure of the $E_{pe,z}$ field, it was found that, in the planes parallel to $B_0$, it is composed of a monotonous and low-value background. Yet, on top of it we found thin and elongated structures whose absolute value is much higher, which we suppose could be related to fast magnetosonic wave interactions.

In figure 12b the function $f(x)$ is plotted for $0 \leq x \leq 1$. We first notice that, as expected, it is an increasing function. This indicates that greater values of the final $\chi$ correspond to a higher likelihood of the particle having crossed a peak of the EP field. In fact, half of high pitch-angle particles have interacted with these structures. In addition, the linearity in the semi-log graph shows an exponential behaviour of $f(x)$ up to $x \sim 0.9$, with an exponent of $2.07 \pm 0.02$.

IV. CONCLUSIONS

In this paper we used direct numerical simulations to investigate the effect that electronic pressure (EP) has on the acceleration of test particles immersed in a turbulent MHD field under the influence of a strong background magnetic field $B_0$. We found that EP generates an acceleration parallel to $B_0$ in a portion of the particles, that is unusual in the most common case where the electronic pressure term and the Hall term are neglected. In particular, it was found that considering the EP term increases the percentage of the particles’ average parallel energy, to the detriment of the perpendicular component.

FIG. 12: Overview of the effect of electronic pressure on test particles.

(a) PDF of the final value of $|V_z|$ (parallel velocity of the particle), distinguishing between particles that went through at least one thin structure of the EP field and those that didn’t.

(b) Probability $f(x)$ of a particle having gone through at least one thin structure of the EP field given that its final value of $\chi$ (modulus of cosine pitch-angle) satisfies $\chi \geq x$.
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