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Abstract—Techniques have been proposed to estimate unknown antenna impedance due to time-varying near-field loading conditions at multiple-input single-output (MISO) receivers. However, it remains unclear when a change occurs and impedance estimation becomes necessary. In this letter, we address this problem by formulating it as a hypothesis test. Our contributions include deriving a generalized likelihood-ratio test (GLRT) detector to decide if the antenna impedance has changed over two groups of packets. This GLRT formulation leads to a novel optimization problem, but we propose a binary search based algorithm to solve it efficiently. Our derived GLRT detector enjoys a better detection and false alarm trade-off when compared with a well-known, reference detector in simulations. As one result, more transmit diversity significantly improves detection accuracy at a given false alarm rate, especially in slow fading channels.
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I. INTRODUCTION

Impedance matching between the receive antenna and front-end can significantly impact channel capacity in wireless, multi-path channels [1]. To implement capacity-optimal matching, receivers must know the antenna impedance. Due to time-varying near-field loading conditions, antenna impedance may change significantly. Researchers have proposed techniques to estimate the unknown antenna impedance in real-time [2], [3], [4], [5], [6], [7]. However, it remains unclear when these estimation algorithms should be triggered. In this letter, we propose a mechanism to detect impedance change.

Hassan and Wittneben considered joint channel and impedance estimation for multiple-input multiple-output (MIMO) receivers. In their work, they vary the receiver load impedance and apply a least-square estimation technique to jointly estimate the channel and the antenna impedance under uncorrelated, fast-fading channels [2]. Wu and Hughes considered impedance estimation at MISO receivers using a hybrid estimation framework, where channel and impedance are estimated jointly [4]. Wu extended it to MIMO [6]. The drawback of this approach is the impedance estimator is generally biased. Consequently, Wu and Hughes derived a closed-form maximum-likelihood (ML) estimator for impedance, treating the channel gains as nuisance parameters, for both MISO and MIMO receivers under i.i.d. Rayleigh fading [5], [7]. They also demonstrated that these ML estimators are efficient with sufficient signal-to-noise-ratio (SNR) and diversity. Since extra circuitry operations are needed to apply these estimation algorithms, ideally we want to apply them only when impedance has changed for battery-life sensitive devices like mobile phones and smart watches. However, such impedance variation detection algorithms remain unknown.

In this letter, we address this problem by formulating it as a hypothesis test. Our contributions include deriving a generalized likelihood-ratio test (GLRT) detector to decide if the antenna impedance has changed over two groups of packets. Our derived GLRT detector is generally not in a closed-form due to non-linear nature of the likelihood function. This formulation leads to a novel optimization problem. But we propose a binary-search-based algorithm, which solves said problem exactly and efficiently. Comparison between our proposed GLRT detector to a well-known, reference detector suggests our GLRT detector generally enjoys a sizable benefit in detection and false alarm trade-off. Importantly, our proposed detector is able to prolong battery life for smart wearable devices with adaptive impedance matching capabilities.

In this letter, we use $Z_A$ and $Z_L$ to represent the antenna and load impedance, respectively. Bold lower case notations are vectors, while bold upper case ones are matrices. Note $h$ is the channel coefficients needed by communication algorithms and $\sigma_n^2$ is its variance. Also, $(\cdot)^T$ is transpose and $(\cdot)^H$ is the Hermitian operator.

The rest of this letter is organized as follows. We present the system model and formulate this problem using hypothesis testing in Sec. II. Then in Sec. III we derive maximum likelihood (ML) estimators and consequent the GLRT detector. The performance of this detector is explored via numerical examples in Sec. IV. We conclude and point out a future direction in Sec. V.

II. PROBLEM FORMULATION

Suppose there is a single antenna at the receiver. The transmitter sends a known training sequence, $x_1, \ldots, x_T \in \mathbb{C}^N$. If channel gains $h$ are fixed for the duration of training, the received observations can be compactly written by

$$ u = h^T x + n_L, \quad (1) $$

where we define $X \triangleq [x_1, \ldots, x_T] \in \mathbb{C}^{N \times T}$ and $n_L \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2 I_T)$ is independent and identically distributed.

We assume multiple transmit antennas exist at the base station, i.e., $N > 1$, and they are sufficiently separated such that $h \sim \mathcal{C}\mathcal{N}(0_N, \sigma_h^2 I_N)$. We assume block-fading, and consequently, for each data packet, a training sequence precedes the data sequence [9]. We assume $X$ is orthogonal and equal-energy, i.e.,

$$ XX^H = \frac{PT}{N} I_N. \quad (2) $$
It can be shown that a sufficient statistic exists which summarizes information in \( u \) (1) and we denote it as [10]  
\[
y \triangleq \frac{N}{P^T} \left( y X^H \right)^T = h + n, \tag{3}
\]
where \( y \) and \( n \) are in \( \mathbb{C}^N \), \( \sim \mathcal{CN}(0, \sigma_n^2 I_N) \), and  
\[
\sigma_n^2 = \frac{N\sigma_t^2}{TP} . \tag{4}
\]

The goal of this letter is to derive detectors for antenna impedance variations over time. We observe any such variation manifests itself as a change to the variance \( \sigma_h^2 \). Therefore, the goal can be equivalently stated as detecting changes to the variance of the fading channel over time.

To state this problem clearly, we reiterate the goal is to detect changes in antenna impedance due to time-varying loading conditions in the near-field. We assume this loading condition varies at a rate much slower than the duration of a packet.\(^1\) To this end, we assume the antenna impedance remains the same in each group of packets, and may vary from group to group. This serves a reasonable approximation of the practical phenomena that we want to model, and leads to tractable solutions shown next.

Consider two groups of observation each with \( L \) consecutive packets. In general, temporal correlation exists between these packets. Also assume the two groups are sufficiently apart in time, such that any packet in either group is statistically independent to any packet in the other. From (3), we have,  
\[
Y_i = \left[ y_{i,1} \cdots y_{i,L} \right] , \tag{5}
\]
with \( y_{i,k} = h_{i,k} + n_{i,k} \), where \( i = 1, 2 \) is group index and \( k = 1, \ldots, L \) packet index. Note \( h_{i,k} \) depends on the unknown antenna impedance \( Z_{A,i} \) via a voltage divider [3, eq. 4],  
\[
h_{i,k} \triangleq \frac{Z_L}{Z_{A,i} + Z_L} g_{i,k} \tag{6}
\]
where \( g_{i,k} \) are path gains of the physical propagation channel and \( Z_L \) is the load impedance [4, Fig. 1].

The channel and noise vectors are zero-mean complex Gaussian, and with (4) and (6), we can write for all \( k \),  
\[
y_{i,k} \sim \mathcal{CN} \left( 0_N, \left( \sigma_{h,i}^2 + \sigma_n^2 \right) I_N \right) \tag{7}
\]
where \( i = 1, 2 \), unknown variances of path gains \( g_{i,k} \) are denoted as \( \sigma_{g,i}^2 \), and we have from (6),  
\[
\sigma_{h,i}^2 = \frac{Z_L}{Z_{A,i} + Z_L} \sigma_{g,i}^2 . \tag{8}
\]

The spatial independence of \( g_{i,k} \) comes from uncoupled transmit antennas.

We formulate the problem of antenna impedance variation detection as a hypothesis test,  
\[
\begin{align}
H_0 : & \quad \sigma_{h,1}^2 = \sigma_{h,2}^2 , \\
H_1 : & \quad \sigma_{h,1}^2 \neq \sigma_{h,2}^2 . \tag{9}
\end{align}
\]
with the assumption that inequality in the channel variance is solely caused by inequality in antenna impedance (8).

If the null hypothesis \( H_0 \) is true, then the antenna impedance remains identical in the two groups considered. Otherwise, a change in antenna impedance has occurred and antenna impedance estimation becomes necessary.

In the next section, we present the main results of this letter, i.e., the generalized likelihood-ratio test (GLRT) detector for the problem formulated in (9).

III. MAIN RESULTS

We consider the observations \( Y_1 \) and \( Y_2 \) in (5). Firstly, they are statistically independent. Also, the distribution of \( Y_i \) with \( i = 1, 2 \) is,  
\[
\text{vec} \left( Y_i \right) \sim \mathcal{CN} \left( 0_{NL}, \sigma_{h,i}^2 C \otimes I_N + \sigma_n^2 I_{NL} \right) , \tag{10}
\]
where \( C \) is the known channel temporal correlation matrix but channel variance \( \sigma_{h,i}^2 \)'s are unknown. We define  
\[
\theta \triangleq \left[ \theta_1 \quad \theta_2 \right]^T = \left[ \sigma_{h,1}^2 \quad \sigma_{h,2}^2 \right]^T . \tag{11}
\]

To test (9), we need the following sufficient statistic,  
\[
s \triangleq \left[ s_1 \quad s_2 \right]^T \tag{12}
\]
where for \( i = 1, 2 \),  
\[
s_i \triangleq \text{diag} \left( \frac{1}{N} Q^H Y_i^T Y_i^* Q \right) , \tag{13}
\]
where \( Q \) is from the eigen-decomposition of \( C \),  
\[
C = Q \Lambda Q^H , \quad \Lambda \triangleq \text{diag}(\lambda_1, \ldots, \lambda_L) . \tag{14}
\]

Note \( s_i \) in (13) is the sample covariance after decorrelation.

Note (9) can be written in terms of \( \theta \) defined in (11). When the null hypothesis is true, we estimate \( \theta_1 \) using \( s \). But under the alternative hypothesis, we estimate \( \theta_1 \) and \( \theta_2 \) using \( s_1 \) and \( s_2 \), respectively.

By definition, the generalized likelihood-ratio test (GLRT) detector plugs in the maximum-likelihood (ML) estimator back into its likelihood function [11, Sec. 6.4.2]. Thus, we present the ML estimator of the unknown channel variance first, and then derive GLRT detectors.

A. ML Estimators

Without loss of generality, we firstly discuss how to estimate the unknown channel variance of either group specified in (5). With a slight abuse of notation, we label the unknown parameter that we want to estimate as  
\[
\theta \triangleq \sigma_{h,i}^2 , \tag{15}
\]
and consider a statistic \( s \) that is either \( s_i \) defined in (13).

As shown in (30) in the Appendix, we can write the log-likelihood function (LLF) in terms of \( \theta \),  
\[
\mathcal{L}(\theta; s) \triangleq \ln p(s; \theta) = c - N \sum_{k=1}^L \left[ \ln \left( \lambda_k \theta + \sigma_n^2 \right) + \frac{s_k}{\lambda_k \theta + \sigma_n^2} \right] \tag{16}
\]
where \( s_k \) is the \( k \)-th element of \( s \), both \( \lambda_k \) and \( \sigma_n^2 \) are known, and \( c \) is a constant independent of \( \theta \).

We observe several important differences between our derived LLF in (16) and a representative reference [11, eq. 9.6]. Note \( \theta \) only exists in our formulation and
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estimate \( \hat{\theta} \) in Algorithm 1.

The gradient in (18) is positive when

\begin{equation}
\nabla L(\theta) = \frac{s_k \lambda_k}{(\lambda_k \theta + \sigma_n^2)^2} - \frac{\lambda_k}{\lambda_k \theta + \sigma_n^2}. \tag{18}
\end{equation}

A necessary condition for \( \hat{\theta}_{ML} \) is the gradient generally vanishes, however from (18), a closed-form generally does not exist, due to summation of non-linear functions of \( \theta \). But first, we consider a special case where the MLE is in closed-form.

1) ML Estimator Under i.i.d. Fading: In this special case, we have, \( \lambda_k = 1 \) for all \( k \). The MLE of \( \theta \) exists in closed-form based on (18), i.e.,

\begin{equation}
\hat{\theta}_{ML,iid} = \max \left\{ \frac{\sum_{k=1}^{L} s_k}{L} - \sigma_n^2, 0 \right\}. \tag{19}
\end{equation}

Note the \( \max \{ \cdot \} \) operator is necessary as \( \theta \) is variance and hence non-negative by definition.

2) ML Estimator in General: Since \( \theta \in [0, \infty) \), we could set the upper bound a practically large number. Then MLE falling outside the practical range is negligible. We could use a simple line search algorithms with a fixed step size. Thus, we are guaranteed to find the MLE, but a disadvantage is its computational inefficiency.

The gradient in (18) is positive when \( \theta = 0 \) and crosses zero only once and then remain negative. This renders the procedure of finding the MLE simple. We propose a binary-search based algorithm to solve the MLE efficiently. To be specific, we start with a range from zero to a sufficiently large number and use binary search to iteratively narrow down this range until it is in close proximity of the MLE. In each iteration, we replace one of the two bounds of this range by its middle point if the gradient of this bound and the middle point share same sign.

Note \( \alpha = 10 \) (by default) and \( \epsilon = 10^{-3} \) are parameters of Algorithm 1 to choose the trade-off between accuracy and speed, i.e., number of iterations needed.

### B. GLRT Detectors

Classical detection theory offers many important results on hypothesis testing [11, 12]. In general, we can write down the likelihood ratio test [12, eq. 2.195],

\begin{equation}
t(s) = \mathcal{L}(s|H_1) - \mathcal{L}(s|H_0) \overset{H_1}{\gtrless} \gamma, \tag{20}
\end{equation}

where \( \mathcal{L}(s|H_i) \) denotes the log-likelihood function (LLF) in terms of sufficient statistic \( s \) in (12) conditioned on a hypothesis \( H_i \) with \( i = 0, 1 \) as defined in (9), and \( \gamma \) denotes the threshold for this test that we get to choose.

Lemma 1 (LLF): Given the observations \( Y_1 \) and \( Y_2 \) in (5), it can be shown that its log-likelihood function (LLF) can be equivalently written in terms of \( s \), i.e.,

\begin{equation}
\mathcal{L}(\theta) \triangleq \ln p(Y_1, Y_2; \theta) = c - N \sum_{i=1}^{L} \sum_{k=1}^{L} \ln \left( \lambda_k \theta_i + \sigma_n^2 \right) + s_{i,k}^{2} \lambda_k \theta_i + \sigma_n^2 \tag{21}
\end{equation}

where \( s_{i,k} \) is the \( k \)-th element of \( s_i \) in (13) and \( \lambda_k \) in (14).

The proof of Lemma 1 is straightforward based on derivations in finding (16), and thus omitted here due to page limitation.

Next we derive the generalized likelihood ratio test (GLRT) for the problem in (9) using ML estimates to replace unknown parameters in (20). The GLRT detector is stated in a theorem.

Theorem 1 (GLRT Detector): Suppose the original observation \( Y_1 \) and \( Y_2 \) and the sufficient statistic are given in (5) and (13), respectively. Also suppose the channel variances as defined in (11) are unknown and to be estimated. The generalized likelihood ratio test (GLRT) for the problem in (9) is [11, eq. 6.12],

\begin{equation}
t_{GLRT} \triangleq \max_{\theta} \mathcal{L}(\theta|H_1) - \max_{\theta} \mathcal{L}(\theta|H_0) \tag{22}
\end{equation}

\begin{equation}
= N \sum_{k=1}^{L} \left[ 2 \ln \left( \lambda_k \theta_1 + \sigma_n^2 \right) + \sum_{i=1}^{2} \frac{s_{i,k}}{\lambda_k \theta_1 + \sigma_n^2} \right] - N \sum_{i=1}^{2} \sum_{k=1}^{L} \left[ 2 \ln \left( \lambda_k \theta_i + \sigma_n^2 \right) + \frac{s_{i,k}}{\lambda_k \theta_i + \sigma_n^2} \right] \tag{22}
\end{equation}

where \( \hat{\theta}_i \) for \( i = 1, 2 \) is the MLE (17) when \( H_i \) is true (9), i.e, \( \theta_1 \neq \theta_2 \), while \( \theta_1 \) is that when \( H_0 \) is true, i.e., \( \theta_1 = \theta_2 \), \( s_{i,k} \) is the \( k \)-th element of \( s_i \) defined in (13) and \( \lambda_k \) in (14).

Proof: The proof is straightforward by plugging the respective ML estimators (17) conditioned on either hypothesis in (9) into their corresponding LLF in (21).

In the next result, we consider a special case where the fading channels are i.i.d..

Corollary 1 (GLRT Detector in i.i.d. Fading): If fading channel is i.i.d. in time, i.e., \( C = I_L \) and equivalently \( \lambda_k = 1 \) for all \( k = 1, \ldots, L \), then the well-known Bartlett’s test is the GLRT detector [13], i.e.,

\begin{equation}
t_{BT} = \ln \left( \frac{(s_1 + s_2)^2}{4s_1 s_2} \right) \tag{23}
\end{equation}

where for \( i = 1, 2 \), we have defined

\begin{equation}
s_i \triangleq \frac{1}{L} \sum_{k=1}^{L} s_{i,k}, \tag{24}
\end{equation}

and \( s_{i,k} \) is the \( k \)-th entry in \( s_i \) in \( s \) as defined in (12).
MLE derived in (19). Under the null hypothesis, we have
\[ \max_{\theta} \mathcal{L}(\theta|H_0) = -2NL \left[ \ln \left( \frac{s_1 + s_2}{2} \right) + 1 \right], \quad (25) \]
and under the alternative hypothesis,
\[ \max_{\theta} \mathcal{L}(\theta|H_1) = -NL \left[ \ln (s_1) + 1 + \ln (s_2) + 1 \right]. \quad (26) \]
Plugging above two formulas into (22) and some equivalent simplification result in (23).

The well-known Bartlett’s test in (23) is the GLRT detector when fading channel is i.i.d; otherwise it is sub-optimal and serves as a reference for the GLRT detector in (22).

We compare complexity of both derived detectors in (22) and (23) against the best single-antenna impedance estimator, i.e., the ML estimation in [5, eq. 30]. The results of complexity averaged over each packet are summarized in Table I.

Note in Table I, +, ×, and ÷ represent real addition, multiplication, and division, receptively. Also, \( N_{it}\) is the number of iterations of Algorithm 1 needed to find \( \hat{\theta}_{ML} \) in (17). Circuitry operations include switching load impedance \( Z_L \) during training sequence to estimate \( Z_A \) and tuning \( Z_L \) to match to estimates of \( Z_A \) at packet rate. These circuitry operations consume much more power than the basic operations. Thus, a more energy-efficient solution is one less likely to act on these circuitry operations. Generally speaking, \( P_{act} \) is the probability of deciding the alternative hypothesis (9),
\[ P_{act} = P(t > \gamma|H_0)P(H_0) + P(t > \gamma|H_1)P(H_1), \quad (27) \]
where \( t \) could be any detector and \( \gamma \) is its associated threshold (20). We will compare detectors (22) and (23)’s false alarm rate \( P(t > \gamma|H_0) \) given a fixed detection rate \( P(t > \gamma|H_1) \).

In the next section, we evaluate the performance of our derived detectors via numerical simulations.

### IV. Numerical Results

In this section, we explore the performance of the detectors derived in the previous section through numerical examples. Consider a narrow-band MISO communications system with \( N = 4 \) transmit antennas and a single receive antenna, whose carrier frequency is 900 MHz. The duration of each data packet equals to a sub-frame of 5G New Radio (NR), i.e., \( T_s = 1 \) ms. Block-fading channel is assumed, such that during one data packet, the channel remains the same, but it generally varies from packet to packet [9]. We take the training sequence \( \mathbf{X} \) in (2) from a normalized discrete Fourier transform (DFT) matrix of dimension \( T = 64 \), e.g., [9, eq. 10]. Specifically, \( \mathbf{X} \) is chosen as the first \( N \) rows of this DFT matrix. Also, the SNR is 10dB. For parameters used in Algorithm 1, we choose \( \alpha = 10 \) and \( \epsilon = 0.001 \).

**Proof:** This proof is straightforward based on the i.i.d. MLE derived in (19). Under the null hypothesis, we have
\[ \max_{\theta} \mathcal{L}(\theta|H_0) = -2NL \left[ \ln \left( \frac{s_1 + s_2}{2} \right) + 1 \right], \quad (25) \]
and under the alternative hypothesis,
\[ \max_{\theta} \mathcal{L}(\theta|H_1) = -NL \left[ \ln (s_1) + 1 + \ln (s_2) + 1 \right]. \quad (26) \]

Before a change occurs, the antenna impedance is that of a dipole, i.e., \( Z_{A,1} = 72 + 42j\Omega \). If the near-field loading conditions change, the antenna impedance changes accordingly. We assume the changed antenna impedance is \( Z_{A,2} = 72 + 100j\Omega \). The load impedance is fixed at \( Z_L = 50 \Omega \), as we assume no knowledge of \( Z_{A,i} \) with \( i = 1, 2 \). Two groups of packets are collected with each group consisting of \( L = 20 \) packets. Antenna impedance in the first group is always \( Z_{A,1} \). In the second group, it remains \( Z_{A,1} \) if the null hypothesis is true; otherwise, it changes to \( Z_{A,2} \) under alternative hypothesis (9).

The average post-detection SNR of a received symbol is defined as [9, Sec. VIII], using (1) and (2),
\[ \rho \triangleq E \left[ \frac{\mathbb{E} \left[ \mathbf{u} \mathbf{u}^H \right]}{T \cdot \sigma_L^2} \right] = \frac{P\sigma_{h,i}^2}{\sigma_L^2} \quad (28) \]
where \( \sigma_L^2 \) is the noise variance at the receiver and \( \sigma_{h,i}^2 \) is the channel variance in (8) calculated with \( Z_{A,i} \) for \( i = 1, 2 \), and the expectation is over randomness of channel and noise in \( \mathbf{u} \).

Clarke’s model is assumed for temporal correlation [14], where the correlation is \( J_0(2\pi f_d T_s |l|) \). \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind, \( T_s = 1 \) ms is the sampling interval, and \( l \) is the sample difference. The maximum Doppler frequency is \( f_d \triangleq v/\lambda \), where \( v \) is the velocity of the fast moving scatterer and \( \lambda \) the wave-length of the carrier frequency. Three velocities are chosen in our simulations, i.e., \( v = 300, 50, 20 \) km/h, which represent a user on a high-speed train, driving on a local road, and walking in urban area, respectively.

We can see in Fig. 1, channel correlation significantly impacts the trade-off between probability of detection (PD) and probability of false alarm (PFA). Specifically, for the case with very high speed \( v = 300 \) km/h, the receiver operating characteristic (ROC) of the GLRT detector is indistinguishable from its counterpart under i.i.d. fading. But the sub-optimal Bartlett’s test is a sizable gap away. The average number of iterations \( N_{it} \) in Table I is around 13.6. Furthermore, for all velocities considered and with a fixed PD at 80%, the GLRT detector leads to a PFA at least 5% smaller than using the reference Bartlett’s test. This means our proposed

| Algorithm | + | × | ÷ | Circuitry Op. |
|-----------|---|---|---|-------------|
| GLRT (22) | 4.5\(N_{it}\) | \(3N_{it}\) | \(3N_{it}\) | \(P_{act}/2L\) |
| Bartlett (23) | 1 | \(1/L\) | \(1/L\) | \(P_{act}/2L\) |
| MLE [5, (30)] | 5 | 6 | 2 | 1 |

![Fig. 1. ROC in Correlated Rayleigh Fading, \( L = 20 \).](image-url)
GLRT detector could be more energy-efficient due to (27) and complexity analysis in Table I.

We also consider the impact of transmit diversity on the ROC. Since massive MIMO is widely discussed and used in 5G and beyond, we assume the number of transmit antennas takes value $N = 4, 16, 64$. To ensure fair comparison, same total transmit power is assumed. This means the numerator at the right-hand-side of (28) remains the same for all values of $N$. In Fig. 2, we observe a noticeable benefit for our proposed GLRT detector over the reference Bartlett’s test for all $N$. To ensure fair comparison, same $N$ is used. If $N = 64$, ROC’s of GLRT and Bartlett detectors approach the perfect classification at the upper left vertex, with the GLRT slightly better than the Bartlett. Thus, higher transmit diversity order generally leads to improved trade-off between PD and PFA.

V. CONCLUSION

In this letter, we formulated the problem of antenna impedance variations detection at MISO receivers as a hypothesis test on equality of the variance of two complex Gaussian random variables. We derived the GLRT detector for this test, which is not in a closed-form in general. We then proposed a binary-search based algorithm to find the GLRT detector efficiently. When the fading channel is i.i.d., the well-known Bartlett’s test is proven as the GLRT detector; but when fading channel is correlated in time, this Bartlett’s test is sub-optimal and serves as a reference to our derived GLRT detector. Our GLRT detector enjoys a better detection and false alarm trade-off when compared to the reference Bartlett’s test, and consequently could save more power for smart wearable devices. Numerical simulations also suggest higher transmit diversity significantly improves the detection rate at a given probability of false alarm, especially in slow fading channels.

One potential future direction is to consider transmit correlation and/or a Rician channel. Another future direction is to identify more computationally efficient detectors with similar ROC behavior as our derived GLRT detector.

APPENDIX

The probability density function (PDF) of $y$ is

$$p(y) = \det(\pi \Sigma_y)^{-1} \exp\left(-y^H \Sigma_y^{-1} y\right)$$

$$= \pi^{-NL} \det\left(\sigma_h^2 A + \sigma_n^2 I_L\right)^{-N} \exp\left(-\text{Tr}\left[Y^* (\sigma_h^2 A + \sigma_n^2 I_L)^{-1} Y^T\right]\right)$$

(29)

where

$$\Sigma_y = (\sigma_h^2 C + \sigma_n^2 I_L) \otimes I_N,$$

and the following identity is used [15, eq. 2.116],

$$\text{Tr}[ABCD] = \langle \text{vec}(B) \rangle^T [C \otimes A^T] \text{vec}(D^T).$$

Without loss of generality, let $s$ be either $s_1$ in (13), $i = 1, 2$. The PDF in (29) can be simplified into,

$$p(s) = \pi^{-NL} \det\left(\sigma_h^2 A + \sigma_n^2 I_L\right)^{-N} \times \exp\left(-\text{Tr}\left[\left(\sigma_h^2 A + \sigma_n^2 I_L\right)^{-1} (Q^H Y Y^* Q)\right]\right)$$

$$= \pi^{-NL} \left(\prod_{k=1}^{L} \beta_k^{-N}\right) \exp\left(-N \sum_{k=1}^{L} \frac{s_k^2}{\beta_k}\right),$$

(30)

where $s_k$ is the $k$-th element of $s$ and we define $\beta_k = \lambda_k \sigma_h^2 + \sigma_n^2$, for $k = 1, \ldots, L$.
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