Abstract— Stemming words to remove suffixes has applications in text search, translation machine, summarization document, and text classification. For example, Indonesian stemming reduces the words “kebaikan”, “perbaikan”, “memperbaiki” and “sebaik-baiknya” to their common morphological root “baik”. In text search, this permits a search for a player to find documents containing all words with the stem play. In the Indonesian language, stemming is of crucial importance: words have prefixes, suffixes, infixes, and confixes that make them match to relate difficult words. This research proposed a stemmer with more accurate word results by employing an algorithm which gave more than one word candidate results and more than one affix combinations. New stemming algorithm is called CAT stemming algorithm. Here, the word results did not depend on the order of the morphological rule. All rules were checked, and the word results were kept in a candidate list. To make an efficient stemmer, two kinds of word lists (vocabularies) were used: words that had more than one candidate words and list of root word as a candidate reference. The final word results were selected with several rules. This strategy was proved to have a better result than the two most known about Indonesian stemmers. The experiments showed that the proposed approach gave higher accuracy than the compared systems known.

Keywords— stemming; information retrieval; morphological rule
context. This paper proposes an algorithm where it can have more than one candidate for those ambiguous words.

The rule order of prefix and suffix gives another error of stemmed word [12]. The error is obtained when the input words end in lexical similar with suffixes/ particle/ possessive pronoun. For example, the word “penemu” is stemmed into “pene”+“mu” because the possessive pronoun rule is first executed before the prefix rule. Although Adriani [5] has tried to fix the problem by adding several exception rules to check the prefix first before the suffix, this approach still can’t handle the exception conditions if the conditions are not listed in the exception rules. In Adriani [5], the exception rules are “ber”+word+“lah” (such as word “bersekolah”), “ber”+word+“an” (such as word “berlainan”), “di”-“i”, “ter”-“i”, “me”-“i” and “pe”-“i”. It still can’t handle other patterns such as words “penemu”, “penanya”, etc. The algorithm proposed in this paper will give all candidates and then select the best candidate.

Another weakness of Adriani [5], there is no dictionary of stemmed word list involved which causes inaccurate result such as “perbaikan” is stemmed into “baim” root word with “per” as the prefix and “kan” as the suffix. This is due to the rule position of “kan” is prior to the rule position of “an”. One can argue that the solution is to change the rule order where rule of “an” affix is positioned prior to the “kan” affix rule, but then this solution will result in similar problems for words with “kan” affix such as “menarikan” which then will be morphologically analysed into “me”, “tarik” and “an” [12].

Meanwhile, in Adriani [5], a complete root of word dictionary is used to handle this problem. For the word “perbaikan”, because the root of word “baim” is not in the dictionary then the system will not choose “per” – “baim” – “kan”. Instead, the stemmer will choose “per” + “baik” - “kan”, due to the root of word “baik” is in the dictionary.

Although Adriani [5] stemmer gives a better result, it consumes much time because, for each rule, the resulted word is searched into the root of the word in the dictionary. As an alternative solution, this paper proposes the usage of a restricted list of the root of a word called as vocabulary which size is less than the complete dictionary used by Adriani [5] stemmer. By using this, the proposed stemmer will give good accuracy score such as Adriani [5] stemmer with less complexity.

II. MATERIAL AND METHODS

A. Nazief Adriani Algorithm

The stemming scheme of Nazief and Adriani is described in an unpublished technical report from the University of Indonesia (1996). In this section, we describe the steps of the algorithm, and illustrate each with examples; however, for compactness, we omit the detail of selected rule tables. We refer to this approach like Nazief.

The algorithm is based on comprehensive morphological rules that group together and encapsulate allowed and disallowed affixes, including prefixes, suffixes, infixes (insertions) and confixes (combination of prefixes and suffixes). The algorithm also supports recoding, an approach to restore an initial letter that was removed from the root of the word prior to prepending prefix. In addition, the algorithm makes use of an auxiliary dictionary of the root of words that are used in most steps to check if the stemming has arrived at a root of the word.

Before considering how the scheme works, we consider the basic groupings of affixes used as a basis for the approach, and how these definitions are combined to form a framework to implement the rules. The scheme groups affixes into the following categories:

1) Inflectional Suffixes: the set of suffixes that do not alter the root of the word. For example, “pulang” (sit) may be suffixed with “-lah” to give “pulanglah” (please sit). The inflections are further divided into:
   - Particles (P): including “-lah” and “-kah”, as used in words such as “duduklah” (please sit).
   - Possessive pronouns (PP): including “-ku”, “-mu”, and “-nya”, as used in “ibuanya” (a third person possessive form of “mother”).

   Particle and possessive pronoun inflections can appear together and, if they do, possessive pronouns appear before particles. A word can have at most one particle and one possessive pronoun, and these may be applied directly to the root of words or to words that have a derivation suffix. For example, “makan” (to eat) may be appended with derivation suffix “-an” to give “makanan” (food). This can be suffixed with “-nya” to give “makanannya” (a possessive form of “food”).

2) Derivational Suffixes: the set of suffixes that are directly applied to the root of words. There can be only one derivation suffix per word. For example, the word “lapor” (to report) can be suffixed by the derivation suffix “-kan” to become “laporkan” (go to report). In turn, this can be suffixed with, for example, an inflectional suffix “-lah” to become “laporkanlah” (please go to report).

3) Derivational Prefixes: the set of prefixes that are applied either directly to the root of words, or to words that have up to two other derivational prefixes. For example, the derivational prefixes “mem-” and “per-” may be prepended to “indahkannya” to give “memperindahkannya” (the act of beautifying).

The classification of affixes as inflections and derivations leads to an order of use:

\[ \text{[DP+}[\text{DP+[DP+]}} \text{ root of word } \text{[[+DS[+PP]+P]}} \]

| Prefix | Disallowed suffixes | Examples |
|--------|---------------------|----------|
| be-    | -i                  | be-kerja-i \rightarrow be-kerja |
| di-    | -an                 | di-juai-an \rightarrow di-juai-kan |
| ke-    | -i,-kan             | ke-sakit-kan \rightarrow ke-sakit-an, ke-sakit-i \rightarrow ter-sakit-i |
| me-    | -an                 | me-latih-an \rightarrow me-latih-kan |
| se-    | -i,-kan             | se-nasib-kan \rightarrow se-nasib |
| te-    | -an                 | te-bawa-an \rightarrow te-bawa-kan |

Table 1 is disallowing prefix and suffix combinations. The only exception is that the root of word “tahu” is permitted with the prefix “ke-” and the suffix “-i”.
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The square brackets indicate that an affix is optional. The previous definition forms the basis of the rules used in
the approach. However, there are exceptions and limitations that are incorporated in the rules:

1) **Not All Combinations are Possible:** after a word is prefixed with “di-”, the word is not allowed to be suffixed with “-an”. A complete list is shown in Table 1.

2) **The Same Affix Cannot be Repeatedly Applied:** after a word is prefixed with “te-” or one of its variations, it is not possible to repeat the prefix “te-” or any of those variations.

3) **If a Word Has One or Two Characters:** then stemming is not attempted.

4) **Adding a Prefix May Change the Root of Word or a Previously Applied Prefix:** we discuss this further in our description of the rules. To illustrate, consider “meng-” that has the variations “mem-”, “meny-”, and “meny-”. Some of these may change the prefix of a word, for example, for the root of word “sapu” (broom), the variation applied is “meny-” to produce the word “menyapu” (to sweep) in which the “s” is removed.

The latter complication requires that an effective Indonesian stemming algorithm is able to add deleted letters through the recoding process. The algorithm itself employs three components: the affix groupings, the order of using rules (and their exceptions), and dictionary. The dictionary is checked after any stemming rule succeeds: if the resultant word is found in the dictionary, then stemming has succeeded in finding a root of the word, the algorithm returns the dictionary word, and then stops; we omit this lookup from each step in our listing rule. In addition, each step checks if the resultant word is less than two characters in length and, if so, no further stemming is attempted.

For each word to be stemmed, the following steps are followed:

1) The unstemmed word is searched in the dictionary. If it is found in the dictionary, it is assumed that the word is a root of the word, and so the word is returned, and the algorithm stops.

2) Inflectional suffixes (“-lah”, “-kah”, “-ku”, “-mu”, or “-nya”) are removed. If this succeeds and the suffix is a particle (“-lah” or “-kah”), this step is again attempted to remove any inflectional possessive pronoun suffixes (“-ku”, “-mu”, or “-nya”).

3) Derivational suffix (“-i” or “-an”) removal is attempted. If this succeeds, Step 4 is attempted. If Step 4 does not succeed:

- If “-an” was removed, and the final letter of the word is “-k”, then the “-k” is also removed and Step 4 is reattempted. If that fails, Step 3b is performed. Table 2 is determining the prefix type for words prefixed with “te-”. If the prefix “te-” does not match one of the rules in the table, then “none” is returned. Similar rules are used for “be-”, “me-”, and “pe-”.

- The removed suffix (“-i”, “-an”, or “-kan”) is restored.

4) **Derivational Prefix Removal is Attempted:** This has several sub-steps:

- If a suffix is removed in Step 3, then disallowed suffix combinations are checked using the list in Table 1. If a match is found, then the algorithm returns.

- If the current prefix matches any previous prefix, then the algorithm returns.

- If three prefixes have previously been removed, the algorithm returns.

- The prefix type is determined by one of the following steps:

  o If the prefix of the word is “di-”, “ke-”, or “se-”, then the prefix type is “di”, “ke”, or “se” respectively.

  o If the prefix is “te-”, “be-”, “me-”, or “pe-”, then an additional process of extracting character sets to determine the prefix type is required. As an example, the rules for the prefix “te-” are shown in Table 2. Supposed the word be-ing stemmed is “terlambat” (late). After removing “te-” to give “-r-lambat”, the first set of characters is extracted from the prefix according to the “Set 1” rules. In this case, the letter following the prefix “te-” is “r”, and this matches the first five rows of the table. Following “-r-” is “-l” (Set 2), and so is the third to fifth rows match. Following “-l-” is “-ambat”, eliminating the third and fourth rows for Set 3 and determining that the prefix type is “ter-” as shown in the rightmost column.

  o If the first two characters do not match “di-”, “ke-”, “se-”, “te-”, “be-”, “me-”, or “pe-” then the algorithm returns.

- If the prefix type is “none”, then the algorithm returns. If the prefix type is not “any”, then the prefix type is found in Table 3, the prefix to be removed is found, and the prefix is removed from the word; for compactness, Table 3 shows only the simple cases and those matching with Table 2.

- If the root of the word has not been found, Step 4 is recursively attempted for further prefix removal. If a root of the word is found, the algorithm returns.

**Table II**

| Following Characters | Set 1 | Set 2 | Set 3 | Set 4 | Prefix type |
|----------------------|-------|-------|-------|-------|-------------|
| “-r-”                |       |       |       | -     | none        |
| “-r-”                | Vowel |       |       | -     | ter-luluh   |
| “-r-”                | not (“-r-” or vowel) | “-er-” | vowel | Ter      |
| “-r-”                | not (“-r-” or vowel) | “-er-” | not vowel | None |
| “-r-”                | not (“-r-” or vowel) | not “-er-” | – | Ter |
| not (vowel or “-r-”) | “-er-” | vowel | – | None |
| not (vowel or “-r-”) | “-er-” | not vowel | – | Te |
1) Having Completed All Steps Unsuccessfully: the algorithm returns to the original word.

B. Improving Nazief Algorithm

In this section, let see Table 4 about affix removal base on the rules of morphology Indonesian.

### TABLE III

| Prefix type | Prefix to be removed | Examples |
|-------------|----------------------|----------|
| di          | di-                  | di-asuh  |
| ke          | ke-                  | ke-atas  |
| se          | se-                  | se-ekor  |
| ter         | ter-                 | ter-buka |

### TABLE IV

| Rule | Affix | Changes Affixes | Examples |
|------|-------|----------------|----------|
| 1    | BerV  | Ber-        | beroda  |
| 2    | BerCAP| Ber-CAP-   | ber-kuda |
| 3    | BerCAer| Ber-CAer- | berkerja |
| 4    | Belajar| Bel-ajar-  | belajar |
| 5    | BeCerC2| Be-CerC2- | bekerja |
| 6    | TerV   | Ter-      | teratas |
| 7    | TerCerV| Ter-CerV- | tercemas |
| 8    | TerXP  | Ter-XP-    | terjatuh |
| 9    | TerCerC2.| Ter-CerC2- | terencana |
| 10   | Me{[r|w|j]}V | Me-[r|w|j]V- | merawat |
| 11   | Mem{b|l|v}| Mem-{b|l|v}- | membawa |
| 12   | Memp  | Mem-p-     | mempertaruhkan |
| 13   | Mem{r|v|V} | Mem-{r|v|V}- | memasak |
| 14   | Mem{c|d|j|z} | Mem-{c|d|j|z}- | mencuci |
| 15   | MemV   | Mem-V-     | memenari |
| 16   | Meng{g|h|q|k} | Meng-{g|h|q|k}- | menghadiri |
| 17   | MengV  | Meng-V-    | mengambil |

### TABLE V

| Rule | Affix | Changes Affixes | Examples |
|------|-------|----------------|----------|
| 11   | Mem{b|l|v|p} | Mem-{b|l|v|p}- | Membeli |
| 13   | Mem{r|v|V} | Mem-{r|v|V}- | Memproduksi |
| 14   | Mem{c|d|j|z} | Mem-{c|d|j|z}- | Mencari |
| 30   | Peng{a|d|l|u} | Peng-{a|d|l|u}- | Pengukur |
| 38   | Mem{c|d|j|z} | Mem-{c|d|j|z}- | Memulai |
| 39   | MemV   | Mem-V-     | Memasok |
| 40   | Pe{c|d|j|z} | Pe-{c|d|j|z}- | Penyababar |

We discuss the reasons why the nazief scheme works well, and what aspects that can be improved. We present a detailed analysis of the failure cases, and propose solutions to these problems. We then present the results, including...
the improvements, and describe our modified nazief approach.

The performance of nazief approach is perhaps unsurprising: it is by far the most complex approach, being based closely on the detailed morphological rules of the Indonesian language. In addition, it supports dictionary lookup and progressive stemming, allowing it to evaluate each step to test if a root of the word has been found and to recover from errors by restoring affixes to attempt different combinations. However, despite these features, the algorithm can still be improved.

In summary, three opportunities exist to improve stemming with nazief. First, a more complete and accurate root of word dictionary may reduce errors. Second, features can be added to support stemming of hyphenated words. Last, new rules and adjustments to rule precedence may reduce over and under stemming, as well as support affixes not currently catered for in the algorithm. We will discuss the improvements we propose in the next section.

To address the limitations of nazief scheme, we propose the following improvements:

1) **Using a More Complete Dictionary:** we have experimented with two other dictionaries, and present our results later.

2) **Adding Rules to Deal With Plurals:** when plurals, such as “bola-bola” (balls) are encountered, we propose stemming these to “bola” (ball).

However, care must be taken with other hyphenated words such as “bolak-balik” (to and for), “berbalas-balasan” (mutual action or interaction) and “seolah-olah” (as though). For these later examples, we propose stemming the words preceding and follow the hyphen separately and then, if the words have the same root of the word, to return the singular form. For example, in the case of “berbalas-balasan”, both “berbalas” and “balasan” stem to “balas” (response or answer), and this is returned. In contrast, the words “bolak” and “balik” do not have the same stem, and so “bolak-balik” is returned as the stem; in this case, this is the correct action, and this works for many hyphenated non-plurals.

1) **Adding Prefixes and Suffixes, and Additional Rules:**

   - For the prefix type “meng”, we have modified the conditions so that the words beginning with the prefix “meng-” are of type “meng”.

2) **Adjusting Rule Precedence:**

   - If a word is prefixed with “ber-” and suffixed with the inflection suffix “-lah”, try to remove prefix before the suffix. This addresses problems with words such as “bermasalah” having a problem where the root of the word is “masalah” (problem) and “bersekolah” (be at school) where the root of the word is “sekolah” (school).

   - If a word is prefixed with “ber-” and suffixed with the derivational suffix “-i”, try to remove prefix before the suffix. This solves problems with, for example, “berbadan” (having the body of) the root of the word is “badan” (body).

   - If a word is prefixed with “men-” and suffixed with the derivational suffix “-i”, try to remove prefix before the suffix. This solves problems with, for example, “menilai” (to mark) the root of the word is “nilai” (mark). If a word is prefixed with “di-” and suffixed with the derivational suffix “-i”, try to remove prefix before the suffix. This solves problems with, for example, “dimulai” (to be started) the root of the word is “mulai” (start).

   - If a word is prefixed with “pe-” and suffixed with the derivational suffix “-i”, try to remove prefix before the suffix. This solves problems with, for example, “petani” (farmer) the root of the word is “tani” (farm).

   - If a word is prefixed with “ter-” and suffixed with the derivational suffix “-i”, try to remove prefix before the suffix. This solves problems with, for example, “terkendali” (can be controlled) the root of the word is “kendali” (control).

Fig. 1 shows a flowchart of CAT’s stemming algorithm.

### III. RESULTS AND DISCUSSION

In this section, we compare the result of algorithm before and after stemming with Nazief Andriani’s and CAT. CAT approach provides the easy way of stemming Indonesian language through flexibility affix classification. Therefore, the affix additional can be applied in easy way. We experiment used to test are the students’ journals of Department of Information Technology of Faculty of Communication and Information Technology of Semarang University. There are 10 articles used for testing.

Based on the test results (see Table 6), it is clear that there is increasing on commonality document measurement results, the amount of which depends on how similar and not similar documents were tested with one of the documents in the database. Based on data tested above, the average of the last increase is 14% if it is done with CAT algorithm stemming.
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TABLE VI
THE RESULT OF STEMMING TEST FOR SIMILAR DOCUMENT WITH
Id_Doc 325

| No | Id_Doc | Without Stemming | Nazief Adriani’s Stemming | CAT’s Stemming |
|----|--------|------------------|---------------------------|---------------|
| 1  | 264    | 90,000           | 97,000                    | 100,000       |
| 2  | 298    | 7,406            | 11,751                    | 13,508        |
| 3  | 292    | 5,927            | 9,981                     | 11,257        |
| 4  | 313    | 4,472            | 8,418                     | 10,163        |
| 5  | 289    | 6,445            | 8,659                     | 9,554         |
| 6  | 304    | 6,979            | 8,946                     | 9,758         |
| 7  | 288    | 7,517            | 8,327                     | 9,571         |
| 8  | 324    | 6,303            | 8,326                     | 9,498         |
| 9  | 257    | 6,303            | 8,263                     | 9,498         |
| 10 | 306    | 8,843            | 8,067                     | 9,273         |

Fig. 1 Flowchart CAT’s stemming algorithm

Fig. 2 Comparison results of without stemming, Nazief Adriani’s stemming and CAT’s stemming
V. CONCLUSION

Stemming is an important information retrieval technique. In this paper, we have investigated Indonesian stemming and presented an experimental evaluation of Indonesian stemmers. The results show that a successful stemmer is complex, and requires the careful combination of several features: support for complex morphological rules, progressive stemming of words, dictionary check after each step, trial-and-error combinations of affixes, and recoding support after prefix removal. Our results show that the new stemmer is the most effective scheme. It will increase about 14,741 % if we use the new stemmer.

We intend to continue this work. We will improve the dictionaries by curating them to remove non-root and add root words. We also plan to extend the nazzief stemmer further to deal with cases where the root of the word is ambiguous.
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