We introduce a tempering approach with stochastic density functional theory (sDFT), labeled t-sDFT, which reduces the statistical errors in the estimates of observable expectation values. This is achieved by rewriting the electronic density as a sum of a “warm” component complemented by “colder” correction(s). Since the warm component is larger in magnitude but faster to evaluate, we use many more stochastic orbitals for its evaluation than for the smaller-sized colder correction(s). This results in a significant reduction in the statistical fluctuations and systematic deviation compared to sDFT for the same computational effort. We demonstrate the method’s performance on large hydrogen-passivated silicon nanocrystals, finding a reduction in the systematic deviation in the energy by more than an order of magnitude, while the systematic deviation in the forces is also quenched. Similarly, the statistical fluctuations are reduced by factors of \( \approx 4-5 \) for the total energy and \( \approx 1.5-2 \) for the forces on the atoms. Since the embedding in t-sDFT is fully stochastic, it is possible to combine t-sDFT with other variants of sDFT such as energy-window sDFT and embedded-fragmented sDFT.

I. INTRODUCTION

Kohn-Sham density functional theory (KS-DFT) is widely used for calculating the properties of molecular and extended systems [1]. In particular, the method is useful for determining the structure based on the estimates it provides for the forces on the corresponding nuclei [2–4]. However, applying KS-DFT for systems with hundreds or thousands of atoms is challenging due to the high scaling of computational costs with a system’s size (potentially quadratic but eventually cubic for large systems). Lower scaling implementations of the theory have been developed for systems that have a density matrix that is fairly sparse so that only a linear-scaling near-diagonal portion of the matrix needs to be processed. Because of the restriction to near-localized density matrices, the use of such methods is often limited to low-dimensional structures [5, 6] or systems with strictly localized electrons [7, 8].

In previous work we introduced stochastic density functional theory (sDFT) [9] which avoids the costly diagonalization step in KS-DFT without the need to make a locality assumption; instead, the density matrix is approximated statistically. Specifically, the density matrix in sDFT is viewed as a correlation function of stochastic functions, each of which is, in essence, a random combination of the occupied states. While the method scales linearly, the tradeoff is the introduction of statistical uncertainties in the density and other observables. The statistical errors can be reduced by using an embedded-fragmented (ef-sDFT) technique [10–12] which is based on dividing the system into fixed-size fragments and expressing the total electron density, \( n(r) \), as the sum of fragment densities plus a correction term which is evaluated stochastically. This technique reduces the statistical fluctuations in the estimates of the atomic forces and the energies [10, 11], and the magnitude of this reduction is controlled by varying the size of the fragments and the number of stochastic realizations. An additional approach for mitigating the statistical errors is the energy-window sDFT (ew-sDFT).
scheme [13] and its combination with the embedded-fragmented technique [10, 14].

Here we propose a tempering method, referred to as t-sDFT, as a complementary technique for reducing the statistical noise. In t-sDFT, the density for the desired temperature is calculated using a higher-temperature reference density with smaller correction(s). This idea has been implemented before within the energy renormalization group in the context of telescopically expanding the Hamiltonian matrix in a series [15]. In Sec. II, we describe the t-sDFT method and in Sec. III we benchmark and analyze its efficacy using large hydrogenated silicon clusters. Sec. IV we discuss the conclusions and summarize.

II. METHODOLOGY

A. Stochastic Density Functional Theory

Our starting point is the following expression for the electron density, \( n(r) \) (assuming a spin-unpolarized system) [9]:

\[
n(r) = 2 \times \text{Tr} \left[ \sqrt{\rho_\beta} |r\rangle \langle r| \sqrt{\rho_\beta} \right],
\]

where \( r \) is a point on a 3D grid that spans the space containing the electron density of the system and has a volume element \( dV \). The operator

\[
\hat{\rho}_\beta = f_{\beta \mu} \left( \hat{h} \right)
\]

is a low band-pass Fermi-Dirac (FD) filter. Our main interest in this paper is zero-temperature DFT; however, to efficiently represent the density matrix, a smooth step function must be used, and the simplest is a Fermi-Dirac distribution, \( f_{\beta \mu}(\varepsilon) = \left(1 + e^{\beta(\varepsilon - \mu)}\right)^{-1} \), which blocks high energies (\( \varepsilon > \mu + \beta \)). Here, the chemical potential, \( \mu \), must be adjusted such that the integrated density equals the number of electrons, \( N_e \),

\[
\int n(r) dV = \sum_r n(r) dV = N_e,
\]

while \( \beta \) is the inverse temperature (note that the filter, \( \rho_\beta \), depends on the chemical potential but to avoid a plethora of indices we do not explicitly note this dependence below). In the low-temperature limit (\( \beta \varepsilon_{\text{gap}} \gg 1 \), where \( \varepsilon_{\text{gap}} \) is the fundamental KS gap), \( n(r) \) indeed converges to the ground state KS-density. Further, as our goal here is not finite-temperature DFT, we use the usual zero-temperature DFT exchange-correlation functionals.

In Eq. (2), the Kohn-Sham Hamiltonian is:

\[
\hat{h} = \hat{t} + \hat{v}[n](r)
\]

where \( \hat{t} \) is the kinetic energy operator and \( \hat{v}[n](r) \) is the density-dependent KS potential that is composed of electron-nuclei, Hartree, and exchange-correlation components. Eqs. (1)-(4) must be solved simultaneously to yield the self-consistent electron density.

In sDFT, we introduce a stochastic resolution of the identity [16] which transforms the trace in Eq. (1) to an expectation value [9]

\[
n(r) = 2 \left\langle \left( r \left| \sqrt{\rho_\beta} \right| \chi \right)^2 \right\rangle_{\chi},
\]

where \( |\chi\rangle \) is a stochastic orbital taking the randomly signed values \( \langle r | \chi \rangle = \pm (dV)^{-1/2} \).

To apply the filter, \( \sqrt{\rho_\beta} \), we use a Chebyshev expansion of length \( K \) [17]

\[
\sqrt{\rho_\beta} |\chi\rangle = \sum_{k=0}^{K} c_k(\beta, \mu) |\zeta^{(k)}\rangle,
\]

where \( |\zeta^{(k)}\rangle = T_k(\bar{\varepsilon}) |\chi\rangle \) are defined by the Chebyshev polynomial recursion relations: \( |\zeta^{(0)}\rangle = |\chi\rangle \), \( |\zeta^{(1)}\rangle = |\chi\rangle \) and \( |\zeta^{(k+1)}\rangle = 2\hat{h}_s |\zeta^{(k)}\rangle - |\zeta^{(k-1)}\rangle \). Here, \( \hat{h}_s = \left( \hat{h} - \bar{\varepsilon} \right) / \Delta \varepsilon \) is a normalized KS Hamiltonian where \( \bar{\varepsilon} \) and \( \Delta \varepsilon \) are chosen such that the spectrum of \( \hat{h}_s \) lies within the interval \([-1, 1] \). \( T_k(x) \) is the \( k \)-th Chebyshev polynomial, and \( c_k(\beta, \mu) \) are the Chebyshev expansion coefficients of the filter \( \sqrt{f_\beta(\varepsilon)} \) [17]. The expansion length \( K \) terminates the series when \( |c_{k > K}| \) is smaller than a predetermined cutoff value.

In practice, the expected value appearing in Eq. (5) is evaluated approximately by taking a finite sample of \( N_s \) stochastic orbitals:

\[
n(r) \approx \frac{2}{N_s} \sum_{i=1}^{N_s} \left( \left( r \left| \sqrt{\rho_\beta} \right| \chi_i \right) \right)^2.
\]

Furthermore, to ensure \( N_e = \sum_r n(r) dV \), we tune the chemical potential \( \mu \) to satisfy the relation:

\[
N_e = 2 \sum_{k=0}^{K} b_k(\beta, \mu) M_k,
\]

where

\[
M_k = \frac{1}{N_s} \sum_{i=1}^{N_s} \left( \chi_i \left| \zeta_i^{(k)} \right\rangle \right)
\]
are the stochastic estimates of the Chebyshev moments [18] and \( b_k(\beta, \mu) \) are the Chebyshev expansion coefficients of the function \( f_\beta(\varepsilon) \) as opposed to \( e_k(\beta, \mu) \) which are the expansion coefficients of \( \sqrt{f_\beta}(\varepsilon) \).

As a result of using stochastic orbitals, the sDFT density and associated observables have two additional types of errors. One is the usual stochastic fluctuations that scale as \( O(\varepsilon^2) \), but in addition, there is a systematic deviation which scales as \( O(N_s^{-1}) \) that appears due to the nonlinear SCF procedure (the filtering operator applied on each orbital depends on the density, which itself depends on the set of filtered orbitals).

Increasing the number of sampling orbitals, \( N_s \), will decrease both types of errors, at the cost of additional work.

To measure the computational cost of a sDFT or t-sDFT calculation, we use a numerical “work” quantity, \( W \), which is the total number of Hamiltonian operations performed per SCF cycle (i.e., action by the Hamiltonian on a function), which for sDFT is approximately

\[
W \simeq KN_s.
\]

In practice, the work needs to be multiplied by a factor of about 1.7 due to the need to determine \( \mu \) based on Eq. (8), but since this factor is common to all our methods here we do not include it.

### B. Tempering Stochastic Density Functional Theory

We now describe the tempering method, designed to reduce the statistical errors in sDFT without increasing the overall computational effort. Consider, the decomposition of the desired filter, \( \hat{\rho}_\beta \)

(see Eq. (2)), into a higher temperature filter, \( \hat{\rho}_{\beta^w} \) \((\beta^w < \beta)\), with the correction term:

\[
\Delta \hat{\rho} = \hat{\rho}_\beta - \hat{\rho}_{\beta^w},
\]

which is shown in Fig. (1) for a typical case of \( \beta / \beta^w = 6 \). Note that (a) all values of \( \Delta \hat{\rho} \) are much smaller than unity and (b) the high-temperature filter, \( \hat{\rho}_{\beta^w} \), is smoother than the low-temperature one, so its Chebyshev expansion is shorter (the Chebyshev expansion length of \( \hat{\rho}_\beta \) is proportional to \( \beta \) [9]).

The electron density in Eq. (5) can therefore be written as \( n(r) = n_{\beta^w}(r) + \Delta n(r) \), where the two terms are evaluated separately using two distinct independent sets of stochastic orbitals: \( \chi_i^w \), \( i = 1, \ldots, N_s^w \) for the warmer density,

\[
n_{\beta^w}(r) = \frac{2}{N_s^w} \sum_{i=1}^{N_s^w} \left| \langle r \mid \sqrt{\rho_{\beta^w}} \chi_i^w \rangle \right|^2
\]

and \( \chi_i^\Delta, i = 1, \ldots, N_s^\Delta \) for the correction term,

\[
\Delta n(r) = \frac{2}{N_s^\Delta} \sum_{i=1}^{N_s^\Delta} \left| \langle r \mid \sqrt{\rho_{\beta} \chi_i^\Delta \rangle} \right|^2 - \left| \langle r \mid \sqrt{\rho_{\beta^w} \chi_i^\Delta \rangle} \right|^2.
\]

As demonstrated in Fig. 1, the correction density, \( \Delta n(r) \), is much smaller than the warm density, \( n_{\beta^w}(r) \), which is similar in overall magnitude to the total density. This gives the key for the efficiency of the tempering approach as compared to the original sDFT calculation. Specifically, compared to an sDFT calculation with polynomial expansion length \( K \) and \( N_s \) stochastic orbitals and aiming for the same overall work as in sDFT, we get that:

- The computational work required to calculate the warm density is \( W^w \simeq KK^w N_s^w \). Since the Chebyshev expansion lengths are proportional to \( \beta \), the warmer temperature density \( n_{\beta^w}(r) \) requires a much shorter Chebyshev expansion length than the original sDFT density \( (K^w = \frac{K}{\beta^w}) \), so many more stochastic orbitals can be used to evaluate it for the same overall computational cost (i.e., \( N_s^\Delta \gg N_s \)).

- The computational work for correction term, \( \Delta n(r) \), is \( W^\Delta \simeq KN_s^\Delta \) as both terms in the RHS of Eq. (12) use the same set of \( \chi_i^\Delta \) (the two terms differ in their expansion coefficients). Since the numerical magnitude of the correction term is much smaller than that of the overall density, its standard deviation is correspondingly much smaller. Therefore the numerical effort (i.e.,
the number of samples required for a given accuracy), which is proportional to the squared standard deviation, is much smaller for the correction term, so it is sufficient to use fewer stochastic orbitals \( (N_s^\Delta \ll N_s) \) to achieve a similar statistical error.

Here, \( K^w \) and \( K \) are respectively the Chebyshev expansion lengths for the warm reference density and the correction term, with \( K^w / K = \beta^w / \beta \ll 1 \) (note that since the correction term involves the original low-temperature density, the number of Chebyshev terms it requires, \( K \), is the same as in the original sDFT). Overall, the partitioning of the filter into a larger component at a higher temperature with a shorter Chebyshev expansion, and a smaller correction term, offers an additional knob to control the statistical error by using \( N_s^w \gg N_s \) without increasing the overall computational effort.

The use of tempering modifies how the chemical potential is calculated. Instead of fulfilling the single-sum sDFT constraint on the residues (Eq. (8)), the chemical potential is adjusted to satisfy the following relation which consists of two summation terms that each has its own Chebyshev expansion:

\[
N_s = 2 \sum_{k=0}^{K^w} b_k (\beta^w, \mu) M_k^w + 2 \sum_{k=0}^{K} [b_k (\beta, \mu) - b_k (\beta^w, \mu)] M_k^\Delta. \tag{13}
\]

The corresponding Chebyshev moments, defined in analogy to Eq. (9), are:

\[
M_k^w = \frac{1}{N_s^w} \sum_{i=1}^{N_s^w} \left\langle \chi_i^w \right| \left| w, (k) \right\rangle,
\]

\[
M_k^\Delta = \frac{1}{N_s^\Delta} \sum_{i=1}^{N_s^\Delta} \left\langle \chi_i^\Delta \right| \left| \Delta, (k) \right\rangle. \tag{14}
\]

In practice, finding the chemical potential in both sDFT and t-sDFT involves a straightforward single-variable search. In t-sDFT, the chemical potential (Eq. (13)) is not strictly guaranteed to be monotonic with the number of electrons, since it is a summation of two terms, one of which is not necessarily positive; but in practice, we find that it is always monotonic so the determination of \( \mu \) from the residues is instantaneous.

### III. RESULTS

We studied three hydrogen-terminated silicon nanocrystals of different sizes, \( \text{Si}_{35}\text{H}_{36} \), \( \text{Si}_{38}\text{H}_{76} \), and \( \text{Si}_{353}\text{H}_{196} \). Note that such nanocrystals are a convenient test ground for stochastic methods since they have small band gaps which decrease with increasing system size. As such they place a more stringent test on the method than clusters of molecules with large gaps. Metals, in contrast, require much smaller temperatures and are therefore not ideal for stochastic applications.

An LDA functional [19] was applied with norm-conserving pseudopotentials [20] using the Kleinman-Bylander form [21], and we used the Martyna-Tuckerman reciprocal-space method for treating long-range interactions [22]. The grid spacing was 0.55\( a_0 \), and the energy cutoff was 15 Hartree for all systems. To gather sufficient statistics, \( N_{\text{ind}} = 10 \) independent runs with different stochastic numbers were used for each of the calculations below.

For each system, we performed calculations for several \( \beta / \beta^w \) ratios. As these systems are semiconductors, we are simply interested in the limit where the Fermi-Dirac distribution is effectively a step function. We, therefore, replace the Fermi-Dirac distribution by the complementary error function, \( f_{\beta \mu}(\hat{h}) = \frac{1}{2} \text{erfc}(\beta(\hat{h} - \mu)) \), which looks similar to the Fermi-Dirac distribution but does not require a very small \( \beta \) to be effectively a step function.

The numerical parameters for the runs are summarized in Table I. There are several points to note.

First, since the three systems have with increasing size a progressively smaller band gap, \( E_g \), the larger systems require larger values of \( \beta \) and cor-

| System       | Band-gap (eV) | \( \beta \) (eV\(^{-1}\)) | \( K \) | \( N_s^\Delta \) | \( W^\Delta = K N_s^\Delta \) | \( K^w \times \beta^w / \beta \) | \( N_s^w \) | \( W^w = K^w N_s^w \) |
|--------------|--------------|-----------------|-------|-------------|---------------------|-----------------|-------|---------------------|
| \( \text{Si}_{35}\text{H}_{36} \) | 3.4          | 1.83            | 2000  | 6           | 12,000              | 24 × \beta^w / \beta | 48,000 | 60,000              |
| \( \text{Si}_{38}\text{H}_{76} \) | 2.5          | 2.94            | 3200  | 6           | 19,200              | 24 × \beta^w / \beta | 76,800 | 96,000              |
| \( \text{Si}_{353}\text{H}_{196} \) | 1.6          | 4.60            | 5000  | 6           | 30,000              | 24 × \beta^w / \beta | 120,000 | 150,000             |

Table I. The Chebyshev expansion lengths, \( K \) and \( K^w \), and the number of stochastic orbitals, \( N_s^\Delta \) and \( N_s^w \), used in our simulations. We also show the required numerical work, \( W \), defined as the number of Hamiltonian operations. Note that for each system we increase the number of high-temperature orbitals \( (N_s^w) \) with temperature (i.e., with increasing \( \beta / \beta^w \)) such that the total work \( W_{\text{tot}} \) is independent of \( \beta / \beta^w \).
Figure 2. The energy per electron (in eV) as a function of $\beta/\beta^w$ for three cluster sizes, based on $N_{\text{ind}} = 10$ independent runs. Also included is the deterministic value in each system (horizontal line). The numerical work $W$, i.e., the number of Hamiltonian operations, is independent of $\beta/\beta^w$ (see Table I for details). The leftmost point in each graph, $\beta/\beta^w = 1$, corresponds to sDFT (no tempering). Since the number of orbitals used is very small ($N_s = 30$ for sDFT), these sDFT results show marked systematic deviation (i.e., deviation of the average energy from the deterministic value) and fluctuation errors. Both types of statistical errors decrease markedly in t-sDFT, especially when $\beta/\beta^w \sim 7 - 10$, due to the much larger number of stochastic orbitals used in the main (warm) density part.

Figure 3. Analogous to Fig. 2 but shows $\delta F$, the error in the averaged force relative to the deterministic value, normalized over all silicon atoms and over the $N_{\text{ind}} = 10$ runs, and the associated standard deviation $\sigma_F$ (Eqs. (15,16)). In sDFT $\delta F$ is significantly larger than $\sigma_F$, indicating some amount of systematic deviation. In t-sDFT, around $\beta/\beta^w \sim 7 - 10$, both the stochastic and especially the systematic errors decrease, i.e., $\sigma_F$ decreases and $\delta F \sim \sigma_F$.

respondingly larger Chebyshev expansion lengths, $K$. Furthermore, we use (for all systems) $N_s = 30$ orbitals for the sDFT calculations. Finally, note that the warm temperature calculations which require most of the numerical work have an expansion length $K^w$ and a corresponding number of stochastic orbitals $N^w_s$ chosen so that the total work $W^{\text{tot}}$ is the same for each value of $\beta/\beta^w$ (this includes sDFT at $\beta/\beta^w = 1$). This allows us to compare the efficacy of
tempering in terms of the reduction of fluctuations as a function of $\beta/\beta^w$.

Prelude: Stochastic vs. Systematic Deviation

The results shown below exhibit two kinds of deviations, which are briefly reviewed; for a fuller discussion see Ref. [12]. The first deviation the usual stochastic Monte-Carlo fluctuation which scales with the number of samples as $N_s^{-1/2}$. The other kind is a systematic deviation. Such deviation scales as $N_s^{-1}$ and appears whenever the results of the Monte-Carlo sampling are used in an iterative self-consistent process (see, e.g., [23]). Here, since the density is prepared from a finite number of stochastic orbitals and the filtered stochastic orbitals depend on the density, the self-consistent SCF procedure has a systematic deviation.

The practical effect of the systematic deviation is simple to state: when doing calculations with a finite $N_s$, and repeating these calculations many times, the averaged result would differ from the true $N_s \rightarrow \infty$ result. As we show below, in most of our calculations, tempering reduces and practically eliminates this systematic deviation, avoiding the need to use jackknife or bootstrap methods [24].

Energies

Fig. 2 shows, for the three different systems, the averaged total energies per particle based on the $N_{\text{ind}} = 10$ runs and the associated error bars for different $\beta^w$ values. For simplicity, the results are depicted as a function of $\beta/\beta^w$. In addition, we include the deterministic DFT values for comparison.

Interestingly (see also the SI), for a fixed $N_s$, the systematic deviation decreases by a factor of 2 when the system size increases by a factor of 10, while the stochastic error decreases by a larger factor with system size, scaling as $N_e^{-1/2}$ due to self-averaging.

Consider first the starting point for each figure, $\beta/\beta^w = 1$, which is simply sDFT (i.e., with no correction terms). Since we only use $N_s = 30$ stochastic orbitals, a very small number, the sDFT calculations show a significant systematic deviation, i.e., the averaged energy-per-particle is several standard deviations away from the deterministic value.

Turning to t-sDFT (i.e., $\beta^w < \beta$), we see that both the systematic deviation and the stochastic error decrease as $\beta/\beta^w$ increases. As evident from Fig. 2 (and verified by a second-order polynomial fit of the error in the energy as a function of $\beta/\beta^w$ in the SI) once $\beta/\beta^w \sim 7 - 12$ there is essentially no systematic deviation while the stochastic fluctuations decrease by a factor of around 4-5.

The reduction in the statistical error and systematic deviation as $\beta/\beta^w$ increases relative to sDFT ($\beta/\beta^w = 1$) for a fixed $W^{\text{tot}}$ results from the fact that we can use a much larger number of stochastic orbitals for the warmer temperature density, the significant contribution to the density, compared to the sDFT density. Despite the need to use a longer Chebyshev expansion, we can use fewer stochastic orbitals for the correction term since its contribution to the density is smaller.

Finally note in Fig. 2, with increasing system size, the optimal $\beta/\beta^w$ values (i.e., that results in the smallest small statistical fluctuations in the energy per electron) shift to larger ratios. This is partially a result of quantum confinement, so that with increasing size the KS gap decreases and therefore $\beta$ increases, and partially due to the modified density of state structure for the larger clusters which causes the optimal $\beta^w$ to increase with system size. Therefore, the smallest system the optimal ratio is about $\beta/\beta^w \sim 3 - 4$, and for the larger clusters minimum error is obtained for $\beta/\beta^w \sim 7 - 12$. 

Figure 4. The normalized integral of the standard deviation of the density per electron, together with a parabolic fit. For the smaller system, the density deviation decreases between $\beta/\beta^w = 2 - 4$, and for the two larger systems the stochastic errors decrease around a larger range $\beta/\beta^w = 2 - 10$, by up to 30%-40%.
Forces and Density

We next show how t-sDFT reduces the errors in the atomic forces compared to sDFT (we only analyze the forces on the silicon atoms for comparison). Fig. 3 is similar to the energy plot in Fig. 2, but here we plot the normalized deviation of the averaged stochastic forces from the deterministic forces, $\delta F$:

$$\langle (\delta F)^2 \rangle \equiv \frac{1}{N_{\text{Si}}} \sum_{i=1}^{N_{\text{Si}}} \left[ \bar{F}_i^s - \bar{F}_i^d \right]^2,$$

(15)

where a bar indicates averaging over the $N_{\text{ind}} = 10$ runs and “$d$” stands for deterministic; $i$ is an index over the silicon atoms. The error bars in Figure 3, $\sigma_{\bar{F}}$, indicate the standard deviation of the normalized averaged force of the silicon atoms, i.e.,

$$\sigma_{\bar{F}}^2 = \frac{1}{(N_{\text{ind}} - 1) N_{\text{ind}} N_{\text{Si}}} \sum_{n=1}^{N_{\text{ind}}} \sum_{i=1}^{N_{\text{Si}}} |F_{i,j}^s - \bar{F}_{i,j}^s|^2,$$

(16)

where $F_{i,j}^s$ is the force over atom $i$ in the $j$th independent run.

Note that the magnitude of the errors in the forces is large, but this could be reduced by increasing the number of independent runs or stochastic orbitals. However, since the purpose of the study is to uncover the behavior with respect to $\beta^w$, we use a small number of stochastic orbitals to reduce the computational effort and thus, apply the approach for many values of $\beta/\beta^w$ and different system sizes. Further, note that since the stochastic errors are generally not systematic, especially once tempering is used, these forces can be used for Langevin molecular dynamics if we increase the number of sampling orbitals by an order of magnitude. We have indeed applied sDFT (with an order of magnitude more orbitals than in this study) in a Langevin molecular dynamics study and have shown that the Langevin dissipation matrix is then easily modified to include the effect of the fluctuations in the sDFT force, and the correct pair distribution is then obtained [25, 26].

As previously discussed, the sDFT forces are similar in the three systems, since the local environment is similar and therefore the errors are primarily a function of the number of stochastic orbitals, $N_s$. The reduction in the errors in the forces is appreciable but less significant than for the energy. Using again a 2nd order fit (see the SI), we get that the reduction in error in the forces is about 30% for the smallest system and goes up to 50% for the largest cluster.

To compare the deviation in the density using t-sDFT to sDFT, we use the integral of the standard deviation of the averaged density per electron, defined as $\bar{\sigma}[n] \equiv (N_{\text{ind}} - 1)^{-1/2} N_{\text{e}}^{-1} \sum (\sigma(n)) dV$, where $\sigma(n)$ is the standard deviation in the density at grid point $r$. Fig. 4 shows that tempering again reduces the stochastic error for $\beta/\beta^w$ values around 7-10. The reduction in the deviation of the density is similar in magnitude to that of the total atomic forces, up to 30%-40%, and is much less dramatic than the error reduction in the total energies.

Finally, note that Fig. 4 shows that when the value of $\beta/\beta^w$ is very large, the density fluctuations start rising with the $\beta/\beta^w$ ratio; for large ratios, the warm density deviates significantly from the low-temperature density, so the difference between the two densities is significant which causes large statistical fluctuations.

IV. CONCLUSIONS

We presented here a tempering method for stochastic density functional theory that reduces the statistical error in the total energy. Our scheme (t-sDFT) relies on decomposing the density into a large high-temperature term with a correction density. The new method expands the density in terms of the inverse temperature, $\beta$, to take advantage of the fact that with lower $\beta$ (i.e., a higher effective temperature) fewer Chebyshev polynomials are needed, thus enabling the use of more stochastic orbitals without increasing the computational cost.

A natural extension of this work is the implementation of multiple-$\beta$ tempering with more than two values of $\beta$, as done earlier for deterministic renormalization-group studies; the formalism is presented in Appendix A. In this work we have not implemented embedded fragments, an approach that independently reduces the standard deviation in the energy and forces. In future work, the two methods will be combined to hopefully further reduce the stochastic error. Further work will also explore how to optimize the choice of $\beta$ values and the number of stochastic orbitals used to reduce the stochastic deviations.

Our method reduces the standard deviation in the total energy by a factor of around 4-5, which corresponds to reducing the total number of required stochastic orbitals by more than an order of magnitude. This is only for the total energies, while the error in the forces and density is reduced by a smaller amount only 30%-50% and 30%-40% respectively. Interestingly, this is the opposite behavior relative to energy-window sDFT where the error in the forces is improved significantly but not the error
in the total energies. Another interesting aspect is that sDFT almost eliminates systematic deviation.

The main conclusion of our work is that for the same overall cost, tempering improves the accuracy by 1.4-4 depending on the quantity studied while also shrinking the systematic deviation so that the results are closer to the deterministic value even for a small number of samples. Equivalently, for the same stochastic deviation, tempering reduces the overall effort by a factor ranging from \( \approx 2 \) to \( \approx 20 \), depending on the desired quantity.
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**APPENDIX A: MULTIPLE \( \beta \)**

The general expansion of the filter \( \hat{\rho}_\beta \) for \( L \) temperatures, ordered so \( \beta \equiv \beta_1 > \beta_2 > ... > \beta_L \), is

\[
\hat{\rho}_\beta = \hat{\rho}_{\beta_L} - \sum_{\ell=1}^{L-1} \Delta \hat{\rho}_\ell, \tag{17}
\]

where

\[
\Delta \hat{\rho}_\ell = \hat{\rho}_{\beta_{\ell+1}} - \hat{\rho}_{\beta_{\ell}}. \tag{18}
\]

This expansion leads to an expression for the density similar to Eqs. 11-12. The case we studied in the paper is simply \( L = 2 \), with \( \beta_1 \equiv \beta \) and \( \beta_2 \equiv \beta^w \).
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