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The design of new devices and experiments in science and engineering has historically relied on the intuitions of human experts. This credo, however, has changed. In many disciplines, computer-inspired design processes, also known as inverse-design, have augmented the capability of scientists. Here we visit different fields of physics in which computer-inspired designs are applied. We will meet vastly diverse computational approaches based on topological optimization, evolutionary strategies, deep learning, reinforcement learning or automated reasoning. Then we draw our attention specifically on quantum physics. In the quest for designing new quantum experiments, we face two challenges: First, quantum phenomena are unintuitive. Second, the number of possible configurations of quantum experiments explodes combinatorially. To overcome these challenges, physicists began to use algorithms for computer-designed quantum experiments. We focus on the most mature and practical approaches that scientists used to find new complex quantum experiments, which experimentalists subsequently have realized in the laboratories. The underlying idea is a highly-efficient topological search, which allows for scientific interpretability. In that way, some of the computer-designs have led to the discovery of new scientific concepts and ideas – demonstrating how computer algorithms can genuinely contribute to science by providing unexpected inspirations. We discuss several extensions and alternatives based on optimization and machine learning techniques, with the potential of accelerating the discovery of practical computer-inspired experiments or concepts in the future. Finally, we discuss what we can learn from the different approaches in the fields of physics, and raise several fascinating possibilities for future research.
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I. INTRODUCTION

Computers have long been an indispensable tool for scientists, which enabled far more complex calculations or simulations than possible by humans. While a computer was little more than a calculator traditionally, using hard-coded algorithms predefined by the scientists, this view has changed significantly in the recent past. More and more, computers have been employed in the more creative design processes, in various fields of physics and thereby augment the conventional intuition-based design strategies. We will first overview which approaches and objectives those fields take. Then we focus our attention on quantum experiments, in particular in the optical regime. Finally, we will examine the similarities and differences between the approaches and objectives and discuss what one can learn from computer-inspired quantum experiments.

A. Computer-inspired designs in physics

One of the most impressive and influential examples of computer-inspired designs can be found in plasma physics, in particular in the engineering of nuclear fusion reactors. A leading concept for creating controlled thermonuclear fusion is based on the magnetic confinement of a plasma in a toric shape. The concept of Tokamaks (symmetrically shaped magnetic coils surrounding the torus for shaping the plasma) has
| Discipline                  | Objectives                                                                 | Degrees of Freedom       | Approaches                      | Status               |
|----------------------------|----------------------------------------------------------------------------|--------------------------|---------------------------------|----------------------|
| **Plasma Physics**         | magnetic confinement for thermonuclear reactor\(^1\)                         | geometry of magnetic coils | high-quality plasma simulations  | Wendelstein 7X \(^2\) |
| **Accelerator Physics**    | stable high-power high-density beams\(^3\)                                | continuous magnet settings & cavity geometries | evolutionary & gradient-based  | efficient designs \(^4\) \(^5\) PoC exp. \(^6\) |
| **Mechanical Engineering** | 2d & 3d material designs\(^7\) \(^8\)                                     | quasi-continuous pixel/voxel | topological optimization \(^9\) \(^10\) | widely used in industry & academia |
| **Nanophotonics**          | nonlinear optics, metamaterial, topological photonics                      | quasi-continuous pixel/voxel | topological optimization \(^13\) \(^14\) | efficient designs, PoC exp. |
| **Quantum Circuits**       | circuits for binary, gate-based, universal quantum computers              | circuit topology & parametrized gates | deterministic \(^15\) \(^16\), variational \(^17\) \(^18\), machine learning \(^20\) \(^21\), automated reasoning \(^22\) \(^23\) | efficient designs, PoC exp. \(^17\) |
| **Superconducting Hardware** | fundamental multi-qubit gates\(^25\)                                      | circuit topology & parametrized gates | topology search, gradient-based | efficient designs    |
| **Chemistry**              | functional materials, drug candidates\(^26\) \(^27\)                    | discrete molecular graphs | virtual screening\(^28\) \(^30\), evolutionary \(^31\) \(^32\), gradient-based \(^35\) | widely used in industry & academia |
| **Quantum Experiments**    | complex entanglement, transformations in quantum optics                    | discrete experimental topology & continuous components | highly-efficient topological search\(^36\), evolutionary \(^37\) \(^39\), reinforcement \(^40\) \(^41\), gradient-based \(^42\) \(^43\) | PoC exp. \(^44\) \(^51\), conceptual insights \(^52\) \(^53\) |

Table I. Computer-inspired designs in selected fields of physics. PoC exp. are proof-of-principle experiments.

been experimentally studied since the late 1950s; it is the basis of the ITER (International Thermonuclear Experimental Reactor) megaproject. An alternative concept called Stellarator (complexly shaped external magnetic coils for creating ring-shaped, twisted magnetic fields) was conceptualised around the same time. However, it has suffered from the inability to precisely shape the magnetic field configurations, which has led to poor experimental performances and subsequent fading of research interest. Only since the late 1980s, when computers became powerful enough to calculate and simulate high-precision magnetic configurations and design the geometry of coil shapes, Stellarators became actively researched again \(^11\). The most extensive experimental implementation is the billion-dollar reactor Wendelstein 7X in Greifswald, Germany, with 50 computer-designed, superconducting magnetic coils with a diameter of roughly 3,5 meters. The objective was to design magnetic fields that optimise confinement, stability, transport and equilibrium properties as well as experimental constraints \(^54\) \(^55\). The actual coils are subsequently calculated by inverting the resulting field geometries. Wendelstein 7X produced the first stable hydrogen plasma in 2015 \(^2\).

In accelerator physics, computer-inspired and computer-optimised designs have a long tradition \(^3\), from which we mention a few interesting recent examples. Genetic algorithms augmented with machine learning techniques have been used to optimise the magnetic confinement configurations of National Synchrotron Light Source II (NSLS-II) Storage Ring (Brookhaven National Laboratory, New York, USA). The goal was to maximise the dynamic aperture, a complex multi-objective function that involves, among others the beam lifetime and energy acceptance and several high-quality solutions have been experimentally tested \(^6\). Quality improvements of the beam injection at the heavy-ion synchrotron SIS18 at GSI/FAIR (Darmstadt, Germany) has also been achieved using genetic algorithms. The algorithm finds a better set of parameters than previous simulation studies \(^4\). High-power radio-frequency sources, which are essential for particle accelerators, have been optimised using evolutionary algorithms. There, the evolutionary algorithm’s objective is to maximise the
efficiency of a Klystron, by exploring the continuous geometric design parameters of a multi-cell cavity [5].

In the field of mechanical engineering, new shapes have been designed by computer algorithms since at least the late 1980s [7, 8]. The field, denoted as topological optimisation [9–12], approaches structural optimisation problems by discretisation of the two- or three-dimensional space into pixels or voxels (volume pixels), respectively. The individual elements are then manipulated independently by algorithms. In a remarkable recent study, new aerodynamic structures (wings of planes) have been designed using computer-aided approaches [56], to minimise the mass of the structure while keeping the mechanical objectives such as stiffness large. As a result, the new wings could lead to a significant reduction in fuel consumption for aeroplanes.

The idea of topological optimisation has subsequently found application in the field of nanophotonics [13, 14], and has since been augmenting the more human-centric intuition-based optimisation schemes. Its applications range from nonlinear optics to topological photonics and nanoscale optics. Concrete examples involve highly efficient free-space-to-waveguide couplers [57], compact micrometer-scale wavelength demultiplexers for several different colors [58], highly efficient, diamond-based coupling devices [59] or on-chip particle accelerators [60].

Automated design and verification of logical circuits have long traditions [61, 62]. Its quantum version, the automated synthesis of quantum circuits, is strongly influenced by computer algorithms as well. In principle, the question of designing a quantum circuit for a given quantum algorithm can be solved with the Solovay-Kitaev algorithm for a universal qubit gate sets [63]. Unfortunately, the algorithm leads to unfeasible large quantum circuits. Thus great efforts are invested in simplifying and optimising quantum circuits with deterministic or heuristic methods [15, 16, 64]. Furthermore, optimising theoretical quantum circuits for hardware with architecture-specific constraints is denoted as compilation [65, 66]. A very different approach is variational optimisation of quantum circuits, using hybrid quantum-classical algorithms. Two prominent examples are VQE (variational quantum eigensolver) [17, 19] and QAOA (quantum approximate optimization algorithm) [18]. There, a parametrised quantum circuit is optimised concerning an objective function. The objective could be the fidelities quantum state or process. Recently identified challenges are exponentially vanishing gradients [67], which shows that finding sufficiently good parameter settings requires more unconventional learning algorithms. Furthermore, finding good initial quantum circuit topologies (which is more coarse-grained than in the nano-photonics case) is an active research question [20, 21]. A fundamentally different approach is the application of automated reasoning, a field in artificial intelligence that has seen tremendous progress in recent years [68]. The idea is to translate the problem of quantum circuit synthesis to Boolean satisfiability systems. Solutions to the resulting propositional formula can subsequently be found using highly-efficient SAT solvers [22, 23].

A recent extension in the family of computer-inspired designs are superconducting quantum hardware [24]. In this study, the first efficient, noise-insensitive coupler for four-qubit interactions was discovered, an essential element for quantum simulations. The task is both discrete (defining the topology of the circuit from a space of roughly $10^3$ possibilities) and continuous (setting the parameters of the individual elements in a circuit), which the authors solve by first identifying initial random guesses that are subsequently optimised through gradient descent and swarm optimisation.

In chemistry, computer-inspired design of molecules is widely used for discovering new drugs, functional materials or chemical reactions [25, 26]. A particular challenge is the enormous search space which is estimated to be in the order of $10^{60}$ even for small bio-molecules [69], and without the possibility of continuous parameters that could be optimised through gradient-based methods. As a result, unbiased and systematic search methods (high-throughput virtual screening) [28–30] or genetic algorithms and particle swarms [31–34] are a common tool. Very recently, it was shown how these discrete search problems could be solved by transforming them into continuous optimisation problems [35] – which opened up the application for deep learning methods in molecular design.

Computer-inspired designs based on evolutionary strategies for complex, multi-objective problems are used in many other fields of science and engineering [70]. A fascinating, massive collection with more than 10,000 relevant references can be found in ref. [71].

II. COMPUTER-INSPIRED QUANTUM EXPERIMENTS

Our focus here is on quantum experiments, in particular, quantum optics experiments. They have several distinct properties. First, quantum optical experiments consist of discrete optical elements, which makes continuous, gradient-based optimization infeasible in most situations. Second, the number of possible experimental configurations is enormous, and even for relatively small setups can go beyond $10^{20}$ possible settings. Third, even for quite small quantum states or quantum transformations, it can be very challenging to find suitable experimental configurations using just intuition. Nonetheless, most of the time, experimental setups have been, and still are designed by human quantum physicists.

We will cover general high-dimensional multi-
particle quantum optical systems \[72, 73\]. While the experimental technology has shown impressive improvements over the last years in generating \[74–77\], manipulating \[78–80\] and measuring \[81, 82\] complex entangled quantum systems, often the lack of feasible experimental design proposals hinders further progress.

We will focus on practical alternative to the human-centred design of quantum experiments. For that, we define classes of practicality of algorithms for computer-designed quantum experiments, which indicate the level of maturity and demonstrated applicability in the scientific domain:

Class 0: The algorithm has rediscovered solutions to previously solved questions.  

Class I: The algorithm has uncovered solutions to previously unsolved questions.  

Class IIa: The algorithm has uncovered solutions to previously unsolved questions, which have been experimentally demonstrated.  

Class IIb: The algorithm has inspired the discovery of scientific insights or concepts.  

Class III: Combination of Class IIa and IIb. The algorithm has uncovered solutions to previously unsolved questions, which have been experimentally demonstrated, and has inspired the discovery of scientific insights or concepts.

In Fig. 1, we show a graphically the relations of these classes. This classification is sufficient for the moment for our purpose. In the future, however, hopefully much more surprising and far-reaching insights can be obtained from algorithms; therefore, Class IIb should then be more fine-grained.

Next, we are going to detail different approaches. First, we start with an algorithm for efficient topological search which lies in class III. Afterwards, we describe a method that has led to new experimental designs that have been implemented in laboratories, which lies in class IIa. Finally, we overview several other promising techniques that aim to design new quantum experiments in class I. Those techniques are mainly based on optimization and machine-learning techniques and have the potential to be of practical influence in the future.

Afterwards, we will connect computer-inspired quantum experiments with inverse-design techniques in other fields of physics, and thereby indicate several interdisciplinary ideas that might be interesting future research questions.

A. Class III: Highly-efficient topological search for practical designs and discovery of scientific concepts

We will describe a computational strategy that can be used for automated design of new quantum experiments and fulfil all three properties. The underlying idea has been presented in 2016, denoted as Melvin \[36\], and has since been significantly extended and improved. It has led to solutions of several previously unsolved questions \[36, 83\], many computer-designed experiments have been experimentally implemented \[44–49\] and it has been used to discover new scientific ideas and concepts \[52, 53, 84\].

The program can be considered as a highly efficient and optimized search routine for the inherently discrete topology of quantum optical setup.\[1\] While continuous gradient-based optimization techniques are efficient in identifying (local) optima, discrete topological search has the great advantage that their results are often interpretable for human scientists. That is because quantum states in the resulting experimental setup mostly consist of only a small number of terms, the associated probabilities are low-order rational numbers. As a consequence, when a solution is identified, it is often possible for the human to grasp the underlying principle.

While a topological search is conventionally inefficient, we developed two core ideas which significantly accelerates the identification of solutions:

1. Generalized objective functions to increase the probability of finding potential solutions  

2. Identification of necessary criteria which allow to abort calculations before evaluating time-expensive properties

\[1\] The calculation of quantum states is based on symbolic transformations. Example codes both for Wolfram Mathematica as well as for Python (using SymPy) can be found at github.com/XuemeiGu/MelvinPython/
Because of the algorithm’s practicality, we will demonstrate underlying principles on two examples and show how it can inspire not only new experimental configurations but also new conceptual ideas.

1. Concrete Example: 3-dimensional Greenberger-Horne-Zeilinger state

The principle idea of the algorithm for designing quantum experiments is shown in Fig. 2, and we will discuss practical considerations for finding new interesting experimental ideas and novel concepts in quantum physics, based on concrete examples.

We will explain the application on the 3-dimensional 3-partite Greenberger-Horne-Zeilinger (GHZ) state, which was the first example presented in ref. [36], and has been experimentally demonstrated (with some intermediate steps [44]) more than three years later [48]. An intuition of the complexity of a computer-designed experiment can be seen in Fig. 3. The initial discovery of the 3d GHZ setup in ref. [36] required roughly 5 CPU-core hours with a Intel Core i5-2540 2.5GHz, and could be significantly accelerated with methods presented now.

The three-dimensional GHZ state can be written as

\[
|\psi\rangle = \frac{1}{\sqrt{3}} (|0,0,0\rangle + |1,1,1\rangle + |2,2,2\rangle),
\]

where \(|0\rangle\), \(|1\rangle\) and \(|2\rangle\) are two orthogonal states, independent of their degree of freedom.

Assembling a Quantum Experiment: The algorithms start by placing two spontaneous parametric down-conversion (SPDC) crystals on virtual optical table. The rest of the setups is assembled from elements in the toolbox. The toolbox contains optical devices which are accessible in a quantum optics lab. Examples are beam splitters, phase shifters, wave plates, holograms, Dove prisms. In addition to elementary transformations, adding composite devices to the toolbox can significantly speed up the search process. Those are specially useful transformations in quantum optics, such as effective single-photon filters via quantum teleportation [85], local high-dimensional gate transformations [47], special stable polarisation transformations [86]. In our example, the introduction of an interferometer-based parity sorter for spatial modes of photons (introduced by Leach et al. [87]) has been shown to decrease the search time by a factor of roughly 25 [36].

After a certain number of element placed on the virtual optical table, the resulting state is calculated. For the 3-dimensional GHZ state, one of the four particle is used as a trigger to herald the generation of a three-photon state in the other three detectors. The resulting quantum state is then compared to the search target.

Figure 2. Concept of the Class-III algorithm for computer-inspired experiments, MELVIN, based on ref. [36]. Experiments are assembled from a toolbox that contains all optical elements available in the laboratory. Time-inexpensive criteria applied before calculating the full quantum state. Afterwards, again, time-inexpensive criteria are applied before calculating the full, usually expensive objective. If the experiment fulfills all criteria, it is reported to the user—otherwise, a new setup is generated. Optionally, the setup is simplified and appended to the toolbox, such that it can be used in subsequent trials to generate more complex solutions quicker. If the low-cost criteria and the expensive objective function are defined broadly, the search routine is highly efficient. We show how to do this in the main text.

Generalized objective functions: Here we show, on a concrete example, how to define very general objectives, which can immensely accelerate the search process. The main challenge is that the search space can be enormous. For example, if six photonic modes are used, and the toolbox consists of two 2-input-2-output elements (each has 6·5=30 possible locations), and 10 single-input elements (such as holograms with different mode numbers, or prisms with different discrete angles; each of could be in a certain path), one has 120 different choices of elements. For a standard optical experiment with 15 different elements, one results in roughly \(120^{15} \approx 10^{31}\) different configurations. The idea is to generalize the objective function as much as possible, such that the number of correctly identified quantum experiments is as large as possible and thereby the possibility of identifying a useful solution is maximal.

The state in equation eq.(1) is very specific, and a search for only this state is very narrow. To increase the chances of satisfying the objective, one needs to formulate the target state in the most general way. In particular, here every local unitary transformation
results in a 3-dimensional GHZ state

\[ |\psi\rangle = \frac{1}{\sqrt{3}} \left( |a, b, c\rangle + e^{i\phi_1} |\bar{a}, \bar{b}, \bar{c}\rangle + e^{i\phi_2} |\bar{a}, \bar{b}, \bar{c}\rangle \right), \]

with \( x \perp \bar{x} \perp \bar{\bar{x}} \) and \( x \in \{a, b, c\} \), and arbitrary phases \( \phi_1 \) and \( \phi_2 \). Even under very conservative assumptions, these leads to more than 2 million times more potential targets than the natural objective in eq. (4). In addition, while changing the magnitude of the coefficients of the three terms changes the structure of entanglement, equal coefficients could easily be recovered just by experimentally feasible, local mode-dependent filters, which leads to the following objective state

\[ |\psi\rangle = N \left( \gamma_1 |a, b, c\rangle + \gamma_2 |\bar{a}, \bar{b}, \bar{c}\rangle + \gamma_3 |\bar{a}, \bar{b}, \bar{c}\rangle \right), \]

with \( \gamma_i \in \mathbb{C} \), and \( N \) being a normalisation constant. Under similar conservative assumptions, this leads to more than \( 5 \times 10^7 \) times as many targets as objective eq. (4). Importantly, if we find any of these targets, we immediately know how to generate experimentally a 3-dimensionally entangled GHZ state with Fidelity \( F = 1 \).

One can even further generalise the objective when considering that local mode-dependent filters are experimentally simple operations. Therefore, it is conceivable to reformulate the objective into

\[
|\psi\rangle = N(\gamma_1 |a, b, c\rangle + \gamma_2 |\bar{a}, \bar{b}, \bar{c}\rangle + \gamma_3 |\bar{a}, \bar{b}, \bar{c}\rangle + \sum_{\ell_1, \ell_2} \gamma_{1, \ell_1, \ell_2} |\bar{a}, \ell_1, \ell_2\rangle + \gamma_{2, \ell_1, \ell_2} |\ell_1, \bar{b}, \ell_2\rangle + \gamma_{3, \ell_1, \ell_2} |\ell_1, \ell_2, \bar{c}\rangle),
\]

with \( \bar{\bar{x}} \) being orthogonal to \( x \), \( \bar{x} \) and \( \bar{\bar{x}} \). This leads to a significantly larger number of targets states recognized as successful experimental suggestion of the objective in eq (4), and for any of these solutions, it is immediately clear how to generate the state with fidelity \( F = 1 \). This enormously larger target space translates into a significant speed up in the search procedure, and indicate the great importance of the definition of a general objective function.

Alternatively instead of using a specific target state as an objective, one could try to find a specific, general property of interest – which is a more general concept. In the current example, one can ask Is the entanglement shown in eq. (4) the only acceptable structure, or could other types of high-dimensional states also lead to interesting solutions?. As an example, one could ask whether the states

\[
|\psi_1\rangle = \frac{1}{\sqrt{3}} (|0, 0, 0\rangle + |1, 1, 1\rangle + |2, 2, 1\rangle),
\]

\[
|\psi_2\rangle = \frac{1}{2} (|0, 0, 0\rangle + |1, 0, 1\rangle + |2, 1, 0\rangle + |3, 1, 1\rangle),
\]

also be considered as interesting solutions? If the answer is yes, one can select states according to generalized entangled properties. In this example, a concept denoted as Schmidt-Rank Vector (SRV) introduced by Huber and de Vicente [88, 89] perfectly fits the task. The SRV generalises the concept of high-dimensional entanglement to multiple particles, and denotes a vector of the dimensionalities of entanglement of every bipartition. Loosely speaking, it shows the dimensionality of entanglement between one particle and the rest of the quantum state. For three particles (which is our case), the SRV of the state in eq. (3) is (3,3,3) as every party is three-dimensionally entangled with the remaining state. States in eq. (5) are (3,3,2) and (4,2,2) dimensionally entangled. The SRV gives a new way to classify high-dimensional entangled states. It can be used as the objective (instead of a direct state),

---

2 We assume an encoding space for the modes from \([-2\rangle\) to \([2\rangle\), and eight different possible phase values phase steps in \(e^{i\pi/4}\), and later we will different phase steps. Experimentally, smaller steps are feasible.

3 The speed up is not linearly related to the increased target space, because physical constraints experimental devices will not cover the full space.
which increases the number of possible useful solutions enormously.

**Speed Up: Identifying low-cost, necessary criteria:** Calculating the final quantum state emerging from the experimental setup as well as evaluating the objective functions can be very time-expensive. For that reason, we want to find efficient methods which tell us whether we should perform the full calculation at all. For our example, one necessary condition for the creation of a genuine multiparty entangled state is that the quantum information from the two initial entangled pairs mix during the evaluation of the setup. This criterion (which is generally applicable to many quantum photonic experimental states) can be applied even before the quantum state has been calculated, by investigating the structure of the generated experimental setup. If the experiment does not fulfill the criterion, it can be discarded without calculation.

After calculating the quantum state, and before evaluating the full objective function of state in eq. (3) or eq. (1), or the Schmidt-Rank Vector (which involves the time-expensive calculation of density matrix ranks), one can analyze whether the calculated state has at least three different modes in each of the three photons. This criteria significantly reduces the number of states which undergo the full calculation evaluation.

### 2. Generalized objectives: High-Dimensional Gates

We give one more example of a generalized objective function, which has been successfully applied in the identification of high-dimensional multi-photon quantum gates [53]. We aim to write the objective in the most general, non-trivial way, which allows for the largest number of potential useful solutions. The simplest case is a controlled operation with two control modes and three target modes:

\[
\text{CNOT} |0,0\rangle = |0,0\rangle, \text{ CNOT} |1,0\rangle = |1,1\rangle, \\
\text{CNOT} |0,1\rangle = |0,1\rangle, \text{ CNOT} |1,1\rangle = |1,2\rangle, \\
\text{CNOT} |0,2\rangle = |0,2\rangle, \text{ CNOT} |1,2\rangle = |1,0\rangle. \tag{6}
\]

At this point, we need to extract the essence of the transformation in an objective function. All mode numbers can be general, but there are much more degrees of freedom, which can significantly improve the chances of success.

After many attempts using different objective functions, the following has lead to the first successful solution,

\[
\text{CNOT} |c_1,t_{1,2,3}\rangle = |x_{1,2,3},\bar{t}_{1,2,3}\rangle, \\
\text{CNOT} |c_2,t_{1,2,3}\rangle = |y_{1,2,3},\bar{t}_{1,2,3}\rangle, \tag{7}
\]

where \(c_{1/2}\) stand for the two different control modes, \(t_{1/2/3}\) are the three target modes. \(x\) and \(y\) stand for the two output control modes. Conventionally they are unchanged, but allowing the freedom of change increases enormously the success probability. Furthermore, \(t\) and \(\bar{t}\) are target output modes, which satisfy the following criteria \(t_1 \perp t_2 \perp t_3\), \(t_1 \perp t_2 \perp t_3\) and \(t_1 \perp t_1, t_2 \perp t_2\) and \(t_3 \perp t_3\). For every proposed setup, a large list of input control and target modes are used to calculate the output of the setup. If any subset of input modes lead to results that fulfill the criteria in eq. (6), a control gate has likely been discovered.

An important key insight is the following: The criteria above are only necessary, not sufficient — i.e. there can be solutions which are not controlled gate operations. We refrain from defining more strict criteria because from experience, we have seen that *near miss* solutions can be adjusted by human scientists into a full solution. This significantly increases the chances to find inspirations for human scientists.

Identifying solutions for complex transformations are much more computational expensive; identifying the first high-dimensional control gate transformation has required roughly 150k CPU-core hours in ref. [53].

### 3. Discovery of computer-inspired Concepts

Finding solutions to a predefined objective can have a significant influence on future research. For example, the solution to the 3-dimensional GHZ state allows now to investigate statements about the local and realistic properties of the universe experimentally [90] [92]. Scientifically even more interesting would be the

![Figure 4. A table of Schmidt-Rank vectors for three-photon entangled quantum states, as investigated using Melvin. Green cells stand for cases where solutions have been found. For white cells, no solutions have been found, and black cells show algebraic impossible SRVs [58]. The red circle indicates an outlier solution. The investigation of the experimental setup leading to this solution has led to the concept of Entanglement by Path Identity [52].](image)
The concept of the algorithm is to start building a whole setup from continuously parametrized building blocks. The program starts with one building block and optimizes its free parameters (or example, angle settings of half-wave and quarter-wave plates). If the target state cannot be reached within a certain quality, the algorithm adds another basic building blocks with continuous parameters and continues to optimize the angle setting until it reaches the specified target quality.

A setup for performing deterministic, non-unitary quantum cloning, with three sets of building blocks. BD stands for beam displacer, and are polarization-dependent objects. Blue objects between the BDs are wave-plates, black boxes are loss elements. Discovering this setup required 30 minutes at an Intel Core i5 notebook with 1.6 GHz and 8 GB RAM using Wolfram Mathematica.

High-quality experimental results for the fidelity of quantum-cloned states. Image from ref. [51].

In this concrete case, the objective was finding states with different Schmidt-Rank vectors, as described in section II A 1.

The initial state, in this case, are two SPDC processes that each produce three-dimensionally entangled photon pairs. One natural limit would suggest that the maximally achievable entanglement is $d = 3 \times 3 = 9$ dimensional. After running MELVIN for roughly 50,000 CPU-hours (with the settings explained in the previous chapter), it produced quantum entangled states with 21 different Schmidt-Rank vector structures, as shown in Fig. 4. All except for one solution satisfied the natural limit of $d \leq 9$, while one solution was a clear outlier, achieving 10-dimensional entanglement.

Investigations of the experimental setup showed that it contained an implicit usage of a technique pioneered by Zou, Wang and Mandel in 1991 [93]. The technique was not part of the toolbox, it was not allowed explicitly by the rules of the algorithm, and it was not known to the authors prior to the discovery. Instead, the solution contained a non-local interferometer, which was allowed but not enforced in any way by the human operators. The non-linear interferometer allows for the implicit usage of the Zou-Wang-Mandel technique.

When it was understood that and how Zou-Wang-Mandel’s idea can be used in the context of high-dimensional, multipartite entanglement generation, the human scientists were able to generalize it to many different cases, and has since been denoted as Entanglement by Path Identity [52]. Soon after it was understood, that this type of entanglement generation is closely related to and can efficiently be described by Graph Theory [53, 94–96].

The example above shows how computer algorithms can not only find solutions to explicitly defined problems but can also – accidentally [97] – lead to the discovery of new ideas and concepts that maybe would have never been found by human scientists.

B. Class IIA: Iterative optimization of parametrized, practical setups

Quantum experiments using the path degree-of-freedom as a carrier of information have seen enormous progress over the last few years [73, 98, 99]. There, efficient algorithms for decomposing high-dimensional single-photon transformations into experimental setups are well known for unitary [100, 101] or non-unitary [102] cases. However, in the presence of more than one photon, or quantum information carried by more than one degree-of-freedom, finding suitable experimental configurations is very challenging, even if one has access to highly controlled setups.

To experimentally investigate processes that depend on non-unitarity, such as dynamics involving PT-symmetry [50] and deterministic quantum cloning exploiting non-unitarity [51], the group of Xue have relied on computer algorithms for designing their experimental setups, see Fig. 5A. The algorithm iteratively increases the experimental setup (in the form of...
The algorithm starts with one block and optimizes the free parameters towards its objective function. If the difference between optimized state and target state is too large, the algorithm extends the setup by another block and continues to optimize the new parameters. This process continues until the algorithm has found a setting with \( n \) blocks of \( 8n \) parameters which can reach the target function.

Fig.5B represents the topology of a setup with three blocks, which was used in ref. [51] to perform deterministic, non-unitary quantum cloning. The team was able to experimentally implement this complex experimental configuration, resulting in a very high-quality average fidelity of beyond 98%.

The algorithm has demonstrated its ability to design setups for previously unsolved questions, and its solutions have been practical such that they where experimentally execute in a laboratory, thus it is in the Class IIA. Finally, it will be interesting to understand how new scientific insights and ideas can be extracted from this approach (which would correspond to Class III).

C. Class I: Optimization and machine learning methodologies

The algorithms in the previous chapter have led to experimental designs that were subsequently successfully implemented in laboratories (Class IIA) and have led to new scientific insights (Class III). The approaches in this chapter have not yet demonstrated that level of maturity, which will be an essential question for future research. Nonetheless, they use new optimization and machine learning approaches which could in the future lead to exciting practical developments; thus, we will explain them in detail. We start by mentioning that a simple method to adaptively improve the search algorithm is storing successful experiments as a whole inside the toolbox for later use, as shown in Fig.2. This has been demonstrated in ref. [39] to improve the performance in special cases by an order of magnitude.

1. Evolutionary Strategies

To design quantum experimental setups for efficient quantum metrology [103], Knott has demonstrated a genetic algorithm approach [37]. Evolutionary strategies have gained a lot of attention recently in machine learning since it was discovered that they are scalable alternatives to reinforcement algorithms [104].

The algorithm \textit{Tachikona} has access to a toolbox of experimentally available elements, in a similar way as described in chapter II A. However, in contrast to [30], the toolbox is filled with continuous-variable quantum optical technologies. The experimental elements include squeezing operator, displacement operators, beam splitters with variable transmission rates, phase operator, photon-number sensitive measurements and quadrature measurements. The continuous parameters are further restricted to resemble experimentally feasible operations, such that the final results are practical states.

The algorithm starts with a population of randomly assembled initial experiments, chosen from the toolbox. Those initial solutions then undergo evolutionary optimisation, by mutating the experimental setups and selecting the best candidates as offspring for the next generation. The selection criteria are based on a fitness function that involves the phase-measuring capability for a given number of average photon numbers. Indeed, Tachikona uncovered several promising candidate setups, that more than doubles the precision compared to the best-known, practical state.

In the three years since the original publication, the approach has been significantly improved. In one extension, the authors show how the usage of deep neural networks can lead to a speedup in finding useful output state. The idea is to train a neural network to classify the photon number distribution of a given state into one out of six categories (which involves cat states, squeezed cat states, cubic phases and others). The network helps to guide the search in the right direction, and only later, the computational expensive fitness functions are evaluated within the genetic algorithm. Thereby, several useful quantum states have been discovered [38].

The authors also extend their work of quantum metrology, called \textit{AdaQuantum} [4]. By improving both the numerical simulation and refining the search algorithm, the authors are able to improve the speed by another factor of five over their own best result. Furthermore, they show higher noise and photon loss tolerance, which is essential in real experimental situations [39], see Fig.6A. If these promising proposals are indeed feasible experimentally, and yield the predicted phase measurement precision, they could become prime examples in experimental quantum metrology research.

Those computations were executed for 96 hours on 16 cores of the University of Nottingham’s High-Performance Computing facility. Further improvements of the algorithm, as outlined in the text, could

\textsuperscript{4} named after the AI-robots in the famous anime \textit{Ghost in the Shell}

\textsuperscript{5} after Ada Lovelace, the world’s first computer programmer, and resident of Nottingham where the algorithm has been designed
enable the optimisation in the significantly larger space of three optical modes. This could not only improve the resulting measurement precision but also allow the algorithm to explore even more unorthodox solutions which physicists could then try to understand. In that spirit, the authors conclude their manuscript by asking why the experiments we presented here to perform so well in maximising their respective fitness functions. This might be especially revealing in the states that are robust to noise: why do these specific experimental arrangements found by AdaQuantum create states that still perform well with photon loss? Finding the underlying conceptual reasons could indeed uncover new insights for human scientists, thus it is an exciting future research direction.

2. Reinforcement Learning

In a reinforcement learning (RL) scenario, an agent observes and takes actions in an environment to maximize some reward function. The idea became widely known by the impressive results on playing computer games, defeat world-champion go and chess players. Spearheaded by investigations by Schmidhuber and others since the early 1990s, it has been understood how to set up environments such that artificial agents show behaviour that mimics curiosity, creativity or intrinsic motivation. Curiosity-driven exploration has very recently been demonstrated in autonomous gameplay learning. Those results motivate the application of RL techniques to scientific environments, and in particular to the design of new quantum experiments.

In ref. [40], the authors employed a RL algorithm (denoted as Projective Simulations) to the environment of quantum experiments and quantum
states. The agent acts in the same environment as Melvin [36], as described in chapter [IIA]. Its task is to build an optical experiment, element by element, using a toolbox of optical elements. The reward of the environment depends on the entanglement property of the resulting quantum state. Over time, the agent learns to choose optical elements in such a way that it finds more interesting quantum states. With this approach, the algorithm re-discovers solutions that have been discovered previously by Melvin. Besides, it autonomously finds ways to simplify the experiments, which previously has only been achieved in a hardcoded way. The algorithm’s internal representation show that it learned to build specific optical devices that have been used by humans for many years, such as a special type of interferometer [87].

After confirming that the RL approach works for rediscovery tasks, a similar algorithm was targeted to identify new quantum communication protocols [11]. This is an important step, as the authors correctly say, We are aware that we make use of existing knowledge in the specific design of the challenges. Rediscovering existing protocols under such guidance is naturally very different from the original achievement (by humans) of conceiving of and proposing them in the first place, an essential part of which includes the identification of relevant concepts and resources [11]. For that reason, the projective simulation RL algorithm [10, 115] has subsequently been applied to challenging tasks where solutions are not well studied and understood by human scientists [11]. There, the algorithm discovered a quantum repeater that shows better performance in realistic, asymmetrical situations than the best-known previous solution, as shown in Fig. [3B]. With this achievement, the algorithm lies in the Class-I. It would be exciting whether the proposed experimental setup is actually feasible and can be implemented in real-world laboratories, and whether the predicted performance matches experimental results. Furthermore, it would be fascinating to understand which new conceptual insights scientists can extract from the solutions of the agent. Those are important open questions for the future.

3. Supervised Classification for Speedup

Supervised learning methods (for classification or generation tasks) rely on a large amount of data. If such a dataset can be provided, supervised learning methods can be used to model quantum optical experiments and thereby potentially significantly reducing the number of required search steps compared to an entirely unguided search. In ref. [33], a deep recurrent neural network in the form of a Long-Short-Term-Memory (LSTM) network [117] was able to model and predict complex entanglement properties of a state that is the output of a quantum experiment, see Fig. 6A. The network receives as an input an optical element sequence and is trained to predict the corresponding Schmidt-Rank vector, which has been introduced already in chapter [IIA]. The training data consist of 100.000s of examples, extended from the table in Fig. 4. The LSTM network shows much better than random prediction qualities, which is a necessary and promising first step towards a deep generative model for quantum experiments based on deep reinforcement learning.

4. Gradient-Based Optimization in Quantum Photonic Circuits

Integrated photonics allow for access to arbitrary unitary operations [100] that are continuously parametrized and can span a large discrete [98, 99] or continuous [121–123] Hilbert spaces. Such systems are ideally suited for gradient-based optimization of quantum states and quantum transformations. In a work by Arrazola et al. [12], the authors aim to find optimal quantum circuit settings to produce useful quantum systems for continuous-variable (CV) quantum architectures. They use a variational quantum circuit called CV quantum neural networks, whose gates and connectivities (i.e. its topology) are fixed, but where all the gates contain free parameters [124], see Fig. 4D. They find implementations for important states such as NOON states, which are essential in quantum metrology [103] and Gottesman-Kitaev-Preskill states, which can be used for error correction in CV quantum computing [125].

In addition, they task their algorithm (which is based on the Strawberry Fields software platform [126]) with finding implementations for cubic phase gates, which is a crucial basis element for CV quantum computation [127], as well as the famous Quantum Fourier Transformation. All of their results have theoretical fidelity larger than 99%. It would be exciting to see whether those promising solutions that are in theory of significantly higher quality than previously known ones are feasible to be implemented experimentally and whether extracting scientific understanding from those high-quality solutions is possible.

III. WHERE TO GO FROM HERE?

One of the most unique and essential characteristics of computer-designed quantum experiments in Class IIB or Class III (as Melvin in section [IIA]) is the possibility of extracting inspirations for conceptual and scientific understanding. We argue that this was made possible because of the pure topological search. While most other approaches involve, at least partly, the optimisation of continuous parameters, computer-inspired quantum experiments are designed
mainly through course-grained topological optimization. As a consequence, solutions contain clearly identifiable patterns, and the resulting quantum states are sparse. Those properties facilitate interpretability [52, 53, 83]. It would be interesting to apply a similar approach also in other fields, especially in the computer-inspired designs of quantum circuits and superconducting hardware [25]. While a purely topological search is likely significantly slower in identifying optimal solutions, it might lead to more interpretable solutions. An interesting related challenge is to understand how to improve interpretability in solutions of continuous optimization strategies.

The objectives researched for quantum optical experiments could potentially directly be investigated through nanophotonics [13]. For example, one could envision a nanophotonic structure, which directly emits high-dimensional multiphotonic entangled states. Alternatively, a high-efficient and stable generalisation of computer-designed holographic transformations [128–130] or scattering [131–133] to multi-photonic states could potentially significantly reduce experimental complexities in bulk optics.

The field of computer-inspired molecules in chemistry has very similar questions as those raised here. There, discrete objects (atoms) form an enormous search space of $10^{40}$–$10^{60}$ possibilities, even for relatively small molecules. It was only very recently when it has been shown how this discrete optimization problem can be formulated in a continuous manner [35]. Continuous optimization allows for the exploitation of gradient descent, and thus the application of modern deep learning methods, which has become a vivid field both in academia and in industry [26, 27]. Quantum experiments can be interpreted as graphs in a similar way as molecules [134]. Thus most artificial intelligence and high-throughput technologies from chemistry could directly be applied to the design of novel quantum setups.

Topological search and verification of electric circuits have long been employing automated reasoning technologies, which is a pure logic-based artificial intelligence technique, which has seen remarkable progress over the last decade [68, 135, 136]. Similar techniques have also been explored for gate-based qubit quantum circuits [22–24]. Reformulating search for topologies of quantum optical experiments as propositional formula would be a fascinating field of research.

Furthermore, it would be useful to find ways how the algorithm's results and internal representation of the problem can be easier interpreted physically and intuitively. This could be very helpful for humans trying to understand and learn new concepts and design rules from the discovered solutions. One example could be interpretable neural networks [137, 138] in the physical context [139, 141] that are applied on deep generative models for complex scientific structures such as functional molecules or quantum experiments [134].

Another critical question is how unexpected solutions can be identified more systematically? They have the potential to stimulate new creative insights which humans have not thought of yet [97, 142], and are particularly desirable in the scientific context.

Interestingly, algorithms, as outlined in this manuscript, can not only be applied to quantum experiments themselves but have already been used to find solutions for questions in theoretical quantum information [143]. Many problems in the foundations of entanglement theory are of discrete nature [144–146], which makes them a great target to apply methods described here. Solutions to questions in theoretical quantum information (rather than experimental designs) might be directly interpretable and lead to conceptual insights.

Even partial answers to these question could lead to new, exciting seeds of computer-inspired ideas. In the best case, such algorithms will become tools to augment human scientist's creativity. We think that this is possible.
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