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Abstract

We consider the problem of correctly identifying the mode of a discrete distribution \( P \) with sufficiently high probability by observing a sequence of i.i.d. samples drawn from \( P \). This problem reduces to the estimation of a single parameter when \( P \) has a support set of size \( K = 2 \). After noting that this special case is tackled very well by prior-posterior-ratio (PPR) martingale confidence sequences [Wandby-Smith and Ramdas, 2020], we propose a generalisation to mode estimation, in which \( P \) may take \( K \geq 2 \) values. To begin, we show that the “one-versus-one” principle to generalise from \( K = 2 \) to \( K \geq 2 \) classes is more efficient than the “one-versus-rest” alternative. We then prove that our resulting stopping rule, denoted PPR-1v1, is asymptotically optimal (as the mistake probability is taken to 0). PPR-1v1 is parameter-free and computationally light, and incurs significantly fewer samples than competitors even in the non-asymptotic regime. We demonstrate its gains in two practical applications of sampling: election forecasting and verification of smart contracts in blockchains.

1 INTRODUCTION

We investigate the problem of estimating the mode of a given, arbitrary, discrete probability distribution \( P = (p, v, K) \) by observing a sequence of i.i.d. samples drawn according to \( P \). Here \( P \) takes values from the support set \( v = \{v_1, v_2, \ldots, v_K\} \) according to the probability vector \( p = \{p_1, p_2, \ldots, p_K\} \) for some \( K \geq 2 \).

For \( 1 \leq i \leq K \), the probability of obtaining \( v_i \) from \( P \) is \( p_i \). We assume that \( P \) has a unique mode, and without loss of generality, \( p_1 \geq p_2 \geq p_3 \geq p_4 \geq \cdots \geq p_K \) (which makes \( v_1 \) the mode).

Our aim is to provide a procedure \( \mathcal{L} \) to identify the mode of \( P \). At each step \( t \geq 1 \), \( \mathcal{L} \) can either ask for a sample \( x_t \sim P \) or it can terminate and declare its answer. For “mistake probability” \( \delta \in (0, 1) \), \( \mathcal{L} \) is said to be \( \delta \)-correct if for every qualifying discrete distribution \( P, \mathcal{L} \) terminates with probability 1 and correctly identifies the mode of \( P \) with probability at least \( 1 - \delta \). If \( \mathcal{L} \) terminates after observing the sequence of samples \( x^1, x^2, \ldots, x^T \) for some \( T \geq 1 \), we may assume that its answer is the most frequent value of \( P \) in this sequence, since it can be argued that no other choice can decrease the mistake probability across all problem instances. Hence, it is convenient to view \( \mathcal{L} \) simply as a stopping rule, which only needs to decide when to terminate. We aim to devise a \( \delta \)-correct stopping rule \( \mathcal{L} \) with low sample complexity—informally the number of samples \( T \) observed before stopping.

In order to make our problem “properly” PAC, we could introduce a tolerance parameter \( \epsilon \), with the implication that any returned value with associated probability at least \( p_1 - \epsilon \) will be treated as correct. We omit this generalisation, noting that it can be handled quite easily by the methods proposed in the paper. In fact, our version with \( \epsilon = 0 \) exactly matches the problem defined by Shah et al. [2020], whose state-of-the-art results are our primary baseline. Shah et al. [2020] show the following lower bound.

**Theorem 1** (Lower bound [Shah et al. 2020]). Fix \( \delta \in (0, 1), \ K \geq 2, \) and a \( \delta \)-correct stopping rule \( \mathcal{L} \). For each categorical distribution \( P = (p, v, K) \), the expected number of samples observed by \( \mathcal{L} \) is at least

\[
LB(P, \delta) \defeq \sup_{P': \text{mode}(P') \neq \text{mode}(P)} \frac{1}{KL(P||P')} \ln \left( \frac{1}{2.4\delta} \right),
\]

where \( KL(P||P') \) denotes the KL divergence between categorical distributions \( P, P' \) with same support set.
We begin by reviewing the PPR martingale test to PAC mode estimation. Below we summarize our investigation of the application of the PPR martingale well in practice. Encouraged by this empirical finding, with no need for tuning, and yet works surprisingly well in practice. Encouraged by this empirical finding, we investigate the application of the PPR martingale test to PAC mode estimation. Below we summarize the contents and contributions of our paper.

- We begin by reviewing the PPR martingale test (Waudby-Smith and Ramdas, 2020) in Section 2 and apply it directly to our "base case" of $K = 2$. Empirical comparisons establish clear evidence of the relative efficiency of this test.

- In Section 3, we propose three natural methods to generalise the PPR martingale test to mode estimation ($K \geq 2$). Two of these are the "one-versus-one" (1v1) and "one-versus-rest" (1vr) approaches used commonly in multi-class machine learning tasks; the third applies the multi-dimensional (MD) variant of the PPR martingale test (Waudby-Smith and Ramdas, 2020). The “one-versus-one” method, denoted PPR-1v1, is parameter-free, easy to implement, and computationally lighter than competitors. Experiments indicate that PPR-1v1 is also the most sample-efficient among the algorithms.

- In Section 4, we provide two theoretical arguments to explain the efficiency of PPR-1v1.

  1. We prove that for many commonly used Chernoff bounds, the 1v1 adaptation to mode estimation cannot terminate before the 1v1 variant; additionally the MD variant of PPR cannot terminate before PPR-1v1. These results hold for every single run, and establish 1v1 as a clear choice for mode estimation. Even $A_1$, originally implemented as a 1v1 variant (Shah et al., 2020), is seen to perform much better by switching to 1v1 (although it remains inferior to PPR-1v1).

  2. We prove that PPR-1v1 is asymptotically optimal, in the sense that for every categorical distribution $P$, the ratio of the expected sample complexity of PPR-1v1 and $LB(P, \delta)$ goes to 1 as the mistake probability $\delta$ is taken to 0. To the best of our knowledge, this guarantee is the first of its kind for mode estimation, although similar results have been provided in the multi-armed bandits literature (Garivier and Kaufmann, 2016).

Interestingly, 1vr variants (such as $A_1$) appear not to be asymptotically optimal.

- Over the years, the mode estimation problem has received attention in many different contexts (Parzen, 1962; Manku and Motwani, 2002). In Section 5, we illustrate the relevance of PPR-1v1 in two contrasting real-life applications. First, we show that when used as a subroutine, PPR-1v1 can reduce the sample complexity of winner-forecasting in indirect elections (Karandikar, 2018). Thereafter, we present its application to probabilistic verification in permissionless blockchains (Das et al., 2019).

In short, our paper proposes PPR-1v1 as a novel stopping rule for PAC mode estimation, and provides both theoretical and empirical reasons to justify the choice.

## 2 THE PPR MARTINGALE TEST

In this section, we consider the “base case” of mode estimation, in which $P$ takes exactly $K = 2$ values. Notice that $P(p, v; 2)$ is a Bernoulli distribution that generates $v_1$ with probability $p_1$ and $v_2$ with probability $p_2 = 1 - p_1$. Treating $p_1 \in [0,1]$ as the sole parameter of the distribution, our task is to devise a $\delta$-correct stopping rule to test if $p_1 > \frac{1}{2}$. Since $p_1$ may be arbitrarily close to $\frac{1}{2}$, it is not possible to decide beforehand how many samples suffice for the test to succeed. An unfortunate consequence of having a random stopping time is that it cannot be used directly within concentration inequalities such as Chernoff bounds. Rather, stopping rules invariably go through a union bound over all possible stopping times, dividing the mistake probability $\delta$ among them (Kalyanakrishnan et al., 2012; Kaufmann and Kalyanakrishnan, 2013). Although there has been progress towards optimising this apportioning of $\delta$ (Jamieson et al., 2014; Garivier, 2013), resulting methods still have tunable parameters in their “decay rates”, which govern the stopping time.

The recent development of “time-uniform” or “anytime” Chernoff bounds (Howard et al., 2020) relieve the experimenter of tedious parameter-tuning. Arising from this line of research is the framework of prior-posterior-ratio (PPR) martingale confidence sequences (Waudby-Smith and Ramdas, 2020), which yields a simple, intuitive stopping rule. Although the rule may be applied more widely, we restrict our upcoming discussion to the Bernoulli case at hand: that is, to test whether $p_1 > \frac{1}{2}$.

To apply the PPR martingale framework, we maintain a belief distribution $\pi$ for $p_1$ over its range $[0,1]$, and update $\pi$ according to Bayes’ rule as samples are observed. Our aim is still to provide a frequentist
guarantee that holds for all possible values of \( p_1 \) (\( \delta \)-correctness). To this end we must ensure that the prior distribution \( \pi^0 \) gives non-zero density to all possible values of \( p_1 \). We do so by adopting the uniform prior \( \pi^0(q) = 1 \) for \( q \in [0,1] \). For \( t \geq 1 \), we update our belief distribution after observing sample \( x^t \):

\[
\pi^t(q) = \frac{\pi^{t-1}(q) \cdot (q)^{s_1^{t-1}} \cdot (1-q)^{s_2^{t-1}}}{\int_{p=0}^{1} \pi^{t-1}(\rho) \cdot (\rho)^{s_1^{t-1}} \cdot (1-\rho)^{s_2^{t-1}} d\rho}.
\]

The prior-posterior-ratio (PPR) at \( q \in [0,1] \) is given by \( R^t(q) = \frac{\pi^t(q)}{\pi^0(q)} \). Waudby-Smith and Ramdas (2020) show that the sequence of sets \( (C^t)_{t=0}^\infty \), where \( C^t = \{ q : R^t(q) < \frac{1}{\delta} \} \), is a \((1-\delta)\)-confidence sequence for \( p_1 \) (Waudby-Smith and Ramdas 2020). In other words, we have the "anytime" guarantee that

\[ P\{ \exists t \geq 0 : p_1 \notin C^t \} \leq \delta. \tag{1} \]

The correctness of (1) is shown by establishing that the PPR evaluated at the true value, \( p_1 \), is a martingale, and then applying Ville’s inequality for nonnegative supermartingales (Waudby-Smith and Ramdas 2020 see Appendix B.1). For our special case of estimating the parameter of a Bernoulli distribution, the belief distribution \( \pi^t \) and hence the PPR \( R^t \) assume a convenient form if initialised with the uniform prior. Suppose the sequence of samples up to time \( t \) is \( x^1, x^2, \ldots, x^t \), which contains \( s_1^t \) occurrences of \( v_1 \) and \( s_2^t = t - s_1 \) occurrences of \( v_2 \). Then for \( t \geq 0 \) and \( q \in [0,1] \), we obtain \( \pi^t(q) = \text{Beta}(q; s_1^t + 1, s_2^t + 1) \) (the pdf of a Beta distribution with parameters \( s_1^t + 1 \) and \( s_2^t + 1 \), evaluated at \( q \)). We can terminate as soon as the \((1-\delta)\)-confidence sequence on \( p_1 \) does not contain \( \frac{1}{2} \).

For easy readability, let us define indices \( \text{first}(t) \) and \( \text{second}(t) \), where \( \{ \text{first}(t), \text{second}(t) \} \in \{ (1,2), (2,1) \} \) satisfies \( s^t_{\text{first}(t)} \geq s^t_{\text{second}(t)} \). We obtain the following simple stopping rule, applied at each time step \( t \geq 1 \).

**PPR-Bernoulli:** Stop, declare \( v_{\text{first}(t)} \) as mode iff

\[
\text{Beta}\left(\frac{1}{2}; s^t_{\text{first}(t)} + 1, s^t_{\text{second}(t)} + 1\right) \leq \delta.
\]

Note that the LHS of the PPR-Bernoulli stopping rule can be evaluated exactly as a rational, using integer arithmetic, requiring only a lightweight incremental update after each sample. As we see shortly, many other stopping rules require much heavier computation, such as to perform numerical optimisation.

2.1 **Empirical Comparisons, \( K = 2 \)**

For the problem of determining the sign of \( p_1 - \frac{1}{2} \) from samples, the predominant approach in the literature is to construct lower and upper confidence bounds on \( p_1 \) that hold with probability \( 1 - \delta_t \) for each \( t \geq 1 \), satisfying \( \sum_{t=1}^{\infty} \delta_t \leq \delta \). The \( \delta \)-correctness of the procedure is ensured by terminating only when the lower confidence bound exceeds \( \frac{1}{2} \), or the upper confidence bound falls below \( \frac{1}{2} \). We compare PPR-Bernoulli with several variants from the literature. In Figure 1 we plot the sample complexity of different algorithms as \( p_1 \) and \( \delta \) are varied.

A common choice is to set \( \delta_t = k \frac{1}{t^\alpha} \), with constants \( k \) and \( \alpha \) tuned for efficiency, while ensuring \( \delta \)-correctness. As representatives of this approach, we pick the LUCB and KL-LUCB algorithms (Kaufmann et al. 2013). The results are averages from 100 runs. Error bars show one standard error (in both plots very small).
mann and Kalyanakrishnan [2013]. The former inverts Hoeffding’s inequality to obtain lower and upper confidence bounds, while the latter uses a tighter Chernoff bound. Although these algorithms themselves are meant for bandit applications, their efficiency crucially depends on the tightness of the confidence bounds applied to each arm. The tuned confidence bounds (Kaufmann and Kalyanakrishnan 2013) hence become suitable baselines for our comparison.

With the intent of avoiding a naïve union bound over time, Garivier [2013] applies a so-called peeling argument to divide time into increasingly-sized slices. He obtains confidence regions by associating the random stopping time with a self-normalised process. The resulting stopping rule, which we denote KL-SN, still has a tunable parameter “c”, which we set as recommended by Garivier [2013]. Although the $A_1$ algorithm (Shah et al. 2020) is designed specifically for mode estimation, we include it in this comparison to observe its performance when $K = 2$. In this special case, the algorithm reduces to an application of an empirical Bernstein bound (Maurer and Pontil 2009).

The two plots in Figure 1 are remarkably consistent as $p_1$ and $\delta$ are varied. KL-LUCB shows a marginal improvement over (Hoeffding) LUCB, while KL-SN clearly outperforms both. However, PPR-Bernoulli has a tunable parameter “c”, which we set as recommended by Shah et al. [2020]. As before, let first($t$) denote the index of the most-frequently occurring value (with arbitrary tie-breaking) after $t$ samples: that is, $s_{\text{first}}^t \geq s_i^t$ for $i \in \{1, 2, \ldots, K\}$, $s_{\text{first}}^t \neq \text{second}(t)$ satisfies $s_{\text{second}}^t \geq s_i^t$ for $i \in \{1, 2, \ldots, K\} \setminus \{\text{first}(t)\}$. Hence, we may implement our stopping rule, denoted PPR-1v1, using a single PPR-Bernoulli test at each $t \geq 1$.

3.1 One-versus-one (1v1) Approach

In the first $t \geq 1$ samples, let the number of occurrences of value $v_i$ be $s_i^t$, $1 \leq i \leq K$. The 1v1 generalisation is based on the idea that if $v_1$ is to be declared the mode, we need to be sufficiently sure that $v_1$ is more probable than $v_j$ for $j \in \{1, 2, \ldots, K\}, i \neq j$. Correspondingly, we simultaneously run PPR-Bernoulli tests on each $(i, j)$ pair with mistake probability $\frac{\delta}{K-1}$. Each $(i, j)$ test relies solely on the number of occurrences of $v_i$ and $v_j$, disregarding other values. Hence it amounts to observing samples from a Bernoulli variable with parameter \( \frac{p_i}{p_i + p_j} \), and verifying which side of $\frac{1}{2}$ its mean lies. The overall procedure stops when some $i \in \{1, 2, \ldots, K\}$ has won each of its tests. By a union bound, with probability at least $1 - \delta$, the (true) mode $v_1$ will not ever lose a test. Thus, upon termination, $v_1$ is returned with probability at least $1 - \delta$.

Whereas the description above suggests we need to monitor $\left( \frac{1}{2} \right)$ tests at each step, closer inspection reveals that a much lighter implementation is possible. As before, let first($t$) denote the index of the most-frequently occurring value (with arbitrary tie-breaking) after $t$ samples: that is, $s_{\text{first}}^t \geq s_i^t$ for $i \in \{1, 2, \ldots, K\}$, $s_{\text{first}}^t \neq \text{second}(t)$ satisfies $s_{\text{second}}^t \geq s_i^t$ for $i \in \{1, 2, \ldots, K\} \setminus \{\text{first}(t)\}$. Hence, we may implement our stopping rule, denoted PPR-1v1, using a single PPR-Bernoulli test at each $t \geq 1$.

**PPR-1v1**: Stop and declare $v_{\text{first}}(t)$ as mode iff

\[
\text{Beta} \left( \frac{1}{2}, s_{\text{first}}^t + 1, s_{\text{second}}^t + 1 \right) \leq \frac{\delta}{K-1}.
\]

Tracking first($t$) and second($t$) is a simple computation; as observed earlier, it is also efficient to compute the Beta density at $\frac{1}{2}$. Indeed our experiments show that PPR-1v1 is much faster computationally than other mode estimation algorithms (see Appendix B).

3.2 One-versus-rest (1vr) Approach

Notice that under PPR-1v1, sample $x^t$ at each step $t \geq 1$ contributes only to the $K - 1$ PPR-Bernoulli tests of the particular $x^t$ from $\{1, 2, \ldots, K\}$ that satisfies $v_i = x^t$. The $\binom{K - 1}{2}$ tests corresponding to values other than $x^t$ receive no information. The 1vr approach becomes an alternative to address this apparent wastage of information. Under the 1vr scheme, we associate a Bernoulli variable $B_i$ with each value $v_i$.

\begin{table}[h]
\centering
\caption{Comparison of various PPR-Bernoulli algorithms on the Cora dataset.
\end{table}
$v_i$, $1 \leq i \leq K$, which has probability $p_i$ of generating $v_i$, and probability $1 - p_i$ of generating its negation “$\neg v_i$”. Consequently, each sample of $\mathcal{P}$ adds to one of the outcomes of $B_i$ for each $i \in \{1, 2, \ldots, K\}$. We draw an anytime confidence sequence for $B_i$ with mistake probability $\delta$, and terminate after $t \geq 1$ samples if the confidence set of $B_{\text{first}(t)}$ does not overlap with any of the others. Invoking the PPR martingale confidence sequence, we note that with probability at least $1 - \frac{\delta}{K}$, $p_i$ will lie in all the intervals $(\text{LCB}_1^t, \text{UCB}_1^t)$, $t \geq 1$, where $\text{LCB}_1^t = \min\{q \in [0, 1] : \pi^t(q) = \frac{q}{2}\}$ and $\text{UCB}_1^t = \max\{q \in [0, 1] : \pi^t(q) = \frac{q}{2}\}$ can be computed numerically. The $\delta$-correctness of the 1rv rule, given below, follows from a union bound on the mistake probabilities of each $B_i, 1 \leq i \leq K$.

**PPR-1rv:** Stop and declare $v_{\text{first}(t)}$ as mode iff for $1 \leq i \leq K$, $i \neq \text{first}(t)$, $\text{LCB}_{\text{first}(t)}^t \geq \text{UCB}_i^t$.

### 3.3 Multi-dimensional (MD) PPR Test

PPR Martingale confidence sequences can be directly constructed for the multi-dimensional parameter vector of $\mathcal{P}$ [Waudby-Smith and Ramdas, 2020] see Appendix C). In this approach, denoted PPR-MD, at each $t \geq 1$ we maintain a confidence set $C^t$ with $\bar{p} \in [0, 1]^K$, such that $C^t \overset{\text{def}}{=} \{\bar{p} : R^t(\bar{p}) < \frac{1}{2}\}$. We stop at time $t$ when all $\bar{p} \in C^t$ have the same unique mode. With the Dirichlet distribution being the conjugate prior of the categorical distribution, $R^t(\bar{p})$ has a convenient form if initialised with a uniform prior:

$$R^t(\bar{p}) = \frac{1}{(K-1)!} \prod_{i=1}^{K} \frac{1}{p_i} \prod_{i=1}^{K} \frac{1}{\alpha_i} \prod_{i=1}^{K} \frac{1}{\alpha_i} \prod_{i=1}^{K} \frac{1}{\alpha_i}$$

where for $1 \leq i \leq K$, $\alpha_i = s_i + 1$. Observe that this formulation reduces to PPR-Bernoulli for $K = 2$. However, for $K > 2$, checking for a unique mode in $C^t$ does not simplify to a convenient formula; it requires a numerical computation that increases steeply with $K$. We do not perform extensive experiments with PPR-MD—a choice justified by Lemma 2 (Section 4).

### 3.4 Empirical Comparisons

We compare PPR-1v1 and PPR-1vr with other mode estimation algorithms on a variety of discrete distributions. Table 1 summarises the results.

The $A_1$ algorithm [Shah et al., 2020] is essentially a 1vr approach that uses Empirical Bernstein confidence bounds [Maurer and Pontil, 2009]. Noting that it can just as well be implemented in a 1v1 form, we include such a variant, denoted $A_1$-1v1, in our experimental comparisons with PPR. For good measure, we also include 1v1 and 1vr variants based on the KL-SN confidence bound [Garivier, 2013], which finished second to PPR-Bernoulli for $K = 2$ (see Section 2).

In Table 1 we observe the same trend on each problem instance: (1) The 1v1 variant of each stopping rule outperforms the corresponding 1vr variant, and (2) PPR is most sample-efficient, followed by KL-SN and $A_1$. Although the prohibitive running time of PPR-MD prevents a thorough assessment, a few informal runs indicate that its sample complexity is well in excess of even PPR-1vr.

Whereas the results in Table 1 are for a fixed value of $\delta = 0.01$, we conduct a second set of experiments to compare the performance of the different algorithms as $\delta$ is varied. In particular, we investigate the “asymptotic” regime, in which $\delta$ is taken to 0. In Figure 2 we plot ratio of the empirical sample complexity and the lower bound from Theorem 1 varying $\delta$ while keeping the distribution fixed to $\mathcal{P}_0$ from Table 1. Observe that once again, the relative order among the algorithms remains the same. The 1v1 variant of each algorithm performs better than its 1vr counterpart. Moreover, the curves for PPR-1v1 and KLSN-1v1 suggest that these rules might be asymptotically optimal.

The empirical evidence supporting the PPR martingale test and the 1v1 approach to mode estimation is compelling. In the forthcoming section, we provide theoretical reasons to explain our observations.

### 4 THEORETICAL JUSTIFICATION

In our experiments, we observe that not only do the 1v1 variants of each method perform better than 1vr in aggregate, they terminate before the 1vr variants on every single run. We prove this result true for some

---

2After this paper was submitted for review, the authors were pointed to recent related work by Haddenhorst et al. (2021), who focus on the identification of a generalised Condorcet winner in multi-dueling bandits. Mode estimation is a special case of the problem they consider. Their algorithm, based on the Dworetsky-Kiefer-Wolfowitz (DKW) inequality, has an upper bound which improves upon that given by Shah et al. (2020). In particular, the bound is independent of $K$, and depends on $\frac{1}{(p_1 - p_2)^2} \ln \frac{1}{(p_1 - p_2)^2}$, rather than $\frac{1}{(p_1 - p_2)^2} \ln \frac{1}{(p_1 - p_2)^2}$. However, our experiments show that the two variants of their algorithm—DKW-1, which is provided the knowledge of $p_1 - p_2$, and DKW-2, which has no such prior knowledge—both perform worse than PPR-1v1. For example, when run on problem instance with $K = 2, p_1 = 0.66, \delta = 0.01$, PPR-Bernoulli requires roughly 124 samples, whereas DKW-1 and DKW-2 take roughly 469 and 871 samples, respectively. The inferior empirical performance of the latter algorithms in spite of their superior upper bound can be explained by the accompanying constant factors. The notion of asymptotic optimality that we present in sections 3 and 4 requires even the constant factor to be tight, albeit as $\delta \to 0$. 
of the methods. We also formally establish that PPR-MD and \( A_1 \) cannot terminate before PPR-1v1.

**Lemma 2.** Let \( X = x^1, x^2, \ldots \) be an infinite sequence of samples from \( \mathcal{P} \). For algorithm \( \mathcal{L} \) and \( \delta \in (0, 1) \), let \( T(\mathcal{L}, X, \delta) \) be the stopping time of \( \mathcal{L} \) on \( X \), when run with mistake probability \( \delta \). For algorithms \( \mathcal{L}_1, \mathcal{L}_2 \), let the proposition \( \mathcal{G}(\mathcal{L}_1, \mathcal{L}_2, X, \delta) \) denote “If \( T(\mathcal{L}_2, X, \delta) \) is finite, then \( T(\mathcal{L}_1, X, \delta) \leq T(\mathcal{L}_2, X, \delta) \).” For all \( \mathcal{P} \), for all \( X \) generated from \( \mathcal{P} \), for all \( \delta \in (0, 1) \), we have

(i) \( \mathcal{G}(\text{LUCB-1v1}, \text{LUCB-1vr}, X, \delta) \),

(ii) \( \mathcal{G}(A_1-1v1, A_1-1vr, X, \delta) \),

(iii) \( \mathcal{G}(\text{PPR-1v1}, \text{PPR-MD}, X, \delta) \),

(iv) \( \mathcal{G}(\text{PPR-1v1}, A_1-1v1, X, \delta) \).

We give a proof of the lemma in Appendix C. The proofs of (i) and (ii) formalise the intuition that although the 1vr variants update all their \( K \) tests with each sample, the test to separate any two variables is less effective than that under the corresponding 1v1 variant. We conjecture that \( \mathcal{G}(\text{PPR-1v1}, \text{PPR-1vr}, X, \delta) \) is also true, in fact verifying it to be the case for \( |X| \leq 200 \). We also believe that a similar result applies to the 1v1 and 1vr variants of KL-LUCB and KL-SN (but the proofs become cumbersome). Result (iii) is straightforward to establish from first principles. To show (iv), consider that after \( t \) samples, \( A_1-1v1 \) draws upper and lower confidence bounds on the mean \( \hat{\mu} \pm \beta^t \), where \( \hat{\mu} \) is the empirical mean and \( \beta^t \) the confidence width. In particular, \( \beta^t = \beta^t_1 + \beta^t_2 \), where \( \beta^t_1 = \sqrt{\frac{2V^t \ln(4t^2/\alpha)}{t}} \) and \( \beta^t_2 = \frac{7\ln(4t^2/\alpha)}{3(t-1)} \), with \( V^t \) being the empirical variance and \( \alpha \) the input mistake probability. When \( \hat{\mu} \) is within a constant distance from 0.5 (hence \( V^t \) is close to its maximum of 0.25), we show that the PPR confidence set is contained in \( [\hat{\mu} - \beta^t_1, \hat{\mu} + \beta^t_1] \). When \( \hat{\mu} \) is either sufficiently small or sufficiently large, \( t \) (at termination) can itself be upper-bounded in terms of \( \hat{\mu} \), in turn lower-bounding \( \beta^t_2 \) and guaranteeing that the PPR confidence set is contained in \( [\hat{\mu} - \beta^t_2, \hat{\mu} + \beta^t_2] \).

**Theorem 3** (Optimality of PPR-1v1). Fix \( \delta \in (0, 1) \), \( K \geq 2 \), and distribution \( \mathcal{P} = (p, v, K) \). Let \( \tau(\mathcal{P}, \delta) \) be the expected stopping time of PPR-1v1 on \( \mathcal{P} \) when

![Figure 2: Comparison of different stopping rules on \( \mathcal{P}_3 \), for small values of \( \delta \). The y axis plots the ratio of the empirical stopping time (averaged over 100 or more runs) and LB(\( \mathcal{P}_3, \delta \)), defined in Theorem 1.](image-url)
run with mistake probability $\delta$, and let $\text{LB}(\mathcal{P}, \delta)$ be the lower bound defined in Theorem 4. Then
\[
\lim_{\delta \to 0} \text{LB}(\mathcal{P}, \delta) = 1.
\]

The proof of the theorem is given in Appendix D. In the proof, we establish that with a little over $\text{LB}(\mathcal{P}, \delta)$ samples from $\mathcal{P}$, a sufficient number of samples are obtained for separating value $v_1$ from each of the others. The proof of separation for each pair uses a similar sequence of steps as of Garivier and Kaufmann (2016).

In short, our theoretical analysis reinforces PPR-1v1 as the method of choice for PAC mode estimation. For good measure, Appendix F presents an explicit upper bound on the sample complexity of PPR-1v1, which holds for all $\delta \in (0, 1)$. This bound improves upon that of $A_1$ (Shah et al. 2020) by a constant factor.

5 PRACTICAL APPLICATIONS

Our main motivation for devising better mode estimation algorithms is their practical significance, which we illustrate through two contrasting applications.

5.1 Forecasting in Indirect Elections

Opinion polls to forecast the winner of an upcoming election are a natural application of mode estimation. In fact, the algorithms discussed in Section 3 can all be applied with only minor alterations to plurality systems, wherein the task is precisely that of determining the choice preferred by the largest fraction of the target population. Waudby-Smith and Ramdas (2020) illustrate the use of the PPR martingale test on this application, while focusing on without-replacement sampling. In parliamentary democracies such as India (Karandikar et al. 2002) and the U.K. (Payne 2003), a two-level voting system is used to elect governments. In this system, individuals in each constituency (or seat)—typically a geographically contiguous region—elect a party based on plurality; the party winning the most seats forms the government. Forecasting the winning party in such an indirect voting system calls for a more sophisticated sampling procedure. Whereas it would suffice to separately identify the winner from each seat by sampling, it might be wasteful to do so when the overall winning party has a clear majority in its number of seats.

Formally, consider a setting where we have $K$ parties and $N$ constituencies. Each constituency $c \in \{1, 2, \ldots, N\}$ represents a discrete probability distribution $\mathcal{P}_c = (p^c, v, K)$, where for $i \in \{1, 2, \ldots, K\}$, $v_i$ represents the political party $i$ and $p^c_i$ denotes the fraction of votes won by party $i$ in constituency $c$ (for simplicity we have assumed all parties compete in all constituencies). If $i^*_c$ is the index of the mode of $\mathcal{P}_c$ (assumed unique), our objective is to determine
\[
\argmax_{i \in \{1, 2, \ldots, K\}} \sum_{c=1}^{N} 1[i = i^*_c]
\]
correctly with probability at least $1 - \delta$. The objective of the sampling rule is to minimise the total votes sampled, $\sum_{c=1}^{N} T_c$, where $T_c$ represents the number of votes queried in constituency $c$.

We consider a procedure that (1) keeps track of the current winners and leaders at the aggregate level, and (2) at each step samples the constituencies that appear most promising to confirm the aggregate trend. In principle, this algorithm, denoted DCB (for “Difference in Confidence Bounds”) can be coupled with any algorithm that uses confidence bounds for mode estimation. Yet, we obtain the best results when DCB uses PPR-1v1 as a subroutine, thereby highlighting the relevance of PPR-1v1 not only as a stopping rule, but also as an input to on-line decision making.

DCB takes cue from the LUCB algorithm for best-arm identification in bandits (Kalyanakrishnan et al. 2012). At each step $t$, it identifies two parties, $a^t$ and $b^t$, that appear the most promising to win the overall election: these parties are picked based on their current number of wins and “leads” in individual constituencies. Subsequently the algorithm chooses a constituency each for $a^t$ and $b^t$, samples from which could “most” help distinguish the tally of the two. We provide a detailed specification of DCB in Appendix E.

We compare DCB with a round-robin strategy for picking the next constituency to sample. Both approaches can be implemented with different stopping rules, which are also varied. Table 2 shows our results on the 2014 parliamentary elections in India. In this election, the winning party secured 282 seats from among 543, giving it a very large victory over the second-place party, which won 44 seats. Results from a much closer contest, in the state of Bihar, are given in Appendix F. We see a similar trend in both cases.

While it is not the central feature of this paper, it is worth noting that the DCB strategy indeed improves over round-robin polling by roughly a factor of two, regardless of the stopping rule. As intended, it does not waste samples on constituencies that are inconsequential to the overall result (observed in the “seats resolved” columns). Of more direct relevance to the theme of the paper is that even when embedded within

\footnote{Election results are in the public domain; the authors accessed them at \url{https://www.indiavotes.com/}}
Table 2: Sample complexity of various stopping rules when coupled with (1) round-robin (RR) polling of constituencies and (2) DCB. All experiments are run with mistake probability $\delta = 0.01$. Values shown are averages from 10 runs, and show one standard error. “Seats resolved” indicates the number of constituencies in which a winner was identified before the overall procedure terminated.

| Algorithm       | Samples    | Seats Resolved |
|-----------------|------------|----------------|
| RR-A1-1v1       | 1578946 ± 10255 | 239 ± 2       |
| RR-A1-1vr       | 1767464 ± 15828 | 234 ± 1       |
| RR-KLSN-1v1     | 610181 ± 7072  | 240 ± 2       |
| RR-KLSN-1vr     | 726512 ± 6186  | 236 ± 2       |
| RR-PPR-1v1      | 471166 ± 7373  | 241 ± 3       |
| RR-PPR-1vr      | 506815 ± 7778  | 238 ± 2       |
| DCB-A1-1v1      | 856678 ± 3935  | 182 ± 1       |
| DCB-A1-1vr      | 951684 ± 5246  | 180 ± 1       |
| DCB-KLSN-1v1    | 325265 ± 2096  | 186 ± 2       |
| DCB-KLSN-1vr    | 376108 ± 4067  | 181 ± 1       |
| DCB-PPR-1v1     | 256911 ± 2096  | 188 ± 1       |
| DCB-PPR-1vr     | 296580 ± 2372  | 184 ± 1       |

Byzantine nodes $f$ is at most $f_{\text{max}} \in [0, \frac{1}{2})$. With this assumption, it becomes feasible to give a probabilistic guarantee on obtaining the correct output. For any fixed mistake probability $\delta \in (0,1)$, the client could ship out the computation to $\Theta\left(\frac{1}{(1-f_{\text{max}})^2} \log(\frac{1}{\delta})\right)$ nodes, and take their majority response as the answer, thereby ensuring $\delta$-correctness. Unfortunately, transaction costs can be substantial, especially those for computationally-intensive contracts. Hence, it is in the client’s interest to minimise the number of nodes queried to achieve the same probabilistic guarantee. For example, a sequential procedure could potentially query fewer nodes if $f \ll f_{\text{max}}$.

Our contribution in the context of this application is to propose PPR-1v1 as an alternative to the Sequential Probability Ratio Test (SPRT) (Wald 1945), which is used by Das et al. (2019) for their verification procedure. This classical test finds use in many other engineering applications (Gross and Humenik 1991; Chen et al. 2008), some of which could also benefit from the advantages of PPR-1v1 over SPRT.

To apply SPRT for verifying smart contracts, Das et al. (2019) assume that out of the total of $N$ nodes in the blockchain, batches of size $m$, chosen uniformly at random, can be queried in sequence (the $m$ queries per batch are performed in parallel, hence saving some time). For simplicity assume the answers returned are from the set $\{0, 1, 2, \ldots\}$. Let $q = \frac{m}{N}$, and let $c_{i,t}$ be the number of times answer $i$ is reported in the $t^{\text{th}}$ step, $i \geq 0$, $t \geq 1$. Defining $l_{i,T} = \sum_{t=1}^{T} (2c_{i,t} - m)m$, a derivation (Das et al. 2019) establishes that $\delta$-correct SPRT stops at time $T$, giving $i$ as the answer if

$$l_{i,T} > \ln \left(\frac{1 - \delta}{\delta}\right) \cdot \frac{2q(1-q)N(1-f_{\text{max}})f_{\text{max}}}{1 - 2f_{\text{max}}}.$$

The primary disadvantage of SPRT herein is the need for the user to provide $f_{\text{max}}$, which is used in the stopping rule. While a lower value of $f_{\text{max}}$ will improve the efficiency of the rule, unfortunately $\delta$-correctness no longer holds if $f$, the true fraction of Byzantine nodes, exceeds $f_{\text{max}}$. Figure 3a plots the empirical error made by SPRT (averaged over 50,000 runs) on a problem instance in which the Byzantine nodes all give the same (incorrect) answer. We fix $f_{\text{max}} = 0.1$, and plot the error by varying $f$. The blockchain has $N = 1600$ nodes, of which SPRT samples $m = 20$ at a time. Although the test is run using mistake probability $\delta = 0.005$, observe that the empirical error exceeds $\delta$ when $f > f_{\text{max}}$. Since the verification task at hand is precisely that of PAC mode estimation, PPR-1v1 becomes a viable alternative, especially since it does not need the knowledge of $f_{\text{max}}$. In fact, PPR-1v1 can identify the mode even if its associated probability is less than $\frac{1}{2}$ (although in this case, it can no
longer be guaranteed that the mode is $\theta_{\text{correct}}$, since the Byzantine nodes may collude). Observe from Figure 3a that unlike SPRT, the empirical error rate of PPR-1v1 (equivalent to PPR-Bernoulli since we have set $K = 2$) remains within $\delta$ even for $f > f_{\text{max}}$.

In Figure 3a, we compare the sample complexities of PPR-1v1 and SPRT. Whereas other problem parameters (including $f_{\text{max}}$) stay the same as before, we consider an instance in which $K = 10$. The single correct answer is given by a $(1 - f)$-fraction of the nodes, while 9 different incorrect answers are given by the Byzantine nodes, each equally common. The version of SPRT used is a 1vr adaptation of the basic procedure (Das et al., 2019) to $K = 10$. First, we observe that SPRT terminates before PPR-1v1 and PPR-1vr at all values of $f$. The PPR algorithms pay this price for having to assure $\delta$-correctness at all values of $f < \frac{1}{2}$, unlike SPRT, which does so only for $f < f_{\text{max}}$. In the same plot, we show the performance of another PPR variant, denoted “PPR-Adaptive”. In reality, we cannot be sure about the number of answers $K$ that will be returned by the blockchain’s nodes—and hence cannot use it in our stopping rule. Under PPR-Adaptive, which is a 1v1 strategy, the overall mistake probability $\delta$ is divided into the infinite sequence $k\frac{\delta}{1^2}, k\frac{\delta}{2^2}, k\frac{\delta}{3^2}, \ldots$ (with $k = \frac{6}{\sqrt{\pi}}$). Whenever a new answer is revealed, it is inserted into the list of possible answers, and its pairwise tests given mistake probabilities from the unused portion of the sequence. In principle, PPR-Adaptive can accommodate any number of answers, incurring only a small increase in sample complexity, as visible from Figure 3b.

6 CONCLUSION

In this paper, we apply the framework of PPR Martingale confidence sequences to the problem of PAC mode estimation. Our investigation follows two different dimensions that play a significant role in determining the efficiency of stopping rules. First is the tightness of the confidence bounds used internally in the stopping rule. By separately focusing on the Bernoulli case, we show that the PPR Martingale stopping rule is sample-efficient. The second aspect of mode estimation is the template applied to generalise from $K = 2$ to $K \geq 2$, which can typically be applied with any valid confidence bounds. Of the three major choices—“one-versus-one” (1v1), “one-versus-rest” (1vr), and a multi-dimensional test (MD)—we find 1v1 to be the most efficient. Our empirical findings are affirmed by theoretical analysis that shows (1) regardless of the problem instance and the mistake probability, the 1v1 approach is guaranteed to terminate no later than the 1vr approach for many popular confidence bounds, and (2) the PPR-1v1 stopping rule is indeed asymptotically optimal. The PPR-1v1 algorithm is also parameter-free and computationally much faster than the other algorithms, making it a natural choice to apply to practical mode estimation problems. We illustrate its efficacy on two distinct real-world tasks.

Our paper opens several directions to explore in future work, including the application of the PPR martingale test on pure exploration problems in stochastic bandits and Markov Decision Problems. It could also be of much practical benefit to incorporate the PPR martingale test (in place of existing ones) in large-scale applications of sampling and decision making.
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A IMPLEMENTATION DETAILS

We specify the various baseline algorithms used in our comparisons in sections 2 and 3. For actual code see Appendix B.

Whether the implementation is 1v1 or 1vr, each algorithm has an atomic operation to maintain upper and lower confidence bounds on the parameter of a Bernoulli distribution.

- In the 1v1 approach, there is a separate Bernoulli associated with each pair of values \( v_i \) and \( v_j \) for \( 1 \leq i < j \leq k \) (hence a Bernoulli with mean \( \frac{p_i + p_j}{2} \)). Each confidence bound is drawn with mistake probability \( \delta^{K-1} \), which ensures \( \delta \)-correctness upon termination.

- In the 1vr approach, there is a separate Bernoulli associated with each value \( v_i \) for \( i \leq i \leq k \), taking \( \neg v_i \) as its other outcome (hence a Bernoulli with mean \( p_i \)). To ensure \( \delta \)-correctness upon termination, the mistake probability used is \( \delta^k \).

The actual confidence bounds used in different algorithms are listed below. In 1v1, the total number of samples \( (t) \) shown in the confidence bounds is to be taken as the sum of the number of occurrences of the corresponding \( (v_i, v_j) \) pair in question, while under 1vr, it is the total number of samples of \( P \) observed yet. Below we denote the empirical mean after \( t \) samples \( \hat{p}_t \), and the mistake probability associated with the confidence bound \( \delta \).

A.1 \( \mathcal{A}_1 \) (Shah et al., 2020)

We implement the algorithm as given in the original paper (Shah et al., 2020), which defines a confidence width

\[
\beta(t, \delta) = \sqrt{\frac{2V^t \ln(4t^2/\delta)}{t} + \frac{7\ln(4t^2/\delta)}{3(t-1)}}
\]

after \( t \) samples, where \( V^t \) is the empirical variance of the samples. Lower and upper confidence bounds are given by \( \hat{p}_t \pm \beta(t, \delta) \).

A.2 LUCB (Kalyanakrishnan et al., 2012) and KL-LUCB (Kaufmann and Kalyanakrishnan, 2013)

For LUCB (Kalyanakrishnan et al., 2012) and KL-LUCB (Kaufmann and Kalyanakrishnan, 2013), the “exploration rate” used is \( \beta(t, \delta) = \ln(\frac{405.5^t}{\delta}) \), which ensures \( \delta \) correctness when a union bound over \( t \) is performed (Kaufmann and Kalyanakrishnan, 2013).

LUCB sets its lower and upper confidence bounds as \( \hat{p}_t \pm \sqrt{\frac{2(t, \delta)}{2t}} \). KL-LUCB obtains them by performing a numerical computation to obtain the lower and upper confidence bounds as given below.

\[
\text{KL-LUCB lower confidence bound} = \min\{ q \in [0, \hat{p}_t] : t \times D_{KL}(\hat{p}_t \| q) \leq \beta(t, \delta) \}; \\
\text{KL-LUCB upper confidence bound} = \max\{ q \in [\hat{p}_t, 1] : t \times D_{KL}(\hat{p}_t \| q) \leq \beta(t, \delta) \}.
\]
A.3 KL-SN (Garivier 2013)

KL-SN (Garivier 2013) uses a more sophisticated exploration rate so as to avoid a naïve union bound over time. We first find \( \gamma > 1 \) that satisfies the following equation, and thereafter set the exploration rate as given below.

\[
2e^2 \gamma e^{-\gamma} = \delta \quad \text{and} \quad \beta(t, \delta) = \frac{\gamma(1 + \ln(\gamma))}{(\gamma - 1)\ln(\gamma)} \ln(\ln(t)) + \gamma.
\]

Using the above exploration rate, the confidence bounds are constructed in the same way as KL-LUCB.

\[
\text{KL-SN lower confidence bound } = \min\{q \in [0, \hat{p}_t]: t \times D_{KL}(\hat{p}_t||q) \leq \beta(t, \delta)\};
\]

\[
\text{KL-SN upper confidence bound } = \max\{q \in [\hat{p}_t, 1]: t \times D_{KL}(\hat{p}_t||q) \leq \beta(t, \delta)\}.
\]

B \ CODE DETAILS

The code used to run our experiments (from sections 2, 3, 5.1, and 5.2) is at https://github.com/rohanshah13/pac_mode_estimation. Below we provide details on the running time of our algorithms on a couple of problem instances, which are indicative of their relative order in general.

The results in Table 1 were obtained by performing each of the experiments for 100 iterations, with mistake probability \( \delta = 0.01 \). For the last 3 rows, for all algorithms except KL-SN 1v1, 200 iterations were used so as to reduce the error bars. A running-time comparison of all the algorithms across the 100 runs is given in Table 3. The runs were performed on an Intel Core i7-8750H CPU @ 2.20GHz processor.

| Algorithm | Type | Run time (seconds) |
|-----------|------|--------------------|
| \( A_1 \) | 1vr  | 9.01 ± 0.2         |
|           | 1v1  | 6.65 ± 0.17        |
| KL-SN     | 1vr  | 169.47 ± 5.76      |
|           | 1v1  | 2.74 ± 0.10        |
| PPR       | 1vr  | 51.5 ± 2.37        |
|           | 1v1  | 1.28 ± 0.06        |

The results in Table 2 and Table 3 were obtained by performing each of the experiments for 10 random seeds and setting the mistake probability to 0.01. The sampling of the votes from each of the constituencies were done with a batch size of 200. We used Google’s colabary services [1] for performing these experiments.

[1] https://colab.research.google.com/
C RELATING THE TERMINATION OF 1V1, 1VR, MD ALGORITHMS

In this section, we provide a proof of Lemma 2 and also comment on the plausible applicability of the result to concentration bounds not covered by the lemma. Since the actual working is relatively verbose, we divide the appendix into separate subsections. In Section C.1, we provide a relatively straightforward proof that the 1v1 versions of LUCB and \( \mathcal{A}_1 \) always terminate before their corresponding 1vr versions. In Section C.2, we work towards proving that PPR-1v1 always terminates before PPR-1vr, and we reduce this claim to an inequality on beta functions, which we conjecture to be true, and have verified empirically for a range of values. In Section C.3, we consider the multi-dimensional version of the PPR martingale stopping rule (denoted PPR-MD), which serves as an alternative for designing a stopping rule for mode estimation. This rule would use a Dirichlet prior (which is the conjugate of the multinomial distribution), and is analogous to the multi-variate PPR considered in Appendix C of Waudby-Smith and Ramdas (2020). We show that PPR-MD always stops after PPR-1v1 on every run. In Section C.4, we provide a simple proof that shows that LUCB-1vr termination implies the termination of PPR-1v1 on every run.

In summary, sections C.1, C.3 and C.4 complete the proof of Lemma 2 while Section C.2 concludes with a conjecture, which if true, would mean the termination of PPR-1vr implies the termination of PPR-1v1.

C.1 LUCB and \( \mathcal{A}_1 \) Algorithms

**LUCB:** Suppose we run both the variants of LUCB algorithm with \( \delta' = \frac{\delta}{K} \), where \( \delta \) is the mistake probability (in reality, we run the 1v1 with \( \sqrt{\frac{\delta}{K}} \); so it is even better). We will show that LUCB-1vr termination implies LUCB-1v1 termination. The LUCB algorithm can differentiate some \( i, j \in \{1, 2, \ldots, K\} \) such that \( i \neq j \) when

\[
\hat{p}_i^t - \sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}} \geq \hat{p}_j^t + \sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}},
\]

where \( \hat{p}_i^t \) denotes the empirical mean corresponds to observation \( i \). For 1v1, the corresponding condition for differentiating \( i, j \) will be

\[
\frac{\hat{p}_i^t}{\hat{p}_i^t + \hat{p}_j^t} - \sqrt{\frac{\ln \left( \frac{405.5^{s_i^t+1}}{\delta'} \right)}{2s_i^t}} \geq \frac{\hat{p}_j^t}{\hat{p}_i^t + \hat{p}_j^t} + \sqrt{\frac{\ln \left( \frac{405.5^{s_i^t+1}}{\delta'} \right)}{2s_i^t}},
\]

where \( s_i^t \) denotes the total number of samples coming from \( p_i \) and \( p_j \). Thus, to prove 1vr termination implies 1v1 termination, It is sufficient to prove that: If it is true that

\[
\hat{p}_i^t - \sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}} \geq \hat{p}_j^t + \sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}},
\]

then, it is also true that

\[
\frac{\hat{p}_i^t}{\hat{p}_i^t + \hat{p}_j^t} - \sqrt{\frac{\ln \left( \frac{405.5^{s_i^t+1}}{\delta'} \right)}{2s_i^t}} \geq \frac{\hat{p}_j^t}{\hat{p}_i^t + \hat{p}_j^t} + \sqrt{\frac{\ln \left( \frac{405.5^{s_i^t+1}}{\delta'} \right)}{2s_i^t}}.
\]

We have

\[
\hat{p}_i^t - \hat{p}_j^t \geq 2\sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}},
\]

\[
\Rightarrow \frac{\hat{p}_i^t - \hat{p}_j^t}{2(\hat{p}_i^t + \hat{p}_j^t)\sqrt{\frac{\ln \left( \frac{405.5^{s_i^t+1}}{\delta'} \right)}{2s_i^t}}} \geq \sqrt{\frac{\ln \left( \frac{405.5^{t+1}}{\delta'} \right)}{2t}}.
\]
Using the fact that $\hat{p}_i^t + \hat{p}_j^t = \frac{s_{ij}^t}{t}$ and the above inequality, we get

$$\frac{\hat{p}_i^t - \hat{p}_j^t}{2(\hat{p}_i^t + \hat{p}_j^t)\sqrt{\frac{\ln\left(\frac{405.5(s_{ij}^t+1)}{\delta'}\right)}{2s_{ij}^t}}} \geq \sqrt{t \ln\left(\frac{405.5^{t+1}}{\delta'}\right)}.$$

Since $\sqrt{t \ln\left(\frac{405.5^{t+1}}{\delta'}\right)}$ is an increasing function in $t$, and we know that $s_{ij}^t \leq t$, we have

$$\frac{\hat{p}_i^t - \hat{p}_j^t}{2(\hat{p}_i^t + \hat{p}_j^t)\sqrt{\frac{\ln\left(\frac{405.5(s_{ij}^t+1)}{\delta'}\right)}{2s_{ij}^t}}} \geq \sqrt{t \ln\left(\frac{405.5^{t+1}}{\delta'}\right)} \geq 1,$$

$$\Rightarrow \frac{\hat{p}_i^t}{\hat{p}_i^t + \hat{p}_j^t} - \sqrt{\frac{1}{2s_{ij}^t}} \ln\left(\frac{405.5(s_{ij}^t+1)}{\delta'}\right) \geq \frac{\hat{p}_j^t}{\hat{p}_i^t + \hat{p}_j^t} + \sqrt{\frac{1}{2s_{ij}^t}} \ln\left(\frac{405.5^{t+1}}{\delta'}\right).$$

Hence, we showed that the 1v1 variant of LUCB algorithm always terminates before its 1vr variant.

**Algorithm:** Suppose we run both the variants of $A_1$ algorithm with $\delta' = \frac{\delta}{K-1}$, where $\delta$ is the mistake probability (As above, we actually run 1v1 with $\frac{\delta}{K-1}$, so 1v1 will terminate even faster). The $A_1$ algorithm differentiates between $i, j \in \{1, 2, ..., K\}$ such that $i \neq j$ and $i$ is the winner when

$$\hat{p}_i^t - \sqrt{\frac{2V_t(Z^i) \ln \left(\frac{4t^2}{\delta'}\right)}{t}} - \frac{7 \ln \left(\frac{4t^2}{\delta'}\right)}{3(t-1)} \geq \hat{p}_j^t + \sqrt{\frac{2V_t(Z^j) \ln \left(\frac{4t^2}{\delta'}\right)}{t}} + \frac{7 \ln \left(\frac{4t^2}{\delta'}\right)}{3(t-1)},$$

where

$$V_t(Z^i) = \frac{s_i^t(t - s_i^t)}{t(t-1)},$$

in which $s_i^t$ denotes the total number of samples coming from $v_i$. Similarly, the condition for there to be a winner between $i, j$ in $A_1$ 1v1 will be:

$$\frac{\hat{p}_i^t}{\hat{p}_i^t + \hat{p}_j^t} - \sqrt{\frac{2V_{s_{ij}^t}(Z^i) \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{s_{ij}^t}} - \frac{7 \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{3(s_{ij}^t-1)} \geq \frac{\hat{p}_j^t}{\hat{p}_i^t + \hat{p}_j^t} + \sqrt{\frac{2V_{s_{ij}^t}(Z^j) \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{s_{ij}^t}} + \frac{7 \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{3(s_{ij}^t-1)},$$

where $s_{ij}^t = s_i^t + s_j^t$ denotes the total number of samples coming from $v_i$ and $v_j$, and $s_i^t$ denotes the number of samples coming from $v_i$.

To prove 1vr termination implies 1v1 termination, It is sufficient to prove that: If it is true that

$$\hat{p}_i^t - \sqrt{\frac{2V_t(Z^i) \ln \left(\frac{4t^2}{\delta'}\right)}{t}} - \frac{7 \ln \left(\frac{4t^2}{\delta'}\right)}{3(t-1)} \geq \hat{p}_j^t + \sqrt{\frac{2V_t(Z^j) \ln \left(\frac{4t^2}{\delta'}\right)}{t}} + \frac{7 \ln \left(\frac{4t^2}{\delta'}\right)}{3(t-1)},$$

then, it is also true that

$$\frac{\hat{p}_i^t}{\hat{p}_i^t + \hat{p}_j^t} - \sqrt{\frac{2V_{s_{ij}^t}(Z^i) \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{s_{ij}^t}} - \frac{7 \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{3(s_{ij}^t-1)} \geq \frac{\hat{p}_j^t}{\hat{p}_i^t + \hat{p}_j^t} + \sqrt{\frac{2V_{s_{ij}^t}(Z^j) \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{s_{ij}^t}} + \frac{7 \ln \left(\frac{4(s_{ij}^t)^2}{\delta'}\right)}{3(s_{ij}^t-1)}.$$
Using the same steps as in LUCB, we get

\[
2(\hat{p}_i^t + \hat{p}_j^t) \left( \sqrt{2V_{ij}(Z^t) \ln \left( \frac{4(s_{ij}^t)^2}{\delta} \right) s_{ij}^t} + \sqrt{2V_{ij}(Z^t) \ln \left( \frac{4(s_{ij}^t)^2}{\delta} \right) s_{ij}^t} + 14 \ln \left( \frac{4(s_{ij}^t)^2}{\delta} \right) \right)
\geq
\left( \sqrt{2tV_i(Z^t) \ln \left( \frac{4s_i^t}{\delta} \right) s_i^t} + \sqrt{2tV_i(Z^t) \ln \left( \frac{4s_i^t}{\delta} \right) s_i^t} + \frac{14t \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)} \right).
\]

We need to prove that the above expression is ≥ 1. We note that \(\sqrt{2tV_i(Z^t) \ln \left( \frac{4s_i^t}{\delta} \right)}\) are increasing functions in \(t\). Let \(f(t) = \frac{14t \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)}\). We write down the differential:

\[
f'(t) \propto 2(t-1) - \ln \left( \frac{4t^2}{\delta} \right).
\]

Thus, for \(t\) such that \(2(t-1) \geq \ln \left( \frac{4t^2}{\delta} \right)\), \(f(t)\) is an increasing function. We now look at the minimum value of \(s_i^t\) possible, and we show that \(s_i^t\) is always such that \(f(t)\) is an increasing function for \(t \geq s_i^t\). We proceed to look at a scenario in which lowest possible value for \(s_i^t\) is observed. Consider the case in which we observe \(t\hat{p}_i^t\) samples with value \(v_i\) (thus, the empirical mode is \(\hat{p}_i^t\) for \(v_i\)). Let’s assume that \(A_i\) 1vr algorithm declares \(i\) as the mode after observing \(t\hat{p}_i^t\) samples of \(v_i\). We assume that \(j\) has 0 samples, and then find the value of \(t\) that arises. Termination of \(A_i\) algorithm after \(t\) observations suggests (we ignore the empirical mean term, as it makes our lower bound on \(t\) only bigger):

\[
\hat{p}_i^t - \frac{7 \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)} \geq 0 + \frac{7 \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)} \implies \hat{p}_i^t \geq \frac{14 \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)}.
\]

Using the fact that \(t\hat{p}_i^t = s_i^t\), we arrive at:

\[
\frac{3\hat{p}_i^t(t-1)}{14} \geq \ln \left( \frac{4t^2}{\delta} \right) \implies \frac{3(s_i^t - \hat{p}_i^t)}{14} \geq \ln \left( \frac{4(s_i^t)^2}{\delta} \right).
\]

To show \(2(t_i - 1) \geq \ln \left( \frac{4(s_i^t)^2}{\delta} \right)\), it is sufficient to show that \(2(s_i^t - 1) \geq \frac{3}{14} (s_i^t - \hat{p}_i^t)\). For proving this, we make a mild assumption that \(s_i^t \geq 2\) as practically, \(A_i\) algorithm would need more than 2 samples from \(v_i\) to declare \(v_i\) as the mode. Under this assumption, we get:

\[
2(s_i^t - 1) - \frac{3}{14} (s_i^t - \hat{p}_i^t) = \frac{25}{14} s_i^t - 2 + \frac{3}{14} \hat{p}_i^t \geq \frac{11}{7} + \frac{3}{14} \hat{p}_i^t > 0.
\]

Hence, we note that

\[
\left( \sqrt{2tV_i(Z^t) \ln \left( \frac{4s_i^t}{\delta} \right) s_i^t} + \sqrt{2tV_i(Z^t) \ln \left( \frac{4s_i^t}{\delta} \right) s_i^t} + \frac{14t \ln \left( \frac{4s_i^t}{\delta} \right)}{3(t-1)} \right)
\geq 1
\]

since all the 3 terms are increasing, and thus \(A_i\) 1vr always stops after \(A_i 1v1\).
C.2 PPR

Suppose party $i, j$ have confidence sequences which do not intersect at some time $t$. Let the number of samples from party $i$ be $s^i_t$, and the number of samples from party $j$ be $s^j_t$, and without loss of generality assume $s^i_t > s^j_t$. Let $f$ be the number of samples from parties which are not $i$ or $j$. Then, the condition for party $i, j$ having confidence sequences which do not intersect can be written as

$$\exists \theta \in \left[ \frac{s^j_t}{s^i_t}, \frac{s^i_t}{s^j_t} \right] \text{ such that}$$

$$\frac{1}{\text{Beta}(\theta; s^i_t + 1, t - s^i_t + 1)} \geq \frac{K}{\delta},$$

$$\frac{1}{\text{Beta}(\theta; s^j_t + 1, t - s^j_t + 1)} \geq \frac{K}{\delta}.$$

Parties $i, j$ have a winner between them in PPR-1v1 when

$$\frac{1}{\text{Beta}(\frac{1}{2}; s^i_t + 1, s^j_t + 1)} \geq \frac{K - 1}{\delta}.$$

We will attempt to show that party $i, j$ having disjoint confidence sequences in PPR-1v1 implies party $i, j$ having a winner between them in PPR-1v1. This will imply that PPR-1v1 always terminates before PPR-1v1. Noting that

$$\text{Beta}(\theta, s^i_t, s^j_t) = \theta^{s^i_t - 1} (1 - \theta)^{s^j_t - 1} \frac{\Gamma(s^i_t) \Gamma(s^j_t)}{\Gamma(s^i_t + s^j_t)},$$

we are given that

$$\frac{\delta}{K} \geq \frac{\theta s^i_t (1 - \theta)^{t - s^i_t}}{B(s^i_t + 1, t - s^i_t + 1)},$$

$$\frac{\delta}{K} \geq \frac{\theta s^j_t (1 - \theta)^{t - s^j_t}}{B(s^j_t + 1, t - s^j_t + 1)}.$$

And we wish to show that

$$\frac{\delta}{K - 1} \geq \frac{1}{2^{s^i_t + s^j_t} B(s^i_t + 1, s^j_t + 1)}.$$

We denote

$$\frac{\theta s^i_t (1 - \theta)^{t - s^i_t}}{B(s^i_t + 1, t - s^i_t + 1)} = L_1(\theta),$$

$$\frac{\theta s^j_t (1 - \theta)^{t - s^j_t}}{B(s^j_t + 1, t - s^j_t + 1)} = L_2(\theta).$$

Thus, it is sufficient to show that, $\forall \theta \in \left[ \frac{s^j_t}{s^i_t}, \frac{s^i_t}{s^j_t} \right]$,

$$\max(L_1(\theta), L_2(\theta)) \geq \frac{K - 1}{K 2^{s^i_t + s^j_t} B(s^i_t + 1, s^j_t + 1)}.$$

Consider

$$L'_1(\theta) \propto s^i_t (1 - \theta) - (t - s^i_t) \theta,$$

$$L'_1(\theta) \propto s^i_t - t \theta$$

$$\implies L'_1(\theta) \geq 0 \forall \theta \leq \frac{s^i_t}{t}. $$
Similarly, consider

\[
L_2'(\theta) \propto s_j^t(1 - \theta) - (t - s_j^t)\theta
\]
\[
L_2'(\theta) \propto s_j^t - t\theta,
\]
\[
\implies L_2'(\theta) \leq 0 \forall \theta \geq \frac{s_j^t}{t}.
\]

Thus, we note that in our range of \( \theta \), \( L_1(\theta) \) is increasing and \( L_2(\theta) \) is decreasing. Consider \( \theta^* \) such that \( L_1(\theta^*) = L_2(\theta^*) \). We will prove that considering only the value \( \theta = \theta^* \) is sufficient to prove that

\[
\max (L_1(\theta), L_2(\theta)) \geq \frac{K - 1}{K2s_j^t + s_j^t B(s_i^t + 1, s_j^t + 1)}
\]

for the entire range of \( \theta \in \left[ \frac{s_j^t}{t}, \frac{s_i^t}{t} \right] \). First, we prove that \( \theta^* \) lies in this range itself. The equation \( L_1(\theta^*) = L_2(\theta^*) \) gives us the implicit equation

\[
\left( \frac{\theta^*}{1 - \theta^*} \right) = \left[ \frac{s^t_j!(t - s_j^t)!}{s^t_j!(t - s_j^t)!} \right]^{s_j^t - s_j^t - 1}.
\]

We first prove \( \theta^* \geq \frac{s_j^t}{t} \). This is the same as showing that \( \frac{\theta^*}{1 - \theta^*} \geq \frac{s_j^t}{t} \). We show that

\[
\frac{s_j^t}{t - s_j^t} \leq \left[ \frac{s^t_j!(t - s_j^t)!}{s^t_j!(t - s_j^t)!} \right]^{s_j^t - s_j^t - 1}
\]
\[
\iff \left( \frac{s_j^t}{t - s_j^t} \right)^{s_j^t - s_j^t - 1} \leq \left[ \frac{(s_j^t + 1)(s_j^t + 2)...(t - s_j^t)}{(s_j^t + 1)(s_j^t + 2)...(t - s_j^t)} \right].
\]

To prove the above inequality, first note that

\[
\frac{s_j^t}{t - s_j^t} \leq \frac{s_j^t + 1}{t - s_j^t}.
\]

Hence, it is sufficient now to show

\[
\left( \frac{s_j^t}{t - s_j^t} \right)^{s_j^t - s_j^t - 1} \leq \left[ \frac{(s_j^t + 1)(s_j^t + 2)...(t - s_j^t)}{(s_j^t + 1)(s_j^t + 2)...(t - s_j^t - 1)} \right].
\]

We know that \( s_j^t < s_i^t \). Suppose that \( s_j^t = s_i^t - 1 \); then the above equation has both LHS = 1 and RHS = 1, hence it is true. Otherwise, if \( s_j^t < s_i^t - 1 \), we have

\[
\frac{s_j^t}{t - s_j^t} \leq \frac{s_j^t + 2}{t - s_j^t - 1}.
\]

And proceeding in a similar fashion, we can show inductively that

\[
\frac{s_j^t}{t - s_j^t} \leq \left[ \frac{s^t_j!(t - s_j^t)!}{s^t_j!(t - s_j^t)!} \right]^{s_j^t - s_j^t - 1}.
\]

In the same way, we can also show that

\[
\frac{s_i^t}{t - s_i^t} \geq \left[ \frac{s^t_i!(t - s_i^t)!}{s^t_i!(t - s_i^t)!} \right]^{s_i^t - s_i^t - 1}.
\]
This proves that \( \theta^* \in \left[ \frac{s_i}{t}, \frac{s_i}{t} \right] \). Moreover, since \( L_1(\theta) \) is increasing and \( L_2(\theta) \) is decreasing, we have that
\[
L_1(\theta^*) \leq L_1(\theta), \quad \theta \geq \theta^*,
\]
\[
L_2(\theta^*) \geq L_2(\theta), \quad \theta \leq \theta^*.
\]
Combining the above two equations and noting that \( L_1(\theta^*) = L_2(\theta^*) \), we get that
\[
\max(L_1(\theta^*), L_2(\theta^*)) \leq \max(L_1(\theta), L_2(\theta)), \quad \theta \in \left[ \frac{s_i}{t}, \frac{s_i}{t} \right].
\]
Thus, if we show that
\[
\max(L_1(\theta^*), L_2(\theta^*)) \geq \frac{K-1}{K2^{s_i + s_i} B(s_i + 1, s_i + 1)}
\]
we are done. We need to show that
\[
\frac{(\theta^*)^{s_i} (1 - \theta^*)^{t-s_i}}{B(s_i + 1, t-s_i + 1)} \geq \frac{K-1}{K2^{s_i + s_i} B(s_i + 1, s_i + 1)},
\]
where \( \left( \frac{\theta^*}{1-\theta^*} \right) \left( \frac{s_i!}{s_i!} \right) \leq \left( \frac{1}{s_i!} \right)^{t-s_i}.
\]
We ran computer simulations to verify the correctness of the above equation exhaustively for all values of \( s_i, s_i, t \in [1, 200] \). Thus, we conjecture that the above equation is true for all \( s_i, s_i, t > 0 \) such that \( s_i > s_i \).

C.3 Comparison with Multidimensional PPR (PPR-MD)

The Dirichlet distribution is the conjugate prior of the Multinomial distribution, and hence can be used to implement a PPR-based stopping rule, which is similar in principle to the multi-variate PPR given in Appendix C in Waudby-Smith and Ramdas (2020). In specific, the PDF of the Dirichlet distribution is given as
\[
pdf(\bar{p}) = \frac{\prod_{i=1}^{K} \bar{p}_i^{\alpha_i-1}}{B(\alpha)},
\]
\[
B(\alpha) = \frac{\prod_{i=1}^{K} \Gamma(\alpha_i)}{\Gamma(\sum_{i=1}^{K} \alpha_i)}.
\]
At each time-step \( t \), we maintain a confidence set \( C^t \) with \( \bar{p} \in [0, 1]^k \), such that \( C^t \seteq \{ \bar{p} : R^t(\bar{p}) < \frac{1}{3} \} \). We stop at time \( t \) when all the \( \bar{p} \in C^t \) have the same unique mode. We call this stopping rule PPR-MD (Multi-dimensional). We note that, with prior \( \alpha = [1, \ldots, 1] \),
\[
R^t(\bar{p}) = \frac{1}{(K-1)!} \times \frac{B(\alpha)}{\prod_{i=1}^{K} \bar{p}_i^{\alpha_i-1}}.
\]
We will show that if the PPR-MD stopping rule stops at a point, then PPR-1v1 would also have stopped. In other words, PPR-MD stopping implies PPR-1v1 stopping on every run.

Let the number of observations from \( v_1, v_2, \ldots, v_K \) until timestep \( t \) be \( s_1, s_2, \ldots, s_K \). Without loss of generality, order them such that \( s_1 \geq s_2 \geq \ldots \geq s_K \). We denote the empirical means as \( \bar{p}_i = \frac{s_i}{t} \). We note that, when PPR-MD stops, \( x_1 = (\bar{p}_1 + \bar{p}_2, \bar{p}_2 + \bar{p}_3, \ldots, \hat{p}_K) \) must not lie in the confidence set. Explicitly,
\[
\frac{(\bar{p}_1 + \bar{p}_2 + \ldots + \hat{p}_K) s_i s_i \ldots s_K}{s_i s_i \ldots s_K} \leq \frac{\delta(s_1 + s_2 + \ldots + s_K + K-1)!}{(K-1)!}.
\]
We divide our proof into two parts. First, we show the implication for \( K = 3 \), and then we extend our proof to general \( K \geq 3 \).
C.3.1 Proof for $K = 3$

When $K = 3$, PPR-1v1 stops when
\[
\left(\frac{1}{2}\right)^{s_1 + s_2} (s_1^t + s_2^t + 1)! \leq \delta
\]
and PPR-MD stopping implies that (using that $K = 3$)
\[
\left(\frac{p_{1t}^t + p_{2t}^t}{2}\right)^{s_1 + s_2} (\hat{p}_3^t)^{s_1}(s_1^t + s_2^t + s_3^t + 2)! \leq \delta
\]
If we can show that
\[
\left(\frac{p_{1t}^t + p_{2t}^t}{2}\right)^{s_1 + s_2} (\hat{p}_3^t)^{s_1}(s_1^t + s_2^t + s_3^t + 2)! \geq \left(\frac{1}{2}\right)^{s_1 + s_2} (s_1^t + s_2^t + 1)!
\]
for all $s_1, s_2, s_3$ such that $s_1^t \geq s_2^t \geq s_3^t$, then PPR-MD stopping will imply PPR-1v1 stopping for $K = 3$.

We note that this is equivalent to showing
\[
(\hat{p}_1^t + \hat{p}_2^t)^{s_1 + s_2}(\hat{p}_3^t)^{s_1} \geq \frac{s_2^t!(s_1^t + s_2^t + 1)!}{(s_1^t + s_2^t + s_3^t + 2)!}
\]
\[
\Leftrightarrow \frac{(s_1^t + s_2^t)^{s_1 + s_2}(s_3^t)^{s_1}}{(s_1^t + s_2^t + s_3^t)^{s_1 + s_2 + s_3}} \geq \frac{s_2^t!(s_1^t + s_2^t + 1)!}{(s_1^t + s_2^t + s_3^t + 2)!}
\]
\[
\Leftrightarrow \frac{x^x y^y}{(x + y)^{x+y}} \geq \frac{(x + 1)!y!}{(x + y + 2)!}, \text{ where } x = s_1^t + s_2^t, y = s_3^t
\]
for all $x, y$, such that $y \geq 0, x \geq 2y$. Note that, when $y = 0$, the $y^y$ term tends to 1; hence, the above statement is true. Subsequently, we will consider $y > 0$. Let
\[
f(x, y) = \frac{x^x y^y(x + 2)(x + y + 2)}{y!(x + y)^{x+y}}
\]
We want to show that
\[
f(x, y) \geq 1 \text{ when } y > 0, x \geq 2y.
\]
We show this in two steps. First, we show that $f(x, y)$ is an increasing function of $x$ when $y$ is fixed. Since $f(x, y)$ is increasing in $x$, we then choose the minimum value of $x$ with fixed $y$ (i.e., $x = 2y$) and prove that $f(2y, y) \geq 1$ for all $y > 0$, which implies that $f(x, y) \geq 1$ for all $y > 0, x \geq 2y$.

**Showing that $f(x, y)$ is Increasing in $x$**

Recapping, we need to show that
\[
f(x, y) = \frac{y^y(x + 2)(x + y + 2)}{y!(x + y)^y (1 + \frac{2}{y})^y}
\]
is increasing with respect to $x$ while keeping $y$ fixed. We write down the partial derivative of $\ln(f(x, y))$ with respect to $x$ as follows:
\[
\frac{\partial \ln(f(x, y))}{\partial x} = \sum_{j=2}^{y} \frac{1}{x+j} - \frac{y}{x+y} + \frac{1}{x+y+2} + \frac{1}{x+y+1} + 1 - \frac{x}{x+y} - \ln\left(\frac{x+y}{x}\right)
\]
\[
\Leftrightarrow \frac{\partial \ln(f(x, y))}{\partial x} = \sum_{j=2}^{y} \frac{1}{x+j} + \frac{1}{x+y+2} + \frac{1}{x+y+1} - \ln\left(\frac{x+y}{x}\right).
\]
We note that
\[
\frac{1}{x + j} \geq \int_{w=j}^{w=j+1} \frac{1}{x + w} \, dw = \ln \left( \frac{x + j + 1}{x + j} \right)
\]
\[
\Rightarrow \sum_{j=2}^{y} \frac{1}{x + j} \geq \ln \left( \frac{x + y + 1}{x + 2} \right).
\]

Thus, if we show that
\[
g(x, y) = \ln \left( \frac{x + y + 1}{x + 2} \right) + \frac{1}{x + y + 2} + \frac{1}{x + y + 1} - \ln \left( \frac{x + y}{x} \right) \geq 0 \text{ when } y > 0, x \geq 2y
\]
this is sufficient to show that \( \frac{\partial \ln(f(x,y))}{\partial x} \geq 0 \) when \( y \geq 0, x \geq 2y \). We combine terms to get
\[
g(x, y) = \frac{1}{x + y + 2} + \frac{1}{x + y + 1} - \ln \left( \frac{(x + y)(x + 2)}{(x + y + 1)x} \right)
\]
We will now show that keeping \( x \) fixed, \( g(x, y) \) is a decreasing function of \( y \). Hence, it will be sufficient to consider the maximum possible value of \( y \) to show that \( g(x, y) \geq 0 \). We see that
\[
\frac{\partial g(x, y)}{\partial y} = -\left( \frac{3x^3 + x^2(9y + 11) + x(9y^2 + 22y + 13) + 3y^3 + 11y^2 + 13y + 4}{(x + y)(x + y + 1)^2(x + y + 2)^2} \right)
\]
\[
\Rightarrow \frac{\partial g(x, y)}{\partial y} \leq 0, y > 0, x \geq 2y.
\]

Hence, \( g(x, y) \) is decreasing in \( y \). Thus, it is enough to consider the maximal possible value of \( y \) for a fixed \( x \) to show that \( g(x, y) \geq 0 \). For a fixed \( x \), the maximum possible \( y \) is \( \frac{x}{2} \). Hence, we have that
\[
h(x) = g(x, x/2) = \frac{2}{3x + 4} + \frac{2}{3x + 2} - \ln \left( \frac{3(x + 2)}{(3x + 2)} \right),
\]
and we need to show that \( h(x) \geq 0 \) when \( x > 0 \). We have
\[
h'(x) = -\left( \frac{8(3x^2 + 21x + 14)}{(x + 2)(3x + 2)^2(3x + 4)^2} \right)
\]
\[
\Rightarrow h'(x) \leq 0 \text{ when } x > 0.
\]
Thus, \( h(x) \) is a decreasing function of \( x \). We see that, as \( x \to \infty, h(x) \to 0 \). Thus, \( h(x) \geq 0 \) when \( x > 0 \). This means that \( g(x, x/2) \geq 0 \implies g(x, y) \geq 0 \implies \frac{\partial f(x,y)}{\partial x} \geq 0 \) which implies that \( f(x,y) \) is an increasing function of \( x \).

**Showing that \( f(x, y) \geq 1 \)**

Since \( f(x,y) \) is an increasing function of \( x \) when \( y \) is fixed, it is sufficient to show that \( f(x,y) \geq 1 \) for the minimum possible value of \( x \). We note that the minimum possible value of \( x \) is \( x = 2y \). We have
\[
f(2y, y) - 1 = \frac{y^y(2y + 2)...(3y + 2) - y!(3y)^y \left( \frac{3}{2} \right)^{2y}}{y!(3y)^y \left( \frac{3}{2} \right)^{2y}}.
\]
The denominator is positive. We show that the numerator is positive for all \( y > 0 \).
\[
h(2y, y) = y^y(2y + 2)...(3y + 2) - y!(3y)^y \left( \frac{3}{2} \right)^{2y}
\]
\[
\Rightarrow h(2y, y) = y^y \left( (2y + 2)...(3y + 2) - y! \left( \frac{27}{4} \right)^y \right).
\]
Let
\[ c(y) = (2y + 2)...(3y + 2) - y! \left( \frac{27}{4} \right)^{y}. \]

We will show that \( c(y) > 0 \) when \( y > 0 \). First, we note that \( c(1) > 0 \). We now use induction; assume that \( c(y) > 0 \) for some \( y \). We will show that \( c(y + 1) > 0 \). We have that
\[
  c(y) = (2y + 2)...(3y + 2) - y! \left( \frac{27}{4} \right)^{y} > 0
  \implies d(y) = \frac{(2y + 2)...(3y + 2)}{y! \left( \frac{27}{4} \right)^{y}} > 1.
\]

We want to show that
\[
  c(y + 1) = (2y + 4)...(3y + 5) - (y + 1)! \left( \frac{27}{4} \right)^{y+1} > 0
  \iff d(y + 1) = \frac{(2y + 4)...(3y + 5)}{(y + 1)! \left( \frac{27}{4} \right)^{y+1}} > 1.
\]

We will show that
\[
  \frac{d(y + 1)}{d(y)} = \frac{(3y + 3)(3y + 4)(3y + 5)}{(2y + 2)(2y + 3)(y + 1)\frac{27}{4}} > 1
  \iff (3y + 3)(3y + 4)(3y + 5) - (2y + 2)(2y + 3)(y + 1)\frac{27}{4} > 0.
\]

We note that the last expression turns out to be a quadratic in \( y \) which is always positive when \( y > 0 \). Hence, \( \frac{d(y + 1)}{d(y)} > 1 \) when \( y > 0 \). Thus, since by our induction hypothesis we have that \( d(y) > 1, y > 0 \) and by our proof above we have that \( \frac{d(y + 1)}{d(y)} > 1, y > 0 \), we note that this implies \( d(y + 1) = d(y) \frac{d(y + 1)}{d(y)} > 1 \), which is what we wanted to show in our induction step. Hence, proved.

### C.3.2 Extending to General \( K \)

For a general \( K \), PPR-1v1 stops when
\[
  \left( \frac{1}{2} \right)^{s_1^i + s_2^i} \frac{s_1^i + s_2^i + 1}{s_1^i! s_2^i!} \leq \frac{\delta}{K - 1}
\]

and when PPR-MD stops, it is true that (by choosing \( x = (\frac{\hat{p}_1 + \hat{p}_2}{2}, \frac{\hat{p}_1 + \hat{p}_2}{2}, \ldots, \hat{p}_K) \))
\[
  \left( \frac{\hat{p}_1 + \hat{p}_2}{2} \right)^{s_1^i + s_2^i} (\hat{p}_3)^{s_3^i} (\hat{p}_4)^{s_4^i} (\hat{p}_K)^{s_K^i} (s_4^i + s_3^i + s_2^i + s_1^i + 1)! \leq \frac{\delta}{(K - 1)!}.
\]

If we show that
\[
  \frac{(K - 2)! \left( \frac{\hat{p}_1 + \hat{p}_2}{2} \right)^{s_1^i + s_2^i} (\hat{p}_3)^{s_3^i} (\hat{p}_4)^{s_4^i} (\hat{p}_K)^{s_K^i} (s_4^i + s_3^i + s_2^i + s_1^i + 1)!}{s_1^i! s_2^i! s_3^i! s_4^i! \ldots s_K^i!} \geq \left( \frac{1}{2} \right)^{s_1^i + s_2^i} (s_1^i + s_2^i + 1)!
\]
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then PPR-MD stopping will imply PPR-1v1 stopping. We will show this by using a sequence of inequalities as follows:

\[
\frac{(K - 2)!(\hat{p}_1 + \hat{p}_2)^{s_1 + s_2}}{2} \frac{(\hat{p}_3)^s_3 (\hat{p}_4)^s_4 \cdots (\hat{p}_K)^s_K (s_1^t + s_2^t + s_3^t + \ldots + s_K^t + K - 1)!}{s_1^t! s_2^t! s_3^t! \cdots s_K^t!} \geq \frac{(K - 3)!(\hat{p}_1 + \hat{p}_2)^{s_1 + s_2}}{2} (\hat{p}_3)^s_3 (\hat{p}_4)^s_4 \cdots (\hat{p}_{K-1})^{s_{K-1}} (s_1^t + s_2^t + s_3^t + \ldots + s_{K-1}^t + K - 2)!}{s_1^t! s_2^t! s_3^t! \cdots s_{K-1}^t!} \geq \ldots \geq \frac{1}{2} (\frac{1}{2})^{s_1^t + s_2^t} (s_1^t + s_2^t + 1)!.
\]

We will show the first inequality, and the rest follow the same structure except the last (for \(K = 3\), which was already shown in the subsection above. Note that the last inequality does not follow the same structure due to the lack of \(\hat{p}_1 + \hat{p}_2\) term in the RHS, since this does not show up in the PPR-1v1 expression. Showing the first inequality is equivalent to showing

\[
(K - 2)(\hat{p}_K)^s_K \geq \frac{(s_1^t + s_2^t + \ldots + s_{K-1}^t + K - 2)! s_K^t!}{(s_1^t + s_2^t + \ldots + s_K^t + K - 1)!} \quad \Leftrightarrow \quad (K - 2) \frac{(s_K^t)^{s_K}}{(s_1^t + s_2^t + \ldots + s_K^t)^{s_K}} \geq \frac{(s_1^t + s_2^t + \ldots + s_{K-1}^t + K - 2)! s_K^t!}{(s_1^t + s_2^t + \ldots + s_K^t + K - 1)!} \quad \Leftrightarrow \quad (K - 2) \frac{y^y}{(x + y)^y} \geq \frac{(x + K - 2)! y!}{(x + y + K - 1)!}, \quad x \geq (K - 1)y, \quad \text{where} \quad x = s_1^t + s_2^t + \ldots + s_{K-1}^t, \quad y = s_K^t.
\]

We already know that

\[
\frac{x^x y^y}{(x + y)^{x+y}} \geq \frac{(x + 1)! y!}{(x + y + 2)!}, \quad \text{where} \quad x \geq 2y, \quad y > 0
\]

from our proof for \(K = 3\). In this equation, mutlitplying the LHS by \(\frac{(K - 2)(x+y)^x}{x^x}\) which is a factor greater than 1, and multiplying the RHS by \(\frac{(x+2)(x+K-2)}{(x+y+1)(x+y+K-1)}\), which is a factor less than 1, we have the inequality that

\[
\frac{x^x y^y}{(x + y)^{x+y}} \geq \frac{(x + K - 2)! y!}{(x + y + K - 1)!}, \quad x \geq 2y
\]

which directly implies what we wanted to show. Hence, even in the case of \(K\) parties, PPR-MD stopping implies PPR-1v1 stopping.

### C.4 PPR-1v1 and \(A_1\)-1v1

Both PPR-1v1 and \(A_1\)-1v1 reduce to a single application of PPR-Bernoulli and \(A_1\), respectively, between \(v_{\text{first}(t)}\) and \(v_{\text{second}(t)}\). Thus it suffices to prove \(G(PPR\text{-Bernoulli}, A_1, X, \delta)\), assuming \(X\) is generated by distribution \(P\) over two values.

After any arbitrary \(t\) timesteps, without loss of generality, assume \(first(t) = 1\) and \(\hat{p}_1 = \frac{s_1^t}{t}\). We prove the following:

\[
\neg \text{TERM}^t_{PPR} \iff \neg \text{TERM}^t_{A_1}, \quad \text{where}
\]

\[
\text{TERM}^t_{PPR} \iff \text{Beta}(0.5; s_1^t + 1, t - s_1^t + 1) \leq \delta, \quad \text{and}
\]

\[
\text{TERM}^t_{A_1} \iff \hat{p}_1^t - \beta(t, \delta) > 0.5, \quad \beta(t, \delta) = \sqrt{2 \ln \left(\frac{4t^2/\delta}{\delta} \right)} t + \frac{7 \ln(4t^2/\delta)}{3(t-1)}.
\]

From Lemma 6 (see Appendix D), \(\neg \text{TERM}^t_{PPR}\) implies

\[
tKL(\hat{p}_1||0.5) < \ln \left(\frac{t + 1}{\delta}\right).
\]
Applying Pinsker’s inequality, we get,
\[ \frac{(2(\hat{p}_t^i - 0.5))^2}{2 \ln(2)} < \ln \left( \frac{t + 1}{\delta} \right). \]  
(2)

**Case 1:** \(0.50 \leq \hat{p}_1^t \leq 0.77\)
Rearranging equation 2 gives us,
\[ \hat{p}_1^t < 0.5 + \beta(t, \delta) \]
\[ \implies \neg \text{TERM}_{A1}^t. \]

**Case 2:** \(0.77 < \hat{p}_1^t \leq 1\)
The lower confidence bound given by the \(A_1\) algorithm is
\[ \hat{p}_1^t - \beta(t, \delta) = \hat{p}_1^t - \left( \frac{2V^1 \ln(4t^2/\delta)}{t} + \frac{7\ln(4t^2/\delta)}{3(t-1)} \right) \]
\[ \implies \hat{p}_1^t - \beta(t, \delta) \leq \hat{p}_1^t - \frac{7}{3} \ln \left( \frac{t + 1}{\delta} \right) \]
\[ \implies \hat{p}_1^t - \beta(t, \delta) \leq \hat{p}_1^t - \frac{14(0.5 - \hat{p}_1^t)^2}{3 \ln(2)} \quad \text{(using equation 2).} \]

Since \(f(\hat{p}_1^t) = \hat{p}_1^t - \frac{14(0.5 - \hat{p}_1^t)^2}{3 \ln(2)} \) is a decreasing function for \(\hat{p}_1^t \geq 0.77\), and \(f(0.77) = 0.28\), we have \(\neg \text{TERM}_{PPR}^t\) implies
\[ \hat{p}_1^t - \beta(t, \delta) \leq 0.5 \]
\[ \implies \neg \text{TERM}_{A1}^t. \]
D PROOF OF ASYMPTOTIC OPTIMALITY OF PPR-1v1

We present a full proof of Theorem 3 Consider a categorical distribution $\mathcal{P}(p, v, K)$ having parameters $p_1 > p_2 \ldots \geq p_K$ for $K \geq 2$. We show that PPR-1v1 asymptotically matches the lower bound given in Theorem 1 when $\mathcal{P}$ is defined as follows: $p_i = p_i^* = \frac{p_{i+1}}{2}$ and $\forall i > 2, p_i = p_i$. Observe that although $\mathcal{P}$ itself does not have $v_2$ as its mode, it yields the supremum defined in LB($\mathcal{P}, \delta$) among distributions that do have $v_2$ as mode. Hence it is a sufficient choice for our proof, which proceeds in two major steps.

1. In subsection D.1 we fix arbitrary $\epsilon > 0$ as input, and define $T^*$ such that $\lim_{\delta \to 0} \frac{T^*}{\ln (1/\delta)} = \frac{(1+\epsilon)}{KL(P || P^*)}$. Then assuming we have $T^*$ tests in total, we lower bound the number of samples obtained for each of the 1v1 tests involving $v_1$.

2. In subsection D.2 we show that the number of samples obtained for each test is sufficient for PPR-Bernoulli to terminate and declare $v_1$ as the winner. The arguments in this subsection are along the lines of those used by Garivier and Kaufmann (2016).

D.1 Lower Bounding the Number of Samples Obtained for each 1v1 Test

Given arbitrary $\epsilon > 0$ and $\alpha > 0$, let us introduce $T^*$:

$$T^* \overset{\text{def}}{=} \frac{1+\epsilon}{KL(P || P^*)} \left( \ln \left( \frac{K-1}{\delta} \right) + \max_{j \in \{2,3,\ldots,K\}} H_j \right) + \frac{K}{1-K\xi} N(P, \xi, 2 \alpha) + \frac{K}{1-K\xi} T_0(\gamma).$$

We start by defining the notation used:

- $\xi(P, \epsilon): 0 < \xi < \min |p_1 - p_2|/4$ is small enough so that $\left(1 - \frac{\xi}{p_1+p_K}\right) (1 + \frac{\xi}{2}) > 1$.
- $\gamma(\epsilon): \gamma > 0$ is small enough so that $(1+\gamma) (1 + \frac{\xi}{2}) < (1+\epsilon)$.
- $T_0(\gamma): T_0$ is large enough such that $\forall t \geq T_0(\gamma), t^{1+\gamma} > t + 1$.
- $H_j = \ln \left( e^{\left(\frac{1+\epsilon/2}{KL(P^{\star/}(p_1+p_K)||0.5)}\right)^{1+\gamma}} \right)$ + $\ln \left( \frac{K-1}{\delta} \left( \frac{1+\epsilon/2}{KL(P^{\star/}(p_1+p_K)||0.5)} \right)^{1+\gamma} \right)$.
- $\xi'(P, \xi, \epsilon): \xi'$ is such that $\left|p_i' - p_i\right| < \xi' \implies D\left(\frac{p_i'}{p_i+\xi'} || 0.5\right) \geq \frac{D(p_i/p_1 + p_K) || 0.5}{(1-\xi/\xi')/(p_1+\xi')} (1+\epsilon/2)$ for $i \in \{2,3,\ldots,K\}$.
- $N(P, \xi, 2 \alpha):$ First, we introduce $\sigma = \max \left\{ t \in N^* : \left|p_i' - p_i\right| \geq \min\left(\frac{\xi}{2}, \xi'\right) \right\}$. By the law of large numbers, for every $\alpha \in (0,1)$, there exists $N(P, \xi, 2 \alpha)$, such that $\mathbb{P} (\sigma \leq N(P, \xi, 2 \alpha)) > 1 - \alpha$.
- $E_\alpha$: We define the event $E_\alpha = \left\{ \forall t \geq N(P, \xi, 2 \alpha), \forall i \in \{2,3,\ldots,K\} : \left|p_i' - p_i\right| < \min\left(\frac{\xi}{2}, \xi'\right) \right\}$. From the definition of $N$, $\mathbb{P}(E_\alpha) > 1 - \alpha$.

At time step $t > 0$ let $s_i^t$ denote the number of samples of $v_i$, and $\hat{s}_i^t = \frac{s_i^t}{t}$ denote the empirical mean for value $v_i$. For convenience we use $KL(q_1 || q_2)$ to denote $KL(\text{Bernoulli}(q_1) || \text{Bernoulli}(q_2))$. We will now show that conditioned on $E_\alpha$, we have enough samples to separate each class $i \in \{2,3,\ldots,K\}$ from the mode 1, i.e. $s_i^t + \hat{s}_i^t$ is sufficiently large.
where the second inequality follows from Lemma 4.

### D.2 Termination of the 1v1 Tests

We have shown that conditional on the event $E_\alpha$,

$$s_1^{T^*} + s_i^{T^*} \geq \frac{(1 - \xi/(p_1 + p_i))(1 + \epsilon)(1 + \gamma)}{KL(p_1/(p_1 + p_i)|0.5)} \left( \ln \frac{K - 1}{\delta} + H_i \right) + N(\mathcal{P}, \xi, \epsilon, \alpha) + T_0(\gamma).$$

Consider $c_1 = KL(p_1/(p_1 + p_i)|0.5)$, $c_2 = K^{-1} - \alpha = 1 + \gamma$. Since for $p \in (0.5, 1], KL(p||0.5) \leq \ln(2) < 1$ we have $c_1^\alpha \leq \ln(2)$. If $\delta \leq 0.5$, we can see that $\frac{c_2}{c_1} \geq \frac{2}{ln(2)} > e$. This allows us to use Lemma 5 and state the following for $\delta \leq 0.5$,

$$\frac{s_1^{T^*} + s_i^{T^*}}{(1 - \xi/(p_1 + p_i))(1 + \epsilon)} \geq \frac{KL(p_1/(p_1 + p_i)||0.5)}{\left( 1 + \gamma \right)} \geq \frac{\ln \left( \frac{(K - 1)(s_1^{T^*} + s_i^{T^*})^{1 + \gamma}}{\delta} \right)}{\ln \left( \frac{(K - 1)(s_1^{T^*} + s_i^{T^*} + 1)}{\delta} \right)}.$$

By the definition of $N(\mathcal{P}, \xi, \epsilon, \alpha)$, for $\delta \leq 0.5$ we know that,

$$\frac{(s_1^{T^*} + s_i^{T^*})KL(p^{T^*}/p^{T^*}_1 + p^{T^*}_i)||0.5)}{\left( 1 + \gamma \right)} \geq \ln \left( \frac{(K - 1)(s_1^{T^*} + s_i^{T^*} + 1)}{\delta} \right) = \text{Beta}(0.5, s_1^{T^*} + 1, s_i^{T^*} + 1) \leq \frac{\delta}{K - 1}$$

where the last implication follows from Lemma 5. At this stage the PPR-Bernoulli Stopping Rule declares that $p_1^{T^*} = p_i^{T^*}$.

The above proof tells us that under the event $E_\alpha$, after $T^*$ samples, PPR-Bernoulli decides that for $i \in \{2, 3, \ldots, K\}$, $p_1 > p_i$, i.e. $v_1$ is the mode of the distribution. Therefore, if $\tau$ denotes the stopping time of PPR-1v1, we have the following bound.

$$\mathbb{P}(\tau \leq T^*) > 1 - \alpha \implies \mathbb{P} \left( \lim_{\delta \to 0} \frac{\tau}{\ln(1/\delta)} \leq \frac{1 + \epsilon}{KL(\mathcal{P}||\mathcal{P}_0)} \right) > 1 - \alpha.$$
To show that the lower bound of Shah et al. (2020) is matched, we upper bound the expected stopping time, using a commonly-known result to bound the tail probability for a binomial random variable.

\[ P(\tau > T^*) \leq P(E_{\alpha}^C). \]

\[ E(\tau) \leq T^* + \sum_{i=1}^{K} \sum_{t=N(p, \xi, \alpha)} \mathcal{P}(|p_i^t - p_i| > \xi'') \]

\[ \leq T^* + \sum_{i=1}^{K} \sum_{t=0}^{\infty} \exp(-2tKL(p_i - \xi''||\xi)) \]

\[ \leq T^* + \sum_{i=1}^{K} \sum_{t=0}^{\infty} \exp(-2tKL(p_i - \xi''||\xi)) \]

\[ \leq T^* + \sum_{i=1}^{K} \frac{1}{1 - \exp(2KL(p_i - \xi''||p_i))}. \]

Hence, we have

\[ \lim_{\delta \to 0} \frac{E_P(\tau)}{\ln(1/\delta)} \leq \frac{1 + \epsilon}{KL(\mathcal{P}||\mathcal{P}')}, \]

which completes our proof.

We now furnish proofs of the lemmas that were used in the proofs above.

**Lemma 4.** For \( x \in [0, p_2] \),

\( (p_1 + x)KL\left(\frac{p_1}{p_1 + x} || 0.5\right) \geq KL(\mathcal{P}||\mathcal{P}') \).

**Proof.** By definition,

\[ (p_1 + x)KL\left(\frac{p_1}{p_1 + x} || 0.5\right) = p_1 \ln\left(\frac{p_1}{(p_1 + x)/2}\right) + x \ln\left(\frac{x}{(p_1 + x)/2}\right) \geq p_1 \ln\left(\frac{p_1}{(p_1 + p_2)/2}\right) + p_2 \ln\left(\frac{p_2}{(p_1 + p_2)/2}\right) = KL(\mathcal{P}||\mathcal{P'}). \]

The second line follows from the fact that \( p_2 \geq x \) and that \( F(x) = p_1 \ln\left(\frac{p_1}{(p_1 + x)/2}\right) + p \ln\left(\frac{p}{(p_1 + x)/2}\right), x \in [0, p_2] \) is a decreasing function \((F'(x) = \ln\left(\frac{2x}{p_1 + x}\right) < 0)\).

**Lemma 5.** For \( \alpha \in [1, e/2] \) for any two constants \( c_1 \) and \( c_2 \) such that \( \frac{c_2}{c_1} \geq e \), we have

\[ c_1 x \geq \ln(c_2 x^\alpha), \forall x \geq T_0(c_1, c_2, \alpha) \text{ where } T_0(c_1, c_2, \alpha) = \frac{\alpha}{c_1} \left[ \ln\left(\frac{c_2 e}{c_1 \alpha}\right) + \ln\left(\frac{c_2}{c_1 \alpha}\right) \right]. \]

**Proof.** Consider \( F(x) = c_1 x - \ln(c_2 x^\alpha) \). We have \( F'(x) = c_1 - \frac{x}{c_2} \) which means that \( F(x) \) is increasing for \( x > \frac{c_1}{c_2} \).

Using Lemma 18 by Garivier and Kaufmann (2016) we know that for \( x = T_0(c_1, c_2, \alpha), c_1 x \geq c_2 x^\alpha \), and \( \frac{c_2}{c_1} \geq e \Rightarrow T_0(c_1, c_2, \alpha) \geq \frac{\alpha}{c_1} [\ln(e^2) + \ln(e)] = 2\frac{\alpha}{c_1}. \) The fact that \( F(x) \) is increasing at this value of \( x \) completes our proof.

**Lemma 6.** For \( i \in \{2, 3, \ldots, K\} \),

\( (s_i^t + s_i^t)KL(p_i^t/(p_i^t + \hat{p}_i^t)) || 0.5) \geq \ln\left(\frac{s_i^t + s_i^t + 1}{\delta}\right) \Rightarrow Beta(0.5; s_i^t + 1, s_i^t + 1) \leq \delta. \)

\(^5\text{See Theorem 2.1 by Mulzer (2018).}\)
Proof.

\[
(s_t^i + s_t^j) KL(\hat{p}_t^i / (\hat{p}_t^i + \hat{p}_t^j)) \geq \ln \left( \frac{s_t^i + s_t^j + 1}{s_t^i + s_t^j + \delta} \right)
\]

\[
\implies (s_t^i + s_t^j) \frac{\hat{p}_t^i}{\hat{p}_t^i + \hat{p}_t^j} \ln \left( \frac{\hat{p}_t^i}{\hat{p}_t^i + \hat{p}_t^j} \right) + (s_t^i + s_t^j) \frac{\hat{p}_t^j}{\hat{p}_t^i + \hat{p}_t^j} \ln \left( \frac{\hat{p}_t^j}{\hat{p}_t^i + \hat{p}_t^j} \right) - (s_t^i + s_t^j) \ln(0.5) \geq \ln \left( \frac{s_t^i + s_t^j + 1}{\delta} \right)
\]

\[
\implies (s_t^i + s_t^j) H_b \left( \frac{\hat{p}_t^i}{\hat{p}_t^i + \hat{p}_t^j} \right) + (s_t^i + s_t^j) \log_2(0.5) \leq \log_2 \left( \frac{\delta}{s_t^i + s_t^j + 1} \right)
\]

The last step follows from the definition of binary entropy function \( H_b \) for \( p \in [0, 1] \):

\[
H_b(p) = \begin{cases} 0 & p \in \{0, 1\}, \\ -p \log_2 p - (1 - p) \log_2(1 - p) & \text{otherwise.} \end{cases}
\]

Writing the condition in this form allows us to use the following well known inequality, with \( \alpha = \frac{\hat{p}_t^i}{\hat{p}_t^i + \hat{p}_t^j} \) (\( \alpha < \frac{1}{2} \) as \( s_t^i > s_t^j \)) and \( t = s_t^i + s_t^j \).

\[
\left( \frac{t}{\alpha t} \right) \leq 2^t H_b(\alpha) \text{ where } t \in \mathbb{N} \text{ and } \alpha \in \left[ 0, \frac{1}{2} \right].
\]

So we have

\[
(s_t^i + s_t^j) H_b \left( \frac{\hat{p}_t^i}{\hat{p}_t^i + \hat{p}_t^j} \right) + (s_t^i + s_t^j) \log_2(0.5) \leq \log_2 \left( \frac{\delta}{s_t^i + s_t^j + 1} \right)
\]

\[
\implies \log_2 \left( \frac{(s_t^i + s_t^j + 1)^{(s_t^i)}}{(s_t^i)!} \right) \leq \log_2(\delta)
\]

\[
\implies \text{Beta}(0.5; s_t^i + 1, s_t^j + 1) \leq \delta.
\]
E NON-ASYMPTOTIC UPPER BOUND FOR PPR-1v1

In Appendix D, we showed that the PPR-1v1 stopping rule is asymptotically optimal, in the regime that $\delta \to 0$. In this section, we show a non-asymptotic upper bound on its sample complexity: in other words, a result that holds for all $\delta \in (0, 1)$. To the best of our knowledge, the tightest such upper bound given yet for the PAC mode estimation problem is the recent result of [Shah et al., 2020], which we reproduce below.

**Theorem 7 (A₁ upper bound [Shah et al., 2020]).** Fix $\delta \in (0, 1)$, $K \geq 2$, and problem instance $\mathcal{P} = (p, v, K)$. When $A₁$ is run on $\mathcal{P}$, with probability $1 - \delta$, the number of samples it observes is at most

$$\frac{592}{3} \frac{p_1}{(p_1 - p_2)^2} \ln \left( \frac{592}{3} \sqrt{\frac{K}{\delta}} \frac{p_1}{(p_1 - p_2)^2} \right).$$

It is easy to show that the leading $\frac{p_1}{(p_1 - p_2)^2}$ factor is within a constant factor of $LB(\mathcal{P}, \delta)$ [Shah et al., 2020]. In this appendix, we derive a similar upper bound for PPR-1v1, albeit one that is tighter by a small constant factor. Our first step is to show an upper bound for the special case of $K = 2$ (wherein PPR-1v1 reduces to PPR-Bernoulli) in Appendix E.1. In turn, this result is used to generalise to $K \geq 2$ in Appendix E.2. The final upper bound, is given in Theorem 9.

E.1 An Upper Bound for $K = 2$

**Lemma 8 (PPR-Bernoulli upper bound).** Fix $\delta \in (0, 1)$ and problem instance $\mathcal{P} = (p, v, 2)$. When PPR-Bernoulli is run on $\mathcal{P}$, with probability $1 - \delta$, the number of samples it observes is at most

$$\frac{20.775 p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{2.49}{(p_1 - \frac{1}{2})^2 \delta} \right).$$

**Proof.** For a problem instance $\mathcal{P} = (p, v, 2)$, our parameters are $p_1$ and $p_2 = 1 - p_1$, with $p_1 > 0.5$. It suffices to maintain a confidence sequence on $p_1$; termination is achieved when this confidence sequence no longer contains $\frac{1}{2}$. To upper-bound the samples needed for termination, we proceed in three steps.

1. At time $t$, there are $2^t$ possible 0-1 sequences that the Bernoulli variable can produce in $t$ steps. Let $X^t$ be a random variable denoting this $t$-length 0-1 sequence. Let $s_1^t$ denote the number of times $s_1$ occurs in $X^t$. In Subsection E.1.1, we find the range of $s_1^t$ for which $1 \{ R(t) \geq \frac{1}{2} \}$.

2. Next, in Appendix E.1.2, we use the range of $k$ derived in Appendix E.1.1 to derive a sufficient condition for $t$ to be the sample complexity.

3. In Appendix E.1.3, we use the sufficient condition derived in Subsection E.1.2 to obtain a closed-form sample complexity upper bound. We separately take up two cases, $p_1 \leq 0.6$, and $p_1 > 0.6$, so as to tighten the constants in the upper bound.

E.1.1 Finding a Range of $k$ for which $1 \{ R(t) \geq \frac{1}{2} \}$

The stopping rule does not terminate at $t$ so long as $R(t) \left( \frac{1}{2} \right) < \frac{1}{2}$.

$$\mathbb{P} \left( R(t) \left( \frac{1}{2} \right) \geq \frac{1}{2} \right) = \sum_{X^t} 1 \left\{ R(t) \left( \frac{1}{2} \right) \geq \frac{1}{2} \right\} P_{p_1}(X^t).$$

The expression inside the indicator random variable can be simplified to obtain the following:

$$1 \left\{ R(t) \left( \frac{1}{2} \right) \geq \frac{1}{2} \right\} = 1 \left\{ \frac{1}{\bar{s}_t(1/2)} \geq \frac{1}{2} \right\} = 1 \left\{ \int_{\eta=0}^{\bar{s}_t(1/2)} \frac{P_\eta(X^t) d\eta}{P_{1/2}(X^t)} \geq \frac{1}{2} \right\}. $$

The sum inside the indicator function is independent of the position of 0-1 outcomes within the sequence $X^t$ and only depends on the number of zeros and ones in the instance. Suppose we consider the instances which contain
The definition of binary entropy function $H_b$ for $p \in [0, 1]$ is:

$$H_b(p) = \begin{cases} 0 & p \in \{0, 1\}, \\ -p \log_2 p - (1 - p) \log_2 (1 - p) & \text{otherwise}. \end{cases}$$

Invoking this inequality in the probability expression, we arrive at the lower bound:

$$\mathbb{P} \left( R^t \left( \frac{1}{2} \right) \geq \frac{1}{\delta} \right) \geq \sum_{s_1^t = 0}^{\lceil \frac{1}{2} \rceil} \binom{t}{s_1^t} p_1^{s_1^t} (1 - p_1)^{t - s_1^t} \mathbb{I} \left\{ \frac{1}{t} \log_2 \left( \frac{\delta}{t + 1} \right) + 1 \geq H_b \left( \frac{s_1^t}{t} \right) \right\} + \sum_{s_1^t = \lceil \frac{1}{2} \rceil + 1}^{t} \binom{t}{s_1^t} p_1^{s_1^t} (1 - p_1)^{t - s_1^t} \mathbb{I} \left\{ \frac{1}{t} \log_2 \left( \frac{\delta}{t + 1} \right) + 1 \geq H_b \left( \frac{t - s_1^t}{t} \right) \right\}.$$

Using the fact that

$$H_b(p) = 2 \sqrt{p(1-p)} \text{ if } p \leq \frac{1}{2},$$

the summation is further lower-bounded:

$$\mathbb{P} \left( R^t \left( \frac{1}{2} \right) \geq \frac{1}{\delta} \right) \geq \sum_{s_1^t = 0}^{\lceil \frac{1}{2} \rceil} \binom{t}{s_1^t} p_1^{s_1^t} (1 - p_1)^{t - s_1^t} \mathbb{I} \left\{ \frac{1}{2} \left[ \log_2 \left( \frac{\delta}{t + 1} \right) + t \right] \geq s_1^t (t - s_1^t) \right\}.$$
Slightly loosening this bound, we get
\[ s_1^t \in \left[ 0, \frac{t - \sqrt{2t \log_2 \left( \frac{t + 1}{3} \right)}}{2} \right] \cup \left[ \frac{t + \sqrt{2t \log_2 \left( \frac{t + 1}{3} \right)}}{2}, t \right]. \]

In short, if \( s_1^t \) lies in the range above, then it must satisfy \( 1 \{ R(t) \geq \frac{1}{3} \} \). Call this range \( R \).

### E.1.2 Finding a Sufficient Condition for \( t \) to be the Sample Complexity

We will lower bound the probability of \( \sum_{s_1^t \in R} p_1^{s_1^t} (1 - p_1)^{t - s_1^t} \) by \( 1 - \delta \), and thus find the values of \( t \) satisfying this equation. To that end, we use another commonly-known result to bound the tail probability for a binomial random variable: for \( \epsilon > 0 \),
\[ P(H(t) \leq (p_1 - \epsilon)t) \leq e^{-D_{KL}(p_1 - \epsilon||p_1)t}. \]

Using this in our working, considering \( H(t) \) as a binomial random variable, we get
\[ \sum_{s_1^t = (p_1 - \epsilon)t}^t \binom{t}{s_1^t} p_1^{s_1^t} (1 - p_1)^{t - s_1^t} = P((p_1 - \epsilon)t \leq H(t)) \geq 1 - e^{-D_{KL}(p_1 - \epsilon||p_1)t} \Rightarrow P\left( R(t) \left( \frac{1}{2} \right) \right) \leq e^{-D_{KL}(p_1 - \epsilon||p_1)t}. \]

We want \( P\left( R(t) \left( \frac{1}{3} \right) \right) \geq 1 - \delta \). A sufficient condition for the above to hold is
\[ e^{-D_{KL}(p_1 - \epsilon||p_1)t} \leq \delta \Rightarrow t \times D_{KL}(p_1 - \epsilon||p_1) \geq \ln \left( \frac{1}{\delta} \right) \]

And \( \epsilon \) is given by,
\[ \epsilon = p_1 - \frac{1}{2} \left( 1 + \sqrt{\frac{2 \log_2 \left( \frac{t + 1}{3} \right)}{t}} \right), \epsilon \geq 0. \]

We will note that \( \epsilon \geq 0 \) holds later. For now, we try to find stronger sufficient conditions on \( t \). To that end, we use that
\[ D_{KL}(x||y) \geq \frac{(x - y)^2}{2y}, x \leq y \Rightarrow D_{KL}(p_1 - \epsilon||p_1) \geq \frac{\epsilon^2}{2p_1}. \]

So, a sufficient condition for
\[ t \times D_{KL}(p_1 - \epsilon||p_1) \geq \ln \left( \frac{1}{\delta} \right) \]

is given as
\[ \frac{t \epsilon^2}{2p_1} \geq \ln \left( \frac{1}{\delta} \right) \Rightarrow t \geq \frac{2p_1}{\epsilon^2} \ln \left( \frac{1}{\delta} \right). \]

\(^8\)See Theorem 2.1 in Mulzer (2018).
To find a sufficient condition for \( t \) to satisfy the above, we can find a lower bound on \( \epsilon^2 \) and use it in the expression above. We have

\[
\epsilon^2 = \left( p_1 - \frac{1}{2} \right)^2 + 2 \left( p_1 - \frac{1}{2} \right) \sqrt{\frac{\log_2 \left( \frac{t+1}{\delta} \right)}{2t}}
\]

\[
= \left( p_1 - \frac{1}{2} \right)^2 + \log_2 \left( \frac{t+1}{\delta} \right) - 2 \left( p_1 - \frac{1}{2} \right) \sqrt{\frac{\log_2 \left( \frac{t+1}{\delta} \right)}{2t}}
\]

\[
\implies \epsilon^2 \geq \left( p_1 - \frac{1}{2} \right)^2 - \frac{1}{2} \left( p_1 - \frac{1}{2} \right) \sqrt{\log_2 \left( \frac{t+1}{\delta} \right)} - \frac{1}{2} \left( p_1 - \frac{1}{2} \right) \sqrt{\log_2 \left( \frac{t+1}{\delta} \right)}.
\]

### E.1.3 Constant Factor Tightening

To obtain our final bound, we consider two cases: \( p_1 \leq 0.6, p_1 > 0.6 \).

**Case 1:** \( p_1 \leq 0.6 \)

We will find a sufficient condition on \( t \) for the fact that

\[
\frac{t}{C_1} \left( p_1 - \frac{1}{2} \right)^2 \geq \log_2 \left( \frac{t + 1}{\delta} \right)
\]

where \( C_1 = 2.4488 \).

Earlier in the proof, we have used the fact that \( \log_2 \left( \frac{t+1}{\delta} \right) + t \geq 0 \). We first prove this fact. For \( p_1 \in \left( \frac{1}{2}, 1 \right] \), \( \frac{(p_1 - \frac{1}{2})^2}{(p_1 - \frac{1}{2})^2} \leq 1 \). So, from (3), we can easily see that \( \log_2 \left( \frac{t+1}{\delta} \right) + t \geq 0 \).

We find a sufficient \( t \) such that

\[
\frac{t}{C_1} \left( p_1 - \frac{1}{2} \right)^2 \geq \log_2 \left( \frac{t + 1}{\delta} \right)
\]

\[
\implies t \geq C_1 \left( p_1 - \frac{1}{2} \right)^2 \log_2 \left( \frac{t + 1}{\delta} \right).
\]

We let \( t \) be of the form

\[
t = \frac{C_1 C_2}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2 \delta} \right),
\]

where \( C_2 \) is a constant. Note that, for this choice of \( t \), (We will show later that \( t \geq 4000 \) is also true for the first line below to hold),

\[
\frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{1.00025t}{\delta} \right).
\]

\[
\frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( 1.00025C_2 \right) + 0.3839 \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{C_1}{\left( \theta - \frac{1}{2} \right)^2 \delta} \right) +
\]

\[
\frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2} \log_2 \left( \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2 \delta} \right),
\]

where the last step is true because

\[
\log_2 \left( \log_2 \left( \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2 \delta} \right) \right) \leq 0.3839 \log_2 \left( \frac{C_1}{\left( p_1 - \frac{1}{2} \right)^2 \delta} \right)
\]

using that, for \( x \geq 200 \),

\[
\log_2 \left( \log_2 (x) \right) \leq 0.3839 \log_2 (x).
\]
Thus, we get
\[
\frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right) (1.3839 + \log_2 (1.00025C_2))
\]
\[
\leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right) C_2
\]

where the last step is true when \( C_2 = 2.9402 \). Thus,
\[
t = \frac{2C_1C_2p_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right) \implies t = \frac{C_3p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right),
\]

where \( C_3 = 20.775 \geq 2C_1C_2 \log_2(e) \) satisfies the above inequality.

So now, if the condition on \( t \) is satisfied, we have
\[
\epsilon^2 \geq \left( p_1 - \frac{1}{2} \right)^2 - 2 \left( p_1 - \frac{1}{2} \right) \sqrt{\frac{\log_2 \left( \frac{t + 1}{\delta} \right)}{2t}} \geq \left( p_1 - \frac{1}{2} \right)^2 - 2 \left( p_1 - \frac{1}{2} \right) \frac{(p_1 - \frac{1}{2})}{2.21305}
\]
\[
\implies \epsilon^2 \geq C_4 \left( p_1 - \frac{1}{2} \right)^2,
\]

where \( C_4 = 0.09627 \).

Previously, we had remarked that it was sufficient to have
\[
t \geq \frac{2p_1}{\epsilon^2} \ln \left( \frac{1}{\delta} \right).
\]

We can loosen this by using the lower bound on \( \epsilon \) to: it is sufficient to satisfy
\[
t \geq \frac{C_5p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{1}{\delta} \right),
\]

where \( C_5 = 20.775 \).

To make both the lower bound on \( \epsilon \) and the above equation valid, we note that the following choice of \( t \) works:
\[
t = \frac{C_5p_1}{(p_1 - \frac{1}{2})^2} \max \left( \left( \ln \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right), \ln \left( \frac{1}{\delta} \right) \right) \right)
\]

We note that this leaves us with the following choice of \( t \):
\[
t = \frac{20.775p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{2.45}{(p_1 - \frac{1}{2})^2 \delta} \right)
\]

Note that \( t \geq 4000 \), since \( p_1 \leq 0.6 \).

**Case 2: \( p_1 > 0.6 \)**

We will find a sufficient condition on \( t \) for the fact that
\[
\frac{t}{C_1} \left( p_1 - \frac{1}{2} \right)^2 \geq \log_2 \left( \frac{t + 1}{\delta} \right)
\]

where \( C_1 = 2.4877 \).

Using the same argument as in case 1, here also we can prove that \( \log_2 \left( \frac{t}{t + 1} \right) + t \geq 0 \).

We find a sufficient \( t \) such that
\[
\frac{t}{C_1} \left( p_1 - \frac{1}{2} \right)^2 \geq \log_2 \left( \frac{t + 1}{\delta} \right)
\]
\[
\implies t \geq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{t + 1}{\delta} \right).
\]
We let \( t \) be of the form
\[
t = \frac{C_1C_2}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right),
\]
where \( C_2 \) is a constant.
Note that, for this choice of \( t \), (We will show later that \( t \geq 100 \) is also true for the first line to hold)
\[
t + 1 \leq 1.01t.
\]
\[
\frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{1.01t}{\delta} \right).
\]
\[
\frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 (1.01C_2) + 0.5228 \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right) + \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right),
\]
where the last step is true because
\[
\log_2 \left( \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right) \right) \leq 0.5228 \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right)
\]
using that, for \( x \geq 9.64, \)
\[
\log_2 (\log_2 ((x))) \leq 0.5228 \log_2 (x)
\]
Thus, we get
\[
\frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{t + 1}{\delta} \right) \leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right) (1.5228 + \log_2 (1.01C_2))
\]
\[
\leq \frac{C_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right) C_2,
\]
where the last step is true when \( C_2 = 3.228 \). Thus, using that \( p_1 > 0.6 \) by writing that \( \frac{p_1}{0.6} \geq 1 \), we have that
\[
t = \frac{1.67C_1C_2p_1}{(p_1 - \frac{1}{2})^2} \log_2 \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right) \implies t = \frac{C_3p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{C_1}{(p_1 - \frac{1}{2})^2\delta} \right),
\]
where \( C_3 = 19.35 \geq 1.67C_1C_2 \log_2 (\epsilon) \) satisfies the above inequality.

So now, if the condition on \( t \) is satisfied, we have
\[
\epsilon^2 \geq \left( p_1 - \frac{1}{2} \right)^2 - 2 \left( p_1 - \frac{1}{2} \right) \sqrt{\log_2 \left( \frac{1+1}{\delta} \right) \frac{2t}{p_1 - 1}} \geq \left( p_1 - \frac{1}{2} \right)^2 - 2 \left( p_1 - \frac{1}{2} \right) \left( p_1 - \frac{1}{2} \right) \frac{1}{2.2305}
\]
\[
\implies \epsilon^2 \geq C_4 \left( p_1 - \frac{1}{2} \right)^2,
\]
where \( C_4 = 0.1033 \).
Previously, we had remarked that it was sufficient to have
\[
t \geq \frac{2p_1}{\epsilon^2} \ln \left( \frac{1}{\delta} \right).
\]
We can loosen this by using the lower bound on \( \epsilon \) to: it is sufficient to satisfy
\[
t \geq \frac{C_5p_1}{(p_1 - \frac{1}{2})^2} \ln \left( \frac{1}{\delta} \right),
\]
where \( C_5 = 19.36 \).

To make both the lower bound on \( \epsilon \) and the above equation valid, we note that the following choice of \( t \) works:

\[
t = \frac{C_5 p_1}{(p_1 - \frac{1}{2})^2} \max \left( \left( \ln \left( \frac{C_1}{(p_1 - \frac{1}{2})^2 \delta} \right), \ln \left( \frac{1}{\delta} \right) \right) \right).
\]

We note that this leaves us with the following choice of \( t \):

\[
t = \frac{19.36 p_1}{(p_1 - \frac{1}{2})^2} \left( \ln \left( \frac{2.49}{(p_1 - \frac{1}{2})^2 \delta} \right) \right)
\]

Note that \( t \geq 106 \).

Combining both the above bounds, we have that

\[
t = \frac{20.775 p_1}{(p_1 - \frac{1}{2})^2} \left( \ln \left( \frac{2.49}{(p_1 - \frac{1}{2})^2 \delta} \right) \right)
\]

is sufficient. We denote \( C_6 = 20.775, C_7 = 2.49 \) to get

\[
t = \frac{C_6 p_1}{(p_1 - \frac{1}{2})^2} \left( \ln \left( \frac{C_7}{(p_1 - \frac{1}{2})^2 \delta} \right) \right)
\]

as an upper bound on the sample complexity of PPR-Bernoulli with probability at least \( 1 - \delta \).

\[\square\]

### E.2 An Upper Bound for General K

**Theorem 9** (PPR-1v1 upper bound). Fix \( \delta \in (0, 1) \), \( K \geq 2 \), and problem instance \( P = (p, v, K) \). When PPR-1v1 is run on \( P \), with probability \( 1 - \delta \), the number of samples it observes is at most

\[
t^* = \frac{194.07 p_1}{(p_1 - p_2)^2} \ln \left( \sqrt{\frac{79.68(K-1)}{\delta}} \frac{p_1}{(p_1 - p_2)} \right).
\]

**Proof.** Fix arbitrary \( t > t^* \) and \( j \geq 2 \). Our strategy is to show that with sufficiently high probability, \( v_1 \) and \( v_j \) will have separated before \( t \) pulls. First, let \( s^l_{ij} \) denote the sum of the number of occurrences of \( v_1 \) and \( v_j \) in the first \( t \) samples: that is, \( s^l_{ij} = s^l_i + s^l_j \). Clearly \( s^l_{ij} \) is a binomial random variable with parameters \( t \) and \( (p_1 + p_j) \). We argue that \( s^l_{ij} \) cannot fall too far below its mean. Concretely, take \( \delta' = \frac{\delta}{2(K-1)} \) and \( l = \sqrt{\frac{2 \ln(\frac{1}{\delta})}{(p_1 + p_2)^2 t}} \).

A Chernoff bound yields

\[
\mathbb{P}\{s^l_{ij} \leq (1-l)(p_1 + p_j) t\} \leq \exp \left( -\frac{\delta^2 (p_1 + p_j) t l}{2} \right) \leq \delta'
\]

for our choice of \( l \). Thus, with probability at least \( 1 - \delta' \), \( v_1 \) and \( v_j \) together have more than \( (1-l)(p_1 + p_j) t \) samples. Now, the test to separate \( v_1 \) and \( v_j \) is PPR-Bernoulli on a Bernoulli variable with parameter \( q_1 = \frac{p_1}{p_1 + p_j} > \frac{1}{2} \). Although PPR-1v1 runs this test with mistake probability \( \frac{\delta}{2(K-1)} \), imagine running it with mistake probability \( \delta' = \frac{\delta}{2(K-1)} \). The latter test would necessarily incur equal or more samples on every run. Yet, from Lemma 8, we know that with probability at least \( 1 - \delta' \), the latter will terminate after at most \( u = \frac{20.775 p_1}{(q_1 - \frac{1}{2})^2} \ln \left( \frac{2.49}{(q_1 - \frac{1}{2})^2 \delta'} \right) \) samples. It can be verified that for \( t > t^* \), \( u < (1-l)(p_1 + p_j) t \) (calculation shown in Appendix E.2.1). In other words, the probability that \( v_1 \) and \( v_j \) have not separated before \( t \) pulls is at most \( 2\delta' \).

Since the argument above holds for arbitrary \( j \geq 2 \), a union bound establishes that with probability at least \( 1 - \delta \), \( v_1 \) must have separated from all other values—implying termination—before \( t \) pulls.

\[\square\]
E.2.1 Calculation in Proof of Theorem 9

We have to show \( u < (1 - l)(p_1 + p_j)t \) for \( t > t^* \), where

\[
\begin{align*}
  u &= \frac{20.775q_1}{(q_1 - \frac{1}{2})^2} \ln \left( \frac{2.49}{(q_1 - \frac{1}{2})^2 \delta'} \right), \\
  q_1 &= \frac{p_1}{p_1 + p_j}, \\
  l &= \sqrt{\frac{2\ln(1/\delta')}{(p_1 + p_j)t^*}}, \text{ and} \\
  t^* &= \frac{194.07p_1}{(p_1 - p_2)^2} \ln \left( \frac{\sqrt{79.68(k-1)/\delta}}{p_1(p_1 + p_j)} \right).
\end{align*}
\]

First, observe that

\[
\begin{align*}
  u &= \frac{83.1p_1(p_1 + p_j)}{(p_1 - p_2)^2} \ln \left( \frac{9.96(p_1 + p_j)^2}{(p_1 - p_2)^2 \delta'} \right) \\
  &= \frac{83.1p_1(p_1 + p_j)}{(p_1 - p_2)^2} \ln \left( \frac{39.84p_1^2}{(p_1 - p_2)^2 \delta'} \right).
\end{align*}
\]

Thus, we have

\[
\begin{align*}
  \frac{u}{(p_1 + p_j)t^*} < \frac{0.85640 - \ln \left( \frac{39.84p_1^2}{(p_1 - p_2)^2 \delta'} \right)}{\ln \left( \frac{79.68(k-1)p_1^2}{\delta(p_1 - p_2)^2} \right)} = 0.85640.
\end{align*}
\]

It suffices to show that \( l \leq 0.1436 \), which is established by the steps below.

\[
\begin{align*}
  l^2 &\leq \frac{2\ln(1/\delta')(p_1 - p_2)^2}{(p_1 + p_j)97.035p_1 \ln \left( \frac{79.68(k-1)p_1^2}{\delta(p_1 - p_2)^2} \right)} \\
  &\leq \frac{2(p_1 - p_2)^2}{(p_1 + p_j)97.035p_1} \leq \frac{2}{97.035} \leq \frac{1}{\sqrt{97.035}/2} < 0.1436.
\end{align*}
\]
F DCB ALGORITHM

We describe the DCB (“Difference in Confidence Bounds”) algorithm for sampling constituencies in the indirect election winner-forecasting problem from Section 5.1.

Suppose we have $C$ constituencies. For ease of explanation, we assume that all the constituencies have the same set of $K \geq 2$ parties (in reality we maintain a separate list for each constituency). Although constituencies have finite populations, these are usually large enough to ignore the benefit of without-replacement samples; we simply view each response as a sample from a discrete distribution.

After $t \geq 1$ samples have been obtained from the population, let $\text{LCB}_t(c, i)$ and $\text{UCB}_t(c, i)$ denote (1vr) lower and upper confidence bounds, respectively, on the the (true) fraction of votes to be cast for party $i \in \{1, 2, \ldots, K\}$ in constituency $c \in \{1, 2, \ldots, C\}$. If applying a 1v1 procedure for mode estimation, we have separate confidence bounds $\text{LCB}_t(c, i, j)$ and $\text{UCB}_t(c, i, j)$ for each pair of parties $i, j \in \{1, 2, \ldots, K\}$, $i \neq j$. The permitted mistake probability $\delta$ is divided equally among the constituencies.

The key idea in the DCB algorithm is to keep lower and upper confidence bounds on the wins of each party (across constituencies), and to use this information to guide sampling. For party $i \in \{1, 2, \ldots, K\}$, the current number of wins ($\text{wins}_t^i$) and losses ($\text{losses}_t^i$) can be obtained by verifying whether its confidence bounds within each constituency have separated accordingly from other parties. We also use $\text{leads}_t^i$ to denote the number of constituencies in which $i$ has polled the most votes yet, but has not yet won. Thus, we have $\text{LCB}_t^i = \text{wins}_t^i$, and $\text{UCB}_t^i = C - \text{losses}_t^i$.

Observe that the overall winner can be declared as soon as one party’s LCB exceeds the UCB of all the other parties. On the other hand, when the winner is yet to be identified, one would ideally like to focus on “poor” winners, rather than query a constituency whose result does not seem relevant to the big picture.

After $t \geq 1$ samples have been obtained from the population, let $\text{LCB}_t(c, i)$ and $\text{UCB}_t(c, i)$ denote (1vr) lower and upper confidence bounds, respectively, on the the (true) fraction of votes to be cast for party $i \in \{1, 2, \ldots, K\}$ in constituency $c \in \{1, 2, \ldots, C\}$. If applying a 1v1 procedure for mode estimation, we have separate confidence bounds $\text{LCB}_t(c, i, j)$ and $\text{UCB}_t(c, i, j)$ for each pair of parties $i, j \in \{1, 2, \ldots, K\}$, $i \neq j$. The permitted mistake probability $\delta$ is divided equally among the constituencies.

The key idea in the DCB algorithm is to keep lower and upper confidence bounds on the wins of each party (across constituencies), and to use this information to guide sampling. For party $i \in \{1, 2, \ldots, K\}$, the current number of wins ($\text{wins}_t^i$) and losses ($\text{losses}_t^i$) can be obtained by verifying whether its confidence bounds within each constituency have separated accordingly from other parties. We also use $\text{leads}_t^i$ to denote the number of constituencies in which $i$ has polled the most votes yet, but has not yet won. Thus, we have $\text{LCB}_t^i = \text{wins}_t^i$, and $\text{UCB}_t^i = C - \text{losses}_t^i$.

Observe that the overall winner can be declared as soon as one party’s LCB exceeds the UCB of all the other parties. On the other hand, when the winner is yet to be identified, one would ideally like to focus on “poor” winners, rather than query a constituency whose result does not seem relevant to the big picture.

Taking cue from the LUCB algorithm for bandits [Kalyanakrishnan et al., 2012], the first step under DCB is to identify two contenders for the top position: party $a^t = \max_{i \in \{1, 2, \ldots, K\}}$ (wins$_t^i$ + leads$_t^i$), and party $b^t = \max_{i \in \{1, 2, \ldots, K\}\setminus\{a^t\}}$ UCB$_t^i$. Optimistic that sampling can reveal a win for $a^t$ and a loss for $b^t$—which would take us closer to termination—DCB picks one “promising” constituency each for $a^t$ and $b^t$. These constituencies, denoted $c_1^t$ and $c_2^t$, are defined below for use with both 1v1 and 1vr confidence bounds. The idea is the same: $c_1^t$ is the constituency in which $a^t$ appears poised to win by a large margin, and $c_2^t$ is the constituency in which $b^t$ appears poised to lose by a large margin.

$$c_1^t = \begin{cases} \arg\max_{j \in \{1, 2, \ldots, K\}} (\text{UCB}(c, a^t, j) - \text{LCB}(c, a^t, j)) & (1v1), \\ \arg\max_{j \in \{1, 2, \ldots, K\}} (\text{UCB}(c, a^t) - \text{LCB}(c, j)) & (1vr), \end{cases}$$

$$c_2^t = \begin{cases} \arg\max_{j \in \{1, 2, \ldots, K\}} (\text{UCB}(c, j, b^t) - \text{LCB}(c, j, b^t)) & (1v1), \\ \arg\max_{j \in \{1, 2, \ldots, K\}} (\text{UCB}(c, j) - \text{LCB}(c, b^t)) & (1vr). \end{cases}$$

The outer “argmax” in all the definitions above is over all constituencies where the concerned party ($a^t$ or $b^t$) is still in contention: that is, it has not yet won or lost the constituency. The DCB algorithm queries $c_1^t$ and $c_2^t$ at each time step $t$, and terminates once an overall winner has been identified.
G Winner Forecasting in Bihar Elections

Below we provide results from the 2015 Bihar state elections, a closer contest than the 2014 Indian national elections whose results were shown in Table 2 in Section 5.1. Of a total 242 seats in this election, 80 went to the winner, 71 to the second largest party, and 53 to the third largest.

Table 4: Sample complexity of various stopping rules when coupled with (1) round-robin (RR) polling of constituencies and (2) DCB. All experiments are run with mistake probability $\delta = 0.01$. Values shown are averages from 10 runs, and show one standard error. “Seats resolved” indicates the number of constituencies in which a winner was identified before the overall procedure terminated.

| Algorithm | Bihar-2015 (242 seats) |
|-----------|------------------------|
|           | Samples | Seats Resolved |
| RR-A1-1v1 | 4201429 ± 43932 | 221 ± 1 |
| RR-A1-1vR | 4841406 ± 58188 | 222 ± 1 |
| RR-KLSN-1v1 | 2198678 ± 44514 | 221 ± 1 |
| RR-KLSN-1vR | 2668729 ± 47535 | 222 ± 2 |
| RR-PPR-1v1 | 1813213 ± 42081 | 221 ± 1 |
| RR-PPR-1vR | 2054171 ± 40394 | 221 ± 1 |
| DCB-A1-1v1 | 2301936 ± 36399 | 135 ± 1 |
| DCB-A1-1vR | 2481552 ± 21483 | 134 ± 1 |
| DCB-KLSN-1v1 | 1127963 ± 22191 | 139 ± 2 |
| DCB-KLSN-1vR | 1312027 ± 22892 | 139 ± 1 |
| DCB-PPR-1v1 | 883389 ± 15581 | 142 ± 2 |
| DCB-PPR-1vR | 993495 ± 18859 | 139 ± 1 |