Combating Mode Collapse in GAN training: An Empirical Analysis using Hessian Eigenvalues
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Abstract: Generative adversarial networks (GANs) provide state-of-the-art results in image generation. However, despite being so powerful, they still remain very challenging to train. This is in particular caused by their highly non-convex optimization space leading to a number of instabilities. Among them, mode collapse stands out as one of the most daunting ones. This undesirable event occurs when the model can only fit a few modes of the data distribution, while ignoring the majority of them. In this work, we combat mode collapse using second-order gradient information. To do so, we analyse the loss surface through its Hessian eigenvalues, and show that mode collapse is related to the convergence towards sharp minima. In particular, we observe how the eigenvalues of the $G$ are directly correlated with the occurrence of mode collapse. Finally, motivated by these findings, we design a new optimization algorithm called nudged-Adam (NuGAN) that uses spectral information to overcome mode collapse, leading to empirically more stable convergence properties.

1 INTRODUCTION

Although Deep Neural Networks (DNNs) have exhibited remarkable success in many applications, the optimization process of DNNs remains a challenging task. The main reason for that is the non-convexity of the loss landscape of such networks. While most of the research in the field has focused on single objective minimization, such as classification problems, there are other models that require the joint minimization of several objectives. Among these models, Generative Adversarial Networks (GANs) (Goodfellow et al., 2014a) are particularly interesting, due to their success of learning entire probability distributions. Since their first appearance, they have been used to improve the performance of a wide range of tasks in computer vision, including image-to-image translation (Abdal et al., 2019, Karras et al., 2020), image inpainting (Iizuka et al., 2017, Yu et al., 2019), semantic segmentation (Xue et al., 2018, Durall et al., 2019) and many more.

GANs are a class of generative models which consist of a generator ($G$) and a discriminator ($D$) DNN model. Within an adversarial game they are trained in such a way that the $G$ learns to produce new samples distributed according to the desired data distribution. Training can be formulated in terms of a minimax optimization of a value function $V(G, D)$:

$$
\min_{G} \max_{D} V(G, D). \quad (1)
$$

While being very powerful and expressive, GANs are known to be notoriously hard to train. This is because their training is equivalent to the search of Nash equilibria in a high-dimensional, highly non-convex optimization space. The standard algorithm for solving this optimization problem is gradient descent-ascent (GDA), where $G$ and $D$ perform alternating update steps using first order gradient information w.r.t. the loss function. In practise, GDA is often combined with regularization, which has yield many state-of-the-art results for generative models on various benchmark datasets. However, GDA is known to suffer from undesirable convergence properties that may lead to instabilities, divergence, catastrophic forgetting and mode collapse. The latter term refers to the scenario where only a few modes of the data distribution are generated and the model produces only a limited variety of samples.

Many recent works have studied different approaches to tackle these issues. In reference (Rad-
for instance, was one of the first attempts to use convolutional neural networks in order to improve both training stability, as well as the visual quality of the generated samples. Other works achieved improvements through the use of new objective functions (Salimans et al., 2016; Arjovsky et al., 2017), and additional regularization terms (Gulrajani et al., 2017; Durall et al., 2020). There have also been recent advances in the theoretical understanding of GAN training. References (Nagarajan and Kolter, 2017; Mescheder et al., 2017), for example, have investigated the convergence properties of GAN training using first-order information. There, it has been shown that a local analysis of the eigenvalues of the Jacobian of the loss function can provide guarantees on local stability properties. Moreover, going beyond first-order gradient information, references (Berard et al., 2019; Fiez et al., 2019) have used the top k-eigenvalues of the Hessian of the loss to investigate the convergence and dynamics of GANs.

In this paper, we conduct an empirical study to obtain new insights concerning stability issues of GANs. In particular, we investigate the general problem of finding local Nash equilibria by examining the characteristics of the Hessian eigenvalue spectrum and the geometry of the loss surface. We thereby verify some of the previous findings that were based on the top k-eigenvalues alone. We hypothesize that mode collapse might stand in close relationship with convergence towards sharp minima, and we show empirical results that support this claim. Finally, we introduce a novel optimizer which uses second-order information to combat mode collapse. We believe that our findings can contribute to understand the origins of the instabilities encountered in training GAN.

In summary our contributions are as follows:

- We calculate the full Hessian eigenvalue spectrum during GAN training, allowing us to link mode collapse to anomalies of the eigenvalue spectrum.
- We identify similar patterns in the evolution of the eigenvalue spectrum of G and D by inspecting their top k-eigenvalues.
- We introduce a novel optimizer that uses second-order information to mitigate mode collapse.
- We empirically demonstrate that D finds a local minimum, while G remains in a saddle point.

## 2 RELATED WORK

While gradient-based optimization has been very successful in Deep Learning, applying gradient-based algorithms in game theory, i.e. finding Nash equilibria, has often highlighted their limitations. An intense line of research based on first- and second-order methods has studied the dynamics of gradient descent-ascent by investigating the loss landscape of DNNs. One of the initial first-order approaches (Goodfellow et al., 2014b) studied the properties of the loss landscape along a linear path between two points in parameter space. In doing so, it was demonstrated that DNNs tend to behave similar to convex loss functions along these paths. In later references (Draxler et al., 2018) non-linear paths between two points were investigated. There, it was shown that the loss surface of DNNs contains paths that connect different minima, having constant low loss along these paths.

In the context of second-order approaches, there has also been notable progress (Sagun et al., 2016; Alain et al., 2019). There, the Hessian w.r.t. the loss function was used to reduce oscillations around critical points in order to obtain faster convergence to Nash equilibria. The main advantage of second-order methods is the fact that the Hessian provides curvature information of the loss landscape in all directions of parameter space (and not only along the path of steepest descent as with first-order methods). However, this curvature information is local only and very expensive to compute. In the context of GANs, second-order methods have not been investigated in depth. Recent works (Berard et al., 2019; Fiez et al., 2019) have not calculated the full Hessian matrix but resorted to approximations, such as computing the top-k eigenvalues only. To the best of our knowledge, we are the first to use the full Hessian eigenvalue spectrum to study the training behavior of GANs.

Another line of research tries to classify different types of local critical points of the loss surface during training w.r.t. their generalization behavior. In (Hochreiter and Schmidhuber, 1997) it was originally speculated that the width of an optimum is critically related to its generalization properties. Later, (Keskar et al., 2016) extended the conjectures by conducting a set of experiments showing that SGD usually converges to sharper local optima for larger batch sizes. Following this principle, (Chaudhari et al., 2019) proposed an SGD-based method that explicitly forces optimization towards wide valleys. (Izmailov et al., 2018) introduced a novel variant of SGD which averages weights during training. In this way, solutions in flatter regions of the loss landscape could be found which led to better generalization. This, in turn, has led to measurable improvements in applications such as classification. However, (Dinh et al., 2017) argues that the commonly used definitions of flatness are problematic. By exploiting symmetries of the model, they can change the amount of flatness of a minimum.
without changing its generalization behavior.

3 PRELIMINARIES

3.1 Formulation of GANs

The goal of a generative model is to approximate a real data distribution $p_r$ with a surrogate data distribution $p_f$. One way to achieve this is to minimize the “distance” between those two distributions. The generative model of a GAN, as originally introduced by Goodfellow et al., does this by minimizing the Jensen-Shannon Divergence between $p_f$ and $p_r$, using the feedback of the $D$. From a game theoretical point of view, this optimization problem may be seen as a zero-sum game between two players, represented by the discriminator model and the generator model, respectively. During the training, the $D$ tries to maximize the probability of correctly classifying a given input as real or fake by updating its loss function

$$L_D = \mathbb{E}_{x \sim p_r}[\log(D(x))] + \mathbb{E}_{z \sim p_z}[\log(1 - D(G(z)))]$$

through stochastic gradient ascent. Here, $x$ is a data sample and $z$ is drawn randomly.

The $G$, on the other hand, tries to minimize the probability of $D$ to classify its generated data correctly. This is done by updating its loss function

$$L_G = \mathbb{E}_{z \sim p_z}[\log(1 - D(G(z)))]$$

via stochastic gradient descent. As a result, the joint optimization can be viewed as a minimax game between $G$, which learns how to generate new samples distributed according to $p_f$, and $D$, which learns to discriminate between real and generated data. The equilibrium of this game is reached when the $G$ is generating samples that look as if they were drawn from the training data, while the $D$ is left indecisive whether its input is generated or real.

3.2 Training of GANs

As we explained above, the training of a GAN requires the joint optimization of several objectives making their convergence intrinsically different from the case of a single objective function. The optimal joint solution to a minimax game is called Nash-equilibrium. In practice, since the objectives are non-convex, using local gradient information, we can only expect to find local optima, that is local Nash-equilibria (LNE) (Adolphs et al., 2018). An LNE is a point for which there exists a local neighborhood in parameter space, where neither the $G$ nor the $D$ can unilaterally decrease/increase their respective losses, i.e. their gradients vanish while their second derivative matrix is positive/negative semi-definite:

$$||\nabla_\theta L_G|| = ||\nabla_\phi L_D|| = 0, \quad \nabla_\theta^2 L_G \succeq 0 \text{ and } \nabla_\phi^2 L_D \preceq 0$$

Here, $\theta$ and $\phi$ are the weights $D$ and $G$, respectively.

3.3 Evaluation of GANs

GANs have experienced a dramatic improvement in terms of image quality in recent years. Nowadays, it is possible to generate artificial high resolution faces indistinguishable from real images to humans (Karras et al., 2020). However, their evaluation and comparison remain a daunting task, and so far, there is no consensus as to which metric can best capture strengths and limitations of models. Nevertheless, the Inception Score (IS), proposed by (Salimans et al., 2016), is the most widely adopted metric. It evaluates images generated from the model by determining a numerical value that reasonably correlates with the quality and diversity of output images.

4 METHOD

4.1 Non-Saturating GAN

In minimax GANs the $G$ attempts to generate samples that minimize the probability of being detected as fake by the $D$ (c.f. Formula [5]). However, in practice, it turns out to be advantageous to use an alternative cost function which instead ensures that the generated samples have a high probability of being considered real. This modified version of a GAN is called a non-saturating GAN (NSGAN). When training a NSGAN the $G$ maximizes an alternative objective

$$\mathbb{E}_{z \sim p_z}[\log(D(G(z)))]$$

Figure 1: (Left) $G$ losses, either minimization of $\log(1 - D(G(z)))$ or maximization of $\log(D(G(z)))$. (Right) $D$ loss, maximization of $\log(D(x)) + \log(1 - D(G(z)))$. 
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The intuition why NSGANs perform better than GANs is as follows. In case the model distribution is highly different from the data distribution, the NSGAN can bring the two distributions closer together since the loss function generates a strong gradient. In fact, the NSGAN will have a vanishing gradient only when the $D$ starts being indecisive whether its input is from the data distribution or the $G$. This is acceptable, however, since the samples will already have reached the distribution of the real data by that time.

During optimization the network tries to converge into a local minimum of the loss landscape. Here we differentiate between flat and sharp minima. Whether a minimum is considered sharp or flat is determined by the loss landscape around the converged point. If the region has approximately the same error, the minimum is considered flat, otherwise we refer to the minimum as sharp. Another method to determine the sharpness of a minimum is by looking at the eigenvalues of the Hessian. These describe the local curvature in every direction of the parameter space. This allows us to see whether our network converges into sharp or flat minima or whether it converges into a minimum at all. Here, big eigenvalues correspond to a sharp minimum in the corresponding eigendirection.

We observe that high eigenvalues in the $G$ and $D$ lead to a worse IS score. Therefore we conclude that mode collapse is linked to the network converging into sharp minima. In order to confirm this, we look at the full eigenvalue density spectrum during training.

Calculating the eigenvalues of the Hessian has a complexity of $O(N^3)$, and storing the Hessian itself in order to compute the eigenvalues scales with $O(N^2)$ where $N$ is the number of parameters in the network. For neural networks that typically have millions of parameters, calculating the eigenvalues of their Hessian is infeasible. We can skip the problem of storing the Hessian by only calculating the Hessian-vector product for different vectors. In combination with the Lanczos algorithm, this allows us to compute the eigenvalues of the Hessian without having to calculate and store the Hessian itself.

The stochastic Lanczos quadrature algorithm (Lanczos, 1950) is a method for the approximation of the eigenvalue density of very large matrices. The eigenvalue density spectrum is given by

$$
\phi(t) = \frac{1}{N} \sum_{i=1}^{N} \delta(t - \lambda_i) \quad (6)
$$

where $N$ is the number of parameters in the network, $\lambda_i$ is the $i$-th eigenvalue of the Hessian and $\delta$ is the Dirac delta function. In order to deal with the Dirac delta function the eigenvalue density spectrum is approximated by a sum of Gaussian functions

$$
\phi_\sigma(t) = \frac{1}{N} \sum_{i=1}^{N} f(\lambda_i, t, \sigma^2) \quad (7)
$$

where

$$
f(\lambda_i, t, \sigma^2) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(t - \lambda_i)^2}{2\sigma^2} \right) \quad (8)
$$

We use the Lanczos algorithm with full reorthogonalization in order to compute eigenvalues and eigenvectors of the Hessian and to ensure orthogonality between the different eigenvectors. Since the Hessian is symmetric we can diagonalize it and all eigenvalues are real. The Lanczos algorithm is used together with the Hessian vector product for a certain number of iterations. Afterwards it returns a tridiagonal matrix $T$. This matrix is diagonalized as

$$
T = UUL^T \quad (9)
$$

where $L$ is a diagonal matrix.

By setting $\omega_i = U_i^T f$ and $L_i = L_i$ for $i = 1, 2, ..., m$, the resulting eigenvalues and eigenvectors are used to estimate the true eigenvalue density spectrum

$$
\hat{\phi}_i(t) = \sum_{l=1}^{m} \omega_l f(l_i, t, \sigma^2) \quad (10)
$$

$$
\hat{\phi}(t) = \frac{1}{k} \sum_{i=1}^{k} \hat{\phi}_i(t) \quad (11)
$$

For our experiments we use the toolbox from (Chatzimichailidis et al., 2019) which implements the Stochastic Lanczos quadrature algorithm. This allows to inspect and visualize the spectral information from our models.

### 4.3 Nudged-Adam Optimizer

To prevent our neural network from reaching sharp minima during optimization, we remove the gradient information in the direction of high eigenvalues. This forces our network to ignore the sharpest minima entirely and instead converge into wider ones. Inspired by (Jastrzebski et al., 2018), we construct an optimizer based on Adam (Kingma and Ba, 2014) which ignores the gradient in the direction of the top $k$ eigenvectors. In order to achieve this, we use the existing Adam optimizer and remove the directions of steepest descent from its gradient. This means that
given the top-k eigenvectors \(v_i\) and the gradient \(g\) we remove the eigenvector directions by
\[
g^\ast = g - \sum_{i=1}^{k} <g, v_i > v_i
\]
(12)
The resulting gradient \(g^\ast\) is now used by the regular Adam optimizer. Using this technique one can modify a lot of different optimizers into their nudged counterpart by using \(g^\ast\) instead of the true gradient.

The eigenvectors are computed by using the Lanczos method together with the R-operator. This allows fast computation of eigenvalues and eigenvectors without having to store the full Hessian.

5 EXPERIMENTS

In this section, we present a set of experiments to study the loss properties and the instability issues that might occur when training a GAN. We first use the visualization toolbox to inspect the spectrum of GANs during training, and to corroborate the problematic search of an LNE. Then, we examine the \(k\)-top eigenvalues from the \(G\) and \(D\), and their evolution throughout the training. Finally, we introduce a novel optimizer, called nudged-Adam, to prevent mode collapse and we test its performances on several datasets to guarantee reliability across different scenarios.

5.1 Visualizing Loss Landscape

We start our experimental section with a loss landscape visualization that will serve us as a reference point. We believe that building a solid background will help to provide a better understanding of the non-convergent nature of GANs, in particular concerning the \(G\). In order to do this, we track the spectral density throughout the entire optimization process. Our main goal here is to gather evidences from the curvature that visualizes the general problem of finding LNEs. In order to carry out these experiments, we independently analyse the loss landscapes of the \(G\) and of the \(D\) using their highest eigenvalue, respectively.

We employ the toolbox from (Chatzimichailidis et al., 2019) to visualize the loss landscape and the trajectory of our GAN during training. In this way, we can gain some insights into the optimization process that happens underneath. Note, that to obtain the trajectory, we project all the points of training into the 2D plane of the last epoch. Figure 2 shows the landscape after training for 180 epochs on the NSGAN setup. By inspecting the landscapes, we observe (1) the \(D\) clearly finds a local minimum and descends towards it, and (2) the \(G\) ends up in an unstable saddle point, as suggested by the irregular landscapes surrounding it. This findings agree with the aforementioned second-order literature (Berard et al., 2019).

5.2 Eigenvalue Analysis

After having gained intuition of the training conditions of GANs and their problem to find and remain at an LNE, we now focus our attention on the issue of mode collapse. In particular, we provide empirical evidences of a plausible relationship between mode collapse and the behaviour of the eigenvalues. To this end, we evaluate the spectrum of our model throughout the optimization process. More specifically, we track the largest eigenvalues from the \(G\) and from the \(D\) for each epoch, together with the IS.

We start training and evaluating the original non-saturating GAN architecture on the MNIST, Kuzushiji, Fashion and EMNIST datasets (see Figure 3). This results in a number of patterns that are present in all experiments. (1) The evolution of the eigenvalues of the \(G\) and \(D\) behave visually very similar. In particular, when \(D\) exhibits an increasing tendency in its eigenvalues, the \(G\) does so as well. (2) Apart from the \(G\) shape of the dynamics, it is important to evaluate the local behaviour, i.e. the correlation between the \(G\) and \(D\). Thereby, we observe a strong correlation in all our setups ranging from 0.72 to 0.90. (3) Furthermore, there seems to exist a connection between the IS and the behaviour of the eigenvalues. When the eigenvalues have a decreasing tendency, the IS score tends to increase, while when the eigenvalues increase, the IS scores deteriorates. Moreover, we see how all our models start to suffer from mode collapse after 25 epochs (approximately when the eigenvalues tendency changes and starts to increase).

The empirical observations found in this analysis lead to the conclusion that eigenvalues can give an indication of the state of convergence of a GAN, as pointed out in (Berard et al., 2019). Furthermore, we found that the eigenvalue evolution is correlated with the likely occurrence of a mode collapse event.

![Figure 2: Logarithmic loss landscapes with trajectory of the same training run, visualized along eigenvectors corresponding to the two highest eigenvalues of NSGAN on MNIST. (Left) G loss landscape. (Right) D loss landscape.](image-url)
5.3 Combating Mode Collapse

In the last section we have seen that the growth of Hessian eigenvalues during the training of a GAN correlates to the occurrence of mode collapse. In order to remove this undesirable effect, we train our NSGAN with a nudged-Adam optimizer (referred to as NuGAN), which is inspired by (Jastrzebski et al., 2018). Figure 4 shows the results together with some visual samples generated at different training epochs. We observe that NuGAN achieves a much more stable IS, and this is also displayed on the generated samples. While NSGAN suffers from mode collapse, NuGAN does not (see samples on epoch 160). This shows a clear relationship between the behaviour of the IS score and the occurrence of mode collapse.

Figure 5 shows the full spectrum of the Hessian at different stages of the training. A remarkable observation here is the present of negative eigenvalues for the $G$ for both optimizers. This indicates that the critical point reached during training is not an LNE (c.f. Formula 4). Rather, the $G$ reaches only a saddle point in all cases. On the other hand, the $D$ seems to converge to a sharp local minimum when using plain GDA. In fact, it seems that the longer training lasts the sharper the minimum gets. The $D$ of our NuGAN however, reaches a much flatter minimum, which can be seen by the presents of much smaller eigenvalues.
Figure 5: Plots of the whole spectrum of the Hessian at different stage of the training on MNIST. (First row) Results on NSGAN: we can identify an abnormal behaviour (mode collapse) in the generator at epoch 160. (Second row) Results on NuGAN: the spectrum remains stable during the whole training. We can observe how the $D$ for both cases finds local minima, while the $G$ remains all the time in a saddle point.

A second interesting observation is the connection between the spectrum of the $G$ and the mode collapse. In particular, we observe the occurrence of mode collapse when the spectrum spreads significantly (see first row from Figure 5). On the other hand, the spectral evolution of our NuGAN (see second row from Figure 5) does not display any anomaly for the $G$, and indeed, no mode collapse event occurrences. In Table 1 we show more quantitative results supporting the benefit of our nudged-Adam optimizer approach. There we show the IS for both optimizers evaluated of 4 different datasets. Notice that in all cases, our method achieves a higher mean and maximum score than the NSGAN baseline. These quantitative results together with the visual inspection of the image quality suggest that our NuGAN algorithm has a direct influence on the behavior of the eigenvalues and the loss landscape of our adversarial model, resulting in the avoidance of mode collapse.

Overall, we can summarize that the algorithm does not converge to an LNE, while still achieving good results w.r.t. the evaluation metric (IS). This raises the question whether convergences to an LNE is actually needed in order to achieve good generator performance of a GAN.

### Table 1: Mean and max IS from the different datasets and methods (with and without mode collapse). Higher values are better.

| Methods | NSGAN mean | NSGAN max | NuGAN mean | NuGAN max |
|---------|------------|-----------|------------|-----------|
| MNIST   | 4.30       | 7.03      | 7.14       | 8.46      |
| Kuzushiji | 5.24      | 6.50      | 6.12       | 7.20      |
| Fashion | 5.74       | 6.82      | 6.35       | 7.20      |
| EMNIST  | 3.77       | 7.02      | 8.53       | 7.67      |

### 6 CONCLUSIONS

In this work, we investigate instabilities that occur during the training of GANs, focusing particularly on the issue of mode collapse. To do this, we analyse the loss surfaces of the $G$ and $D$ neural networks, using second-order gradient information, with special attention on the Hessian eigenvalues. Hereby, we empirically show that there exists a correlation between the stability of training and the eigenvalues of the generator network. In particular, we observe that large eigenvalues, which may be an indication of the convergence towards a sharp minimum, correlate well with the occurrence of mode collapse. Motivated by this observation, we introduce a novel optimization algorithm that uses second-order information to steer away from sharp optima, thereby preventing the occurrence of mode collapse. Our findings suggest that the investigation of generalization prop-
erties of GANs, e.g. by analysing the flatness of the optima found during training, is a promising approach to progress towards more stable GAN training as well.
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