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We investigate adiabatic pumping via a single level quantum dot induced by periodic modulation of thermodynamic variables of reservoirs, i.e., temperatures and electrochemical potentials. We consider the impurity Anderson model and derive analytical formulas for coherent adiabatic charge pumping applicable to the strong dot-reservoir coupling within first-order perturbation with respect to Coulomb interaction. We show that charge pumping is induced by rectification effect due to delayed response of the quantum dot to time-dependent reservoir parameters. The presence of interaction is necessary because this delayed response rectifies charge current via Coulomb interaction. For temperature-driven charge pumping, one-way pumping is realized regardless of reservoir temperatures when an energy level of the quantum dot locates near the Fermi level. We clarify that this new feature of adiabatic pumping is caused by level broadening effect of the quantum dot due to strong dot-reservoir coupling.

1. Introduction

Adiabatic pumping is a process by which a finite charge (and heat) current is induced under the periodic slow modulation of external control parameters. Motivated by recent developments of experimental techniques, adiabatic pumping has been studied in a lot of theoretical and experimental papers. For example, adiabatic charge pumping in nanoscale devices has been reported, and has been applied to practical applications such as the current standard. Adiabatic pumping has also been attracting attentions as a key element in study of nonequilibrium thermodynamics in small systems; for instance, heat and work exchange and nonequilibrium thermodynamics have been studied.

Investigation of a quantum nature in adiabatic pumping has been one of important issues for long time. Theoretically, adiabatic pumping in mesoscopic systems under slow gate-voltage modulation was initially formulated for noninteracting systems by several researchers, and then expressed in a simple formula by Brouwer. Not only because effect of Coulomb interaction between electrons is important in a lot of mesoscopic systems, but also because nontrivial many-body effects such as the Kondo effect emerges, adiabatic pumping has also been theoretically studied for various interacting electron systems. All these theoretical works have investigated adiabatic pumping induced by gate voltage modulation because such pumping is realized rather easily in experiments. However, other type of pumping, e.g. pumping induced by temperature modulation, is also important from a viewpoint of thermodynamics. Adiabatic heat pumping induced by temperature modulation has first been discussed in phonon transport via molecule junctions, and subsequently, temperature-induced electronic transport has been discussed in thermoelectric transport and non-equilibrium thermodynamics. However, temperature-driven pumping has been considered only for an incoherent transport regime, where transport is described by Master equations on a basis of second-order perturbation with respect to a coupling strength between a system and reservoirs. Although quantum effect, e.g. level broadening effect of the QD due to strong dot-reservoir coupling, becomes significant in adiabatic pumping at low temperatures, such coherent adiabatic pumping has not been formulated because of a lack of a systematic method to describe time-dependent reservoir temperatures in coherent transport.

In this paper, we investigate adiabatic charge pumping via a single-level quantum dot (QD) coupled to two reservoirs with time-dependent temperatures and electrochemical potentials as the first step to construct nonequilibrium thermodynamics for coherent transport. We consider the Anderson impurity model with Coulomb interaction as a simple setup for non-trivial coherent charge pumping driven by the thermodynamic variables of the reservoirs, and employ the Keldysh formalism, which is applicable for arbitrary strength of dot-reservoir coupling. To describe time-dependent temperature modulation in the Keldysh formalism, we employ the method of the thermomechanical field. We first derive an analytical formula of adiabatic charge pumping within the first-order perturbation theory with respect to Coulomb interaction. By this formula, we clarify that the Coulomb interaction in the QD is essential for adiabatic pumping induced by the reservoir parameters driving, and that no charge is pumped for non-interacting systems. We show that the present charge pumping is induced by rectification effect due to delayed response of an effective QD en-
energy level with respect to time-dependent reservoir parameters. The effective QD energy level is shifted via Coulomb interaction by the occupation of the QD which responses time-dependent reservoir parameters with delay time, and this delayed energy shift rectifies the charge current and produces net charge pumping. The relation between charge pumping and effective energy shift is extension of that for incoherent transport discussed in some papers. We also show that, for temperature-driven pumping, one-way pumping can be realized regardless of the reservoir temperatures when the QD energy level locates near the Fermi level. This is a novel feature of adiabatic coherent pumping due to the level broadening effect of the QD. Finally, we estimate pumping current in a realistic experimental setup.

This paper is organized as follows. In Sect. 2, we define a model Hamiltonian and Green’s functions (GFs); we also introduce a thermomechanical field, and give a brief explanation of how it modulates the reservoir temperatures. The adiabatic approximation is introduced at the end of this section. In Sect. 3, we derive a formula for a charge pumped in one cycle of reservoir parameter modulation, and discuss mechanism of the present charge pumping. In Sect. 4, we show numerical results of pumping strength for both the temperature-driven pumping and the electrochemical-potential-driven pumping, and clarify their properties in detail. We discuss experimental relevance, and relates the delayed response of the QD with a linear AC response of the QD in Sect. 5, and summarize our results in Sect. 6. In the Appendices, we present some technical details for certain relevant equations.

2. Formulation

In this section, we explain our model and some calculation methods. We study the impurity Anderson model as a simple model for adiabatic charge pumping, and analytically calculate a pumped charge up to the first order of a Coulomb interaction in the QD by perturbation theory in the Keldysh GF method. A time-dependent dot-reservoir coupling is introduced to describe time-dependent reservoir parameters (i.e. the temperatures and the electrochemical potentials of reservoirs). We also apply the adiabatic approximation to the time-dependent parameters by assuming that their time variation is sufficiently slow. Throughout this paper, we define a charge of electrons as \(-e\) (\(e > 0\)).

2.1 Model

We consider a single-level QD coupled to two reservoirs (Fig. 1). The corresponding Hamiltonian is given by

\[
H(t) = \sum_{r=L,R} \sum_{k,s} \epsilon_{rk} c_{rks}^\dagger c_{rks} + \sum_s \epsilon d_s^\dagger d_s + \sum_{r=L,R} \sum_{k,s} \left( v_{rk}(t) c_{rks}^\dagger d_s + \text{h.c.} \right) + U d_s^\dagger d_s^\dagger d_s d_s.
\]

The first and second terms describe the electron reservoirs and the QD, respectively, where \(d_s^\dagger (d_s)\) is the creation (annihilation) operator of an electron in the QD with a spin \(s = \uparrow, \downarrow\), and \(c_{rks}^\dagger (c_{rks})\) is that of an electron in the reservoir \(r = L, R\) with a wave number \(k\) and a spin \(s\). The electron energies in the QD and the reservoirs are denoted by \(\epsilon_s\) and \(\epsilon_{rk}\), respectively. The third term describes the dot-reservoir coupling, while the last term describes the Coulomb interaction between electrons in the QD, and \(U\) denotes its strength. We prepare the reservoirs to be initially in equilibrium and have the same temperature \(T_{\text{ref}}\) and the same electrochemical potential (the latter is set to zero in this paper). We call \(T_{\text{ref}}\) the reference temperature hereafter. In the present model, we have introduced a time-dependent dot-reservoir coupling \(v_{rk}(t)\) to describe time-dependence of the reservoir parameters. Further details are given in Sect. 2.4.

2.2 Keldysh Green’s function

A pumping current is formulated within the framework of the Keldysh GFs. The retarded, advanced, and lesser components of the Keldysh GFs for electrons in the QD for the noninteracting systems (\(U = 0\)) are defined as

\[
G_{0,r}(t,t') = -i\Theta(t - t') \left\{ [d_s^\dagger(t'), d_s(t)]_r \right\},
\]

\[
G_{0,a}(t,t') = i\Theta(t' - t) \left\{ [d_s^\dagger(t'), d_s(t)]_r \right\},
\]

\[
G_{0,l}(t,t') = i \left\{ d_s^\dagger(t') d_s(t) \right\}_r,
\]

where \(\Theta(t)\) is the Heaviside step function. These components of the Keldysh GF are calculated using the Dyson equation as

\[
G_{0,r}(t,t') = g_{0,r}^R(t,t')
\]

\[
+ \int dt dt_1 g_{0,a}^R(t,t_1) \Sigma_{0,l}^R(t_1,t_2) G_{0,a}(t_2,t'),
\]

\[
G_{0,a}(t,t') = \left( G_{0,r}^R(t',t') \right)^*,
\]

\[
G_{0,l}(t,t') = \int dt dt_1 g_{0,l}^R(t,t_1) \Sigma_{0,r}^R(t_1,t_2) G_{0,l}(t_2,t'),
\]

where \(g_{0,r}^R(t,t')\) and \(g_{0,a}^R(t,t')\) are the retarded and advanced GFs for electrons in the isolated QD, respectively. The retarded and lesser components of the self-energy, \(\Sigma_{0,l}^R(t_1,t_2)\) and \(\Sigma_{0,r}^R(t_1,t_2)\), are given by

\[
\Sigma_{0,l}^R(t_1,t_2) = \sum_{r=L,R} \sum_k v_{rk}(t_1) g_{0,r}^R(t_1,t_2) v_{rk}(t_2),
\]

\[
\Sigma_{0,r}^R(t_1,t_2) = \sum_{r=L,R} \sum_k v_{rk}(t_1) g_{0,r}^R(t_1,t_2) v_{rk}(t_2),
\]

where \(g_{0,r}^R(t,\tau)\) and \(g_{0,a}^R(t,\tau)\) are the retarded and lesser GFs for electrons in the isolated reservoir \(r\), respectively.

The Keldysh GFs for the interacting electron system are defined in a similar manner:

\[
G_{\sigma}^R(t,t') = -i\Theta(t - t') \left\{ [d_s^\dagger(t'), d_s(t)]_\sigma \right\},
\]

\[
G_{\sigma}^A(t,t') = i\Theta(t' - t) \left\{ [d_s^\dagger(t'), d_s(t)]_\sigma \right\},
\]

\[
G_{\sigma}^L(t,t') = i \left\{ d_s^\dagger(t') d_s(t) \right\}_\sigma.
\]

In this paper, the charge current is evaluated up to the first order of \(U\) by approximating the Keldysh GFs as follows:

\[
G_{\sigma}^R(t,t') \approx G_{0,\sigma}^R(t,t')
\]

\[
- iU \int dt_1 G_{\sigma}^R(t_1,t_1) G_{0,\sigma}^R(t_1,t_1) G_{0,\sigma}^R(t_1,t'),
\]

\[
G_{\sigma}^A(t,t') \approx G_{0,\sigma}^A(t,t')
\]

\[
- iU \int dt_1 G_{\sigma}^A(t_1,t_1) G_{0,\sigma}^A(t_1,t_1) G_{0,\sigma}^A(t_1,t'),
\]

where \(s\) indicates the spin opposite to \(s\). The lesser GF is eval-
uated up to the first order of $U$ by substituting (13) and (14) into its definition given by
\[ G^r_\gamma(t, t') = \int dt_1 dt_2 G^h_\gamma(t, t_1) \Sigma^r_\gamma(t_1, t_2) G^s_\gamma(t_2, t'). \] (15)

2.3 Transferred charge

The charge current flowing from the reservoir $r$ into the QD is given by
\[ J_r(t) = -2e \sum_{k,s} \text{Re} \left[ v_{rks}(t) G^c_{rks}(t, t) \right], \] (16)
where $G^c_{rks}(t, t')$ is defined as
\[ G^c_{rks}(t, t') = i \left\langle c_{rks}(t') d_{ks}(t) \right\rangle. \] (17)
The charge accumulated from the reservoir $r$ between the initial time $t_i$ and the final time $t_f$ is
\[ \delta Q_r = \int_{t_i}^{t_f} dt J_r(t). \] (18)

To consider the accumulated charge in a cycle, we set $t_f - t_i = T$, where $T$ is a period of the time-dependent reservoir parameters. Using the method of the equation of motion,\(^\text{37}\) the pumped charge can be rewritten as
\[ \delta Q_r = -2e \sum_{k,s} \int_{t_i}^{t_f} dt \int dt_1 \times \text{Re} \left[ v_{rks}(t) G^c_{rks}(t, t_1) v_{rks}(t_1) G^c_{rks}(t_1, t) \right. \]
\[ + \left. v_{rks}(t) G^c_{rks}(t, t_1) v_{rks}(t_1) G^c_{rks}(t_1, t) \right]. \] (19)

2.4 Time-dependent dot-reservoir coupling

To treat time-dependent thermodynamic variables of the reservoirs, we introduce a method of the time-dependent dot-reservoir coupling, which is equivalent to the thermomechanical field method.\(^\text{38-41}\) We consider the time-dependent dot-reservoir coupling given by
\[ v_{rks}(t) = v_{rs} \sqrt{1 + B_r(t) e^{i \epsilon_{rks}(t) - \Lambda_r(t)}}, \] (20)
where $B_r(t)$ and $\Lambda_r(t)$ are functions of time related with the temperature and the electrochemical potential of the reservoir $r$, respectively. With this time-dependent dot-reservoir coupling, the self-energies (Eqs. (8) and (9)) become
\[ \Sigma^h_\gamma(t_1, t_2) = \sum_{r=L,R} \sum_k |v_{rks}|^2 G^h_{rks}(t_1, t_2) C_r(\epsilon_{rks}, t_1, t_2), \] (21)
\[ \Sigma^c_\gamma(t_1, t_2) = \sum_{r=L,R} \sum_k |v_{rks}|^2 G^c_{rks}(t_1, t_2) C_r(\epsilon_{rks}, t_1, t_2), \] (22)
\[ C_r(\omega, t_1, t_2) = \sqrt{(1 + B_r(t_1))(1 + B_r(t_2))} \times e^{-i \omega (\Lambda_r(t_1) - \Lambda_r(t_2))}. \] (23)

Hereafter we assume the energy-independent dot-reservoir coupling constant ($v_{rks} = v_r$), and define the line width as $\Gamma_r = 2\pi \rho |v_r|^2$, where $\rho$ is a density of state at the Fermi level (the wide-band limit).

To highlight the effect of the time-dependent dot-reservoir coupling on the temperatures and the electrochemical potentials, let us first consider a simple example in which $B_r(t)$ and $\Lambda_r(t)$ have a linear time-dependence:
\[ B_r(t) = \tilde{B}_r t, \quad \Lambda_r(t) = \tilde{\Lambda}_r t. \] (24)
In this example, the retarded and lesser self-energies are given by
\[ \Sigma^h_\gamma(t_1, t_2) = -i \sum_{r=L,R} \frac{\Gamma_r}{2} \delta(t_1 - t_2), \] (25)
\[ \Sigma^c_\gamma(t_1, t_2) = \int \frac{d\omega}{2\pi} \Sigma^c_s(\omega) e^{-i \omega (t_1 - t_2)}, \] (26)
\[ \Sigma^c_s(\omega) = i \sum_{r=L,R} \Gamma_r f\left(\frac{\omega - \tilde{\Lambda}_r}{1 + \tilde{B}_r}\right), \] (27)
where $f(\omega) = (e^{\omega/T_{\text{ref}}} + 1)^{-1}$ is the Fermi distribution function at the reference temperature $T_{\text{ref}}$ (refer to Appendix A for further details). As seen in the expressions of the self-energies, the time-dependent dot-reservoir coupling solely affects the energy rescaling and the chemical-potential shift of the Fermi distribution function $f(\omega)$. This modulation of the Fermi distribution function can be regarded as a change of the temperatures and the electrochemical potentials according to
\[ T_r = (1 + \tilde{B}_r)T_{\text{ref}}, \] (28)
\[ \mu_r = \tilde{\Lambda}_r. \] (29)
Thus, the present example describes the system in which the reservoir parameters are time-independent.

In general, $B_r(t)$ and $\Lambda_r(t)$ are not linear in time, and therefore, their effect to the reservoir parameters is non-trivial. However, when the modulation of $B_r(t)$ and $\Lambda_r(t)$ is sufficiently slow, the first time derivative of $B_r(t)$ and $\Lambda_r(t)$ can be related to the reservoir parameters in a similar way, as shown in the next subsection.

2.5 Adiabatic approximation

Hereafter we consider the situation that the period $T$ is much larger than a characteristic time scale of the system, which is $\Gamma^{-1} = (\Gamma_L + \Gamma_R)^{-1}$ in the present model. In this situation, all the physical quantities are expected to be expanded with a small parameter $(\Gamma T)^{-1}$. In order to expand the pumped charge given in Eq. (19) with respect to $(\Gamma T)^{-1}$, let us consider a Taylor expansion of $B_r(t)$ and $\Lambda_r(t)$,
\[ B_r(t) = B_r(t_0) + B_r(t_0) (t_1 - t_0) + B_r(t_0) \frac{(t_1 - t_0)^2}{2} + \cdots, \] (30)
\[ \Lambda_r(t) = \Lambda_r(t_0) + \Lambda_r(t_0) (t_1 - t_0) + \Lambda_r(t_0) \frac{(t_1 - t_0)^2}{2} + \cdots, \] (31)
where $t_1$ is an integral variable, and $t \in [t_0, t_1]$ is a time variable of the current. This Taylor expansion is a power series of $T^{-1}$, since $B_r(t) \sim T^{-1} B_r(t_0)$, $B_r(t) \sim T^{-2} B_r(t_0)$, etc. hold. This expansion may cause confusion to the reader because $B_r(t)$ and $\Lambda_r(t)$ are expanded not with $(\Gamma T)^{-1}$ but with $T^{-1}$. However, this expansion actually leads to a power series of observables with respect to $(\Gamma T)^{-1}$ after integration with respect to internal time variables as shown at the end of this subsection.

To evaluate the contribution of the linear term, i.e. the first time derivatives of $B_r(t)$ and $\Lambda_r(t)$, let us first consider the first-order approximation in Eqs. (30) and (31). By calculating the self-energies given in Eqs. (21)-(23), the time derivatives
of $B(t)$ and $\Lambda(t)$ are related to the time-dependent reservoir parameters as
\begin{equation}
T_r(t) = (1 + \dot{B}_r(t))T_{\text{ref}},
\end{equation}
\begin{equation}
\mu_r(t) = \Lambda_r(t),
\end{equation}
where $T_r(t)$ and $\mu_r(t)$ is the temperatures and the electrochemical potentials of the reservoir $r$ at time $t$. In this derivation, we have assumed the condition
\begin{equation}
1 + \dot{B}_r(t) > 0,
\end{equation}
to guarantee the positiveness of the temperature. Note that these relations can be regarded as an extension of Eqs. (28) and (29) for the steady state under time-independent reservoir parameters.

Let us now introduce the adiabatic approximation. The adiabatic approximation considers expansion up to the first order of $T_r(t)$ and $\mu_r(t)$ and ignores other non-adiabatic terms, e.g. the terms proportional to $T_r(t)$ and $(T_r(t))^2$. In the present formalism, this approximation is equivalent to the second-order approximation, i.e., the approximation up to the second-order time derivatives in the Taylor expansions, Eqs. (30) and (31). Since the function $C_r$ (see Eqs. (21)-(23)) contains all the time-dependences of $B(t)$ and $\Lambda(t)$, it is sufficient to expand it for the adiabatic approximation. By expanding $C_r(\omega, t_1 + t_2; t) + \mu_r(t)$ with respect to $t_1$ and $t_2$, one can obtain
\begin{equation}
C_r(\omega, t_1 + t_2; t) = (1 + \dot{B}_r(t))e^{-i\omega B_r(t) + \Lambda_r(t) |t - t_2|} + C_r^{(1)}(\omega, t_1, t_2; t),
\end{equation}
where
\begin{equation}
C_r^{(1)}(\omega, t_1, t_2; t) = \left\{ \frac{\dot{B}_r(t)}{2} \left[ (t_1 + t_2) + i\omega(1 + \dot{B}_r(t))(t_1^2 - t_2^2) \right] \right.
\end{equation}
\begin{equation}
\left. + \frac{i\dot{\Lambda}_r(t)}{2}(t_1^2 - t_2^2)(1 + \dot{B}_r(t)) \right\} e^{-i\omega B_r(t) + \Lambda_r(t) |t - t_2|}.
\end{equation}

In this approximation, the lesser component of the self-energy becomes
\begin{equation}
\Sigma^{<}(t_1, t_2) \approx \Sigma^{<}(t_1, t_2; t) + \Sigma^{<}(t_1, t_2; t),
\end{equation}
where $\Sigma^{<}(t_1, t_2; t)$ and $\Sigma^{<}(t_1, t_2; t)$ are proportional to $C_r^{(0)}(\omega, t_1, t_2; t)$ and $C_r^{(1)}(\omega, t_1, t_2; t)$, respectively. The lowest order term, $\Sigma^{<}(t_1, t_2; t)$, describes the steady-state contribution for fixed values of the temperatures $T_r(t) = (1 + \dot{B}_r(t))T_{\text{ref}}$ and the electrochemical potentials $\mu_r(t) = \Lambda_r(t)$. The next term $\Sigma^{<}(t_1, t_2; t)$, which is proportional to time derivatives of reservoir parameters, i.e., $T_r(t) = \dot{B}_r(t)T_{\text{ref}}$ and $\mu_r(t) = \dot{\Lambda}_r(t)$, describes the correction to the steady-state contribution. Thus, by the adiabatic approximation, the pumping current can be evaluated as a sum of the steady-state contribution and the correction to it up to the first order of $T_r(t)$ and $\mu_r(t)$.

As shown in Eq. (38), the Taylor expansion of $B_r(t)$ and $\Lambda_r(t)$ is equivalent with the expansion of the self-energies. In the quantum field theory, any observables are expressed by convolution time integral of the GFs and the self-energies. In the present model, the noninteracting GFs decays with a decay rate $\Gamma$, i.e. $G_r^{(0)}(t, t') \sim e^{-t/t'},$ and time integral of such GFs produces the factor $\Gamma^{-1}$. Thus, once the self-energies are expanded with respect to $T^{-1}$, then time integration of the GFs automatically gives the expansion of the observables with respect to $(\Gamma T)^{-1}$.

3. Analytical Result

3.1 Formula for the pumped charge

The transferred charge given by Eq. (19) is calculated up to the first order of $U$ by substituting Eqs. (13), (14) and (15) into (19). The amount of the transferred charge from the reservoir $r$ in one period can be decomposed into a noninteracting term $\delta Q_{r,0}$ and the first-order term $\delta Q_{r,U}$ proportional to $U$ as follows:
\begin{equation}
\delta Q_r = \delta Q_{r,0} + \delta Q_{r,U} + O(U^2).
\end{equation}

The explicit forms of $\delta Q_{r,0}$ and $\delta Q_{r,U}$ are presented in Appendix B. The adiabatic transferred charge is obtained by applying the adiabatic approximation to $\delta Q_{r,0}$ and $\delta Q_{r,U}$ as
\begin{equation}
\delta Q_{r,0} = \delta Q_{r,0}^{(0)} + \delta Q_{r,0}^{(pump)} + O(\Gamma T)^{-1},
\end{equation}
\begin{equation}
\delta Q_{r,U} = \delta Q_{r,U}^{(0)} + \delta Q_{r,U}^{(pump)} + O(\Gamma T)^{-1}.
\end{equation}
Here, $\delta Q_{r,0}^{(0)}$ and $\delta Q_{r,U}^{(0)}$ are steady-state contributions, which are calculated by approximating the self-energy up to the lowest order as $\Sigma^{<} = \Sigma^{<,0}$, while $\delta Q_{r,0}^{(pump)}$ and $\delta Q_{r,U}^{(pump)}$ are the pumping contributions, which are proportional to the contribution of $\Sigma^{<,1} \sim O(T_r, \mu_r)$. We note that the steady-state contributions are finite in general. For example, when the electrochemical potential of one reservoir is always larger than that of the other reservoir throughout a cycle while keeping the temperatures constant, the steady-current contribution remains finite. However, the pumping contributions of the transferred charge is distinguished from the steady-state one by the dependence on the pumping frequency $\Gamma T^{-1}$; the pumping contributions are independent of $T$, whereas the steady-state contributions are proportional to $T$. Hereafter, we focus only on the pumping contributions.

In Sect. 3.1.1 and Sect. 3.1.2, we derive formulas for $\delta Q_{r,0}^{(pump)}$ and $\delta Q_{r,U}^{(pump)}$ in a line-integral form. Here we define some functions used in those formulas in advance. We define a parameter vector by
\begin{equation}
X(t) = (T_r(t), T_r(t), \mu_r(t), \mu_r(t)) = (X^<(t)), \quad (\mu = 1, 2, 3, 4),
\end{equation}
where the vector components are defined by Eqs. (32) and (33). We define a spectral function of the QD and a Fermi distribution function of the reservoir $r$ as
\begin{equation}
\mathcal{A}(\omega) = \frac{1}{2\pi} \frac{1}{(\omega - \omega_0)^2 + \Gamma^2/4},
\end{equation}
\begin{equation}
f_f(\omega, \mathbf{X}) = f(\omega, T_r, \mu_r) = [e^{\mu_r} - 1]^{-1},
\end{equation}
respectively. Using the Fermi distribution functions, we also define an effective distribution function of the QD as
\begin{equation}
f_{\text{eff}}(\omega; X) = \frac{\Gamma_L f_f(\omega; X) + \Gamma_R f_f(\omega; X)}{\Gamma}.
\end{equation}
3.1.1 A noninteracting part of the pumped charge

First, we derive a formula for the noninteracting term \( \delta Q_{r,0}^{\text{pump}} \), and show that this term is canceled out in a period. By substituting Eqs. (36) and (37) into the expression of \( \delta Q_{r,0}^{\text{pump}} \) given in Eqs. (B.1)-(B.3), \( \delta Q_{r,0}^{\text{pump}} \) becomes,

\[
\delta Q_{r,0}^{\text{pump}} = \sum_{\mu=1}^{4} \int_{X(t)} dX_{\mu} \pi_{\mu}^{r}(X),
\]

where \( \sum_{\mu=1}^{4} \) is a line integral along the trajectory of \( X(t) \). A detailed derivation is given in Appendix C. Since \( \pi_{\mu}^{r}(X) \) is a gradient of a scalar function of \( X \), the noninteracting part always becomes zero (\( \delta Q_{r,0}^{\text{pump}} = 0 \)) under the periodic boundary condition \( X(t_{i}) = X(t_{f}) \). Accordingly, no charge pumping is induced for a noninteracting electron model \( (U = 0) \) by the time-dependent modulation of the reservoir parameters. Hereafter, we drop \( \pi_{\mu}^{r}(X) \) for the discussion of the charge pumping.

3.1.2 An interacting part of the pumped charge

Next, we derive a formula for the interacting part \( \delta Q_{r,U}^{\text{pump}} \). By substituting Eqs. (36) and (37) into \( \delta Q_{r,U}^{\text{pump}} \), it is obtained as

\[
\delta Q_{r,U}^{\text{pump}} = \sum_{\mu=1}^{4} \int_{X(t)} dX_{\mu} \pi_{\mu}^{r,U}(X),
\]

where \( \sum_{\mu=1}^{4} \) is a line integral along the trajectory of \( X(t) \). A detailed derivation is given in Appendix D. Contrary to the noninteracting term, \( \pi_{\mu}^{r,U}(X) \) is not a gradient of a scalar function, and therefore, becomes finite under the time-dependent driving of the reservoir parameters. We note that the non-pumping term, \( \pi_{\mu}^{r,U,\text{non-pump}}(X) \), does not contribute to the pumped charge under the periodic boundary condition \( X(t_{i}) = X(t_{f}) \) since this term is given by a gradient of a scalar function of \( X \). Hereafter, we drop \( \pi_{\mu}^{r,U,\text{non-pump}}(X) \) for the discussion of the charge pumping.

3.2 Mechanism of charge pumping

In this section, we explain physical mechanism of the present pumping by considering rectification effect induced by a delayed response of an effective QD energy level.

First, we discuss the delayed response of the effective QD energy level. Considering the Hartree approximation, the effective QD energy level can be written up to the first order of \( U \) as

\[
\tilde{\epsilon}_{d,t}(t) = \epsilon_{d} + U(n_{i}(t)) + O(U^{2}),
\]

where \( n_{i}(t) \) is the average occupation number of the noninteracting QD \( (U = 0) \). Using the adiabatic approximation, \( n_{i}(t) \) becomes

\[
\langle n_{i}(t) \rangle = \langle n_{i}(t) \rangle^{0} + \langle n_{i}(t) \rangle^{1} + O((\Gamma T)^{-2}),
\]

where \( \langle n_{i}(t) \rangle^{0} \) is the average occupation number with fixed reservoir parameters, \( X(t) \). To understand the effect of the correction term \( \langle n_{i}(t) \rangle^{1} \) in terms of time delay, we rewrite it as

\[
\langle n_{i}(t) \rangle^{1} = \langle n_{i}(t - \delta t) \rangle^{0} - \langle n_{i}(t) \rangle^{0} + O((\Gamma T)^{-2}),
\]

where \( \langle n_{i}(t) \rangle^{0} \) is a correction proportional to \( \tilde{X}(t) \). To understand the effect of the correction term \( \langle n_{i}(t) \rangle^{1} \) in terms of time delay, we rewrite it as

\[
\delta t = \sum_{\mu=1}^{4} \int d\omega \langle \tilde{X}(\omega) \rangle^{2} \frac{\partial f_{\mu}(\omega; X(t))}{\partial X^{\mu}} X^{\mu}. \tag{57}
\]

Here, we have introduced a delay time \( \delta t \) by assuming that there is a delay when the occupation number \( n_{i}(t) \) changes in response to the time-dependent reservoir parameters. Using this time delay, we define the steady-state contribution of the effective QD energy level and its change during the time delay as

\[
\tilde{\epsilon}_{d}(t) = \epsilon_{d} + U(n_{i}(t))^{0},
\]

\[
\delta \tilde{\epsilon}_{d}(t) = \tilde{\epsilon}_{d}(t - \delta t) - \tilde{\epsilon}_{d}(t),
\]

\[
U \left( \langle n_{i}(t - \delta t) \rangle^{0} - \langle n_{i}(t) \rangle^{0} \right) = \langle n_{i}(t) \rangle^{1} + O((\Gamma T)^{-2}),
\]

respectively. Then, the pumped charge given in Eqs. (48)-(51) is rewritten as

\[
\delta Q_{r,U}^{\text{pump}} = \int dt \frac{\partial J_{r}^{\text{steady}}(\tilde{\epsilon}_{d}; X(t))}{\partial \tilde{\epsilon}_{d}^{0}} \delta \tilde{\epsilon}_{d}(t) + O(U^{2}) + O((\Gamma T)^{-1}), \tag{60}
\]

where \( J_{r}^{\text{steady}}(\tilde{\epsilon}_{d}; X) \) is a steady-state charge current with a fixed parameter \( X(t) \) given by

\[
J_{r}^{\text{steady}}(\tilde{\epsilon}_{d}; X) = -\frac{2e\Gamma_{r}}{\Gamma} \int d\omega \langle \tilde{X}(\omega; \tilde{\epsilon}_{d}) \rangle \times f_{r}(\omega; X) - f_{r}(\omega; X). \tag{61}
\]
Here, we have denoted the spectral function with $\mathcal{A}(\omega; \epsilon_d)$ to show its $\epsilon_d$-dependence explicitly (see Eq. (43)). As seen in Eq. (60), the pumped charge is directly induced by the energy shift of the effective QD energy level due to the delayed response of the occupation number in the QD. We note that no charge pumping is induced in a noninteracting model because the effective QD energy level is constant ($\epsilon_{d}^{(0)}(t) = \epsilon_d$), and does not reflect the delayed response of the occupation number in the QD.

Next, we explain how the pumping current is induced by the energy shift of the effective QD energy level due to time delay. For demonstration, let us consider the temperature-driven pumping by setting the reservoir parameters as $(T_L(t), T_R(t)) = (\Gamma + 0.3\Gamma \cos(2\pi T^{-1}t), \Gamma + 0.3\Gamma \sin(2\pi T^{-1}t))$ and $\mu_L = \mu_R = 0$. Furthermore, we set the model parameters as $\Gamma_L = \Gamma_R = \Gamma/2$ and $\epsilon_d = 0.25\Gamma$. In Fig. 2 (a) and (b), we show time dependence of the steady charge current $J_{L,U}^{\text{steady}}(\epsilon_d, X(t))$ and the energy shift of the effective QD energy level due to time delay, $\delta_{d}^{(0)}(t)$, respectively. In Fig. 2 (c), we also show the normalized pumping current $J_{L,U}^{\text{pump}}(t)$ defined as

$$J_{L,U}^{\text{pump}}(t) = \frac{\Gamma}{U} J_{L,U}^{\text{pump}}(t)$$

and

$$J_{L,U}^{\text{pump}}(t) \equiv \sum_{\mu=1}^{4} \delta_{L,U}^{\text{pump}}(X(t)) \delta_{d}^{(0)}(t)$$

As indicated in Fig. 2, there are two time regions, i.e., the region of $T_L(t) < T_R(t)$ (Fig. 2(a)) and that of $T_L(t) > T_R(t)$ (Fig. 2(b)). Let us first consider the time region of $T_L(t) < T_R(t)$. In this region, the steady charge current $J_{L,U}^{\text{steady}}(\epsilon_d, X(t))$ is positive, since its sign depends on the direction of the temperature bias. At the same time, $\delta_{d}^{(0)}(t)$ is positive and the effective QD energy level, because $\delta_{d}^{(0)}(t)$ becomes positive and the effective QD energy level become larger due to the time delay. Conversely, in the region of $T_L(t) > T_R(t)$, the steady current is negative, and its magnitude is enhanced by the time delay of the effective QD energy level, because $\delta_{d}^{(0)}(t)$ is negative and the effective QD energy level become smaller due to the time delay. As a result of this rectification effect, the positive pumping current is induced in both of the regions.

Accordingly, the direction of the rectification, i.e., the direction of the pumping current, becomes positive and the net charge transferred in one cycle becomes finite. Thus, the present mechanism of the charge pumping is regarded as ‘rectification’ effect induced by the time delay.

In general, the direction of the rectification, i.e., the sign of the product of $\delta_{d}^{(0)}(t)$, $J_{L,U}^{\text{steady}}(\epsilon_d, X(t))$, and $\delta_{d}^{(0)}(t)$, may change depending on the model parameters as discussed in Sect. 4. Furthermore, the time dependence of the occupation number number is nontrivial for the asymmetric coupling ($\Gamma_L \neq \Gamma_R$). However, the idea that the energy delay of effective QD energy level rectifies the charge current is still useful to understand the charge pumping for such a general case.

### 3.3 Kernel representation

In this section, we introduce integral kernel representation for the pumped charge. Using the Stokes’ theorem, the line integral (Eq. (48)) is rewritten into a surface integral. This representation is convenient for visualization of the charge pumping strength discussed in Sect. 4.

First, we show a formula for the pumped charge induced by the temperature driving assuming $\mu_L(t) = \mu_R(t) = 0$. The
pumped charge is rewritten as
\[
\delta Q_{LU}^{\text{pump}} = \int_{A} dT_{L} dT_{R} \left[ \frac{\partial \sigma_{L}^{1}(X)}{\partial T_{L}} - \frac{\partial \sigma_{R}^{1}(X)}{\partial T_{R}} \right]
= \int_{A} dT_{L} dT_{R} \Pi_{T}(T_{L}, T_{R}),
\] (64)
where \( A \) is an area whose boundary is the parameter trajectory \((T_{L}(t), T_{R}(t))\). The kernel \( \Pi_{T}(T_{L}, T_{R}) \) is calculated by
\[
\Pi_{T}(T_{L}, T_{R}) = -\frac{2 \pi e U L_{L} L_{R}}{\Gamma^{2}} \int d\omega d\omega' \left[ \partial_{\omega} \Phi(\omega) \hat{A}^{2}(\omega') \right] \times \left[ \Gamma_{L} \frac{\partial f_{L}(\omega)}{\partial \mu_{L}} \frac{\partial f_{R}(\omega)}{\partial \mu_{R}} + \Gamma_{R} \frac{\partial f_{L}(\omega)}{\partial \mu_{L}} \frac{\partial f_{R}(\omega)}{\partial \mu_{R}} \right].
\] (65)

Next, we show a formula for the pumped charge induced by the electrochemical-potential driving assuming \( T_{L}(t) = T_{R}(t) = T(t) = \text{const.} \). The pumped charge is rewritten as
\[
\delta Q_{LU}^{\text{pump}} = \int_{A'} d\mu_{L} d\mu_{R} \left[ \frac{\partial \sigma_{L}^{1}(X)}{\partial \mu_{L}} - \frac{\partial \sigma_{R}^{1}(X)}{\partial \mu_{R}} \right]
= \int_{A'} d\mu_{L} d\mu_{R} \Pi_{V}(\mu_{L}, \mu_{R}),
\] (66)
where \( A' \) is an area whose boundary is the parameter trajectory \((\mu_{L}(t), \mu_{R}(t))\). The kernel \( \Pi_{V}(\mu_{L}, \mu_{R}) \) is calculated by
\[
\Pi_{V}(\mu_{L}, \mu_{R}) = -\frac{2 \pi e U L_{L} L_{R}}{\Gamma} \int d\omega d\omega' \left[ \partial_{\omega} \Phi(\omega) \right] \hat{A}^{2}(\omega') \times \left[ \Gamma_{L} \frac{\partial f_{L}(\omega)}{\partial \mu_{L}} \frac{\partial f_{R}(\omega)}{\partial \mu_{R}} + \Gamma_{R} \frac{\partial f_{L}(\omega)}{\partial \mu_{L}} \frac{\partial f_{R}(\omega)}{\partial \mu_{R}} \right].
\] (67)
The kernel \( \Pi_{V}(\mu_{L}, \mu_{R}) \) has the same form as \( \Pi_{T}(T_{L}, T_{R}) \) (see Eq. (65)) except that the temperature derivative is replaced with the electrochemical-potential derivative.

Although other kinds of the parameter driving (e.g. \( T_{L} - \mu_{L} \) driving) are possible, we focus on the two simple cases given above, and clarify difference between them in the next section. We note that once the integral kernels are defined as Eqs. (65) and (67), then the anticlockwise trajectory must be taken in the parameter space of \((T_{L}, T_{R})\) or \((\mu_{L}, \mu_{R})\). If the trajectory is set to clockwise, the sign of the integral kernels becomes opposite.

4. Numerical Result
In this section, we show the contour plots of the integral kernel of both of the temperature-driven pumping and the electrochemical-potential-driven pumping, and discuss their qualitative properties. We also estimate the pumping current averaged in one cycle for both types of pumping, and show that it is large enough for experimental observation.

4.1 Temperature-driven pumping
First, we consider the temperature-driven pumping by setting \( \mu_{L}(t) = \mu_{R}(t) = 0 \). When the sign of \( \epsilon_{d} \) is reversed, the integral kernel changes only its sign keeping its magnitude. Therefore, it is sufficient to consider the integral kernel only for \( \epsilon_{d} > 0 \). The left panels of Fig. 3 show the contour plots of the normalized integral kernel defined by
\[
\tilde{\Pi}_{T}(T_{L}, T_{R}) \equiv \frac{L^{3}}{U} \Pi_{T}(T_{L}, T_{R}),
\] (68)
for the symmetric coupling \((\Gamma_{L} = \Gamma_{R} = \Gamma/2)\) with three different positive QD energy levels, \( \epsilon_{d} = \Gamma, 0.5\Gamma, \) and \( 0.25\Gamma \). These contour plots indicate the strength of charge pumping; as explained in Sect. 3.3, arbitrary adiabatic temperature modulation is expressed by a trajectory in the \((T_{L}, T_{R})\) space, and the pumped charge for one cycle is a surface integral of the integral kernel inside the trajectory. When the QD energy level is far from the Fermi level \( (\epsilon_{d} = \Gamma, 0.5\Gamma) \), the integral kernel becomes positive (negative) in the high-temperature (low-temperature) side. As \( \epsilon_{d} \) decreases, the region of the negative kernel becomes narrower, and disappears when \( \epsilon_{d} \) is below a threshold value, which is shown to be \( \Gamma/(2 \sqrt{3}) \approx 0.29\Gamma \) later. Actually, the integral kernel is always positive for \( \epsilon_{d} = 0.25\Gamma \) as shown in the left panel in Fig. 3 (c). The right panels of Fig. 3 shows the integral kernel on \( T_{L} = T_{R} \equiv T \). The integral kernel has one positive peak and one negative dip for \( \epsilon_{d} = \Gamma, 0.5\Gamma \), while it has only one positive peak for \( \epsilon_{d} = 0.25\Gamma \).

In order to understand this qualitative change across \( \epsilon_{d} = \Gamma/(2 \sqrt{3}) \), we rewrite the integral kernel given in Eq. (65) as
Here, the Fermi distribution function is denoted by \( f(\omega; T) \) to stress the temperature dependence, \( \Phi(T) \) is an integral related to the steady current as

\[
\partial_t \mathcal{J}^{\text{steady}}(\varepsilon_F, T_L, T_R) = e(\Phi(T_L) - \Phi(T_R)),
\]

and \( \Psi(T_L, T_R) \) is an integral related to the change of the occupation number due to the time delay, \( \langle n_s(t) \rangle_0^{(1)} \), as

\[
\langle n_s(t) \rangle_0^{(1)} = -\frac{1}{\Gamma} \frac{\partial \Psi(T_L(t), T_R(t))}{\partial T_L} - \frac{\partial \Psi(T_L(t), T_R(t))}{\partial T_R}.
\]

As given in Eq. (69), the sign of the integral kernel is determined by the temperature derivatives of \( \Phi(T) \) and \( \Psi(T_L, T_R) \). We note that \( \Psi(T_L, T_R) \) is a monotonically increasing function of both the temperatures, \( T_L \) and \( T_R \), i.e., satisfies

\[
\partial_{T_L} \Psi(T_L, T_R) > 0, \quad \partial_{T_R} \Psi(T_L, T_R) > 0,
\]

for \( \varepsilon_F > 0 \). As a result, the sign change of the integral kernel is caused only by that of \( \partial_T \Phi(T) \). In Fig. 4 (a), we show a plot of \( \Phi(T) \) as a function of temperature for \( \varepsilon_F = 0.25 \Gamma, 0.5 \Gamma \) and \( \Gamma \). As seen in the figure, \( \Phi(T) \) is a non-monotonic function of \( T \) for \( \varepsilon_F = \Gamma, 0.5 \Gamma \), and the sign of \( \partial_T \Phi(T) \) changes at a certain temperature. On the other hand, \( \Phi(T) \) is a monotonically decreasing function of \( T \) for \( \varepsilon_F = 0.25 \Gamma \), and the sign of \( \partial_T \Phi(T) \) is always negative.

The non-monotonic behavior of \( \Phi(T) \) causes the sign change of the integral kernel as follows. When \( \Phi(T) \) is a monotonically decreasing function of \( T \), both \( \partial_{T_L} \Phi(T_L) \) and \( \partial_{T_R} \Phi(T_R) \) are negative for arbitrary value of \( T_L \) and \( T_R \). By combining this with Eq. (74), we can conclude that the integral kernel is always positive from Eq. (69). When \( \Phi(T) \) is a non-monotonic function of \( T \), \( \Phi(T) \) has a maximum value at a certain temperature \( T = T_{\text{max}} \). If we set both of \( T_L \) and \( T_R \) as larger (smaller) than \( T_{\text{max}} \), the integral kernel becomes positive (negative) from Eq. (69) since both of \( \partial_{T_L} \Phi(T_L) \) and \( \partial_{T_R} \Phi(T_R) \) becomes negative (positive). Therefore, we can conclude that the integral kernel must change its sign at least once. Thus, the non-monotonicity of \( \Phi(T) \) is the origin of the sign change of the integral kernel. When \( T_L \leq T_{\text{max}} \leq T_R \) or \( T_R \leq T_{\text{max}} \leq T_L \), the integral kernel can be either positive or negative, and determination of its sign needs detailed analysis of Eq. (69). We stress that since \( \Phi(T) \) is related to \( \partial_{\varepsilon} J^{\text{steady}}(\varepsilon_F, T_L, T_R) \) as given in Eq. (72), its behavior reflects the response of the steady current with respect to change of the QD energy level.

To discuss the origin of the non-monotonic (monotonic) behavior of \( \Phi(T) \) for large (small) values of \( \varepsilon_F \), we define the integrand \( \phi(\omega, T) \) as

\[
\Phi(T) = \frac{2 G T^3}{\Gamma} \int d\omega \phi(\omega, T),
\]

and show the \( \omega \)-dependence of \( \phi(\omega, T) \) for three different temperature values, \( T = 0, 0.1 \Gamma \), and \( \Gamma \) in Fig. 4 (b) and (c). In the figures, we also show \( \Gamma^2 \partial_{\omega} \mathcal{A}(\omega; \varepsilon_F) \) as dashed line, which has a peak at \( \omega = \varepsilon_F - \Gamma/(2 \sqrt{3}) \). There are two cases. In the case of \( 0 < \varepsilon_F < \Gamma/(2 \sqrt{3}) \), the Fermi energy \( (\omega = 0) \) is located above the frequency of the peak of \( \partial_{\omega} \mathcal{A}(\omega) \) as shown in Fig. 4 (b). At zero temperature, \( \phi(\omega, T) \) is a product of \( \partial_{\omega} \mathcal{A}(\omega; \varepsilon_F) \) and the step function \( \Theta(\omega) \), and therefore, \( \Phi(T = 0) \) is proportional to an integral of \( \partial_{\omega} \mathcal{A}(\omega; \varepsilon_F) \) in the range of \( \omega \in [-\infty, 0] \). At low temperatures (e.g. at \( T = 0.1 \Gamma \) shown in the figure), the
jump of the distribution function is smeared by thermal broadening. The change of the integral, \( \Phi(T) - \Phi(0) \), is then given by a sum of negative contribution by holes at \( \omega < 0 \) (denoted with \( S_1 \) in the figure) and positive contribution by electrons at \( \omega > 0 \) (denoted with \( S_2 \) in the figure). Since \( \partial_{\omega}A(\omega; \varepsilon_d) \) is larger in the hole side than in the electron side (\( S_1 > S_2 \)), \( \Phi(T) \) decreases as the temperature rises from zero. At higher temperatures (e.g. at \( T = 0.3 \Gamma \) shown in the figure), \( \Phi(T) \) decreases further because the negative part of \( \partial_{\omega}A(\omega; \varepsilon_d) \) at high energies (\( \omega > \varepsilon_d \)) starts to contribute. Thus, in this case, \( \Phi(T) \) monotonically decreases as the temperature increases. In the case of \( \Gamma/(2 \sqrt{V}) < \varepsilon_d \), the Fermi energy (\( \omega = 0 \)) is located below the peak frequency of \( \partial_{\omega}A(\omega) \) as shown in Fig. 4(c).

In this case, positive contribution by electrons exceeds negative contribution by holes (\( S_1 < S_2 \)) at low temperatures since \( \partial_{\omega}A(\omega; \varepsilon_d) \) is larger in the electron side than in the hole side. Then, the change of the integral, \( \Phi(T) - \Phi(0) \), becomes positive at low temperature. This indicates that \( \Phi(T) \) increases as the temperature rises from zero. However, at higher temperatures, \( \Phi(T) \) is a decreasing function of \( T \) because the negative part of \( \partial_{\omega}A(\omega; \varepsilon_d) \) at high energies (\( \omega > \varepsilon_d \)) starts to contribute. Thus, in this case, \( \Phi(T) \) is a non-monotonic function of \( T \). We stress that this qualitative change of the behavior of \( \Phi(T) \) clearly originates from the level broadening due to strong coupling to the reservoirs, i.e., the finite line width of the spectrum function \( A(\omega) \).

In summary, we have related the sign change of the integral kernel to the non-monotonicity of \( \Phi(T) \). We point out that in the limit of the weak dot-reservoir coupling (\( \Gamma \ll \varepsilon_d \)), \( \Phi(T) \) is proved to be non-monotonic, and the sign change of the kernel always occurs. Therefore, the disappearance of the sign change of the kernel observed for small \( \varepsilon_d \) is a direct consequence of level broadening effect due to strong dot-reservoir coupling. This is a new feature of the present pumping scheme, which has not been studied in the previous theoretical works on a basis of weak lead-dot coupling.

### 4.2 Electrochemical-potential-driven pumping

Next, we show contour plots of the integral kernel for electrochemical-potential-driven pumping for the symmetric coupling (\( \Gamma_L = \Gamma_R = \Gamma/2 \)). We define the normalized integral kernel by

\[
\tilde{\Pi}_V(\mu_L, \mu_R) = \frac{1}{U} \Pi_V(\mu_L, \mu_R).
\] (77)

and show its contour plots in the left panes of Fig. 5 for two different sets of the reservoir temperatures, (a) \( T_L = T_R = 0 \) and (b) \( T_L = T_R = 0.3 \Gamma \). As seen in the contour plots, the integral kernel has a symmetry relation \( \tilde{\Pi}_V(\mu_L, \mu_R) = \tilde{\Pi}_V(\mu_R, \mu_L) \), and takes a maximum value and a minimum value on the line \( \mu_L = \mu_R \). The normalized integral kernel on the line of \( \mu_L = \mu_R \) is shown in the right panes of Fig. 5. At zero temperature, the kernel takes a maximum value at \( \mu_L - \varepsilon_d = \mu_R - \varepsilon_d = \Gamma/(2 \sqrt{V}) \) (\( \approx 0.19 \Gamma \)), and takes a minimum value at \( \mu_L - \varepsilon_d = \mu_R - \varepsilon_d = -\Gamma/(2 \sqrt{V}) \). At finite temperatures, due to thermal broadening, the positions of the peak and the dip move away from the origin, and their width is broadened.

As indicated in the left panes of Fig. 5, the integral kernel always changes its sign on the line \( \mu_L - \varepsilon_d = - (\mu_R - \varepsilon_d) \). This property is proved as follows. In the same manner as temperature-driven pumping, the integral kernel is rewritten as

\[
\tilde{\Pi}_V(\mu_L, \mu_R) = -e\Gamma^2 \left[ \partial_{\mu_L} \Phi(\mu_L) \partial_{\mu_R} \Psi(\mu_L, \mu_R) + \partial_{\mu_R} \Phi(\mu_R) \partial_{\mu_L} \Psi(\mu_L, \mu_R) \right].
\] (78)

\[
\Phi(\mu) = \frac{2\Gamma_L \Gamma_R}{\Gamma} \int d\omega \partial_{\omega}A(\omega; \mu) f_{\text{eff}}(\omega; \mu_L - \varepsilon_d, \mu_R - \varepsilon_d).
\] (79)

\[
\Psi(\mu_L, \mu_R) = \Gamma \int d\omega \partial_{\omega}A(\omega; \mu) f_{\text{eff}}(\omega; \mu_L - \varepsilon_d, \mu_R - \varepsilon_d).
\] (80)

Fig. 5. Left panels: Contour plots of the normalized integral kernel \( \tilde{\Pi}_V(\mu_L, \mu_R) = (\Gamma^2/U) \Pi_V(\mu_L, \mu_R) \) for (a) \( T_L = T_R = 0 \) and (b) \( T_L = T_R = 0.3 \Gamma \). The symmetric coupling (\( \Gamma_L = \Gamma_R = \Gamma/2 \)) is assumed. At both temperatures, the integral kernel has symmetries, \( \tilde{\Pi}_V(\mu_L - \varepsilon_R, \mu_R - \varepsilon_L) = -\tilde{\Pi}_V(-\mu_L + \varepsilon_R, -\mu_R + \varepsilon_L) \), and changes its sign on the line \( \mu_L - \varepsilon_d = - (\mu_R - \varepsilon_d) \). The integral kernel takes a maximum value and a minimum value on the line \( \mu_L = \mu_R \).

Here, the Fermi distribution function and the effective distribution function are denoted with \( f(\omega; \mu) \) and \( f_{\text{eff}}(\omega; \mu_L, \mu_R) \), respectively, to stress the electrochemical-potential dependence, and the integral variable \( \omega \) is shifted by \( \varepsilon_d \). From Eqs. (78)-(80), it is straightforward to prove the symmetry relation \( \tilde{\Pi}_V(\mu_L, \mu_R) = \tilde{\Pi}_V(\mu_R, \mu_L) \). Furthermore, by using the relations

\[
f(\omega; \mu - \varepsilon_d) = 1 - f(-\omega; \varepsilon_d - \mu),
\] (81)

\[
f_{\text{eff}}(\omega; \mu_L - \varepsilon_d, \mu_R - \varepsilon_d) = 1 - f_{\text{eff}}(-\omega; \varepsilon_d - \mu_L, \varepsilon_d - \mu_R),
\] (82)

we can also prove \( \tilde{\Pi}_V(\mu_L, \mu_R) = -\tilde{\Pi}_V(2\mu_L - \mu_R, 2\varepsilon_d - \mu_R) \). From these symmetry relations, we can conclude that the sign of the integral kernel changes on the line \( \mu_L - \varepsilon_d = - (\mu_R - \varepsilon_d) \).
4.3 Estimate of the averaged pumping current

Let us estimate the pumping current averaged in one cycle using a set of the realistic model parameters. Before the estimate, we give some remarks on the range of the model parameters, to which the present formulation can be applied. Since the pumped charge is evaluated up to the first order of Coulomb interaction, the present result is applicable only for a small value of $U$. For the Anderson model, the first-order perturbation is known to be sufficiently good when $U \ll \pi \Gamma$. In the following estimate, we use $U = \Gamma$, which is small enough to give a quantitatively correct result (see Ref. 42 for example). In addition, we have employed the adiabatic approximation justified for the low-frequency pumping $T^{-1} \ll \Gamma$; if the pumping frequency $T^{-1}$ is larger than $\Gamma$, the non-adiabatic effect starts to contribute. For the purposes of rough estimation, we set $T^{-1} = 1\,\text{GHz}$.

First, we estimate the pumping current averaged in one period, $J = \delta Q_{\text{pump}}^{\text{av}} / \Gamma$, induced by the temperature driving by setting $\mu_L = \mu_R = 0$ and

$$ (T_L, T_R) = (T_0 + T_1 \cos(2\pi T_0 / T), T_0 + T_1 \sin(2\pi T_0 / T)). \quad (83) $$

Fig. 6 shows the average pumping current for three values of $\epsilon_d$ as a function of $T_0$ for the symmetric coupling ($\Gamma_L = \Gamma_R = \Gamma / 2$) and $T_1 = 0.3\Gamma$. The pumping current is of the order of 1 pA, which are measurable in a standard experimental setup. In the present calculation, the pumping current is proportional to the pumping frequency as far as the condition for the adiabatic approximation holds well ($T^{-1} \ll \Gamma$). Therefore, the pumping frequency can be set to smaller value if one allows a smaller pumping current for detection. The estimated current in Fig. 6 also reflects the qualitative property of the integral kernel shown in Fig. 3; it is always positive for $\epsilon_d = 0.25\Gamma$ and changes its sign for $\epsilon_d = \Gamma$. We note that for $\epsilon_d = 0.5\Gamma$ the sign change of the pumping current is not observed in Fig. 6. This is because temperature modulation amplitude is too large to pick up the sign change, and the sign change can be observed when the amplitude is sufficiently small.

Next, we estimate the average pumping current induced by the electrochemical-potential driving by setting $T_L = T_R = T$

$$(\mu_L, \mu_R) = (\mu_0 + \mu_1 \cos(2\pi \Gamma / T), \mu_0 + \mu_1 \sin(2\pi \Gamma / T)). \quad (84)$$

Fig. 7 shows the average pumping current at three values of $T$ as a function of $\mu_0 - \epsilon_d$ for the symmetric coupling ($\Gamma_L = \Gamma_R = \Gamma / 2$) and $\mu_1 = 0.5\Gamma$. Note that the average current $J$ is an antisymmetric function of $\mu_0 - \epsilon_d$ (see also the contour plot shown in Fig. 5). As seen in Fig. 7, the pumping current is of the order of 10 pA, which are measurable in a standard experimental setup.

5. Discussion

In this section, we discuss the experimental realization of the present result. We also discuss the relation between the time delay and the AC response of the QD.

5.1 Experimental realization

Although quick control of the reservoir electrochemical potential during charge pumping is expected to be realized rather easily in experiments, quick control of the reservoir temperatures may be an experimental challenge. There are several methods to achieve a fast control of the reservoir temperatures. One possible strategy is to introduce a periodic series of microwave pulses (or a periodic amplitude modulation of a microwave) into a circuit to warm up the electrons in the reservoirs. If the thermalization time in the reservoirs is much smaller than the pumping period $T$, the situation treated in our calculation will be realized. Another possible strategy is to use a non-equilibrium energy distribution of electrons in a channel near the point contact.\textsuperscript{47} As the non-equilibrium energy distribution generated at the point contact relaxes into a thermal distribution with an effective temperature after thermalization. Since the non-equilibrium energy distribution is controlled by the transmission probability of the point contact, the effective temperature can be quickly tweaked using
5.2 Relation to the AC response

The physical meaning of the time delay \( \delta t \) can be discussed by relating it to the dynamic response of the QD under AC modulation of the temperature and the electrochemical potential. The linear AC admittance of a QD system coupled with one reservoir is effectively described by a parallel circuit with a capacitance and a resistance, operating within a low-frequency limit.\(^{53-46}\) These circuit elements are known as the dynamical capacitance and the dynamical resistance, respectively. Recently, the concept of dynamical circuit elements has been extended to coherent transport under AC temperature modulation.\(^{30}\) It is possible to express the time delay \( \delta t \) by a linear combination of time constants determined by these circuit elements (see Appendix E). Accordingly, the time delay can be regarded as a characteristic relaxation time determined by the effective circuit elements describing the AC transport in a QD in the coherent regime.

6. Summary

We have studied adiabatic charge pumping driven by temperatures and electrochemical potentials of reservoirs via a single-level QD strongly coupled to two reservoirs. We have derived a formula of adiabatic charge pumping, and have shown that charge pumping occurs in the presence of Coulomb interaction within its first-order perturbation. In the present calculation, the effective QD energy level with the Hartree-type correction responses to the time-dependent reservoir parameters via the change of the occupation of the QD. We have shown that a time delay exists in this response, and that this delay causes rectification of the charge current, resulting in net charge pumping. We have also rewritten the formulas of pumped charge into an area integral of an integral kernel for temperature-driven pumping and electrochemical-potential-driven pumping, respectively, and have discussed their properties in detail. Especially in temperature-driven pumping, we have shown that one-way pumping can be realized when the QD energy level is near the Fermi level while the sign of the pumping changes depending on temperatures when the QD energy level is far from the Fermi level. This one-way pumping originates from the broadening effect of the QD, and is a new feature obtained only in the QD strongly coupled to the reservoirs. Finally, we have estimated pumping current by choosing realistic experimental parameters, and have shown that it is on the order of pA, which is measurable in experiment.

In this paper, we have studied charge pumping in a simple setup with a single-level QD up to the leading order of Coulomb interaction. It is a future problem to study a phase-sensitive setup such as the Aharonov-Bohm effect and the Fano effect to examine how a coherent nature of electron transport affects the present adiabatic pumping. It is another future problem to formulate adiabatic pumping in the presence of a strong Coulomb interaction. With such formalism, we would be able to investigate many body effects characteristic for coherent transport (the Kondo effect, for example) on adiabatic pumping by temperature and electrochemical potential modulation. Also, we would be able to extend the present formalism to energy pumping. It is an interesting challenge for the nonequilibrium thermodynamics in mesoscopic systems to discuss heat transport and define nonequilibrium entropy of the mesoscopic systems.
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Appendix A: Calculation of the Self-Energy

In this appendix, we derive the expressions for the self-energy given in Eqs. (25)-(27). The GFs for electrons with wavenumber \( k \) and spin \( s \) in the isolated reservoir \( r \) are given by

\[
g_{rks}^e(t,t') = -i\Theta(t-t')e^{-i\epsilon_{ks}(t-t')}, \quad (A-1)
\]

\[
g_{rks}^c(t,t') = i \int d\omega f(\omega) \delta(\omega - \epsilon_{ks})e^{-i\epsilon_{ks}(t-t')}, \quad (A-2)
\]

where \( f(\omega) = [\text{e}^{\omega/T_R} + 1]^{-1} \). Taking the wide-band limit, the retarded self-energy is calculated from Eq. (8) as

\[
\Sigma^R(t_1,t_2) = -i\Theta(t_1-t_2) \sum_r \frac{1}{i} \left( \sqrt{1 + B_r(t_1)} \right.
\]

\[
\times \delta(t_1-t_2 + B_r(t_1) - B_r(t_2)) e^{-i(\Lambda_r(t_1) - \Lambda_r(t_2))}.
\]

\[
(A-3)
\]

In the last line, we have used the fact that \( t_1 - t_2 + B_r(t_1) - B_r(t_2) = 0 \) has only one solution \( t_1 = t_2 \) under the condition (34). We note that the time-dependence of the dot-reservoir coupling does not change the retarded self-energy with arbitrary time dependence of external fields for the wide-band limit.

The lesser component of the self-energy is calculated from Eq. (9) in a similar way:

\[
\Sigma^\Lambda(t_1,t_2) = i \frac{1}{2\pi} \sum_r \Gamma_r \left( \sqrt{1 + B_r(t_1)} \right.
\]

\[
\times \int d\omega f(\omega) e^{-i\omega(t_1-t_2 + B_r(t_1)-B_r(t_2))}
\]

\[
\times e^{-i(\Lambda_r(t_1) - \Lambda_r(t_2))}.
\]

\[
(A-4)
\]

Supposing that \( B_r(t) = \tilde{B}_r t \) and \( \Lambda_r(t) = \tilde{\mu}_r t \), the self-energy becomes

\[
\Sigma^\Lambda(t_1,t_2) = i \frac{1}{2\pi} \sum_r \Gamma_r \left( \sqrt{1 + \tilde{B}_r} \right)
\]

\[
\times \int d\omega f(\omega) e^{-i\omega(1+\tilde{B}_r)t} e^{-i\tilde{\mu}_r(t_1-t_2)}
\]

\[
= i \frac{1}{2\pi} \sum_r \Gamma_r \int d\omega f \left( \frac{\omega - \tilde{\mu}_r}{1 + \tilde{B}_r} \right) e^{-i\omega(t_1-t_2)}. \quad (A-5)
\]
Appendix B: An explicit form of $\delta Q_{r,0}$ and $\delta Q_{r,U}$

The zeroth-order (noninteracting) contribution $\delta Q_{r,0}$ is given by

$$\delta Q_{r,0} = \delta Q_{r,0,A} + \delta Q_{r,0,B},$$

(B-1)

$$\delta Q_{r,0,A} = -4e \int \frac{d\omega}{2\pi} \int dt_{1} \int \frac{d\omega_{1}}{2\pi} \Gamma_{r} \times \text{Re} \left[ G_{0}^{r}(t_{1}) f(\omega) e^{-i\omega(t_{1}-t)} C_{r}(\omega, t, t_{1}, t_{0}) \right],$$

(B-2)

$$\delta Q_{r,0,B} = 2e \sum_{\mu} \int \frac{d\omega}{2\pi} \int dt_{1} \int dt_{2} \int \frac{d\omega_{1}}{2\pi} \Gamma_{r} \times \text{Re} \left[ G_{0}^{r}(t_{1}) G_{0}^{b}(t_{2}, t_{0}) f(\omega)e^{-i\omega(t_{1}-t_{2})} C_{r}(\omega, t_{1}, t_{2}) \right],$$

(B-3)

where $\delta Q_{r,0,A}$ and $\delta Q_{r,0,B}$ correspond to the first and the second term in the bracket of Eq. (19), respectively. In the same way, the first-order (interacting) contribution $\delta Q_{r,1}$ is given by

$$\delta Q_{r,U} = \delta Q_{r,U,A} + \delta Q_{r,U,B},$$

(B-4)

$$\delta Q_{r,U,A} = -4eU \sum_{\mu} \int \frac{d\omega_{1}}{2\pi} \int \frac{d\omega_{2}}{2\pi} \sum_{\nu,\rho} \int dt_{1} \cdots dt_{5} \Gamma_{r} \times \text{Re} \left[ G_{A}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) f(\omega) f(\omega_{2}) e^{-i\omega(t_{1}-t)} e^{-i\omega_{2}(t_{2}-t_{1})} \right],$$

(B-5)

$$\times C_{r}(\omega, t_{1} + t, t_{2} + t, t_{4} + t) C_{r}(\omega, t_{2} + t, t_{3} + t),$$

$$\delta Q_{r,U,B} = 2eU \sum_{\mu} \int \frac{d\omega_{1}}{2\pi} \int \frac{d\omega_{2}}{2\pi} \sum_{\nu,\rho} \int dt_{1} \cdots dt_{5} \Gamma_{r} \times \text{Re} \left[ G_{B}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) f(\omega) f(\omega_{2}) e^{-i\omega(t_{1}-t)} e^{-i\omega_{2}(t_{2}-t_{1})} \right],$$

(B-6)

$$\times C_{r}(\omega, t_{1} + t, t_{2} + t) C_{r}(\omega, t_{2} + t, t_{3} + t),$$

where $G_{A}(t_{1}, t_{2}, t_{3}, t_{4})$ and $G_{B}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5})$ are given by

$$G_{A}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) = G_{0}^{r}(t_{2} - t_{1}) G_{0}^{b}(t_{4} - t_{2}) G_{0}^{r}(t_{5} - t_{4}),$$

(G-7)

$$G_{B}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) = G_{0}^{r}(t_{3} - t_{1}) G_{0}^{b}(t_{5} - t_{3}) G_{0}^{r}(t_{5} - t_{1}) G_{0}^{b}(t_{5} - t_{4}).$$

Here the time variables are shifted to $t_{0} \rightarrow t_{0} + t$ to simplify the formula, and the abbreviation $G_{0}^{A}(t_{1}, t_{2}) = G_{0}^{A}(t_{1}, t_{2})$ is introduced using the fact that the noninteracting retarded (advanced) GF is spin-independent and is not affected by external modulation.

Appendix C: Derivation of Eq. (47)

By applying the adiabatic approximation to Eqs. (B-2) and (B-3), $\delta Q_{r,U,A}$ becomes

$$\delta Q_{r,U,A} = -4e \int \frac{d\omega}{2\pi} \int dt_{1} \int \frac{d\omega_{1}}{2\pi} \times \text{Re} \left[ G_{0}^{r}(t_{1}) f(\omega) e^{-i\omega(t_{1}-t)} C_{r}^{(1)}(\omega, t_{1}, t_{0}) \right],$$

(C-1)

$$\delta Q_{r,U,B} = 2e \sum_{\mu} \int \frac{d\omega}{2\pi} \int dt_{1} \int dt_{2} \int \frac{d\omega_{1}}{2\pi} \times \text{Re} \left[ \Gamma_{r} G_{0}^{b}(t_{1}) f(\omega) e^{-i\omega(t_{1}-t)} C_{r}^{(1)}(\omega, t_{1}, t_{2}, t_{3}) \right].$$

(C-2)

Substituting Eq. (37) to (C-1) and (C-2), we obtain

$$\delta Q_{r,0,A} = e \int \frac{d\omega}{2\pi} \int dt_{1} \int \frac{d\omega_{1}}{2\pi} \times \text{Re} \left[ \Gamma_{r} G_{0}^{b}(t_{1}) G_{0}^{b}(t_{2}) f(\omega) e^{-i\omega(t_{1}-t_{2})} C_{r}^{(1)}(\omega, t_{2}, t_{1}, t_{0}) \right].$$

(C-3)

$$\delta Q_{r,0,B} = -e \sum_{\mu} \int \frac{d\omega}{2\pi} \int dt_{1} \int \frac{d\omega_{1}}{2\pi} \times \text{Re} \left[ \Gamma_{r} G_{0}^{b}(t_{1}) G_{0}^{b}(t_{2}) f(\omega) e^{-i\omega(t_{1}-t_{2})} C_{r}^{(1)}(\omega, t_{2}, t_{1}, t_{0}) \right].$$

(C-4)

Here, $X^{\mu}$ is a parameter vector (Eq. (42)), $f(\omega)$ is the Fermi distribution function of reservoir $r$ (Eq. (44)), $A(\omega)$ is the spectral function (Eq. (43)), and $C_{eff}(\omega)$ is the effective distribution function (Eq. (45)). To obtain this formula, we use relations between derivatives of the Fermi distribution function such as,

$$\frac{\partial f_{r}(\omega)}{\partial \mu_{r}} = -\frac{\partial f_{r}(\omega)}{\partial \omega} = \frac{T_{r}}{\omega + \mu_{r}} \frac{\partial f_{r}(\omega)}{\partial T_{r}},$$

and have converted integral variable as

$$\int_{t} dt_{X_{r}(t)}(\cdots) = \int_{X_{r}(t)} dX_{r}(\cdots).$$

Summation of $\delta Q_{pump}^{r,0,A}$ and $\delta Q_{pump}^{r,0,B}$ gives $\delta Q_{pump}^{r,0}$ as

$$\delta Q_{pump}^{r,0} = \delta Q_{pump}^{r,0,A} + \delta Q_{pump}^{r,0,B}$$

$$\pi_{r}^{\mu}(X) = \left( \frac{\partial}{\partial X^{\mu}} \right) \left[ \int \frac{d\omega}{2\pi} \left( \frac{\partial}{\partial A(\omega)} \right) f(\omega; X) \right].$$

Appendix D: Derivation of Eqs. (48)-(51)

By applying the adiabatic approximation to Eqs. (B-5) and (B-6), we obtain

$$\delta Q_{r,0,A} = -4eU \sum_{\mu} \int \frac{d\omega_{1}}{2\pi} \int \frac{d\omega_{2}}{2\pi} \sum_{\nu,\rho} \int dt_{1} \cdots dt_{5} \Gamma_{r} \times \text{Re} \left[ G_{A}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) f(\omega) f(\omega_{2}) e^{-i\omega(t_{1}-t)} e^{-i\omega_{2}(t_{2}-t_{1})} \right],$$

(D-1)

$$\times C_{r}^{(0)}(\omega, t_{1} + t, t_{2} + t, t_{3} + t),$$

$$\delta Q_{r,0,B} = 2eU \sum_{\mu} \int \frac{d\omega_{1}}{2\pi} \int \frac{d\omega_{2}}{2\pi} \sum_{\nu,\rho} \int dt_{1} \cdots dt_{5} \Gamma_{r} \times \text{Re} \left[ G_{B}(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}) f(\omega) f(\omega_{2}) e^{-i\omega(t_{1}-t)} e^{-i\omega_{2}(t_{2}-t_{1})} \right],$$

(D-2)

Adding $\delta Q_{r,0,A}$ and $\delta Q_{r,0,B}$ and substituting Eqs. (36) and (37) to Eqs. (D-1) and (D-2), the expression of $\delta Q_{r,U}$ given in Eqs. (48)-(51) is derived.
Appendix E: Circuit elements in AC transport

This Appendix describes how the time delay $\delta t$ given in Eq. (57) is written in terms of effective circuit elements. The complex admittance of a coherent conductor coupled to the reservoir $r$ is calculated by using the linear response theory as

$$G_r(\omega) = \frac{I_r(\omega)}{\mu_r(\omega)} = -iC_r\omega + R_rC_r^2\omega^2 + O(\omega^3)$$

$$= \frac{1}{R_r - 1/(iC_r\omega)} + O(\omega^3). \quad (\text{E-1})$$

Here, $C_r$ and $R_r$ are circuit elements denoted as the complex capacitance and the dynamic resistance, respectively. For the QD system, they are given by

$$C_r = e^2 \int d\omega A_r(\omega) \left( -\frac{1}{\partial f_r}{\partial \omega} \right), \quad (\text{E-2})$$

$$R_r = \frac{\pi e^2}{\left( \int d\omega A_r(\omega) \left( -\frac{1}{\partial f_r}{\partial \omega} \right) \right)^2}. \quad (\text{E-3})$$

Recently, circuit elements are calculated for coherent transport under AC temperature modulation:\textsuperscript{30}

$$G_{r,T}(\omega) = \frac{I_r(\omega)}{T_r(\omega)} = -iC_{r,T}\omega + R_{r,T}C_{r,T}^2\omega^2 + O(\omega^3)$$

$$= \frac{1}{R_{r,T} - 1/(iC_{r,T}\omega)} + O(\omega^3), \quad (\text{E-4})$$

$$C_{r,T} = e^2 \int d\omega A_{r,T}(\omega) \left( \frac{\omega + \mu_r}{T_r} \right) \left( -\frac{1}{\partial f_r}{\partial \omega} \right), \quad (\text{E-5})$$

$$R_{r,T} = \frac{\pi e^2}{\left( \int d\omega A_{r,T}(\omega) \left( \frac{\omega + \mu_r}{T_r} \right) \left( -\frac{1}{\partial f_r}{\partial \omega} \right) \right)^2}. \quad (\text{E-6})$$

Using Eq. (5-5), $\delta t$ is rewritten by these circuit elements as

$$\delta t = \sum_{i=L} C_i \mu_i + C_{r,T} T_r$$

$$\quad \sum_{i=L} C_i \mu_i + C_{r,T} T_r \quad \text{E-6}$$

This relation implies that the time delay $\delta t$ reflect a relaxation time of coherent transport via dynamical resistances and capacitances.\textsuperscript{49}