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Abstract

The goal of the YouMakeup VQA Challenge 2020 is to provide a common benchmark for fine-grained action understanding in domain-specific videos e.g. makeup instructional videos. We propose two novel question-answering tasks to evaluate models’ fine-grained action understanding abilities. The first task is Facial Image Ordering, which aims to understand visual effects of different actions expressed in natural language to the facial object. The second task is Step Ordering, which aims to measure cross-modal semantic alignments between untrimmed videos and multi-sentence texts. In this paper, we present the challenge guidelines, the dataset used, and performances of baseline models on the two proposed tasks. The baseline codes and models are released at https://github.com/AIM3-RUC/YouMakeup_Baseline.

1. Introduction

Videos naturally contain rich multimodal semantic information, and have been one of the main sources for knowledge acquisition. In recent years, video semantic understanding has attracted increasing research attentions [3, 6, 17, 8, 15, 19]. However, most works are limited to capture coarse semantic understanding such as action recognition in broad categories [3], which do not necessarily require models to distinguish actions with subtle differences or understand temporal relations in a certain activity [11].

In order to improve fine-grained action understanding in videos, we propose the YouMakeup Video Question Answering challenge based on a newly collected video dataset YouMakeup [27]. The makeup instructional videos are naturally more fine-grained than open-domain videos. Different steps share the similar backgrounds, but contain subtle but critical differences such as fine-grained actions, tools and applied facial areas, all of which can result in different effects to the face. Therefore, it requires fine-grained discrimination within temporal and spatial context.

In this challenge, we design two video question answering tasks, namely Facial Image Ordering Sub-Challenge and Step Ordering Sub-Challenge. The Facial Image Ordering Sub-Challenge is to sort a set of facial images from a video into the correct order according to the given step descriptions, as illustrated in Figure 2. This task requires understanding the changes that a given action described in natural language will cause to a face object. The effect of action descriptions to the face appearance can vary greatly, depending not only on the text description, but also on the previous status of the facial appearance. Some actions may bring obvious facial changes, such as “apply red lipstick on the lips”, while some actions only cause slight differences, such as “apply foundation on the face with brush”, which can be better detected if the previous appearance status is known. Therefore, fine-grained multimodal analysis on visual faces and textual actions is necessary to tackle this task.

The Step Ordering Sub-Challenge is to sort a set of action descriptions into the right order according to the order of these actions in the video as shown in Figure 3. The task aims at evaluating models’ abilities in cross-modal semantic alignments between visual and text. Compared with previous video-text cross-modal tasks, the novelty of this task has three aspects. Firstly, different actions share similar background contexts, thus it requires the model to specifically focus on actions and action-related objects instead of correlated but irrelevant contexts [28]. Secondly, since different actions can be very similar in visual appearance, this task demands fine-grained discrimination in particular. Finally, this task goes beyond mere single sentence to single video retrieval and requires long-term action reasoning and textual understanding. More details about the two tasks and evaluations are described in Section 2.

We provide baseline models for participants to use, which are introduced in Section 3 and Section 4 for the Facial Image Ordering and Step Ordering sub-challenges respectively. Participants are encouraged to explore their own solutions. We require participants to follow our definition of training, validation and test partition in order to have a fair comparison of different approaches. The labels of test par-
tation is remained unknown to participants and participants can submit at most two trials a day for each sub-challenge on the test partition. In order to be eligible for the final ranking in the challenge, participants should submit their solution paper to the organizer after the competition.

2. YouMakeup Dataset & Tasks

In this section, we firstly describe the YouMakeup dataset and its annotations. Then we introduce the two proposed VQA tasks based on the dataset, which are Facial Image Ordering and Step Ordering.

2.1. YouMakeup Dataset

YouMakeup is a large-scale multimodal video dataset [27] for fine-grained semantic comprehension in the specific domain. It contains 2,800 makeup instructional videos from YouTube, spanning more than 420 hours in total. Videos are uploaded by famous cosmetic companies and bloggers. Each video is annotated with step descriptions in natural language sentences and grounded in temporal video ranges and spatial facial areas as shown in Figure 1.

We split the videos into training, validation and test partitions with 1,680, 280 and 840 videos respectively. We provide video annotations for training and validation except for testing in the challenge. The dataset is available at [https://github.com/AIM3-RUC/YouMakeup](https://github.com/AIM3-RUC/YouMakeup).

2.2. VQA Tasks

Facial Image Ordering Task  As an instructional video presents steps for accomplishing a certain task, tracking the changes of objects after the steps is crucial for procedure understanding. The effects of makeup are fine-grained changes of facial appearances. Therefore, we propose the facial image ordering task, which is to sort a set of facial images from a video into the correct order according to the given step descriptions. Figure 2 illustrates an example.

We choose five facial images of different steps from a video to form a question. The facial images are extracted from the end of each makeup step to make sure that they reflect the effects of steps to the face. We also manually check the extracted facial images to ensure the qualities. Then we set the original order of these facial images as the positive answer and three random shuffles as negative answers. Finally, we generate 1,200 questions for 280 validation videos, and 1,500 questions for 420 testing videos.

Step Ordering Task  Cross-model semantic alignment is important in the field of visual and language. The step ordering task is to sort a set of step descriptions into the right order according to the order of these actions performed in the video as shown in Figure 3. Models need to align textual step descriptions with corresponding video contents to

| Step | Temporal Range | Spatial Face Area | Step Description |
|------|----------------|-------------------|------------------|
| Step 1 | 00:02:10-00:02:39 | eyelid | Apply eyeshadow over eyelid with brush |
| Step 2 | 00:02:40-00:02:54 | brow | Draw eyebrow using the brow shadow with brush |
| Step 3 | 00:02:56-00:03:10 | lashline | Draw winged eyeliner with eyeliner pen |
| Step 4 | 00:03:11-00:03:24 | lip | Apply red lip gloss on lips |
| Step 5 | 00:03:25-00:03:28 | cheek, hairline | Apply bronzer on the cheeks and hairline with brush |
| Step 6 | 00:03:29-00:03:34 | cheekbone, forehead, nose | Apply highlighter on the cheekbones, forehead and nose with brush |
| Step 7 | 00:03:35-00:03:47 | lash | Curl the lashes and apply mascara on the lashes |
| Step 8 | 00:03:54-00:04:15 | lash | Apply false lashes on the lashes |

Table 1. Data Statistic. #V: Number of videos. #S/V: Number of steps per video. #Q: number of questions. The questions may contain video or image or caption (V: Video; I: Image; C: Caption)

| Task | #V | #S/V | #Q | Question |
|------|----|------|----|----------|
| Image ordering | train | 1680 | 10.57 | - | - | - |
| Image ordering | valid | 280 | 11.31 | 1200 | ✓ | ✓ |
| Image ordering | test | 420 | 12.29 | 1500 | ✓ | ✓ |
| Step ordering | train | 1680 | 10.57 | - | - | - |
| Step ordering | valid | 280 | 11.31 | 1800 | ✓ | ✓ |
| Step ordering | test | 420 | 11.92 | 3200 | ✓ | ✓ |

Figure 1. Annotations in YouMakeup dataset, including a sequence of step descriptions grounded in temporal and spatial face areas.
solve the task. Since the makeup videos contain a sequence of actions and texts are composed of multi-sentences, the task also requires long-term temporal action reasoning and text understanding.

We select videos with more than four steps to generate questions. For each question, we provide a video and five step descriptions from the video. The positive answer is the original order of the five descriptions, while negative answers are random shuffles. We construct 1,200 questions for 280 validation videos, and 3,200 questions for 420 testing videos. Please note that the testing videos in the step ordering task is not overlapped with testing videos in the image ordering task to avoid information leak.

The dataset statistics of the two tasks are presented in Table 1. We do not provide questions for training videos so that the participants have freedom to choose different training strategies from fine-grained annotations in the training set. Both tasks are evaluated by answer selection accuracy.

3. Facial Image Ordering Baseline

In this section, we introduce baseline models and experimental results for the facial image ordering task.

3.1. Baseline Models

The facial image ordering task requires a model to recognize changes of facial appearance brought by the makeup action description. We propose two baseline models for the facial image ordering task. The first is purely based on images without considering the influence of step description, which is to provide prior biases of the facial image ordering task.

Specifically, we design an image pairwise comparison model as shown in Figure 4. The model is a Siamese network composed of twin image feature extractors and a binary classifier. Given two facial images \( I_i, I_j \) in a video which belong to outcomes of two different makeup steps, if image \( I_i \) occurs earlier than \( I_j \) in the video, the groundtruth label is 1, otherwise 0. We utilize the shared image feature extractor to extract facial features for \( I_i \) and \( I_j \), and concatenate the two features as input to the binary classifier. The binary output indicates relative order of the two images purely based on visual appearance.
The algorithm of using the image pairwise comparison model for the ordering task is as follows. For each candidate answer containing an order of N images, we can construct \( \binom{N}{2} \) ordered image pairs to be evaluated by the image pairwise comparison model. We average predicted probabilities of all pairs as score for the candidate answer and the candidate answer with the highest score is selected.

3.1.2 Text-aware Image Ordering

Makeup action descriptions can provide additional guidance to understand changes of facial appearance. Therefore, rather than directly comparing images, we formulate the core task as a compositional image retrieval problem given the query composited of an image and the text [25].

We construct triplet \((I_i, S_i, I_j)\) for the compositional image retrieval problem, where \(I_i\) is the facial image before applying step \(S_i\) and \(I_j\) is the changed facial image of \(I_i\) after the step \(S_i\). To be noted, \(S_i\) can be concatenations of multiple step descriptions to represent complex action changes.

We utilize the Text Image Residual Gating (TIRG) model [25] for the compositional image matching problem which has achieved the state-of-the-art performance. Figure 5 illustrates the framework of the TIRG model. The model utilizes textual embedding to modify source image representation, and pushes the “modified” image feature to be closer with the target image feature during training. Therefore, the model can gradually learn facial changes brought by different step descriptions.

For the ordering multi-choice selection task, we firstly use Algorithm 1 to predict an order of facial images via the TIRG model, and then select the candidate answer with lowest edit distance with our predicted order.

3.2. Experimental Results

Data Preprocessing The training set contains 1,680 annotated videos and each of them has 10.9 steps on average.

Each makeup step description is aligned with a video clip. We extract 10 frames at the end of each video clip as training images to ensure the facial appearance changes after the action described in the step. Specifically, if the duration of a video clip is less than 10s, we extract 10 frames consecutively backwards from the end of the clip; otherwise we extract 10 frames with a gap of 5 frames backwards. Finally, we generate 177,390 images in total.

For image pairwise comparison model, we randomly select two images from two makeup steps in a video as an image pair. We balance the classification labels in image pair-wise comparison probability; for the ordering multi-choice selection task, we firstly use Algorithm 1 to select \(I_1\) via \(f_{img}\) (image with the highest average pairwise comparison probability); finally, we generate 177,390 images in total.

Algorithm 1 Sorting shuffled images with TIRG model.

**Input:** \(\{I_i\}_{i=1}^{N}\) : shuffled facial images; \(\{S_j\}_{j=1}^{M}\) : step descriptions in the correct order; \(f_{img}\) : image pairwise comparison model; \(f_{tirg}\) : TIRG model.

**Output:** \(\{I_i'\}_{i=1}^{N}\) : facial images in the correct order.

1. select \(I_1\) via \(f_{img}\) (with the highest average pairwise comparison probability);
2. \(I_s = \{I_i\}_{i=1}^{N} - I_s\), \(x = 1, y = 2\);
3. while \(|I_s| < N\) do
   4. for \((j = y; j < M - (N - x); j++)\) do
   5. \(I_j = \arg \max_{I \in I_s} f_{tirg}(I', \{S_k\}_{k=y}^{j}, I)\)
   6. \(S_{I_j} = \max_{I \in I_s} f_{tirg}(I', \{S_k\}_{k=y}^{j}, I)\)
   7. end for
   8. \(x = x + 1\);
   9. \(I_x = \arg \max_{I \in I_s} S_{I_j}\);
10. \(y = \arg \max_{I \in I_s} S_{I_j} + 1\);
11. \(I_s = I_s + \{I_x\}, I_s = I_s - \{I_x\}\);
12. end while

| Split          | Train | Val |
|----------------|-------|-----|
| videos         | 1,680 | 280 |
| captions       | 17,739| 3,167|
| image pairs    | 117,226| 21,544|
| TIRG triplets  | 333,780| 12,114|

Table 2. Data statistics of constructed training and validation data for different models in the Facial Image Ordering task.

Implementation Details For image pair-wise comparison model, we use ResNet-18 pretrained on ImageNet as the image encoder, which generates 512D feature embedding in the last pooling layer. For TIRG image retrieval model, we use default settings as in [25], which uses ResNet-18 pre-
Table 3. Performance of image pairwise comparison model. ‘CL’ denotes curriculum learning.

| Pairwise | val clf acc | val | test |
|----------|-------------|-----|------|
| random   | 50.00       | 25.00 | 25.00 |
| w/o CL   | 82.65       | 65.70 | 67.90 |
| w/ CL    | 83.62       | 66.20 | 70.00 |

Table 4. Classification accuracy on different step gaps for image pairwise comparison model w/o CL and w/ CL on validation set.

| step gap | 1         | 2         | 3         | 4         |
|----------|-----------|-----------|-----------|-----------|
| w/o CL acc | 61.51     | 70.94     | 76.87     | 82.96     |
| w/ CL acc | 61.90     | 71.59     | 78.95     | 84.33     |

Table 5. Performance of TIRG image retrieval model.

|     | R@1 | R@2 | R@3 | val | test |
|-----|-----|-----|-----|-----|------|
| random | 9.55   | 19.11 | 28.66 | 25.00 | 25.00 |
| TIRG | 30.15 | 49.16 | 63.20 | 58.67 | 58.93 |

Evaluation Metrics We use classification accuracy to evaluate the image pairwise comparison model. For TIRG image retrieval model, we first compute Recall at Rank K (R@K) for images in a video, which is the percentage of queries whose correct target image is within the top K retrieved images. Then we average R@K for all videos as the final performance.

3.3. Results and Analysis

Table 3 presents performances of image pairwise comparison model. Simply comparing visual appearance can provide certain clues on the relative order of two facial images, which achieves 70% multi-choice selection accuracy on testing set. We further explore how the makeup step gap between two images affects the classification accuracy (step gap is the number of interval steps between the two images). As shown in Table 4, the smaller step gap is, the worse classification performance gets, which is in line with our expectations. Because there might be subtle facial changes after a small number of makeup steps, making the model hard to distinguish relative orders. Therefore, we denote image pairs with large steps gap as easy samples and otherwise as hard samples. We utilize a curriculum learning strategy to train the model from easy samples to hard samples. The curriculum learning can slightly improve the performance as shown in Table 3 and Table 4.

3.4. Discussion

A makeup step caption generally consists of three parts: cosmetics, facial areas, and tools, such as “Apply foundation on the face with a brush”. The facial area information helps to focus on key regions, the cosmetics and tools indicate how the related regions change. Therefore, we provide several suggestions for further improvement. Firstly, on the image side, it can be helpful to detect different facial areas and objects and track continuous changes. Secondly, on the text side, it is necessary to explore more fine-grained features of makeup captions to make full use of textual guidance information. Finally, it is crucial to learn fine-grained interactions between text descriptions and images. Participants are also encouraged to design novel solutions for image ordering task.

4. Step Ordering Baseline

In this section, we introduce baseline models and experimental results for the step ordering task.

4.1. Baseline Models

The ultimate goal of step ordering task is to evaluate models’ fine-grained semantic alignment abilities between textual descriptions and video clips. However, different steps can come with certain sequential order even without video reference. For example, people usually use primer before making eye shadow. To measure how much influence such prior knowledge of makeup steps have on the ordering performance, we firstly propose a text-only ordering baseline. Then we introduce another video-aware baseline.
4.1.1 Text-only Ordering

Given two step descriptions \((S_i, S_j)\) from a video, if \(S_i\) is performed earlier than \(S_j\) in the video, we set the groundtruth label as 1, otherwise 0. We propose a sentence pairwise comparison model to predict the label as illustrated in Figure 6. The model adopts Siamese network structure similar to the image pairwise comparison model in Section 2, which consists of a textual embedding module and a binary classification module. For the textual embedding module, we firstly embed words with Glove embedding \[22\] and then employ a bi-directional GRU to encode sentence contexts. We average hidden states of the GRU as the final sentence embedding. The two sentence embeddings for \(S_i\) and \(S_j\) are concatenated as input to the binary classifier, which is implemented as a multi-layer perception network. The model is trained end-to-end with cross entropy loss function. We utilize the same algorithm as the image pairwise comparison model to carry out multi-choice selection.

4.1.2 Video-aware Text Ordering

Since the correct order of step descriptions corresponds to the video, temporally aligning each step description in the video can solve the step ordering task. Therefore, we formulate the core task as temporal activity localization via language (TALL) \[8\].

Given an untrimmed video \(V = \{v_t\}_{t=1}^T\) and a step description \(S = \{s_n\}_{n=1}^N\), where \(v_t\) is segment-level video representation and \(s_n\) is word representation, the goal of TALL is predicting the start and end timestamps of \(S\) in \(V\). We adopt one of the state-of-the-art models, Semantic Conditioned Dynamic Modulation (SCDM) \[29\], as our baseline model for the TALL task. Furthermore, due to the fine-grained nature of our task, we propose an enhanced model (SCDM+) based on SCDM which utilizes additional fine-grained guidance for training.

**SCDM Model** Figure 7 presents the overview of the SCDM model. It consists of three modules: multimodal fusion, semantic modulated temporal convolution, and position prediction. We briefly describe the three modules as well as training and inference method in the following.

The multimodal fusion module firstly fuses segment-level video feature \(v_t\) with global sentence representation \(\bar{s} = \frac{1}{N} \sum_{n=1}^N s_n\) at early stage:

\[
f_t = \text{ReLU}(W_f(\bar{s} || v_t) + b_f)
\]  

Therefore, \(F = \{f_t\}_{t=1}^T\) represents fine-grained interaction between video segments and the query sentence.

Then semantic modulated temporal convolution module applies temporal convolution on the input \(F\) to capture temporal contexts. In order to exploit guidance of text for video localization at different scales, a semantic modulated layer is placed before each temporal convolution layer. Assume \(a^k_i\) is the \(i\)-th segment-level video feature after \(k\)-th temporal convolution layer, we utilize \(a^k_i\) to summarize sentence representation \(c^k_i\) via attention mechanism:

\[
\alpha^k_{i,n} = \text{softmax}(w^T \tanh(W_s s_n + W_a a^k_i + b))
\]

\[
c^k_i = \sum_{n=1}^N \alpha^k_{i,n} s_n
\]

The attended sentence context \(c^k_i\) is used to adjust video feature \(a^k_i\) via sentence-guided normalization as follows:

\[
\hat{m}^k_i = \lambda_i^k \cdot \frac{a^k_i - \mu(A^k)}{\sigma(A^k)} + \psi^k_i
\]
where $A^k = \{a^k_i\}_{i=1}^{T_k}$, $\lambda^k = \text{tanh}(W\lambda c^k + b\lambda)$ and $\psi^k = \text{tanh}(W\psi c^k + b\psi)$. Then the temporal convolution layer takes inputs of $M^k$ to build a feature map $M^k$.

Finally, the position prediction module outputs prediction vector $P = (p^\text{over}, \Delta c, \Delta w)$ for each $m^k_i$ for different anchors, where $p^\text{over}$ denotes tIoU between predicted video clip and its nearest groundtruth, $\Delta c$, $\Delta w$ denote temporal center and width offsets relative to the groundtruth respectively. More details please refer to the original paper [29].

The SCDM model is jointly trained with loss $L = \lambda^\text{over}L^\text{over} + \lambda^\text{loc}L^\text{loc}$, where:

$$L^\text{over} = \sum_{z \in \{\text{pos, neg}\}} -\frac{1}{N_z} \sum_{i} g_i^\text{over} \log(p_i^\text{over}) + (1 - g_i^\text{over}) \log(1 - p_i^\text{over})$$

$g_i^\text{over}$ is the tIoU between candidate clip and groundtruth. If $g_i^\text{over} > 0.5$, we treat the video clip $i$ as positive sample, otherwise as negative sample. The $L^\text{loc}$ uses Smooth $L_1$ loss:

$$L^\text{loc} = \frac{1}{N_{\text{pos}}} \sum_{i} SL_1(\varphi^i - \phi^i) + SL_1(\psi^i - \phi^i)$$

SCDM+ Model Due to the fine-grained nature of makeup videos, it might be beneficial to employ more fine-grained supervision to train the cross-modal alignment model. Therefore, we employ the grounded facial area for each makeup step annotated in the dataset as additional guidance in training. For each predicted positive video clip, we propose to utilize the corresponding feature $m^k_i$ in a multilabel facial area classification task.

$$L^\text{face} = \sum_{f \in FA} \frac{1}{N_{\text{pos}}} \sum_{i} g^\text{face}_{f,i} \log(p^\text{face}_{f,i}) + (1 - g^\text{face}_{f,i}) \log(1 - p^\text{face}_{f,i})$$

where FA is the set of 24 face regions, $g^\text{face}_{f,i}$ indicates whether face region $f$ is applied makeup in the $i$-th video clip. We combine 3 losses to joint train SCDM+ model:

$$L^\text{all} = \lambda^\text{over} \cdot L^\text{over} + \lambda^\text{loc} \cdot L^\text{loc} + \lambda^\text{face} \cdot L^\text{face}$$

where $\lambda^\text{over}$, $\lambda^\text{loc}$, $\lambda^\text{face}$ are hyper-parameters. In the inference stage, given a query sentence, the model chooses video clip with the highest $p^\text{over}$ and further shift the location with predicted $\Delta c$, $\Delta w$.

The algorithm of using the model for multi-choice order selection is as follows. Firstly, we generate an order of shuffled textual descriptions via the model. To be specific, for each step description, we utilize the model to calculate temporal range in the video and use the center temporal point as its location. Therefore, the order of text descriptions is obtained according to this location. Then, we calculate the Levenshtein distance between the predicted order and each candidate. We pick the candidate with the shortest distance.

4.2. Experiment

Implementation Details For the video-aware text ordering baseline, we compare two types of features - C3D [12] and I3D [3]. The maximum length of video segments is 1024. Features exceeding the length are truncated, and otherwise are padded with zeros. We set the size of temporal layers as $\{256, 128, 64, 32, 16\}$. For the sentence embedding, we set max length of description as 20 and utilize Bi-GRU as the encoder. The hyper-parameters in Eq (8) are $\lambda^\text{over} = 100, \lambda^\text{loc} = 10, \lambda^\text{face} = 0.5$. We utilize Adam optimizer with learning rate 0.0001.

Evaluation Metric For sentence pairwise comparison model, we use classification accuracy for evaluation. For SCDM and SCDM+ models, we use Recall at K (R@K) with tIoU=$m$, where we select $m \in \{0.1, 0.3, 0.5, 0.7\}$ and $K \in \{1, 5\}$.

Results and Analysis The classification performance of sentence pairwise comparison model is presented in Table 7, which is broken down by step gap. Similar to the image pairwise comparison, steps with smaller gap are harder to be ordered correctly. Because adjacent steps are more likely to be reversed during the makeup process and cannot simply be ordered by prior knowledge.

Table 8 shows the performance of video-aware baseline models. We can see that I3D [3] features are more effective than C3D features. Furthermore, utilizing facial area as additional supervision can boost the localization performance comparing SCDM+(I3D) and SCDM(I3D), which demonstrates that it is beneficial to make use of grounded and detailed information in the fine-grained localization task.

Finally, in Table 9 we show the performances of all baselines on the multi-choice VQA task. We can see that the performance of video-aware models on the ordering task is well aligned with performance on the temporal localization task in Table 8. However, the text-only baseline achieves a surprisingly good ordering performance, which is comparable with our best video-aware models. One possible reason is that the strategy of using video-aware model on ordering task might be less effective than that of using text-only.
Table 8. Localization performance of SCDM model on the validation set.

| Model        | R@1 IoU=0.1 | R@1 IoU=0.3 | R@1 IoU=0.5 | R@1 IoU=0.7 | R@5 IoU=0.1 | R@5 IoU=0.3 | R@5 IoU=0.5 | R@5 IoU=0.7 | mean IoU |
|--------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|---------|
| random       | 1.49        | 0.57        | 0.22        | 0.09        | 7.36        | 2.72        | 0.98        | 0.35        | 0.57    |
| SCDM(C3D)    | 44.25       | 35.30       | 22.79       | 11.06       | 68.20       | 58.22       | 41.94       | 20.29       | 23.15   |
| SCDM(I3D)    | 57.74       | 47.53       | 34.39       | 18.93       | 77.02       | 67.70       | 52.37       | 29.47       | 32.43   |
| SCDM+(I3D)   | 59.86       | 50.47       | 37.33       | 19.91       | 83.50       | 76.20       | 62.17       | 32.71       | 34.36   |

Table 9. Baseline results for the step ordering task.

| Model        | dev acc. | test acc. |
|--------------|----------|-----------|
| random       | 25.00    | 25.00     |
| Text Classifier | 70.22    | 69.19     |
| SCDM(C3D)    | 60.72    | 57.06     |
| SCDM(I3D)    | 70.39    | 69.18     |
| SCDM+(I3D)   | 68.41    | 71.72     |

model (when the text-only model uses the same ordering strategy, it achieves much worse performance). Therefore, designing ordering strategies for the video-aware models may bring further improvements.

4.3. Discussion

Though baseline results show that only prior knowledge of the step description can be used to achieve qualified performance on the step ordering QA task, the goal of the task emphasizes on fine-grained and long-range cross-modal video and text matching. The format of the QA task is only used to provide an easier evaluation way for this goal. Therefore, we encourage participants to explore novel approaches on the challenging cross-modal alignment problem. Some suggestions are listed as below: Firstly, it is beneficial to ground and differentiate fine-grained details in video and texts for better temporal localization, such as makeup tools and applied facial regions. Secondly, since the task is to align multiple step descriptions with multiple video clips in the untrimmed video, optimization with global contexts is a promising direction to explore. Finally, how to effectively integrate prior knowledge and video-aware models can also be helpful.

5. Related Work

There are abundant works related to our tasks. We select the text-image matching and temporal sentence grounding works that are most relevant to the two challenge tasks.

5.1. Text-Image Matching

Text-image matching is to measure semantic similarity between language and vision. The mainstream approach is to learn a joint embedding space [14] for cross-modal similarity measurement. Triplet ranking loss is applied to minimize the distance between matching pairs and maximize between mismatching pairs. Faghri et al. [7] improve the conventional triplet loss by focusing on hard negatives. Vendrov et al. [24] propose an asymmetric similarity function. Wang et al. [26] utilize metric learning to learn the similarity score. In order to match image and text in a more fine-grained level, Nam et al. [20] design a dual attention mechanism to match image regions and words in multiple iterations. Anderson et al. [1] introduce a bottom-up attention to encode image regions, which has been widely for dense image-text matching [16, 4, 18].

Compositional matching is a relative new direction. Vo et al. [25] study image retrieval given queries of source image and modification text and the proposed TIRG model achieves the state-of-the-art performance. Guo et al. [10] research a similar problem but focus more on the interaction between human and machine. Park et al. [21] and Tan et al. [23] propose an inverse task of generating difference descriptions between two images.

5.2. Temporal Sentence Grounding

Temporal sentence grounding aims to localize the video clip in untrimmed video given a sentence description. There are mainly two types of approaches. The first is the two-stage approach [8, 9], where the first stage generates a set of candidate video clip proposals and the second stage measures semantic similarity between clip proposal and the query sentence. Gao et al. [8] propose the CTRL model to fuse video clip features and sentence features to predict cross-modal matching score and location offsets. Ge et al. [9] split action phrases from sentence and adds extra loss to determine whether a video clip contains an action scene. Chen et al. [5] encode spatial-temporal video tubes and sentence with attentive interactor to exploit fine-grained relationships under weakly supervision.

In order to balance computational efficiency and accuracy, more and more researchers are paying attention to the other single-stage approach. Yuan et al. [30] utilize multi-modal co-attention to fuse video and sentence and then directly predict start and end timestamps. Zhang et al. [31] learn relationships among video clips by GCN [13] to address the misalignment problem. Yuan et al. [29] propose the SCDM model that uses sentence feature to guide multi-modal video encoding for location prediction.
6. Conclusions

In this work, we introduce the YouMakeup VQA Challenge 2020 for fine-grained action understanding in domain-specific videos and provide baselines for the proposed two VQA tasks. The baseline results show that there are still long way to improve fine-grained action understanding abilities on both effects of actions and cross-modal text-video alignments. We encourage participants to join the challenge and develop novel approaches for these tasks.
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