Abstract

Gradient descent ascent (GDA), the simplest single-loop algorithm for nonconvex minimax optimization, is widely used in practical applications such as generative adversarial networks (GANs) and adversarial training. Albeit its desirable simplicity, recent work shows inferior convergence rates of GDA in theory even assuming strong concavity of the objective on one side. This paper establishes new convergence results for two alternative single-loop algorithms – alternating GDA and smoothed GDA – under the mild assumption that the objective satisfies the Polyak-Lojasiewicz (PL) condition about one variable. We prove that, to find an $\epsilon$-stationary point, (i) alternating GDA and its stochastic variant (without mini batch) respectively require $O(\kappa^2 \epsilon^{-2})$ and $O(\kappa^4 \epsilon^{-4})$ iterations, while (ii) smoothed GDA and its stochastic variant (without mini batch) respectively require $O(\kappa \epsilon^{-2})$ and $O(\kappa^2 \epsilon^{-4})$ iterations. The latter greatly improves over the vanilla GDA and gives the hitherto best known complexity results among single-loop algorithms under similar settings.

1 Introduction

Minimax optimization plays an important role in classical game theory and a wide spectrum of emerging machine learning applications, including but not limited to, generative adversarial networks (GANs) [Goodfellow et al., 2014a], multi-agent reinforcement learning [Zhang et al., 2021b], and adversarial training [Goodfellow et al., 2014b]. Many of the aforementioned problems lie outside of the canonical convex-concave setting and can be intractable [Hsieh et al., 2021, Daskalakis et al., 2021]. Notably, Daskalakis et al. [2021] showed that, in the worst-case, first-order algorithms need an exponential number of queries to find approximate local solutions for some smooth minimax objectives.

In this paper, we consider finding stationary points for the general nonconvex smooth minimax optimization problems:

$$\min_{x \in \mathbb{R}^d_1} \max_{y \in \mathbb{R}^d_2} f(x, y) \triangleq \mathbb{E}[F(x, y; \xi)],$$

(1)

where $\xi$ is a random vector with support $\Xi$ and $f(x, y)$ is nonconvex in $x$ for any fixed $y$ and possibly nonconcave in $y$.

Due to its simplicity and single-loop nature, gradient descent ascent (GDA) and its stochastic variants, have become the de facto algorithms for training GANs and many other applications in practice. Their theoretical properties have also been extensively studied in recent literature [Lei et al., 2020, Nagarajan and Kolter, 2017, Heusel et al., 2017, Mescheder et al., 2017, 2018].
We measure the stationarity by $\|\nabla \Phi(x)\|$ with $\Phi(x) = \max_y f(x, y)$ and $\|\nabla f(x, y)\|$. Here $\ast$ means the complexity is derived by translating from one stationary measure to the other (see Proposition 2.1). □ it recovers the same complexity for AGDA as Appendix D in [Yang et al., 2020a]

| Algorithms                  | Complexity $\|\nabla \Phi(x)\| \leq \epsilon$ | Complexity $\|\nabla f(x, y)\| \leq \epsilon$ | Loops | Additional assumptions               |
|-----------------------------|-----------------------------------------------|-----------------------------------------------|-------|--------------------------------------|
| GDA [Lin et al., 2020a]     | $O(\kappa^2 \Delta \epsilon^{-2})$           | $O(\kappa^2 \Delta \epsilon^{-2}) \ast$     | 1     | strong concavity in $y$              |
| Catalyst-EG [Zhang et al., 2021c] | $O(\sqrt{\kappa} \Delta \epsilon^{-2})$     | $O(\sqrt{\kappa} \Delta \epsilon^{-2}) \ast$ | 3     | strong concavity in $y$              |
| Multi-GDA [Nouiehed et al., 2019] | $\tilde{O}(\kappa^4 \Delta \epsilon^{-2}) \ast$ | $\tilde{O}(\kappa^2 \Delta \epsilon^{-2})$ | 2     |                                     |
| Catalyst-AGDA [Appendix D]  | $O(\kappa \Delta \epsilon^{-2})$              | $O(\kappa \Delta \epsilon^{-2})$             | 2     |                                     |
| AGDA                        | $O(\kappa^2 \Delta \epsilon^{-2}) \ast$     | $O(\kappa^2 \Delta \epsilon^{-2})$           | 1     |                                     |
| Smoothed-AGDA               | $O(\kappa \Delta \epsilon^{-2})$              | $O(\kappa \Delta \epsilon^{-2})$             | 1     |                                     |

Lin et al. [2020a] provided the complexity results for simultaneous GDA, with simultaneous update for $x$ and $y$, and stochastic GDA (hereafter Stoc-GDA) in finding stationary points when the objective is concave in $y$. In particular, they show that GDA requires $O(\epsilon^{-6})$ iterations and Stoc-GDA without mini-batch requires $O(\epsilon^{-8})$ samples to achieve an $\epsilon$-approximate stationary point. When the objective is strongly concave in $y$, the iteration complexity of GDA can be significantly improved to $O(\kappa^2 \epsilon^{-2})$ while the sample complexity for Stoc-GDA reduces to $O(\kappa^3 \epsilon^{-4})$ with the large batch of size $O(\epsilon^{-2})$ or $O(\kappa^3 \epsilon^{-5})$ without batch, i.e., using a single sample to construct the gradient estimator. Here $\kappa$ is the underlying condition number. However, the following question is still unsettled: can stochastic GDA-type algorithm achieve the better sample complexity of $O(\epsilon^{-4})$ without large batch size?

Besides the dependence on $\epsilon$, the condition number also plays a crucial role in the convergence rate. There is a long line of research aiming to reduce such a dependency, see e.g. [Lin et al., 2020b, Zhang et al., 2021c] for some recent results for minimax optimization. These algorithms are typically more complicated as they rely on multiple loops, and are equipped with several acceleration mechanisms. Single-loop algorithms are far more favorable in practice because of their simplicity in implementation. Recently, there are few single-loop variants of GDA, including Alternating Gradient Projection (AGP) [Xu et al., 2020b], Smoothed-AGDA [Zhang et al., 2020]. Unfortunately, most of them fail to provide faster convergence in terms of condition number and discuss the stochastic setting even when the strong convexity holds. The question is open: is it possible to improve the dependence on the condition number without resorting to multi-loop procedures?

In one word, there is urgent need to have faster convergence in both target accuracy $\epsilon$ and condition number $\kappa$ with single-loop algorithms. This is even more challenging when the objective is not strongly-concave about $y$.

In this paper, we investigate two viable single-loop algorithms: (i) alternating GDA (hereafter AGDA and Stoc-AGDA for their stochastic variance) and (ii) Smoothed-AGDA. AGDA, with sequential updates between $x$ and $y$, is one of the most popular algorithms in practice and has an edge over GDA in several settings [Zhang et al., 2021a]. Smoothed-AGDA, first introduced by [Zhang et al., 2020], utilizes a regularization term to stabilize the performance of GDA when the objective is convex in $y$. We show that these two algorithms can satisfy our need to achieve faster convergence under milder assumptions.

We are interested in analyzing their theoretical behaviors under the general NC-PL setting, namely, the objective is nonconvex in $x$ and satisfies the Polyak-Lojasiewicz (PL) condition in $y$ [Polyak, 1963]. This is a milder assumption than strong concavity and does not even require the objective to be concave in $y$. Such assumption has been shown to hold in linear quadratic regulators [Fazel et al., 2018], as well as overparametrized neural networks [Lin et al., 2020a]. This setting has driven a lot of the recent progress in the quest for understanding
This result improves upon the state-of-the-art complexity of the NC-PL family. We refer the reader to Table 2 for a comparison.

We show that Stoc-AGDA achieves a sample complexity of $O(\kappa^4 \Delta l^{-4})$ for NC-SC problems, which is a subclass of NC-SC. A comparison of our results to existing complexity bounds is summarized in Table 1.

Deterministic setting. We first show that the output from AGDA is an $\epsilon$-stationary point for both the objective function $f(\cdot, \cdot)$ and its primal function $\Phi(\cdot) \triangleq \max_y f(\cdot, y)$. For each algorithm, we present a unified analysis for the deterministic setting, when we have access to exact gradients of (1), and the stochastic setting, when we have access to noisy gradients. We denote the smoothness parameter by $l$, PL parameter by $\mu$, condition number by $\kappa \triangleq \frac{l}{\mu}$ and initial primal function gap $\Phi(x) - \inf_x \Phi(x)$ by $\Delta$.

Stochastic setting. We show that Stoc-AGDA achieves a sample complexity of $O(\kappa^4 \Delta l^{-4})$ for both notions of stationary measures, without having to rely on the $O(\epsilon^{-2})$ batch size and Hessian Lipschitz assumption used in prior work. This is the first convergence result for stochastic NC-PL minimax optimization and is also optimal in terms of the dependency to $\epsilon$. We further show that the stochastic Smoothed-AGDA (Stoc-Smoothed-AGDA) algorithm achieves the $O(\kappa^2 \Delta l^{-4})$ sample complexity in finding an $\epsilon$ stationary point of $f$ or $\Phi$ for small $\epsilon$. This result improves upon the state-of-the-art complexity $O(\kappa^3 \Delta l^{-4})$ for NC-SC problems, which is a subclass of the NC-PL family. We refer the reader to Table 2 for a comparison.

1.2 Related Work

PL conditions in minimax optimization. In the deterministic NC-PL setting, Yang et al. [2020a] and Nouiehed et al. [2019] show that AGDA and its multi-step variant, which applies multiple updates in $y$ after one
update of \( x \), can find an approximate stationary point within \( O(\kappa^2 \epsilon^{-2}) \) and \( \tilde{O}(\kappa^2 \epsilon^{-2}) \) iterations, respectively. Recently, Fiez et al. [2021] showed that GDA converges asymptotically to a differential Stackelberg equilibrium and establish a local convergence rate of \( O(\epsilon^{-2}) \) for deterministic problems. In comparison, our work establishes non-asymptotic convergence to an \( \epsilon \)-stationary point regardless of the starting point in both deterministic and stochastic settings, and we also focus on reducing the dependence to the condition number. Xie et al. [2021] consider NC-PL problems in the federated learning setting, showing \( O(\epsilon^{-3}) \) communication complexity when each client’s objective is Lipschitz smooth. Moreover, there is a few work that aims to find global solutions by further imposing PL condition in \( x \) [Yang et al., 2020a, Guo et al., 2020a,b].

NC-SC minimax optimization. NC-SC problems are a subclass of NC-PL family. In the deterministic setting, GDA-type algorithms has been shown to have \( O(\kappa^2 \epsilon^{-2}) \) iteration complexity [Lin et al., 2020a, Xu et al., 2020b, Boţ and Böhm, 2020, Lu et al., 2020]. Later, Lin et al. [2020b] and Zhang et al. [2021c] improve this to \( \tilde{O}(\sqrt{\kappa} \epsilon^{-2}) \) by utilizing proximal point method and Nesterov acceleration. Comparatively, there are much less study in the stochastic setting. Recently, Chen et al. [2021b] extend their analysis from bilevel optimization to minimax optimization and show \( O(\kappa^3 \epsilon^{-4}) \) sample complexity for an algorithm called ALSET without \( O(\epsilon^{-2}) \) batch size required in [Lin et al., 2020a]. ALSET reduces to AGDA in minimax optimization when it only does one step of \( y \) update in the inner loop. We also refer the reader to the increasing body of bilevel optimization literature; e.g. [Guo and Yang, 2021, Ji et al., 2020, Hong et al., 2020, Chen et al., 2021a]. Also, Luo et al. [2020], Huang and Huang [2021] and Tran-Dinh et al. [2020] explore variance reduced algorithms in this setting under the averaged smoothness assumption. Concurrently, Fiez et al. [2021] prove perturbed GDA converges to \( \epsilon \)-local minimax equilibria with complexities of \( \tilde{O}(\epsilon^{-4}) \) and \( \tilde{O}(\epsilon^{-2}) \) in stochastic and deterministic problems, respectively, under additional second-order conditions. Notably, Zhang et al. [2021c] and Han et al. [2021] develop a tight lower complexity bound of \( \Omega(\sqrt{\kappa} \epsilon^{-2}) \) for the deterministic setting, and Li et al. [2021] develop the lower complexity bound of \( \Omega\left(\sqrt{\kappa} \epsilon^{-2} + \kappa^{1/3} \epsilon^{-4}\right) \) for the stochastic setting. Other than first-order algorithms, there are a few explorations of zero-order methods [Xu et al., 2021, Huang et al., 2020, Xu et al., 2020a, Wang et al., 2020, Liu et al., 2020b, Anagnostidis et al., 2021] and second-order methods [Luo and Chen, 2021, Chen and Zhou, 2021]. All the results above hold in the NC-SC regime, while the PL condition is significantly weaker than strong-concavity as it lies in the nonconvex regime.

Other nonconvex minimax optimization. There is a line of work focusing on the setting where the objective is (non-strongly) concave about \( y \), but achieves slower convergence than NC-SC minimax optimization for both general deterministic and stochastic problems [Zhao, 2020, Thekumparampil et al., 2019, Ostrovskii et al., 2021b, Rafique et al., 2021]. For nonconvex-noconccave (NC-NC) problems, different notions of local optimal solutions as well as their properties have been investigated in [Mangoubi and Vishnoi, 2021, Jin et al., 2020, Fiez and Ratliff, 2020, Ratliff et al., 2013, 2016]. At the same time, many works have studied the relations between the stable limit points of the algorithms and local solutions [Daskalakis and Panageas, 2018, Mazumdar et al., 2020]. After the hardness in finding an approximate stationary point has been studied in [Daskalakis et al., 2021, Hsieh et al., 2021, Letcher, 2020, Wang et al., 2019], some research works then turned to identifying the conditions required for convergence [Grimmer et al., 2020, Lu, 2021, Abernethy et al., 2021]. One of the widely explored conditions among them is the Minty variational inequality (MVI), or some approximate notions [Diakonikolas et al., 2021, Liu et al., 2021, 2019, Malitsky, 2020, Mertikopoulos et al., 2018, Song et al., 2020, Zhou et al., 2017]. Recently, Ostrovskii et al. [2021a] study the nonconvex-noconcave minimax optimization when the domain of \( y \) is small.

2 Preliminaries

Notations. Throughout the paper, we let \( \| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle} \) denote the \( \ell_2 \) (Euclidean) norm and \( \langle \cdot, \cdot \rangle \) denote the inner product. For non-negative functions \( f(x) \) and \( g(x) \), we write \( f = O(g) \) if \( f(x) \leq cg(x) \) for some \( c > 0 \), and
We will assume that \( \Phi(\cdot) \) is a random vector with support \( \Xi \), and \( f \) is possibly nonconvex-nonconcave. We now present the main setting considered in this paper.

**Assumption 2.1 (Lipschitz Smooth)** The function \( f \) is differentiable and there exists a positive constant \( l \) such that

\[
\|\nabla_x f(x_1, y_1) - \nabla_x f(x_2, y_2)\| \leq l(\|x_1 - x_2\| + \|y_1 - y_2\|),
\]

\[
\|\nabla_y f(x_1, y_1) - \nabla_y f(x_2, y_2)\| \leq l(\|x_1 - x_2\| + \|y_1 - y_2\|),
\]

holds for all \( x_1, x_2 \in \mathbb{R}^{d_1}, y_1, y_2 \in \mathbb{R}^{d_2} \).

**Assumption 2.2 (PL Condition in \( y \))** For any fixed \( x \), \( \max_{y \in \mathbb{R}^{d_2}} f(x, y) \) has a nonempty solution set and a finite optimal value. There exists \( \mu > 0 \) such that

\[
\|\nabla_y f(x, y)\|^2 \geq 2\mu(\max_y f(x, y) - f(x, y)), \forall x, y.
\]

The PL condition was originally introduced in [Polyak, 1963] who showed that it guarantees global convergence of gradient descent at a linear rate. This condition is shown in [Karimi et al., 2016] to be weaker than strong convexity as well as other conditions under which gradient descent converges linearly. The PL condition has also drawn much attention recently as it was shown to hold for various non-convex applications of interest in machine learning [Fazel et al., 2018, Cai et al., 2019], including problems related to deep neural networks [Du et al., 2019, Liu et al., 2020a]. In this work, we assume that the objective function \( f \) in (2) is Lipschitz smooth and satisfies the PL condition about the dual variable \( y \), i.e. Assumption 2.1 and 2.2, which is the same setting as in [Nouiehed et al., 2019] and [Yang et al., 2020b] (Appendix D). However, to the best of our knowledge, stochastic algorithms have not yet been studied under such a setting.

From now on, we will define \( \Phi(x) \triangleq \max_y f(x, y) \) as the primal function and \( \kappa \triangleq \frac{l}{\mu} \) as the condition number. We will assume that \( \Phi(\cdot) \) is lower bounded by a finite \( \Phi^* \). According to [Nouiehed et al., 2019], \( \Phi(\cdot) \) is \( 2\kappa l \)-Lipschitz smooth with Assumption 2.1 and 2.2. There are two popular and natural notions of stationarity for minimax optimization in the form of (2): one is measured with \( \nabla f \) and the other is measured with \( \nabla \Phi \). We give the formal definitions below.

**Definition 2.1 (Stationarity Measures)**

- **a)** \( (\hat{x}, \hat{y}) \) is an \((\epsilon_1, \epsilon_2)\)-stationary point of a differentiable function \( f(\cdot, \cdot) \) if \( \|\nabla_x f(\hat{x}, \hat{y})\| \leq \epsilon_1 \) and \( \|\nabla_y f(\hat{x}, \hat{y})\| \leq \epsilon_2 \). If \( (\hat{x}, \hat{y}) \) is an \((\epsilon, \epsilon)\)-stationary point, we call it \( \epsilon \)-stationary point for simplicity.

- **b)** \( \hat{x} \) is an \( \epsilon \)-stationary point of a differentiable function \( \Phi(\cdot) \) if \( \|\nabla \Phi(\hat{x})\| \leq \epsilon \).

These two notions can be translated to each other by the following proposition.

**Proposition 2.1 (Translation between Stationarity Measures)**

- **a)** Under Assumptions 2.1 and 2.2, if \( \hat{x} \) is an \( \epsilon \)-stationary point of \( \Phi \) and \( \|\nabla_y f(\hat{x}, \hat{y})\| \leq \epsilon' \), then we can find another \( \hat{y} \) by maximizing \( f(\hat{x}, \cdot) \) from the initial point \( \hat{y} \) with (stochastic) gradient ascent such that \( (\hat{x}, \hat{y}) \) is an \( O(\epsilon) \)-stationary point of \( f \), which requires \( O \left( \kappa \log \left( \frac{\epsilon'}{\epsilon} \right) \right) \) gradients or \( \tilde{O} \left( \kappa + \kappa^3 \sigma^2 \epsilon^{-2} \right) \) stochastic gradients.

- **b)** Under Assumptions 2.1 and 2.2, if \( (\hat{x}, \hat{y}) \) is an \((\epsilon, \epsilon)/\sqrt{\kappa})\)-stationary point of \( f \), then we can find an \( O(\epsilon) \)-stationary point of \( \Phi \) by approximately solving \( \min_x \max_y f(x, y) + l\|x - \tilde{x}\|^2 \) from the initial point \( (\hat{x}, \hat{y}) \) with (stochastic) AGDA, which requires \( O(\kappa \log (\kappa)) \) gradients or \( \tilde{O} \left( \kappa + \kappa^3 \sigma^2 \epsilon^{-2} \right) \) stochastic gradients.
Remark 2.1 The proposition implies that we can convert an \( \epsilon \)-stationary point of \( \Phi \) to an \( \epsilon \)-stationary point of \( f \) and an \( (\epsilon, \epsilon/\sqrt{\kappa}) \)-stationary point of \( f \) to an \( \epsilon \)-stationary point of \( \Phi \), at a low cost in \( 1/\epsilon \) dependency compared to the complexity of finding the stationary point of either notion. Therefore, we consider the stationarity of \( \Phi \) a slightly stronger notion than the other. Lin et al. [2020a] establish the similar conversion under the NC-SC setting, but it requires an \( (\epsilon/\kappa) \)-stationary point of \( f \) to find an \( \epsilon \)-stationary point of \( \Phi \). Later we will use this proposition to establish the stationary convergence for some algorithm.

Finally, we assume to have access to unbiased stochastic gradients of \( f \) with bounded variance.

Assumption 2.3 (Stochastic Gradients) \( G_x(x, y, \xi) \) and \( G_y(x, y, \xi) \) are unbiased stochastic estimators of \( \nabla_x f(x, y) \) and \( \nabla_y f(x, y) \) and have variances bounded by \( \sigma^2 > 0 \).

3 Stochastic AGDA

Algorithm 1 Stoc-AGDA

1: Input: \((x_0, y_0)\), step sizes \(\tau_1 > 0, \tau_2 > 0\)
2: for all \(t = 0, 1, 2, ..., T - 1\) do
3: Draw two i.i.d. samples \(\xi_1, \xi_2\)
4: \(x_{t+1} \leftarrow x_t - \tau_1 G_x(x_t, y_t, \xi_1)\)
5: \(y_{t+1} \leftarrow y_t + \tau_2 G_y(x_{t+1}, y_t, \xi_2)\)
6: end for
7: Output: choose \((\hat{x}, \hat{y})\) uniformly from \(\{(x_t, y_t)\}_{t=0}^{T-1}\)

Stochastic alternating gradient descent ascent (Stoc-AGDA) presented in Algorithm 1 sequentially updates primal and dual variables with simple stochastic gradient descent/ascent. In each iteration, only two samples are drawn to evaluate stochastic gradients. Here \(\tau_1\) and \(\tau_2\) denote the stepsize of \(x\) and \(y\), respectively, and they can be very different.

Theorem 3.1 Under Assumptions 2.1, 2.2 and 2.3, if we apply Stoc-AGDA with stepsizes \(\tau_1 = \min \left\{ \frac{\sqrt{\Delta}}{4\sigma\kappa^2\sqrt{T}}, \frac{1}{68\kappa^2} \right\}\)

and \(\tau_2 = \min \left\{ \frac{17\sqrt{\Delta}}{\sigma \sqrt{T}}, \frac{1}{T} \right\}\), then we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \| \nabla \Phi(x_t) \|^2 \leq \frac{1088\kappa^2}{T} \Delta + \frac{136\kappa^2}{T} a_0 + \frac{8\kappa^2}{\sqrt{\Delta T}} \sigma + \frac{1232\kappa^2}{\sqrt{T}} \sigma,
\]

where \(\Delta = \Phi(x_0) - \Phi^*\) and \(a_0 := \Phi(x_0) - f(x_0, y_0)\). This implies a sample complexity of \(O \left( \frac{\ln^2 \Delta}{\epsilon^2} + \frac{\ln \Delta \sigma^2}{\epsilon^4} \right)\) to find an \(\epsilon\)-stationary point of \(\Phi\).

We can either use Proposition 2.1 to translate to the other notion with extra computations or show that Stoc-AGDA directly outputs an \(\epsilon\)-stationary point of \(f\) with the same sample complexity.

Corollary 3.1 Under the same setting as Theorem 3.1, the output \((\hat{x}, \hat{y})\) from Stoc-AGDA satisfies \(\mathbb{E} \| \nabla_x f(\hat{x}, \hat{y}) \| \leq \epsilon\) and \(\mathbb{E} \| \nabla_y f(\hat{x}, \hat{y}) \| \leq \epsilon\) after \(O \left( \frac{\ln^2 \Delta}{\epsilon^2} + \frac{\ln \Delta \sigma^2}{\epsilon^4} \right)\) iterations, which implies the same sample complexity as Theorem 3.1.

Remark 3.1 The dependency on \(a_0 = \Phi(x_0) - f(x_0, y_0)\) can be improved by initializing \(y_0\) with gradient ascent or stochastic gradient ascent to maximize the function \(f(x_0, \cdot)\) satisfying the PL condition, which has exponential convergence in the deterministic setting and \(O(\frac{1}{\epsilon})\) sublinear rate in the stochastic setting [Karimi et al., 2016].
Remark 3.2 The complexity above has different dependency as a function of $\epsilon$ and $\kappa$ for the terms with and without the variance term $\sigma$. When $\sigma = 0$, iterations the output from AGDA after $O(l^2 \Delta \epsilon^{-2})$ will be an $\epsilon$-stationary point of both $f$ and $\Phi$. It recovers the same complexity result in [Yang et al., 2020b] for the primal function stationary convergence. Nouiehed et al. [2019] show the same complexity for multi-GDA based on the stationary measure of $f$, which implies $O(l^2 \Delta \epsilon^{-2})$ complexity for the stationary convergence of $\Phi$ by Proposition 2.1. See Table 1 for more comparisons.

Remark 3.3 When $\sigma > 0$, we establish the brand-new sample complexity of $O(l^4 \Delta \epsilon^{-4})$ for Stoc-AGDA. It is the first analysis of stochastic algorithms for NC-PL minimax problems. The dependency on $\epsilon$ is optimal, because the lower complexity bound of $\Omega(\epsilon^{-1})$ for stochastic nonconvex optimization [Arjevani et al., 2019] still holds when considering $f(x, y) = F(x)$ for some nonconvex function $F(x)$. Even under the strictly stronger assumption of imposing strong-concavity in $y$, to the best of our knowledge, it is the first time that vanilla stochastic GDA-type algorithm is showed to achieve $O(\epsilon^{-1})$ sample complexity without either increasing batch size as in [Lin et al., 2020a] or Lipschitz continuity of $f(\cdot, y)$ and its Hessian as in [Chen et al., 2021b]. In [Lin et al., 2020a], they show a worse complexity of $O(\epsilon^{-5})$ for GDA with $O(1)$ batch size. We refer the reader to Table 2.

Remark 3.4 We point out that under our weaker assumption, the dependency on the condition number $\kappa$ is slightly worse than that in [Lin et al., 2020a, Chen et al., 2021b]. If only $O(1)$ samples are available in each iteration, Stoc-GDA only achieves $O(\epsilon^{-5})$ sample complexity [Lin et al., 2020a]. On the other hand, the analysis in [Chen et al., 2021a] is not applicable here. It uses a potential function $V_i = \Phi(x_t) + O(\mu) \|y_t - y^*(x_t)\|^2$, where $y^*(x_t) = \arg\max_y f(x, y)$. To show a descent lemma for $\mathbb{E}[V_i]$, it shows the Lipschitz smoothness of $y^*(\cdot)$, which heavily depends on Lipschitz continuity of $f$ and its hessian, while under PL condition $y^*(x)$ might not be unique and we no longer make additional Lipschitz assumptions. Instead, we present an analysis based on the potential function $V_i = \Phi(x_t) + O(1) \|\Phi(x_t) - f(x, y_t)\|$ (see Appendix B).

4 Stochastic Smoothed AGDA

Algorithm 2 Stochastic Smoothed-AGDA

1: Input: $(x_0, y_0, z_0)$, step sizes $\tau_1 > 0, \tau_2 > 0$
2: for all $t = 0, 1, 2, ..., T - 1$ do
3: Draw two i.i.d. samples $\xi_1^t, \xi_2^t$
4: $x_{t+1} = x_t - \tau_1 [G_x(x_t, y_t, \xi_1^t) + p(x_t - z_t)]$
5: $y_{t+1} = y_t - \tau_2 G_y(x_{t+1}, y_t, \xi_2^t)$
6: $z_{t+1} = z_t + \beta(x_{t+1} - z_t)$
7: end for
8: Output: choose $(\hat{x}, \hat{y})$ uniformly from $\{(x_t, y_t)\}_{t=0}^{T-1}$

Stochastic Smoothed-AGDA presented in Algorithm 2 is closely related to proximal point method (PPM) on the primal function $\Phi(\cdot)$. In each iteration, we consider solving an auxiliary problem: $\min_x \Phi(x) + \frac{\mu}{2} \|x - z_t\|^2$, which is equivalent to:

$$\min_x \max_y \hat{f}(x, y; z_t) \triangleq f(x, y) + \frac{\mu}{2} \|x - z_t\|^2,$$

where $z_t$ is called a proximal center to be defined later. Recently, proximal type algorithms including Catalyst have been shown to efficiently accelerate minimax optimization [Lin et al., 2020b, Yang et al., 2020b, Zhang et al., 2021c, Luo et al., 2021]. While these algorithms require multiple loops to solve the auxiliary problem to some high accuracy\(^1\), Stoc-Smoothed-AGDA only applies one step of Stoc-AGDA to solve it from the point $(x_t, y_t)$ as in step 4 and 5. Step 6 in Algorithm 2 with some $\beta \in (0, 1)$ guarantees that the proximal point $z_t$ in

\(^1\)In Appendix D, we present a two-loop Catalyst algorithm combined with AGDA (Catalyst-AGDA) that achieves the same complexity as Algorithm 2 in the deterministic setting.
the auxiliary problem is not too far from the previous one \( z_{t-1} \). Smoothed-AGDA was first introduced by Zhang et al. [2020] in the deterministic nonconvex-concave minimax optimization. To the best of our knowledge, its convergence has not been discussed in either the stochastic or the NC-PL setting.

Stoc-Smoothed-AGDA still maintains the single-loop structure and use only \( O(1) \) samples in each iteration. If we choose \( \beta = 1 \) or \( p = 0 \), it reduces to Stoc-AGDA. Later in the analysis, we choose \( p = 2l \) so that the auxiliary problem is \( l \)-strongly convex in \( x \). We will see in the next theorem that this quadratic regularization term enables Smoothed-AGDA to take larger stepsizes for \( x \) compared to AGDA. In Smoothed-AGDA, the ratio between stepsize of \( x \) and \( y \) is \( \Theta(1)^2 \), while this ratio is \( \Theta(1/\kappa^2) \) in AGDA.

**Theorem 4.1** Under Assumptions 2.1, 2.2 and 2.3, if we apply Algorithm 2 with \( \tau_1 = \min \left\{ \frac{\sqrt{\kappa}}{96\sqrt{Tl}}, \frac{1}{14l} \right\} \), \( p = 2l \) and \( \beta = \frac{\tau_\mu}{1000} \), then

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left\{ \| \nabla_x f(x_t, y_t) \|^2 + \kappa \| \nabla_y f(x_t, y_t) \|^2 \right\} \leq \frac{c_0l\kappa}{T} [\Delta + b_0] + \frac{c_1\kappa\sqrt{l}b_0}{\sqrt{T}} \sigma + \frac{c_2\kappa\sqrt{\kappa}l}{\sqrt{T}} \sigma,
\]

where \( \Delta = \Phi(z_0) - \Phi^* \) and \( b_0 = 2\text{gap}_{f,(\cdot,z_0)}(x_0,y_0) \) is the primal-dual gap of the first auxiliary function at the initial point, and \( c_0 \), \( c_1 \) and \( c_2 \) are \( O(1) \) constants. This implies the sample complexity of \( O \left( \frac{\ln \Delta}{\epsilon^2} + \frac{\ln^2 \Delta \kappa^2}{\epsilon^2} \right) \) to find an \((\epsilon, \epsilon/\sqrt{\kappa})\)-stationary point of \( f \).

**Remark 4.1** In the above theorem, \( b_0 \) measures the optimality of \((x_0,y_0)\) in the first auxiliary problem: \( \min_x \max_y f(x,y) + l\|x - z_0\|^2 \), which is \( l \)-strongly convex about \( x \) and \( \mu \)-PL about \( y \). Therefore, the dependency on \( b_0 \) can be reduced if we initialize \((x_0,y_0)\) by approximately solving the first auxiliary problem with (Stochastic) AGDA, which converges exponentially in the deterministic setting and sublinearly at \( O(1/T) \) rate in the stochastic setting for strongly-convex-PL minimax optimization [Yang et al., 2020a].

By Proposition 2.1, we can convert the output from Stoc-Smoothed-AGDA to an \( O(\epsilon) \)-stationary point of \( \Phi \).

**Corollary 4.1** From the output \((\hat{x}, \hat{y})\) of stochastic Smoothed-AGDA, we can apply (stochastic) AGDA to find an \( O(\epsilon) \)-stationary point of \( \Phi \) by approximately solving \( \min_x \max_y f(x,y) + l\|x - \hat{x}\|^2 \). The total complexity is \( O \left( \frac{\ln \Delta}{\epsilon^2} \right) \) in the deterministic setting and \( \tilde{O} \left( \frac{\ln \Delta}{\epsilon^2} + \frac{\ln^2 \Delta \kappa^2}{\epsilon^2} + \frac{\kappa^2}{\epsilon^2} \right) \) in the stochastic setting.

**Remark 4.2** In the deterministic setting, the translation cost is \( \kappa \log \kappa \), which is dominated by the complexity of finding \((\epsilon, \epsilon/\sqrt{\kappa})\)-stationary point of \( f \) in Theorem 4.1. In the stochastic setting, the extra translation cost \( \tilde{O} \left( \frac{\kappa^2}{\epsilon^2} \right) \) is low in the dependency of \( \frac{1}{\epsilon} \) but larger in terms of the condition number. In practice, the inverse of the target accuracy is usually large. We leave the question of reducing translation cost and whether Stochastic Smoothed-AGDA can directly output an approximate stationary point of \( \Phi \) to future research.

**Remark 4.3** The term without variance \( \sigma \) has better dependency on \( \epsilon \) and \( \kappa \) than the term with \( \sigma \). In the deterministic setting, Smoothed-AGDA achieves the complexity of \( O(l \kappa \Delta \epsilon^{-2}) \), which improves over AGDA [Yang et al., 2020a] and Multi-AGDA [Nouiehed et al., 2019] with either notion of stationarity. Notably, this complexity under our weaker assumptions is better than that of other single-loop algorithms under a stronger assumption of strong-concavity in \( y \) (see Table 2). Recently, Zhang et al. [2021c] provide a tight lower bound of \( O(l \sqrt{\kappa} \Delta \epsilon^{-2}) \) for deterministic NC-SC minimax optimization. However, we do not expect the same complexity can be achieved under weaker assumptions.

**Remark 4.4** In the stochastic setting, we show Stoc-Smoothed-AGDA achieves a sample complexity of \( O(l \kappa^2 \Delta \epsilon^{-4}) \) for finding an \( \epsilon \)-stationary point of \( f \). To find an \( \epsilon \)-stationary point of \( \Phi \), it bears an additional complexity of \( O(\kappa^5 \sigma^2 \epsilon^{-2}) \), which is negligible as long as \( \epsilon \) is asymptotically small, i.e. when \( \epsilon \leq \tilde{O}(\sqrt{\Delta}/ln^3) \). This sample complexity is lower compared to Catalyst-AGDA, which takes the stepsizes of the same order in the deterministic setting.

\[\text{In Appendix D, we show Catalyst-AGDA takes the stepsizes of the same order in the deterministic setting.}\]
Figure 1: Training of a toy regularized WGAN with linear generator. Shown is the evolution of the stochastic gradients norm and the distance to the optimum. All methods are tuned at best for a minibatch size of 100, and each experiment is repeated 5 times (1 std shown). For Adam and RMSprop, we tuned over 4 learning rates \(1 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3}, 5 \times 10^{-3}\) and 2 momentum parameters 0.5, 0.9. The optimal configuration is obtained for a stepsize of \(5 \times 10^{-4}\) and momentum 0.5. For stochastic AGDA we considered each combination of \(\tau_1, \tau_2 \in \{1 \times 10^{-2}, 5 \times 10^{-2}, 1 \times 10^{-1}, 5 \times 10^{-1}, 1\}\). The optimal configuration was found to be \(\tau_1 = 5 \times 10^{-1}, \tau_2 = 1\). For stochastic Smoothed-AGDA we use \(\beta = 0.9, p = 10\) and tuned it to best: \(\tau_1 = 5 \times 10^{-1}, \tau_2 = 5 \times 10^{-1}\).

The complexity improves over \(O(k^4 \Delta \epsilon^{-4})\) sample complexity of Stoc-AGDA in NC-PL setting, and even \(O(k^3 \Delta \epsilon^{-4})\) complexity of Stoc-GDA [Lin et al., 2020a] and ALSET [Chen et al., 2021b] in NC-SC setting. Moreover, this sample complexity improvement comes without any large batch size, additional Lipschitz assumptions, or multi-loop structure. Very recently, Li et al. [2021] develop the lower complexity bound of \(\Omega\left(\sqrt{k} \epsilon^{-2} + k^{1/3} \epsilon^{-4}\right)\) in NC-SC setting, but there is no matching upper bound yet.

5 Experiments

We illustrate the effectiveness of stochastic AGDA (Algorithm 1) and stochastic Smoothed-AGDA (Algorithm 2) for solving NC-PL min-max problems. In particular, we show that the smoothed version of stochastic AGDA can compete with state-of-the-art deep learning optimizers.

Toy WGAN with linear generator. We consider the same setting as [Loizou et al., 2020], i.e. using a Wasserstein GAN [Arjovsky et al., 2017] to approximate a one-dimensional Gaussian distribution. In particular, we have a dataset of real data \(x^{real}\) and latent variable \(z\) from a normal distribution with mean 0 and variance 1. The generator is defined as \(G_{\mu,\sigma}(z) = \mu + \sigma z\) and the discriminator (a.k.a the critic) as \(D_\phi(x) = \phi_1 x + \phi_2 x^2\), where \(x\) is either real data or fake data from the generator. The true data is generated from \(\hat{\mu} = 0, \hat{\sigma} = 0.1\). The problem can be written in the form of:

\[
\min_{\mu, \sigma} \max_{\phi_1, \phi_2} f(\mu, \sigma, \phi_1, \phi_2) \triangleq \mathbb{E}_{(x^{real}, z) \sim D} \left[ D_\phi(x^{real}) - D_\phi(G_{\mu,\sigma}(z)) - \lambda \|\phi\|^2 \right],
\]

where \(D\) is the distribution for the real data and latent variable, and the regularization \(\lambda \|\phi\|^2\) with \(\lambda = 0.001\) makes the problem strongly concave. This problem is non-convex in \(\sigma\): indeed since \(z\) is symmetric around zero, both \(\sigma\) and \(-\sigma\) are solutions. We fixed the batch size to 100 and tuned each algorithm at best (see plots in the appendix). Each experiment is repeated for 3 times. In Figure 1 we provide evidence of the superiority of Stoc-Smoothed-AGDA over Stoc-AGDA, Adam [Kingma and Ba, 2014] and RMSprop [Tieleman et al., 2012]. As the reader can notice, Stoc-Smoothed-AGDA is competitive with fine-tuned popular adaptive methods, and provides a significant speedup over AGDA with carefully tuned learning rates, which verifies our theoretical results.

Toy WGAN with neural generator. Inspired by [Lei et al., 2020], we consider a regularized WGAN with a neural network as generator. For ease of comparison, we leave all the problem settings identical to last paragraph.

\[\text{Code available at https://github.com/aorvieto/NCPL.git}\]
and only change the generator $G_{\mu, \sigma}$ to $G_\theta$, where $\theta$ are the parameters of a small neural network (one hidden layer with five neurons and ReLU activations). After careful tuning for each algorithm, we observe from Figure 2 that Stoc-Smoothed-AGDA still performs significantly better than vanilla Stoc-AGDA and Adam in this setting. The adaptiveness (without momentum) of RMSprop is able to yield slightly better results. This is not surprising, as adaptive methods are the de facto optimizers of choice in generative adversarial nets. Hence, a clear direction of future research is to combine adaptiveness and Smoothed-AGDA.

Robust non-linear regression. The experiments above suggest that Smoothed-AGDA accelerates convergence of AGDA. We found that this holds true also outside the WGAN setting: in this last paragraph, we show how this accelerated behavior in a few robust regression problems. We first consider a synthetic dataset of 1000 datapoints $z$ in 500 dimensions, sampled from a Gaussian distribution with mean zero and variance 1. The target values $y_0$ are sampled according to a random noisy linear model. We consider fitting this synthetic dataset with a two-hidden-layer ReLU network ($256$ units in the first layer, $64$ in the second): $\text{net}_x(z)$ with $x$ being the parameter. For the robustness part, we proceed in the standard way (see e.g. [Adolphs et al., 2019]) and add the concave objective $-\frac{\lambda}{2} \|y - y_0\|^2$ to the loss:

$$F(x, y) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2} \|\text{net}_x(z) - y\|^2 - \frac{\lambda}{2} \|y - y_0\|^2,$$
where we chose $\lambda = 1$. In this experiment, we compare the performance of AGDA and Smoothed-AGDA under the same stepsize $\tau_1, \tau_2$. From Figure 3, we observe that Smoothed-AGDA has much faster convergence than AGDA both in the stochastic and deterministic setting (i.e. with full batch).

6 Conclusion

We established faster convergence rates for two single-loop algorithms under milder assumption than strong concavity. In particular, we showed that stochastic AGDA can achieve $O(\varepsilon^{-4})$ sample complexity without large batch sizes. In addition, we established a better complexity in terms of the dependency to the condition number for Smooth AGDA in both the stochastic and deterministic settings, which also improves over other single-loop algorithms for nonconvex-strongly-concave minimax optimization. There are a few questions worth further investigations, e.g.: (a) what is the lower complexity bound for optimization under PL condition; (b) whether single-loop algorithms can always achieve the rate as fast as multi-loop algorithms; (c) how to design adaptive algorithms for minimax problems without strong concavity.
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Appendix

A Useful Lemmas

Lemma A.1 (Lemma B.2 [Lin et al., 2020b]) Assume $f(\cdot, y)$ is $\mu_z$-strongly convex for $\forall y \in \mathbb{R}^{d_2}$ and $f(x, \cdot)$ is $\mu_y$-strongly concave for $\forall x \in \mathbb{R}^{d_1}$ (we will later refer to this as $(\mu_z, \mu_y)$-SC-SC) and $f$ is $l$-Lipschitz smooth. Then we have

a) $y^*(x) = \text{argmax}_{y \in \mathbb{R}^{d_2}} f(x, y)$ is $\frac{1}{\mu_y}$-Lipschitz;

b) $\Phi(x) = \max_{y \in \mathbb{R}^{d_2}} f(x, y)$ is $\frac{2l}{\mu_y}$-Lipschitz smooth and $\mu_z$-strongly convex with $\nabla \Phi(x) = \nabla_z f(x, y^*(x))$;

c) $x^*(y) = \text{argmin}_{x \in \mathbb{R}^{d_1}} f(x, y)$ is $\frac{1}{\mu_z}$-Lipschitz;

d) $\Psi(y) = \min_{x \in \mathbb{R}^{d_1}} f(x, y)$ is $\frac{2l}{\mu_z}$-Lipschitz smooth and $\mu_y$-strongly concave with $\nabla \Psi(y) = \nabla_y f(x^*(y), y)$.

Lemma A.2 (Karimi et al. [2016]) If $f(\cdot)$ is $l$-smooth and it satisfies PL condition with constant $\mu$, i.e.

$$\|\nabla f(x)\|^2 \geq 2\mu[f(x) - \min_x f(x)], \forall x,$$

then it also satisfies error bound (EB) condition with $\mu$, i.e.

$$\|\nabla f(x)\| \geq \mu\|x_p - x\|, \forall x,$$

where $x_p$ is the projection of $x$ onto the optimal set, and it satisfies quadratic growth (QG) condition with $\mu$, i.e.

$$f(x) - \min_x f(x) \geq \frac{\mu}{2}\|x_p - x\|^2, \forall x.$$

Lemma A.3 (Nouiehed et al. [2019]) Under Assumption 2.1 and 2.2, define $\Phi(x) = \max_y f(x, y)$ then

a) for any $x_1, x_2,$ and $y^*(x_1) \in \text{Argmax}_y f(x_1, y)$, there exists some $y^*(x_2) \in \text{Argmax}_y f(x_2, y)$ such that

$$\|y_1^* - y_2^*\| \leq \left\| \begin{array}{c} \frac{l}{2}\|x_1 - x_2\| \\ \mu \end{array} \right\|,$$

b) $\Phi(\cdot)$ is $L$-smooth with $L := l + \frac{\kappa}{\mu}$ with $\kappa = \frac{l}{\mu}$ and $\nabla \Phi(x) = \nabla_x f(x, y^*(x))$ for any $y^*(x) \in \text{Argmax}_y f(x, y)$.

Now we present a Theorem adopted from [Yang et al., 2020a]. Under the two-sided PL condition, it captures the convergence of AGDA with dual updated first\(^4\):

$$y^{k+1} = y^k + \tau_2 \nabla_y f(x^k, y^k),$$

$$x^{k+1} = x^k - \tau_1 \nabla_x f(x^k, y^{k+1}).$$

(3)

Theorem A.1 (Yang et al. [2020a]) Consider a minimax optimization problem under Assumption 2.3:

$$\min_{x \in \mathbb{R}^{d_1}} \max_{y \in \mathbb{R}^{d_2}} f(x, y) \triangleq \mathbb{E}[F(x, y; \xi)].$$

\(^4\)The update is equivalent to applying AGDA with primal variable update first to $\min_y \max_x - f(x, y)$, so its convergence is a direct result from [Yang et al., 2020a]. We believe similar convergence rate to Theorem A.1 holds for AGDA with $x$ update first. But for simplicity, here we consider update (3) without additional derivation.
Suppose the function \( f \) is \( l \)-smooth, \( f(\cdot, y) \) satisfies the PL condition with constant \( \mu_1 \) and \(- f(x, \cdot) \) satisfies the PL condition with constant \( \mu_2 \) for any \( x \) and \( y \). Define

\[
P_k = E[\Psi^* - \Psi(y_t)] + \frac{1}{10} E[f(x^k, y^k) - \Psi(x^k)]
\]

with \( \Psi(y) = \min_x f(x, y) \) and \( \Psi^* = \max_y \Psi(y) \). If we run Stoc-AGDA (with update rule (3)) with stepsizes \( \tau_1 \leq \frac{1}{\ell} \) and \( \tau_2 \leq \frac{\mu_1^2 \tau_1}{18\mu_2} \), then

\[
P_k \leq \left( 1 - \frac{\mu_2 \tau_2}{2} \right)^k P_0 + \frac{23\ell^2 \tau_2^2 / \mu_1 + \ell \mu_2 \tau_2}{10 \mu_2 \tau_2} \sigma^2.
\]

In the deterministic setting, e.g. \( \sigma = 0 \), if we run AGDA with stepsizes \( \tau_1 = \frac{1}{\ell} \) and \( \tau_2 = \frac{\mu_1^2 \tau_1}{18\mu_2} \) then

\[
P_k \leq \left( 1 - \frac{\mu_1^2 \mu_2}{36\ell^3} \right)^k P_0.
\]

**Definition A.1 (Moreau Envelope)** The Moreau envelope of a function \( \Phi \) with a parameter \( \lambda > 0 \) is:

\[
\Phi_\lambda(x) = \min_{z \in \mathbb{R}^d} \Phi(z) + \frac{1}{2\lambda} ||z - x||^2.
\]

The proximal point of \( x \) is defined as: \( \text{prox}_{\lambda \Phi}(x) = \arg\min_{z \in \mathbb{R}^d} \{ \Phi(z) + \frac{1}{2\lambda} ||z - x||^2 \} \). The gradients of \( \Phi \) and and \( \Phi_\lambda \) are closely related by the following well-known lemma; see e.g. [Drusvyatskiy and Paquette, 2019].

**Lemma A.4** When \( F \) is differentiable and \( \ell \)-Lipschitz smooth, for \( \lambda \in (0, 1/\ell) \) we have \( \nabla \Phi(\text{prox}_{\lambda \Phi}(x)) = \nabla \Phi_\lambda(x) = \lambda^{-1}(x - \text{prox}_{\lambda \Phi}(x)) \).

**Proof of Proposition 2.1**

**Proof** We will prove Part (a) and (b) separately.

**Part (a):** If we can find \( \tilde{y} \) such that \( \max_y f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) \leq \frac{\mu_1^2}{18\ell^3} \), then as \( ||\nabla_y f(\tilde{x}, y^*)|| = 0 \),

\[
||\nabla y f(\tilde{x}, \tilde{y})|| \leq ||\nabla y f(\tilde{x}, \tilde{y}) - \nabla y f(\tilde{x}, y^*)(\tilde{x})|| \leq \frac{\sqrt{2}}{\mu} \max_y || \nabla y f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) || \leq \sqrt{2} \epsilon,
\]

where in the first inequality we fix \( y^*(x) \) to the projection from \( \tilde{y} \) to \( \text{Argmax}_y f(\tilde{x}, y) \), in the second inequality we use Lipschitz smoothness, and in the third inequality we use PL condition and Lemma A.2. Also,

\[
||\nabla_x f(\tilde{x}, \tilde{y})|| \leq ||\nabla_x f(\tilde{x}, y^*)(\tilde{x})|| + ||\nabla_x f(\tilde{x}, \tilde{y}) - \nabla_x f(\tilde{x}, y^*)(\tilde{x})||
\]

\[
\leq ||\nabla \Phi(\tilde{x})|| + \ell \sqrt{\frac{2}{\mu} \max_y || \nabla_x f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) ||} \leq (1 + \sqrt{2}) \epsilon,
\]

where in the second inequality we use Lemma A.3. Therefore, our goal is to find \( \tilde{y} \) such that \( \max_y f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) \leq \frac{\mu_1^2}{18\ell^3} \) by applying (stochastic) gradient ascent to \( f(\tilde{x}, \cdot) \) from initial point \( \tilde{y} \).

**Deterministic case:** Since \( ||\nabla_y f(\tilde{x}, \tilde{y})|| \leq \epsilon' \), we have \( \max_y f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) \leq \frac{\mu_1^2}{18\ell^3} \) by PL condition. Let \( y^k \) denote \( k \)-th iterates of gradient ascent from initial point \( \tilde{y} \) with stepsizes \( \frac{1}{\ell} \). Then by [Karimi et al., 2016]

\[
\max_y f(\tilde{x}, y) - f(\tilde{x}, y^k) \leq \left( 1 - \frac{1}{\kappa} \right)^k \left[ \max_y f(\tilde{x}, y) - f(\tilde{x}, \tilde{y}) \right].
\]

So after \( O\left( \kappa \log \left( \frac{\mu_1^2}{\epsilon'} \right) \right) \), we can find the point we want.
**Stochastic Case:** Let $y^k$ denote $k$-th iterates of stochastic gradient ascent from initial point $\tilde{y}$ with stepsize $\tau \leq \frac{1}{4}$. Then by Lemma A.4 in [Yang et al., 2020b]

$$E \left[ \max_y f(\hat{x}, y) - f(\hat{x}, y^{k+1}) \right] \leq (1 - \mu \tau)E \left[ \max_y f(\hat{x}, y) - f(\hat{x}, y^k) \right] + \frac{\tau^2}{2} \sigma^2,$$

which implies

$$E \left[ \max_y f(\hat{x}, y) - f(\hat{x}, y^k) \right] \leq (1 - \mu \tau)^k E \left[ \max_y f(\hat{x}, y) - f(\hat{x}, y) \right] + \frac{\kappa \tau}{2} \sigma^2.$$

So with $\tau = \min \left\{ \frac{1}{4}, \Omega \left( \frac{\sigma^2}{\mu^2 \sigma^2} \right) \right\}$, we can find the point we want with a complexity of $O \left( \kappa \log \left( \frac{\kappa \tau}{\epsilon} \right) + \kappa \epsilon^2 \log \left( \frac{\kappa \tau}{\epsilon} \right) \epsilon^{-2} \right)$.

**Part (b):** We first look at $\Phi_{1/2l}(\tilde{x}) = \min_x \Phi(z) + l\|z - \tilde{x}\|^2$. Then by Lemma 4.3 in [Drusvyatskiy and Paquette, 2019],

$$\|\nabla \Phi_{1/2l}(\tilde{x})\|^2 = 4\|\tilde{x} - \text{prox}_{\Phi_{1/2l}}(\tilde{x})\|^2$$

$$\leq 8\|\Phi(\tilde{x}) - \Phi(\text{prox}_{\Phi_{1/2l}}(\tilde{x})) - l\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \tilde{x}\|^2\|
$$

$$= 8l \left( \Phi(\tilde{x}) - f(\tilde{x}, \tilde{y}) + f(\tilde{x}, \tilde{y}) - f(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y}) + f(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y}) - \Phi(\text{prox}_{\Phi_{1/2l}}(\tilde{x})) - l\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \tilde{x}\|^2 \right)$$

$$\leq 8l \left[ \frac{1}{2l}\|\nabla_y f(\tilde{x}, \tilde{y})\|^2 + f(\tilde{x}, \tilde{y}) - f(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y}) - l\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \tilde{x}\|^2 \right]$$

(6)

where in the first inequality we use the $l$-strong-convexity in $x$ of $\Phi(x) + l\|x - \tilde{x}\|^2$, in the second inequality we use $\Phi(\tilde{x}) - f(\tilde{x}, \tilde{y}) \leq \frac{1}{2l}\|\nabla_y f(\tilde{x}, \tilde{y})\|^2$ by PL condition, and $f(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y}) - \Phi(\text{prox}_{\Phi_{1/2l}}(\tilde{x})) \leq 0$. Note that by defining $\hat{f}(x, y) = f(x, y) + l\|x - \tilde{x}\|^2$, we have

$$f(\tilde{x}, \tilde{y}) - f(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y}) - l\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \tilde{x}\|^2 = \hat{f}(\tilde{x}, \tilde{y}) - \hat{f}(\text{prox}_{\Phi_{1/2l}}(\tilde{x}), \tilde{y})$$

$$\leq \langle \nabla_x f(\tilde{x}, \tilde{y}), x - \text{prox}_{\Phi_{1/2l}}(\tilde{x}) \rangle - \frac{l}{2}\|x - \text{prox}_{\Phi_{1/2l}}(\tilde{x})\|^2$$

$$\leq \frac{1}{2l}\|\nabla_x \hat{f}(\tilde{x}, \tilde{y})\|^2 + \frac{l}{2}\|x - \text{prox}_{\Phi_{1/2l}}(\tilde{x})\|^2 - \frac{l}{2}\|x - \text{prox}_{\Phi_{1/2l}}(\tilde{x})\|^2$$

$$\leq \frac{1}{2l}\|\nabla_x \hat{f}(\tilde{x}, \tilde{y})\|^2 = \frac{1}{2l}\|\nabla_x f(\tilde{x}, \tilde{y})\|^2,$$

where in the second inequality we use $l$-strong-convexity in $x$ of $\hat{f}(x, y)$. Plugging into (6),

$$\|\nabla \Phi_{1/2l}(\tilde{x})\|^2 = 4\|\tilde{x} - \text{prox}_{\Phi_{1/2l}}(\tilde{x})\|^2 \leq 4\kappa\|\nabla_y f(\tilde{x}, \tilde{y})\|^2 + 4\|\nabla_x f(\tilde{x}, \tilde{y})\|^2 \leq 8\epsilon.$$  

(7)

If we can find $\hat{x}$ such that $\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \hat{x}\| \leq \frac{\epsilon}{4\kappa}$, then

$$\|\nabla \Phi(\hat{x})\| \leq \|\nabla \Phi(\text{prox}_{\Phi_{1/2l}}(\tilde{x}))\| + \|\nabla \Phi(\hat{x}) - \nabla \Phi(\text{prox}_{\Phi_{1/2l}}(\tilde{x}))\| \leq \|\nabla \Phi_{1/2l}(\tilde{x})\| + 2\kappa l\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \hat{x}\| \leq (2\sqrt{2} + 2)\epsilon,$$

where in the second inequality we use Lemma A.3 and Lemma A.4. Note that $\text{prox}_{\Phi_{1/2l}}(\tilde{x})$ is the solution to $\min_x \Phi(x) + l\|x - \tilde{x}\|^2$, which is equivalent to

$$\min_{x, y} f(x, y) + l\|x - \tilde{x}\|^2.$$  

(8)

This minimax problem is $l$-strongly convex about $x$, $\mu$-PL about $y$ and $3l$-smooth. Therefore, we can use (stochastic) alternating gradient descent ascent (AGDA) to find $\hat{x}$ such that $\|\text{prox}_{\Phi_{1/2l}}(\tilde{x}) - \hat{x}\| \leq \frac{\epsilon}{4\kappa}$ from initial
point \((\tilde{x}, \tilde{y})\).

**Deterministic case**: Let \((x^k, y^k)\) denote \(k\)-th iterates of AGDA with \(y\) updated first from initial point \((\tilde{x}, \tilde{y})\) on function \((8)\). Define \(\hat{\Phi}(x) = \max_y \hat{f}(x, y) = \max_y f(x, y) + \|x - \tilde{x}\|^2\), \(\tilde{\Phi}(y) = \min_x \hat{f}(x, y) = \min_x f(x, y) + \ell\|x - \tilde{x}\|^2\) and \(\hat{\Phi}^* = \max_y \hat{\Phi}(y)\). We also denote \(x^* = \text{argmin}_x \hat{\Phi}(x) = \text{prox}_{\Phi/2\ell}(\tilde{x})\). Then we define \(P_k = \hat{\Phi}^* - \hat{\Phi}(y^k) + \frac{1}{\mu} \left[\hat{f}(x^k, y^k) - \hat{\Phi}(y^k)\right]\). Note that

\[
P_0 = \hat{\Phi}^* - \hat{\Phi}(\tilde{y}) + \frac{1}{10} \left[\hat{f}(\tilde{x}, \tilde{y}) - \hat{\Phi}(\tilde{y})\right] \leq \hat{\Phi}^* - \hat{\Phi}(\tilde{y}) + \frac{1}{20\ell} \|\nabla_x \hat{f}(\tilde{x}, \tilde{y})\|^2 \leq \hat{\Phi}^* - \hat{\Phi}(\tilde{y}) + \frac{\epsilon^2}{20\ell}.
\tag{9}
\]

Also we note that

\[
\hat{\Phi}^* - \hat{\Phi}(\tilde{y}) = \max_y \min_x \hat{f}(x, y) - \min_x \hat{f}(x, \tilde{y})
= \max_y \min_x \hat{f}(x, y) - \max_y \hat{f}(\tilde{x}, y) + \max_y \hat{f}(\tilde{x}, y) - \min_x \hat{f}(x, \tilde{y})
\leq \frac{1}{2\mu} \|\nabla_y \hat{f}(\tilde{x}, \tilde{y})\|^2 + \frac{1}{2\ell} \|\nabla_x \hat{f}(\tilde{x}, \tilde{y})\|^2
= \frac{1}{2\mu} \|\nabla_y f(\tilde{x}, \tilde{y})\|^2 + \frac{1}{2\ell} \|\nabla_x f(\tilde{x}, \tilde{y})\|^2
\leq \frac{1}{\ell^2},
\]

where in the first inequality we use \(\max_y \min_x \hat{f}(x, y) \leq \max_y \hat{f}(\tilde{x}, y)\), \(l\)-strong-convexity of \(\hat{f}(\cdot, \tilde{y})\) and \(\mu\)-PL of \(\hat{f}(\tilde{x}, \cdot)\). Combined with \((9)\) we have

\[
P_0 \leq \frac{2\epsilon^2}{\ell}.
\]

Then we note that

\[
\|x^k - x^*\|^2 \leq 2\|x^k - x^*(y^k)\|^2 + 2\|x^*(y^k) - x^*\|^2 \leq \frac{4}{\ell} [\hat{f}(x^k, y^k) - \hat{\Phi}(y^k)] + 18\|y^k - y^*\|^2
\]

\[
\leq \frac{4}{\ell} [\hat{f}(x^k, y^k) - \hat{\Phi}(y^k)] + \frac{18}{\mu} (\hat{\Phi}(y^k) - \hat{\Phi}^*) \leq \frac{40}{\mu} P_k,
\]

where in the second inequality we use \(l\)-strong-convexity of \(\hat{f}(\cdot, y^k)\) and Lemma A.1, in the third inequality we use \(\mu\)-PL of \(\hat{\Phi}(\cdot)\) (see e.g. [Yang et al., 2020a]). Because \(\hat{f}(x, y)\) is \(l\)-strongly convex about \(x\), \(\mu\)-PL about \(y\) and \(3\ell\)-smooth, it satisfies the two-sided PL condition in [Yang et al., 2020a] and it can be solved by AGDA. By Theorem A.1, if we choose \(\tau_1 = \frac{1}{3\ell}\) and \(\tau_2 = \frac{18}{18\sqrt{\tau_1^2}} = \frac{1}{3\sqrt{9\ell}}\), we have

\[
P_k \leq (1 - \frac{1}{972\kappa})^k P_0.
\]

Therefore,

\[
\|x^k - x^*\|^2 \leq \frac{40}{\mu} P_k \leq \frac{40}{\mu} \left(1 - \frac{1}{972\kappa}\right)^k P_0 \leq \frac{80\epsilon^2}{\mu\ell} \left(1 - \frac{1}{972\kappa}\right)^k .
\]

So after \(O(\kappa \log \kappa)\) iterations we have \(\|x^k - x^*\|^2 \leq \frac{\epsilon^2}{972\kappa}\).

**Stochastic case**: By Theorem A.1, if we choose \(\tau_1 \leq \frac{1}{3\ell}\) and \(\tau_2 = \frac{18\tau_1^2}{18\sqrt{3\tau_1^2}} = \frac{12}{162}\), we have

\[
P_k \leq \left(1 - \frac{\mu\tau_2}{2}\right)^k P_0 + O(\kappa\tau_2\sigma^2).
\]

With \(\tau_2 = \min \left\{ \frac{1}{162}, \Theta \left(\frac{\epsilon^2}{972\kappa}\right) \right\}\) and \(\tau_1 = 162\tau_2\), we have \(\|x^k - x^*\|^2 \leq \frac{\epsilon^2}{972\kappa}\) after \(O(\kappa \log(\kappa) + \kappa^6\sigma^2 \log(\kappa)\epsilon^{-2})\) iterations.
B Proofs for Stochastic AGDA

Proof of Theorem 3.1
Proof
Because $\Phi$ is $L$-smooth with $L = l + \frac{\kappa}{2}$ by Lemma A.3, we have the following by Lemma A.4 in [Yang et al., 2020a]

$$\Phi(x_{t+1}) \leq \Phi(x_t) + \langle \nabla \Phi(x_t), x_{t+1} - x_t \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2$$

$$= \Phi(x_t) - \tau_1 \langle \nabla \Phi(x_t), G_x(x_t, y_t, \xi_t) \rangle + \frac{L}{2} \tau_1^2 \|G_x(x_t, y_t, \xi_t)\|^2.$$ 

Taking expectation of both side and use Assumption 2.3, we get

$$\mathbb{E}[\Phi(x_{t+1})] \leq \mathbb{E}[\Phi(x_t)] - \tau_1 \mathbb{E}[\langle \nabla \Phi(x_t), \nabla_y f(x_t, y_t) \rangle] + \frac{L}{2} \tau_1^2 \mathbb{E}[\|G_x(x_t, y_t, \xi_t)\|^2].$$

where in the second inequality we use Assumption 2.3, and in the third inequality we use $\tau_1 \leq 1/L$. By smoothness of $f(x, \cdot)$, we have

$$f(x_{t+1}, y_{t+1}) \geq f(x_{t+1}, y_t) + \langle \nabla_y f(x_{t+1}, y_t), y_{t+1} - y_t \rangle - \frac{l}{2} \|y_{t+1} - y_t\|^2$$

$$\geq f(x_{t+1}, y_t) + \tau_2 \langle \nabla_y f(x_{t+1}, y_t), G_y(x_{t+1}, y_t, \xi_t^1) \rangle - \frac{l \tau_2^2}{2} \|G_y(x_{t+1}, y_t, \xi_t^1)\|^2.$$ 

Taking expectation, as $\tau_2 \leq \frac{1}{l}$

$$\mathbb{E}[f(x_{t+1}, y_{t+1}) - f(x_{t+1}, y_t)] \geq \tau_2 \mathbb{E}[\|\nabla_y f(x_{t+1}, y_t)\|^2] - \frac{l \tau_2^2}{2} \mathbb{E}[\|\nabla_y f(x_{t+1}, y_t)\|^2] - \frac{l \tau_2^2}{2} \sigma^2$$

$$\geq \tau_2 \mathbb{E}[\|\nabla_y f(x_{t+1}, y_t)\|^2] - \frac{l \tau_2^2}{2} \sigma^2.$$  \hspace{1cm} (11)

By smoothness of $f(\cdot, y)$, we have

$$f(x_{t+1}, y_t) \geq f(x_t, y_t) + \langle \nabla_x f(x_t, y_t), x_{t+1} - x_t \rangle - \frac{l}{2} \|x_{t+1} - x_t\|^2$$

$$\geq f(x_t, y_t) - \tau_1 \langle \nabla_x f(x_t, y_t), G_x(x_t, y_t, \xi_t^1) \rangle - \frac{l \tau_1^2}{2} \|G_x(x_t, y_t, \xi_t^1)\|^2.$$ 

Taking expectation, as $\tau_1 \leq \frac{1}{l}$

$$\mathbb{E}[f(x_{t+1}, y_t)] - \mathbb{E}[f(x_t, y_t)] \geq - \tau_1 \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2] - \frac{l \tau_1^2}{2} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2] - \frac{l \tau_1^2}{2} \sigma^2$$

$$\geq - \frac{3 \tau_1}{2} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2] - \frac{l \tau_1^2}{2} \sigma^2.$$  \hspace{1cm} (12)

Therefore, summing (12) and (11) together

$$\mathbb{E}[f(x_{t+1}, y_{t+1})] - \mathbb{E}[f(x_t, y_t)] \geq \frac{\tau_2}{2} \mathbb{E}[\|\nabla_y f(x_{t+1}, y_t)\|^2] - \frac{3 \tau_1}{2} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2] - \frac{l \tau_2^2}{2} \sigma^2.$$  \hspace{1cm} (13)
Now we consider the following potential function, for some $\alpha > 0$ which we will pick later

$$V_t = V(x_t, y_t) = \Phi(x_t) + \alpha [\Phi(x_t) - f(x_t, y_t)] = (1 + \alpha)\Phi(x_t) - \alpha f(x_t, y_t).$$

Then by combining (14) and (10) we have

$$E V_t - E V_{t+1} \geq \frac{\tau_1}{2}(1 + \alpha)E \|\nabla \Phi(x_t)\|^2 - \frac{\tau_1}{2}(1 + \alpha)E \|\nabla f(x_t, y_t) - \nabla \Phi(x_t)\|^2 + \frac{\tau_0}{2}\alpha E \|\nabla y f(x_{t+1}, y_t)\|^2 - \frac{3\tau_0}{2}E \|\nabla f(x_t, y_t)\|^2 - \frac{L(1 + \alpha)}{2}\tau_1 + \frac{l\tau_2}{2} + \frac{l\tau_2}{2}\right)\sigma^2$$

$$\geq \left[\frac{\tau_1}{2}(1 + \alpha) - 3\tau_1 \alpha\right] E \|\nabla \Phi(x_t)\|^2 - \left[\frac{\tau_1}{2}(1 + \alpha) + 3\tau_1 \alpha\right] E \|\nabla f(x_t, y_t) - \nabla \Phi(x_t)\|^2 + \frac{7\tau_0}{4}E \|\nabla f(x_t, y_t)\|^2 - \frac{7\tau_0}{4}E \|\nabla f(x_{t+1}, y_t) - \nabla f(x_t, y_t)\|^2 - \left[\frac{L(1 + \alpha)}{2}\tau_1 + \frac{l\tau_2}{2} + \frac{l\tau_2}{2}\right]\sigma^2$$

$$\geq \left[\frac{\tau_1}{2}(1 + \alpha) - 3\tau_1 \alpha - 7\tau_0 l^2\right] E \|\nabla \Phi(x_t)\|^2 - \left[\frac{\tau_1}{2}(1 + \alpha) + 7\tau_1 \alpha + 7\tau_0 l^2\right] E \|\nabla f(x_t, y_t) - \nabla \Phi(x_t)\|^2 + \frac{7\tau_0}{4}E \|\nabla f(x_t, y_t)\|^2 - \left[\frac{L(1 + \alpha)}{2}\tau_1 + \frac{l\tau_2}{2} + \frac{l\tau_2}{2} + \frac{7\tau_0}{4} l^2 \right]\sigma^2,$$

where in the first inequality we use $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$ and $\|a\|^2 \geq \|b\|^2/2 - \|a - b\|^2$, in the second inequality we use smoothness, and in the last inequality we use $\|a + b\|^2 \leq \|a\|^2 + \|b\|^2$. Note that by smoothness and PL condition, fixing $y^*(x_t)$ to be the projection of $y_t$ to the set $\operatorname{Argmin}_y f(x_t, y)$,

$$\|\nabla f(x_t, y_t) - \nabla \Phi(x_t)\|^2 \leq l^2 \|y_t - y^*(x_t)\|^2 \leq \kappa^2 \|\nabla y f(x_t, y_t)\|^2.$$
Also, as \( \alpha = \frac{1}{8} \), \( \tau_2 \leq \frac{1}{r} \) and \( \tau_1 = \frac{\tau_2}{68\kappa^2} \)

\[
L(1 + \alpha) \tau_1^2 + \frac{l\tau_2^2}{2} + \frac{l\tau_2^2}{2} + \frac{\tau_2}{2} \alpha l^2 \tau_1^2 \leq 292\kappa^4 l\tau_1^2.
\]

Therefore,

\[
EV_i - EV_{i+1} \geq \frac{\tau_1}{16} E\|\nabla \Phi(x_i)\|^2 + \frac{17}{16}\kappa^2 \tau_1 E\|\nabla_y f(x_i, y_i)\|^2 - 292\kappa^4 l\tau_1^2 \sigma^2.
\]

(18)

Telescoping and rearranging, with \( a_0 \triangleq \Phi(x_0) - f(x_0, y_0) \),

\[
\frac{1}{T} \sum_{t=0}^{T-1} E\|\nabla \Phi(x_t)\|^2 \leq \frac{16}{\tau_1 T} [V_0 - \min_{x,y} V(x, y)] + 4762\kappa^4 l\tau_1 \sigma^2
\]

\[
\leq \frac{16}{\tau_1 T} [\Phi(x_0) - \Phi^*] + \frac{2}{\tau_1 T} a_0 + 4672\kappa^4 l\tau_1 \sigma^2,
\]

where in the second inequality we note that since for any \( x \) we can find \( y \) such that \( \Phi(x) = f(x, y) \),

\[
V_0 - \min_{x,y} V(x, y) = \Phi(x_0) + \alpha[\Phi(x_0) - f(x_0, y_0)] - \min_y \{\Phi(x) + \alpha[\Phi(x) - f(x, y)]\} = \Phi(x_0) - \Phi^* + \alpha[\Phi(x_0) - f(x_0, y_0)].
\]

Picking \( \tau_1 = \min \left\{ \frac{\sqrt{\Phi(x_0) - \Phi^*}}{4\sigma\kappa^2\sqrt{Tl}}, \frac{1}{68\kappa^2} \right\} \),

\[
\frac{1}{T} \sum_{t=0}^{T-1} E\|\nabla \Phi(x_t)\|^2 \leq \max \left\{ \frac{4\sigma\kappa^2\sqrt{Tl}}{\sqrt{\Phi(x_0) - \Phi^*}}, 68\kappa^2 \right\} \frac{16}{T} \Phi(x_0) - \Phi^* + \max \left\{ \frac{4\sigma\kappa^2\sqrt{Tl}}{\sqrt{\Phi(x_0) - \Phi^*}}, 68\kappa^2 \right\} \frac{2}{T} a_0 +
\]

\[
\frac{\sqrt{\Phi(x_0) - \Phi^*}}{4\sigma\kappa^2\sqrt{Tl}} \times 4672\kappa^4 l\sigma^2
\]

\[
\leq \frac{1088\kappa^2}{T} [\Phi(x_0) - \Phi^*] + \frac{136\kappa^2}{T} a_0 + \frac{8\kappa^2 \sqrt{Tl} a_0}{\sqrt{\Phi(x_0) - \Phi^*} T} \sigma + \frac{1232\kappa^2 \sqrt{T} [\Phi(x_0) - \Phi^*] \sigma}{\sqrt{T}}.
\]

Here we can pick \( \tau_2 = \min \left\{ \frac{17\sqrt{\Phi(x_0) - \Phi^*}}{4\sigma\sqrt{Tl}}, \frac{1}{T} \right\} \).

\[\blacksquare\]

**Proof of Corollary 3.1**

**Proof** Similar to the proof of part (a) in Proposition 2.1, fixing \( y^*(x_t) \) to be the projection of \( x_t \) to \( \text{Argmax}_y f(x_t, y) \), we have

\[
\| \nabla_x f(x_t, y_t) \|^2 \leq 2 \| \nabla_x f(x_t, y^*(x_t)) \|^2 + 2 \| \nabla_x f(x_t, y_t) - \nabla_x f(x_t, y^*(x_t)) \|^2
\]

\[
\leq 2 \| \nabla \Phi(x_t) \|^2 + 2l^2 \| y_t - y^*(x_t) \|^2
\]

\[
\leq 2 \| \nabla \Phi(x_t) \|^2 + 2 \| \nabla_y f(x_t, y_t) \|^2,
\]

where in the first inequality we use Lemma A.3 and in the last inequality we use Lemma A.2. Plugging into (18),

\[
EV_i - EV_{i+1} \geq \frac{\tau_1}{32} E\|\nabla \Phi(x_i)\|^2 + \kappa^2 \tau_1 E\|\nabla_y f(x_t, y_t)\|^2 - 292\kappa^4 l\tau_1^2 \sigma^2.
\]
By the same reasoning as the proof of Theorem 3.1 (after equation (18)), with the same stepsizes, we can show
\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla_x f(x_t, y_t) \|^2 \right] + \frac{32\kappa^2}{T} \mathbb{E} \left[ \| \nabla_y f(x_t, y_t) \|^2 \right] \leq \frac{d_0 \ln^2 T}{T} [\Phi(x_0) - \Phi^*] + \frac{d_1 \ln^2 T a_0}{T} + \frac{d_2 \kappa^2 \sqrt{T} a_0}{\sqrt{T} [\Phi(x_0) - \Phi^*]} + \frac{d_3 \kappa^2 \sqrt{T} a_0}{\sqrt{T} \sigma},
\]
where \(d_0, d_1, d_2\) and \(d_3\) are \(O(1)\) constants.

\[\square\]

\section{Proofs for Stochastic Smoothed AGDA}

Before we present the theorem and converge, we adopt the following notations.

- \(\hat{f}(x, y; z) = f(x, y) + \frac{p}{2} \| x - z \|^2\): the auxiliary function;
- \(\Psi(y; z) = \min_x \hat{f}(x, y; z)\): the dual function of the auxiliary problem;
- \(\Phi(x; z) = \max_y \hat{f}(x, y; z)\): the primal function of the auxiliary problem;
- \(P(z) = \min_y \max_{x} \hat{f}(x, y; z)\): the optimal value for the auxiliary function fixing \(z\);
- \(x^*(y, z) = \arg\min_x \hat{f}(x, y; z)\): the optimal \(x\) w.r.t \(y\) and \(z\) in the auxiliary function;
- \(x^*(z) = \arg\min_x \Phi(x; z)\): the optimal \(x\) w.r.t \(z\) in the auxiliary function when \(y\) is already optimal w.r.t \(x\);
- \(Y^*(z) = \text{Argmax}_x \Phi(x; z)\): the optimal set of \(y\) w.r.t \(z\) when \(x\) is optimal to \(y\);
- \(y^+(z) = y + \tau_2 \nabla_y \hat{f}(x^*(y, z), y; z)\): \(y\) after one step of gradient ascent in \(y\) with the gradient of the dual function;
- \(x^+(y, z) = x - \tau_1 \nabla_x \hat{f}(x, y; z)\): \(x\) after one step of gradient descent with gradient at current point;
- \(\hat{G}_x(x, y, z) = G_x(x, y, z) + p(x - z)\): the stochastic gradient for regularized auxiliary function.

\begin{lemma}
We have the following inequalities as \(p > l\)
\[
\| x^*(y, z) - x^*(y', z') \| \leq \gamma_1 \| z - z' \|, \\
\| x^*(z) - x^*(z') \| \leq \gamma_1 \| z - z' \|, \\
\| x^*(y, z) - x^*(y', z) \| \leq \gamma_2 \| y - y' \|, \\
\mathbb{E} \| x_{t+1} - x^*(y_t, z_t) \|^2 \leq \gamma_3^2 \tau_1^2 \mathbb{E} \| \nabla_x \hat{f}(x_t, y_t, z_t) \|^2 + 2 \tau_1^2 \sigma^2, \\
\]
where \(\gamma_1 = \frac{p}{l + p}, \gamma_2 = \frac{\tau_1 + p}{l + p}\) and \(\gamma_3^2 = \frac{2}{\tau_1^2 (1 + p)^2} + 2\).
\end{lemma}

\textbf{Proof} \ The first and second inequality is the same as Proposition B.4 in [Zhang et al., 2020]. The third inequality is a direct result of Lemma A.1. Now we show the last inequality.
\[
\| x_{t+1} - x^*(y_t, z_t) \|^2 \leq 2 \| x_t - x^*(y_t, z_t) \|^2 + 2 \| x_{t+1} - x_t \|^2 \\
\leq \frac{2}{(l + p)^2} \| \nabla_x \hat{f}(x_t, y_t, z_t) \|^2 + 2 \tau_1^2 \| \hat{G}_x(x_t, y_t, z_t) \|^2.
\]
where the second inequality use \((-l + p)\)-strong convexity of \(\hat{f}(\cdot, y_t; z_t)\). Taking expectation

\[
\mathbb{E}\|x_{t+1} - x^*(y_t, z_t)\|^2 \leq \frac{2}{(l + p)^2} \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 2\tau_l^2 \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 2\tau_l^2 \sigma^2
\]

\[
\leq 2 \left[ \frac{1}{(-l + p)^2} + \tau_l^2 \right] \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 2\tau_l^2 \sigma^2.
\]

\[\Box\]

**Lemma C.2** The following inequality holds

\[
\|x^*(z) - x^*(y^+(z), z)\|^2 \leq \frac{1}{(p - l)\mu} \left( 1 + \tau_2 l + \frac{\tau_2 l (p + l)}{p - l} \right)^2 \|\nabla_y \hat{f}(x^*(y, z), y^+(z))\|^2.
\]

**Proof** By the \((p - l)\)-strong convexity of \(\Phi(\cdot ; z)\), we have

\[
\|x^*(z) - x^*(y^+(z), z)\|^2 \leq \frac{2}{p - l} \left[ \Phi(x^*(y^+(z), z); z) - \Phi(x^*(z); z) \right]
\]

\[
\leq \frac{2}{p - l} \left[ \Phi(x^*(y^+(z), z); z) - \hat{f}(x^*(y^+(z), z), y^+(z); z) + \hat{f}(x^*(y^+(z), z), y^+(z); z) - \Phi(x^*(z); z) \right]
\]

\[
\leq \frac{1}{(p - l)\mu} \|\nabla_y \hat{f}(x^*(y^+(z), z), y^+(z); z)\|^2,
\]

where in the last inequality we use \(\mu\)-PL of \(\hat{f}(x, \cdot ; z)\) and \(\hat{f}(x^*(y^+(z), z), y^+(z); z) \leq \Phi(x^*(z); z)\). Then

\[
\|\nabla_y \hat{f}(x^*(y^+(z), z), y^+(z); z)\| \leq \|\nabla_y \hat{f}(x^*(y, z), y; z)\| + \|\nabla_y \hat{f}(x^*(y, z), y; z) - \nabla_y \hat{f}(x^*(y^+(z), z), y^+(z); z)\|
\]

\[
\leq \|\nabla_y \hat{f}(x^*(y, z), y; z)\| + l\|x^*(y, z) - x^*(y^+(z), z)\| + l\|y - y^+(z)\|
\]

\[
\leq \left( 1 + \frac{\tau_2 l (p + l)}{p - l} + \tau_2 \right) \|\nabla_y \hat{f}(x^*(y, z), y; z)\|,
\]

where in the last inequality we use Lemma C.1 and \(\|y - y^+(z)\| = \tau_2 \|\nabla_y \hat{f}(x^*(y, z), y; z)\|\). We reach our conclusion by combining with the previous inequality.

\[\Box\]

**Proof of Theorem 4.1**

**Proof** The proof is built on [Zhang et al., 2020]. We separate our proof into several parts: we first present three descent lemmas, then we show the descent property for a potential function, later we discuss the relation between our stationary measure and the potential function, and last we put things together.

**Primal descent:** By the \((p + l)\)-smoothness of \(\hat{f}(\cdot, y_t; z_t)\),

\[
\hat{f}(x_{t+1}, y_t; z_t) \leq \hat{f}(x_t, y_t; z_t) + \langle \nabla_x \hat{f}(x_t, y_t; z_t), x_{t+1} - x_t \rangle + \frac{p + l}{2} \|x_{t+1} - x_t\|^2
\]

\[
= \hat{f}(x_t, y_t; z_t) - \tau_1 \|\nabla_x \hat{f}(x_t, y_t; z_t), \hat{G}_x(x_t, y_t, \xi^*_t; z_t)\| + \frac{p + l}{2} \tau_1^2 \|\hat{G}_x(x_t, y_t, \xi^*_t; z_t)\|^2,
\]

We can easily verify that \(\mathbb{E}\hat{G}_x(x_t, y_t, \xi^*_t; z_t) = \nabla_x \hat{f}(x_t, y_t; z_t)\), and \(\mathbb{E}\|\hat{G}_x(x_t, y_t, \xi^*_t; z_t) - \mathbb{E}\hat{G}_x(x_t, y_t, \xi^*_t; z_t)\|^2 = \mathbb{E}\|\hat{G}_x(x_t, y_t, \xi^*_t) - \nabla_x \hat{f}(x_t, y_t)\|^2 \leq \sigma^2\). Taking expectation of both sides,

\[
\mathbb{E}\hat{f}(x_{t+1}, y_t; z_t) \leq \mathbb{E}\hat{f}(x_t, y_t; z_t) - \tau_1 \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + \frac{p + l}{2} \tau_1^2 \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + \frac{p + l}{2} \tau_1^2 \sigma^2.
\]
As \( \tau_1 \leq \frac{1}{p^2} \),
\[
\mathbb{E}\hat{f}(x_t, y_t; z_t) - \mathbb{E}\hat{f}(x_{t+1}, y_t; z_t) \geq \frac{\tau_1}{2} \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 - \frac{p + l}{2} \tau_1^2 \sigma^2. \tag{20}
\]

Also, because \( \hat{f}(x_{t+1}, \cdot; z_t) \) is smooth,
\[
\hat{f}(x_{t+1}, y_t; z_t) - \hat{f}(x_{t+1}, y_{t+1}; z_t) \geq (\nabla_y \hat{f}(x_{t+1}, y_t; z_t), y_t - y_{t+1}) - \frac{l}{2} \|y_t - y_{t+1}\|^2
\]
\[
= - \tau_2 (\nabla_y \hat{f}(x_{t+1}, y_t; z_t), G_y(x_{t+1}, y_t, \xi_{t+1})) - \frac{l}{2} \tau_2^2 \|G_y(x_{t+1}, y_t, \xi_{t+1})\|^2.
\]

Taking expectation of both sides,
\[
\mathbb{E}\hat{f}(x_{t+1}, y_t; z_t) - \mathbb{E}\hat{f}(x_{t+1}, y_{t+1}; z_t) \geq - \tau_2 \mathbb{E}\|\nabla_y \hat{f}(x_{t+1}, y_t)\|^2 - \frac{l}{2} \tau_2^2 \mathbb{E}\|\nabla_y \hat{f}(x_{t+1}, y_t)\|^2 - \frac{l}{2} \tau_2^2 \sigma^2
\]
\[
= - \left(1 + \frac{l \tau_2}{2}\right) \tau_2 \mathbb{E}\|\nabla_y \hat{f}(x_{t+1}, y_t)\|^2 - \frac{l}{2} \tau_2^2 \sigma^2. \tag{21}
\]

Furthermore, by definition of \( \hat{f} \) and \( z_{t+1} \), as \( 0 < \beta < 1 \)
\[
\hat{f}(x_{t+1}, y_t; z_t) - \hat{f}(x_{t+1}, y_{t+1}; z_t) = \frac{p}{2} \left[ \|x_{t+1} - z_t\|^2 - \|x_{t+1} - z_{t+1}\|^2 \right] = \frac{p}{2} \left[ \frac{1}{2} \beta^2 \|z_{t+1} - z_t\|^2 - \frac{1}{2} \beta^2 \|z_{t+1} - z_t\|^2 \right]
\]
\[
= \frac{p}{2} \left[ \frac{1}{2} \beta^2 \|z_{t+1} - z_t\|^2 - \frac{1}{2} \beta^2 \|z_{t+1} - z_t\|^2 \right] \geq \frac{p}{2} \beta \|z_{t+1} - z_t\|^2. \tag{22}
\]

Combining (20), (21) and (22),
\[
\mathbb{E}\hat{f}(x_t, y_t; z_t) - \mathbb{E}\hat{f}(x_{t+1}, y_t; z_t) \geq \frac{\tau_1}{2} \mathbb{E}\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 - \left(1 + \frac{l \tau_2}{2}\right) \tau_2 \mathbb{E}\|\nabla_y \hat{f}(x_{t+1}, y_t)\|^2 + \frac{p}{2} \frac{\tau_2^2}{2} \mathbb{E}\|z_t - z_{t+1}\|^2 - \frac{l}{2} \tau_2^2 \sigma^2 - \frac{p + l}{2} \tau_1^2 \sigma^2. \tag{23}
\]

**Dual Descent:** Since the dual function \( \Psi(y; z) \) is \( L_\psi \) smooth with \( L_\psi = l + l \tau_2 \) by Lemma B.3 in [Zhang et al., 2020],
\[
\Psi(y_{t+1}; z_t) - \Psi(y_t; z_t) \geq (\nabla_y \Psi(y_t; z_t), y_{t+1} - y_t) - \frac{L_\psi}{2} \|y_{t+1} - y_t\|^2
\]
\[
= (\nabla_y \hat{f}(x^*(y_t, z_t), y_{t+1} - y_t) - \frac{L_\psi}{2} \|y_{t+1} - y_t\|^2.
\]

Taking expectation,
\[
\mathbb{E}\Psi(y_{t+1}; z_t) - \mathbb{E}\Psi(y_t; z_t) \geq \tau_2 \mathbb{E}\|\nabla_y \hat{f}(x^*(y_t, z_t), y_{t+1} - y_t)\|^2 - \frac{L_\psi}{2} \tau_2^2 \sigma^2. \tag{24}
\]

Also,
\[
\Psi(y_{t+1}; z_{t+1}) - \Psi(y_{t+1}; z_t) = \hat{f}(x^*(x_{t+1}, z_{t+1}), y_{t+1}; z_{t+1}) - \hat{f}(x^*(y_{t+1}, z_t), y_{t+1}; z_t)
\]
\[
\geq \hat{f}(x^*(x_{t+1}, z_{t+1}), y_{t+1}; z_{t+1}) - \hat{f}(x^*(y_{t+1}, z_{t+1}), y_{t+1}; z_t)
\]
\[
= \frac{p}{2} \left[ \|z_{t+1} - x^*(y_{t+1}, z_{t+1})\|^2 - \|z_t - x^*(y_{t+1}, z_{t+1})\|^2 \right]
\]
\[
= \frac{p}{2} (z_{t+1} - z_t)^T z_{t+1} + z_t - 2 x^*(y_{t+1}, z_{t+1}). \tag{25}
\]
Combining with (24), we have

\[
\mathbb{E}\Psi(y_{t+1}; z_{t+1}) - \mathbb{E}\Psi(y_t; z_t) \geq \tau_2 \mathbb{E}\langle \nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t), \nabla_y f(x_{t+1}, y_t) \rangle - \frac{L_{\Psi}}{2} \tau_2^2 \mathbb{E}\| \nabla_y f(x_{t+1}, y_t) \|^2 + \\
\frac{p}{2} \mathbb{E}(z_{t+1} - z_t)^\top [z_{t+1} - z_t - 2x^*(y_{t+1}, z_{t+1})] - \frac{L_{\Psi}}{2} \tau_2^2 \sigma^2.
\]  

(26)

**Proximal Descent:** for all \( y^*(z_{t+1}) \in Y^*(z_{t+1}) \) and \( y^*(z_t) \in Y^*(z_t) \),

\[
P(z_{t+1}) - P(z_t) = \mathbb{E}\langle y^*(z_{t+1}); z_{t+1} \rangle - \mathbb{E}\langle y^*(z_t); z_t \rangle \\
\leq \mathbb{E}\langle y^*(z_{t+1}); z_{t+1} \rangle - \mathbb{E}\langle y^*(z_{t+1}); z_t \rangle \\
= \hat{f}(x^*(y^*(z_{t+1}), z_{t+1}), y^*(z_{t+1}); z_{t+1}) - \hat{f}(x^*(y^*(z_{t+1}), z_t), y^*(z_{t+1}); z_t) \\
\leq \hat{f}(x^*(y^*(z_{t+1}), z_t), y^*(z_{t+1}); z_{t+1}) - \hat{f}(x^*(y^*(z_{t+1}), z_t), y^*(z_{t+1}); z_t) \\
= \frac{p}{2} (z_{t+1} - z_t)^\top [z_{t+1} - z_t - 2x^*(y^*(z_{t+1}), z_t)].
\]  

(27)

**Potential Function** We use the potential function \( V_t = V(x_t, y_t, z_t) = \hat{f}(x_t, y_t; z_t) - 2\mathbb{E}\langle y_t; z_t \rangle + 2P(z_t) \). By three descent steps above, we have

\[
EV_t - EV_{t+1} \geq \frac{\tau_1}{2} \mathbb{E}\| \nabla_x \hat{f}(x_t, y_t; z_t) \|^2 - \left( 1 + \frac{\tau_2^2}{2} \right) \tau_2 \mathbb{E}\| \nabla_y f(x_{t+1}, y_t) \|^2 + \frac{p}{2\beta} \mathbb{E}\| z_t - z_{t+1} \|^2 + \\
2\tau_2 \mathbb{E}\langle \nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t), \nabla_y f(x_{t+1}, y_t) \rangle - L_{\Psi} \tau_2^2 \mathbb{E}\| \nabla_y f(x_{t+1}, y_t) \|^2 + \\
p\mathbb{E}(z_{t+1} - z_t)^\top [z_{t+1} + z_t - 2x^*(y_{t+1}, z_{t+1})] - p\mathbb{E}(z_{t+1} - z_t)^\top [z_{t+1} - z_t - 2x^*(y^*(z_{t+1}), z_t)] - \\
\frac{l}{2} \tau_2^2 \sigma^2 - \frac{p + l}{2} \tau_2^2 \sigma^2 - L_{\Psi} \tau_2^2 \sigma^2 \\
\geq \frac{\tau_1}{2} \mathbb{E}\| \nabla_x \hat{f}(x_t, y_t; z_t) \|^2 + \left( 1 - \frac{\tau_2^2}{2} - L_{\Psi} \tau_2 \right) \tau_2 \mathbb{E}\| \nabla_y f(x_{t+1}, y_t) \|^2 + \frac{p}{2\beta} \mathbb{E}\| z_t - z_{t+1} \|^2 + \\
2\tau_2 \mathbb{E}\langle \nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t), \nabla_y f(x_{t+1}, y_t) \rangle + \\
p\mathbb{E}(z_{t+1} - z_t)^\top [2x^*(y^*(z_{t+1}), z_t) - 2x^*(y_{t+1}, z_{t+1})] - \frac{l}{2} \tau_2^2 \sigma^2 - \frac{p + l}{2} \tau_2^2 \sigma^2 - L_{\Psi} \tau_2^2 \sigma^2 \\
\geq \frac{\tau_1}{2} \mathbb{E}\| \nabla_x \hat{f}(x_t, y_t; z_t) \|^2 + \frac{\tau_2}{2} \mathbb{E}\| \nabla_y f(x_{t+1}, y_t) \|^2 + \frac{p}{2\beta} \mathbb{E}\| z_t - z_{t+1} \|^2 + \\
2\tau_2 \mathbb{E}\langle \nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t) - \nabla_y f(x_{t+1}, y_t), \nabla_y f(x_{t+1}, y_t) \rangle + \\
2p\mathbb{E}(z_{t+1} - z_t)^\top [x^*(y^*(z_{t+1}), z_t) - x^*(y_{t+1}, z_{t+1})] - \frac{l}{2} \tau_2^2 \sigma^2 - \frac{p + l}{2} \tau_2^2 \sigma^2 - L_{\Psi} \tau_2^2 \sigma^2,
\]  

(28)

where in the last inequality we use \( 1 - \frac{\tau_2^2}{2} - L_{\Psi} \tau_2 \geq \frac{1}{2} \) since \( L_{\Psi} = 4l \) by our choice of \( \tau_2 \) and \( p \). Now we denote \( A = 2\tau_2 \mathbb{E}\langle \nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t) - \nabla_y f(x_{t+1}, y_t), \nabla_y f(x_{t+1}, y_t) \rangle \) and \( B = 2p(z_{t+1} - z_t)^\top [x^*(y^*(z_{t+1}), z_t) - x^*(y_{t+1}, z_{t+1})] \).

\[
B = 2p(z_{t+1} - z_t)^\top [x^*(y^*(z_{t+1}), z_t) - x^*(y^*(z_{t+1}), z_{t+1})] + 2p(z_{t+1} - z_t)^\top [x^*(y^*(z_{t+1}), z_{t+1}) - x^*(y_{t+1}, z_{t+1})] \\
\geq -2p\gamma_1 \| z_{t+1} - z_t \|^2 + 2p(z_{t+1} - z_t)^\top [x^*(y^*(z_{t+1}), z_{t+1}) - x^*(y_{t+1}, z_{t+1})] \\
\geq -\left( 2p\gamma_1 + \frac{p}{6\beta} \right) \| z_{t+1} - z_t \|^2 - 6p\beta \| x^*(y^*(z_{t+1}), z_{t+1}) - x^*(y_{t+1}, z_{t+1}) \|^2,
\]  

(29)
where we use C.1 in the first inequality. Also,

\[
A \geq -2\tau_2 \|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t) - \nabla_y f(x_{t+1}, y_t)\| \|\nabla_y \tilde{f}(x_{t+1}, y_t)\|
\]
\[
\geq -2\tau_2 \ell \|\nabla_y f(x_{t+1} - x^*(y_t, z_t))\| \|\nabla_y f(x_{t+1}, y_t)\|
\]
\[
\geq -\tau_2^2 \ell \nu \|\nabla_y f(x_{t+1}, y_t)\|^2 - \nu \|x_{t+1} - x^*(y_t, z_t)\|^2,
\]

where in the second inequality we use \(\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t) = \nabla_y f(x^*(y_t, z_t), y_t)\) and in the third inequality \(\nu > 0\) and we will choose it later. Taking expectation and applying Lemma C.1

\[
EA \geq -\tau_2^2 \ell \nu E\|\nabla_y f(x_{t+1}, y_t)\|^2 - \tau_2^2 \nu \|x_{t+1} - x^*(y_t, z_t)\|^2 - 2\ell \nu - 1 \tau_1^2 \sigma^2.
\]

Plugging (31) and (29) into (28),

\[
EV_t - EV_{t+1} \geq \left(\frac{T_1}{2} - \tau_2^2 \nu \gamma_3^2 \right) E\|\nabla_x \tilde{f}(x_t, y_t, z_t)\|^2 + \left(\frac{T_2}{2} - \tau_2^2 \nu \right) E\|\nabla_y f(x_{t+1}, y_t)\|^2 + \left(\frac{p}{2\beta} - 2p\gamma_1 - \frac{p}{6\beta}\right) E\|z_t - z_{t+1}\|^2 - 6p\beta E\|x^*(y_{t+1}^*, z_{t+1}) - x^*(y_{t+1}, z_{t+1})\|^2 - \left(\frac{p + l}{2} + 2\nu \right) \tau_2^2 \sigma^2 - \left(\frac{l}{2} + L_\psi\right) \tau_2^2 \sigma^2,
\]

We rewrite \(\|\nabla_y f(x_{t+1}, y_t)\|^2\) as:

\[
\|\nabla_y f(x_{t+1}, y_t)\|^2 = \|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t) + \nabla_y f(x_{t+1}, y_t) - \nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\|^2
\]
\[
\geq \|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\|^2 / 2 - \|\nabla_y f(x_{t+1}, y_t) - \nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\|^2
\]
\[
\geq \|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\|^2 / 2 - l^2 \|x_{t+1} - x^*(y_t, z_t)\|^2.
\]

Taking expectation and applying Lemma C.1

\[
E\|\nabla_y f(x_{t+1}, y_t)\|^2 \geq E\|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\|^2 / 2 - l^2 \gamma_3^2 \tau_2^2 E\|\nabla_x \tilde{f}(x_t, y_t, z_t)\|^2 - 2l^2 \tau_1^2 \sigma^2.
\]

Note that \(x^*(y_{t+1}^*, z_{t+1}) = x^*(z_{t+1})\). We rewrite \(\|x^*(y_{t+1}^*, z_{t+1}) - x^*(y_{t+1}, z_{t+1})\|^2\) as

\[
\|x^*(z_{t+1}) - x^*(y_{t+1}, z_{t+1})\|^2 \leq 4\|x^*(z_{t+1}) - x^*(z_t)\|^2 + 4\|x^*(z_t) - x^*(y_{t+1}^*, z_t)\|^2 + 4\|x^*(y_{t+1}^*, z_t) - x^*(y_{t+1}, z_t)\|^2 + 4\|y_{t+1}^*(z_t) - y_{t+1}(z_t)\|^2 + 4\|y_{t+1}^*(z_t) - y_{t+1}(z_t)\|^2 + 4\|y_{t+1}^*(z_t) - y_{t+1}(z_t)\|^2 + 4\|y_{t+1}^*(z_t) - y_{t+1}(z_t)\|^2$

\[
\leq 4\|x^*(z_t) - x^*(y_{t+1}^*(z_t), z_t)\|^2 + 8\gamma_2^2 \|\nabla_y \tilde{f}(x^*(y_t, z_t), y_t; z_t)\| - \nabla_y f(x_{t+1}, y_t)\|^2 + 8\gamma_2^2 \|\nabla_y f(x_{t+1}, y_t) - G_y(x_{t+1}, y_t, \xi_2)\|^2 + 8\gamma_2^2 \|z_t - z_{t+1}\|^2,
\]

where in the second and last inequality we use Lemma C.1, and in the third inequality we use the definition of \(y_{t+1}^*(z_t)\). Taking expectation and applying Lemma C.1

\[
E\|x^*(z_{t+1}) - x^*(y_{t+1}, z_{t+1})\|^2 \leq 8\gamma_1^2 \|z_t - z_{t+1}\|^2 + 4E\|x^*(z_t) - x^*(y_{t+1}^*(z_t), z_t)\|^2 + 8\gamma_2^2 \|\nabla_y \tilde{f}(x_t, y_t, z_t)\|^2 + 16\gamma_2^2 \tau_1^2 \sigma^2 + 8\gamma_2^2 \tau_2^2 \sigma^2.
\]
Plugging (35) and (34) into (32), we have

\[ EV_t - EV_{t+1} \geq \mathbb{E} \left[ T_1 \tau_1 \nu^{-1} \gamma_3^2 - \left( \frac{T_2}{2} - \tau_2^2 \nu \right) \frac{T_2}{4} \gamma_3^2 \tau_1^2 - 48p\beta \nu^2 \tau_2^2 \tau_1 \gamma_3^2 \gamma_1^2 \right] \mathbb{E} \| \nabla \hat{f}(x_t, y_t; z_t) \|^2 - 24p\beta \mathbb{E} \| x^*(z_t) - x^*(y_t^+ (z_t), z_t) \|^2 + \left( \frac{T_2}{4} - \frac{\tau_2^2}{2} \nu \right) \mathbb{E} \| \nabla \hat{g}(x^*(y_t, z_t), y_t; z_t) \|^2 + \left[ \frac{p}{2\beta} - 2p\gamma_1 - \frac{p}{6\beta} - 48p\beta \gamma_1^2 \right] \mathbb{E} \| z_t - z_{t+1} \|^2 - \left[ \frac{p}{4\beta} + L \nu + 48p\beta \gamma_2^2 \right] \tau_2^2 \sigma^2 \]

\[ \geq \mathbb{E} \| \nabla \hat{f}(x_t, y_t; z_t) \|^2 + \frac{T_2}{8} \mathbb{E} \| \nabla \hat{g}(x^*(y_t, z_t), y_t; z_t) \|^2 + \frac{p}{4\beta} \mathbb{E} \| z_t - z_{t+1} \|^2 - 24p\beta \mathbb{E} \| x^*(z_t) - x^*(y_t^+ (z_t), z_t) \|^2 - 2l \tau_1^2 \sigma^2 - 5l \tau_2^2 \sigma^2, \] (36)

where in the last inequality we note that by our choice of \( \tau_1, \tau_2, p \) and \( \beta \) we have \( \gamma_1 = 2, \gamma_2 = 3 \) and \( \gamma_3 = \frac{2}{l \tau_t \nu^2} + 2 \) and therefore as we choose \( \nu = \frac{1}{4T_2} = \frac{1}{12} \) we have \( \frac{T_2}{4} - \frac{\tau_2^2 \nu}{2} = \frac{T_2}{8} \) and

\[ l \tau_1^2 \nu^{-1} \gamma_3^2 + \left( \frac{T_2}{2} - \tau_2^2 \nu \right) \frac{T_2}{4} \gamma_3^2 \tau_1^2 + 48p\beta \gamma_2^2 \tau_2^2 \tau_1 \gamma_3^2 \gamma_1^2 = \nu^{-1} (l \tau_1 \gamma_3^2) - \frac{1}{\tau_1} \frac{T_2}{4} (l^2 \tau_2^2 \gamma_3^2) + 486l \beta \frac{T_2}{\tau_1} (l^2 \tau_2^2 \gamma_3^2) \tau_1 \leq \left[ 2 \nu^{-1} \left( \frac{1}{\tau_1} + \tau_1 l \right) + \frac{1}{96} (1 + \tau_2^2 l^2) + \frac{486 \times 2}{48 \times 1600} l \mu \tau_2^2 (1 + \tau_1^2 l^2) \right] \tau_1 \leq \frac{20}{9 \nu} \frac{1}{\tau_1} + \frac{1}{12} \left( \frac{486 \times 2}{48 \times 1600} l \mu \tau_2^2 \right) \tau_1 \leq \frac{T_1}{4}, \]

and

\[ \frac{p + l}{2} + 2l \nu^{-1} + 96p\beta \gamma_2^2 \tau_2^2 l^2 + 2l^2 \left( \frac{T_2}{2} - \tau_2^2 \nu l \right) \leq \left[ \frac{3}{2} + \frac{T_1 l}{12} + \frac{96 \times 2 \times 4 \times 9 \beta}{1600} l^2 \mu \tau_2^2 + \frac{\tau_2^2 l}{2} \right] \leq 2l, \]

and

\[ \frac{l}{2} + L \nu + 48p\beta \gamma_2^2 \leq \left[ \frac{1}{2} + 4 + 48 \times 2 \times 2 \times 2 \times 9 \beta \right] \leq 5l, \]

and

\[ \frac{p}{2 \beta} - 2p\gamma_1 - \frac{p}{6 \beta} - 48p\beta \gamma_1^2 \geq \left[ \frac{1}{3} - 4\beta - 192\beta^2 \right] \frac{p}{3} \geq \frac{p}{4 \beta}. \]

**Stationary Measure:** First we note that

\[ \| \nabla \hat{f}(x_t, y_t) \| \leq \| \nabla \hat{f}(x_t, y_t; z_t) \| + p \| x_t - z_t \| \leq \| \nabla \hat{f}(x_t, y_t; z_t) \| + p \| x_t - x_{t+1} \| + p \| x_{t+1} - z_t \| \leq \| \nabla \hat{f}(x_t, y_t; z_t) \| + p \tau_1 \| \hat{G}_x(x_t, y_t, \xi_1^t; z_t) \| + p \| x_{t+1} - z_t \|. \]

Taking square and expectation

\[ \mathbb{E} \| \nabla \hat{f}(x_t, y_t) \|^2 \leq 6 \mathbb{E} \| \nabla \hat{f}(x_t, y_t; z_t) \|^2 + 6p^2 \tau_1^2 \mathbb{E} \| \nabla \hat{f}(x_t, y_t; z_t) \|^2 + 6p^2 \mathbb{E} \| x_{t+1} - z_t \|^2 + 6p^2 \mathbb{E} \| x_{t+1} - z_t \|^2 + 6p^2 \tau_2^2 \sigma^2 \]

\[ = 6(1 + p^2 \tau_1^2) \mathbb{E} \| \nabla \hat{f}(x_t, y_t; z_t) \|^2 + 6p^2 \mathbb{E} \| x_{t+1} - z_t \|^2 + 6p^2 \tau_2^2 \sigma^2. \] (37)
Also,
\[
\|\nabla_y f(x_t, y_t)\| \leq \|\nabla_y f(x_{t+1}, y_t)\| + \|\nabla_y f(x_t, y_t) - \nabla_y f(x_{t+1}, y_t)\|
\]
\[
\leq l \tau_l \|\hat{G}_x(x_t, y_t, \xi^*_t; z_t)\| + \|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\| + \|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t) - \nabla_y f(x_{t+1}, y_t)\|
\]
\[
\leq l \tau_l \|\hat{G}_x(x_t, y_t, \xi^*_t; z_t)\| + \|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\| + l \|x_{t+1} - x^*(y_t, z_t)\|.
\]

Taking square, taking expectation and applying Lemma C.1
\[
E\|\nabla_y f(x_t, y_t)\|^2
\leq 6l^2 \tau^2_l E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 6l^2 \tau^2_l \|\hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2 + 6l^2 \gamma^2 l \tau^2_l E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 12l^2 \tau^2_l \sigma^2
\leq 6l^2 \tau^2_l (1 + \gamma^2 l)E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 6E\|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2 + 18l^2 \tau^2_l \sigma^2.
\]

Combining with (37),
\[
E\|\nabla_x \hat{f}(x_t, y_t)\|^2 + \kappa E\|\nabla_y f(x_t, y_t)\|^2
\leq 6(1 + p^2 \tau^2_l + \kappa l^2 \tau^2_l + \kappa l^2 \gamma^2 l \tau^2_l)E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 6\kappa E\|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2 +
6p^2 E\|x_{t+1} - z_t\|^2 + (6p^2 + 18\kappa l^2) \tau^2_l \sigma^2
\leq 24\kappa E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 6\kappa E\|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2 + 6p^2 E\|x_{t+1} - z_t\|^2 + 42\kappa l^2 \tau^2_l \sigma^2,
\]

where in the last inequality we use \(6p^2 + 18\kappa l^2 = 24l^2 + 18\kappa l^2 \leq 42\kappa l^2\) and
\[
1 + p^2 \tau^2_l + \kappa l^2 \tau^2_l + \kappa l^2 \gamma^2 l \tau^2_l = 1 + 4l^2 \tau^2_l + \kappa l^2 \tau^2_l + 2\kappa (1 + \tau^2_l l^2)
\leq \frac{13}{9} + 2\kappa + 3\kappa l^2 \tau^2_l \leq 4\kappa.
\]

**Putting pieces together:** From Lemma C.2,
\[
24p\beta \|x^*(z) - x^*(y^*_t(z), z)\|^2 \leq \frac{24p\beta}{(p-l)\mu} \left(1 + \tau_2 l + \frac{\tau_2 l(p + l)}{p - l}\right)^2 \|\nabla_y \hat{f}(x^*(y, z), y; z)\|^2
\leq \frac{1}{16} \tau_2 \|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2,
\]

where in the second inequality we use
\[
\frac{24p\beta}{(p-l)\mu} \left(1 + \tau_2 l + \frac{\tau_2 l(p + l)}{p - l}\right)^2 = \frac{48\beta}{\mu} (1 + \tau_2 l + 3\tau_2 l)^2 \leq \frac{96\beta}{\mu} \leq \frac{1}{16} \tau_2.
\]

Plugging into (36),
\[
E V_t - EV_{t+1} \geq \frac{\tau_1}{4} E\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + \frac{\tau_2}{16} E\|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\|^2 + \frac{p\beta}{4} E\|z_t - x_{t+1}\|^2 - 2l\tau^2_l \sigma^2 - 5l\tau^2_l \sigma^2.
\]
Plugging into (39),

\[
\mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2 + \kappa \mathbb{E}[\|\nabla_y f(x_t, y_t)\|^2] \\
\leq 24\kappa \mathbb{E}[\|\nabla_x \hat{f}(x_t, y_t; z_t)\|^2 + 6\kappa \mathbb{E}[\|\nabla_y \hat{f}(x^*(y_t, z_t), y_t; z_t)\| + 6\kappa^2 \mathbb{E}[\|x_{t+1} - z_t\|^2 + 42\kappa^2 \tau_1^2 \sigma^2 \\
\leq \max \left\{ \frac{96\kappa}{\tau_1}, \frac{96\kappa}{\tau_2}, \frac{24\kappa}{\beta} \right\} \left[ \mathbb{E} V_t - \mathbb{E} V_{t+1} + 2\tau_1^2 \sigma^2 + 5\tau_2^2 \sigma^2 \right] + 42\kappa^2 \tau_1^2 \sigma^2 \\
\leq \frac{O(1)\kappa}{\tau_2} \left[ \mathbb{E} V_t - \mathbb{E} V_{t+1} \right] + \frac{O(1)\kappa \tau_1^2 \sigma^2 + O(1)\kappa \tau_2 \sigma^2 + O(1)\kappa \tau_1^2 \sigma^2}{O(1)\kappa \tau_1} \\
\leq \frac{O(1)\kappa}{\tau_1} \left[ \mathbb{E} V_t - \mathbb{E} V_{t+1} \right] + O(1)\kappa \tau_1 \sigma^2 + O(1)\kappa \tau_1 \sigma^2 \quad (40)
\]

where in the second and fourth inequality we use \( \tau_1 = 48\tau_2 \) and \( p/\beta = 3200\kappa/\tau_2 \). Telescoping,

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2 + \kappa \mathbb{E}[\|\nabla_y f(x_t, y_t)\|^2] \leq \frac{O(1)\kappa}{O(1)\kappa} \left[ V_0 - \min_{x, y, z} V(x, y, z) \right] + O(1)\kappa \tau_1 \sigma^2.
\]

Note that since for any \( z \) we can find \( x, y \) such that \((\hat{f}(x, y; z) - \Psi(y; z)) + (P(z) - \Psi(y; z)) = 0,\)

\[
V_0 - \min_{x, y, z} V(x, y, z) = P(z_0) + (\hat{f}(x_0, y_0; z_0) - \Psi(y_0; z_0)) + (P(z_0) - \Psi(y_0; z_0)) - \min_{x, y, z} [P(z) + (\hat{f}(x, y; z) - \Psi(y; z)) + (P(z) - \Psi(y; z))]
\]

\[
\leq (P(z_0) - \min_{z} P(z)) + (\hat{f}(x_0, y_0; z_0) - \Psi(y_0; z_0)) + (P(z_0) - \hat{h}(y_0; z_0)).
\]

Note that for any \( z \)

\[
P(z) = \min_{x, y} \max_{z} f(x, y) + l\|x - z\|^2 = \min_{x} \Phi(x) + l\|x - z\|^2 = \Phi_{1/2l}(z) \leq \Phi(z),
\]

and \( P(z) = \Phi_{1/2l}(z) \) also implies \( \min_{z} P(z) = \min_{x} \Phi(x) \). Hence

\[
V_0 - \min_{x, y, z} V(x, y, z) \leq (P(z_0) - \min_{x} \Phi(x)) + (\hat{f}(x_0, y_0; z_0) - \Psi(y_0; z_0)) + (P(z_0) - \Psi(y_0; z_0)). \quad (41)
\]

With \( b = (\hat{f}(x_0, y_0; z_0) - \Psi(y_0; z_0)) + (P(z_0) - \Psi(y_0; z_0)) \), we write

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2 + \kappa \mathbb{E}[\|\nabla_y f(x_t, y_t)\|^2] \leq \frac{O(1)\kappa}{O(1)\kappa} \left[ \Delta + b \right] + O(1)\kappa \tau_1 \sigma^2.
\]

with \( \Delta = \Phi(z_0) - \Phi^* \). Picking \( \tau_1 = \min \left\{ \frac{\sqrt{\Phi(x_0) - \Phi^*}}{2\sigma \sqrt{T}}, \frac{31}{3} \right\} \),

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla_x f(x_t, y_t)\|^2 + \kappa \mathbb{E}[\|\nabla_y f(x_t, y_t)\|^2] \leq \max \left\{ \frac{2\sigma \sqrt{T}}{\sqrt{\Delta}}, 3 \right\} \frac{O(1)\kappa}{O(1)\kappa} \left[ \Phi(z_0) - \Phi^* + b \right] + \frac{O(1)\sqrt{\Delta}}{2\sigma \sqrt{T}} \cdot \kappa \tau_1 \sigma^2
\]

\[
\leq \frac{O(1)\kappa}{O(1)\kappa} \left[ \Delta + b \right] + \frac{O(1)\kappa \sqrt{T} \sigma}{\sqrt{\Delta T}} + \frac{O(1)\kappa \sqrt{T} \sigma}{\sqrt{T}}.
\]

We reach our conclusion by noting that \( b \leq 2\text{gap}_{f_i}(\cdot; z_0)(x_t, y_t) \).
D Catalyst-AGDA

Algorithm 3 Catalyst-AGDA

1: Input: \((x_0, y_0)\), step sizes \(\tau_1 > 0, \tau_2 > 0\).
2: for all \(t = 0, 1, 2, ..., T-1\) do
3: Let \(k = 0\) and \(x_0^k = x_0\).
4: repeat
5: \(y_{k+1} = y_k + \tau_2 \nabla_y f(x_k^k, y_k^k)\)
6: \(x_{k+1}^k = x_k^k - \tau_1 (\nabla_x f(x_k^k, y_{k+1}) + 2l(x_k^k - x_0^k))\)
7: \(k = k + 1\)
8: until \(\text{gap}_{f_k}(x_k^k, y_k^k) \leq \beta \text{gap}_{f_k}(x_0^k, y_0^k)\) where \(f_k(x, y) \triangleq f(x, y) + l\|x - x_0^k\|^2\)
9: \(x_0^{k+1} = x_k^{k+1}\), \(y_0^{k+1} = y_{k+1}\)
10: end for
11: Output: \(\hat{x}_T\), which is uniformly sampled from \(x_0^1, ..., x_0^T\).

In this section, we present a new algorithm, called Catalyst-AGDA, in Algorithm 3. It iteratively solves an augmented auxiliary problem similar to Smoothed-AGDA:

\[
\hat{f}_t(x, y) \triangleq f(x, y) + l\|x - x_0^t\|^2.
\]

by AGDA with \(y\) update first\(^5\). The stopping criterion for the inner-loop is

\[
\text{gap}_{f_k}(x_k^k, y_k^k) \leq \beta \text{gap}_{f_k}(x_0^k, y_0^k),
\]

and we will specify \(\beta\) later. For Catalyst-AGDA, we only consider the deterministic case, in which we have the exact gradient of \(f(\cdot, \cdot)\).

In this section, we use \((x^t, y^t)\) as a shorthand for \((x_0^t, y_0^t)\). We denote \((\hat{x}^t, \hat{y}^t)\) with \(\hat{y}^t \in \hat{Y}^t\) as the optimal solution to the auxiliary problem at \(t\)-th iteration: \(\min_{x \in \mathbb{R}^d_1} \max_{y \in \mathbb{R}^d_2} \left[ \hat{f}_t(x, y) \triangleq f(x, y) + l\|x - x^t\|^2 \right] \). Define \(\hat{\Phi}_t(x) = \max_y f(x, y) + l\|x - x^t\|^2\). We use \(Y^*(x)\) to denote the set \(\text{Argmax}_y f(x, y)\). In the following lemma, we show the convergence of the Moreau envelop \(\|\nabla \hat{\Phi}_1/2l(x)\|^2\) when we choose \(\beta\) appropriately in the stopping criterion of the AGDA subroutine.

**Lemma D.1** Under Assumptions 2.1 and 2.2, define \(\Delta = \Phi(x_0) - \Phi^*\), if we apply Catalyst-AGDA with \(\beta = \frac{4l^2}{\tau_1^2}\) in the stopping criterion of the inner-loop, then we have

\[
\sum_{t=0}^{T-1} \|\nabla \hat{\Phi}_1/2l(x^t)\|^2 \leq \frac{35l}{2} \Delta + 3l\alpha_0,
\]

where \(\alpha_0 := \Phi(x_0) - f(x_0, y_0)\).

**Proof** Define \(g_{t+1} = \text{gap}_{f_k}(x^{t+1}, y^{t+1})\). It is easy to observe that \(\hat{x}^t = \text{prox}_{\hat{\Phi}_t/2l}(\cdot)\). Define \(\hat{\Phi}_t(x) = \max_y f(x, y) + l\|x - x^t\|^2\). By Lemma 4.3 in [Drusvyatskiy and Paquette, 2019],

\[
\|\nabla \hat{\Phi}_1/2l(x^t)\|^2 = 4l^2 \|x^t - \hat{x}^t\|^2 \leq 8l(\hat{\Phi}_t(x^t) - \hat{\Phi}_t(\text{prox}_{\hat{\Phi}_t/2l}(x^t)))
\leq 8l(\hat{\Phi}_t(x^t) - \hat{\Phi}_t(x^{t+1} + b_{t+1}))
= 8l \left\{ \Phi(x^t) - \left[ \hat{\Phi}_t(x^{t+1}) + l\|x^{t+1} - x^t\|^2 \right] + b_{t+1} \right\}
\leq 8l(\Phi(x^t) - \Phi(x^{t+1}) + g_{t+1}),
\]

\(^5\)We believe that updating \(x\) first in the subroutine will lead to the same convergence property. For simplicity, we update \(y\) first so that we can directly apply Theorem A.1.
where in the first inequality we use \( l \)-strongly convexity of \( \hat{f}_t \). Because \( \hat{f} \) is \( 3l \)-smooth, \( l \)-strongly convex in \( x \) and \( \mu \)-PL in \( y \), its primal and dual function are \( 18l\kappa \) and \( 18l \) smooth, respectively, by Lemma A.3. Then we have

\[
gap f_t(x^t, y^t) = \max_y f_t(x^t, y) - \min_y f_t(x, y) + \min_x f_t(x, y) - \min_x f_t(x, y_t) \\
\leq 9\kappa \|x^t - \hat{x}^t\|^2 + 9l\|y^t - \hat{y}^t\|^2, \tag{43}
\]

for all \( \hat{y}^t \in \hat{Y}^t \). For \( t \geq 1 \), by fixing \( \hat{y}^{t-1} \) to be the projection of \( y^t \) to \( \hat{Y}^{t-1} \), there exists \( \hat{y}^t \in \hat{Y}^t \) so that

\[
\|y^t - \hat{y}^t\|^2 \leq 2\|y^t - \hat{y}^{t-1}\|^2 + 2\|y^*)(\hat{x}^{t-1}) - y^*)(\hat{x}^t)\|^2 \\
\leq 2\|y^t - \hat{y}^{t-1}\|^2 + 2 \left( \frac{l}{\mu} \right)^2 \|\hat{x}^{t} - \hat{x}^{t-1}\|^2 \\
\leq 2\|y^t - \hat{y}^{t-1}\|^2 + 4 \left( \frac{l}{\mu} \right)^2 \|\hat{x}^{t} - x^t\|^2 + 4 \left( \frac{l}{\mu} \right)^2 \|x^t - \hat{x}^{t-1}\|^2 \\
\leq 8\frac{l^2}{\mu^2}g_t + 4 \left( \frac{l}{\mu} \right)^2 \|\hat{x}^{t} - x^t\|^2,
\]

where we use Lemma A.3 in the second inequality, and strong-convexity and PL condition in the last inequality. By our stopping criterion and \( \|\nabla \Phi_{1/2l}(x^t)\|^2 = 4l^2\|x^t - \hat{x}^t\|^2 \), for \( t \geq 1 \)

\[
g_{t+1} \leq \beta \gap f_t(x^t, y^t) \leq 9l\kappa \|x^t - \hat{x}^t\|^2 + 9l\|y^t - \hat{y}^t\|^2 \leq 72\kappa^2 \beta g_t + \frac{12\kappa^2 \beta}{l} \|\nabla \Phi_{1/2l}(x^t)\|^2. \tag{44}
\]

For \( t = 0 \), by fixing \( y^*(x^0) \) to be the projection of \( y^0 \) to \( \hat{Y}^*(x^0) \),

\[
\|y^0 - y^0\|^2 \leq 2\|y^0 - y^*(x^0)\|^2 + 2\|y^0 - y^*(x^0)\|^2 \leq \frac{4\kappa^2}{\mu} a_0 + 2\kappa^2 \|x^0 - \hat{x}^0\|^2. \tag{45}
\]

Because \( \Phi(x) + l\|x - x^0\|^2 \) is \( l \)-strongly convex, we have

\[
(\Phi(\hat{x}^0) + l\|\hat{x}^0 - x^0\|^2) + \frac{l}{2} \|\hat{x}^0 - x^0\|^2 \leq \Phi(x^0) = \Phi^* + (\Phi(x^0) - \Phi^*) \leq \Phi(\hat{x}^0) + (\Phi(x^0) - \Phi^*).
\]

This implies \( \|\hat{x}^0 - x^0\|^2 \leq \frac{2}{\beta}(\Phi(x^0) - \Phi^*) \). Hence, by the stopping criterion,

\[
g_1 \leq \beta \gap f_0(x^0, y^0) \leq 9l\kappa \|x^0 - \hat{x}^0\|^2 + 9l\|y^0 - \hat{y}^0\|^2 \leq 18\kappa^2 \beta \Delta + 36\kappa \beta a_0. \tag{46}
\]

Recurring (44) and (46), we have for \( t \geq 1 \)

\[
g_{t+1} \leq (72\kappa^2 \beta)^t g_1 + \frac{12\kappa^2 \beta}{l} \sum_{k=1}^{t}(72\kappa^2 \beta)^{t-k} \|\nabla \Phi_{1/2l}(x_k)\|^2 \\
\leq 18\kappa^2 \beta (72\kappa^2 \beta)^t \Delta + 36\kappa \beta (72\kappa^2 \beta)^t a_0 + \frac{12\kappa^2 \beta}{l} \sum_{k=1}^{t}(72\kappa^2 \beta)^{t-k} \|\nabla \Phi_{1/2l}(x_k)\|^2.
\]
Summing from $t = 0$ to $T - 1$,
\[
\sum_{t=0}^{T-1} g_{t+1} = \sum_{t=1}^{T-1} g_t + g_1 \\
\leq 18\kappa^2\beta \sum_{t=0}^{T-1} (72\kappa^2\beta)^t \Delta + 36\kappa\beta \sum_{t=0}^{T-1} (72\kappa^2\beta)^t a_0 + \frac{12\kappa^2\beta}{l} \sum_{t=1}^{T-1} (72\kappa^2\beta)^{t-k} \|\nabla \Phi_{1/2l}(x_k)\|^2 \\
\leq \frac{18\kappa^2\beta}{1 - 72\kappa^2\beta} \Delta + \frac{36\kappa\beta}{1 - 72\kappa^2\beta} a_0 + \frac{12\kappa^2\beta}{l(1 - 72\kappa^2\beta)} \sum_{t=1}^{T-1} \|\nabla \Phi_{1/2l}(x_t)\|^2, \tag{47}
\]
where in the last inequality $\sum_{t=1}^{T-1} \sum_{k=1}^{t} (72\kappa^2\beta)^{t-k} \|\nabla \Phi_{1/2l}(x_k)\|^2 = \sum_{k=1}^{T-1} \sum_{t=k}^{T} (72\kappa^2\beta)^{t-k} \|\nabla \Phi_{1/2l}(x_k)\|^2 \leq \sum_{k=1}^{T-1} \frac{1}{1 - (72\kappa^2\beta)} \|\nabla \Phi_{1/2l}(x_k)\|^2$. Now, by telescoping (42),
\[
\frac{1}{8l} \sum_{t=0}^{T-1} \|\nabla \Phi_{1/2l}(x_t)\|^2 \leq \Phi(x^0) - \Phi^* + \sum_{t=0}^{T-1} g_{t+1}.
\]
Plugging (47) in,
\[
\left(\frac{1}{8l} - \frac{12\kappa^2\beta}{l(1 - 72\kappa^2\beta)}\right) \sum_{t=0}^{T-1} \|\nabla \Phi_{1/2l}(x_t)\|^2 \leq \left(1 + \frac{18\kappa^2\beta}{1 - 72\kappa^2\beta}\right) \Delta + \frac{36\kappa\beta}{1 - 72\kappa^2\beta} a_0. \tag{48}
\]
With $\beta = \frac{1}{264\kappa^2}$, we have $\frac{\kappa^2\beta}{1 - 72\kappa^2\beta} \leq \frac{1}{192\kappa\beta}$. Therefore,
\[
\sum_{t=0}^{T-1} \|\nabla \Phi_{1/2l}(x_t)\|^2 \leq \frac{35l}{2} \Delta + 3la_0.
\]

**Theorem D.1** Under Assumptions 2.1 and 2.2, if we apply Catalyst-AGDA with $\beta = \frac{1}{264\kappa^2}$ in the stopping criterion of the inner-loop, then the output from Algorithm 3 satisfies
\[
\sum_{t=1}^{T} \|\nabla \Phi(x_t^e)\|^2 \leq \frac{1}{T} \sum_{t=1}^{T} \|\nabla \Phi(x^{t+1})\|^2 \leq \frac{19l}{T} \Delta + \frac{6l}{T} a_0 \tag{49}
\]
which implies the outer-loop complexity of $O(\Delta^{-2})$. Furthermore, if we choose $\tau_1 = \frac{1}{\mu}$ and $\tau_2 = \frac{1}{2\mu\beta}$, it takes $K = O(\kappa \log(\kappa))$ inner-loop iterations to satisfy the stopping criterion. Therefore, the total complexity is $O(\kappa \Delta \epsilon^{-2} \log \kappa)$.

**Proof** We separate the proof into two parts: 1) outer-loop complexity 2) inner-loop convergence rate.

**Outer-loop**: We still denote $g_{t+1} = \text{gap}_{f_i}(x^{t+1}, y^{t+1})$. First, note that
\[
\|\nabla \Phi(x^{t+1})\|^2 \leq 2\|\nabla \Phi(x^{t+1}) - \nabla \Phi(x^t)\|^2 + 2\|\nabla \Phi(x^t)\|^2 \\
\leq 2 \left(\frac{2l^2}{\mu}\right) \|x^{t+1} - x^t\|^2 + 2\|\nabla \Phi_{1/2l}(x^t)\|^2 \\
\leq \frac{16l^3}{\mu^2} g_{t+1} + 2\|\nabla \Phi_{1/2l}(x^t)\|^2. \tag{50}
\]
where in the second inequality we use Lemma A.1 and Lemma 4.3 in [Drusvyatskiy and Paquette, 2019]. Summing
from $t = 0$ to $T - 1$, we have

$$
\sum_{t=0}^{T-1} \|\nabla \Phi(x^{t+1})\|^2 \leq \frac{16l^3}{\mu^2} \sum_{t=0}^{T-1} g_{t+1} + 2 \sum_{t=0}^{T-1} \|\nabla \Phi_{1/2l}(x^t)\|^2. \hspace{0.5cm} (51)
$$

Applying (47), we have

$$
\sum_{t=0}^{T-1} \|\nabla \Phi(x^{t+1})\|^2 \leq \left[ \frac{16l^3}{\mu^2} \cdot \frac{12\kappa^2 \beta}{l(1 - 72\kappa^2 \beta)} + 2 \right] \sum_{t=1}^{T-1} \|\nabla \Phi_{1/2l}(x^t)\|^2 + \frac{16l^3}{\mu^2} \cdot \frac{18\kappa^2 \beta}{1 - 72\kappa^2 \beta} \Delta + \frac{16l^3}{\mu^2} \cdot \frac{36\kappa \beta}{1 - 72\kappa^2 \beta} a_0.
$$

With $\beta = \frac{1}{264\kappa^2}$, we have

$$
\sum_{t=0}^{T-1} \|\nabla \Phi(x^{t+1})\|^2 \leq 3 \sum_{t=1}^{T-1} \|\nabla \Phi_{1/2l}(x^t)\|^2 + \frac{3l}{2} \Delta + 3l a_0.
$$

Applying Lemma D.1,

$$
\frac{1}{T} \sum_{t=1}^{T} \|\nabla \Phi(x^{t+1})\|^2 \leq \frac{19l}{T} \Delta + \frac{6l}{T} a_0.
$$

**Inner-loop:** The objective of auxiliary problem $\min_x \max_y \hat{f}_t(x, y) \triangleq f(x, y) + l\|x - x_k^t\|^2$ is $3l$-smooth and $(l, \mu)$-SC-PL. We denote the dual function of the auxiliary problem by $\hat{\Psi}^t(y) = \min_x \hat{f}_t(x, y)$. We also define

$$
P_k^t \triangleq \left[ \max_y \hat{\Psi}^t(y) - \hat{\Psi}^t(y_k^t) \right] + \frac{1}{10} \left[ \hat{f}_t(x_k^t, y_k^t) - \hat{\Psi}^t(y_k^t) \right].
$$

By Theorem A.1, AGDA with stepsizes $\tau_1 = \frac{1}{3l}$ and $\tau_2 = \frac{l^2}{18(3l)^2} = \frac{1}{48l}$ satisfies

$$
P_k^t \leq \left( 1 - \frac{\mu}{972l} \right)^k P_0^t.
$$

We denote $x_k^t(y) = \arg\min_x \hat{f}_t(x, y)$. We note that

$$
\|x_k^t - \hat{x}^t\|^2 = 2\|x_k^t - x_k^t(y_k^t)\|^2 + 2\|x_k^t(y_k^t) - \hat{x}^t\|^2
$$

$$
\leq 2 \left[ \hat{f}_t(x_k^t, y_k^t) - \hat{\Psi}^t(y_k^t) \right] + 2\left( \frac{3l}{\mu} \right)^2 \|\hat{y}_k^t - \hat{y}^t\|^2
$$

$$
\leq \frac{4}{l} \left[ \hat{f}_t(x_k^t, y_k^t) - \hat{\Psi}^t(y_k^t) \right] + \frac{36l^2}{\mu^3} \left[ \hat{\Psi}^t(\hat{y}^t) - \hat{\Psi}^t(y_k^t) \right]
$$

$$
\leq \left( \frac{40}{l} + \frac{36l^2}{\mu^3} \right) \left( 1 - \frac{\mu}{972l} \right)^k P_0^t, \hspace{0.5cm} (52)
$$

where in the first inequality we use $l$-strong convexity of $\hat{f}_t(\cdot, y_k^t)$ and Lemma A.1, and in the second inequality we use $\mu$-PL of $\hat{\Psi}^t$ and Lemma A.2. Since $\hat{\Psi}^t$ is smooth by Lemma A.3,

$$
\hat{\Psi}^t(x_k^t) - \hat{\Psi}^t(\hat{x}^t) \leq \frac{2(3l)^2}{2\mu} \|x_k^t - \hat{x}^t\|^2 \leq \frac{9l^2}{\mu} \left( \frac{40}{l} + \frac{36l^2}{\mu^3} \right) \left( 1 - \frac{\mu}{972l} \right)^k P_0^t. \hspace{0.5cm} (53)
$$
Therefore,

$$\text{gap}_{\hat{f}}(x^t_k, y^t_k) = \hat{\Phi}^t(x^t_k) - \hat{\Phi}^t(x^t_k) + \hat{\Psi}^t(y^t_k) - \hat{\Psi}^t(y^t_k) \leq \left[ \frac{9l^2}{\mu} \left( \frac{40}{l} + \frac{36l^2}{l\mu^2} \right) + 1 \right] \left( 1 - \frac{\mu}{972l} \right)^k P^t_0 \leq 754 \kappa^4 \left( 1 - \frac{1}{972\kappa} \right)^k \text{gap}_{\hat{f}}(x^t_0, y^t_0).$$

where in the last inequality we note that $P^t_0 \leq \frac{11}{10} \text{gap}_{\hat{f}}(x^t_0, y^t_0)$. So after $K = O(\kappa \log(\kappa))$ iterations of AGDA, the stopping criterion $\text{gap}_{\hat{f}}(x^t_k, y^t_k) \leq \beta \text{gap}_{\hat{f}}(x^t_0, y^t_0)$ can be satisfied.

\[\blacksquare\]

\textbf{Remark D.1} The theorem above implies that Catalyst-AGDA can achieve the complexity of $\tilde{O}(\kappa l \Delta \epsilon^{-2})$ in the deterministic setting, which is comparable to the complexity of Smoothed-AGDA up to a logarithmic term in $\kappa$. 
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**E Additional Experiments**

In this section, we show the tuning of Adam, RMSprop and Stochastic AGDA (SAGDA) for the task of training a toy *regularized* linear WGAN and a toy *regularized* neural WGAN (one hidden layer). All details on these models are given in the experimental section in the main paper. This section motivates that the smoothed version of stochastic AGDA has superior performance compared to stochastic AGDA that is carefully tuned (see Figures 4 and 6). Often, the performance is comparable to Adam and RMSprop, if not better (see Figures 5 and 7). Findings are similar both for the linear and the neural net cases. We note, as in the main paper, that the stochastic nature of the gradients makes the algorithms converge fast in the beginning and slow down later on.

**Figure 4:** Training of a **Linear WGAN** (see experiment section in the main paper for details). Stochastic AGDA (SAGDA) is compared to the tuned version of Smoothed SAGDA (best), for different choices of learning rates. Shown is the mean of 3 independent runs and one standard deviation. Smoothing provides acceleration.

**Figure 5:** Training of a **Linear WGAN** (see experiment section in the main paper for details). **Adam and RMSprop** (same learning rate for generator and critic) are compared to the tuned version of Smoothed SAGDA (best), for different choices hyperparameters. Shown is the mean of 3 independent runs and one standard deviation. Smoothing also in this setting provides acceleration.
Figure 6: Training of a **Neural WGAN** (see experiment section in the main paper for details). Stochastic AGDA (SAGDA) is compared to the tuned version of Smoothed SAGDA (best) for different choices of learning rates. Shown is the mean of 3 independent runs and one standard deviation. Smoothing provides acceleration.

Figure 7: Training of a **Neural WGAN** (see experiment section in the main paper for details). **Adam** and **RMSprop** (same learning rate for the generator and critic) are compared to the tuned version of Smoothed SAGDA, for different choices of the hyperparameters. Shown is the mean of 3 independent runs and 1/2 standard deviation (for better visibility). Performance is slightly worse than RMSprop tuned at best. As mentioned in the main paper, we believe a combination of adaptive stepsizes and smoothing would lead to the best results.