Abstract. Federated Learning aims at training a global model from multiple decentralized devices (i.e., clients) without exchanging their private local data. A key challenge is the handling of non-i.i.d. (independent identically distributed) data across multiple clients that may induce disparities of their local features. We introduce the Hyperspherical Federated Learning (SphereFed) framework to address the non-i.i.d. issue by constraining learned representations of data points to be on a unit hypersphere shared by clients. Specifically, all clients learn their local representations by minimizing the loss with respect to a fixed classifier whose weights span the unit hypersphere. After federated training in improving the global model, this classifier is further calibrated with a closed-form solution by minimizing a mean squared loss. We show that the calibration solution can be computed efficiently and distributedly without direct access of local data. Extensive experiments indicate that our SphereFed approach is able to improve the accuracy of multiple existing federated learning algorithms by a considerable margin (up to 6% on challenging datasets) with enhanced computation and communication efficiency across datasets and model architectures.
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1 Introduction

Federated learning (FL) is an emerging machine learning paradigm in which distributed clients learn on private data and communicate with a coordinating server to train a single global model that generalizes well across local data [51, 69]. One of its major challenges is the handling of non-i.i.d. (independent identically distributed) local data across clients [32, 40, 42]. Non-i.i.d. local data leads to disparity of local models after learning on private data [94]. For instance, different feature extractors in local models may learn biased and discrepant input-to-feature mapping functions for the same class [18, 41, 89]. This obstructs the convergence of collaborative training.

Existing federated learning algorithms primarily tackle the non-i.i.d. problem in two phases: (i) In the local learning phase, regularization terms [2, 43, 80] and additive objectives [41, 84, 97] are used to control distances among local models by constraining the learning process. (ii) In the post-learning phase, the inevitable divergence of local models is corrected with additional information ex-

3 The terms representation and feature are used interchangeably.
In this work, we argue that federated learning can also be improved in the pre-learning phase; this is a novel research direction complementary to existing approaches. A key insight is the use of a fixed classifier (e.g., the last fully-connected layer) that serves as a template of the feature extractor’s output for all clients. Note the loss function is often computed on the inner product between the feature vector (i.e., output of the feature extractor) and the classifier’s weight vectors. During local training, the feature extractor is optimized to project data from the \( i \)-th class to feature vectors that have the maximum inner product with the \( i \)-th row of the classifier. We refer to the classifier as learning target of the feature extractor. However, higher data heterogeneity leads to a larger disparity of classifiers (in terms of both norms and directions) across clients. In this regard, if the local classifiers can be aligned, clients would have more consistent learning targets without modifying the learning procedure. Unfortunately, a real-time classifier synchronization carries prohibitively high communication overhead for federated learning. To avoid this communication cost, we use instead, for all clients, a fixed classifier constructed from orthonormal basis vectors. Motivated by this insight, we propose to construct a classifier whose weight vectors span an unit hypersphere before the federated training starts. Throughout federated training, this classifier is fixed and shared by all clients. Meanwhile, we also normalize the feature representation to the same hypersphere. During local learning, clients’ feature extractors learn to map data samples from the same class to the same area on the hypersphere whose centroid is the corresponding row vector of the classifier. As a result, the local features learned by different clients for data belonging to the same class are better aligned and the interference change [24,32,60,79,82] and advanced aggregation strategies such as normalized averaging [76], distillation [39], and so on [3,5,60,87].

Fig. 1. Left: An overview of SphereFed (Hyperspherical Federated Learning). Before federated training starts, we construct a fixed shared classifier whose weight vectors span an unit hypersphere. After federated training ends, we calibrate the classifier in a distributed manner. Middle: All clients share the same hypersphere and learn to map local samples (markers represent clients) from the same class (colors represent classes) to the same area on the hypersphere whose centroid (the pentagram) corresponds to a weight vector. Right: Leveraging the linearity of the classifier, we derive its closed-form optimum which can be precisely computed by distributed clients. \( Z^\top Z \) and \( Z^\top Y \) are computed distributively because a matrix multiplication can be implemented as an accumulation of outer products and each outer product depends only on one client.
among local models are reduced, leading to an improved accuracy of the global model.

We name our approach *Hyperspherical Federated Learning* (SphereFed), which is a generic framework compatible with existing federated learning algorithms. An overview of the framework is illustrated in Fig. 1. SphereFed does not introduce extra hyper-parameters nor requiring additional computation. In fact, a pre-defined classifier eliminates the need of communication and brings improved efficiency to the system. Given that the classifiers are frozen during federated training, we propose to calibrate the classifier after federated training to achieve its optimum in a provable and lightweight manner. We first derive the closed-form optimum of the classifier leveraging its linearity and find that this closed-form solution can be precisely computed in a distributed manner without direct access to the private features (or data). We name this calibration method *Fast Federated Calibration* (FFC), which is provable and efficient compared with state-of-the-art methods (e.g., [48]) that depend on synthetically generated virtual features.

We conduct extensive experiments to demonstrate that the proposed SphereFed method is compatible with and complementary to several existing federated learning algorithms, capable of introducing up to 6% improvement on testing accuracy. Further experiments show that our proposed calibration achieves a performance gain comparable to the oracle fine-tuning with real features, verifying its theoretical optimality. A set of ablation studies are further presented to understand the efficacy of each design component in SphereFed.

## 2 Related Work

### Standard Federated Learning

Federated learning (FL) was originally proposed by [51,60]. To address the non-i.i.d. problem, works have been pursued in two directions: imposing additional constraints in the local learning phase [64,66] and conducting weight correction in the post learning phase [48,60,76,87]. There have also been studies that tackle the non-i.i.d. issue by augmenting the on-client and on-server data with public [39] or synthetic [85,97] samples.

### Personalized Federated Learning

Personalized federated learning (pFL) differs from FL, by relaxing the setting of standard FL to allow each client to have its personalized local model via, e.g., additional local epochs after standard FL [114]. In general, a personalized local model is more likely to obtain better accuracy on a local test set than the single global model, but the personalized local model could be more biased and less general to data from other sources [29,77]. So, pFL and FL has different use focuses and application scenarios. Inspired from transfer learning [57,85], a line of pFL methods learns local private parameters for the classifier but uses a shared feature extractor [7,13,70]. A concurrent and most related work is FedBABU [54] which finds that fixing the classifier during collaborative learning is beneficial to the personalization process. Although this finding is consistent to our observations, our contribution is substantially different from FedBABU. First, we focus on FL while FedBABU focuses on pFL. Second, we ensure a stable performance gain resulting from an
in-depth analysis on the benefit of fixing classifier. Third, we further propose a provable calibration method to improve the classifier after federated training.

**Decoupling Layers for Federated Learning.** Dealing layers at different depths with varying strategies has demonstrated effectiveness for many tasks in centralized training \cite{23}, like few-shot learning \cite{65,83}, domain adaption \cite{28,75} and meta-learning \cite{55,59}. Such layer decoupling studies could also benefit federated learning applications. For instance, parameters from different layers can be updated and synchronized with different frequency to save communication cost \cite{12,13,16}. FedRecon \cite{68} splits a model into global/local parts and reconstructs the local part on clients in each round to improve privacy and reduce communication. FedUFO \cite{89} resorts an adversary module to reduce the divergence of feature extractors on clients. A most related work is CCVR \cite{48} which also focuses on the classifier. CCVR conducts on-server calibration for the classifier by fine-tuning it with virtual features sampled from Gaussian distributions. This work uses fundamentally different methodologies for the classifier (closed-form classifier fine tuning), and has higher performance gains and less communication/computation costs against CCVR.

**Hyperspherical Representation.** To the best of our knowledge, this is the first work introducing hyperspherical representation to address the non-i.i.d. challenge in FL. This combination is not trivial but motivated by analytical justifications and empirical supports as elaborated in the remaining sections. Hyperspherical representation has been widely adapted by studies on face recognition \cite{45,95}, long-tail recognition \cite{31}, regression \cite{52}, metric learning \cite{88,96} and contrastive learning \cite{33} to enhance the discriminative power of features. In this work, under the context of FL, we use hyperspherical features with fixed targets to align the learning objectives and minimize cross-party interference.

## 3 Federated Learning with Non-i.i.d. Clients

### 3.1 Terminologies

We consider $K$ clients and a central server in a federated learning system. Each client $k \in [K]$ has a local and private dataset $D^k$. We focus on the non-i.i.d. data setting where local datasets could have heterogeneous distributions \cite{40}. The goal is to train a single global classification model collaboratively which performs well on the global test set. The loss function is represented using $L(\cdot, \cdot)$.

For a single training example $(x, y)$, let $z = f_\theta(x) \in \mathbb{R}^l$ denote the $l$-dimension feature vector given a feature extractor $f_\theta(\cdot)$ parameterized by $\theta$. The classifier $h_W(\cdot)$ takes $z$ as input and makes the final prediction after a linear transformation $o = h_W(z) = Wz + b$ with a weight matrix $W \in \mathbb{R}^{C \times l}$, where $C$ is the number of classes. For simplicity, we omit the bias term $b$ in future equations.

### 3.2 Non-i.i.d. Data Leads to Inconsistent Local Learning Targets

In each round of standard federated learning, each client optimizes the feature extractor and the classifier $(\theta, W)$ jointly. Then each client sends its updated
feature extractor and classifier \((\theta^k, W^k)\) to the central server which aggregates (e.g., averages) all received local models into a single global one used for the next round. Prior studies focus on either the local training loss function or an advanced aggregation strategy.

In this work, we pay special attention to the classifier. A classifier is the closet layer to the loss function and the \(i\)-th row of its weights \(w^k_i\) acts as a feature template and the learning target of the \(i\)-th class for the feature extractor. As a result, the disparity of classifiers across clients induces inconsistent local learning targets and further engenders local feature extractors’ disparity. A performance degradation may occur after aggregation in the central server.

The above hypothesis is verified by empirical observations. To show that, we rewrite the output of the classifier as,

\[
W^k z = [w^k_1 z, \ldots, w^k_i z, \ldots, w^k_C z], \quad \text{where } w^k_i z = \|w^k_i\| \|z\| \cos (\angle (w^k_i, z)).
\] (1)

\(\angle(\cdot, \cdot)\) denotes the angle between two vectors and \(\| \cdot \|\) is the euclidean norm of a vector. A local feature extractor \(f^k_{\theta}\) learns to maximize the output of the ground-truth class, \(w^k_i z, \forall i = y\), and minimize outputs of other classes \(w^k_j z, \forall j \neq y\). In summary, Eq. (1) highlights that both norms and directions of classifier’s weight vectors impact the optimization of feature extractor and thus (at least partially) effect the distribution of features generated by the feature extractor.

We empirically find that there is a clear negative correlation between non-i.i.d. degree and the consistency of classifiers’ weights (in terms of both norm and direction) across clients. We compute the cosine similarity (Eq. (2) and Fig. 2 Left) and norm difference (Eq. (3) and Fig. 2 Right) of classifier weight vectors for the same class but from arbitrary two different clients \((k_1 \neq k_2\) and \(1 \leq k_1, k_2 \leq K\)) using FedAvg.

\[
E_{c \sim \mathcal{C}, k_1 \neq k_2} \left[ \frac{w^k_{c1} w^k_{c2}}{\|w^k_{c1}\| \|w^k_{c2}\|} \right] \quad \text{and} \quad E_{c \sim \mathcal{C}, k_1 \neq k_2} \left[ \|w^k_{c1}\| - \|w^k_{c2}\| \right].
\] (2) (3)

According to Fig. 2 data with a higher degree of non-i.i.d. is associated with less direction alignment and larger magnitude difference of classifier weight vectors among clients, which lead to weaker consistency of the local learning targets.
This will further engender non-overlapped feature distributions for the same class on different clients as illustrated in Fig. 3 (Left).

4 Hyperspherical Federated Learning

4.1 Hyperspherical Representation

A simple yet effective tweak to bypass the aforementioned issue is to align features from clients on a hypersphere, aided by a fixed classifier. In Eq. (1), we show that both the norm and the direction of $k$-th weight vector $w_k^i$ play crucial roles in the learning of $f_{\theta^k}$ but a non-i.i.d. data distribution causes a disorder of norms and directions. To tackle this problem, we consider to construct $W^k_i = \{w^k_i\}_{i=1}^C$ manually, which has a unit norm and orthogonal components,

$$W^k_i = \{w^k_i\}_{i=1}^C, \text{ where } \|w^k_i\| = 1 \text{ and } w^k_i \perp w^k_j, \forall i \neq j. \quad (4)$$

Note that $\{w^k_i\}_{i=1}^C$ span an $l$-dimension unit hypersphere. The orthogonality among $\{w^k_i\}_{i=1}^C$ ensures the maximum separation between arbitrary pair of classes. In addition, the uniformly unit norm guarantees balance in classes. Feature normalization is further adapted to project feature vectors on the same unit hypersphere, $\tilde{z} = z / \|z\|$. Normalizing features enables $f_{\theta^k}$ to focus on learning feature vectors’ directions and makes federated training process more robust to feature magnitude. Given a data point $(x, y)$, a feature extractor $f_{\theta^k}$ maps the input $x$ to a feature vector $f_{\theta^k}(x) / \|f_{\theta^k}(x)\|$ on the unit hypersphere, using the corresponding weights $w^k_y$ as the target of mapping.

To ensure that all clients have the same learning targets (i.e., the same classifier $h_{W^k}$), we share the constructed $W^k$ with all clients and keep the shared $W^k$ fixed throughout the federated training process. By doing this, local classifiers become consistent automatically without costly frequent inter-client synchronization. Since all clients now share the same learning targets, different local feature extractors on clients learn to map local data samples from the $i$-th class to the same area on the hypersphere with $w^k_y$ as the centroid of that area. As a result, the norms and directions of local features are aligned with reduced interference across clients. In addition, the features from different classes have minimized overlaps and balanced magnitudes. An illustration of hyperspherical features can be found in Fig. 1 (Middle).

The benefits of adapting the proposed hyperspherical features (and each design component described above) are revealed in a qualitative evaluation (Fig. 3). For more detailed ablation study including quantitative results, please refer to Sec. 5.3. In Fig. 3, we plot a certain class’s features from different clients to visualize local features alignment across clients. Three kinds of methods are compared including FedAvg [51] (with conventional classifier), standard centralized training, and SphereFed. We use MobileNetV2 for all three methods. For FedAvg and SphereFed, we partition the CIFAR-100 dataset to 10 clients according to the Dirichlet distribution with the concentration parameter $\alpha$ set as 0.1 to simulate the high non-i.i.d. scenario. For the sake of visualization, we randomly select
two clients (e.g., the 3-rd and 7-th clients in Fig. 3) and use their local models (at the 90-th round) to generate features of two random classes (e.g., the class 5 and 7 in Fig. 3). For centralized training, we train MobileNetV2 for 120 epochs to convergence and use the learnt model to generate features. The dimension of raw features is 1280 and we use t-SNE [49] to reduce the dimension to 2 for visualization. According to Fig. 3, in FedAvg, local models learn divergent mapping functions and thus features from the same class but different clients are biased to different distributions (i.e., non-overlapped clusters in Fig. 3). While, our hyperspherical features aligns well across clients as the centralized training (i.e., fused clusters in Fig. 3).

4.2 Using Mean Squared Error Loss on Hyperspherical Features

A widely accepted training method for classification tasks is to apply the softmax function [6] to the classifier output $W^k z$ before calculating the cross entropy (CE) loss. Combination of CE and softmax function is known to be sensitive to the scale of its input [23,74]. However, in SphereFed, the classifier’s output, has less-than-one scale because of unit weights and hyperspherical features. To mitigate such a scaling issue, prior work for centralized training adopts either a pre-defined [14,74] or a learnable [23,31] scaling parameter $\tau$ in $\tau \cdot W^k z$ (i.e., temperature) to stabilize optimization. Unfortunately, performing a grid search on the scaling hyper-parameter would add significant communication and computation overheads in the setting of federated learning. A freely learnable scaling parameter could also aggravate local models’ disparity when the clients have different scaling parameters.

Interestingly, historical [19,63] and recent [4,27,34] studies show competitive results of mean square error (MSE) [10] compared with CE for classification tasks on modern deep architectures. We refer readers to [53] and the related literature [8,50,72] for a more in-depth theoretical discussion. In this work, we use MSE to learn hyperspherical features to bypass the scaling issue of CE, i.e.,

$$L_{\text{mse}}(W^k z, y) = \frac{1}{C} \|W^k z - \text{one\_hot}(y)\|^2 = \frac{1}{C} \sum_{i=1}^{C} (w^i z - 1(i = y))^2,$$  \hspace{1cm} (5)$$

where $1(i = y)$ is equal to 1 if and only if $i = y$, $C$ is the number of classes, and $\text{one\_hot}(\cdot)$ is the one-hot vector representation of a label.
4.3 Fast Federated Calibration (FFC)

Throughout federated training of the hyperspherical representation, the weight of classifier $W^k$ is fixed to help align learning targets of local features. So naturally, after federated training, a calibration on the classifier could be useful in improving the accuracy of the resulting global model. We, in turn, fix the learnt global feature extractor and calibrate the global classifier to boost the performance of the global model.

An interesting effect of using MSE loss in conjunction with a linear classifier is that we are able to calculate the unique closed-form optimum of classifier’s weight matrix given the input of the linear classifier. Formally, the objective of calibrating the classifier $W$ is

$$\arg \min_W \mathbb{E}_{(x, y) \sim D}[L_{MSE}(Wz, y)],$$

where $z = f_\theta(x)/\|f_\theta(x)\|$ and $D = \bigcup_{k \in [K]} D^k$. \(6\)

We temporarily remove the superscripts of $(\theta, W)$ to emphasize that we consider the global feature extractor and global classifier. We refer to $D$ as the whole dataset which consists of all local training data. Eq. (6) is essentially a least square problem, which has a closed-form solution, i.e.,

$$W^* = (Z^TZ)^{-1}Z^TY. \quad (7)$$

The $i$-th row of $Z$ is the normalized feature vector $z_i$ corresponding to the $i$-th sample $x_i$ in $D$. Similarly, the $i$-th row of $Y$ is the one-hot target vector $\text{one_hot}(y_i)$ corresponding to $x_i$.

Obtaining $Z$ (and $Y$) requires all clients to upload their features (and corresponding labels). However, in the context of federated learning, sharing features and labels will cause prohibitively expensive communication overheads and potential model inversion attack \[17,93\]. To achieve efficient and privacy-enhanced calibration, we propose to compute $W^*$ in a distributed manner. It is inspired by that matrix multiplication can be implemented by a sum of outer products \[92,46\]. Take $Z^TZ$ as an example. We can rewrite the $Z^TZ$ as a sum of outer products between columns of $Z^T$ and rows of $Z$ such that

$$Z^TZ = \left[ z_1^\top \otimes z_1 \right] + \cdots + \left[ z_1^\top \otimes z_1 \right] + \cdots + \left[ z_K^\top \otimes z_K \right]. \quad (8)$$

As a result, to calculate $Z^TZ$, each client can complete a fraction of sum over their local features (as shown in Eq. (8)) and upload the intermediate results to the sever to finish the computation, rather than upload private local features $z_i$. In addition, the computation of $Z^TY$ in Eq. (7) can be calculated in the same way. See Fig. 1 (Right) for a vivid illustration.

Algorithm. We elaborate the FFC algorithm below:

1. On clients: Each client receives the latest global feature extractor $f_\theta$ from the server and computes the $V^k \in \mathbb{R}^{l \times l}$, $U^k \in \mathbb{R}^{l \times C}$ on its local data $D^k$,

$$V^k = \sum_{i=1}^{\|D^k\|} z_i^\top z_i, \quad U^k = \sum_{i=1}^{\|D^k\|} z_i^\top \text{one_hot}(y_i), \quad (9)$$

As a result, to calculate $Z^TZ$, each client can complete a fraction of sum over their local features (as shown in Eq. (8)) and upload the intermediate results to the server to finish the computation, rather than upload private local features $z_i$. In addition, the computation of $Z^TY$ in Eq. (7) can be calculated in the same way. See Fig. 1 (Right) for a vivid illustration.
Table 1. Comparison of communication and computation costs for the classifier over 10 clients for 100 rounds. We assume that communicated weights are in 32-bit. The number of FLOPs is computed by considering both clients (“(C)”) and the server (“(S)”). Since all approaches require forward of the classifier, we exclude it from calculation. “Every” (and “Once”) means communicating at every round (and only once).

| Method          | Objects | Communication | Computation | FLOPs (G) | Accuracy |
|-----------------|---------|---------------|-------------|-----------|----------|
| FedAvg          | $W \in \mathbb{R}^{l \times C}$ | Every         | Update $W$ (S) | $1.9 \times 10^4$ | 68.78    |
|                 |         |               | Avg (S)     |           |          |
| CCVR            | $W \in \mathbb{R}^{l \times C}$ | Every         | GMM fitting (C) | $2.1 \times 10^4$ | 69.14    |
|                 | $\psi \in \mathbb{R}^{l \times l \times C}$ | Once         | Sampling/Tukey (S), Fine-tuning (S) |           |          |
| SphereFed (Ours)| $U \in \mathbb{R}^{l \times C}$ | Once         | Eq. (9) (C) | $1.7 \times 10^2$ | 71.85    |
|                 | $V \in \mathbb{R}^{l \times l}$ |               | Eq. (10) (S) |           |          |

where $z_i = f_\theta(x_i)/\|f_\theta(x_i)\|$ and $(x_i, y_i) \sim D^k$.

2. On server: The server receives all $\{(V^k, U^k) \mid k \in [K]\}$ from clients and computes the closed-form weights optimum,

$$W^* = \left(\sum_{k=1}^{K} V^k\right)^{-1} \left(\sum_{k=1}^{K} U^k\right).$$ (10)

Communication and Computation. FFC introduces much lighter communication and computation overhead to clients/server compared with state-of-the-art calibration methods like CCVR [48]. For instance, computing Eq. (9) on one client requires $2l|D^k|(l + C)$ FLOPs which is less than the total computation of the classifier’s local training for one round. In addition, the communication amount of FFC is $l(l + C)$ parameters. In Tab. 1, we compare the communication and computation amount for the classifier of FFC against baselines (e.g., FedAvg [51] and CCVR [48]) over 100 rounds with MobileNetV2 and CIFAR-100. As depicted in Tab. 1, SphereFed and FFC are more efficient than both FedAvg and CCVR in terms of communication and computation. In Sec. 5.4, we also provide latency comparison measured on a real embedded hardware.

5 Experiments

5.1 Experimental Setup

Baselines. Our proposed methods (i.e., SphereFed and FFC) are compatible with and complementary to several existing federated learning algorithms like FedAvg [51], FedProx [43], FedNova [76], FedOpt [60] and so on. We refer to those algorithms as “base algorithms” in the remaining of this paper. We test five widely used models including a seven-layer ConvNet [85, 90] and other modern deep architectures like MobileNetV2 [62], ResNet18 [22], VGG13 [36, 67], SENet [26]. For all models, we refer to the last fully-connected layer as the classifier and all the other layers as the feature extractor.
Benchmarks. Following prior literature [40,41,84], we consider two representative and challenging image classification tasks for federated learning, CIFAR-100 [35] and TinyImageNet [37]. CIFAR-100 has 50,000 training samples from 100 classes. Prior method [48] obtains relatively small improvement against base algorithms on CIFAR-100 because the virtual features sampled from the class-wise Gaussian Mixture Model (GMM) are less separable when the number of class increases, thereby constraining its practicality for realistic applications. In this work, we show that our proposed methods are able to achieve superior performance for such many-class classification tasks. For example, we evaluate our methods on TinyImageNet which is larger than CIFAR-100 in terms of the input size, the number of samples, and the number of classes, as a more challenging dataset. Empirical results indicate that our proposed methods provide consistent improvements across multiple base algorithms, model architectures and datasets.

Like previous studies [20,30,41], we partition the training set of CIFAR-100 and TinyImageNet to \( K \) clients according to a Dirichlet distribution with a concentration parameter \( \alpha \) to simulate the data distribution of federated learning. The default number of client is set to \( K = 10 \). A smaller concentration parameter will result in higher non-i.i.d. degree of partitioning. For example, when \( \alpha = 0.1 \), one client could have less than ten data samples in some classes. We consider three different non-i.i.d. degrees for CIFAR-100 to study how data heterogeneity degree impacts methods’ performance. For fair comparison, we use exactly the same partitioning for all methods. The original test sets of CIFAR-100 and TinyImageNet are used to measure the resulted global model’s testing accuracy.

Implementation. We use the SGD optimizer with a momentum 0.9 and a weight decay \( 10^{-5} \) for all approaches. Since we change the loss function from cross entropy to mean square error and these two loss functions have different magnitude, we tune the learning rate for both baselines and our methods using grid search. We note that SphereFed and FFC do not introduce any extra hyper-parameter to base algorithms. In addition, we observe that our methods are more robust to various learning rates than base algorithms in Sec. 5.3. For baselines with extra hyper-parameters, we either use the recommended values from their papers [48,76] or carefully tune them [60,43]. To tune hyper-parameters, we use a 15% of training data for validation. We train all approaches for 100 rounds and decay the learning rate every round using a cosine annealing schedule [47]. We use \( B = 64 \) local batch size and \( E = 10 \) local epochs unless otherwise stated. In Appendix A, we further test our methods on different federated learning settings by varying local training epochs, number of clients, clients’ participating rate, and learning rate scheduling strategies. We observe similar trends as shown in the following sections.

5.2 Results

We present in Tab. 2 the test accuracy of various base algorithms before and after applying our methods (i.e., SphereFed and FFC) and two state-of-the-art baselines (i.e., CCVR [48] and BABU [51]). Our proposed methods improve these base algorithms consistently across model architectures and datasets.
Table 2. Accuracy (%) on CIFAR-100 and TinyImageNet with different degrees of non-i.i.d. “+" means applying a considered method (CCVR, BABU and Ours) to a base FL algorithm (FedAvg, FedProx, FedNova and FedOpt). “↑" (and “↓") means accuracy improvement (and degradation) compared with the corresponding base algorithm.

| Model   | Method  | IID    | α = 0.5 | α = 0.1 | TinyImageNet |
|---------|---------|--------|---------|---------|--------------|
| MobileNetV2 | FedAvg  | 71.86  | 68.78   | 63.90   | 29.95        |
|         | + CCVR  | 72.09 (+0.23) | 69.14 (+0.36) | 64.05 (+0.15) | 31.41 (+1.46) |
|         | + BABU  | 71.84 (+0.02) | 69.35 (+0.57) | 64.91 (+1.01) | 28.38 (+1.57) |
|         | + Ours  | 73.56 (+1.72) | 71.85 (+3.07) | 66.52 (+2.62) | 34.72 (+4.76) |
| ResNet  | FedProx | 70.19  | 67.50   | 65.63   | 30.55        |
|         | + CCVR  | 71.31 (+0.12) | 67.89 (+0.39) | 66.09 (+0.46) | 32.56 (+2.01) |
|         | + BABU  | 71.66 (+1.47) | 69.62 (+2.12) | 67.90 (+2.27) | 31.87 (+0.32) |
|         | + Ours  | 73.41 (+3.22) | 72.20 (+4.70) | 69.19 (+3.56) | 35.21 (+4.06) |
| VGG13   | FedNova | 62.12  | 60.49   | 57.20   | 39.63        |
|         | + CCVR  | 62.53 (+0.41) | 61.61 (+1.12) | 58.13 (+0.93) | 40.12 (+0.49) |
|         | + BABU  | 62.03 (+0.09) | 60.54 (+0.05) | 58.95 (+1.75) | 40.87 (+1.24) |
|         | + Ours  | 65.50 (+3.38) | 65.12 (+4.63) | 62.54 (+5.34) | 45.21 (+5.58) |
| SENet   | FedOpt  | 61.89  | 59.60   | 57.46   | 24.29        |
|         | + CCVR  | 61.97 (+0.08) | 60.42 (+0.82) | 57.93 (+0.47) | 25.01 (+0.72) |
|         | + BABU  | 62.27 (+0.38) | 59.69 (+0.09) | 56.75 (+0.71) | 25.34 (+1.05) |
|         | + Ours  | 65.15 (+3.26) | 65.09 (+6.09) | 62.61 (+5.15) | 29.84 (+5.55) |

CCVR estimates Gaussian Mixture Model (GMM) for features on the class granularity on clients and samples virtual features from the GMM to fine-tune the classifier on the server. However, when the number of classes is relatively large (e.g., 100 for CIFAR-100 and 200 for TinyImageNet), class-wise GMMs are not sufficiently separable to facilitate the fine-tuning. As a result, the improvement brought by CCVR is relatively small [48].

BABU [54] keeps the classifier fixed after random initialization during federated training and then fine-tunes on each client’s local dataset individually for personalization. Two evaluation metrics are considered in BABU: (i) initial accuracy which is calculated with the single global model on the global test set and (ii) personalized accuracies measured with personalized models on local test sets over clients. As mentioned previously, we focus on the former (i.e., initial accuracy) rather than personalized federated learning, while an analysis on how our method helps personalized federated learning is provided in Appendix B.

An interesting finding is that our methods tend to bring more accuracy gains when the non-i.i.d. degree is higher. This confirms our observation that a higher non-i.i.d. degree leads to more severe issues on classifier disparity and inconsistent local learning targets. With our methods, the performance gap between i.i.d. and non-i.i.d. data is reduced. For instance, the performance gap between “IID” and “α = 0.1” is 4.92% for base algorithm FedNova, while this gap is reduced to 2.96% after applying the proposed approaches.

5.3 Ablation Studies

Besides overall effectiveness, we perform several ablation experiments which help understand the significance of each component in the proposed method.
Table 3. Quantitative ablation study of Hyperspherical Federated Learning (SphereFed). We investigate the effectiveness of each design component by applying them individually using FedAvg as the base algorithm on MobileNetV2 and CIFAR-100 ($\alpha = 0.5$). “Fix (R)” (“Fix (OU)”) means fixing the classifier with random (orthogonal and unit-norm) initialization. “Norm” represents normalizing features.

|               | FedAvg | + Fix (R) | + Fix (OU) | + Norm | + Fix (OU) +Norm |
|---------------|--------|-----------|------------|--------|------------------|
| CE            | 68.78  | 69.35 (↑0.57) | 69.65 (↑0.87) | 69.76 (↑0.98) | 70.87 (↑2.09)   |
| MSE           | 66.42 (↓2.36) | 67.05 (↓1.73) | 67.21 (↓1.57) | Diverging | 71.85 (↑3.07)   |

The Importance of Ortho-normalization. In Tab. 3, we first compare different initializations of the fixed classifier. For the orthogonal and unit-norm initialization (“Fix (OU)”), we generate orthogonal weight matrix via the classic Gram-Schmidt process [158]. Other generation methods [71,52] are also considered in the appendix and no significant differences are observed. For the random initialization (“Fix (R)”), we instantiate it with He Initialization [21] which is the default initialization method in widely used packages such as PyTorch [56]. Random initialization achieves a comparable but slightly lower accuracy gain because two random vectors tend to be more orthogonal when their dimensionality increases [38,54], while orthogonal initialization directly ensures that.

In addition, SphereFed also normalizes features before feeding them to the classifier (denoted “Norm” in Tab. 3). After normalization, features are in the same unit hypersphere as the row vectors of classifier’s weight and the feature extractor can focus on learning features’ directions with the guidance of the fixed classifier. Applying feature normalization for the “Fix (OU)” completes the construction of hyperspherical representation and leads to about 1.22 accuracy gain. More importantly, we show that “Fix (OU)” and feature normalization work better with MSE than CE in the following discussion.

The Superiority of Mean-Square-Error Loss. We evaluate both CE and MSE loss functions in Tab. 3 to validate our choice of MSE loss. We confirm that replacing CE with MSE improves the accuracy by a considerable margin. The reasons are stated in Sec. 4.3 that MSE avoids the scaling issue and fully exploits the benefit of “Fix (OU) +Norm”. For “CE + Fix (OU) +Norm”, we find that it is quite sensitive to the scaling hyper-parameter (i.e., temperature). Although we carefully tune the scaling factor $\tau$ and report the best result in Tab. 3, it is difficult and expensive to find the optimal $\tau$ in practice.

The Robustness of SphereFed Training. Compared with base algorithms, SphereFed does not introduce any extra hyper-parameters. Since the CE and MSE losses have different magnitudes, we tune their learning rates respectively from a set of candidate learning rates. Interestingly, we observe that SphereFed is more robust than the corresponding base algorithm. In Fig. 4 we test three different learning rates for “FedNova” (as the base algorithm) and “FedNova + SphereFed” with VGG13 on CIFAR-100 ($\alpha = 0.1$). It is observed that “FedNova + SphereFed” is less sensitive to different learning rates.
SphereFed: Hyperspherical Federated Learning
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Table 4. Ablation study for FFC. Both CCVR and FFC methods exhibit performance gain on non-i.i.d. data. For sanity check, we collect local train sets to fine-tune the classifier. FFC is able to achieve a larger accuracy improvement than CCVR with significantly less communication and computation overheads (Tab. 1).

| Calibration  | IID  | $\alpha = 0.1$ |
|--------------|------|----------------|
| W/o          | 65.07 | 61.66         |
| CCVR         | 65.03 (↓0.04) | 62.09 (↑0.43) |
| FFC          | 65.15 (↑0.08) | 62.61 (↑0.95) |
| Sanity check | 65.17 (↑0.10) | 62.64 (↑0.98) |

Fig. 4. The impact of different learning rates for “FedNova” and “FedNova + SphereFed”. After applying SphereFed, training becomes more robust to different learning rates.

### How beneficial is FFC?

In this set of experiments, we investigate how the closed-form classifier calibration (i.e., FFC) improves test accuracy. We apply CCVR and FFC individually for the classifier of SENet on CIFAR-100 after federated learning with “FedOpt + SphereFed”. As a sanity check, we collect all local train sets to fine-tune the classifier only. To ensure the sanity check truly reveals the upper bound of classifier calibration, we experiment different loss functions (i.e., CE and MSE) and learning rates for the sanity fine-tuning and report the best results we get. It can be seen from Tab. 4 that both CCVR and FFC achieve performance gains on non-i.i.d. data while FFC is able to improve accuracy more. CCVR estimates a GMM distribution for each class’s features and sample virtual features for model fine-tuning on the server. However, such a class-wise method has relatively high communication and computation complexities (which scale linearly with number of classes). Moreover, GMMs of different classes could be less separable when the number of classes increases, thereby further limiting CCVR’s effectiveness. In contrast, FFC, with provable formulations, is agnostic to number of classes and more suitable for realistic many-class federated learning tasks [25,81]. It is expected that FFC obtains comparable results as the sanity check because solving a linear classifier with either closed-form equations or SGD will converge to similar optimums [9,61].

### 5.4 Efficient Communication and Computation

Besides accuracy gain, Hyperspherical Federated Learning also brings communication and computation savings depending on the size of classifier.

In Tab. 1, we compare the communication and computation costs related to the classifier for FedAvg, CCVR and our methods on MobileNetV2 and CIFAR-100. As seen in Tab. 1, SphereFed eliminates the need of updating and communicating (neither uploading nor downloading), resulting over two orders of magnitude communication and computation savings compared to FedAvg and CCVR. Figure 5 depicts the relative computational savings of different approaches during the federated training process, measured on a DNN training accelerator built...
Fig. 5. Efficiency comparison measured on a neural network accelerator \cite{78,91} with three models and CIFAR-100. (a) The normalized total communication amount. (b) The normalized peak memory consumption during local training. (c) The normalized latency for one-round local training. (d) The normalized latency for classifier calibration. (e) The test accuracy.

on Xilinx VC707 FPGA evaluation board \cite{78,91}. Detailed settings about the DNN training accelerator are described in the appendix. SphereFed enables us to skip gradient computing for the classifier and thus to release some intermediate tensors used by gradient computing earlier. Overall, SphereFed achieves up to 10.5% and 13.6% savings on memory consumption and processing latency compared with FedAvg, respectively. SphereFed achieves a greater saving of training latency on MobileNetV2 than ConvNet and ResNet. This is because the computation workload associated with the convolutional layers are smaller in MobileNetV2 due to the usage of the depthwise separable operations \cite{62}, leading to a greater relative savings when the classifier is skipped during the local training. We also measure the latency of classifier calibration using CCVR and our Fast Federated Calibration in Fig. 5 (d). Since calibration-related computation happens on both clients and the server, the reported latency consists of both the average latency on one client and the on-server latency. Our closed-form calibration saves up to 9.1% latency against CCVR and this efficiency improvement will be more pronounced when number of classes increases as analysed above.

6 Conclusions

We presented the Hyperspherical Federated Learning (SphereFed) framework to address the non-i.i.d. issue. The proposed method focuses on the pre-learning phase and is complementary to existing federated learning methods. The hyperspherical representation is learned against a frozen classifier composed of orthonormal basis vectors, and the classifier is calibrated after training. We show that a mean squared loss is more suitable to hyperspherical representation as opposed to a cross-entropy loss due to the scaling issues. A Fast Federated Calibration (FFC) approach is proposed based on the mean squared loss. Extensive experiments indicate that SphereFed improves multiple existing federated learning algorithms by considerable margins.
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