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These figures show the fate of the product in a transient transport-controlled bimolecular reaction under vortex-stirred mixing. The left figure is obtained using a popular numerical formulation, which violates the non-negative constraint. The right figure is based on the proposed computational framework. These figures clearly illustrate the main contribution of this paper: The proposed computational framework produces physically meaningful results for advective-diffusive-reactive systems, which is not the case with many popular formulations.
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Abstract. We present a robust computational framework for advective-diffusive-reactive systems that satisfies maximum principles, the non-negative constraint, and element-wise species balance property. The proposed methodology is valid on general computational grids, can handle heterogeneous anisotropic media, and provides accurate numerical solutions even for very high Péclet numbers. The significant contribution of this paper is to incorporate advection (which makes the spatial part of the differential operator non-self-adjoint) into the non-negative computational framework, and overcome numerical challenges associated with advection. We employ low-order mixed finite element formulations based on least-squares formalism, and enforce explicit constraints on the discrete problem to meet the desired properties. The resulting constrained discrete problem belongs to convex quadratic programming for which a unique solution exists. Maximum principles and the non-negative constraint give rise to bound constraints while element-wise species balance gives rise to equality constraints. The resulting convex quadratic programming problems are solved using an interior-point algorithm. Several numerical results pertaining to advection-dominated problems are presented to illustrate the robustness, convergence, and the overall performance of the proposed computational framework.

1. INTRODUCTION AND MOTIVATION

Advection-diffusion-reaction (ADR) equations are pervasive in the mathematical modeling of several important phenomena in mathematical physics and engineering sciences. Some examples include degradation/healing of materials under extreme environmental conditions [1], coupled chemothermo-mechano-diffusion problems in composites [2], contaminant transport [3], turbulent mixing in atmospheric sciences [4], diffusion-controlled biochemical reactions [5], tracer modeling in hydrogeology [6], and ionic mobility in biological systems [7]. Additionally, ADR equation serves as a good mathematical model in numerical analysis, as it offers various unique challenges in obtaining stable and accurate numerical solutions [8].

The primary variables in these mathematical models are typically the concentration and/or the (absolute) temperature. These quantities naturally attain non-negative values. Under some popular constitutive models (such as Fourier model and Fickian model, and their generalizations),
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these physical quantities satisfy diffusion-type equations, which are elliptic/parabolic partial differential equations (PDEs) and can be non-self-adjoint. These PDEs are known to satisfy important mathematical properties like maximum principles and the non-negative constraint (e.g., see [9]). A predictive numerical formulation needs to satisfy these mathematical properties and physical laws like the (local and global) species balance. It is well-documented in the literature that traditional numerical methods perform poorly for advection-dominated ADR equations (e.g., see [8,10]). In the past few decades, considerable progress has been made to obtain sufficiently accurate numerical solutions for ADR equations on coarse computational grids [11]. It is then natural to ask: “why there is a need for yet another numerical formulation for ADR equation?” We now outline several reasons for such a need.

(a) **Localized phenomena and node-to-node spurious oscillations**: For advection-dominated problems, it is well-known that the standard single-field Galerkin finite element formulation gives node-to-node spurious oscillations on coarse computational grids [8]. Moreover, it cannot capture steep gradients such as interior and boundary layers. Various alternate numerical techniques have been proposed to avoid these spurious oscillations [12]. Some methods seem to capture steep gradients in interior layers while others capture boundary layers. However, most of them do not seem to capture both interior and boundary layers, and at the same time avoid node-to-node spurious oscillations [13]. A notable work towards this direction is by Hsieh and Yang [14], which can capture both interior and boundary layers under adequate mesh refinement. However, this formulation has several other deficiencies some of which are discussed below and illustrated using numerical examples in subsequent sections.

(b) **Violation of the non-negative constraint and maximum principles**: As mentioned earlier, physical quantities such as concentration and temperature naturally attain non-negative values. It is highly desirable for a numerical formulation to respect these physical constraints. This is particularly important in a numerical simulation of reactive transport, as a negative value for concentration will result in an algorithmic failure. However, it is clearly documented in the literature that many existing formulations based on finite element [15–17], finite volume [18], and finite difference [19] do not satisfy the non-negative constraint and maximum principles in the discrete setting. They also discuss various methodologies to satisfy such properties. But most of these methodologies are for pure diffusion equations, which are self-adjoint. For example, in Reference [16], two mixed formulations based on RT0 spaces and variational multiscale formalism have been modified to meet the non-negative constraint for diffusion equations. This approach is not directly applicable to ADR equations for two reasons. First, these formulations do not cure the node-to-node spurious oscillations. Second, they do not possess a variational structure for ADR equations. Some numerical formulations are constructed to satisfy the non-negative constraint and maximum principles by taking advection into account (e.g., [20,21]). However, they do not satisfy local and global species balance, and are restricted to isotropic diffusion. Conservative post-processing methods exist in the literature to recover certain desired properties such as species balance. But such formulations are not variationally consistent [22].

(c) **Satisfying local and global species balance**: In transport problems, the balance of species is an important physical law that needs to be met. It is therefore desirable for a numerical formulation to satisfy local and global species balance, say, up to machine precision (which is approximately $10^{-16}$ on a 64-bit machine). However, many finite element formulations do not satisfy local and global species balance (see [11,14,23]). The main focus of the methods outlined in these
papers is to capture the localized phenomena such as boundary and interior layers. Moreover, these works did not quantify the errors incurred in satisfying local species balance and global species balance. It needs to be emphasized that many finite element methods do exist that inherently satisfy local and global species balance, for example, Raviart-Thomas spaces \[24\] and BDM spaces \[25\]. But these approaches do not fix other issues discussed herein such as the node-to-node spurious oscillations or meeting maximum principles for ADR equations.

(d) Other influential factors: Some other important factors that can affect the performance of a numerical formulation are the advection velocity field and its divergence, anisotropy of the medium, reaction coefficients, topology of the medium, computational mesh, multiple spatial-scales arising due to the heterogeneity of the medium, and multiple time-scales involved in various physical processes. Another aspect that brings tremendous numerical challenges is chemical reactions involving multiple species.

It is a herculean task to address all the aforementioned deficiencies, and we strongly believe that it may take a series of papers to overcome all the deficiencies. A similar sentiment is shared in the review article by Stynes entitled “Numerical methods for convection-diffusion problems or the 30 years war” \[26\]. We therefore take motivation from George Pólya’s quote \[27\]: “If you can’t solve a problem, then there is an easier problem you can solve: find it.” In this paper, we shall pose a problem that is simpler than the grand challenge of overcoming all the aforementioned numerical deficiencies but still make a significant advancement with respect to the current state-of-the-art. We then provide a solution to this simpler problem. To state it more precisely, the main contribution of this paper is developing a least-squares-based finite element framework for ADR equations that possesses the following properties on general computational grids:

(P1) No spurious node-to-node oscillations in the entire domain.
(P2) Captures interior and boundary layers for advection-dominated problems.
(P3) Satisfies discrete maximum principles and the non-negative constraint.
(P4) Satisfies local and global species balance.
(P5) Gives sufficiently accurate solutions even on coarse computational grids\[1\].

To the best of authors’ knowledge, there exists no finite element methodology for advective-diffusive-reactive systems that possesses the desirable properties (P1)–(P5).

The rest of the paper is organized as follows. Section \[2\] presents the governing equations for an advective-diffusive-reactive system, and discusses the associated mathematical properties. Section \[3\] outlines several plausible approaches, and discusses their drawbacks in meeting the mentioned mathematical properties. In Section \[4\] we propose a constrained optimization-based low-order mixed finite element method to satisfy maximum principles, the non-negative constraint, local species balance, and global species balance. In Section \[5\] we perform a numerical $h$-convergence study using a benchmark problem. In Section \[6\] we specialize to transport-limited bimolecular reactions to solve problems related to plume development and mixing in isotropic/anisotropic heterogeneous media. Finally, conclusions are drawn in Section \[7\].

We shall denote scalars by lowercase English alphabet or lowercase Greek alphabet (e.g., concentration $c$ and stabilization parameter $\tau$). The continuum vectors are denoted by lowercase boldface normal letters, and the second-order tensors will be denoted using uppercase boldface normal letters (e.g., vector $\mathbf{x}$ and second-order tensor $\mathbf{D}$). In the finite element context, the vectors are denoted

\[1\]One may expect some subjectivity in calling a mesh to be coarse. But in this paper, we will define precisely what is meant by a “coarse mesh” for advection-diffusion-reaction equations in terms of $M$-matrices.
The boundary of the domain is denoted by \( \partial \Omega \). The Neumann boundary condition given in equation (2.1c) can be interpreted as follows: \( \partial \Omega \) matically, \( \partial \Omega \) the concentration field. The boundary is divided into two parts: \( \Gamma^c \) and \( \Gamma^q \) such that \( \text{meas}(\Gamma^c) > 0 \), \( \Gamma^c \cup \Gamma^q = \partial \Omega \), and \( \Gamma^c \cap \Gamma^q = \emptyset \). \( \Gamma^c \) is the part of the boundary on which the concentration is prescribed and \( \Gamma^q \) is the other part of the boundary on which the diffusive/total flux is prescribed.

The governing equations for steady-state response of an ADR system take the following form:

\[
\begin{align*}
\alpha(x)c(x) + \text{div}[c(x)v(x)] - D(x)\text{grad}[c(x)] &= f(x) \quad \text{in } \Omega \quad (2.1a) \\
c(x) &= c^p(x) \quad \text{on } \Gamma^c \quad (2.1b) \\
\left( \frac{1 - \text{Sign}[v \cdot \hat{n}]}{2} \right) v(x)c(x) - D(x)\text{grad}[c(x)] \cdot \hat{n}(x) &= q^p(x) \quad \text{on } \Gamma^q \quad (2.1c)
\end{align*}
\]

\( v(x) \) is the known advection velocity field, \( f(x) \) is the prescribed volumetric source, \( D(x) \) is the anisotropic diffusivity tensor, \( \alpha(x) \) is the linear reaction coefficient, \( c^p(x) \) is the prescribed concentration, \( q^p(x) \) is the prescribed diffusive/total flux, and the sign function is defined as follows:

\[
\text{Sign}[\varphi] := \begin{cases} 
-1 & \text{if } \varphi < 0 \\
0 & \text{if } \varphi = 0 \\
+1 & \text{if } \varphi > 0 
\end{cases} \quad (2.2)
\]

The advection velocity need not be solenoidal in our treatment (i.e., \( \text{div}[v(x)] \) need not be zero). The Neumann boundary condition given in equation (2.1c) can be interpreted as follows:

\[
\begin{align*}
\hat{n}(x) \cdot (v(x)c(x) - D(x)\text{grad}[c(x)]) &= q^p(x) \quad \text{on } \Gamma^q_- \quad \text{(total flux on inflow boundary)} \quad (2.3a) \\
-\hat{n}(x) \cdot D(x)\text{grad}[c(x)] &= q^p(x) \quad \text{on } \Gamma^q_+ \quad \text{(diffusive flux on outflow boundary)} \quad (2.3b)
\end{align*}
\]

where \( \Gamma^q_- \) and \( \Gamma^q_+ \) are, respectively, defined as follows (see Figure 1):

\[
\begin{align*}
\Gamma^q_- := \{ x \in \Gamma^q \mid v(x) \cdot \hat{n}(x) < 0 \} \quad \text{(inflow boundary)} \quad (2.4a) \\
\Gamma^q_+ := \{ x \in \Gamma^q \mid v(x) \cdot \hat{n}(x) \geq 0 \} \quad \text{(outflow boundary)} \quad (2.4b)
\end{align*}
\]

**Remark 2.1.** In the literature, more predominantly in the numerical literature, the term advection is often used synonymously with convection. It should, however, be noted that these two terms describe different physical phenomena, and there is a need to clarify the terminology here. An
ADR equation arises from the balance of mass of a given species. In 1D, an ADR equation takes the following form:

$$\alpha(x)c(x) + \frac{d(vc)}{dx} - \frac{d}{dx} \left( D(x) \frac{dc}{dx} \right) = f(x)$$

(2.5)

which is mathematically equivalent to the following equation:

$$\left( \alpha(x) + \frac{dv}{dx} \right) c(x) + v(x) \frac{dc}{dx} - \frac{d}{dx} \left( D(x) \frac{dc}{dx} \right) = f(x)$$

(2.6)

One can obtain a “similar” mathematical equation by linearizing the incompressible Navier-Stokes equation, and an appropriate name for this linearized equation is the convection-dissipation-reaction (CDR) equation. The CDR equation in 1D has the following mathematical form:

$$\frac{dv_0}{dx} \tilde{v}(x) + v_0(x) \frac{d\tilde{v}}{dx} - \frac{d}{dx} \left( \mu(x) \frac{d\tilde{v}}{dx} \right) = b(x, p_0(x)) + 2v_0(x) \frac{dv_0}{dx}$$

(2.7)

where $\tilde{v}(x)$ is the velocity of the fluid, and $p_0(x)$ and $v_0(x)$ are known pressure and velocity fields about which the Navier-Stokes equation is linearized. From equations (2.6) and (2.7), it is evident that 1D ADR equation and 1D CDR equation have similar mathematical forms. However, their physical underpinnings are completely different, as the Navier-Stokes equation is obtained by substituting a specific constitutive model into the balance of linear momentum.

2.1. Weak formulations. The following function spaces will be used in the rest of this paper:

$$\mathcal{C} := \{ c(x) \in H^1(\Omega) \mid c(x) = r^p(x) \text{ on } \Gamma^c \}$$

(2.8a)

$$\mathcal{W} := \{ w(x) \in H^1(\Omega) \mid w(x) = 0 \text{ on } \Gamma^c \}$$

(2.8b)

$$\mathcal{Q} := \left\{ q(x) \in (L_2(\Omega))^d \mid \text{div}[q(x)] \in L_2(\Omega) \right\}$$

(2.8c)

where $q(x) = c(x)v(x) - D(x)\text{grad}[c(x)]$ and $H^1(\Omega)$ is a standard Sobolev space \[28\]. Given two vector fields $a(x)$ and $b(x)$ on a set $K$, the standard $L_2$ inner product over $K$ is denoted as follows:

$$(a; b)_K = \int_K a(x) \cdot b(x) \, dK$$

(2.9)
The advection velocity field \( \mathbf{v}(\mathbf{x}) \) and the reaction coefficient \( \alpha(\mathbf{x}) \) are restricted as follows:

\[
0 \leq \alpha(\mathbf{x}) + \frac{1}{2} \text{div} [\mathbf{v}(\mathbf{x})] \leq \beta_1(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega
\]

\[
0 \leq \alpha(\mathbf{x}) + \frac{1}{2} \text{div} [\mathbf{v}(\mathbf{x})] \leq \beta_2(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega
\]

\[
0 \leq |\mathbf{v}(\mathbf{x}) \cdot \hat{n}(\mathbf{x})| \leq \beta_3(\mathbf{x}) \quad \forall \mathbf{x} \in \Gamma^c
\]

where \( \beta_1(\mathbf{x}) \in L_{nd/2}(\Omega) \), \( \beta_2(\mathbf{x}) \in L_{nd/2}(\Omega) \), and \( \beta_3(\mathbf{x}) \in L_{nd-1}(\Gamma^c) \). It is assumed that functions \( \beta_1(\mathbf{x}) \), \( \beta_2(\mathbf{x}) \), and \( \beta_3(\mathbf{x}) \) are bounded above for a unique weak solution to exist based on the Lax-Milgram theorem.

(A5) The part of the boundary on which Dirichlet boundary condition is enforced is not empty (i.e., \( \Gamma^c \neq \emptyset \)).

We shall use the standard abbreviation of a.e. for almost everywhere [28].
It is easy to check that

\[ m \]

It is easy to establish the following identities:

\[ c \]

In particular, if \( c(x) \) are, respectively, defined as follows:

\[ \Phi_{\text{max}} := \max \left[ 0, \max_{x \in \Gamma_c} [c(x)] \right] \]  
\[ m(x) := \max \left[ 0, c(x) - \Phi_{\text{max}} \right] \]

If \( c^p(x) \leq 0 \) then we have the following non-positive property:

\[ \max_{x \in \Omega} [c(x)] \leq 0 \]  

**Proof.** Let \( \Phi_{\text{max}} \) and \( m(x) \) are, respectively, defined as follows:

\[ \Phi_{\text{max}} := \max \left[ 0, \max_{x \in \Gamma_c} [c(x)] \right] \]  
\[ m(x) := \max \left[ 0, c(x) - \Phi_{\text{max}} \right] \]

It is easy to check that \( m(x) \) is a non-negative, continuous, and piecewise \( C^1(\Omega) \) function. From equation (2.19), it is evident that \( m(x)|_{\Gamma_c} = 0 \) and \( c(x) = m(x) + \Phi_{\text{max}} \) for any \( x \in \Omega \) unless \( m(x) = 0 \). Moreover, \( m(x) \in W \). By choosing \( \omega(x) = m(x) \), the weak formulation given by equation (2.20) becomes:

\[ (m; \alpha(m + \Phi_{\text{max}})) - (\text{grad}[m] \bullet v; (m + \Phi_{\text{max}})) + (\text{grad}[m]; D \text{grad}[m]) \]
\[ + \left( m; \left( \frac{1 + \text{Sign}[v \bullet \hat{n}]}{2} \right) v \bullet \hat{n} (m + \Phi_{\text{max}}) \right)_{\Gamma_q} \]
\[ = (m; f) - (m; q^p)_{\Gamma_q} \]  

(2.20)

It is easy to establish the following identities:

\[ (m; v \bullet \hat{n} (m + \Phi_{\text{max}}))_{\Gamma_q} = (\text{grad}[m] \bullet v; (m + \Phi_{\text{max}})) + (m; \text{div}[v] (m + \Phi_{\text{max}})) \]
\[ + (m; \text{grad}[m] \bullet v) \]  

\[ 2(\text{grad}[m] \bullet v; (m + \Phi_{\text{max}})) = (m; v \bullet \hat{n} (m + \Phi_{\text{max}}))_{\Gamma_q} - (m; \text{div}[v] (m + \Phi_{\text{max}})) \]
\[ - (\Phi_{\text{max}}; \text{grad}[m] \bullet v) \]
\[ (\Phi_{\text{max}}; \text{grad}[m] \bullet v) = (\Phi_{\text{max}}; v \bullet \hat{n} m)_{\Gamma_q} - (\Phi_{\text{max}}; \text{div}[v] m) \]  

(2.21d)

(2.21c)

(2.21b)

(2.21a)
Using the above identities, equation (2.20) can be written as follows:

\[
\left( m; \left( \alpha + \frac{1}{2} \text{div}[v] \right) m \right) + \left( m; (\alpha + \text{div}[v]) \Phi_{\text{max}} \right) + (\text{grad}[m]; D \text{grad}[m]) \\
+ \left( m; \frac{v \cdot \hat{n}}{2} m \right)_{\Gamma^q} - \left( m; \left( \frac{1 - \text{Sign}[v \cdot \hat{n}]}{2} \right) (v \cdot \hat{n}) \Phi_{\text{max}} \right)_{\Gamma^q} = (m; f) - (m; q^p)_{\Gamma^q} \tag{2.22}
\]

From equations (2.12) and (2.13a)–(2.13c), it is evident that

\[
\left( m; \left( \alpha + \frac{1}{2} \text{div}[v] \right) m \right) + \left( m; (\alpha + \text{div}[v]) \Phi_{\text{max}} \right) + (\text{grad}[m]; D \text{grad}[m]) \\
+ \left( m; \frac{v \cdot \hat{n}}{2} m \right)_{\Gamma^q} - \left( m; \left( \frac{1 - \text{Sign}[v \cdot \hat{n}]}{2} \right) (v \cdot \hat{n}) \Phi_{\text{max}} \right)_{\Gamma^q} \geq 0 \tag{2.23}
\]

From equation (2.14) we have:

\[
(m; f) - (m; q^p)_{\Gamma^q} \leq 0 \tag{2.24}
\]

Therefore, one can conclude that

\[
\left( m; \left( \alpha + \frac{1}{2} \text{div}[v] \right) m \right) + \left( m; (\alpha + \text{div}[v]) \Phi_{\text{max}} \right) + (\text{grad}[m]; D \text{grad}[m]) \\
+ \left( m; \frac{v \cdot \hat{n}}{2} m \right)_{\Gamma^q} - \left( m; \left( \frac{1 - \text{Sign}[v \cdot \hat{n}]}{2} \right) (v \cdot \hat{n}) \Phi_{\text{max}} \right)_{\Gamma^q} = 0 \tag{2.25}
\]

In the light of assumption (A3) and equation (2.25), we need to have \( \text{grad}[m] = 0 \) (as \( D(x) \) is bounded below by a constant \( \gamma_{ib} \)). This further implies the following:

\[
m(x) \equiv \phi_0 \geq 0 \quad \forall x \in \Omega \tag{2.26}
\]

where \( \phi_0 \) is a non-negative constant. Since \( m(x)|_{\Gamma^c} = 0 \) and \( \text{meas}(\Gamma^c) > 0 \), we have \( \phi_0 = 0 \). This implies that \( c(x) \leq \Phi_{\text{max}} \), which further implies the validity of the inequality given by equation (2.15). Finally, equations (2.16) and (2.17) are trivial consequences of equation (2.15).

We have employed the \( \text{SG}_1 \) formulation in the proof of Theorem 2.2. One will come to the same conclusion even under the \( \text{SG}_2 \) formulation. By reversing the signs in equation (2.14), one can easily obtain the following continuous minimum principle.

**Corollary 2.3 (A continuous minimum principle).** Let assumptions (A1)–(A5) hold and let the unique weak solution \( c(x) \) of equations (2.1a)–(2.1c) belong to \( C^1(\Omega) \cap C^0(\Omega) \). If \( f(x) \in L_2(\Omega) \) and \( q^p(x) \in L_2(\Gamma^q) \) satisfy

\[
f(x) \geq 0 \quad \text{a.e. in } \Omega \tag{2.27a}
\]

\[
q^p(x) \leq 0 \quad \text{a.e. on } \Gamma^q_+ \cup \Gamma^q_- \tag{2.27b}
\]

then \( c(x) \) satisfies a continuous minimum principle of the following form:

\[
\min_{x \in \Omega} [c(x)] \geq \min \left[ 0, \min_{x \in \Gamma^c} [c^p(x)] \right] \tag{2.28}
\]

In particular, if \( c^p(x) \leq 0 \) then

\[
\min_{x \in \Omega} [c(x)] = \min_{x \in \Gamma^c} [c^p(x)] \tag{2.29}
\]
If \( c^p(x) \geq 0 \) then we have the following non-negative property:

\[
\min_{x \in \Omega} [c(x)] \geq 0
\]  

(2.30)

This paper also deals with transient analysis, and the details are provided in Sections 4 and 6.

2.3. On appropriate Neumann BCs. Many existing numerical formulations [29] and packages such as ABAQUS [30], ANSYS [31], COMSOL [32], and MATLAB’s PDE Toolbox [33] do not pose the Neumann BCs in correct form for advection-diffusion equations. These formulations and packages either use the diffusive flux or the total flux on the entire Neumann boundary without discerning the following situations:

- Do we have inflow (i.e., \( v \cdot \hat{n} \leq 0 \)) on the entire Neumann boundary?
- Do we have outflow (i.e., \( v \cdot \hat{n} \geq 0 \)) on the entire Neumann boundary?
- Or do we have both inflow and outflow on the Neumann boundary?

These conditions will dictate whether the resulting boundary value problem is well-posed or not. If a numerical formulation does not take into account these conditions, the numerical solution can exhibit instabilities, which will have dire consequences in mixing problems. To illustrate, consider the following 1D boundary value problem:

\[
\frac{d}{dx} \left( vc - D \frac{dc}{dx} \right) = 0 \quad \forall x \in (0, L) \\
c(x = 0) = c_0
\]  

(2.31a)

(2.31b)

where \( v, D \) and \( c_0 \) are constants, and \( L \) is the length of the domain. We now consider two different cases for the Neumann BC:

\[
\left( vc - D \frac{dc}{dx} \right) = q_0 \quad \text{at} \quad x = L
\]  

(2.32a)

\[
-D \frac{dc}{dx} = q_0 \quad \text{at} \quad x = L
\]  

(2.32b)

where \( q_0 \) is a constant. Equation (2.32a) corresponds to the total flux BC while equation (2.32b) is the diffusive flux BC. The analytical solutions for these two different Neumann BCs are, respectively, given as follows:

\[
c_1(x) = \frac{1}{v} \left( q_0 + (vc_0 - q_0) e^{\frac{v}{D}x} \right)
\]  

(2.33a)

\[
c_2(x) = \frac{1}{v} \left( vc_0 + q_0 e^{-\frac{v}{D}L} - q_0 e^{\frac{v(x-L)}{D}} \right)
\]  

(2.33b)

The solution \( c_1(x) \) blows if \( v > 0 \), and \( c_2(x) \) blows if \( v < 0 \). On the other hand, the exact solution based on the Neumann BC given in equation (2.1c) is well-posed for both inflow and outflow cases.

To summarize, the boundary value problem is well-posed under the prescribed diffusive flux on the entire Neumann boundary if the flow is outflow on the entire \( \Gamma^q \). The boundary value problem is well-posed under the prescribed total flux on the entire Neumann boundary if the flow is inflow on the entire \( \Gamma^q \). The Neumann BC given by equation (2.1c) is more general, and the boundary value problem under this BC is well-posed even if the Neumann boundary is composed of both inflow and outflow.
3. PLAUSSIBLE APPROACHES AND THEIR SHORTCOMINGS

There are numerous numerical formulations available in the literature for advective-diffusive-reactive systems. A cavalier look at these formulations can be deceptive, as one may expect more than what these formulations can actually provide. We now discuss some approaches that seem plausible to satisfy the maximum principle and the non-negative constraint for an advective-diffusive-reactive system, and illustrate their shortcomings. This discussion is helpful in two ways. First, it sheds light on the complexity of the problem, and can bring out the main contributions made in this paper. Second, the discussion can provide a rationale behind the approach taken in this paper in order to develop the proposed computational framework. To start with, it is well-known that the single-field Galerkin formulation does not perform well, as it produces spurious node-to-node oscillations on coarse grids [10]. The formulation also violates the non-negative constraint and maximum principles for anisotropic medium, and does not possess element-wise species balance property [16,17].

3.1. Approach #1: Clipping/cut-off methods. There are various post-processing procedures such as clipping/cut-off methods [22,34] to ensure a certain numerical formulation satisfies the non-negative constraint. The idea of these methods is to cut-off the negative values in a numerical solution. This approach predicts erroneous numerical results for highly anisotropic diffusion or advection-diffusion problems [35,36]. Moreover, such a post-processing procedure is a variational crime. Furthermore, clipping/cut-off methods satisfy neither maximum principles nor element-wise local species balance property.

3.2. Approach #2: Mesh restrictions. Recently, there has been a surge on the study of constructing meshes to satisfy various discrete maximum principles both within the context of single-field and mixed finite element formulations [37,39]. The primary objective of these methods is to develop restrictions on the computational meshes to meet the underlying principles. However, it should be noted that there are various drawbacks for these methods. The important ones are described as follows:

(i) Most of these mesh restriction methods are for simplicial meshes (such as three-node triangular element and four-node tetrahedral element). Extending these results to non-simplicial elements is not trivial or may not be possible.
(ii) The boundary conditions are restricted to only Dirichlet on the entire boundary of the domain. Incorporating mixed boundary conditions or a general Neumann BC given by equation (2.1c) has not been addressed.
(iii) Generating a DMP-based mesh for complex domains is extremely difficult and sometimes impossible.
(iv) For highly advection-dominated and reaction-dominated problems, we need a highly refined DMP-based meshes. Constructing such meshes is computationally intensive.
(v) Even though the mesh restriction conditions put forth for the weak Galerkin method by Huang and Wang [38] is locally conservative, it is restricted to pure anisotropic diffusion equations. Generalizing it to obtain locally conservative DMP-based meshes for anisotropic ADR equations is not apparent. Moreover, it still suffers from the above set of drawbacks.
3.3. Approach #3: Using non-negative methodologies for diffusion equations. Recently, optimization-based finite element methods [15, 17, 35] are proposed to satisfy the non-negative constraint and maximum principles for diffusion-type equations. These non-negative methodologies are for self-adjoint operators and are constructed by invoking Vainberg’s theorem [40]. That is, they utilize the fact that there exists a scalar functional such that the Gâteaux variation of this functional provides the weak formulation and the Euler-Lagrange equations provide the corresponding governing equations for the diffusion problem. Corresponding to this continuous variational/minimization functional, a discrete non-negative constrained optimization-based finite element method is developed. Unfortunately, such a variational principle based on Vainberg’s theorem does not exist for the Galerkin weak formulation for an ADR equation, as the spatial operator is non-self-adjoint [41].

3.4. Approach #4: Posing the discrete equations as a P-LCP. Let $h$ be the maximum element size, $\|v\|_{\infty, \Omega}$ be the maximum value for advection velocity field, $\alpha_{\infty, \Omega}$ be the maximum value for linear reaction coefficient, and $\lambda_{\min}$ be the minimum eigenvalue of $D(x)$ in the entire domain. Mathematically, these quantities are defined as follows:

$$h := \max_{\Omega_e \in \Omega_h} [h_{\Omega_e}] \quad (3.1a)$$

$$\|v\|_{\infty, \Omega} := \max_{1 \leq i \leq nd} [(v(x))_i] \quad \forall x \in \Omega \quad (3.1b)$$

$$\alpha_{\infty, \Omega} := \max_{x \in \Omega} [\alpha(x)] \quad (3.1c)$$

$$\lambda_{\min} := \min_{x \in \Omega} \left[ \lambda_{\min, D(x)} \right] \quad (3.1d)$$

$$\lambda_{\max} := \max_{x \in \Omega} \left[ \lambda_{\max, D(x)} \right] \quad (3.1e)$$

where $\Omega_h$ is a regular linear finite element partition of the domain $\Omega$ such that $\Omega_h = \bigcup_{e=1}^{Nele} \omega_e$. “Nele” is the total number of discrete non-overlapping open sub-domains. The boundary of $\Omega_e$ is denoted as $\partial \Omega_e := \omega_e - \Omega_e$, $h_{\Omega_e}$ is the diameter of element $\Omega_e$. $\lambda_{\min, D(x)}$ and $\lambda_{\max, D(x)}$ are, respectively, the minimum and maximum eigenvalue of $D(x)$ at a given point $x \in \Omega$. Correspondingly, the element Péclet number $Pe_h$ and the element Damköhler number $Da_h$ are defined as follows:

$$Pe_h := \frac{\|v\|_{\infty, \Omega} h}{2\lambda_{\min}} \quad (3.2a)$$

$$Da_h := \frac{\alpha_{\infty, \Omega} h^2}{\lambda_{\min}} \quad (3.2b)$$

Herein, $Da_h$ is defined based on linear reaction coefficient and diffusivity. However, it should be noted that there are various ways to construct different types of element Damköhler numbers (for instance, see Reference [42] for isotropic diffusivity).

After low-order finite element discretization of either SG$_1$ or SG$_2$, the discrete equations for the ADR boundary value problem take the following form:

$$Kc = f \quad (3.3)$$

where $K$ is the stiffness matrix (which is neither symmetric nor positive definite), $c$ is the vector containing nodal concentrations, and $f$ is the volumetric source vector. The matrix $K$ is of size $ncdfs \times ncdofs$, where “ncdfs” denotes the number of free degrees-of-freedom for the concentration. The vectors $c$ and $f$ are of size $ncdfs \times 1$. 
In the rest of this paper, the symbols $\geq$ and $\leq$ will be used to denote the component-wise comparison of vectors and matrices. That is, given two vectors $a$ and $b$, $a \leq b$ means that $(a)_i \leq (b)_i$ for all $i$. Likewise, given two matrices $A$ and $B$, $A \leq B$ means that $(A)_{ij} \leq (B)_{ij}$ for all $i$ and $j$. The mathematical means of the symbols $\geq$, $\prec$ and $\succ$ should now be obvious. We shall use $0$ and $O$ to denote zero vector and zero matrix, respectively.

**Definition 3.1 ($P$-matrix, $Z$-matrix, and $M$-matrix).** A matrix $A \in \mathbb{R}^{nd \times nd}$ is a $P$-matrix if $\frac{1}{2}(A + A^T)$ is positive-definite. The matrix is a $Z$-matrix if $(A)_{ij} \leq 0$, where $i \neq j$ and $i, j = 1, \ldots, nd$. The matrix is an $M$-matrix if $A$ is a $P$-matrix and a $Z$-matrix.

**Definition 3.2 (Coarse mesh demarcation for anisotropic ADR equations).** A regular low-order finite element computational mesh $\Omega_h$ is said to be coarse with respect to

(a) spurious oscillations if $\|p_e\|_h > 1$

(b) spurious oscillations and large linear reaction coefficient if $\|p_e\|_h > 1$ and $\|a_h\| > 1$

(c) spurious oscillations, large linear reaction coefficient, and a discrete maximum principle if the stiffness matrix $K$ associated with either SG$_1$ or SG$_2$ is not an $M$-matrix.

It can be easily shown through counterexamples that the stiffness matrix $K$ for ADR equation will not always be a $Z$-matrix. We shall now provide two such counterexamples. The first counterexample is the low-order finite element discretization based on two-node linear element for the following 1D ADR equation (with constant velocity, diffusivity, and linear reaction coefficients):

\[
\alpha c + v \frac{dc}{dx} - D \frac{d^2 c}{dx^2} = f(x) \quad \forall x \in \Omega := (0,1) \tag{3.4a}
\]

\[
c(x) = c^0(x) \quad \forall x \in \partial \Omega := \{0,1\} \tag{3.4b}
\]

with $\alpha \geq 0$, $D > 0$, and $v \in \mathbb{R}$. The entries of stiffness matrix $K$ for an $i^{th}$ intermediate node (using equal-sized two-node linear finite element) is given as follows:

\[
\frac{\alpha h}{6} \begin{bmatrix} 1 & 4 & 1 \\ \end{bmatrix} \begin{bmatrix} c_{i-1} \\ c_i \\ c_{i+1} \\ \end{bmatrix} + \frac{v}{2} \begin{bmatrix} -1 & 0 & 1 \\ \end{bmatrix} \begin{bmatrix} c_{i-1} \\ c_i \\ c_{i+1} \\ \end{bmatrix} + \frac{D}{h} \begin{bmatrix} -1 & 2 & -1 \\ \end{bmatrix} \begin{bmatrix} c_{i-1} \\ c_i \\ c_{i+1} \\ \end{bmatrix} \tag{3.5}
\]

On trivial manipulations on equation (3.5), it is evident that the stiffness matrix is a $Z$-matrix if and only if the following condition is satisfied:

\[
h \leq h_{\text{max}} := \frac{12D}{3|v| + \sqrt{9v^2 + 24\alpha D}} \tag{3.6}
\]

which is not always the case. The second counterexample is based on a simplicial finite element discretization (e.g., three-node triangular/four-node tetrahedron element) of ADR equation with Dirichlet BCs on the entire boundary. If any $nd$-simplicial mesh does not satisfy the following condition then $K$ is not a $Z$-matrix [39] Theorem 4.3:

\[
\begin{align*}
0 < \frac{h_p \|v\|_{\infty, \Omega_e}}{(nd + 1) \Lambda_{\min,D_{\Omega_e}}} + \frac{h_p h_q \|\alpha_{\infty, \Omega_e}\}}{(nd + 1)(nd + 2) \Lambda_{\min,D_{\Omega_e}}} & \leq \cos(\beta_{pq,D_{\Omega_e}^{-1}}) \\
\forall p, q = 1, 2, \ldots, nd + 1, p \neq q, \Omega_e \in \Omega_h
\end{align*} \tag{3.7}
\]

where $p$ and $q$ are the any two given arbitrary vertices of $\Omega_e$. $D_{\Omega_e}$ is the integral element average anisotropic diffusivity. $\Lambda_{\min,D_{\Omega_e}}$ denotes the minimum eigenvalue of $D_{\Omega_e}$. $h_p$ and $h_q$ are the perpendicular distance (or the height) from vertices $p$ and $q$ to their respective opposite faces.
\[ \beta_{pq, D^{-1}} \text{ is the dihedral angle measured in } \tilde{\Omega}_e \text{ metric between two faces opposite to vertices } p \text{ and } q \text{ of an element } \Omega_e. \]

**Proposition 3.3 (P-matrix linear complementarity problem for ADR equations).** Given that assumptions (A1)–(A5) hold, then the stiffness matrix \( K \) associated with low-order finite element discretization of either \( SG_1 \) or \( SG_2 \) is a P-matrix. Furthermore, if \( c \) has to be DMP-preserving on any arbitrary coarse mesh, then the resulting constrained discrete equations of single-field Galerkin formulation can be posed as a P-LCP.

**Proof.** We prove only for \( SG_1 \) formulation and extending it to \( SG_2 \) is a trivial manipulation. The symmetric part of the element stiffness matrix \( K_e \) is given as follows:

\[
\frac{1}{2} (K_e + K_e^T) = \int_{\Omega_e} \left( \alpha(x) + \frac{1}{2} \text{div}[v(x)] \right) N^T N \, d\Omega_e + \int_{\Omega_e} BD(x) B^T \, d\Omega_e
\]

\[
+ \int_{\partial \Omega_e^q} \frac{1}{2} |v \cdot \hat{n}| N^T N \, d\Gamma_e^q \quad (3.8)
\]

where \( N \) is row vector containing shape functions and \( B = (DN)J^{-1} \) (see Appendix 8 for details on \( DN \) and \( J \)). From equation \( (3.8) \) and assumptions (A1)–(A5), it is evident \( \frac{1}{2} (K_e + K_e^T) \) is positive semi-definite. Furthermore, the assembly procedure ensures that the global stiffness matrix \( K \) is positive definite \[43\] Section 2 and Section 3]. As the mesh is coarse, \( K \) is not an \( M \)-matrix. But we want \( c \) to satisfy the DMP constraints. Hence, this results in the following constrained discrete system of equations:

\[
Kc = f + \lambda \\
\lambda \succeq 0 \quad (3.9a) \\
c \succeq 0 \quad (3.9b) \\
\lambda \cdot c = 0 \quad (3.9c)
\]

As \( K \) is a P-matrix, the above system is a P-matrix linear complementarity problem. This completes the proof. \( \square \)

It needs to be emphasized that solving a LCP problem with P-matrix is, in general, NP-hard \[44\]. Therefore, posing the discrete equations as a LCP problem and numerically solving it is not a viable approach, especially for large-scale ADR problems with high \( \text{Pe}_h \). Moreover, it is not always feasible to find a DMP-based \( h \)-refined mesh that will produce accurate results for ADR equation for sufficiently high element Péclet number and element Damköhler number.

### 3.5. Approach #5: Posing the discrete problem as constrained normal equations.

One way of constructing an optimization-based approach to meet the non-negative constraint is to rewrite the discrete problem as the following constrained normal equations:

\[ \text{minimize } \frac{1}{2} \langle c; K^T K c \rangle - \langle c; K^T f \rangle \quad (3.10a) \]

subject to \( c \succeq 0 \quad (3.10b) \)
where \( \langle \bullet; \bullet \rangle \) denotes the standard inner-product in Euclidean spaces. The corresponding first-order optimality conditions can be written as:

\[
K^T K c = K^T f + \lambda 
\]

(3.11a)

\[
c \succeq 0 
\]

(3.11b)

\[
\lambda \succeq 0 
\]

(3.11c)

\[
\lambda_i c_i = 0 \quad \forall i = 1, \cdots, ncdfs 
\]

(3.11d)

If there are no constraints, the optimization problem becomes:

\[
\min_{c \in \mathbb{R}^{ncdfs}} \frac{1}{2} \langle c; K^T K c \rangle - \langle c; K^T f \rangle 
\]

(3.12)

The first-order optimality condition for the unconstrained discrete optimization problem is:

\[
K^T K c = K^T f 
\]

(3.13)

In the numerical mathematics literature (e.g., see [45]), the above system of equations (3.13) is referred to as normal equations. The three main deficiencies of this approach are:

(i) The constrained optimization-based normal equations method does not avoid node-to-node spurious oscillations. In addition, there is no obvious way of fixing the method to avoid this type of unphysical solutions.

(ii) It is well-known that the condition number of \( K^T K \) will be much worse than \( K \). So the numerical solution will be less reliable, less accurate, and numerically not stable [45].

(iii) The discrete optimization problem given by equation (3.12) on which non-negative constraints are enforced does not have a corresponding continuous variational/minimization problem.

We shall use the following academic problem to illustrate the aforementioned deficiencies:

\[
v \frac{dc}{dx} - D \frac{d^2 c}{dx^2} = f \quad \forall x \in (0, 1) 
\]

(3.14a)

\[
c(x = 0) = c(x = 1) = 0 
\]

(3.14b)

where \( v, D, \) and \( f \) are assumed to be constants. In our numerical experiment, we have taken the number of mesh elements to be 11, \( v/D = 150 \), and \( f = 1 \). The element Pécelet number (\( Pe_e = \frac{v}{D} \)) is approximately 6.82. Since it is greater than unity, there be will spurious node-to-node oscillations under the standard single-field Galerkin formulation. From Figure 2, it is evident that the normal equations approach does not eliminate the spurious node-to-node oscillations. The condition number of the stiffness matrix under the standard single-field Galerkin formulation is 8.41, whereas the condition number of the stiffness matrix under the normal equations approach is 70.69. For small element Pécelet numbers, deficiency (i) can be avoided. But deficiencies (ii) and (iii) will still be present and cannot be circumvented. Hence, posing the discrete problem as constrained normal equations is not a viable approach to meet maximum principles and the non-negative constraint.

4. PROPOSED COMPUTATIONAL FRAMEWORK

We employ least-squares formalism to develop a class of structure-preserving numerical formulations whose solutions satisfy DMP, LSB, and GSB. The formulations are built based on minimization of unconstrained/constrained quadratic least-squares functionals. In a least-squares-based finite element formulation, a non-physical least-squares functional is constructed in terms of the sum of the squares of the residuals in an appropriate norm. These residuals are based on the underlying
governing equations. However, it should be noted that LSFEMs are different from the Galerkin least-squares or stabilized mixed methods, where least-squares terms are added locally or globally to variational problems.

The success of LSFEM is due to the rich mathematical foundations that influence both the analysis and the algorithmic development. LSFEM offers several attractive features. The resulting weak formulations are coercive. Hence, a unique global minimizer exists for the least-squares functional and this minimizer coincides with the exact solution. Conforming finite element discretizations of least-squares functionals leads to stable and (eventually) optimally accurate numerical solutions. For mixed LSFEM-based formulations, equal order interpolation can be used for all the unknowns, which is computationally the most convenient. The resulting algebraic system is symmetric and positive definite. Thus, the discrete system can be solved using standard and robust iterative numerical methods. For more details on LSFEM for various applications, see Bochev and Gunzberger [46] and Jiang [47].

4.1. Design synopsis of the proposed numerical methodology. The central idea of the proposed computational framework is to constrain a least-squares functional with LSB and non-negative constraints. The main steps involved in the design of the proposed computational framework are:

(i) The governing equations of the ADR problem are written in first-order mixed form.
(ii) We construct a stabilized least-squares functional for these first-order governing equations.
(iii) We construct algebraic equality constraints to enforce element-wise/local species balance (LSB).
(iv) We enforce bound constraints to the constructed LSFEM to meet maximum principles and the non-negative constraint in the discrete setting. In order to achieve this, we shall use low-order finite element interpolation for $c(x)$.

The first-order mixed form of the governing equations can be written as:

\[
\begin{align*}
\mathbf{q}(x) - \mathbf{v}(x)c(x) + \mathbf{D}(x)\nabla c(x) &= 0 \\
\text{div}[\mathbf{q}(x)] &= f(x) - \alpha(x)c(x) \\
c(x) &= c^p(x) \\
\left( \mathbf{q}(x) - \frac{1 + \text{Sign}[\mathbf{v} \cdot \hat{n}]}{2} \mathbf{v}(x)c(x) \right) \cdot \hat{n}(x) &= q^p(x)
\end{align*}
\]

The bound constraints to meet discrete maximum principles take the following form:

\[
c_{\text{min}} \mathbf{1} \preceq \mathbf{c} \preceq c_{\text{max}} \mathbf{1} \quad \text{in } \Omega_h
\]

where $c_{\text{min}}$ and $c_{\text{max}}$ are the minimum and maximum concentration values possible in $\Omega$. The LSB equality constraints can be constructed in two different ways. The first approach is based on the integral statement of the balance of species on an element, and takes the following mathematical form:

\[
\int_{\Omega_e} \alpha(x)c(x) \, d\Omega_e + \int_{\partial \Omega_e} \mathbf{q}(x) \cdot \hat{n}(x) \, d\Gamma_e = \int_{\Omega_e} f(x) \, d\Omega_e
\]

The second approach is to enforce equation (4.1b) in each mesh element $\Omega_e$ in an integral form:

\[
\int_{\Omega_e} \alpha(x)c(x) \, d\Omega_e + \int_{\Omega_e} \text{div}[\mathbf{q}(x)] \, d\Omega_e = \int_{\Omega_e} f(x) \, d\Omega_e
\]
One can obtain equation (4.3) by applying the divergence theorem to equation (4.4), which means that these two approaches are equivalent in the continuous setting. This will not always be the case in the discrete setting. In the case of simplicial and non-simplicial low-order finite elements, these approaches are equivalent. However, these two approaches can be different in the case of higher-order finite elements. This is because in certain higher-order finite elements (e.g., nine-node quadrilateral element), not all the nodes are on the boundary of the element. The flux at an interior node contributes to the second integral in equation (4.4) but not to the corresponding term in equation (4.3). These issues are beyond the scope of this paper. Herein, we take the first approach given by equation (4.3).

We next construct two different least-squares functionals and analyze the influence of various constraints on the performance of these LSFEMs. It should be noted that Hsieh and Yang [14] have proposed similar least-squares functionals, but they considered homogeneous isotropic steady-state advection-diffusion equations. Moreover, even in the simple setting of isotropic diffusivity, they did not consider general Neumann BCs, spatially varying velocity fields, simplicial vs. non-simplicial elements, or the effects of DMPs and LSB on the performance of the least-squares functionals. This paper investigates all the mentioned aspects: we incorporate anisotropy, heterogeneity, transient effects, linear reaction terms, non-solenoidal spatially varying velocity fields, and DMP and LSB constraints.

4.2. Weighted primitive LSFEM. The weighted primitive LSFEM is the standard way of constructing a LSFEM-based formulation. It does not contain any additional stabilization terms. The weighted primitive least-squares functional $\mathcal{F}_{\text{Prim}}(c, q) : C \times Q \rightarrow \mathbb{R}$ in $L_2$-norm can be written as:

$$
\mathcal{F}_{\text{Prim}}(c, q) := \frac{1}{2} \left\| A(x) \left( q - cv + D \text{grad}[c] \right) \right\|^2_\Omega \\
+ \frac{1}{2} \left\| \beta(x) \left( \alpha c + \text{div}[q] - f \right) \right\|^2_\Omega \\
+ \frac{1}{2} \left\| \left( q - \left( 1 + \text{Sign}[v \cdot \hat{n}] \right) \left( \frac{1}{2} \alpha \right) \right) \cdot \hat{n} - q^p \right\|^2_{\Gamma_q}
$$

(4.5)

where the second-order tensor $A(x)$ and the scalar function $\beta(x)$ are the weights, which are defined as follows:

$$
A(x) = \begin{cases} 
I & \text{LS Type-1} \\
D^{-1/2}(x) & \text{LS Type-2}
\end{cases}
$$

(4.6a)

$$
\beta(x) = \begin{cases} 
1 & \text{if } \alpha(x) = 0 \\
\alpha^{-1/2}(x) & \text{if } \alpha(x) \neq 0
\end{cases}
$$

(4.6b)

A corresponding weak form can be obtained by setting the Gâteaux variation of the functional (4.5) to zero. We shall show in Sections 5 and 6 that a naive way of constructing LSFEM formulation, just like the weighted primitive LSFEM, does not perform well for advection-dominated ADR problems. Moreover, enforcing LSB and DMP constraints do not seem to have a profound effect. In order to adequately capture steep boundary and interior layers, we introduce an alternate stabilized LSFEM formulation, which will be referred to as the weighted negatively stabilized streamline diffusion LSFEM. This stabilized LSFEM formulation will be able to handle a wide spectrum of ADR problems ranging from advection-dominated to reaction-dominated problems.
4.3. Weighted negatively stabilized streamline diffusion LSFEM. The underlying idea of the proposed stabilized LSFEM formulation is to combine the streamline diffusion and stabilized Galerkin formulations. This is motivated by the prior studies that combining these two formulations exhibit enhanced stability (for example, see [14, 48]). In this formulation, we introduce a small element-wise stabilization parameter $\delta_{\Omega_e}$ to correct $q(x)$ in the streamline direction by adding second-order derivatives of $c(x)$. The modified flux along the streamline direction takes the following form:

$$q = cv - D\text{grad}[c] + \delta_{\Omega_e} v (\text{div}[cv - D\text{grad}[c]])$$  \hspace{1cm} (4.7)

Correspondingly, the species balance equation accounting for these corrections will be:

$$\alpha c + \text{div}[q] = f + f_{\delta_{\Omega_e}}$$  \hspace{1cm} (4.8)

where

$$f_{\delta_{\Omega_e}} := \delta_{\Omega_e} (\text{grad}[f - \alpha c] \cdot v + \text{div}[v] (f - \alpha c))$$  \hspace{1cm} (4.9)

The modification to the flux (given by equations (4.7)–(4.9)) will present two different ways of constructing Neumann BCs.

The first way utilizes the quantities $q(x)$, $c(x)$, $\alpha(x)$, and $f(x)$, and takes the following form:

$$\left(q - \frac{1 + \text{Sign}[v \cdot \hat{n}]}{2} cv - \delta_{\Omega_e} (f - \alpha c) v\right) \cdot \hat{n}(x) = q^p(x) \quad \text{on } \Gamma^q$$  \hspace{1cm} (4.10)

The second way utilizes $q(x)$, $c(x)$, and the first and second derivatives of $c(x)$. The corresponding expression for Neumann BCs takes the following form:

$$\left(q - \frac{1 + \text{Sign}[v \cdot \hat{n}]}{2} cv - \delta_{\Omega_e} (\text{div}[cv - D\text{grad}[c]]) v\right) \cdot \hat{n}(x) = q^p(x) \quad \text{on } \Gamma^q$$  \hspace{1cm} (4.11)

In the continuous setting, equations (4.10) and (4.11) are equivalent. However, in the discrete setting, the performance of these equations can be different based on the kind of (finite) element being employed. For example, for simplicial elements (such as three-node triangular (T3) element and four-node tetrahedral (T4) element) and four-node quadrilateral (Q4) element, both $\text{div}[\text{grad}[c(x)]]$ and $\text{grad}[\text{grad}[c(x)]]$ are zero for $\Omega_e \in \Gamma^q$. This is because the Hessian of $N$, which is $DDN$, is a zero matrix for both two-node linear (L2) and three-node triangular elements. For more details, see Section 8. But, this is not the case with non-simplicial linear finite elements for $nd = 3$ and higher-order finite elements (in any dimension). Hence, the Neumann BCs based on equation (4.11) are not always physically consistent. However, Neumann BCs based on equation (4.10) are always consistent irrespective of the finite element used. Herein, we have chosen Neumann BCs given by equation (4.10).

Based on the above set of equations (4.7)–(4.11), we construct a $L_2$-norm based least-squares functional. Additionally, as in the Galerkin least-squares method, we add a stabilization term to this functional. This stabilization term is as follows:

$$\frac{1}{2} \sum_{\Omega_e \in \Omega_h} \tau_{\Omega_e} \left\| \text{div}[cv - D\text{grad}[c]] + \alpha c - f \right\|_{\Omega_e}^2$$  \hspace{1cm} (4.12)
The least-squares functional for the weighted negatively stabilized streamline diffusion formulation \( \tilde{\mathcal{F}}_{\text{NgStb}}(c, q) : \mathcal{C} \times \mathcal{Q} \rightarrow \mathbb{R} \) in \( L_2 \)-norm takes the following form:

\[
\tilde{\mathcal{F}}_{\text{NgStb}}(c, q) := \frac{1}{2} \sum_{\Omega_e \in \Omega_h} \left\| A(x)(q - cv + D \text{grad}[c] - \delta_{\Omega_e} v (\text{div}[cv - D \text{grad}[c]]) \right\|_{\Omega_e}^2 + \frac{1}{2} \sum_{\Omega_e \in \Omega_h} \left\| \beta(x)(ac + \text{div}[q] - f - f_{\delta_{\Omega_e}}) \right\|_{\Omega_e}^2 + \frac{1}{2} \sum_{\Omega_e \in \Gamma} \left\| \left( q - \frac{1 + \text{Sign}[v \cdot \hat{n}]}{2} \right) cv - \delta_{\Omega_e} (f - ac) v \right\|_{\Omega_e}^2 + \frac{1}{2} \sum_{\Omega_e \in \Omega_h} \tau_{\Omega_e} \left\| \text{div}[cv - D \text{grad}[c]] + ac - f \right\|_{\Omega_e}^2 \]

(4.13)

The element dependent parameters \( \tau_{\Omega_e} \leq 0 \) and \( \delta_{\Omega_e} \leq 0 \) are given as:

\[
\delta_{\Omega_e} = - \frac{\delta_o \lambda_{\text{min}} h_{\Omega_e}^2}{\left( \lambda_{\text{max}}^2 + \delta_1 \max_{x \in \Omega} [(a + \text{div}[v])^2] h^2 + \delta_2 \max_{x \in \Omega} [\|\text{div}[D]\|] h^2 \right)} \quad (4.14a)
\]

\[
\tau_{\Omega_e} = - \frac{\tau_o \lambda_{\text{min}} h_{\Omega_e}^2}{\left( \lambda_{\text{max}}^2 + \tau_1 \max_{x \in \Omega} [(a + \text{div}[v])^2] h^2 + \tau_2 \max_{x \in \Omega} [\|\text{div}[D]\|] h^2 \right)} \quad (4.14b)
\]

where \( \delta_o, \delta_1, \delta_2, \tau_o, \tau_1, \) and \( \tau_2 \) are non-negative constants. Appendix 9 provides a thorough mathematical justification behind the above stabilization parameters.

For unconstrained LSFEMs, the errors incurred in satisfying LSB and GSB can be calculated as:

\[
\epsilon_{\text{LSB}}^{(e)} = \int_{\Omega_e} a(x)c(x) \, d\Omega_e + \int_{\partial\Omega_e} q(x) \cdot \hat{n}(x) \, d\Gamma_e - \int_{\Omega_e} f(x) \, d\Omega_e \quad (4.15a)
\]

\[
\epsilon_{\text{GSB}} = \sum_{e=1}^{\text{Nele}} \epsilon_{\text{LSB}}^{(e)} \quad (4.15b)
\]

where \( c(x) \) and \( q(x) \) are the solutions obtained by solving a given unconstrained LSFEM. In numerical \( h \)-convergence study, we are interested in the following quantities with respect to \( h \)-refinement:

\[
\epsilon_{\text{MaxAbsLSB}} = \max_{\Omega_e \in \Omega_h} \left[ \epsilon_{\text{LSB}}^{(e)} \right] \quad (4.16)
\]

\[
\epsilon_{\text{AbsGSB}} = \epsilon_{\text{GSB}} \quad (4.17)
\]

Few remarks about the species balance are in order. In writing equation (4.17), we have assumed that the mesh is conforming, and the test and trial functions belong to \( C^0(\Omega) \) (i.e., there is inter-element continuity of the functions). Under the proposed computational framework, we place explicit (equality) constraints to meet \( \epsilon_{\text{LSB}}^{(e)} = 0 \) \( \forall e = 1, \cdots, \text{Nele} \). By meeting the local species balance, the global species balance is trivially met.

4.4. Discrete equations. Let \( K_{cc} \) denote the stiffness matrix obtained by lower-order finite element discretization of the LSFEM terms involving \( c(x) \) and \( w(x) \). Similarly, we can define the stiffness matrices \( K_{cq}, K_{qc}, \) and \( K_{qq} \). The load vectors are denoted by \( r_c \) and \( r_q \), respectively. These vectors are obtained from the finite element discretization of the LSFEM terms involving
where \( w(\mathbf{x}) \) and \( \mathbf{p}(\mathbf{x}) \). It should be noted that the stiffness matrices \( K_{cc} \) and \( K_{qq} \) are symmetric and positive definite. Furthermore, \( K_{qc} = K_{cq}^T \).

The corresponding constrained optimization problem in the discrete setting for the proposed locally conservative DMP-preserving LSFEMs can be written as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \langle \mathbf{c}; K_{cc} \mathbf{c} \rangle + \langle \mathbf{c}; K_{cq} \mathbf{q} \rangle + \frac{1}{2} \langle \mathbf{q}; K_{qq} \mathbf{q} \rangle - \langle \mathbf{c}; \mathbf{r}_c \rangle - \langle \mathbf{q}; \mathbf{r}_q \rangle \\
\text{subject to} & \quad \begin{cases} 
A_c \mathbf{c} + A_q \mathbf{q} = \mathbf{b}_f \\
\mathbf{c}_{\min} \mathbf{1} \preceq \mathbf{c} \preceq \mathbf{c}_{\max} \mathbf{1}
\end{cases}
\end{align*}
\]  

(4.18a)

(4.18b)

where “\( \text{ndofs} \)” denotes the number of degrees-of-freedom for the flux vector, and “\( \text{ncdofs} \)” denotes the number of degrees-of-freedom for the concentration. The vector of size \( \text{ncdofs} \times 1 \) with all entries to be unity is denoted as \( \mathbf{1} \). Recall that \( \langle \mathbf{a}; \mathbf{b} \rangle \) denotes the standard inner-product on the Euclidean spaces. The finite element discretization of the local species balance equation gives rise to the global LSB matrices \( A_c \) and \( A_q \), and the global LSB vector \( \mathbf{b}_f \). The matrices \( A_c \) and \( A_q \) are of sizes \( \text{Nele} \times \text{ncdofs} \) and \( \text{Nele} \times \text{ndofs} \), respectively. Similar inference can be drawn on the sizes of \( \mathbf{b}_f \), \( \mathbf{r}_c \), \( \mathbf{r}_q \), \( K_{cq} \), and \( K_{qq} \). Since \( K_{qc} = K_{cq}^T \) and the matrices \( K_{cc} \) and \( K_{qq} \) are symmetric and positive definite, the constrained optimization problem \((4.18a) - (4.18b)\) belongs to convex quadratic programming and has a unique global minimizer \([49]\). The corresponding first-order optimality conditions – popularly known as the Karush-Kuhn-Tucker (KKT) conditions – for this discrete optimization problem take the following form:

\[
\begin{align*}
K_{cc} \mathbf{c} + K_{cq} \mathbf{q} &= \mathbf{r}_c - A_c^T \lambda_c + \mathbf{\mu}_{\min} - \mathbf{\mu}_{\max} \\
K_{cq}^T \mathbf{c} + K_{qq} \mathbf{q} &= \mathbf{r}_q - A_q^T \lambda_q \\
A_c \mathbf{c} + A_q \mathbf{q} &= \mathbf{b}_f \\
\mathbf{\mu}_{\min} &\succeq \mathbf{0} \\
\mathbf{\mu}_{\max} &\succeq \mathbf{0} \\
\langle \mathbf{c} - \mathbf{c}_{\min} \mathbf{1} \rangle \mathbf{\mu}_{\min} &= 0 \\
\langle \mathbf{c}_{\max} \mathbf{1} - \mathbf{c} \rangle \mathbf{\mu}_{\max} &= 0
\end{align*}
\]  

(4.19a)

(4.19b)

(4.19c)

(4.19d)

(4.19e)

(4.19f)

(4.19g)

where \( \lambda_c \) and \( \lambda_q \) are the Lagrange multipliers enforcing the LSB equality constraints, which stem from equation \((4.19c)\). \( \mathbf{\mu}_{\min} \) and \( \mathbf{\mu}_{\max} \) are the KKT multipliers enforcing the DMP inequality constraints given by \( \mathbf{c}_{\min} \mathbf{1} \preceq \mathbf{c} \preceq \mathbf{c}_{\max} \mathbf{1} \). Note that the non-negative constraint is a subset of the DMP inequality constraints. To wit, setting \( \mathbf{c}_{\min} = \mathbf{0} \) and \( \mathbf{c}_{\max} = +\infty \) will result in explicit non-negative constraints on the nodal concentrations.

In the next two sections, we illustrate the performance of the proposed computational framework for advection-dominated ADR problems and transport-controlled irreversible fast bimolecular reactions. In all the numerical simulations reported in this paper, the constrained optimization problem is solved using the \textsc{Matlab}'s [33] built-in function handler \texttt{quadprog}, which has a robust solver based on an interior-point numerical algorithm presented in References [50][52]. One can alternatively employ the optimization solvers from \textsc{SciPy} [53]. The tolerance in the stopping criterion for solving convex quadratic programming problems is taken as \( 100\epsilon_{\text{mach}} \), where \( \epsilon_{\text{mach}} \approx 2.22 \times 10^{-16} \) is the machine precision for a 64-bit machine.  
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There are various approaches to numerically solve transient diffusion-type systems. It is desirable to have a numerical strategy that converts and utilizes the solvers for steady-state diffusion-type equations to solve transient systems. It has been recently shown that the method of horizontal lines using the backward Euler time-stepping scheme is one of the viable approaches to respect maximum principles and the non-negative constraint in the discrete setting [54]. The method of horizontal lines discretizes the time domain first, and thereby converts the transient ADR equations at each time-level into a system of governing equations similar to (2.1a)–(2.1c). This methodology, thus, helps us to use the computational framework provided in Section 4. One can employ a numerical procedure similar to Algorithm 1 provided in Reference [54] to advance the numerical solution over the time. Numerical results for transient systems are presented in Section 6.

5. NUMERICAL h-CONVERGENCE AND BENCHMARK PROBLEMS

We shall employ a popular problem from the literature, which is commonly used to assess the accuracy of numerical formulations for advective-diffusive systems (e.g., see [14,55]). The test problem is constructed using the method of manufactured solutions. The computational domain is a bi-unit square: \( \Omega = (0,1) \times (0,1) \). The advection velocity vector field is taken as \( \mathbf{v}(x) = \hat{e}_y \), where \( \hat{e}_y \) is the unit vector along the y-direction. The scalar diffusivity is denoted by \( D(x) \). The concentration field is taken as follows:

\[
c(x, y) = \frac{\sin(\pi x)}{e^{m_2-m_1} - 1} (e^{m_2-m_1}e^{m_1 y} - e^{m_2 y})
\]  
(5.1)

where the constants \( m_1 \) and \( m_2 \) are given in terms of the scalar diffusivity:

\[
m_1 = \frac{1 - \sqrt{1 + 4\pi^2D^2}}{2D} \quad (5.2a)
\]
\[
m_2 = \frac{1 + \sqrt{1 + 4\pi^2D^2}}{2D} \quad (5.2b)
\]

We have taken \( D(x) = 10^{-2} \) in our numerical simulations. This choice is arbitrary, and is primarily motivated to check whether the proposed framework gives stable, reliable, and accurate numerical results for advection-dominated problems. For the chosen value of the diffusivity, the solution (5.1) exhibits steep gradients near the boundary of the domain. A pictorial description of the boundary value problem is provided by Figure 3.

Numerical solutions for the concentration and the flux vector are obtained by prescribing Dirichlet boundary conditions on all the four sides of the computational domain. These conditions are enforced strongly and are given as follows:

\[
c(x) = \begin{cases} 
    \sin(\pi x) & \text{for } y = 0 \\
    0 & \text{for } x = 0 \text{ or } x = 1 \text{ or } y = 1 
\end{cases}
\]  
(5.3)

Using equation (5.1), one can calculate the corresponding flux vector and volumetric source needed for the convergence analysis.

5.1. Convergence analysis for \( D(x, y) = 10^{-2} \). Herein, we will discuss the performance of negatively stabilized streamline diffusion LSFEM with and without LSB constraints. In case of unconstrained setting, we also quantify the errors incurred in satisfying LSB and GSB. Numerical simulations are performed using a series of hierarchical structured meshes based on three-node triangular (T3) and four-node quadrilateral (Q4) elements with XSeed and YSeed ranging from 11
to 81. Figure 4 provides the typical computational meshes used in the numerical $h$-convergence analysis.

The weights for the primitive and negatively stabilized streamline diffusion LSFEMs are taken to be of LS Type-1 (i.e., $A(x) = I$ and $\beta(x) = 1$). The element stabilization parameters for negatively stabilized streamline diffusion LSFEM are taken as $\delta_o = 0.01$ and $\tau_o = 0.01$. The convergence of the proposed computational framework with respect to $L^2$-norm and $H^1$-semi-norm is illustrated in Figure 5. From this figure, one can notice that near optimal convergence rates are achieved for the concentration field in both $L^2$-norm and $H^1$-semi-norm for unconstrained negatively stabilized streamline diffusion formulation. For the flux vector, near optimal convergence rate is obtained in $L^2$-norm but not in $H^1$-semi-norm. This is because of the steep gradients in the concentration field at the boundary $y = 1$, which is due to the small value for the diffusivity. Enforcing LSB constraints considerably improves the $H^1$-semi-norm convergence rate for the flux vector. However, for the flux variables, there is a slight decrease in $L^2$-norm convergence rate as compared to the unconstrained negatively stabilized streamline diffusion LSFEM. Similar decrease in convergence rates of $L^2$-norm and $H^1$-semi-norm for the concentration has been observed. This can be attributed to the fact that LSB constraints improve the accuracy of the flux vector inside the boundary layers but has little effect away from it.

**Remark 5.1.** It should be noted that the convergence rates reported in Figure 4 for the unconstrained negatively stabilized streamline diffusion LSFEM are in accordance with the mathematical analysis provided by Kopteva [56] and Stynes [28]. These results are obtained for singularly perturbed advection-diffusion equation based on a class of unconstrained streamline diffusion finite element formulations. Kopteva [56] shows that one can get at best first-order convergence inside boundary and characteristic layers even on special meshes.

From Figure 5, one can also conclude that the Q4 element performs better than the T3 element. These trends in the convergence rates for different meshes are due to the fact that higher-order derivatives (e.g., $\text{div}[\text{grad}[c(x)]]$) in the stabilization terms for negatively stabilized streamline diffusion LSFEM vanish for T3 element. But these stabilization terms are non-zero for a Q4 element. The reason is that the shape functions for a T3 element are affine while that of a Q4 element are bilinear.

Another important aspect of this numerical $h$-convergence study is to quantify the errors incurred in satisfying LSB and GSB for unconstrained LSFEMs. The contours of the error distribution in LSB and the Lagrange multipliers enforcing the LSB constraints are shown in Figure 6. It is apparent that errors incurred in satisfying LSB are smaller under Q4 meshes than under T3 meshes. The decrease in $\epsilon_{\text{MaxAbsLSB}}$ and $\epsilon_{\text{AbsGSB}}$ on $h$-refinement is shown in Figure 7. From this figure, one can notice that the errors in LSB and GSB for a Q4 mesh are less than that of a T3 mesh. On $h$-refinement, the decrease in $\epsilon_{\text{MaxAbsLSB}}$ and $\epsilon_{\text{AbsGSB}}$ is slow and not close to machine precision.

Finally, the computational cost of the unconstrained and constrained LSFEMs for both T3 and Q4 meshes are shown in Figures 8 and 9. It is clear that the computational cost associated with a Q4 mesh is higher than that of a T3 mesh. This can be again be attributed to the non-vanishing stabilization terms (e.g., $\text{div}[\text{grad}[c(x)]]$) in the negatively stabilized streamline diffusion LSFEM for Q4 meshes. For constrained LSFEMs, the maximum additional computational cost (for both LSFEMs) did not exceed 15%, which has been tested on a hierarchy of meshes.
5.2. Thermal boundary layer problem. This benchmark problem has wide practical applications in the areas of heat and mass transfer. Herein, we shall use this benchmark problem to study the performance of unconstrained and constrained LSFEM formulations in capturing steep gradients near the boundary for advection-dominated scenarios. Consider a rectangular domain \( \Omega = \{(x, y) \in [0, 1] \times [0, 0.5]\} \) with velocity field \( \mathbf{v}(x, y) = 2y\hat{e}_x \), where \( \hat{e}_x \) is the unit vector along the \( x \)-direction. The volumetric source is assumed to be homogeneous (i.e., \( f(x, y) = 0 \)), and the scalar diffusivity is taken to be \( D(x, y) = 10^{-4} \). The boundary conditions are:

\[
c(x, y) = \begin{cases} 
0 & \text{for } 0 < x \leq 1 \text{ and } y = 0 \\
2y & \text{for } x = 1 \text{ and } 0 \leq y \leq 0.5 \\
1 & \text{for } 0 \leq x \leq 1 \text{ and } y = 1 \\
1 & \text{for } x = 0 \text{ and } 0 \leq y \leq 0.5
\end{cases}
\] (5.4)

A pictorial description of the boundary value problem is provided in Figure 10. The weights are parameters for negatively stabilized streamline diffusion LSFEM are taken to be \( \delta_o = 0.01 \) and \( \tau_o = 0.001 \). Numerical simulations are performed using four-node quadrilateral mesh with XSeed = 41 and YSeed = 21. The element Péclet number will then be \( \mathrm{Pe}_h = 125 \). The obtained concentration contours are shown in Figure 11. It is evident from these figures that numerical solution obtained from the primitive LSFEM contains node-to-node spurious oscillations. These oscillations did not reduce even after enforcing the LSB and NN constraints. But the negatively stabilized streamline diffusion LSFEM is able to capture the steep gradients near the boundary without producing spurious oscillations. The errors incurred in satisfying LSB for unconstrained LSFEM formulations are shown in Figure 12.

6. TRANSPORT-CONTROLLED BIMOLECULAR CHEMICAL REACTIONS

In this section, we shall apply the proposed mixed LSFEM-based computational framework to study transport-controlled bimolecular chemical reactions. Specifically, we are interested in the spatial distribution, plume formation, and chaotic mixing of chemical species at high Péclet numbers. To this end, consider the following irreversible bimolecular chemical reaction:

\[
n_A A + n_B B \longrightarrow n_C C
\] (6.1)

where \( A, B, \) and \( C \) are the species involved in the chemical reaction; \( n_A, n_B, \) and \( n_C \) are their respective (positive) stoichiometric coefficients. The fate of these chemical species are governed by the following coupled advective-diffusive-reactive system:

\[
\frac{\partial c_A}{\partial t} + \text{div}[\mathbf{v} c_A - D(x, t) \text{grad}[c_A]] = f_A(x, t) - n_A r(x, t, c_A, c_B, c_C) \quad \text{in } \Omega \times ]0, T[ \tag{6.2a}
\]

\[
\frac{\partial c_B}{\partial t} + \text{div}[\mathbf{v} c_B - D(x, t) \text{grad}[c_B]] = f_B(x, t) - n_B r(x, t, c_A, c_B, c_C) \quad \text{in } \Omega \times ]0, T[ \tag{6.2b}
\]

\[
\frac{\partial c_C}{\partial t} + \text{div}[\mathbf{v} c_C - D(x, t) \text{grad}[c_C]] = f_C(x, t) + n_C r(x, t, c_A, c_B, c_C) \quad \text{in } \Omega \times ]0, T[ \tag{6.2c}
\]

\[
c_i(x, t) = c^0_i(x, t) \quad \text{on } \Gamma_i^0 \times ]0, T[ \tag{6.2d}
\]

\[
\left( \frac{1 - \text{Sign} \left[ \mathbf{v} \cdot \hat{n} \right]}{2} \right) \mathbf{v}(x, t) c_i(x, t) - D(x, t) \text{grad}[c_i(x, t)] \right) \cdot \hat{n}(x) = h_i^p(x, t) \quad \text{on } \Gamma_i^0 \times ]0, T[ \tag{6.2e}
\]

\[
c_i(x, t = 0) = c^0_i(x) \quad \text{in } \Omega \tag{6.2f}
\]
where $i = A, B, \text{ and } C$. $\mathbf{v}(x,t)$ is the advection velocity vector field, $f_i(x,t)$ constitutes the non-reactive volumetric source, $c_i^0(x,t)$ is the Dirichlet boundary condition, and $h_i^0(x,t)$ is the Neumann boundary condition of the $i$-th chemical species. $r(x,t,c_A,c_B,c_C)$ is the bimolecular chemical reaction rate, which is a non-linear function of the concentrations of the chemical species involved in the reaction. $c_i^0(x)$ is the initial condition of $i$-th chemical species. $t \in [0,I]$ denote the time, where $I$ is the total time of interest. The coupled governing equations (6.2a)–(6.2e) can be converted to a set of uncoupled advection-diffusion equations using the following linear algebraic transformation:

\begin{align}
    c_F &:= c_A + \left( \frac{n_A}{n_C} \right) c_C \\
    c_G &:= c_B + \left( \frac{n_B}{n_C} \right) c_C
\end{align}

(6.3a)

As we are interested in fast bimolecular chemical reactions, it is acceptable to assume that the chemical species $A$ and $B$ cannot co-exist at any given location $x$ and time $t$. Hence, $c_A$, $c_B$, and $c_C$ can be evaluated as follows:

\begin{align}
    c_A(x,t) &= \max \left[ c_F(x,t) - \left( \frac{n_A}{n_B} \right) c_G(x,t), 0 \right] \\
    c_B(x,t) &= \max \left[ c_G(x,t) - \left( \frac{n_B}{n_A} \right) c_F(x,t), 0 \right] \\
    c_C(x,t) &= \left( \frac{n_C}{n_A} \right) \left( c_F(x,t) - c_A(x,t) \right)
\end{align}

(6.4a)

(6.4b)

(6.4c)

In Reference [35], a similar mathematical model has been studied in the context of maximum principles and the non-negative constraint. However, the study has neglected the advection, and did not address local and global species balance. These aspects are very important and cannot be neglected in the numerical simulations of chemically reacting systems. In particular, advection can play a predominant role in the study of bioremediation [57], transverse mixing-controlled chemical reactions in hydro-geological media [58], and contaminant degradation problems [59]. This paper precisely addresses such problems in which advection is dominant, and satisfying species balance at both local and global levels is extremely important.

Herein, we perform numerical simulations for highly spatially varying advection velocity fields and time-periodic flows. See Reference [60] for a discussion on time-periodic flows. For such problems in 2D, the following quantity is of considerable importance, which is referred as the position weighted second moment of the product $C$ concentration:

\begin{equation}
    \Theta_C^2(t) = \frac{\int (y - y_0)^2 c_C(x,t) \, d\Omega}{\int c_C(x,t) \, d\Omega}
\end{equation}

(6.5)

where $y_0$ is the location of a convenient reference horizontal line. In our numerical simulations, we have taken $y_0$ to be the $y$-coordinate of the start of the formation of product $C$. Since $c_C(x,t) \geq 0$, $\Theta_C^2(t)$ is a non-negative quantity. In subsequent sections, we study the utility of this quantity as a \textit{a posteriori} criterion to assess numerical accuracy. We also analyze the variation of $\Theta_C^2$ with respect to $\text{Pe}_h$. We also present the numerical results that shed light on the impact of advection on the
formation of the product $C$. In all our numerical simulations, we have taken the weights in primitive and negatively stabilized streamline diffusion LSFEMs to be that of LS Type-1 (i.e., $A(x) = I$ and $\beta(x) = 1$).

**Remark 6.1.** In the literature, to study mixing processes due to advection, spectral methods [61], pseudospectral methods [62], and model reduction methods [60] are commonly employed. However, such methods are limited to time-periodic flows, periodic initial and boundary conditions, simple geometries, and homogeneous isotropic diffusivity. Extending these methods to complicated geometries, general initial and boundary conditions, complicated advection velocity fields, and heterogeneous isotropic and anisotropic diffusivity is not trivial and may not even be possible. Moreover, these methods do not guarantee the satisfaction of non-negativity, DMPs, LSB, and GSB. The proposed computational framework is aimed at filling this lacuna.

6.1. One-dimensional steady-state analysis of product formation in fast reactions. Analysis is performed for two different advection velocities: $v = 0.25$ and $v = 1.0$. Diffusivity is assumed to be $2.5 \times 10^{-3}$. The stoichiometric coefficients are assumed to be: $n_A = 2$, $n_B = 1$, and $n_C = 1$. Numerical simulations are performed for two different cases as described below.

6.1.1. **Case #1.** A pictorial description of the boundary value problem is shown in Figure 13. The objective of this case study is to analyze whether the proposed negatively stabilized streamline diffusion LSFEM can produce physically meaningful values for $c_i(x)$ on coarse meshes. Based on the linear algebraic transformation given by equations (6.3a)–(6.3b), the analytical solution for invariants $F$ and $G$ can be written as follows:

$$c_F(x) = \left(1 - \frac{1 - \exp(vx/D)}{1 - \exp(v/D)}\right)$$

$$c_G(x) = \frac{f_G}{v} \left(x - \frac{1 - \exp(vx/D)}{1 - \exp(v/D)}\right)$$

Using equations (6.4a)–(6.4c), one can obtain the analytical solution for product $C$.

For the numerical solution, we have taken $XSeed = 11$. The element stabilization parameters for negatively stabilized streamline diffusion LSFEM are taken as $\delta_o = 0.08$ and $\tau_o = 0.04$ when $v = 0.25$. For $v = 1.0$, $\delta_o$ and $\tau_o$, are assumed to equal to 0.083 and 0.0121, respectively. The analytical and numerical solutions are compared in Figure 14. As per this figure, the primitive LSFEM produces node-to-node oscillations near the boundaries of the domain. Furthermore, its numerical solution considerably deviates from the analytical solution in the entire domain. For $Peh = 5$ and $Peh = 20$, the negative value for the concentration is as low as $-1.25$ and $-0.47$. On the other hand, the negatively stabilized streamline diffusion LSFEM is able capture the analytical solution profile in the entire domain without producing negative values in the concentration field.

6.1.2. **Case #2.** A pictorial description of the boundary value problem is provided in Figure 13. The objective of this case study is to examine whether the proposed LSFEM can capture steep gradients in the solution near the boundary. The analytical solution for the invariants $F$ and $G$ can be written as follows:

$$c_F(x) = \left(1 - \frac{1 - \exp(vx/D)}{1 - \exp(v/D)}\right)$$

$$c_G(x) = \frac{1 - \exp(vx/D)}{1 - \exp(v/D)}$$
Figure[15] compares the obtained the numerical solution with the analytical solution. The negatively stabilized streamline diffusion LSFEM is able to accurately capture the steep gradients near the boundary.

6.2. Steady-state plume formation from boundary in a reaction tank. A pictorial description of the boundary value problem is provided in Figure[16] The computational domain is a rectangle with \( L_x = 2 \) and \( L_y = 1 \). Dirichlet boundary conditions with \( c^p_A = c^p_B = 1 \) are specified on the left side of the domain. Elsewhere, \( c^p_i(x) \) is taken to be zero for all the chemical species involved in the bimolecular reaction. The non-reactive volumetric source is assumed to be zero in the entire domain for all the chemical species. The stoichiometric coefficients are taken as \( n_A = 1 \), \( n_B = 1 \) and \( n_C = 1 \). The advection velocity field is defined through the following multi-mode stream function [35]:

\[
\psi(x) = -y - \sum_{k=1}^{3} A_k \cos \left( \frac{p_k \pi x}{L_x} - \frac{\pi}{2} \right) \sin \left( \frac{q_k \pi y}{L_y} \right) \tag{6.8}
\]

where \( x = (x, y) \), \( (p_1, p_2, p_3) = (4, 5, 10) \), \( (q_1, q_2, q_3) = (1, 5, 10) \), and \( (A_1, A_2, A_3) = (0.08, 0.02, 0.01) \). The corresponding components of the advection velocity can be written as follows:

\[
v_x(x) = -\frac{\partial \psi}{\partial y} = 1 + \sum_{k=1}^{3} A_k \frac{q_k \pi}{L_y} \cos \left( \frac{p_k \pi x}{L_x} - \frac{\pi}{2} \right) \cos \left( \frac{q_k \pi y}{L_y} \right) \tag{6.9a}
\]

\[
v_y(x) = +\frac{\partial \psi}{\partial x} = \sum_{k=1}^{3} A_k \frac{p_k \pi}{L_x} \sin \left( \frac{p_k \pi x}{L_x} - \frac{\pi}{2} \right) \sin \left( \frac{q_k \pi y}{L_y} \right) \tag{6.9b}
\]

It is easy to check that \( \text{div}[v(x)] = 0 \). The contours of the stream function and the corresponding advection velocity vector field are shown in Figure[16] Numerical simulations are performed using the following two different types of diffusivities:

- Type #1: \( D(x) = 10^{-2} \)
- Type #2: \( D(x) = R D_0 R^T \), where \( R \) and \( D_0 \) are given as follows:

\[
R = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix} \tag{6.10a}
\]

\[
D_0(x) = \omega_0 \begin{pmatrix} y_*^2 + \omega_2 x_*^2 & -(1 - \omega_2)x_*y_* \\ -(1 - \omega_2)x_*y_* & \omega_2 y_*^2 + x_*^2 \end{pmatrix} \tag{6.10b}
\]

where \( x_* = x + \omega_1 \) and \( y_* = y + \omega_1 \). The parameters \( \theta, \omega_0, \omega_1, \) and \( \omega_2 \) are equal to \( \frac{\pi}{6}, 1.0, 10^{-3}, \) and \( 10^{-3} \). Correspondingly, the eigenvalues of \( D(x) \) are \( \omega_0(x_*^2 + y_*^2) \) and \( \omega_0\omega_2(x_*^2 + y_*^2) \). The contrast/anisotropic ratio of the media (which is the ratio of maximum to minimum eigenvalue) is as high as \( 10^3 \).

Herein, we employed a structured mesh based on Q4 elements. Numerical simulations are performed with varying mesh sizes and polynomial orders \( (p = 1, 2, 3) \) to demonstrate the pros and cons of various unconstrained and constrained LSFEMs. The stabilization parameters are taken as \( \delta_0 = \tau_o = 10^{-3} \) and \( \delta_2 = \tau_2 = 10^{-4} \). The contours of the concentration of the product \( C \) are shown in Figures[17][20] for both the primitive and negatively stabilized streamline diffusion LSFEMs. The white patches in the figures denote the regions in which the non-negative constraint has been violated. The variation of \( \Theta^2_C \) with respect to XSeed and \( Pe_L \) are shown in Figures[21][22]. From these figures, the following inferences can be drawn:
(i) It is clear that both low-order and higher-order polynomials violate the non-negative constraint and DMPs under unconstrained formulations. Moreover, mesh refinement and polynomial refinement do not seem to reduce the amount of violated region for DMP constraints.

(ii) The proposed framework based on $p = 1$ is able to satisfy all the desired properties, and is able to predict physically meaningful values for the concentration and the flux.

(iii) The primitive LSFEM and the unconstrained negatively stabilized streamline diffusion LSFEM give unphysical values for the position weighted second moment of the product $C$ (i.e., $\Theta_C^2$). On the other hand, the proposed computational framework is able to accurately describe the variation of $\Theta_C^2$ with respect to mesh refinement. In addition, the numerical values for $\Theta_C^2$ reaches a plateau on $h$-refinement, which indicates convergence. However, this is not observed with the unconstrained primitive and negatively stabilized streamline diffusion LSFEMs.

Finally, it should be emphasized that placing explicit non-negative constraints on the nodal concentrations does not ensure non-negativity of the concentration in the entire computational domain. This is due to the fact that higher-order shape functions change their sign within an element [63].

6.3. Transient analysis of vortex stirred mixing in a reaction tank. Figure 23 provides a pictorial description of the problem with appropriate initial and boundary conditions. The computational domain is a square with $L_x = L_y = 1$. For all chemical species, zero flux boundary condition is prescribed on the entire boundary. The non-reactive volumetric source is zero in the entire domain for all the chemical species $A$, $B$, and $C$. The stoichiometric coefficients are taken as $n_A = 1$, $n_B = 1$, and $n_C = 1$. For advection velocity, we employ the following vortex-based flow field:

$$v(x) = \cos(2\pi y)\hat{e}_x + \cos(2\pi x)\hat{e}_y$$

(6.11)

The total time of interest is taken as $\mathcal{T} = 5$. We assume scalar diffusivity to be $D = 10^{-2}$. The stabilization parameters are taken as $\delta_o = \tau_o = 10^{-3}$ and $\delta_1 = \tau_1 = 10^{-4}$. Figures 24–26 provide the concentration profiles of unconstrained and constrained negatively stabilized streamline diffusion LSFEM with NN constraints. From these figures it is evident that existing numerical formulations do not provide accurate information on the fate of reactants and products for all times. On the other hand, the proposed methodology predicts results accurately for both early and late times.

6.4. Transient analysis of species mixing in cellular flows. A pictorial description of the initial boundary value problem is provided in Figure 27. We have taken $L_x = 1$, $L_y = 0.5$, XSeed = 61 and YSeed = 241. The stoichiometric coefficients are taken as $n_A = 1$, $n_B = 1$ and $n_C = 1$. The time-step is taken as $\Delta t = 0.1$. The total time of interest is taken as $\mathcal{T} = 5$. The scalar diffusivity is taken as $D = 5 \times 10^{-3}$. The stabilization parameters are taken as $\delta_o = \tau_o = 10^{-3}$ and $\delta_1 = \tau_1 = 10^{-4}$. The advection velocity vector field for the cellular flow is given by:

$$v(x) = -\sin\left(\frac{2\pi x}{L_{\text{Cell}}}\right) \cos\left(\frac{2\pi y}{L_{\text{Cell}}}\right) \hat{e}_x + \cos\left(\frac{2\pi x}{L_{\text{Cell}}}\right) \sin\left(\frac{2\pi y}{L_{\text{Cell}}}\right) \hat{e}_y$$

(6.12)

where $L_{\text{Cell}} = 0.5$. It should be noted that the concentration of the product $C$ should be between 0 and 1. Figure 28 shows the concentration profiles of the product $C$ under the unconstrained and constrained negatively stabilized streamline diffusion. It is evident that the unconstrained LSFEM violates both the non-negative and maximum constraints. On the other hand, the proposed computational framework with LSB and DMP constraints provides physically meaningful profiles for the concentration of the product.
7. SUMMARY AND CONCLUDING REMARKS

We presented a robust computational framework for (steady-state and transient) advection-diffusion-reaction equations that satisfies the non-negative constraint, maximum principles, local species balance, and global species balance. The framework can handle general computational grids, anisotropic diffusivity, highly heterogeneous velocity fields, and provides physically meaningful numerical solutions without node-to-node spurious oscillations even on coarse computational meshes. The main contributions of the paper can be summarized as follows:

(C1) We constructed and proved a continuous maximum principle that includes both Dirichlet and Neumann boundary conditions. It also takes into account the inflow and outflow Neumann boundary conditions in establishing the maximum principle.

(C2) We described in detail the shortcomings of several plausible numerical approaches to satisfy the maximum principle, the non-negative constraint, and species balance.

(C3) We proposed a locally conservative DMP-preserving computational framework and constructed element stabilization parameters that are valid for a general reaction coefficient, advection velocity, and diffusivity. The framework has been carefully constructed using the least-squares finite element method (LSFEM). It is also shown that a naive implementation of LSFEM will not meet the desired properties.

(C4) The discrete problem under the proposed framework is well-posed, and it can be shown that a unique solution exists.

(C5) We performed numerical convergence studies on the computational framework. We also systematically analyzed and documented the performance of the proposed framework with various benchmark problems and realistic examples.

(C6) We obtained numerically a scaling law for a transport-controlled bimolecular reaction.

(C7) In chemically reactive systems, it is important to predict the fate of reactants and products during the early times. We have shown that the existing formulations may not provide accurate information for such scenarios. On the other hand, using numerical experiments, we have shown that the proposed framework predicts accurate results for both early and late times.

The salient features and performance of the proposed computational framework can be summarized as follows:

(S1) The rate of decrease of errors in LSB and GSB for unconstrained negatively stabilized streamline diffusion LSFEM with $h$-refinement is slow and is about $O(h)$. Furthermore, this numerical formulation violates various discrete principles and the non-negative constraint for both isotropic and anisotropic diffusivities. On the other hand, the proposed non-negative computational framework is able to satisfy LSB and GSB up to machine precision on an arbitrary computational mesh.

(S2) The proposed computational framework with NN and LSB constraints eliminates the spurious node-to-node oscillations and provides physically meaningful values for concentration. Furthermore, it is able to furnish reasonable answers with various time-steps and at various time levels even on coarse computational grids.

(S3) It has been shown that existing formulations may fail to give acceptable results for non-negative statistical quantities such as $\Theta^2_C$, which is defined in Section 6.2. However, the proposed methodology always provides non-negative values for $\Theta^2_C$. The quantity $\Theta^2_C$ can be used as a posteriori criteria to assess accuracy of numerical solutions for complex initial and boundary value problems for which non-negativity and species conservation are important.
Due to the aforementioned desired properties, our proposed computational framework can be an ideal candidate to numerically obtain scaling laws for complicated problems with non-trivial initial and boundary conditions. Therefore, the proposed framework will be vital for predictive simulations in groundwater modeling, reactive transport, environmental fluid mechanics, and modeling of degradation of materials.

A possible future research work is to implement and analyze the performance of the proposed numerical methodology in a parallel environment. A related research is to design tailored iterative solvers and associated pre-conditioners for our proposed numerical methodology.

8. APPENDIX A: Element-level discretization of stabilization terms

The weighted negatively stabilized streamline diffusion least-squares formulation requires the evaluation of $\text{div}[\text{grad}[c(x)]]$ and $\text{grad}[\text{grad}[c(x)]]$ terms at the element-level. Since these terms are not typical, we present a compact way of discretizing these terms under the finite element method. It should be noted that one need not evaluate these terms for lowest-order simplicial elements (i.e., three-node triangular element and four-node tetrahedron element), as these terms will be identically zero. However, $\text{div}[\text{grad}[c(x)]]$ and $\text{grad}[\text{grad}[c(x)]]$ will be non-zero for high-order simplicial and non-simplicial elements (i.e., four-node quadrilateral element and eight-node brick element).

8.1. Fourth-order tensors. Let $R$ and $S$ be two second-order tensors. A fourth-order tensor product $R \otimes S$ is defined as follows:

$$ (R \otimes S) T = RTS^T $$

for any second-order tensor $T$. The fourth-order identity tensor can then be written as:

$$ I = I \otimes I $$

where $I$ is the second-order identity tensor. The fourth-order transposer $T$ and symmetrizer $S$ tensors are defined as follows:

$$ TA = A^T $$

$$ SA = \frac{1}{2} (A + A^T) $$

where $A$ is a general second-order tensor.

8.2. Properties of Kronecker products relevant to finite element discretization. Let $A$ and $B$ be matrices of sizes $n \times m$ and $p \times q$, respectively. Let $a_{ij}$ and $b_{ij}$ be, respectively, the $ij^{th}$ components of $A$ and $B$. The Kronecker product of these two matrices is an $np \times mq$ matrix that is defined as follows:

$$ A \otimes B := \begin{bmatrix}
  a_{11}B & \ldots & a_{1m}B \\
  \vdots & \ddots & \vdots \\
  a_{n1}B & \ldots & a_{nm}B
\end{bmatrix} $$
Another operator that will be useful is the \( \text{vec}[\bullet] \) operator, which is defined as follows:

\[
\text{vec}[A] := \begin{bmatrix}
a_{11} \\
\vdots \\
a_{1m} \\
\vdots \\
a_{n1} \\
\vdots \\
a_{nm}
\end{bmatrix}
\] (8.5)

The following standard properties can be established for \( \text{mat}[\bullet] \) and \( \text{vec}[\bullet] \) operators:

\[
\text{vec}[A + B] = \text{vec}[A] + \text{vec}[B]
\] (8.6)

\[
(\text{vec}[A] \odot \text{vec}[B]) (\text{vec}[C] \odot \text{vec}[D]) = (\text{vec}[A] \odot \text{vec}[B]) (\text{vec}[C] \odot \text{vec}[D])
\] (8.7)

\[
\text{vec}[ACB] = (\text{vec}[C] \odot \text{vec}[A]) \text{vec}[B]
\] (8.8)

For general properties of Kronecker products, see the book by Graham [64]. However, this book does not contain many of the results presented below, which are useful for the current study.

For an effective computer implementation of LSFEM-based formulations, we shall represent four-dimensional and three-dimensional arrays as two-dimensional matrices. To this end, consider a four-dimensional array \( P \) of size \( m \times n \times p \times q \). The matrix representation of \( P \) is denoted by \( \text{mat}[\bullet] \), and is defined as follows:

\[
\text{mat}[P] := \begin{bmatrix}
P_{1111} & \ldots & P_{11p1} & P_{1112} & \ldots & P_{111q} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
P_{mn11} & \ldots & P_{mnp1} & P_{mn12} & \ldots & P_{mnpq}
\end{bmatrix}
\] (8.9)

The following properties can be established for the matrix representation of fourth-order tensors:

\[
\text{vec}[PX] = \text{mat}[P] \text{vec}[X]
\] (8.10)

\[
\text{mat}[A \boxtimes B] = B \odot A
\] (8.11)

\[
\text{mat}[S] = \frac{1}{2} (I \odot I + \text{mat}[T])
\] (8.12)

where the matrix representation of \( T \) takes the following form:

\[
\text{mat}[T] := \begin{bmatrix}
I \odot [1, 0, 0, \ldots, 0]_n \\
I \odot [0, 1, 0, \ldots, 0]_n \\
\vdots \\
I \odot [0, 0, 0, \ldots, 1]_n
\end{bmatrix}_{mn \times mn}
\] (8.13)

In the above equation, \( I \) is an identity matrix of size \( m \times m \). It can be shown that for a matrix \( Z \) of size \( m \times n \), \( \text{vec}[Z^T] = \text{mat}[T] \text{vec}[Z] \).

For a three-dimensional arrays, there are two useful matrix representations, which will be denoted as \( \text{mat}_1[\bullet] \) and \( \text{mat}_2[\bullet] \). Consider a three-dimensional array \( Q \) of size \( m \times n \times p \). The
corresponding matrix representations of $Q$ are defined as follows:

$$mat_1[Q] := \begin{bmatrix}
Q_{111} & \cdots & Q_{11p} & \cdots & Q_{1np} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
Q_{m11} & \cdots & Q_{m1p} & \cdots & Q_{mnp}
\end{bmatrix}$$  \hspace{2cm} (8.14)

$$mat_2[Q] := \begin{bmatrix}
Q_{111} & \cdots & Q_{m11} \\
\vdots & \ddots & \vdots \\
Q_{11p} & \cdots & Q_{m1p} \\
Q_{121} & \cdots & Q_{m21} \\
\vdots & \ddots & \vdots \\
Q_{12p} & \cdots & Q_{m2p} \\
\vdots & \ddots & \vdots \\
Q_{1np} & \cdots & Q_{mnp}
\end{bmatrix}$$  \hspace{2cm} (8.15)

The following properties can be established for the matrix representations of three-dimensional arrays:

$$vec[QY] = mat_1[Q]vec[Y] \hspace{2cm} (8.16)$$

$$vec[Qz] = mat_2[Q]vec[z] \hspace{2cm} (8.17)$$

**8.3. Finite element discretization of $\text{div}[\text{grad}[c(x)]]$ and $\text{grad}[\text{grad}[c(x)]]$ terms.** Let $\xi$ denote the position vector in the reference finite element. The row vector containing the shape functions is denoted by $N$, which is a function of $\xi$. The derivatives and Hessian of $N$ with respect to $\xi$ are, respectively, denoted as $DN$ and $DDN$. That is, in indicial notation we have:

$$(DN)_{ij} = \frac{\partial N_i}{\partial \xi_j} \hspace{2cm} (8.18a)$$

$$(DDN)_{ijk} = \frac{\partial^2 N_i}{\partial \xi_j \partial \xi_k} \hspace{2cm} (8.18b)$$

where $N_i$ and $\xi_i$ are, respectively, the $i^{th}$ component of the vectors $N$ and $\xi$. The concentration field $c(x)$ and total flux vector $q(x)$ are interpolated as follows:

$$c(x) = \hat{c}^T N^T (\xi(x)) \hspace{2cm} (8.19a)$$

$$q(x) = \hat{q}^T N^T (\xi(x)) \hspace{2cm} (8.19b)$$

where $\hat{c}^T$ and $\hat{q}^T$ denote the matrix containing nodal concentration and total flux vector. In negatively stabilized streamline diffusion LSFEM, $\text{div}[\text{grad}[c(x)]]$ and $\text{grad}[\text{grad}[c(x)]]$ terms arise from the following expansions:

$$\text{div}[D(x)\text{grad}[c(x)]] = \text{grad}[D(x)] \bullet \text{grad}[c(x)] + D(x) \text{div}[\text{grad}[c(x)]] \hspace{2cm} (8.20a)$$

$$\text{div}[D(x)\text{grad}[c(x)]] = \text{div}[D(x)] \bullet \text{grad}[c(x)] + D(x) \bullet \text{grad}[\text{grad}[c(x)]] \hspace{2cm} (8.20b)$$

Based on the regularity of diffusivity, $\text{grad}[D(x)]$ and $\text{div}[D(x)]$ can be calculated in multiple ways. If the diffusivity is continuously differentiable, then $\text{grad}[D(x)]$ and $\text{div}[D(x)]$ can be directly evaluated analytically. This will considerably reduce the computational cost in the evaluation of local stiffness
matrices. If $D(x)$ is not differentiable (but is square integrable), then $\text{grad}[D(x)]$ and $\text{div}[D(x)]$ can be evaluated as follows:

\[
\begin{align*}
\text{grad}[D(x)] &= \hat{D}^T(DN)J^{-1} \\
\text{div}[D(x)] &= \text{mat}_1[\hat{D}]\text{vec}[\text{mat}[T](DN)J^{-1}]
\end{align*}
\] (8.21a)

where $J$ is the Jacobian matrix, and $\hat{D}$ is the nodal values for the diffusivity, whose size can be inferred based on the context (whether the diffusivity is either $D(x)$ or $D(D(x))$). Using equations (8.18) and (8.19), the Laplacian and Hessian of $c(x)$ can be calculated as follows:

\[
\begin{align*}
\text{div}[\text{grad}[c(x)]] &= \left((I - (DN)J^{-1}\hat{x}^T)\text{mat}_1[DDN]\text{vec}[J^{-1}J^{-T}]\right)^T\text{vec}[\hat{c}]^T \quad (8.22) \\
\text{vec}[\text{grad}[\text{grad}[c(x)]]] &= \left((J^{-T} \odot J^{-T})\text{mat}_2[DDN](I \odot I - \hat{x}J^T(DN)^T)\right)\text{vec}[\hat{c}]^T \quad (8.23)
\end{align*}
\]

where $\hat{x}$ is the matrix containing nodal coordinates.

9. APPENDIX B: Coercivity, error estimates, and stabilization parameters

Herein, we shall establish coercivity and error estimates for the homogeneous weighted LSFEMs (i.e., $c^p(x) = 0$ on $\partial \Omega$). Based on this mathematical analysis, we obtain the stabilization parameters that are used in this paper for the weighted negatively stabilized streamline diffusion LSFEM. To this end, let $H^m(\Omega)$ denote the standard Sobolev space for a given non-negative integer $m$ [28]. The associated standard inner product and norm are denoted by $(\bullet; \bullet)_m$ and $\| \bullet \|_m$, respectively. On the function space $Q$, the inner product $(\bullet; \bullet)_\text{div}$ and norm $\| \bullet \|_\text{div}$ are defined as follows:

\[
\begin{align*}
(p; q)_\text{div} &:= (p; q)_0 + (\text{div}[p]; \text{div}[q])_0 \quad \forall p, q \in Q \quad (9.1a) \\
\|p\|_\text{div}^2 &:= \|p\|_0^2 + \|\text{div}[p]\|_0^2 \quad \forall p \in Q \quad (9.1b)
\end{align*}
\]

The Poincaré-Friedrichs inequality takes the following form [46]: there exists a constant $C_{pf} > 0$ such that we have

\[
\|u\|_0 \leq C_{pf}\|\text{grad}[u]\|_0 \quad \forall u \in H^1_0(\Omega) \quad (9.2)
\]

Consider the classical weighted primitive least-squares functional $\mathfrak{F}_\text{Prim}((c, q), f)$ given by equation (4.3) with $c(x) = 0$ on $\partial \Omega$. If $(c, q) \in \mathcal{C} \times \mathcal{Q}$ is an exact solution of the equations (2.1a)–(2.1c), then $(c, q)$ must be a unique zero minimizer of $\mathfrak{F}_\text{Prim}((c, q), f)$ on $\mathcal{C} \times \mathcal{Q}$. Hence, for any $\epsilon \in \mathbb{R}$, we have

\[
\frac{d}{d\epsilon} \mathfrak{F}_\text{Prim}((c, q) + \epsilon(w, p), f) \bigg|_{\epsilon = 0} = 0 \quad \forall (w, p) \in \mathcal{W} \times \mathcal{Q} \quad (9.3)
\]

which is identical to the following:

\[
\mathfrak{B}_\text{Prim}((c, q); (w, p)) = \mathfrak{L}_\text{Prim}((w, p)) \quad \forall (w, p) \in \mathcal{W} \times \mathcal{Q} \quad (9.4)
\]

where $\mathfrak{B}_\text{Prim}(\bullet; \bullet)$ and $\mathfrak{L}_\text{Prim}(\bullet)$ are the corresponding bilinear and linear forms for the weighted primitive least-squares functional $\mathfrak{F}_\text{Prim}$. It should be noted that

\[
\mathfrak{B}_\text{Prim}((w, p); (w, p)) = \mathfrak{F}_\text{Prim}((w, p), f = 0) \quad \forall (w, p) \in \mathcal{W} \times \mathcal{Q} \quad (9.5)
\]

Equation (9.5) is used to prove coercivity and boundedness estimates for the bilinear form $\mathfrak{B}_\text{Prim}$. Now consider the finite element discretization of the equation (9.4). Let $C_h \subseteq C$, $W_h \subseteq W$, and
\( \Omega_h \subseteq \Omega \) be the finite element function spaces spanned by piecewise polynomials of degree less than or equal to \( r \) over \( \Omega_h \). It should be noted that \( r \) is an integer and \( r \geq 1 \). Then, the discrete weighted primitive LSFEM can be written as follows: Find \( (c_h, q_h) \in C_h \times Q_h \) such that

\[
\mathcal{B}_{\text{Prim}} ((c_h, q_h); (w_h, p_h)) = \mathcal{L}_{\text{Prim}} ((w_h, p_h)) \quad \forall (w_h, p_h) \in W_h \times Q_h
\]  

where \( (c_h, q_h) \) is the finite element solution of the chosen basis functions spanning the finite element space \( C_h \times Q_h \). Similar inference holds for \( \mathcal{F}_{\text{NgStb}} ((c, q), f) \), \( \mathcal{B}_{\text{NgStb}} \), and \( \mathcal{L}_{\text{NgStb}} \).

We assume that \( \Omega_h \) is quasi-uniform \([46,47]\). That is, there exists a constant \( \hat{C} > 0 \) independent of \( h \) such that \( h \leq \hat{C} h_{\Omega_h} \) for all \( \Omega_e \in \Omega_h \). Additionally, we assume that the following inverse inequality holds on these quasi-uniform meshes. There exists a constant \( \hat{C} > 0 \) independent of \( h \) such that

\[
\hat{C} \sum_{\Omega_e \in \Omega_h} h_{\Omega_e}^2 \| \text{div}[\text{grad}[c_h]] \|_{0,\Omega_e}^2 \leq \| \text{grad}[c_h] \|_{0,\Omega}^2 \quad \forall c_h \in C_h
\]  

(9.7a)

\[
\| \mathbf{D} \cdot \text{grad}[\text{grad}[c_h]] \|_{0,\Omega} \leq \| \text{tr}[\mathbf{D}] \|_{0,\Omega} \| \text{grad}[\text{grad}[c_h]] \|_{0,\Omega} \quad \forall c_h \in C_h
\]  

(9.7b)

where \( \text{tr}[\bullet] \) is the trace of a matrix. In proposing equation (9.7b), we assumed that the Hessian of \( c_h \), \( \text{grad}[\text{grad}[c_h]] \), is positive semi-definite.

All the results presented here are applicable for a general anisotropic diffusivity tensor, advection velocity vector field, and linear reaction coefficient. One can obtain simplified results for isotropy by taking \( \mathbf{D}(\mathbf{x}) = D(\mathbf{x}) \mathbf{I} \), where \( \mathbf{I} \) is an identity tensor.

**Theorem 9.1 (Coercivity for weighted primitive LSFEM).** There exist constants \( C_{\text{Prim1}} > 0 \) and \( C_{\text{Prim2}} > 0 \) independent of \( \mathbf{D} \) and \( h \) such that for all \( (w_h, p_h) \in W_h \times Q_h \):

\[
\mathcal{F}_{\text{Prim}} ((w_h, p_h), f = 0) \geq C_{\text{Prim1}} \gamma_{\text{min}}^2 \lambda_{\text{min}}^2 \| \text{grad}[w_h] \|_{0,\Omega}^2
\]  

(9.8a)

\[
\mathcal{F}_{\text{Prim}} ((w_h, p_h), f = 0) \geq C_{\text{Prim2}} \gamma_{\text{min}}^2 \lambda_{\text{min}}^2 \left( \| w_h \|_{1,\Omega}^2 + \frac{\| p_h \|_{\text{div}}^2}{1 + \lambda_{\text{min}}^2 + \lambda_{\text{max}}^2} \right)
\]  

(9.8b)

where the positive constant \( \gamma_{\text{min}} \) is:

\[
\gamma_{\text{min}} := \min \left[ 1, \min_{\mathbf{x} \in \Omega} \left[ \beta(\mathbf{x}) \right], \min_{\mathbf{x} \in \Omega} \left[ \lambda_{\text{min}, \mathbf{A}(\mathbf{x})} \right] \right]
\]  

(9.9)

where \( \lambda_{\text{min}, \mathbf{A}(\mathbf{x})} \) is the minimum eigenvalue of \( \mathbf{A}(\mathbf{x}) \) at a given point \( \mathbf{x} \in \Omega \).

**Proof.** Consider the weighted primitive least-squares functional \([45]\) with \( f = 0 \). Equation (9.9) implies:

\[
\frac{2 \mathcal{F}_{\text{Prim}}}{\gamma_{\text{min}}^2} \geq \| p_h - w_h \mathbf{v} + \mathbf{D} \text{grad}[w_h] - \mu \text{grad}[w_h] \|_{0,\Omega}^2 + \| \alpha w_h + \text{div}[p_h] - \mu w_h \|_{0,\Omega}^2
\]

\[
+ 2 \mu \| p_h - w_h \mathbf{v} + \mathbf{D} \text{grad}[w_h]; \text{grad}[w_h] \|_{0,\Omega} + 2 \mu (\alpha w_h + \text{div}[p_h]; w_h)_{0,\Omega}
\]

\[
- \mu^2 \| w_h \|_{0,\Omega}^2 - \mu^2 \| \text{grad}[w_h] \|_{0,\Omega}^2
\]  

(9.10)

where \( \mu \) is a positive constant, which will be determined later. Using Poincaré-Friedrichs inequality and Green’s formulae, equation (9.10) can be written as:

\[
\frac{2 \mathcal{F}_{\text{Prim}}}{\gamma_{\text{min}}^2} \geq \mu \left( 2 \lambda_{\text{min}} - \mu \left( 1 + C_{\text{rf}}^2 \right) \right) \| \text{grad}[w_h] \|_{0,\Omega}^2
\]  

(9.11)
We obtain equation (9.8a) by choosing

$$\mu = \frac{\lambda_{\min}}{1 + C_{pf}^2} \quad (9.12)$$

There exist two non-negative constants $C_\nu$ and $C_\alpha$ (for instance, $C_\nu = \max_{x \in \Omega} [\|v\|^2]$ and $C_\alpha = \max_{x \in \Omega} [\alpha^2]$) such that

$$\|w_h\|^2_1 = \|w_h\|^2_0 + \|\text{grad}[w_h]\|^2_0 \leq \frac{2}{\gamma_{\min}^2 \lambda_{\min}^2} \delta_{\text{Prim}} \quad (9.13a)$$

$$\|p_h\|^2_0 \leq 2\|p_h - w_h \cdot v + D \text{grad}[w_h]\|^2_{0, \Omega} + 2\|w_h \cdot v + D \text{grad}[w_h]\|^2_{0, \Omega} \leq \left(1 + \frac{2C_\nu C_{pf}^2 (1 + C_{pf}^2)}{\lambda_{\min}^2} + 2\left(1 + C_{pf}^2 \frac{\lambda_{\max}^2}{\lambda_{\min}^2}\right)\right) \frac{4\delta_{\text{Prim}}}{\gamma_{\min}^2} \quad (9.13b)$$

$$\|\text{div}[p_h]\|^2_0 \leq 2\|\alpha w_h + \text{div}[p_h]\|^2_{0, \Omega} + 2\|\alpha w_h\|^2_{0, \Omega} \leq \left(1 + \frac{C_\alpha C_{pf}^2 (1 + C_{pf}^2)}{\lambda_{\min}^2} \right) \frac{4\delta_{\text{Prim}}}{\gamma_{\min}^2} \quad (9.13c)$$

It is easy to check that inequalities (9.13a)–(9.13c) imply inequality (9.8b). \qed

**Theorem 9.2 (Coercivity and boundedness estimate for NSSD LSFM).** Given that equations (9.7a)–(9.7b) hold. If for each $\Omega_e \in \Omega_h$ we take

$$\delta_{\Omega_e} = -\frac{\tilde{C} \lambda_{\min} h_{\Omega_e}^3}{\frac{4}{\frac{nd^2 \lambda_{\max}^2 + \tilde{C} C_{pf}^2 \delta_{\text{av}} h^2 + \tilde{C} \delta_D h^2}} \quad (9.14a)$$

$$\tau_{\Omega_e} = -\frac{\tilde{C} \lambda_{\min}^2 h_{\Omega_e}^2}{\frac{32}{1 + C_{pf}^2} \left(\frac{nd^2 \lambda_{\max}^2 + \tilde{C} C_{pf}^2 \delta_{\text{av}} h^2 + \tilde{C} \delta_D h^2} \right)} \quad (9.14b)$$

then for all $(w_h, p_h) \in \mathcal{W}_h \times \mathcal{Q}_h$ there exist two constants $C_{\text{NgStb}0} > 0$ and $C_{\text{NgStb}1} > 0$ independent of $D$ and $h$ such that we have:

**Coercivity**

$$\tilde{\delta}_{\text{NgStb}} ((w_h, p_h), f = 0) \geq \frac{11\gamma_{\min}^2 \lambda_{\min}^2 \|\text{grad}[w_h]\|^2_0}{32(1 + C_{pf}^2)} + \sum_{\Omega_e \in \Omega_h} \frac{\tilde{C} \gamma_{\min}^2 \lambda_{\min}^2 h_{\Omega_e}^2 \|v \cdot \text{grad}[w_h]\|^2_{0, \Omega_e}}{32(1 + C_{pf}^2) \left(\frac{nd^2 \lambda_{\max}^2 + \tilde{C} C_{pf}^2 \delta_{\text{av}} h^2 + \tilde{C} \delta_D h^2} \right)} \quad (9.15)$$

**Boundedness estimate**

$$C_{\text{NgStb}1} \|w_h\|^2_1 + C_{\text{NgStb}2} \|p_h\|^2_{\text{div}} + C_{\text{NgStb}3} \|v \cdot \text{grad}[w_h]\|^2_0 \leq \tilde{\delta}_{\text{NgStb}} ((w_h, p_h), f = 0) \leq C_{\text{NgStb}4} \left(\|w_h\|^2_1 + \|p_h\|^2_{\text{div}} + \|v \cdot \text{grad}[w_h]\|^2_0\right) \quad (9.16)$$
where the constant \( \gamma_{\text{min}} \) is given by equation (9.9). The constants \( \delta_{\text{av}}, \delta_{\text{D}}, C_{\text{NgStb1}}, C_{\text{NgStb2}}, \) and \( C_{\text{NgStb2}} \) are given as follows:

\[
\delta_{\text{av}} = \max_{x \in \Omega} \left[ (\alpha + \text{div}[v])^2 \right] \quad (9.17a)
\]

\[
\delta_{\text{D}} = \max_{x \in \Omega} \left[ \|\text{div}[D]\|^2 \right] \quad (9.17b)
\]

\[
C_{\text{NgStb1}} = C_{\text{NgStb0}} \gamma_{\text{min}}^2 \lambda_{\text{min}}^2 \quad (9.17c)
\]

\[
C_{\text{NgStb2}} = \frac{C_{\text{NgStb0}} \gamma_{\text{min}}^2 \lambda_{\text{min}}^2 \delta_{\text{avD}}}{(1 + \lambda_{\text{min}}^2 + \lambda_{\text{max}}^2) \delta_{\text{avD}}^2 + \delta_{\text{avD}}^2 \lambda_{\text{min}}^2 h^2 + \delta_{\text{av1}} \lambda_{\text{min}}^2 h^4} \quad (9.17d)
\]

\[
C_{\text{NgStb3}} = \frac{C_{\text{NgStb0}} \gamma_{\text{min}}^2 \lambda_{\text{max}}^2 h^2}{\delta_{\text{avD}}} \quad (9.17e)
\]

The constants \( \delta_{\text{av1}} \) and \( \delta_{\text{avD}} \) in the above equations are defined as follows:

\[
\delta_{\text{av1}} = \max_{x \in \Omega} \left[ (\text{grad}[\alpha] \bullet v + \alpha \text{div}[v])^2 \right] \quad (9.18a)
\]

\[
\delta_{\text{avD}} = \lambda_{\text{max}}^2 + \delta_{\text{av}} h^2 + \delta_{\text{D}} h^2 \quad (9.18b)
\]

**PROOF.** The boundedness estimate is a direct consequence of the triangle inequality. Herein, we shall proceed to show the validity of coercivity estimates, specifically, equation (9.15) and the left hand side of (9.16). Let \( \mu > 0 \) be a constant, which will be determined later. Using equation (9.9) and (4.13) with \( f = 0 \), we have

\[
\frac{2 \delta_{\text{NgStb}} \gamma_{\text{min}}^2}{\gamma_{\text{min}}^2} \geq \sum_{\Omega_e \in \Omega_h} \left\| p_h - w_h v + D \text{grad}[w_h] - \delta_{\text{av}} v (\text{div}[w_h v - D \text{grad}[w_h]]) - \mu \text{grad}[w_h] \right\|_{0, \Omega_e}^2 + \sum_{\Omega_e \in \Omega_h} \left\| \alpha w_h + \text{div}[p_h] + \delta_{\text{av}} \text{div}[\alpha w_h v] - \mu w_h \right\|_{0, \Omega_e}^2 + \mu^2 \left\| w_h \right\|_{0, \Omega_e}^2 - \mu^2 \|\text{grad}[w_h]\|_{0, \Omega_e}^2 + \sum_{\Omega_e \in \Omega_h} \delta_{\text{av}} \left\| \alpha w_h + \text{div}[w_h v - D \text{grad}[w_h]] \right\|_{0, \Omega_e}^2 + \sum_{\Omega_e \in \Omega_h} 2 \mu \left( \alpha w_h + \text{div}[p_h + \delta_{\text{av}} \alpha w_h v]; w_h \right)_{0, \Omega} + \sum_{\Omega_e \in \Omega_h} 2 \mu (p_h - w_h v + D \text{grad}[w_h] - \delta_{\text{av}} v (\text{div}[w_h v - D \text{grad}[w_h]]); \text{grad}[w_h])_{0, \Omega} \quad (9.19)
\]
Using Theorem [9.1] equation (9.14a)–(9.14b), Cauchy-Schwartz inequality, Poincaré-Friedrichs inequality, Green’s formulae, and following inequalities

\[
2\tau_{\Omega_e} ((\alpha + \text{div}[v]) w_h; v \cdot \text{grad}[w_h])_{0,\Omega_e} \geq \tau_{\Omega_e} \| (\alpha + \text{div}[v]) w_h \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \quad (9.20a)
\]

\[
-2\tau_{\Omega_e} ((\alpha + \text{div}[v]) w_h; D \cdot \text{grad}[\text{grad}[w_h]]_{0,\Omega_e} \geq \tau_{\Omega_e} \| (\alpha + \text{div}[v]) w_h \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| D \cdot \text{grad}[\text{grad}[w_h]] \|_{0,\Omega_e}^2 \quad (9.20b)
\]

\[
-2\tau_{\Omega_e} (v \cdot \text{grad}[w_h]; D \cdot \text{grad}[\text{grad}[w_h]]_{0,\Omega_e} \geq \tau_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| D \cdot \text{grad}[\text{grad}[w_h]] \|_{0,\Omega_e}^2 \quad (9.20c)
\]

\[
2\tau_{\Omega_e} ((\alpha + \text{div}[v]) w_h; D \cdot \text{grad}[\text{grad}[w_h]]_{0,\Omega_e} \geq \tau_{\Omega_e} \| (\alpha + \text{div}[v]) w_h \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| \text{div}[D] \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \quad (9.20d)
\]

\[
-2\tau_{\Omega_e} (\text{div}[D] \cdot \text{grad}[w_h]; D \cdot \text{grad}[\text{grad}[w_h]]_{0,\Omega_e} \geq \tau_{\Omega_e} \| \text{div}[D] \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| D \cdot \text{grad}[\text{grad}[w_h]] \|_{0,\Omega_e}^2 \quad (9.20e)
\]

\[
2\tau_{\Omega_e} (v \cdot \text{grad}[w_h]; \text{div}[D] \cdot \text{grad}[\text{grad}[w_h]]_{0,\Omega_e} \geq \tau_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \\
+ \tau_{\Omega_e} \| \text{div}[D] \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \quad (9.20f)
\]

we have the following inequality:

\[
\sum_{\Omega_e \in \Omega_h} \tau_{\Omega_e} \| \alpha w_h + \text{div}[w_h + \text{D} \text{grad}[w_h]] \|_{0,\Omega_e}^2 \geq -\frac{\lambda_{\min}^2}{16 \left( 1 + C_{pf}^2 \right)} \sum_{\Omega_e \in \Omega_h} \frac{\bar{C} \lambda_{\min}^2 h_{\Omega_e}^2 \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2}{16 \left( 1 + C_{pf}^2 \right) \left( n d^2 \lambda_{\min}^2 + \bar{C} C_{pf}^2 \delta_{\alpha \nu} h^2 + \bar{C} \delta_D h^2 \right)} \quad (9.21)
\]

Similarly, using the following equality:

\[
2\mu_{\Omega_e} (\text{div}[\alpha w_h v]; w_h)_{0,\Omega_e} = -2\mu_{\Omega_e} (\alpha w_h; v \cdot \text{grad}[w_h])_{0,\Omega_e} = \mu_{\Omega_e} (\text{div}[\alpha v] w_h; w_h)_{0,\Omega_e} \quad (9.22)
\]

in combination with the following inequalities

\[
-2\mu_{\Omega_e} ((\alpha + \text{div}[v]) w_h; v \cdot \text{grad}[w_h])_{0,\Omega_e} \geq 2\mu_{\Omega_e} \| (\alpha + \text{div}[v]) w_h \|_{0,\Omega_e}^2 \\
+ \frac{\mu_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2}{2} \quad (9.23a)
\]

\[
2\mu_{\Omega_e} (\text{div}[D] \cdot \text{grad}[w_h]; v \cdot \text{grad}[w_h])_{0,\Omega_e} \geq 2\mu_{\Omega_e} \| \text{div}[D] \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2 \\
+ \frac{\mu_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2}{2} \quad (9.23b)
\]

\[
2\mu_{\Omega_e} (D \cdot \text{grad}[\text{grad}[w_h]]; v \cdot \text{grad}[w_h])_{0,\Omega_e} \geq 2\mu_{\Omega_e} \| D \cdot \text{grad}[\text{grad}[w_h]] \|_{0,\Omega_e}^2 \\
+ \frac{\mu_{\Omega_e} \| v \cdot \text{grad}[w_h] \|_{0,\Omega_e}^2}{2} \quad (9.23c)
\]
and choosing \( \mu = \frac{\lambda_{\min}}{1 + C_p f} \), equation (9.19) reduces to the following:

\[
\frac{2\delta_{\text{NgStb}} h^2}{\gamma_{\min}} \geq \frac{3\lambda_{\min}^2}{4 (1 + C_p f^2)} + \sum_{\Omega_e \in \Omega_h} \frac{\tilde{C} \lambda_{\min}^2 h^2}{\Omega_e} \| \mathbf{v} \cdot \text{grad} [w_h] \|_{0,\Omega_e}^2
\]

\[
+ \sum_{\Omega_e \in \Omega_h} \tau_{\Omega_e} \| \alpha w_h + \text{div} [w_h \mathbf{v} - D \text{grad}[w_h]] \|_{0,\Omega_e}^2
\]

\[
\geq \frac{3\lambda_{\min}^2}{8 (1 + C_p f^2)} \left( n d^2 \lambda_{\max}^2 + \tilde{C} C_p f^2 \delta_{\alpha} h^2 + \tilde{C} \delta h^2 \right)
\]

Using (9.25a) and repeated use of triangle inequality on (9.27b) and (9.27c) gives the bound:

\[
\| \mathbf{v} \cdot \text{grad} [w_h] \|_{0,\Omega_e}^2 \leq \frac{32 C_{\alpha \mathbf{D}} \delta_{\alpha \mathbf{D}} (1 + C_p f^2) \tilde{C} \delta_{\text{NgStb}}}{C_{\gamma_{\min}}^2 \lambda_{\min}^2 h^2}
\]

Using Cauchy-Schwartz inequality on \( \| \mathbf{v} \cdot \text{grad} [w_h] \|_0 \) and (9.25b) gives

\[
\| \mathbf{v} \cdot \text{grad} [w_h] \|_0^2 \leq \frac{32 C_{\mathbf{v}} (1 + C_p f^2) \tilde{C} \delta_{\text{NgStb}}}{11 \gamma_{\min}^2 \lambda_{\min}^2}
\]

Using (9.25a)–(9.26) and repeated use of triangle inequality on (9.27b) and (9.27c) gives the boundedness estimate (9.16). \( \square \)

**Theorem 9.3 (Error estimate for proposed LSFEM).** Given that equations (2.1a)–(2.1d) have a sufficiently smooth solution \((c, q) \in (C \times \mathcal{Q}) \cap (H^{r+1}(\Omega))^3\). Then the finite element solution \((c_h, q_h)\) of the unconstrained weighted negatively stabilized streamline diffusion LSFEM satisfies the following error estimate:

\[
\sqrt{C_{\text{NgStb}1} \| c - c_h \|_1} + \sqrt{C_{\text{NgStb}2}} \| q - q_h \|_{\text{div}} + \sqrt{C_{\text{NgStb}3}} \| \mathbf{v} \cdot \text{grad} [c - c_h] \|_0 \\
\leq C_{\text{NgStb}} h^r (\| c \|_{r+1} + \| q \|_{r+1})
\]

where \( C_{\text{NgStb}} > 0 \) is a constant independent of \( \mathbf{D} \) and \( h \).
Proof. Let \( c_I \in C_h \) and \( q_I \in Q_h \) be the standard finite element interpolants of \( c \) and \( q \), respectively. From the interpolation theory \[46\], we have
\[
\|c - c_I\|_1 \leq C h^r \|c\|_{r+1} \tag{9.29a}
\]
\[
\|q - q_I\|_{\text{div}} \leq C h^r \|q\|_{r+1} \tag{9.29b}
\]
for some positive constant \( C \) independent of \( D \) and \( h \). The error \((c - c_h, q - q_h)\) satisfies the following orthogonality property:
\[
\mathcal{B}_{\text{NgStb}}((c_h - c, q_h - q); (w_h, p_h)) = 0 \quad \forall (w_h, p_h) \in W_h \times Q_h \tag{9.30}
\]
Cauchy-Schwartz inequality implies:
\[
\mathcal{B}_{\text{NgStb}}^{1/2}(c_h - c_I, q_h - q_I; (c_h - c_I, q_h - q_I)) \leq \mathcal{B}_{\text{NgStb}}^{1/2}(c - c_I, q - q_I; (c - c_I, q - q_I)) \tag{9.31}
\]
From Theorem 9.2 and interpolation estimates \(9.29a\)–\(9.29b\), one can obtain the desired error estimate \(9.28\). \(\square\)

From the above mathematical analysis, it is evident that the element-dependent stabilization parameters \( \tau_{\Omega} \leq 0 \) and \( \delta_{\Omega} \leq 0 \) can be taken as:
\[
\delta_{\Omega} = -\frac{\delta_0 \lambda_{\text{min}} h_{\Omega}^2}{\left(\lambda_{\max}^2 + \delta_1 \max_{x \in \Omega} \left[\left(\alpha + \text{div}[v]\right)^2\right] h^2 + \delta_2 \max_{x \in \Omega} \left[\|\text{div}[\mathbf{D}]\|^2\right] h^2\right)} \tag{9.32a}
\]
\[
\tau_{\Omega} = -\frac{\tau_0 \lambda_{\text{min}} h_{\Omega}^2}{\left(\lambda_{\max}^2 + \tau_1 \max_{x \in \Omega} \left[\left(\alpha + \text{div}[v]\right)^2\right] h^2 + \tau_2 \max_{x \in \Omega} \left[\|\text{div}[\mathbf{D}]\|^2\right] h^2\right)} \tag{9.32b}
\]
where \( \delta_0, \delta_1, \delta_2, \tau_0, \tau_1, \) and \( \tau_2 \) are non-negative constants.

Remark 9.4. The mathematical analysis provided by Hsieh and Yang \[14\] can be obtained as a special case of the mathematical analysis presented above. Specifically, take \( \alpha = 0, \mathbf{D}(x) \) to be homogeneous and isotropic, and \( v(x) \) to be solenoidal and constant.
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Figure 3. Numerical $h$-convergence study: A pictorial description of the two-dimensional boundary value problem used in the numerical convergence analysis. Dirichlet boundary conditions are prescribed on the entire boundary.

Figure 4. Numerical $h$-convergence study: This figure shows the typical computational meshes used in the numerical convergence analysis. The meshes shown in this figure have 21 nodes along each side of the computational domain (i.e., $X_{Seed} = Y_{Seed} = 21$). A series of hierarchical computational meshes are employed in the study with $11 \times 11$, $21 \times 21$, $41 \times 41$ and $81 \times 81$ nodes.
Figure 5. Numerical $h$-convergence study: This figure shows the convergence rates for the concentration and flux vector in $L_2$-norm and $H^1$-semi-norm with and without LSB constraints. Convergence studies are performed using T3- and Q4-based meshes under the negatively stabilized streamline diffusion LSFEM. It is evident that the Q4 element slightly outperforms the T3 element in terms of rates of convergence.
Figure 6. Numerical $h$-convergence study: The top and bottom left figures show the contours of error incurred in satisfying LSB for unconstrained negatively stabilized streamline diffusion LSFEM. The right set of figures show the contours of Lagrange multiplier enforcing LSB constraint using the proposed LSFEM. Note that the Lagrange multipliers enforcing the LSB constraint can have negative value as opposed to KKT multipliers. Numerical simulations are performed based on three-node triangular mesh and four-node quadrilateral mesh with 81 nodes on each side of the domain. In essence, the LSB errors and Lagrange multipliers enforcing LSB based on a Q4 mesh is lesser than a T3 mesh.
Figure 7. Numerical $h$-convergence study: These figures show the decrease of $\epsilon_{\text{MaxAbsLSB}}$ and $\epsilon_{\text{AbsGSB}}$ with respect to XSeed for a series of hierarchical three-node triangular and four-node quadrilateral meshes. (See equations (4.15)–(4.17) for the definitions of $\epsilon_{\text{MaxAbsLSB}}$ and $\epsilon_{\text{AbsGSB}}$.) Numerical simulations are performed using the unconstrained primitive and negatively stabilized streamline diffusion LSFEMs. For $XSeed = 81$, $\epsilon_{\text{MaxAbsLSB}}$ and $\epsilon_{\text{AbsGSB}}$ are in $O(10^{-6})$. In addition, the decrease in LSB and GSB errors with respect to $h$-refinement is slow, and the values are not close to the machine precision.

Figure 8. Numerical $h$-convergence study: This figure shows the CPU time (in seconds) of the proposed computational framework for unconstrained primitive and unconstrained negatively stabilized streamline diffusion LSFEMs. For Q4 mesh, as $\text{div}[\text{grad}[c]] \neq 0$, the computational cost is higher than that of the T3 mesh.
Figure 9. Numerical $h$-convergence study: This figure shows the computational overhead incurred in satisfying LSB as compared to that of the corresponding unconstrained formulations. Analysis is performed for primitive and negatively stabilized streamline diffusion LSFEMs. For XSeed = 11, we obtained negative value for the computational overhead. This is because the interior point convex algorithm used in MATLAB optimization solver [33] pre-processes the constrained convex quadratic programming problem simplifies the given LSB constraints by removing redundancies. Hence, for very low number of unknowns, the computational cost associated with interior point convex algorithm is much faster than the LU solver for the unconstrained optimization problem.

Figure 10. Thermal boundary layer problem: This figure shows a pictorial description of the boundary value problem. Dirichlet boundary conditions are prescribed on all four sides of the computational domain. We have taken $c(x) = 1$ at $x = (0, 0)$. 

\[ f = 0 \]
\[ \mathbf{v} = 2y\hat{e}_x \quad \alpha = 0 \]
\[ D = 10^{-4} \]
(a) Primitive (No constraints)  (b) Negatively stabilized streamline diffusion (LSB and NN constraints)

**Figure 11.** Thermal boundary layer problem: This figure shows the contours of concentration obtained for both unconstrained and constrained LSFEMs based on Q4 finite element mesh. The proposed LSFEM-based framework with NN and LSB constraints is able to eliminate spurious oscillations near the boundaries $y = 0$ and $x = 1$. This is not the case with the primitive LSFEM.

(a) Primitive  (b) Negatively stabilized streamline diffusion

**Figure 12.** Thermal boundary problem: This figure shows the contours of the error incurred in satisfying LSB for various unconstrained LSFEM formulations using Q4 meshes. One can notice that the error is more dominant in the interior of the domain under the primitive LSFEM, whereas the error is dominant at the boundary $x = 1$ under the negatively stabilized streamline diffusion formulation.

$$
\begin{align*}
    c_A^p(x = 0) &= 1 \\
    c_B^p(x = 0) &= 0 \\
    c_C^p(x = 0) &= 0 \\
    f_A &= 0 \\
    f_B &= 0 \text{ or } 1 \\
    f_C &= 0 \\
    x &= 0 \\
    D &= 0.0025 \\
    x &= 1 \\
    c_A^p(x = 1) &= 0 \\
    c_B^p(x = 1) &= 0 \text{ or } 1 \\
    c_C^p(x = 1) &= 0
\end{align*}
$$

**Figure 13.** 1D irreversible bimolecular fast reaction problem: A pictorial description of the boundary value problem. For Case #1: $f_B(x) = 1$ and $c_B^p(x = 1) = 0$, and for Case #2: $f_B(x) = 0$ and $c_B^p(x = 1) = 1$. 
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Figure 14. 1D irreversible bimolecular fast reaction problem (Case #1): This figure compares the concentration profile of the reactants and the product for various element Péclet numbers using unconstrained primitive and unconstrained negatively stabilized streamline diffusion LSFEMs to that of the analytical solution. The primitive LSFEM considerably deviated from the analytical solution. Moreover, it violated the non-negative and maximum constraints. On the other hand, the negatively stabilized streamline diffusion LSFEM is able to capture the analytical solution exactly in the entire domain even at high element Péclet numbers.
Figure 15. 1D irreversible bimolecular fast reaction problem (Case #2): This figure compares the concentration profile of the chemical species A, B, and C for various element Péclet numbers using unconstrained primitive and unconstrained negatively stabilized streamline diffusion LSFEMs to that of the analytical solution. The negatively stabilized streamline diffusion LSFEM is able to capture the features near the boundary layer with considerable accuracy even on coarse meshes.
Figure 16. Plume development from boundary in a reaction tank: The top figure provides a pictorial description of the boundary value problem. The bottom figure shows the contours of the stream function corresponding to the advection velocity vector field.
Figure 17. Plume development from boundary in a reaction tank (Type #1): This figure shows the concentration profiles of the product $C$ based on unconstrained primitive LSFEM. The white region shows the area in which concentration is negative. Both the lower-order and higher-order finite elements violate the non-negative constraint. The negative values are in the range $O(10^{-2})$ to $O(10^{-4})$, which are not close to the machine precision $\epsilon_{\text{mach}} = O(10^{-16})$.

Figure 18. Plume development from boundary in a reaction tank (Type #1): This figure shows the concentration profiles of the product $C$ based on unconstrained and constrained negatively stabilized streamline diffusion LSFEM. The white region shows the area in which concentration is negative. Considerable part of the domain violated the non-negative constraint. The proposed framework with NN and LSB constraints is able to capture the plume formation on a coarse mesh for a highly heterogeneous advection velocity vector field.
Figure 19. Plume development from boundary in a reaction tank (Type #2): This figure shows the concentration profiles of the product $C$ based on unconstrained primitive LSFEM. The white region indicates the area in which the obtained concentration is negative. The negative values are in the range $O(10^{-3})$ to $O(10^{-5})$. Both $h$-refinement and $p$-refinement could not eliminate the violation in the non-negative constraint for this problem, which has highly heterogeneous anisotropic diffusivity.
Figure 20. Plume development from boundary in a reaction tank (Type #2): This figure shows the concentration profiles of the product $C$ based on unconstrained and constrained negatively stabilized streamline diffusion LSFEM. Compared to Figure 19, the proposed methodology with NN and LSB constraints is able to accurately describe the plume formation of the product $C$ even for highly heterogeneous anisotropic diffusivities and highly spatially varying velocity fields.

Figure 21. Plume development from boundary in a reaction tank (Type #1): This figure shows the variation $\Theta_C^2$ with mesh refinement under the weighted negatively stabilized streamline diffusion LSFEM. It should be noted that $\Theta_C^2$ is a non-negative quantity. However, the unconstrained negatively stabilized streamline diffusion LSFEM gives negative values for $\Theta_C^2$. Mesh refinement did not alleviate this problem. On the other hand, the proposed framework not only gives non-negative values for $\Theta_C^2$ but flattens upon mesh refinement, which indicates convergence.
Figure 22. Plume development from boundary in a reaction tank (Type #1): This figure shows the variation $\log(\Theta^2_C)$ with respect to $\sqrt{Pe_L}$ for isotropic diffusivity under the weighted negatively stabilized streamline diffusion LSFEM with LSB and DMP constraints. Herein, analysis is performed using XSeed = YSeed = 201. Through numerical simulations, we observed that $\log(\Theta^2_C) \propto \sqrt{Pe_L}$. 
Problem description

Stream function and associated advection velocity field

Reactant A: Initial condition

Reactant B: Initial condition

Figure 23. Vortex-stirred mixing in a reaction tank: The top-left figure provides a pictorial description of the initial boundary value problem. The top-right figure shows the contours of the stream function corresponding to the advection velocity field. The bottom figures show the initial conditions for the reactants A and B such that \( \langle c_A(x,t=0) \rangle = \langle c_B(x,t=0) \rangle = 1. \)
Figure 24. Vortex-stirred mixing in a reaction tank: This figure shows the concentration profiles of the product $C$ after the first time-step using the unconstrained weighted negatively stabilized streamline diffusion LSFEM. We have taken $X_{Seed} = Y_{Seed} = 121$. If constraints are not enforced, one gets unphysical negative values for the concentration of product $C$. This will be particularly true in the early times of a numerical simulation.
Figure 25. Vortex-stirred mixing in a reaction tank: This figure shows the concentration profiles of the product $C$ at $y = 0.5$ after the first time-step using the unconstrained weighted negatively stabilized streamline diffusion LSFEM. The violations of the non-negative constraint are significant, and are present for various choices of the time-step.
Figure 26. Vortex-stirred mixing in a reaction tank: This figure shows the concentration profiles of the product $C$ at various time levels using the weighted negatively stabilized streamline diffusion LSFEM with and without constraints. The time-step is taken as $\Delta t = 0.1$. Herein, XSeed = YSeed = 121. As $t$ increases, the product $C$ should accumulate near the center of the two vortices. The proposed computational framework is able to accurately capture such features, and the obtained solutions are physical at all times.
Figure 27. Transport-controlled mixing in cellular flows: A pictorial description of the initial boundary value problem and associated advection velocity field for the cellular flow.
Figure 28. Transport-controlled mixing in cellular flows: This figure shows the concentration profiles of the product $C$ at various time levels using the unconstrained and constrained weighted negatively stabilized streamline diffusion LSFEM. The proposed computational framework is able to produce physically meaningful solution (i.e., satisfies the non-negative constraint, maximum principle, and local species balance) for the product $C$ in a transient cellular flow.