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Abstract
Data centres have been the focus of research as candidates for demand response or other demand side management programs for quite some time. However, a complete framework optimising data centre demand response is still missing. This is due to the complexity of integrating more than one power flexibility technology and more than one market for power flexibility. In the presented work, this challenge is solved by creating a microeconomics inspired optimisation approach that takes the view of a data centre offering power flexibility as a ‘product’ to explicit and/or implicit demand response power flexibility markets. This generic framework is then instantiated in a linear optimisation problem that optimises the power flexibility of a German High Performance Computing Centre on a set of different power flexibility markets in Germany. It is consequently shown that, under the described scenario, frequency scaling should be preferred to temporal workload shifting and that the EPEX day ahead market is the most beneficial power flexibility market.
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Introduction
In a future with high shares of intermittent energy sources, a power system will need to rely on backup through both the flexibility of power supply and power demand units. Demand Response (DR) is a concept that organizes the interaction between the requirements of the power system and flexible power customers. For quite some time Data Centres (DC) have been discussed as a source of power flexibility, in this work defined as the flexibility to tune the load curve. There are various reasons for that: The load that DCs impose both individually on the distribution grid and collectively on the transmission grid is continuously increasing, rendering DCs a powerful source of flexibility. In Germany, in 2017, the overall energy demand from DCs was 13.2 TWh, representing around 2.5% of German final electric energy consumption1. The worldwide data centre power demand is projected to represent about 20% of the overall power demand by 20252, and in hubs

1 calculated based on (Hintemann 2018) and (Bundesverband der Energie- und Wasserwirtschaft 2019)
2 https://www.researchgate.net/publication/320225452_Total_Consumer_Power_Consumption_Forecast, accessed 08/06/2020
like Frankfurt, this percentage is already a fact today\(^3\). Also, power density inside the data centre is mushrooming; the largest DCs demand more than 100MW even today\(^4\). In the case of high and sudden power swings of several megawatts this imposes severe threats to the local distribution grid (Stewart et al. 2019). Technical aspects make DCs perfect candidates for DR concepts: they have highly automated management processes and a fine-grained power load. Many research works see a huge benefit in DR with DCs, both from the DC point of view and for the stability of the grid. However, looking into the empirics of using DC power flexibility in DR or other demand side management programs yields few results (Wierman et al. 2014; Patki et al. 2016). DCs have so far been reticent to engage in DR, except for some larger DCs sourcing their electric energy on the wholesale market (Patki et al. 2016) and some controlled testing (Ghatikar 2012; Piette et al. 2006).

**Data centres demand response**

DR in this work is defined as ‘voluntary changes by end-consumers of their usual electricity use patterns - in response to market signals... or following the acceptance of consumers' bids ... to sell in organised energy electricity markets their will to change their demand for electricity at a given point in time’ (Commission (2013), p.3). This definition by the EU commission allows for the regulation of both increases and decreases of power. DR is both a concept and a practice: as a concept, its predecessor was developed in the 80ies of the last century by a utility that realized the threats of the new load ‘air conditioning’ to the stability of the grid (Chamberlin and Gellings 1988). Since then it has been implemented through various programs, and the conceptualization of these was introduced belatedly. Markets, where changes of patterns in electric energy use can financially benefit an electricity customer, are called ‘power flex markets’ in this work. It is helpful to differentiate between explicit and implicit DR (Coalition 2017), also referred to as incentive-based vs. price-based: Explicit means based on a specific demand response contract, whereas implicit DR is the reaction to dynamic prices without contractual binding.

In general, the DR potential can be subdivided into technical versus economic versus practical potential (Jochem et al. 2000; Gils 2014), wherein the economic potential is a subset of the technical potential, and the practical potential is contained in the economic potential. Without accounting for this differentiation, most research works on DR with DCs deal with the technical potential. This, however, is not sufficient for a DC to decide to participate in DR schemes. Several works, for example, suggest migrating workload geographically in response to geographically-differentiated dynamic prices (see “Related work” section), assuming identical nodes and interruptible workloads. Unless a real DC uses virtual machines and has a federated DC with an equally suitable IT infrastructure, unless the target DC has enough space to move the workload into, unless the original DC willingly touches the workload entrusted to it by its customers (which is not the case, e.g. for colocation DCs), and, finally, unless the geographical price difference is high enough to justify the energy and risk overhead, the theoretically identified DR potential crumbles.

\(^3\)https://www.datacenter-insider.de/%20%20strom-fuer-die-deutsche-hauptstadt-der-rechenzentren-a-827997, accessed 08/06/2020

\(^4\)http://worldstopdatacenters.com/power/, accessed 08/06/2020
Because it is reduced to the very specific case of federated DCs under one ownership where migration is in most cases integrated into the business setup as disaster recovery.

Therefore, at least the economic potential needs to be taken into consideration, which however is subject to different regional market aspects and the technical and business characteristics of the considered DC. Even better, the practical potential should be identified which reduces the level of abstraction further by accounting for implementation issues like responsibility settings and general community norms. Among the identified reasons for DCs' low participation in DR schemes, are risk adversity of management personnel (Fernández-Montes et al. 2015; Glanz 2012), organizational barriers inside the DC (Whitney et al. 2014), and obstacles in power regulation such as high minimum thresholds on DR markets (Wierman et al. 2014). One aspect common in all approaches is that they are refined to a specific data centre setting in a specific market. This ergo limits the external validity to highly similar scenarios.

Framework’s requirements

To more realistically assess the potential of DR with DCs, a generic framework is missing which does not prematurely exclude specific power management strategies nor power flexibility markets and enables different settings inside the DC. The presented work suggests such a framework that offers these functionalities and enables the instantiation of the framework into a great variety of scenarios.

Creating such a framework demands the following set of requirements be met:

- **R1:** A generic framework should account for both sides of the demand management interaction: Modelling the power flexibility inside the DC as well as conditions of the power flex markets. 
- **R2:** The framework needs to keep the models for data centre flexibility and the market side modelling sufficiently generic to add or remove power management strategies or markets to be tailored to any data centre and environment.
- **R3:** Despite the generalized framework, characteristics need to be extracted and formulated for both sides: Characteristics that are typical for flexibility strategies in DCs and the ones which are typical for power market conditions.
- **R4:** To account for both the economic and the practical potential of DR with DCs, a framework should at least offer starting points to include non-technical issues.
- **R5:** In most cases, a framework on DR with DCs will aim at maximising the DC’s benefit; however, optimising other objectives should be enabled. This means that the framework’s objective function must be exchangeable; e.g. instead of maximising the DC's benefit, an alternative optimisation function might minimise the draw from the power grid or the system-wide cost.

A theoretical concept that is consistent with these requirements is offered by the microeconomic production theory. It turns one or more ‘inputs’ into a ‘production output’ via a technical production function that represents the production process. As far as costs are attributed to the inputs, the production function can be mapped to a cost function. Using several production and cost functions, an optimal aggregated production function and an aggregated cost function can be generated. Meeting with prices on ‘markets’ (in

---

5 Restricting ourselves to ‘demand response’ implies that we are looking at the market side of the grid and not at the physical side of the grid aka smart grid modelling.
this case ‘markets for power flexibility’, in short, ‘power flex markets’) the production level
is optimised.

Interpreting power flexibility as a side-product of the core business of a DC, i.e. to
deliver IT services, allows the modelling of power flexibility as a production process.
The ‘inputs’ are the implemented changes, e.g. shifted workload or a tuned cooling set
point; the ‘technical production function’ is the formal description of the enacted power
change and the ‘output’ is the power flexibility that is offered on the power flex mar-
ket - dependent on the market prices. This approach makes it easy to add or remove
power management strategies customized for a specific DC, these being merely different
‘technical production functions,’ removing respective power flexibility markets.

Our contribution
This work presents a conceptual framework for optimising the benefit of a DC in the con-
text of DR using a microeconomics inspired modelling approach6. It allows to combine
a set of different power management strategies represented by technical power flexibility
production functions and to offer the resulting power flexibility on a set of power mar-
kets. Yet unknown power management strategies and power flex markets can thus be
easily added. Specific settings in the DC and even non-technical issues can be integrated,
e.g. by using constraints. This conceptual framework is evaluated in the form of a lin-
ear optimisation problem using a German High Performance Computing Centre (HPCC)
offering their power flexibility on German power flex markets as a scenario. Certain Data
Centre types are better suitable for certain power management strategies. For a classifi-
cation of Data Centres and which power management strategies would be applicable, we
refer to the work of Klingert (2018). The linear optimisation problem models two power
management strategies, temporary workload shifting and frequency scaling, to produce
power flexibility. This flexibility is offered on three different power flex markets in Ger-
many: on the EPEX day ahead market as a representative for implicit DR, the secondary
reserve market as explicit DR, and a special German solution to power management
called ‘Atypical Grid Usage’ (AGU).

The paper is organized in the following way: “Related work” section, discusses the
research basis on which this paper builds, “A framework for modelling demand response
with data centres” section, then explains the theoretical concept of power flex functions,
cost functions and power flex markets. Subsequently, “The evaluation scenario” section,
presents the evaluation scenario and “A linear model instance of Data Centre power flex
ibility” section, the linear optimisation instantiation based on the conceptual framework.
Finally, “Results” section, presents and analyzes the results of the optimisation and a set of
sensitivity runs, and “Discussion and outlook” section, sums up the results and discusses
future research.

Related work
This work builds on research in three relevant areas: optimisation of the power flexibility
within the data centre, modelling of the interaction with the power markets, and finally
the modelling of flexibility in general.

6We refer to Wang et al. (2013) for the definition of DR optimisation in the context of DCs. They propose using data
centres as a resource for demand response and present a framework to economically optimize data centres’ operation for
this purpose.
**Power flexibility in data centres**

Towards the end of the last decade, research on utilizing power flexibility in data centres began separating from energy efficiency-related work. Qureshi et al. (2009) were among the first to give a theoretical foundation of capitalising on geographical and temporal price differences of distributed data centres by routing an interactive load accordingly. Shortly afterwards, in late 2009 and 2010, a team around Ghatikar et al. (2009) at LBNL gave an overview of technologies and discussed general DR opportunities for DCs. They also performed experiments in four DCs, the results of which have been used as a basis in many works.

Technical power management strategies can be grouped according to their level in DC architecture. The categories are as follows: infrastructure-related, hardware-related, software-related, and application-related strategies (Klingert 2018). Most papers on DR with DC are limited to one single power management strategy. An overview can be found in Giacobbe et al. (2015) and Kong and Liu (2015).

An example is dynamic voltage and frequency scaling (DVFS) as a hardware-related energy efficiency strategy which recently began to receive academic attention as a DR strategy. A different example which is intensively researched is workload shifting as a software-related strategy. It is often realized as geographical load balancing, mostly through scheduling algorithms, (e.g. Wang et al. (2012); Liu et al. (2011, 2013); Qureshi et al. (2009) in which the major challenge is to control the increased round-trip times of jobs. Fridgen et al. (2017) use scheduling in geographically-distributed DCs to simulate the benefit to a DC of offering balancing power in a setting where bidding prices are certain vs. forecast, based on real data in an emulated reserve market setting. Another option is temporal workload shifting, that is either pausing jobs and resuming later or scheduling them at a different point in time (Cioara et al. 2016).

Concerning DVFS, most of the works centre around at their effects on energy consumption, not specifically considering it for demand flexibility. Exceptions are some works that use this strategy to control peak power, described as power bands in Shoukourian et al. (2015a). Islam et al. engage likewise with DVFS (Islam et al. 2016) suggesting it as a fast responding power management strategy. They show the impact of a market-based approach to coordinate tenants’ power demand in a multi-tenant data centre. Wang et al. (2014) see DVFS as one possible workload-impacting strategy which they model as part of a DR framework. This short selection of works, however, is representative for the issue that the external validity of the mentioned approaches is limited, contrary to the suggested framework.

**Electricity market modelling**

A lot of research focuses on the modelling of the electricity system from a physical or market point of view. Among them are the papers of Zhou and Bialek (2005), who present a model for the European grid system aimed at studying cross-border energy exchanges. In 2017, the European Commission introduced laws for the integration of the European balancing markets (EU 2017) to enable energy service providers to offer their services on a European market. Van der Veen et. al. describe in great detail how the European balancing markets work (van der Veen and Hakvoort 2016). For a general overview of the European power sector, we refer to the Agora Energiewende report ‘The European Power Sector in 2019’ (Energiewende 2020) and for a future outlook to the year 2030 to their...
report ‘European Energy Transition 2030: The Big Picture’ (Energiewende 2019). Currently, there is a European implementation project (entsoe 2019c) for a joint European balancing market in line with the Electricity Balancing guideline with the two sub-projects PICASSO (entsoe 2019b) for automated frequency restoration and MARI (entsoe 2019a) for manually activated reserves. Ventosa et al. (2005) give an overview and classification of modelling techniques of energy markets in general, whilst Haubrich et al. (2001) focus on the transmission limitations of the grid. For general power market modelling, these problems are categorized into exogenous price models (Rajaraman et al. 2002; Fleten et al. 1997; 2002) or models for which the price depends on the decisions of the company (Ventosa et al. 2005). Exogenous price models assume a nearly perfect market and are mostly solved with Linear Programming (LP) or Mixed Integer Linear Programming approaches. The work presented here deals power markets exclusively from the perspective of a DC that considers offering its power flexibility to adequate power markets. Hence, our focus is on the representation of power markets in DR modelling, specifically in DR with DCs.

To deal with flexibility, a DC has three options: It can look into retail or wholesale electric energy markets to buy electric energy cheaper. It can turn towards ancillary or reserve markets and sell its flexibility there. Finally, it can manage its power charge, a case that can be viewed as a long term and static ancillary service. This situation is often modelled as an optimisation problem focusing on one electric energy consuming company that aims at optimising their energy bill.

In most studies where a DC is faced with dynamic prices, these are not derived directly at the wholesale power market. Instead, the dynamic prices are mediated via a utility or power seller and charged in the form of real-time prices (RTP, e.g. GmbH (2018)). The distinction between wholesale prices and dynamic tariffs, also concerning uncertainty, thus is often blurred.

**Incentive-based power adoption**

In one of the first works dealing with power adaptive DCs, Liu et al. (2011) introduced the concept of geographical load balancing. They discussed using geographical price differences as incentives to adapt scheduling, and thus change the load. In a later work, Liu et al. (2012) schedule according to a dynamic energy price, optimising both cooling and energy storage. Among other works that combined DR of DCs with direct purchases on the power market, are (Wang 2013; Rao et al. 2010; Yao et al. 2014). In all these cases, the dynamic prices are modelled as certain or uncertain exogenous price vectors. Mahmud and Ren (2013) wrote one of the few papers that see DCs as price makers, not takers, due to their huge power consumption (assuming 50 MW). They model the price that the DC uses for its calculations, based on a linear regression of historic data, and assume that the DC can reduce its cost by 2%. The current framework model is open with regards to the implementation of implicit DR; the linear model instantiation uses historic EPEX day-ahead prices.

**Capitalising power flexibility**

The second category of research work deals with DCs selling their flexibility to ancillary services or reserve power markets. Ancillary services are often implemented in the form of peak load pricing, peak pricing or critical/coincident peak pricing (Wierman et al. 2014); the detailed implementations differ significantly from country to country. Liu et al.
(2013), for instance, model coincident peak pricing where peak prices are fixed and the corresponding time slots are unknown. Their model comprises not only peak timing and pricing data, but also algorithms that guarantee a worst-case performance independent of the prediction accuracy. Wang et al. (2012) model a mix of voluntary and mandatory power reductions, wherein they get power reduction signals but must estimate the according price. A model of an ancillary market contract is offered by Ghamkhari and Mohsenian-Rad (2012) who describe the interaction of the grid operator and the DC. They use a frequently-issued request of the grid provider, containing a volume-dependent compensation function to which the DC reacts with an offer of flexibility. This approach is comparable to (Aksanli and Rosing 2014) who model mandatory DR where the DC sends flexibility offers to the utility that has the right to execute adaptation accordingly.

**Smart-grid perspective**

Some works model the power markets from a physical, smart-grid perspective. Chen et al. (2014) provide an example of this, modelling ancillary service requests based on deviations of frequency from the required value (60 Hz). The DC reacts by scheduling jobs and putting idle servers to sleep. This enables them to capture the DC’s power flexibility’s impact on the physical grid. Customers can then receive reduced network fees, on condition that they significantly reduce their load in comparison to a year’s peak during specific and predefined time windows, which typically change by day and season. The current work to our knowledge is the first to model the secondary reserve market in Germany in the context of DR with DC.

With regards to the third perspective of managing the DC power bill, Xu and Li (2014) present an analysis of the overwhelming share of power charges in 2013 in the US, offering an option to reduce this: partial execution of service jobs like searches, i.e. shedding the load, by prematurely terminating the job once the quality of the result is sufficient. Controlling power charges is often implemented as power capping, where a static peak power threshold must not be surpassed (e.g. Shoukourian et al. (2015a) and Berl et al. (2013)). The German Atypical Grid Usage is more complex, but to our knowledge has not been modelled in the context of DR with DCs previously to our work.

**Multi-Strategy, multi-Market modelling**

The research aimed at optimising more than one technical strategy and more than one market, which is the focus of the provided work, is rare. Liu et al. (2012) optimise the scheduling of workloads in a renewable and cooling aware way. They do not, however, use cooling or the generation of renewable-based electric power as a DR strategy and they do not tackle more than one energy market.

Cioara et al. (2016) explore the options of applying two power management strategies together: workload shifting and manipulating the cooling set-point. Representing the finished EU project Geyser, they additionally suggest a model of an e-marketplace that combines flexibility demand from all potential players into two trading platforms: GEM, a short term e-marketplace, and GAM, a long term e-marketplace. Among others, DCs can access this market place as flexibility-offering units. Contrary to the suggested modelling framework, they limit themselves to assessing the technical potential of DR with specific DCs.
In the case of Tang et al. (2013) who also look into workload shifting and cooling set-point manipulation, the explanatory power of the utilized methodology, a simple regression, is unfortunately limited. In the model of Cupelli et al. (2018) a DC takes part in both an incentive-based and a dynamic-pricing market using three different strategies: the DC can schedule the workload at different times, it can change the cooling set-point and additionally charge or discharge batteries. The two different market options are explored separately, rather than optimised against each other as implemented in the current work. Finally, Wang et al. (2014) provide a framework for all kinds of workload-related strategies that can offer power flexibility into both a dynamic pricing-based market and a peak pricing-based market. They do this by choosing a high level of abstraction that reduces strategies related to workload, to delay, reduce or shed workload or a combination thereof. Like the presented work, they have the goal to ‘accommodate a more general set of knobs.’ (Wang et al. 2014), p.307. On the market side, they decompose the flexibility demand products into their components ‘peak’ vs. ‘dynamic’ pricing, similar to Kirpes and Klingert (2016) who analyse different market components without offering a formal DR model. This work is closely related to the suggested approach, however, contrary to the latter, they do not account for the cost of the degradation of the quality of service.

Modelling flexibility in general

Only lately has the active role of power market participants offering power flexibility been seen and modelled. Niedermeier et al. (2016) discuss the advantages of integrated power planning for a load to closely follow renewables’ power supply. This integrated planning allows for an optimum of an omniscient planner, but due to the involvement of different entities, it needs to be split into planning (a power plan) and scheduling (any load). They model the flexibility of a load by the cost of three adaptation issues: frequency of changes, size of changes, and notification time.

A different approach is offered by Barth et al. (2018), who try to capture all possible features of flexible loads in a linear optimisation problem. Their work is more specific than Niedermeier et al. in that they model flexibility of loads rather than flexibility dimensions. A definition of flexibility objects in terms of temporal and sizing aspects, so-called flex-objects, is the focus of the work of Šikšnys et al. (2015) who, to trade flexibility on a market, also show how to aggregate and dis-aggregate small flex-objects. Contrary to the presented approach and the definition by Niedermeier et al. (2016), a flex-object comprises the total load to be scheduled and not only the flexible part of it. Therefore, flex-objects can directly be traded on wholesale energy markets but not on reserve markets dealing only with flexibility.

The mentioned works are comparable in that they choose a high level of abstraction as in the presented framework. However, contrary to the presented approach, even though these are highly interesting analyses of the technical DR potential, they fully ignore the economics of the decision basis.

A framework for modelling demand response with data centres

As mentioned in the Introduction, a generic economics-inspired optimisation approach can be used to meet the requirements R1 to R5. A framework built on this idea will be presented in the following sections.
This generic framework takes the view of a DC that aims at ‘selling’ its power flexibility or using it to optimise energy purchase, asking in turn for compensation that more than outweighs the invested effort. This perspective can be understood considering Amazon’s situation previous to inventing the cloud. Until Amazon explored selling unused capacities, they spent eleven months of the year suffering from the huge block of fixed cost due to servers sitting idle. Only when they discovered their huge flexibility potential, did they invent the cloud. Using production functions to represent this point of view, adding or removing power management strategies is simply a question of adding or removing ‘products’ in the ‘aggregate power flexibility product function' (in short ‘power flex function’). As will be shown, this modelling approach allows the inclusion of non-monetary issues at the constraint level. Once the framework is instantiated to a set of specific strategies and markets, it incurs an optimisation problem for which the most straightforward methodology is linear or non-linear optimisation. Simulation can be used for approximating exact solutions.

Production of power flexibility
Micro-economic enterprise theory views an enterprise as an organizational unit that creates a product or a set of products (called outputs) using one or more resources (called inputs) and a production technology which is represented by a production function. Producing evokes cost; the products are priced according to a specific market structure. In the case of perfect competition, an optimum is reached when marginal costs equal marginal revenue (Mas-Colell et al. 1995).

Translating this idea into a DC offering power flexibility to a set of power flex markets, the product becomes the aggregated power flexibility which is produced applying one or more ‘power flexibility production functions’ (aka ‘power flex functions’). Each of these uses one or more ‘inputs’ which are characterized by the necessary tuning inside the DC. The more inputs are used, the more power flexibility is created until maximum capacity is reached. In the framework, power production using one specific or an aggregation of several power production technologies is therefore expressed as a (linear or non-linear) function that can be both positive and negative. In the case of power reduction, the flexibility offered to the market is positive. For example, if due to excessive supply of solar power, the DC is asked to reduce its power, this power flex function is negative. The power flex function is continuously increasing (or decreasing if it is negative), using inputs that can be continuous or discrete variables. Mathematically speaking, we have a set of power production strategies \( S = \{S_1, \ldots, S_n\} \) and a set of production inputs \( I = \{I_1, \ldots, I_m\} \). These are combined to produce power flexibility as

\[
PF = PF(y_{s,i}) \text{ with } s = 1\ldots n \text{ and } i = 1\ldots m
\]

where \( y_{s,i} \) is the power flexibility output of technology \( s \) at the input level \( i \). It continuously increasing:

\[
PF(y_{s,a}) \geq PF(y_{s,b}) \text{ if } i_a \geq i_b \forall PF \geq 0
\]

\[
PF(y_{s,a}) \leq PF(y_{s,b}) \text{ if } i_a \leq i_b \forall PF \leq 0
\]

It may have increasing, decreasing, or constant returns to scale. The shape of the power flex function depends on the underlying power management strategies and how they are interrelated.
As a concrete example for this concept, take the two power flex production functions of ‘workload shifting’ (index shift) and ‘frequency scaling’ (index FS), which are implemented in the linear optimisation model instance (see “A linear model instance of Data Centre power flexibility” section):

The background is a widely cited server power model based on CPU frequency (Elnozahy et al. 2002), \( P_{\text{serv}} = P_{\text{idle}} + A \cdot f^3 \), where \( P_{\text{serv}} \) is idle server power and \( A \cdot f^3 \) is the dynamic part of the server, \( P_{\text{dyn}} \), impacted by CPU frequency \( f \) and a factor \( A \) that includes application-specific and server-specific characteristics (for more information on the power model, please refer to (Elnozahy et al. 2002) and (Shoukourian et al. 2015b), amongst others). The workload in this example is assumed to be defined by \( j \) uniform jobs that can be interrupted at any time and use one or more identical computing nodes to create the DC’s services. DC power \( P \) is assumed to be determined by the server power \( P_{\text{idle}} \), by the number of active and idle nodes \( N \), the dynamic power \( P_{\text{dyn}} \), and the number of active nodes \( n \). The dynamic average power per job \( P_j \) is then determined as \( P_j = \frac{nA\cdot f^3}{j} \).

The workload shifting power flex function builds on the changes in the number of active jobs at any point in time, and can be described as \( PF_{\text{shift}}(\Delta j) = \Delta j \cdot P_j \), with the capacity constraints \( 0 \leq |\Delta j| \leq \hat{J} - j \) and \( j + \Delta j \geq 0 \), where \( \hat{J} \) is the maximum shiftable workload in terms of jobs. The change in jobs \( \Delta j \) is enabled only between the number of currently running jobs \( j \) and the maximum number of jobs \( \hat{J} \). This can be determined through technical or business model constraints, or even due to general risk adversity. The independent variable, i.e. the input into this power flex function, is the shifted workload \( \Delta j \), which is reflected on the x-axis. As we assume uniform jobs, the function in this example is linear, which can be seen in Fig. 1. The resulting Power Flex can be seen on the y-axis. It is based on the average values of a German HPCC. This DC on average runs 160 jobs; assuming that 12.5% cannot be touched, the capacity constraint is 140 jobs which are moved if the reward is high enough.

Likewise, a power flex function can be created by scaling the frequency. This means that the power flex production function \( PF_{FS} \) uses the distance to the original frequency \( f_0 \) as

![Fig. 1 Power-flex functions of shifting and frequency scaling](image-url)
input, which is the independent variable for the power flex function. As the frequency is an input for the original server power function to the power of 3, the resulting function would not be linear: 

\[ P_{FFS}(\Delta f) = n \times A \times (f_0^3 - f_1^3) , \quad \text{with} \quad f_1 - f_0 = \Delta f, \]

where \( f_0 \) is a parameter, whereas \( \Delta f \) is the independent variable.

In reality, the frequency cannot be manipulated continuously, but there are several technically-possible frequency levels (also called P-states). To linearize the frequency scaling power flex function the power consumption of the workload is normalized to the default frequency \( f_0 \). The power consumption in all other cases concerning manipulating frequency can be calculated using the above formula (of course calibrated with the data at hand) and then scaled accordingly. Thus the allowed solution space for \( P_{FFS} \) is pre-computed as:

\[
P_{FFS}(\Delta f) = \begin{cases} 
  P_{FFS}(\Delta f = f_0 - f_{\min}) = n \times [P_0 - P_0 \times (1 - a_{\text{min}})] \\
  \vdots \\
  P_{FFS}(\Delta f = 0) = 0 \\
  \vdots \\
  P_{FFS}(\Delta f = f_0 - f_{\max}) = n \times [P_0 - P_0 \times (1 + a_{\text{max}})] 
\end{cases}
\]  

(4)

where \( a_{\text{min}} \) is the scaling factor for the minimal and \( a_{\text{max}} \) for the maximal frequency value. \( P_{FFS} \) can become negative too when the power flex market requests for a power increase. In Fig. 1, the values of \( P_{FFS} \), based on the data of a German HPCC, are interpolated. In this case, the default frequency is at 2.3 GHz; it can be scaled down to 1.2 GHz and up to 2.7 GHz.

To aggregate the selected power flex functions from the different strategies into an aggregated power flex function that depends on all inputs, interdependencies of the strategies need to be taken into account. For the case of the specified shifting and frequency power flex functions, it is obvious that at a certain point in time, the results of frequency scaling can be attributed to the power flexibility only to the degree that the workload has not been shifted away. This means that shifting workload at the same time reduces the potential of power flexibility that can be reached through frequency scaling. This might seem rather obvious but combining more strategies will render these interdependencies very complex. So, sticking to the simple example, the aggregated form of the power flex function is \( PF(PF_{\text{shift}}, PF_{\text{D/VFS}}) = PF_{\text{shift}} + \frac{\Delta f}{f_0} \times PF_{\text{D/VFS}} \). This can be either positive (i.e. reducing power consumption) or negative (i.e. increasing power consumption), depending on the flexibility the power markets demand.

**Quality reduction of power flexibility**

An implicit assumption of DR is that power demand is mainly temporarily changed, i.e. the core business of the data centre is not touched, and therefore the size of the workload measured in the number of tasks, services, or other non-energy related metrics remains constant system-wide. What might change, however, is the quality of service related to the service creation, depending on the power management strategy applied. The quality of service impact of a power management strategy can be generally expressed by a set of quality reduction parameters \( QR = \{ QR_1, ..., QR_l \} \), each of them being subject to change, depending on the strategy applied and the degree to which inputs are employed:

\[
QR_r = QR_r(y_{s,i}) \quad \text{with} \quad s = 1...n; \quad i = 1...m \quad \text{and} \quad r = 1...R
\]  

(5)
with the characteristics:

\[
QR(y_{sa}) \geq QR(y_{sb}) \text{ if } i_a \geq i_b \forall QR \geq 0 \tag{6}
\]

\[
QR(y_{sa}) \leq QR(y_{sb}) \text{ if } i_a \leq i_b \forall QR \leq 0 \tag{7}
\]

Again, this quality reduction function may be positive or negative and is continually increasing in its determinants. A specific case of quality reduction is the delay, which is also the most frequently used characteristic. It is necessary to be spelt out because the delay may have double functions: on the one hand, it is a quality reduction characteristic, depending on the technical power adaption strategy used. On the other hand, it is intertwined with the temporal requirements by power flexibility markets to hold up the power adaptation.

For the examples introduced above delay is the only dimension of quality reduction considered. For both the shifting as well as for the frequency scaling power flex function, the corresponding delay can be calculated quite easily. In the case of shifting, the delay is just the time for which that workload is shifted away: \(D_{shift}\), implying that the deadline is identical with the original expected finishing time of the execution. This is determined by the shifting duration that the DC management chooses, which is impacted by power market requirements. In the case of the frequency scaling power flex function, the easiest way to calculate delay is by assuming that the workload is compute-bound only. In this case, the technical delay is determined exclusively by the relative increase or decrease of frequency. \(D_{FS}(\Delta f) = -\left(1 - \frac{f_0}{f_0 - \Delta f}\right) \ast ET\), where \(ET\) is the original execution time. If the workload is both compute and memory-bound, the impact of frequency scaling on delay is reduced by a factor \(\beta\). This represents the relative shares of compute vs. memory-bound execution (for more information, see the work of Etinski et al. (2012) and Auweter et al. (2014)). These examples show that even though the quality reduction depends on the strategy employed, it needs not to have a direct relation to the shape of the power flex function. Quality reduction itself has no effect on the benefit of marketing flexibility for a DC - the real effect is mediated via cost which will be explained in the next section.

**Cost of power flexibility**

The cost of power flexibility is modelled alongside the aggregation of three basic elements:

- quality reduction \(C_{PF}\), which ultimately depends on the technical characteristics of the power flex production through the power management strategies,
- fixed cost of each strategy \(c_{fix}(s)\), where applicable (e.g. cooling manipulation might require human intervention),
- changed power cost \(C_{PC}\) as by increasing or reducing power, the power charge of a bill might be changed\(^7\).

As in the cases of production and quality reduction functions, the high level of abstraction allows for either just a parameter or a separate function that might depend on the level of technical power flexibility. Therefore these costs are represented by \(C_{PF} = C_{PF}(y_{sa})\) with \(s = 1...n; i = 1...m\), with the same characteristics as the equations for the power flex and the quality reduction functions 1 and 5. The function depends on the technical power flexibility, even though it is mediated by quality changes. As mentioned,

\(^7\)When time aspects are added to the picture, additionally the change in energy cost must be accounted for.
it is not quality reduction per se that determines the impact of a power management strategy on the economic benefit of a data centre, but rather the associated costs. This means that implementing a power management strategy, therefore, might have different kinds of consequences, that are not reflected in costs. In some cases, (e.g. manipulating the cooling set-point) there will be no quality reduction of a strategy as long as it is applied within allowed and customized capacity levels. In other cases, there might be a Quality of Service (QoS) impact, but unless there is an SLA contract, i.e. a service level agreement that determines specific service features that turns this impact into cost, it is not relevant for a power flex cost function (e.g. delay within SLA-boundaries). In yet other cases, there might be no contract-based cost of a power management strategy. Nonetheless, DC management may have other reservations about applying a specific power management strategy, due to general norms in the community, personal interests, or the fear of losing customers (e.g. 'we must have high server utilization, we would never reschedule the workload'). These kinds of non-financial costs can be reflected by constraints in the framework. Quality might not only be reduced but also increased, e.g. if the workload is advanced due to the high availability of renewable power sources. This would normally carry neither costs nor rewards. In the case of a GreenSLA concept (Basmadjian et al. 2016), however, the support of DR by customers might be rewarded which would be reflected by a change of arithmetic signs.

All these cases are captured in the model due to the generality of the approach.

As to fixed cost, they are reflected by a parameter $C_{\text{fix}} = \sum c_{\text{fix},s} \cdot b_s$ that needs to be included into the overall cost function, where $c_{\text{fix},s}$ are each strategy’s fixed cost and $b_s$ is the corresponding Boolean. Fixed cost act as a threshold for applying a specific power management strategy, as they must be compensated before the specific strategy is beneficial. Automation, e.g. connecting to a DCIM (data centre infrastructure management) tool, can help to reduce the fixed cost.

By the nature of power flexibility strategies, they change the power used by a DC. Depending on the energy tariff, in most cases, this does not lead to a reduction of the power charge as long as the original peak power is not changed. If, on the other hand, the power flex function is negative, i.e. by increasing the power demand, the power charge might change if the original peak power is surpassed. Therefore the additional power charge of the aggregated power flex function of the data centre is described by the constraint $C_{\text{PC}} \geq pc*(P_0 + PF - \hat{P})$ and $C_{\text{PC}} \geq 0$. $C_{\text{PC}}$ denotes the change of the power charge, $pc$ the power charge per kW, $P_0$ the current and $\hat{P}$ the maximum power of the considered billing period. The additional constraint $C_{\text{PC}} \geq 0$ ensures that this applies only if the peak power $\hat{P}$ is surpassed. In the unlikely case that the tariff does not have a power charge based on a threshold, the constraint can be simply omitted. In the same way, energy costs can be included in time-dependent instantiations of the model, if the tariff is in kWh.

The total cost $C$ is then just an aggregation of the cost elements:

$$C = C_{\text{PF}} + C_{\text{fix}} + C_{\text{PC}}.$$

(8)

In the scenario used for the linear optimisation problem, unfortunately, the DC presented does not have a publishable Service Level Agreement cost model. Therefore, the SLA model for non-interactive batch jobs of Garg et al. is used, assuming that the deadline is at the end of the execution time (Garg et al. 2014). SLA cost is then derived proportionally to the delay: $C_{\text{PF}} = D \cdot Pe$, where $D$ is the delay introduced above and $Pe$ the penalty
rate per time step, as the workload is measured through job energy. Three of the leading online services for computations, Microsoft, Amazon, and ScaleMatrix, all define their SLAs dependent on the usage price (Services 2018; ScaleMatrix 2018; Microsoft 2018). This is the reason for SLA costs to be assumed as $P_e = \text{uniform}(l_i, u_i) \cdot u_P$. The usage price $SuP$ relates to the workload size; the time dimension is included linearly as the SLA cost is computed for each time slot separately.

**Modelling power flexibility markets**
In most cases, the Data Centre is a price taker on a regulated or a competitive market for power flexibility. In some specific cases of explicit DR, the DC bids for prices; however, as this process precedes the internal optimisation (sometimes by more than a day) it is not integrated into the framework. The power flex markets are therefore represented by their respective prices (price vectors in the time-dependent linear optimisation model) and typical constraints.

These constraints can be rather limiting for the options of DCs to trade their power flexibility on the power flexibility markets. This applies foremost to explicit DR schemes. Implicit DR schemes, i.e. dynamic prices via dynamic tariffs, or a wholesale market like the EPEX spot market in Europe, regularly have far less restrictive entrance barriers. This also applies to time-of-use tariffs, which, not being dynamic, are not DR but help to reduce the pressure on the grid in times which are generally considered difficult. The reason is the nature of explicit DR; it is aimed at physically securing overall power system stability, contrary to implicit DR which is market-based.

For implicit DR therefore, the reward for flexibility demand is modelled via the difference between the baseline power price and the dynamic power price $\Delta p$. Explicit Demand Response markets, e.g. capacity markets or reserve markets, offer a reward for either any amount of power (in kW) $Re$ or for each package $pZ$ of flexibility. On the French capacity market, for instance, only specific amounts of power can be offered through certificates, which are then reimbursed in terms of the number of certificates traded. This can be introduced by defining a variable $z$ as the number of certificates of size $Z$ offered $z = \frac{PF_e}{Z}$ for the power flexibility $PF_e$ sold to market $e$.

As a constraint, this number of certificates sold must then be natural $z \in \mathbb{N}$. The turnover on all $k$ markets $e = 1...k$ comprising all options of explicit and implicit DR is then:

$$T = \sum T^e = \sum (p_{2e} \cdot z^e + Re^e \cdot PF^e + \Delta p^e \cdot PF^e) \text{ with } e = 1...k$$

with the corresponding constraints:

$$PF^e \geq \bar{M}^e \cdot b^e$$

$$C^e = \sum c^e \cdot b^e$$

$$\text{bigM} \cdot (1 - b^e) + D_s \geq D^e \forall s = 1...n, e = 1...k$$

$$\bar{M}^e \cdot b^e_s \geq PF^e \geq \bar{M}^e \cdot b^e_s$$

The first constraint is typical for both explicit and implicit DR and ensures that the DC’s offer equals or surpasses the minimum power $\bar{M}^e$ that can be traded on the respective market $e$ which is enabled via the corresponding boolean $b^e$. In the second constraint, fixed market entrance costs $C^e$ are formulated in a way comparable to the fixed costs of a

---

*To maintain a better overview which variables or parameters are market-related vs. data centre-related, the index for the market is kept as a superscript instead of a lower script.*
power management strategy in a DC. The third constraint deals with the required adaptation times. In explicit power flex markets, e.g. ancillary services markets, the market operator offers a reward for power adaptation $PF^e$ which is defined through notification time, frequency of change, adaptation size, (Niedermeier et al. 2016) and the required adaptation duration $D^e$ for market $e$. This means that if some part of the flexibility created by strategy $s$ is offered in market $e$, the equivalent delay $D_s$ (activated through the corresponding boolean $b_s^e$ and the mathematical $\text{bigM}$) must exceed the delay time required by the market $D^e$. The behaviour of this boolean is defined in the last constraint; as soon as a strategy $s$ delivers power flexibility to the market $e$, the total power flexibility $PF^e$ must be within the minimum requirement $\hat{M}^e$ and the maximum requirement $\tilde{M}^e$ of the considered market $e$.

As an example for an implicit and an explicit power flex market, take the European stock exchange EPEX and the German secondary reserve market, which are modelled in the linear optimisation instance of this framework and will be introduced in more detail in the evaluation part of this work (A linear model instance of Data Centre power flexibility). Regarding EPEX, the reward is expressed as price difference $\Delta p$ between the EPEX prices and the baseline tariff with a minimum offer constraint $M^{\text{epec}}$. The Secondary Control Reserve market has minimum offer requirements $M^{\text{res}}$ and high market entrance costs $c^{\text{res}}$. The benefit is modelled alongside the difference between the offered load (which carries a specific price per kW) and the number of time periods ($z$) that this load is activated - mandatory, in case the bid of the DC is accepted in a specific week.

Optimisation objectives

In this framework, the overall optimisation objective is a matter of the use case of the implemented version. Reconnecting to the original microeconomics inspired approach to modelling, it is, of course, the benefit of the company, aka DC, from engaging in DR that should be maximised. However, in some cases, especially in the long run, it might be possible that the DC aims at being a ‘good citizen’. A survey of some 20 publicly-owned DCs unearthed that this was their guiding principle for the interaction with their grid and electric energy providers, due to a lack of direct DR products (Patki et al. 2016). To reflect this in the modelling framework, the economic benefit of the DC might be turned into a constraint, requiring that benefit needs to be at least non-negative. The optimisation goal might then, for example, be to minimise the difference between an exogenous power parameter (vector) determined by the grid operator and the overall power (as $P_0 + PF$) as suggested in the general DR framework of (Barth et al. 2018). Usually, however, for a data centre to get engaged in new markets and offer their power flexibility, they would want to maximise their economic benefit:

$$\max \left( \sum T^e - \sum C^e - C \right)$$

This is also the objective function used in the linear optimisation instance as presented in the subsequent chapter (The evaluation scenario).

Accounting for non-technical issues

The framework offers three starting points for integrating non-technical issues:
A solution that is chosen often in the context of micro-economic modelling is to use alternative objective functions, for instance maximising the utility of stakeholder or the system as a whole. Strictly speaking, this is not covered in the framework but requires slight adaptations of the model and a set of new constraints.

Another option is to integrate an alternative cost function that reflects the apprehension of the involved personnel. There is evidence that also in the context of data centre management decisions on energy-saving measures are not only based on economics but also influenced by apprehension (e.g. Fernández-Montes et al. (2015)). An alternative cost function could be used to compare the optimisation results of both cost functions. This seems very straightforward at first, and this approach was used in the first version of the model (Klingert and Becker 2017). However, there is no data to realistically model this.

A third solution is to monitor the economic benefit of the optimisation and compare it to reality where ever possible. The difference between the realized benefit and the calculated benefit then needs to be analysed to find out the origin.

The reasoning behind the third option is the following: for a DC manager, some strategies might ‘feel’ riskier than others due to perhaps complexity (for example, if various different technologies are involved in a cooling setup) or customer issues (in the case of workload-related strategies). For the decision-maker, such a ‘risky’ strategy must then be a lot more beneficial than a ‘safe’ power management strategy to be implemented. This would imply that the required benefit of the ‘risky’ strategy must be greater than the one of the ‘safe’ strategy. An implementation of this approach is the calculation of the ROI (return on investment) per strategy:

$$\text{ROI}_s = \frac{\sum T^e_s - C_s - \sum \frac{T^e_s}{T^e_i} \cdot c^e \cdot b^e}{C_s + \sum \frac{T^e_s}{T^e_i} \cdot c^e \cdot b^e}$$

The benefit related to the turnaround of a strategy in all markets $\sum T^e_s$ must be related to the strategy’s cost $C_s$ and the share of this strategy at the fixed costs in the respective markets $\sum \frac{T^e_s}{T^e_i} \cdot c^e \cdot b^e$. If this ROI is considerably higher than the standard ROI of other business engagement in this particular market, the reasons should be analysed.

With financial data missing for the evaluation scenario, however, none of these options could be realized in the linear optimisation instance.

The evaluation scenario
The general framework is evaluated using data from a German HPCC and a set of German power flex markets. The European setting is chosen to support a new geographical perspective on DR with DC as the research in this area is still dominated by U.S. scenarios.

Data Centre traces
The data traces for the evaluation of the framework are provided by a large scale HPCC system in a German DC with more than 9000 compute nodes, each of which features 2x8 core Intel Sandy Bridge processors. They each have a thermal design power of 130 W. Default CPU frequency is set to 2.3 GHz, the maximum operating frequency is 2.7 GHz. The total energy consumption in 2014 was around 2 GWh; the theoretical peak power is near 4 MW. The DC computes scientific workload consisting exclusively of batch jobs.
The data traces provided contain job data with starting and finishing time, energy and average power consumption of each job in 2014. After data cleansing, almost 400,000 jobs are left. Since the DC is an operating environment, the origin of the data cannot be disclosed.

**German electrical power markets**

**Baseline tariff**

In Germany, it is typical for the industry to have either a fixed price or a simple, two-period based time-of-use tariff. As the real tariff of the DC at hand is not known, average industry prices from (Bundesnetzagentur 2014) are taken as fixed price tariff.

**EPEX spot market**

The European Power Exchange (EPEX) is the main wholesale market for electric power for German customers. It consists of several sub-markets: Day-ahead-auction, Intraday Continuous, Intraday-auction markets and the capacity market. This research work considers the Day-ahead-auction market, where energy can be traded in standardized blocks, consisting of several hours or hour blocks. The trading prices and corresponding volumes are published on the EPEX website. To trade on the EPEX, market participants have to pay an entrance fee and a trading fee, and they have to be able to at least trade 100 kW.

**Reserve markets**

In Europe, reserve markets are distinguished into primary, secondary, and tertiary reserve markets who offer ancillary services by way of passing work from one to another. The secondary reserve takes from the primary reserve resource, and later on, the tertiary takes over from the secondary reserve. The secondary reserve market is the most attractive one for DCs; the rewards are comparably high, but the requirements to adapt power within 5 min can be fulfilled by most power management strategies. Unfortunately, the pre-qualification effort and cost are quite high, and the minimum size of adaptation of 5MW (in 2014) cannot be reached by most German DCs so that for the current scenario it must be assumed that an aggregator mediates between the secondary reserve market and the HPC DC.

There are four products in the German secondary reserve market. They are defined along with the dimensions ‘high and low tariff’ as well as ‘positive and negative reserve power’ which is equivalent to a positive vs. a negative power flexibility function.

The market for Secondary Control Reserve is an auction with two merit-order lists into which the DC bids for each week separately. In the first merit-order list, all auction participants are sorted by their load price in ascending order. The necessary amount of Secondary Control Reserve for the upcoming week is calculated based on a mathematical formula. Participants are accepted into the pool until the predicted load limit is reached. Next, during the week, participants are retrieved based on the second merit-order list, which sorts the participants’ energy price bids. Starting with the lowest energy price, the participants are requested to deliver their service until the demand for SCR is satisfied and are paid according to their bid. Therefore, for each of the products and in each week a pre-qualified market participant (e.g. a DC) offers a combination of a price for power (kW) and electric energy (kWh). Since a Data Centre can’t know exactly

9http://www.epexspot.com/en/market-data/dayaheadauction/chart/auction-chart
in which week they will get into the participant pool and how much their service will be used, we need to determine a realistic strategy. From historical data, one can derive that with 80% of the price offer, it is possible to get into the participant pool in 90% of the weeks. Among the providers that got into the pool, one can then calculate the percentage of the previous week’s energy price, which led to the highest revenues. To avoid additional computational weight by adding a further optimisation problem to the current problem, this market participation is modelled exactly according to the strategy described above outside the DR optimisation and thus turned into a parameter vector for each week.

**Atypical Grid Usage**

Atypical Grid Usage is a German peculiarity based on a power charge policy that aims at flattening the aggregate power demand profile in the transmission grid. It uses information about the historically known peaks transmission grid load. Based on this, so-called ‘peak load windows’ are determined wherein the power consumers are rewarded if they reduce their load significantly compared to their ‘regular’ load. This means that \( PF_{\text{atsp}} \geq 0 \) should be maximised during these peak load windows, reducing the peak power at these times as much as possible. The network fee itself is not changed, however, it is recalculated in a way that it is only paid for the maximum power in the peak load time windows. Constraints are a minimum load shifting potential of currently 100 MW, a bagatelle threshold for the reward and a so-called ‘materiality’ threshold of the overall network fee (der Justiz und Verbraucherschutz 2018).

**A linear model instance of Data Centre power flexibility**

The power flexibility framework is evaluated using a time-dependent linear model on the batch workload data as described above. The implemented power adaptation strategies are workload shifting and frequency scaling.

The model has the following assumptions:

1. The workload is composed of several uniform tasks without user interaction, which can be interrupted and restarted at any time, which implies a virtualization layer.
2. The workload is represented by the amount of dynamic server power necessary to compute the tasks.
3. Both power management strategies, frequency scaling and workload shifting can be implemented without delay and without a significant performance reduction (Virtual Iron Software 2007).
4. The workload shifting is modelled as postponing workload by a maximum number of time steps (the so-called flexibility range)
5. Since load is always only measured at certain time steps, the power consumption in between has to be deemed as constant. The power values (W) are converted into energy values (Wh).
6. Even though electric load might be shed due to frequency scaling, which changes computational efficiency, workload itself is not being shed. Accordingly, the processed workload in Wh is normalized to a standard frequency remains constant.
7. The quality reduction is viewed in terms of delay, to which SLA costs are attributed.
The DC power consumption is abstracted from other power consumers than server power consumption as only the workload and CPU-related power management strategies are implemented.

As Fig. 2 shows, the linear optimisation model is composed of four interdependent sub-models: the technical power flex functions component, the DC cost component and the delay that links the other two. And finally the power flex markets component with one sub-component each for each power flex market. Adaptation processes lead to an adjustment in the DC in the form of power flexibility originating from the two power management strategies, which impact the quality of service in the form of a considered run-time model and thus connects to the cost model for SLA. On the market side, both direct and indirect demand response is modelled: Indirect DR is represented by the EPEX day ahead market, whereas direct DR is represented by a model for the German Secondary Control Reserve market as well as for Atypical Grid Usage introduced in “The evaluation scenario” section. The various components are interdependent: Reward structures and constraints on the power markets have an impact on the power flexibility offered, which in turn is dependent on the internal quality of service characteristics and cost structures.

The following sections explain the modelling approach to the linear optimisation model, first with regards to adaption processes inside the DC and then with regards to the considered power markets.

**Data Centre models**

*Power flexibility through workload shifting*

According to the linear power model for workload shifting as introduced in the section ‘A framework for modelling demand response with data centres’, the power flexibility of workload shifting is simply dependent on the number of jobs $j$ and their average job power $P_j$: $P_{f, \text{shift}} = \Delta j \ast P_j$.

![Fig. 2 Components of linear optimisation model](image-url)
The current model implementation is time-dependent, which means that the power flexibility function carries a time index and shifting is carried out from one period to another. The set of periods of the considered time range is $TR$ where one period is the interval between two measurement points. The workload is shifted from originating periods $o \in TR$ to one or more feasible resulting periods $r \in TR$. All combinations would be a tuple set of $TR \times TR$. However, only the tuples inside the flexibility range $FR$, defined as $FR = \{t_{\text{min}} \ldots 0 \ldots t_{\text{max}}\}$ are valid. $t_{\text{min}} \leq 0$ is the maximum possible number of periods to move jobs back in time and $t_{\text{max}}$ is the maximum number of periods to move jobs forth in time. Thus the set of valid tuples $U$ is defined as $U = \{(o, r) \in TR \times TR : r - o \in FR\}$.

As an example take the set of periods $TR = \{1, \ldots, 4\}$ with a flexibility range of $FR = \{-1, \ldots, 2\}$. The viable combinations $U$ are shown in Table 1.

As workload $o_o$ (the amount of energy $o$ used for jobs in period $o$) is represented by the energy used to compute it, shifting is done by moving the energy amount of every originating period $o \in TR$ to every resulting period $r \in TR$, where $r - o \in FR$. In the example in Table 1 the energy of originating period $o = 2$ could be shifted to the resulting periods $r \in 1, \ldots, 4$. For the originating periods 1, 3 and 4, the flexibility range $FR$ cannot be fully utilized, as the resulting period $r$ must be within $TR$.

As the jobs are expressed via their consumed energy, the (non-negative) decision variable $\Delta j_j$ in the power flex function is simply the share of energy moved from the period $o$ to a viable period $r$. The sum of these shares (summing up along the rows in Table 2) must be equal to 1: $\sum_r d(o, r) = 1, \forall o \in TR$, where $d(o, r)$ is the share of demand shifted from the originating period to the resulting period. The absolute magnitude in the power flex function is determined by multiplying this share $d(o, r)$ with the original energy consumption in the originating period and summing up the resulting values (along with the columns in Table 3), which is expressed in the constraint: $e_r = \sum_{o \in U} d(o, r) * o_o \forall r \in TR$, as can be seen in Table 2, where $o_o$ is the original energy load in period $o$ and $e_r$ is the resulting energy load in period $r$. The difference between the original load $o_o$ and the remaining energy load $e_r$ in period $r$ is then the power flexibility of shifting $PF_{\text{shift}}$.

Finally, the following constraint ensures that the optimisation model never exceeds the maximum load of the data centre, which could be shifted to a period $r \in TR$, denoted by $\hat{j}_r$: $e_r \leq \hat{j}_r \forall r \in TR$. Additionally, $e_r \leq \hat{E} \forall r \in TR$ is the overall capacity constraint, where $e_r$ again is the energy load in the resulting period $r$ and $\hat{E}$ the maximum capacity of the DC. In the example (2), the price difference $\Delta p$ between the current cost and investing into the day-ahead market comes into play: By moving the load from period 2 into periods 3 or 4 an additional revenue can be made. Let 40 kWh be the overall capacity constraint and 50% the maximum shiftable amount in any period. The original amount of job energy in period 2 (second row) is 40 kWh. Even though the price difference $\Delta p$ between 2 and

| $\scriptstyle r$ | 1  | 2  | 3  | 4  |
|------------------|----|----|----|----|
| $\scriptstyle o$ |    |    |    |    |
| 1                | 1,1| 1,2| 1,3|    |
| 2                | 2,1| 2,2| 2,3| 2,4|
| 3                |    | 3,2| 3,3| 3,4|
| 4                |    | 4,3|    | 4,4|

\[10\]Here $e$ is an energy value; not to be confused with the market index $e$ in the framework model.
Table 2 Results of shifting the shares $d_{i(o)}$

| $r$ | $o$ | 1  | 2  | 3  | 4  | $o_s$ | $PF_{shift}$ |
|-----|-----|----|----|----|----|-------|-------------|
| 1   | 50% | 0% | 50%|    | 10 | +5    |             |
| 2   | 0%  | 50%| 12.5%| 37.5%| 40 | +20   |             |
| 3   | 0%  | 100%|     | 0% | 30 | -10   |             |
| 4   |     | 0% | 100%|    | 20 | -15   |             |
| $\Delta_R$ | 1€ | 2€ | 5€ | 4€ | kWh |        |             |

$e_i$ is the resulting energy load.

3 is most profitable, due to the capacity constraint only 12.5% can be shifted from period 2 to period 3, thus resulting in a job energy consumption of 20kWh in period 2 and 40 in period 3. All in all, shifting the 50% out of period 2 leads to a power flex value $PF_{shift}$ of +20 for period 2, which means that 20 kWh can be offered on the day ahead market.

**Power flexibility through frequency scaling**

The second power management strategy implemented in the linear instantiation of the power flex framework is frequency scaling. As explained in “Production of power flexibility” section, in this model the power flexibility function by frequency scaling is determined by a linear power factor depending on the selected change of the normalized frequency. This means, that the finally chosen frequency $f \in F$ in the following constraint is determined through a boolean which makes sure that only one frequency is chosen:

$$\sum_{f \in F} b_{f,r} = 1 \forall r \in TR.$$  

Thus, taking the frequency scaling strategy into account, the energy in a resulting period $r$ can be described as $e_{f,r} \leq \sum_{o} d_{f,(o,r)} \ast o \forall r \in TR, f \in F$, where $f \in F$ is the frequency chosen through the boolean variable. This is realized by $e_{f,r} \leq \text{BigM} \ast b_{f,r} \forall r \in TR, f \in F$, and $e_{f,r} \geq \sum_{o} d_{f,(o,r)} \ast (1 - b_{f,r}) \ast \text{BigM} \forall r \in TR, f \in F$ where $b_{f,r}$ is again the boolean relating to $f$ for each period $r$, and BigM the mathematical big M.

**Run-time and SLA cost models**

As presented in “Quality reduction of power flexibility” section, for the current model implementation quality reduction is viewed in terms of delay; for frequency scaling the delay is calculated with an adapted version of the model in Etinski et al. (2012), and for shifting, the delay is simply the number of shifted periods. The involved SLA costs are determined based on Garg et al. (2014) (see “Cost of power flexibility” section).

In the linear optimisation model, SLA costs are incorporated via the decision variable $eSL_s$ that sums up all power consumption that has been shifted $s = r - o$ periods, either directly or indirectly by the modified computation time in the case of DVFS. The costs for shifting are linear to the amount of periods $s \in S$ the power consumption was shifted. $eSL_s$ is multiplied by the costs for shifting per period $CS_s$ to get the total SLA costs $SLA$.

$$eSL_s = \sum_{f \in F} \sum_{s \in S, (o,r) \in TR - o = s} d_{f,(o,r)} \ast o$$  

$$SLA = \sum_{s \in S} eSL_s \ast CS_s$$
Models for the power-flex markets

As mentioned, in this sample implementation of the optimisation framework, the three power flex markets EPEX, SCR and AGU are modelled and optimised against each other. Assuming that the data centre is a price taker on the market, historical price data can be used as given.

**EPEX model**

The EPEX market is modelled as a time-based vector with prices for each point in time. In accordance with “Optimisation objectives” section, the part of the objective function that maximises the net benefit of the EPEX market multiplies the energy consumption of each period with the difference between the baseline energy price and the pre-calculated EPEX price vector. The only constraint is the minimum trading requirement of 100 kWh (SE 2019). The participation fee is activated via a boolean variable if it turns out to be worth to engage in the EPEX market.

**Secondary reserve market**

The Secondary Control Reserve (SCR) model is composed of three parts: the costs of pre-qualification, the revenues for provisioning the load change (i.e. W, but calculated in Wh, see assumption 5), and the revenues for the actually ‘delivered’ electric energy (i.e. Wh) adaptation. As mentioned in Modelling power flexibility markets, the Secondary Control Reserve market includes four products \( m \), all of which are taken into account.

The part of the objective function 11 that maximises the revenues from the participation in the Secondary Control Reserve market accounts for the two revenue streams, i.e. load price and energy price. The effort for the mandatory ‘pre-qualification test’ for market participation is interpreted as ‘market entrance cost’ \( C^{SCR} \) according to the terminology in “Modelling power flexibility markets” section; it is activated via a boolean and subtracted from the objective function.

In case the data centre is in the retrieval pool in week \( w \in W \), where \( W \) is the weekly view on the optimisation time range \( TR \), it has to deliver the load change service whenever activated by the network provider. The period length of the grid provider is a quarter of an hour; it is therefore assumed that the power flex offered in \( w \), \( PF^{SCR}_w \), is activated in the first 5-min period \( aw \in AW \) and then needs to be maintained in the second and third 5-min periods \( aw+s. AW \) are the activation periods for the HPCC in which it needs to adapt its consumption. This is expressed by a set of constraints, of course only for the activation periods which are represented by a tuple including the activation week \( w \) and period \( aw \) within the week. Due to the assumption of certainty, these periods are known exactly.

Another constraint ensures that the DC not only meets the required amount of power adaptation \( PF^{SCR,PosHT}_w \), but also does not over-fulfil this requirement; the German Transmission System Operator has set the limit to over-fulfillment \( oMA \) to 70%. Equation 15 shows this constraint in case the positive regulation service is activated in the high tariff time \( PosHT \):

\[
e_{aw} - e_{aw+s} \leq PF^{SCR,PosHT}_w \cdot (1 + oMA), \forall (aw, w) \in PosHT, s = 1, 2. \tag{15}
\]

The load price \( PP^{SCR} \) part of the revenue is paid if the data centre is chosen into the retrieval pool for the considered week. Adopting the procedure explained in “Modelling power flexibility markets” section leads to the information on the prices and of the
affected weeks. This means that for the affected weeks \( w \in W \) load prices are multiplied with the offered load. For every product on the Secondary Control Reserve market, a decision variable is introduced, which expresses the offered load in this week’s bidding process.

The energy-based part \( EP_{SCR} \) of the revenue is paid only if the DC’s offered load is actually activated, indicated by the boolean variable \( b_w \). Therefore the corresponding decision variables have the value of the offered load and are otherwise zero, as enforced by a set of constraints. To calculate the energy-based revenue, the activated energy is multiplied by two. The reason is that each SCR event time slot consists of 15 min; and, as explained before, the first DC 5-min slot is assumed to be spent on the adaptation, the next two 5-min slots are the compensated activation period. Each event can last up to one hour, which would extend the billing time. As the SCR data do not include the information if the activation lasted for the whole 15 min or if there were several subsequent activations, to not over-estimate the achieved market revenue, each 15 min period is treated separately. This means that in the case of a longer-lasting activation, the revenues in this model are slightly underestimated. Subsequently, this is multiplied by the pre-calculated energy price and added up over the weeks. All this is summarized in (16)–(19):

\[
\begin{align*}
\text{max } & T_{SCR} - C_{SCR} \\
= & \sum_m \left( T_{SCR,m} - 0.3 \times T_{SCR,m} \right) \\
= & \sum_m \left[ \sum_w b_w \times PF^m_w \times EP^m_w \times 2 + \sum_w PF^m_w \times PP^m_w - 0.3 \times T_{SCR,m} \right] ; \quad m = \{ \text{PosHT, PosNT, NegHT, NegNT} \}; \quad aw \in AW, w \in W, 
\end{align*}
\]

where \( T_{SCR} \) is the turnover on the Secondary Control Reserve market for all products \( m = \{ \text{PosHT, PosNT, NegHT, NegNT} \} \), the positive and negative reserve power, both in high and low tariff times.

**Modelling Atypical Grid Usage**

In the power control scheme Atypical Grid Usage, the regular power charge \( pc \) is not changed, however under this scheme it is not paid for the overall peak power \( \hat{P} \) per year but the peak power in specific peak load windows \( HT \in TR \).

The benefit resulting from the application of the Atypical Grid Usage strategy can be calculated by multiplying the difference between the current maximum load in all time windows, \( \hat{P} \), and the one in the peak load time windows \( HT, \hat{P}_{HT} \), with the load price \( pc \). This leads to the Atypical Grid Usage part of the objective function:

\[
\begin{align*}
\text{max } & T_{AGU} = \left( \hat{P} - \hat{P}_{HT} \right) \times pc \\
\hat{P}_{HT} = & \max_{ht} \left[ \sum_f c_{htf} \times pow_f \times 5/60 \right] ; \quad ht \in HT; f \in F 
\end{align*}
\]
where $T^{AGU}$ is the turnover from participating in the Atypical Grid Usage scheme. Again, it should be noted, that due to the assumption of constant power in-between measurement points, the metric in the implementation is energy (Wh), not power (W) and therefore $\frac{5}{60}$ is used to do the conversion.

As the concept of Atypical Grid Usage is targeted at big consumers it carries three constraints: materiality distance, bagatelle threshold, and materiality threshold.

**Materiality Distance:** The materiality distance $MD$ requires that there must be a significant difference between the maximum load in the peak load time windows $\hat{P}_{HT}$, and the maximum load in all other time periods in the year $\hat{P}$; this means: $\hat{P} - \hat{P}_{HT} \geq MD$

**Bagatelle Threshold:** The bagatelle threshold $BT$ requires the payment for the customer to be beyond a minimum $BT$ to avoid system-wide losses; this means: $(\hat{P} - \hat{P}_{HT}) \cdot pc \geq BT$

**Materiality Threshold:** Finally, apart from the absolute materiality distance, the customer additionally will need to fulfil a significant revenue threshold. The following constraint reflects the materiality threshold $MT$, as given by the network providers: $\hat{P}_{HT}P \leq \hat{P} \cdot (1 - MT)$

**Integration of modelling components into complete model**

In this section, the pieces of the optimisation objective presented in the preceding section will be put together. The glue is a simple addition of the gross benefit from the different markets of flexibility which basically can all be tackled at the same time. As long as there are no constraints like specific chunks of power flexibility delivered or an upper limit to offering power flexibility by one market participant, the algorithm chooses the most profitable market and offers the current flexibility to just this one. At each time step, a different market can be the most profitable one.

On the DC side, the model minimises the overall costs that are dependent on the technology of the power management strategies and their mix and the corresponding SLA cost. If the expected revenue is higher than the penalty cost, the model accepts penalties from SLA contracts.

The complete objective function is Eq. 11 which maximises the overall benefit as the difference between revenues and cost.

**Results**

The optimisation was carried out for different periods of time, chosen according to differences both on the power flex markets and the situation in the considered data centre. The first period, chosen as the basic run, comprises weeks 9-12 in March 2014, and the second period weeks 29-32 in July/August 2014. This run in March 2014 is the reference point for several sensitivity analysis runs which illuminate the dependency of the obtained results on the chosen parameters.

The subsequent sections will first present the parameters of the baseline scenario and the corresponding results, and then the various sensitivity runs.

**Optimisation parameters**

The parameters chosen for the baseline run are as close as possible to the considered scenario DC and markets:
• For the Sandy Bridge processors, nine specific frequencies between 1.2 and 2.7 can be chosen.
• We assume a flexibility for shifting of max 20% unless restricted by SLA cost.
• SLA costs are constructed using the approach described in “Cost of power flexibility” section. We calculate the costs/hour for the whole DC by using the number of nodes, the maximum load of the DC, and the costs of 0.36€/node hour (Stuttgart 2018). These are rather low, as results will show, but the most realistic choice for the DC at hand.
• As the baseline energy price of the considered data centre is not known, the influenceable part of the average industry price for Germany 2014 before taxes of 4.61 ct/kWh, was used (Bundesnetzagentur 2014).
• As the maximum adaptation for the SCR is smaller than the required SCR minimum adaptation size, it was assumed that the DC participates in SCR via an aggregator. For the aggregator, a fee of 30% of the SCR market turnaround was assumed. Prequalification cost is assumed to be covered by this fee\textsuperscript{11}.
• Regarding the Atypical Grid Usage, the bagatelle threshold was 500 €/year, materiality distance and threshold were 20% and 100 kW accordingly (Bundesnetzagentur 2011).
• The EPEX price vector used is the minimum of the EPEX Day Ahead auction price in every period\textsuperscript{12}.

**Optimisation results**

The optimisation run was executed on a 10 core CPU machine with 60 GB memory and completed after 42 min. The first period, 24th February - 23rd March 2014, was used as a baseline run. The second optimisation period, 14th July - 10th August 2014, was chosen mainly to check on the impact of atypical grid usage, which is not enacted in summer by the German Federal Network Agency. While the workload in the data centre in summer was slightly different from spring, its similarity in volume is another reason why these two time ranges were chosen for optimisation. The results can be found graphically in the Figs. 3 and 4; the values for some relevant metrics in the Tables 3 and 4.

Comparing the two figures already gives some hints at the nature of adaptation processes and additionally at the impact of workload and market characteristics. As can be seen, even though the volume of the workload is comparable in both months, it peaked more often in summer.

Analysing the workload on job level shows that on average run-time, power, and energy consumption per job was a little higher in summer. The number of nodes running per job also varied more in summer than in March 2014. Additionally, there was a noticeable workload drop at the end of the second optimisation phase. All of this explains the more fluctuating behaviour of the power profile of the data centre jobs in summer.

From the flex market side, the most obvious differences are the high density of SCR events in the third week of March which was followed by a price drop on the EPEX market. In summer there was no such disturbance. As mentioned, there are no atypical grid usage ‘peak load windows’ in summer.

Already, the optimisation results reveal the high impact of the flex market conditions on the behaviour of the resulting job power consumption. The impact of the Atypical

\textsuperscript{11}This figure is based on a telephone call with the aggregator Next-Kraftwerke in June 2017.

\textsuperscript{12}http://www.epexpot.com/en/market-data/dayaheadauction/auction-table/2014-08-21/DE
Grid Usage peak load windows is fully mirrored in the adaptation curve (see Fig. 3), and the seemingly erratic behaviour of the optimised job power curve caused by the adaption to the frequent SCR events in the third week of March is also conspicuous. The SCR events cause much less disturbance in summer, despite their being more numerous than in March. Table 3 sheds some light on the difference in adaptation processes between the baseline optimisation and the summer version. The highest income from using the power flex function of shifting and frequency scaling originates in both cases through engaging in the EPEX market (in both cases more than 99% of the total income). Even though there are more opportunities for profiting from SCR events in summer, these are hardly used (only 10% of the benefit realized from SCR in March); SLA costs, though neglectable, are nonetheless higher than in March. This leads to the conclusion that the EPEX market,
in general, is considerably more profitable than the other markets. In summer, although the new maximum load (2.105 MW) was higher than the maximum load of the original time series, this has no impact on the benefit as the power fees are determined by the maximum load in the peak load time windows in March.

The high attractiveness of the EPEX market originates in the fact that, while the frequency in needed adaptations is high, only little adaptations are necessary for each time step. They can, therefore, be carried out by using frequency scaling. This strategy is less disruptive than shifting workload since allows for specific and efficient tuning of the power profile (see also formula in Production of power flexibility and Quality reduction of power flexibility). These conclusions are backed by the results of the optimisation algorithm with regards to the applied power flex strategies:

Although we assumed that 20% of the workload was flexible, only 0.21% of the load was actually shifted; and in the overwhelming number of cases, the workload was only shifted into the next period, and no longer. Figure 5 shows the result of a shifting event as a reaction to the high time window of atypical grid usage. The cost of shifting more load would have exceeded the achievable benefit, otherwise, the algorithms would have shifted the whole allowed range.

The power flex function of frequency changing was, in fact, responsible for most of the adaptation. As Table 4 shows, the average frequency changed from 2.40 to 1.87. The most efficient frequency, 1.8 GHz, was chosen in 67% of the periods, whereas without engaging in flexibility markets it was applied only in 11% periods. Since the frequency was in general higher and also more varied over time in the original July/August data, the applied frequency changes also took place more often due to a higher incentive to adapt and thereby generate energy savings.

### Sensitivity analysis
To test the behaviour of the algorithm a set of sensitivity analyses was carried out with regards to

- the flexibility of the workload in terms of volume,

### Table 3 Optimisation results: Economic impact

| Items                     | March 2014 | July/August 2014 |
|---------------------------|------------|------------------|
|                           | Benefit    | Cost             | Benefit    | Cost             |
| EPEX                      | 89,875     | 92,835           |
| Atypical grid usage       | 744        | -                |
| SCR positive              | 555        | 80               |
| SCR negative              | -          | 29               |
| SLA                       | 340        | 7                |
| Net Benefit               | 90,834     | 92,937           |

### Table 4 Optimisation results: Impact on physical metrics

| Items               | March 2014       | July/August 2014 |
|---------------------|------------------|------------------|
|                     | Before Opt.      | After Opt.       | Before Opt. | After Opt.       |
| Max load (MW)       | 1.658            | 2.034            | 1.658       | 2.105            |
| Average frequency (GHz) | 2.40             | 1.87             | 2.48        | 1.96             |
| Tot. Energy Cons. (MWh) | 1,158,962      | 1,148,215        | 1,203,789   | 1,190,404        |
• the variability of frequency,
• and the sensitivity to SLA cost.

All sensitivity runs were implemented for the time range in March specified as baseline optimisation. The results of these sensitivity runs will be presented in the following sections.

Flexibility of workload

As can be seen from the Table 5, being able to shift not only 20% of the workload, but 40% or even 80% increases the resulting income, but it also impacts the shares of the different flexibility markets that are used in the optimisation.

When comparing the optimisation results, one insight stands out. The values of the objective function increased almost linearly with the percentage of flexibility from 90,067 € in the baseline optimisation run, achieving net revenues of 368,630 € when 80% of the workload could be adjusted. One reason is that the assumed shifting cap limited the options to optimise on the price difference between the baseline price and the EPEX price. As this price difference was big, the higher the assumed potential of shifting, the higher the optimisation range. What is interesting, though, is that the mix of accessed power flex market changed. Just like Atypical Grid Usage, SCR is targeted at adapting higher amounts of power than the EPEX market is. With the higher share of power flexibility, power flexibility markets that relied on higher adaptive volumes were more enabled. This explains why the resulting revenues increased over-proportionally with the allowed workload flexibility. The share of workload shifting vs. frequency scaling therefore also increased, and as a consequence, this created SCR costs which behaved over-proportionally. Only in the case of an 80% workload flexibility, negative SCR was applied, i.e. that the power consumption of the data centre was increased in times where

| WL flex | 20% absolute | 20% percentage | 40% absolute | 40% percentage | 80% absolute | 80% percentage |
|---------|--------------|----------------|--------------|----------------|--------------|----------------|
| AGU     | 744          | 0.8%           | 2,666        | 1.5%           | 6,510        | 1.8%           |
| EPEX    | 89,875       | 99.8%          | 180,641      | 98.5%          | 361,814      | 98.2%          |
| SCR     | 555          | 0.4%           | 1,793        | 0.5%           | 2,731        | 0.5%           |
| SLA cost| 340          | 0.6%           | 994          | 1%             | 1,658        | 0.7%           |
| Obj value| 90,067       | 100%           | 183,338      | 100%           | 368,630      | 100%           |
the overall power demand was too low compared to the energy supply, and reserve power thus became necessary.

Regarding the chosen frequencies, at a 40% flexible load, these exhibit almost the same distribution as in the baseline optimisation run. Of course, at a flexibility of 40%, the impact of the frequency adaptation was higher than if it was applied to a mere 20% of the load. With 80% flexible load, the most energy-efficient frequency 1.8 GHz was chosen in favour of all other frequencies at 22% points less compared to the baseline scenario of 20% flexible load share. In all three scenarios, the energy was only shifted up to two periods, corresponding to ten minutes.

**Fixed frequency**

The impact of a fixed frequency on the result of the objective value was significant. Fixed frequency means that the workload was computed using the original frequency, which for each time step was one average value of the load. This value could differ in each time step. If frequency scaling were to be turned off and only load shifting allowed, the benefit from the EPEX market would be reduced by a factor of more than 20, reaching only 4,293 €. This again corroborates the observations in the baseline runs, that frequency scaling is more efficient than workload shifting.

As explained before, the SCR market load shifting is the preferred answer to SCR activation due to the higher amounts of required adaptive volumes. Up to 34% of the average load in the time range under consideration was offered on the SCR market in this sensitivity scenario, which is close to the maximum possible shifting volume of 20%.

Fulfilling the requirements of the SCR market was assumed to be mandatory in this model because once the bidding was successful the DC had to adjust if activated. Therefore, the requirements had to be fulfilled by using load shifting. This caused the SLAs to be twice as high as with DVFS, namely 685 €.

To fulfill the needs for SCR by shifting, an increase of the maximum load from previously 1658 kW to 1797 kW in peak load times was created which led to an increase in cost for network usage of 708 €. This implies that the option for AGU could not be exploited in this scenario. The results of this sensitivity run can be seen in the grey curve of Fig. 6. It follows more or less the baseline optimisation, however without all the little deviations originating in the EPEX adaption and with much higher amplitudes whenever SCR events occur.

**Changing SLA cost**

The sensitivity of the optimisation to SLA costs was examined in two runs without any SLA costs. For this scenario, artificial constraints for shifting the load had to be implemented since the linear optimisation model requires a defined optimisation range (see “Power flexibility through workload shifting” section). In the first run, the median job duration was used as a flexibility range constraint, which was best reflected by two periods, corresponding to ten minutes. This means it was only allowed to shift jobs by the time range of the median job duration, thus more than doubling the execution time of half of the jobs. The second run used the average job duration, which was best represented using 43 periods, i.e. roughly 3.5 h. Compared to the basic scenario, the total net benefit
increased by roughly 6000 € to 95,701 € in the first case. In the second case, i.e. extending the flexibility range by a factor of more than 20, the total objective value increased by about 7000 €.

In the first case, even though shifting costed nothing, 88% of the workload remained unshifted. Only 10% was shifted by one period and as little as 2% was shifted by two periods. In the second scenario quite a large share, 86%, was also not shifted at all, and the rest was distributed almost evenly to all periods where it was allowed to be shifted to. As in the other optimisation runs, the EPEX market was the most profitable power flexibility market. As can be seen from the green curve in Fig. 6, the adaptation seems to be just scaled-down compared to the baseline optimisation, until the very last day of the presented week (March 16th). At this point, both SCRs offered some longer-lasting opportunities and the EPEX prices were considerably decreasing.

The results of changing the cost parameters support the overall finding, that the benefit of abolishing SLA costs does not increase in proportion with the flexibility range. On the other hand, it shows how small variations might lead to a comparably high impact. For instance, being allowed to shift jobs by merely 10 min increased the overall benefit by more than 6%.

Discussion and outlook

In times of an energy transition from fossil fuels to renewable energies, there is a rising and necessary focus on power consumers who can adapt their demands.

This paper introduced a framework model for DR with DC which is not limited to assessing the technical DR potential but takes the economic issue into account and thus analyses the economic potential. It even offers some starting points that go beyond the economic potential, albeit those were not evaluated. The approach was evaluated through an optimisation modelling instance on three flexibility markets, applying two power flex production functions. The implemented version of the modelling framework shows that on German power flex markets a multiple-market strategy is significantly beneficial. Price-based incentives are extremely effective in reducing the costs of energy purchase,
yet the DC is not compelled to adapt its load curve. Furthermore, HPC DCs with a mature demand side management could offer their flexibility on the SCR markets, however in doing so would then be bound to adapting their load curve in the event of an activation. Participating in the reserve markets may necessitate higher levels of automation in the communication and implementation of DR requests due to timing requirement. Automation has therefore been identified as ‘technical enabler’ of DR from very early on. The first quasi-standard ‘OpenADR’ was developed by LBNL in 2010 and frequently applied mostly in the U.S. in the subsequent years; SEP2.0 and Green Button are less well-known open standards (Shoreh et al. 2016). Meanwhile an international standardization organization, the International Electrotechnical Commission (IEC) has taken the baton and has been working on a set of standards in the context of the digitization of the energy systems including DR (Dong et al. 2017). The specifically targeted IEC 62746 series standard has just been released.

Atypical Grid Usage, it must be concluded, is the concept with the least risk associated. The peak load times for the year are published a long time in advance, meaning that the cost savings can be calculated with precision. However, the by far most beneficial power flex market is the EPEX market where small but steady adaptations lead to high revenue. This is especially true in the combination of DVFS with Load Shifting, which allows for flexibility without the need to shift large volumes of the load. The sensitivity analysis showed that not using DVFS leads to much lower revenues. Besides that, it found that the relation of the share of the load which is flexible with the turnovers is almost linear.

While this paper shows that it is of high worth for DCs to branch into flexibility markets, more detailed models (probably via simulation) of DR with a HPCC on a more fine-grained job level would lead to more precise results. Also entering uncertainty into the model on both the DC and the power flex market side would add to the reliability of results. This would provide the possibility for Data Centres to build on these models and apply them in the operational business. Detailed simulations of the markets, HPCCs, and their interaction would provide valuable insights to ease the integration of these power consumers. Building on this framework, more power flex functions should be incorporated and validated in the future. Taking into account the risk adversity of High Performance Computing Centres could help clarify why their use for Demand Response is not widespread in practice. This is part of our planned future research.

These results are but one potential evaluation of the suggested modelling framework for data centre demand response. Other application options are by positioning new findings in terms of which DR potential is targeted, which power management strategies employed and to which extent interdependencies are accounted for. It is a major strong point of this model that it can be applied to other types of DCs, involving other sets of power management strategies as well as other power flex markets. The main result of this paper is, therefore, a generic modelling framework focusing on the power flexibility of DCs and thus offering a backbone to understanding and evaluating data centre demand response.
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