POINTWISE ROTATION FOR MAPPINGS WITH
EXPONENTIALLY INTEGRABLE DISTORTION

LAURI HITRUHIN

Abstract. We prove an upper bound for pointwise rotation of mappings with
$p$-exponentially integrable distortion. We also show that this bound is essen-
tially optimal by providing examples which attain this rotation up to a constant
multiplication.

1. Introduction

Let $f : \mathbb{C} \to \mathbb{C}$ be a $K$-quasiconformal mapping normalized by $f(0) = 0$ and
$f(1) = 1$. Then the pointwise stretching properties of this mapping are captured
by the classical Hölder continuity result

$$\frac{1}{c_K} |z|^K \leq |f(z)| \leq c_K |z|^\frac{1}{K},$$

for all $0 \leq |z| \leq 1$. On the other hand, the rotational properties of quasi-conformal mappings, and also of mappings of finite distortion, have been earlier studied
(see, for example, [3], [4] and [6]) by restricting to mappings between annuli and
then measuring the maximal rotation of the inner circle. Recently in [2] Astala,
Iwaniec, Prause and Saksman proposed a new pointwise approach to rotation of
quasiconformal mappings, dropping assumptions regarding annuli, and proved that

$$|\arg(f(r))| \leq \frac{1}{2} \left( K - \frac{1}{K} \right) \log \left( \frac{1}{r} \right) + c_K,$$

where we use the same normalization as in (1.1), arg is the principal branch of the
argument and $0 < r < 1$.

In this paper we study mappings of finite distortion with $p$-exponentially integrable
distortion function, that is

$$e^{pK_f(z)} \in L^1_{\text{loc}}(\mathbb{C}).$$

For this class of mappings the analogue to (1.1) is given by the modulus of continuity
results in [5] and [8], which show that

$$e^{-\frac{1}{p} \log^p \left( \frac{1}{|z|} \right)} \lesssim |f(z)| \lesssim \frac{1}{\log^\frac{1}{p} \left( \frac{1}{|z|} \right)},$$

where $0 < |z| < \epsilon_{f,p}$ and $f(0) = 0$. So, the pointwise stretching is well understood
for mappings with exponentially integrable distortion. However, the question re-
garding the analogous result for the pointwise rotation (1.2) in this class of mappings
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has remained open. Our aim is to answer this question in the form of the following theorem:

**Theorem 1.1.** Fix an arbitrary $p > 0$ and let $f : \mathbb{C} \to \mathbb{C}$ be a mapping of finite distortion such that $e^{pK_f(z)} \in L^1_{\text{loc}}(\mathbb{C})$, normalized by the conditions $f(0) = 0$ and $f(1) = 1$. Then

\begin{equation}
|\arg(f(z))| \leq \frac{c}{p} \log^2 \left( \frac{1}{|z|} \right),
\end{equation}

when $|z| \to 0$. More precisely, for every such $f$ there exists a constant $\epsilon_f > 0$ such that (1.3) holds for all $z$ which satisfy $0 < |z| < \epsilon_f$. Here $c$ is a fixed constant that does not depend on the parameter $p$ or the mapping $f$ and $\arg$ is the principal branch of the argument.

We will also show that Theorem 1.1 is optimal, up to the exact value of the constant $c$. We do this by providing for any given $\epsilon > 0$ a mapping $h$, which satisfies the assumptions of Theorem 1.1 such that

\begin{equation}
|\arg(h(r))| = \frac{1 - \epsilon}{2p} \log^2 \left( \frac{1}{r} \right),
\end{equation}

for every $0 < r < \frac{1}{2}$. It remains open if the constant $\frac{1}{2p}$ is optimal in the inequality (1.3), but we are inclined to believe so.

Moreover, in [2] it was proved that given a $K$-quasiconformal mapping $f : \mathbb{C} \to \mathbb{C}$, again with the normalization $f(0) = 0$ and $f(1) = 1$, the pointwise stretching bounds the principal branch of the argument by

\begin{equation}
|\arg(f(r))| \leq c_K |\log |f(r)||,
\end{equation}

when $r \in (0, \epsilon_f)$. Using this relation between stretching and argument they defined the pointwise rotation of a mapping $f$ at a point $z_0 \in \mathbb{C}$ as the limit

$$
\gamma_f(z_0) = \lim_{n \to \infty} \frac{\arg(f(z_0 + r_n) - f(z_0))}{\log |f(z_0 + r_n) - f(z_0)|},
$$

where $r_n \to 0$ is some decreasing sequence of positive radii.

However, for mappings with exponentially integrable distortion the argument is in general not bounded by $c |\log |f(r)||$. This follows as the mapping

\begin{equation}
h_0(z) = \begin{cases}
  z e^{-ic_2 \log^2 \left( \frac{1}{r} \right)} & \text{if } z \in \mathbb{D} \\
  z & \text{if } z \notin \mathbb{D}
\end{cases}
\end{equation}

has $p$-exponentially integrable distortion with a suitable choice for the parameter $c_2$, but clearly satisfies

$$
|\arg(h_0(r))| = \left| c_2 \log^2 \left( \frac{1}{r} \right) \right| > c |\log(r)| = c |\log |h_0(r)||
$$

for any constant $c$, when the radius $r$ is small enough. Therefore we use the formulation of Theorem 1.1 and later when defining the pointwise rotation, use the formulation (2.2), instead of the one in [2]. Nevertheless, we will later on see how the pointwise stretching will bound from above the pointwise rotation even in the class of mappings with exponentially integrable distortion.
The mappings $h$ used to prove the optimality, up to the constant $c$, for Theorem 1.1 are defined by

\begin{equation}
(h(z) = \begin{cases}
\frac{c_1}{2} |z|^c \log \left( \frac{1}{|z|} \right) - ic_2 \log \left( \frac{1}{|z|} \right) & \text{if } z \in B \left( 0, \frac{1}{2} \right) \\
\frac{c_1}{2} |z|^c \log(2) - ic_2 \log(2) & \text{if } z \in D \setminus B \left( 0, \frac{1}{2} \right) \\
|z| & \text{if } z \notin D
\end{cases}
\end{equation}

We will show that these mappings have $p$-exponentially integrable distortion if the parameters $c_1 > 0$, $c_2 \in \mathbb{R}$ satisfy

\begin{equation}
c_1 + \frac{c_2^2}{c_1} < \frac{1}{p},
\end{equation}

and that for any $\epsilon > 0$ we can choose the parameters $c_1$ and $c_2$ such that (1.4) holds for every $0 < r < \frac{1}{2}$.

2. Definitions and prerequisites

Let $\Omega \subset \mathbb{C}$ be a domain and $f : \Omega \to \mathbb{C}$ a sense preserving homeomorphism. We say that $f$ has finite distortion if the following conditions hold:

\begin{itemize}
  \item $f \in W^{1,1}_{\text{loc}}(\Omega)$
  \item $J_f(z) \in L^1_{\text{loc}}(\Omega)$
  \item $|Df(z)|^2 \leq J_f(z)K(z)$ almost everywhere in $\Omega$,
\end{itemize}

for a measurable function $K(z) \geq 1$, which is finite almost everywhere. The smallest such function is denoted by $K_f(z)$ and is called the distortion function of $f$. Here we follow the traditional notation where $Df(z)$ denotes the differential matrix of $f$ at the point $z$, $J_f(z)$ denotes the Jacobian at the point $z$ and the norm $|Df(z)|$ is defined by

\[ |Df(z)| = \max\{|Df(z)e| : e \in \mathbb{C}, |e| = 1\}. \]

Such a mapping $f$ is said to have a $p$-exponentially integrable distortion if its distortion function $K_f(z)$ satisfies

\[ e^{pK_f(z)} \in L^1_{\text{loc}}(\Omega). \]

For a detailed study of these mappings see, for example, [1].

Let $f : \mathbb{C} \to \mathbb{C}$ be a mapping of finite distortion. When we study the pointwise rotation of the mapping $f$ at a point $z_0 \in \mathbb{C}$ we examine the change of the argument of $f \left( z_0 + te^{i\theta} \right) - f(z_0)$ as the parameter $t$ goes from $1$ to $r > 0$, which can be written as

\[ |\arg(f(z_0 + re^{i\theta}) - f(z_0)) - \arg(f(z_0 + e^{i\theta}) - f(z_0))|. \]

This can also be understood as the maximal winding of the path $f \left( [z_0 + e^{i\theta}, z_0 + re^{i\theta}] \right)$ around the point $f(z_0)$. As we are interested in the maximal change of the argument, from an arbitrary direction $\theta$, we will study the supremum

\begin{equation}
\sup_{\theta \in [0,2\pi]} |\arg(f(z_0 + re^{i\theta}) - f(z_0)) - \arg(f(z_0 + e^{i\theta}) - f(z_0))|.
\end{equation}
And finally, as we are interested in how fast \(2.1\) grows in the limit case \(r \to 0\), we define the pointwise rotation at the point \(z_0\) by

\[
\gamma_f(z_0) = \lim_{r \to 0} \sup_{\theta \in [0,2\pi]} \frac{\arg(f(z_0 + re^{i\theta}) - f(z_0))}{\log^2 \left( \frac{1}{r} \right)},
\]

where \(\arg\) is any branch of the argument and \(\log^2 \left( \frac{1}{r} \right)\) is a normalization factor, which is of the right order due to Theorem 1.1. Moreover, we can use interchangeably with \(\arg(f(z))\) the notion \(\Im \log(f(z))\), where we choose the corresponding branch of the logarithm. This is useful in some situations, for example, when calculating rotation of the mappings (1.6).

Next we note, that for mappings with exponentially integrable distortion we can normalize general pointwise rotation in terms of Theorem 1.1.

**Corollary 2.1.** Let \(f: \mathbb{C} \to \mathbb{C}\) be a mapping of finite distortion such that \(e^{pK_f(z)} \in L^1_{\text{loc}}(\mathbb{C})\) and let \(z_0 \in \mathbb{C}\) be arbitrary. Then there exists a normalized mapping \(f_0\), which satisfies the conditions of Theorem 1.1 with the same parameter \(p\), such that the pointwise rotation of the mapping \(f\) around the point \(z_0\) is the same as the pointwise rotation of the mapping \(f_0\) around the origin.

**Proof.** Define \(f_0(z) = h[f(z_0 + z) - f(z_0)]\), where \(h\) is the constant for which \(f_0(1) = 1\). It is easy to see that \(f_0\) satisfies the assumptions of Theorem 1.1 with the desired parameter \(p\). Moreover, the pointwise rotation of \(f_0\) around the origin is the same as the pointwise rotation of \(f\) around the point \(z_0\), since the constant \(h\) plays no role in (2.2).

Hence, when studying the pointwise rotation of mappings with exponentially integrable distortion we can restrict ourselves to mappings that satisfy the assumptions of Theorem 1.1 and measure the rotation at the origin. Then note, that given an arbitrary function \(f\) satisfying the assumptions of Theorem 1.1 the inequality (1.3) controls the rotation (2.2) and implies that

\[
\gamma_f(0) \leq \frac{c}{p}.
\]

Thus Theorem 1.1 and Corollary 2.1 together prove that the limit (2.2) exists and is finite for an arbitrary mapping \(f: \mathbb{C} \to \mathbb{C}\) with exponentially integrable distortion and for an arbitrary point \(z_0 \in \mathbb{C}\). Moreover, the examples (1.6) show that the rotation

\[
\frac{1 - \epsilon}{2p}
\]

is attainable for any \(\epsilon > 0\).

In the proof of Theorem 1.1 the modulus of path families will play an important role. We give here the main definitions, but for a closer look see, for example, [9]. We say that an image of a continuous mapping \(\gamma: I \to \mathbb{C}\), where \(I\) is an interval, is a path. We will denote both the mapping and its image by \(\gamma\). Let \(\Gamma\) be a family of paths. We say that a measurable function \(\rho: \mathbb{C} \to [0, \infty]\) is admissible with respect to \(\Gamma\) if

\[
\int_{\gamma} \rho(z)dz \geq 1,
\]
for every locally rectifiable path $\gamma \in \Gamma$. We denote the modulus of a path family $\Gamma$ by $M(\Gamma)$ and define it by

\[(2.4) \quad M(\Gamma) = \inf_{\rho \text{ admissible}} \int_{C} \rho^2(z)dz.\]

We will also need a weighted version of (2.4), where the weight $\omega(z) : C \to [0, \infty]$ is measurable and locally integrable, defined by

\[M_\omega(\Gamma) = \inf_{\rho \text{ admissible}} \int_{C} \rho^2(z)\omega(z)dz.\]

Note that in (2.3) only locally rectifiable paths are considered.

We will also need the subsequent modulus of continuity result which follows from [5], Theorem B by Herron and Koskela. Their result states, that for mappings $f$ satisfying the assumptions of Theorem 1.1

\[(2.5) \quad |f(z)| \geq e^{-\frac{c}{p} \log 2} \left( \frac{1}{|z|} \right),\]

where the constant $c$ is fixed and $0 < |z| < \epsilon$, for some positive $\epsilon$ which depends on $f$ and $p$. The exact value of the constant $c$ in (2.5) is not known, and due to this we are not able to calculate the explicit value of the constant $c$ in Theorem 1.1.

We will use $c$ to denote a generic constant which does not depend on any parameters and which value can change even on the same line of inequalities. We denote the unit disc by $D$, the boundary of a disc $B(x,r)$ is denoted by $\partial B(x,r)$, the radius of a disc $B$ is denoted by $r(B)$ and $cB(x,r) = B(x,cr)$ for every $c > 0$.

3. Proofs

We will formulate Theorem 1.1 with a slightly different, but clearly equivalent, normalization.

**Theorem 3.1.** Fix an arbitrary $p > 0$ and let $f : C \to C$ be a mapping of finite distortion such that $e^{pR_f(z)} \in L^1_{\text{loc}}(C)$. Normalize it by the conditions $f(0) = 0$, $f(D) \subset D$ and $f(D) \cap \partial D \neq \emptyset$, and fix any branch of the argument. Then

\[(3.1) \quad |\arg(f(z))| \leq \frac{c}{p} \log^2 \left( \frac{1}{|z|} \right),\]

when $|z| \to 0$. More precisely, for every such $f$ there exists a constant $\epsilon_f > 0$ such that (3.1) holds for all $z$ which satisfy $0 < |z| < \epsilon_f$. Here $c$ is some fixed constant that does not depend on the parameter $p$ or the mapping $f$.

We will prove Theorem 1.1 in the form of Theorem 3.1 as the condition $|f(z)| < 1$ when $z \in D$ simplifies notation in the proof.

Fix an arbitrary $p > 0$, let $f$ be a function satisfying the assumptions of Theorem 3.1 and let $z \in D \setminus \{0\}$ be arbitrary. We will estimate $|\arg(f(z)) - \arg \left( f \left( \frac{z}{|z|} \right) \right)|$,
which is the winding of the path $f \left( \left[ z, \frac{z}{|z|} \right] \right)$ around the origin, using the modulus of a path family. Our aim is to show that

$$
|\arg(f(z)) - \arg \left( f \left( \frac{z}{|z|} \right) \right)| \leq \frac{c}{p} \log^2 \left( \frac{1}{|z|} \right),
$$

when $0 < |z| < \epsilon_f$, which is enough to show Theorem 3.1 as $|\arg \left( f \left( \frac{z}{|z|} \right) \right)|$ is finite for any branch of the argument.

To this end, we will use Corollary 4.2 from [7], due to Koskela and Onninen, which treats capacity and moduli inequalities for a very general class of mappings satisfying certain Orlicz-type conditions. As we are interested in mappings satisfying the assumptions of Theorem 3.1, notably in homeomorphisms with exponentially integrable distortion, it is easy to see that the Orlicz-type conditions in their result are satisfied. Moreover, as path families $\Gamma$ we will use all paths connecting two closed separate sets, which we will specify later, and would like to get a weighted moduli inequality between $\Gamma$ and $f(\Gamma)$. These choices for path families satisfy the assumptions regarding paths made in [7, corollary 4.2]. Thus, applying their result to mappings that satisfy the assumptions of Theorem 3.1 we obtain the weighted moduli inequality

$$
M(f(\Gamma)) \leq M_{K_f}(\Gamma),
$$

which we shall use to prove the estimate 3.2.

Fix an arbitrary point $z_0 \in \mathbb{D} \setminus \{0\}$. Using rotation we can assume that $0 < z_0 < 1$, which will slightly simplify notation. Then define the line segments $E = [z_0, 1]$ and $F = (-\infty, 0]$, see Figure 1, and let $\Gamma$ be the family of all paths joining the sets $E$ and $F$. Our intent is to estimate the values of $M_{K_f}(\Gamma)$ and $M(f(\Gamma))$, and use the inequality 3.3 to obtain the desired upper bound for the winding of $f(E)$, which is the same as the winding in 3.2. Without loss of generality we can additionally assume that $\arg(f(z_0)) - \arg(f(1)) \geq 0$.

Let us first estimate $M_{K_f}(\Gamma)$ from above when $z_0$ is small. To this end, construct balls $B_j = B(2^{j-1}z_0, 2^{j-1}z_0)$, where $j$ goes through numbers 1, 2, ..., $n$ and $n$.
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is the smallest number for which $2^{n-1}z_0 \geq 1$. Then define

$$\rho_0(z) = \begin{cases} \frac{2\cdot z_0}{2^n - 1} & \text{if } z \in B \setminus B_{n-1} \\ \vdots & \vdots \\ \frac{2^{n-1}z_0}{2^n - 1} & \text{if } z \in B_n \\ 0 & \text{otherwise} \end{cases}$$

To see that $\rho_0$ is admissible for the path family $\Gamma$ note that every point $z \in \mathbb{C}$ belongs to some ball $\frac{1}{2}B_j$, we have $\rho_0(z) \geq \frac{1}{2r_j}$ when $z \in B_j$ and $B_j \cap F = \emptyset$ for every $j$. Using the mapping $\rho_0$ we estimate

$$M_{K_f}(\Gamma) \leq \mathcal{K} f(z) \rho_0^2(z) dz.$$  

To estimate this integral further we use the elementary inequality

$$ab \leq a \log(a + 1) + e^b - 1,$$

which holds for any $a, b \geq 0$, to obtain the pointwise inequality

$$\frac{1}{p} (pK_f(z)) \rho_0^2(z) \leq \frac{1}{p} (e^{pK_f(z)} - 1) + \frac{1}{p} \rho_0^2(z) \log(1 + \rho_0^2(z))$$

that holds almost everywhere. By combining (3.4) and (3.5) we obtain

$$\int \mathcal{K} f(z) \rho_0^2(z) dz \leq \frac{1}{p} \int_{\{z \in \mathbb{C} : \rho_0(z) = 0\}} e^{pK_f(z)} - 1 dz + \frac{1}{p} \int_{\mathbb{C}} \rho_0^2(z) \log(1 + \rho_0^2(z)) dz.$$  

As $f$ is a mapping with $p$-exponentially integrable distortion and $\sup \rho_0 = B_n \subset B(0, 4)$, the first integral is bounded from above by a constant $a_f$. For the second integral we first note that

$$\log(1 + \rho_0^2(z)) \leq \log \left( 1 + \frac{4}{z_0^2} \right) \leq c \log \left( \frac{1}{z_0} \right),$$

where $z \in \mathbb{C}$, for small $z_0$. For the rest of the integral we calculate

$$\int \rho_0^2(z) dz \leq \sum_{j=1}^{n} \int_{B_j} \frac{4}{(2^{j-1}z_0)^2} dz \leq 4\pi n,$$

where $n$ was the smallest number for which $2^{n-1}z_0 \geq 1$, and thus $n \leq c \log \left( \frac{1}{z_0} \right)$. Hence by combining the above estimates with (3.6) we obtain

$$M_{K_f}(\Gamma) \leq a_f + \frac{c}{p} \log^2 \left( \frac{1}{z_0} \right),$$

which gives

$$M_{K_f}(\Gamma) \leq \frac{2c}{p} \log^2 \left( \frac{1}{z_0} \right).$$
for all $0 < z_0 < \epsilon_f$, for some $\epsilon_f > 0$.

Next we will estimate $M(f(\Gamma))$ from below. Here we start with

$$M(f(\Gamma)) = \inf_{\rho \text{ admissible}} \int_{\mathbb{C}} \rho^2(z)dz = \inf_{\rho \text{ admissible}} \int_0^{2\pi} \int_0^\infty \rho^2(r, \theta)rdrd\theta,$$

and provide a lower bound for

$$\int_0^\infty \rho^2(r, \theta)rdr$$

that holds for every direction $\theta \in [0, 2\pi)$ and an arbitrary admissible $\rho$. We will estimate the integral (3.8) from below by first finding $\frac{\arg(f(z_0)) - \arg(f(1))}{2\pi} - 1$ disjoint line segments $[x_i, y_i] \subset [0, 1]$, for which one endpoint lies in $f(\Gamma)$ and the other in $f(F)$, and then using admissibility of $\rho$ to estimate its integral over these line segments. The main idea is to note that the paths $f(E)$ and $f(F)$ must cycle around the origin alternately, see figure 2 for illustration.

To see this, assume that the argument of the path $f(E)$ increases by $2\pi$ when $z$ moves from $t_0$ to $t_2$, where $z_0 \leq t_2 < t_0 \leq 1$. As the mapping $f$ is a homeomorphism and the path $f(F)$ must contain the origin and points with big moduli, since $|f(t)| \to \infty$ when $t \to -\infty$, the path $f(F)$ must intersect the line segment $(f(t_2), f(t_0))$ at least once, let say at the point $f(t_1)$, where $-\infty < t_1 < 0$. We can choose $f(t_1)$ and $f(t_0)$ such that there are no points from the paths $f(E)$ and $f(F)$ in the line segment $(f(t_1), f(t_0))$. These line segments $[f(t_1), f(t_0)]$ are the ones we are looking for, and as the path $f(E)$ cycles around the origin $\frac{\arg(f(z_0)) - \arg(f(1))}{2\pi}$ times we can define

$$n(z_0) = \left\lfloor \frac{\arg(f(z_0)) - \arg(f(1))}{2\pi} \right\rfloor - 1,$$

and find at least $n(z_0)$ disjoint line segments with desired endpoints. Thus we obtain, for every direction $\theta$, that

$$\int_0^\infty \rho^2(r, \theta)rdr \geq \sum_{i=1}^{n(z_0)} \int_{x_i}^{y_i} \rho^2(r, \theta)rdr,$$

where

$$x_1 < y_1 < \cdots < x_{n(z_0)} < y_{n(z_0)} < 1,$$

and for every line segment $[x_i, y_i]$ the end points are in different sets $f(E), f(F)$. As every line segment $[x_i, y_i]$ belongs to the path family $f(\Gamma)$ we can estimate the integral over any line segment $[x_i, y_i]$, using the reverse Hölder inequality and admissibility of $\rho$, by

$$\int_{x_i}^{y_i} \rho^2(r, \theta)rdr \geq \left( \int_{x_i}^{y_i} \rho(r, \theta)dr \right)^2 \left( \int_{x_i}^{y_i} \frac{1}{r}dr \right)^{-1} \geq \frac{1}{\log \left( \frac{y_i}{x_i} \right)}.$$

Combining this with (3.10) we obtain

$$\int_0^\infty \rho^2(r, \theta)rdr \geq \sum_{i=1}^{n(z_0)} \frac{1}{\log \left( \frac{y_i}{x_i} \right)}.$$
Lemma 3.2. Let $0 < a < 1$ and $n \in \mathbb{N}$ be given, and let $a_i$ be positive numbers such that $a = a_0 < a_1 < \ldots < a_n = 1$. Then

$$
\sum_{i=1}^{n} \frac{1}{\log \left( \frac{a_i}{a_{i-1}} \right)} \geq \frac{n^2}{\log \left( \frac{2}{a} \right)}.
$$

Proof. Choose the numbers $a_i$ such that we can find $a_{j-1}$, $a_j$ and $a_{j+1}$, for which $\frac{a_j}{a_{j-1}} \neq \frac{a_{j+1}}{a_j}$. By elementary calculations we see that replacing $a_j$ with $\tilde{a}_j = \sqrt{a_{j-1}a_{j+1}}$ will decrease the value of the sum (3.13). Thus, if we would know that the sum (3.13) attains its minimum we would be ready, as the numbers $a_i$ given by the condition $\frac{a_i}{a_{i-1}} = \frac{a_{i+1}}{a_i}$, for every $i$, would then have to give this minimum and can be calculated to satisfy the equality in (3.13).

To show that the sum does attain its minimum we define

$$
\Omega = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i \geq 0 \text{ for all } i, \text{ and } x_1 + \cdots + x_n = 1 - a \},
$$

and note that it is compact. Then define the mapping $g$ on the set $\Omega$ by

$$
g(x) = \begin{cases} 
\sum_{i=1}^{n} \frac{1}{\log \left( \frac{x_i + \cdots + x_n}{x_{i-1} + \cdots + x_{i-1}} \right)} & \text{if } x_i > 0 \text{ for all } i \\
\infty & \text{if } x_i = 0 \text{ for some } i
\end{cases}
$$
Note that if \( x_i > 0 \) for every \( i \) the sum (3.13) is coupled with \( g(x) \) by the relation
\[
x_i = a_i - a_{i-1}.
\]
Let \( x_0 \in \Omega \) be such that \( g(x_0) \) is finite. As \( a \) is a fixed number
there exists \( \epsilon > 0 \) such that
\[
\log \left( \frac{a + x_1 + \ldots + x_i}{a + x_1 + \ldots + x_{i-1}} \right) \geq g(x_0)
\]
if \( x_i < \epsilon \), for some \( i \). Hence \( g(x) > g(x_0) \) for every \( x \in \Omega \) such that \( x_i < \epsilon \) for some \( i \), and thus it is enough to look for the minimum in the set
\[
\bar{\Omega} = \Omega \setminus \{ x \in \mathbb{R}^n : x_i < \epsilon \text{ for some } i \}.
\]
As the set \( \bar{\Omega} \) is compact and \( g \) is continuous in the set \( \bar{\Omega} \) the mapping \( g \) attains its
minimum in \( \bar{\Omega} \) and hence also the sum (3.13) attains minimum, which finishes the proof.

We return to proving our main theorem. We continue from (3.12) by estimating
(3.14)
\[
\sum_{i=1}^{n(z_0)} \frac{1}{\log \left( \frac{y_i}{y_{i-1}} \right)} \geq \sum_{i=2}^{n(z_0)-1} \frac{1}{\log \left( \frac{y_i}{y_{i-1}} \right)} + \frac{1}{\log \left( \frac{1}{y_{n(z_0)-1}} \right)} \geq \frac{n^2(z_0)}{\log \left( \frac{1}{z_0} \right)},
\]
where in the last inequality we have used Lemma 3.2. To estimate further from (3.14) we must bound \( x_1 \) from below. To this end, use Theorem B from [5], with
the formulation of (2.5), on the modulus of continuity to get that
\[
x_1 \geq e^{-c_p \log^2 \left( \frac{1}{z_0} \right)},
\]
which is small. Hence the estimate (3.14) together with (3.15) gives
\[
\int_0^\infty \rho^2(r, \theta) r dr \geq \frac{p n^2(z_0)}{c \log^2 \left( \frac{1}{z_0} \right)},
\]
for an arbitrary direction \( \theta \) and small \( z_0 \). Thus we have for these points \( z_0 \) that
\[
M(f(\Gamma)) = \inf_{\rho \text{ admissible}} \int_0^{2\pi} \int_0^\infty \rho^2(r, \theta) r dr d\theta \geq \frac{c p n^2(z_0)}{\log^2 \left( \frac{1}{z_0} \right)}.
\]
We now have the estimates (3.7) and (3.16) for the moduli \( M_{K_1}(\Gamma) \) and \( M(f(\Gamma)) \),
when the point \( z_0 \) is small. Then we use the inequality (3.3) with these estimates to obtain
\[
\frac{c p n^2(z_0)}{\log^2 \left( \frac{1}{z_0} \right)} \leq \frac{c}{p} \log^2 \left( \frac{1}{z_0} \right),
\]
and see
\[
n(z_0) \leq \frac{c}{p} \log^2 \left( \frac{1}{z_0} \right).
\]
Thus, due to the equality (3.9), we have that
\[
\arg(f(z_0)) - \arg(f(1)) \leq \frac{c}{p} \log^2 \left( \frac{1}{z_0} \right),
\]
when \( z_0 < \epsilon_f \). And since \( \arg(f(1)) \) is finite for any fixed branch of the argument
this proves Theorem 3.1 and hence also its renormalization Theorem 1.1.
We will next show that Theorem 1.1 is sharp up to the constant \( c \) by proving that, given arbitrary parameters \( c_1 \) and \( c_2 \) satisfying the condition (1.7), the mapping

\[
(3.17) \quad h(z) = \begin{cases} 
\frac{z}{|z|^2} |z|^{c_1 \log \left( \frac{1}{|z|} \right) - ic_2 \log \left( \frac{1}{|z|} \right)} & \text{if } z \in B \left( 0, \frac{1}{2} \right) \\
\frac{z}{|z|^2} |z|^{c_1 \log(2) - ic_2 \log(2)} & \text{if } z \in \mathbb{D} \setminus B \left( 0, \frac{1}{2} \right) \\
\frac{z}{|z|^2} & \text{if } z \notin \mathbb{D}
\end{cases}
\]

has \( p \)-exponentially integrable distortion and that we can choose the parameters \( c_1 > 0 \) and \( c_2 \in \mathbb{R} \) such that the rotation is close to the bound given by Theorem 1.1. First note, that it is enough to calculate the distortion function \( K_h(z) \) in the ball \( B \left( 0, \frac{1}{2} \right) \), as otherwise it is bounded by some constant. To do this compute the complex derivatives

\[
(3.18) \quad h_z(z) = \frac{e^{-c_1 \log^2 \left( \frac{1}{|z|} \right) + ic_2 \log^2 \left( \frac{1}{|z|} \right)}}{|z|^2} \left( \frac{1}{2} + c_1 \log \left( \frac{1}{|z|} \right) - ic_2 \log \left( \frac{1}{|z|} \right) \right),
\]

and

\[
(3.19) \quad h_{\bar{z}}(z) = \sqrt{2} e^{-c_1 \log^2 \left( \frac{1}{|z|} \right) + ic_2 \log^2 \left( \frac{1}{|z|} \right)} \left( -\frac{1}{2} + c_1 \log \left( \frac{1}{|z|} \right) - ic_2 \log \left( \frac{1}{|z|} \right) \right).
\]

Then calculate the modulus of the Beltrami coefficient

\[
(3.20) \quad |\mu_h(z)| = \left| \frac{h_z(z)}{h_{\bar{z}}(z)} \right| = \sqrt{\frac{(c_1 \log \left( \frac{1}{|z|} \right) - \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}{(c_1 \log \left( \frac{1}{|z|} \right) + \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}}.
\]

And finally use the equation \( K_h(z) = \frac{1+|\mu_h(z)|}{1-|\mu_h(z)|} \) with (3.20) to obtain

\[
K_h(z) = \sqrt{\frac{(c_1 \log \left( \frac{1}{|z|} \right) + \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}{(c_1 \log \left( \frac{1}{|z|} \right) + \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}} + \sqrt{\frac{(c_1 \log \left( \frac{1}{|z|} \right) - \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}{(c_1 \log \left( \frac{1}{|z|} \right) - \frac{1}{2})^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}}
\]

\[
= \frac{\xi(|z|)4c_1^2 + c_2^2 \log^2 \left( \frac{1}{|z|} \right)}{2c_1 \log \left( \frac{1}{|z|} \right)} = \xi(|z|) \left( 2c_1 + \frac{2c_2^2}{c_1} \right) \log \left( \frac{1}{|z|} \right),
\]

where \( \xi \) is bounded, for \( z \in B \left( 0, \frac{1}{2} \right) \), and \( \xi(|z|) \to 1 \) as \( |z| \to 0 \). Thus \( K_h(z) \) is \( p \)-exponentially integrable when

\[
2c_1 + \frac{2c_2^2}{c_1} < \frac{2}{p},
\]

From this we obtain that

\[
(3.21) \quad 0 < c_1 < \frac{1}{p},
\]

and

\[
|c_2| < \sqrt{c_1 \left( \frac{1}{p} - c_1 \right)} \leq \frac{1}{2p},
\]
where in the last inequality we use the bound (3.21) for $c_1$. This shows that given an arbitrary $\epsilon > 0$ we can choose the parameters $c_1$ and $c_2$ such that the mapping (3.17) satisfies

$$|3 \log(h(r))| = \frac{1 - \epsilon}{2p} \log^2 \left( \frac{1}{r} \right)$$

for all $0 < r < \frac{1}{2}$. Clearly the mappings $h$ are sense-preserving homeomorphisms. From the calculations (3.18) and (3.19), together with the definition (3.17), we see that they lie in the Sobolev space $W^{1,1}_{loc}(\mathbb{C})$, and thus also have locally integrable Jacobian. Hence these mappings have finite distortion and thus prove that Theorem 1.1 is sharp up to the constant $c$, and additionally that the rotation

$$\frac{1 - \epsilon}{2p}$$

can be attained.

Regarding the remarks on the relation between stretching and rotation we first calculate the distortion of the mappings (1.5), defined by

$$h_0(z) = \begin{cases} z e^{-ic_2 \log^2 \left( \frac{1}{|z|} \right)} & \text{if } z \in \mathbb{D} \\ z & \text{if } z \notin \mathbb{D} \end{cases}$$

in a similar manner as for the mappings (3.17), and obtain that

$$K_{h_0}(z) = 1 + \xi(|z|) \frac{9}{4} c_2^2 \log \left( \frac{1}{|z|} \right),$$

where $\xi$ is bounded and $\xi(|z|) \to 1$ as $|z| \to 0$. This proves that $h_0$ has $p$-exponentially integrable distortion when

$$\frac{9c_2^2}{8} < \frac{1}{p},$$

and with a similar reasoning as for the mappings (3.17) we see that $h_0$ is a mapping of finite distortion. Moreover, since $|h_0(z)| = |z|$, we see that $\arg(h_0(r))$ grows like $\log^2 \left( \frac{1}{|h_0(r)|} \right)$ as $r \to 0$.

However, the pointwise stretching of $f$ does bound the pointwise rotation even in the case of mappings with exponentially integrable distortion, but the relation between stretching and rotation is different from the quasiconformal case. This follows from (3.15), where we use the modulus of continuity. If in (3.15) we would instead of

$$x_1 \geq e^{-\frac{c}{p} \log^2 \left( \frac{1}{z_0} \right)}$$

assume

$$x_1 \geq e^{-\frac{c}{p} \log^{1+\alpha} \left( \frac{1}{z_0} \right)},$$

where $\alpha \in (-1, 1)$, and continue after (3.15) as in the proof of Theorem 3.1 we would obtain

$$\arg(f(z_0)) - \arg(f(1)) \leq \frac{c_2}{p} \log^{\frac{3+\alpha}{2}} \left( \frac{1}{z_0} \right),$$
where \( c_s \) is a constant depending on the constant \( c \) chosen in (3.22). This shows how stretching bounds rotation from above. To see that this relation between stretching and rotation is optimal, again up to the constant \( c_s \), we present the mappings

\[
(3.24) \quad h_\alpha(z) = \begin{cases} 
\frac{1}{|z|}|z|^c \log^a \left( \frac{1}{|z|} \right) - ic_2 \log \frac{1+\alpha}{2} 
& \text{if } z \in B \left( 0, \frac{1}{2} \right) \\
\frac{1}{|z|}|z|^c \log^a \left( 2 \right) - ic_2 \log \frac{1+\alpha}{2} \left( 2 \right) 
& \text{if } z \in D \setminus B \left( 0, \frac{1}{2} \right) \\
1 
& \text{if } z \not\in D
\end{cases}
\]

where \( c_1 > 0 \) and \( c_2 \in \mathbb{R} \). These mappings can be checked to be mappings of finite distortion with \( p \)-exponentially integrable distortion when

\[
(3.25) \quad \frac{c_2^2 (3+\alpha)^2}{2c_1(1+\alpha)} < \frac{1}{p},
\]

with a similar calculation as for the mappings (3.17). From (3.25) we see that \( c_2 \) can be arbitrary big if we choose sufficiently big \( c_1 \), and hence the constant \( c_s \) truly does depend on the stretching and there is no absolute constant \( c \) for which (3.23) would hold.
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