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Abstract

Observations in quantum weak measurements are determined by complex numbers called weak values. We present a geometrical interpretation of the argument of weak values of general Hermitian observables in \( N \)-dimensional quantum systems in terms of geometric phases. We formulate an arbitrary weak value in terms of three real vectors on the unit sphere in \( N^2 - 1 \) dimensions, \( S^2_{N^2-2} \). These vectors are linked to the initial and final states, and to the weakly measured observable, respectively. We express pure states in the complex projective space of \( N - 1 \) dimensions, \( \mathbb{C}P^{N-1} \), which has a non-trivial representation as a 2\( N - 2 \) dimensional submanifold of \( S^{2N-2} \) (a generalization of the Bloch sphere for qudits). The argument of the weak value of a projector on a pure state of an \( N \)-level quantum system describes a geometric phase associated to the symplectic area of the geodesic triangle spanned by the vectors representing the pre-selected state, the projector and the post-selected state in \( \mathbb{C}P^{N-1} \). We then proceed to show that the argument of the weak value of a general observable is equivalent to the argument of an effective Bargmann invariant. Hence, we extend the geometrical interpretation of projector weak values to weak values of general observables. In particular, we consider the generators of \( SU(N) \) given by the generalized Gell–Mann matrices. Finally, we study in detail the case of the argument of weak values of general observables in two-level systems and we illustrate weak measurements in larger dimensional systems by considering projectors on degenerate subspaces, as well as Hermitian quantum gates. To conclude, we discuss the interpretation and usefulness of geometric phases in weak values in connection to weak measurements.

1. Introduction

Measurement are crucial to quantum technologies \([1–6]\) to extract information from quantum systems \([7, 8]\). The most common type is the ideal and non-reversible, i.e. projective, measurement that randomly collapses the system state to one eigenstate of the measured observable. Von Neumann developed a model of the interaction between the system and the device that describes their joint evolution during a quantum measurement \([9]\). The stronger the interaction, the more information the measurement provides but, inevitably as well, the larger the system disturbance \([10, 11]\). Quantum weak measurements involve minimal interactions between a measuring device, also called the ancilla, and the system: they arise when the ancilla state couples very weakly with the system state \([12, 13]\). Weakness is defined by the validity of a first-order perturbation expansion of the unitary operator specifying the evolution of the complete quantum state (including both the system itself and the ancilla). When measuring a system observable \( \hat{A} \) in the von Neumann scheme, the joint evolution to first order in the coupling strength \( g \) is typically given by \( \hat{U} \approx \mathbb{1} - ig\hat{A} \otimes p \), where \( p \) represents the ancilla’s canonical momentum. This evolution entangles the system and ancilla states, so that the knowledge of the ancilla state at the end of the measurement process
provides information on the system observable. Advantageously, the weak interaction preserves the system initial state $|\psi_i\rangle$ in the limit of small coupling strength. Weak measurements have thus many theoretical and practical applications [8, 13, 14].

In what is frequently called a weak measurement in the literature, the measurement weakness is considered in conjunction with the post-selection of the system state. Post-selection is equivalent to constraining the final state to a particular state $|\psi_f\rangle$. Operationally, it is performed by a strong, projective, final, measurement of the system consecutively to the weak interaction: the measurement of the ancilla is then conditional on successfully obtaining $|\psi_f\rangle$. The projection impacts the ancilla state, shifting its wavefunction centroid by a quantity that is related to what is called the weak value of the observable $\hat{A}$ for the initial and final states [14]:

$$A_w = \frac{\langle \psi_f | \hat{A} | \psi_i \rangle}{\langle \psi_i | \psi_i \rangle} = \frac{\text{Tr}(\hat{\Pi}_i \hat{A} \hat{\Pi}_i)}{\text{Tr}(\hat{\Pi}_i \hat{\Pi}_i)},$$ (1)

where $\hat{\Pi}_i = |\psi_i\rangle \langle \psi_i|$ and $\hat{\Pi}_f = |\psi_f\rangle \langle \psi_f|$ are the projectors on the initial (pre-selected) and final (post-selected) system states, respectively. The conditional ancilla measurement provides information on the observable that is related to both the initial and final states, through the weak value. Weak values are unbounded complex numbers. In typical settings, experimental observations are proportional to the real or to the imaginary part of the weak value [15]. The ancilla wavefunction shift may become very large when the pre- and post-selected states are nearly orthogonal, as can be seen from the denominator of equation (1), a feature exploited extensively in the literature, called ‘weak value amplification’ [12, 14]. In practice, due to the weak system–ancilla coupling, the experimental determination of the weak value requires an average over many measurements, especially with large amplification, as the post-selection probability is approximately given by the overlap between the initial and final states $|\langle \psi_f | \psi_i \rangle|^2$.

Metrology [16–18], sensing [19–22] and control of tiny experimental parameters [23, 24] benefit largely from weak value amplification [25, 26]. Weak measurements evidenced new physical phenomena, such as minute optical effects in beam propagation [27–30]. As complex numbers, weak values give a direct access to the complex components of the quantum state in quantum tomography [31–33]. Weak values also provide essential insights into issues related to quantum foundations [34–36], such as paradoxes [37–40] or non-perturbative sensing of quantum particles along trajectories [41–43]. Weak values have also the potential to benefit quantum computing and quantum information processing [44–49].

Although their experimental and practical usefulness is undeniable, there have been many difficulties and recurring debates in interpreting weak values [13, 14, 36]. In view of their significance, we provide a geometric description to clarify their meaning in dispassionate terms. In connection with experimental observations, weak values are usually discussed in terms of their real and imaginary parts [13–15]. Instead, we studied them in the polar representation, in terms of modulus and argument, observable in the meter quantum phase space. This approach leads to a geometrical interpretation of the argument of weak values in terms of geometric phases. When a quantum system evolves, it gives rise to two different types of phases: the dynamical phase, related to the time evolution of the system, and the geometric phase (also called Pancharatnam phase, Berry phase or Pancharatnam–Berry phase), related to the intrinsic geometry of the system state space. It was discovered independently on several occasions [50–53]. In the 50s, Pancharatnam defined the geometric phase as the difference of phase acquired by light along a cyclic polarization trajectory [51], which generalizes to quantum systems following an adiabatic and cyclic evolution, as Berry showed [53]. Later on, it was discovered that neither the adiabatic condition nor the cyclic one were necessary [54–56]. Any quantum system evolving from an initial state to a final one describes a geometrical phase [57]. Sjöqvist recognized the connection existing between weak values and geometric phases [58]. Tamate et al studied the geometric phase in quantum erasers and therefrom identified the Pancharatnam phase in weak measurements [59]. Using the Majorana representation (which represents states of $N$-level system as $N = 1$ stars on the Bloch sphere), Cormann and Caudano investigated geometric phases in weak measurements for some specific cases, including Pauli matrices and weak values of projectors on pure states [61]. Ho and Imoto related the polar decomposition of modular values to geometric phases as well [62]. Geometric phases in weak measurements were also considered in the context of the spin Hall effect of light [63, 64] and for sequential measurements [65]. The link between weak values and the Bargmann invariant [66] was noted on multiple occasions [58, 59, 61, 67]. However, there is a lack of a general formalism to study the geometric phase of arbitrary weak values and to understand their geometrical properties in larger dimensions, beyond the special case of the qubit.

3 Technically, they studied the case of modular values [60], which appear in quantum controlled gates [49], where the weakly measured operator in (1) is unitary rather than Hermitian.
We provide for the first time to our knowledge a geometric description of the weak values of general observables in N-dimensional quantum systems. The space of traceless Hermitian operators acting on an N-dimensional Hilbert space is of dimensions $N^2 - 1$. As a result, to any observable, we can associate a real vector on $S^{N^2-2}$, the unit sphere in $N^2 - 1$ dimensions. Since any pure state can be represented by a projector, a Hermitian operator, the pre-selected and post-selected states can also be assigned to points on $S^{N^2-2}$. Thus, we describe any weak value starting from three real vectors on $S^{N^2-2}$. When the observable corresponds to a projector on a pure state, all three vectors belong in addition to the complex projective space $\mathbb{CP}^{N^2-1}$ [68]. This space has a representation as a non-trivial subspace of $S^{N^2-2}$, which generalizes the Bloch sphere [69–71]. In the case of two-level systems, i.e. $\mathbb{CP}^1$, the space of pure states is fully equivalent to the complete surface of the two-sphere $S^2$: this is the well-known Bloch sphere representation of qubits. When considering three-level and higher level systems, their pure state space, $\mathbb{CP}^2$, ..., $\mathbb{CP}^{N^2-1}$, is not equivalent to the complete surface of a larger unit sphere. All pure states are on the surface of the sphere $S^{N^2-2}$ but all points on the surface do not represent a quantum state. In the state manifold, the three projectors characterizing the pre-selected state, the probed projector observable, and the post-selected state define a geodesic triangle: the vertices are the three states and the edges are the geodesics connecting them (defined using the Fubini–Study metric). The argument of the weak value of a projector $\hat{\Pi}$ equals the argument of the Bargmann invariant of the three states $\text{Tr}(\hat{\Pi}_r\hat{\Pi}_i\hat{\Pi})$ (see third member of (1) with $\hat{A} = \hat{\Pi}$). This invariant is proportional to the symplectic area$^4$ of the geodesic triangle [73–75]. The argument of the weak value $\hat{\Pi}_{r,w}$ is thus equal to the Pancharatnam–Berry phase that would be generated by a cyclic evolution of the system quantum state along the edges of the geodesic triangle. When the observable $\hat{A}$ is not a projector, it does not belong to the quantum state manifold and it cannot be the vertex of a geodesic triangle. However, we show that the argument of the weak value of any observable is linked to the argument of an effective Bargmann invariant, defined from a very specific projector. Therefore, the argument of the weak value always corresponds to a geometric phase. We will show how the geometric phase manifests itself in the meter phase space and how the argument of the weak value relates to contextuality, to dynamical and interferometric processes, and to the relative action of $\hat{A}$ as a measured observable or as a generator of unitary transformations.

The following of the paper is organized as follows. After a brief review of the qubit case, we first derive the expression of weak values of projectors on pure states in qutrit systems in terms of vectors on $S^2$ that also belong to $\mathbb{CP}^1$ and we find the weak value argument. In a second step, we generalize these results to projectors in N-level systems. We then determine the expression of weak values of general observables with real vectors on $S^{N^2-2}$ and give their argument using an effective Bargmann invariant. Then, we consider the particular case of the generators of SU($N$) given by the generalized Gell–Mann matrices, which are traceless Hermitian observables generalizing the Pauli matrices in N-level systems. Finally, before concluding, we consider a few situations to apply our formalism to: we study the case of a general observable in SU(2); we discuss projectors on degenerate subspaces and Hermitian quantum gates; and we illustrate the expressions for average values and the quantum uncertainties that result from considering identical pre- and post-selected states. To conclude, we discuss the relevance of the argument of weak values, in particular in the context of weak measurements. A few technical calculations were put in appendices, along with auxiliary contextualization of our work. In particular, in appendices A and B, we explicit our conventions used for SU($N$) generators, projectors, and the star product. We consigned the details of the computation of the weak value to appendix C. Finally, in appendices D and E, we provide additional information about the geometry of states on the generalized Bloch spheres and about the related star and wedge products.

2. Weak values of projectors in $\mathbb{C}^2$ and $\mathbb{C}^3$

We introduce here the basics of the geometric representation on the Bloch sphere of the argument of the weak value of qubit projectors. Then, we relate the argument of the weak value of projectors to Bargmann invariants and geometric phases (in all dimensions). Afterward, we extend the description from two- to three-level systems. Throughout this paper, we will always consider pure pre- and post-selected states.

Most generally, pure quantum states are represented by projectors $\hat{\Pi}_r = \langle \psi_r | \psi_r \rangle$ in complex projective space (they verify $\hat{\Pi}_r^2 = \hat{\Pi}_r$). The state space of two-level quantum systems corresponds to the complex projective line $\mathbb{CP}^1$. It is topologically equivalent to the two-dimensional sphere with unit radius in three dimensions, noted $S^2$. Therefore, pure states in two-level quantum systems can be represented by a unit

---

$^4$ The symplectic area is defined in an even manifold that is formed by pairs of directions: for example, symplectic areas in classical mechanics are specified in terms of position and momentum [72]. Here, we note that $2N - 2$ free parameters describe the states in an N-dimensional complex Hilbert space (considering the global phase and the normalization), which accounts for the even number of dimensions.
three-dimensional real vector \( \mathbf{r} \) on the surface of the Bloch sphere. A two-level projector is then written in terms of the identity \( I \) and the traceless generators of \( \text{SU}(2) \), in this case the Pauli matrices \( \mathbf{\hat{\sigma}} = (\mathbf{\hat{\sigma}}_x, \mathbf{\hat{\sigma}}_y, \mathbf{\hat{\sigma}}_z) \), as \( \mathbf{\hat{\Pi}}_i = \frac{1}{2} \left( I + \mathbf{r} \cdot \mathbf{\hat{\sigma}} \right) \). Using the properties of the Pauli matrices, the calculation of the weak value

\[
\Pi_{r,s} = \frac{\text{Tr} (\mathbf{\hat{\Pi}}_f \mathbf{\hat{\Pi}}_i)}{\text{Tr} (\mathbf{\hat{\Pi}}_i \mathbf{\hat{\Pi}}_i)}
\]

is straightforward [61]:

\[
\Pi_{r,s} = \frac{1 + \mathbf{f} \cdot \mathbf{r} + \mathbf{r} \cdot \mathbf{\hat{\Pi}}_i + \mathbf{f} \cdot \mathbf{\hat{\Pi}}_i + i \mathbf{\hat{\Pi}}_i \times \mathbf{r}}{1 + \mathbf{f} \cdot \mathbf{r} + \mathbf{r} \cdot \mathbf{\hat{\Pi}}_i + \mathbf{f} \cdot \mathbf{\hat{\Pi}}_i},
\]

and the elegant formula resulting for the argument [61] is

\[
\arg \Pi_{r,s} = \arctan \left( \frac{\mathbf{f} \cdot (\mathbf{r} \times \mathbf{\hat{\Pi}}_i)}{1 + \mathbf{f} \cdot \mathbf{r} + \mathbf{r} \cdot \mathbf{\hat{\Pi}}_i + \mathbf{f} \cdot \mathbf{\hat{\Pi}}_i} \right) = -\frac{\Omega_{\text{irf}} \mathbf{r}}{2},
\]

where \( \mathbf{r} \) represents the pre-selected state and \( \mathbf{f} \) the post-selected state, while \( \mathbf{r} \) corresponds to the observable projector that is weakly probed. This purely geometric expression of the argument corresponds to minus one half of the solid angle \( \Omega_{\text{irf}} \) intercepted on the Bloch sphere by the tetrahedron spanned from the three state vectors (where the path is followed in the order \( i \rightarrow r \rightarrow f \rightarrow i \)), as depicted in figure 1(a). Incidentally, we note that the numerator in (3) corresponds to twice the signed volume of this tetrahedron. When calculating the solid angle in (3), the signs of the numerator and denominator should be taken into account to determine the appropriate quadrant. The geodesics between quantum states correspond to arcs of great circles on the Bloch sphere. Thus, for two-level systems, the argument of the weak value of a projector corresponds to a solid angle [58, 59, 61], which is also equal to the surface of the Bloch sphere inside the geodesic triangle, i.e. to the area of a spherical triangle. Let us note that, using Stokes’ theorem, the solid angle can be computed from any closed surface bounded by the geodesic triangle. It can thus be seen a contour integration along the geodesic path.

We now reformulate these insights by analyzing the argument of the Bargmann invariant \( \text{Tr} (\mathbf{\hat{\Pi}}_f \mathbf{\hat{\Pi}}_i) \) [66] that appears in the numerator of the weak value expression \( \Pi_{r,s} \). Because the denominator \( \text{Tr} (\mathbf{\hat{\Pi}}_i \mathbf{\hat{\Pi}}_i) = |\langle \psi_i | \psi_i \rangle|^2 \) is always positive, the argument of the weak value is equal to the argument of the Bargmann invariant associated to the initial state, the projector state weakly measured and the final state [58, 59, 61, 67]. In any dimension, this invariant is linked to the geometric phase

\[
\varphi_E = \arg \text{Tr}(\mathbf{\hat{\Pi}}_f \mathbf{\hat{\Pi}}_i) = \arg \langle \psi_i | \psi_f \rangle \langle \psi_f | \psi_i \rangle \langle \psi_i | \psi_i \rangle
\]

that would arise from a parametric evolution of the quantum system along the closed geodesic triangle (in the sequence \( |\psi_i \rangle \rightarrow |\psi_r \rangle \rightarrow |\psi_f \rangle \rightarrow |\psi_i \rangle \)) [56]:

\[
\varphi_E = -\oint_{C_\Delta} \mathfrak{A}(\psi(s)) \frac{d\psi(s)}{ds} \, ds = -2\oint_{\Sigma(C_\Delta)} \mathfrak{A}(\frac{d\psi(s,t)}{dt}) \frac{d\psi(s,t)}{ds} \, ds \, dt,
\]

where we chose to describe states in Hilbert space for the convenience of readers familiar with the Hilbert space description of geometric phases. The first integral is the integral of the Berry connection along the closed geodesic triangle \( C_\Delta \) parametrized by \( \psi(s) \). The last member of (4) is a surface integral over any closed surface \( \Sigma(C_\Delta) \) bounded by the geodesic triangle \( C_\Delta \), where \( \psi(s,t) \) is an arbitrary parametrization
of the surface $\Sigma(C_{\Delta})$. This is the integral of the Berry curvature. In any dimension, the argument of the weak value is thus identical to the Pancharatnam–Berry phase that a quantum state would pick up from a parametric state evolution along the closed geodesic triangle. We note however that weak values arise in many contexts in physics and we should not assume here that the geometric phase associated to the argument of the weak value is actually acquired by a quantum state evolving during the physical process described by the weak value.

The quantum state manifolds of $N$-level systems correspond to the complex projective spaces $\mathbb{CP}^{N-1}$. They are Kähler manifolds \cite{BallesterosFerraz:2014}, which means that they are equipped with a Hermitian form that provides both a Riemannian metric (Fubini–Study) and a symplectic form. The geometric phase \eqref{eq:geometric_phase} is linked to the symplectic area computed on the geodesic triangle using the symplectic form. In the qubit case, the Riemannian and symplectic areas of geodesic triangles are equivalent (they are equal up to a constant factor that depends on the normalization convention for the total areas). However, this is no longer the case in $\mathbb{CP}^{N-1}$ with $N \geq 3$. For this reason, in three-level systems and beyond, the weak value argument cannot be as straightforwardly interpreted, nor as a solid angle, nor as a Riemannian area of a geodesic surface, as is possible in the qubit case. Nevertheless, the symplectic area is independent of the particular surface on which it is computed. The argument of the weak value of the projector is thus appropriately seen as arising from a contour integral along the boundary geodesics of the triangle, which accumulates the incremental geometric phase changes along the closed path. The argument of the weak value of any projector on pure state is a three-point invariant of the geodesic triangle.

We now generalize our geometric description to three-level systems. This is not trivial as the state manifold cannot be mapped bijectively to a (larger) sphere, contrary to the two-level case. In three-level systems, pure states are then associated with rays that are points of the projective plane $\mathbb{CP}^2$. In $\mathbb{CP}^1$, we used the identity and three ($N^2 - 1$ with $N = 2$) $2 \times 2$ traceless generators of $\text{SU}(2)$ (the three Pauli matrices) as a basis to expand the projectors. In $\mathbb{CP}^2$, we expand projectors in terms of the eight ($N^2 - 1$ with $N = 3$) $3 \times 3$ traceless Gell–Mann matrices $\hat{\lambda}$, a representation of the Lie algebra $\text{SU}(3)$ \cite{BallesterosFerraz:2014} (we define the generators in appendix A). However, the quantum state manifold $\mathbb{CP}^2$ is not equivalent to the surface of the seven-sphere $S^7$ in eight dimensions: all three-level states are on the sphere surface but most points on the surface of the seven-sphere are not proper quantum states. A projector on a pure state is

$$
\hat{\Pi}_r = \frac{1}{3} \left( \hat{I} + \sqrt{3} \hat{r} \cdot \hat{\lambda} \right),
$$

where $\hat{\lambda}$ is a vector whose components are the eight Gell–Mann matrices and $\hat{r}$ is an eight-dimensional, normalized, real vector \cite{BallesterosFerraz:2014}. Additionally, the vector $\hat{r}$ must verify $\hat{r} \ast \hat{r} = \hat{r}$, where the symmetric star product is defined by $\langle \hat{\alpha} \ast \hat{\beta} \rangle_c = \sqrt{3} d_{abc} a \hat{\alpha}_b \hat{\beta}_c$ \cite{BallesterosFerraz:2014} (the components $a, b, c \in \{1, 2, \ldots, 8\}$ and Einstein’s summation convention is assumed for repeated indices). The constants $d_{abc}$ are completely symmetric under index permutation and arise from the anti-commutator of the generators of the of $\text{SU}(3)$ Lie algebra: they are determined by $d_{abc} = \frac{1}{6} \text{Tr}(\hat{\lambda}_a [\hat{\lambda}_b, \hat{\lambda}_c])$. The star product condition ensures that the vector $\hat{r}$ on the unit seven-sphere also corresponds to a point of $\mathbb{CP}^2$ (hence represents a pure quantum state). This condition comes by imposing that the square of the projector should be equal to the projector itself (see appendix B).

The star product appears in a few papers in the literature \cite{BallesterosFerraz:2014, BallesterosFerraz:2014} but not many (to our knowledge). We would like to stress that many familiar properties of the $\text{SU}(2)$ Bloch sphere do not hold in larger dimensions. For example, the eight-dimensional vectors representing orthogonal states of a three-level system form angles of $120^\circ$ (on the Bloch sphere, two vectors associated to orthogonal states are opposite, that is form $180^\circ$ angles). Therefore, the three vectors of a basis are in a plane with $120^\circ$ between them. Also, there is no equivalent of the $\ast$ product in $\text{SU}(2)$. For this reason, we discuss a few essential properties of the state representation as generalized Bloch spheres in appendices D and E to provide more context for the interested reader.

We use the properties of the generators of the Lie algebra of $\text{SU}(3)$ to calculate the expression of the weak value of a three-level system projector from \eqref{eq:projection}: $\Pi_{r,w} = \text{Tr}(\hat{\Pi}_r \hat{\Pi}_r) / \text{Tr}(\hat{\Pi}_r \hat{\Pi}_r)$. Applying the definition of projectors in terms of Gell–Mann matrices \eqref{eq:projector}, we find

$$
\Pi_{r,w} = \frac{1 + 2 \hat{f} \cdot \hat{r} + 2 \hat{r} \cdot \hat{f} + 2 \hat{f} \cdot \hat{r} + 2 \hat{r} \cdot \hat{f} + i 2 \sqrt{3} \hat{f} \cdot (\hat{r} \wedge \hat{r})}{3 + 6 \hat{f} \cdot \hat{r}},
$$

where the eight-dimensional real vectors $\hat{r}, \hat{f}$ and $\hat{r}$ represent the pre- and post-selected states and the weakly measured projector state, respectively. In addition to the previously defined star product, we also introduced

\footnote{In this work, we chose the convention to work with normalized vectors on a single unit sphere. See appendix B for more details.}
the antisymmetric wedge product \([77, 80, 82]\) \(\vec{\alpha} \wedge \vec{\beta}\), the structure constants of the Lie algebra of SU(3) (which are completely anti-symmetric under index permutations and emerge from the commutator of the generators of the Lie algebra). Note that the \(*\) and \(\wedge\) products produce vectors that are both outside of \(\mathbb{C}P^2\) and not normalized in general (so they do not represent states). The vector \(\vec{\alpha} \wedge \vec{\beta}\) produced by the wedge product is orthogonal to the two initial vectors \(\vec{\alpha}\) and \(\vec{\beta}\). Also, the two products are orthogonal: for any pre- and post-selected states \((\vec{i} \wedge \vec{f}) \cdot (\vec{i} \star \vec{f}) = 0\).

In (6), the two scalar products \(\vec{f} \cdot (\vec{r} + \vec{i})\) and \(\vec{f} \cdot (\vec{r} \wedge \vec{i})\) are invariants under cyclic permutations of the three vectors and under unitary transformations. The qutrit weak value (6) bears similarities with the qubit case (2): for SU(2), the structure constants \(f_{abc}\) are given by the Levi-Civita symbol while \(d_{abc} = 0\), so that the wedge product reduces to the usual cross-product in three dimensions while the star product contribution disappears. We discuss additional properties of the \(*\) and \(\wedge\) products in appendix D and we provide detailed calculations leading to (6) in appendix C (although we recommend skipping the latter for now).

Weak values are regularly considered in terms of their real and imaginary parts because this is how they affect typical weak measurements. Nonetheless, interpreting weak values in terms of their modulus and argument provides us more insight about their geometrical properties. Considering the real and imaginary parts of (6), the weak value argument is,

\[
\arg \Pi_{r,w} = \arctan \frac{2\sqrt{3} \vec{f} \cdot (\vec{r} \wedge \vec{i})}{1 + 2(\vec{f} \cdot \vec{r} + \vec{r} \cdot \vec{i} + \vec{i} \cdot \vec{f}) + 2 \vec{f} \cdot (\vec{r} \star \vec{i})} + \phi(\Pi_{r,w}),
\]

(7)

where the term \(\phi\) essentially determines the appropriate quadrant (the quadrant depends on the signs of the real and imaginary parts of the weak value):

\[
\phi(f) = \begin{cases} 
0 & \text{if } \Re(f) > 0 \\
\pi & \text{if } \Re(f) < 0 
\end{cases}
\]

(8)

As discussed previously, this argument represents a geometric phase because it is equal to the argument of the Bargmann invariant [66] associated to the initial state, the projector state weakly measured and the final state [58, 59, 61, 67] as expressed in (4). It corresponds to a symplectic area evaluated on the geodesic triangle using the symplectic form of the projective space \(\mathbb{C}P^3 = SU(3)/U(2)\) [77], whose expression depends only on the vertices \(\vec{i}, \vec{r}\) and \(\vec{f}\) (which confirms the purely geometric origin of the argument). It is important to note that the geodesics of the quantum state manifold do not correspond to geodesics of \(S^7\); they are not arcs of great circles of \(S^7\). In particular, the geometric phase is not equivalent to the Riemannian area of the \(S^7\) spherical triangle defined by the three vertices (which could include points that are not states), nor to the Riemannian area of a surface built from geodesics linking one vertex to the opposite side of the geodesic triangle (which is not unique as the surface generally depends on the chosen vertex in the triangle).

In figure 1, we represent the geodesic triangle spanned by three quantum states associated to a projector weak value, in \(\mathbb{C}P^1\) for qubit systems and in \(\mathbb{C}P^2\) for qutrit systems. For two-level systems, the three quantum states lay on the surface of the Bloch sphere and the argument is connected to the area of the spherical triangle, equivalent to the solid angle. For three-level systems, the geometry is more complicated. Most generally, we can represent \(\mathbb{C}P^2\) graphically using a three-dimensional sphere octant, where each point is furthermore associated to a torus linked to the two phase components \(\chi_2\) and \(\chi_3\) of the state vector in Hilbert space [68, 77]: \(|\psi\rangle = (|\psi_1 e^{i\eta_1}, |\psi_2 e^{i\eta_2}, |\psi_3\rangle)^T\). Each state \(|\psi\rangle\) is projected on the sphere octant on the point with (real) coordinates \(\vec{q} = (|\psi_1|, |\psi_2|, |\psi_3|)^T\). Considering the invariance under unitary transformations, the most general geodesic triangle can be represented by the states \(|f\rangle = (0, 0, 1)^T\), \(|r\rangle = (0, \sin \beta, \cos \beta)^T\), and \(|i\rangle = (\sin \alpha \cos \eta, e^{i\gamma} \sin \alpha \sin \eta, \cos \alpha)^T\), as depicted in figure 1. Beware that the geodesics connecting the triangle vertices on the octant do not typically appear as spherical arcs. Each pair of vertices generates a unique complex projective line (i.e. a two dimensional subspace isomorphic to a Bloch sphere) in the complex projective plane \(\mathbb{C}P^2\). Topologically, the three geodesics connecting the vertices are thus arcs of great circles in each of these three distinct (in general) \(\mathbb{C}P^3\) subspaces. However, when projected on the sphere octant, the geodesic triangle is inevitably distorted. On the \(S^7\) sphere, these geodesics would appear as circle arcs connecting the vertices. However these circle arcs would not be arcs of great circles because the geodesics of \(\mathbb{C}P^2\) are not those of \(S^7\) (which is a reminder that the points of \(\mathbb{C}P^2\) are constrained to a four-dimensional subspace of \(S^7\) equipped with the Fubini–Study metric and not with the metric of the round sphere). The general expression of a state on \(S^7\) and of the geodesic arc linking \(\vec{r}\) and \(\vec{f}\) are given in appendix E for reference.
3. Weak values of projectors in $\mathbb{C}^N$

Our results on three-level systems can be easily generalized to $N$-level systems. Projectors on pure states in $\mathbb{C}^N$ are associated with straight complex lines passing through the origin or, equivalently, with rays that are points of the projective space $\mathbb{CP}^{N-1}$. We describe them in terms of the $N^2 - 1$ generators of the Lie algebra of $SU(N)$ that generalize the Pauli and Gell–Mann matrices (see appendix A for details). In that case, a projector on a pure state is (see appendix B)

$$\hat{\Pi}_r = \frac{1}{N} \hat{I}_N + \sqrt{\frac{N^2 - 1}{2N}} \hat{r} \cdot \hat{L}_r$$

(9)

where $\hat{r}$ is a vector whose $N^2 - 1$ components give the generators $\hat{I}_r$. The real vector $\tilde{r}$ has also $N^2 - 1$ components. It is normalized ($\tilde{r} \cdot \tilde{r} = 1$), so that the state is on the surface of the $S^{N^2-2}$ sphere in $\mathbb{R}^{N^2-1}$. Additionally it is constrained to a subspace of this sphere by the extra condition $\tilde{r} \cdot \tilde{r} = \hat{r}$, where the star product is defined by $(\tilde{q} \ast \tilde{r})_c = \sqrt{\frac{2N(N-1)}{N-2}} d_{abc} q_{qcb}$ [81], with the symmetric constants of $SU(N)$ given from the anti-commutator by $d_{abc} = \frac{1}{2} \text{Tr}(\hat{L}_a \{ \hat{L}_b, \hat{L}_c \})$ as previously. This constraint ensures that the point $\tilde{r}$ on the sphere corresponds to a projector on a pure state and, thus, is associated to a proper quantum pure state belonging to $\mathbb{CP}^{N-1}$. As for qutrit systems, this condition makes it impossible to describe the geometry of the states as the complete surface of a sphere: the pure quantum states belong to a $(2N - 2)$-dimensional subspace of the $S^{N^2-2}$ sphere. In this space, when two quantum states $|\psi\rangle$ and $|\phi\rangle$ are orthogonal, the vectors $\tilde{r}_\psi$ and $\tilde{r}_\phi$ representing those states on the generalized Bloch sphere form an angle of $\pi - \arccos \frac{1}{\sqrt{N}}$. In the limit of very large $N$, the angle between the vectors associated to orthogonal states tends to $90^\circ$. In appendix B, we provide context to our definition of the symmetric $\ast$ product in $SU(N)$ as a generalization of its original $SU(3)$ definition [77, 78].

The argument of the weak value of a projector $\hat{\Pi}_r$ on a pure state of an $N$-level system is expressed using the properties of the generators of $SU(N)$ as,

$$\arg \hat{\Pi}_{r,w} = \arctan \frac{2(N-1)}{N} \left( \hat{r} \cdot \hat{L} \right)$$

$$+ \phi(\hat{\Pi}_{r,w}),$$

(10)

where $\phi(\hat{\Pi}_{r,w})$ selects the appropriate quadrant and is specified in (8). Detailed calculations leading to (10) are provided in appendix C. The anti-symmetric wedge product is defined similarly to the qutrit case using the structure constants of $SU(N)$, which are obtained from the commutation relationships of the generators: $f_{abc} = -\frac{1}{N} \text{Tr}(\hat{L}_a \{ \hat{L}_b, \hat{L}_c \})$. It produces the vector with components $(\hat{c} \ast \hat{b})_c = f_{abc} c_a b_b$, which is orthogonal to both $\hat{c}$ and $\hat{b}$. The expression (10) of the argument of the weak value generalizes the one obtained for three-level systems (7) to the case of $N$-level system projectors on pure states. Taking $N = 3$ and $N = 2$, we recover the results for three-level system projectors and qubit systems, respectively. As explained previously, the argument of the weak value of a projector is equal to the argument of the Bargmann invariant of the three states involved. Therefore, the argument (10) represents a geometric phase connected to the symplectic area of the geodesic triangle in $\mathbb{CP}^{N-1}$. To conclude this section, we first would like to emphasize that, using an appropriate unitary transformation, any set of three states of $\mathbb{CP}^{N-1}$ and the geodesics linking them can always be mapped to a $\mathbb{CP}^2$ subspace. Therefore, all observations valid for the weak value of qutrit projectors on pure states extend to arbitrary larger dimensions. In particular, figure 1 provides a valid representation of geodesic triangles in $\mathbb{CP}^{N-1}$. Furthermore, from a geometric point of view, all weak values of projectors in any finite dimension can be described using eight-dimensional, normalized real vectors using the formulas (6) and (7) valid for $\mathbb{CP}^2$. We also note that there are two three-point invariants that contribute to the geometric phase:

$$\tilde{f} \cdot (\tilde{r} \wedge \tilde{r}) = f_{abc} f_a r_b i_c, \text{ and } \tilde{f} \cdot (\tilde{r} \ast \tilde{r}) = \sqrt{\frac{2N(N-1)}{N-2}} d_{abc} f_a r_b i_c.$$ Both are invariant under cyclic permutations of the three vectors and under unitary transformations. However, the former is anti-symmetric under the permutation of two vectors, while the latter is symmetric.

4. Weak values of general observables

Weak measurement are not confined to projectors on pure states. In practice, experiments also deal with the weak values of arbitrary observables, such as the spin of a particle, projectors on degenerate subspaces or compound observables in multipartite systems to name a few. In this section, we study the weak value of a
general Hermitian observable $\hat{A}$ of an $N$-level system. We will show that the weak value of any observable can be expressed in terms of the weak value of a very specific projector that will provide us with a geometrical description in the spirit of what we did before. We decompose the observable in terms of the $N \times N$ identity operator and a traceless operator from SU($N$):

$$\hat{A} = a_I \hat{I}_N + a_L \vec{\alpha} \cdot \vec{L},$$

(11)

where $\vec{L}$ is a vector whose $N^2 - 1$ components are the generators of the SU($N$) Lie group (see appendix A), $a_I$ and $a_L$ are real constants and $\vec{\alpha}$ is a normalized vector with $N^2 - 1$ real components. Using the properties of the generators $\vec{L}$ to compute the traces appearing in the definition (1), we obtain the weak value of a general observable (as shown in appendix C):

$$A_{a,I,w} = \frac{1}{N} + \frac{N - 1}{N} f \left[ \frac{a_I (N - 1)}{N} \vec{f} \cdot \vec{\alpha} + \vec{\alpha} \cdot \vec{f} \right] + \frac{a_I (N - 1)}{N} \vec{f} \cdot \vec{\alpha} + \vec{\alpha} \cdot \vec{f} + \frac{a_L \sqrt{2(N - 1)} f}{N \sqrt{N}} \left( \vec{f} \cdot \vec{\alpha} \right).$$

(12)

This expression generalizes our previous results on projectors, which we recover by setting the appropriate coefficients $a_I$ and $a_L$ from (9) and by constraining the projector using $\vec{\alpha} = \vec{\alpha} \star \vec{\alpha}$. It is thus crucial to note that, in (12), the vectors $\vec{f}$ and $\vec{f}$ must obey the constraints $\vec{f} = \vec{f} \star \vec{f}$ and $\vec{f} = \vec{f} \star \vec{f}$ because they represent states, while $\vec{\alpha}$ is allowed to range freely on the whole surface of the $S^{N-2}$ sphere (for this reason, we denote the latter vector with a Greek letter, while the former are identified by roman letters). Our normalization conventions for the projector definition (9) allowed us to express the weak values in terms of the geometrical properties of three vectors that all belong to the same unit sphere (see appendix B).

By considering the ratio of the imaginary and real parts of (12), we find the argument of the weak value of an arbitrary Hermitian observable:

$$\arg(A_{a,I,w}) = \phi(A_{a,I,w}) + \arctan \frac{a_I (N - 1) \vec{f} \cdot \vec{\alpha}}{a_L \sqrt{2(N - 1)} f \cdot \vec{\alpha} + \vec{\alpha} \cdot \vec{f}}.$$

(13)

where $\phi(A_{a,I,w})$ specifies the quadrant according to (8). This expression bears similarities to the argument of the weak value of a projector on a pure state (10). Notwithstanding the appearance of the constant factors $a_I$ and $a_L$, the essential differences are the new term $a_L/N$ in the denominator and the fact that $\vec{\alpha}$ does not represent a state in general. We notice that the numerator is fully antisymmetric under permutations of vectors, while the denominator is symmetric under permutations of the initial and final states. The term involving the star product is even fully symmetric under permutations of the three vectors.

In order to interpret this argument in terms of a geometric phase, we relate it to the weak value of a particular projector on a pure state (we call it $\hat{\Pi}_f$). This approach allows us to link the argument to the Bargmann invariant of the pre-selected state, the projector $\hat{\Pi}_f$ and the post-selected state, and, therefore, to a symplectic area in $\mathbb{C}P^{N-1}$. We define this projector by

$$\hat{\Pi}_f = \frac{\hat{A}_\psi|\psi_f\rangle\langle\psi_f|}{\langle\psi_f|\hat{A}^2|\psi_f\rangle}$$

(14)

when $\hat{A}_\psi|\psi_f\rangle \neq 0$ (else the weak value is 0 and the argument is undefined anyway). The state $|\psi_f\rangle$ results from the application of the observable to the initial state. Since the argument of the weak value of a projector is equal to the argument of the Bargmann invariant, we have

$$\arg \Pi_{f,w} = \arg[\text{Tr}(\hat{\Pi}_f \hat{\Pi}_f \hat{\Pi}_f)] = \arg \frac{\langle\psi_f|\hat{A}_\psi|\psi_f\rangle\langle\psi_f|\hat{A}_\psi|\psi_f\rangle\langle\psi_f|\psi_f\rangle}{\langle\psi_f|\hat{A}^2|\psi_f\rangle}.$$

(15)

The expectation value of $\hat{A}^2$ in the pre-selected state is strictly positive and does not contribute to the total argument: $\arg(\langle\psi_f|\hat{A}^2|\psi_f\rangle) = 0$. The average value $\langle\hat{A}\rangle_{\psi_f} = \langle\psi_f|\hat{A}|\psi_f\rangle$ is a real number: its argument is 0 if it is positive and $\pi$ if it is negative. Hence, the argument of the weak value of the observable $\hat{A}$ is equivalent to the argument of the weak value of the projector $\hat{\Pi}_f$ modulo $\pi$:

$$\arg A_w = \arg \Pi_{f,w} = \arg \langle\hat{A}\rangle_{\psi_f}. $$

(16)
We find two contributions. First, the geometric phase arising from the geodesic triangle in $\mathbb{C}P^{N-1}$ whose vertices correspond to the vectors $\vec{i}, \vec{f}$ and $\vec{f}$ on the $S^{N-2}$ sphere. It is connected to the symplectic area of the geodesic triangle and can alternatively be computed from (4). Second, another geometric phase that is given by the sign of average value of the observable in the initial state. It can easily be expressed in the present formalism, on $S^{N-2}$, in terms of the vectors $\vec{i}$ and $\vec{a}$ by setting $\vec{i} = \vec{f}$ in (12), as done later in section 8 with (31).

Describing geometrically the relationship existing between an arbitrary initial state $|\psi_i\rangle$ and the quantum state associated to the projector $\hat{\Pi}_f$ produced by an observable $\hat{A}$ according to (14) is far from a trivial task in general. In the case of the Pauli observables $\vec{a} \cdot \vec{\sigma}$, the vector $\vec{f}$ corresponds to the mirror image of the initial state $i$ with respect to the axis $\vec{a}$ of the Pauli operator (i.e. the direction of the spin measurement). However, these particular observables are also unitary operators, which helps in determining their action on a general initial state. More complicated operators or families of operators should be studied on case by case basis. Subsequently in this paper, we will consider in depth the situation of general observables of two-level systems and leave most higher dimensional cases for follow-up studies.

When the average value $\langle A | \psi_i \rangle$ equals zero, its argument can be 0 or $\pi$ in (16). In this case, the projectors $\hat{\Pi}_i$ and $\hat{\Pi}_f$ are also orthogonal. Therefore, they are linked by infinitely many geodesics and, at first, it is not clear how to define the geodesic triangle. However, the argument of the weak value on the left-hand side of (16) is well-defined since we assumed $A_w \neq 0$. This indicates that it is possible to select an appropriate geodesic to construct the geodesic triangle. This can be done by computing the limit of a family of geodesic triangles built from slightly perturbing the initial state $\hat{\Pi}_i = \lim_{\epsilon \to 0} \hat{\Pi}_i(\epsilon)$ so that $\text{Tr} \hat{A} \hat{\Pi}_i(\epsilon) = \langle A | \psi_i(\epsilon) \rangle \neq 0$. There will be two choices for the geodesic (arising from the cases $\langle A | \psi_i(\epsilon) \rangle > 0$ and $\langle A | \psi_i(\epsilon) \rangle < 0$) that will give the correct value for the argument of the weak value using (16). Note that evaluating this limit would often occur automatically when studying the geodesic triangle as a function of the initial state (a natural use of the formalism). Alternatively, it is also possible to work with the projector $\hat{\Pi}_f$ defined from the application of the operator on the post-selected state $\hat{\Pi}_f | \psi_i \rangle$ (assuming $\langle A | \psi_f \rangle \neq 0$).

5. Weak values of the generators of the Lie group of $\text{SU}(N)$

As a relevant, direct application of the results obtained in the previous section, we express the weak values of the generators of the Lie algebra of $\text{SU}(2)$ (Pauli matrices), $\text{SU}(3)$ (Gell–Mann matrices) and $\text{SU}(N)$ in general. Operators linked to these generators describe the spin of particles, light polarization, the orbital angular momentum of light and the polarization correlations in entangled photons, to cite the most typical laboratory use. They are also related to observables in particle physics and cosmology, where conceptual applications of weak measurements start to emerge [83]. We obtain the weak value and its argument, of all the generators, by setting $a_l = 0$ and $a_l = 1$ in the expressions (12) and (13), respectively.

First, we recover the weak value and its argument for two-level systems ($N = 2$) [84], which are useful points of comparison:

$$
\sigma_{r,w} = \frac{\vec{f} \cdot \vec{r} + \vec{f} \cdot \vec{i}}{1 + \vec{f} \cdot \vec{i}},
$$

$$
\arg \sigma_{r,w} = \arg \frac{\vec{f} \cdot (\vec{r} \times \vec{i})}{\vec{r} \cdot \vec{f} + \vec{f} \cdot \vec{i}} + \phi(\sigma_{r,w}),
$$

where $\phi(\sigma_{r,w})$ is defined in (8) and the generator is given by $\vec{r} \cdot \vec{\sigma}$. In the particular case of $\text{SU}(2)$, the star product is null and wedge product is equivalent to the cross product because the structure constants $f_{abc}$ become the Levi-Civita symbol. Additionally, the vector $\vec{r}$ also represents a state and it is then possible to show that (18) is given by the sum of two solid angles connected to two Bargmann invariants [84]. These two solid angles correspond to the two contributions found in (16) when using the projector $\hat{\Pi}_f$ to determine the geometric phase.

Second, we consider the generators $\vec{a} \cdot \vec{\lambda}$ of the Lie group $\text{SU}(3)$, i.e. the Gell–Mann matrices [76]:

$$
\lambda_{a,w} = \frac{2}{\sqrt{3}} \frac{\vec{f} \cdot \vec{a} + \vec{f} \cdot \vec{i}}{1 + 2 \vec{f} \cdot \vec{i}},
$$

$$
\arg \lambda_{a,w} = \arg \frac{\sqrt{3} \vec{f} \cdot (\vec{a} \times \vec{i})}{\vec{r} \cdot \vec{f} + \vec{f} \cdot \vec{i}} + \phi(\lambda_{a,w}),
$$
with \( \phi(\lambda_{\alpha,w}) \) defined in (8) and where \( \vec{\alpha} \) does not represent a state in general. We note the elegant similarities between the weak values of qubit and qutrit systems. However, the complexity introduced in particular by the additional term involving the star product makes it no longer possible to interpret straightforwardly the geometric phase (20). Indeed, in addition to the three initial vectors \( \vec{I}, \vec{\alpha}, \vec{i} \), we also have to consider the directions of \( \vec{f} \wedge \vec{\alpha} \) and \( \vec{f} \times \vec{\alpha} \), which prevent us from reducing the problem to the three dimensions spanned by \( \vec{I}, \vec{\alpha}, \vec{i} \).

Third, for the generators \( \vec{\alpha} \cdot \vec{L} \) of SU(\( N \)) generalizing the Pauli and Gell–Mann matrices, the weak value and its argument are

\[
L_{\alpha,w} = \sqrt{\frac{N-1}{N}} \vec{f} \cdot \vec{\alpha} + \vec{\alpha} \cdot \vec{i} + (N-2) \vec{f} \cdot (\vec{\alpha} \times \vec{i}) + i \sqrt{\frac{N(N-1)}{2}} \vec{f} \cdot (\vec{\alpha} \wedge \vec{i}),
\]

\[
\arg L_{\alpha,w} = \arctan \frac{\sqrt{\frac{N(N-1)}{2}} \vec{f} \cdot (\vec{\alpha} \wedge \vec{i})}{\vec{f} \cdot \vec{\alpha} + \vec{\alpha} \cdot \vec{i} + (N-2) \vec{f} \cdot (\vec{\alpha} \times \vec{i})} + \phi(L_{\alpha,w}),
\]

with \( \phi(L_{\alpha,w}) \) defined in (8).

6. Weak value of a two-level system observable

We turn our attention to the weak values of arbitrary observables in two-level systems. In particular, we are interested in analyzing their connection to the projector \( \Pi_{\gamma} \) (14) that characterizes the geometric phase associated to their argument (16). Advantageously, all operators and states of two level systems are linked to a unit vector on the Bloch sphere. We note the initial and final states \( \vec{I} \) and \( \vec{f} \). Without loss of generality, we consider an observable of the form (11), written as

\[
\hat{O}_r = a(\vec{I} + \gamma \vec{r} \cdot \vec{\sigma}),
\]

where \( \vec{r} \) is a unit vector and \( a \) and \( \gamma \) are real constants. Later on, \( \gamma \) will appear as the relevant parameter for studying geometric phases. When \( \gamma = 0 \), the weakly measured observable is the identity. When \( \gamma = 1 \), it is proportional to a projector. Then, when \( \gamma \to \infty \), it tends to a linear combination of the Pauli matrices, proportional to \( \vec{r} \cdot \vec{\sigma} \). From (12) and (13), we readily obtain the weak value and its argument:

\[
O_{r,w} = \frac{1 + \vec{f} \cdot \vec{r} + \gamma(\vec{f} \cdot \vec{r} + \vec{r} \cdot \vec{i})}{1 + \vec{f} \times \vec{r}},
\]

\[
\arg O_{r,w} = \arctan \frac{\gamma \vec{f} \cdot (\vec{r} \times \vec{i})}{1 + \vec{f} \cdot \vec{r} + \gamma(\vec{f} \cdot \vec{r} + \vec{r} \cdot \vec{i})} + \phi(O_{r,w}),
\]

with \( \phi(O_{r,w}) \) giving the appropriate quadrant for the argument, on the basis of the sign of the real part of the weak value (8). It should be highlighted that the argument of the weak value depends chiefly on \( \gamma \). The parameter \( a \) only contributes a 0 or \( \pi \) term through \( \phi(O_{r,w}) \), depending on its sign. Interestingly, the parameter \( \gamma \) plays a role similar to a measurement strength, from which the geometric phase (25) emerges [65].

The projector \( \Pi_{\gamma} = \hat{O}_r \Pi_{\gamma} \hat{O}_r / Tr \Pi_{\gamma} \hat{O}_r \hat{O}_r^{\dagger} \) (14) connects the geometric phase (25) to the argument of a Bargmann invariant. Its Bloch sphere vector is

\[
\vec{\tau} = \frac{1}{1 + 2 \gamma \vec{r} \cdot \vec{r} + \gamma^2} [(1 - \gamma^2)\vec{I} + 2 \gamma (1 + \gamma \vec{r} \cdot \vec{r})\vec{r}].
\]

Figure 2 depicts the evolution of the \( \vec{\tau} \) vector as a function of the observable parameter \( \gamma \). When \( \gamma = 0, \vec{\tau} \) is the pre-selected state \( \vec{I} \) because the observable is the identity. With \( \gamma = 1, \vec{\tau} \) corresponds to \( \vec{r} \) since for that value of \( \gamma \), the operator itself is already a projector. When \( \gamma \to \infty \), the observable is proportional to the Pauli operator \( \vec{r} \cdot \vec{\sigma} \). Then, \( \vec{\tau} \) is the mirror image \( \vec{t}_m \) of the initial vector \( \vec{i} \) with respect to the direction \( \vec{r} \) [84]:

\[
\vec{t}_m = -\vec{t} + 2(\vec{I} \cdot \vec{r})\vec{r}.
\]

All the possible locations of \( \vec{\tau} \) form the great circle that connects the initial state \( \vec{I} \) to the direction \( \vec{r} \) associated to the operator. Positive values of \( \gamma \) correspond to the arc linking \( \vec{I} \to \vec{r} \to \vec{t}_m \), while the negative
values of gamma give the complementary arc $\vec{i} \rightarrow -\vec{r} \rightarrow \vec{r}_{\text{m}}$. Knowing $\vec{r}$, it becomes possible to represent geometrically the argument of the weak value on the Bloch sphere, as a function of $\gamma$ for fixed pre- and post-selected states, in a manner similar to figure 1(a). This is the main appeal of this projector.

At a more quantitative level, figure 3 represents the smallest angles existing between the various relevant vectors. Two angles are constant: $\phi_{ir}$ between the initial state $\vec{i}$ and the operator vector $\vec{r}$, as well as $\phi_{ir_{\text{m}}}$ between the initial state and its mirror image $\vec{r}_{\text{m}}$ through $\vec{r}$. The evolution of the angle $\phi_{ir}$ between the initial state $\vec{i}$ and the projector $\vec{p}$ goes from 0 for $\gamma = 0$ (when the operator is the identity), to $\phi_{ir}$ for $\gamma = 1$ (when the operator $O_i$ is the projector on $\vec{r}$), to the maximum value of $\pi$ for $\gamma = -1/\cos \phi_{ir}$. The latter corresponds to $O_i |\psi_i\rangle = 0$. In this case, both the weak value $O_{ir_{\text{m}}}$ and the average value $\langle O_i \rangle_{\psi_i}$ are null, and the argument of the weak value is undefined. This value of $\gamma$ delimits the parameter ranges for which the average value contributes a factor 0 or $\pi$ to the geometric phase (16), according to its sign. Beyond this critical value of $\gamma$, the value of the $\phi_{ir}$ angle decreases and tends to $\phi_{ir_{\text{m}}}$. We also see that the angle $\phi_{ir}$ between $\vec{r}$ and $\vec{p}$ is equal to $\phi_{ir}$ when $\gamma = 0$ or $\gamma \rightarrow \infty$, as these limiting cases correspond to mirror images with respect to $\vec{r}$. When the operator is a projector ($\gamma = 1$), $\phi_{ir} = 0$. Finally, we observe that $\phi_{ir}$ parametrizes the longitude along the great circle arc described by $\vec{r}$. $\phi_{ir}$ can be expressed solely in terms of $\phi_{ir}$ and $\gamma$ by projecting (26) on the initial state.

7. Projectors on degenerate subspaces and Hermitian quantum gates

Sections 2 and 3 dealt with the weak values of projectors on pure states. However, projectors on degenerate subspaces also arise in practice. For example, the square of a spin-1 operator is associated to a doubly
degenerate subspace, which plays an essential role in proofs of quantum contextuality [85]. As shown in appendix B, an arbitrary projector \( P \) on a \( k \)-degenerate subspace of \( C^n \) takes the form

\[
P = \frac{k}{N} \hat{I}_N + \sqrt{\frac{k(N-k)}{2N}} \vec{\rho} \cdot \vec{L},
\]

(28)

where the normalized, real vector \( \vec{\rho} \) on the \( S^{N^2-2} \) sphere is constrained by the star product according to

\[
\vec{\rho} \ast \vec{\rho} = \frac{N-2k}{N-2} \sqrt{\frac{N-1}{k(N-k)}} \vec{\rho}.
\]

(29)

Setting \( k = 1 \) in (28) and (29), we recover the projectors on pure states. Then, \( \vec{\rho} \) is associated to a quantum state in \( \mathbb{C}P^{N-1} \), but not otherwise (see example in appendix B).

The specific expressions of the weak value and its argument can be deduced as a straightforward application of (12) and (13). The point we actually wish to stress here is that, for such observables, the projector \( \hat{P}_f \) (16) of \( \mathbb{C}P^{N-1} \), whose argument of the Bargmann invariant with the pre- and post-selected states is linked to the weak value geometric phase, has a straightforward interpretation: it is simply the projection of the initial state on the degenerate subspace covered by \( \hat{P} \). Its state vector is given by \( P|\psi_i\rangle = |\psi_f\rangle \). Therefore, the argument of the weak value \( P_{\psi_i} \) is solely linked to the symplectic area of the geodesic triangle with vertices \( |\psi_i\rangle, |\psi_f\rangle \) and \( |\psi_f\rangle \) and corresponds to the Pancharatnam–Berry phase (4).

Indeed, the average value of a projector is always positive \( \langle \psi_i|\hat{P}|\psi_i\rangle \geq 0 \) and, thus, does not contribute to the geometric phase (16).

Another class of related observables gives rise to a nicely geometric interpretation of the projector \( \hat{P}_f \) present in the effective Bargmann invariant. It comprises all the observables that are both unitary and Hermitian. Amongst them, we recover many multi-qubit quantum gates, such as the CNOT, CZ, SWAP, Toffoli and CSWAP gates, as well as, obviously, the Hadamard gate and all the Pauli gates acting on single qubits. Interestingly all the Hermitian unitary operators are connected to the projectors defined herebefore (28). Indeed from, any projector, we can build an observable \( \hat{S} = 2\hat{P} - \hat{I}_N \) that is both Hermitian and unitary. Therefore,

\[
\hat{S} = \frac{2k-N}{N} \hat{I}_N + \sqrt{\frac{2k(N-k)}{N}} \vec{\rho} \cdot \vec{L},
\]

(30)

where the unit vector \( \vec{\rho} \) must obey the star product condition (29) since it is linked to a \( k \)-degenerate projector \( \hat{P} \). The state produced by \( (2\hat{P} - \hat{I}_N)|\psi_i\rangle = |\psi_f\rangle \) results from a generalized reflection of the complex state vector \( |\psi_i\rangle \) in \( C^N \) with respect to the subspace corresponding to \( \hat{P} \). This provides us with a quite elegant interpretation of the state contributing to the effective Bargmann invariant, reminiscent of the role played by the mirror image of the initial state on the Bloch sphere in the case of Pauli operators (see figure 2). For example, in qutrit systems, such an observable \( \hat{S} \) would fundamentally flip the sign of one component of the state vector when it is expressed in the diagonal representation of the related projector \( \hat{P} \). Therefore, the vector \( \vec{t} \) in \( S^2 \) would result from a peculiar reflection symmetry flipping the sign of the initial state vector components in four of the eight dimensions (in appendix E, see the expression (E.1) of an arbitrary state on \( S^2 \) given as a function of its Hilbert space representation, where one should change the sign of a component \( n_i \)). Additionally, since the observable is unitary, the geodesic arc connecting the states \( |\psi_i\rangle \) and \( |\psi_f\rangle \) in \( \mathbb{C}P^{n-1} \) could correspond to an actual progressive evolution of the system.

### 8. Beyond weak measurements: average values and quantum uncertainties

Finally, we point out that we recover useful quantum mechanical expressions pertaining to average values of observables by setting identical initial and final states in the weak value (12). It is also helpful to look at expressions involving the variance in order to see how their definitions involve the star \( \ast \) and wedge \( \wedge \) products of \( SU(N) \).

We suppose that the quantum system is in the state \( |\psi\rangle \), characterized by the vector \( \vec{i} = \vec{t} \ast \vec{i} \). We consider two general observables \( \hat{A} = a_0 \hat{I}_N + a_i \vec{\alpha} \cdot \vec{L} \) and \( \hat{B} = b_0 \hat{I}_N + b_j \vec{\beta} \cdot \vec{L} \), where we use Greek letters for the operator vectors as they do not necessarily correspond to a state on the \( S^{N^2-2} \) sphere. Then the average value is related to the eight-dimensional Euclidean scalar product between the two vectors on the sphere:

\[
\langle A \rangle = \langle \psi|\hat{A}|\psi\rangle = a_0 + a_i \sqrt{\frac{N-1}{N}} \vec{i} \cdot \vec{\alpha},
\]

(31)

where we set \( \vec{t} = \vec{i} \) in (12). In appendix C, we compute the particular expressions of the squared operator \( \hat{A}^2 \), the commutator \( [\hat{A}, \hat{B}] \) and the anticommutator \( \{\hat{A}, \hat{B}\} \). These operators appear in the Heisenberg
We described on hyperspheres the geometrical properties of the weak values of general observables. For uncertainty relations as
\[ \text{Var}(A) \text{Var}(B) - \text{Cov}(A, B) \geq \frac{1}{4} |\langle [\hat{A}, \hat{B}] \rangle|^2, \]
where the variance is defined as usually by \( \text{Var}(A) = \langle A^2 \rangle - \langle A \rangle^2 \) and the (symmetric) covariance by \( \text{Cov}(A, B) = \frac{1}{2} (\langle [\hat{A}, \hat{B}] \rangle - \langle A \rangle \langle B \rangle) \). Using these definitions, we find
\[
\text{Var}(A) = \frac{2}{N} a_i^2 [1 - (N - 1)(\hat{a} \cdot \hat{t})^2 + (N - 2) \hat{a} \ast \hat{a} \cdot \hat{t}]
\]
\[
\text{Cov}(A, B) = \frac{2}{N} a_i b_i [\hat{a} \cdot \hat{t} - (N - 1)(\hat{b} \cdot \hat{t}) + (N - 2) \hat{a} \ast \hat{b} \cdot \hat{t}]
\]
\[
|\langle [\hat{A}, \hat{B}] \rangle|^2 = 2i a_i b_i \sqrt{\frac{N - 1}{N}} \hat{a} \wedge \hat{b} \cdot \hat{t}.
\]

Thus the two invariants that involve the wedge and star products that are present in the argument of weak values emerge as well in the Heisenberg uncertainty relationship. In particular, we observe that the numerator of the argument of the weak value, which involves the wedge product, is therefore proportional to an average, in the initial state, of a commutator. The operators in this commutator are the weakly measured observable and the final state. (Note that the roles of the initial and final state could be switched using a cyclic permutation of the three vectors.) Ultimately, these two invariants are built to provide contribution involving the three vectors in a fully symmetric or anti-symmetric way. It is suggested in the literature that the average value of the square of the commutator is a predictor of quantum chaos [86]. This can also be evaluated to be
\[
|\langle [\hat{A}, \hat{B}] \rangle|^2 = \frac{8}{N} a_i b_i [\|\hat{a} \wedge \hat{b} \|^2 + (N - 2)(\hat{a} \wedge \hat{b}) \ast (\hat{a} \wedge \hat{b}) \cdot \hat{t}].
\]

9. Conclusion

We described on hyperspheres the geometrical properties of the weak values of general observables. For projectors on pure states of \( N \)-level systems, the argument of the weak value is the argument the Bargmann invariant of the initial, projector and final states. The argument of the Bargmann invariant and, hence, the argument of the weak value represent a geometric phase that is associated to the symplectic area of the invariant of three projectors, even when the observable probed by the weak measurement is not a projector. Thus we found a geometric depiction of the argument of any weak value in terms of a symplectic area of a geodesic triangle in complex projective space. For arbitrary observables of two-level systems, the geometric phase corresponds to minus half the solid angle subtended by the three vectors associated to the initial state, the effective projector linked to the weak value, and the final state. We studied on the Bloch sphere how the projector associated to the effective Bargmann invariant evolves as a function of the weakly probed observable in a two-level system. We also investigated the geometric operations behind this projector in higher dimensional systems, for arbitrary projectors on degenerate subspaces and for Hermitian quantum gates. We produced the weak values of the generators of SU(\( N \)), including the Pauli and Gell–Mann matrices, which are essential to all spin and polarization applications of weak measurements. The formalism used here applies to both weak and average values, and we illustrated its usefulness beyond weak measurements by expressing the quantities intervening in the Heisenberg inequalities.

We wish now to reflect on the significance of the argument of the weak value as a geometric phase. For the weak value of a projector \( \Pi_r \), we saw that this geometric phase is equivalent to the Pancharatnam–Berry phase that a state would acquire during a parametric evolution along the closed geodesic triangle formed by the initial state, the projector state and the final state. Actually, this corresponds also to the geometric phase for the open curve built from the two successive geodesics connecting \( |\psi_i\rangle \langle \psi_i| \) to \( |\psi_i\rangle \langle \psi_i| \), and then \( |\psi_i\rangle \langle \psi_i| \) to \( |\psi_f\rangle \langle \psi_f| \) [56]. Thus, we could be naively tempted to attribute this geometric phase to the final state after a post-selected weak-measurement of the projector \( \Pi_r \). However, our preliminary investigation of geometric phases during actual weak measurements shows that the geometric phase imparted on the joint system and Gaussian meter state, after post-selection but before meter measurement, does not depend on the weak coupling parameter \( g \) to first order (note that this geometric phase arises from a non-cyclic evolution, along
an open curve). Thus, the geometric phase acquired during a weak measurement with a Gaussian meter does not depend univocally on the associated weak value (to second order in the coupling parameter, it depends on the meter variance and on the imaginary part of weak value of the square of the observable: \( \varphi_w \approx g^2 \hbar^{-2} \Delta p \mathcal{J}(A_w) \)). Nevertheless, it is well-known [15] that, after a weak measurement with a Gaussian meter, the average position \( \langle x \rangle \) is given by \( g \Re A_w \), while the average momentum \( \langle p \rangle \) is given by \( 2g^2 \hbar^{-2} \Delta p \mathcal{J}(A_w) \).

As a result, the argument of the weak value sets the angle pointing to the location of the centroid of the Gaussian Wigner function in the meter phase space after a weak measurement:

\[
\arg A_w = \arctan \left( \frac{\delta_{A_w}}{\Delta_{A_w}} \right) \quad \text{(this angle can be made equal to the geometric phase by an appropriate scaling of the phase space coordinates).}
\]

Furthermore, Lundeen and Resch [87] showed that the weak value is proportional to the average \( \alpha \) (in the final state \( |\phi_w(f)\rangle \)) of the meter of the annihilation operator \( \hat{a} \) associated to the meter phase space. To first order in the coupling, after post-selection, the meter is thus left in a coherent state \( |\alpha\rangle \approx |0\rangle + \alpha |1\rangle \) given by the eigenvalue \( \alpha = g^2 \hbar^{-2} \Delta p A_w \). Hence, the argument of the weak value appears as the phase of the coherent state, which is also the phase of its component in the first excited state \( |1\rangle \). This approach provides as well a natural interpretation to the modulus of the weak value, as its square gives the average occupancy level in this coherent state:

\[
\langle \mathcal{N} \rangle_{\alpha} \approx g^2 \hbar^{-2} \Delta p |A_w|^2.
\]

In many weak measurements applications, we are actually interested in the meter shifted averages and not only in the operator weakly measured. For example, when measuring tiny optical deviations of light beams upon reflection on an interface (effects known as the Goos–Hänchen and Imbert–Fedorov shifts), the argument of the weak value would give an indication of the ratio of the observed angular to spatial shifts of the light beam. In such an experiment, the transverse position of the beam plays the role of the meter (subjected to shifts), while the weakly measured operator is an effective observable related to the transfer function of the reflection process (that depends on the polarization) [29]. The principle of performing a (typically amplified) weak measurement of an effective observable derived from the transfer function of a physical process is quite general [88]. Here, we provide some thoughts for the analysis of such ratios arising from experimental observations. The interpretation of the real and imaginary parts of the weak value has been much discussed in the literature. A useful point of view is that the real part of the weak value gives the optimal conditional estimate of the observable given the knowledge imparted by the initial and final states of the pre- and post-selected measurement [89–92]. Correspondingly, the imaginary part is related to the inaccuracy of the optimal estimate \( e^2(F) = \sum_f |\Delta_{A_w}(f)|^2 \), where \( f \) runs over all possible final states of the measurement observable \( \hat{F} \) used for post-selection [89–92]. In some very broad sense, the ratio of the imaginary to the real part appears linked to the inverse of a signal-to-noise ratio. This observation can be made more precise by noting that the real part of the weak value has been linked in weak measurements to the role of the operator \( \hat{A} \) as an observable, while the imaginary part has been associated to the operator \( \hat{A} \) as the generator of infinitesimal unitary transformations \( e^{-i\hat{A}} \), where it plays a dynamical role [91, 93]. The argument of the weak value conveys thus a direct indication of the relative importance of these two aspects of the operator \( \hat{A} \) in the physical process giving rise to the weak value. We further evidence this by expressing the weak value as a logarithmic derivative \( A_w = i \frac{d}{d\epsilon} \ln \langle \psi | e^{-i\hat{A}} | \psi \rangle \big|_{\epsilon=0} = i \frac{d}{d\epsilon} \ln \langle \psi | e^{i\hat{A}} | \psi \rangle \big|_{\epsilon=0} \). By writing \( \langle \psi | e^{i\hat{A}} | \psi \rangle = R(\epsilon) e^{iS(\epsilon)} \) (with \( R, S \in \mathbb{R} \)), we find

\[
A_w = -i \frac{d}{d\epsilon} S(\epsilon) + i \frac{d}{d\epsilon} \ln R(\epsilon).
\]

The argument of the weak value reflects then how the amplitude of the complex overlap between the final and initial states varies with respect to its phase in the limit of a vanishing evolution: \( \arg A_w = -\frac{d}{d\epsilon} \ln R(\epsilon) \big|_{\epsilon=0} \). We see that the derivative of the phase of the overlap encodes information about the observable (as the real part of the weak value corresponds to the best estimate), while the imaginary part of the weak value relates to the modification of the post-selection probability due to the unitary evolution through the logarithmic derivative of the overlap amplitude. The first aspect impacts the observed average meter position, while the second impacts its observed average momentum. As the argument is a geometric phase, we understand that the ratio of these very different aspects of the operator action in the weak value is fully determined by the geometry and can be represented and studied using geodesic triangles. This approach could be fruitful to study weak values arising from effective observables generated unitary transfer functions [88], and even could be generalized to non-Hermitian effective observables [29]. Although we were mainly concerned with discrete observables in this paper, it is nevertheless enlightening to review the former expressions in the context of the weak value of the momentum post-selected on position: \( p_x = i \hbar \frac{d}{d\epsilon} \ln \langle x | e^{i\hat{A}} | \psi \rangle \big|_{\epsilon=0} = i \hbar \frac{d}{d\epsilon} \ln \psi(x-\epsilon) \big|_{\epsilon=0} = -i \hbar \frac{d}{d\epsilon} \ln \psi(x) \), where now \( R(x) \) and \( S(x) \) are understood as the (real) amplitude and phase of the wavefunction \( \psi(x) \) in the limit of an infinitesimal unitary transformation \( e^{i\hat{A}} \).

The argument provides thus the ratio of the so-called osmotic momentum \( p_0 = -\frac{d}{d\epsilon} \ln R(x) = \mathcal{I} p_0 \) and Bohmian momentum \( p_0 = \hbar \frac{d}{d\epsilon} S(x) = \Re p_0 \) at position \( x \) [41, 90, 91]. The osmotic momentum \( p_0 \) appears in the stochastic interpretation of quantum mechanics (with \( p_0 \)), where it compensates the stochastic diffusion, while \( p_0 \) is central in the de Broglie–Bohm interpretation as it defines deterministic particle velocities.
these two momenta (or of the associated velocities) should thus be seen through the lens of geometric phases! The geometrical investigation of the argument of weak values advocates a holistic interpretation of the weak value as it describes the full observations in phase space, beyond the common dichotomy between the real and imaginary parts.

The geometric description applies to all weak values of discrete observables. Thus, it offers an extensive range of target applications. In particular, we believe our approach could prove useful to study the geometry of the connection between anomalous weak values and contextuality. Indeed, anomalous weak values are always a witness of contextuality [94, 95]. Additionally, anomalous weak values of arbitrary observables are necessarily linked to anomalous weak values of projectors [94, 95]. As the eigenvalue range of a projector is the [0, 1] interval, when the argument of a projector weak value is not equal to 0, the weak value is necessarily anomalous. Thus a non-zero argument of a projector weak value is an indicator of contextuality related to the emergence of a geometric phase. Furthermore, if the modulus of the weak value is larger than 1, this is also an indicator of contextuality. We could thus investigate from a geometrical viewpoint the nature of the contextuality that arise either from a non-zero argument or from an amplification effect. Beyond the projector case, any observable can be rescaled \((\hat{A} - \lambda_{\text{min}}\hat{I})/(\lambda_{\text{max}} - \lambda_{\text{min}})\), so that its eigenvalue range belongs to the [0, 1] interval. Then, the argument and modulus of its weak values can be used similarly to the case of projectors to indicate contextuality.

Weak values also appear in dynamical processes [90], independently of weak measurements. For example, they determine the perturbed energy eigenvalues \(E_n(g) = E_n(0) + (E_n(0)|\Delta(g)|E_n(g))/\langle E_n(0)|E_n(g)\rangle\) due to a perturbation \(\Delta(g)\), in terms of the initial unperturbed energies \(E_n(0)\) [90]. Thus, the positive or negative contributions of the different weak values for all the eigenstates could be analyzed from their argument (which control if the energies increase or decrease), by considering jointly the various geodesic triangles involved. Our formalism provides a description of the relevant weak values quantities in a geometric way in \(\mathbb{R}^{N^2-1}\) that helps to visualize physical processes influenced by phases, in a conceptually simpler approach than in the complex Hilbert vector space. In this context, let us restate that a single weak value is determined by three states only. As a result, in any finite dimension, the geodesic triangle can be studied in a three dimensional subspace equivalent to \(\mathbb{C}P^2\). The geometric representation of a single weak value can thus be reduced to a qutrit case, which may simplify the geometric description (although not as much as in the qubit case). Focusing on qutrit systems is of prime importance to understand the geometry of weak values generally. In the example above, even if there are many energy eigenstates, for each of them, the problem reduces to a three dimensional subspace.

Finally, the appearance of geometric phases in weak values suggests that a geometric description of their argument should prove useful in fields in which the phase is essential, such as interferometry or quantum computing tasks. For example, beyond two-level systems, it would especially benefit to studies of the coupling of the three-dimensional polarization of light to its environment during propagation, of the orbital angular momentum of light beams used for quantum information processing tasks in large dimensions, of interferometers involving particles with spin larger than \(\frac{1}{2}\), as well as of quantum paradoxes, where the phase plays an important role. Indeed, as we focused our attention to the argument of the weak value and its associated geometric phase, instead of the real part of the weak value (as is mostly done in the literature), we provide particular insight into the interferometric aspects of weak values and weak measurements.
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**Appendix A. Conventions for generators of SU(N)**

In this paper, as a convention, we have chosen to use the \(N^2 - 1\) traceless Hermitian generators of SU(N) that arise from the generalization of the Pauli and Gell–Mann matrices, thereafter noted \(\lambda\). From a strictly
formal point of view, these operators would probably be best seen as twice the proper generators of SU(N), typically noted $\hat{T}$. However, we think this choice is natural in order to express quantum states on the Bloch sphere and generalized Bloch spheres in terms of standard operators. The generators usually defined by $\hat{T}$ follow the properties

$$[\hat{T}_a, \hat{T}_b] = i \sum_c f_{abc} \hat{T}_c,$$  \hspace{1cm} (A.1)$$

$$\{\hat{T}_a, \hat{T}_b\} = \frac{1}{N} \delta_{ab} \hat{I}_N + \sum_c d_{abc} \hat{L}_c,$$

$$\text{Tr} \; \hat{T}_a \hat{T}_b = \frac{1}{2} \delta_{ab},$$

$$\hat{T}_a \hat{T}_b = \frac{1}{2N} \delta_{ab} \hat{I}_N + \frac{1}{2} \sum_c (d_{abc} + if_{abc}) \hat{T}_c.$$  

Even though these generators are mathematically convenient, quantum physics makes extensive use of the Pauli matrices $\hat{\sigma}$. Their SU(3) counterparts are the well-known Gell–Mann matrices $\hat{\lambda}$. They share the following properties with their SU(N) generalization $\hat{L}$:

$$[\hat{L}_a, \hat{L}_b] = 2i \sum_c f_{abc} \hat{L}_c,$$  \hspace{1cm} (A.2)$$

$$\{\hat{L}_a, \hat{L}_b\} = \frac{4}{N} \delta_{ab} \hat{I}_N + 2 \sum_c d_{abc} \hat{L}_c,$$

$$\text{Tr} \; \hat{L}_a \hat{L}_b = 2 \delta_{ab},$$

$$\hat{L}_a \hat{L}_b = \frac{2}{N} \delta_{ab} \hat{I}_N + \sum_c (d_{abc} + if_{abc}) \hat{L}_c.$$  

The anti-symmetric structure constants and the symmetric constants of SU(N) are connected to the generators using

$$f_{abc} = -\frac{1}{4} \text{Tr}(\hat{L}_a [\hat{L}_b, \hat{L}_c]) = -2i \text{Tr}(\hat{T}_a [\hat{T}_b, \hat{T}_c]),$$  \hspace{1cm} (A.3)$$

$$d_{abc} = \frac{1}{4} \text{Tr}(\hat{L}_a \{\hat{L}_b, \hat{L}_c\}) = 2 \text{Tr}(\hat{L}_a \{\hat{L}_b, \hat{L}_c\}),$$  \hspace{1cm} (A.4)$$

so that $\hat{L} = 2 \hat{T}$. This simple proportionality relationship provides the conversion rule between the two conventions, should anyone wish to use expressions with the $\hat{T}$ generators. From now on, we will exclusively work with the $\hat{L}$ generators.

### Appendix B. Conventions for star product and projectors

From the symmetric constants $d_{abc}$ of SU(N), we can construct a symmetric product called the star product. Given two $(N^2 - 1)$-dimensional vectors, the $\star$ product produces a vector with components

$$(\vec{a} \star \vec{\beta})_c = c_e \sum_{ab} d_{abc} \alpha_a \beta_b,$$

where $c_e$ is a proportionality constant. It would be convenient to simply set $c_e = 1$ (as done for the definition of the anti-symmetric wedge product $(\vec{a} \wedge \vec{\beta})_c = \sum_{ab} f_{abc} \alpha_a \beta_b$, which is built on the structure constants). However, the original definition of the star product in the literature [77, 78] used another convention: the star product identified a proper quantum state from $\mathbb{CP}^2$ on the $S^2$ sphere. In the following, we explain thus how we generalized the star product from SU(3) to SU(N), based on this earlier choice. We also explain our normalization convention for projectors, as they are related.

A general projector $\hat{P}$ in $\mathbb{C}^N \times \mathbb{C}^N$ acting on states in $\mathbb{C}^N$ is defined by the relation $\hat{P}^2 = \hat{P}$. In addition, its trace is an integer number that is lower or equal to the dimension $N$: $\text{Tr} \; \hat{P} = k$, with $1 \leq k \leq N$ representing the dimension of the projector subspace (essentially the degeneracy of the eigenvalue 1). We pose $\hat{P} = \frac{1}{k} \hat{I}_N + c_p \vec{\beta} \cdot \hat{L}$ to meet the trace condition. The positive constant

$$c_p = \sqrt{\frac{k(N - k)}{2N}},$$  \hspace{1cm} (B.1)$$
ensures that $\vec{\beta}$ is always a normalized vector ($\vec{\beta} \cdot \vec{\beta} = 1$) on the $S^{N^2-2}$ unit sphere. Its value originates from the projector condition

$$\hat{p}^2 = \left(\frac{k^2}{N^2} + \frac{2}{N} \frac{k^2}{c_p} \right) I_N + \frac{2k}{N} c_p \vec{\beta} \cdot \hat{L} + \sum_{abc} c_{abc} \hat{\beta} \cdot \hat{L} - \frac{k}{N} \hat{I}_N + c_p \vec{\beta} \cdot \hat{L}, \tag{B.2}$$

where we used (A.2) to expand the SU(N) generator square ($\vec{\alpha} \cdot \hat{L}$). Additionally, (B.2) constraints the vector $\vec{\beta}$ through the star product

$$\frac{1}{c_s} (\vec{\beta} \ast \vec{\beta})_c = \sum_{abc} c_{abc} \hat{\beta} \cdot \hat{L} = \left(1 - \frac{2k}{N}\right) \frac{1}{c_p} \beta_c. \tag{B.3}$$

In the literature [77, 78], the star product was defined in SU(3) by imposing that this condition becomes $\vec{\beta} \ast \vec{\beta} = \vec{\beta}$ for projectors on pure states (case $k = 1$). Therefore, imposing $\vec{\beta} \ast \vec{\beta} = \vec{\beta}$ for pure states, we find the value of the constant $c_s$ in SU(N):

$$c_s = \frac{Nc_p}{N-2} = \frac{1}{N-2} \sqrt{\frac{N(N-1)}{2}}, \tag{B.4}$$

which thus defines the star product in SU(N) [81]. As a result, an arbitrary projector takes the form

$$\hat{P} = \frac{k}{N} \hat{I}_N + \sqrt{\frac{k(N-k)}{2N}} \vec{\beta} \cdot \hat{L}, \tag{B.5}$$

with the accompanying star product constraint resulting from (B.3):

$$\vec{\beta} \ast \vec{\beta} = \frac{N-2k}{N-2} \sqrt{\frac{N-1}{k(N-k)}} \vec{\beta}. \tag{B.6}$$

Note that, only when $k = 1$, does this projector correspond to a quantum state from $\mathbb{C}P^{n-1}$. For example, a projector on an $(N-1)$-dimensional subspace obeys $\vec{\beta} \ast \vec{\beta} = -\vec{\beta}$; it is the opposite of the vector associated to the projection on the complementary one-dimensional subspace (this one is a quantum state).

In summary, our convention sets the constant $c_p$ defining an arbitrary projector so that we always work with vectors belonging to hyperspheres of unit radius when using the operators $\hat{L}$ as generators of SU(N) [71, 77–79, 81]. Then, in order to define the star product, we follow the literature convention that the set of vectors representing pure quantum states is equivalent to the vectors invariant under the star product (in the sense of $\vec{r} \ast \vec{r} = \vec{r}$) [71, 77–79, 81]. We note that, when working with generalized Bloch spheres, some authors prefer to set $c_p = 1$ and deal with unnormalized vectors [69, 70]. This would be inconvenient for us, as many expressions linked to weak values are invariant under permutations of the related vectors, some of which would be normalized and others not. Managing the vector normalization status complicates geometric descriptions as well. On the other hand, if the star product were defined initially with the constant $c_s = 1$, the constant $c_s$ would not appear when the product of two generators is expressed in terms of the star product, such as in the weak value formula (C.13). Were it the case, the projector condition for pure state would have been $\vec{r} \ast \vec{r} = \frac{1}{N} \vec{r}$. A few authors working with unnormalized vectors chose to redefine the star product with $c_s = 1$ [80, 82].

**Appendix C. Computation of the weak value and Bargmann invariant**

Computing weak values involves the traces of products of two and three operators. Considering three arbitrary generators $\hat{\alpha} \cdot \hat{L}$, $\vec{\beta} \cdot \hat{L}$ and $\vec{\gamma} \cdot \hat{L}$, using (A.2), we find the products and traces

$$\langle \hat{\alpha} \cdot \hat{L} \rangle \langle \vec{\beta} \cdot \hat{L} \rangle = \frac{2}{N} \hat{\alpha} \cdot \vec{\beta} \cdot \hat{I}_N + \frac{1}{c_s} \langle \hat{\alpha} \ast \hat{\beta} \rangle \cdot \hat{L} + i \langle \hat{\alpha} \wedge \vec{\beta} \rangle \cdot \hat{L} \tag{C.1},$$

$$\text{Tr}[(\hat{\alpha} \cdot \hat{L})\langle \vec{\beta} \cdot \hat{L} \rangle] = 2 \hat{\alpha} \cdot \vec{\beta}, \tag{C.2}$$

where $c_s$ is defined in (B.4). For three generators, we have

$$\langle \hat{\alpha} \cdot \hat{L} \rangle \langle \vec{\beta} \cdot \hat{L} \rangle \langle \vec{\gamma} \cdot \hat{L} \rangle = \frac{2}{N} \left[\frac{1}{c_s} \langle \hat{\alpha} \ast \hat{\beta} \rangle \cdot \vec{\gamma} + i (\hat{\alpha} \wedge \vec{\beta}) \cdot \vec{\gamma}\right] \hat{I}_N \tag{C.1},$$

$$+ \frac{2}{N} \hat{\alpha} \cdot \vec{\beta} \cdot (\vec{\gamma} \cdot \hat{L}) + \frac{1}{c_s} [(\hat{\alpha} \ast \hat{\beta}) \cdot \vec{\gamma}] \cdot \hat{L} - [(\hat{\alpha} \wedge \vec{\beta}) \wedge \vec{\gamma}] \cdot \hat{L}$$
As the trace is invariant under unitary transformations, we see that the two quantities \((\bar{\alpha} \cdot \bar{\beta}) \cdot \bar{\gamma}\) and \((\bar{\alpha} \times \bar{\beta}) \cdot \bar{\gamma}\) present in (C.4) are also invariant under unitary transformations. From the properties of the \(d_{abc}\) and \(f_{abc}\) constants of SU\((N)\), the former is fully symmetric under permutations, while the latter is antisymmetric and changes sign under permutation of two vectors.

Now we define two projectors on pure states \(\Pi_1 = \frac{1}{N} I_N + c_p \vec{i} \cdot \vec{L}\) and \(\Pi_f = \frac{1}{N} I_N + c_p \vec{f} \cdot \vec{L}\) (with \(c_p\) given by (B.1) with \(k = 1\)), as well as two arbitrary Hermitian operators \(\hat{A} = a_I I_N + aL \vec{\alpha} \cdot \vec{L}\) and \(\hat{B} = b_I I_N + bL \vec{\beta} \cdot \vec{L}\). Following (C.1), the product of the operators \(\hat{A}\) and \(\hat{B}\) becomes

\[
\hat{A}\hat{B} = a_I b_I I_N + a_I bL \vec{\alpha} \cdot \vec{L} + aL b_I \vec{\beta} \cdot \vec{L} + \frac{1}{c_I} a_I b_L (\vec{\alpha} \times \vec{\beta}) \cdot \vec{L}.
\]  

(C.5)

When \(\hat{A} = \hat{B}\), the latter simplifies to

\[
\hat{A}^2 = \left( a_I^2 + \frac{2}{N} a_I^2 \right) I_N + 2a_I a_L \vec{\alpha} \cdot \vec{L} + \frac{1}{c_I} (\vec{\alpha} \times \vec{\alpha}) \cdot \vec{L}.
\]  

(C.6)

These expressions also allow us to compute the commutator and anti-commutator

\[
[\hat{A}, \hat{B}] = 2ia_I b_L (\vec{\alpha} \times \vec{\beta}) \cdot \vec{L},
\]

(C.7)

\[
\{\hat{A}, \hat{B}\} = 2 \left( a_I b_I + \frac{2}{N} a_I b_L \vec{\alpha} \cdot \vec{\beta} \right) I_N + 2a_I b_I \vec{\alpha} \cdot \vec{L} + 2aL b_I \vec{\beta} \cdot \vec{L} + \frac{1}{c_I} (\vec{\alpha} \times \vec{\beta}) \cdot \vec{L}.
\]  

(C.8)

The latter were used in section 8 to compute the variance and covariance of operators. Formula (C.5) gives the product \(\Pi_f \Pi_i\) of the two projectors, by simply setting \(a_I = b_I = \frac{1}{N}\) and \(a_L = b_L = c_p\), so that the trace of two projectors is

\[
\text{Tr} (\Pi_f \Pi_i) = \frac{1}{N} + 2c_p^2 \vec{f} \cdot \vec{i} = \frac{1}{N} [1 + (N - 1) \vec{f} \cdot \vec{i}].
\]  

(C.9)

This is the denominator of the weak value (1). To obtain its numerator, we evaluate

\[
\hat{A}\hat{A}^\dagger = \frac{a_I^2}{N^2} I_N + \frac{a_I^2}{N} c_p \vec{f} \cdot \vec{i} + \frac{aI^2}{N} \vec{\alpha} \cdot \vec{L} + \frac{aI^2}{N} c_p (\vec{\alpha} \times \vec{L})(\vec{f} \cdot \vec{i}) + \frac{aI^2}{N} \vec{f} \cdot \vec{i} + \frac{aI^2}{N} \vec{f} \cdot \vec{i}.
\]  

(C.10)

Then, the trace formulas (C.2) and (C.4) yield

\[
\text{Tr} (\Pi_f \hat{A}\hat{A}^\dagger) = \frac{a_I^2}{N^2} + 2a_I^2 c_p \vec{f} \cdot \vec{i} + 2aI^2 c_p \vec{f} \cdot \vec{i} + 2aI^2 c_p \left[ \frac{1}{c_I} (\vec{f} \times \vec{\alpha}) \cdot \vec{i} \right] + \left[ \vec{f} \cdot \vec{\alpha} \right] \left[ \vec{f} \cdot \vec{i} \right] \vec{f}.
\]  

(C.11)

The Bargmann invariant enforces that \(\hat{A} = \Pi_I\) (\(a_I = \frac{1}{N}\) and \(a_L = c_p\)),

\[
\text{Tr} (\Pi_I \hat{A}\hat{A}^\dagger) = \frac{1}{N^2} + 2 \left( \frac{a_I^2}{N} c_p \vec{f} \cdot \vec{i} + \vec{f} \cdot \vec{i} + \vec{f} \cdot \vec{r} \right) + 2c_p^2 \left[ \frac{1}{c_I} \vec{f} \cdot \vec{i} + \vec{f} \cdot \vec{r} \right] + \left[ \vec{f} \cdot \vec{r} \right] \left[ \vec{r} \cdot \vec{i} \right] \vec{f}.
\]  

(C.12)

while the weak value is simply given by the ratio of (C.11) with (C.9). The real and imaginary part of the weak value are thus

\[
\Re A_w = \frac{a_I^2}{N^2} + 2aI^2 c_p \vec{f} \cdot \vec{i} + \frac{aI^2}{N} \vec{f} \cdot \vec{i} + \frac{aI^2}{N} \left[ \vec{f} \times \vec{\alpha} \right] \vec{i}.
\]  

(C.13)

\[
\Im A_w = \frac{2aI^2 c_p \left[ \vec{f} \times \vec{\alpha} \right] \vec{i}}{N} + \frac{2c_p^2 \vec{f} \cdot \vec{i}}{N}.
\]  

(C.14)

The argument of the weak value is determined by \(\arctan(\Im A_w/\Re A_w)\) while simultaneously taking the signs of (C.13) and (C.14) into account to recover the appropriate quadrant. The latter expressions allow for an
easy conversion between possibly different conventions for the \(c_p\) and \(c_i\) constants, as discussed in appendix B.

Appendix D. Properties of states on \(S^{N^2-2}\) and the \(\star\) and \(\wedge\) products

In this section, we review a few properties of the state representation on the generalized Bloch sphere, in connection to the \(\star\) and \(\wedge\) products of SU(N), as we believe this formalism is still unfamiliar to many. Our goal is to provide a glimpse on key aspects of the geometry and highlight information relevant to interpreting the various contributions to weak value formulas.

First of all, we consider the conditions defining an orthonormal basis of \(\mathbb{C}^{N-1}\): the projector orthogonality relationship \(\prod_i \prod_j = \delta_{ij} \prod_i\), as well as the resolution of the identity \(\sum_{i=1}^N \prod_i = \hat{I}_N\). For orthogonal states, the former impose that the angles between the vectors are given by \(\vec{n}_i \cdot \vec{n}_j = -\frac{1}{\sqrt{N}}\) (C.9). In addition, the later results in \(\sum_i \vec{n}_i = 0\). Thus, the vectors are all placed very symmetrically. For SU(2), these conditions show that vectors associated to orthogonal states are opposite, a well-known property of the standard Bloch sphere. For SU(3), the three vectors arising from a state basis all lie in a plane, with angles of 120° between them: their extremities form an equilateral triangle. For SU(4), the vectors build a tetrahedron. In larger dimensions, for SU(N), the arrangements remain extremely symmetric in a similar fashion, with the \(N\) vectors residing in a subspace of \(N - 1\) dimensions. We see thus that orthogonal states do not correspond to orthogonal vectors in the Euclidean sense. Actually, an orthogonal vector \(\vec{r}\) verifying \(\vec{r} \cdot \vec{n}_i = 0\) for all states of a given basis, obeys Tr(\(\prod_i \hat{I}_i\)) = \(\frac{1}{N}\) (C.9). It corresponds to a state with maximal relative uncertainty with respect to the measurement basis (such as between states belonging to two different mutually unbiased bases). Orthogonal quantum states verify the following two additional relationships for their associated vectors: their wedge product is null \(\vec{m} \wedge \vec{n} = 0\) and their star product is located on the angle bissector of the two vectors \(\vec{m} \star \vec{n} = -\frac{1}{\sqrt{N}}(\vec{m} + \vec{n})\). In the particular case of SU(3), the later results in the third basis vector being given by the star product of the other two \((\vec{n}_1 \star \vec{n}_2 = \vec{n}_3)\).

The symmetric star product is not associative. The star product of an arbitrary normalized vector \(\vec{a}\) does not generally produce a normalized vector (\(\|\vec{a} \star \vec{a}\| \neq 1\)), with the exception of SU(3), where \(\vec{a} \star \vec{a}\) always remains on \(S^2\). Of course, all vectors associated to pure states also remain on \(S^{N^2-2}\) in this manner, following the choice set by the definition of the \(\star\) product. As the star product defines the condition for a vector to represent a state \((\vec{r} \star \vec{r} = \vec{r})\), we consider the particular case of the star product between two vectors associated to states. In that particular case, we have \((\vec{q} \star \vec{r}) \cdot \vec{q} = (\vec{q} \star \vec{r}) \cdot \vec{r} = \vec{q} \cdot \vec{r}\) (thanks to the fully symmetric nature of the product). Therefore, the star product of two projectors lies in the median hyperplane lying between \(\vec{q}\) and \(\vec{r}\), which is orthogonal to \(\vec{q} - \vec{r}\), as could be expected from the symmetric properties of the product. In general, the star product of two vectors \(\vec{q}, \vec{r}\) does not remain in the plane spanned by the two vectors (contrary to what we observed for two orthogonal states). Neither does it represent a state in general. We note that, operationally, an observable involving the vector \(\vec{a} \star \vec{a}\) can be constructed from the square of an operator \((\vec{a} \star \vec{L})^2 = \frac{1}{N} \hat{I}_N + \frac{1}{N}[(\vec{a} \star \vec{a}) \cdot \vec{L}]\) (C.6), so that this vector contributes to quantum fluctuations (see section 8).

The anti-symmetric wedge product is not associative. It produces a vector orthogonal to the initial ones: \(\vec{a} \wedge \vec{a} = 0\) and, therefore, \(\vec{a} \wedge \vec{b} \wedge \vec{c} = \vec{a} \wedge \vec{b} \wedge \vec{c} = 0\). However, due to the large number of dimensions involved, the wedge product selects an orthogonal direction amongst many available (contrary to the cross-product in three dimensions, for which the orthogonal direction to non-parallel vectors is unique). The wedge product is intimately associated to the commutator (C.7). From the Baker–Campbell–Hausdorff formula, the wedge product gives the unitary operator associated to the non-commutativity of consecutive unitary transformations, such as the generators of rotations:

\[
e^{-ig_3 \vec{L}^2} e^{-ig_2 \vec{L}^2} e^{-ig_1 \vec{L}^2} \approx e^{ig_1 \vec{a} \vec{b} \vec{L}}.\]

From a practical point of view, this allows to construct an observable linked to the wedge product. This product gives thus also the direction of the effective transformation of an observable undergoing a small unitary transformation (from (C.7) as \(e^{ig_1 \vec{L} \vec{B}} \approx \vec{B} + ig[\vec{A}, \vec{B}]\)).

The wedge and star products between two vectors representing states are orthogonal in the following sense: \((\vec{q} \wedge \vec{r}) \cdot (\vec{q} \wedge \vec{r}) = 0\) (actually, we also checked up to SU(6) using brute force calculation with a computer algebra system that this is true for any two vectors). Other relationships connect the star an wedge products in the case of pure states. By imposing that a projector \(\prod\) remains a projector after a unitary transformation with generator \(\vec{a} \cdot \vec{L}\), to first order, we obtain \(\vec{a} \wedge \vec{r} = 2\vec{r} \star (\vec{a} \wedge \vec{r})\) (and more complex relationships can be deduced from second-order contributions).
Appendix E. $\mathbb{CP}^2$ representation on $S^7$

Considering an arbitrary state $|\psi\rangle$, the coordinates on the corresponding hypersphere are obtained by $\text{Tr} \hat{H}_L \hat{L}$. On $S^7$, the state $|\psi\rangle = (n_1 e^{i\chi_1}, n_2 e^{i\chi_2}, n_3 e^{i\chi_3})^T$ would thus become the gauge-invariant vector

$$
\begin{bmatrix}
    n_1 n_2 \cos(\chi_1 - \chi_2), -n_1 n_2 \sin(\chi_1 - \chi_2), 
    \frac{1}{2}(n_1^2 - n_2^2), 
    n_1 n_3 \cos(\chi_1 - \chi_3), 
    -n_1 n_3 \sin(\chi_1 - \chi_3), 
    n_2 n_3 \cos(\chi_2 - \chi_3), 
    -n_2 n_3 \sin(\chi_2 - \chi_3), 
    \frac{1}{2\sqrt{3}}(n_1^2 + n_2^2 - 2n_3^2)
\end{bmatrix}^T. \quad (E.1)
$$

A closed geodesic $(0, \sin{s}/\sqrt{3})^T (s \in [0, \pi])$ appears therefore as a tilted circle of radius $\sqrt{3}/2$ on $S^7$ (it is not a great-circle):

$$
\begin{bmatrix}
    0, 0, -\frac{\sqrt{3}}{4}(1 - \cos{2s}), 0, 0, \frac{\sqrt{3}}{2} \sin{2s}, 0, -\frac{1}{4}(1 + 3 \cos{2s})
\end{bmatrix}^T. \quad (E.2)
$$
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