The propagation of light in strongly coupled atomic media takes place through the formation of polaritons - hybrid quasi-particles resulting from a superposition of an atomic and a photonic excitation. Here we consider the propagation under the condition of electromagnetically-induced transparency and show that a novel many-body phenomenon can appear due to strong, dissipative interactions between the polaritons. Upon increasing the photon-pump strength, we find a first-order transition between an opaque phase with strongly broadened polaritons and a transparent phase where a long-lived polariton branch with highly tunable occupation emerges. Across this non-equilibrium phase transition, the transparency window is reconstructed via nonlinear interference effects induced by the dissipative polariton interactions. Our predictions are based on a systematic diagrammatic expansion of the non-equilibrium Dyson equations which is quantitatively valid, even in the non-perturbative regime of large single-atom cooperativities, provided the polariton interactions are sufficiently long ranged.

**Introduction.** — Slow light in coherent media via electromagnetically induced transparency (EIT) [1] has become a cornerstone of quantum optics, allowing for instance to store and even shape individual photons [2–4]. EIT is a linear optical phenomenon resulting from destructive interference between dipole-excitation pathways. Combined with strong atomic Rydberg interactions, EIT has also turned out to be a key ingredient in achieving single-photon non-linearities [5, 6], potentially allowing for efficient transmission, manipulation, and storage of quantum information [7]. On the other hand, single-photon nonlinearities pave the way for the study of novel quantum many-body phenomena with strongly interacting photons [5].

In this letter, we consider EIT polaritons, mixing a set of electromagnetic modes with internal atomic excitations, in the presence of strong, partially dissipative interactions. The latter typically destroy the EIT window [6, 8]. However, under certain conditions, at a threshold value of the rate at which photons are injected into the system, we find a first-order phase transition in the driven/dissipative steady-state, separating an opaque phase (OP) with a low density of strongly broadened polaritons from a transparent phase (TP), characterized by the existence of a long-lived polariton branch with a high spectral density. The novelty and peculiarity of this transition resides in the fact that in the TP the transparency window is reconstructed via nonlinear interference effects induced by the dissipative interactions, in a process that we name interaction-induced transparency (IIT). The first-order transition is accompanied by a bistable region where the OP and TP coexist.

We employ a diagrammatic expansion of the Dyson equations for the non-equilibrium response and correlation functions. This novel approach, described in detail elsewhere [9], allows for quantitative predictions even in the non-perturbative regime of large single-atom cooperativities (where IIT takes place), provided the polariton interactions are sufficiently long ranged.

We consider in detail a possible implementation of IIT with photonic crystal waveguides (PCWs). There, the polaritonic excitations can be made to strongly interact via localized, non-propagating photons within a bandgap.
The engineered photon band-structure potentially allows to control not only their dispersion but also both the strength and the range of interactions \([10-12]\), as well as the coupling with the environment \([13]\).

**Model and approach.** — We consider an array of four-level atoms as illustrated in Fig. 1b. The \(|g⟩−|e⟩\) transition between the atomic ground and excited states is coupled to guided photons (e.g. a Bloch band of transverse magnetic polarization in a photonic crystal waveguide) with dispersion relation \(ω_M(k)\), while \(|e⟩\) is coupled to an additional metastable state \(|s⟩\) via a coherent control field with Rabi frequency \(Ω\). In such a configuration the propagating photons, that are near-resonant with the \(|g⟩−|e⟩\) transition, hybridize with atomic excitations to \(|s⟩\) which lead to EIT \([2]\). In particular, the destructive interference between the \(|g⟩→|e⟩\) and \(|g⟩→|s⟩→|e⟩\) excitation pathways suppresses population of \(|e⟩\) and the associated spontaneous emission and dissipation of the propagating photons within a narrow frequency and momentum window. The polaritons associated with this otherwise linear optical effect can be made to interact strongly by coupling \(|s⟩\) to a second excited state \(|d⟩\) by means of a second control field of Rabi frequency \(Ω_s\). We assume that the \(|s⟩−|d⟩\) transition is slightly off-resonant with respect to a separate photonic band with dispersion relation \(ω_E(k)\). As illustrated in Fig. 1 in a PCW the transition can be engineered to lie within the bandgap of e.g. the transverse electrically polarized photons or, alternatively, below the mass gap of photons in tapered fibers. An atomic excitation \(|d⟩\) is then unable to spontaneously emit a guided photon due to the absence of resonant modes. Instead, a photon becomes “bound” around the atomic excitation, which facilitates strong interactions with nearby atoms \([14]\). Due to the finite life times of both state \(|d⟩\) and the \(E\) photon, these are in fact mostly dissipative. Furthermore the atoms are assumed to be fixed in a periodic arrangement, which can be achieved using tweezers \([15,16]\) or the evanescent field of PCWs \([17]\). We will consider the linear regime of small atomic excitation densities, where we can replace spin operators with bosonic creation/annihilation operators \(\hat{σ}_{ee} \rightarrow \hat{a}_e†\hat{a}_e, \hat{σ}_{eg} \rightarrow \hat{a}_e†\hat{a}_g\), and similarly for the other atomic transitions. The Hamiltonian of the system is given by a free part (setting \(ℏ = 1\))

\[\hat{H}_0 = \sum_j \sum_{z} \omega_j \hat{a}_j†(z)\hat{a}_j(z) + \int_k \sum_{j=M,E} \omega_j(k) \hat{a}_j†(k)\hat{a}_j(k)\]

with dispersions \(ω_E(k) \simeq \omega_E(k_0) + α_E(k−k_0)^2\) and \(ω_M(k)\), where the precise form of the latter depends on the physical realization and is of no qualitative relevance for the following results. Additionally, the atoms interact with laser and guided photons via

\[\hat{H}_\text{int} = \sum_j \left[ \Omega_E e^{−iω_M(k)} \hat{a}_e†(z)\hat{a}_s(z) + \Omega_s e^{−iω_E(k)} \hat{a}_d†(z)\hat{a}_s(z) \right] + \sum_{j=M,E} \int_k g_j \hat{a}_j(k) e^{ikz} u_k(z) \hat{a}_e†(z)\hat{a}_s(j)(z) + h.c. \]

with the notation \(g(M/E) = g/s, \text{exc}(M/E) = e/d\), and where \(\sum_z\) runs over the sites of the atomic lattice and \(u_k\) represents the periodic part of the Bloch functions of either polarization at quasi-momentum \(k\). We use the standard convention \(\sum_z e^{ikz} = 2πδ(k)\) with lattice constant \(a = 1\) and \(\int_k = \int_{−π/2}^{π/2}\) for the integration over quasi-momenta. The incoherent dynamics is described by

\[\left( \sum_j \gamma_j D[\hat{a}_j(z)] + \int_k (κ_E P[\hat{a}_E(k)] + \sum_j κ_j D[\hat{a}_j(k)]) \right) \hat{ρ} \]

with the dissipator \(D[\hat{L}]\hat{ρ} = −(\{\hat{L}†\hat{L}, \hat{ρ}\} - 2\hat{L}\hat{ρ}\hat{L}†)/2\) describing the spontaneous decay of the excited atomic states plus the photon losses out of the guided modes, and the pump \(P[\hat{L}]\hat{ρ} = −(\{\hat{L}†\hat{L}† + \hat{L}†\hat{L}, \hat{ρ}\} - 2\hat{L}†\hat{ρ}\hat{L} - 2\hat{L}\hat{ρ}\hat{L}†)/2\) homogeneously injecting \(M\)-photons into the waveguide. The incoherent pump results from coupling with a reservoir and therefore cannot generate an inversion in the \(k = 0\) mode, which excludes the phenomenon of polariton condensation \([18,19]\).

Since we are interested in the steady state of this quantum driven/dissipative interacting system in the thermodynamic limit, we employ the Keldysh non-equilibrium functional integral formalism \([20,22]\) to compute single-particle Green’s functions (or propagators). Due to the

\[\Sigma_M = \begin{pmatrix} \Sigma_e \Sigma_E \end{pmatrix} \]

FIG. 2. Self-consistent Hartree diagrammatic approach to the computation of self-energies for the magnetically/electrically polarized photons \(Σ_{M/E}\) and the atoms in the metastable state \(Σ_s\). Internal solid/wiggled lines represent atom/photon propagators while wiggled legs ending in a cross indicate insertions of a static laser field. Bold lines correspond to propagators including self-energy corrections, which implies a self-consistent treatment. In order to account for the fact that an atom can be excited only once, all diagrams where the same atoms appears more than once in the same state must be removed \([9]\).
absence of thermal equilibrium, there are in principle two independent propagators, the retarded \( i \langle G^R_{ij}(x,x') \rangle = \theta(t-t') \langle [\hat{a}_j(x), \hat{a}^\dagger_i(x')] \rangle \), and the Keldysh Green’s function \( i \langle G^K_{ij}(x,x') \rangle = \langle [\hat{a}_j(x), \hat{a}^\dagger_i(x')] \rangle \) with \( j = g, e, s, d, E, M \) labeling the degree of freedom and \( x = z, t \) being the space-time coordinate. These two propagators satisfy two coupled non-equilibrium Dyson equations, for which we developed a controlled diagrammatic treatment of the interaction processes that is described in detail elsewhere \[9\].

Here we limit ourselves to introducing the self-consistent Hartree (SCH) theory illustrated diagrammatically in Fig. 2 and formally in the Supplemental Material. This SCH theory is the simplest set of diagrams giving rise to IIT, allowing for the clearest illustration of the phenomenon. As shown in \[9\], the SCH approach can be extended in a controlled manner (by including a few more diagrams) to become quantitative even in the non-perturbative regime of large single-atom cooperativities considered below. The \( M \)-photon self-energy \( \Sigma_M \) of Fig. 2 is the susceptibility (or polarization function) describing the modified propagation in the atomic medium. The contribution to \( \Sigma_M \) involving a bare \( e \)-propagator adds up with the one involving the insertion of \( \Sigma_e \), which corresponds to the interference of pathways underlying EIT. We include the modified propagation due to the medium also for the \( E \)-photons through the self-energy \( \Sigma_E \). Finally, the interactions between \( s \)-atoms mediated by \( E \)-photons are taken into account at the Hartree level by the first four diagrams in \( \Sigma_e \). Since the level \( s \) is not driven, those diagrams vanish unless we dress the \( s \) propagator with the last diagram, which creates a finite occupation in \(|s\rangle\) with the help of an \( M \)-photon. In a diagrammatic loop expansion, this means that the first non-vanishing correction to the EIT propagation of the \( M \)-photons appears at the 3-loop level. Our approach is non-perturbative in two ways: i) the Dyson equation implies a resummation of an infinite number of self-energy insertions, which is for instance needed to describe EIT; ii) the self-energies contain bold \( s, M \) and \( E \) propagators, indicating a self-consistent treatment. In particular, this allows to account for the fact that the \( E \)-photon-mediated interactions are screened due to polarization effects and that the population transfer into the interacting \(|s\rangle\) state via the \( M \)-photons takes place only within the EIT transparency window.

The SCH approach of Fig. 2 captures the energy-shift and modified damping of the atoms in state \(|s\rangle\) due to the \( E \)-photon mediated interactions, but neglects the scattering processes involving energy and momentum transfer. As explained in \[9\], this approach is justified in the regime of a small single-atom cooperativity \( C_E = \frac{g_E^2}{\kappa_E \gamma_d L_E} \ll 1 \), where \( L_E \) is the effective (i.e. including polarization effects) propagation range of the \( E \)-photons in units of the atom spacing \( a \). \( L_E \) also corresponds to the effective interaction range between the \( \kappa \) atoms in state \(|s\rangle\), which when \( \kappa_E \gg \omega^{(2)}_E - \omega_E(0) \) simply reads \( L_E \approx \sqrt{\kappa_E^2 / \kappa E} \). On the other hand, inside the transparency window \( M \)-photons propagate essentially freely, so that \( L_M \approx v_M / \kappa_M \), where we assumed a linear dispersion with slope \( v_M \) inside the EIT window (see Fig. 4). Note that our approach does not require a small single-atom cooperativity \( C_M = \frac{g_M^2}{\kappa_M E_L} \). Therefore, the strong coupling regime, where

\[
p_L E C_E C_M \frac{\Omega^2}{\Omega^2} \gg 1, \tag{2}
\]

with the pump ratio \( p = \kappa_j / \kappa_M \) fixing the density of excitations, can be described faithfully. This is necessary for interaction-induced shifts to become important, so that non-perturbative effects like IIT can appear \[9\].

Results. — In the steady-state the system is translation invariant in both time and space. This allows to write the retarded \( M \)-photon propagator in the most general form (within our SCH approach) as \[23\]

\[
\Sigma_M^{R}(\omega, k) = (\omega - \omega_M(k) - \Sigma_M^{R}(\omega, k) + i\kappa_M/2)^{-1}
\]

with the self-energies of Fig. 2 given by

\[
\Sigma_M^{R}(\omega, k) = \frac{g_M^2 v_M^0 (0)^2 (1 - n_V)}{\omega - \omega_E - i\gamma_c/2} + \frac{\omega - \omega_d - i\gamma_d/2}{\omega - \omega_l^{(2)} - \Sigma_M^{R}(\omega - \omega^{(1)}_E) + i\gamma_c/2}
\]

where \( n_V \) is the average number of defect-atoms with respect to unit filling of the photonic crystal. The stan-
FIG. 4. Comparison between the opaque (left) and transparent (right) solution. Top row: M-photon occupation in frequency-momentum space. Solid blue lines correspond the to dispersion curve of the polariton branches. Mid-row: enlarged view of the dark-state polariton branch. Bottom row: spectral function of the E-photons. Solid lines correspond to the bare E-photon dispersion (inverted parabola) and the resonance frequency of the s − d transition (horizontal line). The parameters are the same as in Fig. 3 at the bistable point \( \Omega_s = 0.14 \) and \( \kappa_s = 2 \).

standard non-interacting EIT corresponds to setting \( \Omega_{\text{eff}}^s = 0 \) in Eq. (5). The (imaginary) poles of \( G_{ks}^0 \) yield all polariton branches. The effect of the E-photons mediated interactions in the steady state within our SCH approach is parametrized by the single real constant \( \Omega_{\text{eff}}^s = \Omega_s|1 + \chi| \). The latter satisfies however a non-trivial integral equation given in the Supplemental Material and represented diagrammatically in Fig. 2.

The phase diagram as a function of the M-photon pump \( \kappa_s \) and \( s - d \) drive \( \Omega_s \) is shown in Fig. 3. We find two possible steady-state phases: i) an “opaque” phase characterized by a small atomic excitation density \( n_s \) and ii) a “transparent” phase exhibiting instead a much larger \( n_s \). Those two phases are separated by a first order phase transition that includes a bistable region and terminates in a bi-critical point where the transition is continuous.

More insight into the properties of the opaque and transparent phases are obtained by examining the frequency- and momentum-resolved occupation \( n_M(\omega, k) \) shown in Fig. 4 defined by \( \int_{k,\omega} n_M(\omega, k) = n_M \). In addition to the three polariton branches of the non-interacting EIT, a fourth branch emerges as a consequence of the coupling to the level \( d \) (see Fig. 1). Since the coupling is weak it is an almost non-dispersive flat band at \( \omega \approx \omega_d + \omega_L^{(1)} - \omega_L^{(2)} \).

In the opaque phase, the intensity is almost exclusively distributed on the two outer branches, which are far-off resonant with respect to the atomic transitions and therefore are not influenced by the atomic medium. The two central branches are essentially empty i.e. no sign of the EIT window on the dark-state polariton branch (upper branch within the central pair in Fig. 4) is left. The latter is destroyed by coupling the metastable state \( |s \rangle \) to the excited state \( |d \rangle \), introducing an additional decay channel that is eventually inherited by the dark-state polariton. Correspondingly, the additional polariton branch resulting from the coupling to the \( d \)-level hybridizes with the dark-state polariton.

In the transparent phase on the other hand the intensity is concentrated within a very sharp region around a specific wavenumber \( k_{\text{EIT}} \) of the dark-state polariton branch. This means that in the phase transition the system has reconstructed the transparency window. In the original non-interacting EIT effect, the window is formed due to the destructive interference between the two excitation pathways corresponding to the two diagrams for \( \Sigma_M \) in Fig. 2. In the IIT effect, the window is also reconstructed via destructive interference, this time between the four different excitation pathways involving the state \( |d \rangle \) and corresponding to the first four diagrams contributing to \( \Sigma_M \) in Fig. 2. Other than in the non-interacting EIT, the interfering pathways involve the E-photons i.e. interactions between polaritons, which renders IIT intrinsically nonlinear. In the lossy system this implies that IIT takes place through a first-order phase transition showing bistability. The transparency window is reconstructed at a slightly different wavenumber \( k_{\text{EIT}} \) of the dark-state polariton branch. This means that in the phase transition the E-photons mediating the interactions between the

\[ \int_{k,\omega} n_M(\omega, k) = n_M \]
atoms also show drastic differences between the opaque and transparent phase. As opposed to the M-photons, E-photons are not driven and can only be excited by atoms in the d level. The latter can be occupied only via laser transitions from the s level, which in turn can be populated via absorption of M-photons. Therefore, the occupation of the electrically polarized mode is suppressed by $1/L_M$ and thus typically small for realistic parameters. It is therefore more instructive to analyze the via laser transitions from the s be populated via absorption of E-photons. 

Adiabatic elimination of the bare E-photons would therefore largely overestimate the bright region in the phase diagram.

Realization.— According to the condition (2), the emergence of IIT requires strong atom-light interactions. Fortunately, this requirement is met for parameters that are expected to become experimentally viable in PCWs in the near future [14], namely $\gamma_{e,d} \sim 10\text{MHz}$, $g_{M,E} \sim 10^7 \gamma_e$, $J_M \sim 10^7 \gamma_e$, $\alpha_E \sim 10^7 \gamma_e$, and $\kappa_{M,E} \sim 10^7 \gamma_e$, for which our approach indeed predicts the existence of a IIT transition. Because of the highly tunable photon dispersions in PCWs this will likely be possible with $C_E \lesssim 1$, where our theory becomes quantitatively valid. It is also worth mentioning that the additional diagrams that need to be added to the ones in Figs. 2 in order to render our predictions fully quantitative actually enhance the IIT-effect, which results in a parametrically larger bistable region [15].

As for the above realistic parameters the relative width of the EIT window becomes extremely small, in Figs. 3,4 we have, for illustrative purposes, chosen a different set that however still satisfies $J_M > g_{M,E} > \kappa_{M,E} > \gamma_{e,d}$. Conclusions.— We introduced the phenomenon of interaction-induced transparency (IIT), which is characterized by the appearance of a transparency window for strongly interacting polaritons due to nonlinear interference effects. In the context of nonlinear quantum optics, IIT constitutes a novel, genuine quantum many-body effect. From the more fundamental perspective of many-body physics, the IIT phenomenon is a non-equilibrium phase transition in the driven-dissipative steady state which has no analogue so far in condensed matter, as it stems from the dissipative and retarded nature of the interactions between polaritons. It would be also interesting to determine whether IIT belongs to the recently proposed scenario of dark-state phase transitions [25]. Future directions could also involve the study of the role played by IIT in pump-probe experiments, where a light pulse is locally injected and its transient dynamics is investigated.
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SUPPLEMENTAL MATERIAL

The mathematical structure of the SCH approach

In the diagrammatic representation of our SCH approach, every expression in Fig. 2 corresponds to a propagator (or Green’s function), which in the Keldysh framework can be either the retarded $G^R$, advanced $G^A$ or the Keldysh $G^K$ propagator. However retarded and advanced Green’s functions are not independent and thus, in general every diagram can generate two self-energy contributions $\Sigma^{R,K}$. In turn, the internal lines can either be $G^R$ or $G^K$, provided the contraction is compatible with the interaction vertex and causality is guaranteed. We skip here all the details of the derivation of the expressions corresponding to the diagrams in Fig. 2, which are given in [9]. We also specify to the contraction is compatible with the interaction vertex and causality is guaranteed. We skip here all the details of the derivation of the expressions corresponding to the diagrams in Fig. 2 which are given in [9]. We also specify to the translation invariant case discussed in the main text, where the photon propagators depend on frequency and only a single momentum, while the atom propagators depend solely on the frequency. The $M$-photon propagator reads:

$$G^M(\omega, k) = \left[ G^A_M(\omega) \right]^* = \frac{1}{\omega - \omega_M(k) - \Sigma^R_M(\omega, k) + i\kappa_M/2}$$

$$G^K_M(\omega, k) = G^R_M(\omega, k) \left( \Sigma^K_M(\omega, k) - i\kappa_M - 2i\kappa_s \right) G^A_M(\omega, k),$$

with

$$\Sigma^K_M(\omega, k) = \frac{g^2 |u^R_M(0)|^2(1 - n_V)}{\omega - \omega_c - \Omega^2 G^R_s(\omega + \omega^{(1)}_L) + i\gamma_c/2}$$

$$\Sigma^K_M(\omega, k) = 2\text{Im} \Sigma^K_M(\omega, k)$$

where $1 - n_V$ is the atom filling factor in the photonic crystal waveguide and the effective $s$-atom propagator

$$\tilde{G}^R_s(\omega) = \left[ \tilde{G}^A_s(\omega) \right]^* = \frac{1}{\omega - \omega_s - \tilde{\Sigma}^R_s(\omega) + i0^+/2}$$

with

$$\tilde{\Sigma}^R_s(\omega) = \frac{\Omega^2}{\omega + \omega^{(2)}_L - \omega_d + i\gamma_d/2}.$$  

Here $\Omega^2 = \Omega^2_s(1 + \chi)^2$ is the effective Rabi amplitude modified by the $E$ photons, which we parametrize by the dimensionless, complex constant $\chi$. Note that this construction of $\Sigma^K_M$ takes into account the fact that we have to exclude all diagrams where the same atoms appear in the same state twice. This is achieved by removing the last diagram for $\Sigma_s$ in Fig. 2 where $s$ atoms appear inside the polarization loop of the $M$-photons. For the same reason, in the first four diagrams for $\Sigma_s$, the internal $s$-propagators are allowed to contain only the last diagram as self-energy insertion. This defines a second type of $s$-propagator:

$$\tilde{G}^R_s(\omega) = \left[ \tilde{G}^A_s(\omega) \right]^* = \frac{1}{\omega - \omega_s - \tilde{\Sigma}^R_s(\omega) + i0^+/2}$$

with

$$\tilde{\Sigma}^R_s(\omega) = \frac{\Omega^2}{\omega - \omega_c + \omega^{(1)}_L - \Sigma^K(\omega + \omega^{(1)}_L) + i\gamma_c/2}.$$
and

\[ \tilde{\Sigma}_s^K(\omega) = 2i \text{Im} \tilde{\Sigma}_c^R(\omega) + \delta \tilde{\Sigma}_s^K(\omega) \]

\[ \delta \tilde{\Sigma}_s^K(\omega) = \frac{\Omega^2 \left( \Sigma_c^K \left( \omega + \omega_L^{(1)} \right) - 2i \text{Im} \Sigma_c^R \left( \omega + \omega_L^{(1)} \right) \right)}{\left( \omega - \omega_e + \omega_L^{(1)} - \text{Re} \Sigma_c^R \left( \omega + \omega_L^{(1)} \right) \right)^2 + \left( \gamma_e/2 - \text{Im} \Sigma_c^R \left( \omega + \omega_L^{(1)} \right) \right)^2}, \]

(10)

where

\[ \Sigma_c^R(\omega) = -\sum_n \int \frac{dk}{2\pi} g_M^2 \frac{\kappa_s}{2 \text{Im}(\omega_n(k))} \frac{1}{\omega - \omega_n(k) + i0^+} \prod_{m \neq n} (\omega_n(k) - \omega_m(k)) |u_k^M(0)|^2 f(\omega_n(k)f^*(\omega^*_n(k)) \]

\[ + \int \frac{dk}{2\pi} \frac{1}{2} g_M^2 (4 - 2n_V)|u_k^M(0)|^2 G_M^R(\omega + i0^+/2, k) \]

\[ \Sigma_c^K(\omega) = 2i \text{Im} \Sigma_c^R(\omega) - i\kappa_s \int \frac{dk}{2\pi} g_M^2 (2 - 2n_V)|u_k^M(0)|^2 G_M^R(\omega, k) G_M^A(\omega, k), \]

(11)

where \( n \in \{1, 2, 3, 4\}, \) \( \omega_n(k) \) are the poles of \( G_M^R(\omega, k) \) and

\[ f(\omega) = (\omega - \omega_e + i\gamma_e/2)(\omega - \omega_s - \omega_L^{(1)} + i0^+/(\omega - \omega_d - \omega_L^{(1)} + \omega_L^{(2)} + i\gamma_d/2) \]

\[ - \Omega^2(\omega - \omega_d - \omega_L^{(1)} + \omega_L^{(2)} + i\gamma_d/2) - (\Omega_{\text{eff}})^2(\omega - \omega_e + i\gamma_e/2). \]

(12)

The constant \( \chi \) in the effective Rabi amplitude \( \Omega_{\text{eff}}^s = \Omega_s [1 + \chi] \) is then to be determined self-consistently. The corresponding equation is

\[ \chi = \frac{\Sigma_c^R(\omega_L^{(2)})}{\omega_L^{(2)} - \omega_E(0) - \Sigma_c^R(\omega_L^{(2)}) + i\kappa_E/2}, \]

(13)

where the \( E \)-photon self-energy reads

\[ \Sigma_c^E(\omega) = \frac{i}{2} \int \frac{d\omega'}{2\pi} g_E^2 \tilde{G}_s^R(\omega') \tilde{G}_s^A(\omega') \delta \tilde{\Sigma}_s^K(\omega') \omega' + \omega - \omega_d + i\gamma_d/2. \]

(14)

The latter describes the modification of the \( E \)-photon propagation, and thus of the light-mediated atom-atom interactions, due to the medium. The photon propagator is then given by

\[ G_c^K(\omega, k) = [G_c^A(\omega)]^* = \frac{1}{\omega - \omega_E(k) - \Sigma_c^E(\omega, k) + i\kappa_E/2} \]

\[ G_c^K(\omega, k) = G_c^K(\omega, k) \left( \Sigma_c^E(\omega, k) - i\kappa_E \right) G_c^A(\omega, k), \]

(15)

with

\[ \Sigma_c^E(\omega, k) = 2i \text{Im} \Sigma_c^E(\omega, k). \]

(16)