Transient dynamics of the electronic subsystem of semiconductors irradiated with an ultrashort vacuum ultraviolet laser pulse
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Abstract. The irradiation of semiconductors with ultrashort laser pulses causes excitation of electrons from bound states (the valence band and deep atomic shells) to the conduction band, which produces non-equilibrium highly energetic free electrons. We apply a Monte-Carlo simulation technique to study the ionization and excitation of the electronic subsystem of a solid silicon target irradiated with a femtosecond laser pulse, obtaining the transient distribution of electrons within the conduction band. We take into account the electronic band structure and Pauli’s principle for excited electrons. Secondary excitation and ionization processes induced by electrons in the conduction band and holes in the valence band were also included and simulated event by event. The temporal distributions of the density and the energy of excited electrons are calculated and discussed. We demonstrate that, due to the energy used to overcome the ionization potential, the final kinetic energy of the free electrons is significantly less than the total energy provided by the laser pulse. We extend the concept of an ‘effective energy gap’ for multiple electronic excitations, which can be applied to estimate the free-electron density after high-intensity vacuum ultraviolet (VUV) laser pulse irradiation. The effective energy gap depends on both the properties of the material and the laser pulse parameters. The concept provides a fundamental understanding of the experimentally accessible pair creation energy measured in the limit of long times.
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1. Introduction

Experiments with lasers in the visible range have shown that the ultrashort laser irradiation of semiconductors produces observable modifications of the material’s surface, such as the formation of nanobumps and the creation of molten regions [1]–[4]. With the invention of femtosecond lasers, which have a pulse duration comparable with characteristic times for processes in the electronic subsystem of the material, nanometric spatial and femtosecond temporal scales have created new possibilities for nanotechnologies, micromachining and medical surgery. The many potential uses of intense femtosecond laser pulses in applications have stimulated fundamental theoretical and experimental investigations of strongly non-equilibrium states of matter [5]–[15]. The first experiments with the free-electron laser in Hamburg (FLASH), a laser that provides pulses of femtosecond duration in the vacuum ultraviolet (VUV) to extreme ultraviolet (EUV) energy regime, has opened up a pathway to promising new areas of fundamental research and technical applications [16]–[20].

In this new range of photon energies that was not previously accessible to experiments, there remains a lack of data about the primary response of the material to irradiation. Therefore, theoretical investigations are necessary to predict and interpret experimental observations. Such theoretical investigations must consider the range from the very first energy absorption event to the final phase transitions and structural modifications of the target.

Ultrashort laser pulses allow access to fundamental electronic processes in the solid because the pulse duration is comparable to the characteristic femtosecond timescale for collisional processes such as electron–electron interactions and electron–lattice collisions. The kinetics of the excitation and relaxation of the target can be divided into a set of processes separated temporally. Due to the mass difference between electrons and ions, excitation of the electronic subsystem by a laser pulse and the subsequent creation of second-generation free electrons occur much faster (some femtoseconds, $\sim 10^{-15}$ s, or the duration of a pulse) [14, 21] than other processes, such as energy exchange with the lattice and the cooling of excited electrons, which both take up to $\sim 10^{-11}$ s [22]–[27]. The processes in the electronic subsystem play a fundamental role because they provide the initial conditions for subsequent energy
dissipation. Thus, these processes are of essential interest for all material behaviour—from the initial light absorption to further energy dissipation and the eventual phase transitions of the target in the form of melting or a transformation to warm dense matter [5, 10, 14, 23, 24].

In our studies, a Monte-Carlo method with binary collision approximation [15], [28]–[32] is applied to describe the kinetics of electronic excitation in a semiconductor that is irradiated with a femtosecond laser pulse. The number of excited and ionized electrons, the energy of these free electrons and the energy distribution function were calculated as a function of time for a 10 fs full-width at half-maximum (FWHM) Gaussian laser pulse in solid silicon. Laser and target parameters were chosen according to experiments performed with FLASH at DESY in Hamburg [20].

The recently introduced concept of an effective energy gap (EEG) [15] makes it possible to estimate the free-electron density created due to high-intensity, high-energy laser pulse irradiation. In contrast to previous models, which applied only to long-timescale experiments [34]–[40], our concept focuses on the statistical behaviour of quasiparticles on ultrashort timescales.

Here, we extend and generalize the EEG concept, analysing the influence of different processes involved for different photon energies and intensities, and give the limits of the validity of the concept.

2. Model

In our model, we consider the following electronic processes: photoabsorption by bound electrons, impact ionization by free electrons and Auger-like processes within the valence band (the so-called Coster–Kronig transitions or impact ionization by holes). We neglect the radiative decay of electronic vacancies and electron–hole recombinations because they usually require longer times than those allowed by the timescales investigated here [41, 42]. Interactions among ionized electrons were also neglected because their typical density is low in comparison with the electron density in the valence band [28, 29, 31].

The basic idea of the numerical model is as follows. Firstly, we simulate the penetration of the photons with a density corresponding to the intensity envelope of the laser pulse. For each photon, the penetration depth is calculated. If this penetration depth is within our simulation box, the photon is considered to be absorbed and to have given its energy to a randomly chosen electron. Secondly, this ionized electron can then perform secondary ionizations. To simulate this process, the free path is calculated according to the ionization cross-section. At the end of this free path, the traced electron exchanges energy with a randomly chosen valence electron. This process proceeds by ionization of the second electron, which can then also travel further and perform secondary ionizations itself as long as it has a sufficiently high energy. At the same time, the holes that remained after the ionization can decay by Auger-like processes and also create free electrons. We simulate these three main processes by following each particle, event by event, during and slightly after the laser pulse.

2.1. Target and photoionization processes

In the present work, the solid silicon target is considered to be a homogeneous isotropic arrangement of atoms with a density of \( n_{\text{at}} = 4.5 \times 10^{28} \, \text{m}^{-3} \) and with an electronic density of states (DOS) corresponding to solid silicon [43, 44] (see figure 1). Note in figure 1 that the deep atomic shells \( L_1, L_{2,3} \) and \( K \) have energies of 100, 148 and 1839 eV [45], respectively. These
Figure 1. DOS of solid silicon as given in [43, 44]. The deep atomic shells considered in this work ($L_1$, $L_{2,3}$, and $K$, with energies of 100, 148 and 1839 eV, respectively) are not shown in this figure.

Figure 2. Attenuation length of the photon inside a solid silicon target. The low-energy data are taken from the Virginia Semiconductor Inc. (see footnote 2) and the high-energy data are extracted from [46].

shells are not shown. We chose a Gaussian shape for the temporal intensity distribution of the laser pulse. Further excitation parameters of the laser pulse were chosen to mimic experimental data [20]: the energy of the photons was $\bar{h}\nu = 38$ eV, the intensity of the laser pulse was $2 \text{ J cm}^{-2}$ (unless otherwise indicated) and the FWHM of the duration of the laser pulse was $\tau_L = 10$ fs with a total duration numerically cut off at 25 fs.

The number of absorbed photons can be calculated if the fluence and the attenuation length for a photon travelling in solid silicon (presented in figure 2) are known. The data were extracted from [46]².

² The compilation of experimental data was done by Virginia Semiconductor Inc., see www.virginiasemi.com and references therein.
The probability of multiphoton absorption is proportional to $J_l^2(e\overline{E}_L\overline{q}/(m_e\omega^2))$ [48], where $J_l$ are the Bessel functions of the first kind, $l$ is the order of the function and indicates the number of absorbed photons (for positive integer $l$), $e$ is the electron charge, $\overline{E}_L$ is the laser field amplitude and $\overline{q}$ is the momentum change of the electron from the collision with a third partner during the photoabsorption process. The laser field amplitude can be estimated by the fluence [14]. For our range of fluences and the VUV–XUV photons, the probability of two-photon absorption is approximately two orders of magnitude lower than the probability of one-photon absorption. As fluence increases, the two-photon absorption probability increases and only approaches the one-photon absorption probability at a fluence of approximately 50 J cm$^{-2}$. Thus, in the present work, we consider only one-photon absorption process.

For the simulation, we chose a cube of silicon with a size of $10 \times 10 \times 10$ nm$^3$. The considered cube is assumed without free surfaces. Thus we use periodical boundary conditions. It should be noted that electron emission from the surface might change the transient number of free electrons and their energy distribution. However, the mean free path for electrons with energies of the order of tens of eV in silicon is typically on the sub-nanometre scale [47]. Thus, our assumption of periodic boundaries for the simulation box means that we do not consider the effect of a several nanometres thick surface; we are instead interested in the general processes that occurred in the bulk.

The initial energy distribution of electrons was chosen to be represented by an empty conduction band and a completely filled valence band, which corresponds to the given DOS in figure 1 [43, 44]. The energy scale for free-electron kinetic energy starts at the bottom of the conduction band ($E = 0$ eV in figure 1). All electrons above the final ‘outermost’ state of the conduction band (~7 eV, figure 1) are treated as free electrons (i.e. as belonging to the continuum but still inherently in the crystal). All free electrons within the conduction band and the continuum are treated with the parabolic dispersion law with all effective masses equal to the free-electron mass. Thus, we explicitly include the DOS of the material but not the detailed band diagram itself. The main influence on the results presented below comes from Pauli blocking. Therefore, we account for the real DOS of silicon in detail, while the band structure is used only for the preliminary analysis (described in section 2.2) and does not enter the modelling. This approximation also considerably simplifies the numerics and makes the calculations significantly less time-consuming.

Interactions of every single photon with bound electrons were simulated event by event. The probability of interaction with every single electron from different energy states is determined from the relative cross-section. The details of the numerical algorithm can be found in [28].

The pure cross-sections for photoionization of electrons in different energy levels within the valence band are considered to be equal, which is a fairly good approximation in this energy interval [46]. Differences were introduced only by having different densities of electrons in different levels, according to the DOS function: the valence band was discretized and each discrete interval was normalized according to the total number of electrons, which yields the relative concentration values for electrons in different discrete energy intervals in the valence band. The conduction band was discretized in the same manner. $L$ and $K$ atomic shells are represented as delta-function energy levels containing a corresponding number of electrons.
2.2. Band structure analysis of secondary processes: impact ionization and Auger decay

Secondary electrons are ionized by impact ionizations and Auger decays to deeper shells (i.e. the Coster–Kronig transitions) within the valence band. For these processes, momentum and energy conservation are simultaneously taken into account in accordance with the real dispersion laws of the material. Conserving these quantities leads to a strong reduction in the probability of secondary electron ionization. Thus, to analyse the processes of secondary electron excitation, the electronic band structure of the material must be taken into account. The band diagram [44] and examples of energy- and momentum-conserving secondary processes are shown in figure 3.

An analysis of the impact ionization process corresponding to an initial state with one electron each in the conduction and valence bands and a final state with two electrons in the conduction band (see figure 3, where an electron \( e_1 \) ionizes a second electron \( e_2 \), dashed arrows) shows that this process required a minimum kinetic energy for the initially free electron of \( E_{\text{min}}^e = 1.2 \) eV. This energy is approximately equal to the indirect energy gap of silicon, \( E_{\text{gap}} = 1.15 \) eV, as shown previously in [49]. Electrons with energies less than the value of \( E_{\text{min}}^e \) cannot initiate impact ionization. Therefore, an electron with energy \( E^e > E_{\text{min}}^e \) can only perform secondary ionizations until its energy becomes less than the minimum energy of this process, which, in this case, is the real indirect energy gap of the material, \( E_{\text{gap}} \).

Similarly, for an Auger-like (Coster–Kronig) secondary electron creation corresponding to an initial state with one hole and one electron in the valence band and a final state with one electron in the conduction band and a hole with higher energy in the valence band (see figure 3, where a hole \( h \) in the valence band ionizes an electron \( e_A \) to the conduction band, solid arrows), we obtain a minimum initial energy for a hole in the valence band of \( E_{\text{min}}^h = -3 \) eV, as measured from the bottom of the conduction band. Therefore, holes of higher energies than \(-3 \) eV cannot create a secondary electron and will remain stable on femtosecond timescales.

These limiting values of energies for electrons, \( E_{\text{min}}^e \), and holes, \( E_{\text{min}}^h \), must be taken into account in all subsequent analyses of secondary electron ionization. Obviously, they strongly depend on the band structure of the considered material.
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2.3. Modelling of secondary processes

The following algorithm was applied to determine the interaction parameters realized in a collision between a free electron in the conduction band and a bound electron in the valence band (impact ionization). First, the path lengths are determined for all possible subsequent collisions of the chosen free electron with bound electrons in different energy levels of the valence band. The bound electron to be ionized is then chosen based on the shortest length. Finally, the transferred energy is calculated. As a result, the free path, the duration of the motion and the energy loss of the chosen electron are obtained. This scheme is used to describe the dynamics of all the excited electrons.

For randomly arranged atoms, the distribution of path lengths for a series of collisions with bound electrons can be written in an exponential form \([28, 29]\). The total cross-section of impact ionization for a particle at a discretized energy interval of the valence band can be determined by the expression obtained by Gryziński \([50]\), which depends only on the ionization potential of the electron. All cross-sections \(\sigma\) of interactions are multiplied by a Pauli factor \(w \sim f_v(1 - f_c)\), where \(f_v\) is the distribution function of electrons in the valence band and \(f_c\) is the distribution function of electrons in the conduction band. Both distribution functions are taken with respect to the energy levels of electrons, which participate in the traced collision. By including this factor, the expression for the mean free path automatically takes into account Pauli’s principle: if there are no free states in the discretized interval, the cross-section is zero. In that situation, the mean free path tends to infinity, and such a collision becomes impossible \([28]\). The energy transferred to a bound electron with ionization potential \(I_e\) during an interaction with an electron of kinetic energy \(E_e\) lies within the interval \([I_e, E_e]\) and is fixed by the randomly chosen impact parameter according to the following expression:

\[
\Delta E_e = E_e\left[1 + \left(\frac{b}{a_0}\right)^2\left(\frac{E_e}{2\text{Ryd}}\right)^2\right]^{-1},
\]

where \(\Delta E_e\) is the energy transferred to the bound electron, \(b\) is the randomly chosen impact parameter between a free electron and the selected bound electron, \(a_0 = 0.53\ \text{Å}\) is the Bohr radius and \(\text{Ryd} = 13.6\ \text{eV}\) is the Rydberg constant \([32]\).

This scheme assumes that impact ionization and laser field interactions are independent processes. Generally, that might not be the case: the presence of a strong laser field can influence electron–electron collision processes \([51, 52]\). This influence is particularly important for low-frequency (i.e. visible light) very intense laser pulses where the field is so intense that it can be treated in the classical limit. However, for VUV–XUV photon energies and our analysed fluences, the laser–electron interaction is of a purely quantum nature. It is an essential point that electrons can gain energy from the laser field only in units of \(\hbar\omega\). Thus, the processes of electron–electron interactions (impact ionizations) and photoabsorption can be treated as independent \([14, 21, 48]\).

We note that, as the photon energy decreases, multiphoton absorption becomes increasingly important. For photon energies of \(\sim 10\ \text{eV}\) and a fluence of \(2\ \text{J cm}^{-2}\), the two-photon absorption probability already equals the one-photon absorption probability. Thus, even for lower photon energies, the laser field becomes classical. However, this effect is neglected in the present work because we are focusing on the VUV–XUV range.

For Auger-like processes within the valence band (the Coster–Kronig transitions), the exponential law for the decay time can be applied with characteristic times assumed to be equal to those obtained in \([53]\). The DOS and Pauli’s principle are taken into account in the same way as for the electron impact ionization process. The electron (hole) enabling the Auger-like transition and the electron being ionized are chosen randomly from among the electrons in the valence band.
Figure 4. Transient energy distribution of free electrons in the conduction band and holes in the valence band. The fluence of the laser pulse is 2 J cm$^{-2}$ and the photon energy is 38 eV.

The subsequent dynamics of the secondary electrons produced by the first generation of free electrons and holes and their interactions with the valence electrons were also taken into account in the same manner.

3. Results and discussion

3.1. Energy and density of excited electrons

As a result of the numerical algorithm described above, we obtained the transient energy distribution of electrons and holes, which enabled us to study their transient dynamics. Figure 4 represents the energy distribution of electrons in the conduction band (positive energy) and holes in the valence band (negative energy) in Si at different time points during the irradiation. Curves were normalized to the final number of absorbed photons.

The first curve shows a time $t = 0$ fs, which corresponds to the absorption of the very first photon. One can see that, before secondary processes start (just after absorption of the first photon), this distribution reflects the band structure of the material: electrons from the valence band are shifted to the continuum by adding the photon energy ($E_{ph} = 38$ eV in the presented case), while at the same time holes appear at the corresponding energy in the valence band. Then, electrons and holes start to redistribute their energy.

There are two competing mechanisms of energy redistribution: the absorption of photons during the laser pulse, which increases the total energy and the number of free electrons and holes, and secondary ionizations, which are responsible for decreasing the energy of free electrons and shifting the distribution to low-energy states, just as Auger processes shift the distribution of holes to lower absolute values of energy. The spikes on the curves show that the DOS influences the energy distribution at all times during irradiation.

By integrating over all positive energies, we obtain the total kinetic energy of the electron gas during the laser pulse irradiation (figure 5). The energy shown in this figure is normalized to
Figure 5. The total energy of free electrons in the conduction band normalized for the total absorbed energy (right ordinate). The number of free electrons created by different processes during the laser pulse irradiation and normalized per number of absorbed photons is also presented (left ordinate). The intensity envelope of the laser pulse is added as a dashed line in arbitrary units.

The total energy provided by the absorbed photons. The shape of the curve reflects the two competing mechanisms mentioned above. During the laser pulse, electron energy increases due to photoabsorption, while impact ionizations and Coster–Kronig decays decrease the energy—even for times longer than the pulse duration of 25 fs. Figure 5 demonstrates that the final kinetic energy of the free electrons is much less than the total energy provided by the laser pulse. An essential part of the energy (≈ 65%) is spent to overcome the ionization potential and is held as potential energy (i.e. the energy of holes).

Figure 5 also shows the transient number of free electrons during the irradiation together with the laser pulse intensity envelope in arbitrary units. We calculated the temporal evolution of the number of free electrons ionized by direct photon absorption, electron impact and Auger-like processes, respectively. The number of electrons increased very quickly during the laser pulse because the time between two impact ionization events is much shorter than the characteristic time of the problem. The collision time for an impact ionization can be estimated as \( t_{\text{e-e}} \sim l_e / \langle v_e \rangle \sim (n_e \sigma \langle v_e \rangle)^{-1} \sim 10^{-16} \text{s} \), where \( l_e \) is the mean free path of excited electrons, \( n_e \) is the density of bound electrons in the valence band, \( \sigma \) is the cross-section of impact ionization and \( \langle v_e \rangle \) is the mean velocity of free electrons. Therefore, the maximum increase occurs exactly when the laser intensity (and thus the photoionization probability) has its maximum. Electron–electron impact ionization is the dominant process for free-electron generation, which differs from the irradiation of dielectrics with visible light [6, 14]. Auger-like processes also play a significant role in secondary electron production, as shown in the same figure. Due to these secondary processes, each photon excites about \( N_{\text{e/ph}} = 15 \) electrons (cf figure 5, where the primary excited electrons create around ten secondary electrons by impact ionization and four secondary electrons by Auger-like transitions).
To estimate the number of ionized electrons, it is commonly assumed that each electron within or above a certain critical energy performs an impact ionization. Using the band gap of the material considered here, this assumption leads to $N_{\text{est}} = \hbar \omega / E_{\text{gap}} = 32.6$ electrons per photon, which drastically overestimates the number of excited electrons compared to the present calculation. Such an overestimation was also found experimentally decades ago [34], and several models were proposed for a better estimation of the number of free electrons (see the description of theoretical models in [37] and numerical models in [33] and the references therein). One of the most common models involves the application of the direct band gap of the material [35]. However, impact ionization, as well as Auger-like processes, are restricted by energy and momentum conservation [14]. Therefore, they generally take place as indirect transitions, as shown in figure 3. Thus, the direct band gap has no physically justified meaning for impact ionization and appears as a fit parameter. Our calculations reveal that the discrepancy in earlier estimations is caused by the fact that electrons are located in more than just the highest state of the valence band and are ionized into more than just the lowest state of the conduction band. To calculate the number of ionized electrons, we introduced the concept of an EEG [15]. For the present case of solid silicon irradiated by a laser pulse with a photon energy of 38 eV, it can be estimated as $E_{\text{EEG}} = \hbar \omega / N_{e/\text{ph}} = 2.62$ eV.

Using the above-described Monte-Carlo approach, we calculated the number of ionized electrons at different photon energies of the incident laser pulse (figure 6). For comparison, we also present the experimental results for similar parameters taken from [34] (red circles) and a
typical numerical model [33] (green triangles). As one can see, our calculations coincide well with the experimental results, while the difference between the experimental data and other models is significant (it can be seen even more clearly in figure 7, which will be introduced below). This discrepancy is due to the fact that earlier theoretical works were not focused on ultrashort timescales. Previous models to calculate the ‘pair creation energy’ (PCE) neglected the temporal dependence of the free-electron density [37], which is essential in femtosecond timescales (i.e. in timescales before a detailed balance is established and while the electron density is changing significantly).

It should be noted here that, in the case of low photon energies and high intensities, the interaction with a laser field may influence the electron–electron impact ionization process and thus change the number of free electrons. Furthermore, the intense laser pulse combined with the strong degree of ionization may also influence the band structure and the DOS of the target, which, in turn, affects the electronic dynamics. Both of the mentioned effects should be treated carefully if one is interested in intense visible light irradiation. However, they may be justifiably neglected for the higher photon energies in the VUV–XUV range.

Generally, in femtosecond timescales and for VUV–XUV photon energies, the EEG can be expressed as

$$E_{\text{EEG}} = \langle E_e \rangle + E_{\text{gap}} + \langle E_h \rangle,$$

where $\langle E_e \rangle$ is the mean kinetic energy of ionized electrons and $\langle E_h \rangle$ is the mean energy of holes.

By averaging the kinetic energy of electrons over the electronic distribution presented in figure 4, we found that the mean kinetic energy at the end of the laser pulse was approximately equal to half of the band gap. This result can be understood as follows. An electron with kinetic energy higher than a certain minimum energy $E_e > E_{\text{min}}^e$ quickly performs secondary ionizations. As was shown in section 2, the minimum energy necessary for impact ionization in the case of silicon is equal to the indirect energy gap $E_{\text{min}}^e = E_{\text{gap}}$. Therefore, all electrons with energy $E_e > E_{\text{gap}}$ will produce secondary electrons until their energy falls below $E_{\text{gap}}$. On femtosecond timescales, all the electrons end up with energies between 0 and $E_{\text{gap}}$. Thus, the mean kinetic energy of a free electron after the laser pulse irradiation is roughly half of the band gap energy $\langle E_e \rangle \approx 1/2 E_{\text{gap}}$.

We should mention that, in cases with a high density of free electrons, the mean kinetic energy of electrons increases due to Pauli’s principle. $\langle E_e \rangle$ may then be larger than half of the minimum energy for secondary ionizations, which leads to a larger EEG. Cases such as this are presented below.

One must also remember that the transient mean kinetic energy of electrons is a function of time. It changes during the laser pulse irradiation and then approaches the value of $\sim 1/2 E_{\text{gap}}$ by the end of the laser pulse and stays almost constant for some time until the energy loss to the lattice via electron–phonon coupling becomes essential (typically, on timescales of 0.1–1 ps). Additionally, as mentioned above, further electron–hole recombination will change the number of free electrons and their mean kinetic energy in the picosecond timescale.

The same argument holds for the average energy of holes, which have their own minimum energy for secondary electron creation via an Auger-like process $|E_{\text{min}}^h| = 3 \text{ eV}$, as seen in the analysis of the static band structure discussed in section 2. Therefore, after losing energy due to an Auger-like process, holes will end up with an energy between the minimal energy $|E_{\text{min}}^h|$ and $E_{\text{gap}}$, i.e. $\langle E_h \rangle \approx 1/2 (|E_{\text{min}}^h| - E_{\text{gap}})$ at the end of the laser pulse, which again is confirmed by averaging over the distribution of holes presented in figure 4.
With these considerations, the EEG can be estimated as

$$E_{\text{EEG}} = \frac{1}{2} \cdot (E_{\text{gap}} + E_{\text{e}}^{\text{min}} + |E_{\text{h}}^{\text{min}}|),$$

(2)

where $E_{\text{gap}} = 1.12$ eV, $E_{\text{e}}^{\text{min}} = E_{\text{gap}}$ and $|E_{\text{h}}^{\text{min}}| = 3$ eV for silicon, the mean energies of electrons and holes, respectively, after all electrons and holes have made all possible secondary ionizations.

The minimum energies $E_{\text{e}}^{\text{min}}$ and $E_{\text{h}}^{\text{min}}$ for (2) are obtained by an analysis of the static band structure, as explained in section 2.2. The resulting values of the EEG for different materials are shown in table 1. We also show the results for the minimum energies for impact ionization and Coster–Kronig transitions, respectively, that were obtained from the band structures taken from [43].

Experiments focusing on the PCE are usually performed in timescales where electron-hole recombination plays a crucial role (i.e. picoseconds or longer). Therefore, a direct comparison of such experiments with the pure EEG is impossible. However, due to recombination, the electron density in the conduction band decreases and leads to a higher experimental value of the PCE, which can be assumed to be an upper limit for the EEG. The calculated EEG can be compared with experiments that had suppressed electron–hole recombination. The results for Si can be found in [34] and are shown in figure 6. For SiO$_2$, electron–hole recombination is not a process of primary importance [54]. Therefore, we can expect good coincidence between the experimental long-time value [36] and our calculation. For the two other materials shown in table 1, we can only compare our results for the pure EEG with the upper limit of the PCE for...
Table 1. For different materials, the band gap energy $E_{\text{gap}}$, the minimal kinetic energy of an electron needed for impact ionization $E_{\text{e}}^\text{min}$, the minimal energy of a hole for a Coster–Kronig transition $|E_{\text{h}}^\text{min}|$ and the predicted EEG calculated with (2) are presented in comparison with experimental values of EEG with damped electron–hole recombination [34] and the upper limit obtained in long-time measurements for the PCE [36].

| Material | $E_{\text{gap}}$ | $E_{\text{e}}^\text{min}$ | $|E_{\text{h}}^\text{min}|$ | EEG | Exp. | PCE |
|----------|------------------|----------------------|------------------------|-----|------|-----|
| Si       | 1.15             | 1.2                  | 3                      | 2.62| 2.6 $^a$ | 3.63 |
| SiO$_2$  | 8.9              | 13.5                 | 12.5$^b$              | 17  | 18$^c$ | 18            |
| C        | 4.65             | 4.8                  | 10.25                  | 9.85| –    | 13.1          |
| Ge       | 0.85             | 1.55                 | 1.8                    | 2.1 | –    | 2.96          |

$^a$ For a detailed comparison, see figure 7.
$^b$ Note that, for SiO$_2$, the width of the valence band is smaller than the band gap; therefore, holes cannot make a Coster–Kronig transition, and the mean energy of holes, which is half of the valence band width, is presented here and used in (1).
$^c$ Assumed equal to PCE, see text.

longer times [36]. New experiments with femtosecond lasers (FLASH) are needed to confirm our predictions.

3.3. Dependence of EEG on fluence

In figure 7, we show a detailed comparison of the calculated EEG of silicon, which depends on photon energy and fluence, with experimental values and earlier models. The figure contains the experimental data obtained by Tuzzolino [34] (red circles), several results of different theoretical calculations taken from previous studies by Brigida et al [33] (violet diamonds), Alig [39] (green crosses), Scholze et al [38] (blue upward-pointing triangles) and Fraser et al [40] (orange downward-pointing triangles). The results of the present calculations are shown with lines for different fluences. As can be clearly seen in this figure, all previous models yield values around the commonly assumed electron–hole PCE in Si, 3.63 eV (i.e. the direct band gap, as discussed above), which is the result of long-timescale experiments [35]–[40]. These values differ from the experiments with damped recombination [34] by a factor of two or more, while our simulation compares very well with the experimental data (figure 7).

We found almost no influence of the laser intensity on the EEG in the case of photon energies of several tens of eV. The EEG remains at $E_{\text{EEG}} \sim 2.6$ eV in the VUV photon energy region for fluences ranging three orders of magnitude around our chosen fluence, from 0.02 to 20 mJ cm$^{-2}$.

However, for higher energies around the L-shell edge of Si, the number of absorbed photons is very high in comparison to lower energies. The Auger decay of holes in the L-shell has characteristic times typically around 10 fs (for light elements [53]). Therefore, L-shell photoionization leads to only a short delay in high-energy electron production, which occurs in two steps. First, the photon is absorbed by the L-shell, leaving a hole behind. This hole is then filled by an electron from the valence band, which excites a second electron from the valence band into the conduction band or the continuum at a high energy equal to the difference...
between the L-shell ionization potential and the energy of the electron in the valence band. However, another effect plays a much bigger role here. As can be seen in figure 2, the probability of photoabsorption by L-shell electrons is almost two orders of magnitude higher than the photoabsorption by valence electrons. This fact is reflected in a sudden jump in the attenuation length as soon as the photon energy reaches the L-edge. Additionally, highly energetic electrons created after L-shell Auger decays then produce impact ionizations of secondary electrons. Finally, the electron density becomes so high that, even for a fluence of 2 J cm$^{-2}$, Pauli’s principle has to be taken into account. For high densities of excited electrons, the electron loses a large portion of its energy after a few impact ionizations and ends up in low-energy states. According to Pauli’s principle, electrons fill the lower states of the conduction band, and later generations of electrons cannot also be in the lowest energy states. As a result, the mean electronic energy increases and, according to (1), the EEG increases. Thus, for very high electron densities\(^3\), the EEG will deviate, demonstrating the limits of the validity of (2).

### 4. Conclusions

In conclusion, the transient dynamics of ionization and redistribution of free electrons in semiconductors (silicon, in our case) during ultrashort VUV laser pulse irradiation were simulated with a Monte-Carlo method. The method was extended in order to take into account the band structure of the material and Pauli’s principle. The number and energy distributions of free electrons as a function of time from 0 to 25 f (laser pulse duration) were obtained and analysed in detail.

It was demonstrated that the band structure significantly influences the excitation of electrons. An essential part of the total energy provided by the laser pulse was accumulated in holes (∼65%). We demonstrated that the total number of excited electrons is determined by a statistical process that depends on the mean kinetic energies of electrons and holes, respectively. The recently introduced EEG [15], a concept accounting for the statistical nature of electron ionization, is capable of estimating the number of free electrons that are excited in irradiated semiconductors.

A simple formula to estimate this value at femtosecond timescales was proposed, based on the analysis of the electronic band structure of the material. The method of such an analysis was described, leading to a simple application of the proposed concept. The limits of validity of the concept are discussed while accounting for the timescales, photon energies and fluences of the laser pulse. The values of the EEP obtained for different materials compare well with the available experimental data.

The effects of L-shell ionization, as compared to ionization of the valence band, were considered. It was shown that, in addition to a short delay in high-energy electron production, the L-shell ionization produces another effect: the total number of absorbed photons and, in turn, the total number of excited electrons strongly increase relative to lower photon energies because the photoabsorption sharply increases when photon energy reaches the ionization potential of

\(^3\) We must note that, in the regime of such high-electron densities, when Pauli’s principle begins to play a role, one of the assumptions of our model is no longer satisfied: the interaction among free electrons becomes non-negligible. However, for the purposes of the present work, the effect of thermalization by the redistribution of energy among free electrons is not important and will not significantly change the outcome of the calculations and the conclusions drawn.
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the L-shell. Pauli’s principle comes into play, especially for high fluences, restricting secondary ionizations.

We encourage the creation of experiments with FLASH in the XUV regime around L-shell ionization energies to confirm our predictions and observe the effects discussed in the present work. Experiments on different materials would also be valuable for comparison.
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