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Abstract

Contrastive learning (CL) has been successful as a powerful representation learning method. In this paper, we propose a contrastive learning framework for cross-domain sentiment classification. We aim to induce domain invariant optimal classifiers rather than distribution matching. To this end, we introduce in-domain contrastive learning and entropy minimization. Also, we find through ablation studies that these two techniques behave differently in case of large label distribution shift and conclude that the best practice is to choose one of them adaptively according to label distribution shift. The new state-of-the-art results our model achieves on standard benchmarks show the efficacy of the proposed method.

1 Introduction

Domain shift is common in language applications. One is more likely to find "internet" or "PC" in reviews on electronics than those on books, while he or she is more likely to find "writing" or "B.C." in reviews on books than those on electronics. This proposes a fundamental challenge to NLP in that many computational models fail to maintain comparable level of performance across domains. Formally, a distribution shift happens when a model is trained on data from one distribution (source domain), but the goal is to make good predictions on some other distribution (target domain) that shares the label space with the source.

We study unsupervised domain adaptation in this work, where we have fully-labeled data on source domain but no labeled data on target domain. The most prevailing methods in this field aim to learn domain-invariant feature by aligning the source and target domains in the feature space. The pioneering works in this field try to bridge domain gap with discrepancy-based approach. [30] first introduce MMD to measure domain discrepancy in feature space and [23] use its variant MK-MMD as an objective to minimize domain shift. Another line of work [14] introduces a domain classifier and adversarial training to induce domain invariant feature, followed by works using generative models to enhance adversarial training [19]. However, note that both MMD-based approach and adversarial training formulates with a minimax optimization procedure that is widely known as hard to converge to a satisfactory local optimum [11, 13]. Moreover, some recent works [8, 21, 39] have discovered that both of them don't guarantee good adaptation and will introduce inevitable error on target domain under label distribution shift because they may render incorrect distribution matching. For example, thinking of a binary classification task, the source domain has 50% of positive samples
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and 50% of negative samples while the target domain has 30% positive and 70% negative. Successfully aligning these distributions in representation space requires the classifier to predict the same fraction of positive and negative on source and target. If one achieves 100% accuracy on the source, then target accuracy will be at most 80%, that is 20% error at best.

Self-supervised representation learning could be a good workaround for this problem because it enforces predictive behaviour matching [21] instead of distribution matching. The main idea is to learn discriminative representation that is able to generalize across domains. [37][40][42] use sentiment-indicating pivot prediction as their auxiliary task for cross-domain sentiment analysis. The method proposed in this paper adopts contrastive learning to extract generalizable discriminative feature. Contrastive learning is a subclass of self-supervised learning that is gaining popularity thanks to recent progress [4][5][17]. It utilizes positive and negative samples to form contrast against the queried sample on pretext tasks in order to learn meaningful representations. However, the pretext tasks must be carefully chosen. [32] shows with experiments on computer vision tasks that the transfer performance will suffer under improper pretext tasks like pixel reconstruction.

Therefore, in this paper we explore two classic data augmentation methods in natural language processing—synonym substitution and back translation to define our pretext task. Experiments on two cross-domain sentiment classification benchmarks show the efficacy of the proposed method. We also examine whether in-domain contrastive learning and entropy minimization [33] helps cross-domain sentiment classification under varied label distribution settings. Our main contributions in this work are summarized as follows:

- We are the first to introduce contrastive learning to domain adaptation for NLP to the best of our knowledge.
- We introduce in-domain contrastive learning and entropy minimization for cross-domain sentiment classification and adaptively apply them according to label distribution shift across domains for best accuracy performance.
- We carefully choose pretext tasks for contrastive learning to promote generalizable discriminative representation learning.
- We beat strong baselines on standard benchmarks of domain adaptation for sentiment analysis.

### 2 Related Work

#### Cross-Domain Sentiment Classification

The most prevailing methods for unsupervised domain adaptation for sentiment classification aims to learn domain-invariant feature by aligning the source and target domains in feature space. One line of work in this field derives from [23], using MMD and its variants to measure and minimize domain discrepancy [18][31]. Another line of work follows [14], using a domain classifier and adversarial training to induce domain invariant feature [7][15][22]. However, these methods fail to take care of label shift across domains. This can cause undesired performance degradation on target domain according to our analysis in the introduction section. Another important line of work follows Structure Correspondence Learning [2]. They use pivot prediction as an auxiliary task to help extract domain-invariant knowledge [29][37][40][42]. Since transformer-based language models catch on, [10] designs novel self-supervised "post-training" tasks for BERT [9] along with domain adversarial training to help domain transfer. Please note that although we also use BERT as feature extractor, we’re different from it in multiple aspects: We not only use contrastive learning instead of BERT-pretraining-style self-supervised learning as is in [10], but we also get rid of distribution matching with domain adversarial training. Our competitive performance on benchmarks further illustrates the efficacy of our model.

#### Contrastive Learning

Recent developments on contrastive learning [4][6][17] have achieved promising results on the standard representation learning benchmarks on computer vision tasks. Although there have been several works applying contrastive learning to NLP, most of them [12][16][20][34][36] concentrate on single-domain tasks like image caption retrieval, machine translation and those on the GLUE benchmark. To the best of our knowledge, we first adopt contrastive learning as an approach to facilitate domain adaptation in natural language processing.
Figure 1: The whole pipeline of the proposed method: for each input document $x_i$, we first generate its positive sample $x_j$ with augmentation. $x_i$ and $x_j$ are then forwarded to the shared feature extractor BERT to get the hidden features $h_i, h_j$ and a shared MLP projection head is applied subsequently to get the projected representations $z_i, z_j$. The projection, along with that of other samples in the minibatch as negatives (omitted here for simplicity), are used to compute the contrastive loss. To induce more discriminative feature, the hidden feature are fed into the sentiment classifier to get the logits. Finally, for the unlabeled instances, they are used to compute the entropy, while for the labeled instances, they are used to compute the cross entropy loss. The model is jointly trained on the three objectives.

## 3 Method

### 3.1 Contrastive Learning Framework

We propose a framework based on [4] but we elaborate it to fit the domain adaptation setting where we have unlabeled data from two domains (source and target) plus labeled data on source. As illustrated in Figure 1, our framework consists of the following components:

- **Positive sample generation**: We explore two classic data augmentation methods in natural language processing: synonym substitution and back translation, respectively, to generate positive sample $x_j$ for each document $x_i$.

- **Feature extractor**: We use pretrained BERT [9] as our feature extractor because of its remarkable accomplishments in language understanding. Note that it’s shared among all data, including their augmentations. It computes on $x_i, x_j$ independently and outputs hidden features $h_i, h_j$.

- **Projection head**: Following SimCLR [4], we adopt a MLP with one hidden layer applying on $h_i, h_j$ to get the projected representations $z_i, z_j$ respectively. We find that this MLP projection benefits our model in terms of learning better discriminative feature with the contrastive loss, as is found in SimCLR [4].

- **Contrastive loss**: We introduce in-domain contrastive loss based on the InfoNCE loss [4] in this work. Details are discussed in section 3.2.

- **Sentiment classifier**: We use another one-hidden-layer MLP as our sentiment classifier to generate the predictions. The logits are then used to compute the information entropy as the entropy loss for the unlabeled instances, while for the labeled instances, they are used to compute the ordinary cross entropy loss w.r.t the ground truth sentiment labels. Intuitions for the entropy loss are discussed in section 3.3.

### 3.2 In-Domain Contrastive Loss

Contrastive loss function is designed to maximize the similarities between positive pairs and minimize the similarities of negative ones. At each iteration of the training, we randomly sample a minibatch
\{x_i\}_{i=1}^N \text{ of } N \text{ samples and generate positive pairs } \{(x_i, x_{i+N})\}_{i=1}^N \text{ for each of them. As proposed by } [4, 14], \text{ for each positive pairs, we treat other } 2(N-1) \text{ samples as their negative examples. The contrastive InfoNCE loss function is defined as:}

\begin{align}
L_{\text{con}}(z) &= \frac{1}{2N} \sum_{k=1}^{2N} [l(z_{2k-1}, z_{2k}), l(z_{2k}, z_{2k-1})] \\
l(z_i, z_j) &= -\log \frac{\exp(sim(z_i, z_j)/\tau)}{\sum_{k=1}^{2N} \mathds{1}_{k \neq i} \exp(sim(z_i, z_k)/\tau)}
\end{align}

where \(\mathds{1}_{[k \neq i]}\) is an indicator function equaling to 0 iff \(k = i\), and sim\((z_i, z_j) = z_i^T z_j/(\|z_i\|\|z_j\|)\) denotes the cosine similarity between hidden representations \(z_i\) and \(z_j\). \(\tau\) is temperature parameter. However, we noticed that contrastive loss of this form is not suitable to be directly applied to our domain adaptation setting. If we sample a minibatch that contains two instances \(x_i\) and \(x_j\) from different domains, optimizing the contrastive loss above will even widen the distance between \(z_i\) and \(z_j\). This will back-propagate to the hidden features \(h_i\) and \(h_j\) thus enlarging the domain discrepancy in hidden space.

Therefore, we proposed to perform contrastive learning in the source and target domain independently, i.e. in-domain contrastive learning. At each iteration we randomly sample \(N\) instances \(x^{(s)} = \{x_i^{(s)}\}_{i=1}^N\) from source domain and \(N\) instances \(x^{(t)} = \{x_i^{(t)}\}_{i=1}^N\) from target domain. The in-domain contrastive loss is defined as the sum of contrastive loss from both domains:

\begin{align}
L_{\text{con}} &= L_{\text{con}}(z^{(s)}) + L_{\text{con}}(z^{(t)})
\end{align}

where \(z^{(s)}, z^{(t)}\) is the projected representation of \(x^{(s)}, x^{(t)}\).

In section 4.2, we show that in-domain contrastive learning boosts domain transfer performance especially when the target domain has significant inbalanced label distribution.

### 3.3 Entropy Minimization

Note that in unsupervised domain adaptation we have labels on the source domain. Therefore it’s easy to train an optimal classifier for the source domain. Despite lack of label on the target domain, we can still align the optimal classifier for the target domain with the source \([1]\). To this end, we minimize the entropy of the model’s prediction in order to disambiguate the positive and negative instances over the unlabeled data, especially on the target domain \([33]\). In this way, the margin between positive and negative clusters on target domain will be widened so that there is a larger chance that the optimal decision boundary for the source domain falls within it.

However, our model fails when applying the entropy loss starting from the first epoch. This is probably because the model needs to get a general picture of the source and target domains with contrastive learning in the first place and draw the decision boundary for the source domain. Applying the entropy loss too hastily asks the model to early decide labels for uncertain instances before the model has learnt good representations and the classification boundary on source domain. Therefore, we apply the entropy loss from the second epoch and it works out as expected.

### 4 Experiments

#### 4.1 Experiment Setting

**Cross-domain Sentiment Classification** To demonstrate the efficacy of our model, we conduct experiments on the Amazon-review\(^1\) dataset \([5]\) and Airlines dataset\(^2\). We follow \([41]\) to introduce the Airlines dataset because the label distribution on this domain is relatively more balanced compared to the domains in the Amazon-review dataset. As is shown in Table \([1]\) this dataset contains reviews for four kinds of products, books, DVD, electronics, and kitchen, each defining a domain. Each domain has 1000 sample labeled as positive and negative respectively, thus the 2000 labeled data. But the

\(^1\)Dataset can be found at [http://www.cs.jhu.edu/~mdredze/datasets/sentiment/index2.html](http://www.cs.jhu.edu/~mdredze/datasets/sentiment/index2.html)

\(^2\)Dataset and process procedures can be found at [https://github.com/quankiquanki/skytrax-reviews-dataset](https://github.com/quankiquanki/skytrax-reviews-dataset)
number of unlabeled data and its label distribution on each domain is different, as is shown in the last two columns of the table [41]. Note that the ratio of positive over negative on the domains in this dataset is significantly large. However, in the airline domain there are only 1.15 positive reviews for every negative review. Therefore we follow [41] to introduce this dataset to demonstrate our model’s performance when the target domain’s label distribution varies across a wide range. To align the setting with the Amazon-review dataset, we randomly sample 1000 positive review and 1000 negative review from the airlines dataset as labeled data, and the rest of data are removed of labels as unlabeled data.

It’s important to clarify that in terms of label distribution shift in this paper we care about the label distribution of labeled data on source domain and that of unlabeled data on target domain. This is because the optimal classifier is trained with only labeled data on source domain but we want the unlabeled data on target domain to share the same optimal classifier. Also note that the labeled data of the domains involved in the experiments of this paper all have balanced label distribution, so the label distribution shift is only determined by target domain.

| Domains     | labeled | unlabeled | pos:neg |
|-------------|---------|-----------|---------|
| Books       | 2000    | 6000      | 6.43:1  |
| DVD         | 2000    | 34741     | 7.39:1  |
| Electronics | 2000    | 13153     | 3.65:1  |
| Kitchen     | 2000    | 16785     | 4.61:1  |
| Airlines    | 2000    | 39396     | 1.15:1  |

Table 1: The statistics of domains on the Amazon-review dataset and the Airlines dataset reported by [41]. "pos:neg" denotes the ratio of unlabeled positive samples over unlabeled negative samples on that domain.

**Baselines** We mainly compare our model with the state-of-the-art method BERT-DAAT [10] on this benchmark. We also train BERT on the source labeled data and directly test on the target labeled data, constituting a second strong baseline called BERT-base. Results of two non-BERT methods HATN [22] and IATN [38] are also included.

**Augmentation methods** We use synonym substitution and back translation as augmentation methods to generate positives in this paper. For synonym substitution, we use the method provided by python nlpaug library [25] based on WordNet [27]. For back translation, we use the method provided by nlpaug library based on fairseq [28]. We do random synonym substitution online, meaning that it’s different among repeated training runs. But We do back translation as offline preprocessing since it’s slower. To be specific, we translate the English texts to German and then back.

**Hyperparameter tuning** We adopt the pretrained BERT-base-uncased model from huggingface [35] in this paper. We use ReLU as the activation function for both projection head and sentiment classifier. On the neural network training, we use the AdamW [24] optimizer with learning rate $2e^{-5}$, linear learning rate scheduler, linear learning rate warm up, warm up steps 0.1 of total training steps and weight decay 0.01. We train the model for 4 epochs and set the temperature parameter of the contrastive loss to 0.05. For synonym substitution, we set the augmentation rate to 0.3 and remove max limit to the number of augmented words. For back translation, we set the beam parameter to 1.

**4.2 Experiment Results**

**Comparison with baseline** Table 2 shows our model’s performance on the benchmarks. We find that back translation is generally better than synonym substitution as an augmentation method for contrastive learning. Although we don’t beat BERT-DAAT in all settings, both of our models are able to surpass it on a average basis. Note that our strong baseline model BERT-base has comparable accuracy with BERT-DAAT on average.

Note that we adaptively choose techniques for our model according to label distribution shift across the source and target domains. For $B\rightarrow E$ and $B\rightarrow A$ settings we use entropy minimization and ordinary InfoNCE loss instead of in-domain contrastive loss because the label distribution shift is
Table 2: Sentiment classification accuracy on the Amazon-review dataset and Airlines dataset. We only evaluate on three domain settings as an initial trial. BERT-base denotes BERT trained on source and directly tested on target, BERT-DAAT is the method proposed in [10]. BERT-CL is our model with back translation as augmentation. BERT-CL ss is our model with synonym substitution as augmentation. B, D, E, K denotes the 4 domains in Amazon-review dataset respectively and A denotes the airlines domain.

| S→T | Previous Models | BERT | BERT-CL bt | BERT-CL ss |
|------|-----------------|------|------------|------------|
|      | BERT-base | BERT-DAAT |      |      |
| B→E | 85.70 | 90.50 | 89.57 | 91.48 | 90.99 |
| K→D | 84.50 | 87.90 | 88.81 | 89.57 | 87.65 |
| Average | 85.10 | 89.20 | 89.19 | 90.23 | 89.32 |
| B→A | – | – | 86.18 | – | 86.56 | 83.61 |

Table 3: Ablation study of in-domain contrastive learning (section 3.2) and entropy minimization (section 3.3) on the Amazon-review dataset. Note that all experiments in this table use back translation as default augmentation method.

| S→T | in-domain entropy loss | accuracy |
|------|-------------------------|----------|
| B→E | ✓ | 90.49 |
|      | ✓ | 90.05 |
|      | ✓ | 91.48 |
|      | ✓ | 91.36 |

| S→T | in-domain entropy loss | accuracy |
|------|-------------------------|----------|
| K→D | ✓ | 88.39 |
|      | ✓ | 88.99 |
|      | ✓ | 87.25 |
|      | ✓ | 86.36 |

relatively small. For K→D setting we apply in-domain contrastive loss but not entropy minimization because the label distribution shift is larger. The intuitions for the choice are discussed at length in the ablation studies.

Ablation studies Table 3 shows the results of our ablation study on in-domain contrastive learning and entropy minimization. Interestingly, we find that in-domain contrastive learning gain much benefit on K→D domains but doesn’t help on B→E domain setting. In-domain contrastive learning promotes contrast between positive and negative clusters intra-domain, thus widens the decision margin and helps classification on target domain as well as source domain. On the contrary, ordinary contrastive learning additionally forms contrast inter-domain and thus increases domain discrepancy. This is better explained with visualization. Look at Figure 2b. The red and yellow dots respectively represent the feature of positive and negative samples on the source domain, and the blue and green dots represent those on the target domain. In-domain contrastive learning focuses on pushing red points away from yellow and green points away from blue, which desirably enlarge the margin between positive and negative. On the other hand, although ordinary contrastive learning does the same thing as above, it additionally pushes blue away from red and green away from yellow, which will potentially entangle the positive and negative clusters on the target domain.

However, the tradeoff here is that in-domain contrastive learning prevents the divergence of source and target domains in feature space at the cost of not fully exploiting the training data. Insufficient utilizing data will consistently cause performance loss. But the benefit brought by in-domain contrastive learning is larger as the label distribution shift across domains is larger. The underlying fact is that divergence between source and target domains will potentially push points near the decision boundary to cross it. In particular, when the label distribution shift is significant such as 1:1 to 7.39:1 in the K→D setting, there are more positive points near the decision boundary. Divergence between the kitchen and DVD domains will make instances of the positive instances on DVD domain more prone to cross the optimal decision boundary for kitchen domain. But when the label distribution shift is not so large, this effect will not be so salient. The benefit of preventing divergence is small so as to be offset by the defect of insufficient utilization of training data. That’s why we find in-domain contrastive learning doesn’t work well on B→E setting.
In the meantime, entropy minimization also behaves differently for the B→E domain and the K→D domain. It performs poor on domain K→D where the label distribution on the target domain is significantly unbalanced. This is in line with findings in [33] that entropy minimization may cause the model to exploit over-represented features, i.e., it will bias to the dominant domain and the dominant class in the domain. The induced bias is likely to undermine the model’s performance in case of large label distribution shift.

Given that in-domain contrastive learning and entropy minimization behaves oppositely in case of large label distribution shift, we conclude that the best practice is to use one of them adaptively according to the scale of label distribution shift. Use entropy minimization when it’s small but use in-domain contrastive learning when it’s large.

Figure 2: t-SNE [26] projection of (a) BERT-base hidden feature, (b) hidden feature of BERT-CL without entropy minimization, (c) hidden feature of BERT-CL full model. The red and yellow dots respectively represent the feature of positive and negative samples on the source domain, and the blue and green dots represent those on the target domain. Note that the margin between positive cluster and negative cluster on target domain becomes clearer from left to right.

**Visualization** Figure 2 shows the hidden features of our model trained on the books as source and electronics as target, projected to 2D space with t-SNE [26]. Figure 2a shows that BERT-base can only learn discriminative feature on source domain, while Figure 2b shows that BERT with in-domain contrastive learning is able to learn better and approximately align the optimal decision boundary on source and target domain. Finally, Figure 2c demonstrates that, further with entropy minimization, our model is able to disambiguate on the target domain and widen the gap between target positive and negative clusters.

5 Conclusion and Broader Impact

In this paper, we propose in-domain contrastive learning with entropy minimization to promote domain transfer. Our proposed model beats strong baselines and visualization results also show the efficacy of our model. Extensive ablation studies unveil how label distribution shift may interact with our model. It remains open question how to address label shift across domains. Besides, although synonym substitution works better than back translation in this paper, it’s still interesting to explore more data augmentation methods and summarize what serve best for contrastive learning for cross-domain sentiment classification.
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