Effects of Language Relatedness for Cross-lingual Transfer Learning in Character-Based Language Models
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Abstract

Character-based Neural Network Language Models (NNLM) have the advantage of smaller vocabulary and thus faster training times in comparison to NNLMs based on multi-character units. However, in low-resource scenarios, both the character and multi-character NNLMs suffer from data sparsity. In such scenarios, cross-lingual transfer has improved multi-character NNLM performance by allowing information transfer from a source to the target language. In the same vein, we propose to use cross-lingual transfer for character NNLMs applied to low-resource Automatic Speech Recognition (ASR). However, applying cross-lingual transfer to character NNLMs is not as straightforward. We observe that relatedness of the source language plays an important role in cross-lingual pretraining of character NNLMs. We evaluate this aspect on ASR tasks for two target languages: Finnish (with English and Estonian as source) and Swedish (with Danish, Norwegian, and English as source). Prior work has observed no difference between using the related or unrelated language for multi-character NNLMs. We, however, show that for character-based NNLMs, only pretraining with a related language improves the ASR performance, and using an unrelated language may deteriorate it. We also observe that the benefits are larger when there is much lesser target data than source data.
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1. Introduction

Multilingual training of language models has successfully leveraged datasets from other languages to improve Neural Network Language Modeling (NNLM) performance in low-resource scenarios [Kim et al., 2019] [Conneau and Lample, 2019] [Conneau et al., 2019] [Aharoni et al., 2019]. One such method for training NNLM is the multi-task-based approach, where multiple language corpora train the model simultaneously [Aharoni et al., 2019]. Another approach is cross-lingual pretraining, where the NNLM is trained on a set of source languages followed by fine-tuning on the target language [Kim et al., 2019] [Conneau and Lample, 2019]. The second approach, explored in this work, is favorable when re-training with the large source data is time-consuming as an existing trained source model’s weights can be transferred to the target model and then fine-tuned on the smaller target data. Cross-lingually pretrained NNLMs have utilized multi-character units to construct large shared vocabulary to allow the positive transfer of information from source to target. Instead of multi-character units, we explore a single character as a modeling unit for applying cross-lingual pretraining. This choice has the advantage of reducing the vocabulary size by several orders of magnitude and providing a larger intersection of vocabulary terms than multi-character units. In this paper, we apply cross-lingual pretraining to character NNLMs. However, this off-the-shelf application is not trivial. For multi-character based NNLMs, cross-lingual pretraining works by sharing information across various source languages independent of relatedness to the target language in terms of closeness in the language family tree. In contrast, for character-based NNLMs, a source language in the same family subtree as the target (related) affects the downstream performance positively than from an unrelated source language.

We experiment with available Finnish and Swedish Automatic Speech Recognition (ASR) systems in a simulated low-resource ASR scenario by limiting the language modeling resources. We apply pretraining with two source languages (Estonian and English) for Finnish ASR and three source languages (Danish, English, and Norwegian) for Swedish ASR. In our experiments, we observe perplexity and ASR performance improvements when pretraining NNLMs with related languages (i.e., Estonian for Finnish and Danish and Norwegian for Swedish), whereas pretraining NNLMs on English performs adversely.

We also study the impact on cross-lingual transfer due to the target data size and number of source model layers transferred. Relatively, smaller amounts of target language data than the source language data leads to more considerable ASR performance improvements. Moreover, we find that pretrained NNLMs perform best when we transfer only the parameters of the lowest layer of the source model.

2. Related Work

In our work, we follow the cross-lingual pretraining scheme utilizing a shared vocabulary as proposed by Zhuang et al. (Zhuang et al., 2017), where they transfer all the hidden layers except the final layer from the source model to the target model. For NNLMs, such an application does not obtain the best results. In sections 6. and 7., we present results to support this observation.

Concurrently, Lample and Conneau (Conneau and Lample, 2019) have also shown that cross-lingual pretraining can improve the performance of language models on intrinsic measures like perplexity. They train a multi-character
We create two setups to evaluate cross-lingual pretraining for NNLMs. In the first setup, English (En) and Estonian (Et) are the high-resource sources of language modeling corpora, and Finnish (Fi) is the low-resource target language. In the second setup, Danish (Da), English, and Norwegian (No) are the high-resource source languages, and Swedish (Sw) is the low-resource target language.

For cross-lingual pretraining, language relatedness remains an unexplored factor, which becomes the focus of our work. Prior work has applied cross-lingual transfer by using several unrelated languages as a source. Using related language can be crucial in low-resource scenarios as we discover in Section 6, and 7. In our work, we limit cross-lingual transfer from one source language allowing a simpler setup for better analysis, in future, we would like to explore the impact of relatedness when the number of source languages is increased dramatically.

3. Datasets

We build Recurrent Neural Network Language Models (RNNLM) with a projection layer (200 neurons), an LSTM layer (1000 neurons), a highway layer (1000 neurons) and a softmax output layer (displayed in Figure 1). In our experiments, both the source- and target-language neural networks have the same architecture. We train the RNNLMs using TheanoLM (Enarvi and Kurimo, 2016), applying the adaptive gradient (Adagrad) algorithm to update the model parameters after processing a mini-batch of training examples. The mini-batch size for models was 64, with a sequence length of 100. We used an initial learning rate of 0.1 in all the experiments and a dropout of 0.2 was used to regularize the parameter learning.

Figure 1: The figure displays the source and target NNLMs with the hidden layers used in our experiments. In cross-lingual pretraining, the source-language-trained hidden layers initialize parts (dotted lines) of the target-language network shown by the arrows. In contrast, the rest is randomly initialized (bold lines in the target network).

Table 1: The table reports the word vocabulary, training set (Train) and development set (Dev) sizes of the languages used in the experiments.

| Language         | Vocabulary | Train  | Dev   |
|------------------|------------|--------|-------|
| Finnish ASR      | 232K       | 116M   | 107K  |
| Estonian ASR     | 1.7M       | 97M    | 33K   |
| Finnish ASR      | 1.1M       | 17M    | 130K  |
| Swedish ASR      | 2.7M       | 365M   | 222K  |
| English (En)     | 466K       | 366M   | 107K  |
| Norwegian (No)   | 2.4M       | 381M   | 194K  |
| Swedish (Sw)     | 936K       | 45M    | 158K  |

| Source (Trained) | Target (Initialized) |
|------------------|-----------------------|
| Input            |                       |

For Science, 1998) and has been used by Smit et al. (2017). The Finnish corpus is from Finnish Text Collection containing text from newspaper, books and novels (CSC - IT Center for Science, 1998) and has been used by Smit et al. (2017). The Swedish, Danish, and Norwegian corpora, containing newspaper articles, are downloaded from Språkbanken corpora and have been used by Smit et al. (2018). For Finnish as the target, more data for English was available than for Estonian, so we extract only a portion of English dataset to allow for a similar average of words per line for both datasets. We list the corpora statistics for the various languages used in our experiments in Table 1.

4. Building Language Models

We train character NNLMs for our experiments and mark both the left and right ends of characters except when at the beginning or the end of a word (e.g., model = m+ +o+ +d+ +e+ +l) to achieve best results (Smit et al., 2017). With this marking scheme, we can differentiate the characters from a word into beginning (B), middle (M), end (E) and singleton units. This notation becomes relevant in Section 5, where analyze the differences in perplexity per word position. We build Recurrent Neural Network Language Models (RNNLM) with a projection layer (200 neurons), an LSTM layer (1000 neurons), a highway layer (1000 neurons) and a softmax output layer (displayed in Figure 1). In our experiments, both the source- and target-language neural networks have the same architecture. We train the RNNLMs using TheanoLM (Enarvi and Kurimo, 2016), applying the adaptive gradient (Adagrad) algorithm to update the model parameters after processing a mini-batch of training examples. The mini-batch size for models was 64, with a sequence length of 100. We used an initial learning rate of 0.1 in all the experiments and a dropout of 0.2 was used to regularize the parameter learning.

https://www.nb.no/sprakbanken
5. Exploring Cross-Lingual Pretraining

Cross-lingual pretraining involves first training the neural network on a source language. Then, starting from the input layer, the source network’s hidden layers initialize the target-language neural network partially or wholly. In a partial initialization, we initialize the uninitialized layers randomly. This initialization step is followed by training on the target language, also referred to as the fine-tuning step. In both the pretraining and the fine-tuning step, the output-layer vocabulary consists of character units from all the source languages and the target language. The pretraining step transfers coarser-level information from input to higher layers into the target model and during fine-tuning, the target model refines this transferred information to a more fine-grained level.

We study neural network models across three dimensions: 1) the source language used for pretraining step; 2) using the number of target-model hidden layers (l) initialized starting from the input layer; and 3) the amount of target language data. We represent the LM pretrained using the source language y and fine-tuned using target language z as y → z. We vary l from 1 to 4 for the architecture in Figure 1, which also shows an example for l = 3. Here l = 1 would refer to just initializing with the projection layer and l = 4 would refer to initializing with all the layers. We increase the amount of target data size to match the source data size. Varying these parameters allows us to understand their effect on transfer capacity of cross-lingual pretraining.

6. Perplexity Experiments

Table 2 presents the test set perplexity for Finnish and Swedish LMs. When using related source languages — like Estonian for Finnish, or Danish and Norwegian for Swedish — to pretrain the models, we obtain better perplexity than the baseline and when English (the unrelated source language) is used, which leads to a worse perplexity for all l.s. Using related source languages, the pretrained target LMs outperform the baseline results for most values of l but, notably, when initialized with configurations l = 1, 4 of the source model. Here, we note that Finnish perplexity values are large due to long words and the domain mismatch be-

![Table 2: The table reports NNLM’s test set perplexity for Finnish and Swedish using different cross-lingual initializations. For Finnish, English and Estonian are used as the source languages for pretraining. For Swedish, we use Danish, English and Norwegian as source languages. The best results in each category are marked in boldface.](image)

![Figure 2: The figure shows the relative differences (%) in character perplexity (PPL) for three different types of character units of different Finnish NNLMs on the test set. These character units exist due to the marking scheme used here: beginning (B), middle (M) and end (E), which can further be classified into consonants (C) and vowels (V).](image)
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Table 4: The table reports WER on Swedish ASR task for different configurations of RNNLMs used in rescoring. Here Danish, English and Norwegian are used as the source
languages for cross-lingual pretraining. Asterisks (*) denote statistical

significance when comparing to Sv (4.41) using the matched pairs test with p < 0.05. The best results in each section are marked in boldface.

Figure 3: The figures display WERs on Finnish ASR mea-
sured when varying the amount of source language data and
when varying the amount of target language data.

the Speecon corpus (Iskra et al., 2002), the Speechdat
database (Rosti et al., 1998) and the parliament corpus
(Mansikkaniemi et al., 2017). For testing, we used a broadcast news dataset from the Finnish national broad-
caster (Yle) containing 5 hours of speech and 35k words
(Mansikkaniemi et al., 2017). For training Swedish acoustic
models, we used 354 hours of audio provided by the
Språkbanken corpus. From the original evaluation set, we
used a total of 9 hours for development and evaluation.

The acoustic models were trained with the Kaldi toolkit
(Povey et al., 2011) with a similar recipe as (Smit et al.,
2017). Instead of phonemes, we use grapheme-units, as this
allows for a trivial lexicon that maps between the acoustic
and language modeling units. We evaluate the ASR performance in terms of Word Error Rates (WER).

For the first-pass, we train a variable-length Kneser-Ney
(Kneser and Ney, 1995) n-gram LM using the VariKN

toolkit (Sivola et al., 2007). Then, RNNLMs, built in Section 4, are used to rescore the lattices. We also linearly
interpolate cross-lingually pretrained NNLMs with target-only
NNLM while optimizing the interpolation weight. We test the statistical significance of our results using the Matched Pairs Sentence Segment Word Error Test from NIST Scoring toolkit to compare different systems. Ta-

http://www1.icsi.berkeley.edu/Speech/docs/sctk-1.2/sctk.htm
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8. Concluding Remarks

We investigated cross-lingual transfer for character-based neural network language models in a low-resource scenario. Cross-lingual pretraining with related source language significantly improved (3-6% relative) over no pretraining, whereas pretraining with unrelated source language had adverse effects. At a character level, we suspect cross-lingual pretraining works for related languages as they share a large portion of the character set. The large shared vocabulary provides soft alignments between characters in related languages supporting the transfer of relevant information from source to target models. This information transfer is in contrast to multi-character units where the transfer is dependent on shared anchor tokens (like numbers, proper nouns). However, we still lack an empirical understanding of this phenomenon and in our future work, we hope to explore this phenomenon.

Additionally, transferring the lower layer information and having more source data than target data was significant for low-resource ASR. As a followup to our study, we investigate the effects of language relatedness for cross-lingual pretraining in transformer-based language models.
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