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Abstract. We prove that if $E$ and $F$ are graphs with a finite number of vertices and an infinite number of edges, if $K$ is a field, and if $L_K(E)$ and $L_K(F)$ are simple Leavitt path algebras, then $L_K(E)$ is Morita equivalent to $L_K(F)$ if and only if $K_0^{alg}(L_K(E)) \cong K_0^{alg}(L_K(F))$ and the graphs $E$ and $F$ have the same number of singular vertices, and moreover, in this case one may transform the graph $E$ into the graph $F$ using basic moves that preserve the Morita equivalence class of the associated Leavitt path algebra. We also show that when $K$ is a field with no free quotients, the condition that $E$ and $F$ have the same number of singular vertices may be replaced by $K_1^{alg}(L_K(E)) \cong K_1^{alg}(L_K(F))$, and we produce examples showing this cannot be done in general. We describe how we can combine our results with a classification result of Abrams, Louly, Pardo, and Smith to get a nearly complete classification of unital simple Leavitt path algebras — the only missing part is determining whether the “sign of the determinant condition” is necessary in the finite graph case. We also consider the Cuntz splice move on a graph and its effect on the associated Leavitt path algebra.

1. Introduction

A current program in the theory of Leavitt path algebras is to classify the unital simple Leavitt path algebras up to Morita equivalence in terms of an invariant that can be easily calculated from the graph. Much of the inspiration for this program comes from the theory of $C^*$-algebras, where it has been found that various $C^*$-algebras are classified up to Morita equivalence by $K$-theory. Since Leavitt path algebras are a class of algebras that are very similar to $C^*$-algebras (particularly the graph $C^*$-algebras), it is natural to ask whether the Leavitt path algebras may be classified by $K$-theoretic invariants and whether this classification may be obtained by techniques similar to those used to classify $C^*$-algebras. While topological $K$-theory is often a useful invariant for $C^*$-algebras, since it can be computed for many $C^*$-algebras of interest, algebraic $K$-theory is notoriously...
difficult to compute — indeed, it is still not known what all the algebraic $K$-groups of the ring $\mathbb{Z}$ are. Nonetheless, algebraic $K$-theory for Leavitt path algebras is much more tractable. Indeed, due to Ara, Brustenga, and Cortiñas [5], there are explicit formulae for determining $K_0^{alg}(L_K(E))$ and $K_1^{alg}(L_K(E))$ for any graph $E$ and any field $K$, and there is a long exact sequence relating the higher algebraic $K$-groups of $L_K(E)$ and the algebraic $K$-groups of the field $K$. Consequently, it is often the case that much of the algebraic $K$-theory of $L_K(E)$ can be computed from the graph $E$ and the field $K$.

Any unital simple Leavitt path algebra is either purely infinite or isomorphic to a matrix algebra, so the nontrivial part of the classification program mentioned above involves the classification of unital, purely infinite, simple Leavitt path algebras. In the theory of $C^*$-algebras, the main result for the classification of purely infinite, simple $C^*$-algebras is the Kirchberg-Phillips classification theorem, which states that for a wide class of purely infinite, simple $C^*$-algebras the pair consisting of the $K_0^{top}$-group and the $K_1^{top}$-group is a complete Morita equivalence invariant. In particular, the Kirchberg-Phillips classification theorem applies to all graph $C^*$-algebras that are simple and purely infinite, and this begs the question of whether a similar result is true for Leavitt path algebras. Unfortunately, there is little hope for the techniques used to prove the Kirchberg-Phillips classification theorem to work for Leavitt path algebras, because the technology involved relies heavily on the $C^*$-algebra structure. On the other hand, there are many preliminary classification results, which are now subsumed by the Kirchberg-Phillips classification theorem, that were originally proven by vastly different techniques and seem more applicable to Leavitt path algebras. One such example is the classification of the simple Cuntz-Krieger algebras. The Cuntz-Krieger algebras coincide with the $C^*$-algebras of finite graphs with no sinks or sources, and hence are $C^*$-algebraic analogues of Leavitt path algebras of finite graphs with no sinks or sources. The simple Cuntz-Krieger algebras were classified by work of Rørdam [21], Cuntz [21 Appendix 7], and Cuntz and Krieger [11], and it was shown that the the $K_0^{top}$-group is a complete Morita equivalence invariant. (It turns out that for Cuntz-Krieger algebras, the $K_1^{top}$-group is redundant and can be recovered from the $K_0^{top}$-group.) This classification relied on connections with symbolic dynamics, and the observation that Morita equivalence of two simple Cuntz-Krieger algebras is related to flow equivalence of the associated shift spaces of the graphs. It was shown that graphs with flow equivalent shift spaces produce Morita equivalent $C^*$-algebras, and in addition (due to the key work of Rørdam and Cuntz in [21]) it is possible for certain graphs with shift spaces that are not flow equivalent to have Morita equivalent $C^*$-algebras. Moreover, the proofs showed that for Cuntz-Krieger algebras, the Morita equivalence can be realized concretely in the sense that there is a set of basic moves that will turn one graph into another while preserving
the Morita equivalence of the associated $C^*$-algebra. These moves include familiar moves from symbolic dynamics that preserve flow equivalence of the shift space, as well as an additional move, called the “Cuntz splice”, that does not preserve flow equivalence of the shift space.

Abrams, Louly, Pardo, and Smith showed that for Leavitt path algebras of finite graphs with no sinks, similar connections with symbolic dynamics exist and a classification up to Morita equivalence can be obtained [4, Theorem 1.25]. However, unlike in the $C^*$-algebra case, they were unable to determine if the “Cuntz splice” move preserves Morita equivalence of the associated Leavitt path algebra. To obtain their result, they therefore needed to impose the additional condition that $\text{sgn}(\det(I - A_E^t)) = \text{sgn}(\det(I - A_F^t))$, where $A_E$ and $A_F$ are the vertex matrices of $E$ and $F$, respectively. Thus their result states that if $E$ and $F$ are finite graphs with no sinks, and if $L_K(E)$ and $L_K(F)$ are simple algebras, then $K_0^{alg}(L_K(E)) \cong K_0^{alg}(L_K(F))$ and $\text{sgn}(\det(I - A_E^t)) = \text{sgn}(\det(I - A_F^t))$ implies $L_K(E)$ is Morita equivalent to $L_K(F)$, and moreover, in this case each may be transformed into $F$ by a sequence of basic moves. It is currently unknown — and the focus of much investigation — whether the “sign of the determinant condition” is necessary. It is also interesting to note that the $K_0^{alg}$-group is the only $K$-theoretic data needed, since a priori it is not clear in this situation that the higher $K$-groups $K_n^{alg}(L_K(E))$ for $n \geq 1$ are determined by the group $K_0^{alg}(L_K(E))$.

Recently, Sørensen turned his attention toward producing additional classifications of graph $C^*$-algebras using techniques from dynamics and moves on the graphs. Sørensen showed in [22] that if $E$ and $F$ are graphs with a finite number of vertices and an infinite number of edges, and if $C^*(E)$ and $C^*(F)$ are simple $C^*$-algebras, then the graph $C^*$-algebras $C^*(E)$ and $C^*(F)$ are Morita equivalent if and only if $K_0^{top}(C^*(E)) \cong K_0^{top}(C^*(F))$ and $K_1^{top}(C^*(E)) \cong K_1^{top}(C^*(F))$, and moreover, in this case one may transform the graph $E$ into the graph $F$ using basic moves that do not require the Cuntz splice. (We mention that the $K_1^{alg}$-group is a necessary part of the invariant in this case and it cannot be recovered from the $K_0^{alg}$-group.)

The inspiration for this paper comes from Sørensen’s result — particularly the fact that the Cuntz splice is not needed in his classification. Building off Sørensen’s result, we are able to show in Theorem 7.4 that if $E$ and $F$ are graphs with a finite number of vertices and an infinite number of edges, and if $L_K(E)$ and $L_K(F)$ are simple Leavitt path algebras, then $L_K(E)$ and $L_K(F)$ are Morita equivalent if and only if $K_0^{alg}(L_K(E)) \cong K_0^{alg}(L_K(F))$ and the graphs $E$ and $F$ have the same number of singular vertices; and moreover, in this case each may be transformed into $F$ using the basic moves coming from the study of flow equivalence of shift spaces. We also show that when $K$ is a field with no free quotients (see Definition 6.1 and Definition 6.9), then the condition in this result that the graphs $E$ and $F$ have the same number of singular vertices may replaced by the condition...
that $K_{alg}^1(L_K(E)) \cong K_{alg}^1(L_K(F))$, and we produce examples in Section 11 showing that this replacement cannot be done for Leavitt path algebras over general fields.

Our classification result has a few remarkable properties: First, it is interesting that the underlying field $K$ plays a role in the classification, since the field often does not affect Leavitt path algebras results and, in particular, seems irrelevant in the classification of Leavitt path algebras of finite graphs described in [4, Theorem 1.25]. Second, it is convenient that the complete Morita equivalence invariant consists of the $K_{alg}^0$-group and the number of singular vertices (or, in the case the underlying field has no free quotients, the $K_{alg}^0$-group and $K_1$-group), since for Leavitt path algebras we have explicit formulae for the $K_{alg}^0$-group and the $K_{alg}^1$-group, but in general we cannot explicitly compute the higher $K_{alg}^n$-groups for $n \geq 2$ (see Proposition 5.1). Third, it is fortunate that the Cuntz splice is not needed among the basic moves required to transform one graph into another (just as in Sørensen’s result for graph $C^*$-algebras), so that we are able to circumvent the need for any kind of “sign of the determinant condition” and thereby obtain necessary and sufficient conditions for Morita equivalence in this setting.

While our main purpose in this paper is to establish the classification of simple Leavitt path algebras of graphs with a finite number of vertices and infinite number of edges, we also pursue several other lines of investigation. One of our main questions is: To what extent do the algebraic $K$-groups of a Leavitt path algebra determine the algebraic structure? In particular, we consider what information is contained in the $K_{alg}^0$-group and $K_{alg}^1$-group of a Leavitt path algebra, and ask when these groups will determine the higher $K_{alg}^n$-groups. We also explore the question of when isomorphic $K_{alg}^n$-groups of two Leavitt path algebras imply isomorphic $K_{top}^n$-groups of the corresponding graph $C^*$-algebras. We will see that the condition that the underlying field has no free quotients is important in all of these questions.

This paper is organized as follows. We begin with some preliminaries in Section 2. In Section 3 we introduce our basic moves, referred to as Moves (S), (O), (I), and (R), and prove that they preserve Morita equivalence of the associated Leavitt path algebra. While special cases of these moves have been considered by other authors (e.g., when performed on finite graphs), here we describe them in full generality, and discuss what is allowed when there are infinite emitters in the graph. In Section 4 we discuss the graphs associated with simple Leavitt path algebras and simple graph $C^*$-algebras, and we refer to these as simple graphs. In Section 5 we describe how to compute the topological $K$-theory of a graph $C^*$-algebra and the algebraic $K$-theory of a Leavitt path algebra. In particular, we describe explicit formulae for the $K_{top}^0$-group and $K_{top}^1$-group of a graph...
describe explicit formulae for the $K_0^{\text{alg}}$-group and $K_1^{\text{alg}}$-group of a Leavitt path algebra, and describe how the higher algebraic $K$-groups of a Leavitt path algebra fit into a long exact sequence that involves the algebraic $K$-groups of the underlying field. Additionally, in a number of corollaries we examine the computation of the $K$-groups in the special case that the graph has finitely many vertices. In Section 6 we introduce a property for groups and fields that we call having no free quotients. We examine equivalent ways to formulate this property, and also consider a number of examples. We prove in Theorem 6.13 that if $E$ and $F$ are graphs and $K$ is a field with no free quotients, then $K_n^{\text{alg}}(L_K(E)) \cong K_n^{\text{alg}}(L_K(F))$ for $n = 0, 1$ implies $K_n^{\text{top}}(C^\ast(E)) \cong K_n^{\text{top}}(C^\ast(F))$ for $n = 0, 1$. We also examine the information contained in the algebraic $K$-groups, and show that for a graph with finitely many vertices and a field with no free quotients, knowing the $K_0^{\text{alg}}$-group and the $K_1^{\text{alg}}$-group of the Leavitt path algebra is equivalent to knowing the $K_0^{\text{alg}}$-group of the Leavitt path algebra and the number of singular vertices in the graph — but that this equivalence does not hold if the hypothesis that the field has no free quotients is dropped. In Section 7 we consider the classification of simple Leavitt path algebras $L_K(E)$ when $E$ is a graph with a finite number of vertices and an infinite number of edges. We prove in Theorem 7.1 that when $K$ is a field with no free quotients, then $(K_0^{\text{alg}}(L_K(E)), K_1^{\text{alg}}(L_K(E)))$ is a complete Morita equivalence invariant for this class. In Theorem 7.4 we show if $K$ is any field, then $(K_0^{\text{alg}}(L_K(E)), |E^0_{\text{sing}}|)$ is a complete Morita equivalence invariant for this class (where $|E^0_{\text{sing}}|$ denotes the number of singular vertices in $E$), and that when two such Leavitt path algebras $L_K(E)$ and $L_K(F)$ are Morita equivalent, the graph $E$ may be transformed into the graph $F$ using the basic moves (S), (O), (I), (R), and their inverses. We also show that if $E$ and $F$ are simple graphs with a finite number of vertices and an infinite number of edges and $K$ is any field, then $C^\ast(E)$ is strongly Morita equivalent to $C^\ast(F)$ if and only if $L_K(E)$ is Morita equivalent to $L_K(F)$.

In Section 8 we combine the results of Theorem 7.1 and Theorem 7.4 with the classification result of Abrams, Louly, Pardo, and Smith in [4, Theorem 1.25] to give the current status of the program to classify unital simple Leavitt path algebras up to Morita equivalence. We show that the only remaining piece to complete this program is to determine if the “sign of the determinant condition” is necessary in the finite graph case. In Section 9 we describe the Cuntz splice move for Leavitt path algebras. We describe how determining if the “sign of the determinant condition” is necessary is equivalent to determining if the Cuntz splice move preserves the Morita equivalence of the associated Leavitt path algebra. We also show that for any graph $E$ and any field $K$, the Cuntz splice preserves the isomorphism class of the $K_0^{\text{alg}}$-group and the $K_1^{\text{alg}}$-group of the associated Leavitt path algebra, and in the finite graph case the Cuntz splice flips the sign of $\det(I - A^t_E)$. In addition, we discuss the fact that when the Cuntz splice is applied to a
simple graph with finitely many vertices and infinitely many edges, it may instead be obtained by a finite sequence of the moves (S), (O), (I), (R), and their inverses. In Example 9.14 we take the graph $E_\infty$ with one vertex and countably many edges, perform the Cuntz splice to obtain a graph $E_{-\infty}$, and then show how we may transform $E_\infty$ into $E_{-\infty}$ using the moves (O), (I), (R), and their inverses. In Section 10 we consider classification up to isomorphism, and show that if $E$ is a simple graph with a finite number of vertices and an infinite number of edges, $K$ is any field, and if $[1_{L_K(E)}]_0$ is an automorphism invariant element of $K_{0}^{\text{alg}}(L_K(E))$, then $((K_0^{\text{alg}}(L_K(E)), [1_{L_K(E)}]_0, |E^0_{\text{sing}}|))$ is a complete isomorphism invariant. In Section 11 we consider some interesting (counter)examples. In particular, we observe that the field $\mathbb{Q}$ does not satisfy the hypothesis of having no free quotients, and we give an example of simple graphs $E$ and $F$ with a finite number of vertices and infinite number of edges such that $L_{\mathbb{Q}}(E)$ and $L_{\mathbb{Q}}(F)$ are not Morita equivalent. We also see that our graphs have different numbers of singular vertices despite the fact their $K_0^{\text{alg}}$-groups and $K_1^{\text{alg}}$-groups are isomorphic. We also produce a similar example showing that over the field $\mathbb{Q}$ it is possible for a finite graph and a graph with a finite number of vertices and infinite number of edges to have simple Leavitt path algebras that are not Morita equivalent but have isomorphic $K_0^{\text{alg}}$-groups and $K_1^{\text{alg}}$-groups. These examples show that the invariant $(K_0^{\text{alg}}(L_K(E)), |E^0_{\text{sing}}|)$ must be used instead of $(K_0^{\text{alg}}(L_K(E)), K_1^{\text{alg}}(L_K(E)))$ when the underlying field has free quotients. We conclude the paper by examining our examples in greater detail, discussing their consequences, and raising a number of questions for further study.

**Terminology:** Throughout this paper the term *countable* shall mean finite or countably infinite. We will make the standing assumption that all of our graphs are countable. If $G$ is a finitely generated abelian group, the *rank* of $G$ shall mean the torsion-free rank; i.e., if $G = \mathbb{Z}_{n_1} \oplus \cdots \oplus \mathbb{Z}_{n_k} \oplus \mathbb{Z}^m$, then $\text{rank } G = m$. We refer to Morita equivalence in the category of $C^*$-algebras as *strong Morita equivalence* to distinguish it from Morita equivalence of rings. We will also make use of both algebraic and topological $K$-theory throughout this paper. To distinguish the two, we use the notation $K_n^{\text{top}}$ for the topological $K$-groups of a $C^*$-algebra and the notation $K_n^{\text{alg}}$ for the algebraic $K$-groups of a ring.
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2. Preliminaries

In this section we establish notation and recall some standard definitions.

**Definition 2.1.** A graph \( (E^0, E^1, r, s) \) consists of a countable set \( E^0 \) of vertices, a countable set \( E^1 \) of edges, and maps \( r : E^1 \to E^0 \) and \( s : E^1 \to E^0 \) identifying the range and source of each edge.

**Definition 2.2.** Let \( E := (E^0, E^1, r, s) \) be a graph. We say that a vertex \( v \in E^0 \) is a sink if \( s^{-1}(v) = \emptyset \), and we say that a vertex \( v \in E^0 \) is an infinite emitter if \( |s^{-1}(v)| = \infty \). A singular vertex is a vertex that is either a sink or an infinite emitter, and we denote the set of singular vertices by \( E_{\text{sing}} \). We also let \( E^0_{\text{reg}} := E^0 \setminus E_{\text{sing}} \), and refer to the elements of \( E^0_{\text{reg}} \) as regular vertices; i.e., a vertex \( v \in E^0 \) is a regular vertex if and only if \( 0 < |s^{-1}(v)| < \infty \). A graph is row-finite if it has no infinite emitters. A graph is finite if both sets \( E^0 \) and \( E^1 \) are finite (or equivalently, when \( E^0 \) is finite and \( E \) is row-finite).

**Definition 2.3.** If \( E \) is a graph, a path is a sequence \( \alpha := e_1e_2 \ldots e_n \) of edges with \( r(e_i) = s(e_{i+1}) \) for \( 1 \leq i \leq n-1 \). We say the path \( \alpha \) has length \( |\alpha| := n \), and we let \( E^n \) denote the set of paths of length \( n \). We consider the vertices in \( E^0 \) to be paths of length zero. We also let \( E^* := \bigcup_{n=0}^{\infty} E^n \) denote the paths of finite length in \( E \), and we extend the maps \( r \) and \( s \) to \( E^* \) as follows: For \( \alpha = e_1e_2 \ldots e_n \in E^n \) with \( n \geq 1 \), we set \( r(\alpha) = r(e_n) \) and \( s(\alpha) = s(e_1) \); for \( \alpha = v \in E^0 \), we set \( r(\alpha) = v = s(\alpha) \). A cycle is a path \( \alpha = e_1e_2 \ldots e_n \) with length \( |\alpha| \geq 1 \) and \( r(\alpha) = s(\alpha) \).

**Definition 2.4.** If \( E \) is a graph, the graph \( C^*(E) \) is the universal \( C^* \)-algebra generated by mutually orthogonal projections \( \{p_v : v \in E^0\} \) and partial isometries with mutually orthogonal ranges \( \{s_\alpha : \alpha \in E^1\} \) satisfying

1. \( s_\alpha^*s_\alpha = p_{r(\alpha)} \quad \text{for all } \alpha \in E^1 \)
2. \( s_\alpha s_\alpha^* \leq p_{s(\alpha)} \quad \text{for all } \alpha \in E^1 \)
3. \( p_v = \sum_{\{e \in E^1 : s(e) = v\}} s_\alpha s_\alpha^* \quad \text{for all } v \in E^0_{\text{reg}} \).

For a path \( \alpha = e_1 \ldots e_n \) of positive length we let \( s_\alpha := s_{e_1} \ldots s_{e_n} \), and for a vertex \( v \) we define \( s_v := p_v \). One can show that \( C^*(E) = \text{span} \{s_\alpha s_\beta^* : \alpha \text{ and } \beta \text{ are paths in } E \text{ with } r(\alpha) = r(\beta)\} \).

If \( E \) is a graph, the graph \( C^*(E) \) is unital if and only if the vertex set \( E^0 \) is finite, in which case \( 1 = \sum_{v \in E^0} p_v \).

**Definition 2.5.** Let \( E \) be a graph, and let \( K \) be a field. We let \( (E^1)^* \) denote the set of formal symbols \( \{e^* : e \in E^1\} \). The Leavitt path algebra of \( E \) with
coefficients in $K$, denoted $L_K(E)$, is the free associative $K$-algebra generated by a set \{v : v \in E^0\} of pairwise orthogonal idempotents, together with a set \{e, e^* : e \in E^1\} of elements, modulo the ideal generated by the following relations:

1. $s(e)e = er(e) = e$ for all $e \in E^1$
2. $r(e)e^* = e^*s(e) = e^*$ for all $e \in E^1$
3. $e^*f = \delta_{e,f}r(e)$ for all $e, f \in E^1$
4. $v = \sum_{\{e \in E^1 : s(e) = v\}} ee^*$ whenever $v \in E^0_{\text{reg}}$.

If $\alpha = e_1 \ldots e_n$ is a path of positive length, we define $\alpha^* = e_n^* \ldots e_1^*$. One can show that

$L_K(E) = \text{span}_K \{\alpha\beta^* : \alpha$ and $\beta$ are paths in $E$ with $r(\alpha) = r(\beta)\}$.

In addition, $L_K(E)$ has a natural $\mathbb{Z}$-grading, with the elements of degree $n$ defined by

$L_K(E)_n = \text{span}_K \{\alpha\beta^* : |\alpha| - |\beta| = n\}$.

If $E$ is a graph and $K$ is a field, the Leavitt path algebra $L_K(E)$ is unital if and only if the vertex set $E^0$ is finite, in which case $1 = \sum_{v \in E^0} v$.

**Definition 2.6.** If $E$ is a graph, a subset $H \subseteq E^0$ is hereditary if whenever $e \in E^1$ and $s(e) \in H$, then $r(e) \in H$. A hereditary subset $H$ is called saturated if $\{v \in E^0_{\text{reg}} : r(s^{-1}(v)) \subseteq H\} \subseteq H$.

**Definition 2.7.** Let $E$ be a graph and let $V \subseteq E^0$. We define the saturation of $V$ to be the set

$\Sigma(V) := \bigcup_{n=0}^{\infty} \Sigma_n(V),$

where

$\Sigma_0(V) := \{v \in E^0 : \text{there exists } \alpha \in E^0 \text{ with } s(\alpha) \in V \text{ and } r(\alpha) = v\}$

and

$\Sigma_{n+1}(V) := \Sigma_n(V) \cup \{v \in E^0_{\text{reg}} : r(s^{-1}(v)) \subseteq \Sigma_n(V)\}$

for $n = 0, 1, 2, \ldots$

It is straightforward to verify that for any subset $V \subseteq E^0$, the saturation $\Sigma(V)$ is a saturated hereditary set, and moreover, $\Sigma(V)$ is the smallest saturated hereditary subset containing $V$.

**Definition 2.8.** Let $E$ be a graph, and let $V \subseteq E^0$. For any field $K$, we call the subalgebra $VL_K(E)V := \sum_{v, w \in V} vL_K(E)w$ the corner of $L_K(E)$ determined by $V$. We say the corner $VL_K(E)V$ is full if $\Sigma(V) = E^0$.

**Lemma 2.9.** Let $E$ be a graph, let $V \subseteq E$, and let $K$ be a field. If the corner $VL_K(E)V := \sum_{v, w \in V} vL_K(E)w$ is full, then $VL_K(E)V$ is Morita equivalent to $L_K(E)$. 
Proof. If $V$ is finite, let $w := \sum_{v \in V} v$. Then $L_K(E)wL_K(E) = I_{\Sigma(V)} = I_{E^0} = L_K(E)$. A computation shows that
\[(wL_K(E)w, L_K(E)wL_K(E), L_K(E)w, wL_K(E))\]
is a (surjective) Morita context, so that $VL_K(E)V = wL_K(E)w$ is Morita equivalent to $L_K(E) = L_K(E)wL_K(E)$.

If $V$ is infinite, let $\mathcal{F} := \{F : F \subseteq V \text{ and } F \text{ is finite}\}$. For each $F \in \mathcal{F}$ define $w_F := \sum_{v \in F} v$. Then $\sum_{F \in \mathcal{F}} L_K(E)w_FL_K(E) = I_{\Sigma(V)} = I_{E^0} = L_K(E)$. A computation shows that
\[
\left( \sum_{F \in \mathcal{F}} w_F L_K(E)w_F, \sum_{F \in \mathcal{F}} L_K(E)w_FL_K(E), \sum_{F \in \mathcal{F}} L_K(E)w_F, \sum_{F \in \mathcal{F}} w_F L_K(E) \right)
\]
is a (surjective) Morita context, so that $VL_K(E)V = \sum_{F \in \mathcal{F}} w_F L_K(E)w_F$ is Morita equivalent to $L_K(E) = \sum_{F \in \mathcal{F}} L_K(E)w_F L_K(E)$.

\[
\square
\]

3. Moves on Graphs

In this section we describe the moves on graphs used in [22] and examine the effect of each on the Leavitt path algebra. In particular, we prove that each move preserves the Morita equivalence class of the associated Leavitt path algebra. We mention that these moves have been considered by other authors, and were previously noted to preserve the Morita equivalence class of either the associated Leavitt path algebra or the associated graph $C^*$-algebra. We present self-contained proofs here to give a unified treatment and present the proofs for Leavitt path algebras. For reference, we point out that Proposition 3.2 is similar to [4 Proposition 1.4], Proposition 3.3 is an analogue of [3 Theorem 3.2], Proposition 3.4 is an analogue of [3 Theorem 5.3], and Proposition 3.8 appears in [22 §3].

Definition 3.1 (Move (S): Remove a Regular Source). Let $E = (E^0, E^1, r, s)$ be a graph, and let $w \in E^0$ be a source that is also a regular vertex. The graph $E_S = (E_S^0, E_S^1, r_S, s_S)$ is defined by

\[E_S^0 := E^0 \setminus \{w\}, \quad E_S^1 := E^1 \setminus s^{-1}(w), \quad r_S := r|_{E_S^0}, \quad s_S := s|_{E_S^0}.
\]

We call $E_S$ the graph obtained by removing the source $w$ from $E$, and say $E_S$ is formed by performing Move (S) to $E$.

Proposition 3.2 (Cf. Proposition 1.4 of [4]). Suppose $E$ is a graph and $K$ is a field. Let $w \in E^0$ be a source that is also a regular vertex, and set $V := E^0 \setminus \{w\}$. Then $VL_K(E)V$ is a full corner of $L_K(E)$ that is isomorphic to $L_K(E_S)$ via a graded isomorphism. In particular, $L_K(E_S)$ is Morita equivalent to $L_K(E)$.

Proof. Let $\{v, e, e^* : v \in E^0, e \in E^1\}$ be a generating $E$-family in $L_K(E)$. For each $v \in E_S^0$ let $P_v := v$, and for each $e \in E_S^1$ let $S_e := e$. Then $\{P_v, S_e, S_e^* : v \in E^0_S, e \in E^1_S\}$ is an $E_S$-family in $L_K(E)$, and hence there
exists a homomorphism \( \phi : L_K(E_S) \to L_K(E) \) with \( \phi(v) = P_v, \phi(e) = S_e \), and \( \phi(e^*) = S_e^* \) for all \( v \in E_S^0 \) and all \( e \in E_S^1 \). Since \( P_v = v \) has degree 0, \( S_e = e \) has degree 1, and \( S_e^* = e^* \) has degree \(-1\), we see that \( \phi \) is a graded homomorphism. Therefore, since \( \phi(v) = P_v \neq 0 \) for all \( v \in E_S^0 \), the graded uniqueness theorem implies that \( \phi \) is injective, and \( \phi \) is an isomorphism onto \( \text{im} \phi \). However, if we let \( V := E^0 \setminus \{w\} \), then the corner determined by \( V \) is \( VL_K(E)V = \text{im} \phi \). Moreover, since \( w \) is a regular vertex and a source, \( r(s^{-1}(w)) \subseteq V \), and \( \Sigma(V) = E^0 \). Hence \( \text{im} \phi \) is a full corner of \( L_K(E) \), and by Lemma 2.9 \( \text{im} \phi \) is Morita equivalent to \( L_K(E) \).

Definition 3.3 (Move (O): Outsplit at a Non-Sink). Let \( E = (E^0, E^1, r, s) \) be a graph, and let \( w \in E^0 \) be vertex that is not a sink. Partition \( s^{-1}(w) \) as a disjoint union of a finite number of nonempty sets

\[
s^{-1}(w) = \mathcal{E}_1 \sqcup \mathcal{E}_2 \sqcup \ldots \sqcup \mathcal{E}_n
\]

with the property that at most one of the \( \mathcal{E}_i \) is infinite. The graph \( E_O := (E^0_O, E^1_O, r_O, s_O) \) is defined by

\[
E^0_O := \{v^1 : v \in E^0 and v \neq w\} \cup \{w^1, \ldots, w^n\}
\]

\[
E^1_O := \{e^i : e \in E^1 and r(e) \neq w\} \cup \{e^1, \ldots, e^n : e \in E^1 and r(e) = w\}
\]

\[
r_{E_O}(e^i) := \begin{cases} r(e) & \text{if } e \in E^1 \text{ and } r(e) \neq w \\ w^i & \text{if } e \in E^1 \text{ and } r(e) = w \end{cases}
\]

\[
s_{E_O}(e^i) := \begin{cases} s(e) & \text{if } e \in E^1 \text{ and } s(e) \neq w \\ s(e)^j & \text{if } e \in E^1 \text{ and } s(e) = w \text{ with } e \in \mathcal{E}_j \end{cases}
\]

We call \( E_O \) the graph obtained by outsplitting \( E \) at \( w \), and say \( E_O \) is formed by performing Move (O) to \( E \).

Proposition 3.4 (Cf. Theorem 3.2 of [8]). Suppose \( E \) is a graph, \( w \in E^0 \) is vertex that is not a sink, and a partition

\[
s^{-1}(w) = \mathcal{E}_1 \sqcup \mathcal{E}_2 \sqcup \ldots \sqcup \mathcal{E}_n
\]

is chosen with the \( \mathcal{E}_i \) disjoint nonempty sets and at most one of the \( \mathcal{E}_i \) is infinite. Then for any field \( K \) it is the case that \( L_K(E_O) \) is isomorphic to \( L_K(E) \) via a graded isomorphism.

Proof. For \( v \in E^0 \) and \( e \in E^1 \) define

\[
P_v := \begin{cases} v^1 & \text{if } v \neq w \\ \sum_{i=1}^n w^i & \text{if } v = w \end{cases}
\]

\[
S_e := \begin{cases} e^1 & \text{if } r(e) \neq w \\ \sum_{i=1}^n e^i & \text{if } r(e) = w \end{cases}
\]

It is straightforward to verify that \( \{P_v, S_e, S_e^* : v \in E^0, e \in E^1\} \) is an \( E \)-family in \( L_K(E_O) \), and hence there exists a homomorphism \( \phi : L_K(E) \to L_K(E_O) \) with \( \phi(v) = P_v, \phi(e) = S_e \), and \( \phi(e^*) = S_e^* \) for all \( v \in E^0 \) and all \( e \in E^1 \). It is also straightforward to verify that \( \text{im} \phi = L_K(E_O) \) so that \( \phi \) is surjective. Since \( P_v \) has degree 0, \( S_e \) has degree 1, and \( S_e^* \) has degree \(-1\), we see that \( \phi \) is a graded homomorphism. Therefore, since \( \phi(v) = P_v \neq 0 \)
for all \( v \in E^0_{S_1} \), the graded uniqueness theorem implies that \( \phi \) is injective, and \( \phi \) is a graded isomorphism.

**Definition 3.5 (Move (I): Insplit at a Regular Non-Source).** Suppose that \( E = (E^0, E^1, r, s) \) is a graph, and let \( w \in E^0 \) be a regular vertex that is not a source. Partition \( r^{-1}(w) \) as a disjoint union of a finite number of nonempty sets

\[
    r^{-1}(w) = E_1 \sqcup E_2 \sqcup \ldots \sqcup E_n.
\]

The graph \( E_I := (E^0_I, E^1_I, r_I, s_I) \) is defined by

\[
    E^0_I := \{ v^1 : v \in E^0 \text{ and } v \neq w \} \cup \{ w^1, \ldots, w^n \}
\]

\[
    E^1_I := \{ e^1 : e \in E^1 \text{ and } s(e) \neq w \} \cup \{ e^1, \ldots, e^n : e \in E^1 \text{ and } s(e) = w \}
\]

\[
    r_{E_I}(e^i) := \begin{cases} 
        r(e)^1 & \text{if } e \in E^1 \text{ and } r(e) \neq w \\
        r(e)^j & \text{if } e \in E^1 \text{ and } r(e) = w \text{ with } e \in E_j
    \end{cases}
\]

\[
    s_{E_I}(e^i) := \begin{cases} 
        s(e)^1 & \text{if } e \in E^1 \text{ and } s(e) \neq w \\
        w^i & \text{if } e \in E^1 \text{ and } s(e) = w.
    \end{cases}
\]

We call \( E_I \) the graph obtained by insplitting \( E \) at \( w \), and say \( E_I \) is formed by performing Move (I) to \( E \).

**Proposition 3.6 (Cf. Theorem 5.3 of [8]).** Suppose \( E \) is a graph, \( w \in E^0 \) is a regular vertex that is not a source, and a partition

\[
    r^{-1}(w) = E_1 \sqcup E_2 \sqcup \ldots \sqcup E_n
\]

is chosen with the \( E_i \) disjoint nonempty sets. Let \( K \) be any field and define \( V := \{ v^1 : v \in E^0 \} \). Then \( V L_K(E_I) V \) is a full corner of \( L_K(E_I) \) that is isomorphic to \( L_K(E) \) via a graded isomorphism. Consequently, \( L_K(E_I) \) is Morita equivalent to \( L_K(E) \).

**Proof.** For \( v \in E^0 \) and \( e \in E^1 \) define \( P_v := v^1 \) and

\[
    S_e := \begin{cases} 
        e^1 & \text{if } r(e) \neq w \\
        \sum_{f \in E^1 : s(f) = w} e^1 f^1 (f^1)^* & \text{if } r(e) = w \text{ and } e \in E_i.
    \end{cases}
\]

It is straightforward to verify that \( \{ P_v, S_e, S_e^* : v \in E^0, e \in E^1 \} \) is an \( E \)-family in \( L_K(E_I) \), and hence there exists a homomorphism \( \phi : L_K(E) \to L_K(E_I) \) with \( \phi(v) = P_v, \phi(e) = S_e, \) and \( \phi(e^*) = S_e^* \) for all \( v \in E^0 \) and all \( e \in E^1 \). Since \( P_v \) has degree 0, \( S_e \) has degree 1, and \( S_e^* \) has degree \(-1\), we see that \( \phi \) is a graded homomorphism. Therefore, since \( \phi(v) = P_v \neq 0 \) for all \( v \in E^0 \), the graded uniqueness theorem implies that \( \phi \) is injective. In addition, if we let \( V := \{ v^1 : v \in E^0 \} \), then it is straightforward to verify that the corner determined by \( V \) is \( V L_K(E_I) V = \text{im} \phi \). Moreover, since \( w \) is a regular vertex in \( E \), \( w^i \) is a regular vertex in \( E_I \) for all \( 1 \leq i \leq n \), and hence \( \Sigma(V) = E^0 \). Hence \( \text{im} \phi \) is a full corner of \( L_K(E_I) \), and by Lemma 2.9 \( \text{im} \phi \) is Morita equivalent to \( L_K(E) \). \( \square \)
Remark we have $\Sigma(V)$ not graded. make this precise in the following theorem.

that determines a full corner for implementing the Morita equivalence. We done in a very concrete way — for each move we can describe a set of vertices Morita equivalence of the associated Leavitt path algebra; moreover, this is

\begin{definition}[Move (R): Reduction at a Regular Vertex]
Suppose that $E = (E^0, E^1, r, s)$ is a graph, and let $w \in E^0$ be a regular vertex with the property that $s(r^{-1}(w)) = \{x\}$, $s^{-1}(w) = \{f\}$, and $r(f) \neq w$. The graph $E_R := (E^0_R, E^1_R, r_R, s_R)$ is defined by

\begin{align*}
E^0_R & := E^0 \setminus \{w\} \\
E^1_R & := E^1 \setminus (\{f\} \cup r^{-1}(w)) \cup \{e_f : e \in E^1 \text{ and } r(e) = w\}
\end{align*}

$r_R(e) := r(e)$ if $e \in E^1 \setminus (\{f\} \cup r^{-1}(w))$ and $r_R(e_f) := r(f)$

$s_R(e) := s(e)$ if $e \in E^1 \setminus (\{f\} \cup r^{-1}(w))$ and $s_R(e_f) := s(e) = x$

We call $E_R$ the graph obtained by reducing $E$ at $w$, and say $E_R$ is a reduction of $E$ or that $E_I$ is formed by performing Move (R) to $E$.

\begin{proposition}[Cf. Section 3 of [22]]
Suppose $E$ is a graph and $w \in E^0$ is a regular vertex with the property that $s(r^{-1}(w)) = \{x\}$, $s^{-1}(w) = \{f\}$, and $r(f) \neq w$. If $K$ is a field, and if we set $V := E^0 \setminus \{w\}$, then $VL_K(E)\!\langle V \rangle$ is a full corner of $L_K(E)$ that is isomorphic to $L_K(E_R)$. Consequently, $L_K(E_R)$ is Morita equivalent to $L_K(E)$.
\end{proposition}

\begin{proof}
For each $v \in E^0_R$ define $P_v := v$. For $e \in E^1 \setminus (\{f\} \cup r^{-1}(w))$ define $S_e := e$ and for $e_f \in E^1_R$ define $S_{e_f} := ef$. It is straightforward to verify that $\{P_v, S_e, S^*_e : v \in E^0_R, e \in E^1_R\}$ is an $E_R$-family in $L_K(E)$, and hence there exists a homomorphism $\phi : L_K(E_R) \to L_K(E)$ with $\phi(v) = P_v$, $\phi(e) = S_e$, and $\phi(e^*) = S^*_e$ for all $v \in E^0_R$ and all $e \in E^1_R$. (Note that this homomorphism is not graded.) If $v \in E^0_R$, then we see that $\phi(v) = P_v \neq 0$. In addition, if $\alpha = e_1 \ldots e_n$ is a cycle in $E_R$ with no exits, then $\phi(\alpha) = \phi(e_1) \ldots \phi(e_n)$, where each $\phi(e_i)$ is equal to either $e_i$ or $e_i f$. Hence $\phi(\alpha)$ is a cycle of length greater than or equal to the length of $\alpha$, and in particular $\phi(\alpha)$ is a non-nilpotent element of nonzero degree. It follows from [7 Theorem 3.7] that $\phi$ is injective. In addition, if we let $V := E^0 \setminus \{w\}$, then it is straightforward to verify that the corner determined by $V$ is $VL_K(E)\!\langle V \rangle = \text{im} \phi$. Moreover, since $w$ emits exactly one edge $f$ to $r(f) \neq w$, we have $\Sigma(V) = E^0$. Hence $\text{im} \phi$ is a full corner of $L_K(E)$, and by Lemma 2.4 $\text{im} \phi$ is Morita equivalent to $L_K(E)$. \qed

\end{proof}

\begin{remark}
Note that the homomorphism described in Proposition 3.8 is not graded.

When applied to a graph, the four moves (S), (O), (I), and (R) preserve Morita equivalence of the associated Leavitt path algebra; moreover, this is done in a very concrete way — for each move we can describe a set of vertices that determines a full corner for implementing the Morita equivalence. We make this precise in the following theorem.

\begin{definition}
We let $\sim_M$ denote the equivalence relation on $S$ generated by the four moves (S), (O), (I), and (R). In other words, if $E, F \in S$, then $E \sim_M F$ if and only if there exists a finite sequence of graphs $E_0, E_1, \ldots, E_n$
such that $E_0 = E$, $E_n = F$, and for all $1 \leq i \leq n - 1$, either $E_i$ is obtained by applying one of the four moves (S), (O), (I), or (R) to $E_{i+1}$, or $E_{i+1}$ is obtained by applying one of the four moves (S), (O), (I), or (R) to $E_i$. If $E$ and $F$ are graphs and $E \sim_M F$, then we say $E$ is move equivalent to $F$.

**Theorem 3.11.** If $E$ and $F$ are graphs and $E \sim_M F$, then for any field $K$ it is the case that $L_K(E)$ is Morita equivalent to $L_K(F)$. Moreover, in this case there exists a finite sequence of graphs $E_0, E_1, \ldots, E_n$ with $E_0 = E$ and $E_n = F$, and there exist subsets of vertices $V_i \subseteq E_i^0$ and $W_i \subseteq E_{i+1}^0$ for each $0 \leq i \leq n - 1$ such that

(a) $V_i L_K(E_i) V_i$ is a full corner of $L_K(E_i)$ for $0 \leq i \leq n - 1$,

(b) $W_i L_K(E_{i+1}) W_i$ is a full corner of $L_K(E_{i+1})$ for $0 \leq i \leq n - 1$, and

(c) $V_i L_K(E_i) V_i \cong W_i L_K(E_{i+1}) W_i$ for $0 \leq i \leq n - 1$.

**Proof.** It is shown in Proposition 3.2, Proposition 3.4, Proposition 3.6, and Proposition 3.8 that when the moves (S), (O), (I), and (R) are applied to graphs they each preserve Morita equivalence of the associated Leavitt path algebras, and moreover, if one graph is obtained from another via one of these moves, then the Leavitt path algebra of one graph is isomorphic to a full corner of the other graph, and this full corner is determined by a set of vertices in the graph.

We make some remarks about the four moves (S), (O), (I), and (R).

**Remark 3.12.** Move (O) preserves the isomorphism class of the associated Leavitt path algebra, but in general the other three moves preserve only Morita equivalence and not isomorphism class. Moves (S), (O), and (I) preserve the grading of the associated Leavitt path algebras, but move (R) does not.

**Remark 3.13.** Moves (S), (I), and (R) must be performed at regular vertices. Move (O) is the only move we can perform at a singular vertex, and Move (O) may be performed at a regular vertex or an infinite emitter, but not at a sink. When Move (O) is performed at an infinite emitter, only one of the sets in the partitioned outgoing edges is allowed to be infinite, so the number of infinite emitters in the graph stays the same. As a result, we see that each of the moves (S), (O), (I), and (R) preserves the number of singular vertices in a graph.

**Corollary 3.14.** If $E$ and $F$ are graphs with a finite number of vertices and $E \sim_M F$, then $|E_{\text{sing}}^0| = |F_{\text{sing}}^0|$.

4. Simple Graphs

If $\alpha = e_1 e_2 \ldots e_n$ is a cycle, an exit for $\alpha$ is an edge $f \in E^1$ such that $s(f) = s(e_i)$ and $f \neq e_i$ for some $i$. A graph is said to satisfy Condition (L) if every cycle in the graph has an exit. An infinite path in a graph $E$ is an infinite sequence of edge $\mu := e_1 e_2 \ldots$ with $r(e_i) = s(e_{i+1})$ for all $i \in \mathbb{N}$. A graph $E$ is called cofinal if whenever $\mu := e_1 e_2 \ldots$ is an infinite path in
and \( v \in E^0 \), then there exists a finite path \( \alpha \in E^* \) with \( s(\alpha) = v \) and \( r(\alpha) = s(e_i) \) for some \( i \in \mathbb{N} \).

**Definition 4.1.** We say that a graph \( E \) is **simple** if \( E \) satisfies the following three conditions:

1. \( E \) is cofinal,
2. \( E \) satisfies Condition (L), and
3. whenever \( v \in E^0 \) and \( w \in E^0_{\text{sing}} \), there exists a path \( \alpha \in E^* \) with \( s(\alpha) = v \) and \( r(\alpha) = w \).

We let \( S \) denote the collection of (isomorphism classes) of simple graphs.

**Proposition 4.2.** If \( E \) is a graph, then the following are equivalent:

1. The graph \( E \) is simple.
2. The Leavitt path algebra \( L_K(E) \) is simple for any field \( K \).
3. The graph \( C^* \)-algebra \( C^*(E) \) is simple.

In addition, the collection \( S \) of all simple graphs is closed under the moves (S), (O), (I), (R), and their inverses.

**Proof.** The equivalence of (1), (2), and (3) is well known. The equivalence of (1) and (2) is proven in [24, Proposition 6.18] and [24, Proposition 6.20]. The equivalence of (1) and (3) follows from [23, Theorem 12] and [24, Proposition 6.20].

To establish the final claim, we observe that if \( E \in S \), then \( L_K(E) \) is simple. It follows from Proposition 3.2, Proposition 3.4, Proposition 3.6, and Proposition 3.8 that the moves (S), (O), (I), (R), and their inverses preserve Morita equivalence of the Leavitt path algebra and hence produce simple graphs. Thus \( S \) is closed under the moves (S), (O), (I), (R), and their inverses. (Alternatively, one can verify directly from the definitions that each of the moves (S), (O), (I), (R), and their inverses preserve cofinality, Condition (L), and reachability of singular vertices.) \( \square \)

**Proposition 4.3.** If \( E \) is a simple graph and \( E \) contains an infinite emitter, then \( E \) contains a cycle, the graph \( C^* \)-algebra \( C^*(E) \) is purely infinite, and the Leavitt path algebra \( L_K(E) \) is purely infinite for any field \( K \).

**Proof.** Let \( E \) be a simple graph, and suppose that \( v \in E^0 \) is an infinite emitter. Choose \( e \in E^1 \) with \( s(e) = v \). Since \( E \) is simple, there is a path from \( r(e) \) to the infinite emitter \( v = s(e) \). Hence \( E \) contains a cycle. It follows from the dichotomy for simple graph \( C^* \)-algebras that \( C^*(E) \) is purely infinite, and it follows from the dichotomy for Leavitt path algebras that \( L_K(E) \) is purely infinite for any field \( K \). \( \square \)

5. **Computing the algebraic \( K \)-theory of Leavitt path algebras and the topological \( K \)-theory of graph \( C^* \)-algebras**

In this section we discuss methods for computing the algebraic \( K \)-theory of a Leavitt path algebra and the topological \( K \)-theory of a graph \( C^* \)-algebra. We also make some observation about these computations in the
case when the graph has a finite number of vertices (or, equivalently, when the Leavitt path algebras and the graph \( C^* \)-algebra are unital).

Throughout this section, whenever \( K \) is a field we let \( K^\times := K \setminus \{0\} \) denote the units of \( K \). We often view the set of units as an abelian group \((K^\times, \cdot)\) under the operation of the field multiplication. In addition, for any group \( G \) and any cardinal number \( n \), we let \( G^n \) denote the direct sum of \( n \) copies of \( G \). Note that \( n \) is allowed to be infinite.

**Proposition 5.1.** Let \( E \) be a graph and decompose the vertices of \( E \) as \( E_0 = E_0\text{reg} \sqcup E_0\text{sing} \), and with respect to this decomposition write the vertex matrix of \( E \) as

\[
A_E = \begin{pmatrix} B_E & C_E \end{pmatrix}
\]

where \( B_E \) and \( C_E \) have entries in \( \mathbb{Z} \) and the *'s have entries in \( \mathbb{Z} \cup \{\infty\} \). For each \( v \in E_0 \), let \( \delta_v \in \mathbb{Z}^{E_0} \) denote the vector with 1 in the \( v \)th position and 0’s elsewhere, and for \( x \in \mathbb{Z}^{E_0} \) let \([x]\) denote the equivalence class of \( x \) in \( \text{coker} \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right) \).

(a) The topological \( K \)-theory of the graph \( C^* \)-algebra may be calculated as follows: We have \( K_{0}^{\text{top}}(C^*(E)) \cong \text{coker} \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right) \) via an isomorphism that takes \([p_v]_0 \mapsto [\delta_v]\) and takes the positive cone of \( K_{0}^{\text{top}}(C^*(E)) \) to the cone of \( \text{coker} \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right) \) generated by the elements

\[
\{ [p_v - \sum_{e \in F}s_es_e^*] : v \in E_0, F \subseteq s^{-1}(v), \text{ and } F \text{ finite} \},
\]

and we have

\[
K_{1}^{\text{top}}(C^*(E)) \cong \ker \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right).
\]

(b) If \( K \) is any field, then the algebraic \( K \)-theory of the Leavitt path algebra \( L_K(E) \) may be calculated as follows: We have \( K_{0}^{\text{alg}}(L_K(E)) \cong \text{coker} \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right) \) via an isomorphism that takes \([v]_0 \mapsto [\delta_v]\) and takes the positive cone of \( K_{0}^{\text{alg}}(L_K(E)) \) to the cone of \( \text{coker} \left( \begin{pmatrix} B_t^E - I & C_t^E \end{pmatrix} : \mathbb{Z}^{E_0\text{reg}} \to \mathbb{Z}^{E_0} \right) \) generated by the elements

\[
\{ [v - \sum_{e \in F}ee^*] : v \in E_0, F \subseteq s^{-1}(v), \text{ and } F \text{ finite} \},
\]
and we have

\[ K_1^\text{alg}(L_K(E)) \cong \ker \left( \begin{pmatrix} B_E^l - I \\ C_E^l \end{pmatrix} : \mathbb{Z}^{E_0} \to \mathbb{Z}^{E_0} \right) \oplus \text{coker} \left( \begin{pmatrix} B_E^l - I \\ C_E^l \end{pmatrix} : (K_1^\text{alg}(K))^{E_0} \to (K_1^\text{alg}(K))^{E_0} \right) \]

with \((K_1^\text{alg}(K), +) \cong (K^\times, \cdot)\). Moreover, there is a long exact sequence

\[ K_n^\text{alg}(K)^{E_0} \to K_n^\text{alg}(L_K(E)) \to K_{n-1}^\text{alg}(K)^{E_0} \]

for \(n \in \mathbb{Z}\).

Proof. The result of Part (a) follows from \([9, \text{Proposition 3.8}]\). For Part (b), when \(E\) is row-finite the computation of \(K_0^\text{alg}(L_K(E))\) and \(K_1^\text{alg}(L_K(E))\) is established in \([5, \text{Corollary 7.7}]\), and the long exact sequence follows from \([5, \text{Theorem 7.6}]\). When \(E\) is not row-finite, we apply the desingularization construction introduced in \([12]\). It follows from \([2, \text{Theorem 5.2}]\) that the desingularization preserves the Morita equivalence of the associated Leavitt path algebras, and hence does not change the isomorphism classes of the \(K_0^\text{alg}\)-group and \(K_1^\text{alg}\)-group. The computation above then follows from the row-finite case and \([13, \text{Lemma 2.3}]\). Moreover, the claim about the positive cone of \(K_0^\text{alg}\) is established in \([17, \text{Theorem 4.9}]\). Also, since \(K\) is a field, we have \((K_1^\text{alg}(K), +) \cong (K^\times, \cdot)\). \(\square\)

Remark 5.2. When we write \(K_1^\text{alg}(K)\) additively, the matrix multiplication

\[ \begin{pmatrix} B_E^l - I \\ C_E^l \end{pmatrix} : (K_1^\text{alg}(K))^{E_0} \to (K_1^\text{alg}(K))^{E_0} \]

is the usual matrix multiplication. If we make the identification \((K_1^\text{alg}(K), +) \cong (K^\times, \cdot)\), we shall then write \( \begin{pmatrix} B_E^l - I \\ C_E^l \end{pmatrix} : (K^\times)^{E_0} \to (K^\times)^{E_0} \), however, it is important the reader keep in mind that the group operation on \(K^\times\) is written multiplicatively, not additively. For example, if we write \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} : (K^\times)^2 \to (K^\times)^2 \), then this map takes \(\begin{pmatrix} x \\ y \end{pmatrix} \in (K^\times)^2\) to the element \(\begin{pmatrix} x^a y^b \\ x^c y^d \end{pmatrix} \in (K^\times)^2\).

Using this \(K\)-theory computation, we can derive a number of corollaries regarding graphs with finitely many vertices.

Corollary 5.3. If \(E\) is a graph with finitely many vertices, then there exists \(d_1, \ldots, d_k \in \{2, 3, 4, \ldots\}\) and \(m \in \mathbb{N} \cup \{0\}\) such that \(d_i \mid d_{i+1}\) for all \(1 \leq i \leq k - 1\), the topological \(K\)-theory of \(C^*(E)\) is given by

\[ K_0^\text{top}(C^*(E)) \cong \mathbb{Z}_{d_1} \oplus \cdots \oplus \mathbb{Z}_{d_k} \oplus \mathbb{Z}^m \oplus |E_{\text{sing}}| \]
\[ K_1^{\text{top}}(C^*(E)) \cong \mathbb{Z}^m, \]

and for any field \( K \) the algebraic \( K \)-theory of \( L_K(E) \) is given by
\[ K_0^{\text{alg}}(L_K(E)) \cong \mathbb{Z}_{d_1} \oplus \ldots \oplus \mathbb{Z}_{d_k} \oplus \mathbb{Z}^{m+|E_0^0|} \]
\[ K_1^{\text{alg}}(L_K(E)) \cong \mathbb{Z}^m \oplus K^\times / \langle x^{d_1} : x \in K^\times \rangle \oplus \ldots \]
\[ \ldots \oplus K^\times / \langle x^{d_k} : x \in K^\times \rangle \oplus (K^\times)^{m+|E^0_\text{sing}|}. \]

**Proof.** Consider the matrix \( (B^t_E - I)/C^t_E \). The Smith normal form over the integers for this matrix has the form \( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \), where 0 is the \( |E_\text{reg}| \times |E^0_\text{reg}| \) matrix of all 0’s, and \( D \) is the \( |E^0_\text{reg}| \times |E^0_\text{reg}| \) diagonal matrix
\[ D = \text{diag}(1, \ldots, 1, d_1, \ldots, d_k, 0, \ldots, 0) \]
with \( n \) values of 1 along the diagonal for some \( n \in \mathbb{N} \cup \{0\} \), the values \( d_1, \ldots, d_k \) are integers that are 2 or larger with \( d_i \mid d_{i+1} \) for all \( 1 \leq i < k - 1 \), and \( m \) values of 0 appearing along the diagonal for some \( m \in \mathbb{N} \cup \{0\} \).

The topological \( K \)-theory of \( C^*(E) \) is then given by
\[ K_0^{\text{top}}(C^*(E)) \cong \text{coker} \left( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^{|E^0_\text{reg}|} \to \mathbb{Z}^{|E^0_\text{reg}|} \right) \cong \mathbb{Z}_{d_1} \oplus \ldots \oplus \mathbb{Z}_{d_k} \oplus \mathbb{Z}^{m+|E^0_\text{sing}|} \]
and
\[ K_1^{\text{top}}(C^*(E)) \cong \text{ker} \left( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^{|E^0_\text{reg}|} \to \mathbb{Z}^{|E^0_\text{reg}|} \right) \cong \mathbb{Z}^m. \]

For any field \( K \), the algebraic \( K \)-theory of \( L_K(E) \) is given by
\[ K_0^{\text{alg}}(L_K(E)) \cong \text{coker} \left( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^{|E^0_\text{reg}|} \to \mathbb{Z}^{|E^0_\text{reg}|} \right) \cong \mathbb{Z}_{d_1} \oplus \ldots \oplus \mathbb{Z}_{d_k} \oplus \mathbb{Z}^{m+|E^0_\text{sing}|} \]
and
\[ K_1^{\text{alg}}(L_K(E)) \cong \text{ker} \left( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^{|E^0_\text{reg}|} \to \mathbb{Z}^{|E^0_\text{reg}|} \right) \oplus \text{coker} \left( \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} : (K^\times)^{|E^0_\text{reg}|} \to (K^\times)^{|E^0_\text{reg}|} \right) \]
\[ \cong \mathbb{Z}^m \oplus K^\times / \langle x^{d_1} : x \in K^\times \rangle \oplus \ldots \]
\[ \ldots \oplus K^\times / \langle x^{d_k} : x \in K^\times \rangle \oplus (K^\times)^{m+|E^0_\text{sing}|}. \]

**Corollary 5.4.** If \( E \) is a graph with a finite number of vertices, then \( K_0(C^*(E)) \) and \( K_1(C^*(E)) \) are finitely generated abelian groups, and
\[ |E^0_\text{sing}| = \text{rank } K_0^{\text{top}}(C^*(E)) - \text{rank } K_1^{\text{top}}(C^*(E)). \]
Consequently, if \( E \) and \( F \) are graphs with a finite number of vertices, and if \( C^*(E) \) is strongly Morita equivalent to \( C^*(F) \), then \( |E^0_\text{sing}| = |F^0_\text{sing}|. \)
Corollary 5.5. Let $E$ and $F$ be graphs that each have a finite number of vertices. The following are equivalent:

1. $K_0^{\text{top}}(C^*(E)) \cong K_0^{\text{top}}(C^*(F))$ and $K_1^{\text{top}}(C^*(E)) \cong K_1^{\text{top}}(C^*(F))$
2. $K_0^{\text{top}}(C^*(E)) \cong K_0^{\text{top}}(C^*(F))$ and $|E_0^\text{sing}| = |F_0^\text{sing}|$.

6. Comparison of algebraic $K$-theory of Leavitt path algebras and topological $K$-theory of graph $C^*$-algebras

In this section we examine the relationship between the topological $K$-theory of a graph $C^*$-algebra and the algebraic $K$-theory of the corresponding Leavitt path algebra for the graph. Interestingly, we find that this relationship depends on the field.

As in the previous section, if $K$ is a field, we let $K^\times := K \setminus \{0\}$ denote the units of $K$. Also, for any group $G$ and any cardinal number $n$, we let $G^n$ denote the direct sum of $n$ copies of $G$.

Definition 6.1. Let $G$ be an abelian group. We say $G$ has no free quotients if whenever $H$ is a proper subgroup of $G$, then the quotient $G/H$ is not a free abelian group. (If $G$ is not a group with no free quotients, we say $G$ has a free quotient or $G$ is a group with free quotients.)

Proposition 6.2. Let $G$ be an abelian group. Then the following are equivalent:

1. $G$ has no free quotients.
2. $G$ is not a direct sum of a free abelian group; i.e., If $H$ and $K$ are abelian groups and $G \cong H \oplus K$, then neither $H$ nor $K$ is a nonzero free abelian group.
3. For every free abelian group $F$, it is the case that $\text{Hom}_\mathbb{Z}(G, F) = \{0\}$.

Proof. (1) $\Rightarrow$ (3). Suppose that $G$ has no free quotients. Let $F$ be a free abelian group, and let $\phi : G \to F$ be a group homomorphism. Then $\text{im } \phi$ is a free abelian group, because subgroups of free abelian groups are free abelian. Since $G/\ker \phi \cong \phi$, and $G$ has no free quotients, it follows that $\ker \phi = G$ and $\phi = 0$.

(3) $\Rightarrow$ (2). Suppose that $H$ and $K$ are abelian groups and that $G \cong H \oplus K$. Then the homomorphism $\pi_1 : H \oplus K \to H$ given by $\pi_1(h, k) = h$ is surjective, and the homomorphism $\pi_2 : H \oplus K \to K$ given by $\pi_2(h, k) = k$ is surjective. Hence (3) implies that neither $H$ nor $K$ are nonzero free abelian groups.

(2) $\Rightarrow$ (1). We shall establish the contrapositive. Suppose that $G$ has a free quotient; that is, there exists a proper subgroup $H$ of $G$ such that $G/H$ is a free abelian group. The fact that $G/H$ is free implies that the exact sequence $0 \to H \to G \to G/H \to 0$ is split exact. Hence $G \cong H \oplus G/H$. Since $H$ is a proper subgroup, $G/H$ is a nonzero free group, and (2) does not hold.

Abelian groups with no free quotients will be useful for us due to the following lemma.
Lemma 6.3. Suppose that $F_1$ and $F_2$ are free abelian groups and that $G_1$ and $G_2$ are abelian groups with no free quotients. If $F_1 \oplus G_1 \cong F_2 \oplus G_2$, then $F_1 \cong F_2$ and $G_1 \cong G_2$.

Proof. Let $\phi : F_1 \oplus G_1 \to F_2 \oplus G_2$ be an isomorphism. Consider the group homomorphism $\iota : G_1 \to F_1 \oplus G_1$ given by $\iota(g) := (0, g)$, and the group homomorphism $\pi : F_2 \oplus G_2 \to F_2$ given by $\pi(f, g) = f$. Since the composition $\pi \circ \phi \circ \iota : G_1 \to F_2$ is a homomorphism, $F_2$ is a free abelian group, and $G_1$ is an abelian group with no free quotients, it follows that $\pi \circ \phi \circ \iota = 0$.

Thus, $\text{im}(\phi \circ \iota) \subseteq 0 \oplus G_2$ which implies that $\phi(0 \oplus G_1) \subseteq 0 \oplus G_2$. A similar argument using $\phi^{-1}$ in place of $\phi$ shows that $\phi^{-1}(0 \oplus G_2) \subseteq 0 \oplus G_1$. Hence $\phi(0 \oplus G_1) = 0 \oplus G_2$, and we may conclude that $G_1 \cong G_2$. In addition, $F_1 \cong (F_1 \oplus G_1)/(0 \oplus G_1) \cong (F_2 \oplus G_2)/\phi(0 \oplus G_1) = (F_2 \oplus G_2)/(0 \oplus G_2) \cong F_2$. \hfill \Box

Proposition 6.4. The class of abelian groups that have no free quotients is closed under (possibly infinite) direct sums and quotients.

Proof. It is easy to see that the class is closed under taking quotients, since quotients of quotients are quotients.

To see that the class is closed under direct sums, let $\{G_i\}_{i \in I}$ be a collection of abelian groups with no free quotients. To show $\bigoplus_{i \in I} G_i$ has no free quotients, it suffices to show that if $F$ is a free group and $\phi : \bigoplus_{i \in I} G_i \to F$ is a group homomorphism, then $\phi$ is the zero map. To this end, for each $i \in I$ let $h_i : G_i \to \bigoplus_{i \in I} G_i$ be the homomorphism sending an element $a \in G_i$ to the element $h_i(a) \in \bigoplus_{i \in I} G_i$ that has $a$ in the $i^{th}$ coordinate and 0 elsewhere. For any $x \in \bigoplus_{i \in I} G_i$, we may write $x = \sum_{i \in I} h_i(a_i)$ where $a_i \in G_i$ for all $i \in I$ and all but finitely many of the $a_i$ are zero. The fact that $G_i$ has no free quotients implies that the homomorphism $\phi \circ h_i : G_i \to F$ is zero for all $i \in I$. Thus $\phi(x) = \phi(\sum_{i \in I} h_i(a_i)) = \sum_{i \in I} \phi(h_i(a_i)) = 0$. Since $x \in \bigoplus_{i \in I} G_i$ was arbitrary, the map $\phi : \bigoplus_{i \in I} G_i \to F$ is the zero homomorphism, and $\bigoplus_{i \in I} G_i$ has no free quotients. \hfill \Box

We now consider several sufficient conditions for an abelian group to have no free quotients.

Definition 6.5. Let $(G, +)$ be an abelian group. We make the following definitions:

(a) We say $G$ is divisible if for every $y \in G$ and for every $n \in \mathbb{N}$ there exists $x \in G$ such that $nx = y$.

(b) If $p$ is a prime, we say $G$ is $p$-divisible if for every $y \in G$ and for every $k \in \mathbb{N}$, there exists $x \in G$ such that $p^k x = y$.

(c) We say that $G$ is weakly divisible if for every $y \in G$ and for every $N \in \mathbb{N}$ there exist $n \geq N$ and $x \in G$ such that $nx = y$.

Remark 6.6. The terms “divisible” and “$p$-divisible” are established terminology in group theory, while “weakly divisible” is a term we introduce here. It is fairly easy to see that an abelian group is divisible if and only if it is
$p$-divisible for every prime $p$. In addition, if $G$ is $p$-divisible for some prime $p$, then $G$ is weakly divisible.

**Proposition 6.7.** If $G$ is a weakly divisible abelian group, then $G$ has no free quotients.

**Proof.** To begin, we see that in a free abelian group the only element that is divisible by arbitrarily large $n \in \mathbb{N}$ is the zero element. Therefore, no nontrivial weakly divisible abelian group is free abelian. Likewise, since any quotient of a weakly divisible group is weakly divisible, we see that no nontrivial quotient of a weakly divisible group is free abelian. Hence a weakly divisible abelian group has no free quotients. □

**Remark 6.8.** Note that if $(G, \cdot)$ is an abelian group with the group operation written multiplicatively instead of additively, then $G$ is divisible if every element has an $n$th-root in $G$ for all $n \in \mathbb{N}$, $G$ is $p$-divisible if every element has a $(p^n)_k$th-root in $G$ for all $k \in \mathbb{N}$, and $G$ is weakly divisible if every element has an $n$th-root in $G$ for arbitrarily large $n$.

**Definition 6.9.** If $K$ is a field, we say that $K$ has no free quotients if the group of units $(K^\times, \cdot)$ is an abelian group that has no free quotients. (If $K$ is not a field with no free quotients, we say $K$ has a free quotient.)

**Proposition 6.10.** The class of fields with no free quotients contains the following:

- All fields $K$ such that $(K^\times, \cdot)$ is a torsion group.
- All fields $K$ such that $(K^\times, \cdot)$ is weakly divisible. (This includes all fields $K$ such that $(K^\times, \cdot)$ is $p$-divisible for some prime $p$, and it also includes all fields $K$ such that $(K^\times, \cdot)$ is divisible.)
- All algebraically closed fields.
- All fields that are perfect with characteristic $p > 0$.
- All finite fields.
- The field $\mathbb{C}$ of complex numbers.
- The field $\mathbb{R}$ of real numbers.

**Proof.** If $K$ is a field and $(K^\times, \cdot)$ is a torsion group, then any nonzero quotient of $K^\times$ has torsion and is not a free group, so that $K$ has no free quotients. If $K$ is a field and $(K^\times, \cdot)$ is weakly divisible, then it follows from Proposition 6.7 that $K$ has no free quotients. If $K$ is algebraically closed, then for any $y \in K^\times$ and any $n \in \mathbb{N}$, the equation $x^n = y$ in the variable $x$ has a nonzero root in $K$, implying $(K^\times, \cdot)$ is divisible and hence also weakly divisible. If $K$ is perfect with characteristic $p > 0$, then the Frobenius endomorphism $x \mapsto x^p$ is an automorphism, and every element of $K$ has a $p^n$th-root, which implies that $(K^\times, \cdot)$ is $p$-divisible, and hence weakly divisible. If $K$ is a finite field, then $K$ is perfect with characteristic $p > 0$, and thus covered by the prior case. The field $\mathbb{C}$ of complex numbers is algebraically closed, and thus covered by a prior case. Since every real number has a real cube root, the field $\mathbb{R}$ of real numbers is 3-divisible, and thus weakly divisible, and covered by a prior case. □
The following proposition shows us that \( \mathbb{Q} \) is not a field with no free quotients.

**Proposition 6.11.** If \( \mathbb{Q} \) is the field of rational numbers, then \((\mathbb{Q}^\times, \cdot) \cong (\mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots, +)\).

**Proof.** List the positive prime integers in increasing order as \( p_1, p_2, p_3, \ldots \) (So, in particular, \( p_1 = 2, p_2 = 3, p_3 = 5, \ldots \)) Then it is straightforward to verify that the map from \( \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots \to \mathbb{Q}^\times \) given by
\[
([m], n_1, n_2, n_3, \ldots) \mapsto (-1)^m p_1^{n_1} p_2^{n_2} p_3^{n_3} \ldots
\]
is a group isomorphism from \((\mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots, +)\) onto \((\mathbb{Q}^\times, \cdot)\). \( \square \)

**Remark 6.12.** Proposition 6.11 shows that \( \mathbb{Q} \) is not a field with no free quotients. Since \( \mathbb{Q} \) is a perfect field of characteristic 0, we see that the condition \( p > 0 \) cannot be removed in the fourth bulleted point of Proposition 6.10.

**Theorem 6.13.** Let \( E \) and \( F \) be graphs.

1. If \( K_0^\text{alg}(L_K(E)) \cong K_0^\text{alg}(L_K(F)) \), then \( K_0^\text{top}(C^*(E)) \cong K_0^\text{top}(C^*(F)) \). In addition, if the isomorphism from \( K_0^\text{alg}(L_K(E)) \) to \( K_0^\text{alg}(L_K(F)) \) is an order isomorphism, then there is an order isomorphism from \( K_0^\text{top}(C^*(E)) \) onto \( K_0^\text{top}(C^*(F)) \).

2. If \( K \) is a field with no free quotients (see Definition 6.4 and Definition 6.7), and if \( K_1^\text{alg}(L_K(E)) \cong K_1^\text{alg}(L_K(F)) \), then \( K_1^\text{top}(C^*(E)) \cong K_1^\text{top}(C^*(F)) \).

**Proof.** Part (1) follows from Proposition 5.1, which shows that for any graph \( E \) the group \( K_0^\text{top}(C^*(E)) \) is order isomorphic to \( K_0^\text{alg}(L_K(E)) \).

For Part (2), we use Proposition 5.1(b) to write
\[
K_1^\text{alg}(L_K(E)) \cong \ker \left( \left( \frac{B_E^t - I}{C_E^t} \right) : \mathbb{Z}_{\text{reg}}^{E_0} \to \mathbb{Z}^{E_0} \right) \\
\oplus \text{coker} \left( \left( \frac{B_E^t - I}{C_E^t} \right) : (K^\times)^{E_0}_{\text{reg}} \to (K^\times)^{E_0} \right)
\]
and
\[
K_1^\text{alg}(L_K(F)) \cong \ker \left( \left( \frac{B_F^t - I}{C_F^t} \right) : \mathbb{Z}_{\text{reg}}^{F_0} \to \mathbb{Z}^{F_0} \right) \\
\oplus \text{coker} \left( \left( \frac{B_F^t - I}{C_F^t} \right) : (K^\times)^{F_0}_{\text{reg}} \to (K^\times)^{F_0} \right)
\]
Since \( \mathbb{Z}_{\text{reg}}^{E_0} \) and \( \mathbb{Z}_{\text{reg}}^{F_0} \) are free abelian groups, it follows that the subgroups
\[
\ker \left( \left( \frac{B_E^t - I}{C_E^t} \right) : \mathbb{Z}_{\text{reg}}^{E_0} \to \mathbb{Z}^{E_0} \right) \quad \text{and} \quad \ker \left( \left( \frac{B_F^t - I}{C_F^t} \right) : \mathbb{Z}_{\text{reg}}^{F_0} \to \mathbb{Z}^{F_0} \right)
\]
are free abelian groups. In addition, since \( K \) is a field with no free quotients, \( K^\times \) is a group with no free quotients, and it follows from Proposition 6.3.
also shows that the direct sums \((K^\times)^{E_0}\) and \((K^\times)^{F_0}\) are abelian groups with no free quotients, and that the quotients
\[
coker \left( \left( \frac{B_E^t - I}{C_E^t} \right) : (K^\times)^{E_{\text{reg}}} \to (K^\times)^{E_0} \right)
\]
and
\[
coker \left( \left( \frac{B_F^t - I}{C_F^t} \right) : (K^\times)^{F_{\text{reg}}} \to (K^\times)^{F_0} \right)
\]
are abelian groups with no free quotients. Since \(K_1^{\text{alg}}(L_K(E)) \cong K_1^{\text{alg}}(L_K(F))\), it follows from Lemma 6.3 that
\[
\ker \left( \left( \frac{B_E^t - I}{C_E^t} \right) : \mathbb{Z}^{E_{\text{reg}}} \to \mathbb{Z}^{E_0} \right) \cong \ker \left( \left( \frac{B_F^t - I}{C_F^t} \right) : \mathbb{Z}^{F_{\text{reg}}} \to \mathbb{Z}^{F_0} \right).
\]

It then follows from Proposition 5.1 that \(K_1^{\text{top}}(C^*(E)) \cong K_1^{\text{top}}(C^*(F))\). \(\square\)

In the next corollary we use Proposition 5.1 and Theorem 6.13 allow us to deduce relationships among the algebraic \(K\)-groups of Leavitt path algebras, the topological \(K\)-groups of graph \(C^*\)-algebras, and the number of singular vertices in the graphs (cf. Corollary 5.4 and Corollary 5.5).

**Corollary 6.14.** Let \(E\) and \(F\) be graphs that each have a finite number of vertices, let \(K\) be a field, and consider the following statements:

1. \(K_0^{\text{top}}(C^*(E)) \cong K_0^{\text{top}}(C^*(F))\) and \(K_1^{\text{top}}(C^*(E)) \cong K_1^{\text{top}}(C^*(F))\).
2. \(K_0^{\text{alg}}(L_K(E)) \cong K_0^{\text{alg}}(L_K(F))\) and \(|E_0^{\text{sing}}| = |F_0^{\text{sing}}|\).
3. \(K_0^{\text{alg}}(L_K(E)) \cong K_0^{\text{alg}}(L_K(F))\) and \(K_1^{\text{alg}}(L_K(E)) \cong K_1^{\text{alg}}(L_K(F))\).

In general, we have the following implications:

\[ (1) \iff (2) \implies (3). \]

If, in addition, \(K\) is a field with no free quotients, then the implication \((3) \implies (2)\) also holds, so that all three statements are equivalent when \(K\) is a field with no free quotients.

**Proof.** That \((1) \iff (2)\) follows from Corollary 5.5 and the fact that \(K_0^{\text{top}}(C^*(E)) \cong K_0^{\text{alg}}(L_K(E))\) by Proposition 5.1.

To deduce \((2) \implies (3)\), we use Corollary 5.3 to obtain
\[
K_0^{\text{alg}}(L_K(E)) \cong \mathbb{Z}_{d_1} \oplus \ldots \oplus \mathbb{Z}_{d_k} \oplus \mathbb{Z}^{m_1 + |E_0^{\text{sing}}|}
\]
\[
K_1^{\text{alg}}(L_K(E)) \cong \mathbb{Z}^{m_1} \oplus K^\times/\langle x^{d_1}, \ldots, x^{d_k} : x \in K^\times \rangle \oplus \ldots
\]
\[
\ldots \oplus K^\times/\langle x^{d_k} : x \in K^\times \rangle \oplus (K^\times)^{m_1 + |E_0^{\text{sing}}|}
\]
for some \(m_1 \in \mathbb{N} \cup \{0\}\) and with \(d_i \mid d_{i+1}\) for \(1 \leq i \leq k - 1\). Corollary 5.3 also shows that
\[
K_0^{\text{alg}}(L_K(F)) \cong \mathbb{Z}_{e_1} \oplus \ldots \oplus \mathbb{Z}_{e_k} \oplus \mathbb{Z}^{m_2 + |F_0^{\text{sing}}|}
\]
\[
K_1^{\text{alg}}(L_K(F)) \cong \mathbb{Z}^{m_2} \oplus K^\times/\langle x^{e_1}, \ldots, x^{e_k} : x \in K^\times \rangle \oplus \ldots
\]
\[
\ldots \oplus K^\times/\langle x^{e_k} : x \in K^\times \rangle \oplus (K^\times)^{m_2 + |F_0^{\text{sing}}|}.
\]
for some $m_2 \in \mathbb{N} \cup \{0\}$ and with $e_i | e_{i+1}$ for $1 \leq i \leq l - 1$. Since we have $K_0^{\text{alg}}(L_K(E)) \cong K_0^{\text{alg}}(L_K(F))$ by hypothesis, it follows that

$$m_1 + |E_{\text{sing}}^0| = \text{rank } K_0^{\text{alg}}(L_K(E)) = \text{rank } K_0^{\text{alg}}(L_K(F)) = m_2 + |E_{\text{sing}}^0|,$$

and the fact that $|E_{\text{sing}}^0| = |E_{\text{sing}}^0|$ then implies that $m_1 = m_2$. Since $(d_1, d_2, \ldots, d_k)$ and $(e_1, e_2, \ldots, e_{l\ell})$ are the invariant factors of $K_0^{\text{alg}}(L_K(E))$ and $K_0^{\text{alg}}(L_K(F))$, respectively, we have that $\ell = k$ and $d_i = e_i$. It follows that $K_1^{\text{alg}}(L_K(E)) \cong K_1^{\text{alg}}(L_K(F))$.

If, in addition, $K$ is a field with no free quotients, then Theorem 6.13 shows that (3) $\implies$ (1), and since (1) $\iff$ (2) from above, we have (3) $\implies$ (2).

\begin{proof}
Let $SE$ be the stabilized graph of $E$ formed by attaching an infinite head to each vertex of $E$ (see [3, Definition 9.1 and Definition 9.4]. By [3, Proposition 9.8], we have $M_\infty(L_K(E)) \cong L_K(\mathcal{S}E)$ (as $K'$-algebras) and $M_\infty(L_K(E)) \cong L_K(SE)$ (as $K$-algebras). By [25, Theorem 8.1], $K' \otimes_K L_K(SE) \cong L_K(SE)$ as $(K'$-algebras). Hence

$$K' \otimes_K M_\infty(L_K(E)) \cong K' \otimes_K L_K(SE) \cong L_K(\mathcal{S}E) \cong M_\infty(L_K'(E))$$

where all the isomorphisms are as $K$-algebras.

In addition, if $L_K(E)$ and $L_K(F)$ are Morita equivalent, then by [3, Corollary 9.11], we have that $M_\infty(L_K(F)) \cong M_\infty(L_K(F))$ (as rings). Therefore, using the result from the previous paragraph we have

$$M_\infty(L_K'(E)) \cong K' \otimes_K M_\infty(L_K(E)) \cong K' \otimes_K M_\infty(L_K(F)) \cong M_\infty(L_K'(F))$$

so that $M_\infty(L_K'(E)) \cong M_\infty(L_K'(F))$ as rings. It follows from [3, Corollary 9.11] that $L_K'(E)$ is Morita equivalent to $L_K'(F)$. \hfill \square

\end{proof}

\begin{corollary}
If $E$ and $F$ are graphs with a finite number of vertices, $K$ is a field, and $L_K(E)$ is Morita equivalent to $L_K(F)$, then $|E_{\text{sing}}^0| = |E_{\text{sing}}^0|$.

\begin{proof}
Let $\overline{K}$ be the algebraic closure of $K$. Since $L_K(E)$ is Morita equivalent to $L_K(F)$, Lemma 6.15 implies that $L_{\overline{K}}(E)$ is Morita equivalent to $L_{\overline{K}}(F)$. Because algebraic $K$-theory is a Morita equivalence invariant, we
have $K_{alg}^n(K(F)) \cong K_{alg}^n(L(E))$ for $n = 0, 1$. Since $\overline{K}$ is algebraically closed, Proposition 6.10 implies that $\overline{K}$ is a field with no free quotients. The result then follows from (3) $\implies$ (2) of Corollary 6.14. □

In [3] Theorem 8.6 and Corollary 9.16] the Isomorphism Conjecture and Morita Equivalence Conjecture are established for Leavitt path algebras over the field $\mathbb{C}$ of complex numbers. Theorem 6.13 now allows us to verify these conjectures for Leavitt path algebras over arbitrary fields.

Proposition 6.18. Let $E$ and $F$ be simple graphs, and let $K$ be a field.

1. If $L_K(E) \cong L_K(F)$ (as rings), then $C^*(E) \cong C^*(F)$ (as $*$-algebras).
2. If $L_K(E)$ is Morita equivalent to $L_K(F)$, then $C^*(E)$ is strongly Morita equivalent to $C^*(F)$.

Proof. Since $E$ and $F$ are simple graphs, the dichotomy for Leavitt path algebras implies that $L_K(E)$ and $L_K(F)$ are either both ultramatricial or both purely infinite. If $L_K(E)$ and $L_K(F)$ are ultramatricial, then since Proposition 5.1 implies that $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$ as scaled ordered $K$-algebras. Thus, if $L_K(E)$ and $L_K(F)$ are Morita equivalent, it follows that $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$, and hence $K_{top}^0(C^*(E)) \cong K_{top}^0(C^*(F))$. Moreover, $L_K(E)$ is a field with no free quotients. If $K$ is either both purely infinite $\implies$ (1) and (2) follow from Elliott’s classification theorem [13].

Suppose $L_K(E)$ and $L_K(F)$ are both purely infinite. Proposition 5.1 shows that for any graph $E$ one has $K_{alg}^0(L_K(E)) \cong K_{top}^0(C^*(E))$. Thus, if $L_K(E)$ and $L_K(F)$ are Morita equivalent, it follows that $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$, and hence $K_{top}^0(C^*(E)) \cong K_{top}^0(C^*(F))$. Moreover, $L_K(E)$ is a field with no free quotients, and hence Theorem 6.13 implies that $K_{top}^1(C^*(E)) \cong K_{top}^1(C^*(F))$.

Furthermore, if $L_K(E)$ is Morita equivalent to $L_K(F)$, let $\overline{K}$ be the algebraic closure of $K$. Lemma 6.16 implies $L_K(E)$ is Morita equivalent to $L_K(F)$, so that $K_{alg}^1(L_K(E)) \cong K_{alg}^1(L_K(F))$. Because $\overline{K}$ is algebraically closed, Proposition 6.10 shows that $\overline{K}$ is a field with no free quotients, and hence Theorem 6.13 implies that $K_{top}^1(C^*(E)) \cong K_{top}^1(C^*(F))$.

Thus the previous paragraphs yield two conclusions: First, if $L_K(E) \cong L_K(F)$, then we have $K_{top}^0(C^*(E)) \cong K_{top}^0(C^*(F))$ via an isomorphism that may be chosen to take the class of the unit to the class of the unit when $C^*(E)$ (and equivalently $C^*(F)$) is unital, and $K_{top}^1(C^*(E)) \cong K_{top}^1(C^*(F))$. Second, if $L_K(E)$ is Morita equivalent to $L_K(F)$, then $K_{top}^0(C^*(E)) \cong K_{top}^0(C^*(F))$ and $K_{top}^1(C^*(E)) \cong K_{top}^1(C^*(F))$. Since $L_K(E)$ and $L_K(F)$ are purely infinite and simple, (1) and (2) in the statement of the proposition follow from the Kirchberg-Phillips classification theorem. □
7. Classification of unital simple Leavitt path algebras of infinite graphs

In this section we discuss classification of unital simple Leavitt path algebras of infinite graphs.

**Theorem 7.1.** Let $E$ and $F$ be simple graphs (see Definition 4.1) that each have a finite number of vertices and an infinite number of edges. If $K$ is a field with no free quotients (see Definition 6.7 and Definition 6.9), then the following are equivalent:

1. $L_K(E)$ is Morita equivalent to $L_K(F)$.
2. $K^*_{alg}(L_K(E)) \cong K^*_{alg}(L_K(F))$ and $K^*_{alg}(L_K(E)) \cong K^*_{alg}(L_K(F))$.
3. $K^*_{alg}(L_K(E)) \cong K^*_{alg}(L_K(F))$ and $|E_{0\text{ sing}}| = |F_{0\text{ sing}}|$.
4. $K^*_{alg}(C^*(E)) \cong K^*_{alg}(C^*(F))$ and $K^*_{alg}(C^*(E)) \cong K^*_{alg}(C^*(F))$.
5. $C^*(E)$ is strongly Morita equivalent to $C^*(F)$.
6. $E \sim_M F$ (see Definition 3.10).
7. There exists a finite sequence of simple graphs $E_0, E_1, \ldots, E_n$ and nonempty subsets of vertices $V_i \subseteq E_i^0$ and $W_i \subseteq E_{i+1}^0$ for each $0 \leq i \leq n - 1$ such that $E_0 = E$, $E_n = F$, and $V_i L_K(E_i) V_i \cong W_i L_K(E_{i+1}) W_i$ for all $0 \leq i \leq n - 1$.

**Proof.** Since $E$ and $F$ are graphs that each have an infinite number of edges and a finite number of vertices, it follows that each of $E$ and $F$ have an infinite emitter. Proposition 4.3 implies that $C^*(E)$ and $C^*(F)$ are purely infinite simple $C^*$-algebras, and that $L_K(E)$ and $L_K(F)$ are purely infinite simple rings.

1. $\implies$ (2). If $L_K(E)$ is Morita equivalent to $L_K(F)$, then since algebraic $K$-theory is a Morita equivalence invariant, (2) follows.

2. $\implies$ (3) and (3) $\implies$ (4). These implications follow from Corollary 6.14 (We mention that we need the hypothesis that $K$ is a field with no free quotients to obtain the implication (2) $\implies$ (3)).

4. $\implies$ (5) and (5) $\implies$ (6). These implications follow from [22, Theorem 4.8].

6. $\implies$ (7). This follows from Theorem 3.11.

7. $\implies$ (1). Since each $E_i$ is a simple graph, each Leavitt path algebra $L_K(E_i)$ is a simple algebra. Thus any nonzero corner of $L_K(E_i)$ is full, and $L_K(E_i)$ is Morita equivalent to $L_K(E_{i+1})$ for all $1 \leq i \leq n - 1$. Consequently, $L_K(E)$ is Morita equivalent to $L_K(F)$. 

**Remark 7.2.** We point out that our proof of Theorem 7.1 did not require the Kirchberg-Phillips classification theorem, which is a deep result with a lengthy proof. Instead we established all the implications using results from this paper and from [22, Theorem 4.8]. (A self-contained proof of [22, Theorem 4.8] appears in [22, Section 9].)

**Corollary 7.3.** Let $E$ and $F$ be simple graphs that each have a finite number of vertices and an infinite number of edges. If there exists a field $K$ such
that $K$ has no free quotients and $L_K(E)$ is Morita equivalent to $L_K(F)$, then $L_{K'}(E)$ is Morita equivalent to $L_{K'}(F)$ for every field $K'$.

**Proof.** Since $K$ is a field with no free quotients and $L_K(E)$ is Morita equivalent to $L_K(F)$, it follows from Theorem 7.1 that $E \sim_M F$. Therefore, Theorem 6.11 implies that $L_{K'}(E)$ is Morita equivalent to $L_{K'}(F)$ for every field $K'$.

Theorem 7.1 and Corollary 7.3 both have the hypothesis that $K$ is a field with no free quotients. However, from these two results we obtain the following corollary, which gives a classification for unital Leavitt path algebras of infinite graphs over arbitrary fields.

**Theorem 7.4.** Let $E$ and $F$ be simple graphs that each have a finite number of vertices and an infinite number of edges. If $K$ is any field, then the following are equivalent:

(a) $L_K(E)$ is Morita equivalent to $L_K(F)$.
(b) $K_0^\text{alg}(L_K(E)) \cong K_0^\text{alg}(L_K(F))$ and $|E^\text{sing}_0| = |F^\text{sing}_0|$.
(c) $L_{\overline{K}}(E)$ is Morita equivalent to $L_{\overline{K}}(F)$, where $\overline{K}$ denotes the algebraic closure of $K$.
(d) $L_{K'}(E)$ is Morita equivalent to $L_{K'}(F)$ for every field $K'$.
(e) $K^\text{top}_0(C^*(E)) \cong K^\text{top}_0(C^*(F))$ and $K^\text{top}_1(C^*(E)) \cong K^\text{top}_1(C^*(F))$.
(f) $C^*(E)$ is strongly Morita equivalent to $C^*(F)$.
(g) $E \sim_M F$ (see Definition 3.1).
(h) There exists a finite sequence of simple graphs $E_0, E_1, \ldots, E_n$ and nonempty subsets of vertices $V_i \subseteq E_i^0$ and $W_i \subseteq E_i^1$ for each $0 \leq i \leq n - 1$ such that $E_0 = E$, $E_n = F$, and $V_i L_K(E_i) V_i \cong W_i L_K(E_i+1) W_i$ for all $0 \leq i \leq n - 1$.

**Proof.** The implication $(a) \implies (c)$ follows from Lemma 6.16. The implication $(c) \implies (d)$ follows from Corollary 7.3 and the fact that $\overline{K}$ is a field with no free quotients. The implication $(d) \implies (a)$ is trivial. The equivalences $(e) \iff (f) \iff (g) \iff (h)$ follow from Theorem 7.1 and the fact that $\overline{K}$ is a field with no free quotients. The equivalence $(b) \iff (e)$ follows from Corollary 6.14.

**Remark 7.5.** We mention that the implication $(f) \implies (d)$ of Theorem 7.3 gives a partial converse to the implication in Proposition 6.18(2).

**Remark 7.6.** If $E$ and $F$ are simple graphs that each have a finite number of vertices and an infinite number of edges, and we consider the statements (1)–(7) of Theorem 7.4 for an arbitrary field $K$, then we have the following implications

(2) $\iff$ (1) $\iff$ (3) $\iff$ (4) $\iff$ (5) $\iff$ (6) $\iff$ (7).

If, in addition, $K$ is a field with no free quotients, then we also have the implication (2) $\implies$ (1) and all seven statements are equivalent. We will see
later in Example 11.2 that when $K = \mathbb{Q}$ (and hence $K$ has free quotients) it is possible for (2) to hold while (1) does not.

The following corollary shows that if $E$ is a simple graph with a finite number of vertices and an infinite number of edges, then all of the algebraic $K$-groups $\{K_n^{\text{alg}}(L_K(E))\}_{n \in \mathbb{Z}}$ are determined by the pair $(K_0^{\text{alg}}(L_K(E)), |E_{\text{sing}}^0|)$; and moreover, when $K$ is a field with no free quotients, all the algebraic $K$-groups are determined by the pair $(K_0^{\text{alg}}(L_K(E)), K_1^{\text{alg}}(L_K(E)))$.

**Corollary 7.7.** Let $E$ and $F$ be simple graphs that each have a finite number of vertices and an infinite number of edges, let $K$ be a field, and consider the following statements:

(i) $K_0^{\text{alg}}(L_K(E)) \cong K_0^{\text{alg}}(L_K(F))$ and $|E_{\text{sing}}^0| = |F_{\text{sing}}^0|$.

(ii) $K_n^{\text{alg}}(L_K(E)) \cong K_n^{\text{alg}}(L_K(F))$ for all $n \in \mathbb{Z}$.

(iii) $K_0^{\text{alg}}(L_K(E)) \cong K_0^{\text{alg}}(L_K(F))$ and $K_1^{\text{alg}}(L_K(E)) \cong K_1^{\text{alg}}(L_K(F))$.

In general, we have the following implications:

$$(i) \implies (ii) \implies (iii).$$

If, in addition, $K$ is a field with no free quotients, then the implication $(iii) \implies (i)$ also holds, so that all three statements are equivalent when $K$ is a field with no free quotients.

**Proof.** The implication $(i) \implies (ii)$ follows from the equivalence $(a) \iff (b)$ of Theorem 7.4 and the fact that algebraic $K$-theory is a Morita equivalence invariant. The implication $(ii) \implies (iii)$ is trivial. If $K$ is a field with no free quotients, then the implication $(iii) \implies (i)$ follows from Corollary 6.14. \qed

**Remark 7.8.** If $E$ and $F$ are simple graphs that each have a finite number of vertices and an infinite number of edges, and if $(i)$, $(ii)$, and $(iii)$ are the statements of Corollary 7.7, we will see later in Example 11.3 that when $K = \mathbb{Q}$ (and hence $K$ has free quotients) it is possible for $(iii)$ to hold when $(ii)$ does not, and thus $(iii) \nRightarrow (ii)$ in general. It is unknown to the authors at this time whether the hypothesis that $K$ has no free quotients is necessary to obtain $(ii)$ implies $(i)$, or whether this happens for any field $K$.

8. Classification of unital simple Leavitt path algebras

In this section we discuss how our classifications from the previous section fit into the program to classify the unital simple Leavitt path algebras up to Morita equivalence. We pay particular attention to the invariant used, and discuss how the number of singular vertices must be included in the invariant when the underlying field $K$ has free quotients.

It follows from the dichotomy for simple Leavitt path algebras that if $L_K(E)$ is simple, then $L_K(E)$ is either purely infinite (if $E$ contains a cycle) or $L_K(E)$ is ultramatricial (if $E$ contains no cycles). We mention that whether $L_K(E)$ is purely infinite or ultramatricial can also be read off from
the $K_0^\text{alg}$-group: $K_0^\text{alg,+}(L_K(E)) = K_0^\text{alg}(L_K(E))$ if and only if $L_K(E)$ is purely infinite. Thus if we consider the $K_0^\text{alg}$-group to include its natural ordering (i.e., use the pair $(K_0^\text{alg}(L_K(E)), K_0^\text{alg,+}(L_K(E)))$ in the invariant, then the invariant determines whether $L_K(E)$ is purely infinite or ultramatricial.

The situation when $L_K(E)$ is ultramatricial is fairly trivial, as the following lemma shows.

**Lemma 8.1.** If $E$ is a unital simple Leavitt path algebra that is ultramatricial, then $L_K(E) \cong M_n(K)$ for some $n \in \mathbb{N}$, and $L_K(E)$ is Morita equivalent to $K$.

*Proof.* In this case $E$ contains no cycles, and since $L_K(E)$ is also simple and unital, $E$ has a finite number of vertices and $E$ is a simple graph. However, since $E$ has no cycles and a finite number of vertices, $E$ has a sink. The property that all singular points are reachable by every other vertex in a simple graph then implies that $E$ has exactly one sink and no infinite emitters. Hence $E$ is a finite graph with no cycles and exactly one sink, from which we may conclude that $L_K(E) \cong M_n(K)$ for some $n \in \mathbb{N}$, and $L_K(E)$ is Morita equivalent to $K$. □

If $L_K(E)$ is a unital simple Leavitt path algebra that is purely infinite, we may do some additional simplifications as we consider the classification problem. Since Move (S) preserves Morita equivalence of the Leavitt path algebra, and since $E$ contains a finite number of vertices and a cycle, we may repeatedly apply Move (S) to $E$ without changing the Morita equivalence class of the associated Leavitt path algebra, and after a finite number of applications we obtain a graph with no sources. Hence there is no loss in generality if we reduce the problem to considering purely infinite unital simple Leavitt path algebras of graphs with no sources.

**Theorem 8.2** (cf. Theorem 1.25 of [4]). Suppose $E$ and $F$ are finite graphs, $K$ is any field, and that the Leavitt path algebras $L_K(E)$ and $L_K(F)$ are purely infinite and simple. If the following two conditions hold:

1. $K_0^\text{alg}(L_K(E)) \cong K_0^\text{alg}(L_K(F))$, and
2. $\text{sgn}(\det(I - A^t_E)) = \text{sgn}(\det(I - A^t_F))$,

then $E \sim_M F$, and $L_K(E)$ is Morita equivalent to $L_K(F)$.

*Remark 8.3.* In [4] the authors describe the moves generating the equivalence relation $\sim_M$ slightly differently. They use the moves (S), (O), and (I) as we do here, but instead of (R) they use a move called “contraction” (with inverse move called “expansion”), which they describe in [4, Definition 1.6]. One can show, with just a little bit of work, that the equivalence relation generated by (S), (O), (I), and “contraction” is the same as the equivalence relation $\sim_M$ generated by (S), (O), (I), and (R).

*Remark 8.4.* Observe that when $E$ and $F$ have no sources, $E \sim_M F$ implies $E$ may be transformed in $F$ using the moves (O), (I), (R), and their inverses.
Remark 8.5. It is unknown whether Condition (2) in Theorem 8.2 is necessary, and it is currently the goal of many researchers to determine whether this “sign of the determinant condition” can be removed from the theorem.

We can combine Theorem 8.2 with the results of this paper to obtain the following result summarizing the current status of the classification of unital simple Leavitt path algebras.

**Theorem 8.6.** Let $K$ be any field, and let $L_K(E)$ and $L_K(F)$ be unital simple Leavitt path algebras over $K$ that are purely infinite.

1. If $E$ and $F$ both have a finite number of edges, and if $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$ and
   \[ \text{sgn}(\det(I - A^r_E)) = \text{sgn}(\det(I - A^r_F)), \]
   then $L_K(E)$ is Morita equivalent to $L_K(F)$.

2. If one of $E$ and $F$ has a finite number of edges, and the other has an infinite number of edges, then $L_K(E)$ and $L_K(F)$ are not Morita equivalent.

3. If $E$ and $F$ both have an infinite number of edges, then $L_K(E)$ is Morita equivalent to $L_K(F)$ if and only if $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$ and $|E_0| = |F_0|$.

   In addition, if $E$ and $F$ both have an infinite number of edges, and if $K$ is a field with no free quotients, then $L_K(E)$ is Morita equivalent to $L_K(F)$ if and only if
   
   $K_{alg}^0(L_K(E)) \cong K_{alg}^0(L_K(F))$ and $K_{alg}^1(L_K(E)) \cong K_{alg}^1(L_K(F))$.

**Proof.** Since $L_K(E)$ and $L_K(F)$ are unital simple Leavitt path algebras, $E$ and $F$ are simple graphs with a finite number of vertices. Statement (1) is Theorem 8.2. To deduce statement (2), suppose, without loss of generality, that $E$ has an infinite number of edges and $F$ has a finite number of edges. Because $L_K(F)$ is purely infinite and simple, $F$ is simple and contains a cycle, and the cofinality of $F$ implies that $F$ has no sinks. Since $F$ has no sinks and $F$ has a finite number of edges, $F$ has no singular vertices. However, $E$ is a graph with a finite number of vertices and an infinite number of edges, so $E$ contains at least one singular vertex. It follows from Corollary 6.17 that $L_K(E)$ and $L_K(F)$ are not Morita equivalent. Statement (3) follows from Theorem 7.1(a),(b) and Theorem 7.1(1),(2).

**Remark 8.7.** As described in the introduction to this section, in the classification of unital simple Leavitt path algebras, the ultramatrixial case is completely understood (and fairly trivial), and it is only the purely infinite case that remains to be solved. Theorem 8.6 is almost a complete classification up to Morita equivalence for unital simple Leavitt path algebras. The only missing piece is determining whether the “sign of the determinant condition” can be removed from the theorem.
condition” in (1) is necessary. Once this question is settled, and once the proper biconditional statement is determined for (1), we will have a complete classification.

Remark 8.8. If it is ultimately proven the “sign of the determinant condition” is unnecessary in the finite graph case, then Theorem 8.6 shows that

\[(K_{0}^{\text{alg}}(L_{K}(E)), |E_{\text{sing}}^{0}|)\]

will be a complete Morita equivalence invariant for a simple unital Leavitt path algebra \(L_{K}(E)\).

If instead it is discovered that the “sign of the determinant condition” is necessary in the finite graph case (i.e., when \(E\) and \(F\) are finite simple graphs, \(L_{K}(E)\) Morita equivalent to \(L_{K}(F)\) implies that \(\text{sgn}(\det(I - A_{E}^{t})) = \text{sgn}(\det(I - A_{F}^{t}))\)), then we will need to include the sign of the determinant as part of the invariant. If this turns out to be the case, we could define the sign of any matrix with an entry of \(\pm \infty\) to be some formal symbol \(\ast\), so that if \(E\) is a graph with an infinite emitter, then \(\text{sgn}(\det(I - A_{E}^{t})) = \ast\). In this case, Theorem 8.6 shows that

\[(K_{0}^{\text{alg}}(L_{K}(E)), |E_{\text{sing}}^{0}|, \text{sgn}(\det(I - A_{E}^{t})))\]

will be a complete Morita equivalence invariant for a simple unital Leavitt path algebra \(L_{K}(E)\).

It follows from Corollary 6.14 that when \(K\) is a field with no free quotients, one can replace \(|E_{\text{sing}}^{0}|\) by \(K_{1}^{\text{alg}}(L_{K}(E))\) in each of the invariants displayed in (8.1) and (8.2). However, this substitution cannot be made, and still produce a complete invariant, when the field \(K\) is allowed to have free quotients.

It is also worth pointing out that the two invariants \((K_{0}^{\text{alg}}(L_{K}(E)), |E_{\text{sing}}^{0}|)\) and \((K_{0}^{\text{alg}}(L_{K}(E)), |E_{\text{sing}}^{0}|, \text{sgn}(\det(I - A_{E}^{t})))\) depend only on the graph — indeed, Proposition 5.1(b) shows that the group \(K_{0}^{\text{alg}}(L_{K}(E))\) is independent of the field \(K\). This is to be contrasted with the two invariants \((K_{0}^{\text{alg}}(L_{K}(E)), K_{1}^{\text{alg}}(L_{K}(E)))\) and \((K_{0}^{\text{alg}}(L_{K}(E)), K_{1}^{\text{alg}}(L_{K}(E)), \text{sgn}(\det(I - A_{E}^{t})))\), which involve both the graph \(E\) and the field \(K\), due to the fact that the field \(K\) appears in the computation of \(K_{1}^{\text{alg}}(L_{K}(E))\) (see Proposition 5.1(b)).
9. The Cuntz splice

In this section we consider a popular construction, known as the “Cuntz splice”, which changes the sign of \( \det(I - A_E^t) \) when \( E \) is a finite graph. The Cuntz splice allows one to successfully remove the “sign of the determinant condition” in the classification of simple \( C^* \)-algebras of finite graphs. However, the Cuntz splice has not been able to serve the same purpose in the classification of Leavitt path algebras, because it is currently not known whether the Cuntz splice preserves the Morita equivalence class of the associated Leavitt path algebra.

**Definition 9.1 (Move (CS): The Cuntz Splice).** Let \( E = (E^0, E^1, r_E, s_E) \) be a graph and let \( v \in E^0 \) be a vertex that is the base point of at least two simple cycles. (Recall that a cycle \( \alpha \) is simple if \( r(\alpha_i) \neq r(\alpha) \) for all \( 1 \leq i \leq |\alpha| - 1. \) Define a graph \( F = (F^0, F^1, r_F, s_F) \) by \( F^0 = E^0 \cup \{v_1, v_2\}, \) \( F^1 = E^1 \cup \{e_1, e_2, f_1, f_2, h_1, h_2\}, \) and let \( r_F \) and \( s_F \) extend \( r_E \) and \( s_E, \) respectively, and satisfy

\[
s_F(e_1) = v, s_F(e_2) = v_1, s_F(f_1) = v_1, s_F(f_2) = v_2, s_F(h_1) = v_1, s_F(h_2) = v_2,
\]

and

\[
r_F(e_1) = v_1, r_F(e_2) = v, r_F(f_1) = v_2, r_F(f_2) = v_1, r_F(h_1) = v_1, r_F(h_2) = v_2.
\]

We say that \( F \) is obtained by applying Move (CS) to \( E \) at \( v. \)

The following is an example of the Cuntz splice performed at vertex \( \star. \)

\[
\begin{array}{c}
\bullet \quad \bullet \quad \star \quad \sim \quad \bullet \quad \bullet \quad \star \quad \bullet \quad \bullet \quad \bullet \quad e_1 \quad \star \quad f_1 \quad v_1 \quad f_2 \quad h_1 \quad h_2
\end{array}
\]

**Remark 9.2.** If \( E \) is a purely infinite simple graph with a finite number of vertices and no sources, then every vertex of \( E \) is the base point of two simple cycles. Thus in this case the Cuntz splice may be performed at any vertex of \( E. \)

**Proposition 9.3.** Let \( E \) be a graph, and let \( F \) be a graph formed by performing the Cuntz splice to any vertex of \( E \) that is the base point of at least two simple cycles.

1. If \( E \) is a simple graph, then \( F \) is a simple graph.
2. If \( K \) is any field, then
   
   \[
   K^\text{alg}_0(L_K(E)) \cong K^\text{alg}_0(L_K(F)) \quad \text{and} \quad K^\text{alg}_1(L_K(E)) \cong K^\text{alg}_1(L_K(F)).
   \]
3. If \( E \) is a finite graph, then
   
   \[
   \det(I - A_E^t) = -\det(I - A_E^t).
   \]
Proof. For (1) it is straightforward to see that the Cuntz splice preserves cofinality, Condition (L), and the existence of paths from vertices to singular vertices. Thus if $E$ is simple, so is $F$.

For (2), let us begin by decomposing $E^0 = E^0_{\text{reg}} \cup E^0_{\text{sing}}$ and writing the vertex matrix of $E$ in block form

$$A_E = \begin{pmatrix} B_E & C_E \end{pmatrix}.$$ 

If $F$ is formed by performing a Cuntz splice to $E$ at a regular vertex, then (noting that the two added vertices are regular vertices in $F$), we see that the vertex matrix of $F$ has the form

$$A_F = \begin{pmatrix}
1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
1 & 1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & & B_E & & C_E \\
0 & 0 & & \vdots & & \vdots \\
0 & 0 & B^t_E - I & & C^t_E \\
0 & 0 & & \vdots & & \vdots \\
\end{pmatrix}.$$ 

Thus the algebraic $K$-theory of $L_K(F)$ is obtained by considering the kernel and cokernel of the matrix

$$\begin{pmatrix}
0 & 1 & 0 & 0 & \cdots \\
1 & 0 & 1 & 0 & \cdots \\
0 & 1 \\
0 & 0 \\
0 & 0 & C^t_E \\
\vdots & \vdots \\
\end{pmatrix} \quad \text{equivalent} \quad \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & \cdots \\
0 & 0 \\
0 & 0 \\
0 & 0 & C^t_E \\
\vdots & \vdots \\
\end{pmatrix}.$$ 

However, the $2 \times 2$ identity in the upper-left-hand corner has no effect on the kernel and cokernel, so that

$$K^\text{alg}_0(L_K(F)) \cong \text{coker} \left( \left( \begin{pmatrix} B^t_E - I \\ C^t_E \end{pmatrix} ; \mathbb{Z}^{E^0_{\text{reg}}} \to \mathbb{Z}^{E^0} \right) \right) \cong K^\text{alg}_0(L_K(E)), $$

and

$$K^\text{alg}_1(L_K(F)) \cong \ker \left( \left( \begin{pmatrix} B^t_E - I \\ C^t_E \end{pmatrix} ; \mathbb{Z}^{E^0_{\text{reg}}} \to \mathbb{Z}^{E^0} \right) \right) \oplus \text{coker} \left( \left( \begin{pmatrix} B^t_E - I \\ C^t_E \end{pmatrix} ; (K^\text{alg}_1(K))^{E^0_{\text{reg}}} \to (K^\text{alg}_1(K))^{E^0} \right) \right) \cong K^\text{alg}_1(L_K(E)).$$

If $F$ is formed by performing a Cuntz splice to $E$ at a singular vertex, then (noting that the two added vertices are regular vertices in $F$), we see
that the vertex matrix of $F$ has the form

$$A_F = \begin{pmatrix}
1 & 1 & 0 & 0 & \cdots & 0 & 0 & \cdots \\
1 & 1 & 0 & 0 & \cdots & 1 & 0 & \cdots \\
0 & 0 & \vdots & \vdots & & \vdots \\
0 & 0 & \vdots & \vdots & & \vdots \\
0 & 0 & * & & & & & \\
\vdots & & & & & & & \\
0 & 0 & \vdots & & & & & \\
\vdots & & & & & & & \\
\end{pmatrix} \begin{pmatrix}
& B_E & \\
& C_E & \\
\end{pmatrix}.$$ 

Thus the algebraic $K$-theory of $L_K(F)$ is obtained by considering the kernel and cokernel of the matrix

$$\begin{pmatrix}
0 & 1 & 0 & 0 & \cdots \\
1 & 0 & 0 & 0 & \cdots \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
\vdots & & & & \\
0 & 0 & \vdots & \vdots & \\
\vdots & & & & \\
\end{pmatrix} \begin{array}{c}
B_E' - I \\
C_E' \\
\end{array} \quad \leftrightarrow \quad \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & \cdots \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
\vdots & & & & \\
0 & 0 & \vdots & \vdots & \\
\vdots & & & & \\
\end{pmatrix} \begin{array}{c}
B_E' - I \\
C_E' \\
\end{array},$$

However, the $2 \times 2$ identity in the upper-left-hand corner has no effect on the kernel and cokernel, and as above we see that $K_0^\text{alg}(L_K(F)) \cong K_0^\text{alg}(L_K(E))$ and $K_1^\text{alg}(L_K(F)) \cong K_1^\text{alg}(L_K(E))$.

For (3), we see that if $E$ is a finite graph, then

$$A_F = \begin{pmatrix}
1 & 1 & 0 & 0 & \cdots \\
1 & 1 & 0 & 0 & \cdots \\
0 & 1 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & A_E \\
\vdots & & & & \\
\end{pmatrix} \quad \text{and} \quad I - A_F^t = \begin{pmatrix}
0 & -1 & 0 & 0 & \cdots \\
-1 & 0 & 0 & 0 & \cdots \\
0 & 1 & \vdots & \vdots & \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & I - A_E^t \\
\vdots & & & & \\
\end{pmatrix}.$$ 

Since adding multiples of one row (respectively, column) to another row (respectively, column) does not change the determinant of a matrix, we see that $I - A_F^t$ has the same determinant as the matrix

$$\begin{pmatrix}
0 & -1 & 0 & 0 & \cdots \\
-1 & 0 & 0 & 0 & \cdots \\
0 & 0 & \vdots & \vdots & \\
0 & 0 & I - A_E^t \\
\vdots & & & & \\
\end{pmatrix}$$

and hence $\det(I - A_F^t) = \det \left( \begin{pmatrix}
0 & -1 \\
-1 & 0 \\
\end{pmatrix} \right) \cdot \det(I - A_E^t) = -\det(I - A_E^t)$. 

$\square$
Remark 9.4. It is known that if \( E \) is a graph with a finite number of vertices, and \( F \) is the graph formed by performing the Cuntz splice at a vertex of \( E \) that supports two simple cycles, then \( C^*(E) \) is strongly Morita equivalent to \( C^*(F) \). It is currently the effort of many researchers to determine whether \( L_K(E) \) is Morita equivalent to \( L_K(F) \); that is, to determine whether the Cuntz splice preserves the Morita equivalence class of the associated Leavitt path algebra. Using our classification result, the following corollary shows that this is true if \( E \) is a simple graph with a finite number of vertices and an infinite number of edges. However, the case when \( E \) is a finite simple graph is still open.

**Proposition 9.5.** Let \( E \) be a simple graph with a finite number of vertices and an infinite number of edges. If \( F \) is the graph formed by performing a Cuntz splice at any vertex of \( E \), then \( E \sim_M F \). In addition, if \( K \) is any field, then \( L_K(E) \) is Morita equivalent to \( L_K(F) \).

**Proof.** It follows from Proposition 9.3 that performing the Cuntz splice preserves the simplicity of the graph and does not change the \( K_0^{\text{alg}} \)-group. It is also clear that the Cuntz splice does not change the number of singular vertices in a graph. Therefore, if \( K \) is any field, Theorem 7.4 implies that \( L_K(E) \) is Morita equivalent to \( L_K(F) \). \( \square \)

**Remark 9.6.** If \( E \) is a finite simple graph with at least one cycle and with \( \det(I - A_E^t) \neq 0 \), and if \( F \) is the graph obtained by performing a Cuntz splice at a vertex of \( E \) that supports at least two simple cycles, then it is always the case that \( E \) is not move equivalent to \( F \). This is because when the moves (O), (I), and (R) are performed on a finite graph with no sources, the sign of \( \det(I - A_E^t) \) is preserved, but when the Cuntz splice is performed on \( E \) it changes the sign of \( \det(I - A_E^t) \). It is rather remarkable that when \( E \) contains an infinite emitter (and there is no determinant to consider), the Cuntz splice can then be obtained by the moves (S), (O), (I), and (R).

**Corollary 9.7.** Let \( E \) be a simple graph with a finite number of vertices and an infinite number of edges, and let \( K \) be any field. If \( F \) is the graph formed by performing a Cuntz splice at any vertex of \( E \), then \( K_n^{\text{alg}}(L_K(E)) \cong K_n^{\text{alg}}(L_K(F)) \) for all \( n \in \mathbb{N} \cup \{0\} \).

**Remark 9.8.** Although Proposition 9.3 shows that the Cuntz splice always preserves the \( K_0^{\text{alg}} \)-group and the \( K_1^{\text{alg}} \)-group, it is unknown if it preserves the higher algebraic \( K \)-groups. Thus a weaker question than asking whether the Cuntz splice preserves Morita equivalence of the associated Leavitt path algebra would be to ask the following:

**Question:** If \( E \) is a graph, \( K \) is a field, and \( F \) is the graph formed by performing the Cuntz splice to any vertex of \( E \) that is the base point of at least two simple cycles, then is it true that \( K_n^{\text{alg}}(L_K(E)) \cong K_n^{\text{alg}}(L_K(F)) \) for all \( n \in \mathbb{N} \cup \{0\} \)?
It would be interesting to answer this question even in the case that $E$ is a finite simple graph with no sinks or sources.

**Remark 9.9.** If one could show that the Cuntz splice preserves Morita equivalence of Leavitt path algebras of finite simple graphs with at least one cycle, then the “sign of the determinant condition” could be removed from Theorem 8.2 and Theorem 8.6 by the following argument: If $E$ and $F$ are finite simple graphs with $L_K(E)$ and $L_K(F)$ purely infinite, then $K_0^\text{alg}(L_K(E)) \cong K_0^\text{alg}(L_K(F))$ implies that the $\det(I - A_E^t)$ and $\det(I - A_F^t)$ are either both zero (in the case that the $K_0^\text{alg}$-groups are torsion groups) or $\det(I - A_E^t)$ and $\det(I - A_F^t)$ are both nonzero (in the case that the $K_0^\text{alg}$-groups have a nonzero free part). Thus $\det(I - A_E^t)$ and $\det(I - A_F^t)$ either have the same sign or opposite signs. If $\text{sgn}(\det(I - A_E^t)) = \text{sgn}(\det(I - A_F^t))$, then Theorem 8.2 implies that $E \sim_M F$ and $L_K(E)$ is Morita equivalent to $L_K(F)$. If $\text{sgn}(\det(I - A_E^t)) = -\text{sgn}(\det(I - A_F^t))$, then we may perform the Cuntz splice to any vertex of $E$ to obtain $\tilde{E}$. It then follows from Proposition 9.3 that $\text{sgn}(\det(I - A_{\tilde{E}}^t)) = -\text{sgn}(\det(I - A_{\tilde{E}}^t)) = \text{sgn}(\det(I - A_F^t))$, and Theorem 8.2 implies that $\tilde{E} \sim_M F$ and $L_K(\tilde{E})$ is Morita equivalent to $L_K(F)$. Hence if the Cuntz splice preserves Morita equivalence, we would also have $L_K(E)$ is Morita equivalent to $L_K(F)$.

**Remark 9.10.** An important test case for the Cuntz splice question on finite graphs is the graph $E_2$ and the graph $E_2^-$ obtained by performing a Cuntz splice to $E_2$.

\[ E_2 \hspace{1cm} E_2^- \]

If $K$ is a field, the Leavitt path algebra of $E_2$ is the Leavitt algebra $L_K(2)$, and the Leavitt path algebra of $E_2^-$ is often denoted $L_K(2)^-$. It is currently an open question as to whether $L_K(2)$ and $L_K(2)^-$ are Morita equivalent.

If we consider the analogous question for the Leavitt algebra $L_K(\infty)$, we have the graphs

\[ E_\infty \hspace{1cm} E_\infty^- \]

and for any field $K$ the Leavitt path algebra of $E_\infty$ is the Leavitt algebra $L_K(\infty)$, and the Leavitt path algebra of $E_\infty^-$ is denoted $L_K(\infty)^-$. It follows from Proposition 9.5 that $L_K(\infty)$ is Morita equivalent to $L_K(\infty)^-$. Thus it is possible to get from the graph $E_\infty$ to the graph $E_\infty^-$ using the moves (O), (I), (R), and their inverses. (Since there are no sources, we do not need to consider Move (S).) We will show in Example 9.14 how to accomplish this. Before we do so, however, it will be convenient for us to describe a couple of moves that are obtained by performing combinations of (O), (I), and (R).
Definition 9.11 (Move (C): Collapse). Let $E = (E^0, E^1, r_E, s_E)$ be a graph with finitely many vertices, and let $v \in E^0$ be a regular vertex that is not the base point of a cycle of length one. Define a graph $F = (F^0, F^1, r_F, s_F)$ by $F^0 = E^0 \setminus \{v\}$,

$$F^1 = (E^1 \setminus (r^{-1}(v) \cup s^{-1}(v))) \cup \{[ef] : e \in r^{-1}(v) \text{ and } f \in s^{-1}(v)\},$$

and let the range and source maps of $F$ extend those of $E$ and satisfy $r_F([ef]) = r_E(f)$ and $s_F([ef]) = s_E(e)$. We call $F$ the graph formed by collapsing $E$ at the vertex $v$, and we also say $F$ is formed by performing Move (C) to $E$ at the vertex $v$.

Definition 9.12 (Move (T): Transitive Closure). Let $E = (E^0, E^1, r_E, s_E)$ be a graph and let $\alpha = \alpha_1 \alpha_2 \cdots \alpha_n$ be a path in $E$ and suppose that there are infinitely many edges from $s_E(\alpha_1)$ to $r_E(\alpha_1)$. Let $F = (F^0, F^1, r_F, s_F)$ be the graph with vertex set $F^0 := E^0$, edge set

$$F^1 = E^1 \cup \{\alpha^m : m \in \mathbb{N}\},$$

and range and source maps $r_F$ and $s_F$ that extend those of $E$ and have $r_F(\alpha^m) = r_E(\alpha)$ and $s_F(\alpha^m) = s_E(\alpha)$. We call $F$ the graph formed by making $E$ transitive at the path $\alpha$, and we also say $F$ is the graph formed by performing Move (T) to $E$ at the path $\alpha$.

Remark 9.13. It is shown in [22, Theorem 5.2 and Theorem 5.4] that if $F$ is obtained by performing either Move (C) or Move (T) to $E$, then $E \sim_M F$. In fact, the proofs show that each of the moves, Move (C) and Move (T), may be obtained by performing sequences of the three moves (O), (I), and (R), and the proofs describe exactly how this may be done.

Example 9.14. We will show how to transform the graph $E_\infty$ into the graph $E_\infty^-$ using the moves (O), (I), (R), and their inverses, as discussed in Remark 9.10. To simplify the computation, we shall make use of the composite moves (C) and (T) discussed above.

Beginning with $E_\infty$ we first take the edges coming out of the single vertex and partition them into two sets, one with a single edge and one with countably many edges, and perform an outsplitting with respect to this partition. Second, we choose a single edge $e$ with source and range equal to the bottom vertex, partition the edges coming out of the bottom vertex into the the singleton set $\{e\}$ and the set of all other edges coming out of the bottom vertex, and perform an outsplitting with respect to this partition. (Note that since $s(e) = r(e)$, the edge $e$ gets split into $e_1$ and $e_2$.) Third, we choose an edge $f$ going from the bottom vertex to the upper-left vertex, partition the edges coming out of the bottom vertex into the the singleton set $\{f\}$ and the set of all other edges coming out of the bottom vertex, and perform an outsplitting with respect to this partition. Fourth, we collapse at the center vertex.
In the other direction, we begin with the graph $E^-\infty$, partition the edges coming out of the upper-right vertex into \{e, g\} and \{f\}, and perform an outsplitting with respect to this partition. (Note that since $s(f) = r(f)$, the edge $f$ gets split into $f_1$ and $f_2$.) Second, we collapse at the middle vertex. Third, we choose a path $hi$ and perform Move (T) to produce infinitely many edges from the bottom vertex to the upper-right vertex. Fourth, we choose a path $jk$ and perform Move (T) to produce infinitely many edges from the bottom vertex to the upper-left vertex. We observe that this is the same graph we obtained above, and thus we have shown how to turn $E^\infty$ into $E^-\infty$ using our moves.
10. Classification up to isomorphism

In [4, Theorem 2.5] the authors were able to use their classification up to Morita equivalence for simple Leavitt path algebras of finite graphs to obtain a classification up to isomorphism. This was accomplished by their work in [4, Proposition 2.4] where they apply a result of Huang to the shift spaces of the graphs in order to find a flow equivalence that induces a given automorphism of the $K_0$-group. Huang’s result can be found in [19, Theorem 1.1] with details given in [18, Theorem 2.15]. Unfortunately, when our graphs have an infinite number of edges, the “shift spaces” of the graphs have an infinite alphabet and therefore are not shift spaces in the traditional sense, so Huang’s result does not apply. Although we are unable to obtain a classification up to isomorphism for all unital simple Leavitt path algebras of infinite graphs, we can do so in the special case when the class of the unit in the $K_0^{\text{alg}}$-group is an automorphism invariant.

Definition 10.1. If $G$ is a group, we say that an element $g \in G$ is automorphism invariant if $\phi(g) = g$ for all $\phi \in \text{Aut } G$.

Remark 10.2. For any group $G$, we see that the identity element $0 \in G$ is always automorphism invariant. However, there are nonzero examples: In the group $\mathbb{Z}_4$ the element $[2] \in \mathbb{Z}_4$ is the only nonzero element of order 2, and hence $[2]$ is automorphism invariant. Likewise, in the group $\mathbb{Z}_4 \oplus \mathbb{Z}$, the element $([2],0)$ is automorphism invariant.

Remark 10.3. Note that for any element of a group, the property of being an automorphism invariant is invariant under isomorphism; in other words, if $G$ and $H$ are groups, $\psi : G \rightarrow H$ is a group isomorphism, and $g \in G$ is automorphism invariant, then $\psi(g) \in H$ is also automorphism invariant.

The argument in the proof of (2) $\implies$ (1) of the following proposition was pointed out to us by Gene Abrams. It is a direct adaptation of Cuntz’s argument in [21, Theorem 6.5] to the algebraic setting.

Proposition 10.4. Let $E$ and $F$ be simple graphs that each have a finite number of vertices and an infinite number of edges, and let $K$ be any field. If $[1_{L_K(E)}]_0$ is an automorphism invariant element of $K_0^{\text{alg}}(L_K(E))$, then the following are equivalent:

1. $L_K(E) \cong L_K(F)$ (as rings).
2. There exists an isomorphism $\alpha : K_0^{\text{alg}}(L_K(E)) \rightarrow K_0^{\text{alg}}(L_K(F))$ with $\alpha([1_{L_K(E)}]_0) = [1_{L_K(F)}]_0$, and $|E_0^{\text{sing}}| = |F_0^{\text{sing}}|$.
3. There exists an isomorphism $\alpha : K_1^{\text{top}}(C^*(E)) \rightarrow K_1^{\text{top}}(C^*(F))$ with $\alpha([1_{C^*(E)}]_0) = [1_{C^*(F)}]_0$, and $K_1^{\text{top}}(C^*(E)) \cong K_1^{\text{top}}(C^*(F))$.
4. $C^*(E) \cong C^*(F)$ (as $*$-algebras).

If, in addition, $K$ is a field with no free quotients, then each of the above statements is also equivalent to the following statement:
(5) There exists an isomorphism $\alpha : K_0^{alg}(L_K(E)) \to K_0^{alg}(L_K(F))$ with $\alpha([1_{L_K(E)}]0) = [1_{L_K(F)}]0$, and $K_1^{alg}(L_K(E)) \cong K_1^{alg}(L_K(F))$. 

Proof. As in the first paragraph of the proof of Theorem 7.1 we see that $C^*(E)$ and $C^*(F)$ are purely infinite simple $C^*$-algebras, and that $L_K(E)$ and $L_K(F)$ are purely infinite simple rings.

The equivalence (2) $\iff$ (3) follow from the equivalences in Theorem 7.4(b)(e) together with Proposition 5.1, which shows $K_0^{alg}(L_K(E)) \cong \text{K}^{top}(C^*(E))$ via an isomorphism taking $[1_{L_K(E)}]0$ to $[1_{C^*(E)}]0$. The equivalence (3) $\iff$ (4) follow from the Kirchberg-Phillips classification theorem. The implication (1) $\implies$ (2) follows from the fact that algebraic $K$-theory is functorial and any ring isomorphism from $L_K(E)$ to $L_K(F)$ must take the unit of $L_K(E)$ to the unit of $L_K(F)$, and from Theorem 7.4(a)(b).

To verify (2) $\implies$ (1), suppose that (2) holds. It follows from Theorem 7.4 that $L_K(E)$ is Morita equivalent to $L_K(F)$, and [6, Corollary 9.11] implies that there exists a ring isomorphism $\phi : M_\infty(L_K(E)) \to M_\infty(L_K(F))$. (We mention that for rings $R$ and $S$ with countable sets of enough units, which include the Leavitt path algebras, $R$ is Morita equivalent to $S$ if and only if $M_\infty(R) \cong M_\infty(S)$. This is established in [4, Theorem 5 and Remarks 1 and 2, p. 412].) For any ring $R$ and any $x \in R$, let $x \otimes E_{11} \in M_\infty(R)$ denote the matrix in $M_\infty(R)$ with $x$ in the $(1,1)$-entry and 0 elsewhere. Define $e := 1_{L_K(E)} \otimes E_{11} \in M_\infty(L_K(E))$ and $f := 1_{L_K(F)} \otimes E_{11} \in M_\infty(L_K(F))$, and note that both $e$ and $f$ are idempotents. In addition, since $L_K(E) \otimes E_{11}$ is a full corner of $M_\infty(L_K(E))$, the inclusion $x \mapsto x \otimes E_{11}$ induces an isomorphism $T_E : K_0^{alg}(L_K(E)) \to K_0^{alg}(M_\infty(L_K(E)))$. Likewise, since $L_K(F) \otimes E_{11}$ is a full corner of $M_\infty(L_K(F))$, the inclusion $x \mapsto x \otimes E_{11}$ induces an isomorphism $T_F : K_0^{alg}(L_K(F)) \to K_0^{alg}(M_\infty(L_K(F)))$. Then, if we let $\phi_0 := K_0^{alg}(\phi)$, we see $T_E^{-1} \circ \phi_0^{-1} \circ T_F \circ \alpha : K_0^{alg}(L_K(E)) \to K_0^{alg}(L_K(F))$ is an automorphism, and by the hypothesis that $[1_{L_K(E)}]0$ is automorphism invariant, we have $T_E^{-1} \circ \phi_0^{-1} \circ T_F \circ \alpha([1_{L_K(E)}]0) = [1_{L_K(F)}]0$, and $T_F(\alpha([1_{L_K(E)}]0)) = \phi_0(T_E([1_{L_K(E)}]0))$. Thus

$$[\phi(e)]0 = \phi_0([e]0) = \phi_0(T_E([1_{L_K(E)}]0)) = T_F(\alpha([1_{L_K(E)}]0)) = [f]0$$

in $K_0^{alg}(M_\infty(L_K(F)))$. Since $L_K(F)$ is purely infinite, $M_\infty(L_K(F))$ is also purely infinite, and by [6, Corollary 2.2], there exist $x, y \in M_\infty(L_K(F))$ such that $xy = \phi(e)$ and $yx = f$. If we define $\psi : eM_\infty(L_K(E))e \to fM_\infty(L_K(F))f$ by $\psi(a) = y\phi(a)x$, then (using the fact that $xy = \phi(e)$ and $yx = f$) one can see that $\psi$ is a ring isomorphism with inverse $z \mapsto x\phi^{-1}(z)y$. Since $L_K(E) \cong eM_\infty(L_K(E))e$ and $L_K(F) \cong fM_\infty(L_K(F))f$, it follows that $L_K(E) \cong L_K(F)$.

Finally, if $K$ is a field with no free quotients, then (5) $\iff$ (2) follows from Corollary 6.14.
Remark 10.5. We conjecture that Proposition \[10.4\] is still true when the hypothesis that \([1_{L_K(E)}]_0\) is automorphism invariant is removed.

Remark 10.6. Proposition \[10.4\] shows that if \(E\) is a simple graph with a finite number of vertices and an infinite number of edges, if \(K\) is a field, and if \([1_{L_K(E)}]_0\) is automorphism invariant of \(L_K(E)\), then

\[
(K_{0}^{\text{alg}}(L_K(E)), [1_{L_K(E)}]_0, |E_{\text{sing}}|)
\]

is a complete isomorphism invariant of \(L_K(E)\) among the simple unital Leavitt path algebras over \(K\). Moreover, if \(K\) is also a field with no free quotients, then this invariant may be replaced by

\[
(K_{0}^{\text{alg}}(L_K(E)), [1_{L_K(E)}]_0, K_{1}^{\text{alg}}(L_K(F))).
\]

Given the isomorphism invariants of \(10.1\) and \(10.2\), and the Morita equivalence invariants of \((8.1)\) and \((8.2)\), this raises the question as to what the ranges of these invariants are — in particular, which finitely generated abelian groups may be realized by \(K_{0}^{\text{alg}}(L_K(E))\) and which automorphism invariant elements of \(K_{0}^{\text{alg}}(L_K(E))\) may be attained as the position of \([1_{L_K(E)}]_0\), as well as which values may be attained by \(|E_{\text{sing}}|\) and which abelian groups may be attained as \(K_{1}^{\text{alg}}(L_K(E))\). The following result shows that essentially all are possible, subject only to the necessary constraints on the \(K_{1}^{\text{alg}}(L_K(E))\) group shared by all Leavitt path algebras, as described in Proposition \(5.1\) (cf. Corollary \(5.4\)).

**Proposition 10.7.** Let \(G\) be a finitely generated abelian group, let \(F\) be a free abelian group with \(\text{rank } F \leq \text{rank } G\), and let \(g\) be an element of \(G\). Then there exist a graph \(E\) with the following properties:

1. Every vertex of \(E\) is the base point of at least two distinct loops (i.e., for any \(v \in E^0\) there exist \(e, f \in E^1\) with \(e \neq f\) and \(s(e) = r(e) = s(f) = r(f) = v\)),

2. \(E\) is transitive (so that, in particular, \(L_K(E)\) is simple and purely infinite for any field \(K\)),

3. \(E^0\) is finite (so that, in particular, \(L_K(E)\) is unital for any field \(K\)),

4. \(|E_{\text{sing}}| = \text{rank } G - \text{rank } F\), and

5. for any field \(K\),

\[
(K_{0}^{\text{alg}}(L_K(E)), [1_{L_K(E)}]_0) \cong (G, g)
\]

and

\[
K_{1}^{\text{alg}}(L_K(E)) \cong F \oplus K^\times /\langle x^{d_1} : x \in K^\times \rangle \oplus \cdots \oplus K^\times /\langle x^{d_k} : x \in K^\times \rangle \oplus (K^\times)^m
\]

where \(m := \text{rank } G\) and \((d_1, \ldots, d_k)\) are the invariant factors of \(G\).

**Proof.** It follows from [14] Proposition 3.6 that a graph satisfying Conditions (1)–(4) exists, satisfying the additional property that

\[
(K_{0}^{\text{top}}(C^*(E)), [1_{C^*(E)}]) \cong (G, g) \quad \text{and} \quad K_{1}^{\text{top}}(C^*(E)) \cong F.
\]
It then follows from Corollary 5.3 and the $K$-theory computations in Proposition 5.1 that (5) holds.

Note that the graph of Proposition 10.7 has an infinite number of edges if and only if $\text{rank } F < \text{rank } G$.

**Corollary 10.8.** If $G$ is a finitely generated abelian group, $g \in G$ and $n \in \mathbb{N} \cup \{0\}$, then there exists a graph $E$ that is transitive, has a finite number of vertices, and satisfies the following two properties:

1. For every field $K$, one has $K_0(L_E) \cong G$ via an isomorphism taking $[1_{L_E}]_0$ to $g$
2. $|E^0_{\text{sing}}| = n$.

(Note that $E$ has an infinite number of edges if and only if $|E^0_{\text{sing}}| \geq 1$.)

We conclude this section by showing that if we apply the Cuntz splice to every vertex of a graph, then the class of the unit of the corresponding Leavitt path algebra is equal to the zero element in the $K_0^{\text{alg}}$-group. Consequently, we have classification up to isomorphism of such graphs.

**Proposition 10.9.** Let $E$ be a graph with a finite number of vertices, and let $\tilde{E}$ be the graph formed by performing a Cuntz splice to every vertex of $E$. Then for any field $K$, we have $[1_{L_{\tilde{E}}}]_0 = 0$ in $K_0^{\text{alg}}(L_E)$.

**Proof.** Let $v \in E^0$. Label the portion of $\tilde{E}$ where a Cuntz splice has been added to $v$ as follows:

$$v \xleftarrow{e_1} v_1 \xrightarrow{f_1} v_2 \xrightarrow{h_1} h_2.$$

Note that in $K_0^{\text{alg}}(L_E)$ we have

$$[v_1]_0 = [f_2 f_2^* + h_2 h_2^*]_0 = [f_2 f_2^*]_0 + [h_2 h_2^*]_0 = [f_2^* f_2]_0 + [h_2^* h_2]_0 = [v_1]_0 + [v_2]_0$$

and canceling gives $[v]_0 = 0$. By similar reasoning,

$$[v]_0 + [v_1]_0 + [v_2]_0 = [e_2^* e_2]_0 + [h_1^* h_1]_0 + [f_1^* f_1]_0 = [e_2^* e_2]_0 + [f_1^* f_1]_0 + [h_1^* h_1]_0 = [v]_0 + [v_1]_0 + [v_2]_0 = 0.$$

It follows that in $K_0^{\text{alg}}(L_E)$ we have

$$[1_{L_{\tilde{E}}}]_0 = \left[ \sum_{w \in E^0} w \right]_0 = \sum_{w \in E^0} [w]_0 = \sum_{w \in E^0} ([v]_0 + [v_1]_0 + [v_2]_0) = 0.$$ 

\[ \square \]

**Corollary 10.10.** Let $E$ and $F$ be simple graphs with a finite number of vertices and infinite number of edges, and let $\tilde{E}$ be the graph formed by performing a Cuntz splice to each vertex of $E$. If $K$ is a field, then $L_K(\tilde{E}) \cong L_K(F)$
(as rings) if and only if there exists an isomorphism $\alpha : K_0^\text{alg}(L_K(\tilde{E})) \to K_0^\text{alg}(L_K(F))$ with $\alpha([1_{L_K(\tilde{E})}]_0) = [1_{L_K(F)}]_0$, and $|\tilde{E}_0^{\text{sing}}| = |F_0^{\text{sing}}|$.

**Proof.** This follows from the fact that the Cuntz splice preserves simplicity, and from Proposition 10.4 and Proposition 10.9. 

**Corollary 10.11.** Let $E$ and $F$ be simple graphs with a finite number of vertices and infinite number of edges, let $\tilde{E}$ be the graph obtained by performing a Cuntz splice to each vertex of $E$, and let $\tilde{F}$ be the graph obtained by performing a Cuntz splice to each vertex of $F$. If $K$ is a field, then $L_K(\tilde{E}) \sim_r L_K(F)$ (as rings) if and only if $K_0^\text{alg}(L_K(\tilde{E})) \sim K_0^\text{alg}(L_K(F))$ and $|\tilde{E}_0^{\text{sing}}| = |\tilde{F}_0^{\text{sing}}|$.

**Proof.** This follows from the fact that the Cuntz splice preserves simplicity, from the fact every homomorphism between groups maps the identity element to the identity element, and from Proposition 10.4 and Proposition 10.9. 

**11. Some interesting (counter)examples**

In this section we consider two very interesting examples that show when $E$ is a graph with a finite number of vertices and the field $K$ has free quotients, then the Morita equivalence class of $L_K(E)$ is not determined by $K_0^\text{alg}(L_K(E))$ and $K_1^\text{alg}(L_K(E))$. In particular, this shows the hypothesis that the field has no free quotients cannot be removed from Theorem 7.1, since statement (2) of Theorem 7.1 is no longer equivalent to the other statements. It also shows that in Corollary 6.14 one has $(3) \nRightarrow (2)$ for general fields.

The following lemma will be useful in both of our examples.

**Lemma 11.1.** Let $\mathbb{Q}$ be the field of rational numbers. Then the following statements about the algebraic $K$-groups of $\mathbb{Q}$ hold:

1. $K_0^\text{alg}(\mathbb{Q}) \cong \mathbb{Z}$.
2. $K_1^\text{alg}(\mathbb{Q}) \cong \mathbb{Q}^\times \cong \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots$. Consequently, $\mathbb{Z} \oplus K_1^\text{alg}(\mathbb{Q}) \cong K_1^\text{alg}(\mathbb{Q})$.
3. $K_2^\text{alg}(\mathbb{Q}) \cong \mathbb{Z}_2 \oplus \bigoplus_{p \text{ prime}} \mathbb{Z}_p^\times$. Consequently, $K_2^\text{alg}(\mathbb{Q})$ is a torsion group.

**Proof.** We will use some well-known facts about the algebraic $K$-theory of fields. (We refer readers wanting more details to [10] for a survey of the $K$-theory of fields.) Since $\mathbb{Q}$ is a field, $K_0^\text{alg}(\mathbb{Q}) \cong \mathbb{Z}$ and $K_1^\text{alg}(\mathbb{Q}) \cong \mathbb{Q}^\times$. It follows from Proposition 6.14 that $K_1^\text{alg}(\mathbb{Q}) \cong \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots$. Thus

$$\mathbb{Z} \oplus K_1^\text{alg}(\mathbb{Q}) \cong \mathbb{Z} \oplus \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots \cong \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots \cong K_1^\text{alg}(\mathbb{Q}).$$
Hence (1) and (2) hold. In addition, it follows from [20, Theorem 11.6 of Tate] that
\[ K^\text{alg}_2(\mathbb{Q}) \cong \mathbb{Z}_2 \oplus \bigoplus_{p \text{ prime}} \mathbb{Z}_p^\times. \]
Thus \( K^\text{alg}_2(\mathbb{Q}) \) is a torsion group, and (3) holds. \( \square \)

Example 11.2. Let \( E \) and \( F \) be the following graphs.

We shall consider the Leavitt path algebras \( L_\mathbb{Q}(E) \) and \( L_\mathbb{Q}(F) \) over the field \( \mathbb{Q} \), and consider the \( K^\text{alg}_n \)-groups of these algebras for \( n = 0, 1, 2 \). Note that each of \( L_\mathbb{Q}(E) \) and \( L_\mathbb{Q}(F) \) is purely infinite, simple, and unital.

Beginning with the graph \( E \), we see that \( E^{\text{reg}}_0 = \emptyset \) and \( E^{\text{sing}}_0 = E^{\text{reg}}_0 \) has two elements. Thus \( K^\text{alg}_n(\mathbb{Q}) \cong \mathbb{Z} \oplus \mathbb{Z} \) and the long exact sequence of Proposition 5.1(b) implies that \( K^\text{alg}_n(L_\mathbb{Q}(E)) \cong K^\text{alg}_n(\mathbb{Q}) \oplus K^\text{alg}_n(\mathbb{Q}) \) for all \( n \in \mathbb{N} \cup \{0\} \).

Using the fact that \( K^\text{alg}_0(\mathbb{Q}) \cong \mathbb{Z} \) and \( K^\text{alg}_1(\mathbb{Q}) \cong \mathbb{Q} \times \mathbb{Q} \times \mathbb{Q} \times \mathbb{Q} \times \mathbb{Z} \), we then have
\[ K^\text{alg}_0(L_\mathbb{Q}(E)) \cong \mathbb{Z} \oplus \mathbb{Z}, \quad K^\text{alg}_1(L_\mathbb{Q}(E)) \cong \mathbb{Q} \times \mathbb{Q} \times \mathbb{Q} \times \mathbb{Q} \times \mathbb{Z}, \]
and \( K^\text{alg}_2(L_\mathbb{Q}(E)) \cong K^\text{alg}_2(\mathbb{Q}) \oplus K^\text{alg}_2(\mathbb{Q}) \). Since Lemma 11.1(3) shows that \( K^\text{alg}_2(\mathbb{Q}) \) is a torsion group, it follows that \( K^\text{alg}_2(L_\mathbb{Q}(E)) \) is a torsion group.

Moving on to the graph \( F \), we see the vertex matrix of \( F \) is
\[
\begin{pmatrix}
2 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & \infty
\end{pmatrix}
\]
and \( F \) has two regular vertices and one singular vertex. Since the matrix \( \left( \frac{B^T_p - I}{C^T_p} \right) = \left( \begin{array}{cc}
1 & 1 \\
1 & 1
\end{array} \right) \) has Smith normal form \( \left( \begin{array}{cc}
1 & 0 \\
0 & 0
\end{array} \right) \), we may use the formulae of Proposition 5.1(b) to calculate
\[ K^\text{alg}_0(L_\mathbb{Q}(F)) \cong \text{coker} \left( \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^2 \to \mathbb{Z}^3 \right) \cong \mathbb{Z}^2 = \mathbb{Z} \oplus \mathbb{Z} \]
and
\[ K^\text{alg}_1(L_\mathbb{Q}(F)) \cong \ker \left( \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} : \mathbb{Z}^2 \to \mathbb{Z}^3 \right) \oplus \text{coker} \left( \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} : (\mathbb{Q}^\times)^2 \to (\mathbb{Q}^\times)^3 \right) \cong \mathbb{Z} \oplus \mathbb{Q}^\times \oplus \mathbb{Q}^\times \cong \mathbb{Q}^\times \oplus \mathbb{Q}^\times \oplus \mathbb{Q}^\times \]
by Lemma 11.1(2). Furthermore, the long exact sequence of Proposition 5.1(b) shows that
\[ K^\text{alg}_2(L_\mathbb{Q}(F)) \xrightarrow{\phi} (\mathbb{Q}^\times)^2 \xrightarrow{\phi} (\mathbb{Q}^\times)^3 \]
is exact. Since \( \text{im } \phi = \ker \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) \cong \mathbb{Q}^\times \cong \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots \), we see that \( \text{im } \phi \) contains non-torsion elements. Thus \( K_2^\text{alg}(L_\mathbb{Q}(F)) \) contains non-torsion elements, and \( K_2^\text{alg}(L_\mathbb{Q}(F)) \) is not a torsion group.

We summarize the results of the above paragraphs here: For the Leavitt path algebras \( L_\mathbb{Q}(E) \) and \( L_\mathbb{Q}(F) \), we have \( K_n^\text{alg}(L_\mathbb{Q}(E)) \cong K_n^\text{alg}(L_\mathbb{Q}(F)) \) for \( n = 0, 1 \), but \( K_2^\text{alg}(L_\mathbb{Q}(E)) \not\cong K_2^\text{alg}(L_\mathbb{Q}(F)) \), because \( K_2^\text{alg}(L_\mathbb{Q}(E)) \) is a torsion group and \( K_2^\text{alg}(L_\mathbb{Q}(F)) \) is not. In particular, the Leavitt path algebras \( L_\mathbb{Q}(E) \) and \( L_\mathbb{Q}(F) \) are not Morita equivalent.

**Example 11.3.** Let \( \tilde{E} \) and \( \tilde{F} \) be the following graphs.

\[
\begin{array}{c}
\tilde{E} \\
\end{array}
\begin{array}{c}
\infty \\
\circ \\
\end{array}
\begin{array}{c}
\tilde{F} \\
\end{array}
\begin{array}{c}
\circ \\
\circ \\
\circ \\
\end{array}
\]

We shall consider the Leavitt path algebras \( L_\mathbb{Q}(\tilde{E}) \) and \( L_\mathbb{Q}(\tilde{F}) \) over the field \( \mathbb{Q} \), and compute the \( K_n^\text{alg} \)-groups of these algebras for \( n = 0, 1, 2 \). Note that each of \( L_\mathbb{Q}(\tilde{E}) \) and \( L_\mathbb{Q}(\tilde{F}) \) is purely infinite, simple, and unital.

Beginning with the graph \( \tilde{E} \), we see that \( \tilde{E}_\text{reg}^0 = \emptyset \) and \( \tilde{E}^0 = \tilde{E}^0_\text{sing} \) has one element. Thus \( K_0^\text{alg}(\mathbb{Q}) \tilde{E}_\text{reg}^0 = 0 \), and the long exact sequence of Proposition 5.1(b) implies that \( K_n^\text{alg}(L_\mathbb{Q}(\tilde{E})) \cong K_n^\text{alg}(\mathbb{Q}) \) for all \( n \in \mathbb{N} \). Using the fact that \( K_0^\text{alg}(\mathbb{Q}) \cong \mathbb{Z} \) and \( K_1^\text{alg}(\mathbb{Q}) \cong \mathbb{Q}^\times \), we then have

\[
K_0^\text{alg}(L_\mathbb{Q}(\tilde{E})) \cong \mathbb{Z}, \quad K_1^\text{alg}(L_\mathbb{Q}(\tilde{E})) \cong \mathbb{Q}^\times
\]

and \( K_2^\text{alg}(L_\mathbb{Q}(\tilde{E})) \cong K_2^\text{alg}(\mathbb{Q}) \). We see that \( K_2^\text{alg}(\mathbb{Q}) \) is a torsion group by Lemma 11.1(3), and thus \( K_2^\text{alg}(L_\mathbb{Q}(\tilde{E})) \) is a torsion group.

Moving on to the graph \( \tilde{F} \), we see the vertex matrix of \( \tilde{F} \) is \( A_{\tilde{F}} = \left( \begin{array}{cc} \frac{1}{2} & 1 \\ 1 & \frac{1}{2} \end{array} \right) \), and every vertex of \( \tilde{F} \) is regular so that \( \tilde{F}_\text{reg}^0 = \tilde{F}^0 \). Since \( A_{\tilde{F}}' - I = \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \) has Smith normal form \( \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) \) we may use the formulae of Proposition 5.1(b) to calculate

\[
K_0^\text{alg}(L_\mathbb{Q}(\tilde{F})) \cong \ker ((\begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array}) : \mathbb{Z}^2 \to \mathbb{Z}^2) \cong \mathbb{Z}
\]

and

\[
K_1^\text{alg}(L_\mathbb{Q}(\tilde{F})) \cong \ker ((\begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array}) : \mathbb{Z}^2 \to \mathbb{Z}^2) \oplus \ker ((\begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array}) : (\mathbb{Q}^\times)^2 \to (\mathbb{Q}^\times)^2)
\]

\[
\cong \mathbb{Z} \oplus \mathbb{Q}^\times \cong \mathbb{Q}^\times
\]

by Lemma 11.1(2). Furthermore, the long exact sequence of Proposition 5.1(b) shows that

\[
K_2^\text{alg}(L_\mathbb{Q}(\tilde{F})) \xrightarrow{\phi} (\mathbb{Q}^\times)^2 \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) (\mathbb{Q}^\times)^2
\]

is exact. Since \( \text{im } \phi = \ker \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) \cong \mathbb{Q}^\times \cong \mathbb{Z}_2 \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \ldots \), we see that \( \text{im } \phi \) contains non-torsion elements. Thus \( K_2^\text{alg}(L_\mathbb{Q}(\tilde{F})) \) contains non-torsion elements, and \( K_2^\text{alg}(L_\mathbb{Q}(\tilde{F})) \) is not a torsion group.
We summarize the results of the above paragraphs here: For the Leavitt path algebras \( L_\mathbb{Q}(\overline{\mathcal{E}}) \) and \( L_\mathbb{Q}(\overline{\mathcal{F}}) \), we have \( K_n^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{E}})) \cong K_n^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{F}})) \) for \( n = 0, 1 \), but \( K_2^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{E}})) \not\cong K_2^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{F}})) \), because \( K_2^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{E}})) \) is a torsion group and \( K_2^\text{alg}(L_\mathbb{Q}(\overline{\mathcal{F}})) \) is not. In particular, the Leavitt path algebras \( L_\mathbb{Q}(\overline{\mathcal{E}}) \) and \( L_\mathbb{Q}(\overline{\mathcal{F}}) \) are not Morita equivalent.

**Remark 11.4.** We mention that in both Example 11.2 and Example 11.3, another way to see that \( L_\mathbb{Q}(\mathcal{E}) \) and \( L_\mathbb{Q}(\mathcal{F}) \) are not Morita equivalent is to note that \( \mathcal{E} \) and \( \mathcal{F} \) have different numbers of singular vertices, and thus Corollary 6.14 implies that \( L_\mathbb{Q}(\mathcal{E}) \) and \( L_\mathbb{Q}(\mathcal{F}) \) are not Morita equivalent.

There are several consequences of Example 11.2 and Example 11.3. We discuss these in the next few remarks and pose a number of questions prompted by these examples.

**Remark 11.5.** The most striking consequence of Example 11.2 is that it shows the Morita equivalence class of a unital Leavitt path algebra \( L_K(\mathcal{E}) \) coming from a graph \( \mathcal{E} \) with an infinite number of edges is not determined by the pair of its algebraic \( K \)-groups \((K_0^\text{alg}(L_K(\mathcal{E})), K_1^\text{alg}(L_K(\mathcal{E})))\). This shows that the statement in Theorem 7.4.2 cannot be added to the equivalent statements in Theorem 7.4. Consequently, Theorem 7.4 implies that over general fields we must use the pair \((K_0^\text{alg}(L_K(\mathcal{E})), |E_{\text{sing}}^0|)\), rather than \((K_0^\text{alg}(L_K(\mathcal{E})), K_1^\text{alg}(L_K(\mathcal{E})))\), to obtain a complete Morita equivalence invariant.

This raises the question of how to extend these classification results to nonunital simple Leavitt path algebras. Clearly, \((K_0^\text{alg}(L_K(\mathcal{E})), |E_{\text{sing}}^0|)\) will no longer be the correct invariant when \( \mathcal{E} \) has infinitely many vertices — one can readily find examples of infinite graphs \( \mathcal{E} \) and \( \mathcal{F} \), such that for any field \( K \) one has \( K_0^\text{alg}(L_K(\mathcal{E})) \cong K_0^\text{alg}(L_K(\mathcal{F})) \) and \( |E_{\text{sing}}^0| = |E_{\text{sing}}^0| = \infty \), but \( L_K(\mathcal{E}) \) is not Morita equivalent to \( L_K(\mathcal{F}) \). On the other hand, it is still quite possible that the pair of algebraic \( K \)-groups \((K_0^\text{alg}(L_K(\mathcal{E})), K_1^\text{alg}(L_K(\mathcal{E})))\) will work to classify nonunital simple Leavitt path algebras over fields with no free quotients. Hence, there seems to be two naive ways to approach the nonunital case: The first approach is to look for a proper generalization of the invariant \((K_0^\text{alg}(L_K(\mathcal{E})), |E_{\text{sing}}^0|)\) in the nonunital case. The second approach is to restrict attention to Leavitt path algebras over fields with no free quotients (ignoring fields such as \( \mathbb{Q} \)) and attempt to use algebraic \( K \)-theory as the invariant, in analogy with what has worked for \( C^* \)-algebras. It is unclear to the authors how to pursue the first approach, or what the proper generalization of \((K_0^\text{alg}(L_K(\mathcal{E})), |E_{\text{sing}}^0|)\) should be. In addition, in either approach, it seems that new techniques must be developed, since the tools used in the unital (i.e., finite number of vertices) case involve the graph moves (S), (O), (I), and (R), and seem to rely heavily on the fact that there are finitely many vertices.
Another avenue of inquiry when looking for a complete invariant for nonunital Leavitt path algebras over arbitrary fields is to return to the finite vertex situation and ask if in this case the collection of all the algebraic \( K \)-groups would be sufficient to determine the Morita equivalence class. Example 11.2 and Example 11.3 show that the \( K_0^{\text{alg}} \)-group with the \( K_1^{\text{alg}} \)-group do not suffice when the field \( K \) has free quotients. However, in each of these examples, one has that the \( K_2^{\text{alg}} \)-groups of each of the Leavitt path algebras are different. Is it possible that if one includes the \( K_2^{\text{alg}} \)-group one obtains a complete Morita equivalence invariant for all fields? If not, will a finite number of the algebraic \( K \)-groups suffice? If not, will all the algebraic \( K \)-groups suffice? We summarize these inquiries in the following question.

**Question 1:** Does there exist \( N \in \mathbb{N} \cup \{ \infty \} \) with the property that whenever \( E \) and \( F \) are simple graphs with a finite number of vertices and an infinite number of edges, and \( K \) is any field, then \( K_n^{\text{alg}}(L_K(E)) \cong K_n^{\text{alg}}(L_K(F)) \) for all \( 0 \leq n < N \) implies that \( L_K(E) \) is Morita equivalent to \( L_K(F) \)? If one considers Corollary 7.7, one can think of Question 1 as asking whether Corollary 7.7(ii) provides the proper invariant for general fields (Cf. Remark 7.8).

Before attempting to answer such a question, however, one may wish to ask how worthwhile an answer would be. In particular, is the collection \( \{ K_n^{\text{alg}}(L_K(E)) : n \in \mathbb{N} \} \) a useful invariant? Although we can calculate \( K_n^{\text{alg}}(L_K(E)) \) for \( n = 0, 1 \) as described in Proposition 5.1(b), for \( n \geq 2 \) we have no explicit formula and the best tool at our disposal is the long exact sequence shown in Proposition 5.1(b). Although this long exact sequence can sometimes be useful for extracting partial information about the higher algebraic \( K \)-groups, in general there are many examples of Leavitt path algebras where there is little to nothing we can say about their higher algebraic \( K \)-groups. This leads to our next question.

**Question 2:** If \( E \) is a simple graph with a finite number of vertices and an infinite number of edges, and \( K \) is any field, can one give a tractable method for calculating \( K_n^{\text{alg}}(L_K(E)) \) for \( n \geq 2 \)?

An answer to Question 2 would even be interesting if one adds the hypothesis that \( K \) is a field with no free quotients.

**Remark 11.6.** In each of Example 11.2 and Example 11.3 we have pairs of graphs with isomorphic \( K_0^{\text{alg}} \)-groups and isomorphic \( K_1^{\text{alg}} \)-groups, but a different number of singular vertices. This shows that \( (3) \Rightarrow (2) \) in Corollary 6.14 when we remove the hypothesis that \( K \) is a field with no free quotients. In particular, when \( K \) has free quotients, the groups \( K_0^{\text{alg}}(L_K(E)) \) and \( K_1^{\text{alg}}(L_K(E)) \) do not determine the number of singular vertices in the graph \( E \). As Example 11.3 shows, when \( K \) is a field with a free quotient, then the groups \( K_0^{\text{alg}}(L_K(E)) \) and \( K_1^{\text{alg}}(L_K(E)) \) are not even sufficient to determine whether \( E \) has no singular vertices. Hence, if \( E \) has a finite
number of vertices, the groups $K_0^\text{alg}(L_K(E))$ and $K_1^\text{alg}(L_K(E))$ cannot, in general, tell us whether or not $E$ is finite. This leads us to the following question

**Question 3:** If $E$ and $F$ are graphs with a finite number of vertices, $K$ is any field, and $K_n^\text{alg}(L_K(E)) \cong K_n^\text{alg}(L_K(F))$ for all $n \in \mathbb{N} \cup \{0\}$, then is it necessarily the case that $|E_{\text{sing}}^0| = |F_{\text{sing}}^0|$?

If such an $N$ is found, then Theorem 7.4 shows us that $\{K_n^\text{alg}(L_K(E))\}_{n=1}^{N}$ would be a complete Morita equivalence invariant for unital simple Leavitt path algebras $L_K(E)$ when $E$ has an infinite number of edges. This has two advantages over using the pair $(K_n^\text{alg}(L_K(E)), |E_{\text{sing}}^0|)$: first, it is an invariant expressed entirely in terms of the algebra $L_K(E)$ without reference to properties of the particular graph $E$; and second, it is an invariant that has a chance of classifying nonunital simple Leavitt path algebras.
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