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Abstract

Semantic parsing is a fundamental problem in natural language understanding, as it involves the mapping of natural language to structured forms such as executable queries or logic-like knowledge representations. Existing deep learning approaches for semantic parsing have shown promise on a variety of benchmark data sets, particularly on text-to-SQL parsing. However, most text-to-SQL parsers do not generalize to unseen data sets in different domains. In this paper, we propose a new cross-domain learning scheme to perform text-to-SQL translation and demonstrate its use on Spider, a large-scale cross-domain text-to-SQL data set. We improve upon a state-of-the-art Spider model, SyntaxSQLNet, by constructing a graph of column names for all databases and using graph neural networks to compute their embeddings. The resulting embeddings offer better cross-domain representations and SQL queries, as evidenced by substantial improvement on the Spider data set compared to SyntaxSQLNet.

1 Introduction

Text-to-SQL translation is currently one of the most important tasks in semantic parsing. It involves mapping natural language sentences to SQL queries that can be executed on associated database tables. Most text-to-SQL data sets have two very important limitations: (1) they mostly contain only very simple SQL queries, and (2) they use the same databases (and often identical SQL queries) for training and testing. Finegan-Dollak et al. (2018) demonstrated that text-to-SQL parsers that perform well on existing benchmarks do not generalize well to unseen SQL queries, as measured by experiments on modified data sets where no two identical SQL queries appear in both the training and testing sets. The Spider data set (Yu et al., 2018c) was developed to address these limitations by including a large number of complex programs, databases with multiple tables, and by ensuring that the SQL queries and databases that appear in the training set do not also appear in the testing set. In this way, Spider can be used as a better measure of a model’s ability to produce unseen complex programs and to generalize to new domains.

The Spider data set has led to the development of complex, cross-domain semantic parsers, such as SyntaxSQLNet (Yu et al., 2018b). In prior work, cross-domain semantic parsing referred to the ability to generalize among different logical forms (Su and Yan, 2017). For the text-to-SQL task, however, cross-domain semantic parsing refers to the ability to generalize across different queries and databases. Very recently, SyntaxSQLNet (Yu et al., 2018b) was proposed to solve this task by introducing a SQL-specific syntax tree-based decoder, with a SQL generation path history and table-aware column attention encoder. For better cross-domain performance, it employs a data augmentation method to generate more diverse training examples across databases. However, creating this augmented data is expensive and time-consuming. It requires grouping the SQL patterns and then manually editing the selected SQL patterns and their corresponding lists of questions.

In this paper, we propose a new approach to enhance cross-domain learning in text-to-SQL systems. In most existing systems, selecting entries from available databases is one of the most important components. When experimenting with baselines, Yu et al. (2018c) observed that most of the component matching errors (that is, components of the predicted SQL query do not match those of the gold query) were caused by errors in column prediction. A good representation of the columns in the databases should lead to accu-
rate matching between queries and columns. Our idea is to connect all tables and databases across domains via shared column names, so that the column name representation can use information across domains for better generalization. We implement this idea by constructing a database graph and using a graph neural network to encode the columns. In this way, we obtain higher quality column embeddings, which lead to more accurate column matching and better SQL generation.

2 Related Work

Many semantic parsers have been developed to translate natural language text into structured, symbolic forms, including abstract meaning representation (Lyu and Titov, 2018), executable programs (e.g., Python, Lisp, Bash) (Allamanis et al., 2015; Rabinovich et al., 2017; Yin and Neubig, 2017; Liang et al., 2017; Lin et al., 2018), and SQL queries (Dong and Lapata, 2018; Yu et al., 2018b,a; Xu et al., 2017).

For text-to-SQL parsing, the work most closely related to ours is SyntaxSQLNet (Yu et al., 2018b), which is the state-of-the-art approach for the Spider data set (Yu et al., 2018c). SyntaxSQLNet extends prior text-to-SQL models, such as SQLNet (Xu et al., 2017) and TypeSQL (Yu et al., 2018a), by encoding both local information from column names and global information from table names. The primary difference between SyntaxSQLNet and our work is that we use a novel column embedding technique that additionally includes a graph of the tables, connected through shared column names.

3 Problem Formulation

We focus on the cross-domain SQL generation task within the Spider data set (Yu et al., 2018c). Spider consists of 10,181 questions and 5,693 unique complex SQL queries on 200 databases with multiple tables, covering 138 different domains.

Specifically, in the data set each natural language query \(Q\) is associated with a corresponding SQL query \(S\) and a database \(DB\). The database contains multiple tables \(T\), and each table contains multiple columns \(C\). The task of SQL generation is to generate \(S\) given only \(Q\) and \(DB\). For cross-domain learning, the databases for training and testing are separate, so that one can test the generalization ability of the models to unseen domains.

4 Method

Our model is based on the framework of SyntaxSQLNet (Yu et al., 2018b) but extends it with our approach for generating column embeddings. We first briefly introduce the SyntaxSQLNet system, and then present the proposed graph-based column embedding method.

4.1 Background of SyntaxSQLNet

For the SQL generation task, one is given a natural language sentence and a database and is asked to generate the corresponding SQL query. Therefore, one may use an encoder to encode the sentence and table columns in the database and use a decoder to generate the SQL query. In SyntaxSQLNet, the sentence is encoded by a bi-directional LSTM (BiLSTM), while each column in the table is encoded by using a simple scheme called table-aware column representation. The scheme takes the list of words in the table name and the column name, as well as the type information of the column, as input to a BiLSTM and outputs the final state as the column representation. This approach incorporates both the global table information and the local column information.

To better leverage SQL structures, SyntaxSQLNet uses an SQL specific tree-based decoder with SQL path histories. It decomposes the decoder into a set of recursive modules: IUEN, KW, COL, OP, AGG, Root/Terminal, AND/OR, DESC/ASC/LIMIT, and HAVING. Each module deals with different SQL components. For example, the KW module predicts keywords from WHERE, GROUP BY and ORDER BY, and the COL module predicts columns. For details of the other modules, see (Yu et al., 2018b). In this work, we focus on improving the COL module.

The recursive modules in SyntaxSQLNet are combined to form the whole generation process. Specifically, when the decoder generates the SQL query, it first determines which module to invoke, and then uses that module to predict the next SQL token. For each module, the input encoding goes through an attention computation, before being used to make the prediction of the next token. For example, in the COL module, the prediction is computed by the following equations:
Table 1: Example Databases

| Database        | Table Name | Column Names                  |
|-----------------|------------|-------------------------------|
| department store| customers  | customer id, customer name, customer address |
|                 | customer orders | order id, customer id, order date |
| coffee shop     | shop       | shop id, address, num of staff |

$P_{\text{num}}^{\text{COL}} = P \left( W_1^{\text{num}}H_{Q/COL}^{\text{num}} + W_2^{\text{num}}H_{HS/COL}^{\text{num}} \right)$

$P_{\text{val}}^{\text{COL}} = P \left( W_1^{\text{val}}H_{Q/COL}^{\text{val}} + W_2^{\text{val}}H_{HS/COL}^{\text{val}} + W_3^{\text{val}}H_{COL} \right),$

where “num” means the number of columns, “val” means the index(es) of the column(s), “Q” means question, “HS” means path history, “COL” means column, $P(U) = \text{softmax}(V \tanh(U))$ is a probability distribution given score $U$ and parameter $V$, the $W$’s are learnable parameters, and the $H_{1/2}$’s are conditional embeddings defined as $H_{1/2} = \text{softmax}(H_{1/2}W_{1/2})H_1$.

4.2 Database Graph Construction

4.2.1 Motivation

For a good accuracy of the final SQL generation, every module needs to perform well. However, the COL module is a significant bottleneck of the system. When reproducing the results from SyntaxSQLNet, we find that its accuracy is only slightly above 50%, while other modules generally achieve 90%. SyntaxSQLNet gains generalizability across domains through encoding both global and local information by simply using all the words from the table name, column name, and column data type. There are two problems with this approach. First, no explicit ordering exists for these words; hence, the use of BiLSTM to encode them seems less justified. Second, although it adds the global information from table names for better column name embedding, the table names are completely independent of other tables and databases, and therefore it incorporates little information from other domains.

Our idea is to use a graph to connect the column names across all tables and databases and compute representations of them by using a graph neural network. In this way, the information of different domains is passed to each other, so that one can learn a better column embedding that generalizes across domains.

Our approach is relevant to those that use neural networks for domain adaptation; see, e.g., Pareja et al. (2019) who adapt the graph neural network model for data at different time steps. However, our approach is conceptually different from these methods, because we do not map the tasks to a new domain but rather, learn a better representation of the table elements through leveraging all domain information. Another related work that also uses GNN for semantic parsing is the very recently published Bogin et al. (2019), but the graph therein is an abstraction of the database schema, as opposed to being a tool for producing column representations as in our work.

4.2.2 Graph Construction

We construct a graph to connect all column names across tables and databases. To encode more information, we also include the table names and column data types as additional nodes in the graph. In order to obtain more connections and reduce unseen phrases, we split the names into words, so that different tables and databases share more nodes. Specifically, our database graph is constructed as follows:

1. Every column name is separated into a set of words and the words are used as nodes in the graph.
2. Within each table, we connect all word nodes to each other.
3. For each table, we include the words of table name as additional nodes, and connect them with all column name words in that table.
4. Different tables and databases are thus connected through shared words.
5. We also add column data types as additional nodes and connect them with corresponding column name words.

In Table 1 and Figure 1 respectively, we show an example of the databases and the graph con-
Figure 1: An example of the constructed graph for databases in Table 1. Orange nodes are words in the table names and blue nodes are words in the column names. For simplicity, column data types are not included in this example.

constructed for them. Clearly, in the graph, two different databases are connected through shared words, such as id and address.

4.2.3 Graph Encoding

We encode the nodes in the graph by using a 2-layer graph convolutional network (GCN) (Kipf and Welling, 2016). After we obtain the node embeddings for all nodes, for every table column we combine the embeddings of the words of the corresponding table name, column name, and column data type to get the overall representation of the column. We call this approach subgraph pooling. In details, assume that we have a table name $TN$, column name words $C_1, C_2, C_3$, and column data type $TP$. We first use the pre-trained GloVe vectors (Pennington et al., 2014) to initialize the embedding of each node: $E_{TN}, E_{C_1}, E_{C_2}, E_{C_3}, E_{TP}$. With the graph convolutional network, we obtain corresponding embedding vectors $G_{TN}, G_{C_1}, G_{C_2}, G_{C_3}, G_{TP}$. For subgraph pooling, we first concatenate the original GloVe vectors and the newly learned embedding vectors, then do averaging over all nodes for this column, and finally map it to another lower-dimensional space: $H(*) = W_h[\text{Mean}_\omega(E(\omega)||G(\omega))]$, where $||$ denotes concatenation, $\omega \in TN, C_1, C_2, C_3, TP$ and $W_h$ is a learnable parameter. Afterwards, we replace the BiLSTM encoding in SyntaxSQLNet by $H(*)$ and continue the SyntaxSQLNet decoding process.

5 Experiments

5.1 Experimental Setting

We use the Spider data set and follow the setting of Yu et al. (2018c). The data set is split into 7,000/1,034/2,147 train/development/test examples, and the databases are correspondingly split into 146/40/20 for train/development/test. The models are evaluated by exact matching accuracy with the provided test script Yu et al. (2018c). Since we made no changes to the modules other than COL, we do not compare the component matching accuracy as in Yu et al. (2018b). Instead, we include the accuracy of the COL module as an additional metric to better interpret the effects of the proposed graph encoding method.

For GCN (Kipf and Welling, 2016), we used the inductive version. That is, in the training phase we only construct the graph from the training databases, but for testing we connect the test databases with the training ones and use the learned GCN parameters for embedding computation.

5.2 Results

| Method               | Matching acc. | COL acc. |
|----------------------|---------------|----------|
| Seq2seq+attention    | 1.8%          | NA       |
| SQLNet               | 10.9%         | NA       |
| SyntaxSQLNet         | 18.9%         | 53.5%    |
| SyntaxSQLNet + Data Augmentation | 24.8%         | 61.9%    |
| GNN-SQL              | 22.0%         | 57.0%    |

Table 2: Comparison of different methods with respect to final exact matching accuracy and COL module accuracy on development set. The results of SyntaxSQLNet were run by ourselves using the provided system.

From the table we see that the COL module accuracy is 3.5% higher than that in SyntaxSQLNet, without performing any modification to other modules. The final accuracy is also 3.1% higher than SyntaxSQLNet without data augmentation. Although our final matching accuracy is lower than the data augmented SyntaxSQLNet (22.0% vs 24.8%), we have demonstrated the usefulness of the improved COL module and the potential for reducing the need and effort of labeling additional augmented data.

6 Conclusion

In this paper we propose a new graph-based method for cross-domain text-to-SQL generation. As opposed to data augmentation in SyntaxSQLNet, we construct a graph to connect all
columns across tables and databases, yielding better generalizability of the column representation and SQL generation. Experimental results on Spider demonstrates the superiority of our method over SyntaxSQLNet without data augmentation.
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