The influence of upper boundary conditions on molecular kinetic atmospheric escape simulations
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Abstract: Molecular kinetic simulations are typically used to accurately describe the tenuous regions of the upper atmospheres on planetary bodies. These simulations track the motion of particles representing real atmospheric atoms and/or molecules subject to collisions, the object’s gravity, and external influences. Because particles can end up in very large ballistic orbits, upper boundary conditions (UBC) are typically used to limit the domain size thereby reducing the time for the atmosphere to reach steady-state. In the absence of a clear altitude at which all molecules are removed, such as a Hill sphere, an often used condition is to choose an altitude at which collisions become infrequent so that particles on escape trajectories are removed. The remainder are then either specularly reflected back into the simulation domain or their ballistic trajectories are calculated analytically or explicitly tracked so they eventually re-enter the domain. Here we examine the effect of the choice of the UBC on the escape rate and the structure of the atmosphere near the nominal exobase in the convenient and frequently used 1D spherically symmetric approximation. Using Callisto as the example body, we show that the commonly used specular reflection UBC can lead to significant uncertainties when simulating a species with a lifetime comparable to or longer than a dynamical time scale, such as an overestimation of escape rates and an inflated exosphere. Therefore, although specular reflection is convenient, the molecular lifetimes and body’s dynamical time scales need to be considered even when implementing the convenient 1D spherically symmetric simulations in order to accurately estimate the escape rate and the density and temperature structure in the transition regime.

1 Introduction

In order to accurately describe the tenuous region near an atmosphere’s exobase, it has been shown that solutions to the Boltzmann equation or molecular kinetic simulations, such as the direct simulation Monte Carlo (DSMC) method (Bird, 1994), are required. Because such simulations can be computationally expensive, assumptions and simplifications are implemented to reduce run-times. One such simplification is to assume the upper atmosphere is on average spherically symmetric so that the steady-state radial structure and flow are calculated in 1D. Of course, atmospheres are not symmetric nor are their flows steady, thus an accurate description requires simulations that are multi-dimensional and include transient processes (e.g., Carberry Mogan et al. 2021, Leblanc et al. 2017, Lee et al. 2015, Walker et al. 2012). Such simulations, however, require large computer clusters and elaborate computational schemes to efficiently handle large batches of data, and can take years to develop. In contrast the 1D simulations can often be run on a modern desktop computer to obtain useful approximations to the upper atmospheric structure and processes. Indeed, 1D DSMC models have been applied to a wide variety of planetary atmospheres including complex and transient processes: gravity waves in Mars’ atmosphere (Leclercq et al., 2020);
coupling to fluid models of Pluto’s lower atmosphere (Erwin et al., 2013, Tucker et al., 2012); cooling in multi-component atmospheres induced via escaping H\textsubscript{2} (Carberry Mogan et al., 2020, Tucker et al., 2013); thermal and non-thermal processes in Europa’s atmosphere (Shematovich et al., 2005); the Moon’s early volcanic atmosphere (Tucker et al., 2021); the collapse and reformation of Io’s atmosphere during and after eclipse (Moore et al., 2009); volatile loss from Kuiper Belt Objects (Johnson et al., 2015); and cometary coma (Combi, 1996); to name several. Furthermore, 1D DSMC simulations can be used to evaluate standard analytic models: e.g., Jeans escape (Volkov et al., 2011); the exobase approximation (Tucker et al., 2016); and energy-limited escape (Johnson et al., 2013). Because of their usefulness, this Note focuses on the effect of typical boundary conditions on the upper atmospheric structure, escape rate, and the required simulation times in 1D.

To describe the transition with altitude from the collision dominated regime to the collisionless regime in a single-component atmosphere Merryfield and Shizgal (1994) used a particle-based discrete velocity model to numerically integrate the nonlinear Boltzmann equation and, more recently, Volkov et al. (2011), hereafter referred to as V11, used 1D DSMC simulations. Such simulations show that as a result of adiabatic expansion and the concomitant escape and cooling, the quasi steady-state can differ significantly from that predicted by solutions to fluid equations or to typical approximate analytic models. Moreover, since molecules can escape from below the nominal exobase and collisions can contribute to the escape of molecules above the nominal exobase, the often used Jeans escape rate calculated at the nominal exobase or the lower boundary can be significantly in error relative to accurate molecular kinetic simulations. V11 showed the difference between escape rates calculated using an approximate analytic model and via 1D DSMC simulations depended on the atmospheric parameters at the lower boundary: the Jeans parameter (i.e., the ratio of gravitational binding energy to thermal energy) and Knudsen number (i.e., the ratio of the mean free path for collisions to an atmospheric length scale), both of which are discussed in more detail below. Using an upward flux boundary condition, the lower boundary in these simulations can be an altitude in the atmosphere at which conditions are known or can be the physical surface as in V11. Whereas collisions near the lower boundary can cause particles to rapidly return to it, collisions at high altitudes can restrict escape or give particles additional energy to escape. This combination can produce escape rates either smaller or larger than the Jeans escape rate. More importantly, this difference between real and Jeans escape rates can depend on the placement and conditions at the upper boundary as discussed below. For particles that reached the upper boundary of the domain with an energy lower than the escape energy, Merryfield and Shizgal (1994) analytically calculated a time delay for them to eventually re-enter the domain through the upper boundary on ballistic trajectories. On the other hand, V11 implemented specular reflection, in which particles on ballistic trajectories that eventually return to the domain are instead immediately reflected back so as to shorten the time to reach steady-state. Although these models use different conditions at the upper boundary, they both ignore collisions above the upper boundary and, therefore, the steady-state results can be in agreement.

There are of course other alternatives to these upper boundary conditions. For example, instead of implementing an analytic approximation for the time at which particles following ballistic trajectories above the upper boundary eventually return to the domain, the motion of these ballistic particles can be explicitly tracked until they return to the domain. Leclercq
et al. (2020) implemented this approach because they simulated a transient phenomena, wave activity, for which specular reflection is inadequate since it assumes the atmosphere is in steady-state and, as a result, would wash out any transient effects. A simpler example is to remove all particles that reach the prescribed upper boundary. This is often implemented in multi-dimensional models (e.g., Marconi 2007), where increasing the upper boundary or tracking ballistic particles until they eventually return to the atmosphere is computationally expensive. Moreover, in 1D tracking ballistic particles above the upper boundary is relatively simple because all particles that return to the domain return to the same upper layer, regardless of their angular coordinates. Conversely, in a 2D or 3D domain, the upper layer is broken up into angular components and thus the angular coordinates of the particles matter, making tracking them more complex, especially when implementing parallel processing whereby the multi-dimensional spatial domain is further divided up among individual processors and exchanging particle data can become a tedious and even computationally expensive process. In addition, when simulating an atmosphere comprised of a heavy species where the prescribed upper boundary is at a relatively high altitude (e.g., Austin and Goldstein 2000, Walker et al. 2010), in the rare case that a particle crosses this boundary, its return to the domain can have a negligible influence on the atmospheric flow. However, removing all particles that cross the upper boundary can also be physically relevant in some instances, such as when it is set to the body’s Hill sphere radius so that all particles that cross it are no longer gravitationally bound to the body of interest (Hill, 1878).

The scaling described above does not apply to species-dependent molecular lifetimes nor dynamical time scales of the body. Since the simulations in this study require information from a particular planetary body and a particular species, here we use the properties of Callisto, the outermost Galilean satellite of Jupiter, and H$_2$, a long-lived species common to many early and present atmospheres (e.g., Carberry Mogan et al. 2020, 2021; Tucker et al. 2013, 2021). Therefore, although the results presented below are specific, the influence of the upper boundary conditions must be considered in all such simulations.

2 Numerical Method

Herein we apply the direct simulation Monte Carlo (DSMC) method (Bird, 1994) to simulate thermal escape in a 1D spherically symmetric domain. V11 showed that when simulating single-component atmospheres with DSMC the escape rates and structure can be scaled with the Jeans parameter, $\lambda_{J,0}$, and the Knudsen number, $K_{n0}$, calculated using the source parameter, the lower boundary, $r_0$. The former represents the ratio of the gravitational binding energy of the planetary object ($\frac{GMm}{r_0}$) to the thermal energy ($kT$) and the latter is a dimensionless parameter used to characterize the degree of rarefaction in the atmosphere. Here $G$ is the gravitational constant, $M$ is the mass of the planetary object, $m$ is the mass of the species, $k$ is the Boltzmann constant, and $T$ is the temperature. As discussed in V11, the Knudsen number at a given radial position, $r$, can be defined by two ways depending on the atmospheric curvature: the ratio of the local mean free path between collisions, $\ell(r)$, to either the local atmospheric scale height, $H(r) = \frac{kT(r)r^2}{GMm}$, here written Kn$(r)$, or to the source parameter, $r_0$, written as $K_{n0}(r)$.

Because the results in 1D can be roughly scaled using $\lambda_{J,0}$ and $K_{n0}$, the spherical body
in these simulations is that of Callisto with a mass and radius of $M_C = 1.08 \times 10^{23}$ kg and $r_C = 2410$ km, respectively, with the lower boundary the physical surface, $r_0 = r_C$. Radial cells are generated from $r_0$ up to a chosen upper boundary, $r_{\text{max}}$, which varies over the several simulations presented. The simulated atmospheres are produced by a thermal flux across the lower boundary. We assume the initial state is a vacuum, although that is not necessary, so that simulation particles representing atmospheric molecules are injected from $r_0$ into initially empty cells assuming a Maxwellian flux (Brinkmann, 1970) based on the temperature at the lower boundary, $T_0$. In this study, the atmospheric molecules are H$_2$, and the number of molecules represented by each particle is a function of the density at the lower boundary, $n_0$, and $T_0$, both of which can be varied relative to the source parameters. Particle motion is tracked in 3D Cartesian coordinates using a 4th-order Runge Kutta integration and is influenced by gravity and binary collisions. Here we simulate inelastic collisions between particles using the variable hard sphere (VHS) model (Bird, 1994), where the redistribution of energy among kinetic (translational) and internal (rotational) modes is calculated using the Larsen-Borgnakke (LB) model (Larsen and Borgnakke, 1974). Although the scaling using hard sphere (HS) collisions, as in V11, is exact, it is only approximate for the more accurate VHS and LB models used here.

As these simulations step forward in time, particles’ new radial positions are calculated. Those returning to the lower boundary can be treated in a number of ways depending on the molecule type, the surface composition and temperature, etc. Because we are focused on the upper boundary, here we simply remove particles that return to the surface. In simulating a steady-state atmosphere, conditions at the upper boundary are varied as follows:

1. Reflect $v < v_{\text{esc}}(r_{\text{max}})$: particles that reach $r_{\text{max}}$ with speeds greater than the escape speed, $v_{\text{esc}}$, calculated at $r_{\text{max}}$, $v_{\text{esc}}(r_{\text{max}}) = \sqrt{\frac{2GM_C}{r_{\text{max}}}}$, with an upward trajectory are removed, and all other particles are specularly reflected back into the domain as in V11;

2. Reflect $v < v_{\text{HS}}(r_{\text{max}})$: particles that reach $r_{\text{max}}$ with speeds that would allow them to reach the Hill sphere radius, $r_{\text{HS}}$, if their upward trajectories were uninhibited above $r_{\text{max}}$, $v_{\text{HS}}(r_{\text{max}}) = \sqrt{\frac{2GM_C}{r_{\text{max}}} \left( \frac{1}{r_{\text{max}}} - \frac{1}{r_{\text{HS}}} \right)}$, are removed, and all other particles are specularly reflected back into the domain;

3. Ballistic $r > r_{\text{max}}$: particles that reach $r_{\text{max}}$ with speeds greater than $v_{\text{esc}}(r_{\text{max}})$ are removed, while those with lower speeds are tracked along ballistic trajectories above $r_{\text{max}}$ until they return to the domain; and

4. Free Escape: all particles that reach $r_{\text{max}}$ are removed.

Here $r_{\text{HS}}$ is that of Callisto: $r_{\text{HS}} = \left( \frac{M_C}{\frac{3}{2}M_J} \right)^{1/3} d_{JC} \sim 20.8r_C$, where $M_J = 1.898 \times 10^{27}$ kg is the mass of Jupiter and $d_{JC} \sim 26.3r_J$ is the distance from Callisto to Jupiter in units of Jupiter radii, $r_J = 71,492$ km.

The escape rate is calculated by averaging the rate at which particles leave the domain according to the upper boundary conditions described above over a time interval much shorter than the total simulation time. After an average is taken, the escape rate is then reset for the subsequent interval. For the time intervals of this study, we took averages every $10^5$ steps, which equate to $\sim7.5 \times 10^4$–$3 \times 10^5$ s in the simulations presented below depending on the length of the time-step ($\sim0.75$–$3$ s), and there was a total of $10^7$ steps in each simulation. Steady-state is determined when the differences between macroscopic averages,
such as escape rates, number density, and temperature, are negligible. As will be shown below, when implementing upper boundary condition (3), due to the long times it can take for particles following ballistic trajectories above $r_{\text{max}}$ to return to the domain steady-state is still not reached after $10^7$ steps. Conversely, for all other upper boundary conditions steady-state is attained relatively rapidly, within the first few averages taken; however, the simulations are still run over a longer time to reduce statistical noise in the results. Note in a dynamical simulation, the averaging interval must be much shorter than the timescale of interest; e.g., a planetary body’s orbital period, $t_{\text{orb}}$. In the results shown below, when relevant, we normalize the simulation time to Callisto’s orbital period, $t_{\text{orb}} \sim 1.44 \times 10^6$ s, or present the atmospheric structure after 1 $t_{\text{orb}}$ in order to stress the importance of the time it can take a simulation to reach steady-state relative to a physically relevant timescale and how the upper boundary conditions can affect this result.

3 Results

Molecular kinetics in 1D single-component H$_2$ model atmospheres at Callisto were simulated using the DSMC method. The nominal exobase, $r_x$, which acts as a reference point, is calculated to occur at either $\text{Kn}(r_x) \sim 1$ or $\text{Kn}_0(r_x) \sim 1$. Since the Knudsen number is a function of the local density and temperature, and both of which are affected by the choice of the upper boundary condition (UBC), the altitude of the exobase also depends on the choice of the UBC.

Fig. 1 displays the DSMC escape rate, $\Phi$, normalized to the surface Jeans escape rate, $\phi_{\text{J},0} = \pi r_0^2 n_0 \sqrt{\frac{8kT_0}{m}} \exp(-\lambda_{\text{J},0})(1 + \lambda_{\text{J},0})$ vs. $r_{\text{max}}$ for UBC’s (1), (2), and (4), where $\lambda_{\text{J},0} = 10$ and $\text{Kn}_0(r_0) = \ell(r_0)/r_0 = 0.01$. These rates are compared to a simulation result in V11 (Fig. 4c therein), which illustrates the influence of the placement of $r_{\text{max}}$ on $\Phi/\phi_{\text{J},0}$. As can be seen, the placement of the upper boundary can affect the escape rates for all of the cases as collisions in the exosphere can induce escape (e.g., V11). With the exception of UBC (4), as the upper boundary increases, the physical space in which exospheric collisions occur increases, resulting in larger escape rates than when the domain is truncated at lower altitudes. The opposite is, of course, true for UBC (4), as the escape rate converges to UBC (2) when the upper boundary is at Callisto’s Hill sphere where all particles are lost or for a much larger Hill sphere, the difference becomes only $\sim 1.2$ that of UBC (1) by $r_{\text{max}}/r_0 = 40$. As expected in these simulations, escape to the Hill sphere, UBC (2), is larger than escape when implementing UBC (1) due to the diminished threshold of $v_{\text{HS}}$ relative to $v_{\text{esc}}$. To emphasize the usefulness of scaling, we also compare our results to a result in V11 for an N$_2$ atmosphere with the same $\lambda_{\text{J},0}$ and $\text{Kn}_0(r_0)$ using UBC (1). The trend with increasing $r_{\text{max}}$ is close to that for H$_2$ at Callisto when also using UBC (1). Within numerical uncertainties, the difference in magnitude, $\sim 10 – 20\%$, is due to the use of the HS collision scheme in V11, rather than the collision scheme used here (VHS and LB) which approximates the dependence on the particles’ relative speed and internal degrees of freedom; see Tucker et al. (2012) for more details.

Fig. 2 shows how UBC’s (1), (2) and (3) affect the structure of the upper atmosphere, with source parameters and results summarized in Table 1. Starting from vacuum, steady-state is attained in the atmospheres where UBC’s (1) and (2) were implemented within the
Figure 1: DSMC escape rates, $\Phi$, versus the placement of the upper boundary ($r_{\text{max}}$) normalized to the Jeans rate, $\phi_{J,0}$ at the lower boundary, $r_0$: $\phi_{J,0} = \pi r_0^2 n_0 v_0 \exp(-\lambda_{J,0})(1+\lambda_{J,0})$. Triangles are from V11 for N$_2$ molecules and hard sphere (HS) collisions using UBC (1). The inverted triangles, squares, and diamonds are from this study for UBC’s (1), (2), and (4), respectively, for H$_2$ molecules at Callisto and the variable hard sphere (VHS) collision model. The escape rates presented from this study represent steady-state values, where steady-state was reached in $\sim 10^5$ time-steps, $\sim 3 \times 10^5$ s.

first few averages taken, $\sim 10^5$ steps ($\sim 7.5 \times 10^4$ s); whereas the structure of the atmosphere in which UBC (3) was implemented continued to change even after 1 $t_{\text{orb}}$. The top left and right panels of Fig. 2 compare the simulated density and temperature profiles, respectively, with the exobase radii, calculated as $\text{Kn}(r_x) \sim 1$ and $\text{Kn}_0(r_x) \sim 1$, also indicated for each case. Since the magnitude differences in the profiles in the upper panels are difficult to distinguish on a logarithmic scale, profiles for UBC’s (2) and (3) are scaled to those for UBC (1) in the bottom panels for clarity. Since escape is larger for UBC (2) than for UBC (1), the exosphere in the former is less dense and cooler. However, a surprising result is the difference in the profile for UBC (1) from that for UBC (3), in which particles’ ballistic motion above $r_{\text{max}}$ is fully tracked. This is further elaborated on in Fig. 3, which compares the atmospheric escape rates as well as the ratio between the rates at which particles begin to follow ballistic trajectories above $r_{\text{max}}$ and at which those particles return to the domain for these cases up to 5 $t_{\text{orb}}$. Even by this time in the simulation a non-negligible fraction of the ballistic particles above $r_{\text{max}}$ have not yet returned to the domain, contrary to what is assumed when specular reflection is implemented. Therefore, although the escape rate $\Phi$ for UBC (3) is less than that for UBC (1) at $\sim 1$ $t_{\text{orb}}$, these ballistic particles would effectively contribute to the total loss resulting in a less dense and cooler exosphere.
Figure 2: Top panels: Radial profiles of (left) number density, $n(r)$, and (right) temperature, $T(r)$, normalized by their surface values, $n_0$ and $T_0$ (see Table 1), vs. radial altitude, $r/r_0$, for UBC (1, red solid lines), (2, green solid lines), and (3, blue solid lines). The exobase radii, calculated as $\text{Kn}(r_x) = \ell(r_x)/H(r_x) \sim 1$ (dashed lines) and $\text{Kn}_0(r_x) = \ell(r_x)/r_0 \sim 1$ (dash-dotted lines), are also plotted in the same colors for each case. Bottom panels: Radial profiles of (left) $n(r)$ and (right) $T(r)$ for the UBC (2, green) and (3, blue) normalized to those of UBC (1).

The conditions at the upper boundary and the resulting upper atmospheric structures also affect the location of the nominal exobase. As can be seen, when $\text{Kn}_0(r_x) \sim 1$ (dash-dotted lines), the exobase altitudes for all three cases are similar (see values in Table 1). From the bottom left panel of Fig. 2 the densities at $r_x \sim 6r_C$ for UBC’s (2) and (3) differ by $\sim 10 - 20\%$ of that for UBC (1), so the differences in densities at the exobase are not huge. However, this is not the case for $\text{Kn}(r_x) \sim 1$ (dashed lines), typically used in Jeans escape approximation due to the differences in the local temperature. As seen in the top panels of Fig. 2, the nominal exobase can differ by several radii depending on the UBC implemented.

For the surface parameters in Fig. 2, Table 1 lists the relation between $\lambda_1$ and $\phi_{1x}$, among other parameters, calculated at $\text{Kn}(r_x) = 1$ and $\text{Kn}_0(r_x) = 1$ revealing that, although $r_x$ and the properties calculated at $r_x$ differ significantly, the Jeans escape rates are not so different. However, the calculated DSMC rates, $\Phi$, can differ significantly from $\phi_{1x}$ depending on the UBC. Indeed for UBC’s (1), (2), and (3) $\phi_{3x}$ is $\sim 40\%$, $\sim 20\%$ and $\sim 35\%$ that of $\Phi$. Similarly, despite the large difference in $r_x$ (e.g., for UBC (1) $\text{Kn}(r_x) \sim 1$ occurs at $\sim 12r_0$, whereas $\text{Kn}_0(r_x) \sim 1$ occurs at $\sim 6r_0$) the location where collisions become so infrequent that they can no longer maintain thermal equilibrium and, as a result, individual temperature
Table 1: Macroscopic Parameters at 1 Orbital Period, \( t_{orb} \approx 1.4 \times 10^6 \) s

| Normalized Exobase Results | \( \text{UBC (1)}^a \): Reflect | \( \text{UBC (2)}^e \): Reflect | \( \text{UBC (3)}^a \): Ballistic |
|---------------------------|----------------|----------------|----------------|
| \( v < v_{esc}(r_{max}) \) | \( v < v_{HS}(r_{max}) \) | \( r > r_{max} \) |
| Radius \( b \), \( r_x/r_0 \) | 12.0 | 6.14 | 7.51 | 5.70 | 8.85 | 5.88 |
| Number density \( b \), \( n_x/n_0 \) (10\(^{-4}\)) | 3.58 | 19.5 | 8.18 | 19.4 | 6.06 | 19.4 |
| Temperature \( b \), \( T_x/T_0 \) (10\(^{-1}\)) | 1.62 | 2.38 | 1.83 | 2.22 | 1.78 | 2.31 |
| Jeans parameter \( b \), \( \lambda_{1,x}/\lambda_{1,0} \) (10\(^{-1}\)) | 5.12 | 6.83 | 7.27 | 7.88 | 6.35 | 7.36 |
| Jeans escape rate \( b \), \( \phi_{1,x}/\phi_{1,0} \) (10\(^{-2}\)) | 12.3 | 11.8 | 5.50 | 6.64 | 7.75 | 8.75 |
| DSMC escape rate \( c \), \( \Phi/\phi_{1,x} \) | 2.36 | 2.47 | 6.16 | 5.16 | 2.97 | 2.63 |

\(^a\)Values in the left and right columns are those calculated using \( \text{Kn}(r_x) \approx 1 \) and \( \text{Kn}_0(r_x) \approx 1 \), respectively.

\(^b\)Values calculated at the exobase \( x \) are normalized to the source parameters \( a \), which are from the \( \text{H}_2 \) model atmospheres of Carberry Mogan et al. (2020): \( r_0 = 2410 \) km, \( n_0 = 4 \times 10^8 \) cm\(^{-3}\), \( T_0 = 155 \) K, \( \lambda_{1,0} = \frac{GM_c M}{T_{orb}} \approx 4.7 \), \( \phi_{1,0} = \pi r_0^2 n_0 \sqrt{\frac{8kT_0}{\pi m}} \exp(-\lambda_{1,0}) \approx 4.9 \times 10^{29} \text{ s}^{-1} \). Here \( M_c = 1.08 \times 10^{21} \) kg is the mass of Callisto and \( m = 2.02 \) amu is the mass of a \( \text{H}_2 \) molecule.

\(^c\)DSMC escape rates, \( \Phi \), for UBC’s (1), (2), and (3) at \( t_{orb} \) are \( \sim1.4 \times 10^{29} \text{ s}^{-1} \), \( \sim1.7 \times 10^{29} \text{ s}^{-1} \), and \( \sim1.1 \times 10^{29} \text{ s}^{-1} \) respectively.

components begin to diverge from one another occur around 2 scale heights below \( r_x \). That is, although \( r_x \) significantly differ, so too does the corresponding scale height \( H(r_x) \sim 5r_0 \) for \( \text{Kn}(r_x) = 1 \), whereas \( H(r_x) \sim 2r_0 \) for \( \text{Kn}_0(r_x) = 1 \), leading to a similar radial location at which equilibrium begins to break down well below \( r_x \) (e.g., Carberry Mogan et al. (2020), Tucker et al. (2013)). This result is true for UBC’s (1), (2), and (3), although the nature of the individual temperature components can differ. For example, due to the diminished escape threshold and hence enhanced escape rate in UBC (2) relative to UBC (1), whereas the average translational and transverse temperatures of the former become cooler than those of the latter with increasing altitude, the average radial temperature of the latter becomes cooler than that of the former.

Finally, as mentioned earlier, after \( \sim t_{orb} \), a significant fraction of the particles following ballistic trajectories above \( r_{max} \) still have not returned to the domain, affecting the structure of the upper atmosphere seen in Fig. 2. Fig. 3 indicates the effect on the escape rate due to the time it takes for ballistic particles to return to the domain as compared to immediate specular reflection at \( r_{max} \), UBC (1). The returning particles slowly refill the exosphere, where they induce escape via collisions, enhancing the calculated escape rate, which gradually approaches the rate for UBC (1). Fig. 3 also shows the ratio between the rate at which particles reach \( r_{max} \) and follow ballistic trajectories thereafter (the “Ballistic Rate”) and the rate at which those ballistic particles return to the domain (the “Return Rate”). When specular reflection is implemented, this ratio is assumed to be unity; that is, all particles that follow ballistic trajectories above \( r_{max} \) return to the domain. However,
Figure 3: The ratio between the escape rate in the Ballistic $r > r_{\text{max}}$, UBC (3), and Reflect $v < v_{\text{esc}}(r_{\text{max}})$, UBC (1) (solid line; y-axis: left) and the ratio between the rate at which particles with insufficient escape trajectories reach $r_{\text{max}}$ and subsequently follow ballistic trajectories (i.e., the “Ballistic Rate”) and the rate at which those particles return to the domain (i.e., the “Return Rate”) for the Ballistic $r > r_{\text{max}}$ case (dashed line; y-axis: right) vs. simulation time, $t$, normalized by Callisto's orbital period, $t_{\text{orb}} \sim 1.44 \times 10^6$ s.

even after $5t_{\text{orb}}$, this is still not the case when the ballistic trajectories are explicitly tracked and, thus, the Ballistic Rate is still greater the Return Rate. If the simulation were run for much longer times, in the absence of external processes, the escape rate for UBC (3) relative to UBC (1) and the Ballistic and Return Rates are expected to converge. However, such results are not very useful when other dynamical timescales are of greater importance; e.g., at $5t_{\text{orb}}$ the escape rate for UBC (3) is still < 85% of that for UBC (1).

4 Summary

1D DSMC calculations of even multi-component atmospheres modified by external processes are now at the point where very useful results can be obtained by simulations on a modern desktop computer. Although more extensive, multi-dimensional simulations can be carried out by parallel processing, the simple 1D simulations can be extremely useful in addressing issues and physical processes discussed in the extensive literature from the work of Jeans (Jeans, 1921) until the present on accurately treating a planet’s transition region. This is the region that evolves from highly collisional to collisionless and determines the effect on
the planet’s atmospheric evolution due to escape. Because of the continuing usefulness of such simulations and their present efficiency, we reviewed issues affected by the choice of the upper boundary conditions (UBC) that are often implemented in order to limit run times. In addition we briefly reminded the reader of both the usefulness of and limits on scaling using the value of the Jeans parameter and Knudsen number at the lower boundary as a means of expanding the usefulness of simulation results as well as the effect on those results of the model for implementing collisions. These issues are more extensively discussed elsewhere as indicated above. We did not address the issues at the lower boundary. By implementing an upward flux boundary condition, the lower boundary could be in a collisional region at some altitude at which the atmospheric properties are known or, as for the thin atmospheres on the outer solar system bodies, at their physical surface. Whereas the lower boundary for the former is readily implemented, the role of the surface for thin atmospheres is critical and differs significantly between bodies.

Here we described how the choice of the UBC in such simulations affects the results of an atmospheric simulation. Because the collision rate decreases with increasing altitude (radial distance from the surface), depending on the goal of the simulations, at some point collisions can be ignored. But since objects of interest rotate and/or orbit large bodies and have atmospheres comprised of a variety of species, the time scale required to reach steady-state is critical. Here we focused on the dynamical time scale using a relatively long-lived species, H₂, at Callisto as an example for which a truly steady-state exosphere never occurs in an orbital period. That is, although specular reflection can be accurate over long dynamical time scales, for the example considered here, it overestimates the escape rate by ~25% in times less than 1 Callisto orbit. Although the effect of the UBC is much less critical for molecules with relatively short lifetimes, for those with long lifetimes and/or capable of escaping the atmosphere, the choice of the UBC should be determined by the dynamical time scale as well as any external and chemical kinetics effects (e.g., photodissociation lifetimes) that can be readily implemented. Therefore the results presented are intended to be a guide when implementing much more detailed 1D DSMC simulations.
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