BoltzmaNN: Deriving effective pair potentials and equations of state using neural networks
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In this work we investigate the use of neural networks (NNs) to devise effective equations of state from a given isotropic pair potential using the virial expansion of the pressure. We train the NNs with data from molecular dynamics simulations, sampled in the NVT ensemble at densities covering both the gas- and liquid-like regime. We find that the NNs provide much more accurate results compared to the analytic estimate of the second virial coefficient derived in the low density limit. Further, we design and train NNs for computing the potential of mean force from the radial pair distribution function, $g(r)$, a task which is often performed for inverse design and coarse-graining applications. Here, we find that a good choice for the loss function is crucial for an accurate prediction of the pair potentials. In both use cases, we study in detail how providing additional information about forces and the density impacts the performance of the NNs. We find that including this additional information greatly increases the quality of the predictions, since more correlations are taken into account; the predicted potentials become smoother and are in general significantly closer to the real potential as well as more transferable.

I. INTRODUCTION

Understanding and predicting the relationship between the (macroscopic) properties of a material and its (microscopic) building blocks is one of the key challenges in materials research and physics. One important goal in statistical physics is the accurate prediction of the phase behavior on the basis of the (effective) pair potential $U(r)$. According to van der Waals’ theorem of corresponding states, all simple fluids obey the same reduced equation of state (EOS), if the thermodynamic variables are rescaled by their value at the critical point. However, this law only applies for systems with conformal pair potentials, i.e., when the potentials can be fully superimposed by adjusting the interaction strength, $\epsilon$, and particle diameter, $\sigma$, which is rarely the case in practice. Noro and Frenkel extended this principle by including in the prediction the reduced second virial coefficient for quantifying the effective range of the attraction.\(^{1}\) This extended approach provides accurate predictions for pair potentials which are characterized by attractive interactions whose ranges are much smaller than the particle size,\(^{1,2}\) but it is expected to fail for more complex pair potentials which, e.g., include a repulsive barrier. Since a large number of (effective) pair potentials in soft materials are bounded or have repulsive barriers,\(^{3-7}\) alternative prediction tools are highly desirable.

Progress in this field has wide implications, not just in terms of fundamental understanding, but also due to the large number of potential technological applications. Various mechanical, optical, and electronic properties of materials critically depend on the degree of ordering of their atomic or (macro)molecular constituents. These properties include photonic band gaps,\(^{8}\) thermal coefficients,\(^{9}\) as well as porosity.\(^{10}\) In the conventional forward design approach, the development of novel materials typically begins with designing candidate building blocks that are expected to lead to the desired functional properties. Then these candidates are created, tested for viability, and, if necessary, modified, until the compound with the desired properties has been identified. It is clear that this iterative procedure requires much experience, since a bad initial candidate can dramatically slow down the convergence. Due to these inherent issues, there has been a recent paradigm shift towards the inverse design process, where the target properties are given and the task is to find building blocks that lead to the desired output. In recent years, tuning the inter-particle interactions to design and control structural properties has been explored for a range of soft materials, including athermal granular media,\(^{11}\) colloids,\(^{12,13}\) and block copolymers.\(^{14,15}\)

A number of techniques has been developed in the past for this inverse design process, including Reverse Monte Carlo (RMC) techniques,\(^{16-18}\) Iterative Boltzmann Inversion (IBI),\(^{19}\) simulated annealing-based optimization,\(^{20}\) or Relative Entropy Minimization.\(^{21}\) In recent years, informatics-driven approaches have gained popularity that utilize machine learning (ML) algorithms on large databases to identify previously unrecognized patterns and to predict new candidate materials.\(^{22-27}\) In this work, we followed this heuristic approach, and employ artificial neural networks (NNs) for developing effective EOS from a given isotropic pair potential $U(r)$ using the virial expansion of the pressure. Further, we design and train NNs for computing the potential of mean force (PMF) from a given radial pair distribution function, $g(r)$. The training and test data for the NNs are generated from Molecular Dynamics (MD) simulations, performed in the canonical ensemble at densities covering both the gas-
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and liquid-like regime.

The rest of this manuscript is organized as follows. In Section II, we provide a brief summary of the theoretical background, and explain the numerical methodologies we used. In Section III, we report the results from our inverse design process, where Section III A focuses on using NNs for determining the EOS via an effective second virial coefficient. In Section III B, we design and train NNs for computing the PMF from the radial pair distribution function. Section IV contains our conclusions and a brief outlook.

II. METHODOLOGY

A. Theoretical background

1. Effective equation of state

In order to describe the properties of a system, it is useful to deploy an EOS, which relates different state variables of the system under a given set of physical conditions. The EOS further allows to identify phase transitions of the system. For an ideal gas, the EOS reads

\[ Z := \frac{PV}{Nk_BT} = 1, \]  

(1)

where \( Z \) is the compressibility factor, \( P \) is the pressure, \( V \) is the volume, \( N \) is the number of particles, \( T \) is the temperature, and \( k_B \) is Boltzmann’s constant. With \( \beta \equiv 1/(k_BT) \) and \( \rho \equiv N/V \), one can simplify Eq. (1) to \( Z = \beta P/\rho \). For a real gas, \( Z \) differs from unity, and can be considered as a correction factor for the ideal gas law. One typically used extension of the ideal gas law to real gases is an expansion in terms of the density, which yields the virial expansion

\[ \frac{\beta P}{\rho} = 1 + \sum_{i=2}^{\infty} B_i(T) \rho^{i-1} \]  

(2)

with virial coefficients \( B_i(T) \). Given below are, for example, the analytical expressions for the second and the third virial coefficient of a homogeneous fluid:\n
\[ B_2(T) = -\frac{1}{2} \int_V f(r,T) \, dr \]  

(3)

\[ B_3(T) = -\frac{1}{3} \int_V \int_V \int_V f(r,T) f(r',T) f(|r - r'|,T) \, dr' \]  

(4)

with the Mayer \( f \)-functions

\[ f(r,T) = \exp\left[-\beta U(r)\right] - 1 \]  

(5)

As one can see from Eq. (3), the second virial coefficient \( B_2 \) depends only on the pair interaction between the particles, while the third coefficient \( B_3 \) depends on two- and non-additive three-body interactions. In principle, these coefficients can be derived from the grand canonical partition function or from diagrammatic methods in the canonical ensemble. In practice, however, it is usually not possible to determine these coefficients analytically, due to the complex nature of the underlying correlations. In the low-density limit, the EOS is dominated by pairwise terms so that the sum in Eq. (2) can be truncated at \( i = 2 \). In isotropic systems, one can solve the integral in Eq. (3) in polar coordinates, yielding

\[ B_2(T) \approx -2\pi \int_0^{\infty} f(r,T) r^2 \, dr. \]  

(6)

Thus, the EOS reads

\[ \frac{\beta P}{\rho} \approx 1 - 2\pi \rho \int_0^{\infty} f(r,T) r^2 \, dr. \]  

(7)

The approximative expression for the EOS given by Eq. (7) is rather useful, because it requires only knowledge about the pair potential \( U(r) \), which is typically one of the input parameters in computer simulations. However, one should note that this result has been derived under the assumption of \( \rho \to 0 \), and thus it is questionable whether this expression can be utilized for predicting phase transitions, which typically occur at finite densities and involve also higher order correlations.

To address these shortcomings, one can introduce an effective second virial coefficient, \( B_2^*(T,\rho) \), which implicitly contains the higher order terms of the virial expansion in the form of an explicit density dependence. With this quantity, the EOS can be written as

\[ \frac{\beta P}{\rho} \approx 1 + \rho B_2^*(T,\rho). \]  

(8)

This term cannot be computed analytically anymore, but it can be readily extracted from computer simulations in the canonical ensemble by measuring the pressure \( P \) at various temperatures, \( T \), and densities, \( \rho \). In this work, we apply NNs for the task of predicting \( B_2^*(T,\rho) \) for a given pair potential. Hence, the NN should learn the mapping

\[ U(r) \mapsto B_2^* := \frac{Z - 1}{\rho} = \frac{\beta P - \rho}{\rho^2}. \]  

(9)

2. Potential prediction from pair distribution function

One important realization in statistical physics is that, for a homogeneous and isotropic system, the low-density limit of the radial pair distribution function, \( g(r) \), is equal to the Boltzmann factor of the pair potential:\n
\[ \lim_{\rho \to 0} g(r) = \exp\left[-\beta U(r)\right]. \]  

(10)

Ignoring the fact that Eq. (10) is strictly valid only for \( \rho \to 0 \), one can invert this relation to determine an expression for the PMF

\[ U_0(r) := -k_B T \ln [g(r)]. \]  

(11)
Note, that we replaced $U(r)$ with $U_0(r)$ in Eq. (11), as the resulting potential $U_0(r)$ is not necessarily the same as $U(r)$ anymore when $\rho > 0$. (More precisely, $U_0(r)$ is a free energy and not a potential energy, except for the special case $\rho = 0$.) This procedure for computing an approximative PMF is often referred to as Boltzmann Inversion (BI), and it can be refined using techniques like RMC\textsuperscript{16} or IBI\textsuperscript{19}. These methods consist of alternating simulation and optimization steps, where the PMF is iteratively optimized until it reproduces the target radial pair distribution function, $\hat{g}(r)$, with sufficient accuracy (in what follows, we will mark all target quantities with a “hat” (‘) symbol).

In RMC, an adjustment of the potential is accepted with a probability of

$$p = \min[1, \exp(-\Delta \chi^2_i/2)]$$

(12)

where the measure for the agreement between target and calculated $g_i(r)$ of the $i$-th iteration, $\chi^2_i$, is given by

$$\chi^2_i = \sum [(g_i(r) - g_i(r))^2]/\alpha^2$$

(13)

where the parameter $\alpha$ adjusts the sensitivity of $\chi^2_i$ to deviations in the radial distribution functions.

In IBI, an adjustment of the potential is done via

$$U_{i+1}(r) = U_i(r) - k_B T \ln \left[ \frac{g_i(r)}{\hat{g}(r)} \right]$$

(14)

As a starting point, one typically uses $U_0(r)$ from Eq. (11).

In principle, such inversion schemes work rather well and they have been employed successfully for developing effective pairwise potentials from experimental structure measurements\textsuperscript{29–31} and for coarse-graining atomistic simulations.\textsuperscript{19,32–34} However, these methods are not guaranteed to yield physically accurate potentials as they are purely structure-based. The resulting PMF almost always exhibits a distinct state dependency,\textsuperscript{35} which makes it difficult to transfer them from one state point to another. Further, although the IBI scheme should in principle provide a unique PMF for a given $\hat{g}(r)$,\textsuperscript{36} in practice however, the convergence of Eq. (14) is difficult to achieve and varies in different parts of the PMF. Finally, both RMC and IBI require costly simulations for iteratively optimizing the PMF.

In this work we address these issues by employing NNs to determine a mapping between $g(r)$ and the PMF. Such a mapping could significantly speed up the process of finding the sought-after PMF by providing a better starting point for RMC or IBI, if not already returning the desired PMF itself. Furthermore, we hypothesize that providing additional physical information to the NN during the training phase will improve the transferability and representability of the predicted PMF.

B. Generation of data

In order to generate training data for the ML algorithms, a set of pair potentials $U(r)$ was constructed and the corresponding radial pair distribution functions $g(r)$ were generated from MD simulations in the canonical ensemble. If not stated otherwise explicitly, the particle diameter $\sigma$ and the thermal energy $k_B T$ are used as the units of length and energy, respectively.

Pair potentials $U(r)$ are generated by first picking the cutoff distance $r_{\text{cut}} \in [0, 5]$ and the number of base points $n \in [6, 10]$, distributed randomly at distances in the range $[0, r_{\text{cut}}]$ with magnitudes in the interval $[0, 15]$. Then a smoothing spline function is applied to connect these points. Here, the degree of the spline function is randomly drawn between $k = 2$ and $k = 5$ to allow for a large variety of shapes (note that $k > 2$ is required to ensure differentiability of $U(r)$). To ensure physically meaningful pair potentials, the splines are fitted to the data with the constraint that the force $F(r) = -\nabla U(r)$ is continuous at the cutoff radius, i.e. $F(r_{\text{cut}}) = 0$. Further, the potentials are shifted so that $U(r_{\text{cut}}) = 0$. For the discretization of the generated potentials we chose 200 points that were evenly distributed in the interval $[0, r_{\text{cut}}]$. Using this procedure, 400 potentials were generated, where 100 of them had an additional hard-core contribution with diameter $\sigma$, modeled via the Weeks-Chandler-Andersen (WCA) potential.\textsuperscript{37} Figure 1(a) shows a selection of potentials which have been generated using this procedure and have been employed in this work.

The MD simulations were conducted in a cubic simulation box with edge length $L = 40$ and periodic boundary conditions in all directions. The temperature was fixed at $T = 1$ using a Langevin thermostat with friction coefficient $\gamma = 1.0$ (note that the structural equilibrium properties of the system are independent of the specific $\gamma$ value). The equations of motions were solved using the standard Velocity-Verlet algorithm with a time step of $\Delta t = 0.005 \tau_{\text{MD}}$, where $\tau_{\text{MD}} = \sqrt{m \sigma^2/(k_B T)}$ is the intrinsic MD unit of time. In order to assess the density dependence of the pair potentials, simulations were conducted at four different number densities, i.e. $\rho = 0.125 (N = 8000)$, $\rho = 0.244 (N = 15625)$, $\rho = 0.512 (N = 32768)$, and $\rho = 1.0 (N = 64000)$. First, each simulation was run for $5 \times 10^6$ MD steps for equilibration (checked by monitoring the total potential energy of the system). Then, the systems were simulated for additional $5 \times 10^6$ MD steps to sample $g(r)$ (see Fig. 1(b,c) for examples). For the discretization of the calculated $g(r)$ we chose 200 points that were evenly distributed in the interval $[0, 20]$. In total, 770 simulations were conducted. Some simulations were discarded from our analysis, as they did not reach equilibration in the allotted time, leading to a final number of 600 data sets. All simulations were performed using the HOOMD-blue software package.\textsuperscript{38,39}
The so-called fully CN.\textsuperscript{41} In UNs, the input is first processed using convolutional layers then upsampled again and concatenated to a former stage of the processing, hence extracting features and combining these with the original input for further processing. This network architecture renders UNs especially useful for segmentation tasks.

One key aspect of our NNs is the loss function, which essentially controls the properties that should be optimized by the NN. We investigated in detail the influence of the chosen loss function and provide a more detailed discussion in Section II C 2. Further, the performance of an NN significantly depends on which information is provided to it, \textit{e.g.} the global particle number density or the force. Also, the format in which this information is represented plays an important role. For instance, one could use $\exp[-\beta U(r)]$ rather than $U(r)$, since in this representation the absolute differences between different potentials is decreased, which may be favorable in cases with a strong repulsion combined with an attraction of significantly smaller strength. In Section III we study in detail the influence of these various aspects on the performance of the NNs.

In what follows, we will use the following naming convention to distinguish the NNs: For a given architecture $X$ and given modifications $y$, we name the network $X/y$, \textit{e.g.} for a UN with density information we use UN/$d$. The abbreviations for the different combinations of information can be found in Table I. Figure 2 shows schematic representations of the NNs used in this work.
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Figure 1. (a) Three selected pair potentials $U(r)$ used in this work, and (b) corresponding radial pair distribution functions, $g(r)$, recorded at number density $\rho = 0.125$. (c) $g(r)$ for $U_1$ at three investigated values of $\rho$, as indicated.

C. Neural networks

1. Architecture and parameters

We used three different NN architectures in this work, \textit{i.e.} a fully connected dense NN (DN), a convolutional NN (CN), and a U-Net\textsuperscript{40} (UN). The DN consists of layers of neurons, where all neurons between two subsequent layers are connected to each other. Operations in the DN are limited to simple matrix-matrix and matrix-vector-multiplications, combined with activation functions to break the linearity. In contrast, the CN makes use of convolutional operations, where the number of parameters necessary to consider all possible correlations between points is drastically reduced compared to a DN. It is therefore useful to employ CNs for strongly correlated data, as it is typically the case in image processing but also in our problem. A special type of NNs that includes convolutional operations is the U-Net, which is based on

| abbrev. | density | force | $\exp(-\beta U(r))$ |
|---------|---------|-------|---------------------|
| die     | ✓       | ✓     | ✓                   |
| fe      | ✗       | ✓     | ✓                   |
| de      | ✓       | ✓     | ✓                   |
| e       | ✗       | ✗     | ✓                   |
| df      | ✓       | ✓     | ✗                   |
| f       | ✗       | ✓     | ✗                   |
| d       | ✓       | ✗     | ✗                   |
| x       | ✗       | ✗     | ✗                   |

Table I. List of abbreviations for the additional informations provided to the networks.

An important issue in the implementation of the NNs is the treatment of hard-core potentials during the training process. For sufficiently strong repulsion, a further increase of the potential barrier does not change the physical properties of the potential. To this end, we first identify the distance $r_{HC}$ where $U(r) \geq 20$. Then, we extend the hard-core potentials within $r < r_{HC}$ according to the function $U(r < r_{HC}) = k(r_{HC} - r)^{1.5} + U(r_{HC})$. Here, we matched the spring constant $k$, so that the original slope at the distance $r_{HC}$ is recovered. The exponent of 1.5 is chosen to keep the overall range of the potential limited.

As activation functions used in our NNs, we chose between the scaled exponential linear unit (SELU), the parametric rectified linear unit (PReLU), the tangens hyperbolicus (tanh) and a linear activation function. For
the training, we employed an ADAM optimizer\cite{kingma2014adam} with a learning rate of 0.001. For the grid search, all NNs were trained for 10^4 epochs, while the final networks were trained for 2 × 10^5 epochs. All NNs have been constructed and trained using Tensorflow.\cite{abadi2016tensorflow} In order to find a suitable NN topology, an extensive grid search was conducted for all network architectures mentioned before. In this search, the influence of the loss function as well as the number and shape, i.e. width or number of filters and kernel size, of layers was studied. During this grid search, the influence of different regions of the pair potential towards the pair distribution function are interlinked in a complex way, making it difficult to spatially separate and learn those effects independently. Therefore, it is essential to not only take into account the difference between single points of \( U(r) \) and \( \hat{U}(r) \), but also to consider the correlations between neighboring points. To take these long-distance correlations into account, we include additional terms in the loss function used for training NNs. These comprise of a Laplace-like term as well as loss terms correlating the differences of the potential at different distances

\[
L_U = L_{\text{MLE}} + 0.8L_\Delta + \sum_{k=1}^{5} L_k 0.8^k \tag{19}
\]

Note that the weight of \( L_\Delta \) and of each subsequent term of \( L_k \) is reduced by a factor of 0.8 to reduce their contribution with increasing distance.

The term \( L_\Delta \) is the discretized Laplace term, which in the case of MSE reads

\[
L_\Delta = \frac{1}{d - 2} \sum_{i=1}^{d-2} l_{\text{SE}}(\hat{y}_{i+2} - 2\hat{y}_{i+1} + \hat{y}_i, \hat{y}_{i+2} - 2y_{i+1} + y_i). \tag{20}
\]

The loss terms \( L_k \) in Eq. (19) are given by the loss function applied to the difference of potential values being \( k \) indices apart. In the case of MSE this reads

\[
L_k = \frac{1}{d - k} \sum_{i=1}^{d-k} l_{\text{SE}}(\hat{y}_{i+k} - \hat{y}_i, \hat{y}_{i+k} - y_i). \tag{21}
\]

To see how this definition of loss naturally introduces spatial correlations, one can rewrite \( L_k \) from Eq. (21) as follows

\[
L_k = \frac{1}{d - k} \sum_{i=1}^{d-k} \left[ l_{\text{SE}}(\hat{y}_{i+k}, y_{i+k}) + l_{\text{SE}}(\hat{y}_i, y_i) - 2(\hat{y}_{i+k} - y_{i+k})(\hat{y}_i - y_i) \right]. \tag{22}
\]
In this representation of \( L_k \), it is clear that the last term in Eq. (22) introduces correlations between values at different distances.

3. Training performance

Finally, we checked if we have generated a sufficient amount of data for training our NNs. To this end, we trained one selected network architecture (UN/df) on subsets of the full training data, and compare \( \langle L_{\text{MLE}} \rangle \) between the predicted and target potentials from the test set. For a given fraction \( f_{\text{train}} \) of the full training set, we use a random subset of the full training data, and carry out five independent runs for each fraction. To maintain the same diversity as the full training set, we ensure that the \( B_2 \) distribution of the subset is similar to that of the whole set. The results of this procedure are plotted in Fig. 3. We see that the loss reduces significantly from \( \langle L_{\text{MLE}} \rangle \approx 0.15 \) to \( \langle L_{\text{MLE}} \rangle \approx 0.08 \) as we increase \( f_{\text{train}} \) from 25\% to 87\%. The loss slightly increases again when the entire training data is utilized \( (f_{\text{train}} = 100\%) \), but this deviation is within the statistical uncertainties of our data.
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Figure 3. The mean logcosh loss, \( \langle L_{\text{MLE}} \rangle \) between the predicted potentials from the testing data, \( \hat{U}(r) \), and the target potentials, \( U(r) \), as a function of \( f_{\text{train}} \), the fraction of original training data being used for training the NN.

III. RESULTS

A. Predicting the equation of state

The aim of this section is to use NNs to learn a mapping from the pair potential, \( U(r) \), to an effective second virial coefficient, \( B_2^{\ast} \) (see Section II A for details). Every selected NN was trained for all combinations of additional information using a four-fold cross-validation. The density, when provided, was included by merging it as a single additional input after convolutional operations. The force was included by applying the NN architecture to both the potential as well as the force, and concatenating the outputs for further processing in fully dense layers. This procedure effectively doubles the size of the NN (see Fig. 2). As discussed in Section II, the input could additionally be modified by providing the potential in exponential space.

In Fig. 4, we plotted \( \langle L_{\text{MSE}} \rangle \) and \( \langle L_{\text{MAE}} \rangle \) between predicted and target potentials for the different architectures for different inputs. The errorbars in Fig. 4 were calculated as the standard error of the mean over all four folds. For comparison, the values obtained using the analytical approximation of \( B_2 \) in Eq. (6) were \( \langle L_{\text{MSE}} \rangle \approx 11.3 \) and \( \langle L_{\text{MAE}} \rangle \approx 1.1 \), respectively. From these values, one can see that the NNs provide significantly more accurate predictions, even without providing any additional information to the NN. This behavior can be explained by the fact that the analytic expression for \( B_2 \) in Eq. (6) has been derived in the low-density limit and considers only two-body correlations. In contrast, the NN also incorporates higher correlations in \( B_2^{\ast} \). From Fig. (4) it is apparent that the qualitative behavior of the different NN architectures for the different inputs is very similar, which is why it will be discussed solely for the case of the UN.

As one can see, the biggest improvement is achieved when including the density in the input. By providing the density, one essentially empowers the NN to learn the whole virial expansion in form of an effective second virial coefficient \( B_2^{\ast}(\rho) \) rather than predicting a constant coefficient \( B_2^{\ast} \) with \( dB_2^{\ast}/d\rho = 0 \). In principle, it is possible to extract from this \( B_2^{\ast}(\rho) \) the higher order virial coefficients \( B_i \), by fitting \( B_2^{\ast}(\rho) \) to a power series in \( \rho \) (see Eq. (2)).

Furthermore, one observes that using exclusively the force as additional input or providing the potential in exponential space does not alter the performance as significantly as the addition of the density. Combinations containing the density can improve the results even further. When including the force, however, one has to beware of overfitting due to the additional complexity that is introduced in the network. This behavior can be seen for example from the results for UN/dfe in Fig. 4, where the NN performs very good on the training set but significantly worse on the validation set, indicating that the NN is unable to generalize its observations. Again, the same trends could be observed for all topologies examined during this work.

The above mentioned observations and explanations are further confirmed when looking at Fig. 5, where the predicted pressures from the NNs for CN/x and CN/d are compared to the values extracted from the simulations. For comparability, all values were obtained for the same split of training and validation data. As one can see, there are some outliers for CN/x, which do not occur for CN/d, with the corresponding values stemming from the few simulations at high density (\( \rho = 1.0 \)). By consulting Eq. (2), we conclude that these outliers are likely due to the fact that for increasing values of the
density, the higher order virial coefficients become more and more important, which cannot be accounted for in a non-density-dependent, constant $B_2^*$. For the final topology we chose a CN with the density and the force as additional inputs, CN/df. This NN consists of a convolutional part containing two convolutional layers, with each layer having 32 filters with a kernel size of 5. In each layer, a batch normalization with a momentum of $m = 0.9$ was applied, followed by the convolution using a “same” padding and a SELU activation function. After the convolution, a max-pooling with a pool-size of $p = 2$ and a “same” padding was applied.

**B. Potential prediction from pair distribution function**

In order to use NNs for predicting the PMF from structural data, there are a few important issues to be tackled. For example, we have a choice regarding the input to the NN. Instead of directly feeding in the radial pair distribution function, $g(r)$, one could also use the approximation $U_0(r)$ from Eq. (11) as a starting point. The idea behind this approach is that $U_0(r)$ could serve as a good initial guess towards obtaining the target potential. To understand the effect of using $g(r)$ vs. $U_0(r)$ as an input to the NN, we take a UN including both density and force...
information. We denote the two varieties of the neural networks as UN/g and UN/BI, corresponding to the inputs \( g(r) \) and \( U_0(r) \), respectively.

To compare these two strategies, we compare the losses on the validation data set. The average loss across the validation set is about \( \langle L_{\text{MLE}} \rangle \approx 0.040 \) for UN/g, and \( \langle L_{\text{MLE}} \rangle \approx 0.027 \) for UN/BI. As a reference, the loss from simple BI is about \( \langle L_{\text{MLE}} \rangle \approx 0.33 \), i.e. about one order of magnitude higher than the results from the NNs. Figure 7 shows the probability distribution of the losses, which indicates that both average loss and the number of outliers are reduced when \( U_0 \) is used as the input of the NN instead of the raw pair distribution, \( g(r) \). Because of this improved accuracy, we used \( U_0(r) \) as the input for our NNs.

To determine which additional information (e.g. density, force) can improve the prediction of the PMF, we performed a grid search. We performed a four-fold cross-validation on each of the NN topologies studied. As a similarity metric for the predicted PMF, we use the error in the analytic estimate of \( B_2 \) (Eq. (6)) between the predicted and target potentials. This metric qualitatively estimates how close the physical behavior of the predicted potential is to that of the ground truth. In Fig. 8, we have plotted a comparison of the deviations between the analytic estimate of \( B_2 \) computed using the predicted PMF, \( U(r) \), and the target potentials, \( \hat{U}(r) \), for a few representative NN architectures. We observed that, in general, DNs performed significantly worse than UNs or CNs. This behavior is somewhat expected since DNs typically flatten the output, whereas spatial correlations in the pair potential values are best learned in NN architectures that take these correlations into account during the learning process (like CNs or UNs). Furthermore, we observed that including additional information on the density, and, more importantly, on the force, during the training process generally increased the accuracy of our predictions. In particular, UN/df and CN/f showed the best performance among all the network topologies tested.

Comparison between different network topologies can also be done by directly comparing their prediction on a representative potential from the validation data. Such a comparison is shown in Fig. 9(a). We see that both UN/f and UN/df perform significantly better in terms of closer quantitative agreement, as well as similar qualitative trends with the ground truth. Importance of including the force in the training process can be traced back to the importance of spatial correlation information
that is conveyed through the forces; rather than trying to match the potential values at individual points, the network learns the spatial correlations and thus is able to extract physically more meaningful information. Including the force also teaches the NNs to avoid (unphysical) discontinuities in the predicted pair potentials. Further, we can see from the performance comparison of UN/d and UN/x in Fig. 8 that the addition of density alone in the input does not significantly improve the performance of the NN.

This discussion brings up the aspect of transferability of our predictions; given that \( g(r) \) can vary significantly for the same potential at different densities, \( \rho \), it is important to check whether the predicted PMF remains independent of \( \rho \). Figure 9(b) shows a selected target potential from the validation set, \( \tilde{U}(r) \), and the corresponding predictions of \( U(r) \) from the UN/df networks at different \( \rho \). Indeed, the predicted potentials from the NN are quite close to the ground truth, and show only minor deviations at different \( \rho \) (as should be the case). In contrast, the PMF from simple BI, \( U_0(r) \), provides a passable approximation of \( \tilde{U}(r) \) only at low densities, and the agreement gets significantly worse as the density increases.

As the final step, we chose the UN/df network, and trained it with all the data except those in the test set, using the loss given in Eq. (19). The predicted potentials are then used to compute \( B_2 \) using Eq. (6), and the resulting values are plotted against their target value, \( B_2 \), in Fig. 10(a). From this comparison it is clear, that \( B_2 \) and \( \tilde{B}_2 \) closely match for the training data, providing a sanity check of our approach. The agreement is slightly worse for the testing data, but the prediction of the NN is still rather accurate. The deviations between \( B_2 \) and \( \tilde{B}_2 \) are shown in more detail in Fig. 10(b), where we have plotted the probability distribution \( \omega \) of the relative MAE between these two quantities, i.e. \( |B_2 - \tilde{B}_2|/B_2 \). Roughly one third of the predictions deviates by less than 5% from the ground truth, and only a small fraction of predictions show deviations of more than 50%.

To check if the predicted PMF from the UN/df network leads to a similar pair distribution function \( g(r) \) as the original one, \( \tilde{g}(r) \), we ran MD simulations for selected cases from the test set, using the predicted potentials and calculated \( g(r) \) for the resulting configurations. To compare the performance of the NN with simple BI, we also ran MD simulations with \( U_0(r) \) and calculated the corresponding \( g(r) \). Figure 11 shows the comparison of \( g(r) \), where we have also included the employed pair potentials as insets of the corresponding plots. From these data, we can see that the PMF predicted from the NN, \( U(r) \), reproduces \( g(r) \) quite accurately in all cases shown here. Interestingly, the results for \( g(r) \) obtained from using \( U_0(r) \) are quite close to the target data, \( \tilde{g}(r) \), as well; only for the case shown in Fig. 11(d) we can see very strong deviations from the original \( \tilde{g}(r) \) in the region \( r \lesssim 1 \), which likely originate from the high particle density in this case. These trends are also reflected in the values of \( L_{MSE} \) between the original \( \tilde{g}(r) \) and the \( g(r) \) computed from MD simulations with \( U(r) \) and \( U_0(r) \), respectively (given in the caption of Fig. 11).

To test the representability of the predicted potentials, i.e. how well they can reproduce physical quantities other than the radial distribution function, we analyzed the resulting pressures, \( P \), and potential energies per particle, \( E/N \). Figure 12(a) shows \( P \) obtained from the MD simulations conducted with \( U(r) \) from the UN/df network and with \( U_0(r) \) from simple BI vs. the pressure, \( \tilde{P} \), from the original MD simulations. For both cases, the agreement between \( P \) and \( \tilde{P} \) is rather good at low pressures (and hence low densities), but it deteriorates as \( \tilde{P} \) increases. In this higher pressure region, the results obtained with \( U(r) \) from the UN/df network show similar qualitative trends as the target data, whereas the results obtained with \( U_0(r) \) are too low and even become negative in one
instance. This behavior can be seen also in Fig. 12(b), where we have plotted the distribution of pressure differences, $\Delta P = P - \hat{P}$, for both cases.

Similar trends can be also observed for the case of $E/N$, shown in Fig. 13, where the results from simple BI show significantly stronger deviations compared to the original MD runs. For example, the MAE was about $\langle L_{\text{MAE}} \rangle = 4.6$ for the NN, while we found $\langle L_{\text{MAE}} \rangle = 8.6$ for the simulations conducted with $U_0(r)$.
IV. CONCLUSIONS

In this work we have developed strategies for using artificial neural networks (NNs) for predicting the equation of state (EOS) of soft materials, and for predicting the potential of mean force (PMF) from structural information based on the radial distribution function, $g(r)$. For both tasks, we investigated the influence of providing additional information, such as density and force, during the training procedure. For deriving the EOS task, we introduced an effective second virial coefficient, $B_2^*$, and found that the NNs provided a significantly more accurate description of the EOS compared to the virial expansion derived in the low-density limit. Further, we observed that providing density and force information improved the performance of the NNs. We compared the results from the NNs with the ones obtained from simple Boltzmann inversion, i.e., $U_0(r) := -k_B T \ln [g(r)]$, and found that the NNs provided more accurate predictions for $U(r)$ and $g(r)$ in almost all investigated cases. Further, we investigated the representability of the predicted potentials, and found that the potentials from the NN reproduced the original data with much higher fidelity compared to $U_0(r)$.

There is, however, still room for future improvements: the PMF calculated from our NNs reproduce structural data with lower accuracy compared to potentials obtained from iterative methods, such as Iterative Boltzmann Inversion. Further, the training set used in this work only covers a subset of all conceivable cases. Nev-
ertheless, our NN approach is still a viable option for obtaining reasonably accurate initial estimates, which can then be optimized further using other methods until the desired accuracy is achieved. Such a combined approach could drastically cut down the computational cost and development time for coarse-graining applications, and it could also be a useful tool for inverse problems in materials discovery in soft matter.
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