CONVERGENCE TO SELF-SIMILARITY FOR BALLISTIC ANNIHILATION DYNAMICS
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ABSTRACT. We consider the spatially homogeneous Boltzmann equation for ballistic annihilation in dimension $d \geq 2$. Such model describes a system of ballistic hard spheres that, at the moment of interaction, either annihilate with probability $\alpha \in (0, 1)$ or collide elastically with probability $1 - \alpha$. Such equation is highly dissipative in the sense that all observables, hence solutions, vanish as time progresses. Following a contribution, by two of the authors, considering well posedness of the steady self-similar profile in the regime of small annihilation rate $\alpha \ll 1$, we prove here that such self-similar profile is the intermediate asymptotic attractor to the annihilation dynamics with explicit universal algebraic rate. This settles the issue about universality of the annihilation rate for this model brought in the applied literature.
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1. Introduction

1.1. Physical motivation and setting of the problem. In recent years, the physics community proposed several kinetic models in order to test the relevance of non-equilibrium statistical mechanics in systems of reacting particles. Such systems have important applications in different branches of physics and engineering such as surface growth (semiconductors) [20] and coarsening processes (dynamics of traffic). A common feature of these models is that the dissipative nature of the interactions results in the loss of collision invariants and leads to tremendous difficulties for the derivation of suitable hydrodynamic models.

A paradigmatic example of such dissipative models is the one of granular gas dynamics which corresponds to a system of \( d \)-dimensional hard-spheres undergoing inelastic collisions. For such a model, the number of particles and the momentum are conserved, but the kinetic energy is dissipated at each collision. At the kinetic level, the long-time behavior of granular gases is relatively well-understood, at least, in a spatially homogeneous setting: in absence of external forcing, the kinetic energy is continuously decreasing and the solution converges to a singular state described by a Dirac mass, that is, to a complete rest. Two main questions then arise:

- First, what is the rate of the convergence to zero of the kinetic energy, i.e., how fast a granular gas is cooling down? The precise rate of decay of the kinetic energy is known as Haff’s law and it has been rigorously proven in [22] for inelastic hard-spheres with constant inelasticity and, more generally, in [5] for the case of viscoelastic particles.
- Second, can we make a more precise description of the long-time behavior of the gas as it goes towards the singular limit? More precisely, due to the diffusive nature of collisions, one expects some type of intermediate self-similarity, i.e., a non Gaussian homogeneous cooling state. The existence and uniqueness of such self-similar state has been rigorously obtained in [22, 23], where it has been proven that in the quasi-elastic regime it is the attractor of any properly rescaled solution, see [23]. The case of viscoelastic particles is intrinsically different to that of constant restitution and always produces Gaussian intermediate asymptotic states, see [5].

The present contribution aims to answer similar questions for another example of dissipative systems, known as probabilistic ballistic annihilation. Such model has been introduced in the 90’s by [9, 13, 14, 18, 30, 33] and describes a system of \( d \)-dimensional elastic hard spheres that interact in the following way: particles move freely (ballistically) between collisions and, whenever two particles meet they either annihilate with probability \( \alpha \in [0,1] \) (both interacting particles vanish), or they undergo an elastic collision with probability \( 1 - \alpha \). Interestingly, as the annihilation probability \( \alpha \) ranges from zero to one, the probabilistic ballistic annihilation model will move from describing the dynamic of elastic hard spheres to describing the dynamic of pure annihilation, which are substantially different. Ballistic annihilation is considered to be a very accurate model in the whole range \( \alpha \in [0,1] \) (including the pure annihilation case \( \alpha = 1 \)) in dimension other than one. This conclusion has been reached through extensive numerical simulations in the aforementioned references. In dimension one, the kinetic approach has been shown to mistakenly predict the correct dynamic relaxation for the pure annihilation regime in the case of finite number of point masses (discrete velocities) for initial data due to strong cumulative correlations. We will therefore in the sequel always consider the case of \( d \)-dimensional hard spheres with \( d \geq 2 \).
Contrary to granular gases, ballistic annihilation dissipates the density, thus, it does not have natural collision invariants. As a consequence, the solution to the associated kinetic equation converges to 0 as time goes to infinity. We aim to answer the two questions raised before:

(Q1) What is the precise rate of decay towards zero of the macroscopic quantities as density and kinetic energy?

(Q2) Is the long-time behavior of the solution described by some suitable self-similar profile which would attract any solution to the associated equation after proper rescaling?

We will focus on these questions in the regime when \( \alpha \) is relatively small, but still order one. This regime is interpreted as a system of elastic particles colliding many times before annihilating, that is, particles undergoing significant diffusion due to collisions before annihilating. This is precisely the natural regime to search for self-similarity. We prove that the model possesses an universal attractor related to the self-similarity equation, which leads to universal algebraic relaxation rates that can be explicitly computed. Exact rates are quite expensive to compute as they demand the knowledge of the attractor, which requires solving the highly nonlinear integro-differential equation (1.5). For this reason, the rate found in the limit \( \alpha \to 0 \) is of key relevance. In reference [33] was conjectured that, in particular, the mass of the solution \( f(t, \cdot) \) to the kinetic equation behaved in the long run as

\[
\int_{\mathbb{R}^d} f(t, v) dv \sim t^{-4d/(4d+1)}, \quad t \to \infty
\]

and later in [12] numerical evidence was given supporting this fact. A particular application of the analysis performed in this work is precisely the rigorous proof of such statement (see Theorem 1.3 and comments below). Interestingly, the pure annihilation case \( \alpha = 1 \) does not enjoy attractors, and long time relaxation rates depend on the initial configuration as proven in the aforementioned references (for both continuous and discrete velocity initial data). Furthermore, it is unclear what happens with the system’s dynamics in the regime where \( \alpha \) is relatively large, however, reference [12] shows numerical evidence that seems to indicate existence of attractors as long as \( \alpha < 1 \).

Before discussing in details the results and answers to the above queries, let us precisely describe the model we are dealing with.

1.2. The equation at stake. In a spatially homogeneous framework, the density of particles \( f(t, v) \) with velocity \( v \in \mathbb{R}^d \) \((d \geq 2)\) at time \( t \geq 0 \), satisfies the following

\[
\begin{align*}
\partial_t f(t, v) &= Q(f, f)(t, v) := (1 - \alpha) Q(f, f)(t, v) - \alpha Q_-(f, f)(t, v) \quad t > 0 \\
f(0, v) &= f_0(v)
\end{align*}
\]

(1.1)

where \( Q \) is the quadratic Boltzmann collision operator defined by

\[
Q(g, f)(v) = \int_{\mathbb{R}^d \times S^{d-1}} |v - v_s| (g' f'_s - g f_s) \, dv_s \, d\sigma,
\]

where we have used the shorthands \( g = g(v), g' = g(v'), f_s = f(v_s) \) and \( f'_s = f(v'_s) \) with post-collisional velocities \( v' \) and \( v'_s \) parametrized by

\[
v' = v + v_s \frac{|v - v_s|}{2}, \quad v'_s = v + v_s \frac{|v - v_s|}{2}, \quad \sigma \in S^{d-1}.
\]

(1.2)

Here above, \( d\sigma \) denotes the normalized Lebesgue measure over \( S^{d-1} \), i.e \( \int_{S^{d-1}} d\sigma = 1 \).

The above collision operator \( Q(f, f) \) splits as \( Q(f, f) = Q_+(f, f) - Q_-(f, f) \) where the gain part \( Q_+ \) is given by

\[
Q_+(f, f)(v) = \int_{\mathbb{R}^d \times S^{d-1}} |v - v_s| f'_s \, dv_s \, d\sigma,
\]

while the loss part \( Q_- \) is defined as

\[
Q_-(f, f)(v) = f(v) \Sigma_f(v), \quad \text{with} \quad \Sigma_f(v) = \int_{\mathbb{R}^d} |v - v_s| f_s \, dv_s.
\]

(1.3)
The Cauchy theory for the above equation has been investigated in a previous contribution [7], and we refer to the op. cit. for related questions.

In all the present paper, we shall assume that $f_0 \in L^1_d(\mathbb{R}^d)$ is a nonnegative initial datum and that $f(t, \cdot) \in L^1_d(\mathbb{R}^d)$ is the associated solution to (1.1) for a given parameter $\alpha \in (0, 1)$. As explained, such solution $f(t, \cdot)$ is expected to converge to zero as $t \to \infty$ and, before reaching such degenerate state, the solution is expected to become close to a self-similar solution of the form

$$f_H(t, v) = \lambda(t)\psi_\alpha(\beta(t)v),$$

(1.4)

for some scaling functions $\lambda(t)$ and $\beta(t)$ and for a given self-similar profile $\psi_\alpha$ (depending clearly on the choice of the parameter $\alpha$). One can then show, see [30, 33, 7], that such a self-similar profile is a solution to the following stationary Boltzmann equation

$$\mathcal{A}_\alpha \psi_\alpha(\xi) + \mathcal{B}_\alpha \xi \cdot \nabla_\xi \psi_\alpha(\xi) = (1 - \alpha)\mathcal{Q}(\psi_\alpha, \psi_\alpha)(\xi) - \alpha \mathcal{Q}_-(\psi_\alpha, \psi_\alpha)(\xi),$$

(1.5)

where

$$\mathcal{A}_\alpha = -\alpha \frac{1}{2} \int_{\mathbb{R}^d} \left( \frac{d + 2}{\int_{\mathbb{R}^d} \psi_\alpha(\xi) \, d\xi} - \frac{d}{\int_{\mathbb{R}^d} \psi_\alpha(\xi) \, d\xi} \right) \mathcal{Q}_-(\psi_\alpha, \psi_\alpha)(\xi) \, d\xi,$$

(1.6)

and

$$\mathcal{B}_\alpha = -\alpha \frac{1}{2} \int_{\mathbb{R}^d} \left( \frac{1}{\int_{\mathbb{R}^d} \psi_\alpha(\xi) \, d\xi} - \frac{\xi^2}{\int_{\mathbb{R}^d} \psi_\alpha(\xi) \, d\xi} \right) \mathcal{Q}_-(\psi_\alpha, \psi_\alpha)(\xi) \, d\xi.$$

(1.7)

Existence of solutions to (1.5) has been proven in [7] for any $\alpha$ smaller than some explicit threshold value. Moreover, borrowing techniques already used for similar questions in the study of granular gases [23], uniqueness of the self-similar profile has been established in [8] for a smaller range of parameters $\alpha$. Namely,

**Theorem 1.1. (Existence and uniqueness of the self-similar profile [7, 8])** There is some explicit $0 < \alpha_0 < 1$ such that for any $\alpha \in (0, \alpha_0)$, for any given $\varrho > 0$ and $E > 0$, there exists a unique solution $\psi_\alpha$ to (1.5) with mass $\varrho$, energy $E$ and zero momentum, i.e.

$$\int_{\mathbb{R}^d} \psi_\alpha(\xi) \left( \frac{\varrho}{\xi} - \frac{E}{|\xi|^2} \right) \, d\xi = \begin{pmatrix} \varrho \\ 0 \\ E \end{pmatrix}.$$

Moreover, $\psi_\alpha$ is smooth and radially symmetric.

By a simple scaling argument, there is no loss of generality in considering the special case in which $\varrho = 1$ and $E = d/2$ and, from now on, we will denote by $\psi_\alpha$ the unique solution to (1.5) that satisfies

$$\int_{\mathbb{R}^d} \psi_\alpha(\xi) \left( \frac{1}{\xi} - \frac{d/2}{|\xi|^2} \right) \, d\xi = \begin{pmatrix} 1 \\ 0 \\ d/2 \end{pmatrix}.$$

(1.8)

We denote by $\mathcal{M}(\xi)$ the Maxwellian distribution with same first moments as $\psi_\alpha$, i.e.

$$\mathcal{M}(\xi) = \pi^{-d/2} \exp(-|\xi|^2), \quad \forall \xi \in \mathbb{R}^d.$$

(1.9)

1.3. **Self similar variable.** Let us consider a solution $f = f(t, v)$ to (1.1) for some nonnegative initial datum $f_0 \in L^1_d(\mathbb{R}^d)$. Let us introduce the following $\psi(\tau, \xi)$ through

$$f(t, v) = n_f(t)(2T_f(t))^{-d/2} \psi \left( \tau(t), \frac{v - u_f(t)}{\sqrt{2T_f(t)}} \right).$$

(1.10)
for some suitable scaling function $\tau : \mathbb{R}^+ \to \mathbb{R}^+$ and with
\[
  n_f(t) = \int_{\mathbb{R}^d} f(t, v)dv, \quad n_f(t)u_f(t) = \int_{\mathbb{R}^d} f(t, v)vdv, \quad d n_f(t)T_f(t) = \int_{\mathbb{R}^d} f(t, v)|v - u_f(t)|^2dv, \quad t \geq 0.
\] (1.11)

Notice that the choice of the scaling enforces the following
\[
  \int_{\mathbb{R}^d} \psi(\tau, \xi) \left( \begin{array}{c} 1 \\ \xi \\ |\xi|^2 \end{array} \right) d\xi = \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) \quad \forall \tau \geq 0.
\] (1.12)

which ensures the self-similar function $\psi(\tau)$ to share the same mass, momentum and energy of the steady profile $\psi_\alpha$. With such a scaling, straightforward computations, see Section 2.2 for details, combined with the uniqueness of the solutions to both Cauchy problems (1.1) and (1.14) yield to the following proposition.

**Proposition 1.2.** Let $f_0 \in L^1_3(\mathbb{R}^d)$ be a nonnegative initial datum with positive mass and temperature
\[
  n_{f_0} = \int_{\mathbb{R}^d} f_0(v)dv > 0, \quad T_{f_0} = \frac{1}{dn_{f_0}} \int_{\mathbb{R}^d} f_0(v)|v - u_{f_0}|^2dv > 0,
\]
where $u_{f_0} = \frac{1}{n_{f_0}} \int_{\mathbb{R}^d} f_0(v)vdv \in \mathbb{R}^d$. Let $f(t, v)$ denote the unique solution to (1.1) associated to the initial datum $f_0$. Then, $\min(n_f(t), T_f(t)) > 0$ for all $t \geq 0$. In addition, introducing the scaling function
\[
  \tau(t) = \sqrt{2} \int_0^t n_f(s)\sqrt{\int_\mathbb{R}^d v f_0(\xi, \tau) + u_{f_0}} ds, \quad \forall t \geq 0,
\] (1.13)
and defining $\psi(\tau, \xi)$ by (1.10), it holds that $\psi(\tau, \xi)$ is the unique solution to
\[
\begin{align*}
  \partial_\tau \psi(\tau, \xi) + (A_\psi(\tau) - dB_\psi(\tau)) \psi(\tau, \xi) + B_\psi(\tau)\text{div}_\xi((\xi - \nu_\psi(\tau)) \psi(\tau, \xi)) \\
  = (1 - \alpha)Q(\psi, \psi)(\tau, \xi) - \alpha Q_-(\psi, \psi)(\tau, \xi)
\end{align*}
\] (1.14)
with initial datum $\psi(0, \xi) = (2T_{f_0})^{d/2}n_{f_0}^{-1} f_0(\sqrt{2T_{f_0}} \xi + u_{f_0})$ and where $A_\psi(\cdot), B_\psi(\cdot)$ and $\nu_\psi(\cdot)$ are defined by
\[
\begin{align*}
  A_\psi(\tau) &= -\frac{\alpha}{2} \int_{\mathbb{R}^d} (d + 2 - 2|\xi|^2) Q_-(\psi, \psi)(\tau, \xi)d\xi \\
  B_\psi(\tau) &= -\frac{\alpha}{2} \int_{\mathbb{R}^d} \left( 1 - \frac{2}{d} |\xi|^2 \right) Q_-(\psi, \psi)(\tau, \xi)d\xi \\
  B_\psi(\tau)\nu_\psi(\tau) &= -\alpha \int_{\mathbb{R}^d} \xi Q_-(\psi, \psi)(\tau, \xi)d\xi \in \mathbb{R}^d, \quad \forall \tau \geq 0
\end{align*}
\] (1.15)

From the previous results, one sees that $\psi_\alpha$ is a steady solution to (1.14) – independent of the time variable $\tau$ – and for which

\[
  A_\alpha := A_\psi_\alpha, \quad B_\alpha := B_\psi_\alpha, \quad \text{and} \quad \nu_\psi_\alpha = 0
\]

since, $\psi_\alpha$ being radially symmetric so is $Q_-(\psi_\alpha, \psi_\alpha)$.

**1.4. Notations.** For all $r > 0$, we denote by $\mathbb{D}(r)$ the open disc of $\mathbb{C}$ with radius $r$, i.e. $\mathbb{D}(r) = \{ z \in \mathbb{C} : |z| < r \}$. Given two Banach spaces $X$ and $Y$, we denote by $\mathcal{B}(X,Y)$ the set of linear bounded operators from $X$ to $Y$ and by $\| \cdot \|_{\mathcal{B}(X,Y)}$ the associated operator norm. If $X = Y$, we simply denote $\mathcal{B}(X) := \mathcal{B}(X,X)$. We denote then by $\mathcal{C}(X)$ the set of closed, densely defined linear operators on $X$ and by $\mathcal{K}(X)$ the set of all compact operators in $X$. For $A \in \mathcal{C}(X)$, we write $\mathcal{D}(A) \subset X$ for the domain of $A$, $\mathcal{N}(A)$ for the null space of $A$ and $\text{Range}(A) \subset X$ for the range of $A$. The spectrum of $A$ is then denoted by $\sigma(A)$ and the resolvent set is $\varrho(A)$. For $\lambda \in \rho(A)$, $\mathcal{R}(\lambda, A) = (\lambda \text{Id} - A)^{-1}$ denotes the resolvent of $A$. 

Let us introduce some useful notations for function spaces. For any nonnegative weight function $m : \mathbb{R}^d \to \mathbb{R}^+$, we define, for all $p \geq 1$ and $q \geq 0$ the space $L^p_q(m)$ through the norm
\[
\|f\|_{L^p_q(m)} := \left(\int_{\mathbb{R}^d} |f(\xi)|^p (\xi)^q m(\xi) d\xi \right)^{1/p},
\]
i.e. $L^p_q(m) = \{ f : \mathbb{R}^d \to \mathbb{R} ; \|f\|_{L^p_q(m)} < \infty \}$. We also define, for $k \in \mathbb{N}$,
\[
\mathbb{W}^k_{q,p}(m) = \left\{ f \in L^p_q(m) ; \partial_\xi^k f \in L^p_q(m) \right\}
\]
with the usual norm,
\[
\|f\|_{\mathbb{W}^k_{q,p}(m)} = \sum_{|\beta| \leq k} \|\partial_\xi^\beta f\|_{L^p_q(m)}.
\]
For $m \equiv 1$, we simply denote the associated spaces by $L^p_q$ and $\mathbb{W}^k_{q,p}$.

### 1.5. Main results.

Let us recall that $\mathbf{A}_\alpha := A_{\psi_{\alpha}}, \mathbf{B}_\alpha := B_{\psi_{\alpha}}$. We introduce the nonnegative quantities
\[
a_\alpha := \frac{d \mathbf{B}_\alpha - \mathbf{A}_\alpha}{\alpha}, \quad b_\alpha := \frac{(d+2) \mathbf{B}_\alpha - \mathbf{A}_\alpha}{\alpha}, \quad \alpha \in (0, \alpha_0).
\]

The following is the main result of the paper.

**Theorem 1.3.** Assume that $f_0$ is nonnegative, with positive mass and temperature and such that
\[
f_0 \in \mathcal{H}_\eta^{a_+, b_+} (\mathbb{R}^d) \cap L^1_\kappa (\mathbb{R}^d)
\]
for some $\eta > 4 + d/2$ and some $\kappa > \max\{4 + d/2, d(d-2)/(d-1)\}$, $(d \geq 3)$. We also assume that $f_0$ has finite entropy and Fisher information, i.e.
\[
\int_{\mathbb{R}^d} f_0(v) \log f_0(v) dv < \infty \quad \text{and} \quad \int_{\mathbb{R}^d} |\nabla \sqrt{f_0(v)}|^2 dv < \infty.
\]

Let $f(t, v)$ be the unique solution to (1.1) associated to the initial datum $f_0$. Then, there exists some $\tilde{T} > 0$ and some explicit $A > 0$ such that for any $a \in (0, A/2)$, for any $\varepsilon > 0$ there exist some explicit $\alpha_\varepsilon \in (0, \alpha_0)$ such that, for all $\alpha \in (0, \alpha_\varepsilon)$, there is some $C = C_{\alpha, \varepsilon, f_0} > 0$ depending on $f_0$ through $n_{f_0}, u_{f_0}$ and $T_{f_0}$ and such that
\[
\int_{\mathbb{R}^d} |f(t, v) - f_\alpha(t, v)| \exp \left( a \frac{|v - u_f(t)|}{\sqrt{2 T_f(t)}} \right) dv \leq C (1 + t)^{-\vartheta} \quad \forall t \geq \tilde{T}
\]
where $\vartheta := \frac{2}{\alpha(a_\alpha + b_\alpha)} (\alpha a_\alpha + \mu_* - \varepsilon), \mu_*$ denotes the spectral gap of the linearized operator $\mathcal{L}_0$ associated to the elastic Boltzmann equation in $L^2(\mathcal{M}^{-1})$,
\[
f_\alpha(t, v) = n_f(t)(2 T_f(t))^{-d/2} \psi_{\alpha} \left( \frac{v - u_f(t)}{\sqrt{2 T_f(t)}} \right), \quad t \geq 0
\]
with the moments $n_f(t), T_f(t)$ and $u_f(t)$ satisfying
\[
\log n_f(t) \simeq -2 \frac{a_\alpha}{a_\alpha + b_\alpha} \log t, \quad \log T_f(t) \simeq - \frac{4 B_\alpha}{\alpha(a_\alpha + b_\alpha)} \log t \quad \text{for } t \to \infty
\]
and
\[
\lim_{t \to \infty} u_f(t) = u_{f_0} + \sqrt{2 T_{f_0}} \int_0^\infty B_{\psi}(s) \nu_{\psi}(s) \exp \left( - \int_0^s B_{\psi}(r) dr \right) ds.
\]
Moreover, for fixed $\alpha$, the aforementioned rates for $n_f$ and $T_f$ are universal.

The above Theorem provides a satisfying answer to the queries (Q1) and (Q2) above:
The precise rate of convergence of the density and temperature is described by (1.17) for any \( \alpha \in (0, \alpha_c) \). Notice that this rate is sharp in the regime of small annihilation since one has (see Remark 2.7) for \( \alpha \to 0 \)

\[
\frac{2a_\alpha}{a_\alpha + b_\alpha} \simeq \frac{4d}{4d + 1}, \quad \frac{4B_\alpha}{\alpha(a_\alpha + b_\alpha)} = \frac{2(b_\alpha - a_\alpha)}{a_\alpha + b_\alpha} \simeq \frac{2}{4d + 1},
\]

which results, for small values of \( \alpha \), in

\[
n_f(t) \simeq t^{-\frac{d}{4d + 1}}, \quad T_f(t) \simeq t^{-\frac{d}{4d + 1}} \quad \text{as } t \to \infty.
\]

These results match the rate of convergence conjectured by physicists in [33, 12] described in Section 1.1.

For an initial datum with little regularity requirement, any solution to (1.1) is asymptotically close to the self-similar profile \( f_\alpha(t, \cdot) \). Notice that our statement is quantitative in the sense that explicit rate of convergence toward zero for the difference \( f(t, \cdot) - f_\alpha(t, \cdot) \) is provided. Such rate is algebraic and, interestingly, is related to the mass, momentum and energy of the profile \( \psi_\alpha \) as well as to the spectral gap of the classical (elastic) Boltzmann linearized operator. Observe also that the convergence is established in \( L^1 \)-space with exponential weight, but such strong tail is not demanded for the initial datum. This improvement in weight from polynomial to exponential is obtained by exploiting the instantaneous appearance of exponential moments for Boltzmann-like equation associated to hard potentials.

Notice that the answers to both queries (Q1) and (Q2) are related. Indeed, we are not able to obtain in a direct way the behavior of the moments \( n_f(t), u_f(t) \) and \( T_f(t) \) by inspecting just the moments equations associated to (1.1). Surprisingly, the inspection of these moments equations just allows us to get the decay of the product \( n_f(t)\sqrt{T_f(t)} \) but not the decay of each term. We are able to determine the long-time behavior of such moments after exploiting the convergence of the whole solution \( f(t, v) \), see Section 8.

### 1.6. Strategy of the proof and novelty of the current approach

It appears convenient along the proof of Theorem 1.3 to rather investigate the solution of the rescaled equation (1.14) because it is conservative. For such rescaled equation, the main result can be formulated as follows.

**Theorem 1.4.** Under the Assumptions of Theorem 1.3 on the initial datum \( f_0 \), let \( f(t, v) \) be the unique solution to (1.1) associated to the initial datum \( f_0 \) and let \( \psi(\tau, \xi) \) be the associated rescaled function given by (1.10). Then, there exists some explicit \( A > 0 \) such that for any \( a \in (0, A/2) \), for any \( \varepsilon > 0 \) there exist some explicit \( \alpha_c \in (0, \alpha_0) \) such that, for all \( \alpha \in (0, \alpha_c) \)

\[
\int_{\mathbb{R}^d} |\psi(\tau, \xi) - \psi_\alpha(\xi)| \exp(a|\xi|)d\xi \leq C_\varepsilon(\alpha) \exp(- (\mu_* - \varepsilon) \tau) \quad \forall \tau \geq 1,
\]

where \( \mu_* \) denotes the spectral gap of the linearized operator \( \mathcal{L}_0 \) associated to the elastic Boltzmann equation in \( L^2(M^{-1}) \) and \( C_\varepsilon(\alpha) \) is a positive explicit constant depending on \( \alpha \) and \( \varepsilon \).

**Remark 1.5.** There are two noticeable facts in Theorem 1.4:

1. the rate of convergence is nearly optimal, being as close as desired to the rate of convergence to equilibrium for the elastic Boltzmann equation \( O(\varepsilon^{-\mu_*}) \). This is an important contrast with respect to the results obtained so far in the context of granular gases [23, 32] for which the rate of convergence to self-similarity is not continuous with respect to the elastic limit. To be more precise, in [23, 32], if \( \eta \in (0, 1) \) denotes the inelasticity parameter, then the decay to the self-similar profile is \( O(\varepsilon^{-(1-n)\varepsilon}) \) for some explicit \( c > 0 \). As a consequence, the elastic limit \( \eta \to 1 \) yields no relaxation at all, whereas it is well-known that the solution to the elastic Boltzmann equation converges exponentially fast to equilibrium. In Theorem 1.4, in the elastic limit \( \alpha \to 0 \) one exactly recovers the optimal rate of convergence to equilibrium of the elastic Boltzmann equation.
(2) The rate of convergence of the self-similar problem is independent of \( \alpha \). That is, all corresponding relaxation related to annihilation is hidden in the rescaling. Thus, the self-similarity rescaling becomes a tool that decouples the annihilation dynamics from the elastic collision dynamics. This is a powerful tool for analysis.

The strategy we adopt to prove the results combines the spectral analysis of the linearized operator and the entropy-entropy production method. The introduction of the linearized operator in the rescaled equation may seem, at first sight, as a bad idea since the rescaled problem (1.14) is non-autonomous. However, it reveals to be very efficient because, essentially, the rescaled equation is conservative.

Let us try to describe more precisely our approach. In the weighted space

\[ X_0 = L^1(\omega), \quad \omega(\xi) = \exp(a|\xi|) \]

where \( a > 0 \) is some suitable number, we can introduce the linearized operator around the profile \( \psi_\alpha \) as follows.

**Definition 1.6.** For any \( \alpha \in (0, \alpha_0) \), introduce the linear operator \( \mathcal{L}_\alpha : \mathcal{D}(\mathcal{L}_\alpha) \subset X_0 \to X_0 \) by

\[
\mathcal{L}_\alpha h(\xi) = (1 - \alpha)\left[ Q(h, \psi_\alpha)(\xi) + Q(\psi_\alpha, h)(\xi) \right] - \alpha\left[ Q_-(\psi_\alpha, h)(\xi) + Q_-(h, \psi_\alpha)(\xi) \right] - A_\alpha h(\xi) - B_\alpha \xi : \nabla h(\xi), \quad \forall h \in \mathcal{D}(\mathcal{L}_\alpha)
\]

with domain \( \mathcal{D}(\mathcal{L}_\alpha) \) given by \( \mathcal{D}(\mathcal{L}_\alpha) = W^{1,1}_1(\omega) \). We also denote by \( \mathcal{L}_0 \) the elastic linearized operator \( \mathcal{L}_0 : \mathcal{D}(\mathcal{L}_0) \subset X_0 \to X_0 \) given by

\[
\mathcal{L}_0 h = Q(h, \mathcal{M}) + Q(\mathcal{M}, h), \quad \forall h \in \mathcal{D}(\mathcal{L}_0)
\]

with \( \mathcal{D}(\mathcal{L}_0) = L^1_1(\omega) \) and where \( \mathcal{M} \) is the unique Maxwellian with same mass, momentum and energy as \( \psi_\alpha \) given by (1.9).

Then, one can prove that, for \( \alpha \) small enough, \( (\mathcal{L}_\alpha, \mathcal{D}(\mathcal{L}_\alpha)) \) generates a \( C_0 \)-semigroup \( \{S_\alpha(t) : t \geq 0\} \) in \( X_0 \) (see Theorem 3.11 for a precise statement) with the following spectral properties and decay.

**Theorem 1.7.** Let us fix \( \nu'_* \in (0, \mu_*) \). There exists \( \alpha^* \in (0, \alpha_0) \) such that, for any \( \alpha \in (0, \alpha^*) \) the operator \( \mathcal{L}_\alpha : \mathcal{D}(\mathcal{L}_\alpha) \subset X_0 \to X_0 \) satisfies:

1) The spectrum \( \mathcal{S}(\mathcal{L}_\alpha) \) is such that

\[ \mathcal{S}(\mathcal{L}_\alpha) \cap \{ z \in \mathbb{C} ; \text{Re} z \geq -\nu'_* \} = \{ \mu^1_\alpha, \ldots, \mu^{d+2}_\alpha \} \]

where \( \mu^1_\alpha, \ldots, \mu^{d+2}_\alpha \) are eigenvalues of \( \mathcal{L}_\alpha \) (not necessarily distinct) of finite algebraic multiplicity.

2) For all \( \mu \in (0, \nu'_*) \), there is \( C_\mu > 0 \) such that

\[
\| S_\alpha(t)(\text{Id} - P_\alpha) \|_{\mathcal{S}(X_0)} \leq C_\mu \exp(-\mu t) \quad \forall t \geq 0
\]

where \( P_\alpha \) denotes the spectral projection associated to \( \{ \mu^1_\alpha, \ldots, \mu^{d+2}_\alpha \} \) in \( X_0 \).

**Remark 1.8.** The approach to prove the above result is reminiscent to the recent contributions [15, 23, 32] and consists in a perturbation argument around the elastic limit combined with some abstract enlargement and factorization arguments as developed in [15].

**Remark 1.9.** As will be seen later on, the sign of the eigenvalues \( \mu^i_\alpha \) \( (i = 1, \ldots, d+2) \) do not play any role in our subsequent analysis which is an important contrast with respect to the analysis performed in [23] and [32]. On this point, it is an interesting open question to determine the sign of the eigenvalues \( \mu^i_\alpha \). It seems to be a non trivial problem and the fine asymptotics of \( \mu^i_\alpha \) for \( \alpha \to 0 \) would provide an interesting complement of the above result.

Considering the fluctuations around the equilibrium

\[ h(t, \xi) = \psi(t, \xi) - \psi_\alpha(\xi), \quad t \geq 0, \]
it can be shown that $h$ satisfies the following quasi-linear equation in mild form, see Section 7.2 for details,

$$h(t) = S_\alpha(t)h(0) + \int_{t_0}^t S_\alpha(t-s)G_\alpha(s)\,ds, \quad \forall t \geq t_0 \geq 0,$$

(1.18)

where, roughly speaking,

$$G_\alpha(s) = \mathbb{B}_\alpha(h(s), h(s)) + O(\alpha).$$

This is where the entropy-entropy production approach enters the game. It is well-known that for elastic interactions the dissipation of entropy forces, by some kind of La Salle’s principle, the solution of the Boltzmann equation to become close to equilibrium. An important breakthrough in the study of the Boltzmann equation has been to make this idea quantitative by using some version of the so-called Cercignani’s conjecture [35]. This results in explicit estimates on the time needed for any solution to the Boltzmann equation to fall into a vicinity of the equilibrium.

Even though the above equations (1.1) and (1.14) do not exhibit any dissipation of (relative) entropy properties, we expect the persistence of the above behavior in the elastic limit. This idea is made rigorous in Section 7.2 using in a crucial way the fact that the rescaled equation is conservative. We are led to an estimate of the type: there exists some $\alpha^+$ small enough such that, for $\alpha \in (0, \alpha^+]$ it holds

$$\|\psi(t) - \psi_\alpha\|_{X_0} \leq \varepsilon(\alpha) \quad \forall t > T(\alpha)$$

for some explicit time $T(\alpha) > 0$ large enough and some function $\varepsilon(\alpha)$ with $\lim_{\alpha \to 0} \varepsilon(\alpha) = 0$. This allows to sharpen our estimate on $G_\alpha(s)$ yielding

$$\|G_\alpha(s)\|_{X_0} \leq \varepsilon(\alpha) \|h(s)\|_{X_0}, \quad \forall s \geq t_0 \geq T(\alpha),$$

where $\varepsilon(\alpha) \to 0$ as $\alpha \to 0$. Unfortunately, this is not enough to obtain the convergence of $h(t)$ to 0 in the Duhamel representation (1.18) since the semigroup $\{S_\alpha(t) : t \geq 0\}$ does not decay to zero in full generality (recall we do not know the sign of the eigenvalues $\mu_\alpha$). From Theorem 1.7, the decay happens only when acting on the range of $\text{Id} - P_\alpha$. Because of the highly dissipative behavior of $\mathcal{L}_\alpha$, the precise expression of the projection $P_\alpha$ seems difficult to obtain. At this point, a crucial role is played by the fact that the scaling we choose is exactly the one which makes (1.14) conservative. Because of this additional property, the fluctuation $\hat{h}(t, \xi)$ have zero mass, momentum and kinetic energy and, as such, satisfies

$$P_\alpha \hat{h}(t) = 0 \quad \forall t \geq 0,$$

where $P_\alpha$ is the spectral projection on the kernel of the elastic operator $\mathcal{L}_\alpha$. This obvious but fundamental property together with the fact that, in some sense,

$$P_\alpha - P_0 = O(\alpha)$$

allows us to prove that, for $\alpha$ small enough,

$$\|\hat{h}(t)\|_{X_0} \leq C \|(\text{Id} - P_\alpha)\hat{h}(t)\|_{X_0}, \quad \forall t \geq 0.$$

(1.19)

In other words, it suffices to study the dynamic of Eq. (1.14) in the “orthogonal” space $\text{Range}(\text{Id} - P_\alpha)$.

However, it is important to emphasize the contrast here with the classical elastic Boltzmann equation: for such a problem, as well-documented, the nonlinear dynamic occurs exclusively on the “orthogonal” $\text{Range}(\text{Id} - P_0)$. Here, this is not the case, some part of the nonlinear dynamic still occurs on the space $\text{Range}(P_\alpha)$ but according to the estimate (1.19), such a dynamic is controlled by the one occuring in $\text{Range}(\text{Id} - P_\alpha)$.

The combination of these two approaches – spectral analysis and entropy method – is reminiscent of the work [23] on granular gases and strongly relies on the understanding of the elastic problem corresponding to $\alpha = 0$. However, the approach we follow is novel in different aspects:

1. Our approach is global in essence. This contrasts with the approach of [23] (see also [11]) where local stability estimates (in which exponential convergence is proven for small perturbations of the equilibrium) are first established and then suitable entropy estimates are used as a tool to pass from local to global stability. Here, even if we fully exploit the spectral properties of the linearized operator and the
decay of the associated semigroup, our approach does not rely at all on the study of close-to-equilibrium solutions to (1.14). We directly prove the global stability without proving first the local one. We insist here in particular on the fact that the sign of the eigenvalues $\mu^1_\alpha, \ldots, \mu^{d+2}_\alpha$ in Theorem 1.7 do not play any role in our analysis (it is not completely clear actually whether these eigenvalues are nonnegative or not).

2. Related to this first point, our study of the global stability exploits in a crucial way the fact that the rescaled equation is fully conservative. In the granular gases case studied in [23], the equation in rescaled variable does not preserve energy. This is not the case here where (1.14) preserves mass, momentum and kinetic energy. The price to pay for obtaining a fully conservative equation is that this latter is non-autonomous. As such, the linearization around steady solution is not completely natural but imposed. However, as explained previously, dealing with a conservative equation allows us to exploit – in a crucial way – the fact that the dynamic in the space $\text{Range}(\text{Id} - P_\alpha)$ is completely controlled by the dynamic in $\text{Range}(\text{Id} - \partial_\alpha)$.

3. By virtue of the point 2, the rate of convergence to equilibrium for the rescaled equation is sharp in the sense that it allows to recover, in the limit $\alpha \to 0$, the decay to equilibrium for the Boltzmann equation in $O(\epsilon^{-\mu_1})$. We already commented on this point in Remark 1.5 explaining the contrast with the analysis in [23, 32]. Let us emphasize at this point that recovering the sharp decay rate is made possible again thanks to the conservative form of the rescaled equation and the method described in point 2 and in the previous paragraph. Such novel approach is the main contribution of our paper which allows to understand in a better way the role of the linearized operator in the rescaled equation. Let us also mention that this method is robust enough and applies to the models of granular gases described earlier (at the price of performing the scaling which exactly preserves the energy).

4. For the entropy-entropy production method, we follow a time-dependent approach initiated in [6] in the context of granular gases. With respect to this approach, one can see that the regularity assumptions made on the initial datum are minimal. This comes from an improvement of a well-known functional inequality obtained by C. Villani that relates the entropy production functional to the relative entropy. In [35], an almost linear inequality is derived under some strong (high order) regularity on $f_0$. Here, we used a version of such an inequality – obtained recently in [4] – where the functional inequality is far from being linear but for which the regularity on $f_0$ is drastically relaxed. Namely, we will resort on the following proposition.

**Proposition 1.10.** For a given function $f \in L^2_2(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$, let $\mathcal{M}_f$ denote the Maxwellian function with the same mass, momentum and energy as $f$. Assume that there exist $K_0 > 0$, $A_0 > 0$ and $q_0 \geq 2$ such that

$$f(v) \geq K_0 \exp(-A_0 |v|^{q_0}) \quad \forall v \in \mathbb{R}^d.$$  

Then, for all $\delta \in (0, 1)$, there exists a constant $\lambda_\delta(f)$, depending on $\delta$ and on $f$ only through its mass and energy and upper bounds on $A_0$, $1/K_0$, $\|f\|_2$ and $\|f\|_{L^1}$, where $s = s(q_0) > 0$ such that

$$\mathcal{D}(f) \geq \lambda_\delta(f) \left( \int_{\mathbb{R}^d} f(v) \log \left( \frac{f(v)}{\mathcal{M}_f(v)} \right) dv \right)^{(1+\delta)(1+2/d)}$$

where $\mathcal{D}(f)$ is the entropy dissipation functional associated to the elastic Boltzmann operator

$$\mathcal{D}(f) = -\int_{\mathbb{R}^d} \mathcal{Q}(f, f)(v) \log \left( \frac{f(v)}{\mathcal{M}_f(v)} \right) dv.$$

Notice that, in order to be able to apply the above Proposition to the solution $\psi(t)$ to (1.14), we need first to prove the appearance of gaussian-like pointwise lower bound for such solutions, see Theorem 6.5.

5. Finally, a novelty of our approach also lies in the control of the Fisher information $I(\psi(t))$ of the solution to (1.14). Recall that, for a given nonnegative function $f$, the Fisher information of $f$ is defined
as
\[ I(f) = \frac{1}{4} \int_{R^d} \left| \frac{\nabla f(\xi)}{f(\xi)} \right|^2 d\xi = \int_{R^d} \left| \nabla \sqrt{f(\xi)} \right|^2 d\xi. \]  
(1.21)

It is very easy to see that, to obtain a uniform control of the solution \( \psi(t) \) in spaces like \( W_1^{1,1}(\mathbb{R}) \), it is enough to prove that
\[ \sup_{t \geq 0} I(\psi(t)) < \infty. \]

We prove that such an estimate is true in Theorem 7.2 under minimal regularity on the initial datum \( \psi_0 \), which in dimension say \( d = 3 \) is assumed to have finite Fisher information and to lie in \( H^1(\mathbb{R}^d) \) (with some algebraic moments). The uniform control of Fisher information for solutions to Boltzmann like equation seems to be completely new. We mention here the seminal work [34] dealing with the Boltzmann equation for Maxwell-like collision kernels and for which an algebraic growth of the Fisher information is obtained. Our approach relies in a heavy way on the appearance of gaussian-like pointwise lower bounds (Theorem 6.5) and on the precise control on the way the various parameter in these lower bounds depend on time. We refer to Section 7 for more details on these new estimates. Again, the method we propose here seems robust enough to apply to a larger variety of kinetic models exhibiting the appearance of such pointwise lower bounds.

1.7. Organization of the paper. The paper is organized as follows. We describe in Section 2 the evolution of the moments for the nonlinear equation in original variable (1.1). We are able, at this stage, to obtain only partial results yielding just the decay of the product \( n_f(t)^2 T_f(t) \). However, this will turn of paramount importance since such a decay is actually governing the long-time behavior of the time scaling function \( \tau(t) \) (see Eq. 1.13). The rest of Section 2 makes rigorous the scaling performed earlier and provides the proof of Proposition 1.2.

After these two Sections, the paper is divided into three parts: Part 1 of the paper is devoted to the thorough study of the linearized operator \( L_\alpha \) and culminates with the proof of Theorem 1.7. Our approach to Theorem 1.7 is inspired by the one introduced in [23] and revisited in [15, 32]. It consists, roughly speaking, in a perturbation argument which exploits the spectral analysis of the linearized elastic Boltzmann operator \( L_0 \). In a more precise way, we first use the fact that the spectrum of \( L_0 \) is well localized, meaning that it admits a spectral gap in a large class of Sobolev spaces; second, we show that, for \( \alpha \) small enough \( L_\alpha - L_0 \) is of order \( O(\alpha) \) for some suitable norm; finally, to deduce the decay of the semigroup from the spectral structure of the generator, we need to use some abstract spectral mapping theorem established in [24]. The decay in \( X_0 \) is then deduced from that in \( X_1 \) thanks to an abstract enlargement and factorization argument as developed in [15].

Part 2 of the paper is devoted to the stability analysis. In Section 6, we develop the time-dependent entropy-entropy production method. In Section 7, we first obtain uniform bounds on the solution \( \psi(t, \xi) \) to (1.14) – in particular obtaining the important estimate on the Fisher information \( I(\psi(t)) \) and then prove Theorem 1.4. Finally, in Section 8, we turn back to the original variable and prove Theorem 1.3.

The final part of the paper is made of four Appendices which collect several technical results used in the main core of the paper. In particular, Appendix A gives the proof of two technical results used in Part 1. Appendix B collect the main properties of the solutions to the rescaled equation (1.14) and, in particular, the appearance of pointwise lower bounds which is fundamental for the use of the above Proposition 1.10. Recall here that, for such lower bound, it is important to get a control of the various constant with respect to time in order to perform our analysis of the Fisher information. In Appendix C, we prove that the linearized operator \( (L_\alpha, D(L_\alpha)) \) is the generator of a \( C_0 \)-semigroup in \( X_0 \) exploiting well-known abstract generation results in \( L^1 \)-spaces.
2. EVOLUTION OF THE MOMENTS FOR THE NONLINEAR EQUATION

We consider here the evolution of macroscopic physically relevant quantities associated to the fully nonlinear Boltzmann equation that we recall here for convenience

\[
\begin{align*}
\begin{aligned}
\partial_t f(t, v) &= (1 - \alpha)Q(f, f)(t, v) - \alpha Q_-(f, f)(t, v) \\
0 &= f_0(v).
\end{aligned}
\end{align*}
\]  

(2.1)

This kinetic equation has no conserved macroscopic quantities and density is decreasing to zero. To be more precise, let us recall that, for any \( t \geq 0 \), the density \( n_f(t) = \int_{\mathbb{R}^d} f(t, v) dv \), the momentum \( u_f(t) \in \mathbb{R}^d \) and the temperature \( T_f(t) \geq 0 \) are defined respectively by

\[
\begin{align*}
n_f(t)u_f(t) &= \int_{\mathbb{R}^d} f(t, v)v dv \in \mathbb{R}^d \quad \text{and} \quad dn_f(t)T_f(t) = \int_{\mathbb{R}^d} f(t, v)|v - u_f(t)|^2 dv.
\end{align*}
\]

2.1. Evolution of first moments. We aim here to deduce the precise rate of convergence to zero of the quantity

\[
E_f(t) = dn_f(t)^2T_f(t), \quad \forall t \geq 0,
\]

and our main result is the following

**Theorem 2.1.** There exists some explicit \( \alpha_* \in (0, 1) \) such that, for any \( \alpha \in (0, \alpha_*) \) and any nonnegative \( f_0 \in L^1_d(\mathbb{R}^d) \), the associated solution \( f(t, v) \) to (2.1) satisfies the following:

\[
(c_0 + 2t)^{-2} \leq dn_f(t)^2T_f(t) \leq \left( c_1 + \frac{\alpha}{2}t \right)^{-2} \quad \forall t \geq 0
\]

for positive constants \( c_0, c_1 > 0 \) depending only on the initial distribution \( f_0 \) and not on \( \alpha \),

\[
c_0 := \int_{\mathbb{R}^d} f_0(v)|v - u_f(0)| dv, \quad c_1 := \frac{1}{\sqrt{E_f(0)}}.
\]

Let us introduce the moments

\[
M_k(t) = \int_{\mathbb{R}^d} f(t, v)|v - u_f(t)|^k dv \quad t \geq 0, \quad (k \geq 0).
\]

With such notations, \( n_f(t) = M_0(t) \) and \( dn_f(t)T_f(t) = M_2(t) \) and \( E_f(t) = M_0(t)M_2(t) \).

In all the sequel, we consider a nonnegative initial datum \( f_0 \in L^1_d(\mathbb{R}^d) \) and denote by \( f(t), t \geq 0 \) the associated solution to (2.1). One has the following

**Lemma 2.2.** One has

\[
\frac{d}{dt}M_0(t) \leq -\alpha M_0(t)M_1(t) \quad \text{and} \quad \frac{d}{dt}M_2(t) \leq -\alpha M_0(t)M_3(t) \quad \forall t \geq 0.
\]

(2.2)

As a consequence

\[
E_f(t) \leq \left( \frac{1}{\sqrt{E_f(0)}} + \frac{\alpha}{2}t \right)^{-2}, \quad \forall t \geq 0.
\]

**Proof.** The proof follows from integration of (2.1) and the fact that both density and kinetic energy are conserved by the Boltzmann operator \( Q \). Therefore, we get

\[
\begin{align*}
\frac{d}{dt}n_f(t) &= -\alpha \int_{\mathbb{R}^d} Q_-(f, f)(t, v) dv, \quad \frac{d}{dt}M_2(t) = -\alpha \int_{\mathbb{R}^d} Q_-(f, f)(t, v)|v - u_f(t)|^2 dv,
\end{align*}
\]

(2.3)
There exists Povzner’s estimates obtained in [7]. Using now that (2.2)

\begin{equation}
\frac{d}{dt} n_f(t) = -\alpha \int_{\mathbb{R}^d} f(t, v) f(t, v_*) |v - v_*| dv_* dv
\end{equation}

\begin{equation}
\frac{d}{dt} M_2(t) = -\alpha \int_{\mathbb{R}^d} f(t, v) f(t, v_*) |v - v_*| |v - u_f(t)|^2 dv dv_*
\end{equation}

According to Jensen’s inequality one has

\begin{equation}
\int_{\mathbb{R}^d} f(t, v_*) |v - v_*| dv_* \geq n_f(t) |v - u_f(t)| \quad \forall t \geq 0.
\end{equation}

Therefore

\begin{equation}
\frac{d}{dt} n_f(t) \leq -\alpha n_f(t) \int_{\mathbb{R}^d} f(t, v) |v - u_f(t)| dv \quad \text{and} \quad \frac{d}{dt} M_2(t) \leq -\alpha n_f(t) \int_{\mathbb{R}^d} f(t, v) |v - u_f(t)|^2 dv
\end{equation}

from which (2.2) follows. To deduce from this the decay of $E_f(t)$, we simply notice that, thanks to (2.2),

\begin{equation}
\frac{d}{dt} E_f(t) = M_2(t) \frac{d}{dt} M_0(t) + M_0(t) \frac{d}{dt} M_2(t) \leq -\alpha M_0(t)^2 M_2(t) \leq -\alpha E_f(t)^{3/2}
\end{equation}

where we used that $M_3(t) \geq M_0^{-1/2}(t) M_2(t)^{3/2}$ thanks to Hölder’s inequality. The result follows.

One sees therefore that, to capture the asymptotic behavior of both $n_f(t)$ and $T_f(t)$, it will be necessary to understand the behavior of larger order moments (typically $M_k(t)$). One begins with recalling the Povzner’s estimates obtained in [7]. For low order moments, one has the following which comes from a combination of [7, Lemma 3.1] and [7, Lemma 3.7].

**Lemma 2.3.** For any $k \in (0, 1)$ and any nonnegative mapping $\Psi : \mathbb{R}^d \rightarrow \mathbb{R}$ one has

\begin{equation}
-\int_{\mathbb{R}^d} B_\alpha(\Psi, \Psi)(v) |v|^{2k} dv \leq -\frac{\beta_k(\alpha)}{2} \int_{\mathbb{R}^d} \Psi(v) \Psi(v_*) |v - v_*| \left( |v|^2 + |v_*|^2 \right)^k dv dv_* 
\end{equation}

\begin{equation}
+ \frac{1}{2} \int_{\mathbb{R}^d} \Psi(v) \Psi(v_*) |v - v_*| \left( |v|^{2k} + |v_*|^{2k} \right) dv dv_*
\end{equation}

where $\beta_k(\alpha) = (1 - \alpha) \varrho_k$ with

\begin{equation}
\varrho_k = \int_{S^{d-1}} \left[ \left( \frac{1 + \hat{U} \cdot \sigma}{2} \right)^k + \left( \frac{1 - \hat{U} \cdot \sigma}{2} \right)^k \right] d\sigma = \frac{|S^{d-2}|}{|S^{d-1}|} 2^{1-k} \int_{-1}^1 (1 + t)^k (1 - t^2)^{d-3} \frac{dt}{2}.
\end{equation}

To prove Theorem 2.1, we first need to compute the evolution of $M_1(t)$:

**Lemma 2.4.** There exists $\alpha_* = \frac{\alpha_{1/2}}{\alpha_{1/2} + 1} \in (0, 1)$ such that, for all $\alpha \in (0, \alpha_*)$ the unique solution to (1.1) satisfies

\begin{equation}
\left( \frac{1}{M_1(0)} + 2 t \right)^{-1} \leq M_1(t) \quad \forall t \geq 0.
\end{equation}

**Proof.** The proof resumes some of the arguments of [7, Lemma 3.7]. Precisely, multiplying Eq. (1.1) by $|v - u_f(t)|$ and integrating over $\mathbb{R}^d$ one has

\begin{equation}
\frac{d}{dt} M_1(t) = \int_{\mathbb{R}^d} B_\alpha(f, f)(t, v) |v - u_f(t)| dv + \int_{\mathbb{R}^d} f(t, v) \partial_t |v - u_f(t)| dv
\end{equation}

\begin{equation}
= \int_{\mathbb{R}^d} B_\alpha(f, f)(t, v) |v - u_f(t)| dv - \int_{\mathbb{R}^d} f(t, v) \nabla |v - u_f(t)| dv - \int_{\mathbb{R}^d} f(t, v) \frac{v - u_f(t)}{|v - u_f(t)|} dv.
\end{equation}

Using now that

\begin{equation}
\frac{d}{dt} (n_f(t) u_f(t)) = -\alpha \int_{\mathbb{R}^d} Q_-(f, f)(t, v) v dv = \dot{n}_f(t) u_f(t) + n_f(t) \dot{u}_f(t)
\end{equation}

so that

\begin{equation}
\frac{d}{dt} n_f(t) = -\alpha \int_{\mathbb{R}^d} f(t, v) f(t, v_*) |v - v_*| dv_* dv
\end{equation}

\begin{equation}
\frac{d}{dt} M_2(t) = -\alpha \int_{\mathbb{R}^d} f(t, v) f(t, v_*) |v - v_*| |v - u_f(t)|^2 dv dv_*.
\end{equation}
together with (2.3) we easily get that
\[
\dot{u}_f(t) = -\frac{\alpha}{n_f(t)} \int_{\mathbb{R}^d} Q_-(f, f)(t, v)(v - u_f(t))dv.
\]
Consequently,
\[
\left| \dot{u}_f(t) \cdot \int_{\mathbb{R}^d} f(t, v) \frac{v - u_f(t)}{|v - u_f(t)|} dv \right| \leq \| \dot{u}_f(t) \| n_f(t) \leq \alpha \int_{\mathbb{R}^d} Q_-(f, f)(t, v)|v - u_f(t)|dv.
\]
Using that
\[
\int_{\mathbb{R}^d} Q_-(f, f)(t, v)|v - u_f(t)|dv = \int_{\mathbb{R}^{2d}} f(t, v)f(t, v_*)|v - v_*||v - u_f(t)|dvdv_*
\]
we get from \((2.5)\),
\[
\frac{d}{dt} M_1(t) \geq \int_{\mathbb{R}^d} B_\alpha(f, f)(t, v)|v - u_f(t)|dv - \alpha (M_0(t)M_2(t) + M_1(t))^2.
\]
Using Lemma 2.3 with \(k = 1/2\) and \(\Psi(v) = f(t, v + u_f(t))\), we obtain that
\[
\int_{\mathbb{R}^d} B_\alpha(f, f)(t, v)|v - u_f(t)|dv = \int_{\mathbb{R}^d} B_\alpha(f(t, \cdot + u_f(t)), f(t, \cdot + u_f(t)))(v)|v|^{2k}dv
\]
\[
\geq \frac{1}{2} \int_{\mathbb{R}^{2d}} f(t, v + u_f(t))f(t, v_*)|v + u_f(t)|\mathcal{J}(v, v_*)dvdv_*
\]
where
\[
\mathcal{J}(v, v_*) = \beta_{1/2}(a)|v - v_*| (|v|^2 + |v_*|^2)^{1/2} - |v - v_*| (|v| + |v_*|).
\]
Since \(||v| - |v_*|| \leq |v - v_*| \leq |v| + |v_*|\) and \((|v|^2 + |v_*|^2)^{1/2} \geq |v| - |v_*|\) one gets that
\[
\mathcal{J}(v, v_*) \geq \beta_{1/2}(a) (|v| - |v_*|)^2 - 2 (\beta_{1/2}(a) + 1) |v| |v_*|.
\]
Since
\[
\int_{\mathbb{R}^{2d}} f(t, v + u_f(t))f(t, v_*)|v + u_f(t)| (|v|^2 + |v_*|^2) dv dv_*
\]
\[
= 2 \int_{\mathbb{R}^{2d}} f(t, v)f(t, v_*)|v - u_f(t)|^2 dv dv_* = 2M_0(t)M_2(t)
\]
while
\[
\int_{\mathbb{R}^{2d}} f(t, v + u_f(t))f(t, v_*)|v_*|dv_* = \left( \int_{\mathbb{R}^d} f(t, v)|v - u_f(t)|dv \right)^2 = M_1(t)^2,
\]
we get
\[
\int_{\mathbb{R}^d} B_\alpha(f, f)(t, v)|v - u_f(t)|dv \geq (\beta_{1/2}(a) - 1) M_0(t)M_2(t) - (\beta_{1/2}(a) + 1 + \alpha) M_1(t)^2.
\]
Combining this with (2.6) we finally obtain
\[
\frac{d}{dt} M_1(t) \geq (\beta_{1/2}(a) - \alpha - 1) M_0(t)M_2(t) - (\beta_{1/2}(a) + 1 - \alpha) M_1(t)^2.
\]
Now, setting \(\alpha_* = \frac{\alpha_{1/2} - 1}{\alpha_{1/2} + 1}\), one sees that, for any \(0 < \alpha < \alpha_*\), \(\beta_{1/2}(a) > 1 + \alpha\). Moreover, Cauchy-Schwarz inequality ensures that \(M_1(t)^2 \leq M_0(t)M_2(t)\) so that (2.8) reads
\[
\frac{d}{dt} M_1(t) \geq (\beta_{1/2}(a) - \alpha - 1 - (\beta_{1/2}(a) + 1 - \alpha)) M_1(t)^2 = -2M_1(t)^2 \quad \forall t \geq 0.
\]
Integrating this differential inequality gives the result. □

The above inequality yields the optimal rate of convergence.

Proof of Theorem 2.1. Let \( \alpha \in (0, \alpha_*) \) be fixed. Using again that \( M_0(t)M_2(t) \geq M_2^2(t) \), we deduce from Lemma 2.4 the lower bound

\[
M_0(t)M_2(t) \geq \left( \frac{1}{M_1(0)} + 2t \right)^{-2} \quad \forall t \geq 0
\]

which gives the conclusion thanks to Lemma 2.2. □

A direct consequence of Theorem 2.1 and Lemma 2.4 is that

\[
M_1(t) \propto (1 + t)^{-1} \quad \text{as } t \to \infty.
\]

More precisely, one has the following result.

Corollary 2.5. There exists some explicit \( \alpha_* \in (0, 1) \) such that, for any \( \alpha \in (0, \alpha_*) \), any nonnegative solution \( f(t,v) \) to (2.1) associated to a nonnegative initial datum \( f_0 \in L_1^2(\mathbb{R}^d) \) satisfies the following:

\[
(c_0 + 2t)^{-1} \leq M_1(t) \leq \left( c_1 + \frac{\alpha}{2} t \right)^{-1} \quad \forall t \geq 0
\]

for positive constants \( c_0, c_1 > 0 \) depending on the initial distribution \( f_0 \).

Proof. The lower bound comes from Lemma 2.4 while the upper bound comes from the corresponding upper bound for \( M_0(t)M_2(t) \) in Theorem 2.1 together with the fact that \( M_1(t) \leq \sqrt{M_0(t)M_2(t)} \). □

2.2. Scaling and self-similarity. Let us recall that we introduced in (1.10) the following rescaled function \( \psi(\tau, \xi) \) through

\[
f(t,v) = n_f(t)(2T_f(t))^{-d/2} \psi(\tau, \xi) = \frac{v - u_f(t)}{\sqrt{2T_f(t)}},
\]

where \( n_f(t), T_f(t) \) and \( u_f(t) \) denote the first moments of \( f(t, \cdot) \) defined by (1.11). We give briefly here the proof of Proposition 1.2 which asserts that, under such scaling, \( \psi(\tau, \xi) \) is the unique solution to (1.14).

Using (1.10), one gets that, for \( \tau = \tau(t) \) and \( \xi = \frac{v - u_f(t)}{\sqrt{2T_f(t)}} \),

\[
\partial_t f(t,v) = n_f(t)(2T_f(t))^{-d/2} \frac{\dot{\tau}(t)}{\partial_\tau} \psi(\tau, \xi)
+ \left( \hat{n}_f(t)(2T_f(t))^{-d/2} - d \hat{T}_f(t)n_f(t)(2T_f(t))^{-1-d/2} \right) \psi(\tau, \xi)
- n_f(t)(2T_f(t))^{-d/2} \hat{T}_f(t) \xi \cdot \nabla_\xi \psi(\tau, \xi) - n_f(t)(2T_f(t))^{-1-d/2} \hat{u}_f(t) \cdot \nabla_\xi \psi(\tau, \xi),
\]

where the dot symbol denotes derivative with respect to \( t \). Moreover, using the scaling properties of \( Q_\pm(f, f) \), one has

\[
Q_\pm(f, f)(t, v) = n_f(t)^2(2T_f(t))^{\frac{\pm d}{2}} Q_\pm(\psi, \psi)(\tau, \xi),
\]

so that \( \psi(\tau, \xi) \) satisfies the following equation

\[
\mathbb{E}_\alpha(\psi, \psi)(\tau, \xi) = n_f(t)^{-1}(2T_f(t))^{-\frac{1}{2}} \frac{\dot{\tau}(t)}{\partial_\tau} \psi(\tau, \xi)
+ \left( \hat{n}_f(t)n_f(t)^{-2}(2T_f(t))^{-1/2} - d \hat{T}_f(t)n_f^{-1}(t)(2T_f(t))^{-3/2} \right) \psi(\tau, \xi)
- \hat{T}_f(t)n_f^{-1}(t)(2T_f(t))^{-3/2} \xi \cdot \nabla_\xi \psi(\tau, \xi) - n_f(t)^{-1}(2T_f(t))^{-1} \hat{u}_f(t) \cdot \nabla_\xi \psi(\tau, \xi)
\]

for \( \tau = \tau(t), \xi = \frac{v - u_f(t)}{\sqrt{2T_f(t)}} \). One sees then that choosing the time scaling function \( \tau \) in such a way that

\[
\hat{\tau}(t) = n_f(t)^{1/(2T_f(t))}, \quad \forall t \geq 0,
\]
we obtain, finally

\[
\partial_t \psi(\tau, \xi) + A_\psi(\tau) \psi(\tau, \xi) + B_\psi(\tau) \xi \cdot \nabla \xi \psi(\tau, \xi) + V_\psi(\tau) \cdot \nabla \xi \psi(\tau, \xi) = B_\alpha(\psi, \psi)(\tau, \xi)
\]

with

\[
\begin{align*}
A_\psi(\tau(t)) &= \left( \dot{n}_f(t)n_f(t)^{-2}(2T_f(t))^{-1/2} - d\dot{T}_f(t)n_f^{-1}(t)(2T_f(t))^{-3/2} \right) \in \mathbb{R} \\
B_\psi(\tau(t)) &= -\dot{T}_f(t)n_f^{-1}(t)(2T_f(t))^{-3/2} = n_f^{-1}(t)\frac{d}{dt}(2T_f(t))^{-1/2} \in \mathbb{R} \\
V_\psi(\tau(t)) &= -n_f(t)^{-1}(2T_f(t))^{-1}\dot{u}_f(t) \in \mathbb{R}^d, \quad \forall t \geq 0.
\end{align*}
\tag{2.9}
\]

Introducing

\[
\alpha a_\psi(\tau) = dB_\psi(\tau) - A_\psi(\tau), \quad v_\psi(\tau) = -\frac{1}{B_\psi(\tau)}V_\psi(\tau) \in \mathbb{R}^d
\]

allows to write the above equation satisfied by \(\psi(\tau, \xi)\) in divergence form

\[
\partial_t \psi(\tau, \xi) - \alpha a_\psi(\tau) \psi(\tau, \xi) + B_\psi(\tau) \text{div} \xi (\xi - v_\psi(\tau, \xi)) = (1 - \alpha)Q(\psi, \psi)(\tau, \xi) - \alpha Q_-(\psi, \psi)(\tau, \xi).
\]

Also, conservation of mass implies that

\[
a_\psi(\tau) = \int_{\mathbb{R}^d} Q_-(\psi, \psi)(\tau, \xi) d\xi = \int_{\mathbb{R}^d \times \mathbb{R}^d} |\xi - \xi'| \psi(\tau, \xi)\psi(\tau, \xi') d\xi d\xi' \geq 0.
\]

The zero momentum assumption on \(\psi(\tau, \xi)\) reads

\[
B_\psi(\tau)v_\psi(\tau) = -\alpha \int_{\mathbb{R}^d} \xi Q_-(\psi, \psi)(\tau, \xi) d\xi \in \mathbb{R}^d, \quad \forall \tau \geq 0,
\]

while conservation of kinetic energy yields

\[
\alpha a_\psi(\tau) + 2B_\psi(\tau) = \left((d + 2)B_\psi(\tau) - A_\psi(\tau) \right) = \frac{2\alpha}{d} \int_{\mathbb{R}^d} |\xi|^2 Q_-(\psi, \psi)(\tau, \xi) d\xi.
\]

One sees easily then that this yields the expressions for \(B_\psi, A_\psi\) and \(v_\psi\) given by (1.15) and the mapping \(\psi(\tau, \xi)\) is a solution to (1.14). Notice that a variant of Eq. (1.14) has been introduced and studied in [7] and we can deduce from [7, Theorem 1.10] that \(\psi(\tau, \xi)\) is the unique nonnegative solution, belonging to \(C([0, \infty), L_2^0(\mathbb{R}^d) \cap L_1^1(\mathbb{R}^d))\) to (1.14) with initial condition \(\psi_0\).

**Remark 2.6.** Notice that the coefficients \(A_\psi(\tau)\), and \(B_\psi(\tau)\) do not have definite sign. Furthermore, for the case of steady solution \(\psi_\alpha\) for which we recall that

\[
A_{\psi_\alpha} =: A_\alpha, \quad B_{\psi_\alpha} =: B_\alpha,
\]

it is not clear whether \(A_\alpha\) and \(B_\alpha\) have a sign. However

\[
a_\psi(\tau) := \frac{dB_\psi(\tau) - A_\psi(\tau)}{\alpha} = \int_{\mathbb{R}^d} Q_-(\psi, \psi)(\tau, \xi) d\xi,
\]

\[
b_\psi(\tau) := \frac{(d + 2)B_\psi(\tau) - A_\psi(\tau)}{\alpha} = \frac{2}{d} \int_{\mathbb{R}^d} Q_-(\psi, \psi)(\tau, \xi) |\xi|^2 d\xi
\]

are both nonnegative for any \(\tau \geq 0\). Again, we use the shorthand notations \(a_\alpha = a_{\psi_\alpha}, b_\alpha = b_{\psi_\alpha}\) for the steady solution \(\psi_\alpha\).

**Remark 2.7.** As far as steady solution \(\psi_\alpha\) is concerned, we recall that, according to [8, Theorem 3.1], \(\psi_\alpha\) converges to \(M\) defined by (1.9) as \(\alpha \to 0\). In particular, using the notations \(A_\alpha\) instead of \(A_{\psi_\alpha}\) and similar notations \(B_\alpha, a_\alpha\) and \(b_\alpha\) we see that

\[
\lim_{\alpha \to 0} a_\alpha = a_0 := \int_{\mathbb{R}^d} Q_-(M, M)(\xi) d\xi = \sqrt{2\pi} \frac{|S^{d-1}|}{|\mathcal{S}|},
\]

\[
\lim_{\alpha \to 0} b_\alpha = b_0 := \frac{2}{d} \int_{\mathbb{R}^d} Q_-(M, M)(\xi) |\xi|^2 d\xi = \frac{2d + 1}{2d} \sqrt{2\pi} \frac{|S^{d-1}|}{|\mathcal{S}|}.
\]
1.14

Lemma 2.8.\[
\dot{A}_\alpha := -\frac{1}{2} \int_{\mathbb{R}^d} (d + 2 - 2|\xi|^2) Q^- (\mathcal{M}, \mathcal{M})(\xi) d\xi, \quad B_\alpha = -\frac{1}{2} \int_{\mathbb{R}^d} \left(1 - \frac{2}{d} |\xi|^2\right) Q^- (\mathcal{M}, \mathcal{M})(\xi) d\xi,
\]
we see that\[
\lim_{\alpha \to 0^+} \frac{A_\alpha - \alpha A_0}{\alpha} = 0 \quad \text{and} \quad \lim_{\alpha \to 0^+} \frac{B_\alpha - \alpha B_0}{\alpha} = 0.
\]
In particular, \(a_\alpha = dB_0 - A_0\) and \(b_\alpha = (d + 2)B_0 - A_0\). Notice also that, since \(b_0 \geq a_0\), we get \(B_0 > 0\) and \(B_\alpha > 0\) for \(\alpha\) small enough. We will also use repeatedly in the sequel the fact that there exist \(C > 0\) such that\[
|A_\alpha| + |B_\alpha| \leq C\alpha, \quad \forall \alpha \in (0, \alpha_0),
\]
which can be easily deduced from the fact that \(\sup_{\alpha \in (0, \alpha_0)} \|\psi_\alpha\|_{L^1(\mathbb{R}^d)} < \infty\).

Notice that, by virtue of Theorem 2.1, \(\tau(t)\) behaves for large time like \(\log(1 + t)\). Of course, the main interest of the above result is that, in order to deduce the rate of convergence to \(f_n\) for the solution \(f(t, v)\), it “suffices” to prove the rate of convergence to \(\psi_\alpha\) of the solution \(\psi(t, \xi)\). Since Equation (1.14) conserved both mass and kinetic energy, it will be possible to exploit \(\text{entropy-entropy production methods}\). Let us now explicit the first order moments of \(f(t, v)\) in terms of quantities involving \(\psi(\tau, \xi)\).

Lemma 2.8. Under the assumptions and notations of Proposition 1.2, it holds\[
n_f(t) = n_{f_0} \exp\left(-\alpha \int_0^t a_\psi(s) ds\right), \quad T_f(t) = T_{f_0} \exp\left(-2 \int_0^t B_\psi(s) ds\right), \quad \forall t \geq 0.
\]
In particular, the time scaling \(\tau(\cdot) : \mathbb{R}^+ \to \mathbb{R}^+\) is the unique solution with \(\tau(0) = 0\) to the following differential equation\[
\frac{d}{dt} \tau(t) = n_{f_0} \sqrt{2T_{f_0}} \exp\left(-\frac{\alpha}{2} \int_0^{\tau(t)} (a_\psi(s) + b_\psi(s)) ds\right), \quad t \geq 0,
\]
where we recall that \(\alpha a_\psi(s) = dB_\psi(s) - A_\psi(s)\) while \(\alpha b_\psi(s) = (d + 2)B_\psi(s) - A_\psi(s) \geq 0\) for any \(s \geq 0\). Finally, one has\[
\frac{1}{\sqrt{2T_f(t)}} u_f(t) = \frac{1}{\sqrt{2T_{f_0}}} \exp\left(\int_0^{\tau(t)} B_\psi(s) ds\right) u_{f_0} + \int_0^{\tau(t)} B_\psi(s) v_\psi(s) \exp\left(\int_s^{\tau(t)} B_\psi(r) dr\right) ds, \quad \forall t \geq 0.
\]

Proof. The proof resorts on the equation (2.9) where the evolution of the moments \(n_f(t), T_f(t)\) and \(u_f(t)\) is related to the definition of \(A_\psi(\tau(t)), B_\psi(\tau(t))\) and \(v_\psi(\tau(t))\). Namely, setting for simplicity \(\beta(t) = \frac{1}{\sqrt{2T_f(t)}}\), the first and second identity in (2.9) imply that\[
A_\psi(\tau(t)) = \frac{\dot{n}_f(t)}{n_f(t)^2} \beta(t) + \frac{d}{n_f(t)} \dot{\beta}(t), \quad B_\psi(\tau(t)) = \frac{1}{n_f(t)} \dot{\beta}(t).
\]
From this, \(\frac{\dot{n}_f(t)}{n_f(t)^2} \beta(t) = -\alpha a_\psi(\tau(t))\), and since \(\frac{1}{n_f(t)} \dot{\beta} = \frac{1}{n_f(t) \sqrt{2T_f(t)}} = \frac{1}{\tau(t)}\), we get that\[
\log \frac{n_f(t)}{n_{f_0}} = -\alpha \int_0^t a_\psi(\tau(s)) \tau(s) ds = -\alpha \int_0^{\tau(t)} a_\psi(s) ds,
\]
which gives the desired expression for \(n_f(t)\). Similarly, since\[
B_\psi(\tau(t)) = -\tilde{T}_f(t) n_f^{-1}(t)(2T_f(t))^{-3/2}, \quad t \geq 0,
\]
we easily obtain that $2\hat{\tau}(t)B_\psi(\tau(t)) = -\frac{T_f(t)}{T_f(t)}$, which gives the expression of $T_f(t)$. Finally, using again that 
$\hat{\tau}(t) = \frac{1}{2} \sqrt{2T_f(t)}$ we get the desired differential equation for the time scaling. Introduce now 
$z(t) = \frac{1}{\sqrt{2T_f(t)}}u_f(t) = \beta(t)u_f(t)$. According to the third identity in (2.9),
$$\beta(t)\dot{u}_f(t) = -\hat{\tau}(t)\dot{V}_\psi(\tau(t))$$
so that 
$$\dot{z}(t) = \beta(t)u_f(t) + \beta(t)\dot{u}_f(t) = \frac{\hat{\beta}(t)}{\beta(t)}z(t) - \hat{\tau}(t)\dot{V}_\psi(\tau(t)) = \hat{\tau}(t)B_\psi(\tau(t))z(t) - \hat{\tau}(t)\dot{V}_\psi(\tau(t)),$$
where we used that $\frac{\hat{\beta}(t)}{\beta(t)} = \frac{n_f(t)}{\beta(t)}B_\psi(\tau(t)) = \hat{\tau}(t)B_\psi(\tau(t))$. Thus,
$$\frac{d}{dt}\left[\exp\left(-\int_0^{\tau(t)}B_\psi(s)ds\right)z(t)\right] = -\hat{\tau}(t)\dot{V}_\psi(\tau(t)) \exp\left(-\int_0^{\tau(t)}B_\psi(s)ds\right)$$
which gives the result. \hfill \Box

**Remark 2.9.** Notice that, since $2B_\psi(s) + \alpha a_\psi(s) = \alpha b_\psi(s)$ for any $s \geq 0$, we get 
$$\int_{\mathbb{R}^d} f(t, v)|v - u_f(t)|^2 dv = dn_f(t)T_f(t) = dn_{f_0}T_{f_0} \exp\left(-\alpha \int_0^{\tau(t)}b_\psi(s)ds\right), \quad \forall t \geq 0.$$  

In all the sequel, we shall assume $f_0 \in L^1_0(\mathbb{R}^d)$ to be given and satisfy the assumptions of Proposition 1.2 and will denote by $f(t, v)$ and $\psi(\tau, \xi)$ the associated unique solutions to (1.1) and (1.14) provided by Proposition 1.2.

**Part 1. Spectral analysis of the linearized operator**

The scope of this part is to prove Theorem 1.7. We shall consider in the sequel the weight 
$$\varpi(\xi) = \exp(a|\xi|), \quad a > 0. \quad (2.10)$$
Inspired by [32], we work on the following scales of Banach spaces: 
$$X_2 \subset X_1 \subset X_0$$
where 
$$X_0 = L^1(\varpi), \quad X_1 = W_1^{1,1}(\varpi), \quad X_2 = W_2^{1,1}(\varpi). \quad (2.11)$$
Recall that the linearized operator associated to $B_\alpha$ around the unique steady state $\psi_\alpha$ has been defined in Definition 1.6. We notice that, for any $\alpha \in (0, a_0)$ 
$$X_1 = \mathcal{D}(\mathcal{L}_\alpha), \quad X_2 = \mathcal{D}(\mathcal{L}_\alpha^2).$$

**3. Properties of the linearized operators $\mathcal{L}_\alpha$ and $\mathcal{L}_0$**

We investigate in this section general properties of the linearized operators $\mathcal{L}_\alpha$ and $\mathcal{L}_0$ in general weighted spaces $W_2^{k,1}(\varpi)^\dagger$. We should keep in mind that we are mainly interested in the properties of the operators in the Banach spaces $X_i$, $i = 0, 1, 2$ and shall restrict ourselves to these spaces at some point.

\footnote{To avoid too heavy notations, we shall still denote by $\mathcal{L}_\alpha$ and $\mathcal{L}_0$ the restriction of the above defined operators in the spaces $X_1$ and $X_2$. We adopt the same convention for the associated semigroups and spectral projections in those different spaces. However, one should always keep in mind the underlying space on which one considers such operators.}
3.1. Elastic limit. A crucial role in our analysis will be played by the fact that, in some suitable sense, \( \mathcal{L}_0 \) is close to the elastic linearized operator \( \mathcal{L}_0 \) for \( \alpha \approx 0 \). Let us begin with the following lemma.

**Lemma 3.1.** There exists some explicit \( \pi > 0 \) such that, for all \( k \in \mathbb{N}, q \geq 0 \), there exists a explicit function \( \eta_{k,q} : (0, \alpha_0) \to \mathbb{R}^+ \) with \( \lim_{\alpha \to 0^+} \eta_{k,q}(\alpha) = 0 \) such that
\[
\| \psi_{\alpha} - M \|_{W^{k,1}_q(\varpi)} \leq \eta_{k,q}(\alpha) \quad \forall \alpha \in (0, \alpha_0),
\]
where the weight function \( \varpi \) is given by \( \varpi(\xi) = \exp(a|\xi|) \), \( a \in (0, \pi) \).

**Proof.** According to \([8, \text{Theorem 3.1}]\), for all \( k \in \mathbb{N}, q \geq 0 \),
\[
\lim_{\alpha \to 0^+} \| \psi_{\alpha} - M \|_{W^{k,2}_q} = 0 \tag{3.1}
\]
with some explicit rate of convergence, while, according to \([8, \text{Corollary 3.3}]\), there is \( A > 0 \) such that
\[
\lim_{\alpha \to 0^+} \| \psi_{\alpha} - M \|_{L^1_q(m_\alpha)} = 0, \quad \forall q \geq 0, b \in [0, A/2)
\]
where \( m_\alpha(\xi) = \exp(b|\xi|) \). Using the following interpolation inequality (see \([23, \text{Lemma B.1}]\) where we recall that \( \varpi = m_\alpha \))
\[
\| f \|_{W^{k,1}_q(\varpi)} \leq C \| f \|_{W^{k,\gamma+(1+d/2)}_q} \| f \|_{L^1_q(m_{2\alpha})} \| f \|^{3/4}_{L^1_q(\varpi)}
\]
valid for all \( f \in W^{k,\gamma+(1+d/2)}_q(\mathbb{R}^d) \cap L^1(m_{2\alpha}) \), we deduce easily the conclusion. Notice that the above rate of convergence can be made explicit.

**From now on, we always assume the weight \( \varpi \) to be given by \((2.10)\) for \( a \in (0, \pi) \).**

On the underlying space \( \mathbb{W}^{k,1}_q(\mathcal{Q}) \), introduce the operator \( T_{\alpha} : \mathcal{D}(T_{\alpha}) \subset \mathbb{W}^{k,1}_q(\mathcal{Q}) \to \mathbb{W}^{k,1}_q(\mathcal{Q}) \) defined by \( \mathcal{D}(T_{\alpha}) = \mathbb{W}^{k+1,1}_q(\mathcal{Q}) \) and
\[
T_{\alpha}h = -B_{\alpha} \text{div}(h(\xi)), \quad h \in \mathcal{D}(T_{\alpha}).
\]

One sees that the operator \( T_{\alpha} \) is the one responsible for the discrepancy between the domain of \( \mathcal{L}_0 \) and \( \mathcal{L}_0 \). Because of this, we set
\[
\mathcal{P}_0^\alpha : \mathcal{D}(\mathcal{P}_0^\alpha) \subset \mathbb{W}^{k,1}_q(\mathcal{Q}) \to \mathbb{W}^{k,1}_q(\mathcal{Q})
\]
as \( \mathcal{P}_0^\alpha = \mathcal{L}_0 - \mathcal{L}_\alpha + T_{\alpha} \) with domain
\[
\mathcal{D}(\mathcal{P}_0^\alpha) = \mathcal{D}(\mathcal{L}_0) = \mathbb{W}^{k,1}_q(\mathcal{Q}).
\]

One has then the following Proposition

**Proposition 3.2.** For any \( k \in \mathbb{N} \) and any \( q \geq 0 \), there exists some explicit function \( \varepsilon_{k,q} : (0, \alpha_0) \to \mathbb{R}^+ \) with \( \lim_{\alpha \to 0^+} \varepsilon_{k,q}(\alpha) = 0 \) and such that
\[
\| \mathcal{P}_0^\alpha h \|_{\mathbb{W}^{k,1}_q(\mathcal{Q})} \leq \varepsilon_{k,q}(\alpha) \| h \|_{\mathbb{W}^{k+1,1}_{1+q}(\mathcal{Q})} \quad \forall h \in \mathbb{W}^{k,1}_q(\mathcal{Q}). \tag{3.2}
\]

As a consequence,
\[
\| \mathcal{L}_\alpha h - \mathcal{L}_0 h \|_{\mathbb{W}^{k,1}_q(\mathcal{Q})} \leq \varepsilon_{k,q}(\alpha) \| h \|_{\mathbb{W}^{k+1,1}_{1+q}(\mathcal{Q})} \quad \forall h \in \mathbb{W}^{k+1,1}_{1+q}(\mathcal{Q}). \tag{3.3}
\]

**Proof.** The proof is based upon the well-known estimate for the operators \( Q_\pm \) associated to hard-potentials (see Lemma B.3 in Appendix B for a simple proof): for any \( q \geq 0 \), there is some universal positive constant \( C_q > 0 \) such that
\[
\| Q_\pm(g, f) \|_{L^1_{q+1}(\mathcal{Q})} \leq C_q \| g \|_{L^1_{q+1}(\mathcal{Q})} \| f \|_{L^1_{q+1}(\mathcal{Q})}, \quad \forall f, g \in L^1_{q+1}(\mathcal{Q}). \tag{3.4}
\]
Then, since
\[
\mathcal{L}_\alpha h(\xi) - \mathcal{L}_0 h(\xi) = Q(h, \psi_{\alpha} - M)(\xi) + Q(\psi_{\alpha} - M, h)(\xi) - \alpha [Q_+(h, \psi_{\alpha})(\xi) + Q_+(\psi_{\alpha}, h)(\xi)] - \alpha a_{\alpha} h(\xi) - B_{\alpha} \text{div}(\xi h(\xi)) \tag{3.5}
\]
(where we used that $\alpha a = dB_\alpha - A_\alpha$), one deduces from (3.4) that
\[
\|P^0 h\|_{L^1_q(\mathbb{R})} \leq 2C_q \|h\|_{L^1_{q+1}(\mathbb{R})} \|\psi_A - M\|_{L^1_{q+1}(\mathbb{R})} + 2C_q \alpha \|h\|_{L^1_{q+1}(\mathbb{R})} \|\psi_A\|_{L^1_{q+1}(\mathbb{R})} + \alpha a \|h\|_{L^1_q(\mathbb{R})}.
\]
Using the fact that $c_q := \sup_{\alpha \in (0, a)} \|\psi_A\|_{L^1_{q+1}(\mathbb{R})} < \infty$ while there exists $a > 0$ such that $\sup_{\alpha \in (0, a)} a_\alpha = a < \infty$ we get that
\[
\|P^0 h\|_{L^1_q(\mathbb{R})} \leq (2C_q \eta_{0,1+q}(\alpha) + 2C_q c_q \alpha + \alpha a) \|h\|_{L^1_{q+1}(\mathbb{R})}, \quad \forall h \in L^1_{q+1}(\mathbb{R})
\]
where $\eta_{0,1+q}(\alpha)$ is provided by Lemma 3.1. This proves (3.2) for $k = 0$ with
\[
\varepsilon_{0,q}(\alpha) = (2C_q \eta_{0,1+q}(\alpha) + 2C_q c_q \alpha + \alpha a).
\]
To prove the result for higher-order derivatives, say for $k = 1$, one argues as before using the fact that
\[
\nabla Q_\pm(g, f) = Q_\pm(\nabla g, f) + Q_\pm(g, \nabla f).
\]
One obtains then easily from (3.5) that
\[
\|P^0 h\|_{W^{1;1}_{q+1}(\mathbb{R})} \leq 2C_q \|h\|_{W^{1;1}_{q+1}(\mathbb{R})} \|\psi_A - M\|_{W^{1;1}_{q+1}(\mathbb{R})} + 2C_q \alpha \|h\|_{W^{1;1}_{q+1}(\mathbb{R})} \|\psi_A\|_{W^{1;1}_{q+1}(\mathbb{R})} + \alpha a \|h\|_{W^{1;1}_{q+1}(\mathbb{R})}.
\]
Setting $\varepsilon_{1,q}(\alpha) = (2C_q \eta_{0,1+q}(\alpha) + 2C_q c_{1,q} \alpha + \alpha a)$ where $\eta_{0,1+q}(\alpha)$ is given in Lemma 3.1 and $c_{1,q} = \sup_{\alpha \in (0, a)} \|\psi_A\|_{W^{1;1}_{q+1}(\mathbb{R})} < \infty$, we get (3.3) for $k = 1$. The proof for $k > 1$ follows along the same paths.

One deduces then (3.3) from (3.2) using the obvious estimate $\|T_\alpha h\|_{W^{k;1}_{q+1}(\mathbb{R})} \leq \|B_\alpha\|_{H^{k+1;1}_{q+1}(\mathbb{R})}$. □

3.2. Splitting of $\mathcal{L}_\alpha$. Let us now recall the following splitting of $\mathcal{L}_0$ introduced in [28, 32]. For any $\delta \in (0, 1)$, we consider $\Theta_\delta = \Theta_\delta(\xi, \xi_\star, \sigma) \in C^{\infty}(\mathbb{R}^d \times \mathbb{R}^d \times S^{d-1})$ which is bounded by 1, which equals 1 on
\[
J_\delta := \{ (\xi, \xi_\star, \sigma) \in \mathbb{R}^d \times \mathbb{R}^d \times S^{d-1}, \; \|\xi\| \leq \delta^{-1}; \; 2\delta \leq |\xi - \xi_\star| \leq \delta^{-1}; \; |\cos \theta| \leq 1 - 2\delta \}
\]
and whose support is included in $J_{\delta/2}$ (here above $\cos \theta = \frac{\xi - \xi_\star}{|\xi - \xi_\star|}$). We then set
\[
\mathcal{L}_{0}^{S,\delta}(h)(\xi) = \int_{\mathbb{R}^d \times S^{d-1}} [M(\xi_\star)h(\xi_\star) + M(\xi^\prime)h(\xi^\prime) - M(\xi)h(\xi_\star)] |\xi - \xi_\star| \Theta_\delta(\xi, \xi_\star, \sigma) d\xi_\star d\sigma
\]
\[
\mathcal{L}_{0}^{R,\delta}(h)(\xi) = \int_{\mathbb{R}^d \times S^{d-1}} [M(\xi_\star)h(\xi_\star) + M(\xi^\prime)h(\xi^\prime) - M(\xi)h(\xi_\star)] |\xi - \xi_\star| (1 - \Theta_\delta(\xi, \xi_\star, \sigma)) d\xi_\star d\sigma
\]
so that
\[
\mathcal{L}_0 = \mathcal{L}_0^{S,\delta} + \mathcal{L}_0^{R,\delta} - \Sigma_M
\]
where $\Sigma_M$ denotes both the mapping
\[
\Sigma_M(\xi) = \int_{\mathbb{R}^d} M(\xi_\star) |\xi - \xi_\star| d\xi_\star, \quad \xi \in \mathbb{R}^d
\]
and the associated multiplication operator. We define then
\[
A_\delta(h) := \mathcal{L}_0^{S,\delta}(h) \quad \text{and} \quad B_{0,\delta}(h) := \mathcal{L}_0^{R,\delta} - \Sigma_M
\]
so that $\mathcal{L}_0 = A_\delta + B_{0,\delta}$. Let us recall [15, Lemma 4.16]:

Lemma 3.3. For any $k \in \mathbb{N}$ and $\delta > 0$, there are two positive constants $C_{k,\delta} > 0$ and $R_\delta > 0$ such that
\[
supp A_\delta f \subset B(0, R_\delta) \quad \text{and} \quad \|A_\delta f\|_{W^{k;2}} \leq C_{k,\delta} \|f\|_{L^1_q(\mathbb{R}^d)} \quad \forall f \in L^1_q(\mathbb{R}^d)
\]
This leads to the following splitting of $\mathcal{L}_\alpha$:
\[
\mathcal{L}_\alpha = B_{\alpha,\delta} + A_\delta
\]
where $B_{\alpha,\delta} = B_{0,\delta} + [\mathcal{L}_\alpha - \mathcal{L}_0]$. One has the following properties of $B_{\alpha,\delta}$ (see [32, Lemma 2.7, 2.8, 2.9] for a similar result).
Proposition 3.4. For any $k, q \geq 0$, there exists $\alpha_{k,q}^1 > 0$, $\delta_{k,q} > 0$ and $\nu_k > 0$ such that
\[ B_{\alpha, \delta} + \nu_k \quad \text{is hypo-dissipative in } \mathbb{W}_q^{k+1}(\mathbb{W}) \]
with $\mathcal{D}(B_{\alpha, \delta}) = \mathbb{W}_q^{k+1,1}(\mathbb{W})$ and
\[ B_{\alpha, \delta} h = B_{0, \delta} h - \mathcal{P}_{\alpha} h + T_{\alpha} h, \quad h \in \mathbb{W}_q^{k+1,1}(\mathbb{W}). \]

Remark 3.5. Notice that, for $k = 0$, the hypo-dissipativity of $B_{\alpha, \delta}$ simply reads
\[ \int_{\mathbb{R}^d} B_{\alpha, \delta} f(\xi) \text{sign}(f(\xi)) \langle \xi \rangle^q \varpi(\xi) d\xi \leq -\nu_0 \| f \|_{L_{q+1}^1(\mathbb{W})}, \quad \forall f \in L_{q+1}^1(\mathbb{W}) \]
which means that, for $k = 0$, $B_{\alpha, \delta}$ is actually dissipative.

Proof. Notice that the analysis performed in [23] and [32] (in the spatially inhomogeneous case) proves that, for any $k, q \geq 0$, there exist $\delta > 0$ and $\nu_k > 0$ such that
\[ B_{0, \delta} + \nu_k \quad \text{is hypo-dissipative in } \mathbb{W}_q^{k+1}(\mathbb{W}). \]
It would be possible to simplify the proof we give using such an estimate. We prefer to give a direct and full proof of the result. Notice that our proof is a technical adaptation of the one given in [32]. We first consider the case $k = 0$. We write $B_{\alpha, \delta}(h) = \sum_{i=1}^4 C_i(h)$ with
\[ C_1(h) = -\mathcal{P}_{\alpha} h, \quad C_2(h) = \mathcal{L}^{R, \delta}_{0}(h), \quad C_3(h) = -B_{\alpha} \text{div}(\xi h(\xi)), \quad C_4(h) = -\Sigma_{\mathcal{M}} h \]
and correspondingly,
\[ \int_{\mathbb{R}^d} B_{\alpha, \delta}(h)(\xi) \text{sign}(h(\xi)) \langle \xi \rangle^q \varpi(\xi) d\xi = \sum_{i=1}^4 I_i(h). \]
First, it follows from Proposition 3.2 that
\[ I_1(h) \leq \| \mathcal{P}_{\alpha} h \|_{L_{q+1}^1(\mathbb{W})} \leq \varepsilon_{0,q}(\alpha) \| h \|_{L_{q+1}^1(\mathbb{W})}, \]
with $\lim_{\alpha \to 0^+} \varepsilon_{0,q}(\alpha) = 0$. Now, as in [32, Eq. (2.10)], one has
\[ I_2(h) \leq \| \mathcal{L}^{R, \delta}_{0}(h) \|_{L_{\infty}^1(\mathbb{W})} \leq \tau(\delta) \| h \|_{L_{q+1}^1(\mathbb{W})}, \]
with $\lim_{\delta \to 0} \tau(\delta) = 0$. Then, since $h \nabla \text{sign} h = 0$, one has
\[ I_3(h) = -B_{\alpha} \int_{\mathbb{R}^d} \text{div}(\xi h(\xi)) \langle \xi \rangle^q \varpi(\xi) d\xi = B_{\alpha} \int_{\mathbb{R}^d} |h(\xi)| \xi \cdot \nabla (\langle \xi \rangle^q \varpi(\xi)) d\xi \]
Since $\xi \cdot \nabla (\langle \xi \rangle^q \varpi(\xi)) = q |\xi|^2 \langle \xi \rangle^{q-2} \varpi(\xi) + a \langle \xi \rangle^q |\xi| \varpi(\xi)$, it is not difficult to see then that there is $C > 0$ such that
\[ I_3(h) \leq C \frac{\alpha a_0 + a_{\alpha}}{2} h \| h \|_{L_{q+1}^1(\mathbb{W})} \leq a C \| h \|_{L_{q+1}^1(\mathbb{W})}. \]
Finally, it is well-known that there exists some constants $\sigma_0, \sigma_1 > 0$ such that, for any $\xi \in \mathbb{R}^d$,
\[ 0 < \sigma_0 \leq \sigma_0(\xi) \leq \Sigma_{\mathcal{M}}(\xi) \leq \sigma_1(\xi), \quad (3.8) \]
which leads to
\[ I_4(h) \leq -\sigma_0 \| h \|_{L_{q+1}^1(\mathbb{W})}. \]
Gathering the previous estimates, one obtains
\[ \int_{\mathbb{R}^d} B_{\alpha, \delta}(h)(\xi) \text{sign}(h(\xi)) \langle \xi \rangle^q \varpi(\xi) d\xi \leq (\varepsilon_{0,q}(\alpha) + a C + \tau(\delta) - \sigma_0) \| h \|_{L_{q+1}^1(\mathbb{W})}. \quad (3.9) \]
Let $\alpha_{0,q} \in (0, \alpha_0)$ be such that $\varepsilon_{0,q}(\alpha) + \alpha C < \sigma_0$ for all $\alpha \in [0, \alpha_{0,q})$. We then choose $\delta_{0,q}$ small enough such that, for any $\delta \in (0, \delta_{0,q})$
\[ \nu_0 := - (\tau(\delta) + \varepsilon_{0,q}(\alpha) + \alpha C - \sigma_0) > 0 \]
for all $\alpha \in [0, \alpha_{0,q})$ and get the result. We now investigate the case $k = 1$. We consider the norm
\[ \|h\| = \|h\|_{L^1_q(\Omega)} + \eta \|\nabla h\|_{L^1_q(\Omega)}, \]
for some $\eta > 0$, the value of which shall be fixed later on. This norm is equivalent to the classical $W^{1,1}_q(\Omega)$-norm. We shall prove that for some $\nu_1 > 0$, $B_{\alpha,\delta} + \nu_1$ is dissipative in $W^{1,1}_q(\Omega)$ for the norm $\|\cdot\|$ and thus hypo-dissipative in $W^{1,1}_q(\Omega)$. To this end, we consider
\[
\int_{\mathbb{R}^d} \nabla (B_{\alpha,\delta}(h))(\xi) \cdot \text{sign}(\nabla h(\xi))(\xi)^q \varphi(\xi) \, d\xi
\]
where we used the shorthand notation $\text{sign}(\nabla h(\xi)) = (\text{sign}(\partial_{\xi_1} h(\xi)), \ldots, \text{sign}(\partial_{\xi_d} h(\xi)))$. First,
\[
\nabla (B_{\alpha,\delta} h) = \nabla (B_{\alpha,\delta} h) - \nabla (P^0_\alpha h) + \nabla (T_\alpha h) = \nabla \mathcal{L}^{0,\delta}_\alpha h - \Sigma h h h - \nabla (P^0_\alpha h) + \nabla (T_\alpha h).
\]
(3.10)
It then follows from Proposition 3.2.3 that
\[
\|\nabla (P^0_\alpha h)\|_{L^1_q(\Omega)} \leq \varepsilon_{1,q}(\alpha) \|h\|_{W^{1,1}_q(\Omega)} = \varepsilon_{1,q}(\alpha) \|h\|_{L^1_{q+1}(\Omega)} + \varepsilon_{1,q}(\alpha) \|\nabla h\|_{L^1_q(\Omega)}
\]
(3.11)
with $\lim_{\alpha \to 0^+} \varepsilon_{1,q}(\alpha) = 0$. Now,
\[
\nabla \mathcal{L}^{0,\delta}_\alpha h - \Sigma h h h = \mathcal{L}^{0,\delta}_\alpha (\nabla h) - \Sigma h h h \nabla h + \mathcal{R}(h),
\]
where
\[
\mathcal{R}(h) = \mathcal{Q}(h, h, \mathcal{M}) + \mathcal{Q}(h, \nabla h, h) + (\nabla A_\delta)(h) - A_\delta(h).
\]
Again as in [32, Eq. (2.10)], one has
\[
\|\mathcal{L}^{0,\delta}_\alpha (\nabla h)\|_{L^1_q(\Omega)} \leq \tau(\delta) \|\nabla h\|_{L^1_{q+1}(\Omega)},
\]
with $\lim_{\delta \to 0^+} \tau(\delta) = 0$. Then, by (3.8),
\[
- \int_{\mathbb{R}^d} \Sigma h h h (\xi) \cdot \text{sign}(\nabla h(\xi))(\xi)^q \varphi(\xi) \, d\xi = - \int_{\mathbb{R}^d} \Sigma h h h (\xi) \cdot \text{sign}(\nabla h(\xi))(\xi)^q (\xi)^q \varphi(\xi) \, d\xi \leq - \sigma_0 \|\nabla h\|_{L^1_q(\Omega)}.
\]
Here above, $|\nabla h(\xi)| = \sum_{i=1}^d |\partial h(\xi)|$. Still, as in [32, p. 1942], an integration by parts leads to
\[
|\nabla (A_\delta)(h)|_{L^1_q(\Omega)} + \|A_\delta(\nabla h)\|_{L^1_q(\Omega)} \leq C_\delta \|h\|_{L^1_q(\Omega)},
\]
for some constant $C_\delta > 0$. Hence,
\[
\|\mathcal{R}(h)\|_{L^1_q(\Omega)} \leq C_\delta \|h\|_{L^1_{q+1}(\Omega)}.
\]
Therefore,
\[
\|\nabla \mathcal{L}^{0,\delta}_\alpha (h) - \Sigma h h h\|_{L^1_q(\Omega)} \leq C_\delta \|h\|_{L^1_{q+1}(\Omega)} + (\tau(\delta) - \sigma_0) \|\nabla h\|_{L^1_q(\Omega)}
\]
(3.12)
with $\lim_{\delta \to 0^+} \tau(\delta) = 0$. Finally,
\[
\int_{\mathbb{R}^d} \nabla (T_\alpha h(\xi)) \cdot \text{sign}(\nabla h(\xi))(\xi)^q \varphi(\xi) \, d\xi = -(d+1) \mathcal{B}_\alpha \int_{\mathbb{R}^d} |\nabla h(\xi)| (\xi)^q \varphi(\xi) \, d\xi
\]
(3.13)
\[ + \mathcal{B}_\alpha \int_{\mathbb{R}^d} |\nabla h(\xi)| (\xi)^q \varphi(\xi) \, d\xi \leq \alpha C \|\nabla h\|_{L^1_{q+1}(\Omega)}.
\]
Combining (3.10) with the above estimates (3.11)--(3.13), one obtains
\[
\int_{\mathbb{R}^d} \nabla (B_{\alpha,\delta}(h))(\xi) \cdot \text{sign}(\nabla h(\xi))(\xi)^q \varphi(\xi) \, d\xi \leq (C_\delta + \varepsilon_{1,q}(\alpha)) \|h\|_{L^1_{q+1}(\Omega)} + \varepsilon_{1,q}(\alpha) + \alpha C + (\tau(\delta) - \sigma_0) \|\nabla h\|_{L^1_{q+1}(\Omega)}.
\]
Hence, combining this estimate with (3.9)
\[
\int_{\mathbb{R}^d} B_{a,\delta}(h)(\xi) \text{sign}(h(\xi)) \langle \xi \rangle^q \varpi(\xi) \, d\xi + \eta \int_{\mathbb{R}^d} \nabla(B_{a,\delta}(h)(\xi)) \cdot \text{sign}(\nabla h(\xi)) \langle \xi \rangle^q \varpi(\xi) \, d\xi \\
\leq (\varepsilon_{0,q}(\alpha) + \tau(\delta) + \alpha C - \sigma_0 + \eta (C\delta + \varepsilon_{1,q}(\alpha)))\|h\|_{L^q_{q+1}(\varpi)} + \eta (\varepsilon_{1,q}(\alpha) + \alpha C + \tau(\delta) - \sigma_0)\|\nabla h\|_{L^q_{q+1}(\varpi)}.
\]
We now choose $\delta > 0$ and $\alpha > 0$ small enough so that $-\lambda := \varepsilon_{1,q}(\alpha) + \alpha C + \tau(\delta) - \sigma_0 < 0$. Let then $\eta > 0$ be small enough such that $\nu_0 - \eta (C\delta + \varepsilon_{1,q}(\alpha)) > 0$. We set $\nu_1 := \min \{\nu_0 - \eta (C\delta + \varepsilon_{1,q}(\alpha)), \lambda\}$ and we finally obtain
\[
\int_{\mathbb{R}^d} B_{a,\delta}(h) \text{sign}(h(\xi)) \langle \xi \rangle^q \varpi(\xi) \, d\xi + \eta \int_{\mathbb{R}^d} \nabla(B_{a,\delta}(h)) \cdot \text{sign}(\nabla h(\xi)) \langle \xi \rangle^q \varpi(\xi) \, d\xi \\
\leq -\nu_1 \left[\|h\|_{L^q_{q+1}(\varpi)} + \eta \|\nabla h\|_{L^q_{q+1}(\varpi)}\right] \leq -\nu_1 [h],
\]
which means that $B_{a,\delta} + \nu_1$ is hypo-dissipative in $W^{1,1}_q(\varpi)$. We prove the result for higher order derivatives in the same way.

**Remark 3.6.** Notice that, for any $\varepsilon > 0$ and any $k, q \geq 0$, a careful reading of the above proof shows that one can choose $\nu_k = \sigma_0 - \varepsilon$ up to choosing $\alpha_{k,q} > 0$ and $\delta_{k,q} > 0$ small enough.

### 3.3. Properties on the scale of Banach spaces $\mathcal{X}_i$, $i = 0, 1, 2$.

Let us from now on restrict ourselves to the scales of Banach spaces $\mathcal{X}_2 \subset \mathcal{X}_1 \subset \mathcal{X}_0$ introduced earlier. We begin this section by recalling the spectral properties of $L_0$ in the spaces $\mathcal{X}_i$, referring to [23] for details.

**Theorem 3.7.** For $i = 0, 1, 2$, the operator $L_0 : \mathcal{D}(L_0) \subset \mathcal{X}_i \to \mathcal{X}_i$ with domain
\[
\mathcal{D}(L_0) = W^{1,1}_q(\varpi)
\]
is such that 0 is an eigenvalue of $L_0$ associated to the null set
\[
\mathcal{N}(L_0) = \text{Span} (M, \xi_1 M, \ldots, \xi_d M, |\xi|^2 M).
\]
Moreover $L_0$ admits a positive spectral gap $\mu_0 > 0$, i.e.
\[
\mathcal{N}(L_0) \cap \{\lambda \in \mathbb{C} : \text{Re}\lambda > -\mu_0\} = \{0\}
\]
and $L_0$ is the generator of a $C_0$-semigroup $\{S_0(t) : t \geq 0\}$ in $\mathcal{X}_i$ for which there exists a positive constant $C_0 > 0$ such that
\[
\|S_0(t)h - P_0h\|_{\mathcal{X}_i} \leq C_0 \exp(-\mu_0 t) \|h - P_0h\|_{\mathcal{X}_i}, \quad \forall t \geq 0, \quad h \in \mathcal{X}_i
\]
where $P_0$ is the spectral projection of $L_0$ associated to the eigenvalue $\{0\}$. Moreover, there exists $n_0 \in \mathbb{N}$ and $C(n_0) > 0$ such that
\[
\|R(\lambda, L_0)\|_{\mathcal{B}(\mathcal{X}_i)} \leq \frac{C(n_0)}{|\lambda|^{n_0}}, \quad \forall \text{Re}\lambda \geq -\mu_0.
\]

**Remark 3.8.** Notice that the above projection operator $P_0$ does not depend on the space $\mathcal{X}_i$ ($i = 0, 1, 2$), i.e. it acts in the same way in each of the spaces $W^{1,1}_q(\varpi)$, $W^{1,1}_1(\varpi)$ and $W^{2,1}_1(\varpi)$. Indeed, setting $M_0 = M, M_i(\xi) = \xi_i M(\xi)$ ($i = 1, \ldots, d$) and $M_{d+1}(\xi) = |\xi|^2 M(\xi)$, for any $i = 0, 1, 2$ and any $h \in \mathcal{X}_i$, one has $P_0h = \sum_{j=0}^{d+1} \eta_j(h)M_j$ for some $\eta_j(h) \in \mathbb{R}$. Moreover Range($I - P_0$) $\subset$ Range($L_0$) from [19, equation (6.34), p 180] so that
\[
\int_{\mathbb{R}^d} (I - P_0)h(\xi) \begin{pmatrix} 1 \\ \xi_j/|\xi|^2 \end{pmatrix} \, d\xi = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \forall j = 1, \ldots, d.
\]
Little algebra, using standard Gaussian computations, allows to determine \( \eta_j(h) \) and we get easily that
\[
\eta_0(h) = \int_{\mathbb{R}^d} h(\xi) \left( \frac{d+2}{2} - |\xi|^2 \right) d\xi, \quad \eta_{d+1}(h) = \int_{\mathbb{R}^d} h(\xi) \left( \frac{2}{d} |\xi|^2 - 1 \right) d\xi,
\]
and \( \eta_j(h) = 2 \int_{\mathbb{R}^d} h(\xi) \xi_j d\xi \) for \( j = 1, \ldots, d \). Notice in particular that, since all the \( M_j \) are smooth, it holds
\[
P_0 \in \mathcal{B}(X_i, X_{i+1}), \text{ for } i = 0, 1.
\]

We have the following result whose proof is differed to Appendix C

**Proposition 3.9.** For \( i = 0, 1, 2 \), there exist some explicit \( \delta_0 > 0 \) and \( \alpha^\dagger > 0 \) small enough such that, for all \( \alpha \in (0, \alpha^\dagger) \), \( \delta \in (0, \delta_0) \) the operator
\[
\mathcal{B}_{\alpha, \delta} : \mathcal{D}(\mathcal{B}_{\alpha, \delta}) \subset X_i \rightarrow X_i
\]
is the generator of a \( C_0 \)-semigroup \( \{U_{\alpha, \delta}(t) : t \geq 0\} \). Moreover, there exists \( \nu_\ast \in (\mu_\ast, \sigma_0) \) and \( C > 0 \) such that
\[
\|U_{\alpha, \delta}(t)\|_{\mathcal{B}(X_i)} \leq C_i \exp(-\nu_\ast t) \quad \forall t \geq 0, i = 0, 1, 2.
\]

**Remark 3.10.** With the notations of Proposition 3.4, one notices simply that \( C_i \) is a positive constant which relates the usual norm to the modified equivalent norm \([\]\) in \( X_i \). Moreover, using Remark 3.6, one also sees that for \( \alpha, \delta \) small enough, one has \( \nu_\ast \) arbitrarily close to \( \sigma_0 \) (with \( \nu_\ast < \sigma_0 \)). By [28], we have \( \mu_\ast < \sigma_0 \). We can thus assume that \( \sigma_0 > \nu_\ast > \mu_\ast \).

Notice that, since \( A_\delta f \) is compactly supported for any \( f \in L^1_1(\mathbb{R}^d) \), one can deduce easily from (3.7) that \( A_\delta \in \mathcal{B}(W^{k,1}_q(\mathbb{R})) \) for any \( k, q \geq 0 \). In particular, from the bounded perturbation Theorem, one has the following

**Theorem 3.11.** With the notations of Proposition 3.9, for any \( i = 0, 1, 2 \) and \( \alpha \in (0, \alpha^\dagger) \) the linearized operator
\[
\mathcal{L}_\alpha : \mathcal{D}(\mathcal{L}_\alpha) \subset X_i \rightarrow X_i
\]
is the generator of a \( C_0 \)-semigroup \( \{S_\alpha(t) : t \geq 0\} \) given by \( S_\alpha(t) = \sum_{n=0}^\infty \mathcal{Y}_\alpha^{(n)}(t) \), where\(^2\) \( \mathcal{Y}_\alpha^{(0)}(t) = U_{\alpha, \delta}(t) \) and
\[
\mathcal{Y}_\alpha^{(n+1)}(t) = \int_0^t \mathcal{Y}_\alpha^{(n)}(t-s) A_\delta U_{\alpha, \delta}(s) ds, \quad n \in \mathbb{N}, \quad t \geq 0
\]
where \( \{U_{\alpha, \delta}(t) : t \geq 0\} \) is defined in Proposition 3.9 and the above series converges in \( \mathcal{B}(X_i) \) (\( i = 0, 1, 2 \)).

For notations convenience, we introduce for any \( n \in \mathbb{N} \),
\[
\mathcal{T}_\alpha^{(n+1)}(t) = \mathcal{Y}_\alpha^{(n)}(t), \quad \forall t \geq 0.
\]
Notice that, with the notations of [15, 32], \( \mathcal{T}_\alpha^{(n+1)}(t) = (A_\delta U_{\alpha, \delta})^{(n+1)}(t) \).

**Proposition 3.12.** Let \( i = 0, 1 \) be given. Let \( \delta \in (0, \delta_0) \) and \( \alpha \in (0, \alpha^\dagger) \) be given as in Proposition 3.9. Then, for any \( n \in \mathbb{N} \), there is \( C_{\delta, n} > 0 \) such that
\[
\|\mathcal{Y}_\alpha^{(n)}(t)\|_{\mathcal{B}(X_i)} \leq C_{\delta, n} t^n \exp(-\nu_\ast t) \quad (t > 0),
\]
and
\[
\|\mathcal{T}_\alpha^{(n+1)}(t)f\|_{\mathcal{B}(X_i, X_{i+1})} \leq C_{\delta, n} t^n \exp(-\nu_\ast t) \quad (t > 0).
\]
\(^2\)Notice that, for each \( n \in \mathbb{N} \), the above Dyson-Phillips iterated \( \mathcal{Y}_\alpha^{(n)}(t) \) depends on \( \delta \). We do not explicitly show this dependence to avoid heavy notation.
Proof. The proof of the first point is easily obtained by induction. Indeed, it holds true for $n = 0$ thanks to Proposition 3.9. Assume it holds true for some $n \in \mathbb{N}$. Since $A_\delta \in \mathcal{B}(X_1)$ one has

\[
\|V^{(n+1)}_\alpha(t)\|_{\mathcal{B}(X_1)} \leq \int_0^t \left\|V^{(n)}(t-s)A_\delta U_{\alpha,\delta}(s)\right\|_{\mathcal{B}(X_1)} ds \\
\leq C_{\delta,n}\|A_\delta\|_{\mathcal{B}(X_1)} \int_0^t (t-s)^n \exp(-\nu_\ast(t-s)) \|U_{\alpha,\delta}(s)\|_{\mathcal{B}(X_1)} ds \\
\leq C_\epsilon C_{\delta,n}\|A_\delta\|_{\mathcal{B}(X_1)} \exp(-\nu_\ast t) \int_0^t (t-s)^n ds
\]

so the result is true for $V^{(n+1)}_\alpha(t)$ by setting $C_{\delta,n+1} := \frac{1}{n+1} C_\epsilon C_{\delta,n}\|A_\delta\|_{\mathcal{B}(X_1)}$.

Since $A_\delta h$ has compact support for any $h$, we get $A_\delta \in \mathcal{B}(W^{k,1}_q, W^{k+1,1}_q)$ and therefore

\[
\|T^{(n+1)}_\alpha(t)\|_{\mathcal{B}(X_1, X_{i+1})} \leq \|A_\delta\|_{\mathcal{B}(X_1, X_{i+1})} \|V^{(n)}_\alpha(t)\|_{\mathcal{B}(X_1)}. The result follows from the first point. □

A simple consequence of this is the following

Lemma 3.13. For any $n \in \mathbb{N}$, there exists $C(\delta, n) \geq 0$ such that, for all $i = 0, 1$ and all $\lambda \in \mathbb{C}$ with $\Re \lambda > -\nu_\ast$, it holds

\[
\|[A_\delta \mathcal{R}(\lambda, B_{\alpha,\delta})]^n\|_{\mathcal{B}(X_1, X_{i+1})} \leq C(\delta, n) (\Re \lambda + \nu_\ast)^{-n}. (3.15)
\]

Proof. Using the fact that, for $\lambda \in \mathbb{C}$ with $\Re \lambda > -\nu_\ast$, $\mathcal{R}(\lambda, B_{\alpha,\delta}) [A_\delta \mathcal{R}(\lambda, B_{\alpha,\delta})]^{k-1}$ is the Laplace transform of $V^{(k-1)}_\alpha(t)$ (which is easily checked by induction argument), we obtain that

\[
[A_\delta \mathcal{R}(\lambda, B_{\alpha,\delta})]^k = A_\delta \mathcal{R}(\lambda, B_{\alpha,\delta}) [A_\delta \mathcal{R}(\lambda, B_{\alpha,\delta})]^{k-1} = A_\delta \int_0^\infty \exp(-\lambda t)V^{(k-1)}_\alpha(t)dt = \int_0^\infty \exp(-\lambda t)A_\delta V^{(k-1)}_\alpha(t)dt = \int_0^\infty \exp(-\lambda t)T^{(k)}_\alpha(t)dt.
\]

The result follows then directly from the previous Proposition. □

4. Spectral analysis in $X_1$

4.1. Spectral properties of $\mathcal{L}_\alpha$ in $X_1$. In all the sequel, we fix $\delta \in (0, \delta_\ast)$ and simply write

\[ A = A_\delta, \quad B_{\alpha} = B_{\alpha,\delta}, \quad B_0 = B_{0,\delta}. \]

We obtain the following whose proof is the same as [32, Lemma 2.16] and is postponed to Appendix A:

Lemma 4.1. For all $\lambda \in \mathbb{C}\setminus\{0\}$ with $\Re \lambda > -\mu_\ast$ and all $k \in \mathbb{N}$, let

\[ J_{\alpha,k}(\lambda) = (\mathcal{L}_\alpha - B_0) R(\lambda, B_0) [A R(\lambda, B_{\alpha})]^k. \]

Then, for all $\nu_\ast \in (0, \mu_\ast)$, there exists $r_k : (0, \alpha^3) \rightarrow \mathbb{R}^+$ with $\lim_{\alpha \rightarrow 0^+} r_k(\alpha) = 0$ and such that

\[
\|J_{\alpha,k}(\lambda)\|_{\mathcal{B}(X_1)} \leq r_k(\alpha), \quad \forall \lambda \in \Omega_\kappa(\alpha)
\]

(4.1)

where $\Omega_\kappa(\alpha) = \{\lambda \in \mathbb{C} : \Re \lambda > -\nu_\ast$ and $|\lambda| > r_k(\alpha)\}$. Moreover, there exists $\alpha_k \in (0, \alpha^3)$ such that $\text{Id} - J_{\alpha,k}(\lambda)$ and $\lambda - \mathcal{L}_\alpha$ are invertible in $X_1$ for any $\lambda \in \Omega_\kappa(\alpha)$, $\alpha \in (0, \alpha_k)$ with

\[
R(\lambda, B_{\alpha}) = \Gamma_{\alpha,k}(\lambda)(\text{Id} - J_{\alpha,k}(\lambda))^{-1}, \quad \lambda \in \Omega_\kappa(\alpha)
\]

(4.2)

where $\Gamma_{\alpha,k}(\lambda) = \sum_{j=0}^{k-1} R(\lambda, B_{\alpha}) [A R(\lambda, B_{\alpha})]^j + R(\lambda, B_0) [A R(\lambda, B_{\alpha})]^k$. Finally, there exists some positive constant $C_k > 0$ such that

\[
\|R(\lambda, \mathcal{L}_\alpha)\|_{\mathcal{B}(X_1)} \leq \frac{C_k}{1 - r_k(\alpha)} \sum_{j=0}^k \left(\frac{1}{\nu_\ast - \nu_\ast'}\right)^j, \quad \forall \lambda \in \Omega_\kappa(\alpha), \quad \alpha \in (0, \alpha_k).
\]

(4.3)
Let us fix $\alpha_* \in (0, \mu_*^\prime)$ and $k \in \mathbb{N}$. There exists $\alpha_k^\prime \in (0, \alpha_k^\prime)$ such that $r_k(\alpha) \leq \alpha_*$ for any $\alpha \in (0, \alpha_k^\prime)$. From the previous result, one gets in particular that,

$$\mathcal{S}(\mathcal{L}) \cap \{ \lambda \in \mathbb{C} ; \text{Re}\lambda \geq \alpha_* \} \subset \{ z \in \mathbb{C} ; |z| \leq r_k(\alpha) \}, \quad \forall \alpha \in (0, \alpha_k^\prime).$$

We denote then by $\mathbf{P}_\alpha$ the spectral projection in $X_1$ associated to the set

$$\mathcal{S}_\alpha := \mathcal{S}(\mathcal{L}_\alpha) \cap \{ \lambda \in \mathbb{C} ; \text{Re}\lambda \geq \alpha_* \} = \mathcal{S}(\mathcal{L}) \cap \{ z \in \mathbb{C} ; |z| \leq r_k(\alpha) \}.$$

One can deduce then the following whose proof – similar to that of [32, Lemma 2.17] – is postponed to Appendix A

**Lemma 4.2.** For any $\alpha$ small enough, $\mathbf{P}_\alpha \in \mathcal{B}(X_1, X_2)$. Moreover, there exists some explicit $\ell_0 : (0, \alpha_0^\prime) \to \mathbb{R}^+$ such that $\lim_{\alpha \to 0^+} \ell_0(\alpha) = 0$ and

$$\|\mathbf{P}_\alpha - \mathbf{P}_0\|_{\mathcal{B}(X_1)} \leq \ell_0(\alpha). \tag{4.4}$$

From the above result, there exists some explicit $\alpha_1 \in (0, \alpha_0^\prime)$ such that

$$\|\mathbf{P}_\alpha - \mathbf{P}_0\|_{\mathcal{B}(X_1)} < 1, \quad \forall \alpha \in (0, \alpha_1).$$

According to [19, Paragraph I.4.6] (see also [32, Lemma 2.18]), for all $\alpha \in (0, \alpha_1)$

$$\dim \text{Range}(\mathbf{P}_\alpha) = \dim \text{Range}(\mathbf{P}_0) = d + 2$$

where the last identity is deduced from Theorem 3.7. This leads to the following

**Proposition 4.3.** Let us fix $\alpha_* \in (0, \mu_*)$. There is some explicit $\alpha_1 \in (0, \alpha_0^\prime)$ such that, for all $\alpha \in (0, \alpha_1)$, the linearized operator $\mathcal{L}_\alpha : \mathcal{D}(\mathcal{L}_\alpha) \subset X_1 \to X_1$ is such that,

$$\mathcal{S}(\mathcal{L}_\alpha) \cap \{ z \in \mathbb{C} ; \text{Re}\: z \geq \alpha_* \} = \{ \alpha_1^1, \ldots, \alpha_1^{d+2} \}$$

where $\alpha_1^1, \ldots, \alpha_1^{d+2}$ are eigenvalues of $\mathcal{L}_\alpha$ (not necessarily distinct) with $|\alpha_1^j| \leq r_k(\alpha)$ for $j = 1, \ldots, d + 2$.  

4.2. **Semigroup decay in $X_1$.** Let us now deduce, from the above results, the decay of the semigroup associated to $\mathcal{L}_\alpha$ in the space $X_1$. This is done thanks to the following quantitative spectral mapping Theorem which can be deduced from [24, Theorem 2.1] (see more precisely [25] for a slight correction on the assumptions).

**Theorem 4.4.** (Quantitative Spectral Mapping Theorem –[24]) Let $X$ be a given Banach space and let $\Lambda : \mathcal{D}(\Lambda) \subset X \to X$ be the generator of a $C_0$-semigroup $\{ S_\Lambda(t) ; t \geq 0 \}$ in $X$. Assume that $\Lambda$ can be split as

$$\Lambda = \mathcal{A} + \mathcal{B}$$

where $\mathcal{B}$ is the generator of a $C_0$-semigroup $\{ S_B(t) ; t \geq 0 \}$ on $X$ and $\mathcal{A}$ is $\mathcal{B}$-bounded. Assume moreover that

H1) There exists $a^* \in \mathbb{R}$ such that, for all $a > a^*$ and any $\ell \geq 0$, there exists $C = C_{a, \ell} > 0$ such that

$$\left\| S_B \ast (\mathcal{A} S_B)^{\ell} (t) \right\|_{\mathcal{B}(X)} \leq C \exp(a t) \quad t \geq 0.$$

H2) There exists $\zeta \in (0, 1], s \in [0, \zeta]$ such that $\mathcal{A} \in \mathcal{B}(X_s, X)$ and there exists $n \geq 1$ such that, for all $a > a^*$

$$\left\| (\mathcal{A} S_B)^{(s + n)} (t) \right\|_{\mathcal{B}(X, X_{s + \zeta})} \leq C_n \exp(a t) \quad t \geq 0$$

for some positive constant $C_n$ depending only on $a, n, \zeta$ and $X_s$ denotes the abstract Sobolev space associated to $\Lambda$.

H3) The spectrum $\mathcal{S}(\Lambda)$ satisfies

$$\mathcal{S}(\Lambda) \cap \{ z \in \mathbb{C} ; \text{Re}\: z > a^* \} \subset \{ z \in \mathbb{C} ; \text{Re}\: z > a' \}$$

for some $a' > a^*$.  


Then, there exists a projector \( \Pi \in \mathcal{B}(X) \) satisfying
\[
\Lambda \Pi = \Pi \Lambda, \quad \Lambda_1 = \Lambda|_{X_1} \in \mathcal{B}(X_1), \quad \mathcal{S}(\Lambda_1) \subset \{ z \in \mathbb{C} ; \text{Re} z > a^* \}
\]
where \( X_1 = \text{Range}(\Pi) \) and, for any \( a > a^* \), there exists some positive constant \( C_a > 0 \) such that
\[
\| S_\Lambda(t)(\text{Id} - \Pi) \|_{\mathcal{B}(X)} \leq C_a \exp(a t), \quad t \geq 0.
\]

We deduce from this the following decay in \( X_1 \)

**Proposition 4.5.** Let us fix \( \nu_\ast \in (0, \mu_\ast) \). There exists \( \alpha^* \in (0, \alpha_0) \) such that, for any \( \alpha \in (0, \alpha^*) \) the \( C_0 \)-semigroup \( \{ S_\alpha(t) : t \geq 0 \} \) in \( X_1 \) generated by \( \mathcal{L}_\alpha : \mathcal{D}(\mathcal{L}_\alpha) \subset X_1 \to X_1 \) satisfies, for all \( \mu \in (0, \nu_\ast) \)
\[
\| S_\alpha(t)(\text{Id} - \Pi_\alpha) \|_{\mathcal{B}(X_1)} \leq C_\mu \exp(-\mu t) \quad \forall t \geq 0
\]
for some positive constant \( C_\mu > 0 \).

**Proof.** Let \( \alpha_1 \in (0, \alpha_0) \) be such that Proposition 4.3 holds true. Given \( \alpha \in (0, \alpha_1) \), we apply the above Theorem 4.4 with \( X = X_1 \) and \( \Lambda = \mathcal{L}_\alpha \). The splitting of \( \mathcal{L}_\alpha \) has been established in Section 3. According to Proposition 4.3, if we set \( a^* = -\nu_\ast \), one sees that Hypothesis H3) is met with \( a^* < a^\prime < \min(\mu_{\ast,1}^1, \ldots, \mu_{\ast,1}^{d+2}) \). Notice also that, for all \( n \in \mathbb{N} \), \( S_{\ast,1}(\mathcal{A}_{\ast,1})^{(\ast)}(t) \) is exactly \( V_{\ast,1}^{(\ast) + 1}(t) \) so that Assumption H1) is met thanks to Proposition 3.12 since, for all \( n \in \mathbb{N} \), \( t^{\ast,1} \exp(-\nu_\ast t) \leq C \exp(-\nu_\ast t) \), for all \( t \geq 0 \), for some positive constant depending only on \( n, \nu_\ast, \nu_\ast \). In the same way, for \( \zeta = 1 \) so that \( X_\ast = X_2 \) and \( s = 0 \) so that \( X_\ast = X_1 \) one sees that H2) is met thanks to Proposition 3.12. This proves that there exists a projector \( \Pi_\alpha \) such that, for all \( \mu \in (0, \nu_\ast) \)
\[
\| S_\alpha(t)(\text{Id} - \Pi_\alpha) \|_{\mathcal{B}(X_1)} \leq C_\mu \exp(-\mu t).
\]
As well-known, this implies that the spectrum of the generator \( \mathcal{L}_\alpha \) satisfies
\[
\mathcal{S}(\mathcal{L}_\alpha) = \mathcal{S}(\mathcal{L}_\alpha|_{\text{Range}(\text{Id} - \Pi_\alpha)}) \cup \mathcal{S}(\mathcal{L}_\alpha|_{\text{Range}(\Pi_\alpha)})
\]
and, since \( \mathcal{S}(\mathcal{L}_\alpha|_{\text{Range}(\Pi_\alpha)}) \subset \{ z \in \mathbb{C} ; \text{Re} z > -\nu_\ast \} \) according to Theorem 4.4, we see that it coincides with \( \{ \mu_{\ast,1}^1, \ldots, \mu_{\ast,1}^{d+2} \} \) and therefore \( \Pi_\alpha = \mathbb{P}_\alpha \). \( \square \)

**5. Stability in \( X_0 \)**

We still denote here by \( \{ S_\alpha(t) : t \geq 0 \} \) the \( C_0 \)-semigroup in \( X_0 \) generated by the linearized operator \( \mathcal{L}_\alpha \). To deduce the decay of the associated semigroup from the above fine properties of the spectrum of \( \mathcal{L}_\alpha \), we shall resort to the following enlargement result which ensures some suitable quantitative spectral mapping theorem from \( X_1 \) to \( X_0 \)

**Theorem 5.1.** (Enlargement result – [15, Theorem 2.13] ) Let \( E, E \) be two Banach spaces with \( E \subset E \) dense with continuous embedding, and consider \( L \in \mathcal{C}(E), \mathcal{L} \in \mathcal{C}(E) \) with \( \mathcal{L}|_E = L \) and \( a \in \mathbb{R} \). Assume the following

A1) \( L \) is the generator of a \( C_0 \)-semigroup \( \{ L(t) : t \geq 0 \} \) in \( E \),
\[
\mathcal{S}(L) \cap \{ \lambda ; \text{Re} \lambda \geq a \} = \{ \xi_1, \ldots, \xi_k \} \subset \mathcal{S}_d(L)
\]
and \( L - a \) is hypo-dissipative on \( \text{Range}(\text{Id} - \Pi_{L,a}) \) where \( \Pi_{L,a} \) is the spectral projection on \( E \) associated to the above set of eigenvalues.

A2) The operator \( \mathcal{L} \) can be written as
\[
\mathcal{L} = A + B
\]
with \( A, B \in \mathcal{C}(E) \) where \( A \in \mathcal{B}(E) \) and \( \mathcal{L} \) generates a \( C_0 \)-semigroup \( \{ S(t) : t \geq 0 \} \) in \( E \) and such that

(a) \( B - a \) is hypo-dissipative on \( E \) while \( A \in \mathcal{B}(E) \) and \( A|_E \in \mathcal{B}(E) \);
(b) there are constants \( n \in \mathbb{N}, C_\alpha \geq 1 \), such that
\[
\|(AS)^{\ast n}(t)\|_{\mathcal{B}(E,E)} \leq C_\alpha \exp(\alpha \mu), \quad \forall t \geq 0.
\]
Then, $\mathcal{L}$ is hypo-dissipative on $\mathcal{E}$ and there exists some constructive constant $C'_\alpha \geq 1$ such that
\[ \|S(t)(\text{Id} - \Pi_{\mathcal{L}_\alpha})\|_{\mathcal{B}(\mathcal{E})} \leq C'_\alpha t^n \exp(a \, t), \quad \forall t \geq 0 \]
where $\Pi_{\mathcal{L}_\alpha}$ is the spectral projector of $\mathcal{L}$ associated to $\{\xi_1, \ldots, \xi_k\}$ in $\mathcal{E}$.

We are now in position to prove our main result concerning the linearized operator $\mathcal{L}_\alpha$ in $\mathcal{X}_0$:

**Proof of Theorem 1.7.** We apply Theorem 5.1 with $\mathcal{E} = \mathcal{X}_0$, $\mathcal{E} = \mathcal{X}_1$ and $L = \mathcal{L}_\alpha|_{\mathcal{X}_1}$. The spectral structure of $L$ in $\mathcal{X}_1$ is given by Proposition 4.3. From Proposition 4.5, we deduce that, for any $\mu$ satisfying $-\min(\mu_1^\alpha, \ldots, \mu_{d+2}^\alpha) < \mu < \nu'$, the operator $L - \mu$ is hypo-dissipative in $\text{Range}(\text{Id} - \mathcal{P}_\alpha)$ (see [15, Theorem 2.9] for the equivalence between hypo-dissipativity and decay of the semigroup). Again Proposition 3.12 shows that Assumption A2) is met and the conclusion follows. \(\square\)

As already mentioned, it is not clear whether the above Lemma 4.2 holds true in $\mathcal{X}_0$ or not. However, it appears important for our subsequent analysis to obtain suitable norms of $\mathcal{P}_\alpha$ in $\mathcal{X}_0$ for small values of $\alpha$. This will be done thanks to the following:

**Lemma 5.2.** With the notations of Lemma 4.2, one has $\sup_{\alpha \in (0, \alpha^\dagger]} \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} < \infty$.

**Proof.** According to [15, Theorem 2.1], for any $\alpha \in (0, \alpha^\dagger]$, the restriction of projection operator $\mathcal{P}_\alpha$ on $\mathcal{X}_1$ is exactly $\mathcal{P}_\alpha$ and, for all $j = 1, \ldots, d + 2$,
\[ \text{Ker}(\mathcal{L}_\alpha - \mu_j^\alpha)^m_j = \text{Ker}(L - \mu_j^\alpha)^{m_j}, \quad j = 1, \ldots, d + 2 \]
where $m_j$ is the algebraic multiplicity of $\mu_j^\alpha$ and, as in the proof of Theorem 1.7, we set $L = \mathcal{L}_\alpha|_{\mathcal{X}_1}$. In particular, the eigenfunctions of $\mathcal{L}_\alpha$ associated to $\mu_j^\alpha$ belongs to $\mathcal{X}_1$. One gets therefore easily that $\mathcal{P}_\alpha \in \mathcal{B}(\mathcal{X}_1, \mathcal{X}_1)$. Using Lemma 4.2 we have that, for all $h \in \mathcal{X}_1$, $\lim_{\alpha \to 0} \|\mathcal{P}_\alpha h - \mathcal{P}_0 h\|_{\mathcal{X}_1} = 0$ while, according to Remark 3.8, $\mathcal{P}_0 \in \mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)$. Since $\mathcal{X}_1$ is dense in $\mathcal{X}_0$ and $\mathcal{P}_\alpha|_{\mathcal{X}_1} = \mathcal{P}_\alpha$, this implies that $\sup_{\alpha \in (0, \alpha^\dagger]} \|\mathcal{P}_\alpha h\|_{\mathcal{X}_1} < \infty$ for any $h \in \mathcal{X}_0$ and we get the conclusion thanks to Banach-Steinhaus Theorem. \(\square\)

We deduce from this the following

**Lemma 5.3.** There exists a mapping $\ell_1 : (0, \alpha^\dagger] \to (0, 1)$ with $\lim_{\alpha \to 0} \ell_1(\alpha) = 0$ and
\[ \|\mathcal{P}_\alpha - \mathcal{P}_0\|^2 \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \leq \ell_1(\alpha) \quad \forall \alpha \in (0, \alpha^\dagger]. \tag{5.1} \]
In particular, there exists $\alpha^\star_1$ such that, for all $\alpha \in (0, \alpha^\star_1)$, $(\text{Id} - (\mathcal{P}_\alpha - \mathcal{P}_0))$ is invertible in $\mathcal{X}_0$ and there exists $C > 0$ independent of $\alpha$ such that
\[ \|\mathcal{P}_\alpha - \mathcal{P}_0\|^2 \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \leq C \quad \forall \alpha \in (0, \alpha^\star_1). \]

**Proof.** Since, for all $\alpha \in (0, \alpha^\dagger)$, $\mathcal{P}_\alpha - \mathcal{P}_0)^2 = (\mathcal{P}_\alpha - \mathcal{P}_0) \mathcal{P}_\alpha (\mathcal{P}_0 - \mathcal{P}_\alpha) \mathcal{P}_0$, and since, for any $h \in \mathcal{X}_1$, $\|\mathcal{P}_\alpha h\|_{\mathcal{X}_1} \leq \|\mathcal{P}_0 h\|_{\mathcal{X}_1}$ one gets
\[ \|\mathcal{P}_\alpha - \mathcal{P}_0\|^2 \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} + \|\mathcal{P}_\alpha - \mathcal{P}_0\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \|\mathcal{P}_0\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \]
and, thanks to the previous Lemma and Lemma 4.2, we get (5.1) with $\ell_1(\alpha) = C\ell_0(\alpha)$ where $C = 2 \sup_{\alpha \in [0, \alpha^\dagger]} \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} < \infty$. Now, given $\delta \in (0, 1)$, there exists $\alpha^\dagger_1$ such that $\ell_1(\alpha) \leq \delta$ for all $\alpha \in (0, \alpha^\dagger_1)$. Then, from (5.1) and since $\|\mathcal{P}_\alpha - \mathcal{P}_0\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \leq 2$ for any $\alpha$, we get
\[ \|\mathcal{P}_\alpha - \mathcal{P}_0\|^n \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \leq 2\delta^{\frac{n}{2}} \quad \forall n \geq 2. \]
We deduce easily that $(\text{Id} - (\mathcal{P}_\alpha - \mathcal{P}_0))$ is invertible with $(\text{Id} - (\mathcal{P}_\alpha - \mathcal{P}_0))^{-1} = \sum_{n=0}^{\infty} (\mathcal{P}_\alpha - \mathcal{P}_0)^n$ and
\[ \|\mathcal{P}_\alpha - \mathcal{P}_0\|^2 \|\mathcal{P}_\alpha\|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_1)} \leq 1 + 2 + 2 \sum_{n=2}^{\infty} \delta^{\frac{n}{2}} \leq 3 + \frac{\sqrt{2}}{1 - \sqrt{2}}. \]
This proves the result. \(\square\)
Part 2. Stability analysis

We establish here the main results concerning the long-time behavior of the solution to (1.14) that we recall here for the reader convenience:

\[
\partial_t \psi(t, \xi) + (A_\psi(t) - dB_\psi(t)) \psi(t, \xi) + B_\psi(t) \text{div}_\xi \left( (\xi - v_\psi(t)) \psi(t, \xi) \right) = (1 - \alpha) Q(\psi, \psi)(t, \xi) - \alpha Q_-(\psi, \psi)(t, \xi)
\]

where we recall that \(\psi(t, \xi)\) is obtained from the original solution \(f(t, \nu)\) to (1.1) through the scaling (1.10). As already said, our approach combines the entropy production method with the spectral analysis performed in the First Part. In all this part, \(\psi(t, \xi)\) will be the unique solution to (1.14) obtained through the scaling (1.10) in Proposition 1.2.

6. Entropy production method

Introduce the time-dependent relative entropy

\[
\mathcal{H}(t) = \mathcal{H}(\psi(t) | \mathcal{M}) := \int_{\mathbb{R}^d} \psi(t, \xi) \log \left( \frac{\psi(t, \xi)}{\mathcal{M}(\xi)} \right) d\xi, \quad t \geq 0
\]

where we recall that \(\mathcal{M}\) denotes the Maxwellian distribution with same mass, momentum and kinetic energy of \(\psi(t, \cdot)\) and \(\psi_\alpha\), that is,

\[
\mathcal{M}(\xi) = \pi^{-d/2} \exp\left(-|\xi|^2\right), \quad \xi \in \mathbb{R}^d.
\]

We also introduce the entropy production functional associated to the elastic Boltzmann operator

\[
\mathcal{D}_0(t) = -\int_{\mathbb{R}^d} Q(\psi, \psi)(t, \xi) \log \left( \frac{\psi(t, \xi)}{\mathcal{M}(\xi)} \right) d\xi.
\]

Lemma 6.1. The evolution of \(\mathcal{H}(t)\) is given by the following

\[
\frac{d}{dt} \mathcal{H}(t) + (1 - \alpha) \mathcal{D}_0(t) = (dB_\psi(t) - A_\psi(t)) \mathcal{H}(t) + \mathcal{I}_1(t), \quad \forall t \geq 0
\]

with

\[
\mathcal{I}_1(t) := -\alpha \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) \log \left( \frac{\psi(t, \xi)}{\mathcal{M}(\xi)} \right) d\xi.
\]

Proof. The proof consists simply in multiplying (1.14) by \(\log \left( \frac{\psi(t, \xi)}{\mathcal{M}(\xi)} \right)\) and integrating over \(\mathbb{R}^d\). This leads to

\[
\frac{d}{dt} \mathcal{H}(t) + (1 - \alpha) \mathcal{D}_0(t) = (dB_\psi(t) - A_\psi(t)) \mathcal{H}(t) + \mathcal{I}_1(t) + B_\psi(t) \mathcal{I}_2(t)
\]

where

\[
\mathcal{I}_2(t) = -\int_{\mathbb{R}^d} \nabla_\xi \cdot ((\xi - v_\psi(t)) \psi(t, \xi)) \log \left( \frac{\psi(t, \xi)}{\mathcal{M}(\xi)} \right) d\xi.
\]

One checks, integrating by parts, that \(\mathcal{I}_2(t) = 0\) since \(\int_{\mathbb{R}^d} |\xi|^2 \psi(t, \xi) d\xi = \frac{1}{\theta} \int_{\mathbb{R}^d} \psi(t, \xi) d\xi\). This shows the result. \(\square\)

In order to estimate the term \(\mathcal{I}_1(t)\) we need the propagation of the 3rd moment and some \(L^p\) Lebesgue norm. We refer to Appendix B, for a discussion on propagation and creation of moments and the proof of the following result (also, see [7, Theorem 1.6 and Remark 1.7]).

Lemma 6.2. For any \(\eta \geq 0\), there exists some explicit \(\alpha_\eta \in (0, 1)\) such that for all \(p \in (1, \infty)\) and any \(\alpha \in (0, \alpha_\eta)\), if \(f_0 \in L^1_\eta(\mathbb{R}^d) \cap L^1_{\eta + \frac{d-2}{2}}(\mathbb{R}^d) \cap L^p_\eta(\mathbb{R}^d)\) with

\[
\theta = \begin{cases} 
\frac{1}{d} & \text{if } p \in (1, 2], \\
\frac{d(p-2)+1}{d(p-1)} & \text{if } p \in [2, \infty),
\end{cases}
\]

\[
\mathcal{I}_1(t) + B_\psi(t) \mathcal{I}_2(t) = \int_{\mathbb{R}^d} \mathcal{I}_2(t) d\xi.
\]
then
\[
\sup_{t \geq 0} \|\psi(t)\|_{L^p_t(\mathbb{R}^d)} \leq \max \left\{ \|\psi_0\|_{L^p(\mathbb{R}^d)}, C_{p, \eta}(\psi_0) \right\}
\]  
(6.5)
for an explicit constant \(C_{p, \eta}(\psi_0) > 0\) depending only on \(p, d, \|\psi_0\|_{L^1(\mathbb{R}^d)}\) and \(\|\psi_0\|_{L^1(\mathbb{R}^d)}\) but not on \(\alpha\).

**Remark 6.3.** Notice that the bound obtained in [7, Theorem 1.6 & Remark 1.7] actually depends on \(\alpha\). However, a careful reading of the proof shows that it depends on \(\alpha\) only through the parameter \(\mu_\alpha\) such that \(\inf_{t \geq 0} \int_{\mathbb{R}^d} \psi(t, \xi) \xi - \xi_* d\xi_* \geq \mu_\alpha(\xi_*)\). Using that the upper bound on, say, the third-order moment of \(\psi(t)\) is independent of \(\alpha\), Lemma B.2, we deduce from [3, Lemma 2.1] that \(\mu_\alpha\) is actually independent of \(\alpha\), i.e. there exists \(\kappa_0 > 0\) such that
\[
\int_{\mathbb{R}^d} \psi(t, \xi) \xi - \xi_* d\xi_* \geq \kappa_0(\xi), \quad \forall \xi \in \mathbb{R}^d, \quad t \geq 0
\]
(6.6)
and the bound in (6.5) turns out to be uniform with respect to \(\alpha\). Notice also that the proof in [7] is done for \(\eta = 0\). It is straightforward to extend it to \(\eta > 0\). We provide in the Appendix a full proof in the case \(p = 2\), which is the one we use in the sequel.

We have all in hands to estimate the term \(I_1(t)\) defined in Lemma 6.1.

**Lemma 6.4.** Let \(f_0 \in L^1_0(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)\) for some \(p > 1\). Then, there exists a positive constant \(C\) depending only on \(\|\psi_0\|_{L^p(\mathbb{R}^d)}\) and \(\|\psi_0\|_{L^1(\mathbb{R}^d)}\) such that, for all \(0 < \alpha < \min(\alpha_*, \alpha_0^*)\),
\[
|I_1(t)| \leq C \alpha t \quad \text{for } t \geq 0,
\]
(6.7)
**Proof.** Clearly, there is some positive constant \(C_d\) depending only on \(d\) such that
\[
\left| \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) \frac{\psi(t, \xi)}{M(\xi)} d\xi \right| \leq \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) |\log \psi(t, \xi)| d\xi + C_d \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) (1 + |\xi|^2) d\xi,
\]
so that
\[
|I_1(t)| \leq \alpha \|\psi(t)\|_{L^1(\mathbb{R}^d)} \int_{\mathbb{R}^d} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi + \alpha C_d \|\psi(t)\|_{L^1(\mathbb{R}^d)} \|\psi(t)\|_{L^1(\mathbb{R}^d)}.
\]
Now,
\[
\int_{\mathbb{R}^d} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi = \int_{|\psi| < 1} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi + \int_{|\psi| \geq 1} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi
\]
On the one hand, setting \(C_p = \sup_{r \geq 1} r^{1-p} |\log r|^2\), we deduce that
\[
\int_{|\psi| \geq 1} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi \leq \sqrt{1 + \frac{d}{2}} \left( \int_{|\psi| \geq 1} \psi(t, \xi) |\log \psi(t, \xi)|^2 d\xi \right)^{1/2}
\]
\[
\leq \sqrt{C_p} \sqrt{1 + \frac{d}{2}} \|\psi(t)\|_{L^p(\mathbb{R}^d)}^{p/2}
\]
On the other hand, for \(\beta \in (0, 1)\), setting \(D_\beta = \sup_{r \in (0, 1)} r^{\beta} |\log r|\), we have
\[
\int_{|\psi| < 1} \langle \xi \rangle^\alpha \psi(t, \xi) |\log \psi(t, \xi)| d\xi \leq D_\beta \int_{\mathbb{R}^d} \langle \xi \rangle^{2(1-\beta) - (1-\beta)} \psi(t, \xi)^{1-\beta} d\xi
\]
\[
\leq D_\beta \left( 1 + \frac{d}{2} \right)^{1-\beta} \left( \int_{\mathbb{R}^d} \langle \xi \rangle^{-(1-2\beta)/\beta} d\xi \right)^{\beta}
\]
The choice \(\beta = \frac{1}{d + 1}\), together with propagation of the third moment and Lemma 6.2 yield the result. \(\square\)

The following technical lemma, refer to Appendix B for a proof, proves the appearance of gaussian-like pointwise lower bound. Because of the use we make such lower bound later, a precise estimate on the time rate appearance is needed.
Theorem 6.5. (Gaussian-like lower bound) Let \( \psi_0 \in L^1_{\infty}(\mathbb{R}^d) \cap L^p(\mathbb{R}^d) \) for some \( p > 1 \). Let \( 0 < \alpha < \min(\alpha_*, \alpha_0^\prime) \) be given. Then, for any \( t_0 \in (0, 1) \) and any \( \varepsilon > 0 \) there exist some explicit constant \( c_0(\alpha) \) and some integer \( N \in \mathbb{N} \) depending on \( \varepsilon, \|\psi_0\|_{L^1_{\infty}} \) and \( \|\psi_0\|_{L^p} \) and \( \alpha \) (but not on \( t_0 \)) such that

\[
\psi(t, \xi) \geq c_0(\alpha) t_N^\varepsilon \exp \left( -c_0(\alpha) \left( 1 + \log \left( \frac{1}{t_N^\varepsilon} \right) \right) |\xi|^{2+\varepsilon} \right), \quad t \geq t_0, \quad \xi \in \mathbb{R}^d. \tag{6.8}
\]

Remark 6.6. It readily follows from Theorem 6.5 that, for any \( \varepsilon > 0 \),

\[
|\log \psi(t, \xi)| \leq C_\varepsilon \left( 1 + \log^+ (1/t) \right) |\xi|^{2+\varepsilon} + \psi(t, \xi), \quad \xi \in \mathbb{R}^d, t > 0
\]

for some universal constant \( C_\varepsilon > 0 \). Indeed, for \( \psi(t, \xi) \geq 1 \), we clearly have \( \log \psi(t, \xi) \leq \psi(t, \xi) \) whereas for \( \psi(t, \xi) < 1 \), (6.8) ensures that

\[
-\log \psi(t, \xi) \leq C_\varepsilon \left( 1 + \log^+ (1/t) \right) |\xi|^{2+\varepsilon}.
\]

Theorem 6.7. Assume that \( f_0 \in L^1_{\infty}(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \). Given \( 0 < \alpha < \min(\alpha_*, \alpha_0^\prime) \) where \( \alpha_* \) and \( \alpha_0^\prime \) are defined respectively in Theorem 2.1 and Lemma 6.2, the unique solution \( \psi(t, \xi) \) to (1.14) satisfies, for all \( t_0 > 0 \)

\[
\mathcal{H}(t) = \mathcal{H}(\psi(t)|\mathcal{M}) \leq C_H \left( (1+t)^{-1/2} + \alpha^{1/3} \right) \quad \forall t > t_0 \tag{6.9}
\]

where the positive constant \( C_H \) depends explicitly on \( t_0 \), \( \sup_{t \geq t_0} \|\psi(t)\|_{L^1_{\infty}(\mathbb{R}^d)} \) (with \( s_0 \geq 2 \) large but explicit) and \( \|\psi\|_{L^2(\mathbb{R}^d)} \).

Proof. Since \( f_0 \in L^1_{\infty}(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \), for all \( t_0 > 0 \), according to Proposition 6.5, there exists \( c_0 > 0 \) such (6.8) holds true for, say, \( \varepsilon = 1 \). Then, according to Proposition 1.10, for all \( t \geq t_0 \), one has

\[
\mathcal{P}_0(t) \geq \lambda(\psi(t)) \mathcal{H}^3(t)
\]

for \( \lambda(\psi(t)) \) depending only on \( c_0, \|\psi(0)\|_{L^2} \) and \( \|\psi(t)\|_{L^1_{\infty}} \), for some explicit \( s_0 > 0 \) related to \( c_0 \). By virtue of the creation of moments Lemma B.2 and from Lemma 6.2,

\[
\sup_{t \geq t_0} \|\psi(t)\|_{L^1_{\infty}} \leq C_{s_0}(t_0), \quad \sup_{t \geq 0} \|\psi(t)\|_{L^2} \leq C_{L^2}
\]

for \( C_2 > 0 \) depending only on \( \|\psi_0\|_{L^2} \). In other words, \( \inf_{t \geq t_0} \lambda(\psi(t)) \geq \lambda_0 \) for some positive \( \lambda_0 \) depending only on \( c_0, C_{s_0}(t_0) \), and \( \|\psi_0\|_{L^2} \). This shows that

\[
\frac{d}{dt} \mathcal{H}(t) + (1-\alpha)\lambda_0 \mathcal{H}^3(t) \leq (dB_\psi(t) - A_\psi(t)) \mathcal{H}(t) + \mathcal{I}_1(t) \quad \forall t \geq t_0
\]

which, thanks to Lemma 6.4, yields

\[
\frac{d}{dt} \mathcal{H}(t) + (1-\alpha)\lambda_0 \mathcal{H}^3(t) \leq (dB_\psi(t) - A_\psi(t)) \mathcal{H}(t) + C\alpha, \quad \forall t \geq t_0.
\]

Because,

\[
dB_\psi(t) - A_\psi(t) = \alpha \int_{\mathbb{R}^d} \mathcal{Q}_-(\psi, \psi)(t, \xi) d\xi \leq \alpha \|\psi(t)\|_{L^1_{\infty}(\mathbb{R}^d)} \leq C_1 \alpha
\]

for some \( C_1 > 0 \) depending only on \( \|\psi_0\|_{L^1_{\infty}(\mathbb{R}^d)} \) while \( \mathcal{H}(t) \leq C_3 \left( \|\psi(t)\|_2 + \|\psi(t)\|_{L^1_{\infty}(\mathbb{R}^d)} \right) \) for some positive constant \( C_3 \), we obtain, using Lemma 6.2 again, the following inequality satisfies by \( \mathcal{H}(t) \),

\[
\frac{d}{dt} \mathcal{H}(t) + \lambda_0 (1-\alpha) \mathcal{H}^3(t) \leq C\alpha
\]

for some positive constant \( C \) depending only on \( \|\psi\|_{L^2} \) and \( \|\psi_0\|_{L^1_{\infty}(\mathbb{R}^d)} \). Integration of this inequality yields the desired result. \( \square \)

7. STABILITY RESULT

We begin this section collecting uniform estimates for \( \psi(t) \) in the scale of Banach spaces \( X_0, X_1 \).
7.1. Uniform bounds on $X_0$ and $X_1$. In all this section, we shall assume that the initial datum $f_0$ is nonnegative, with positive mass and temperature, and such that

$$f_0 \in L^1_1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d).$$

By (1.10), we have $\psi_0(\xi) = \frac{(2Tf_0)^{d/2}}{\pi f_0} f_0 (\sqrt{2Tf_0} \xi + u_0)$, so that $\psi_0 \in L^1_3(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$.

The following result shows the appearance of exponential moments for the solutions to (1.14). We refer to Lemma B.2 and subsequent discussion in the Appendix for a proof.

**Theorem 7.1.** For any $\alpha \in (0, \alpha_*)$, let $\psi(t, \xi)$ be the unique solution to (1.14) with initial datum $\psi_0$. Let $\beta > 1$. Then, there exists $A > 0$, $C > 0$ explicit and depending on $\beta$, $d$ and $\int_{\mathbb{R}^d} |\psi_0(\xi)|^3 \, d\xi$ such that

$$\int_{\mathbb{R}^d} \psi(t, \xi) \exp \left( a \min \{1, t^\beta |\xi| \} \right) \, d\xi \leq C, \quad \forall \, a \in (0, A).$$

In particular, for any $\alpha \in (0, \alpha_*)$,

$$\psi(t) \in X_0, \quad \text{with} \quad \|\psi(t)\|_{X_0} \leq C, \quad \forall \, t \geq 1,$$

with exponential weight

$$\varpi(\xi) = \exp(a|\xi|), \quad 0 < a < A.$$  \hfill (7.1)

It is more intricate to derive uniform bounds on the solution $\psi(t, \xi)$ in the weighted Sobolev space $W^{1,1}_1(\varpi)$. Using the estimates on $Q_+$ in weighted spaces provided in [4, Section 4], it would be simple to prove the propagation of $H^1(\varpi)$ norms. We adopt here a new viewpoint which is based on the propagation of Fisher information and relies on the pointwise lower bounds (Theorem 6.5). We recall that Fisher information has been defined in (1.21).

**Theorem 7.2.** *(Uniform bound on the Fisher information)* Assume, in addition, that

$$f_0 \in L^1_1(\mathbb{R}^d) \cap H^\frac{(3-a)+}{2}_\eta(\mathbb{R}^d) \quad \text{and} \quad I(f_0) < \infty,$$

for some $\eta > 4 + d/2$, $d \geq 2$. Then, the unique solution $\psi(t)$ of (1.14) satisfies

$$\sup_{t \geq 0} I(\psi(t)) \leq C$$

for some positive constant $C$ depending on $I(\psi_0)$ and the $L^1_1 \cap H^\frac{(3-a)+}{2}_\eta$-norm of $\psi_0$.

**Proof.** Let us multiply Equation (1.14) by $\frac{1}{2\sqrt{\psi(t, \xi)}}$ to get

$$\partial_t \sqrt{\psi(t, \xi)} + \frac{1}{2} A_\psi(t) \sqrt{\psi(t, \xi)} + B_\psi(t)(\xi - \nu_\psi(t)) \cdot \nabla \sqrt{\psi(t, \xi)} = \frac{1 - \alpha}{2\sqrt{\psi(t, \xi)}} Q_+(\psi, \psi)(t, \xi) - \frac{1}{2} \sqrt{\psi(t, \xi)} R(\psi)(t, \xi),$$

where $R(\psi)(t, \xi) = \int_{\mathbb{R}^d} \psi(t, \xi^*) |\xi - \xi^*| \, d\xi^*$. Now, given $i = 1, \ldots, d$, let us define $g(t, \xi) := \partial_{\xi_i} \sqrt{\psi(t, \xi)}$, so that

$$\partial_{\xi_i} \left( (\xi - \nu_\psi(t)) \cdot \nabla \sqrt{\psi} \right) = (\xi - \nu_\psi(t)) \cdot \nabla g + g.$$ 

Then, $g(t, \xi)$ satisfies

$$\partial_t g(t, \xi) + \frac{\alpha}{2} (A_\psi(t) + 2B_\psi(t) g(t, \xi) + B_\psi(t)(\xi - \nu_\psi(t)) \cdot \nabla g(t, \xi) = \frac{1 - \alpha}{2} \left[ \frac{\partial_{\xi_i} Q_+(\psi, \psi)(t, \xi)}{\sqrt{\psi(t, \xi)}} - \frac{g(t, \xi) Q_+(\psi, \psi)(t, \xi)}{\psi(t, \xi)} \right] - \frac{1}{2} g(t, \xi) R(\psi)(t, \xi) - \frac{1}{2} \sqrt{\psi(t, \xi)} \partial_{\xi_i} R(\psi)(t, \xi).$$
We can estimate the last term as

\[
\frac{d}{dt} \| g(t) \|_{L^2}^2 + \frac{\kappa_0}{2} \| g(t) \|_{L^2}^2 \leq C \left( \| \psi(t) \|_{H^{\beta}}^2 + \| \psi(t) \|_{L^2}^2 \right) \]

for some universal positive constant depending on \( \beta, \epsilon \). Now, using Theorem B.5 we can estimate the last term as

\[
\| \langle \xi \rangle^{2+3\epsilon/2+\epsilon/2} C_{\text{L}} Q_+ (\psi, \psi)(t, \xi) \|_{L^2}^2 \leq C \left( \| \psi(t) \|_{H^{\beta}}^2 + \| \psi(t) \|_{L^2}^2 \right)
\]

with

\[
\eta_1 := \frac{8 + d + 3\epsilon}{d}, \quad \eta_2 := \frac{6 + 3\epsilon + d}{2}, \quad s = 2 - \frac{(5 - d)^+}{2}.
\]

Therefore, using the uniform estimates on the \( H^{\beta}_s (\mathbb{R}^d) \) and moments we obtain that, for a suitable choice of \( \epsilon > 0 \) small enough and \( \alpha \in (0, \alpha_0) \), it holds

\[
\frac{d}{dt} || g(t) ||_{L^2}^2 + \frac{\kappa_0}{2} || g(t) ||_{L^2}^2 \leq C (1 + \log^+ (1/t)) || g(t) ||_{L^2} \quad t > 0,
\]

or, equivalently

\[
\frac{d}{dt} y(t) + \frac{\kappa_0}{4} y(t) \leq C \left( \frac{1}{2} (1 + \log^+ (1/t)) \right), \quad t > 0, \quad \text{with} \quad y(t) := || g(t) ||_{L^2}.
\]
Using that the mapping $t \mapsto 1 + \log^+(1/t)$ is integrable at $t = 0$, simple integration of this differential inequality implies that $\sup_{t \geq 0} y(t) \leq C_1 y(0) + C_2 < \infty$ for some explicit constants $C_1$ and $C_2$. This proves the result.

**Corollary 7.3.** Under the assumptions of Theorem 7.2, the unique solution $\psi(t)$ to (1.14) satisfies the estimate $\sup_{t \geq 1} \|\psi(t)\|_{X_1} < \infty$, where we recall that $X_1 = W^{1,1}_1(\varpi)$, with weight $\varpi$ having rate $a < A/2$.

**Proof.** Using Cauchy-Schwarz inequality

$$
\int_{\mathbb{R}^d} |\nabla \psi(t, \xi)| \exp(a/2|\xi|) d\xi \leq 2\sqrt{T(t)} \left( \int_{\mathbb{R}^d} \psi(t, \xi)|\exp(a|\xi|) d\xi \right)^{1/2} \leq C, \quad \text{for any } a < A, \ t \geq 1.
$$

The boundedness in the last inequality is concluded thanks to Theorem 7.2 and Theorem 7.1.

### 7.2. Stability estimate

Using the Csiszár-Kullback inequality (see [17, Theorem A.2, p. 131]), we deduce from Theorem 6.7 the following result.

**Corollary 7.4.** Assume that $0 < f_0 \in L^1_0(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ and that $0 < a < \min\{\pi, A/2\}$ where $\pi$ and $A$ are defined respectively in Lemma 3.1 and Theorem 7.1. There exists some explicit function $\ell : (0, \alpha^+ \rightarrow \mathbb{R}^+$ with $\lim_{\alpha \to 0} \ell(\alpha) = 0$ and some constant $C > 0$ both depending on the $L^1_0 \cap L^2$-norm of $\psi_0$ such that, for any $\alpha \in (0, \alpha^+)$ the solution $\psi(t, \xi)$ to (1.14) satisfies

$$
\|\psi(t) - \psi_\alpha\|_{L^1(m_\alpha)} \leq \ell(\alpha) + C(1 + t)^{-1/4} \quad \forall \, t \geq 1.
$$

where $m_\alpha(\xi) := \exp(a|\xi|)$.

**Proof.** Using both Csiszár-Kullback and Cauchy-Schwarz inequalities, we obtain, for all $m_\alpha(\xi) := \exp(a|\xi|)$

$$
\|\psi(t) - \mathcal{M}\|_{L^1(m_\alpha)}^2 \leq \|\psi(t) - \mathcal{M}\|_{L^1(\mathbb{R}^d)} \|\psi(t) - \mathcal{M}\|_{L^1(m_{2\alpha})} \leq 2\mathcal{H}(\psi(t), \mathcal{M}) \|\psi(t) - \mathcal{M}\|_{L^1(m_{2\alpha})}.
$$

Due to Theorem 7.1, choosing $a < A/2$, gives $\sup_{t \geq 1} \|\psi(t) - \mathcal{M}\|_{L^1(m_{2\alpha})} < \infty$. One deduces from (6.9) that there exists some constant $C > 0$ such that

$$
\|\psi(t) - \mathcal{M}\|_{L^1(m_\alpha)} \leq C \left( (1 + t)^{-1/4} + \alpha^{1/6} \right), \quad \forall \, t \geq 1.
$$

Using that $\|\psi(t) - \psi_\alpha\|_{L^1(m_\alpha)} \leq \|\psi(t) - \mathcal{M}\|_{L^1(m_\alpha)} + \|\mathcal{M} - \psi_\alpha\|_{L^1(m_\alpha)}$, we obtain the conclusion invoking Lemma 3.1.

Let us move to a perturbative setting. Set $h(t, \xi) := \psi(t, \xi) - \psi_\alpha(\xi)$, so that,

$$
\partial_t h(t, \xi) = \mathcal{L}_\alpha h(t, \xi) + \mathbb{B}_\alpha(h, h)(t, \xi) \xi \cdot \nabla \psi(t, \xi) + [\mathbb{B}_\alpha - \mathbb{B}_\psi(t)] \xi \cdot \nabla \psi(t, \xi) + [\mathbb{B}_\psi(t) - \mathbb{B}_\alpha v_\alpha] \cdot \nabla \psi(t, \xi).
$$

As already mentioned, defining $v_\alpha$, through $B_\alpha v_\alpha := -\alpha \int_{\mathbb{R}^d} \xi Q_-(\psi_\alpha, \psi_\alpha)(\xi) d\xi$, one sees that $v_\alpha$ is equal to zero since $Q_-(\psi_\alpha, \psi_\alpha)$ is radially symmetric. Therefore, one can rewrite the evolution as

$$
\partial_t h(t, \xi) = \mathcal{L}_\alpha h(t, \xi) + \mathbb{B}_\alpha(h, h)(t, \xi) + [\mathbb{A}_\alpha - \mathbb{A}_\psi(t)] \psi(t, \xi) + [\mathbb{B}_\alpha - \mathbb{B}_\psi(t)] \xi \cdot \nabla \psi(t, \xi) + [\mathbb{B}_\psi(t) - \mathbb{B}_\alpha v_\alpha] \cdot \nabla \psi(t, \xi). \tag{7.2}
$$

Moreover, for any $t \geq 1$ we have that $h(t, \xi) \in X_0$, and

$$
\int_{\mathbb{R}^d} h(t, \xi) \begin{pmatrix} 1 \\ \xi \\ |\xi|^2 \end{pmatrix} d\xi = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \quad \forall \, t \geq 1.
$$

Let us introduce, for any $t \geq 0$

$$
G_\alpha(t, \xi) = \mathbb{B}_\alpha(h, h)(t, \xi) + [\mathbb{A}_\alpha - \mathbb{A}_\psi(t)] \psi(t, \xi) + [\mathbb{B}_\alpha - \mathbb{B}_\psi(t)] \xi \cdot \nabla \psi(t, \xi) + [\mathbb{B}_\psi(t) - \mathbb{B}_\alpha v_\alpha] \cdot \nabla \psi(t, \xi).
$$
As a consequence, using Duhamel’s formula, where we recall that \( \{ S_\alpha(t) : t \geq 0 \} \) denotes the \( C_0 \)-semigroup generated by \( L_\alpha \) in \( X_0 \), we can write

\[
h(t) = S_\alpha(t - t_0) h(t_0) + \int_{t_0}^{t} S_\alpha(t - s) G_\alpha(s) \, ds, \quad \forall t \geq t_0 > 0.
\]

**Lemma 7.5.** Assume the conditions of Theorem 7.2 for \( f_0 > 0 \) and take \( \alpha \in (0, \frac{1}{2} \min \{ \eta, A/2 \} ) \) and any \( t_0 \geq 1 \). Then,

\[
\| G_\alpha(s) \|_{X_0} \leq C \| h(s) \|_{X_0} \left( \alpha + \ell(\alpha)^{1/2} + (1 + s)^{-1/8} \right) \quad \forall s \geq t_0.
\]

The constant \( C > 0 \) depends on \( L^1_\eta \cap H^{(5-d)/2}_\eta \)-norm of \( \psi_0 \), with \( \eta > 4 + d/2 \).

**Proof.** Denote by \( C > 0 \) a constant that may depend on \( L^1_\eta \cap H^{(5-d)/2}_\eta \)-norm of \( \psi_0 \), with \( \eta > 4 + d/2 \), and that can change from line to line. Using Lemma B.3 in Appendix B

\[
\| B_\alpha(h(s), h(s)) \|_{X_0} \leq C \| h(s) \|_{L^1_\eta} \| h(s) \|_{L^1_\eta} \quad \forall s \geq t_0.
\]

Moreover, using Cauchy-Schwarz inequality together with Corollary 7.4, one sees that

\[
\| h(s) \|_{L^1_\eta} = \| h(s) \|_{L^1_\eta(m_\alpha)} \leq C \| h(s) \|_{L^1_{m_\alpha}} \| h(s) \|_{L^1_{M_\alpha}} \leq C \left( \ell(\alpha)^{1/2} + (1 + s)^{-1/8} \right) \quad \forall s \geq t_0,
\]

where \( m_\alpha(\xi) := \exp(\alpha|\xi|) \). Therefore,

\[
\| B_\alpha(h(s), h(s)) \|_{X_0} \leq C \left( \ell(\alpha)^{1/2} + (1 + s)^{-1/8} \right) \| h(s) \|_{X_0} \quad \forall s \geq t_0.
\]

It is easy to check that

\[
| A_\alpha - A_\psi(s) | \leq \frac{\alpha(d + 2)}{2} \left[ \| Q_{-}(h(s), \psi_\alpha) \|_{L^1_\eta} + \| Q_{-}(\psi(s), h(s)) \|_{L^1_\eta} \right] \leq C \alpha \| h(s) \|_{L^1_\eta}.
\]

In the same way,

\[
| B_\alpha - B_\psi(s) | + \| B_\alpha \nu_\alpha - B_\psi(s) \nu_\psi(s) | \leq C \alpha \| h(s) \|_{L^1_\eta}.
\]

Consequently,

\[
\| G_\alpha(s) \|_{X_0} \leq C \| h(s) \|_{X_0} \left( \ell(\alpha)^{1/2} + (1 + s)^{-1/8} + \alpha \| \psi_\alpha \|_{X_0} + \alpha \| \psi(s) \|_{X_0} \right), \quad \forall s \geq t_0 > 1.
\]

Moreover, under our assumption on \( f_0 \), by Theorem 7.1 and Corollary 7.3, \( \sup_{s \geq 1} \| \psi(s) \|_{X_0} \leq C \) and \( \sup_{s \geq 1} \| \psi(s) \|_{X_1} \leq C \). \( \square \)

The following lemma is crucial to the argument. We use the notations of Lemma 5.3.

**Lemma 7.6.** There exists some constant \( C_0 > 0 \) such that

\[
\| h(t) \|_{X_0} \leq C_0 \| (I - P_\alpha) h(t) \|_{X_0}, \quad \forall t \geq 1, \quad \forall \alpha \in (0, \alpha^*_1),
\]

where \( \alpha^*_1 \) is defined in Lemma 5.3.

**Proof.** Since \( P_0 h(t) = 0 \) for all \( t > 0 \), one has

\[
P_\alpha h(t) = (P_\alpha - P_0) h(t) \quad \text{and} \quad g(t) := (I-P_\alpha) h(t) = (I-P_\alpha - P_0) h(t).
\]

Since \( I - P_\alpha - P_0 \) is invertible for any \( \alpha \in (0, \alpha^*_1) \) we get from Lemma 5.3 that there exists \( C_0 > 0 \) independent of \( \alpha \) such that

\[
\| h(t) \|_{X_0} \leq \| (I - (P_\alpha - P_0))^{-1} \|_{B(\mathcal{C})} \| g(t) \|_{X_0} \leq C_0 \| g(t) \|_{X_0}, \quad \forall t \geq 1,
\]

for any \( \alpha \in (0, \alpha^*_1) \). This proves the result. \( \square \)
Proof of Theorem 1.4. For any $\alpha \in (0, \alpha^*_c)$, introduce, as in aforementioned proof, 
$$g(t) = (I - P_\alpha)h(t), \quad \forall t > 0.$$ 
Applying $(I - P_\alpha)$ to Duhamel's formula (7.3) and using that $P_\alpha$ commutes with $S_\alpha(t)$ we get 
$$g(t) = S_\alpha(t - t_0)g(t_0) + \int_{t_0}^t S_\alpha(t - s) (I - P_\alpha) G_\alpha(s) \, ds, \quad \forall t \geq t_0.$$ 
Using Theorem 1.7 and Lemma 7.5, for all $\mu \in (0, \nu'_c)$ and any $t \geq t_0$ we have that 
$$\|g(t)\|_{\mathcal{X}_0} \leq C_\mu \exp(-\mu(t - t_0))\|h(t_0)\|_{\mathcal{X}_0} + C_\mu \int_{t_0}^t \exp(-\mu(t - s))\|G_\alpha(s)\|_{\mathcal{X}_0} ds$$
$$\leq C_\mu \exp(-\mu(t - t_0))\|h(t_0)\|_{\mathcal{X}_0} + C_\mu \int_{t_0}^t \left(\alpha + \ell(\alpha)^{1/2} + (1 + s)^{-1/8}\right) \exp(-\mu(t - s))\|h(s)\|_{\mathcal{X}_0} ds.$$ 
Using Lemma 7.6, this translates into 
$$\|g(t)\|_{\mathcal{X}_0} \leq C_\mu \exp(-\mu(t - t_0))\|g(t_0)\|_{\mathcal{X}_0} + C_\mu C_\ell \int_{t_0}^t \left(\alpha + \ell(\alpha)^{1/2} + (1 + s)^{-1/8}\right) \exp(-\mu(t - s))\|g(s)\|_{\mathcal{X}_0} ds.$$ 
Thanks to Gronwall's Lemma, we obtain 
$$\|g(t)\|_{\mathcal{X}_0} \leq C_1 \exp(-\mu t) \exp \left(C_\mu C_\ell \left(\alpha + \ell(\alpha)^{1/2} + (1 + t)^{1/8}\right)\right) \|h(t_0)\|_{\mathcal{X}_0}, \quad \forall t \geq t_0.$$ 
But, one has $(1 + t)^{7/8} \leq \chi(1 + t) + C_\chi$, for $\chi > 0$. Hence, 
$$\|g(t)\|_{\mathcal{X}_0} \leq C \exp(-\mu_\alpha t) \|h(t_0)\|_{\mathcal{X}_0}, \quad \forall t \geq t_0$$
with $\mu_\alpha = \mu - C_\mu C_\ell \left(\alpha + \ell(\alpha)^{1/2} + \chi\right)$. Recall from theorem 1.7 that $\mu$ may be chosen arbitrarily close to $\mu_*$. Consequently, $\mu_\alpha$ may be chosen arbitrarily close to $\mu_*$ for $\alpha$ small enough. Using again Lemma 7.6, this gives 
$$\|h(t)\|_{\mathcal{X}_0} \leq C \exp(-\mu_\alpha t) \|h(t_0)\|_{\mathcal{X}_0} \quad \forall t \geq t_0,$$ 
achieving the proof. □

8. Back to the original variable

Let us now explain how the above convergence result can be translated in the original variable. Recall that, from (1.10), the link between the original unknown $f(t, v)$ and the rescaled function $\psi(\tau, \xi)$ is given by 
$$f(t, v) = n_f(t)(2T_f(t))^{-d/2}\psi\left(\frac{v - u_f(t)}{\sqrt{2}T_f(t)}\right)$$ 
where $n_f(t), u_f(t)$ and $T_f(t)$ denote respectively the mass, momentum and temperature of $f(t, \cdot)$. Then, one obtains the following version of Theorem 1.3.

**Proposition 8.1.** Under the assumption and notations of Theorem 1.3, for any $\varepsilon > 0$ there exist some explicit $\alpha_c \in (0, \alpha_0)$ and $C_\varepsilon > 0$ such that, for any $\alpha \in (0, \alpha_c)$ 
$$\int_{\mathbb{R}^d} |f(t, v) - f_\alpha(t, v)| \exp\left(\alpha \frac{|v - u_f(t)|}{\sqrt{2}T_f(t)}\right) dv \leq C_\varepsilon n_f(t) \exp(-\mu_* - \varepsilon)\tau(t), \quad \tau(t) \geq 1,$$
where 
$$f_\alpha(t, v) = n_f(t)(2T_f(t))^{-d/2}\psi_\alpha\left(\frac{v - u_f(t)}{\sqrt{2}T_f(t)}\right).$$
For Proposition 8.1 to be operant, we need to have a better understanding of the behavior, as $t \to \infty$, of the quantities $n_f(t), u_f(t), T_f(t)$. We mentioned in Section 2 that this seems a difficult task, yet, we can profit from the exponential convergence of $\psi(\tau, \xi)$ towards $\psi_\alpha$ to obtain estimates for the long-time behavior of these macroscopic quantities.

**Lemma 8.2.** With the notations of Theorem 1.3, for any $\varepsilon > 0$ there exist some explicit $\alpha_c \in (0, \alpha_0)$ and $C > 0$ depending only on $\varepsilon$ and $f_0$ such that, for any $\alpha \in (0, \alpha_c)$

\[
|A_\psi(\tau) - A_\alpha| + |B_\psi(\tau) - B_\alpha| + |B_\psi(\tau) v_\psi(\tau)| \leq C \alpha \exp(-(\mu_* - \varepsilon)\tau) \quad \forall \tau \geq 1.
\]

where we recall that $A_\psi(\tau), B_\psi(\tau)$ and $v_\psi(\tau)$ are defined in (1.15).

**Proof.** The result was almost established in Lemma 7.5. Namely, it was proved there that, for all $\tau \geq 0$

\[
|A_\psi(\tau) - A_\alpha| + |B_\alpha - B_\psi(\tau)| + |B_\alpha v_\alpha - B_\psi(\tau) v_\psi(\tau)| \leq C\alpha ||h(\tau)||_{L^2} = C\alpha \psi(\tau) - \psi_\alpha \rangle_{L^2},
\]

for some positive constant $C > 0$ depending only on $f_0$. Since $v_\alpha = 0$ and

\[
\|\psi(\tau) - \psi_\alpha \rangle_{L^2} \leq C\|\psi(\tau) - \psi_\alpha \rangle\|_{L^1(\mathcal{M})} \leq C \alpha \exp(-(\mu_* - \varepsilon)\tau) \quad \tau \geq 1,
\]

the result follows. \[\square\]

This, combined with Lemma 2.8, translates in the following result.

**Proposition 8.3.** Under the assumptions of Theorem 1.3, for all $\varepsilon > 0$ and $\alpha \in (0, \alpha_c)$ one has

\[
\tau(t) \simeq \frac{2}{\alpha(a_\alpha + b_\alpha)} \log t, \quad \text{as} \quad t \to \infty
\]

and

\[
\log n_f(t) \simeq -2 \frac{\alpha}{a_\alpha + b_\alpha} \log t, \quad \text{and} \quad \log T_f(t) \simeq - \frac{4B_\alpha}{\alpha(a_\alpha + b_\alpha)} \log t \quad \text{for} \quad t \to \infty.
\]

Finally, $\lim_{t \to \infty} u_f(t) = u_{f_0} + \sqrt{2T_f_0} \int_0^{+\infty} B_\psi(s) v_\psi(s) \exp\left(-\int_0^s B_\psi(r) dr\right) ds.$

**Proof.** We notice that, from Lemma 8.2, $\lim_{\tau \to \infty} a_\psi(\tau) = a_\alpha$, and $\lim_{\tau \to \infty} B_\psi(\tau) = B_\alpha$ so that, by a Cesaro-type argument (noticing that both mappings $s \mapsto a_\psi(s)$ and $s \mapsto B_\psi(s)$ are locally integrable),

\[
\lim_{t \to \infty} \frac{1}{\tau(t)} \int_0^{\tau(t)} a_\psi(s) ds = a_\alpha, \quad \lim_{t \to \infty} \frac{1}{\tau(t)} \int_0^{\tau(t)} B_\psi(s) ds = B_\alpha.
\]

Then, a direct consequence of Lemma 2.8 is that

\[
n_f(t) \simeq n_{f_0} \exp(-\alpha a_\alpha \tau(t)), \quad \text{and} \quad T_f(t) \simeq T_{f_0} \exp(-2B_\alpha \tau(t)) \quad \text{for} \quad t \to \infty
\]

and

\[
u_f(t) \simeq u_{f_0} + \sqrt{2T_f_0} \int_0^{+\infty} B_\psi(s) v_\psi(s) \exp\left(-\int_0^s B_\psi(r) dr\right) ds \quad \text{as} \quad t \to \infty.
\]

Let us note that the above integral converges, at least for $\alpha$ small enough. Indeed, we deduce from (7.4) that there exists some constant $C_\alpha$ such that

\[
|B_\psi(s) v_\psi(s)| \leq C_\alpha, \quad s \geq 0.
\]

On the other hand, (7.4) and Theorem 1.4 imply that for fixed $\alpha$, $\lim_{s \to +\infty} B_\psi(s) = B_\alpha$. Moreover, by Remark 2.7, we have $B_\alpha > 0$ for $\alpha$ small enough. Thus, taking $\alpha$ small enough, there exists $\tau_0 > 0$ such that

\[
B_\psi(s) \geq \frac{1}{2} B_\alpha > 0, \quad s \geq \tau_0,
\]

whence the convergence of the integral in (8.2).

The same reasoning as above also shows that

\[
\frac{d}{dt} \tau(t) \simeq c_{f_0} \exp\left(-\frac{\alpha}{2}(a_\alpha + b_\alpha) \tau(t)\right) \quad \text{as} \quad t \to \infty
\]
then writing \( L \) that

\[
\begin{array}{c}
\text{This, combined with (8.1) gives the result.}
\end{array}
\]

Proof of Theorem 1.3. The proof follows directly from Propositions 8.1 and 8.3. It only remains to show that the rates obtained for \( n_f(t) \) and \( T_f(t) \) in Proposition 8.3 only depend on \( \alpha \). Let us fix \( \varrho > 0 \) and \( E > 0 \) and let \( \bar{\psi}_\alpha \) be the unique solution to (1.5) that has mass \( \varrho \), energy \( E \) and zero momentum. Let us denote by \( \overline{A}_\alpha, \overline{B}_\alpha, \overline{c}_\alpha \) and \( \overline{b}_\alpha \) the associated coefficients defined by (1.6), (1.7) and (1.16) where \( \psi_\alpha \) is replaced with \( \bar{\psi}_\alpha \). We deduce from [7, Section 1.2] and Theorem 1.1 that

\[
\bar{\psi}_\alpha(\xi) = \varrho \left( \frac{d\varrho}{2E} \right)^{d/2} \psi_\alpha \left( \sqrt{\frac{d\varrho}{2E}} \xi \right).
\]

Consequently, the scaling properties of \( Q_- \) lead to

\[
\overline{A}_\alpha = \varrho \sqrt{\frac{2E}{d\varrho}} A_\alpha, \quad \overline{B}_\alpha = \varrho \sqrt{\frac{2E}{d\varrho}} B_\alpha, \quad \overline{c}_\alpha = \varrho \sqrt{\frac{2E}{d\varrho}} c_\alpha \quad \text{and} \quad \overline{b}_\alpha = \varrho \sqrt{\frac{2E}{d\varrho}} b_\alpha.
\]

In particular,

\[
\overline{B}_\alpha = \frac{B_\alpha}{\overline{c}_\alpha + \overline{b}_\alpha}, \quad \text{and} \quad \overline{\pi}_\alpha = \frac{\pi_\alpha}{\overline{c}_\alpha + \overline{b}_\alpha}.
\]

This proves that the rates in (1.17) depend only on \( \alpha \) and not on the mass and energy of \( \psi_\alpha \). \( \Box \)

Part 3. Appendices

Appendix A. Proofs of Lemma 4.1 and Lemma 4.2

We collect here the proofs of two fundamental results in Section 4.1. Notations are those introduced in Sections 3 and 4.

Proof of Lemma 4.1. One has clearly that, for all \( \text{Re}\lambda > -\mu_+ \), \( [\mathcal{AR}(\lambda, B_\alpha)]^k \in \mathcal{B}(\mathcal{X}_1, \mathcal{X}_2) \), \( \mathcal{R}(\lambda, L_0) \in \mathcal{B}(\mathcal{X}_2) \) and \( \mathcal{L}_\alpha - L_0 \in \mathcal{B}(\mathcal{X}_2, \mathcal{X}_1) \) for \( \alpha \in (0, \alpha^1) \) from which

\[
\|J_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)} \leq \|\mathcal{L}_\alpha - L_0\|_{\mathcal{B}(\mathcal{X}_2, \mathcal{X}_1)} \|\mathcal{R}(\lambda, L_0)\|_{\mathcal{B}(\mathcal{X}_2)} \|\mathcal{AR}(\lambda, B_\alpha)^k\|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)}
\]

Using (3.14), (3.15) and (3.3), this yields to a bound

\[
\|J_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)} \leq C_k \varepsilon_{1,1}(\alpha) |\lambda|^{-n_0}, \quad \forall \text{Re}\lambda \geq -\mu_*
\]

for some explicit constant \( C_k > 0 \). Choosing then \( r_k(\alpha) = (C_k \varepsilon_{1,1}(\alpha))^{1/n_0} \), we get (4.1) and clearly \( \lim_{\alpha \to 0^+} r_k(\alpha) = 0 \). Clearly then, if \( \omega_k \) is chosen in such a way that \( r_k(\alpha) < 1 \) for all \( \alpha \in (0, \alpha_k) \), one sees that \( \mathbf{1}d - J_{\alpha,k}(\lambda) \) is invertible in \( \mathcal{X}_1 \) for all \( \lambda \in \Omega_k(\alpha) \) with

\[
(\mathbf{1}d - J_{\alpha,k}(\lambda))^{-1} = \sum_{p=0}^{\infty} [J_{\alpha,k}(\lambda)]^p.
\]

Let us fix then \( \alpha \in (0, \alpha_k) \) and \( \lambda \in \Omega_k(\alpha) \). The range of \( \Gamma_{\alpha,k}(\lambda) \) is clearly included in \( \mathcal{D}(B_\alpha) = \mathcal{D}(\mathcal{L}_\alpha) \). Then, writing \( \mathcal{L}_\alpha = A + B_\alpha \) we get

\[
(\lambda - \mathcal{L}_\alpha')\Gamma_{\alpha,k}(\lambda) = (\lambda - B_\alpha - A) \sum_{j=0}^{k-1} \mathcal{R}(\lambda, B_\alpha) [AR(\lambda, B_\alpha)]^j + (\lambda - \mathcal{L}_\alpha)\mathcal{R}(\lambda, L_0) [AR(\lambda, B_\alpha)]^k.
\]
The first term on the right-hand side is equal to
\[
(\lambda - B_\alpha - A) \sum_{j=0}^{k-1} R(\lambda, B_\alpha) [AR(\lambda, B_\alpha)]^j = \sum_{j=0}^{k-1} [AR(\lambda, B_\alpha)]^j - \sum_{j=0}^{k-1} AR(\lambda, B_\alpha) [AR(\lambda, B_\alpha)]^j = \text{Id} - [AR(\lambda, B_\alpha)]^k
\]
while, writing simply \((\lambda - \mathcal{L}_\alpha)\) as \((\lambda - \mathcal{L}_0) + (\mathcal{L}_0 - \mathcal{L}_\alpha)\) the second term is equal to
\[
[AR(\lambda, B_\alpha)]^k + (\mathcal{L}_0 - \mathcal{L}_\alpha)R(\lambda, \mathcal{L}_0) [AR(\lambda, B_\alpha)]^k = [AR(\lambda, B_\alpha)]^k - \mathcal{J}_{\alpha,k}(\lambda).
\]
This proves that
\[
(\lambda - \mathcal{L}_\alpha)\Gamma_{\alpha,k}(\lambda) = \text{Id} - \mathcal{J}_{\alpha,k}(\lambda)
\]
and shows that \(\Gamma_{\alpha,k}(\lambda)(\text{Id} - \mathcal{J}_{\alpha,k}(\lambda))^{-1}\) is a right-inverse of \((\lambda - \mathcal{L}_\alpha)\).

To prove that \(\lambda - \mathcal{L}_\alpha\) is invertible, it is therefore enough to prove that it is one-to-one. Consider then the eigenvalue problem
\[
\mathcal{L}_\alpha h = \lambda h, \quad h \in \mathcal{D}(\mathcal{L}_\alpha) = \mathbb{W}^{1,1}(\omega).
\]
Since \(\mathcal{D}(\mathcal{L}_0) = \mathbb{W}^{1,1}(\omega)\), one can write this as \((\lambda - \mathcal{L}_0)h = \mathcal{L}_\alpha h - \mathcal{L}_0 h\) and as such
\[
\|h\|_{\mathcal{X}_1} = \|R(\lambda, \mathcal{L}_0)(\mathcal{L}_\alpha - \mathcal{L}_0)h\|_{\mathcal{X}_1} \leq \varepsilon_{1,1}(\alpha) \|R(\lambda, \mathcal{L}_0)\|_{\mathcal{B}(\mathcal{X}_1)} \|h\|_{\mathcal{X}_2}
\]
where we noticed that, since \(\lambda \neq 0\) and \(\text{Re} \lambda > -\mu_*, \lambda \in \varrho(\mathcal{L}_0)\) and where we used (3.3). Notice that, according to Hille-Yoshida Theorem, there exits a constant \(C_0 > 0\) such that
\[
\|R(\lambda, \mathcal{L}_0)\|_{\mathcal{B}(\mathcal{X}_1)} \leq C_0(\text{Re} \lambda + \mu_*)^{-1} \leq C_0(\mu_* - \nu'_*)^{-1}
\]
so that
\[
\|h\|_{\mathcal{X}_1} \leq C_0\varepsilon_{1,1}(\alpha)(\mu_* - \nu'_*)^{-1}\|h\|_{\mathcal{X}_2}.
\]
Let us now estimate \(\|h\|_{\mathcal{X}_2}\). Since \(\mathcal{L}_\alpha h = \lambda h\) one has \((\lambda - B_\alpha)h = \mathcal{A} h\) and \(h = R(\lambda, B_\alpha)\mathcal{A}h\), so that
\[
\|h\|_{\mathcal{X}_2} \leq \|R(\lambda, B_\alpha)\|_{\mathcal{B}(\mathcal{X}_2)} \|\mathcal{A} h\|_{\mathcal{X}_2} \leq \frac{C_2}{\text{Re} \lambda + \mu_*} \|\mathcal{A} h\|_{\mathcal{X}_2} \leq \frac{C_2 \|\mathcal{A}\|_{\mathcal{B}(\mathcal{X}_2, \mathcal{X}_1)}}{\mu_* - \nu'_*} \|h\|_{\mathcal{X}_1}
\]
for some positive constant \(C_2\) which gives the equivalence between the norm \(\|\cdot\|_{\mathcal{X}_2}\) and the modified equivalent norm \([\cdot]\) obtained in Proposition 3.4. Thus,
\[
\|h\|_{\mathcal{X}_1} \leq C_0\varepsilon_{1,1}(\alpha) C_2 \|\mathcal{A}\|_{\mathcal{B}(\mathcal{X}_2, \mathcal{X}_1)} (\mu_* - \nu'_*) \|h\|_{\mathcal{X}_1}
\]
and one sees that, up to reduce \(\alpha\), one can assume that \(C_0\varepsilon_{1,1}(\alpha) C_2 \|\mathcal{A}\|_{\mathcal{B}(\mathcal{X}_2, \mathcal{X}_1)} (\mu_* - \nu'_*) < 1\) which implies that \(h = 0\). This proves that \(\lambda - \mathcal{L}_\alpha\) is one-to-one and its right-inverse is actually its inverse.

To estimate now \(\|R(\lambda, \mathcal{L}_\alpha)\|_{\mathcal{B}(\mathcal{X}_1)}\) one simply notices that
\[
\|\text{Id} - \mathcal{J}_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)} \leq \sum_{j=0}^{\infty} \|\mathcal{J}_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)}^p \leq \frac{1}{1 - r_k(\alpha)}, \quad \forall \lambda \in \Omega_k(\alpha)
\]
from which
\[
\|R(\lambda, \mathcal{L}_\alpha)\|_{\mathcal{B}(\mathcal{X}_1)} \leq \frac{1}{1 - r_k(\alpha)} \|\Gamma_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)}
\]
and, from the previous estimates of \(\|R(\lambda, B_\alpha)\|_{\mathcal{B}(\mathcal{X}_1)}\), \(\|AR(\lambda, B_\alpha)\|_{\mathcal{B}(\mathcal{X}_1)}\), \(\|\mathcal{A} R(\lambda, B_\alpha)\|_{\mathcal{B}(\mathcal{X}_1)}\) and \(\|\mathcal{R}(\lambda, \mathcal{L}_0)\|_{\mathcal{B}(\mathcal{X}_1)}\) one checks without difficulty that there exists \(C_k > 0\) such that
\[
\|\Gamma_{\alpha,k}(\lambda)\|_{\mathcal{B}(\mathcal{X}_1)} \leq C_k \sum_{j=0}^{k} (\text{Re} \lambda + \mu_*)^{-j} \leq C_k \sum_{j=0}^{k} (\mu_* - \nu'_*)^{-j}
\]
from which we get the result. \(\square\)
Proof of Lemma 4.2. We use Lemma 4.1 for some suitable \( k \in \mathbb{N} \) and let \( \gamma_k(\alpha) := \{ z \in \mathbb{C} : |z| = r_k(\alpha) \} \) where \( r_k(\alpha) \) is provided by Lemma 4.1. One has

\[
P_\alpha = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_\alpha) d\lambda, \quad P_0 = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_0) d\lambda.
\]

To prove that \( P_\alpha \in \mathcal{B}(\mathcal{X}_1, \mathcal{X}_2) \), it suffices to find some suitable estimate on \( \| \mathcal{R}(\lambda, \mathcal{L}_\alpha) \|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)} \). Notice that, in the space \( \mathcal{X}_1 \), the range of \( \mathcal{R}(\lambda, \mathcal{L}_\alpha) \) is indeed \( \mathcal{X}_2 \) which is the domain of \( \mathcal{L}_\alpha \) (i.e. \( \mathcal{X}_2 = \mathcal{D}(\mathcal{L}_\alpha|_{\mathcal{X}_1}) \)).

Therefore, the norm \( \| \cdot \|_{\mathcal{X}_2} \) is equivalent to the graph norm of \( \mathcal{L}_\alpha \) (seen as an operator of \( \mathcal{X}_1 \)): there exists \( C_\alpha > 0 \) such that

\[
\| f \|_{\mathcal{X}_2} \leq C_\alpha (\| f \|_{\mathcal{X}_1} + \| \mathcal{L}_\alpha f \|_{\mathcal{X}_1}), \quad \forall f \in \mathcal{X}_2.
\]

Then, given \( \lambda \in \gamma_k(\alpha) \) and \( g \in \mathcal{X}_1 \) one has

\[
\| \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \|_{\mathcal{X}_2} \leq C_\alpha (\| \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \|_{\mathcal{X}_1} + \| \mathcal{L}_\alpha \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \|_{\mathcal{X}_1}).
\]

Since \( \mathcal{L}_\alpha \mathcal{R}(\lambda, \mathcal{L}_\alpha) g = -g + \lambda \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \) and \( |\lambda| = r_k(\alpha) \) we get

\[
\| \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \|_{\mathcal{X}_2} \leq C_\alpha ((1 + r_k(\alpha)) \| \mathcal{R}(\lambda, \mathcal{L}_\alpha) g \|_{\mathcal{X}_1} + \| g \|_{\mathcal{X}_1}).
\]

Using (4.3), one has \( \| \mathcal{R}(\lambda, \mathcal{L}_\alpha) \|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)} \leq M_k(\alpha) \) for all \( \lambda \in \gamma_k(\alpha) \) for some positive constant \( M_k(\alpha) \) depending only on \( k, \alpha \) and on \( \nu_* - \nu \). This shows that

\[
\sup_{\lambda \in \gamma_k(\alpha)} \| \mathcal{R}(\lambda, \mathcal{L}_\alpha) \|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)} := C(\kappa, \alpha) < \infty
\]

and this proves the bound on \( \| P_\alpha \|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)} \). Let us now prove (4.4). Recall that

\[
P_\alpha - P_0 = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} [\mathcal{R}(\lambda, \mathcal{L}_\alpha) - \mathcal{R}(\lambda, \mathcal{L}_0)] d\lambda
\]

with \( \mathcal{R}(\lambda, \mathcal{L}_\alpha) - \mathcal{R}(\lambda, \mathcal{L}_0) = \mathcal{R}(\lambda, \mathcal{L}_0)(\mathcal{L}_0 - \mathcal{L}_\alpha)\mathcal{R}(\lambda, \mathcal{L}_0) \). However, even if for small \( \alpha \), one can make \( \mathcal{L}_0 - \mathcal{L}_\alpha \) small, it appears difficult to obtain bounds on \( \| \mathcal{R}(\lambda, \mathcal{L}_0) - \mathcal{R}(\lambda, \mathcal{L}_\alpha) \|_{\mathcal{B}(\mathcal{X}_1)} \) because of the domain loss in (3.3). Indeed, such a domain loss would require uniform bound on \( \| \mathcal{R}(\lambda, \mathcal{L}_\alpha) \|_{\mathcal{B}(\mathcal{X}_1, \mathcal{X}_2)} \) for \( \alpha \approx 0 \) and such bound cannot hold true because the range of \( \mathcal{R}(\lambda, \mathcal{L}_0) \) is not \( \mathcal{X}_2 \). We have then to proceed in a different way, following the approach of [32, Lemma 2.17]. We apply Lemma 4.1. We simply write

\[
G_\alpha(\lambda) = \sum_{j=0}^{k-1} \mathcal{R}(\lambda, \mathcal{B}_\alpha) \{ A \mathcal{R}(\lambda, \mathcal{B}_\alpha) \}^j, \quad 0 < \alpha < \frac{1}{\nu _*}
\]

so that Lemma 4.1 reads \( \mathcal{R}(\lambda, \mathcal{L}_\alpha) = G_\alpha(\lambda)(\mathcal{B}_\alpha - \mathcal{J}_{\alpha,k}(\lambda)) \mathcal{R}(\lambda, \mathcal{L}_\alpha) + \mathcal{R}(\lambda, \mathcal{L}_0) [A \mathcal{R}(\lambda, \mathcal{B}_\alpha)]^k (\mathcal{B}_\alpha - \mathcal{J}_{\alpha,k}(\lambda))^{-1} \) while one proves without difficulty that, since \( \mathcal{L}_0 = A + \mathcal{B}_0 \), it holds

\[
\mathcal{R}(\lambda, \mathcal{L}_0) = G_0(\lambda) + \mathcal{R}(\lambda, \mathcal{L}_0) [A \mathcal{R}(\lambda, \mathcal{B}_\alpha)]^k.
\]

Since \( \lambda \mapsto \mathcal{R}(\lambda, \mathcal{B}_\alpha) \) and \( \lambda \mapsto \mathcal{R}(\lambda, \mathcal{L}_\alpha) \) are both analytic on \( \mathcal{D}(0, r_k(\alpha)) \), one has

\[
\oint_{\gamma_k(\alpha)} G_\alpha(\lambda) d\lambda = \oint_{\gamma_k(\alpha)} G_0(\lambda) d\lambda = 0. \tag{A.1}
\]

Consequently

\[
P_\alpha = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_\alpha) d\lambda = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_0) [A \mathcal{R}(\lambda, \mathcal{B}_\alpha)]^k d\lambda
\]

while

\[
P_0 = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_0) d\lambda = \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_0) [A \mathcal{R}(\lambda, \mathcal{B}_\alpha)]^k (\mathcal{B}_\alpha - \mathcal{J}_{\alpha,k}(\lambda))^{-1} d\lambda
\]

\[
= \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} G_\alpha(\lambda) J_{\alpha,k}(\lambda)(\mathcal{B}_\alpha - \mathcal{J}_{\alpha,k}(\lambda))^{-1} d\lambda + \frac{1}{2\pi i} \oint_{\gamma_k(\alpha)} \mathcal{R}(\lambda, \mathcal{L}_0) [A \mathcal{R}(\lambda, \mathcal{B}_\alpha)]^k (\mathcal{B}_\alpha - \mathcal{J}_{\alpha,k}(\lambda))^{-1} d\lambda
\]
where we used (A.1) in the first integral. From this, we get
\[
\mathbb{P}_\alpha - P_0 = \frac{1}{2\pi} \int_{\gamma_k(\alpha)} R(\lambda, \mathcal{L}_0) \left\{ [AR(\lambda, B_\alpha)]^k (Id - J_{\alpha,k}(\lambda))^{-1} - [AR(\lambda, B_0)]^k \right\} d\lambda
\]
\[
+ \frac{1}{2\pi} \int_{\gamma_k(\alpha)} G_\alpha(\lambda) J_{\alpha,k}(\lambda) (Id - J_{\alpha,k}(\lambda))^{-1} d\lambda
\]
\[
= \frac{1}{2\pi} \int_{\gamma_k(\alpha)} R(\lambda, \mathcal{L}_0) [AR(\lambda, B_\alpha)]^k [Id - J_{\alpha,k}(\lambda)]^{-1} - Id d\lambda
\]
\[
+ \frac{1}{2\pi} \int_{\gamma_k(\alpha)} G_\alpha(\lambda) J_{\alpha,k}(\lambda) (Id - J_{\alpha,k}(\lambda))^{-1} d\lambda
\]
\[
=: I_{1,\alpha} + I_{2,\alpha} + I_{3,\alpha}.
\]
According to (4.1) and arguing as in the proof of (4.3), for any \( \lambda \in \gamma_k(\alpha) \), the integrand in \( I_{3,\alpha} \) is such that
\[
||G_\alpha(\lambda) J_{\alpha,k}(\lambda) (Id - J_{\alpha,k}(\lambda))^{-1}||_{\mathcal{H}(\mathcal{X}_1)} \leq \frac{r_k(\alpha)}{1 - r_k(\alpha)} ||G_\alpha(\lambda)||_{\mathcal{H}(\mathcal{X}_1)} \leq \frac{C_k r_k(\alpha)}{1 - r_k(\alpha)}
\]
for some positive constant depending on \( k \) and on \( \nu' \). Thus, \( ||I_{1,\alpha}||_{\mathcal{H}(\mathcal{X}_1)} = O(r_k(\alpha)) \). In the same way, since \( [Id - J_{\alpha,k}(\lambda)]^{-1} - Id = J_{\alpha,k}(\lambda)(Id - J_{\alpha,k}(\lambda))^{-1} \), one gets that the integrand of \( I_{1,\alpha} \) is such that
\[
||R(\lambda, \mathcal{L}_0) [AR(\lambda, B_\alpha)]^k [Id - J_{\alpha,k}(\lambda)]^{-1} - Id ||_{\mathcal{H}(\mathcal{X}_1)} \leq \frac{r_k(\alpha)}{1 - r_k(\alpha)} ||R(\lambda, \mathcal{L}_0) [AR(\lambda, B_\alpha)]^k||_{\mathcal{H}(\mathcal{X}_1)}
\]
and, using (3.15), one gets easily that \( I_{1,\alpha} = O(r_k(\alpha)) \). Now, concerning the integrand of \( I_{2,\alpha} \), one has
\[
[AR(\lambda, B_\alpha)]^k - [AR(\lambda, B_0)]^k = \sum_{j=0}^{k-1} [AR(\lambda, B_\alpha)]^j A \left[ R(\lambda, B_\alpha) - R(\lambda, B_0) \right] [AR(\lambda, B_0)]^{k-j-1}
\]
\[
= \sum_{j=0}^{k-1} [AR(\lambda, B_\alpha)]^{j+1} \left( B_\alpha - B_0 \right) R(\lambda, B_0) [AR(\lambda, B_0)]^{k-j-1}.
\]
Since \( k - j - 1 \neq 0 \) for all \( j \in \{0, \ldots, k - 2\} \), one can exploit the regularizing effect of \( A \) and prove, as in (3.15) that, for all \( \lambda \in \gamma_k(\alpha) \),
\[
\left\| (B_\alpha - B_0) R(\lambda, B_0) [AR(\lambda, B_0)]^{k-j-1} \right\|_{\mathcal{H}(\mathcal{X}_1)} \leq ||B_\alpha - B_0||_{\mathcal{H}(\mathcal{X}_2, \mathcal{X}_1)} \left\| R(\lambda, B_0) \right\|_{\mathcal{H}(\mathcal{X}_2)} \left\| [AR(\lambda, B_0)]^{k-j-1} \right\|_{\mathcal{H}(\mathcal{X}_1, \mathcal{X}_2)} \leq C_{j,k} \varepsilon_{1,1}(\alpha)
\]
for some positive constant \( C_{j,k} \) where we used (3.3) since \( \mathcal{L}_\alpha - \mathcal{L}_0 = B_\alpha - B_0 \). Next, for \( j = k - 1 \), one deduces from (3.3) and (3.15) that, for all \( \lambda \in \gamma_k(\alpha) \),
\[
\left\| [AR(\lambda, B_\alpha)]^k \left( B_\alpha - B_0 \right) R(\lambda, B_0) \right\|_{\mathcal{H}(\mathcal{X}_1)} \leq \left\| [AR(\lambda, B_\alpha)]^k \right\|_{\mathcal{H}(\mathcal{X}_0, \mathcal{X}_1)} \left\| B_\alpha - B_0 \right\|_{\mathcal{H}(\mathcal{X}_1, \mathcal{X}_0)} \left\| R(\lambda, B_0) \right\|_{\mathcal{H}(\mathcal{X}_1)} \leq C_{k-1,k} \varepsilon_{0,0}(\alpha)
\]
(A.2)
for some positive constant \( C_{k-1,k} > 0 \). One concludes from this easily that
\[
I_{2,\alpha} = O(\varepsilon_{1,1}(\alpha)) + O(\varepsilon_{0,0}(\alpha))
\]
and the proof is complete. \( \square \)
Remark A.1. It is not clear whether the above Lemma is valid in the space $X_0$. This comes from the fact that our last estimate (A.2) relies on the estimate of $B_0 - B$ in $\mathcal{B}(X_1, X_0)$. This explains why we need to work on the scales of three Banach spaces $X_2, X_1$ and $X_0$ and cannot work directly on $X_0$ (and $X_1 = \mathcal{D}(\mathcal{L}_0)$). This was already observed in a similar framework in [32] and comes from the fact that the elastic limit $\alpha \to 0$ is strongly ill-behaved because of the loss of domain induced by the drift term. In particular, it appears difficult to apply directly the classical spectral perturbation theory developed in [19].

**Appendix B. Main properties of the solutions to the rescaled Boltzmann equation**

We prove in this Appendix the main properties of the solutions to (1.14) that we used in Section 6.

### B.1. Creation and propagation of algebraic and exponential moments

First, we prove the following evolution for the moments of $\psi(t, \xi)$. We set

$$m_s(t) = \int_{\mathbb{R}^d} |\psi(t, \xi)|^s d\xi, \quad \forall s \geq 0.$$ 

We follow the approach in [1] and introduce, for all $s, p > 0$

$$S_{s,p}(t) = \sum_{k=1}^{k_p} \left( \begin{array}{c} p \\ k \end{array} \right) (m_{sk+1}(t)m_{s(p-k)}(t) + m_{sk}(t)m_{s(p-k)+1}(t))$$

where $k_p = \left[ \frac{p+1}{2} \right]$ is the integer part of $\frac{p+1}{2}$.

**Lemma B.1.** Let $f_0 \in L^1(\mathbb{R}^d)$ be a given nonnegative initial datum with $n_{f_0}, T_{f_0} > 0$. For any $\alpha \in (0, \alpha_*)$, let $\psi(t, \xi)$ be the unique solution to (1.14). There exists $\tilde{\alpha}_0 \in (0, \alpha_*)$ such that for $\alpha \in (0, \tilde{\alpha}_0)$, $s \in (0, 2]$ and $p_0 > 2/s$, one has, for any $t \geq 0$ and any $p \geq p_0 > 2/s$, $d$.

$$\frac{d}{dt} m_{sp}(t) \leq (1 - \alpha) g_{sp/2} S_{s,p}(t) - K_1 m_{sp+1}(t) + \alpha sp K_2 m_{sp}(t) + \alpha spd m_{sp-1}(t)$$

where $K_1 = 1 - \varrho_{\frac{s}{2}}$, $g_{k}$ is defined by (2.4) and $K_2$ is a positive constant depending only on $d, \alpha_0$ and $\int_{\mathbb{R}^d} \psi_0(\xi)|\xi|^3 d\xi$.

**Proof.** As in [1] (see also [7, Lemma 3.1]), one has

$$\int_{\mathbb{R}^d} (|\xi'|^{2k} + |\xi'|^{2k}) d\sigma \leq g_k (|\xi|^2 + |\xi|^2)^k \quad \forall k \geq 1$$

where $g_k$ is defined by (2.4). Notice that the mapping $k \geq 0 \mapsto g_k \in (0, 1)$ is decreasing and $\lim_{k \to \infty} g_k = 0$. Introduce

$$\beta_k(\alpha) = (1 - \alpha) g_k.$$ 

After multiplying (1.14) by $|\xi|^p$ and arguing as in [1] and [7, Lemma 3.1] with $k = \frac{p}{2}$, we obtain easily that

$$\frac{d}{dt} m_{sp}(t) \leq \frac{1}{2} \beta_{\frac{p}{2}}(\alpha) \int_{\mathbb{R}^d} \psi(t, \xi) \psi(t, \xi)|\xi - \xi_*| \left( (|\xi|^2 + |\xi|^2)^{\frac{p}{2}} - |\xi|^p - |\xi|^p \right) d\xi d\xi_*$$

$$- \left( 1 - \beta_{\frac{p}{2}}(\alpha) \right) \int_{\mathbb{R}^d} \psi(t, \xi) \psi(t, \xi)|\xi - \xi_*| \right) \xi|^p d\xi d\xi_*$$

$$+ ((d + sp)B \psi(t) - A \psi(t)) m_{sp}(t) + spB \psi(t) v \psi(t) \cdot \int_{\mathbb{R}^d} \xi |\xi|^{p-2} \psi(t, \xi) d\xi.$$ 

Since $\psi(t, \xi)$ has zero momentum and mass one, one has

$$\int_{\mathbb{R}^d} \psi(t, \xi)||\xi - \xi_*| d\xi \geq ||\xi - \int_{\mathbb{R}^d} \psi(t, \xi) \xi d\xi_*| = ||\xi||.$$
which yields the lower bound:
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} |\xi|^p \psi(t, \xi) \psi(t, \xi^*) | - \xi_\ast | d\xi d\xi^* \geq m_{sp+1}(t).
\]

One estimates the first integral as in [1] to get
\[
\frac{d}{dt} m_{sp}(t) \leq \beta \frac{\alpha}{d} S_{sp}(t) - \left(1 - \beta \frac{\alpha}{d}\right) m_{sp+1}(t)
\]
\[
+ ((d + sp) B_\psi(t) - A_\psi(t)) m_{sp}(t) + sp B_\psi(t) v_\psi(t) \cdot \int_{\mathbb{R}^d} \xi |\xi|^{p-2} \psi(t, \xi) d\xi.
\]

Now, one checks that
\[
(d + sp) B_\psi(t) - A_\psi(t) \leq \alpha \frac{sp}{d} \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) |\xi|^2 d\xi \leq \alpha \frac{sp}{d} \left(m_3(t) + \frac{3}{2} m_1(t)\right)
\]
and
\[
|B_\psi(t) v_\psi(t)| \leq \alpha \int_{\mathbb{R}^d} Q_-(\psi, \psi)(t, \xi) |\xi| d\xi \leq \alpha (d/2 + m_1(t)^2),
\]
which results in
\[
\frac{d}{dt} m_{sp}(t) \leq \beta \frac{\alpha}{d} S_{sp}(t) - \left(1 - \beta \frac{\alpha}{d}\right) m_{sp+1}(t)
\]
\[
+ \frac{\alpha sp}{d} \left(m_3(t) + (d/2)^{3/2}\right) m_{sp}(t) + \alpha spd m_{sp-1}(t),
\]
where we used that \(m_1(t) \leq \sqrt{d/2}\). In particular, for \(s = 1\) and \(p = 3\), one obtains that
\[
\frac{d}{dt} m_3(t) \leq 6\beta \frac{\alpha}{d}(m_1(t)m_3(t) + (d/2)^2) - (1 - 3\beta \frac{\alpha}{2}) m_4(t)
\]
\[
+ \frac{3\alpha}{d} \left(m_3(t) + (d/2)^{3/2}\right) m_3(t) + \frac{3d^2}{2} \left(\beta \frac{\alpha}{2} + \alpha\right).
\]
Hölder inequality implies that \(m_4(t) \geq \frac{2}{3} m_3(t)^2\) and one deduces that
\[
\frac{d}{dt} m_3(t) \leq - \left(1 - \beta \frac{\alpha}{2} - \frac{3\alpha}{2}\right) \frac{2}{d} m_3(t)^2 + \left(6\beta \frac{\alpha}{2} + \frac{3\alpha}{2}\right) (d/2)^{1/2} m_3(t) + \frac{3d^2}{2} \left(\beta \frac{\alpha}{2} + \alpha\right).
\]

Let us fix \(\tilde{\alpha}_0 \in (0, \alpha_*)\) satisfying
\[
\tilde{\alpha}_0 < \frac{1 - \vartheta_3/2}{3/2 - \vartheta_3/2}.
\]
Then, for \(\alpha \in (0, \tilde{\alpha}_0)\), one obtains
\[
\frac{d}{dt} m_3(t) \leq - \left(1 - \beta \frac{\alpha}{2} (\tilde{\alpha}_0) - \frac{3\tilde{\alpha}_0}{2}\right) \frac{2}{d} m_3(t)^2 + \left(6\beta \frac{\alpha}{2} + \frac{3}{2}\right) (d/2)^{1/2} m_3(t) + \frac{3d^2}{2} \left(\beta \frac{\alpha}{2} + \alpha\right).
\]
This shows that, for \(\alpha < \tilde{\alpha}_0\), there is an explicit constant \(\overline{M}_3\), depending only on \(d\) and \(\tilde{\alpha}_0\) such that
\[
\sup_{t \geq 0} m_3(t) \leq \max \left(\overline{M}_3, \int_{\mathbb{R}^d} \psi_0(\xi) |\xi|^3 d\xi\right). \tag{B.3}
\]
With this, (B.2) becomes, for any \(\alpha \in (0, \tilde{\alpha}_0)\),
\[
\frac{d}{dt} m_{sp}(t) \leq \beta \frac{\alpha}{d} S_{sp}(t) - \left(1 - \beta \frac{\alpha}{d}\right) m_{sp+1}(t) + \alpha sp K_2 m_{sp}(t) + \alpha spd m_{sp-1}(t),
\]
where \(K_2\) only depends on \(d, \tilde{\alpha}_0\) and \(m_3(0)\). This proves the result. \(\square\)

**Lemma B.2.** Let \(f_0 \in L_1^1(\mathbb{R}^d)\) be a given nonnegative initial datum with \(n_{f_0}, T_{f_0} > 0\). For any \(\alpha \in (0, \alpha_*)\), let \(\psi(t, \xi)\) be the unique solution to (1.14). There exists \(\tilde{\alpha}_0 \in (0, \alpha_*)\) such that for \(\alpha \in (0, \tilde{\alpha}_0)\) and \(p > 0\), there exists some constant \(C_p \geq 0\) depending only on \(p, n_{f_0}, T_{f_0}\) and \(\|f_0\|_{L_1}\) such that
\[
m_0(t) \leq C_p \max \left\{1, t^{-p}\right\} \quad \text{for } t > 0. \tag{B.4}
\]
Proof. We know from (B.3) that the third moment of solution $\psi(t)$ is uniformly propagated. Moreover, it follows from Lemma B.1 that, for any $p > 3$, $m_p(t)$ becomes finite for all positive time. Now, observe that by Hölder’s inequality

$$S_{1,p}(t) \leq C_p m_1(t) m_p(t), \quad m_{p-1}(t) \leq (m_p(t))^{1-1/p} \quad \text{and} \quad m_{p+1}(t) \geq (m_p(t))^{1+1/p}.$$ 

Consequently, we infer from Lemma B.1 that $m_p(t)$ satisfies the differential inequality

$$\frac{d}{dt} m_p(t) \leq C_1 m_p(t) - K_1 (m_p(t))^{1+1/p} + C_2 (m_p(t))^{1-1/p}. \quad (B.5)$$

Thus, for $t \in (0,1]$, (B.4) follows by comparison with the upper solution $x^* = C/t^p$ of the differential equation $x' = C_1 x - K_1 x^{1+1/p} + C_2 x^{1-1/p}$. Then, once the moment is finite at time $t = 1$, the same estimate (B.5) implies that (B.4) holds for $t \geq 1$. \hfill $\Box$

**Proof of Theorem 7.1.** Introduce, as in [1],

$$E_s(t, z) = \int_{\mathbb{R}^d} \psi(t, \xi) \exp(z|\xi|^s) d\xi = \sum_{p=0}^{\infty} m_{sp}(t) \frac{z^p}{p!}, \quad s \geq 0, \quad z > 0,$$

and, for $n \in \mathbb{N}$

$$E^n_s(t, z) = \sum_{p=0}^{n} m_{sp}(t) \frac{z^p}{p!}, \quad I^n_s(t, z) = \sum_{p=0}^{n} m_{sp+1}(t) \frac{z^p}{p!}.$$

We consider here $s = 1$ and fix $n \in \mathbb{N}$. We shall show that there exists $\bar{a} \in (0,1)$ independent of $n$ such that, for any $\alpha \in (0, \bar{a})$ and any $0 \leq t \leq 1$, one has

$$E^n_1(t, \alpha t^\beta) < 4.$$

Since this is true for all $n \in \mathbb{N}$, this would imply the result for $t \leq 1$. Notice that (B.4) implies that for $a \leq 1$,

$$E^n(t, \alpha t^\beta) \leq 1 + \sum_{p=1}^{n} C_p \frac{t^{(\beta-1)p}}{p!}$$

Since $\beta > 1$, there exists $\bar{t}$ small enough and depending on $n$ such that $E^n(t, \alpha t^\beta) < 4$ for all $a \leq 1$ and $t \in (0, \bar{t})$. For $p_0 > 2/s$, by Lemma B.1,

$$\frac{d}{dt} \sum_{p=p_0}^{n} m_p(t) \frac{(at^\beta)^p}{p!} \leq \sum_{p=p_0}^{n} a_{p/2} S_{1,p}(t) \frac{(at^\beta)^p}{p!} - K_1 \sum_{p=p_0}^{n} m_{p+1}(t) \frac{(at^\beta)^p}{p!} + \alpha K_2 \sum_{p=p_0}^{n} m_p(t) \frac{(at^\beta)^p}{p!}$$

$$+ \alpha \bar{a} \sum_{p=p_0}^{n} m_{p-1}(t) \frac{(at^\beta)^p}{(p-1)!} + \beta \sum_{p=p_0}^{n} m_p(t) \frac{a^p t^{\beta p-1}}{(p-1)!}.$$

Now, we have

$$\sum_{p=p_0}^{n} m_p(t) \frac{(at^\beta)^p}{(p-1)!} \leq a \sum_{p=p_0-1}^{n} m_{p+1}(t) \frac{(at^\beta)^p}{p!},$$

$$\sum_{p=p_0}^{n} m_{p-1}(t) \frac{(at^\beta)^p}{(p-1)!} \leq a^2 \sum_{p=p_0-2}^{n} m_{p+1}(t) \frac{(at^\beta)^p}{(p+1)!},$$

$$\sum_{p=p_0}^{n} m_p(t) \frac{a^p t^{\beta p-1}}{(p-1)!} \leq a \sum_{p=p_0-1}^{n} m_{p+1}(t) \frac{(at^\beta)^p}{p!}.$$
Choosing a small enough so that $aK_2 \leq \frac{K_1}{1}$, $a^2d \leq \frac{K_1}{2}$ and $\beta a \leq \frac{K_1}{4}$ we get that

$$\frac{d}{dt} \sum_{p=p_0}^{n} m_p(t) \frac{(at^2)^p}{p!} \leq \sum_{p=p_0}^{n} \varphi_{p/2} S_{1,p}(t) \frac{(at^2)^p}{p!} - \frac{K_1}{4} I_1^n(t, at^2) + K_1 \sum_{p=0}^{p_0-1} m_{p+1}(t) \frac{(at^2)^p}{p!}$$

$$\leq \sum_{p=p_0}^{n} \varphi_{p/2} S_{1,p}(t) \frac{(at^2)^p}{p!} - \frac{K_1}{4} I_1^n(t, at^2) + \frac{1}{t} \tilde{C}_{p_0},$$

with $\tilde{C}_{p_0} = \sum_{p=0}^{p_0-1} \frac{C_{p+1}}{p!}$, where we used (B.4) and $a \leq 1$. From here, we can then argue exactly as in [1, Theorem 1] to get the result for $t \leq 1$.

We shall now show that for any $a \in (0, \tilde{a})$ and any $t \geq 1$, one has $E_1^n(t, a) < 4$. Since this is true for all $n \in \mathbb{N}$, this would imply the result for $t \geq 1$.

Notice that we have just proved that $E_1^n(1, \tilde{a}) < 4$ for all $a \in (0, \tilde{a})$. Then, for $p_0 > 2/s$ and $t \geq 1$, by Lemma B.1,

$$\frac{d}{dt} \sum_{p=p_0}^{n} m_p(t) \frac{a^p}{p!} \leq \sum_{p=p_0}^{n} \varphi_{p/2} S_{1,p}(t) \frac{a^p}{p!} - K_1 \sum_{p=p_0}^{n} m_{p+1}(t) \frac{a^p}{p!}$$

$$+ \alpha K_2 \sum_{p=p_0}^{n} m_p(t) \frac{a^p}{(p-1)!} + \alpha d \sum_{p=p_0}^{n} m_{p-1}(t) \frac{a^p}{(p-1)!}.$$

Recall that the last two sums are bounded from above by $a \sum_{p=0}^{n} m_{p+1}(t) \frac{a^p}{p!}$ and $a^2 \sum_{p=0}^{n} m_{p+1}(t) \frac{a^p}{p!}$ respectively. Thus, for $a \in (0, \tilde{a})$, we get

$$\frac{d}{dt} \sum_{p=p_0}^{n} m_p(t) \frac{a^p}{p!} \leq \sum_{p=p_0}^{n} \varphi_{p/2} S_{1,p}(t) \frac{a^p}{p!} - \frac{K_1}{2} I_1^n(t, a) + K_1 \sum_{p=0}^{p_0-1} m_{p+1}(t) \frac{a^p}{p!}$$

$$\leq \sum_{p=p_0}^{n} \varphi_{p/2} S_{1,p}(t) \frac{a^p}{p!} - \frac{K_1}{2} I_1^n(t, a) + K_1 \tilde{C}_{p_0}$$

with $\tilde{C}_{p_0} = \sum_{p=0}^{p_0-1} \frac{C_{p+1}}{p!}$, where we used (B.4). We can then argue exactly as in [1, Theorem 2] to get the result.

We end this Appendix with well-known estimates about $Q_{\pm}$ on the weighted $L^1$-spaces.

**Lemma B.3.** For any $b > 0$, set

$$m_b(\xi) = \exp(b|\xi|), \quad \xi \in \mathbb{R}^d.$$ 

Then, for any $q \geq 0$, there exists $C_{b,q} > 0$ such that

$$\|Q_{\pm}(h, g)\|_{L^1(m_b)} + \|Q_{\pm}(g, h)\|_{L^1(m_b)} \leq C_{b,q} \|h\|_{L^1(m_b)} \|g\|_{L^1(m_b)}$$

and

$$\|Q_{\pm}(h, h)\|_{L^1(m_b)} \leq C_b \|h\|_{L^2(m_b)} \|h\|_{L^1(m_b)}.$$ 

**Proof.** Without any loss of generality, one shall assume that $h$ and $g$ are nonnegative. One first notices that, for any $h, g \in L^1(m_b)$, one has

$$\|Q_+(h, g)\|_{L^1(m_b)} = \|Q_+(h, g) m_b(\cdot)\|_{L^1} = \sup_{\|\psi\|_{L^\infty} = 1} \int_{\mathbb{R}^d} Q_+(h, g)(v) m_b(v) \psi(v) \langle v\rangle^q dv.$$ 

To estimate this last integral, one can assume without loss of generality that $h, g, \psi$ are nonnegative. Then, using the weak formulation of $Q_+$:

$$\int_{\mathbb{R}^d} Q_+(h, g)(v) m_b(v) \psi(v) \langle v\rangle^q dv = \int_{\mathbb{R}^4 \times \mathbb{R}^4 \times S^{d-1}} h(v) g(v_*) |v - v_*| m_b(v_*) \psi(v_*) \langle v_*\rangle^q dvdv_*, d\sigma.$$
where the post-collision velocity \( v'_k \) is defined by (1.2). Clearly \( |v'_k| \leq |v| + |v_*| \), i.e. \( m_b(v'_k) \leq m_b(v)m_b(v_*) \) and \( \langle v'_k \rangle^q \leq \langle v \rangle^q \langle v_* \rangle^q \). Therefore,

\[
\int_{\mathbb{R}^d} Q_+(h, g)(v) m_b(v) \psi(v) \langle v \rangle^q dv \leq \int_{\mathbb{R}^d \times \mathbb{R}^d} (m_b(v) \langle v \rangle^q h(v)) (m_b(v_*) \langle v_* \rangle^q g(v_*)) |v - v_*| dv_*.
\]

One recognizes that this last integral is equal to \( \int_{\mathbb{R}^d} Q_+(m_b(\cdot)^q \ h, m_b(\cdot)^q g)(v)dv \) and this proves that

\[
\|Q_+(h, g)\|_{L^1_{x}(m_b)} \leq \|Q_+(m_b(\cdot)^q h, m_b(\cdot)^q g)\|_{L^1_{v}}. \tag{B.6}
\]

Then, the estimate follows easily from the well-known boundedness of the bilinear operator \( Q_+: L^1(\mathbb{R}^d) \times L^1(\mathbb{R}^d) \to L^1(\mathbb{R}^d) \) (see, e.g. [2, Theorem 1]). The proof for \( Q_- \) is simpler since \( Q_-(h, g)(v) \leq h(v)\langle g \rangle_{L^1_v} \) for any nonnegative \( h, g \). Thus, \( \|Q_-(h, g)\|_{L^1_{x}(m_b)} \leq \|g\|_{L^1_v} \|h\|_{L^1_{x}(m_b)} \). For the quadratic estimate, one notices first that, by virtue of the above estimate,

\[
\|Q_-(h, h)\|_{L^1_{x}(m_b)} \leq \|h\|_{L^1_{x}(m_b)} \|h\|_{L^1_v} \leq C \|h\|_{L^1_{x}(m_b)} \|h\|_{L^1_{x}(m_b)}. \tag{B.6}
\]

Let us now focus on \( Q_+(h, h) \). From (B.6), it suffices to prove that

\[
\|Q_+(f, f)\|_{L^1_v} \leq C \|f\|_{L^2_v} \|f\|_{L^1_v}, \quad \forall f \in L^2_v(\mathbb{R}^d). \tag{B.7}
\]

Indeed, applying this with \( f = h m_b \) would yield the result. Now, using the weak formulation,

\[
\|Q_+(f, f)\|_{L^1_v} = \sup_{\|\psi\|_{L^\infty_v} = 1} \int_{\mathbb{R}^d} Q_+(f, f)(v) \psi(v)dv = \sup_{\|\psi\|_{L^\infty_v} = 1} \int_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^{d-1}} f(v) f(v_*) |v - v_*| \psi(v'_*) dv dv_* d\sigma
\]

Using \( |v - v_*| \leq \langle v \rangle \langle v_* \rangle \leq \frac{1}{2} \langle v \rangle^2 + \frac{1}{2} \langle v_* \rangle^2 \) we get easily

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^{d-1}} f(v) f(v_*) |v - v_*| \psi(v'_*) dv dv_* d\sigma \leq \|f\|_{L^2_v} \|f\|_{L^1_v} \|\psi\|_{L^\infty_v}
\]

for any \( \psi \in L^\infty_v(\mathbb{R}^d) \). This proves (B.7). \( \square \)

### B.2. Propagation of Lebesgue and Sobolev norms.

We start with the proof of Lemma 6.2. As said in the core of the paper, we provide the proof only for \( p = 2 \) since it is the only case we are dealing with.

**Proof of Lemma 6.2.** Let \( p = 2 \) and \( \eta \geq 0 \) be given. Multiply (1.14) by \( \psi(t, \xi) \langle \xi \rangle^{2\eta} \) and integrate over \( \mathbb{R}^d \).

We obtain

\[
\frac{1}{2} \frac{d}{dt} \|\psi(t)\|_{L^2_\eta}^2 + \left(A_\psi(t) - (\frac{d}{2} + \eta)B_\psi(t)\right)\|\psi(t)\|_{L^2_\eta}^2 + \eta B_\psi(t) \|\psi(t)\|_{L^2_\eta}^2
\]

\[
\leq (1 - \alpha) \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \psi(t, \xi) Q_+(\psi, \psi)(t, \xi) d\xi - \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \psi(t, \xi) Q_-(\psi, \psi)(t, \xi) d\xi.
\]

Recalling that \( \int_{\mathbb{R}^d} \psi(t, \xi) |\xi - \xi_*| d\xi_* \geq \kappa_0 |\xi| \) for some explicit \( \kappa_0 > 0 \) we get

\[
\int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \psi(t, \xi) Q_-(\psi, \psi)(t, \xi) d\xi \geq \kappa_0 \|\psi(t)\|_{L^2_{\eta+1/2}}^2.
\]

Since moreover there exists a positive constant \( K > 0 \) such that

\[
\max(|A_\psi(t)|, |B_\psi(t)|, |B_\psi(t) v_\psi(t)|) \leq K \alpha
\]

for all \( \alpha \in (0, \alpha_0) \) so that one can choose \( \alpha_0^* \in (0, \alpha_0) \) small enough so that

\[
|A_\psi(t)| + (\frac{d}{2} + 2\eta)|B_\psi(t)| + \eta |B_\psi(t) v_\psi(t)| \leq \frac{\kappa_0}{2} \quad \forall t \geq 0, \quad \alpha \in (0, \alpha_0^*), \tag{B.8}
\]
Then, for all \( \alpha \in (0, \alpha^*_\eta) \), it holds
\[
\frac{1}{2} \frac{d}{dt} \| \psi(t) \|_{L^2_{\eta}}^2 + \kappa_0 \| \psi(t) \|_{L^2_{\eta+1/2}}^2 \leq (1 - \alpha) \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \psi(t, \xi) Q_+(\psi, \psi)(t, \xi) d\xi.
\]
At this stage, we handle the last integral as for the classical Boltzmann equation (see [3, Theorem 1]) and get the result.

We extend the above result to \( H^1_{\eta} \) spaces:

**Proposition B.4.** Let \( \eta \geq 0 \). There exists \( \tilde{\alpha}_\eta \in (0, 1) \) such that, for any \( \psi_0 \in L^1_{\eta}(\mathbb{R}^d) \) with unit mass and satisfying
\[
\psi_0 \in L^1_{\eta+3/2}(\mathbb{R}^d) \cap L^2_{\eta+3/2}(\mathbb{R}^d) \cap H^1_{\eta}(\mathbb{R}^d),
\]
then, the unique solution \( \psi(t, \xi) \) to (1.14) with initial condition \( \psi_0 \) satisfies
\[
\sup_{t \geq 0} \| \psi(t) \|_{H^1_{\eta}(\mathbb{R}^d)} = C_\eta < \infty.
\]

The proof is based on the following regularity estimates for Boltzmann operator due initially to [10] and extended in [29].

**Theorem B.5.** For all \( s \geq 0 \) and all \( \eta \geq 0 \), it holds
\[
\| Q_+(g, f) \|_{H^s_{\eta+1/2}} \leq C_d \left( \| g \|_{H^s_{\eta+2}} \| f \|_{H^s_{\eta+2}} + \| g \|_{L^1_{\eta+1}} \| f \|_{L^1_{\eta+1}} \right).
\]
for some positive constant \( C_d \) depending only on the dimension \( d \).

With this in hands, the proof is standard computation:

**Proof of Proposition B.4.** For any \( i = 1, \ldots, d \), set \( \Phi(t, \xi) = \partial_{\xi_i} \psi(t, \xi) \). It is straightforward to check that \( \Phi(t, \xi) \) satisfies
\[
\partial_t \Phi(t, \xi) + (A_{\psi}(t) + B_{\psi}(t)) \Phi(t, \xi) + B_{\psi}(t)(\xi - v_\psi(t)) \cdot \nabla_\xi \Phi(t, \xi) = (1 - \alpha) \partial_{\xi_i} Q_+(\psi, \psi)(t, \xi) - \partial_{\xi_i} Q_-(\psi, \psi)(t, \xi)
\]
Multiplying by \( \langle \xi \rangle^{2\eta} \Phi(t, \xi) \) and integrating over \( \mathbb{R}^d \) we get
\[
\frac{1}{2} \frac{d}{dt} \| \Phi(t) \|_{L^2_{\eta}}^2 + \left( A_{\psi}(t) + (1 - \frac{d}{2} - \eta) B_{\psi}(t) \right) \| \Phi(t) \|_{L^2_{\eta}}^2 + \eta B_{\psi}(t) \| \Phi(t) \|_{L^2_{\eta+1}}^2 + \eta B_{\psi}(t) v_\psi(t) \cdot \int_{\mathbb{R}^d} \xi \Phi(t, \xi)^2 \langle \xi \rangle^{2\eta-2} d\xi
\]
\[
\leq (1 - \alpha) \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \Phi(t, \xi) \partial_{\xi_i} Q_+(\psi, \psi)(t, \xi) d\xi - \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \Phi(t, \xi) \partial_{\xi_i} Q_-(\psi, \psi)(t, \xi) d\xi.
\]
Notice that
\[
\partial_{\xi_i} Q_-(\psi, \psi)(t, \xi) = \Phi(t, \xi) \int_{\mathbb{R}^d} \psi(t, \xi_*) |\xi - \xi_*| d\xi_* + Q_-(\psi, \Phi)(t, \xi)
\]
we get as before that
\[
\int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \Phi(t, \xi) \partial_{\xi_i} Q_-(\psi, \psi)(t, \xi) d\xi \geq \kappa_0 \| \Phi(t) \|_{L^2_{\eta+1/2}}^2 + \int_{\mathbb{R}^d} \langle \xi \rangle^{2\eta} \Phi(t, \xi) Q_-(\psi, \Phi)(t, \xi) d\xi.
\]
As for (B.8), one can choose \( \tilde{\alpha}_\eta \in (0, \alpha_0) \) small enough so that
\[
|A_{\psi}(t)| + (1 + \frac{d}{2} + 2\eta)|B_{\psi}(t)| + \eta |B_{\psi}(t) v_\psi(t)| \leq \frac{\kappa_0}{2} \quad \forall t \geq 0, \quad \alpha \in (0, \tilde{\alpha}_\eta).
\]
It thus holds, for $\alpha \in (0, \alpha_n)$,
\[
\frac{1}{2} \frac{d}{dt} \| \Phi(t) \|_{L^2}^2 + \frac{1}{2} \kappa_0 \| \Phi(t) \|_{L^2_{n+1/2}}^2 \leq \| \Phi(t) \|_{L^2_{n+1/2}} \| \partial_x \mathcal{Q}_+ (\psi(t), \psi(t)) \|_{L^2_{n-1/2}} + \| \Phi(t) \|_{L^2} \| \mathcal{Q}_- (\psi(t), \Phi(t)) \|_{L^2}. 
\]

At this stage the proof is exactly the same as the one usually used for the Boltzmann equation. Namely, noticing that

\[
\mathcal{Q}_- (\psi, \Phi)(t, \xi) = \psi(t, \xi) \int_{\mathbb{R}^d} \Phi(t, \xi') \xi - \xi' \cdot d\xi' = \psi(t, \xi) \int_{\mathbb{R}^d} \psi(t, \xi) \partial_x | \xi - \xi' | \cdot d\xi' 
\]

and \( | \int_{\mathbb{R}^d} \psi(t, \xi) \partial_x | \xi - \xi' | \cdot d\xi' = 1 \) we see that

\[
\| \mathcal{Q}_- (\psi(t), \Phi(t)) \|_{L^2} \leq \| \psi(t) \|_{L^2}. 
\]

Using now Theorem B.5 with \( s = \frac{3-d}{2} \) and the uniform propagation of \( L^2_{n+3/2} \) and \( L^1_{n+1/2} \)-norms, we get easily to the conclusion. \( \square \)

B.3. Pointwise lower bounds. We recall the following spreading properties of \( \mathcal{Q}_+ \) in general dimension \( d \geq 3 \):

**Proposition B.6.** For any \( v_0 \in \mathbb{R}^d \) and any \( \delta > 0 \), one has

\[
\text{Supp} \left( \mathcal{Q}_+ (1_{B(v_0, \delta)} : 1_{B(v_0, \delta)}) \right) = B(v_0, \sqrt{d} \delta). 
\]

More precisely, for any \( 0 < \chi < 1 \), there exists a universal \( \kappa_0 > 0 \) such that

\[
\mathcal{Q}_+ (1_{B(v_0, \delta)} : 1_{B(v_0, \delta)}) \geq \kappa_0 \delta^{d+1} (1 - \chi) \frac{1}{2} \left( 1 - 2^{-1/d} \right) 1_{B(v_0, \sqrt{d} \delta)} \quad \forall \delta > 0, \quad (B.9) 
\]

**Proof.** We just give a sketch of the proof which is well-known [31]. We can assume without loss of generality that \( v_0 = 0 \). Let us assume \( \delta = 1 \). As in [6, Lemma 5.4], we have

\[
\mathcal{Q}_+ (1_{B(0,1)} : 1_{B(0,1)}) \geq \frac{|S^{d-1}|}{d+1} \left( \frac{\sqrt{d}}{2} \right)^{d+1} \left( 1 - 2^{-1/d} \right) 1_{B(0, \sqrt{d})}. 
\]

Let \( r \in (1/2, 1) \) and \( \xi \in \mathbb{R}^d \) with \( |\xi| = \sqrt{2} r \). Let \( \varepsilon \in (0, 1) \) satisfying \( \varepsilon < \frac{1-r}{2+\sqrt{2}} \) and set

\[
\Omega_r (\xi) = \{ (\xi, \sigma) \in \mathbb{R}^d \times S^{d-1} : |\xi| \leq \varepsilon, |(\xi + \xi, \sigma) - e| \leq \varepsilon (1+|\xi|) \}
\]

For \( (\xi, \sigma) \in \Omega_r \), one has

\[
|\xi'|^2 = \frac{|\xi|^2}{2} + \frac{|\xi|^2}{2} + \frac{1}{2} |\xi - \xi| (\xi + \xi, \sigma) \leq r^2 + \frac{\varepsilon^2}{2} + \frac{\varepsilon}{2} (\sqrt{2} r + \varepsilon)^2 \leq r + \varepsilon (2 + \sqrt{2}) < 1, 
\]

since \( r < 1 \) and \( \varepsilon < 1 \). Similarly, \( |\xi'| < 1 \). Since one also has \( |\xi - \xi| \geq \sqrt{2} r - \varepsilon \), we deduce that

\[
\mathcal{Q}_+ (1_{B(0,1)} : 1_{B(0,1)}) (\xi) \geq (\sqrt{2} r - \varepsilon) \int_{\Omega_r} |\xi' - e|^{d-2} \frac{\varepsilon}{d} \int_{-\varepsilon}^\varepsilon (1 - s^2)^{d-3} ds 
\]

\[
\geq (\sqrt{2} r - \varepsilon) |S^{d-2}| \frac{\varepsilon^d}{d} (1 - \varepsilon^2)^{d-3}. 
\]

Since \( \sqrt{2} r - \varepsilon > \frac{3}{2+\sqrt{2}} r \) and \( \varepsilon < \frac{1}{\sqrt{2}} \), we get that

\[
\mathcal{Q}_+ (1_{B(0,1)} : 1_{B(0,1)}) (\xi) \geq \frac{6|S^{d-2}|}{d(2+\sqrt{2})} (\frac{1}{2})^3 r \varepsilon^{d+1}. 
\]

We then conclude as in the proof of [6, Proposition 5.1]. \( \square \)

Finally, we have the following (see [22])
Lemma B.7. Fix $p \in (1, \infty]$. Let $f$ be nonnegative such that
\[
\int_{\mathbb{R}^d} f(\xi) d\xi = m, \quad \int_{\mathbb{R}^d} f(\xi) |\xi|^2 d\xi \leq E < \infty, \quad \|f\|_p < \infty. \tag{B.10}
\]
Then, there exist $v_0 \in \mathbb{R}^d$, $r$ and $\eta_0$ depending only on $m$, $E$ and $\|f\|_p$ and such that
\[
Q_+ (f, Q_+ (f, f)) \geq \eta_0 1_{B(v_0, r)}.
\]

From now we will assume the solution $\psi(t, \xi)$ to (1.14) to be given and fixed. It is clear that there exists $C_0 > 0$ large enough so that
\[
Q_- (\psi, \psi) (t, \xi) \leq C_0 (1 + |\xi|) \psi(t, \xi), \quad \text{and} \quad \max(A_{\psi}(t), B_{\psi}(t)) \leq C_0 \quad \forall t \geq 0.
\]
Introduce then
\[
\sigma(\xi) = C_0 (1 + |\xi|), \quad \Sigma(t, \xi) = A_{\psi}(t) + \sigma(\xi).
\]
Then, one can write (1.14) as
\[
\begin{align*}
\partial_t \psi(t, \xi) + B_{\psi}(t) (\xi - \nu_{\psi}(t)) \cdot \nabla \psi(t, \xi) + \Sigma(t, \xi) \psi(t, \xi)
&= (1 - \alpha) Q_+ (\psi, \psi) (t, \xi) + (\sigma(\xi) \psi(t, \xi) - Q_- (\psi, \psi)(t, \xi)) , \tag{B.11}
\end{align*}
\]
and, assuming $\psi(0, \xi) = \psi_0(\xi) \geq 0$, we get $\sigma(\xi) \psi(t, \xi) - Q_- (\psi, \psi)(t, \xi) \geq 0$ and
\[
\partial_t \psi(t, \xi) + B_{\psi}(t) (\xi - \nu_{\psi}(t)) \cdot \nabla \psi(t, \xi) + \Sigma(t, \xi) \psi(t, \xi) \geq (1 - \alpha) Q_+ (\psi, \psi)(t, \xi). \tag{B.12}
\]

We introduce the characteristic curves associated to the transport operator in (B.12),
\[
\frac{d}{dt} X(t; s, \xi) = B_{\psi}(t) (X(t; s, \xi) - \nu_{\psi}(t)), \quad X(s; s, \xi) = \xi,
\]
which produces a unique global solution given by
\[
X(t; s, \xi) = \xi \exp \left( \int_s^t B_{\psi}(\tau) d\tau \right) - \int_s^t B_{\psi}(\sigma) v_{\psi}(\sigma) \exp \left( \int_\sigma^t B_{\psi}(\tau) d\tau \right) d\sigma. \tag{B.13}
\]
In order to simplify notation let us introduce the evolution family $(S_t^s)_{t \geq s \geq 0}$ defined by
\[
[S_t^s h](\xi) := \exp \left( - \int_s^t \Sigma(\tau, X(\tau; t, \xi)) d\tau \right) \exp \left( - \int_s^t \Sigma(\tau, X(\tau; t, \xi)) d\tau \right) h(X(s; t, \xi)) \quad \forall t \geq s \geq 0, \quad \forall h = h(v).
\]
The evolution family preserves positivity, thus according to (B.12) the solution $\psi(t, \xi)$ to (1.14) satisfies the following Duhamel inequality
\[
\psi(t, \xi) \geq [S_t^0 \psi_0] (\xi) + (1 - \alpha) \int_0^t [S_t^s Q_+ (\psi(s, \cdot), \psi(s, \cdot)) ](\xi) ds. \tag{B.14}
\]

We have the following analogue of [6, Lemma 5.15] where however the characteristic functions are not contractions anymore. We recall here that there is some positive constant $b > 0$ depending only on $\|\psi_0\|_{L_1^1}$ such that
\[
|B_{\psi}(s)| \leq b \alpha \quad \text{and} \quad |B_{\psi}(s) v_{\psi}(s)| \leq b \alpha , \quad \forall s \geq 0.
\]

Lemma B.8. For any nonnegative $h = h(\xi) \geq 0$ and any $t \geq s \geq 0$, one has
\[
[S_t^s h](\xi) \geq (\lambda_t^s)^d \exp (-\sigma(\xi) u_{\alpha}(t - s)) \left[ T_t^s h \right](\xi), \tag{B.15}
\]
where
\[
\lambda_t^s = \exp \left( - \int_s^t B_{\psi}(\tau) d\tau \right), \quad u_{\alpha}(\tau) = \frac{\exp(b\alpha \tau) - 1}{b\alpha}, \quad \tau > 0
\]
and $[T_t^s h](\xi) := h(X(s; t, \xi))$ for any $\xi \in \mathbb{R}^d$.
Proof. Notice that, for any \( t \geq s \geq 0 \), \( \exp \left( \int_s^t \mathbf{B}_\psi (\tau) \, d\tau \right) \leq \exp (b_\alpha (t - s)) \), and thus, using (B.13), we check without difficulty that
\[
|X(\tau; t, \xi)| \leq (1 + |\xi|) \exp (b_\alpha (t - \tau)) - 1, \quad \forall 0 \leq \tau \leq t.
\]
Therefore,
\[
\Sigma (\tau, X(\tau; t, \xi)) \leq A_\psi (\tau) + \sigma (\xi) \exp (b_\alpha (t - \tau)) \quad \forall 0 \leq \tau \leq t, \quad \forall \xi \in \mathbb{R}^d.
\]
Integrating this over \((s, t)\) we get
\[
\int_s^t \Sigma (\tau, X(\tau; t, \xi)) \, d\tau \leq \int_s^t A_\psi (\tau) \, d\tau + \sigma (\xi) u_\alpha (t - s), \quad \forall t \geq s \geq 0.
\]
Finally, since \( A_\psi (t) - dB_\psi (t) \leq 0 \) for all \( t \geq 0 \), we get that
\[
\exp \left( - \int_s^t A_\psi (\tau) \, d\tau \right) \geq (\lambda_0^t)^d
\]
which yields the conclusion. \( \square \)

We can then prove the analogue of [6, Lemma 5.17]

**Lemma B.9.** For any nonnegative \( f = f(\xi) \geq 0 \) it holds
\[
T_\tau^t Q_+ (T_0^s f, T_\tau^t Q_+ (T_0^s f, T_0^s f)) = (\lambda_0^t)^{d+1} (\lambda_0^s)^{d+1} T_0^s Q_+ (f, Q_+ (f, f)), \tag{B.16}
\]
for any \( 0 \leq \tau \leq s \leq t \).

In particular, when \( f \) is compactly supported with support included in \( B(0, \varrho) \) \( (\varrho > 0) \), then for any \( t > 0 \) there exists \( C(t, \varrho) > 0 \) such that
\[
S_\tau^t Q_+ (S_0^s f, S_\tau^t Q_+ (S_0^s f, S_\tau^t f)) \geq C(t, \varrho) T_0^s Q_+ (f, Q_+ (f, f)), \quad \forall \ 0 \leq \tau \leq s \leq t \tag{B.17}
\]

**Proof.** The proof is a simple adaptation of that of [6, Lemma 5.17]. The proof of (B.16) is exactly the same. It relies on the still valid following relation: for any \( h \) and any \( 0 \leq \tau \leq s \)
\[
T_\tau^t Q_+ (h, h) = (\lambda_\tau^t)^{d+1} Q_+ (T_\tau^s h, T_\tau^s h). \tag{B.18}
\]
For the proof of (B.17), we just recall the main steps. For any \( t \geq s \geq 0 \), one has using (B.13),
\[
|X(s; t, \xi)| \geq |\xi| \exp \left( - \int_s^t B_\psi (\tau) \, d\tau \right) - \int_s^t b_\alpha \exp (b_\alpha (\sigma - s)) \, d\sigma \geq \lambda_\tau^t |\xi| - e^{b_\alpha (t-s)} + 1.
\]
If \( f(\nu) = 0 \) for any \( |\nu| \geq \varrho \), then \( S_\tau^t f (\xi) = 0 \) for any \( |\xi| \geq \lambda_\tau^t \varrho + e^{b_\alpha (t-s)} - 1 \) and (B.15) shows that
\[
S_\tau^t f \geq (\lambda_\tau^t)^d \exp \left( -\sigma \left( \lambda_\tau^t \left( \varrho + e^{b_\alpha (t-s)} - 1 \right) \right) u_\alpha (t - s) \right) T_\tau^s f.
\]
In particular,
\[
Q_+ (S_0^s f, S_\tau^t f) \geq (\lambda_0^t)^{2d} \exp \left( -2 \sigma \left( \lambda_0^t \left( \varrho + e^{b_\alpha (t-s)} - 1 \right) \right) u_\alpha (t) \right) Q_+ (T_0^s f, T_\tau^s f).
\]
Now, the support of \( Q_+ (S_0^s f, S_\tau^t f) \) is included in \( B \left( 0, \sqrt{2} \lambda_\tau^0 \left( \varrho + e^{b_\alpha (t-s)} - 1 \right) \right) \). Hence, the support of \( S_\tau^t Q_+ (S_0^s f, S_0^s f) \) is included in
\[
B \left( 0, \lambda_\tau^t \left( \sqrt{2} \lambda_\tau^0 \left( \varrho + e^{b_\alpha (t-s)} - 1 \right) + e^{b_\alpha (t-s)} - 1 \right) \right) \subset B \left( 0, \sqrt{2} \lambda_\tau^0 \left( \varrho + e^{b_\alpha (s-s)} - 1 \right) \right).
\]
Consequently, we get thanks to (B.15), (B.18) and the above estimates that
\[
S_\tau^t Q_+ (S_0^s f, S_0^s f) \geq C_0 (s, \tau, \varrho) Q_+ (T_0^s f, T_\tau^s f)
\]
with
\[
C_0 (s, \tau, \varrho) = (\lambda_0^t)^{2d} (\lambda_\tau^t)^{2d+1} \exp \left( -2 \sigma \left( \lambda_0^t \left( \varrho + e^{b_\alpha (t-s)} - 1 \right) \right) u_\alpha (t) \right)
\]
\[
\times \exp \left( -\sigma \left( \sqrt{2} \lambda_\tau^0 \left( \varrho + e^{b_\alpha (s-s)} - 1 \right) \right) u_\alpha (s - \tau) \right).
\]
Since the support of \( Q_+ \left( S_0^f, S_0^s Q_+ (S_0^f, S_0^f) \right) \) is included in \( B(0, 2\lambda_s^0 (\rho + e^{bos} - 1)) \) it follows that the one of \( S_t^f Q_+ (S_0^f, S_t^s Q_+ (S_0^f, S_0^f) \) is included in
\[
B \left( 0, \lambda_s^0 \left( 2\lambda_s^0 (\rho + e^{bos} - 1) + e^{bos(t-s)} - 1 \right) \right) \subset B(0, 2\lambda_s^0 (\rho + e^{bos} - 1))
\]
Hence,
\[
S_t^f Q_+ (S_0^f, S_t^s Q_+ (S_0^f, S_0^f)) \geq C_1(t, s, \tau, \rho) T_0^t Q_+ (f, Q_+ (f, f))
\]
with
\[
C_1(t, s, \tau, \rho) = C_0(s, \tau, \rho) \left( \lambda_s^0 \right)^d \left( \lambda_s^0 \right)^d \left( 2^{d+1} \right) \exp \left( -\sigma \left( \lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(s) \right) \times \exp \left( -\sigma \left( 2\lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(t-s) \right) = \left( \lambda_s^0 \right)^d \lambda_s^0 \lambda_s^0 \exp \left( -\sigma \left( \sqrt{2}\lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(s-\tau) \right) \times \exp \left( -2\sigma \left( \lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(\tau) - \sigma \left( \lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(s) \right) \times \exp \left( -\sigma \left( 2\lambda_s^0 (\rho + e^{bos} - 1) \right) u_\alpha(t-s) \right)
\]
Reminding that \( \sigma(v) = C_0 + C_0 |v| \), one observes that, on the one hand,
\[
u_\alpha(s-\tau) + 2u_\alpha(\tau) + u_\alpha(s) + u_\alpha(t-s) \leq 5u_\alpha(t), \quad 0 \leq \tau \leq s \leq t,
\]
and, on the other hand,
\[
\sqrt{2}\lambda_s^0 (\rho + e^{bos} - 1) u_\alpha(s-\tau) + 2\lambda_s^0 (\rho + e^{bos} - 1) u_\alpha(\tau) + \lambda_s^0 (\rho + e^{bos} - 1) u_\alpha(s) + 2\lambda_s^0 (\rho + e^{bos} - 1) u_\alpha(t-s) \leq 7u_\alpha(t)e^{bos} (\rho + b\alpha u_\alpha(t)),
\]
where we used that \( \lambda_s^0 \leq e^{bos} \leq e^{bos} \). Now, using that \( \lambda_s^0 \geq e^{-bos(t-s)} \geq e^{-bos} \) and setting
\[
C(t, \rho) = \exp \left( -b\alpha t - 5C_0u_\alpha(t) - 7C_0u_\alpha(t)e^{bos} (\rho + b\alpha u_\alpha(t)) \right)
\]
we get the result.

**Proposition B.10.** Assume that the initial datum \( \psi_0 \in L_3^1(\mathbb{R}^d) \) has mass 1, momentum 0 and kinetic energy \( d/2 > 0 \) and that
\[
\psi_0 \in \mathcal{L}^p(\mathbb{R}^d)
\]
for some \( p > 1 \). Let \( \psi(t, \cdot) \) be the solution to the rescaled equation (1.14). For any \( \tau_1 > 0 \), there exist \( R_1 \) large enough (depending only on \( \psi_0 \)) and \( \mu_1 > 0 \) such that
\[
\psi(t, \cdot) \geq \mu_1 1_{B(0, R_1)}(\cdot), \quad \forall \ t \geq \tau_1.
\]
Moreover, for any sequence \( (\chi_k)_k \in (0, 1) \) and increasing sequence \( (\tau_k)_k \) one has
\[
\psi(t, \cdot) \geq \mu_k 1_{B(0, R_k)}(\cdot), \quad \forall \ t \geq \tau_k
\]
with
\[
\begin{align*}
R_{k+1} & = (1 - \chi_k)\sqrt{2} \left( R_k + 1 - e^{bos(\tau_{k+1} - \tau_k)} \right) e^{-bos(\tau_{k+1} - \tau_k)} \\
\mu_{k+1} & = (1 - \alpha)\kappa_0 \mu_k \left( R_k + 1 - e^{bos(\tau_{k+1} - \tau_k)} \right) e^{bos(\tau_{k+1} - \tau_k)} \Xi R_k (\tau_{k+1} - \tau_k) \quad \forall k \in \mathbb{N}
\end{align*}
\]
where \( \kappa_0 \) is the positive constant appearing in (B.9) and we set for any \( s \geq 0 \) and \( R > 0 \),
\[
\Xi_R(s) = \int_0^s \exp \left( -b\alpha \tau - C_0(1 + e^{bos} (\sqrt{2}R + e^{bos} - 1))u_\alpha(\tau) \right) d\tau.
\]
Proof. We describe briefly the main steps of the proof which follows the one of \cite[Proposition 5.18]{6} and \cite[Theorem 4.9]{22}. Notice only that, because $B_ψ(\cdot)$ has no sign, the characteristic curves $X(s; t, \cdot)$ are not contractive and some additional work has to be done in the initialization step.

- **Step 1: Initialization.** Let $t_0 > 0$ be fixed and define $\hat{g}_0(\cdot, t) = ψ(t_0 + t, \cdot)$ for $t > 0$, and $G_0 = \hat{g}_0(0, \cdot) = ψ(t_0, \cdot)$. Using Duhamel inequality (B.14) one has

$$\hat{g}_0(t, \cdot) ≥ (1 - α)^2 \int_0^t ds \int_0^s S^{t_0\tau}_{\tau} Q_+ \left( S^{t_0\tau}_{t_0} G_0, S^{t_0\tau}_{\tau} Q_+ \left( S^{t_0\tau}_{t_0} G_0, S^{t_0\tau}_{t_0} G_0 \right) \right) d\tau. \quad (B.23)$$

For $R > 0$ large enough, we have $G_0 ≥ G_0 1_{0(R)} =: \hat{G}_0$ and $\int_{\mathbb{R}^d} \hat{G}_0(\xi)d\xi > 0$. It then follows from (B.17) that, for any $0 ≤ t ≤ s ≤ t ≤ T_1$,

$$S^{t_0\tau}_{\tau} Q_+ \left( S^{t_0\tau}_{t_0} G_0, S^{t_0\tau}_{t_0} Q_+ \left( S^{t_0\tau}_{t_0} G_0, S^{t_0\tau}_{t_0} G_0 \right) \right) ≥ C_{T_1} T^{t_0\tau}_{t_0} Q_+ \left( \hat{G}_0, Q_+ \left( \hat{G}_0, \hat{G}_0 \right) \right),$$

with $C_{T_1} = \inf_{t \in [0, T_1]} C(t, R) = C(T_1, R)$ where we recall that $C(t, R)$ is given by (B.19). For $T_1 > 0$ small enough, one has $C_{T_1} > 1/2$ and

$$\hat{g}_0(t, \cdot) ≥ (1 - α)^2 \frac{t^2}{4} T^{t_0\tau}_{t_0} Q_+ \left( \hat{G}_0, Q_+ \left( \hat{G}_0, \hat{G}_0 \right) \right), \quad \forall \ 0 ≤ t ≤ T_1.$$

It now follows from Lemma B.7 that there exists $v_0 \in \mathbb{R}^d$, $r_0$ and $η_0$ depending only on $\|G_0\|_{L^1}$, the energy of $ψ_0$ and $\|ψ_0\|_{L^p}$ such that

$$Q_+ \left( \hat{G}_0, Q_+ \left( \hat{G}_0, \hat{G}_0 \right) \right) ≥ η_0 1_{B_0(v_0, r_0)}.$$

This leads to

$$\hat{g}_0(t, \xi) ≥ (1 - α)^2 \frac{t^2}{4} η_0 1_{B_0(v_0, r_0)}(X(t_0; t + t_0, \xi)), \quad \forall \ 0 ≤ t ≤ T_1.$$

Let $ε > 0$. For $T_1$ small enough, one has for any $t \in [0, T_1]$,

$$e^{bαt} ≤ 1 + \frac{ε}{2}, \quad \text{and} \quad (|v_0| + 1) \left( e^{bαt} - 1 \right) ≤ \frac{ε r_0}{2(1 + ε)}.$$

Consequently, as soon as $|\xi - v_0| ≤ \frac{r_0}{1 + ε}$, one has

$$|X(t_0; t + t_0, \xi) - v_0| ≤ \lambda_{t_0}^{t + t_0} |\xi - v_0| + |v_0| \left| 1 - \lambda_{t_0}^{t + t_0} \right| + bα \int_{t_0}^{t + t_0} \lambda_{\sigma}^\gamma d\sigma \quad (B.24)$$

$$≤ e^{bαt} |\xi - v_0| + |v_0| \left( e^{bαt} - 1 \right) \left( e^{bαt} - 1 \right) ≤ r_0.$$

This means that $\hat{g}_0(t, \cdot) ≥ (1 - α)^2 \frac{t^2}{4} η_0 1_{B_0(v_0, r_1)}$ for all $t \in (0, T_1)$. Hence, for any $t_1 \in (0, T_1/2)$, it holds $\hat{g}_0(t, \cdot) ≥ η_1 1_{B_0(v_0, r_1)}$ for any $t_1 ≤ t ≤ T_1$ with

$$η_1 = (1 - α)^2 \frac{t_1^2}{4} η_0 \quad \text{and} \quad r_1 = \frac{r_0}{1 + ε}. \quad (B.25)$$

Notice at this stage that an important difference with respect to \cite{6} and \cite[Theorem 4.9]{22} is that $r_1 < r_0$. We set $\hat{g}_1(t, \cdot) = \hat{g}_0(t + t_1, \cdot)$. We have thus obtained that

$$\hat{g}_1(t, \cdot) ≥ η_1 1_{B_0(v_0, r_1)}, \quad \forall \ 0 ≤ t ≤ \frac{T_1}{2}. \quad (B.26)$$

Using again Duhamel’s inequality (B.14) (recall that $\hat{g}_1(t, \cdot) = ψ(t + t_0 + t_1, \cdot)$) one has

$$\hat{g}_1(t, \cdot) ≥ (1 - α) \int_0^t S^{t_0\tau + t_1}_{\tau} Q_+ \left( \hat{g}_1(\tau, \cdot), \hat{g}_1(\tau, \cdot) \right) d\tau. \quad (B.27)$$
Let \( \chi \in (0, 1) \), the value of which will be fixed later. We now deduce from (B.26), Proposition B.6 and Lemma B.8 that, for any \( t \in [0, T_1 / 2] \) and any \( \xi \in \mathbb{R}^d \),

\[
\hat{g}_l(t, \xi) \geq (1 - \alpha) \eta_l^2 \gamma_1^d 1_{B(t_0 + t, \xi_0)} \int_0^t (\lambda_{t_0 + t + \tau}^d \lambda_{t_0 + t + \tau}) d \tau \exp(-\sigma(\xi)u_{\alpha}(t - \tau)) 1_{B(v_0, (1 + \chi)\sqrt{\tau})}(X(t + t_0 + t_1 : t + t_0 + t_1, \xi)) d\tau.
\]

Arguing as in (B.24), one obtains, for any \( 0 \leq \tau \leq t \leq T_1 / 2 \) and \( \xi \in \mathbb{R}^d \),

\[
1_{B(v_0, (1 + \chi)\sqrt{\tau})}(X(t + t_0 + t_1 : t + t_0 + t_1, \xi)) \geq 1_{B(v_0, (1 + \chi)\sqrt{\tau})}(\xi).
\]

On the other hand, for any \( 0 \leq t \leq T_1 / 4 \),

\[
\hat{g}_l(t, \cdot) \geq \eta_2 1_{B(v_0, r_2)}, \quad \forall t \leq t \leq T_1 / 4,
\]

with \( r_2 := \frac{(1 - \chi)\sqrt{\tau}}{1 + \varepsilon} \) and

\[
\eta_2 = (1 - \alpha) \eta_l^2 \gamma_1^d 1_{B(t_0, \xi_0)} \exp(-\sigma(|v_0| + r_2)) u_{\alpha}(T_1 / 2) t_2 e^{-d\alpha t_1 / 2}. \quad (B.28)
\]

One chooses now \( \varepsilon \) and \( \chi \) small enough such that \( \frac{(1 - \chi)\sqrt{\tau}}{1 + \varepsilon} > 1 \). Iterating this procedure, one obtains that, for any \( k \geq 1 \), for any \( t_i \in (0, T_1 / 4) \) \((i = 1, \ldots, k)\), there exists \( \eta_k \) such that,

\[
\hat{g}_l(t, \cdot) \geq \psi \left(t + \sum_{i=0}^{k} t_i\right) \geq \eta_k 1_{B(v_0, r_k)}, \quad \text{with} \quad r_k = \left(\frac{(1 - \chi)\sqrt{\tau}}{1 + \varepsilon}\right)^{k-1} r_1.
\]

Arguing exactly as in [6, 22], there exists some explicit \( \eta_* > 0 \) and some arbitrarily small \( t_* > 0 \), both independent of the initial choice of \( t_0 \), such that

\[
\psi(t_* + t_0, \cdot) \geq \eta_* 1_{B(0, r_*)}.
\]

Notice that \( t_* = \sum_{i=1}^k t_i \) and \( \eta_* = \eta_k \) where \( k \) is large enough in such a way that \( B(0, R) \subseteq B(v_0, r_k) \). Since \( t_0 > 0 \) is arbitrary, this proves (B.20) with \( R_1 = R, \mu_1 = \eta_* \). For the proof of Theorem 6.5, it will be important to understand the way \( \mu_1 \) depend on \( t_1 \). We obtained in Eq. (B.25) that \( \eta_1 = O(t_1^d) \) while, from (B.28), \( \eta_k = O(t_1^{d-k}) \) for some \( t_2 \in (0, T_1 / 4) \) to be chosen. Iterating this procedure one can check without difficulty that \( \eta_k = O\left(t_1^d \prod_{i=2}^k t_i^{2-k-i}\right) \) and, picking as in [31] \( t_i = t_1^d (i = 1, \ldots, k) \) one obtains

\[
\mu_1 = \eta_k = O\left(t_1^{N_k}\right) \quad (B.29)
\]

with \( N_k = 2^k + \sum_{i=2}^k 2^{k-i} = 5 \cdot 2^{k-1} - (k + 2) \).

\bullet \text{Second step (Implementation of the induction scheme).} \text{ For } \tau_1 > 0 \text{ and any } t > \tau_1, \text{ we get using (B.20)}

\[
\psi(t, \cdot) \geq (1 - \alpha) \int_{\tau_1}^{t} S_t^s \mathbb{Q}_+ \left(\psi(s, \cdot), \psi(s, \cdot)\right) ds \\
\geq (1 - \alpha) \mu_1^2 \int_{\tau_1}^{t} S_t^s \mathbb{Q}_+ \left(1_{B(0, R_1)}, 1_{B(0, R_1)}\right) ds. \quad (B.30)
\]

Since the support of \( \mathbb{Q}_+ \left(1_{B(0, R_1)}, 1_{B(0, R_1)}\right) \) is included in \( \mathbb{B}(0, \sqrt{2}R_1) \), the one of \( S_t^s \mathbb{Q}_+ \left(1_{B(0, R_1)}, 1_{B(0, R_1)}\right) \) is included in \( \mathbb{B}(0, \lambda^s_1 (\sqrt{2}R_1 + e^{d\alpha s}) - 1) \) \( \subseteq \mathbb{B}(0, e^{d\alpha s} (\sqrt{2}R_1 + e^{d\alpha s} - 1)) \) and we get from (B.15) and (B.18) that

\[
S_t^s \mathbb{Q}_+ \left(1_{B(0, R_1)}, 1_{B(0, R_1)}\right) \geq \left(\lambda^s_1\right)^{2d+1} \exp(-\sigma(\omega R_1) u_\alpha(t - s)) \mathbb{Q}_+ \left(T_t^s 1_{B(0, R_1)}, T_t^s 1_{B(0, R_1)}\right),
\]

where \( \omega R(t) := e^{d\alpha s} (\sqrt{2}R + e^{d\alpha s} - 1) \). Now, since \( |X(s; t, \xi)| \leq \lambda^s_1 |\xi| + e^{d\alpha s} - 1 \), we deduce that

\[
T_t^s 1_{B(0, R_1)} \geq 1_{B(0, \lambda^s_1 R_1)}(t - s)
\]
where \( \overline{R}_1(\tau) := R_1 + 1 - e^{b\alpha\tau} \) for any \( \tau \geq 0 \). This leads to
\[
\mathcal{S}_0^\alpha \mathbb{Q}_+ \left( 1_{B(0,R_1)} \cdot 1_{B(0, R_1)} \right) 
\geq \left( \lambda^d \right)^{2d+1} \exp \left( -\sigma(\omega_R(\cdot) - s)) u_\alpha(t - s) \right) \mathcal{Q}_+ \left( 1_{B(0,\lambda^d \overline{R}_1(t - s))} \cdot 1_{B(0, \lambda^d \overline{R}_1(t - s))} \right).
\]

Using Proposition B.6, for any \( \chi_1 \in (0, 1) \) this can be again bounded from below by
\[
\kappa_0 \left( \lambda^d \right)^{2d+1} \exp \left( -\sigma(\omega_R(\cdot) - s)) u_\alpha(t - s) \right) \left( \lambda^d \right)^{d+1} \chi^d \left( \overline{R}_1(\tau) \right)^{d+1} + 1_{B(0,1-\chi_1) \cap \overline{\mathcal{Z}}^1(\tau)} 1_{B(0, (1-\chi_1) \sqrt{2}(\overline{R}_1(t - s))}. \]

Notice that a difference with respect to [6, Prop. 5.18] is that, here, it is not true that \( \lambda^d \geq 1 \) since \( B(\psi(\tau)) \) has no sign. However, one has \( \lambda^d \geq 1 - b\alpha(\tau - t) \). Using \( (B.30) \), one obtains
\[
\psi(t, \cdot) \geq (1 - \alpha) \kappa_0 \mu \chi^d \left( \overline{R}_1(\tau) \right)^{d+1} \exp \left( -b\alpha(\tau - s)) u_\alpha(t - s) \right) 1_{B(0,1-\chi_1) \cap \overline{\mathcal{Z}}^1(\tau)} d\tau.
\]

Therefore,
\[
\psi(t, \cdot) \geq \mu \chi^d \left( \overline{R}_1(\tau) \right)^{d+1} \exp \left( -b\alpha(\tau - s)) u_\alpha(t - s) \right) 1_{B(0,1-\chi_1) \cap \overline{\mathcal{Z}}^1(\tau)} d\tau,
\]
with \( R_2 = (1 - \chi_1) \sqrt{2} e^{-b\alpha(\tau_2 - \tau)} (R_1 + 1 - e^{b\alpha(\tau_2 - \tau)}) \) and
\[
\mu = (1 - \alpha) \kappa_0 \mu \chi^d \left( R_1 + 1 - e^{b\alpha(\tau_2 - \tau)} \right)^{d+1} \overline{R}_1(\tau_2 - \tau_1).
\]

Iterating this procedure, we obtain the result. \( \square \)

With this we can prove Theorem 6.5.

Proof of Theorem 6.5. We apply Proposition B.10 to a constant sequence \( (\chi_k) \) and bounded sequence \( (\tau_k) \). More precisely, let \( t_1 > 0 \) be fixed and write
\[
\tau_1 = \frac{t_1}{2}, \quad \tau_{k+1} = \tau_k + \frac{t_1}{2^{k+1}} \quad \forall k \geq 1.
\]

For any given \( \varepsilon > 0 \), set \( \chi_k = \varepsilon \) for all \( k \geq 1 \). One deduces from \( (B.22) \) that
\[
R_k = \left( \sqrt{2}(1 - \varepsilon) \right)^{k-1} R_1 \exp \left( -b\alpha t_1 \sum_{j=2}^{k} 2^{-j} \right) + \sum_{i=1}^{k-1} \left( \sqrt{2}(1 - \varepsilon) \right)^{k-i} \exp \left( -b\alpha t_1 \sum_{j=i+1}^{k} 2^{-j} \right) \left( 1 - e^{b\alpha t_1 2^{-i-1}} \right),
\]
that is
\[
R_k = \left( \sqrt{2}(1 - \varepsilon) \right)^{k-1} R_1 \exp \left( -b\alpha t_1 \left( \frac{1}{2} - \frac{1}{2^k} \right) \right) - \sum_{i=1}^{k-1} \left( \sqrt{2}(1 - \varepsilon) \right)^{k-i} \exp \left( -b\alpha t_1 \left( \frac{1}{2^{i+1}} - \frac{1}{2^k} \right) \right) \left( 1 - e^{-b\alpha t_1 2^{-i-1}} \right). \quad (B.31)
\]

It is clear that \( R_k \leq (\sqrt{2})^{k-1} R_1 \) for any \( k \geq 1 \). On the other hand, since \( 1 - e^{-x} \leq x \) for any \( x \geq 0 \), we deduce that
\[
R_k \geq (\sqrt{2}(1 - \varepsilon))^{k-1} R_1 \exp \left( -b\alpha t_1 \right) - b\alpha t_1 \sum_{i=1}^{k-1} \left( \sqrt{2}(1 - \varepsilon) \right)^{k-i} 2^{-i-1} \quad \forall k \geq 1.
\]

We finally obtain for any \( k \geq 1 \)
\[
\left( \sqrt{2}(1 - \varepsilon) \right)^{k-1} R_1 e^{-b\alpha t_1} - \frac{(1 - \varepsilon) b\alpha t_1}{4(1 - \varepsilon) - \sqrt{2}} \leq R_k \leq (\sqrt{2})^{k-1} R_1. \quad (B.32)
\]
Moreover, by definition of $\Xi_R(s)$, one has easily
\[
\Xi_R(\tau_{k+1} - \tau_k) \geq \frac{1}{db\alpha} \exp \left(-C_0(1 + \omega_R(\tau_{k+1} - \tau_k))u_{\alpha}(\tau_{k+1} - \tau_k) \right) \left(1 - \exp(-db\alpha(\tau_{k+1} - \tau_k)) \right),
\]
where we recall that $\omega_R(\tau) = e^{b\alpha \tau}(\sqrt{2}\tau + e^{b\alpha \tau} - 1)$. In particular, since $\tau_{k+1} - \tau_k \leq t_1 \leq 1$ one sees that there is some positive constant $c(\alpha) > 0$ (independent of $t_1$) such that
\[
\frac{1}{db\alpha} \left(1 - \exp(-db\alpha(\tau_{k+1} - \tau_k)) \right) > c(\alpha)(\tau_{k+1} - \tau_k), \quad \forall k \geq 1.
\]
Moreover, $u_{\alpha}(\tau_{k+1} - \tau_k) \leq u_{\alpha}(t_1) \leq u_{\alpha}(1)$ for $t_1 \leq 1$ and $\omega_R(\tau_{k+1} - \tau_k) \leq \omega(\sqrt{2}(k-1)R_1(1)$ so that
\[
\Xi_R(\tau_{k+1} - \tau_k) \geq c(\alpha)(\tau_{k+1} - \tau_k) \exp \left(-C_0(1 + e^{b\alpha}(2k/2R_1 + e^{b\alpha} - 1))u_{\alpha}(1) \right)
\]
Using (B.22), one gets, as in [6] that for any $k \geq 1$,
\[
\mu_{k+1} \geq (1-\alpha)\epsilon(\alpha)\kappa_0 \epsilon^{d+1} \frac{t_1}{2k+1} \left(R_k + 1 - e^{b\alpha}t_i \right)^{d+1} \exp \left(-C_0(1 + e^{2b\alpha}u_{\alpha}(1)) \right) \exp(-z(\alpha)2k/2R_1(1)\mu^2_k,
\]
for some explicit $z(\alpha) > 0$. Arguing as before, we infer from (B.31) that
\[
R_k + 1 - e^{b\alpha}t_i \geq \left(\sqrt{2}(1-\epsilon)\right)^{k-1} \left(R_1e^{-b\alpha(\epsilon)}\alpha t_1 \right) \left(\frac{1-\epsilon \alpha t_1}{4(1-\epsilon) - \sqrt{2}} \right) \leq e^{b\alpha} \frac{\epsilon t_i}{2} \leq e^{b\alpha} \frac{\epsilon t_i}{2}
\]
where we used that $\exp \left(-b\alpha t_i \left(\frac{1}{2\epsilon^2} - \frac{1}{2\epsilon^2} \right) \right) \leq e^{b\alpha} \frac{\epsilon t_i}{2} \leq e^{b\alpha} \frac{\epsilon t_i}{2}$ for any $1 \leq i \leq k$. Since $t_1 \leq 1$ we get exactly as in [6, Prop. 5.18] that
\[
\mu_{k+1} \geq C_\alpha(\epsilon) \frac{t_1}{2k+1} \exp(-z(\alpha)R_1t_i^{d+1})\mu_k^2
\]
for some positive constant $C_\alpha(\epsilon)$ depending only on $\alpha$ and $\epsilon$ (but not on $k$ or $t_1$). Arguing as in [6] we get that, for $\epsilon > 0$ small enough and $\alpha_0 > 2$ there is a positive $c_0 > 0$ depending on $\alpha$ but not $t_1$ so that
\[
\psi(t, \xi) \geq \exp(-c_0(1 + \log(1/t_1)))|\xi|^{\alpha_0} \quad \forall |\xi| \geq R_1 \quad \forall t \geq t_1
\]
Now, for $|\xi| < R_1$, we have from (B.20) that
\[
\psi(t, \xi) \geq \mu_1 \quad \forall t \geq t_1 = t_1/2.
\]
We get the lower bound (6.8) using also the estimate on $\mu_1$ obtained in Proposition B.10 (see (B.29)).

**Appendix C. $C_0$-Semigroup Generation Properties**

We prove in this section that the operator $B_{\alpha, \delta}$ is the generator of a $C_0$-semigroup in $L^1(\mathbb{R})$ for suitable choice of $\alpha, \delta$. Recall the notations of Section 3.2. One has, in the underlying $L^1_q(\mathbb{R})$,
\[
\mathcal{L}_\alpha h = A_\delta h + \mathcal{L}^{R, \delta}_0 h - \Sigma_{\lambda} h - \mathcal{P}_h + T_\alpha h
\]
with $\mathcal{D}(\mathcal{L}_\alpha) = \mathcal{D}(T_\alpha) = \mathcal{W}^{1,1}_{q+1}(\mathbb{R})$ where
\[
T_\alpha h(\xi) = -B_\alpha \text{div}(\xi h(\xi)), \quad \forall h \in \mathcal{W}^{1,1}_{q+1}(\mathbb{R}).
\]
Introduce the (anti)-drift operator with absorption
\[
T_\alpha h(\xi) = -\Sigma_{\lambda}(\xi) h(\xi) + T_\alpha h(\xi), \quad \forall h \in \mathcal{W}^{1,1}_{q+1}(\mathbb{R}).
\]
Notice that, since there are $\sigma_0 > 0, \sigma_1 > 0$ such that $0 \leq \sigma_0(\xi) \leq \Sigma_{\lambda}(\xi) \leq \sigma_1(\xi)$ for all $\xi \in \mathbb{R}^d$, the domain of $T_\alpha$ coincides with that of $T_\alpha$. One has then the following elementary result where we recall that $\mathcal{W}(\xi) = \exp(\alpha|\xi|), \xi \in \mathbb{R}^d$:

\[\text{In the proof of [6], the assumption } |\xi| \geq R_1 \text{ is missing but is needed.}\]
Lemma C.1. Assuming $\alpha > 0$ to be small enough so that

$$\sigma_0 \geq \sqrt{2aB_\alpha} \geq 0,$$

then the above operator $T_\alpha : \mathcal{D}(T_\alpha) \subset L^1_q(\mathbb{R}) \to L^1_q(\mathbb{R})$ with $\mathcal{D}(T_\alpha) = \mathbb{W}^{1,1}_{q+1}(\mathbb{R})$ is the generator of a nonnegative $C_0$-semigroup $\{U_\alpha(t) ; t \geq 0\}$ in $L^1_q(\mathbb{R})$ given by

$$U_\alpha(t)f(\xi) = \exp \left( - \int_0^t \left[ dB_\alpha + \Sigma_M \left( \xi e^{(t\tau)B_\alpha} \right) \right] d\tau \right) f(\xi e^{-tB_\alpha}), \quad f \in L^1_q(\mathbb{R}), \quad t \geq 0$$

such that

$$\|U_\alpha(t)f\|_{L^1_q(\mathbb{R})} \leq \exp \left( - \left( \frac{\sigma_0}{\sqrt{2q}} - qB_\alpha \right) t \right) \|f\|_{L^1_q(\mathbb{R})} \quad \forall t \geq 0, \quad f \in L^1_q(\mathbb{R}). \quad (C.1)$$

In particular, $\{U_\alpha(t) ; t \geq 0\}$ is a nonnegative contraction semigroup in $L^1_q(\mathbb{R})$ as soon as $\sigma_0 \geq \sqrt{2qB_\alpha}$.

Remark C.2. Notice that $T_\alpha$ does not generate a $C_0$-semigroup in $L^1_q(\mathbb{R})$. The absorption term here is exactly what allows to prove that $U_\alpha(t) \in \mathcal{B}(L^1_q(\mathbb{R}))$ for all $t \geq 0$.

Proof. Using the characteristics method to solve the evolution problem

$$\partial_t g(t, \xi) = T_\alpha g(t, \xi), \quad t > 0, \xi \in \mathbb{R}^d$$

with initial datum $g(0, \xi) = f(\xi)$ shows that the only possible candidate to be the $C_0$-semigroup generated by $T_\alpha$ is indeed $\{U_\alpha(t) ; t \geq 0\}$. Let us show (C.1). There is no loss of generality in assuming $f$ to be nonnegative. Then,

$$\|U_\alpha(t)f\|_{L^1_q(\mathbb{R})} = \int_{\mathbb{R}^d} \exp \left( (a|\xi|)g(\xi) \right) \exp \left( - \int_0^t \left[ dB_\alpha + \Sigma_M \left( \xi e^{(t\tau)B_\alpha} \right) \right] d\tau \right) f(\xi e^{-tB_\alpha}) d\xi$$

and, setting $y = \xi e^{-tB_\alpha}$, we get

$$\|U_\alpha(t)f\|_{L^1_q(\mathbb{R})} \leq e^{qB_\alpha} \int_{\mathbb{R}^d} \exp \left( a e^{tB_\alpha} |y| \right) \exp \left( - \int_0^t \Sigma_M \left( y e^{(t\tau)B_\alpha} \right) d\tau \right) f(y) dy.$$

Now, since $\Sigma_M(\xi) \geq \sigma_0(\xi) \geq \frac{\sigma_0}{\sqrt{2q}} (1 + |\xi|)$ for all $\xi \in \mathbb{R}^d$ we get under the assumption that $\frac{\sigma_0}{\sqrt{2q}} \geq aB_\alpha \geq 0$:

$$\|U_\alpha(t)f\|_{L^1_q(\mathbb{R})} \leq \exp \left( - \frac{\sigma_0}{\sqrt{2q}} + qB_\alpha \right) \int_{\mathbb{R}^d} \exp \left( a e^{tB_\alpha} |y| \right) \exp \left( - aB_\alpha |y| \int_0^t e^{(t\tau)B_\alpha} d\tau \right) f(y) dy$$

$$\leq \exp \left( - \left( \frac{\sigma_0}{\sqrt{2q}} - qB_\alpha \right) t \right) \|f\|_{L^1_q(\mathbb{R})}.$$

This proves the claim. It is not difficult then to prove that $\{U_\alpha(t) , t \geq 0\}$ is indeed a $C_0$-semigroup in $L^1_q(\mathbb{R})$.

Lemma C.3. Let $\alpha > 0$ be such that $\sigma_0 \geq \sqrt{2aB_\alpha} \geq 0$. For any $q \geq 0$, one has

$$\|R(\lambda, T_\alpha)\|_{\mathcal{B}(L^1_q(\mathbb{R}), L^1_{q+\alpha}(\mathbb{R}))} \leq \frac{1}{\sigma_0 - aB_\alpha}, \quad \forall \lambda > qB_\alpha.$$

Proof. Given $f \in L^1_q(\mathbb{R})$ and $\lambda > 0$ large enough, we need to compute $\|R(\lambda, T_\alpha)f\|_{L^1_{q+\alpha}(\mathbb{R})}$. First of all, since $\{U_\alpha(t) ; t \geq 0\}$ is a nonnegative semigroup, $R(\lambda, T_\alpha)$ is nonnegative and, since the positive cone of $L^1_q(\mathbb{R})$ is generating, it is enough to consider $f$ nonnegative. Set then $g = R(\lambda, T_\alpha)f$. One has

$$(\lambda + \Sigma_M(\xi))g(\xi) + B_\alpha \text{div}(\xi g(\xi)) = f(\xi), \quad \xi \in \mathbb{R}^d.$$
Multiplying by \(M^\alpha\psi'(\xi)\) and integrating over \(\mathbb{R}^d\) we get
\[
\int_{\mathbb{R}^d} (\lambda + \Sigma M(\xi))g(\xi)M^\alpha(\xi)\,d\xi = \|f\|_{L^1_\psi(\mathbb{R}^d)} - B_\alpha \int_{\mathbb{R}^d} \text{div}(\xi g(\xi))(\xi)\,d\xi \\
= \|f\|_{L^1_\psi(\mathbb{R}^d)} + B_\alpha \int_{\mathbb{R}^d} g(\xi)\xi \cdot \nabla ((\xi)^\alpha\psi(\xi))\,d\xi
\]
Since \(\xi \cdot \nabla ((\xi)^\alpha\psi(\xi)) = q |\xi|^\alpha |\xi|^{-2q} \psi(\xi) + a(\xi)^\alpha |\xi|\psi(\xi)\), we get
\[
\int_{\mathbb{R}^d} (\lambda + \Sigma M(\xi))g(\xi)M^\alpha(\xi)\,d\xi \leq \|f\|_{L^1_\psi(\mathbb{R}^d)} + qB_\alpha \|g\|_{L^1_\psi(\mathbb{R}^d)} + aB_\alpha \|g\|_{L^1_{\psi+1}(\mathbb{R}^d)}.
\]
Since \(\Sigma M(\xi) > \sigma_0(\xi)\), we get the estimate
\[
\lambda\|g\|_{L^1_\psi(\mathbb{R}^d)} + \sigma_0 \|g\|_{L^1_{\psi+1}(\mathbb{R}^d)} \leq \|f\|_{L^1_\psi(\mathbb{R}^d)} + qB_\alpha \|g\|_{L^1_\psi(\mathbb{R}^d)} + aB_\alpha \|g\|_{L^1_{\psi+1}(\mathbb{R}^d)}.
\]
Therefore, fixing \(\alpha > 0\) such that \(\sigma_0 \geq \sqrt{2aB_\alpha} > aB_\alpha\) and taking then \(\lambda > qB_\alpha\), we get
\[
\|g\|_{L^1_{\psi+1}(\mathbb{R}^d)} \leq \frac{1}{\sigma_0 - aB_\alpha}\|f\|_{L^1_\psi(\mathbb{R}^d)}
\]
which gives the desired estimate. \(\square\)

**Remark C.4.** The above estimate directly yields \(\|g\|_{L^1_\psi(\mathbb{R}^d)} \leq \frac{1}{\lambda - qB_\alpha}\|f\|_{L^1_\psi(\mathbb{R}^d)}\), i.e.
\[
\|R(\lambda, T_\alpha)\|_{\mathcal{D}(L^1_\psi(\mathbb{R}^d))} \leq \frac{1}{\lambda - qB_\alpha}. \quad (C.2)
\]

Recall the definition of \(L_0^{R,\delta}\) :
\[
L_0^{R,\delta} h(\xi) = \int_{\mathbb{R}^d \times \mathbb{S}^{d-1}} (1 - \Theta_{\delta})|M(\xi')h(\xi') + M(\xi')h(\xi') - M(\xi)h(\xi_\tau)| \, |\xi - \xi_\tau| \, d\xi_\tau \, d\sigma.
\]
One can split \(L_0^{R,\delta}\) into positive and negative parts,
\[
L_0^{R,\delta} = L_0^{R,\delta,+} - L_0^{R,\delta,-}
\]
where
\[
L_0^{R,\delta,+} h(\xi) = \int_{\mathbb{R}^d \times \mathbb{S}^{d-1}} (1 - \Theta_{\delta})M(\xi)h(\xi_\tau) \, |\xi - \xi_\tau| \, d\xi_\tau \, d\sigma = M(\xi) \int_{\mathbb{R}^d} h(\xi_\tau) \nu_{\delta}(\xi, \xi_\tau) \, d\xi_\tau,
\]
with
\[
\nu_{\delta}(\xi, \xi_\tau) = |\xi - \xi_\tau| \int_{\mathbb{S}^{d-1}} (1 - \Theta_{\delta}(\xi, \xi_\tau, \sigma)) \, d\sigma.
\]
One has then the following whose proof is the same as that of [11, Lemma B.1 & Proposition B.2]

**Lemma C.5.** For any \(q > 0\), there exists \(\kappa_0(\delta) > 0\) such that \(\lim_{\delta \to 0} \kappa_0(\delta) = 0\) and
\[
\|L_0^{R,\delta,+} h\|_{L^1_\psi(\mathbb{R}^d)} \leq \kappa_0(\delta)\|h\|_{L^1_{\psi+1}(\mathbb{R}^d)}, \quad \forall h \in L^1_{\psi+1}(\mathbb{R}^d),
\]
while
\[
L_0^{R,\delta,-} : L^1_\psi(\mathbb{R}^d) \to L^1_\psi(\mathbb{R}^d)
\]
is bounded.

Introduce the sum \(Z_\alpha := L_0^{R,\delta} + T_\alpha\) with domain \(\mathcal{D}(Z_\alpha) = \mathcal{D}(T_\alpha)\). Combining both the above Lemmas, one gets that, as soon as \(\sigma_0 \geq \sqrt{2aB_\alpha} > 0\), it holds
\[
\|L_0^{R,\delta} R(\lambda, T_\alpha)\|_{\mathcal{D}(L^1_\psi(\mathbb{R}^d))} \leq \frac{\kappa_0(\delta)}{\sigma_0 - aB_\alpha}, \quad \forall \lambda > qB_\alpha.
\]
As a consequence, picking \(\delta > 0\) small enough so that
\[
\frac{\kappa_0(\delta)}{\sigma_0 - aB_\alpha} < 1
\]
one deduces that \( (qB_\alpha; +\infty) \subset \varrho(Z_\alpha^0) \), and
\[
\mathcal{R}(\lambda, Z_\alpha^0) = \mathcal{R}(\lambda, T_\alpha) \sum_{j=0}^{\infty} \left[ \mathcal{L}_{0,+}^R \mathcal{R}(\lambda, T_\alpha) \right]^j, \quad \forall \lambda > qB_\alpha.
\]
In particular, one checks from the above series representation that
\[
\|\mathcal{R}(\lambda, Z_\alpha^0)\|_{\mathcal{B}(L_1^q(\mathbb{R}), L_1^{q+1}(\mathbb{R}))} \leq \|\mathcal{R}(\lambda, T_\alpha)\|_{\mathcal{B}(L_1^q(\mathbb{R}), L_1^{q+1}(\mathbb{R}))} \sum_{j=0}^{\infty} \left\| \left[ \mathcal{L}_{0,+}^R \mathcal{R}(\lambda, T_\alpha) \right]^j \right\|_{\mathcal{B}(L_1^q(\mathbb{R}))}
\]
\[
\leq \frac{1}{\sigma_0 - aB_\alpha} \sum_{j=0}^{\infty} \left( \frac{\kappa_q(\delta)}{\sigma_0 - aB_\alpha} \right)^j = \frac{1}{\sigma_0 - aB_\alpha - \kappa_q(\delta)}, \quad \forall \lambda > qB_\alpha.
\]
(C.3)
Notice also that, according to (C.2),
\[
\lim_{\lambda \to \infty} \|\mathcal{R}(\lambda, Z_\alpha^0)\|_{\mathcal{B}(L_1^q(\mathbb{R}))} = 0.
\]
(C.4)
Introduce then \( Z_\alpha = Z_\alpha^0 - P_\alpha^0 \) with \( \mathcal{D}(Z_\alpha) = \mathcal{D}(Z_\alpha^0) \). Picking \( \lambda > qB_\alpha \) one has
\[
(\lambda - Z_\alpha) = (\lambda - Z_\alpha^0) + P_\alpha^0
\]
and, multiplying from the right by the resolvent \( \mathcal{R}(\lambda, Z_\alpha^0) \), one has
\[
(\lambda - Z_\alpha)\mathcal{R}(\lambda, Z_\alpha^0) = I + P_\alpha^0 \mathcal{R}(\lambda, Z_\alpha^0).
\]
Notice that all the operators here are well defined since the range of \( \mathcal{R}(\lambda, Z_\alpha^0) \) is \( \mathcal{D}(Z_\alpha) = \mathcal{D}(Z_\alpha^0) \) (which makes first the operator on the left-hand-side well defined) and, as such, is included in \( L_1^{q+1}(\mathbb{R}) \) which is the domain of \( P_\alpha^0 \). Moreover, from (C.3) and Proposition 3.2
\[
\|P_\alpha^0 \mathcal{R}(\lambda, Z_\alpha^0)\|_{\mathcal{B}(L_1^q(\mathbb{R}))} \leq \varepsilon_{0,q}(\alpha)\|\mathcal{R}(\lambda, Z_\alpha^0)\|_{\mathcal{B}(L_1^q(\mathbb{R}), L_1^{q+1}(\mathbb{R}))} \leq \frac{\varepsilon_{0,q}(\alpha)}{\sigma_0 - aB_\alpha - \kappa_q(\delta)}.
\]
One can therefore find \( \alpha \) small enough so that
\[
\|P_\alpha^0 \mathcal{R}(\lambda, Z_\alpha^0)\|_{\mathcal{B}(L_1^q(\mathbb{R}))} < 1, \quad \forall \lambda > qB_\alpha
\]
and, as such, \( I + P_\alpha^0 \mathcal{R}(\lambda, Z_\alpha) \) becomes invertible and so is \( (\lambda - Z_\alpha)\mathcal{R}(\lambda, Z_\alpha^0) \). This proves that, for \( \lambda > qB_\alpha \), \( \lambda - Z_\alpha \) is invertible with
\[
\mathcal{R}(\lambda, Z_\alpha) = \mathcal{R}(\lambda, Z_\alpha^0) \sum_{j=0}^{\infty} \left[ -P_\alpha^0 \mathcal{R}(\lambda, Z_\alpha^0) \right]^j.
\]
In particular, according to (C.4), \( \lim_{\lambda \to \infty} \|\mathcal{R}(\lambda, Z_\alpha)\|_{\mathcal{B}(L_1^q(\mathbb{R}))} = 0 \). Finally, since
\[
B_{\alpha,\delta} = Z_\alpha - \mathcal{L}_{0,+}^R
\]
with \( \mathcal{L}_{0,+}^R \) bounded, one deduces easily that \( \lambda - B_{\alpha,\delta} \) is invertible provided \( \lambda \) is large enough so that
\[
\|\mathcal{L}_{0,+}^R\|_{\mathcal{B}(L_1^q(\mathbb{R}))} \|\mathcal{R}(\lambda, Z_\alpha)\|_{\mathcal{B}(L_1^q(\mathbb{R}))} < 1.
\]
This, together with the hypo-dissipativity ensures that \( B_{\alpha,\delta} \) generates a \( C_0 \)-semigroup.
CONVERGENCE TO SELF-SIMILARITY FOR BALLISTIC ANNIHILATION DYNAMICS

REFERENCES

[1] R. J. Alonso, J. A. Canizo, I. M. Gamba & C. Mouhot, A new approach to the creation and propagation of exponential moments in the Boltzmann equation, Comm. Partial Differential Equations, 38 (2013) 155–169.
[2] R. J. Alonso, E. Carneiro, & I. M. Gamba, Convolution inequalities for the Boltzmann collision operator, Comm. Math. Phys., 298 (2010) 293–322.
[3] R. J. Alonso & I. M. Gamba, Gain of integrability for the Boltzmann collisional operator, Kinet. Relat. Models 4 (2011) 41–51.
[4] R. J. Alonso, I. M. Gamba & M. Tasković, Exponentially-tailed regularity and time asymptotic for the homogeneous Boltzmann equation, https://arxiv.org/abs/1711.06596v1, 2017.
[5] R. J. Alonso & B. Lods, Free cooling and high-energy tails of granular gases with variable restitution coefficient, SIAM J. Math. Anal. 42 (2010) 2499–2538.
[6] R. J. Alonso & B. Lods, Boltzmann Model for Viscoelastic Particles: Asymptotic Behavior, Pointwise Lower Bounds and Regularity, Commun. Math. Phys. 331 (2014) 545–591.
[7] V. Bagland & B. Lods, Existence of self-similar profile for a kinetic annihilation model, J. Differential Equations, 254 (2013) 3023–3080.
[8] V. Bagland & B. Lods, Uniqueness of the self-similar profile for a kinetic annihilation model, J. Differential Equations, 259 (2015) 7012–7059.
[9] E. Ben-Naim, P. Krapivsky, F. Leyvraz, & S. Redner, Kinetics of Ballistically Controlled Reactions, J. Chem. Phys. 98 (1994) 7284.
[10] F. Bouchut & L. Desvillettes, A proof of the smoothing properties of the positive part of Boltzmann’s kernel, Revista Mat. Iberoam. 14, (1998) 47–61.
[11] J. A. Cañizo, & B. Lods, Exponential trend to equilibrium for the inelastic Boltzmann equation driven by a particle bath, Nonlinearity 5(29) (2016) 1687–1715.
[12] F. COPPEN, M. DROZ & E. TRIZAC, Probabilistic ballistic annihilation with continuous velocity distribution, Physical Review E 69 (2004) 011302.
[13] F. COPPEN, M. DROZ & E. TRIZAC, Hydrodynamics of probabilistic ballistic annihilation, Physical Review E 72 (2004) 061102.
[14] F. COPPEN, M. DROZ & E. TRIZAC, Maxwell and very-hard-particle models for probabilistic ballistic annihilation: Hydrodynamic description, Physical Review E 72 (2006) 021105.
[15] M.P. GUADALI, S. MISCHEL, & C. MOUHOT, Factorization for non-symmetric operators and exponential H-theorem, Mémoires de la SMF, 153, 2017.
[16] M. I. GARCIA DE SORIA, P. MAYNAR, G. SCHEHR, A. BARRAT, & E. TRIZAC, Dynamics of Annihilation I : Linearized Boltzmann Equation and Hydrodynamics, Physical Review E 77 (2008) 051127.
[17] A. JÜNGEL, Entropy methods for diffusive partial differential equations, BCAM Springer Briefs, 2016.
[18] P. Krapivsky & C. Sire, Ballistic Annihilation with continuous isotropic initial velocity distribution, Phys. Rev. Lett. 86 (2001) 2494.
[19] T. Kato, Perturbation theory for linear operators, Classics in Mathematics, Springer Verlag, 1980.
[20] J. Krug & H. Spohn, Universality classes for deterministic surface growth, Phys. Rev. A 38 (1988) 4271.
[21] P. Maynar, M.I. Garcia de Soria, G. Schehr, A. Barrat, & E. Trizac, Dynamics of Annihilation II : Fluctuations of Global Quantities Physical Review E 77 (2008) 051128.
[22] S. Mischler & C. Mouhot, Cooling process for inelastic Boltzmann equations for hard-spheres, Part II: Self-similar solution and tail behavior, J. Statist. Phys. 124 (2006) 655-702.
[23] S. Mischler & C. Mouhot, Stability, convergence to self-similarity and elastic limit for the Boltzmann equation for inelastic hard-spheres, Comm. Math. Phys. 288 (2009) 431–502.
[24] S. Mischler & J. Scher, Spectral analysis of semigroups and growth-fragmentation equations. Ann. Inst. H. Poincaré Anal. Non Linéaire, 33 (2016) 849–898.
[25] S. Mischler, Erratum: Spectral analysis of semigroups and growth-fragmentation equations, https://hal.archives-ouvertes.fr/hal-01422273, 2017.
[26] M. Mokhtar-Kharrroubi, Mathematical topics in neutron transport theory, new aspects; Series on Advances in Mathematics for Applied Sciences, vol. 46, World Scientific, Singapore, 1997.
[27] M. Mokhtar-Kharrroubi, On Schrödinger semigroups and related topics, J. Funct. Anal. 256 (2009) 1998–2025.
[28] C. Mouhot, Rate of convergence to equilibrium for the spatially homogeneous Boltzmann equation with hard potentials, Comm. Math. Phys. 261 (2006) 629–672.
[29] C. Mouhot & C. Villani, Regularity theory for the spatially homogeneous Boltzmann equation with cut-off, Arch. Rational Mech. Anal. 173 (2004) 169–212.
[30] J. Piasequi, E. Trizac & M. Droz, Dynamics of ballistic annihilation, Phys. Rev. E 66 (2002) 066111.
[31] A. Pulvirenti & B. Wennberg, A Maxwellian lower bound for solutions to the Boltzmann equation, Comm. Math. Phys. 183 (1997) 145–160.
[32] I. Tristani, Boltzmann equation for granular media with thermal force in a weakly inhomogeneous setting, J. Funct. Anal. 270 (2016) 1922–1970.
[33] E. Trizac, Kinetics and scaling in ballistic annihilation, Phys. Rev. Lett. 88 (2002) 160601.
[34] C. Villani, Fisher information estimates for Boltzmann’s collision operator, *Journal de Mathématiques Pures et Appliquées*, 77 (1998) 821–837.
[35] C. Villani, Cercignani’s conjecture is sometimes true and always almost true, *Comm. Math. Phys.* 234 (2003) 455–490.

**DEPARTAMENTO DE MATEMÁTICA, PUC-RIO, RUA MARQUÊS DE SÃO VICENTE 225, RIO DE JANEIRO, CEP 22451-900, BRAZIL.**

E-mail address: ralonso@mat.puc-rio.br

**UNIVERSITÉ CLERMONT AUVERGNE, LMBP, UMR 6620 - CNRS, CAMPUS DES CÉZEAXS, 3, PLACE VASARELY, TSA 60026, CS 60026, F-63178 AUBIÈRE CEDEX, FRANCE.**

E-mail address: Veronique.Bagland@math.univ-bpclermont.fr

**UNIVERSITÀ DEGLI STUDI DI TORINO & COLLEGIO CARLO ALBERTO, DEPARTMENT OF ECONOMICS AND STATISTICS, CORSO UNIONE SOVIETICA, 218/bis, 10134 TORINO, ITALY.**

E-mail address: bertrand.lods@unito.it