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Abstract—Spectrum scarcity necessitates innovative, spectral-efficient strategies to meet the ever-growing demand for high data rates. Faster-than-Nyquist (FTN) signaling emerges as a compelling spectral-efficient transmission method that pushes transmit data symbols beyond the Nyquist limit, offering enhanced spectral efficiency (SE). While FTN signaling maintains SE with the same energy and bandwidth as the Nyquist signaling, it introduces increased complexity, particularly at higher modulation levels. This complexity predominantly arises from the detection process, which seeks to mitigate the intentional intersymbol interference generated by FTN signaling. Another challenge involves the generation of reliable log-likelihood ratios (LLRs) vital for soft channel decoders. In this study, we introduce a lookup table (LUT) aided soft output semidefinite relaxation (soSDR) based sub-optimal FTN detector, which can be extended to higher modulation levels. This detector possesses polynomial computational complexity, given the negligible complexity associated with soft value generation. Our study assesses the performance of this soft output detector against that of the optimal FTN detector, Bahl, Cocke, Jelinek and Raviv (BCJR) algorithm as the benchmark. The likelihood values produced by our LUT aided semidefinite relaxation (SDR) based FTN signaling detector show promising viability in coded scenario.

Index Terms—Faster-than-Nyquist signaling, semidefinite relaxation, soft output generation, BCJR, low-complexity detection.

I. INTRODUCTION

With the escalating demands for higher data rates and finite spectrum resources, there is an imperative to develop bandwidth-efficient transmission techniques. Faster-than-Nyquist (FTN) signaling emerges as a potent solution in this space, using non-orthogonal pulses in the time domain to transmit more data within the same bandwidth and signal-to-noise ratio (SNR) [1]. Recent attention from both industry and academia has revived interest in FTN signaling, spotlighting its potential in various applications such as point-to-point microwave backhaul links, optical long-haul links, digital video broadcasting, satellite communications, and next-generation cellular networks with massive antenna arrays at base stations [2], [3]. While FTN signaling enhances the SE, it introduces controlled inter-symbol interference (ISI) between neighboring pulses at the receiver [1], [4], [5]. Addressing this ISI necessitates advanced signal processing techniques, which in turn add to the detection complexity. At the same time, a significant advancement towards the practical deployment of FTN signaling is the development of FTN signaling detectors that produce soft output decisions. But generating soft outputs also introduces its own set of challenges, especially in crafting log-likelihood ratio (LLR) values for channel decoders in coded setups. The precise LLR calculation for a single bit in an $N$-bit sequence involves processing $2^N$ hard-output sequences, meaning a daunting computational task. In the FTN signaling context, while the coded studies that employ the BCJR algorithm as the FTN detector have already reliable LLR values, the coded studies that propose new low-complexity detectors find the LLR values by reducing the search space not to increase more complexity, [6] that uses the list-sphere decoding as a detector finds the LLR values after pre-determining initial distance to give $N_L$ sequences with the help of deep learning, and if the decoder cannot obtain $N_L$ sequences in the predetermined distance it increases the search distance to get enough sequences, yielding to $O(N_LN^2)$ compared to $O(2^NN^2)$ required for the calculation of the exact LLR values. The work in [7] that proposes the classification...
approach and classifies $N_p$-dimensional sequence instead of $N$-dimensional to detect each symbol taking the $N_L$ sequences into account to calculate the soft values, necessitating the complexity of $O(N_L N_p^2)$. LLR generation studies for BPSK modulation will be much more complex for higher modulation.

This paper introduces a low-complexity lookup table (LUT) aided soft-output semidefinite relaxation (soSDR) based detector, tailored for coded FTN signaling systems. SDR-based FTN detectors, as highlighted in [8] and [9], are commendable due to their good performance combined with polynomial time complexity. Our proposed soft-output generation method that fully works offline furnishes dependable LLR values for the channel decoder. This is achieved without inflating the complexity compared to the innate complexity of the semidefinite relaxation optimization. To validate the efficiency of our proposed method, we simulated the soSDR FTN signaling detector within the context of polar codes for channel coding, comparing its performance against the benchmark BCJR detector. Simulations indicate that the soSDR detector generates reliable soft values, striking a good balance between bit error rate (BER) performance and detection complexity.

The structure of this paper is as follows: Section II reviews the coded FTN signaling system model. The proposed soft-output semidefinite relaxation-based detector is elaborated in Section III. Section IV presents the complexity comparison of the soSDR against the BCJR, followed by simulation outcomes in Section V. The paper is concluded in Section VI.

The following notation is used throughout the paper: The operators $tr(\cdot)$, $||\cdot||$, $Pr(\cdot)$, $p(\cdot)$ and $(\cdot)^T$ represent the trace of a matrix, the Euclidean norm, the probability, the probability density function and the Hermitian transpose, respectively. Uppercase bold letters denote matrices whereas column vectors are shown by lowercase bold letters. Scalar variables are indicated in italic font.

II. SYSTEM MODEL

Fig. 1 depicts a block diagram of a polar coded communication system using FTN signaling. On the transmitter side, a sequence $k$ comprising $K$ information bits undergoes polarization through a polar encoder, leveraging a recursive butterfly structure. This process polarizes $N$ channels into highly reliable and completely unreliable channels, respectively. The encoder yields $N$ bits, allocating the $K$ most reliable bit positions to information bits, termed as the free bits. The remaining $N - K$ positions, recognized as frozen bits, are set to a value of 0. The bits placed onto a vector $u$ are encoded as

$$ c = uG, \quad (1) $$

where $G$ represents the polar code generator matrix.

Each bit in the codeword $c$ undergoes $M$-ary pulse amplitude modulation ($M$-PAM), followed by shaping via a unit energy pulse $z(t)$. Please note that all of the equations are valid for other $M$ values, and can also be extended to $M$-ary quadrature amplitude modulation ($M$-QAM), with some modifications. $M = 4$ is chosen to make it easier to understand with channel coding. Then, symbols are transmitted every $\tau T$, where $0 < \tau \leq 1$ signifies the FTN signaling acceleration parameter, and $T$ is the symbol duration. After this process, the signal travels through an additive white Gaussian noise channel (AWGN), represented as $w(t)$. At the receiver, to retrieve the transmitted symbols from the noisy signal, a matched filter is employed. The output from this filter is

$$ y(t) = \sqrt{\frac{K}{N}} E_s \sum_{n=1}^{N} a_n g(t - n\tau T) + q(t), \quad (2) $$

where $a$ is the sequence of symbols whose are the 4-PAM data, $a_n, n = 1, 2, \ldots, N$, and $E_s$ is the energy of the data symbol, $\frac{K}{N}$ is the code rate, $g(t)$ and $q(t)$ are the convolution of $z(t)$ and $w(t)$, respectively, with the matched filter. The signalizing rate is $\frac{1}{\tau T}$. The received signal, denoted by $y(t)$, undergoes sampling every $\tau T$ seconds, and the $l$th received sample can be described by

$$ y_l = y(l\tau T) $$

$$ = \sqrt{\frac{K}{N}} E_s \sum_{n=1}^{N} a_n g(l\tau T - n\tau T) + q(l\tau T) $$

$$ = \sqrt{\frac{K}{N}} E_s a_1 g(0) $$

$$ + \sqrt{\frac{K}{N}} E_s \sum_{n=1}^{N} a_n g(l\tau T - n\tau T) $$

$$ + q(l\tau T). $$

From (3), the received signal encompasses the desired symbol, noise, and the Inter-Symbol Interference (ISI). The signal can be vectorized as

$$ y = \sqrt{\frac{K}{N}} E_s a \ast g + q_e, \quad (4) $$

where $q_e$ is the colored noise, $\ast$ is the convolution operator, and $g$ is the ISI vector. Subsequently, we can represent (4) in the form

$$ y = Ga + q_e, \quad (5) $$

where $G$ is the ISI matrix and $q_e$ is the colored noise with probability density function of $N(0, \sigma^2 G)$. After an
approximate whitening matched filter [10] is used the received vector becomes
\[ y = V a + q_w, \]  
where \( V \) denotes the newly constructed ISI matrix based on the causal ISI vector. \( q_w \) represents the whitened noise, having a probability density function (pdf) \( N(0, \sigma^2 I) \), with \( I \) being the identity matrix. This allows us to formally present the maximum likelihood sequence estimation (MLSE) problem of detecting \( M \)-PAM FTN signaling at the receiver as
\[ \text{minimize } a \quad \| y - V a \|_2^2, \]  
where \( a \) represents an \( N \times 1 \) symbol vector derived from the relevant alphabet constellation. To address the detection problem presented in (7), we propose an SDR-based FTN signaling detector. This detector efficiently produces soft outputs utilizing lookup tables (LUTs), ensuring a minimal increase in computational complexity compared to its hard-output counterpart.

![Fig. 2: Successive cancellation decoding of polar codes for \( N = 4 \) bits.](image)

Soft outputs derived from solving the detection problem in (7) serve as the initial LLR input to the polar decoder. Within this polar decoder, the successive cancellation decoding algorithm (SCD) is employed to estimate the bit sequence \( \hat{k} \) [11]. Fig. 2 provides an illustration of a 4-bit SCD example, utilizing three distinct functions: \( f \), \( g \), and \( d \). Inputs \( \delta_0 \) and \( \hat{u}_i \) \( (i = 1, 2, 3, 4) \) correspond to the initial LLR value and the hard decision for the \( i \)-th bit, respectively. Functions \( f \) and \( g \) are symmetric positive semidefinite matrix. Since \( |y|^2 \) is independent of \( a \), the \( M \)-PAM FTN signaling detection problem can be expressed as
\[ \hat{a} = \arg \min_{a \in M^{N+1}} \text{tr}\{V^H VA\} - 2a^H V^H y, \]  
where \( M \) represents the modulation alphabets. The FTN signaling detection problem in (14) is a nonconvex problem with rank one constraint due to \( A = aa^H \); hence, it is hard to solve. We relax this rank one constraint, [9] adding a convex positive semidefinite constraint of \( A - aa^H \geq 0 \). Now, the general optimization form of the FTN signaling detection problem in (14) can be written as
\[ \hat{a} = \arg \min_{a \in M^{N+1}} \text{tr}\{V^H VA\} - 2a^H V^H y \]  
subject to constraints of the modulation schemes
\[ A - aa^H \geq 0, \]  
by denoting the constellation alphabet by polynomial constraints [12]: \((a-p_1)...(a-p_2)(a+p_1)(a+p_2)...(a+P_M)\), where \( p_1, p_2, ..., P_M \) are constellation points. For the purpose of elucidation, the polynomial expression for a 4-PAM
modulation becomes: \((a-3)(a-1)(a+1)(a+3) = b^2-10b+1\).

Using \(a^2 = b\) the problem is detailed as

\[
\begin{align*}
\min_{\mathbf{x}} & \quad \text{tr}\{\Omega \mathbf{X}\} \\
\text{s.t.} & \quad \text{diag}\{\mathbf{X}_{1,...,N,1,...,N}\} - \mathbf{X}_{N+1,...,2N,2N+1} = 0 \\
& \quad \text{diag}\{\mathbf{X}_{N+1,...,2N,2N+1}\} \\
& \quad -10\mathbf{X}_{N+1,...,2N,2N+1} + 9 = 0 \\
& \quad \mathbf{X}_{2N+1,2N+1} = 1,
\end{align*}
\]

where the objective function in (14) is written in the form of 
\(\text{tr}\{\Omega \mathbf{X}\}\) using

\[
\Omega = \begin{bmatrix} 
\mathbf{V}^H \mathbf{V} & 0 - \mathbf{V}^H \mathbf{y} \\
0 & 0 & 0 \\
-\mathbf{y}^H \mathbf{V} & \mathbf{y}^H \mathbf{y}
\end{bmatrix}_{2N+1 \times 2N+1},
\]

and

\[
\mathbf{X} = \left[ \begin{array}{c}
a \\
b \\
1 \\
\end{array} \right]_{2N+1 \times 1} \left[ \begin{array}{c}
a^H \\
b^H \\
1 \\
\end{array} \right]_{1 \times 2N+1},
\]

as in [13].

Here, the variable matrix \(\mathbf{X}\) that includes the symbol sequence is optimized and the optimization outputs \(\mathbf{x}\) whose elements are \(x_n, n = 1, 2, ..., N\). Note that the size \(N\) of the polynomial constraints in the detection problem correspondingly expands as the modulation level increases. This is because the modulation alphabet expands with the modulation level, which is optimized and the optimization outputs are calculated as follows:

\[
\lambda_n^m = \ln \frac{P_r(c_n^m = 0|x_n)}{P_r(c_n^m = 1|x_n)} \\
= \ln \frac{p(x_n|c_n^m = 0)P_r(c_n^m = 0)/p(x_n)}{p(x_n|c_n^m = 1)P_r(c_n^m = 1)/p(x_n)} \\
= \ln \frac{p(x_n|c_n^m = 0)}{p(x_n|c_n^m = 1)}
\]

where \(P_r(c_n^m = 0) = P_r(c_n^m = 1) = 1/2\). Assuming \(x_n \sim \mathcal{N}(\mu, \sigma^2)\) i.i.d., lookup tables are generated offline to get the LLRs, \(\lambda_n^m\) directly instead of searching for all of the vector space. We sort the stages of generation of the LUTs for M-PAM as follows:

- Set \(\frac{E_s}{N_0}\) in uncoded SDR detector based on \(\frac{E_b}{N_0}\), modulation level, and the code rate that will be operated.
- Transmit \(R\) symbol sequences of length \(N\).
- Pass them through the channel.
- Get the outputs \(x_n\) of the uncoded SDR based FTN detector.
- Obtain the histogram of the \(x_n\) by dividing the range of \([\min(1 - 2^{m+1}) \max(2^{m+1} - 1)], m = 0, 1, \ldots, \log_2M - 2, \log_2M - 1\), in which interval the detector outputs, to \(J\) bins. Based on the positions of transmit bits, \(c_n^m\) of the symbol \(a_n\), calculate the conditional probability density functions \(p(x_n|c_n^m = 1), p(x_n|c_n^m = 0)\) in (19) using the output of the detector \(x_n\). Please note that while obtaining the conditional pdfs we do not use the matched filter output \(y\) but the detector output \(x_n\), maximum likelihood decoding of which gives the estimated symbol \(\hat{a}\).
- Get the look-up tables by calculating the LLRs for every bit of the symbol for the \(\frac{E_s}{N_0}\) dB of interest.
- Apply the curvefitting operation to the tables to remove the discontinuities in them that causes the channel decoder not to work well. In the curvefitting stage, we break the unfitted curve in Figs. 5 and 6 into three parts. In the first and third parts of the curves corresponding to the ranges of \((-3, -1)\) and \((1, 3)\), respectively, we fit them using the first-degree polynomial. When it comes to the range of \((-1, 1)\) the second- and third-degree polynomials are fitted with the mentioned part for \(\lambda_n^1\) and \(\lambda_n^3\), respectively.
- Find the LLR index corresponding to the detector output using

\[
x_{\text{index}}^n = \min(\lfloor \max(\{x_n + \max(2^{m+1} - 1)J/M\} + 1, 1)\rfloor),
\]

and pick the corresponding LLR \(\lambda_n^m\) from LUT.

IV. COMPLEXITY ANALYSIS

Since the number of iterations by the numerical solver is polynomial in size of the problem (the number of variables and constraints) as expressed in [13] the semidefinite relaxation based optimization method is polynomial time complexity, like \(\mathcal{O}(N^3)\). In the complexity comparison, we do not take the offline generation of the LUTs into account, thus, the soSDR can be said to have a similar complexity to the hard-output SDR detector. While the soSDR has still polynomial time complexity for higher modulation levels it has a significant advantage over the BCJR detector as the soSDR’s complexity does not depend on the ISI length with which the BCJR detector has an exponentially increasing complexity [1].

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed soSDR detector for a coded FTN signaling system over an AWGN channel. The proposed soSDR is simulated for the value of \(\tau = 0.8\). In the simulations, we work on the 4-PAM with Gray coding and a root raised cosine filter with roll-off factor \(\alpha = 0.5\) are adopted. In the generation of the look-up tables, we set the number of transmit sequences \(R\) to 10000, the number of bins \(J\) to 300; hence, \(\Delta t = 6/300 = 0.02\) in the pdf figures. For channel coding, polar codes of rate of 3/4 and codeword length of \(N = 256\) are used.

Figs 3 and 4 illustrate the conditional probability density functions (pdfs) \(p(x_n|c_n^0 = 0)\) and \(p(x_n|c_n^0 = 1)\) for the least significant bit (LSB), along with the conditional pdfs \(p(x_n|c_n^1 = 0)\) and \(p(x_n|c_n^1 = 1)\) for the most significant bit (MSB), respectively. When the LSB of the transmitted symbol is 0, it is anticipated that the likelihood of the detected symbols being −3 or 3 is high, given that the LSB is 0 exclusively for those symbols, as evident in Fig. 3.
Fig. 3: Probability density functions of $x_n$ given $c_n^0 = 0$ and $c_n^0 = 1$ for the soSDR detector.

Fig. 4 also shows that the detector may be able to incorrectly identify the symbols at lower $\frac{E_s}{N_0}$ values, meaning less reliable LLR in the MSB position. Nevertheless, with an increase in $\frac{E_s}{N_0}$, the received signal is more likely to fall within the correct decision regions.

Furthermore, the LLRs for the LSB (least significant bit) and MSB (most significant bit) are plotted at the different $\frac{E_s}{N_0}$ values in Figs. 5 and 6. As can be seen, there are some discontinuities in the LLRs. This is why we use the curvefitting operation. According to the value at the output of the detector the fitted value is taken from the LSB and MSB tables. Finally, we demonstrate the BER performance of the uncoded and polar coded FTN system with the soSDR detector. At the BER of $10^{-4}$, the detector almost follows the BCJR performance, there is a gap of 0.1 dB between them at the BER of $10^{-4}$, and it also achieves a SE of 1.6667 bits/sec/Hz in the uncoded scenario, compared to the SE of 1.3333 bits/sec/Hz in the Nyquist signaling, meaning that FTN signaling can provide $1.6667 - 1.3333 = 25\%$ more SE than Nyquist signaling. In the coded case, with the code rate (CR) of $\frac{2}{3}$, the SE reduces to 1.25 bits/sec/Hz and at the same BER of $10^{-4}$, the performance of the detector is 0.8 dB away from the BCJR, using the LUT at $\frac{E_s}{N_0} = 5$ dB; i.e., at $\frac{E_b}{N_0} = 3.23$ dB since $\frac{E_b}{N_0} = \frac{E_s}{N_0} - 10\log_{10}(m) - 10\log_{10}(m)CR$. Moreover, if the lookup table based on each signal-to-noise ratio (SNR) per symbol is used the detector can approach 0.3 dB more to the BCJR, showing how the SNR based lookup tables affect the performance in favor of the detector. Lastly, it can be seen that the SE gain in the FTN signaling may come at the cost of performance when compared to the Nyquist signaling.
Bit Error Rate (BER) for a low-complexity FTN signaling detector. In the uncoded case, our detector achieved BER results comparable to the well-established BCJR. We evaluated its performance through simulations, comparing it to the BCJR. The added complexity for this detector is minimal, showing potential for integration into future communication systems. This highlights the need for generating reliable soft outputs. In our research, we introduced the soSDR FTN detector, which can be extended to higher modulation levels. Notably, the added complexity for this detector is minimal, achieved mainly through the offline creation of LUTs based on the detector’s outputs. We evaluated its performance through simulations, comparing it to the well-established BCJR, recognized for its reliable LLRs. In the uncoded case, our detector was 0.1 dB behind the BCJR at a BER of 10^{-4}. In a coded setting, the difference between the soSDR detector and the BCJR was 0.8 dB at the same BER, but this gap narrowed to 0.5 dB when using SNR-based LUTs. With this approach, the soSDR FTN detector provides a sensible equilibrium between performance and complexity in relation to the produced LLRs.

VI. CONCLUSION

FTN signaling, with its increased detection complexity, emerges as a viable option for bandwidth-efficient transmission, showing potential for integration into future communication systems. To fully understand the practical benefits of the FTN signaling, it is necessary to explore low-complexity soft-output detection algorithms, especially when channel coding is involved. This highlights the need for generating reliable soft outputs. In our research, we introduced the soSDR FTN detector, which can be extended to higher modulation levels. Notably, the added complexity for this detector is minimal, achieved mainly through the offline creation of LUTs based on the detector’s outputs. We evaluated its performance through simulations, comparing it to the well-established BCJR, recognized for its reliable LLRs. In the uncoded case, our detector was 0.1 dB behind the BCJR at a BER of 10^{-4}. In a coded setting, the difference between the soSDR detector and the BCJR was 0.8 dB at the same BER, but this gap narrowed to 0.5 dB when using SNR-based LUTs. With this approach, the soSDR FTN detector provides a sensible equilibrium between performance and complexity in relation to the produced LLRs.
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