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ABSTRACT Prostate cancer is the most common cancer in men after lung cancer. Generally, the segmentation of the prostate is the preprocessing work for the diagnosis of prostate cancer. Aiming at the variety of prostate and the similarity of visual characteristics between prostates and their surroundings, this paper proposes a new prostate segmentation network based on MR images, denoted as ProSegNet. ProSegNet consists of two parts: encoder and decoder. To improve the feature extraction capability of the encoder, we use dense blocks as the feature extraction unit, and at the same time introduce a cross-stage partial (CSP) structure to reduce the amount of calculation. In the design of the decoder structure, we integrated the spatial attention mechanism and the channel attention mechanism to enable it to focus on the important features while ignoring the invalid features. In addition, to segment the prostate more accurately, we add a prostate contour segmentation branch to the output of the segmentation network to learn the contour features of the prostate. Finally, to alleviate the problem of small intensity difference between the prostate and surrounding tissues, we designed a truncated intensity stretching image enhancement method. The performance of ProSegNet has been experimentally verified in the Promise12 and ProstateX datasets. On the Promise12 dataset, the dice similarity coefficient (DSC) and hausdorff (Haus) distance are 0.908 and 9.87 respectively. On the ProstateX dataset, the DSC and Haus reach the results of 0.892 and 10.45, respectively. Experimental results show that the ProSegNet can obtain a competitive performance.

INDEX TERMS Prostate segmentation, magnetic resonance image, convolutional neural network, attention mechanism, multi-task learning.

I. INTRODUCTION

The prostate is the largest substantial organ in the accessory glands of the male genitalia, which has the physiological function of secreting and storing prostate fluid. It is located at the bottom of the pelvic cavity, with a bladder on the top, a pubic bone in the front, and a rectum in the back [1]. It is in a relatively secret location in the human body and is difficult to directly observe and touch. The size and appearance of the prostate resemble an inverted and slightly flat chestnut, with a wide upper end, a narrow lower end and a flat back. Most adult men have a prostate that weighs 7 to 16 grams and is about 20 cm in size. In clinical diagnosis, if the volume of the prostate exceeds 30 cm, it can be diagnosed as the benign prostatic hyperplasia [2].

Due to the bad living habits of modern people, such as prolonged sitting for a long time, excessive drinking, irregular work and rest, etc., the incidence of prostate disease is increasing year by year. Prostate disease is common in middle-aged and elderly people, but in recent years, the affected population has gradually shown a younger trend [3]. High-incidence diseases of the prostate include prostatitis, benign prostatic hyperplasia, and prostate cancer. In particular, prostate cancer has become the second leading cause of death among American men [4]. According to statistics, prostate cancer is the most common male cancer in 84 countries, with a high incidence in developed countries, and the number of patients in developing countries is also increasing year by year [5].

Common diagnostic methods for prostate cancer include serum prostate specific antigen (PSA) examination, transrectal ultrasound (TRUS), computer tomography (CT) image examination, magnetic resonance (MR) image inspection, biopsy inspection, etc [6]. Serum PSA is one of the serum markers of prostate cancer, but prostate enlargement caused by diseases such as prostatitis and benign prostatic
can automatically segment the prostate from the MR image and accurately determine the position, boundary, and volume of the prostate, so as to help clinicians quickly locate the prostate, identify abnormal shapes, and calculate the PSA concentration based on the volume. Besides, prostate segmentation is also the pre-processing work for prostate lesion detection and benign and malignant judgment. In general, our technical contributions in this work mainly include the following four points.

1. A truncated intensity stretching image enhancement method is designed to alleviate the problem of small intensity differences between the prostate and surrounding tissues.
2. The dense connection structure and the cross-stage partial (CSP) network structure are applied to the encoder to improve the feature extraction ability of the encoder without increasing the amount of calculation.
3. Combine the spatial attention mechanism and channel attention mechanism, and apply it to the decoder, so that the decoder can better focus on the effective features.
4. To obtain more accurate segmentation results, we add a prostate contour segmentation branch to the output of the segmentation network to learn the contour features of the prostate and further refine the segmentation results.

II. RELATED WORK

Regarding the existing prostate segmentation methods, this paper divides them into two categories to explain, namely, the prostate segmentation method based on traditional image processing and the prostate segmentation method based on deep learning.

A. PROSTATE SEGMENTATION METHOD BASED ON TRADITIONAL IMAGE PROCESSING

Zwiggelaar et al., proposed a semi-automatic prostate MR image segmentation method, which uses prostate anatomical features to convert the original image into a polar coordinate transformation space for representation, and then use methods such as boundary tracking and non-maximum suppression to finally determine the boundary of the prostate [16]. Similarly, Samiee et al., divided the prostate into four quadrants and utilized the prior knowledge of the prostate boundary in different quadrants to track the prostate boundary [17]. Tapia et al., applied the different manifestations of signal singularities and noise in the wavelet domain, and tracked the prostate boundary based on the prior knowledge of spatial variation rules [18]. Moreover, Cootes et al., published a prostate segmentation method based on Active Shape Model (ASM), which designed a shape template based on statistical data, and then used ASM for prostate contour segmentation [19]. Klein et al., designed a prostate segmentation method based on atlas non-rigid registration. The method first non-rigid registration of the image in the atlas with the target patient image, and then fused the tags of the atlas to obtain the segmentation result [20]. In a similar manner, Dowling et al., also designed a prostate segmentation method based on multi-atlas. This method first performs non-rigid
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**FIGURE 1.** The imaging characteristics of prostate in MR images.
registration, and then dynamically merges the multiple atlases to further improve the accuracy of prostate segmentation [21].

To make better use of the shape information of the prostate, Vikal et al., constructed a semi-automatic prostate segmentation method. This method first uses template matching in one slice to find the outline of the prostate, and then spreads to other slices to obtain a three-dimensional prostate structure [22]. Zhang et al., also designed a semi-automatic prostate segmentation method, which specifies the foreground and background in a human-computer interaction manner, and performs prostate segmentation based on the active contour model [23]. Further, Toth et al., presented an ASM-based segmentation method, which initializes the ASM by automatically identifying the prostate spectrum in the MR image, which improves the problem of manually initializing the ASM. And by clustering the segmentation results of multiple slices, the expansion from 2D segmentation to 3D segmentation is realized [24]. Singh et al., used Chan-Vese active contour model and morphological operations to segment the prostate[25]. In addition, Martin et al., proposed a prostate segmentation method based on atlas and key point matching, which segment the prostate by registering images of multiple patients with images of the target patient [26]. Firjany et al., adopted a graph cut method to segment the prostate. This method optimizes the energy function of the first-order image operator, the second-order spatial variant homogeneity operator, and the prostate shape operator to segment the prostate in the MR image [27]. Richard et al., applied the clustering method to the prostate segmentation method. They clustered each pixel based on the features extracted by the four texture energy measurement methods, thereby marking each pixel in the image as prostate tissue or non-prostate tissue [28].

B. PROSTATE SEGMENTATION METHOD BASED ON DEEP LEARNING

Allen et al., published an automatic prostate segmentation method, which classifies each voxel point in the peripheral zone and the central zone, and uses a 3D statistical shape modeling method to segment the prostate [29]. Makni et al., used deformable models and probabilistic frames to segment the prostate. They first use the statistical shape model as prior knowledge, then use the Gaussian mixture model for histogram matching, and finally perform label optimization based on Bayesian posterior classification [30]. Further, Mohamed et al., proposed a supervised learning method of prostate segmentation [31]. This method extracts and analyzes the spectral features of the prostate in the TRUS image, then uses the Gabor filter [32] and the image’s frequency and spatial features to locate the prostate, and finally uses the support vector machine [33] to classify the voxel points in the prostate region. Liu et al., proposed an unsupervised prostate cancer segmentation method [34], which uses fuzzy Markov random field [35] to segment the prostate in MR images. Khurd et al., first used the classifier trained by the GMM-EM algorithm to locate the center of the prostate, and then combined the shape model and MLRW to segment the prostate [36]. Moreover, Mahapatra et al., reported an automatic prostate segmentation method based on random forest (RF) and graph cuts. They use supervoxel segmentation to automatically select regions of interest, and then use image features and RF classifiers to classify them [37].

In view of the wide application of the CNN method on natural images, many CNN-based prostate segmentation methods have been published in recent years. For example, Zhu et al., designed a prostate segmentation method based on a deep convolutional neural network. This method deepens the network depth of CNN to extract advanced semantic features, and uses Dicecoefficient as the loss function to improve the uneven distribution of foreground and background in the image [38]. Karimi et al., proposed a prostate segmentation method based on CNN and statistical shape model, which uses CNN to predict the center position of the prostate and the parameters of the shape model to determine the location of key points on the surface of the prostate [39]. Similarly, Moradi et al., first utilized CNN to locate the region of the prostate, then adapted the probability atlas to obtain the initial segmentation results, and finally applied the statistical shape model to limit the contour to the allowed shape [40]. Clark et al., used a fully convolutional neural network (FCNN) to segment the prostate in diffusion-weighted imaging (DWI). They first locate the prostate in the three-dimensional DWI image and then perform segmentation [41]. Besides, Tian et al., utilized a deep FCNN to automatically segment the prostate, which is essentially a pixel-level classification network [42]. Jia et al., first used image registration to perform coarse segmentation of the prostate; then trained a pixel-level CNN classification model to predict whether the pixels in the candidate region are prostate pixels; finally introduced ensemble learning for fine segmentation [43]. Zhang et al., designed a new CNN structure, denoted as Z network, to segment the prostate from MR images. The Z network can capture more effective features by using cascading and dense connections [44]. Yaniv et al., segmented the prostate based on 3D V-net [45] and optimized the speed and memory limitations of this network [46]. Additionally, Jin et al., applied bicubic interpolation to preprocess the low frequency part of the prostate MR image, and then used an improved 3D V-Net (3D PBV-Net) to segment the prostate [47]. Silva et al., proposed a two-stage prostate segmentation method. They first classified the prostate and non-prostatic tissues based on clustering and probability atlas in the CNN model combined with particle swarm optimization algorithm, and then adopted the 3D Chan-Vese active contour model to obtain the prostate mask [48].

III. THE PROPOSED METHOD

The prostate segmentation method proposed in this paper will be described in detail below. The method is mainly composed of three parts, namely: data preprocessing, segmentation network design and network model training.
A. TRUNCATED INTENSITY STRETCHING IMAGE ENHANCEMENT

The prostate MR image contains a variety of image sequences, such as T2 weighted sequence, DWI image, ADC image, and KTrans image. Because the resolution of T2-weighted images is high, and the tissue structure can be clearly observed in T2-weighted images, we will perform prostate segmentation in T2-weighted images. To make the prostate region clearer in the T2-weighted image, we first use Eqs. (1)-(3) to stretch the contrast of the T2-weighted image. Then use contrast limited adaptive histogram equalization (CLAHE) [49] for image enhancement, where the clipping limit is set to 0.05.

\[
\begin{align*}
\text{min}_\text{value} & = \text{Sort}(\text{gray_list})[\text{len}(\text{gray_list})/100] \\
\text{max}_\text{value} & = \text{Sort}(\text{gray_list})[\text{len}(\text{gray_list})/100 \times 99] \\
\text{stretch}_\text{img} & = \frac{\text{gray}_\text{img} - \text{min}_\text{value}}{\text{max}_\text{value} - \text{min}_\text{value}} \times 255
\end{align*}
\]

where “Sort” means ascending sorting; “\text{gray}_\text{img}” means the original intensity image; “\text{gray}_\text{list}” means the one-dimensional intensity list corresponding to “\text{gray}_\text{img}”; “\text{len}(\text{gray}_\text{list})” indicates the length of the list “\text{gray}_\text{list}”; “/” indicates division operation; “L[i]” indicates the i-th element of list L, and “\text{stretch}_\text{img}” indicates the image after intensity stretch.

B. ProSegNet: PROSTATE SEGMENTATION NETWORK

The structure diagram of the prostate segmentation network (ProSegNet) designed in this paper is shown in Fig. 2. The main structure of the network is similar to U-net [50]. The left side of ProSegNet is the encoder, which is a CSP structure based on dense blocks; the right side is the decoder, which combines the spatial attention mechanism and the channel attention mechanism; the middle is the skip connection structure. The output of ProSegNet has two prediction branches, one is the mask prediction branch and the other is the contour prediction branch.

1) ENCODER BASED ON CROSS-STAGE PARTIAL

To improve the feature extraction capability of the encoder, we introduced the feature extraction unit DenseBlock [51] proposed by Huang et al. DenseBlock repeatedly concatenates the feature map of the current layer to each subsequent layer to better extract features. However, this complex network structure will lead to an increase in the amount of calculation. In response to this problem, literature [52] reported an efficient cross-stage partial network structure. The feature map is first divided into two parts, so that the gradient can be propagated back from different network paths, and then the two parts are merged. This can not only achieve richer gradient combinations, but also reduce the amount of calculation and improve the speed and accuracy of inference.

We combine the CSP structure with DenseBlock, and the specific structure diagram is shown in Fig. 3. Among them, each letter in CBR represents a network layer, C represents the convolutional layer, B represents the batch normalization layer, R represents the Relu activation function, and CBR represents a module composed of three network layers of C, B and R connected in turn. The DenseBlock structure includes 6 interconnected BottleNeck structures, and the number of channels k of the feature map output by each BottleNeck is a fixed value of 32. The Transition Layer in DenseBlock consists of a $1 \times 1$ Conv and a $2 \times 2$ average pooling layer with a stride size of 2.

![CSP structure based on DenseBlock.](image)

2) DECODER BASED ON ATTENTION MECHANISM

In the decoder, a deconvolution layer with a stride size of 2 is used for upsampling to gradually restore the size of the feature map. Then, the feature map of the decoder is spliced with the feature map of the same size from the encoder through the skip connection structure. After that, through...
two convolutional layers for feature extraction, in order to restore the feature information lost due to downsampling. Finally, they are sent to the attention module to obtain more representative features.

In recent years, the channel attention mechanism has been one of the research hotspots in the field of semantic segmentation. This structure assigns weights to each feature channel to increase the proportion of important feature channels, so as to obtain the features that require the most attention. In 2017, Hu et al., proposed SENet [53], which through explicit modeling of the interdependence between channels, adaptively calibrate the channel feature response, and enhance the expressive ability of the network. In 2018, Yu et al., proposed a Smooth Network (SN), and applied the channel attention mechanism in the network, which alleviated the problem of intra-class inconsistency in semantic segmentation to a certain extent [54]. We know that different regions in the image contribute differently to the task. The spatial attention mechanism is designed to find and highlight important regions in the image. Among them, the representative paper is the Spatial Transformer Network (STN) proposed by Google DeepMind. STN completes the preprocessing operation of the task by learning the deformation of the input image [55].

The spatial channel attention module designed in this paper is divided into two parts, namely the spatial attention module and the channel attention module. The corresponding structure diagram is shown in Fig. 4. The spatial channel attention module is different from the SCA-CNN [56] designed by Chen et al. The SCA in SCA-CNN is a cascaded structure, that is, the features output by the feature extractor pass through the spatial attention module, and then its output is sent to the channel attention module. The spatial channel attention module is a dual-branch structure, that is, the features output by the feature extractor will be sent to the channel and the spatial attention module respectively, and then their output results will be merged.

![FIGURE 4. Spatial channel attention mechanism.](image)

Specifically, when the input feature map enters the spatial attention branch, the feature map is first reduced to a one-dimensional feature map through $1 \times 1$ Conv, which represents the attention weight of pixels at different locations. Then the weight and the original feature map are multiplied pixel by pixel to obtain the spatial attention feature map. When the input feature map enters the channel attention branch, it is reduced to a feature map with only one pixel per channel through global average pooling, and each pixel value represents the attention weight of the channel. Then multiply it with the original feature map to obtain the channel attention feature map. Finally, the spatial attention feature map and the channel attention feature map are added pixel by pixel to obtain the spatial channel attention feature map.

### C. MULTI-TASK JOINT TRAINING

Image segmentation is generally for complete mask segmentation, and the same is true for prostate segmentation, that is, the network only learns complete prostate mask features. However, the internal pixels of the prostate occupy most of the area of the entire mask, which will cause the neural network to pay too much attention to learning the internal features of the prostate and ignore the learning of the contour features of the prostate. The contour of the prostate is blurred and difficult to observe and segment. If the network can learn the contour characteristics of the prostate, it can complete the segmentation of the prostate more accurately. Meanwhile, the contours of most prostates are similar. By learning the contour features of the prostate, a shape constraint can be formed to alleviate the problem of over-segmentation.

To learn the contour features of the prostate, a contour prediction branch is added to the output of the network. During training, the neural network predicts the complete mask and contour mask of the prostate at the same time, thereby simultaneously learning the internal features and contour features of the prostate.

We use the binary cross entropy loss (BCELoss) to calculate the loss of the contour branch, and use the dice loss (DiceLoss) to calculate the loss of the mask branch. The general form of BCEloss is defined as shown in Eq.(4), where $y$ is the true label value and $o$ is the predicted value.

$$BCELoss = \frac{1}{2} \sum [y \ln o + (1 - y) \ln(1 - o)]$$

The DiceLoss is defined as shown in Eq.(5), where $G$ is the real mask image and $P$ is the predicted mask image.

$$DiceLoss = 1 - \frac{2 \times |G \cap P|}{|G| \cup |P|}$$

The loss function (SegLoss) used in training is the weighted sum of BCELoss and DiceLoss, as shown in Eq.(6).

$$SegLoss = \alpha \times BCELoss + \beta \times DiceLoss$$

According to the experimental results of adjusting the values of $\alpha$ and $\beta$ five times, it is recommended to set the values of $\alpha$ and $\beta$ to 1.0 and 1.2, respectively.

### IV. EXPERIMENTAL RESULTS AND DISCUSSION

Due to the small scale of the prostate dataset, overfitting is inevitable. To alleviate this problem, we adopted a training strategy of transfer learning. The model trained on the ImageNet dataset will be used as a pre-training model, and then the model will be retrained using prostate MR image data.
Meanwhile, in order to further alleviate the over-fitting problem, the training strategy of early stopping is used [57]. In this strategy, the segmentation performance is not improved, and the number of epochs to continue training is 10. In addition, the optimizer used during training is Adam, the initial learning rate is 0.001, the decay rate is 0.5, the batch size is 16, and the total number of training generations is 30. Finally, the image size is scaled to $256 \times 256$, and the intensity distribution interval is mapped to $[0,1]$ for model training.

A. DATA

The experimental data used in this paper comes from two public datasets: PROMISE12 [58], [59] and ProstateX [60], [61].

PROMISE12 (Prostate MR Image Segmentation) is a prostate segmentation competition organized by the International Medical Image Processing Organizing Committee in 2012. The dataset provided by the competition contains 50 training samples and 30 testing samples. Each training sample contains the T2 weighted sequence of the prostate MR image and its corresponding prostate mask. Each testing sample only provides the T2-weighted sequence of the MR image, and the prostate mask is annotated by a professional radiologist who cooperates with us.

ProstateX is a medical image recognition competition jointly initiated by the American Physicists Association, the International Society of Optics and Photonics, and the National Cancer Institute. The dataset provided by the competition contains multiple sequences of MR images, such as T2-weighted images and proton density-weighted images. The training set contains 204 patients with a total of 330 lesions, and the testing set contains 142 patients with a total of 208 lesions. Furthermore, the label file provided by ProstateX only contains the location of the lesion and the benign and malignant information, and no mask information of the prostate. To verify the generalization performance of the prostate segmentation algorithm, we asked a professional radiologist to mark the prostate mask on the MR images of 40 patients randomly selected from the ProstateX dataset.

B. EVALUATION CRITERIA

There are many indicators to evaluate the performance of image segmentation algorithms. We use the four most commonly used indicators, Dice Similarity Coefficient (DSC) [62], Hausdorff (Haus) distance [63], recall (REC) rate and precision (PRE) rate to evaluate the performance of the prostate segmentation algorithm.

DSC is a variation of Intersection of Union (IOU). The larger the value, the better the segmentation accuracy. The calculation formulas for DSC, SEN and PRE are as shown in Eqs. (7)-(9) respectively.

$$DSC = \frac{2 \times S(P \cap G)}{S(P) + S(G)} \quad (7)$$

$$REC = \frac{S(P \cap G)}{S(G)} \quad (8)$$

$$PRE = \frac{S(P \cap G)}{S(P)} \quad (9)$$

where P represents the predicted mask region, G represents the region corresponding to the ground truth, and $S(^*)$ represents the area counted in pixels.

To quantify the degree of agreement between the boundaries of the two regions, Haus is introduced as another evaluation indicator. The calculation formula of Haus is as shown in Eq. (10).

$$\text{Haus}(P,G) = \max \left\{ \sup_{p \in P} \inf_{g \in G} d(p, g), \sup_{p \in P} \inf_{g \in G} d(p, g) \right\} \quad (10)$$

The meanings of P and G are the same as in Eq. (7), $d(i, j)$ represents the Euclidean distance of pixels i and j, $\sup$(supremum) and $\inf$(infimum) represent the supremum and infimum respectively.

C. OVERALL PERFORMANCE

To evaluate the performance of the proposed prostate segmentation method ProSegNet reasonably and accurately, this paper adopts a 5-fold cross-validation method for evaluation. Besides, we train the model on the training set of the PROMISE12 dataset. Table 1 shows the results of the 5-fold cross-validation of ProSegNet on the two testing sets corresponding to the ProstateX and PROMISE12 datasets.

| 5-fold cross validation | Dataset | DSC   | Haus  | REC   | PRE   |
|-------------------------|---------|-------|-------|-------|-------|
| 1                       | ProstateX | 0.899 | 10.28 | 0.931 | 0.888 |
|                         | PROMISE12 | 0.915 | 9.30  | 0.936 | 0.897 |
| 2                       | ProstateX | 0.884 | 10.71 | 0.951 | 0.859 |
|                         | PROMISE12 | 0.902 | 10.10 | 0.960 | 0.865 |
| 3                       | ProstateX | 0.898 | 10.31 | 0.943 | 0.874 |
|                         | PROMISE12 | 0.912 | 9.36  | 0.952 | 0.882 |
| 4                       | ProstateX | 0.896 | 10.29 | 0.936 | 0.882 |
|                         | PROMISE12 | 0.913 | 9.25  | 0.941 | 0.890 |
| 5                       | ProstateX | 0.884 | 10.68 | 0.944 | 0.867 |
|                         | PROMISE12 | 0.899 | 10.29 | 0.957 | 0.881 |
| Average                 | ProstateX | 0.892 | 10.65 | 0.941 | 0.874 |
|                         | PROMISE12 | 0.908 | 9.87  | 0.949 | 0.883 |

Through the analysis of the experimental data in Table 1, it can be seen that the DSC of ProSegNet on the testing set corresponding to the ProstateX dataset has been as high as 89%, and the DSC on the testing set of PROMISE12 has exceeded 90%. Additionally, it can be seen that the performance of ProSegNet on the testing set corresponding to the PROMISE12 dataset is better than that of the ProstateX dataset. This is because the ProSegNet model is trained on the PROMISE12 training set, so the performance of ProSegNet on the PROMISE12 testing set is higher than ProstateX. Fig. 5 shows the visualization results of 4 samples randomly selected from the testing set of the PROMISE12 and ProstateX datasets. Among them, the red curve represents the boundary of ground truth, and the yellow curve represents the boundary of the prediction result. It can be seen from
Fig. 5 that the ProSegNet segmentation method can accurately segment the prostate.

D. ABLATION STUDY

To verify the effectiveness of each component in the ProSegNet method, we designed an ablation experiment as shown in Table 2. Table 2 shows the performance after gradually adding each component on the basis of UNet.

| Methods | UNet | PW-Unet | DP-Unet | DCSP-Unet | Atten-Unet | Ours |
|---------|------|---------|---------|-----------|------------|------|
| PreWeight | ✓    | ✓      | ✓      | ✓         |            | ✓    |
| DataPrepro | ✓    | ✓      | ✓      | ✓         |            | ✓    |
| DenseCSP | ✓    | ✓      | ✓      | ✓         |            | ✓    |
| Attention | ✓    | ✓      | ✓      | ✓         |            | ✓    |
| BCEDice    | ✓    | ✓      | ✓      | ✓         |            | ✓    |

After analyzing the ablation experiment results in Table 2, the following conclusions can be drawn:

1) EFFECTIVENESS OF THE PRE-TRAINED MODEL

By comparing the second and third rows of experimental data in Table 2, the following conclusions can be found. That is, using the model trained on ImageNet as the pre-training model of the segmentation network encoder, and then training on the PROMISE12 dataset is better than training directly on the PROMISE12 training set. This experimentally verifies that for prostate segmentation tasks with less training data, it is necessary to use a pre-trained model based on ImageNet.

2) EFFECTIVENESS OF THE DATA PREPROCESSING

By comparing the third and fourth rows of experimental data in Table 2, it can be found that after the introduction of the data preprocessing method of truncated intensity stretching image enhancement, both DSC and Haus have been greatly improved, especially DSC increased by 1.4%. This shows that this data preprocessing method is effective for prostate segmentation.

3) EFFECTIVENESS OF DenseBlock-BASED CSP STRUCTURE

By comparing the experimental data in the 4th and 5th rows of Table 2, we can find that the introduction of the DenseBlock-based CSP structure on the basis of UNet, although Haus did not improve much, but the DSC increased by 1.9%. Overall, the designed CSP structure based on DenseBlock helps to improve the performance of prostate segmentation.

4) EFFECTIVENESS OF SPATIAL CHANNEL ATTENTION MECHANISM

Comparing the experimental data in rows 5 and 6 of Table 2, it can be found that DSC has increased by 0.9% and Haus has shrunk by 0.95 pixels. This shows that introducing the designed spatial channel attention mechanism into the decoder is effective for prostate segmentation.

5) EFFECTIVENESS OF MULTI-TASK JOINT TRAINING METHOD

By comparing the last two rows of experimental data in Table 2, it can be found that after combining Dice loss and BCE loss for multi-task joint training, the performance of DSC and Haus has been steadily improved. Specifically, DSC increased by 1.8%, Haus reduced by 1.36 pixels, which proved the effectiveness of multi-task joint training.

E. EXPERIMENTAL COMPARISON

To verify the superiority of ProSegNet segmentation method, we compare it with the prostate segmentation method published in 2018-2020. Table 3 shows the experimental comparison results of our method and other methods on the testing sets of the ProstateX and PROMISE12 datasets.

| Methods     | Dataset | DSC   | Haus | REC   | PRE   |
|-------------|---------|-------|------|-------|-------|
| Moradi et al. [40] | ProstateX | 0.853 | 12.76 | 0.896 | 0.828 |
| PROMISE12    | 0.859 | 12.18 | 0.899 | 0.833 |
| Yaniv et al. [46] | ProstateX | 0.861 | 12.07 | 0.902 | 0.835 |
| PROMISE12    | 0.874 | 11.12 | 0.914 | 0.846 |
| Tian et al. [42] | ProstateX | 0.860 | 12.23 | 0.904 | 0.832 |
| PROMISE12    | 0.870 | 12.06 | 0.912 | 0.849 |
| Jia et al. [43] | ProstateX | 0.869 | 12.18 | 0.916 | 0.852 |
| PROMISE12    | 0.881 | 11.26 | 0.926 | 0.857 |
| Jia et al. [47] | ProstateX | 0.880 | 11.17 | 0.924 | 0.854 |
| PROMISE12    | 0.893 | 10.34 | 0.931 | 0.859 |
| Zhang et al. [44] | ProstateX | 0.878 | 11.79 | 0.921 | 0.849 |
| PROMISE12    | 0.889 | 10.55 | 0.932 | 0.861 |
| Silva et al. [48] | ProstateX | 0.883 | 11.02 | 0.930 | 0.863 |
| PROMISE12    | 0.897 | 10.13 | 0.937 | 0.872 |
| Ours         | ProstateX | 0.892 | 10.45 | 0.941 | 0.874 |
| PROMISE12    | 0.908 | 9.87  | 0.949 | 0.883 |
It is not difficult to see from Table 3 that on the two datasets of ProstateX and PROMISE12, the prostate segmentation method proposed in this paper shows excellent performance whether it is compared with the 2D CNN or 3D CNN-based prostate segmentation methods. It should be noted that, to ensure the fairness of comparison, the methods based on 2D CNN all use the pre-training model on ImageNet and the data preprocessing method of truncated intensity stretching image enhancement. Since 3D CNN cannot be pre-trained on ImageNet, they only use the data preprocessing method designed in this paper. In addition, for the training and testing of the model, we use an image resolution of 256 $\times$ 256. Including the methods listed in the experimental comparison, the image resolution of 256 $\times$ 256 size is also used. To further verify the superiority of the proposed method, we randomly selected 4 samples from the testing set for visual comparison. Fig. 6 shows the results of visual comparison between our method and other methods. It can also be seen from Fig. 6 that our method in this paper is better than other methods.

V. CONCLUSION

In this study, we propose a new MR image-based prostate segmentation method, which can not only reduce the pressure of doctors to read the film, but also improve the diagnostic efficiency of prostate cancer. Specifically, because there is an irrelevant background in the MR image, and the boundary of the prostate is also relatively blurred, this brings certain difficulties to the training of the model. To alleviate this problem, we use the proposed truncated intensity stretching image enhancement method to improve the contrast of the image. In addition, to improve the feature extraction capability of the encoder without increasing the amount of calculation, we integrated the DenseBlock-based CSP structure into the encoder. And, in order to enable the decoder to extract effective features well, we combine the spatial attention mechanism and the channel attention mechanism to integrate into the decoder. Next, to segment the prostate more accurately, we added a prostate contour prediction branch to the output of the segmentation network. In other words, if the network can learn the contour features of the prostate, it can segment the prostate more accurately. Finally, we verify the effectiveness of the various components of the proposed ProSegNet segmentation method according to the ablation study, and show the superiority of the ProSegNet method according to the comparative experiment.
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