Abstract—This article studies social system inference from a single noisy trajectory of public evolving opinions, wherein observation noise leads to the statistical dependence of samples on time and coordinates. We first propose a cyber-social system that comprises individuals in a social network and a set of information sources in a cyber layer, whose opinion dynamics explicitly takes the asymmetric cognitive bias including confirmation bias and negativity bias and the process noise into account. Based on the proposed cyber-social model, we then study the sample complexity of least-square auto-regressive model estimation, which governs the length of a single observed trajectory that is sufficient for the identified model to achieve the prescribed levels of accuracy and confidence (PAC). Building on the identified social model, we then investigate social inference, with a particular focus on the weighted network topology and the model parameters of asymmetric cognitive bias. Finally, the theoretical results and the effectiveness of the proposed inference framework are validated by the U.S. Senate Member Ideology data.
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I. INTRODUCTION

Dynamical network identification from observed nodal states, with a particular focus on graph topology identification/reconstruction, has gained widespread attention in a wide variety of fields, ranging from power networks [1] to social networks [2]. However, in social networks, individual cognitive behaviors, e.g., confirmation bias [3], preferences for outlying content [4] and distancing and striving for uniqueness [5], in conjunction with process and observation noise, pose a formidable challenge to social network topology identification. Therefore, a fairly accurate social model which explicitly takes cognitive behaviors as well as process and observation noise into account is indispensable for the social topology identification with prescribed levels of accuracy and confidence (PAC).

The dynamics of the opinion formation or information spread in networks has been an important research subject for decades. A few well-known models include DeGroot model [6] that considers opinion evolution within a network in terms of the weighted average of individuals’ connections where weights are determined by influences. Friedkin-Johnsen model [7] incorporates individual innate opinion or subconscious bias, thereby making the model more suitable to several real-life scenarios, as well as real applications, e.g., debiasing social influence [8]. While the social information diffusion dynamics has always been an active research area, recently with the wide use of social media [9], in conjunction with automated news generation with the help of artificial intelligence technologies [10], [11], it has gained vital importance in studying misinformation spread and political polarization. In this regard cognitive bias, especially, the confirmation bias and novelty bias play a key role. Concretely, it is well understood that confirmation bias helps create “echo chambers” within online social networks [12], [13], in which misinformation and polarization thrive. Recently, Xu et al. [9] and Abdelzaher et al. [14] reveal the significant influence of consumer preferences for outlying content (due to novelty bias) on the opinion polarization in the modern era of information overload. Hence, the challenge in opinion dynamics moving forward is How to capture human cognitive bias in information consumption?

Though imposing bounded confidence on social influence, Hegselmann–Krause (HK) model [15] has the capability of capturing confirmation bias [16]. The HK model involves a discontinuity in the influence impact, i.e., an individual completely ignores the opinions that are “too far” from hers, which renders the steady-state analysis difficult. As a remedy, the continuous state-dependent social influence models proposed in [17], [18], [19], [20], and [21] to study the polarization and homogeneity are sensed in capturing confirmation bias as well, since both polarization and homogeneity are the results of the conjugate effect of confirmation bias and social influence [16], [22]. However, in many social problems, e.g., president election and product rating, humans hold the asymmetric cognitive bias, while the HK model with symmetric confidence (PAC).
Following observations on time and coordinates, we investigate the sample complexity of the proposed social system estimation.

3) Building on social system estimation, we drive a social-system inference procedure for weighted network topology and model parameters of cognitive bias.

4) We validate the theoretical results and the effectiveness of the proposed opinion evolution model by U.S. Senate Member Ideology data.

II. PRELIMINARIES

A. Notation

We let \( \mathbb{R}^n \) and \( \mathbb{R}^{m \times n} \) denote the set of \( n \)-dimensional real vectors and the set of \( m \times n \)-dimensional real matrices, respectively. \( \mathbb{N} \) stands for the set of natural numbers. We let \( \mathbf{0} \) denote the vector of all zeros, compatible dimensions. We define \( \mathbf{I}_n \) as \( n \)-dimension identity matrix. The superscript \( ^\top \) stands for the matrix transposition. For a matrix \( \mathbf{W} \), \( [\mathbf{W}]_{i,j} \) denotes the element in row \( i \) and column \( j \). For vectors \( x \) and \( y \), \( [x; y] = [x^\top, y^\top]^\top \). The \( \sigma \)-algebra is denoted by \( \sigma(\cdot) \).

Other important notations are highlighted as follows.

1) \( ||A|| \) denotes the spectral norm of matrix \( A \).
2) \( ||A||_F \) denotes the Frobenius norm of matrix \( A \).
3) \( ||x|| \) denotes the Euclidean norm of vector \( x \).
4) \( \mathbf{E} \) denotes the expectation operator.
5) \( \mathcal{S}^{n-1} \) denotes the unit sphere in \( \mathbb{R}^n \).
6) \( \Omega^c \) denotes the complement of event \( \Omega \).
7) \( \mathbf{P}(\Omega) \) denotes the probability of event \( \Omega \).
8) \( \lambda_{\min}(A) \) denotes the minimum eigenvalue of symmetric matrix \( A \).

The social system is composed of \( n \) individuals in social network and \( m \) information sources. The interaction among individuals is modeled by a digraph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{v_1, \ldots, v_n\} \) is the set of vertices representing the individuals, and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) is the set of edges of the digraph \( \mathcal{G} \) representing the influence structure. The communication from information sources to individuals is modeled by a bipartite digraph \( \mathcal{B} = (\mathcal{V} \cup \mathcal{K}, \mathcal{E}) \), where \( \mathcal{K} = \{\kappa_1, \ldots, \kappa_m\} \) is the set of vertices representing information sources, and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{K} \) is the set of edges of the digraph.

B. Opinion Evolution With Cognitive Behavioral Asymmetry

We consider the following social-cognitive model which is adopted from [19] and [32] based on Friedkin-Johnsen model [7]:

\[
x_g(t+1) = a_g(t)x_g(t) + \sum_{j \in \mathcal{V}} w_{gj}x_j(t) + \sum_{d \in \mathcal{K}} c(\bar{x}_g(t), h_d(t))h_d(t) + p_g(t) \\
y_g(t) = x_g(t) + \alpha_g(t), \quad g \in \mathcal{V}, \ t \in \mathbb{N} \tag{1a}
\]

Here we clarify the notations and variables.

1) \( x_g(t) \in [-1, 1] \) is individual \( v_g \)’s opinion; \( y_g(t) \in [-1, 1] \) is observed her opinion for inference; \( h_d(t) \in [-1, 1] \) is information source \( u_d \)’s opinion at time \( t \).
2) $p_g(t)$ denotes process noise due to model error and uncertainty, $o_g(t)$ denotes observation noise.
3) $w_{gj}$ represents the influence of individual $v_j$ on $v_g$, and

$$w_{gj} = \begin{cases} > 0, & \text{if } (v_i, v_j) \in E \\ = 0, & \text{otherwise.} \end{cases}$$

We note the individual-individual influence weights $w_{gj}$ are cognition- or knowledge-trust based and thus fixed over time, since the cognitive factors that can influence trust decisions are founded on a deeper knowledge of the other person and the stability of the other’s behavior across time and contexts, which tends to vary little over a long period of time [33].

4) The state-dependent influence weight $c(x_g(t), h_d(t)) \geq 0$ models asymmetric cognitive bias as

$$c(x_g(t), h_d(t)) = 1 - v_g|x_g(t) - \sin\left(\frac{\pi}{2}h_d(t)\right) - \beta_x x_g(t) - \tan\left(\frac{\pi}{4}h_d(t)\right)$$

where $\beta_x$ and $v_g$ denote the parameters of cognitive bias and $x_g(t)$ denotes individual $v_g$’s sensed expectation from her neighbors, defined as the mean of neighbors’ opinions, i.e.,

$$x_g(t) = \frac{1}{\sum_{j \in V} w_{gj}} \sum_{j \in V} w_{gj} x_j(t).$$

5) $a_g(t) \geq 0$ is the “resistance parameter” of individual $v_g$.

To guarantee $x_g(t) \in [-1, 1]$ for all $t \in N$ and for all $g \in V$, it is determined in such a way that

$$a_g(t) + \sum_{j \in V} w_{gj} + \sum_{d \in \Delta} c(x_g(t), h_d(t)) + x_g = 1$$

where $x_g$ denotes the bound on process noise, i.e., $|p_g(t)| < x_g \leq 1$, for all $t \in N$.

**C. Cognitive Behavioral Asymmetry**

The more than 40 years’ studies in cognitive and social psychology have revealed that the asymmetric effect/bias (i.e., the distance from X to Y may be estimated differently from Y to X) is a universal phenomenon, ranging from psychological similarity estimations [34] to social perception [35]. In this article, we refer the asymmetric bias to the cognitive behavior that an individual does not give identical influence weight to the opinions that have the same distance with hers. The cognitive bias considered in this article includes: 1) confirmation bias, which happens when a person gives more weight to evidence that confirms her beliefs and undervalues evidence that could disprove it [36], and 2) novelty bias, which refers to an individual’s preference of outlying information [4], [9], [14]. We next use a numerical example to describe how the model (2) can capture cognitive behavioral asymmetry.

For the sake of simplifying the presentation in this section, we refer $h_a$, $h_b$ and $x_g$ (dropping $t$ without loss of generality) to the opinions of the information sources Alex and Bob and the individual George, respectively, and we let $x_g = \bar{x}_g = \hat{x}_g$. We suppose the topic being discussed is “COVID-19 is a Hoax.” The hierarchy representations of $x_g \in [-1, 1]$ (also applied for $h_a$, $h_b$) are as follows.

1) $x_g = 0$: George’s opinion is neutral, i.e., not supporting or opposing.
2) $x_g \in (0, 1]$: George supports the statement with the supporting degree $|x_g|$.
3) $x_g \in [-1, 0)$: George opposes the statement with the opposing degree $|x_g|$.

To demonstrate the capability of the social influence model (2) in capturing the cognitive behavioral asymmetry due to confirmation bias and novelty bias, we consider the influence weights that George gives to the opinions of Alex and Bob in three scenarios as, respectively, shown in Fig. 1(a)–(c).

1) **Same Domain**: $h_a - \hat{x}_g = |\hat{x}_g - h_b| = 0.3$ and $h_a > \hat{x}_g > h_b > 0$.
2) **Crossing Domain**: $h_a - \hat{x}_g = |\hat{x}_g - h_b| = 0.3$ and $h_a > \hat{x}_g > 0$ and $h_b < 0$.
3) **Increasing Distance**: Given $\hat{x}_g = 0.6$, increase $|h_a - \hat{x}_g|$ in both directions of supporting and opposing.

**III. Social Inference: Problem Formulation**

In some social problems, e.g., the competing camps, information sources’ optimal seeding strategies need the knowledge of weighed network topology [23] and individuals’ cognitive bias parameters [19], which however are virtual but can be potentially inferred/estimated by observing a group of opinions evolution, and hence constitute inference objectives in this article. We thus denote the inference objectives by

$$S = (\hat{W}, \hat{\beta}, \hat{v})$$

where $\hat{W}$, $\hat{\beta}$ and $\hat{v}$ denote the inferred weighted adjacency matrix and cognitive bias parameter vectors that correspond to $[W]_{i,j} = w_{ij}$, $\beta = [\beta_1, \ldots, \beta_n]$ and $v = [v_1, \ldots, v_n]$.

Observing (1)–(4), we conclude that if the information sources express an extremal opinion 1 or −1, the social
model (1) transforms to a linear system, which can be leveraged to derive a simplified inference procedure of solution (5). Moreover, the proposed social influence model (2) implies that if the information sources can express an identical opinion, they are sensed as one information source from the perspective of an individual \( v_\ell \), since \( v_\ell \) gives the identical influence weight to them, which can be also leveraged to simplify the inference procedure. The scenario is formally described by

\[
h_d(t) = 1 \text{ or } -1, \quad \text{and } [K] = 1 \tag{6}
\]

considering which with the case of \( h_d(t) = -1 \), the dynamics in (1) transforms to

\[
x(t + 1) = a + W x(t) + p(t), \quad y(t) = x(t) + o(t) \tag{7}
\]

where we define

\[
\begin{align*}
a_g & \triangleq (a_g + \beta_x) (x_g(1) + 1) - \left( X_g + \sum_{j \in V} w_{gj} \right) x_g(1) - 1 \tag{8a} \\
W_{g,i} & \triangleq \begin{cases} 
\beta_x x_g(1) + \beta_y, & g = i \\
w_{gj} + \frac{(x_j(1) + 1) v_j x_g}{\sum_{i \in V} w_{ij}}, & g \neq i.
\end{cases} \tag{8b}
\end{align*}
\]

Remark 1: The substrategy (6) means the information sources cooperate to uniformly express one extremal opinion to be sensed as one unified source by their followers. Moreover, the proposed social influence model (2) implies that the inference framework first transforms to a linear system, which can be leveraged to simplify the dwell time of strategic extremal opinions to guarantee the inference solution (5) to be \((\phi, \delta)\)-PAC.

Given the estimation solution (9), inferring (5) constitutes the second problem.

Problem 2: Determine a social-system inference procedure that generates the inference solution (5).

We now present the social inference framework in Fig. 2, which builds on the answers to the Problems 1 and 2.

IV. PROBLEM 1: SOCIAL SYSTEM ESTIMATION

In this section, we first present the data processor of observations and the least-square model estimation. We then present the assumptions and investigate the sample complexity of estimation, leveraging which we finally derive the dwell time of strategic extremal opinions to guarantee the inference solution (5) to be \((\phi, \delta)\)-PAC.

A. Data Processor

We now present a data processor of observations of public evolving opinions, as shown in Fig. 2, which is a necessary step for the sample complexity analysis

\[
\begin{align*}
\bar{y}(t) & \triangleq y(t + 1) - y(t), \quad \bar{x}(t) \triangleq x(t + 1) - (t) \tag{12} \\
p(t) & \triangleq p(t + 1) - p(t), \quad \bar{o}(t) \triangleq o(t + 1) - o(t). \tag{13}
\end{align*}
\]

We construct a data matrix of processed observations

\[
X \triangleq [\bar{y}(1), \bar{y}(2), \ldots, \bar{y}(\tau - 3), \bar{y}(\tau - 2)] \tag{14}
\]

based on which, we introduce two matrices \( \Gamma \) and \( \Psi \) according to the following relation:

\[
E[XX^\top] = \sum_{i=1}^{\tau - 2} E[\bar{y}(i)\bar{y}^\top(i)] \triangleq \Gamma \triangleq \Psi^{-2}. \tag{15}
\]

B. Model Estimation

With the consideration of (12) and (13), we obtain the following dynamics from (7):

\[
\begin{align*}
\bar{x}(t + 1) &= W \bar{x}(t) + \bar{p}(t), \quad \bar{y}(t) = \bar{x}(t) + \bar{o}(t) \tag{16} \\
\bar{g}(t) &= \bar{p}(t) + \bar{o}(t + 1) - W \bar{o}(t). \tag{17b}
\end{align*}
\]

Remark 2: The relation (17b) explicitly shows the statistical dependence of random vector \( \bar{g}(t) \) on time indexed by \( t \) and \( t + 1 \). Equation (17b) also indicates the statistical dependence of \( \bar{g}(t) \) on its coordinates, i.e., the covariance matrix of \( \bar{g}(t) \) is not a diagonal matrix, which is due to the term \( \bar{o}(t + 1) - W \bar{o}(t) \).

Corresponding to (14), we construct the following matrices:

\[
Y \triangleq [\bar{y}(2), \bar{y}(3), \ldots, \bar{y}(\tau - 2), \bar{y}(\tau - 1)] \tag{18} \\
U \triangleq [\bar{g}(1), \bar{g}(2), \ldots, \bar{g}(\tau - 3), \bar{g}(\tau - 2)]. \tag{19}
\]

Noticing (14), (18), and (19), we verify from (17a) that

\[
Y = WX + U. \tag{20}
\]
We note that matrix $U$ is unknown. The relation (20) thus indicates the least-square optimal estimation of matrix is

$$\hat{Y} = Y X^T (X X^T)^{-1}.$$  \hfill (21)

Considering the dynamics (7) with obtained estimation (21), $a_{(k)}$ is estimated as

$$\hat{a} = \frac{1}{r-1} \sum_{q=1}^{r-1} (y(q + 1) - \hat{Y} y(q)).$$  \hfill (22)

C. Assumption

This section presents the assumptions on answering Problem 1. To simplify the presentation we define

$$s \triangleq [o; x; p]$$  \hfill (23)

where

$$o \triangleq [\tilde{o}(1); \tilde{o}(2); \ldots; \tilde{o}(r-2)] \in \mathbb{R}^{(r-2)n}$$  \hfill (24a)
$$x \triangleq [\tilde{x}(1); \tilde{x}(1); \ldots; \tilde{x}(1)] \in \mathbb{R}^{(r-2)n}$$  \hfill (24b)
$$p \triangleq [\tilde{p}(1); \tilde{p}(2); \ldots; \tilde{p}(r-3)] \in \mathbb{R}^{(r-2)n}.$$  \hfill (24c)

Finally, to introduce the assumption setting for our estimation and inference, we recall a definition.

Definition 1 (Convex Concentration Property [37]): Let $z$ be a random vector in $\mathbb{R}^n$. $z$ has the convex concentration property with constant $\kappa$ if for every $1$-Lipschitz convex function $\varphi : \mathbb{R}^n \to \mathbb{R}$, we have $\mathbf{E}[|\varphi(z)|] < \infty$ and for every time $t > 0$

$$\mathbf{P}[|\varphi(z) - \mathbf{E}[\varphi(z)]| \geq t] \leq 2e^{-\frac{t^2}{\kappa}}.$$  \hfill (25)

With the definitions at hand, we make the following assumptions for solving Problem 1.

Assumption 1: Consider the social dynamics (1) with (17b), the stacked vector $s$ (23) and the initial opinion-distance vector $\tilde{x}(1)$ in (12),

1) $p(k) \overset{\text{i.i.d.}}{\sim} \mathcal{D}_p(\mu_p, \sigma_p^2 I_n)$, $o(k) \overset{\text{i.i.d.}}{\sim} \mathcal{D}_o(\mu_o, \sigma_o^2 I_n)$, $\tilde{x}(1) \overset{\text{i.i.d.}}{\sim} \mathcal{D}_o(0, \sigma_o^2 I_n)$.
2) $s$ has the convex concentration property with constant $\kappa > 0$.
3) $[\tilde{g}(t + 1)], i \in \mathbb{V}$, is $\mathcal{F}_t$-measurable (i.e., measurable with respect to the filtration $\mathcal{F}_t \triangleq \sigma([\tilde{g}(s)], s \leq t)$ and conditionally $\gamma$-sub-Gaussian for some $\gamma > 0$, i.e., $\mathbf{E}[e^{\lambda \tilde{g}(t+1)}|\mathcal{F}_t], \forall \lambda \in \mathbb{R}$.

Remark 3: The subscripts $p$, $o$ and $i$ in Assumptions 1-1) are used to indicate that the distributions of process noise $p(k)$, observation noise $o(k)$ and initial opinion distance $\tilde{x}(1)$ can be different. Examples under Assumption 1-2), as summarized in [38], include any random vector $\eta \in \mathbb{R}^s$ with independent coordinates and almost sure $[|\eta_i|] \leq 1$ for any $i \in \{1, \ldots, s\}$, random vectors obtained via sampling without replacement [39], vectors with bounded coordinates satisfying some uniform mixing conditions or Dobrushin type criteria. Examples of $[\tilde{g}(t)]$, under Assumption 1-3) include a bounded zero-mean noise lying in an interval of length at most $2\gamma$, a zero-mean Gaussian noise with variance at most $\gamma^2$ [40]. Under Assumption 1-2), Lemma 1 in Appendix A is employed to derive (61) and (62) in Appendix B.

Remark 4 (Nonzero Mean): If $p(k) \overset{\text{i.i.d.}}{\sim} \mathcal{D}_p(\mu_p, \sigma_p^2 I_n)$, it can be rewritten as $p(k) = \mu_p + \tilde{p}(k)$, with $\tilde{p}(k) \overset{\text{i.i.d.}}{\sim} \mathcal{D}_p(0, \sigma_p^2 I_n)$. In this scenario, model (7), as an example, can be written as $x(k+1) = (a + \mu_p) I + \mathcal{C}x(k) + \tilde{p}(k)$. Thus, the Assumption 1-1) on process noise holds in general.

Remark 5 (Existing Results): In recent years, the sample complexity of an ordinary least-square estimator in identifying system matrix has been studied. We summarize the studied models with the associated assumptions of the seminal work [28], [41] as follows.

The Hanson-Wright inequality [30] constitutes one backbone of sample complexity study in [28], leveraging which the obtained Theorem 5.1, Propositions 5.1, 11.2 and 11.3 therein rely on the assumptions included in (m1c). We note that for our studied system (17a), due to (17b), the term $\tilde{g}(t)$ in (17a) that corresponds to $\eta(k+1)$ in (m1a) is not isotropic and $[\tilde{g}(k)]_{k=1}^\infty$ are not i.i.d.. Meanwhile, we do not assume the system (17a) has the zero initial condition and isotropic control. Through introducing the isotropic control inputs to the observations indicated by (m2b), the work [41] proposes a different analysis of sample complexity, which however still relies on the Hanson-Wright inequality that requires the
assumptions (m2c) which however does not hold in this article. Furthermore, noticing Assumption 1, we here can conclude that nearly all of the assumptions made in [28] and [41] do not hold in this article, which will hinder the application of sample complexity results to the social inference procedure proposed in this article.

Under Assumption 1-1), we obtain the covariance matrix of vector $s$ given in (23) as

\[
\mathbf{C} \triangleq \mathbb{E}[ss^T] = \begin{bmatrix}
2 \kappa_n^2 \mathbf{I}_{(t-2)\times n} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \kappa_n^2 \mathbf{I}_{(t-2)\times n} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & 2 \kappa_n^2 \mathbf{I}_{(t-3)\times n}
\end{bmatrix}
\]

where $\mathbf{O}$ denotes zero matrix with compatible dimensions.

D. Sample Complexity

This section investigates the sample complexity of estimation (21), whose associated complexity bounds will answer Problem 1. Before processing the analysis, we define a set of matrices

\[
\begin{align*}
\mathbf{\Upsilon} & \triangleq \text{diag}\{\Psi, \Psi, \ldots, \Psi\} \in \mathbb{R}^{t \times n(t-2)} \\
\Pi & \triangleq [\mathbf{I}_{(t-2)\times n}, \mathbf{\tilde{W}}, \mathbf{\tilde{W}}]
\end{align*}
\]

where $\Psi$ is defined in (15), and

\[
\begin{align*}
\mathbf{\tilde{W}} & \triangleq \text{diag}\{\mathbf{I}_n, \mathbf{W}, \mathbf{W}^2, \ldots, \mathbf{W}^{t-3}\} \\
\mathbf{\tilde{W}} & \triangleq \text{diag}\{\mathbf{O}, \mathbf{I}_n, W(1), W(2), \ldots, W(t-4)\} \\
W(t) & \triangleq [\mathbf{I}_n, \mathbf{W}, \mathbf{W}^2, \ldots, \mathbf{W}^t]
\end{align*}
\]

We now present an auxiliary proposition for the sample complexity analysis, whose proof appears in Appendix B.

Proposition 1: Under Assumption 1, we have

\[
\mathbf{P}\left[\| \mathbf{\hat{X}X^T\Psi - \mathbf{I}_n \| > \rho \right] \leq 2 \left(2 + e\right)^n \cdot \epsilon \cdot e^{-\frac{1}{2} \rho^2 \min\left[\frac{(t-2)\kappa_n^2}{\|\mathbf{\hat{X}X^T\Psi}\|}, \frac{(t-2)\kappa_n^2}{\|\mathbf{\hat{X}X^T\Psi}\|}\right]}
\]

for $\epsilon \in [0, (1/2)]$ and some universal constant $c > 0$.

Leveraging Proposition 1, the sample complexity is presented in the following theorem, whose proof is presented in Appendix C.

Theorem 1: Consider the estimated matrix $\mathbf{\hat{W}}$ in (21). Under Assumption 1, for any $\epsilon \in [0, (1/2)]$, $\delta \in (0, 1)$, and $\phi > 0$, we have

\[
\mathbf{P}\left[\left|\mathbf{\hat{W}} - \mathbf{W}\right| > \phi \right] \leq \delta
\]

if the following hold:

\[
\begin{align*}
\min\left[\frac{(1-2\epsilon)^2}{4(\tau - 2)\|\mathbf{\Upsilon}\|\|\mathbf{\Pi}\|\|\mathbf{C}\|}, \frac{(1-2\epsilon)^2}{2\|\mathbf{\Pi^T}\mathbf{\Gamma}\|}\right] & \geq \frac{\gamma^2}{2} \ln \frac{(\frac{1}{\delta} + 1)^n}{\delta} \\
\Gamma & \geq \frac{64k^2}{\phi^2} \ln \left(\frac{2^{1-0.5a} \cdot s^2}{\delta}\right) I_n > 0.
\end{align*}
\]

E. Dwell Time Computation

The dwell time of strategic extremal opinion can be computed from the conditions (32) and (33). The current forms are not ready for the computation, which is due to the unknown $\mathbf{W}$ included in $\mathbf{\Pi}$. With the consideration of $x(t) \in [-1, 1]$, $\forall t \in \mathbb{V}$, $\forall t \in \mathbb{N}$, the system (7) indicates that the matrix $\mathbf{\hat{W}}$ defined in (8b) is Schur stable. It is thus practical to assume we know matrix-norm bounds $\mathbf{\breve{h}}$ and $\mathbf{\breve{b}}$ such that

\[
0 \leq \mathbf{\breve{h}} \leq \|\mathbf{\hat{W}}\| \leq \mathbf{\breve{b}} < 1.
\]

The bounds $\mathbf{\breve{h}}$ and $\mathbf{\breve{b}}$ can be leveraged to estimate the bounds on the matrix norms of $\mathbf{\Pi}$ and $\mathbf{\Upsilon}$ to compute dwell time $\tau$.

With the bounds at hand, we present a corollary of Theorem 32, whose proof is given in Appendix D.

Corollary 1: The conditions (32) and (33) hold if

\[
\min\left[\frac{(1-2\epsilon)^2}{4(\tau - 2)\|\mathbf{\Upsilon}\|\|\mathbf{\Pi}\|\|\mathbf{C}\|}, \frac{(1-2\epsilon)^2}{2\|\mathbf{\Pi^T}\mathbf{\Gamma}\|}\right] \geq \frac{\gamma^2}{2} \ln \frac{(\frac{1}{\delta} + 1)^n}{\delta} \\
f \geq \frac{64k^2}{\phi^2} \ln \left(\frac{2^{1-0.5a} \cdot s^2}{\delta}\right) > 0
\]

where

\[
\begin{align*}
f & \triangleq \frac{2(\tau - 2)\kappa_n^2 + \sigma_\tau^2 \frac{b_{i}^{1-2\epsilon} - 1}{b_{i} - 1} - 2\sigma_\tau^2 \tau - 2 \frac{2}{b_{i} - 1} + 2\sigma_\tau^2 \frac{b_{i}^{1-2\epsilon} - 1}{(b_{i} - 1)^2}}{\frac{1}{(1-b_{i})}} \\
g & \triangleq \frac{1 - b_{i}^{1-2\epsilon} - 1}{(1-b_{i})^2}
\end{align*}
\]

Remark 6 (Dwell Time Computation): According to (10) and Corollary 1, the dwell time $\tau$ is computed such that (35) and (36) hold simultaneously.

Remark 7: The conditions (35) and (36) straightforwardly imply that they are more likely to hold in the case of larger $\delta$ or $\phi$, i.e., the smaller prescribed levels of accuracy or confidence, which can lead to smaller dwell time. The conditions (35) and (36) also implies given dwell times, the larger size of social network $n$ can require larger $\delta$ or $\phi$, which can further results in larger model inferences error.
Algorithm 1: Inference From Estimation

Input: Matrix $\mathbf{W}$ (21) and vector $\mathbf{a}$ (22).

1. Cognitive bias parameter: $\tilde{\beta}_g \leftarrow \frac{\mathbf{W}_{g,1}}{\chi_g(1)+1}$;
2. Influence sum: $\sum_{i \in \mathcal{V}} \tilde{w}_{gi} \leftarrow \frac{\mathbf{W}_{g,i} - \mathbf{W}_{g,1}}{\chi_g(1)+1} + \sum_{i \in \mathcal{V}} \tilde{w}_{gi}$;
3. Cognitive bias parameter: $\tilde{\nu}_g \leftarrow \sum_{i \in \mathcal{V}} \tilde{w}_{gi} - \tilde{w}_{g,1}$;
4. Weighted topology denoted by $[\tilde{w}_{gi}]$ are obtained through solving:
   \[
   \tilde{w}_{g1} + \ldots + \tilde{w}_{g(g-1)} + \tilde{w}_{g(g+1)} + \ldots + \tilde{w}_{g,1} = \sum_{i \in \mathcal{V}} \tilde{w}_{gi},
   \]
   \[
   \tilde{w}_{gi} - \tilde{w}_{kj} = \left( \frac{[\mathbf{W}]_{g,j} - [\mathbf{W}]_{g,i}}{\sum_{i \in \mathcal{V}} \tilde{w}_{gi} + (\chi_g(1)+1)\tilde{\nu}_g} \right) \tilde{w}_{gi}, \quad i, j \in \mathcal{V}.
   \]

V. PROBLEM 2: SOCIAL SYSTEM INFERENCE

With the obtained estimation (9), we investigate the computation of (5). Considering the structures of real vector and matrix in (8), we write estimations (21) and (22) in the following forms:

\[
\tilde{a}_g \triangleq (\tilde{\nu}_g + \tilde{\beta}_g)(\chi_g(1)+1) - \sum_{i \in \mathcal{V}} \tilde{w}_{gi} x_g(1) - 1 \quad (39a)
\]

\[
[\tilde{\mathbf{W}}]_{g,i} \triangleq \begin{cases} 
\tilde{\beta}_g x_g(1) + \tilde{\beta}_g, & g = i \\
\tilde{\nu}_g + \frac{(\chi_g(1)+1)\nu_{wg}}{\sum_{i \in \mathcal{V}} \tilde{w}_{gi}}, & g \neq i.
\end{cases} \quad (39b)
\]

based on which the inference procedure is described by Algorithm 1. The associated analysis is presented in the following theorem, whose proof appears in Appendix E.

Theorem 2: Consider the inference procedure in Algorithm 1. If the initial opinion $x_g(1) \neq -1$ for $\forall g \in \mathcal{V}$, Algorithm 1 generates inference solution (5).

VI. EMPIRICAL VALIDATION

In this section, we use U.S. Senate Member Ideology data [42] to validate the theoretical results and model from perspectives of generalization error and model error. Since a senator member usually retires after (at most) 12 congresses, it is not practical to model the state member as an individual in our proposed opinion evolution model. Alternatively, an individual in our model represents one U.S. state, and her opinion corresponds to the average ideological data of senate members from the same state. Meanwhile, we model U.S. President as information source in our model. To perform validation, we use the first-dimension ideological data obtained via Nokken-Poole estimation, which describes the economic liberalism-conservatism of a member. We consider the data from the 37th Congress to the 116th Congress, during which U.S. President is from the Republican Party or Democratic Party Presidents of the United States. However, the ideology of U.S. President is not estimated [42]. As an alternate, we set the default ideology of the president as +1 if the president is from the Republican Party, and −1 if the president is from the Democratic Party.

A. Prediction Error

Following the same logic to derive (7), if $h_g(t) = 1$, the dynamics in (1) transforms to

\[
x(t + 1) = \tilde{p} + \mathbf{W} x(t) + p(t), \quad y(t) = x(t) + o(t) \quad (42)
\]

where we define

\[
\tilde{p}_g \triangleq (a_g + \beta_g)(\chi_g(1)+1) - \left( \chi_t + \sum_{j \in \mathcal{V}} w_{gj} \right) x_g(1) + 1
\]

\[
[\tilde{\mathbf{W}}]_{g,i} \triangleq \begin{cases} 
\beta_g - \beta_g x_g(1), & g = i \\
\frac{(1-\chi_g(1))\nu_{wg}}{\sum_{i \in \mathcal{V}} \tilde{w}_{gi}}, & g \neq i
\end{cases} \quad (43b)
\]

Fig. 3. (a) 19 states’ model-based prediction errors. (b)–(e) Four states’ real and predicted trajectories of ideology.
The dynamics (7) with (8) and the dynamics (42) with (43a) show that when the information sources hold extremal opinions, the proposed model (1) transforms to linear stochastic systems but have distinctive differences. This observation indicates that if the inferred social systems are leveraged for prediction, the inferred switching model that corresponds to (7) and (42), i.e.,

\[ y(t + 1) = \frac{\hat{\alpha}}{\alpha_x} + \frac{\hat{\alpha_y}}{\alpha_y} x(t), \quad \text{Democratic Party} \]
\[ y(t + 1) = \frac{\hat{\alpha}}{\alpha_x} + \frac{\hat{\alpha_y}}{\alpha_y} y(t), \quad \text{Republican Party} \]

would have a smaller prediction error than that of a fixed social model, e.g., DeGroot model [6] or Friedkin-Johnsen model [7]. For the comparison, the fixed model via estimations (21) and (22) is Friedkin-Johnsen model based, i.e.,

\[ y(t + 1) = \frac{\hat{\alpha}}{\alpha_x} + \hat{\alpha_y} x(t). \]  

We use the ideological data of the 40th Congress to 106th Congress to infer models and save the rest of the data (i.e., 107th–116th) to measure prediction error. Meanwhile, we assume we know that in the 107th–110th, 115th and 116th Congresses, U.S. Presidents are from Democratic Party, while in the 111th–114th Congresses, U.S. Presidents are from Democratic Party. We follow the following procedure to perform the model-based prediction.

1) We consider three group data: Republican Data (extracted if the president is from Republican Party), Democratic Data (extracted if the president is from Democratic Party) and Mixed Data (no separation).
2) We use the Democratic Data, Republican Data, and Mixed Data to, respectively, infer the submodels (44a) and (44b) and the fixed model (45), via estimations (21) and (22).
3) For the prediction, we input the ideological data of the 107th Congress as the same initial condition for the switching model (44) and the fixed model (45).
4) From the 107th to 110th Congresses, we use model (44b) for prediction, from the 111th to 114th Congresses, we switch to model (44a) for prediction, in the 115th and 116th Congresses, we switch back to model (44b) for prediction.

Hence, we consider a network with 19 U.S. states. We denote individual \( v_i \)'s predicted ideology at congress number \( t \) by \( \hat{y}_i(t) \). We define the following metric to measure prediction error:

\[ e_i = \frac{1}{10} \sum_{t=107}^{116} |y_i(t) - \hat{y}_i(t)|, \quad i \in \{\text{NC, MS,}, \ldots, \text{NE, KS}\}. \]

The 19 states’ prediction errors and the picked four states’ real ideology and predicted trajectories are, respectively, shown in Fig. 3 (a)–(e), observing which we discover that switching social model (44) has more accurate prediction than a single fixed model (45).

B. Model Error and Fitting Error

Hereafter, we investigate the influence of dwell time on the model error and fitting Error. We make the worst case assumptions on noise, i.e., \( \sigma_o = \sigma_p = \sigma_i = 1 \). Under Assumption 1, we set \( \gamma = 1.59 \), for matrix-norm bounds, we choose \( \hat{\gamma} = 0.9 \) and \( \hat{h} = 0.1 \), we set other parameters as \( \varepsilon = 0.056 \), \( \rho = \left(\frac{\gamma}{1.06}\right) \), \( \epsilon = 9.5 \) and \( \kappa = 2\sqrt{2} \). According to the set parameters, the dwell times can be computed from (35) and (36) for the given \( (\phi, \delta) \)--PAC.

Differentiating from numerical examples and man-made systems, we do not have real exact model parameters as references to straightforwardly measure model error pertaining to \( (\phi, \delta) \)--PAC. Observing the matrix and vector in (8) and recalling the convex combination (4), we can perform model validation from the following social-system properties.

1) \( 0 \leq \alpha_x + \sum_{j \in V} |W|_{i,j} \leq 1, \quad \forall i \in V \).
2) The magnitudes of all entries of \( W \) are smaller than one.
3) The fitting curve and the trajectories of the inferred model under an arbitrary initial condition in \([-1, 1]\) are all constrained into \([-1, 1]\) for any time.
We now consider the ideological data of the 40th–116th Congresses. The size of Republican Data is 44, which means \( \tau = 44 + 1 = 45 \). Following Corollary 1, for the \((1, 0.1)\)-PAC, the allowed network size is 6. Then, by (21) and (22), we have \( \hat{\theta} = \begin{bmatrix} 0.0156, -0.0461, 0.0985, 0.1476, 0.0012, -0.0679 \end{bmatrix}^T \), which is due to the missing or un-embedding social communication detection and classification.

We next increase the size of the social network to include the five trajectories under random initial conditions in \([-1, 1]\), which shows that all of the trajectories are constrained into \([-1, 1]\) (see the range of light blue area).

We also consider the learning of social dynamics via deep neural networks, whose architecture is shown in Fig. 5, where “act” denotes the activation function. The trajectories of the trained DNN model (training loss: 1.1118374\( \times \)10^(-3)) obtained via Monte Carlo simulations with 500 randomly generated initial conditions in \([-1, 1]\) are shown in Fig. 4 (a)–(f), which shows that all of the trajectories are constrained into \([-1, 1]\) (see the range of light blue area).

We next increase the size of the social network to include all of the 30 states in the 40th Congress, such that the \((\phi, \delta)\)-PAC cannot be guaranteed. In this setting, the fitting curve and the five trajectories under random initial conditions in \([-1, 1]\) are shown in Fig. 4(g) and (h), which show that although the inferred model fits the real data well, without satisfying high PAC, the inferred model has a larger model error such that its evolving ideologies under some initial conditions exceed the range \([-1, 1]\) and the inferred model can be unstable.

VII. CONCLUSION

In this article, we have proposed an opinion evolution model which explicitly takes the asymmetric cognitive bias including confirmation bias and negativity bias and the process noise into account. Based on the proposed model, we have studied the problem of social system inference from network topology and model parameters of asymmetric cognitive bias. We have analyzed the sample complexity of the proposed inference procedure in the presence of observation noise, which leads to the statistical dependence of observed public evolving opinions on time and coordinates. Real data validations suggest the effectiveness of the obtained theoretical results and the proposed opinion evolution model. In the future, we will investigate the generalization of the social-system inference framework for the large-scale social networks with the incorporation of social communication detection and classification.

APPENDIX A: AUXILIARY LEMMAS

**Lemma 1** ([38]): Let \( f \) be a mean zero random vector in \( \mathbb{R}^n \), whose covariance matrix is denoted by \( \text{Cov}(f) \). If \( f \) has the convex concentration property with constant \( \kappa \), then for any \( A \in \mathbb{R}^{n \times n} \) and every \( t > 0 \), we have

\[
\mathbb{P} \left( \left| \frac{1}{t} \mathbf{W} f - \mathbb{E}[\mathbf{W} f] \right| \geq t \right) \leq 2e^{-\frac{\kappa^2}{t^2 \delta^2 \text{Cov}(f)_{\text{min}}}}
\]

for some universal constant \( \delta \).

**Lemma 2** ([43, Ch. 4]): Let \( W \) be a \( d \times d \) symmetric random matrix. Furthermore, let \( N \) be an \( \varepsilon \)-net of \( S^{d-1} \) with minimal cardinality. Then for all \( \rho > 0 \), we have

\[
\mathbb{P} \left( \| W \| > \rho \right) \\
\leq \left( \frac{2}{\varepsilon + 1} \right) \max_{\| u \|_2 > (1 - \varepsilon)\rho, \ v \in [0, 1]} \mathbb{P} \left( \| u^\top W u \| > (1 - 2\varepsilon)\rho \right)
\]

(46)

\[
\mathbb{P} \left( \| W \| > \rho \right) \\
\leq \left( \frac{2}{\varepsilon + 1} \right) \max_{\| u \|_2 > (1 - \varepsilon)\rho, \ v \in [0, 1]} \mathbb{P} \left( \| u^\top W u \| > (1 - 2\varepsilon)\rho \right)
\]

(47)

**Lemma 3** ([40]): Let \( \{ \eta_t \}_{t \geq 1} \) be a filtration. Let \( \{ \eta_t \}_{t \geq 1} \) be a stochastic process adapted to \( \{ \mathcal{F}_t \}_{t \geq 1} \) and taking values in \( \mathbb{R} \). Let \( \{ \eta_t \}_{t \geq 1} \) be a predictable stochastic process with respect to \( \{ \mathcal{F}_t \}_{t \geq 1} \), taking values in \( \mathbb{R}^d \). Furthermore, assume that \( \eta_t \) is \( \mathcal{F}_t \)-measurable and conditionally \( \gamma \)-sub-Gaussian for some \( \gamma > 0 \). Let \( S > 0 \), \( \eta^\top = [\eta_2, \eta_3, \ldots, \eta_{t+1}] \), and \( X^\top = [x_1, x_2, \ldots, x_t] \). The following

\[
\left\| (X^\top X + S)^{-0.5} X^\top \eta \right\|_2 \leq 2\gamma \ln \left( \frac{\text{det}((X^\top X + S)^{-1})^{0.5}}{\delta} \right)
\]

holds with the probability of at least \( 1 - \delta \).

APPENDIX B: PROOF OF PROPOSITION 1

It follows from (15) that

\[
\mathbb{E}[\Psi^\top XX^\top \Psi] = I_n
\]

by which, we obtain that

\[
\left\| (X^\top \Psi)^\top XX^\top \Psi - I_n \right\| \\
= \left\| (X^\top \Psi)^\top XX^\top \Psi - I_n \right\| \\
= \sup_{u \in S^{d-1}} \| u^\top (XX^\top \Psi)^\top XX^\top \Psi u - u^\top \mathbb{E}[\Psi^\top XX^\top \Psi] u \| \\
= \sup_{u \in S^{d-1}} \| \left\| (XX^\top \Psi) u \right\|_2 - \mathbb{E}[\| XX^\top \Psi u \|_2] \|.
\]

(49)
We obtain from (16) that
\[ \bar{y}(t+1) = \mathcal{W}_t \bar{x}(1) + \sum_{l=0}^{t-1} \mathcal{W}_l \bar{p}(t-l) + \bar{e}(t). \] (50)

We let \( u \in S^{n-1} \), and define
\[ U \triangleq \text{diag}(u, u, \ldots, u) \in \mathbb{R}^{n(t-2) \times (t-2)} \] (51)
observing which, (50), \( \Upsilon \) in (27), \( X \) in (14), \( \Pi \) in (28) with (29a), and \( s \) in (23) with (24a) we have
\[ X^T \Psi u = U^T \Upsilon^T \Pi s \] (52)
substituting which into (49), we arrive at
\[ \|(X^T \Psi)^T X^T \Psi - I_n\| = \sup_{u \in S^{n-1}} \|(U^T \Upsilon^T \Pi s \|_2^2 - E(U^T \Upsilon^T \Pi s \|_2^2). \] (53)

Let us define
\[ \Delta \triangleq \Pi^T \Upsilon U^T \Upsilon^T \Pi \] (54)
by which, we obtain
\[ \|\Delta\|_F^2 \leq \|\Pi^T \Upsilon U\|_2^2 \|\Pi^T \Upsilon^T \Pi\|_F^2 \] (55)
\[ = \|\Pi^T \Upsilon U\|_2^2 \|\Pi^T \Upsilon^T \Pi\|_F^2 \] (56)
\[ \leq \|\Pi^T \Upsilon^2\|_F \|\Pi^T \Upsilon^T \Pi\|_2^2 \|U\|_F^2 \] (57)
\[ \leq \|\Pi^T \Upsilon^4\| \|U\|_F^2 \] (58)
\[ \|\Delta\| \leq \|\Pi^T \Upsilon^2\| \|U\|_F^2 = \|\Pi^T \Upsilon\|_2^2 \] (59)

where (55)–(57) are obtained via considering the well-known inequalities \( \|AB\| \leq \|A\| \|B\| \), \( \|AB\|_F \leq \|A\| \|B\|_F \) and \( \|A\|_F = \|A^T\|_F \), (58) from (57) is obtained via considering \( \|U\|_2^2 = 1 \) and \( \|U\|_F^2 = \tau - 2 \) and \( \tau \) by which we have \( \|U\|_F^2 \) (51), and (59) follows from \( \|AB\| \leq \|A\| \|B\|, \|A\| = \|A^T\| \) and \( \|U\| = 1 \).

Under Assumption 1-1), we verify from (23) with (24a) that \( s \) has zero mean. Since \( \epsilon > 0 \) and \( \rho > 0 \), under Assumption 1-2), applying Lemma 1 (in Appendix A) with (60) and (54), we conclude that
\[ \|\Pi^T \Upsilon^T \Pi s \|_2^2 - E\|\Pi^T \Upsilon^T \Pi s \|_2^2 > \rho \] (61)
holds with probability at most
\[ 2e^{-\rho^2 \min \left\{ \frac{1}{\tau - 2 \|\Pi^T \Upsilon^4\|} \|U\|_F^2 \right\}} \] (62)
which, in conjunction with (53), implies that
\[ \|(X^T \Psi)^T X^T \Psi - I_n\| = \sup_{u \in S^{n-1}} \|(X^T \Psi)^T X^T \Psi - I_n\| \geq (1 - 2\epsilon) \rho \] holds with probability at most
\[ 2e^{-\rho^2 \min \left\{ \frac{1}{\tau - 2 \|\Pi^T \Upsilon^4\|} \|U\|_F^2 \right\}}. \] (63)

Then, applying (47) in Lemma 2 leads to Proposition 1.

\section*{Appendix C: Proof of Theorem 32}

Observing the relation (20) and the optimal estimation (21), we obtain \( \hat{\mathcal{V}} - \mathcal{V} = UX^T (XX^T)^{-1} \). Thus,
\[ \|\hat{\mathcal{V}} - \mathcal{V}\| = \|UX^T (XX^T)^{-1}\| \leq \|UX^T (XX^T)^{-0.5}\| \cdot \|(XX^T)^{-0.5}\| \] for which we define two events
\[ \mathcal{E}_1 \triangleq \left\{ \|UX^T (XX^T)^{-0.5}\| \cdot \|(XX^T)^{-0.5}\| > \phi \right\} \] (63)
\[ \mathcal{E}_2 \triangleq \left\{ \|UX^T (XX^T)^{-0.5}\| \cdot \|(XX^T)^{-0.5}\| \leq \frac{1}{2} \right\} \] (64)
from which we have
\[ P[\|\hat{\mathcal{V}} - \mathcal{V}\| > \phi] \leq P[\mathcal{E}_1 \cap \mathcal{E}_2] + P[\mathcal{E}_2^c]. \] (65)

We next derive the upper bounds on \( P[\mathcal{E}_2^c] \) and \( P[\mathcal{E}_1 \cap \mathcal{E}_2] \). \textbf{Upper Bound on} \( P[\mathcal{E}_2^c] \): Let us set \( \gamma = \sqrt{2\epsilon} \), inserting which into (32) results in
\[ \min \left\{ \frac{(1 - 2\epsilon)^2}{4(\tau - 2)\|\Pi^T \Upsilon^4\|^2} \right\} \geq \frac{\epsilon^2}{\delta^2} \ln \frac{4 \cdot \frac{1}{2} + 1}{n} \]
which is equivalent to
\[ 2 \cdot \left( \frac{2}{\epsilon} + 1 \right) = e^{\epsilon^2 \min \left\{ \frac{1}{\tau - 2 \|\Pi^T \Upsilon^4\|} \|U\|_F^2 \frac{(1 - 2\epsilon)}{2} \|\Pi^T \Upsilon^4\|^2 \right\}} \leq \frac{\delta}{2} \] (66)
which together with Proposition 1 with the setting of \( \rho = \frac{1}{2} \) imply that when (32) holds
\[ P[\mathcal{E}_2^c] \leq \frac{\delta}{2}. \] (66)

\textbf{Upper Bound on} \( P[\mathcal{E}_1 \cap \mathcal{E}_2] \): When \( \mathcal{E}_2 \) in (64) occurs, we have
\[ \frac{1}{2} I_n \leq \Psi X X^T \Psi \leq \frac{3}{2} I_n \] (67)
which means that
\[ 0 < \frac{1}{2} \Psi^{-2} \leq XX^T \leq \frac{3}{2} \Psi^{-2} \] (68)
by which we have
\[ \lambda_{\min}^{0.5} (XX^T) \geq \frac{1}{2} \Psi^{-2} \leq \frac{1}{2} \Psi^{-2} \] (69)
by which we obtain \( (1/\beta) \geq \|(XX^T)^{-0.5}\| \). We then conclude from (63) and (64) that
\[ \mathcal{E}_1 \cap \mathcal{E}_2 \subseteq \left\{ \|UX^T (XX^T)^{-0.5}\| > \beta \phi \right\} \cap \mathcal{E}_2. \] (70)
From the left-hand inequality of (68) we have
\[ 2XX^T \geq \frac{1}{2} \Psi^{-2} + XX^T \] which means that
\[ (XX^T)^{-1} \leq 2 \left( \frac{1}{2} \Psi^{-2} + XX^T \right)^{-1} \]
which, in conjunction with (70), leads to
\[ \mathcal{E}_1 \cap \mathcal{E}_2 \subseteq \left\{ \sqrt{2}\|UX^T (S + XX^T)^{-0.5}\| > \beta \phi \right\} \cap \mathcal{E}_2. \] (71)
where we denote
\[ S \triangleq \frac{1}{2} \Psi^{-2}. \tag{72} \]

With \( u \in S^{n-1} \), we now define two additional events
\[ \mathcal{A}_1 \triangleq \left\{ ||(S + XX^T)^{-0.5} UX^T||^2 \right\} \]
\[ > 16\epsilon\sigma^2 \ln((\det((S + XX^T)^{-1}))^{0.5} \delta_0^{-1}) \tag{73} \]
\[ \mathcal{A}_2(u) \triangleq \left\{ ||(S + XX^T)^{-0.5} UX^T u||_2^2 \right\} \]
\[ > 4\epsilon\sigma^2 \ln((\det((S + XX^T)^{-1}))^{0.5} \delta_0^{-1}) \tag{74} \]

We note that under Assumption 1-3, \( u \in S^{n-1} \) implies that \( (g(t + 1))^T u \) is \( F_t \)-measurable and conditionally \( \gamma \)-sub-Gaussian for some \( \gamma > 0 \). Meanwhile, we note that \( 4\epsilon\sigma^2 = 2\gamma^2 \). In light of Lemma 3 in Appendix A, we then have \( P[\mathcal{A}_2(u)] \leq \delta_0 \). Furthermore, applying (46) with the setting of \( \epsilon = \frac{1}{4} \) in Lemma 2, we obtain
\[ P[\mathcal{A}_1] = \delta_0 \max_{W \in \mathcal{W}} P[\mathcal{A}_2(u)] \leq \delta_0^\alpha \tag{75} \]

We let \( \delta_0 = \frac{\delta}{2\epsilon} \), such that
\[ \bar{\beta} \geq \frac{4\sqrt{2\epsilon}\sigma}{\phi} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n}}{\delta} \left( \frac{1}{10} \right)^{0.5n} \right)} \]
\[ = \frac{4\sqrt{2\epsilon}\sigma}{\phi} \sqrt{\ln \left( \frac{1}{\delta} \left( \frac{1}{\delta} \right)^{0.5} \right)} \]
\[ \geq \frac{4\sqrt{2\epsilon}\sigma}{\phi} \sqrt{\ln \left( \frac{1}{\delta} \left( \frac{1}{\delta} \right)^{0.5} \right)} \tag{76} \]

where the last inequality from its previous step is obtained via considering the inequality \( XX^T \geq S \) that follows from (68) and (72). Combining the inequality in (71) with (76) yields
\[ ||U XX^T (S + XX^T)^{-0.5}|| \]
\[ > \frac{\bar{\beta}}{\alpha} \geq 4\sqrt{\epsilon} \sigma \sqrt{\ln \left( \frac{1}{\delta} \left( \frac{1}{\delta} \right)^{0.5} \right)} \]

by which, and considering (71) and (73), we deduce that under condition (76), if the event \( E_1 \) occurs, the event \( \mathcal{A}_1 \) occurs consequently. We thus obtain
\[ P[E_1 \cap E_2] \leq P[\mathcal{A}_1 \cap E_2]. \tag{77} \]

We note that (33) is equivalent to
\[ \lambda_{\min} \left( \frac{1}{2} \right) \geq \frac{4\sqrt{2\epsilon}\sigma}{\phi} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n}}{\delta} \left( \frac{1}{10} \right)^{0.5n} \right)} \]

inserting \( \beta \) in (69) with \( \Gamma \) in (15) into which yields
\[ \beta \geq \frac{4\sqrt{2\epsilon}\sigma}{\phi} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n}}{\delta} \left( \frac{1}{10} \right)^{0.5n} \right)} \]

by which we conclude that (76) holds if (33) is satisfied. Moreover, recalling that the event \( E_2 \) always occurs under the condition (32) [proved in Upper Bound on \( P(E_2) \)], we conclude from (75) and (77) that
\[ P[\mathcal{A}_1 \cap E_2] \leq P[\mathcal{A}_1] \leq \delta_0 \]

holds as long as both (32) and (33) hold. In addition, due to \( \delta_0 = (\delta/2 \cdot 5^n) \), we have
\[ P[\mathcal{A}_1 \cap E_2] \leq \frac{\delta}{2} \tag{78} \]

Finally, combining (65) with (66) and (78) yields (31).

**APPENDIX D: PROOF OF COROLLARY 1**

**Condition (36):** Under Assumption 1, it follows from (50) with (12) and (13) that
\[ E[\bar{y}(t + 1) \bar{y}^T (t + 1)] = E[\bar{o}(t) \bar{a}(t)^T] + \bar{w}^T E[\bar{x}(1) \bar{x}^T (1)] (\bar{w}^T)^T \]
\[ + \sum_{i=0}^{t-1} \bar{w}^T E[\bar{p}(t - i) \bar{p}^T (t - i)] (\bar{w}^T)^T \]
\[ = 2\sigma_1^2 I_n + \sigma_2^2 \bar{w}^T (\bar{w}^T)^T + 2\sigma_5^2 \sum_{i=0}^{t-1} \bar{w}^T (\bar{w}^T)^T \]

which together with (34) lead to
\[ E[\bar{y}(t + 1) \bar{y}^T (t + 1)] \geq 2\sigma_1^2 I_n + \sigma_2^2 \bar{w}^T I_n + 2\sigma_5^2 \bar{w}^T I_n. \tag{79} \]

As a consequence, we obtain from (15) and (79) that \( \lambda_{\min}(\Gamma) \geq \frac{1}{\bar{\rho}} \), where \( \bar{\rho} \) is given in (37). We thus can conclude that (33) holds if (36) is satisfied.

**Condition (35):** It follows from (27) that \( ||\Upsilon||^2 = ||\Psi||^2 \). Meanwhile, we obtain from (15) and (79) that \( \Psi^2 \leq \bar{\rho}^{-1} I_n \), where \( \bar{\rho} \) is given in (37). We then have
\[ ||\Upsilon||^2 \leq \frac{1}{\bar{\rho}}. \tag{80} \]

We verify from (28) with (29a) that
\[ ||\Pi||^2 \leq \frac{1 - \bar{\rho}^{-3}}{1 - \bar{\rho}} \tag{81} \]

considering which and recalling the well-known inequality \( ||AB|| \leq \|A\| ||B|| \), we then arrive at
\[ ||\Pi^T \Upsilon||^2 \leq ||\Pi||^2 ||\Upsilon||^2 \leq g \tag{82} \]

where \( g \) is given in (38). We note that the inequality (82) implies
\[ \min \left\{ \frac{(1 - 2\epsilon)^2 \rho^2}{4(\tau - 2)||\Pi^T \Upsilon||^2 ||\Pi^T \Upsilon||^2}, \frac{(1 - 2\epsilon)^2 \rho^2}{2||\Pi^T \Upsilon||^2} \right\} \]
\[ \geq \min \left\{ \frac{(1 - 2\epsilon)^2 \rho^2}{4(\tau - 2)g^2 ||\Pi^T \Upsilon||^2}, \frac{(1 - 2\epsilon)^2 \rho^2}{2g} \right\} \]
indicating that if (35) is satisfied, (32) holds.
We obtain from (39b) that
\[
\sum_{i \in V} \hat{\nu}_{g,i} + \hat{\nu}_g (x_g(1) + 1) = \sum_{g \in V} \hat{\nu}^\top_{g,i} \hat{\nu}_g
\]
which results in \(\hat{\nu}_g\) computation in Line 1 of Algorithm 1. Summing (39b) over \(i \neq g \in V\) yields
\[
\sum_{i \in V} \hat{\nu}_{g,i} + \hat{\nu}_g (x_g(1) + 1) = \sum_{g \in V} \hat{\nu}^\top_{g,i} \hat{\nu}_g
\]
substituting which from (39a) leads to
\[
\hat{\nu}_g (x_g(1) + 1) - \sum_{g \neq g \in V} \hat{\nu}_{g,i} (x_g(1) + 1) - \sum_{g \in V} \hat{\nu}_{g,i}
\]
\[
= \hat{\alpha}_g - \sum_{g \neq g \in V} \hat{\nu}^\top_{g,i} \hat{\nu}_g
\]
which is expressed as (41). Meanwhile, the available \(\sum_{g \neq g \in V} \hat{\nu}_{g,i}\) means (40). Hence, the weighted network topology can be obtained by solving (40) and (41).
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