An Exploration-driven Reinforcement Learning Model for Video Streaming Scheduling in 5G-Powered Drone
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Abstract. In the process of wireless network video streaming, especially in more complex scenarios (such as video transmission of 5G-powered drones), analyzing the quality of experience (QoE) of the video streaming is a very crucial task. Thus attention should be paid to the dynamic interaction between QoE indicators including buffer starvation probability and traffic load. This paper proposes a video streaming scheduling model based on reinforcement learning. By learning the correlation between user behavior and traffic patterns, a series of resource allocation strategies that optimize QoE indicators are obtained. Since there is a certain degree of randomness in the network status at each moment in the transmission process, the model introduces exploration rewards to solve the noise problem of random environments. At the same time, this mechanism enables the model to fully explore the environment even when the reward is sparse, so as to obtain an effective scheduling strategy. Simulation experiments have proved that our model can improve the long-term QoE of video streaming in different network environments.

1. Introduction

Due to the rapid development of mobile video services, the delay and stability of wireless network video streaming have received more extensive attention. Unlike voice communication, video streaming applications do not have strict requirements for end-to-end delay, but it requires a set of key performance indicators (KPI) to measure the quality of experience (QoE) \[1\][2]. Among these indicators, buffer starvation probability and buffer time are particularly pivotal. They quantify the event that the buffer becomes empty. Buffer starvation will cause frozen images, that is, video freezes. Therefore, in real-time video streaming services, buffer starvation has a huge impact on user behavior. When the video is frequently in the buffering state, most users will consider terminating the video playback before the end of the transmission process \[3]\[4]\[5]\[6]\[7]\.

In order to alleviate the negative of buffer starvation, a huge amount of studies are aimed at finding a reasonable start-up delay configuration strategy. The difficulty of this problem is that wireless network video transmission is a random process that controls the arrival of data packets, so it is defective to just focus on video streaming of limited size and length\[8]\[9]\[10]. In addition, if the network status does not have geographic homogeneity, the fixed startup delay configuration is no longer applicable to different network environments \[11]\[12]. It means that the prefetching threshold calculated by a given traffic intensity and file size distribution has certain limitations, for the reason that this method ignores the influence of network status fluctuations \[13]\.

This paper proposes a video streaming scheduling model based on reinforcement learning to dynamically configure the start-up delay. The method is based on the existing starvation hunger
evaluation model, and the calculated results are regarded as part of the reward function in the training phase. Finally, the prefetching strategy that maximizes the long-term QoE and the value function of the strategy are learned. Given the exponential size of the state space, the value function can be approximated. The input of the neural network is the encoded state, and the output is the actual value of each possible action taken. The model starts to execute the strategy from a given initial state which can choose the action with the maximum value, or take random exploration actions. The network is trained based on the collected experimental data, and is performed on different threads independent of each other according to specific strategies.

The main contributions of this paper are:

- We model the wireless network video streaming transmission process as a reinforcement learning environment, and obtain the best packet prefetching strategy for long-term QoE through learning.
- We propose an exploration-driven reward mechanism, which not only solves the noise problem in the environment, but also alleviates the sparse rewards in the model training process to a certain extent.
- The reliability of this model is verified in the complex scenario of 5G-powered UAV video transmission. Experiments prove the effectiveness of the model in different network environments.

The content of this article is organized as follows. The second section summarizes the related work. The third section describes the exploration-driven reinforcement learning model for video streaming scheduling. Section 5 shows the experimental process and results. Section 6 summarizes this work.

2. Related Work
Research on the trade-off between buffer starvation and start-up delay is mainly divided into bandwidth change models and mathematical methods. Xu et al. modeled buffer starvation probability and starvation event generation function in [4], and dynamically analyzed starvation behavior at the file level. Given the distribution of traffic intensity and file size, this method can calculate the relationship between the starvation probability and the packets prefetching threshold [14][15][16][17]. Although this work is very novel in method, it only considers a single video stream of limited size and length. In [5], the authors stand from the perspective of network operators and solve related problems in three directions: measuring traffic patterns, modeling the possibility of buffer starvation and using calculation results for resource allocation [18][19]. This paper uses different short-term and long-term QoE to balance the overall QoE. At the same time, the authors also proposed a Bayesian inference method that allows operators to infer whether the input stream is short-view or long-view[20][21].

3. RL-based Video Streaming Scheduling Model
In this section, we propose a reinforcement learning model which can obtain the best packet prefetching strategy for long-term QoE ignoring the problem of environment noise and sparse rewards.

3.1. RL Environment Settings
The purpose of reinforcement learning (RL) algorithm is to learn how to control the agent to complete the specified task. In order to abstract the QoE optimizing problem as a RL problem, the behavior and environment of the agent need to be defined[22][23][24]. The environment describes the state of the task within a specified time, the set of actions that can be taken, and the impact of these actions.

The state in the environment is represented by a vector, which describes the network state and data packet state in the process of video streaming transmission in 5G NAS network. The elements in the vector include: packet arrival rate, packet service rate, duration of a service slot, start-up delay, traffic intensity, File size in packets, Packet arrival probability, Total number of packets, packet departure probability, Minimum file size, Start-up threshold in packets, Mean of exponential file size.

The action of the agent is to reconfigure the packet prefetching strategy in each state and reconfigure the startup delay when buffer starvation occurs. Every action will result in a change of the state. The state is not only determined by these actions, but also related to the current network state.
Therefore, the environment has a certain degree of randomness, and the model is a model-free RL approach.

The reward function in the environment assigns an actual value to each possible (state, action) pair. In the video stream scheduling problem, we define the reward function to be composed of two parts, which respectively represent the current state buffer starvation probability and the expected interval between two adjacent buffer starvations. This reward function is also a quantitative form of QoE.

\[ R = -(P_s + \gamma(g(E(T)))) \]  

\( P_s \) is the buffer starvation probability. The calculation of it is based on Ballot Theorem:

Ballot theorem: In a Ballot, candidate A gets \( N_A \) votes, candidate B gets \( N_B \) votes, where \( N_A > N_B \). Assuming that all orders are the same when counting votes, the probability that A will always lead in the number of votes during the whole counting process is \( (N_A - N_B)/(N_A + N_B) \).

After the start of a transmission service, for a given initial queue length \( x_1 \) and total size \( N \), the starvation probability is given by:

\[ P_s = \sum_{k=1}^{N-1} \frac{x_1}{2k-x_1} \frac{(2k-x_1)!}{k!} p^k (1-p)^{k-1} \]  

\( E(T) \) is the expected time interval between two starvations. We let \( g(\cdot) \) be a strictly mono-increasing and convex function of the expected start-up delay.

\[ E(T) = \frac{x_1}{x(1-p)} \]  

3.2. Exploration Reward Mechanism

In the actual QoE optimizing process, random environment and sparse rewards (or even almost no rewards) will cause the agent to be unable to effectively explore the environment[25][26][27]. Therefore, we propose an exploration mechanism, which is used as an intrinsic reward signal so that the agent can deal with this problem well. Our method models the exploratory reward as the difference between the predicted state and the actual state in the feature space. At the same time, the self-supervised reverse dynamic model is used to extract the state features from the feature space. When the environment changes, fine-tuning can be performed. The schematic diagram of the structure is shown in Fig. 1.

![Fig. 1. Structure of the exploration-driven reward mechanism (ERM).](image)

In the traditional RL form, the original reward signal is rewritten into \( R = R^i + R^e \), where \( R^i \) represents the intrinsic reward due to the exploration mechanism, and \( R^e \) represents the reward...
inherent in the environment, which is calculated by eq. (1). Then use the traditional strategy learning to learn the corresponding strategy by maximizing accumulated rewards.

The essence of this mechanism is to make full use of the information that actually affects the agent. We use a deep neural network to extract the feature from the state \( s \). Through which we can obtain \( \varphi(s) \). Then we use the feature extraction \( \varphi(s') \) of the next state to predict the action between these two states:

\[
a_{\text{prediction}} = DNN(s, s' ; \theta_f) \tag{4}
\]

By minimizing the error between the predicted \( a_{\text{prediction}} \) and the actual adopted action \( a \), back propagation is used to allow the neural network to learn the features that are truly affected by the action. Considering that the action here is discrete, we can take softmax function on the predicted action, and then set the corresponding loss function through maximum likelihood estimation, that is

\[
\min_{\theta_f} L_1(a_{\text{prediction}}, a) \tag{5}
\]

After extracting the feature \( \varphi(s) \) from the current state, we also use a neural network to predict the feature of the next state \( s' \):

\[
\varphi(s') = f(\varphi(s), a ; \theta_f) \tag{6}
\]

Since the predicted feature is a vector, the \( L_2 \) norm is used as the loss:

\[
L_F \left( \varphi(s'), \varphi(s') \right) = \frac{1}{2} \left| \left| \varphi(s') - \varphi(s') \right| \right|_2^2 \tag{7}
\]

At the same time, we use the above loss \( L_F \left( \varphi(s'), \varphi(s') \right) \) to construct the exploration reward:

\[
R_i = \eta L_F \left( \varphi(s'), \varphi(s') \right) \tag{8}
\]

The learning goal of the final model is given by:

\[
\min_{\theta_f} L_1(a_{\text{prediction}}, a) + \alpha E_g(s_t ; \theta_f) \sum R_i + (1 - \beta)L_1 + \beta L_F \tag{9}
\]

where \( \alpha > 0, 0 \leq \beta \leq 1 \) is only a measure of the scale of the corresponding item.

In the training phase, after the initial part of the prediction is accurate, in order to obtain more exploration rewards, this mechanism will actively explore more unknown states.

### 3.3. Optimal strategy learning

We use the approach of Deep Q Network (DQN) to learn the optimal strategy. DQN and Q-learning are similar to algorithms based on value iteration[28][29].In the ordinary Q-learning method, when the state and action space are discrete, Q-table can be used to store the Q value of each (state, action) pair. However, when the state and action space is high-dimensional continuous, using Q-table is very difficult. So we transform the Q-table update into a function fitting problem, and use the deep neural network to fit a function instead of Q-table to generate the Q value. So that the similar state can get the similar output action. The schematic diagram of the model is shown in Fig. 2.

Fig. 2. DQN algorithm diagram.
The algorithm has two main structures:

- The experience replay (experience pool) method is used to solve the problem of correlation and non-static distribution.
- A MainNet is introduced to obtain the real-time Q value, and the target Q value is obtained through another TargetNet.

The memory mechanism in the experience pool is used to learn from previous experiences. For the reason that Q-learning is an off-policy learning method, it can learn from the current experience as well as the past experience. Thus randomly adding previous experience during the learning process will make the deep neural network more efficient. The experience pool stores the transfer samples \((s_t, s'_t, r_t, s_{t+1})\) obtained by the interaction between the agent and the environment at each time step into the playback memory network, and randomly takes out some batches to disrupting the correlation while training.

Q-targets is actually a mechanism to disrupt correlation. Q-targets will build two networks with the same structure but different parameters. The network for predicting Q estimation, MainNet, uses the latest parameters, while the TargetNet parameters of the neural network that predicts Q reality use a long time ago. \(Q(s, a; \theta)\) represents the output of the current network MainNet. They were used to evaluate the value function of the current state action pair. \(Q(s, a; \theta^-)\) represents the output of TargetNet, which can be used to solve the target Q and update the MainNet parameters based on loss function. They can also copy the MainNet parameters to TargetNet after a certain number of iterations.

After that, the target Q value remains the same for a while, which can appropriately decrease the correlation between the current Q value and the target Q value to a certain degree, and furthermore, improves the robustness of the algorithm.

The update of the value function in this algorithm is given by:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha [R + \gamma \max_{a'} Q(s', a') - Q(s, a)]
\] (10)

The loss function of DQN is as follows, \(\theta\) indicates that the network parameter is the mean square error loss.

\[
L(\theta) = E[(R + \gamma \max_{a'} Q(s', a'; \theta) - Q(s, a; \theta))^2]
\] (11)

There are two parts which have exactly the same structure but different parameters in DQN. The network MainNet predicts Q estimation value by latest parameters, while the TargetNet predicts Q reality value by parameters of a long time ago. It means when the agent in the model takes action \(a\) in the RL environment, Q can be calculated according to the above formula and the MainNet parameters can be updated. They will be copied to TargetNet after a certain number of iterations. Thereupon, a learning process is completed.

4. Numerical Examples

In the experiment, in order to verify that the model is effective and robust in complex 5G NAS network, a 5G-powered drone (DJI M210 UAV) equipped with a communication module (Hubble I) provided by China Mobile was used as the video streaming transmission equipment (as shown in Fig.3). The trace-driven simulation prove the accuracy of our method.

![Fig. 3. DJI M210 UAV equipped with a 5G communication module provided by China Mobile Chengdu Institute of Research and Development.](image-url)
4.1. Experiment and parameter settings

For a pure simulation experiment, the data and variables are generated according to a certain random distribution. In other words, it cannot simulate the real changing network environment, nor can it fit the noise problem in a random environment. This shows that as long as there is a large enough number of random events, pure simulation will gradually converge to a fixed mathematical model. However, this approach is not consistent with our expectations. Although pure simulation can verify the correctness of the model, it is not enough to make a satisfactory assessment of its accuracy. Therefore, this experiment considers the way of trace-driven simulation, and the video request is randomly selected from the 5G networked drone in the real wireless network environment. This can not only test the effectiveness and robustness of the model in real scenarios, but also control the range of parameters to a certain extent to achieve experimental purposes.

The experiment was carried out under the 5G NAS network, we use a 5G-powered drone to collect the video and then transmit it through a communication module. The parameters in the transmission process are returned by the module every two seconds, including the capacity of the wireless network, the maximum number of video streams that the base station can accept, the incoming stream category, and the video bit rate. At the same time, after obtaining the equal processor shared queue of the base station, the average departure rate can be obtained. In order to make the base station under a heavy load but not exceed the capacity area, we finally set the traffic intensity $\rho = 0.98$, while the video request intensity $\lambda = 0.009$. This can also make the attainment rate of the video request within a stable range.

4.2. Reward metrics and analysis

**Cumulative QoE.** In specific experiments, we will evaluate the overall objective quality of experience and the performance of the model in different start-up states of the video transmission process.

First, we divide the video stream into two categories to measure the model respectively. The Poisson arrival rate of the k-th video request is $\lambda_k$. The total arrival rate is $\lambda = \lambda_1 + \lambda_2$. The service time of a video stream in a state is equal to the video request size in bits divided by its throughput. Since viewing time follows a super-exponential distribution, the service time of each category is also exponentially distributed. Here, we use the state pair (m, n) to indicate that there are currently m first-class flows and n second-class flows passing through the bottleneck. As more video streams share bottlenecks, the probability of buffer starvation during the transmission process will increase.

Fig.4 illustrates the change in the objective QoE of the first-class stream and the second-class stream scheduling by our model when the video transmission duration increases from 0s to 3000s. Fig.5 shows the results of scheduling in the same experimental environment through the method in [5]. It can be found that although our scheduling model is unable to make the QoE index higher than the result obtained by the method in [5] at each moment of the transmission process, it can effectively improve the long-term cumulative reward during the process.

![Fig. 4. QoE vs transmission duration (ours).](image1)

![Fig. 5. QoE vs transmission duration (method in [5]).](image2)
When the video streaming transmission process started in different states, we also evaluated the fluctuation of the objective QoE, as shown in Fig. 6 and Fig. 7. We used the state pairs of (0, 6), (2, 6), (4, 8) to conduct experiments. In addition, Fig. 8 and Fig. 9 compare the long-term cumulative QoE of first-class and second-class flows with different maximum numbers of coexisting flows respectively. As the maximum number of streams increases, more video streams may coexist in the base station, thus causing buffer starvation to occur more often. Comparing the cases where the maximum flow number is 5, 10 and 15, it can be found that the long-term cumulative QoE has a strong correlation with the maximum flow amount. Therefore, our model can be used to design a video stream admission control strategy that can tolerate a certain degree of starvation probability.

Mean DT/VT ratio. The DT/DV ratio is an important indicator that reflects the best buffer ratio during the entire video streaming period. In Fig. 10 and Fig. 11, we plot the average DT/DV ratio when the maximum number of streams increases from 5 to 15. It can be seen from the curve that the increase of the amount of flows leads to a higher average DT/DV ratio. However, our scheduling strategy can effectively reduce the video buffering time compared to the method in [5] and transmission without scheduling.
Our reinforcement learning model provides an effective scheduling strategy for the QoE tradeoff of heterogeneous video streams. When different types of video streams have different perceptions of buffer starvation, our algorithm can empower the base station, so that it has the ability to intelligently schedule different flows, which can optimize the long-term cumulative QoE. For example, if a flow is more sensitive to buffer starvation behavior at a certain moment, the scheduling strategy can provide it with higher priority.

5. Conclusion
In this paper, we propose an exploration-driven reinforcement learning model for video streaming scheduling in 5G-powered UAV. This method can generate packets prefetching and start-up delay strategy dynamically, and has great adaptability to complex network environment. The past mathematical models are always limited by Random noise and unstable scenes in the network environment. Thus we perform an exploration mechanism which make full use of the information that actually affects the agent. Through which a better UAV video streaming transmission scheduling strategy in 5G NAS network can be obtained.
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