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1. Introduction

In spectral graph theory related to probability theory and number theory, it is important to investigate the relations between non-backtracking paths in a graph and eigenvalues of its adjacency matrix (cf. [2,14,28]). In fact, Bordenave, Lelarge and Massoulié [6, 7] studied the spectrum of the non-backtracking matrix (or equivalently, edge matrix) for a generalization of the Erdős–Rényi graphs, and they proved that the generalization satisfies Graph theory Riemann hypothesis with high probability (cf. [5, Theorems 3 and 4]. See [33] or [32, Eq.(8.6)] for the definition of Graph theory Riemann hypothesis). Stark and Terras proved that a regular graph satisfies Graph theory Riemann hypothesis if and only if it is a Ramanujan graph (cf. [29, Corollary 1]). This indicates that the Erdős–Rényi graph can be regarded as an “irregular” Ramanujan graph (cf. [26,32,33]). The purpose of this paper is to define and analyze a new kind of matrix to investigate relations between the non-backtracking paths without tails in a finite connected regular graph and the eigenvalues of its adjacency matrix.
Let $G$ be a finite connected (possibly irregular) graph, and let $N_m$ be the number of non-backtracking “closed” paths without tails (or equivalently, reduced cycles) in $G$ of length $m$ (see (2) below). The sequence $\{N_m\}_{m\geq 1}$ can be considered as a kind of “gap” which indicates how $G$ is far from the universal covering tree of $G$, since $G$ is a tree if and only if $N_m = 0$ for all $m$. To capture all $N_m$, the Ihara zeta function of $G$ is useful. The Ihara zeta function of $G$ is the generating function of $\{N_m\}_{m\geq 1}$:

$$Z_G(u) = \exp \left( \sum_{m\geq 1} \frac{N_m}{m} u^m \right)$$

for $u \in \mathbb{C}$ such that $|u|$ is sufficiently small. Note that $G$ is a tree if and only if $Z_G(u) = 1$.

In 1966, Ihara [18] defined the function $Z_G(u)$ for any regular graph $G$, and proved that the reciprocal of $Z_G(u)$ is an explicit polynomial. After that, Hashimoto [16] and Bass [5] extended Ihara’s result to any graph (see Theorem 2.1 below). In 1996, Stark and Terras [29] introduced a matrix $M_m$ related to the numbers of non-backtracking paths in any graph (cf. [29, (2.7)]), and gave an elementary proof of Ihara’s result for any graph. Moreover, Stark and Terras showed that

$$\text{Tr}(M_m) = N_m$$

for any graph. By this equation, $M_m$ can be considered as a matrix generalization of $N_m$. Note that, for a regular graph, Ihara had already considered the matrix $M_m$ (which appears as the matrix $A^\chi_m - (q - 1) \sum_{k=1}^{[m/2]} A^\chi_{m-2k}$ in [18, p.229]). To the best of our knowledge, the matrix $M_m$ itself has not been sufficiently analyzed or discussed with respect to its explicit expressions, inequalities, asymptotic behaviors, distributions, etc.

In this paper, for regular graphs, we analyze the matrix $M_m$ and its variant (written as $a_m$). More precisely, we define a new matrix $a_m$ by using $M_m$ for a regular graph $G$. From the point of view of graph spectrum, we call $a_m$ the principal part of $\frac{1}{2q^{m/2}} \{M_m - e_m(q - 1)I_n\}$ with respect to the adjacency matrix $A(G)$ (see §4 below). To investigate $M_m$ as a generalization of $N_m$ which plays a crucial role in spectral graph theory, we focus on the asymptotic behavior of the principal part $a_m$ of $\frac{1}{2q^{m/2}} \{M_m - e_m(q - 1)I_n\}$. In order to study the “distribution” of $a_m$, we consider the limit theorem of its “$k$th moments.” We also obtain the asymptotic behavior of the matrices $s_m$ related to $a_m$. As an application, we give an asymptotic formula of the average of $a(p^m)$, where $a(p^m)$ is the $p^m$th Fourier coefficient of the weight 2 cusp form related to LPS Ramanujan graph $X^{p,q}$ (cf. [21]). This cusp form is the cuspidal part of the theta series which comes from the Hamilton quaternion algebra. It is very interesting that the $p^m$th Fourier coefficients of this theta series can be written by using the numbers of non-backtracking closed paths on $X^{p,q}$ (see Remark 3.2 below).

Before ending the introduction, we state several remarks on statistical studies on graphs. For a general regular graph, the relation between geometric
objects such as the numbers of closed paths and eigenvalues of the adjacency matrix is well investigated, in spectral graph theory related to probability theory and number theory. In 1987, Ahumada [1] showed the Selberg trace formula (STF for short) for regular graphs (see Theorem 2.2 below), and since then many researchers discuss the STF (cf. [24,31,34]). Due to results of harmonic analysis on regular trees, the STF of a regular graph $G$ gives a beautiful relation between the eigenvalues of the adjacency matrix $A(G)$ and the numbers $\{N_m\}_{m \geq 1}$. In 1981, McKay [22] determined the limiting probability density for the eigenvalues of a series of regular graphs (the so-called Kesten-McKay law). In [21], Lubotzky, Phillips and Sarnak proved the Kesten-McKay law by using some kind of the STF for the sequence of their Ramanujan graphs. We remark that Ramanujan graphs were explicitly constructed in [8] and [20] by quaternion algebras other than the Hamilton quaternion algebra in the same way. In [21], Lubotzky, Phillips and Sarnak proved the Kesten-McKay law by using some kind of the STF for the sequence of their Ramanujan graphs. We remark that Ramanujan graphs were explicitly constructed in [8] and [20] by quaternion algebras other than the Hamilton quaternion algebra in the same method of [21].

This paper is organized as follows. In Sect. 2, we introduce the terminology of graph theory which is used in Sects. 3, 4. By explaining the Ihara zeta function $Z_G(u)$ of a graph $G$ and the Selberg trace formula of regular graphs, we present short reviews for non-backtracking closed paths in $G$ and for the numbers $N_m$. In Sect. 3, we restrict a graph $G$ to a regular graph, and we discuss several properties of the matrices $M_m$. In Sect. 4, we introduce the matrices $a_m$ and $s_m$, and present limit theorems for these matrices. Furthermore, we give the asymptotics of the averages of $\frac{N_m}{q^m}$ for Ramanujan graphs. Finally, we obtain the asymptotics of the averages of the $p^m$-th Fourier coefficients of the cusp forms related to the LPS Ramanujan graphs.

2. Preliminaries

Let $\mathbb{Z}_{\geq a}$ for $a \in \mathbb{Z}$ denote the set of all integers $m$ such that $m \geq a$. For $x \in \mathbb{R}$, let $[x]$ denote the maximal integer not greater than $x$.

We denote by $I_n$ and $O_n$ the $n \times n$ unit matrix and the zero matrix, respectively. In this paper, we assume that graphs and digraphs are finite. Let $G$ be a connected graph and let $E = E(G)$ and $D(G)$ be the edge set of $G$ and the symmetric digraph corresponding to $G$. Here, $D(G)$ is defined as $D(G) = \{(u, v), (v, u) \mid uv \in E\}$. We also identify $D(G)$ with a graph $G$. For an arc $e = (u, v) \in D(G)$, set its origin $o(e) := u$ and terminus $t(e) := v$, respectively. Furthermore, we denote the inverse of $e = (u, v)$ by $e^{-1} = (v, u)$.

A sequence $P = (e_1, \ldots, e_n)$ of $n$ arcs such that $e_i \in D(G)$, $t(e_i) = o(e_{i+1})$ $1 \leq i \leq n - 1$ is called a path of length $n$ in $D(G)$ (or $G$). For a path $P$, we set $|P| := n$, $o(P) := o(e_1)$ and $t(P) := t(e_n)$. We say that a path $P = (e_1, \ldots, e_n)$ has a backtracking if $e_{i+1}^{-1} = e_i$ for some $i$ $1 \leq i \leq n - 1$. A path $P = (e_1, \ldots, e_n)$ is called a cycle (or closed path) if $o(P) = t(P)$. The inverse cycle of a cycle $C = (e_1, \ldots, e_n)$ is the cycle $C^{-1} = (e_n^{-1}, \ldots, e_1^{-1})$. For a cycle $C = (e_1, \ldots, e_m)$, let $[C]$ be the set of the cyclic arrangements of $C$:

$$[C] := \{(e_1, \ldots, e_m), (e_2, \ldots, e_m, e_1), \ldots, (e_m, e_1, \ldots, e_{m-1})\}.$$
For two cycles \( C_1 \) and \( C_2 \) in \( G \), \( C_1 \) is **equivalent** to \( C_2 \) if \([C_1] = [C_2]\). Let \( B^r \) be the cycle obtained by going \( r \) times around a cycle \( B \). Such a cycle is called a **multiple** of \( B \). A cycle \( C \) is called **reduced** if both \( C \) and \( C^2 \) have no backtracking, and a cycle \( C = (e_1, \ldots, e_n) \) is said to have a **tail** if \( e_n = e_1^{-1} \). Note that a cycle \( C \) is reduced if and only if \( C \) has no backtracking nor tails. A cycle \( C \) is called **prime** if \( C \neq B^r \) holds for all cycles \( B \) with \(|B| < |C|\) and integers \( r \geq 2 \). Note that each equivalence class of prime reduced cycles of a graph \( G \) corresponds to a unique conjugacy class of the fundamental group \( \pi_1(G, v) \) of \( G \) for a fixed vertex \( v \) of \( G \). Then the Ihara zeta function \( Z_G(u) \) of a graph \( G \) is defined as a function

\[
Z_G(u) := \prod_{|C|} (1 - u^{|C|})^{-1}
\]

in \( u \in \mathbb{C} \) such that \(|u|\) is sufficiently small, where \([C]\) runs over all equivalence classes of prime reduced cycles of \( G \) (cf. \([5,16,18,29,30]\)). For a graph \( G \) and for \( m \in \mathbb{Z}_{\geq 1} \), set

\[
N_m := \# \{ C \mid C \text{ is a reduced cycle of length } m \text{ in } G \}
= \# \left\{ C \mid C \text{ is a cycle of length } m \text{ without backtracking nor tails in } G \right\}.
\]

Note that \( Z_G(u) \) is the generating function of \( N_m \) as in (1) \([29, \text{p.}137, \text{(2.1)}]\).

Let \( G \) be a connected graph with \( n \) vertices \( v_1, \ldots, v_n \), and \( n \in \mathbb{Z}_{\geq 1} \). The **adjacency matrix** \( A = A(G) = (a_{ij}) \) is the \( n \times n \) matrix such that

\[
a_{ij} = \begin{cases} 
\text{the number of undirected edges connecting } v_i \text{ to } v_j, & \text{if } i \neq j, \\
2 \times \text{ the number of loops at } v_i, & \text{if } i = j.
\end{cases}
\]

We write \( D = (d_{ij}) \) for the diagonal matrix with \( d_{ii} = \deg v_i \) and \( d_{ij} = 0 \) \((i \neq j)\). Let \( \text{Spec}(A) \) be the multiset of all eigenvalues of \( A \).

The numbers \( \{N_m\}_{m \geq 1} \) are related to \( A \) and \( D \) by the following determinant expression for the Ihara zeta function \([5,18]\):

**Theorem 2.1.** (Ihara-Bass) *Let \( G \) be a connected graph with \( n \) vertices \( v_1, \ldots, v_n \) and \( m \) edges. Then the reciprocal of the Ihara zeta function of \( G \) is given by

\[
Z_G(u)^{-1} = (1 - u^2)^{r-1} \det(I_n - uA + u^2(D - I_n)),
\]

where \( r = m - n + 1 \) is the first Betti number of \( G \).

In particular, if \( G \) is a connected \((q + 1)\)-regular graph with \( n \) vertices then

\[
Z_G(u)^{-1} = (1 - u^2)^{m-n} \det(I_n - uA + qu^2I_n)
= (1 - u^2)^{(q-1)n/2} \prod_{\lambda \in \text{Spec}(A)} (1 - \lambda u + qu^2).
\]

In \([3, \text{Theorem 1.5}]\), Anantharaman obtained a variant of the Ihara-Bass formula for irregular graphs, which has the advantage of involving the characteristic polynomial of \( A \). In \([4, \text{Lemma 2.1}]\), Anantharaman and Sabri discussed
The Limit Theorem with Respect 253
certain weights of non-backtracking paths by the Green functions on the universal covering trees of irregular graphs. The weights are a generalization of $M_m$.

Now, let $G$ be a connected $(q + 1)$-regular graph. Let $h(\theta)$ be an analytic function $\mathbb{R} \to \mathbb{C}$ with the following three conditions: (1) $h(\theta + 2\pi) = h(\theta)$, (2) $h(-\theta) = h(\theta)$, (3) $\sum_{m=1}^{\infty} q^{m/2} |\hat{h}(m)| < \infty$ (the Ahumada convergence condition). Here $\hat{h}$ is the Fourier transform of $h$ defined by

$$
\hat{h}(m) = \frac{1}{2\pi} \int_{0}^{2\pi} h(\theta) e^{-\sqrt{-1}m\theta} d\theta, \quad (m \in \mathbb{Z}).
$$

By the condition (3), $h(\theta) = \sum_{m \in \mathbb{Z}} \hat{h}(m)e^{\sqrt{-1}m\theta}$ is regarded as a function on $-\log \sqrt{q} \leq \text{Im} \theta \leq \log \sqrt{q}$.

The numbers $\{N_m\}_{m \geq 1}$ are related to the eigenvalues of $A$ by the Selberg trace formula of a regular graph [1,34]:

**Theorem 2.2.** (Ahumada) Let $G$ be a connected $(q + 1)$-regular graph with $n$ vertices. For $\lambda \in \text{Spec}(A)$, we set

$$
\theta_\lambda = \arccos \left( \frac{\lambda}{2\sqrt{q}} \right) \in \mathbb{C},
$$

where $0 \leq \text{Re} \theta_\lambda \leq \pi$ and $-\log \sqrt{q} \leq \text{Im} \theta_\lambda \leq \log \sqrt{q}$. Then we have the trace formula

$$
\sum_{\lambda \in \text{Spec}(A)} h(\theta_\lambda) = 2nq(q + 1) \int_{0}^{\pi} \frac{\sin^2 \theta}{(q + 1)^2 - 4q \cos^2 \theta} h(\theta) d\theta
$$

$$
+ \sum_{m=1}^{\infty} N_m q^{-m/2} \hat{h}(m),
$$

where $N_m$ is the number of reduced cycles of length $m$ in $G$.

For a general theory of the Selberg trace formula, refer to [31,34].

3. The Properties for the Matrices on Non-backtracking Paths of Graphs

Let $G$ be a finite connected $(q + 1)$-regular graph with $n$ vertices $v_1, \ldots, v_n$. For an integer $m \geq 1$, we consider an $n \times n$ matrix $A_m$ such that the $ij$-entry of $A_m$ is the number of non-backtracking paths from $v_i$ to $v_j$ of length $m$ in $G$ (see [29, (2.3)]). The matrix $A_m$ was discussed in [11,18,21,27–29]. Put $A = A(G)$. Then it holds that

$$
A_1 = A, \quad A_2 = A^2 - (q + 1)I_n,
$$

and $A_m$ satisfies the following recurrence relation:

$$
A_m = A_{m-1} A - qA_{m-2} \quad (m \geq 3).
$$
For $m = 0$, we set $A_0 = I_n$. Relating to the matrix $A_m$, we define an $n \times n$ matrix $M_m$ for $m \in \mathbb{Z}_{\geq 1}$ as

$$M_m := A_m - (q - 1) \sum_{k=1}^{\lfloor \frac{m-1}{2} \rfloor} A_{m-2k}. \quad (4)$$

By the same arguments as [29, §2], the $ii$-entry of $M_m$ is the number of reduced $v_i$-cycles of length $m$ in $G$. Thus, the trace $N_m = \text{Tr}(M_m)$ of $M_m$ is the number of reduced cycles of length $m$ in $G$ ( [29, (2.7)]).

For $m \in \mathbb{Z}_{\geq 0}$, let $T_m$ be the Chebyshev polynomial of the first kind defined by

$$T_m(\cos \theta) = \cos m\theta.$$

Then the matrix $M_m$ is written in terms of $T_m$.

**Proposition 3.1.** Let $G$ be a connected $(q + 1)$-regular graph with $n$ vertices. Then

$$M_m = 2q^{m/2}T_m \left( \frac{A}{2\sqrt{q}} \right) + e_m(q - 1)I_n \quad (5)$$

for any $m \in \mathbb{Z}_{\geq 1}$, where $e_m$ is defined by

$$e_m := \begin{cases} 1, & \text{if } m \text{ is even}, \\ 0, & \text{if } m \text{ is odd}. \end{cases}$$

**Proof.** For convenience, we set $A'_0 := \frac{1}{q^{m/2}} A_m$ and $A' := A'_1 = \frac{1}{q^{1/2}} A$. Then $A'_0 = I_n$, $A'_2 = \left( A'_1 \right)^2 - \frac{q+1}{q} I_n$ and

$$A'_m = A'_{m-1} A' - A'_{m-2} \quad (m \geq 3)$$

hold, and whence we obtain

$$A'_m = U_m \left( \frac{A'}{2} \right) - \frac{1}{q} U_{m-2} \left( \frac{A'}{2} \right) \quad (6)$$

(cf. [28, §2.3 and §8.2] and [15, p.6, Remark]). Here $U_m(x)$ is the Chebyshev polynomial of the second kind defined by

$$U_m(\cos \theta) = \frac{\sin(m + 1)\theta}{\sin\theta}, \quad (m \in \mathbb{Z}_{\geq 0}),$$

and we set $U_{-1}(x) = 0$. Then, the family $\{U_m(x)\}_{m \geq -1}$ satisfies the recurrence relation $U_{m+2}(x) = 2xU_{m+1}(x) - U_m(x)$ for $m \in \mathbb{Z}_{\geq -1}$. Now let us take any $m \in \mathbb{Z}_{\geq 1}$. By the definition (4) of $M_m$, we obtain

$$\frac{M_m}{q^{m/2}} = A'_m - (q - 1) \sum_{k=1}^{\lfloor \frac{m-1}{2} \rfloor} q^{-k} A'_{m-2k}.$$
Hence, by (6), $q^{-m/2}M_m$ is expressed as

$$
\frac{M_m}{q^{m/2}} = U_m\left(\frac{A'}{2}\right) - \frac{1}{q}U_{m-2}\left(\frac{A'}{2}\right) - (q-1)\sum_{k=1}^{[m-1]/2} q^{-k}\left\{U_{m-2k}\left(\frac{A'}{2}\right) - \frac{1}{q}U_{m-2(k+1)}\left(\frac{A'}{2}\right)\right\}. \quad (7)
$$

The sum in the right-hand side above can be written as

$$
(q-1)\sum_{k=1}^{\left\lfloor \frac{m-1}{2} \right\rfloor} q^{-k}\left\{U_{m-2k}\left(\frac{A'}{2}\right) - \frac{1}{q}U_{m-2(k+1)}\left(\frac{A'}{2}\right)\right\}
= \left(\sum_{k=0}^{\left\lfloor \frac{m-1}{2} \right\rfloor} - \sum_{k=1}^{\left\lfloor \frac{m-1}{2} \right\rfloor} \right) q^{-k}(1-q^{-1})U_{m-2(k+1)}\left(\frac{A'}{2}\right)
= (1-q^{-1})U_{m-2}\left(\frac{A'}{2}\right) - q^{-\left\lfloor \frac{m-1}{2} \right\rfloor}(1-q^{-1})U_{m-2-2\left\lfloor \frac{m-1}{2} \right\rfloor}\left(\frac{A'}{2}\right). \quad (8)
$$

The second term in the equation above is evaluated as

$$
q^{-\left\lfloor \frac{m-1}{2} \right\rfloor}(1-q^{-1})U_{m-2-2\left\lfloor \frac{m-1}{2} \right\rfloor}\left(\frac{A'}{2}\right)
= \begin{cases} 
q^{-m/2}(q-1)U_0(A'/2), & \text{if } m \text{ is even}, \\
q^{-(m-1)/2}(1-q^{-1})U_{-1}(A'/2), & \text{if } m \text{ is odd}, 
\end{cases}
= q^{-m/2}e_m(q-1)\mathbf{I}_n \quad (9)
$$

with the aid of $U_0(x) = 1$, $U_{-1}(x) = 0$ and the definition of $e_m$. Combining (7), (8), (9) and the identity $2T_m(x) = U_m(x) - U_{m-2}(x)$, the assertion follows.

Taking the traces of the both sides of (5), it follows that

$$
N_m = 2q^{m/2} \sum_{\lambda \in \text{Spec}(A)} T_m\left(\frac{\lambda}{2\sqrt{q}}\right) + ne_m(q-1). \quad (10)
$$

This equation (10) and equations equivalent to (10) have already obtained in many previous works (for example, see [18, (16), p.229], [28, Lemme 3], [25, Lemma 4] and [17, (8)]).

**Remark 3.2.** Similarly to $M_m$, the matrix $T_m$ concerned with certain cycles was considered in the context of Ramanujan graphs. For example, let $G = X^{p,q}$ be the LPS Ramanujan graph defined in [21]. Here $p$ and $q$ are prime numbers such that $p \equiv q \equiv 1 \pmod{4}$ and $p \neq q$. For such $p$ and $q$, $G$ is constructed as a $(p+1)$-regular Cayley graph, and the number of vertices $n$ is equal to

---

1 Huang’s $T_k(x)$ in [17, (8)] is not the Chebyshev polynomial of the first kind, and his $T_k(x)$ is equal to our $2T_k(x/2)$ as in [17, §3].
\[ \#\text{PGL}_2(F_q) = q(q^2 - 1) \text{ and } \#\text{PSL}_2(F_q) = \frac{q(q^2 - 1)}{2} \] according to \( \left( \frac{\ell}{q} \right) = -1 \) and \( \left( \frac{\ell}{q} \right) = 1 \), respectively. Here \( \left( \cdot \right) \) is the Legendre symbol. Set

\[ T_m := \sum_{0 \leq r \leq m/2} A_{m-2r} = p^{m/2}U_m \left( \frac{A}{2\sqrt{p}} \right) \]

(cf. [11, p.23]). Then the trace of \( T_m \) is written as

\[ \frac{2}{n} \text{Tr}(T_m) = \frac{2}{n} p^{m/2} \sum_{\lambda \in \text{Spec}(A)} U_m \left( \frac{\lambda}{2\sqrt{p}} \right) = C(p^m) + a(p^m), \]

where \( C(p^m) \) and \( a(p^m) \) are the \( p^m \)-th Fourier coefficients of an Eisenstein series and of a cusp form of weight 2 on \( \Gamma(16q^2) \), respectively. Indeed, the trace of \( \frac{2}{n} \text{Tr}(T_m) \) is the \( p^m \)-th Fourier coefficient of the theta function \( \Theta(z) = \sum_{x \in \mathbb{Z}^4} e^{2\pi i Q(x^2)} \) associated with the quadratic form \( Q(x_1, x_2, x_3, x_4) = x_1^2 + 4q^2x_2^2 + 4q^2x_3^2 + 4q^2x_4^2 \) (cf. [21, p. 272]). Let \( f_{m,v} \) be the number of non-backtracking cycles (which may have tails) from a vertex \( v \) to \( v \) of length \( m \) in \( G \). Note that \( f_{m,v} = (A_m)_{v,v} \), that is, \( f_{m,v} \) is the \( vv \)-entry of the matrix \( A_m \). Since \( G \) is vertex-transitive, \( f_{m,v} \) is constant for all \( v \in V(G) \). Set \( f_m = f_{m,v} \). Then, we obtain

\[ \text{Tr}(T_m) = n \sum_{0 \leq r \leq m/2} f_{m-2r}. \]

Thus it holds that

\[ 2 \sum_{0 \leq r \leq m/2} f_{m-2r} = C(p^m) + a(p^m). \]

Here \( C(p^m) \) is explicitly calculated as

\[ C(p^m) = \frac{1 + \left( \frac{\ell}{q} \right)^m}{2} \frac{4}{q(q^2 - 1)} \frac{p^{m+1} - 1}{p - 1}, \]

by [21, (4.19) and (4.20)], and Deligne’s bound \( a(p^m) = O_{\epsilon}(p^{m(1/2+\epsilon)}) \) holds for any \( \epsilon > 0 \) (cf. [12], [13], [23, Theorem 4.5.17]).

4. The Limit Theorem with Respect to the Matrices on Non-backtracking Paths of a Regular Graph

Let \( G \) be a connected \((q+1)\)-regular graph with \( n \) vertices and let \( A = A(G) \) be its adjacency matrix. Furthermore, let \( \sigma(A) \) be the set of distinct eigenvalues of \( A \). For \( \lambda \in \sigma(A) \), let \( P_\lambda \) be the projection into the eigenspace of \( \lambda \). Then we have

\[ A = \sum_{\lambda \in \sigma(A)} \lambda P_\lambda. \]

Note that

\[ P_\lambda^2 = P_\lambda \text{ and } P_\lambda P_\mu = O_n \quad (\lambda, \mu \in \sigma(A), \lambda \neq \mu). \]
Furthermore, we have

\[ P_{q+1} = \frac{1}{\sqrt{n}} \begin{bmatrix} 1 \\ \vdots \\ 1 \\ 1 \end{bmatrix} \frac{1}{\sqrt{n}} \begin{bmatrix} 1 & \cdots & 1 \\ 1 & \cdots & 1 \end{bmatrix} = \frac{1}{n} \begin{bmatrix} 1 & \cdots & 1 \\ 1 & \cdots & 1 \end{bmatrix} = \frac{1}{n} J_n, \]

where \( J_n \) is the \( n \times n \) matrix with all entries being one. Moreover, if \( X \) is bipartite then \(-(q+1) \in \sigma(A)\) and we can take an eigenvector

\[ \frac{1}{\sqrt{n}} t[1, \ldots, 1, -1, \ldots, -1], \]

with respect to the eigenvalue \(-(q+1)\) under a suitable labeling of vertices. In this case, we have

\[ P_{-(q+1)} = \frac{1}{n} \begin{bmatrix} J_{n/2} & -J_{n/2} \\ -J_{n/2} & J_{n/2} \end{bmatrix}. \]

Note that \( \text{Tr}(P_{q+1}) = \text{Tr}(P_{-(q+1)}) = 1 \).

Thus, we have

\[ A^m = \sum_{\lambda \in \sigma(A)} \lambda^m P_\lambda. \]

By Proposition 3.1, we have

\[ M_m = 2q^{m/2} \sum_{\lambda \in \sigma(A)} T_m \left( \frac{\lambda}{2\sqrt{q}} \right) P_\lambda + e_m(q-1)I_n. \]

For \( m \in \mathbb{Z}_{\geq 1} \), we define a new matrix \( a_m \) as follows:

\[ a_m := \frac{1}{2q^{m/2}} \left\{ M_m - 2q^{m/2} \sum_{\lambda \in \sigma(A)} T_m \left( \frac{\lambda}{2\sqrt{q}} \right) P_\lambda - e_m(q-1)I_n \right\} \]

\[ = \sum_{\lambda \in \sigma(A)} T_m \left( \frac{\lambda}{2\sqrt{q}} \right) P_\lambda. \tag{11} \]

Let \( B \) be an \( n \times n \) matrix \( B = f(A) \in \mathbb{R}[A] \), where \( f(x) \) is a polynomial in \( x \). For \( B \), we call the matrices \( \sum_{\lambda \in \sigma(A)} f(\lambda)P_\lambda \) and \( \sum_{\lambda \in \sigma(A)} f(\lambda)P_\lambda \) the principal part and the singular part of \( B \) with respect to \( A \), respectively. Then \( a_m \) is the principal part of \( \frac{1}{2q^{m/2}} \{ M_m - e_m(q-1)I_n \} \) with respect to \( A \).

For example, if \( G \) is a Ramanujan graph such that \( 2\sqrt{q} \not\in \sigma(A) \), then

\[ a_m = \frac{1}{2q^{m/2}} \left\{ M_m - 2q^{m/2} \sum_{\lambda \in \sigma(A)} T_m \left( \frac{\lambda}{2\sqrt{q}} \right) P_\lambda - e_m(q-1)I_n \right\}. \tag{12} \]

The range of the sequence \( a_m \) is given in Proposition 4.1 as follows:
**Proposition 4.1.** Let $G$ be a connected $(q + 1)$-regular graph with $n$ vertices $v_1, \ldots, v_n$. For $m \in \mathbb{Z}_{\geq 1}$ and $1 \leq i, j \leq n$, every $ij$-entry $(a_m)_{ij}$ of $a_m$ satisfies the following inequality:

$$-1 \leq (a_m)_{ij} \leq 1.$$ 

**Proof.** Let $V$ be the set of vertices of $G$ and $C(V)$ the space of all real-valued functions on $V$. By fixing an enumeration $V = \{v_1, \ldots, v_n\}$, we identify $C(V)$ with $\mathbb{R}^n$ so that the canonical basis $\{e_1, \ldots, e_n\}$ of $\mathbb{R}^n$ correspond to the basis $\{\psi_1, \ldots, \psi_n\}$ of $C(V)$, where $\psi_j$ is the characteristic function of the singleton $\{v_j\} \subset V$. Let $\{\phi_{\lambda,1}, \ldots, \phi_{\lambda,m_\lambda}\}$ be an orthonormal basis of the eigenspace $W_{\lambda}$ of an eigenvalue $\lambda \in \sigma(A)$. Here $m_\lambda$ denotes the multiplicity of an eigenvalue $\lambda$ of $A$. Since $A$ is symmetric, $\bigcup_{\lambda \in \sigma(A)} \{\phi_{\lambda,1}, \ldots, \phi_{\lambda,m_\lambda}\}$ becomes an orthonormal basis of $C(V)$. Then the $ij$-entry of the spectral projection $P_\lambda$ is written as

$$(P_\lambda)_{ij} = \sum_{\ell=1}^{m_\lambda} \phi_{\lambda,\ell}(v_i) \phi_{\lambda,\ell}(v_j).$$

For $\lambda \in \sigma(A)$ with $|\lambda| < 2\sqrt{q}$, set $\theta_\lambda = \arccos\left(\frac{\lambda}{2\sqrt{q}}\right)$ $(0 < \theta_\lambda < \pi)$. Then the $ij$-entry of $a_m$ is written as

$$(a_m)_{ij} = \sum_{\lambda \in \sigma(A)} \cos m\theta_\lambda \sum_{\ell=1}^{m_\lambda} \phi_{\lambda,\ell}(v_i) \phi_{\lambda,\ell}(v_j). \quad (13)$$

Since $(\phi_{\lambda,1}, \ldots, \phi_{\lambda,m_\lambda})_{\lambda \in \sigma(A)}$ is regarded as an orthogonal matrix, we have

$$\sum_{\lambda \in \sigma(A)} \sum_{\ell=1}^{m_\lambda} \phi_{\lambda,\ell}(v)^2 = 1.$$

By the Cauchy-Schwarz inequality, we have

$$\sum_{\lambda \in \sigma(A)} \sum_{\ell=1}^{m_\lambda} |\phi_{\lambda,\ell}(v_i) \phi_{\lambda,\ell}(v_j)| \leq \left( \sum_{\lambda \in \sigma(A)} \sum_{\ell=1}^{m_\lambda} |\phi_{\lambda,\ell}(v_i)|^2 \right) \left( \sum_{\lambda \in \sigma(A)} \sum_{\ell=1}^{m_\lambda} |\phi_{\lambda,\ell}(v_j)|^2 \right) \leq 1.$$

From this and (13), we are done. \qed

Then the following limit theorem on $a_m$ holds.

**Theorem 4.2.** Let $G$ be a connected $(q + 1)$-regular graph with $n$ vertices, and let $k$ be a positive integer. We have

$$\left\| \frac{a_1^k + a_2^k + \cdots + a_N^k}{N} \right\| - \frac{1}{2k} \left( \begin{array}{c} k \left\lfloor \frac{k}{2} \right. \\ \frac{k}{2} \end{array} \right) \sum_{\lambda \in \sigma(A)}^{\lambda \in \sigma(A)} P_\lambda \left( \begin{array}{c} k \left\lfloor \frac{k}{2} \right. \\ j \end{array} \right) \sum_{\lambda \in \sigma(A)}^{\lambda \in \sigma(A)} P_\lambda \theta_\lambda \in (k - 2j)^{-1} 2\pi \mathbb{Z} = O\left( \frac{1}{N} \right), \quad (14)$$
where \( e_m \) is the same as in Proposition 3.1. In particular, if we assume \( \theta_\lambda \not\in \bigcup_{j=0}^{[(k-1)/2]} (k-2j)^{-1} 2\pi \mathbb{Z} \) for all \( \lambda \in \sigma(A) \) with \( |\lambda| < 2\sqrt{q} \), then we have

\[
\left\| \frac{a_1^k + a_2^k + \cdots + a_k^k}{N} - e_k \frac{1}{2k} \binom{k}{k/2} \sum_{\lambda \in \sigma(A)} \sum_{|\lambda| < 2\sqrt{q}} P_\lambda \right\| = O \left( \frac{1}{N} \right)
\]

as \( N \to \infty \), where \( \| \cdot \| \) is the Euclidean norm on \( \mathbb{R}^{n^2} \).

**Proof.** We have

\[
a_m^k = \sum_{\lambda \in \sigma(A)} \cos^k m\theta_\lambda P_\lambda.
\]

From this, it holds that

\[
\frac{1}{N} \sum_{m=1}^{N} a_m^k = \frac{1}{N} \sum_{m=1}^{N} \sum_{\lambda \in \sigma(A)} \sum_{|\lambda| < 2\sqrt{q}} \cos^k m\theta_\lambda P_\lambda.
\]

Taking into account for

\[
\cos^k \theta = \begin{cases} 
\frac{1}{2^k} \binom{k}{k/2} + \frac{2}{2^k} \sum_{j=0}^{k/2-1} \binom{k}{j} \cos((k-2j)\theta) & \text{if } k \text{ is even,} \\
\frac{2}{2^k} \sum_{j=0}^{k-1} \binom{k}{j} \cos((k-2j)\theta) & \text{if } k \text{ is odd,}
\end{cases}
\]

we discuss two cases.

If \( k \) is even, then we have

\[
\frac{1}{N} \sum_{m=1}^{N} a_m^k = \frac{1}{N} \sum_{m=1}^{N} \sum_{\lambda \in \sigma(A)} \sum_{|\lambda| < 2\sqrt{q}} \left\{ \frac{1}{2^k} \binom{k}{k/2} + \frac{2}{2^k} \sum_{j=0}^{k/2-1} \binom{k}{j} \cos((k-2j)m\theta_\lambda) \right\} P_\lambda \\
= \frac{1}{2^k} \binom{k}{k/2} \sum_{\lambda \in \sigma(A)} \sum_{|\lambda| < 2\sqrt{q}} \sum_{j=0}^{k/2-1} \binom{k}{j} \cos((k-2j)m\theta_\lambda) P_\lambda.
\]

Note the formula

\[
\sum_{m=1}^{N} \cos m\varphi = \begin{cases} 
N, & \text{if } \varphi \in 2\pi \mathbb{Z}, \\
\sin(N + \frac{1}{2})\varphi - \frac{1}{2} = O(1), & \text{if } \varphi \in \mathbb{R} - 2\pi \mathbb{Z}
\end{cases}
\]

as \( N \to \infty \). For an angle \( \theta_\lambda \) such that \( \theta_\lambda \not\in \bigcup_{j=0}^{[(k-1)/2]} (k-2j)^{-1} 2\pi \mathbb{Z} \), it follows that \( \sum_{m=1}^{N} \cos((k-2j)m\theta_\lambda) = O(1) \). Thus we have the assertion when \( k \) is even. The case where \( k \) is odd is proved similarly. \( \square \)

We remark that in general the implied constants of (14) and of (15) depend on \( G \) (especially on \( n \)). Such a dependence is applied to Corollary 4.3, Theorem 4.4 and Corollary 4.5 below. We also remark that the assumption \( \theta_\lambda \not\in \bigcup_{j=0}^{[(k-1)/2]} (k-2j)^{-1} 2\pi \mathbb{Z} \) on the eigenvalues \( \lambda \) is complicated. For example, this assumption is equivalent to “\( 2\sqrt{q} \not\in \sigma(A) \)” for \( k = 1 \), “\( \pm 2\sqrt{q} \not\in \sigma(A) \)” for
\( k = 2 \), and \(-\sqrt{q}, 2\sqrt{q} \notin \sigma(A)\)” for \( k = 3 \), respectively. It is difficult to find the existence of graphs satisfying these assumptions for all \( k \geq 1 \).

The asymptotics (15) closely resembles the \( k \)th moment of the arcsine law \((1/\pi \sqrt{1-x^2} dx \text{ on } [-1,1])\). However, \( a_m \) is not a scalar. Thus we should not conclude that the distribution of \( a_m \) is the arcsine law. It is a future work to discuss the “distribution” of \( a_m \).

As a corollary of Theorem 4.2, we exhibit an asymptotic formula of the average of \( N_m q^{m/2} / 2 \) for a Ramanujan graph.

**Corollary 4.3.** For a natural number \( q > 1 \), let \( G \) be a connected \((q+1)\)-regular Ramanujan graph with \( n \) vertices. Let \( N_m \) be the number of reduced cycles of length \( m \) in \( G \). Then, as \( N \to \infty \), we have

\[
\frac{1}{N} \sum_{m=1}^{N} N_m q^{m/2} = \begin{cases} 
\frac{1}{N} \frac{2q^{[N/2]+1}}{q-1} + 2m_2\sqrt{q} + O\left(\frac{1}{N}\right), & \text{if } G \text{ is bipartite,} \\
\frac{1}{N} \frac{q^{(N+1)/2}}{q^{1/2} - 1} + 2m_2\sqrt{q} + O\left(\frac{1}{N}\right), & \text{if } G \text{ is non-bipartite,}
\end{cases}
\]

where \( m_2\sqrt{q} \in \mathbb{Z}_{\geq 1} \) is the multiplicity of \( 2\sqrt{q} \) if \( 2\sqrt{q} \in \sigma(A) \) and \( m_2\sqrt{q} = 0 \) otherwise.

**Proof.** By (12) and \( \text{Tr}(P_\lambda) = m_\lambda \), we obtain

\[
\text{Tr}(a_m) = \frac{N_m - e_m(q-1)n}{2q^{m/2}} - \sum_{\lambda \in \sigma(A) \cap \{\pm(q+1), \pm 2\sqrt{q}\}} m_\lambda T_m \left( \frac{\lambda}{2\sqrt{q}} \right),
\]

which gives us

\[
\frac{2}{N} \sum_{m=1}^{N} \text{Tr}(a_m) = \frac{1}{N} \sum_{m=1}^{N} \frac{N_m}{q^{m/2}} - \frac{1}{N} \sum_{m=1}^{N} \frac{e_m(q-1)n}{q^{m/2}} - \frac{1}{N} \sum_{m=1}^{N} \sum_{\lambda = \pm(q+1)} 2m_\lambda T_m \left( \frac{\lambda}{2\sqrt{q}} \right) - \frac{1}{N} \sum_{m=1}^{N} \sum_{\lambda = \pm 2\sqrt{q}} 2m_\lambda T_m \left( \frac{\lambda}{2\sqrt{q}} \right).
\]

Here we put \( m_\lambda = 0 \) if \( \lambda \notin \sigma(A) \). Note \( \sum_{m=1}^{N} \frac{e_m(q-1)n}{q^{m/2}} = O(1) \) and

\[
\sum_{m=1}^{N} 2m_{2\sqrt{q}} T_m(-1) = 2m_{2\sqrt{q}} \sum_{m=1}^{N} (-1)^m = O(1),
\]

\[
\sum_{m=1}^{N} 2m_{2\sqrt{q}} T_m(1) = \sum_{m=1}^{N} 2m_{2\sqrt{q}} = 2m_{2\sqrt{q}} N.
\]
The left-hand side of the equality above is estimated as $O\left(\frac{1}{N}\right)$ by Theorem 4.2 for $k = 1$. By $2T_m\left(\frac{(q+1)}{2\sqrt{q}}\right) = (\pm q^{1/2})^m + (\pm q^{1/2})^{-m}$, we obtain

$$1 \frac{N}{N} \sum_{m=1}^{N} 2T_m\left(\frac{q+1}{2\sqrt{q}}\right) = 1 \frac{N}{N} \left(\frac{eq^{1/2} - \epsilon^{-N+1}q^{(N+1)/2}}{1 - eq^{1/2}} + \frac{eq^{-1/2} - \epsilon^{-N+1}q^{-(N+1)/2}}{1 - eq^{-1/2}}\right)$$

$$= 1 \frac{N}{N} eq^{-1/2} - 1 + O\left(\frac{1}{N}\right)$$

for $\epsilon = \pm 1$. By noting that the both terms for $\epsilon = \pm 1$ appear if $G$ is bipartite, and that the term only for $\epsilon = 1$ appears if $G$ is not bipartite, we obtain the assertion.

Inspired by Remark 3.2 and (11), we consider $s_m$ as follows:

**Theorem 4.4.** Let $G$ be a connected $(q+1)$-regular graph with $n$ vertices. For $m \geq 0$, set

$$s_m := \sum_{\lambda \in \sigma(A)} U_m\left(\frac{\lambda}{2\sqrt{q}}\right)P_\lambda = \sum_{\lambda \in \sigma(A)} \frac{\sin((m+1)\theta_\lambda)}{\sin \theta_\lambda} P_\lambda.$$

Then, for any positive integer $k$, we have

$$\left\|1 \frac{N}{N} \sum_{m=1}^{N} s_m^k - e_k \frac{1}{2^k}\left(\begin{array}{c} k \\ k/2 \end{array}\right) \sum_{\lambda \in \sigma(A)} \frac{1}{\sin^k \theta_\lambda} P_\lambda \right. - e_k \frac{1}{2^{k-1}} \sum_{j=0}^{k-2} (-1)^{\frac{k}{2} - j} \left(\begin{array}{c} k \\ j \end{array}\right) \sum_{\lambda \in \sigma(A)} \frac{1}{\sin^k \theta_\lambda} P_\lambda \right\| = O\left(\frac{1}{N}\right), \quad N \to \infty.$$

In particular, if $\theta_\lambda \notin \bigcup_{j=0}^{(k-1)/2} (k-2j)^{-1}2\pi\mathbb{Z}$ for all $\lambda \in \sigma(A)$ with $|\lambda| < 2\sqrt{q}$, then we have

$$\left\|1 \frac{N}{N} \sum_{m=1}^{N} s_m^k - e_k \frac{1}{2^k}\left(\begin{array}{c} k \\ k/2 \end{array}\right) \sum_{\lambda \in \sigma(A)} \frac{1}{\sin^k \theta_\lambda} P_\lambda \right\| = O\left(\frac{1}{N}\right), \quad N \to \infty.$$

**Proof.** We start the proof from the expression

$$\frac{1}{N} \sum_{m=1}^{N} s_m^k = \sum_{\lambda \in \sigma(A)} \left(\frac{1}{N} \sum_{m=1}^{N} \frac{1}{\sin^k((m+1)\theta_\lambda)}\right) \frac{1}{\sin^k \theta_\lambda} P_\lambda.$$

By the formula

$$\sin^k \varphi = \frac{e_k}{2^k}\left(\begin{array}{c} k \\ k/2 \end{array}\right) + \frac{2}{2^k} \sum_{j=0}^{k-1} (-1)^{k-1-j} \left(\begin{array}{c} k \\ j \end{array}\right) \cos((k-2j)\varphi)$$

we obtain the conclusion.
with \( c_k \varphi := e_k \cos \varphi + (1 - e_k) \sin \varphi \), we evaluate \( \sum_{m=1}^N \sin^k((m + 1)\theta_\lambda) \) as
\[
\frac{Ne_k}{2^k} \binom{k}{k/2} + \frac{2}{2^k} \sum_{j=0}^{k-1-e_k} (-1)^{k-1+e_k} -j \binom{k}{j} \sum_{m=1}^N cs_k((k - 2j)(m + 1)\theta_\lambda).
\]

Note the formula
\[
\sum_{m=1}^N cs_k((m + 1)\varphi) = \begin{cases} \frac{N\theta_k}{2} \frac{cs_{k+1}((N + 3/2)\varphi) - cs_{k+1}(3\varphi/2)}{\sin(\varphi/2)} = O(1), & \text{if } \varphi \in 2\pi\mathbb{Z}, \\
0, & \text{if } \varphi \in \mathbb{R} - 2\pi\mathbb{Z}
\end{cases}
\]
as \( N \to \infty \). For an angle \( \theta_\lambda \) such that \( \theta_\lambda \notin \bigcup_{j=0}^{(k-1)/2} [(j-2j-1)2\pi \mathbb{Z} \right) \), it follows that \( \sum_{m=1}^N cs_k((k - 2j)(m + 1)\theta_\lambda) = O(1) \). Hence we are done. \( \square \)

From this, we can estimate the average of Fourier coefficients of the cusp form related with the LPS Ramanujan graph \( X_{p,q} \) as follows.

**Corollary 4.5.** Let \( A \) be the adjacency matrix of the LPS Ramanujan graph \( X_{p,q} \). Let \( a(p^m) \) be the \( p^m \)th Fourier coefficient of the cusp form of weight 2 on \( \Gamma(16q^2) \) related to \( X_{p,q} \). Then we have
\[
\frac{1}{N} \sum_{m=1}^N \frac{a(p^m)}{2p^{m/2}} = O \left( \frac{1}{N} \right), \quad N \to \infty.
\]

**Proof.** Suppose \( \pm 2\sqrt{p} \notin \sigma(A) \), which will be checked later. Let \( n \) be the number of vertices of \( X_{p,q} \). Then, we obtain
\[
\frac{1}{n} \text{Tr}(s_m) = \frac{1}{n} \sum_{\lambda \in \sigma(A) \setminus \{\pm (p + 1)\}} \frac{\sin(m + 1)\theta_\lambda}{\sin \theta_\lambda} m_\lambda = \frac{a(p^m)}{2p^{m/2}}
\]
by Remark 3.2 (cf. [21, (4.15) and p.273]). Hence, under the assumption \( \pm 2\sqrt{p} \notin \sigma(A) \), we complete the proof by Theorem 4.4 for \( k = 1 \).

From the argument above, we have only to show \( \pm 2\sqrt{p} \notin \sigma(A) \). Let \( T_p \) be the Hecke operator at \( p \) on the space of elliptic cusp forms of weight 2 and level \( 16q^2 \). By [9, Theorem 4.1], all eigenvalues \( \lambda \) of \( T_p \) satisfy the strict inequality \( |\lambda| < 2\sqrt{p} \). Here we use the well known fact that \( \lambda \) is the \( p \)th Fourier coefficient of a normalized new eigenform of weight 2 and level \( 16q^2 \) by [19, Proposition 6.23]. Since the adjacency matrix \( A \) of \( X_{p,q} \) corresponds to the Hecke operator \( T_p \) as in the last paragraph of [10, §7.2], we obtain \( |\lambda| < 2\sqrt{p} \) for all \( \lambda \in \sigma(A) \) \( \{\pm (p + 1)\} \). \( \square \)

We can express the generating function of Fourier coefficient \( \{a(p^m)\}_m \) in terms of the Ihara zeta function of \( X_{p,q} \). Note that the Ihara zeta function \( Z_G(u) \) of a \( (q + 1) \)-regular graph \( G \) has a meromorphic continuation to \( \mathbb{C} \) by Ihara’s formula (3). Set \( Z'_G(u) = \frac{d}{du} Z_G(u) \).
Proposition 4.6. Under the same condition as in Corollary 4.5, we have

\[ \varphi(t) := \sum_{m=1}^{\infty} \frac{a(p^m)}{2p^{m/2}} t^m = \frac{t}{n(1-t^2)} \left\{ l + \frac{1}{\sqrt{p}} Z_{X_{p,q}} \left( \frac{t}{\sqrt{p}} \right) - \frac{(p-1)nt}{p-t^2} + F(t) \right\} \]

and the radius of convergence of the left-hand side is 1. Here \( l \) is the number of eigenvalues \( \lambda \) of \( A \) such that \( |\lambda| < 2\sqrt{p} \), counted with multiplicity, i.e.,

\[ l = \begin{cases} n-2, & \text{if } X_{p,q} \text{ is bipartite}, \\ n-1, & \text{if } X_{p,q} \text{ is non-bipartite}, \end{cases} \]

and

\[ F(t) := \begin{cases} -\frac{2pt}{1-pt^2} + \frac{2pt-1}{1-p-t^2}, & \text{if } X_{p,q} \text{ is bipartite}, \\ -\frac{\sqrt{p}}{1-\sqrt{p}} + \frac{\sqrt{p} t}{1-\sqrt{p} t}, & \text{if } X_{p,q} \text{ is non-bipartite}. \end{cases} \]

Moreover, we have \( \lim_{t \to -1}(t-1)\varphi(t) = 0 \).

Proof. By the relation \( U_m(\frac{\alpha+\alpha^{-1}}{2}) = \frac{\alpha^{m+1}-\alpha^{-m-1}}{\alpha-\alpha^{-1}} \) with \( \alpha = e^{\sqrt{-1} \theta} \) and \( 0 < \theta < \pi \), the radius of convergence of \( \varphi(t) \) is 1. By the equation \( \sum_{m=0}^{\infty} U_m(x) t^m = \frac{1}{1-2xt+t^2} \), we have

\[ \sum_{m=1}^{\infty} U_m(x) t^{m-1} = \frac{t}{1-t^2} - \frac{1}{1-t^2} \left\{ \log(1-2xt+t^2) \right\}', \]

and hence

\[ n \varphi(t) = nt \sum_{m=1}^{\infty} \frac{a(p^m)}{2p^{m/2}} t^{m-1} = t \sum_{m=1}^{\infty} \sum_{\lambda \in \text{Spec}(A)} \frac{1}{|\lambda| < 2\sqrt{p}} U_m \left( \frac{\lambda}{2\sqrt{p}} \right) t^{m-1} \]

\[ = t \sum_{\lambda \in \text{Spec}(A)} \left[ \frac{t}{1-t^2} - \frac{1}{1-t^2} \left\{ \log(1-\frac{\lambda}{\sqrt{p}} t + t^2) \right\} \right]' \]

This yields the equality

\[ (1-t^2)nt \sum_{m=1}^{\infty} \frac{a(p^m)}{2p^{m/2}} t^{m-1} = lt^2 - t \sum_{\lambda \in \text{Spec}(A)} \left\{ \log(1-\frac{\lambda}{\sqrt{p}} t + t^2) \right\}'. \]

By Ihara’s formula (3), the last sum is described as

\[ - \sum_{\lambda \in \text{Spec}(A)} \left\{ \log(1-\frac{\lambda}{\sqrt{p}} t + t^2) \right\}' \]

\[ = \begin{cases} \left( \log \left( (1-\frac{t^2}{p})^{n(p-1)/2} (1-\frac{p+1}{\sqrt{p}} t + t^2) (1+\frac{p+1}{\sqrt{p}} t + t^2) Z_{X_{p,q}} \left( \frac{t}{\sqrt{p}} \right) \right) \right)', & \text{if } X_{p,q} \text{ is bipartite}, \\ \left( \log \left( (1-\frac{t^2}{p})^{n(p-1)/2} (1-\frac{p+1}{\sqrt{p}} t + t^2) Z_{X_{p,q}} \left( \frac{t}{\sqrt{p}} \right) \right) \right)', & \text{otherwise.} \end{cases} \]

This completes the proof of the formula of \( \varphi \).
From the explicit formula and the fact that $l$ is equal to $n - 2$ and $n - 1$ if $X^{p,q}$ is bipartite and non-bipartite, respectively, we obtain

$$\lim_{t \to 1} (t - 1)\varphi(t) = -\frac{1}{2n\sqrt{p}} Z'_{X^{p,q}} \left( \frac{1}{\sqrt{p}} \right)$$

and the right-hand side equals zero by a direct computation. □

We remark that Corollary 4.5 is also proved by $\lim_{t \to 1} (t - 1)\varphi(t) = 0$ in Proposition 4.6.

We have investigated the average of $\frac{N_m}{q^{m/2}}$ for the LPS Ramanujan graph, and that of Fourier coefficients of the cusp form related with the LPS Ramanujan graph. Before ending this section, we remark the estimate of $N_m$ itself by Huang [17], whose motivation is quite different from ours.

Remark 4.7. In 2020, Huang established a graph-theoretic analogue of Li’s criterion for the Ihara zeta function $Z_G(u)$ ( [17, Theorem 1.3]). Namely, he studied the characterization of Ramanujan graphs in terms of the sequence $\{h_m\}_{m \geq 1}$, which is defined as the coefficients of $\frac{d}{du} \log \Xi(q^{-1/2}u)$ with $\Xi(u)$ being a variant of the Ihara zeta function $Z_G(u)$ as in [17, Definition 1.1]. More precisely, he showed that a connected $(q + 1)$-regular graph $G$ on $n$ $(\geq 3)$ vertices is Ramanujan if and only if the inequality $h_m \geq 0$ holds for infinitely many even $m \geq 2$. Here the sequence $\{h_m\}_{m \geq 1}$ is described by [17, Proposition 3.1] as

$$h_m = \begin{cases} 
2(n - 1) + \frac{ne_m(q - 1)}{q^{m/2}} + 2T_m \left( \frac{q+1}{2\sqrt{q}} \right) - \frac{N_m}{q^{m/2}}, & \text{if } G \text{ is non-bipartite}, \\
2(n - 2) + \frac{ne_m(q - 1)}{q^{m/2}} + 4e_mT_m \left( \frac{q+1}{2\sqrt{q}} \right) - \frac{N_m}{q^{m/2}}, & \text{if } G \text{ is bipartite}.
\end{cases}$$

As a result, the estimate of $N_m$ itself for a Ramanujan graph as in [17, Theorem 1.4] is given by transforming the inequality $h_m \geq 0$.
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