Searching for long time scales without fine tuning
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Animal behavior occurs on time scales much longer than the response times of individual neurons. In many cases, it is plausible that these long time scales emerge from the recurrent dynamics of electrical activity in networks of neurons. In linear models, time scales are set by the eigenvalues of a dynamical matrix whose elements measure the strengths of synaptic connections between neurons. It is not clear to what extent these matrix elements need to be tuned in order to generate long time scales; in some cases, one needs not just a single long time scale but a whole range. Starting from the simplest case of random symmetric connections, we combine maximum entropy and random matrix theory methods to construct ensembles of networks, exploring the constraints required for long time scales to become generic. We argue that a single long time scale can emerge generically from realistic constraints, but a full spectrum of slow modes requires more tuning. Langevin dynamics that generates patterns of synaptic connections drawn from these ensembles involves a combination of Hebbian learning and activity-dependent synaptic scaling.

I. INTRODUCTION

Living systems face various challenges over their lifetimes, and responding to these challenges often involves behaviors that occur over multiple time scales [1]. As an example, a migratory bird needs both to react to instantaneous gusts and to navigate its course over months [2]. Thanks to recent development of behavior tracking and image analysis techniques, long time scales have been identified and quantified in the behaviors of many animals, including the scale invariant correlations spanning three decades in time in the fruit fly [1], the near–marginal modes in locally linear approximations to neural and behavioral dynamics of the nematode C. elegans [3], and the non-Markovian behavior in the larval zebrafish [4].

How do those time scales emerge from the generator of the behavior, the nervous system? While transient responses of individual neurons decay on the time scale of tens of milliseconds, autonomous behaviors can last orders of magnitude longer. We see this when we hold a string of numbers in our heads for tens of seconds before dialing a phone, and when a musician plays a piece from memory that lasts many minutes. While this emergence of long time scales can arise from the coupling of living systems to a slowly fluctuating environment [5–7] such as the day-night cycle, experimental evidences support that long time scales can be generated by interactions of the neurons. On one hand, single long time scales in behavior have been associated with persistent neural activities, where after a pulse stimulation, some neurons are found to hold their firing rate at specific values that encode the transient stimuli [8–13]. On the other hand, a wide range of persistent time scales has been observed, e.g. in various cortical areas of monkeys [14, 15] and macaque prefrontal cortex [16], as well as within the same local circuit such as the larval zebrafish oculomotor system [17]. Moreover, in the mouse hippocampus, coarse-graining neuronal activities has uncovered reproducible scaling behaviors of networks of 1000+ neurons [18]. As verified both biologically and computationally, these multidimensional dynamics allow the network to integrate information at a broad range of timescales, which are beneficial for decision making [19], memory storage [20], task switching [16], and better prediction of multiscale dynamics [21]. All of these observations motivate a search for mechanisms allowing the emergence of long time scales.

It is plausible that long time scales emerge from the recurrent dynamics of electrical activity in the network of neurons. In the simplest linear model, the relaxation times of the system depend on the eigenvalues of a matrix representing the synaptic connection strengths among neurons, and we can imagine this being tuned so that time scales become arbitrarily long [22]. This simple model has successfully explained the long time scale in the oculomotor system of goldfish, where the nervous system tunes its dynamics to be slow and stable using constant feedback from the environments [10, 11]. In general, long time scales in linear dynamical systems require fine tuning, as the modes need to be slow, but not unstable.

To circumvent this biologically-implausible fine tuning requirement, current approaches of modeling interacting networks which generate long time scales include either changing the setup completely by adding in non-
linearity [23], fine-tuning the structure of the networks using biological structures [19] or highly structured networks such as feedforward [24], ring [25], or grid networks [26], imposing clustered connections [27], adding heterogeneity to the self-interaction [28], or promoting the interaction matrix to dynamical variables regulating the overall neural activity [29–31]. Nonetheless, it remains unclear how much fine-tuning of the interactions is required to generate long time scales. If we allow all possible connections, what constraints on the strengths of these connections are required for the emergence of long time scales? We can ask this question both for the case of a single long time scale and for a continuum spectrum time scales, as observed in animal behaviors [32].

In this manuscript, we address the fine-tuning question by asking whether we can find ensembles of random connection matrices, subject to biologically plausible constraints, such that the resulting time scales of the system grow with increasing system sizes. We also discuss the conditions for systems to exhibit a continuous spectrum of slow modes as opposed to single slow modes. Finally, we present plausible dynamics for the system to tune its connection matrix towards these desired ensembles, with the hope that these dynamics may correspond to actual regulating process in real biological systems.

II. SETUP

The problem of characterizing time scales in fully nonlinear neural networks (or any high dimensional dynamical system) is very challenging. To make progress, we follow the example of Ref. [22] and consider the case of linear networks, as to approximate the dynamics near fixed points. For linear systems, time scales are related to the eigenvalues of the dynamical matrix that embodies the pattern of synaptic connectivity. The question of whether behavior is generic can be made precise by drawing these matrices at random from some probability distribution, connecting with the large literature on random matrix theory [33, 34]. Importantly, we expect that some behaviors in these ensembles of networks become sharp as the networks become large, a result which has been exploited in thinking about problems ranging from energy levels of quantum systems [35] to ecology [36] and finance [37].

Concretely, we represent the activity each neuron $i = 1, 2, \cdots , N$ by a continuous variable $x_i$, which we might think of as a smoothed version of the sequence of action potentials, and assume a linear dynamics

$$\dot{x}_i = -x_i + \sum_j M_{ij} x_j + \eta_i(t). \quad (1)$$

See Fig. 1(a) for schematics. For simplicity, we assume the interaction matrix (i.e. the synaptic strength) $M$ is symmetric, i.e. $M_{ij} = M_{ji}$ (see Sec. II A and Appendix E for discussions on general $M$ without symmetry constraint). If the neurons were unconnected ($M = 0$), their activity $x$ would relax exponentially on a time scale which we choose as our unit of time. In what follows it will be important to imagine that the system is driven, at least weakly, and we take these driving terms to be independent in each cell and uncorrelated in time, where $\langle \eta_i(t) \rangle = 0$ and

$$\langle \eta_i(t) \eta_j(t') \rangle = 2\delta_{ij} \delta(t-t'). \quad (2)$$

The choice of white noise is conventional, but also important because we want to understand how time scales emerge from the network dynamics rather than being imposed upon the network by outside inputs.

In linear systems we can rotate to independent modes, corresponding to weighted combinations of the original variables. If the matrix $M$ is symmetric, then the dynamics are described by the relaxation times of these modes,

$$\tau_i \equiv \frac{1}{1-\lambda_i} = \frac{1}{k_i}, \quad (3)$$

where $\{\lambda_i\}$ are the eigenvalues of $M$; the system is stable only if all $\lambda_i < 1$.

If the matrix $M$ is chosen from a distribution $P(M)$ then the eigenvalues are random variables, but their density, for example, becomes smooth and well defined in the limit $N \to \infty$,

$$\rho(\lambda) \equiv \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i). \quad (4)$$

The width of the support, i.e. where the density of eigenvalues is nonzero, is denoted by $\ell$. This density of eigenvalues, $\rho(\lambda)$, is the spectrum of the interaction matrix $M$, and determines the timescales in the system (see Fig. 1(b)). Systems with long time scales are defined such that the time scales grow as the system size $N$ or faster. Specifically, we focus on two types of time scales:

1. **Longest time scale.** The longest time scale, $\tau_{\text{max}}$, is the time constant given by the slowest mode of the system, which dominates the dynamics after long enough times after a perturbation (Fig. 1(c)). This time scale is determined by the gap, $g_0$, between the largest eigenvalue and the stability threshold, which with our choice of units is $\ell = 1$. Mathematically, we define

$$\tau_{\text{max}} \equiv \frac{1}{g_0} = \frac{1}{1-\lambda_{\text{max}}}. \quad (5)$$

In the thermodynamic limit, the gap is taken to be between the stability threshold and the right edge of the support of the spectral density$^1$ (see Fig. 1(b)).

$^1$ We note that this approximation is not ideal, as the spectral distribution of eigenvalues does not converge uniformly. In some cases, the fluctuation of the largest eigenvalue can be more meaningful than the average.
2. **Correlation time.** The correlation time scale is the time scale it takes for the system to de-correlate, i.e. the decaying time constant of the correlation function (Fig. 1(d)). To get at the correlation time, let’s take seriously the idea that the network is driven by noise. Then $x(t)$ become a stochastic process, and from Eqs. (1) and (2) we can calculate the correlation function

$$C_N(t) = \frac{1}{N} \sum_i \langle x_i(0)x_i(t) \rangle$$

$$= \frac{1}{N} \sum_i \frac{1}{1 - \lambda_i} e^{-(1 - \lambda_i)|t|}$$

$$= \frac{1}{N} \sum_i \tau_i e^{-|t|/\tau_i}.$$  

(6)

The normalized correlation function

$$R_N(t) = \frac{C_N(t)}{C_N(0)} = \frac{\sum_i \tau_i e^{-|t|/\tau_i}}{\sum_i \tau_i}$$

(7)

has the intuitive behavior of starting at $R_N(0) = 1$ and decaying monotonically. Then there is a natural definition of the correlation time, by analogy with single exponential decays,

$$\tau_{\text{corr}}(\{\lambda\}) = \int_0^\infty dt R_N(t) = \frac{\sum_i \tau_i^2}{\sum_i \tau_i}.$$  

(8)

In the thermodynamic limit, the autocorrelation coefficient $R(t)$ and the correlation time $\tau_{\text{corr}}$ becomes the ratio of two integrals over the eigenvalue density $\rho(\lambda)$.

Importantly, $\tau_{\text{max}}$ depends only on the largest eigenvalue, while $\tau_{\text{corr}}$ depends on the entire spectrum, and hence can be used to differentiate cases where the system is dominated by a single vs. a continuous spectrum of slow modes. The two time scales satisfy $\tau_{\text{corr}} \leq \tau_{\text{max}}$, with the equality assumed only when all eigenvalues are equal, i.e. the spectral density is a delta function at $\lambda = \lambda_{\text{max}}$.

With these definitions, we refine our goal as to find biologically plausible ensembles for the connection matrix $M$, such that the resulting stochastic linear dynamics has time scales, $\tau_{\text{max}}$ and $\tau_{\text{corr}}$, that are “long,” growing as a power of the system size $N$, perhaps even extensively. To avoid fine tuning, we will construct examples of such ensembles by imposing global constraints on measurable observables of the dynamical system. We then compute the spectral density and the corresponding time scales using a combination of mean-field theory and numerical sampling of finite systems.

### A. Symmetric vs. general choice of interaction matrix $M$

The most general choice for the interaction matrix $M$ is without the symmetry constraint. Nonetheless, there are a few problems with this generality. First, the eigenvalues can now be complex, and the dynamics is composed of different modes of damped oscillations, introducing extra measures of time scales. Second, the correlation function for general interaction matrix depends not only on the eigenvalues, but also on the eigenvectors, vastly complicating the calculation (see Appendix E). In fact, in later parts of this manuscript, when we introduce stability constraints to the interaction matrix, random matrices without symmetry constraints becomes analytically unsolvable, while numerical results using brute force Monte Carlo sampling are limited to small system size. As suggested by the numerical results, asymmetric random matrices will exhibit similar fundamentals as symmetric random matrices, such as where possible phase transitions occur, and whether one can obtain slow modes. However, the scaling coefficient is different (Appendix E). For starting somewhere, we propose to leave solving the dynamics for general interaction matrices for the future, and will focus our discussion in this manuscript on symmetric matrices.

### III. Time Scales for Ensembles with Different Global Constraints

To construct linear dynamical systems that generate long time scales without fine tuning individual parameters, we want to find probability distributions $P(M)$
for the connection matrix such that time scales are long, on average. We start with the Gaussian distribution, and gradually add constraints. We will see that for the Gaussian distribution itself, there is a critical value for the scaled variance of the elements of \( M \), \( c_{\text{crit}} = 1/\sqrt{2} \). For \( c < c_{\text{crit}} \) the system is stable but time scales are short, while for \( c > c_{\text{crit}} \) the system is unstable. Exactly at the critical point \( c = c_{\text{crit}} \) time scales are long in the sense that we have defined, diverging with system size. The essential challenge is to find the weakest constraints on \( P(M) \) that make these long time scales generic. Many of the results that we need along the way are known in the random matrix theory literature, but we will arrive at some new theoretical questions.

A. Model 1: the Gaussian Orthogonal Ensemble

The simplest ensemble for the interaction matrix \( M \) is the Gaussian Orthogonal Ensemble (GOE), which has been studied since the beginning of random matrix theory \([33, 35, 38, 39]\). GOE has symmetric matrix elements, \( M_{ij} = M_{ji} \), and the matrix elements are independent Gaussian random variables, with variances such that

\[
M_{ii} \sim N(0, c^2/N), \quad M_{ij|j \neq i} \sim N(0, c^2/2N).
\]

As the parameter \( c \) sets the scale of connections, we will refer to this parameter as the interaction strength. The factor of \( N \) in the variance ensures that the density \( \rho(\lambda) \) has support over a range of eigenvalues that are \( O(1) \) at large \( N \). The eigenvalue distribution of the GOE was solved a long time ago \([35]\). Here, we review these results, and use the eigenvalue distributions to characterize the longest and the correlation time scales. Despite its simplicity, Model 1 (GOE) provides a foundation for understanding the challenge of obtaining long time scales, before we introduce more complex random matrix ensembles.

The probability distribution for the interaction matrix \( M \) can be written as

\[
P_{\text{GOE}}(M) \propto \exp \left( -\frac{N}{2c^2} \text{Tr} M^T M \right).
\]

Because the distribution only depends on matrix traces, it is invariant to rotations of \( M \). Equivalently, if we think of decomposing the matrix \( M \) into its eigenvectors and eigenvalues, the probability depends only on the eigenvalues. Thus, we can integrate out the eigenvectors, and obtain the joint distribution of eigenvalues (see Appendix A for details).

\[
P_{\text{GOE}}(\{\lambda_i\}) \propto \exp \left[ -\frac{N}{2c^2} \sum_i \lambda_i^2 + \frac{1}{2} \sum_{j \neq k} \ln |\lambda_j - \lambda_k| \right],
\]

where the logarithmic repulsion term emerges from the Jacobian when we change variables from matrix elements to eigenvalues and eigenvectors. For a bit more intuition, we can identify that this joint density function of eigenvalues is mathematically identical to the Boltzmann distribution of two-dimensional Coulomb gas confined to one dimension (the line of real numbers), where each of the \( N \) eigenvalues experiences an external quadratic potential, and pairs of electrons repel logarithmically (hence the two-dimensional Coulomb repulsion).

The spectral density can then be found using a mean field approximation, which becomes exact as \( N \to \infty \). The result is Wigner’s well-known semicircle distribution \([35]\),

\[
\rho_{\text{GOE}}(\lambda) = \frac{1}{\pi c} \sqrt{2 - \frac{\lambda^2}{c^2}}, \quad \lambda \in [-\sqrt{2}c, \sqrt{2}c].
\]

The width of the support is \( \ell = 2\sqrt{2}c \). For completeness, we review the derivation of the spectral density in Appendix A.

Equation (13) for the spectral density, together with Fig. 2(a), shows that there is a phase transition at \( c_{\text{crit}} = 1/\sqrt{2} \). If the interaction strength is greater than
this critical strength (supercritical), then $\lambda_{\text{max}} > 1$ and the system becomes unstable. If the interaction strength is smaller (subcritical), then the gap size between the largest eigenvalue and the stability threshold $\lambda = 1$ is of order 1, and the time scales remain finite as system size increases. The only case when the system has slow modes is at the critical value of the interaction strength, $c = c_{\text{crit}} = 1/\sqrt{2}$, where the spectral density becomes tangential to the stability threshold.

At criticality, corresponding to the blue curve in Fig. 2(a), we can estimate the size of the gap by asking that the gap be large enough to contain $\sim 1$ mode, that is

$$\int_{1-g_0}^{1} d\lambda N \rho_{\text{GOE}}(\lambda) \sim 1. \quad (14)$$

Near $\lambda \to 1$, the spectral distribution can be approximated by $\rho_{\text{GOE}}(\lambda) \sim (1-\lambda)^{1/2}$, and this gives $N g_0^{3/2} \sim 1$ or $g_0 \sim N^{-2/3}$. Thus the longest time scale grows with system size, $\tau_{\text{max}} \sim N^{2/3}$.

In the same way, we can estimate the full correlation function from the correlation time [Eq. (6)],

$$C_N(t) = \frac{1}{N} \sum_i \tau_i e^{-t/\tau_i}. \quad (15)$$

In the thermodynamic limit, $N \to \infty$,

$$C_{N \to \infty}(t) = \int d\lambda \rho_{\text{GOE}}(\lambda) e^{-(1-\lambda)|t|} \sim \int d\lambda \frac{1}{(1-\lambda)^{1/2}} e^{-(1-\lambda)|t|} \sim |t|^{-1/2}. \quad (16)$$

This has the power–law behavior expected for a critical system, where there is a continuum of slow modes.

Note that in the GOE system, slow modes with time scales growing as system size are only possible at a single value of the interaction strength. Nonetheless, we need to distinguish the fine tuning here as happening at an ensemble level, which is different from the element-wise fine tuning that might have been required if we considered particular interaction matrices.

### B. Model 2: GOE with hard stability threshold

Drawing interaction matrices from the GOE leads to long time scales only at a critical value of interaction strength. Can we modify the ensemble such that long time scales can be achieved without this fine tuning? In particular, in the GOE, if the interaction strength is too large, then the system becomes unstable. What will the spectral distribution look like if we allow $c > c_{\text{crit}}$ but edit out of the ensemble any matrix that leads to instability?

Mathematically, a global constraint on the system stability requires all eigenvalues to be less than the stability threshold, $\lambda_w = 1$. This modifies the distribution of the interaction matrices with a Heaviside step function:

$$P_{\text{hard}}(M) \propto P_{\text{GOE}}(M) \prod_i \Theta(1-\lambda_i). \quad (17)$$

Conceptually, what this model does is to pull matrices out of the GOE and discard them if they produce unstable dynamics; the distribution $P_{\text{hard}}(\{\lambda\})$ describes the matrices that remain after this editing. Importantly we do not introduce any extra structure, and in this sense $P_{\text{hard}}$ is a maximum entropy distribution, as discussed more fully below.

The spectral density $\rho_{\text{hard}}(\lambda)$ that follows from $P_{\text{hard}}$ was first found by Dean and Majumdar [40–42]. Again, there is a phase transition depending on the interaction strength. For ensembles with interaction strength less than the critical value $c_{\text{crit}} = 1/\sqrt{2}$, the stability threshold is away from the bulk spectrum, so the spectral density remains as Wigner’s semicircle. On the other hand, if the interaction strength is greater than the critical value, the spectral density becomes

$$\rho_{\text{hard}}(\lambda) = \frac{1}{c^2} \sqrt{\lambda + l^* - 1} \left( l^* - 2\lambda \right), \quad (18)$$

where the width of the support

$$l^* = \frac{2}{3} \left( 1 + \sqrt{1 + 6c^2} \right). \quad (19)$$

Building on these existing results for the spectral distribution, we now can ask for an interpretation of the emergent time scales. As shown in Fig. 2(b), the stability threshold acts as a wall pushing the eigenvalues to pile up. More precisely, near the stability threshold $\lambda = 1$ we have $\rho_{\text{hard}}(\lambda) \sim (1-\lambda)^{-1/2}$, which [by the same argument as in Eq. (14)] indicates that the longest time scale increases as system size with $\tau_{\text{max}} \sim N^2$.

The autocorrelation function also is dominated by the eigenvalues close to the stability threshold. Following steps detailed in Appendix B, we can write the resulting autocorrelation coefficient as

$$R_{\text{hard}}(t) = \frac{C(t)}{C(0)} = 1 - \sqrt{\pi} \varepsilon t^{1/2} + \varepsilon t + O((\varepsilon t)^2), \quad (20)$$

where $\varepsilon \sim N^{-2}$ is an infrared cut-off introduced to compute the correlation function in the thermodynamic limit, and the correlation time as

$$\tau_{\text{corr}} \sim \varepsilon^{-1} \sim N^2. \quad (21)$$

We see that for supercritical systems, both the longest time scale $\tau_{\text{max}}$ and the correlation time $\tau_{\text{corr}}$ increase as a power of the system size; the rate is even faster than the system at criticality. In fact, there are divergently many slow modes. Meanwhile, the interaction strength can undertake a range of values, as long as they are greater
than a certain threshold. Conceptually, with the two-dimensional electron gas analogy, the hard threshold imposes a semi-infinite well in addition to the quadratic potential and logarithmic repulsion. Although divergently many eigenvalues cluster near the stability threshold, the repulsion among the eigenvalues indeed pushes the smallest eigenvalue further away from the stability threshold, introducing shorter timescales to the system.

Nonetheless, we cannot quite claim that the problem is solved. First, in the supercritical phase, the correlation function does not decay as a power law. Instead, the correlation function stays at 1 for a time period \( \tau_{\text{corr}} \sim \tau_{\text{max}} \), and then decays exponentially. This means the system has a single long time scale, rather than a continuous spectrum of slow modes. Second, in order for a system to impose a hard constraint on its stability, it needs to measure its stability. Naively, checking for stability, especially in the presence of slow modes, requires access to infinitely long measuring times; implementing a sharp threshold may also be challenging.

C. Model 3: Constraining mean-square activity

While it can be difficult to check for stability, it is much easier to imagine checking the overall level of activity in the network. One can even think about mechanisms that would couple indirectly to activity, such as the metabolic load. If the total activity is larger than some target level, the system might be veering toward instability, and there could be feedback mechanisms to reduce the overall strength of connections. Regulation of activity in the network. One can even think about mechanisms that would couple indirectly to activity, such as the metabolic load. If the total activity is larger than some target level, the system might be veering toward instability, and there could be feedback mechanisms to reduce the overall strength of connections.

Recall that if we want to constrain the mean values of several functions \( f_\mu(M) \), the maximum entropy distribution has the form

\[
P(M) \propto \exp \left[ -\sum_\mu g_\mu f_\mu(M) \right],
\]

where the \( g_\mu \)'s are the Lagrange multipliers used to enforce the constraints [46, 47]. In our case, we are interested in the mean–square value of the individual matrix elements, and the mean–square value of the activity variables \( x_i \). Because our basic model Eqs. (1) and (2) predicts that

\[
\mu = \frac{1}{N} \sum_i \langle x_i^2 \rangle = \frac{1}{N} \sum_i \frac{1}{1-\lambda_i},
\]

the relevant maximum entropy model becomes

\[
P_{\text{soft}}(M) \propto \exp \left[ -\frac{N}{2c^2} \text{Tr} M^T M - N\xi \sum_i \frac{1}{1-\lambda_i} \right],
\]

where \( \xi \) is the Lagrange multiplier constraining the norm activity \( \mu \). The scaling of \( N\xi \) ensures a well-defined thermodynamic limit. See Fig. 2(d) for schematics.

Again, this distribution is invariant to orthogonal transformation. After the integration over the rotation matrices, we have

\[
P_{\text{soft}}(\{\lambda_i\}) \propto \exp \left[ -\frac{N}{2c^2} \sum_i \lambda_i^2 + \frac{1}{2} \sum_{j \neq k} \ln |\lambda_j - \lambda_k| - N\xi \sum_i \frac{1}{1-\lambda_i} \right].
\]

Mathematically, this is the Boltzmann distribution for two-dimensional electron gas, with a soft wall local potential. Luckily, the same arguments that yield the exact density of eigenvalues in the Gaussian Orthogonal Ensemble also work here (see Appendix A), and we find

\[
\rho_{\text{soft}}(\lambda) = \frac{1}{\pi \sqrt{(\lambda - 1 + g_0 + l)(1 - g_0 - \lambda)}} \left[ 1 + \frac{l^2}{8c^2} + \left( 1 - g_0 - \frac{l}{2} \right) \frac{\lambda}{c^2} - \frac{\lambda^2}{c^2} + \frac{\xi}{2} \frac{(2g_0 - 2g_0^2 + l - 2g_0l) - (2g_0 + l)\lambda}{\sqrt{g_0(g_0 + l)(\lambda - 1)^2}} \right],
\]

where the gap size \( g_0 \) and the width of the support \( l \) are solved numerically by setting the spectral density at the
two ends of the support to zero.

To our surprise, unlike for GOE with hard stability constraints as in Model 2, here we find a finite gap for all $\xi > 0$ (see Appendix C for calculation). Intuitively, this is due to the soft threshold acting as a repelling force on the eigenvalues to push them away from the stability threshold. This finite gap means that there exists a maximum time scale even when the system is infinitely large. This upper limit of longest time scale depends on the Lagrange multiplier $\xi$ and the interaction strength $c$. Because the Lagrange multiplier $\xi$ is used to constrain the averaged norm activity $\mu$, the maximum time scale is set by the allowed norm of the activity $\mu$, measured in units of expected norm for independent neurons (Fig. 3(e)). As we explain below, the greater dynamic range the system leads to longer time scales.

The dependence of the gap on the Lagrange multiplier $\xi$ is shown in Fig. 2(c) at each of several fixed values of the interaction strength $c$. In the limit of $\xi \rightarrow 0$, we recover the hard wall case, where there is a phase transition at $c_{\text{crit}} = 1/\sqrt{2}$. This phase transition remains present for $0 < \xi \ll 1$, with the eigenvalues close to the stability threshold pushed into the bulk spectrum (see details in Section III C 2 and Appendix D). For large $\xi > 1$, the entire spectrum is pushed away from the wall. A closer look at the longest time scale $\tau_{\text{max}}$ vs. Lagrange multiplier in Fig. 3(a) confirms that amplification of time scales occurs only when $\xi < 1$, corresponding to an amplification of mean–square activity $\mu$.

2. The scaling of time scales in three phases

We now discuss the dependence of time scales on the interaction strength $c$. In contrast to the ensemble with a hard stability threshold, we find a finite gap for all values of interaction strength $c$, but the scaling of time scales vs. the Lagrange multiplier (and hence the mean–square activity) is different in the different phases. Details of the calculation can be found in Appendix D.

For the subcritical and critical phases, the results are as expected from the hard wall case. In the subcritical phase, as $\xi \rightarrow 0$, the spectral distribution converges smoothly to the familiar semicircle. The time scales and the mean–square activity both approach constants (Fig. 3(a,b,e), red curves). On the other hand, when $c = c_{\text{crit}}$, we find that the longest time scale grows as $\tau_{\text{max}} \sim \xi^{-2/5}$ and the correlation time scale $\tau_{\text{corr}} \sim \xi^{-1/5}$, i.e. both time scales can be large if $\xi$ is small enough (Fig. 3(a, b), blue curves). Meanwhile, the norm activity $\mu$ asymptotically approaches a constant value of $\mu = 2$ (Fig. 3(c, d), blue curves). This suggests that if a system is poised at criticality, then the system can exhibit long time scales, even when the dynamic range of individual components is well controlled. The autocorrelation function exhibits a power law-like decay, as expected; see the blue curve in Fig. 3(g).

The most interesting case is the supercritical phase, where the interaction strength $c > c_{\text{crit}} = 1/\sqrt{2}$. As $\xi \rightarrow 0$, the spectrum does not converge to the spec-
trum with the hard constraint. We find that both time scales and the norm activity increase as power laws of the Lagrange multiplier $\xi$ (Fig. 3(a-d), black curves), with $\tau_{\text{max}} \approx 3\tau_{\text{corr}} \sim \xi^{-2/3}$, and $\mu \sim \xi^{-1/3}$. This implies that the time scales grow as a power of the allowed dynamic range of the system, although not with the size of the system. The question of whether the resulting time scales are “long” then becomes more subtle. Quantitatively, we see from Fig. 3(c), that if the system has an allowed dynamic range just 10× that of independent neurons, the system can generate time scales $\tau_{\text{max}}$ almost $10^4$ longer than the time scale of isolated neurons. Similar amplification of the correlation time can been seen in Fig. 3(d).

Interestingly, once the system is in the supercritical phase, the ratio of amplification has only a small dependence on the interaction strength $c$ (Fig. 3(f)). Intuitively, an increasing interaction strength $c$ implies that without constraints more modes will be unstable, while with constraints more modes concentrate near the stability threshold, but the entire support of the spectrum also expands (see Fig. 2(d) and Appendix A Eq. (A7)), so the density of slow modes and their distance to the stability threshold remain similar. This is perhaps another indication for long time scales without fine tuning when the system uses its norm activity to regulate its connection matrix.

We note that, although both the critical phase and the supercritical phase can reach time scales that are as long as the dynamic range allows, there are significant differences between the two phases. One difference is that in the critical phase, locally the dynamic range for each neuron can remain finite, while for the supercritical phase, the variance of activity for individual neurons can be much greater. Moreover, as shown by Fig. 3(g), systems in the supercritical phase are dominated by a single slow mode, rather than by a continuous spectrum of slow modes. While the autocorrelation function decays as a power law in the critical phase, in the supercritical phase, it holds at $R(t) = 1$ for a much longer time compared to the subcritical case, but then decays exponentially. While a single long time scale can be achieved without fine tuning, it seems that a continuous spectrum of long time scales is much more challenging.

3. Finite Size Effects

If we want these ideas to be relevant to real biological systems, we need to understand what happens at finite $N$. We investigate this numerically using direct Monte-Carlo sampling of the (joint) eigenvalue distribution. As the system size grows, the time scales $\tau_{\text{max}}$ and $\tau_{\text{corr}}$ also increase, up to the upper limit given by the mean field results; see Fig. 4(a, b). The relation between the timescales and the average norm activity does not depend on the system size (Fig. 4(c, d)). Interestingly, the scaling exponent $\alpha$ for the gap difference,

$$\Delta g_0(N) \equiv g_0(N) - g_0 \sim N^\alpha,$$

depends on the Lagrange multiplier $\xi$ (Fig. 4(e,f)). This is supported by the analytical argument that the scaling interpolates between two limiting cases: for small $\xi$, the gap scales as $\Delta g_0 \sim N^{-2}$, with the same scaling factor as in the case with the hard threshold; for large $\xi$, the gap scales as $\Delta g_0 \sim N^{-2/3}$, which has the same scaling factor as in the Gaussian ensemble without any additional constraint. In any case, thousands of neurons will be well described by the $N \to \infty$ limit.
distribution of matrix elements

Now that we have examples of network ensembles that exhibit long time scales, we need to go back and check what these ensembles predict for the distribution of individual matrix elements. In particular, because we did not constrain the self interaction $M_{ii}$ to be 0, we want to check whether the long time scales emerge as a collective behavior of the network, or trivially from an effective increase of the intrinsic time scales for individual neurons. A similar question arises in real networks, where there have been debates about the importance of feedback within single neurons vs. the network dynamics in maintaining long time scales; see Ref. [12] for a review. We confirm that, at least in our models, this is not an issue: the constraint on the norm activity, in fact, pushes the average eigenvalues to be negative, and hence the effective self interaction for individual neurons actually leads to a shorter intrinsic time scale. We can impose additional constraints on the distribution of matrix elements, such that $\langle M_{ii} \rangle = 0$; for this ensemble, we can again solve for the spectral distribution, and we find that scaling behaviors described above do not change (figures not shown).

D. Dynamic tuning

So far, we have established that a distribution constraining the norm activity can lead generically to long time scales, but we haven’t really found a mechanism for implementing this idea. But if we can write the distribution of the interaction matrices $M$ in the form a Boltzmann distribution, we know that we can sample this distribution by allowing the matrix elements be dynamical variables undergoing Brownian motion in the effective potential. We will see that this sort of dynamics is closely related to previous work on self–tuning to criticality [29], and we can interpret the dynamics as implementing familiar ideas about synaptic dynamics, such as Hebbian learning and metaplasticity.

We can rewrite our model in Eq. (23) as

$$P_{\text{soft}}(M) = \frac{1}{Z} \exp \left[ -\frac{N}{2c^2} \text{Tr} M^T M - N\xi \sum_i \frac{1}{1 - \lambda_i} \right]$$

$$V(M) = \frac{1}{2} \text{Tr} M^T M + c^2 \xi \text{Tr}(1 - M)^{-1},$$

with a temperature $T = c^2/N$. The matrix $M$ will be drawn from the distribution $P(M)$, as $M$ itself performs Brownian motion or Langevin dynamics in the potential $V(M)$:

$$\tau_M \dot{M} = -\frac{\partial V(M)}{\partial M} + \zeta(t)$$

$$= -M - c^2 \xi (1 - M)^{-2} + \zeta(t),$$

where the noise has zero mean, $\langle \zeta \rangle = 0$, and is independent for each matrix element,

$$\langle \zeta_{ij}(t) \zeta_{ij}(t') \rangle = 2T \tau_M \delta_{i,k} \delta_{j,l} \delta(t - t').$$

It is useful to remember that, in steady state, our dynamical model for the $\{x_i\}$, Eqs. (1) and (2), predicts that

$$\langle x_i x_j \rangle = \langle (1 - M)^{-1} \rangle_{ij}.$$  \hspace{1cm} (31)

This means that we can rewrite the Langevin dynamics of $M$, element by element, as

$$\tau_M \dot{M}_{ij} = -M_{ij} - c^2 \xi [(1 - M)^{-2}]_{ij} + \zeta_{ij}(t)$$

$$= -M_{ij} - c^2 \xi (x_i x_k) \langle x_k x_j \rangle + \zeta_{ij}(t).$$

Because the $x_i$ are Gaussian, we have

$$\sum_k \langle x_i x_k \rangle \langle x_k x_j \rangle = \frac{1}{2} \sum_k (\langle x_i x_k x_k x_j \rangle - \langle x_i x_j \rangle \langle x_k x_k \rangle)$$

$$= \frac{1}{2} \langle x_i x_j \left( \sum_k x_k^2 - \sum_k \langle x_k^2 \rangle \right) \rangle.$$

$$\langle x_i x_k x_k x_j \rangle = \langle x_i x_k \rangle \langle x_k x_j \rangle + \langle x_i \rangle \langle x_k \rangle \langle x_k x_j \rangle.$$

$$\langle x_i \rangle \langle x_k \rangle \langle x_k x_j \rangle = \delta_{ik} \langle x_i x_j \rangle.$$  \hspace{1cm} (32)

We now imagine that the dynamics of $M$ is sufficiently slow that we can replace averages by instantaneous values, and let the dynamics of $M$ do the averaging for us. In this approximation we have

$$\tau_M \dot{M}_{ij} = -M_{ij} - \frac{1}{2} c^2 \xi x_i x_j \left( \sum_k x_k^2 - \theta \right) + \zeta_{ij}(t),$$  \hspace{1cm} (33)

where the threshold $\theta = \sum_k \langle x_k^2 \rangle$. The terms in this Langevin dynamics have a natural neuroscience interpretation. First, the connection strength decays with an overall time constant $\tau_M$. Second, the synaptic connection $M_{ij}$ is driven by the correlation between pre– and post–synaptic activity, $\sim x_i x_j$, as in Hebbian learning [48, 49]. The response to correlations is modulated depending on whether the global neural activity is greater or less than a threshold value. If the network is highly active, then the connection between neurons with correlated activity will decrease, i.e. the dynamics are anti–Hebbian; if the overall network is quiet, the dynamics are Hebbian.

We still have the problem of setting the threshold $\theta$. The first option is to set the threshold fixed using a constant, $\bar{\theta}$. Ideally, for the dynamics to generate samples out of the correct $P(M)$, we need

$$\bar{\theta} = \theta^* \equiv \langle x^T x \rangle_{s.s.} = N \mu(c, \xi).$$  \hspace{1cm} (34)
where as above $\mu$ is the mean activity whose value is enforced by the Lagrange multiplier $\xi$. This means that the fixed threshold $\theta$ needs to be tuned in relation to $\xi$, and it is challenging to have a mechanism that does this directly, and just pushes the fine tuning problem back one step. Importantly, if $\bar{\theta} = \theta^*$ then the steady state spectral density of the connection matrix approaches the desired equilibrium distribution as the update time constant increases (Fig. 5(a)). As expected, if the connection matrix updates too fast (top), i.e. $\tau_M$ is too small, the system exhibits quasi-periodic oscillations, and does not reach a steady state distribution. Nonetheless, if $\bar{\theta}$ deviates from $\theta^*$, then the steady distribution does not have slow modes. As shown in Fig. 5(c), if the threshold is too small, then the entire spectrum is shifted away from the stability threshold, and the system no longer exhibits long time scales; if the threshold is too large, then the largest eigenvalue oscillates around the stability threshold $\lambda = 1$, and a typical connection matrix drawn from the steady state distribution is unstable (Fig. 5(d)).

But we can once again relieve the fine tuning problem by promoting $\theta$ to a dynamical variable,

$$\tau_\theta \dot{\theta} = \sum_k x_k^2 - \theta, \quad (35)$$

which we can think of as a sliding threshold in the spirit of models for metaplasticity [50]. We pay the price of introducing yet another new time scale, $\tau_\theta$, but in Fig. 5(d,e) we see that this can vary over at least three orders of magnitude without significantly changing the spectral density of the eigenvalues.

To see whether the sliding threshold really works, we can compare results where $\theta$ is fixed to those where it changes dynamically; we follow the mean value of $\lambda_{\text{max}}$ as an indicator of system performance. We choose parameters in the supercritical phase, specifically $c = 1$ and $\xi = 2^{-5}$, and study a system with $N = 32$. Figure 5(e) shows that with fixed threshold, even in the adiabatic limit where $\tau_M \gg 1$, there is only a measure-zero range for the fixed threshold $\bar{\theta}$ such that $\lambda_{\text{max}}$ is very close to, but smaller than 1, and hence requires fine-tuning of its parameters. In contrast, for the dynamics with sliding threshold, at $\tau_M \gg 1$ there is a large range of values for the time constant $\tau_\theta$ such that the system hovers just below instability, generating a long time scale.

FIG. 5: (a) The spectral distribution for connection matrix drawn from the dynamics with fixed threshold approaches the static distribution as the time constant $\tau_M$ increases. (b) Dynamics of representative eigenvalues with the optimal fixed threshold $\bar{\theta} = \theta^*$, with $N = 64$, and time constant $\tau_M = 1$ and 100. If the connection matrix updates too fast (top), i.e. $\tau_M$ is too small, the system exhibits quasi-periodic oscillations, and does not reach a steady state distribution. (c) The expected eigenvalues for the dynamics with fixed threshold $\bar{\theta}$, and for the ones with sliding threshold, with $N = 32$, $c = 1$, $\xi = 2^{-5}$ and $\tau_M = 1000$. (d) Example traces for the eigenvalues vs. time, for fixed thresholds at different threshold values (left), and for sliding thresholds at different updating timescales $\tau_\theta$. (e) Heatmap for expected $\lambda_{\text{max}}$ as a function of dynamical model parameters, i.e. the time constant $\tau_M$, the fixed threshold $\bar{\theta}$ (left), and the sliding threshold time scale $\tau_\theta$ (right). At equal $\tau_M$, the dynamics with a sliding threshold has a much larger range of parameter $\tau_\theta$ for the system to exhibit slow modes ($\lambda_{\text{max}} \lesssim 1$), while the dynamics with fixed threshold requires fine-tuning of its parameter $\bar{\theta}$.
IV. DISCUSSION

Living systems can generate behaviors on time scales that are much longer than the typical time scales of their component parts, and in some cases correlations in these behaviors decay as an approximate power-law, suggesting a continuous spectrum of slow modes. In order to understand how surprised we should be by these behaviors, it is essential to ask whether there exist biologically plausible dynamical systems that can generate these long time scales. We have constructed a mechanism for a broad class of models for interacting living systems–symmetric linear dynamical models–to reach long time scales with the least stringent fine-tuning condition: when the interaction strength of the connection matrix is large enough, imposing a global constraint on the stability of the system leads to divergently many slow modes. To impose a biologically plausible mechanism for living systems, we constrain the averaged norm activity as a proxy for global stability; in this case, the time scales for the slow modes are set by the allowed dynamic range of the system.

Further, we showed that ensembles of interaction matrix $M$ with long time scales can be achieved dynamically by updating $M$ with a sliding threshold for the norm activity, a mechanism that resembles homeostatic synaptic plasticity in neuronal networks, particularly through mechanisms such as synaptic scaling and switching between Hebbian and anti-Hebbian learning by thresholding the average neural firing rate [43, 44]. Biologically, it has been suggested that global modulation of synaptic strengths across a spatially extended network can be effected by activity-dependent secretion of molecules such as brain-derived neurotrophic factor, tumor necrosis factor-$\alpha$, and retinoic acid [51, 52]. From the modeling perspective, we can compare the Langevin dynamics of our system to the BCM theory of metaplasticity in neural networks, in that both models involve a combination of Hebbian and anti-Hebbian learning by thresholding the norm activity [50]. Both dynamics have more controlled dynamics when the activity threshold is chosen to be sliding compared to fixed, but there are two key differences. First, the BCM theory imposes a threshold on the activity of locally connected neurons, while here the threshold is on the overall neural activity. Second, the BCM dynamics is Hebbian when the postsynaptic activities are larger than the threshold, and anti–Hebbian otherwise, which is the opposite of the dynamics for our system. It is interesting that in some other models for homeostasis, plasticity requires the activity detection mechanism to be fast ($\tau_0/\tau_M \ll 1$) for the system to be stable [53, 54], which we do not observe for our system.

Importantly, the slow modes achieved through constraining norm activity typically lead to exponentially decaying correlations; only when the interaction strength of the matrix is at a critical value do we find power-law decays. This suggests that a continuous range of slow modes is more difficult to achieve than a single long time scale. A natural follow-up question is whether there exist mechanisms which can tune the system to criticality in a self-organized way, for example by coupling the interaction strength to the averaged norm activity.

To achieve long time scales a high dimensional dynamical system requires some degree of fine tuning: from the most to the least stringent, examples include setting individual elements of the connection matrix by coupling the system to the environment [10], or choosing a particular network architecture such as a ring or grid network [24–26]. All of those network designs require tuning of either the structure (i.e. whether certain neurons are connected) or the interaction strength (i.e. how strong is the connection). Comparing to other models with a focus on tuning the network structure, our work focuses on the distribution of interaction strength. Starting from all-to-all connected networks allow us to be as general as possible, which is especially useful when one considers a dynamical process that leads to such functional networks. Possible future work includes pruning the network where the interaction strength is small, which will allow a comparison between the emergent network structure and other works which start with a fixed structure.

Both for simplicity and to understand the most basic picture, we have been focusing on linear networks with symmetric connections. Realistically, many biological networks are asymmetric, which gives rise to more complex and even chaotic dynamics [55, 56]. In the asymmetric case, the eigenvalue spectrum for the Gaussian ensemble is well known (uniform distribution inside a unit circle) [57, 58], but a similar global constraint on the norm activity leads to a dependence on the overlap among the left and right eigenvectors (see Appendix E and Ref. [59, 60]). In particular, the matrix distribution can no longer be separated into the product of eigenvalues and eigenvectors, and it is difficult to solve for the spectral distribution analytically. Two new features emerge in the asymmetric case. First, the time scales given by real eigenvalues vs. complex eigenvalues may be different, leading to more (or less) dominant oscillatory slow modes in large systems [61]. Second, asymmetric connection matrices can lead to complicated transient activity when the system is perturbed, with the time scales mostly dominated by the eigenvector overlaps, and can be very different from the time scales given by the eigenvalues [62]. In the limit of strong asymmetry, the network is organized into a feed-forward line, which with fine tuning of interactions, information can be held for a time that is extensive in system size; see examples in Refs. [24] and [63]. It will be interesting to check whether systems can store information in these transients without fine-tuning the structure of the network.

While we compare this dynamical updating mechanism to synaptic updating mechanisms in neuroscience, note that the methods we propose is conceptual and can be applied generally to models of interacting systems, and is not limited to neurons. The system we study can be extended to consider more specific ensembles for particular biological systems. For example, real neural net-
works have inhibitory and excitatory neurons, so that elements belonging to the same column need to share the same sign, and the resulting spectral distribution has been shown to differ from the unit sphere \[64\]; more generally recent work explores how structured connectivity can lead to new but still universal dynamics \[65\]. Another limitation of our work is that it only considers linear dynamics, or only dynamical systems where all fixed points to be equally likely. In contrast, non-linear dynamics such as the Lotka-Volterra model in ecology \[66\], discrete spiking dynamics in neuronal nets \[67\], and the gating neural network in machine learning \[68, 69\] have been shown to drive systems to non-generic, marginally stable fixed points, around which there exists an extensive number of slow directions for the dynamics. In summary, we believe the issue of whether a continuum of slow modes can arise generically in neural networks remains open, but we hope that our study of very simple models has helped to clarify this question.
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Appendix A: Spectral distribution for the Gaussian Orthogonal Ensemble with eigenvalue constraints

For completeness, we sketch here the derivation of the spectral density for random matrices drawn from the Gaussian Orthogonal Ensemble [35, 38, 39], subject to constraints on the eigenvalues. Excellent pedagogical discussions can be found in Refs [33, 34]. These methods allow us to derive the spectral densities in all cases that we consider in the main text.

Let $M$ be a matrix with size $N \times N$. Assume $M$ is real and symmetric ($M_{ij} = M_{ji}$), and that the individual elements of the $M$ matrix are independent gaussian random numbers,

$M_{ii} \sim \mathcal{N}(0, c^2/N),
M_{ij} \sim \mathcal{N}(0, c^2/2N).$

Here, $c$ is the interaction strength. This is the Gaussian Orthogonal Ensemble (GOE). Together with its complex and quaternion counterparts, the Gaussian Ensembles are the only random matrix ensembles that both have independent entries and are invariant under orthogonal (unitary, symplectic) transformations, which is more obvious when we write the probability distribution of $M$ in terms of its trace:

$$P_{\text{GOE}}(M) \propto \exp\left(-\frac{N}{2c^2} \text{Tr} M^\top M\right). \quad (A1)$$

More generally, we consider the ensemble of random matrices with additional constraints on the eigenvalues, i.e. where the probably of a given matrix $M$ can be written as

$$P(M) \propto \exp\left(-N \sum_i f(\lambda_i) - \frac{N}{2c^2} \text{Tr} M^\top M\right). \quad (A2)$$

Symmetric matrices can be diagonalized by orthogonal transformations,

$$M = O^\top \Lambda O,$$

where the matrix $O$ is constructed out of the eigenvectors of $M$ and the matrix $\Lambda$ is diagonal with elements given by the eigenvalues $\{\lambda_i\}$. Because $P(M)$ is invariant to orthogonal transformations of $M$, it is natural to integrate over these transformations and obtain the joint distribution of eigenvalues. To do this we need the Jacobian, which is given by the Vandermonde determinant,

$$dM = \prod_{i \leq j} dM_{ij} = \prod_{i<j} |\lambda_i - \lambda_j| d\mu(O) \prod_{i=1}^N d\lambda_i,$$

where $d\mu(O)$ is the Haar measure of the orthogonal group under its own action. Now we can integrate over the matrices $O$, or equivalently over the eigenvectors, to obtain

$$P(\{\lambda_i\}) = \prod_{i=1}^N d\lambda_i = \int d\mu(O) \prod_{i<j} |\lambda_i - \lambda_j| P(M) \prod_{i=1}^N d\lambda_i,$$

$$P(\{\lambda_i\}) \propto \exp\left(-N \sum_i f(\lambda_i) - \frac{N}{2c^2} \sum_i \lambda_i^2 + \frac{1}{2} \sum_{j \neq k} \ln|\lambda_j - \lambda_k|\right)$$

$$\propto \exp\left(-N \sum_i u(\lambda_i) + \frac{1}{2} \sum_{j \neq k} \ln|\lambda_j - \lambda_k|\right),$$

where we have defined

$$u(\lambda) = f(\lambda) + \frac{1}{2c^2} \lambda^2.$$

Mathematically, the distribution $P(\{\lambda_i\})$ is equivalent to the Boltzmann distribution of a two-dimensional electron gas confined to one dimension, where the electrons are also experiencing a local potential with strength $u(\lambda_i)$. In addition, each pair of the eigenvalues repel each other with logarithmic strength; this term comes from the Van-
dermonde determinant, and gives all the universal features for Gaussian ensembles.

Now we would like to solve for the spectral density. In mean-field theory, which for these problems becomes exact in the thermodynamic limit $N \to \infty$, we can replace sums over eigenvalues by integrals over the spectral density,

$$\rho(\lambda) = \frac{1}{N} \sum_i \delta(\lambda - \lambda_i).$$

Then the eigenvalue distribution can be approximated by

$$P(\rho(\lambda)) \propto \exp \left[ - N^2 S(\rho(\lambda)) \right],$$

where

$$S(\rho(\lambda)) = \int d\lambda \rho(\lambda) u(\lambda) - \frac{1}{2} \int d\lambda d\lambda' \rho(\lambda) \rho(\lambda') \ln |\lambda - \lambda'|.$$

Because $N$ is large, the probability distribution is dominated by the saddle point, $\rho^*$, such that

$$\left. \frac{\delta \tilde{S}}{\delta \rho} \right|_{\rho = \rho^*} = 0,$$

where

$$\rho(\lambda) = \frac{1}{\pi \sqrt{\lambda - a \sqrt{\lambda} - b}} \left[ C - \frac{1}{\pi} \Pr \int_a^b d\lambda' \frac{\sqrt{\lambda' - a \sqrt{\lambda' - b}}}{\lambda' - \lambda'} g(\lambda') \right],$$

with $a$ and $b$ are the edges of the support, and

$$C = \int_a^b \rho(\lambda)d\lambda.$$

If the distribution has a single region of support, then $C = 1$. If the distribution has more than one region of support, then we need to solve with Tricomi’s solution separately for each support, and the normalization changes accordingly. In general, solving the equation reduces to finding the edges of the support.

We now apply the general solution (Eq. (A4)) to the three models discussed in the manuscript to obtain the corresponding spectral distributions.

**Model 1, GOE:** For the Gaussian Orthogonal Ensemble without any additional constraints on the eigenvalues, we have $f(\lambda) = 0$. This means the local potential $u(\lambda) = \lambda^2/2c^2$ is symmetric, and hence the resulting eigenvalue distribution is invariant for $\lambda \to -\lambda$, and hence the edges of the support satisfies $a = -b$. Substituting $g(\lambda) = \lambda/c^2$ into Tricomi’s solution, we have the integral

$$\frac{1}{\pi} \Pr \int_{-b}^b d\lambda' \frac{\sqrt{\lambda' - b \sqrt{b - \lambda'}}}{\lambda' - \lambda} \left[ \lambda'^2 - \frac{b^2}{2} \right].$$

We expect the density to fall to zero at the edges of the support, rather than having a jump. Thus, we impose $\rho(a) = \rho(b) = 0$, which sets $b = \sqrt{2}c$, and the spectral density becomes

$$\rho_{GOE}(\lambda) = \frac{1}{\pi c} \sqrt{2 - \frac{\lambda^2}{c^2}}.$$

This is Wigner’s semicircle law.

**Model 2, GOE with hard threshold:** What is the spectral distribution for random matrices drawn from the GOE, but with all eigenvalues constrained to be less than a given threshold $\lambda_{\text{thres}} = 1$? This problem was first solved by Dean and Majumda [40–42], by recognizing that the eigenvalues remain to satisfy Eq. (A4) with the same $g(\lambda) = \lambda$ as in the GOE case, while the conditions for the edges of the support become different: namely, the two edges of the support are no longer symmetric with respect to $\lambda = 0$. By setting the right edge of the support $b = 1$ and using $\rho(a) = 0$, one can solve for the spectral distribution and find if $c > c_{\text{crit}} = 1/\sqrt{2}$,

$$\rho_{\text{hard}}(\lambda) = \frac{1}{c^2} \sqrt{\lambda + l^* - 1} \frac{1}{2\pi \sqrt{1 - \lambda}} (l^* - 2\lambda),$$

where

$$\tilde{S} = S + \kappa \int d\lambda \rho(\lambda)$$

has a term with the Lagrange multiplier $\kappa$ to enforce the normalization of the density. Then, the spectral distribution satisfies

$$u(\lambda) - \int d\lambda' \rho^*(\lambda') \ln |\lambda - \lambda'| = -\kappa.$$

To eliminate $\kappa$ we can take a derivative with respect to $\lambda$, which gives us

$$g(\lambda) = \frac{du(\lambda)}{d\lambda} = \Pr \int d\lambda' \rho(\lambda') \frac{\lambda}{\lambda - \lambda'},$$

with the integral defined by its Cauchy principal value.

Two methods are common in solving equations of this form. One is the resolvent method, which we will not discuss in detail; see Ref [33]. The other is the Tricomi solution [70], which states that for smooth enough $g(\lambda)$, the solution of Eq (A3) for the density $\rho(\lambda)$ is
where the width of the support is
\[ l^* = \frac{2}{3} \left( 1 + \sqrt{1 + 6c^2} \right). \]

Intuitively, one can think about the eigenvalues with hard threshold using the analogy of the two dimensional electrons confined by a wall, or a semi-well potential.

**Model 3: GOE with soft threshold:** In this model, the soft threshold we impose on the eigenvalues can be incorporated in the eigenvalue distribution (Eq. (23)) by recognizing
\[ u(\lambda) = \frac{\lambda^2}{2c^2} + \frac{\xi}{1 - \lambda}, \quad g(\lambda) = \frac{\partial u}{\partial \lambda} = \frac{\lambda}{c^2} + \frac{\xi}{(1 - \lambda)^2}. \]

Plugging in Tricomi’s solution (Eq. (A4)), and redefining the variable \( x = \lambda - a \), where \( a \) is the left edge of the support, we obtain the spectral distribution,

\[
\rho_{\text{soft}}(\lambda) = \frac{1}{\pi \sqrt{(\lambda - 1 + g_0 + l)(1 - g_0 - \lambda)}} \left[ 1 + \frac{l^2}{8c^2} + \frac{1}{2}(1 - g_0 - \lambda) \frac{\lambda^2}{c^2} + \frac{\xi}{2} \frac{(2g_0 - 2g_0^2 + l - 2g_0l) - (2g_0 + l)\lambda}{\sqrt{g_0(g_0 + l)(\lambda - 1)^2}} \right].
\]

The only unknowns are the value of the gap \( g_0 \) and the width \( l \) of the support, which we can solve for by setting \( f(0) = f(l) = 0 \), and obtaining set of coupled equations
\[
\begin{align*}
1 + \frac{l^2}{8c^2} + \frac{(1 - g_0 - l)l}{2c^2} + \frac{\xi l}{2}(g_0 + l)^{-3/2}g_0^{-1/2} &= 0, \\
1 - \frac{3l^2}{8c^2} + \frac{(1 - g_0 - l)l}{2c^2} - \frac{\xi l}{2}(g_0 + l)^{-1/2}g_0^{-3/2} &= 0.
\end{align*}
\]

This set of coupled equation gives us the scaling behavior of the gap \( g_0 \) and the correlation time \( \tau_{\text{corr}} \) for different interaction strength \( c \). Since the support \( l \) shows up in many terms in the form of \( l^2/c^2 \), we can deduce that \( l \) expands with the interaction strength \( c \), as in both the GOE case and the GOE with hard threshold case. For plotting in the main text, the exact values of \( g_0 \) and \( l \) are solved numerically.

**Appendix B: Compute autocorrelation function in Model 2**

The computation of autocorrelation function in Model 2 is subtle, since
\[ C_{\text{hard}}(t) = \int \! d\lambda \frac{-\rho(\lambda)}{(1 - \lambda)} e^{-(1 - \lambda)|t|} \sim \int \! dk \, k^{-1/2} e^{-k|t|} \]

is not integrable. After introducing an infrared (IR) cut-off at \( \varepsilon \sim g_0 \sim N^{-2} \), we can write the autocorrelation function as
\[ C_{\text{hard}}(t) \approx \int \! dk \, k^{-3/2} e^{-\varepsilon k}t = -2t^{1/2} \Gamma \left( \frac{1}{2}, \varepsilon t \right) + 2\varepsilon^{-1/2} e^{-\varepsilon t}, \]
where $\Gamma(a, z)$ is the incomplete gamma function
\[
\Gamma(a, z) = \int_z^\infty u^{a-1}e^{-u}du.
\]

The resulting autocorrelation coefficient is
\[
R_{\text{hard}}(t) = \frac{C_{\text{hard}}(t)}{C_{\text{hard}}(0)} \approx e^{-\varepsilon t} - (\varepsilon t)^{1/2}\Gamma\left(\frac{1}{2}, \varepsilon t\right)
= 1 - \sqrt{\pi}(\varepsilon t)^{1/2} + \varepsilon t + O((\varepsilon t)^2),
\]
and the correlation time
\[
\tau_{\text{corr}} = \int_x dk \rho(k)k^{-2} \sim \int_x dk k^{-5/2} \sim \varepsilon^{-1} \sim N^2. \quad (B2)
\]

**Appendix C: Scaling argument for finite gap in symmetric systems with soft threshold**

In this Appendix we will use scaling argument to show that in Model 3 (GOE with soft threshold constraining the norm activity), there is always a finite gap between the right edge of the support of the spectral density $\rho(\lambda)$ and the stability threshold $\lambda^* = 1$.

Let the interaction matrix $M$ be symmetric. Recall Equation (24), the joint probability distribution for the eigenvalues is
\[
P(\{\lambda_i\}) \propto \exp\left[-\frac{N}{2\varepsilon^2} \sum_i \lambda_i^2 - N\xi \sum_i \frac{1}{(1 - \lambda_i)\beta} + \frac{1}{2} \sum_{i \neq j} \ln |\lambda_j - \lambda_k|\right]. \quad (C1)
\]

The right hand side does not explicitly depend on $g_0$, so we have
\[
g_0 \sim \xi^{1/(\beta+2)}.
\]
For Model 3, since $\beta = 1$, the gap $g_0 \sim \xi^{1/3}$.

**Appendix D: Derivation for the scaling of time constants in Model 3**

For the ensemble of connection matrices with a maximum entropy constraint on the norm activity (Model 3), we are interested in how the time constants, $\tau_{\text{max}}$ and $\tau_{\text{corr}}$, depend on the parameters of the system: the interaction strength $c$, and the constrained norm activity $\mu$. In particular, how the time constants scale with the norm activity when the system is set in different phases by the interaction strength $c$. Here, we analyze the spectral distribution $\rho(\lambda)$, and investigate how the gap size $g_0$, the length of the support $l$, and the constrained norm activity $\mu$ scales with the Lagrange multiplier that we used to constrain the norm, $\xi$. The results are summarized in Table I, and can be visualized in Fig. 3.

We have shown that the spectral distribution is (also see Eq. (25))
\[
\rho(\lambda) = \frac{1}{\pi \sqrt{(\lambda - 1 + g_0 + l)(1 - g_0 - \lambda)}} B(\lambda),
\]
\[
B(\lambda) = \left[ 1 + \frac{l^2}{8c^2} + \left( 1 - g_0 - \frac{1}{2} l \right) \frac{\lambda^2}{c^2} - \frac{\lambda^2}{2} \frac{\xi (2g_0 - 2g_0^2 + l - 2g_0l) - (2g_0 + l)\lambda}{\sqrt{g_0(g_0 + l)(\lambda - 1)^2}} \right].
\]

By setting the spectral density at the edge of the support to zero, we can solve for the scaling dependence of gap size \( g_0 \) and the length of the support \( l \) on the Lagrange multiplier \( \xi \). Mathematically, we have
\[
B(1 - g_0 - l) = 0,
\]
\[
B(1 - g_0) = 0.
\]

After simple algebraic manipulation, this set of constraints becomes
\[
(2g_0 + l)(8c^2 - 3l^2) + 4l^2 = 0, \quad \text{(D3)}
\]
\[
8 - \frac{l^2}{c^2} - 2\xi l^2 (l + g_0)^{-3/2} g_0^{-3/2} = 0, \quad \text{(D4)}
\]
which sets the scaling relation between the longest time scale \( \tau_{\text{max}} = 1/g_0 \) and the Lagrange multiplier \( \xi \).

For the correlation time \( \tau_{\text{corr}} \), we can express it as the ratio
\[
\tau_{\text{corr}} = \frac{\nu}{\mu},
\]
where the denominator is the expectation value for averaged norm activity,
\[
\mu = \langle x_i^2 \rangle = \int d\lambda \rho(\lambda) \frac{1}{1 - \lambda} = \frac{1}{c^2} + \frac{1}{c^2 \sqrt{g(g + l)}} \left( c^2 - g - \frac{l^2}{8} \right) - \frac{\xi^2}{8g^2(g + l)^2},
\]
and the numerator can be written as
\[
\nu = \int d\lambda \rho(\lambda) \frac{1}{(1 - \lambda)^2}
\]
\[
= -\frac{1}{c^2} + \frac{1}{c^2} g^{-3/2}(g + l)^{-3/2}(c^2 g + g^3 + \frac{1}{2} c^2 l + \frac{3}{2} g^2 l - \frac{1}{4} l^2 + \frac{5}{8} g l^2 + \frac{1}{16} l^3) - \frac{\xi^2 (2g + l)}{8g^3(g + l)^2}.
\]

Because in the limit of \( \xi \gg 1 \), \( g_0 \) is large and there is no long time scales, we focus our discussions on cases where \( \xi \ll 1 \).

**Case 1: \( c < 1/\sqrt{2} \) -** As \( \xi \) approaches 0, we recover the semicircle spectral density with the wall far away from the spectrum. This suggests we can write \( g_0 = 1 - \sqrt{2c} + A_+ \xi^\gamma \) and \( l = 2\sqrt{2c} - B_+ \xi^\gamma \). The expected value for the norm is
\[
\lim_{\xi \to 0} \langle x_i^2 \rangle = \int_{-\sqrt{2c}}^{\sqrt{2c}} d\lambda \frac{\sqrt{2 - \lambda^2/c^2}}{1 - \lambda} \frac{1}{c^2} - \frac{1}{c^2} \frac{\sqrt{1 - 2c^2}}{c^2}.
\]

This is interesting: as \( \xi \) decreases, the norm activity \( \mu \) approaches the limit \( \mu = 2 \), and the corresponding \( g_0 \)
Similarly, the prefactor $D$ where

$\xi \to 0$ is not well-defined.

We notice that the prefactor $A$ takes the form $g_0 = A_+ \xi^3$. Because $l$ is of order 1, we can assume $l = l_0 + B_+ \xi^3$.

Plugging these to Eq. (D3), we can solve the 0th order equation and get

$$l_0 = \frac{2}{3} \left(1 + \sqrt{1 + 6c^2}\right) . \tag{D11}$$

This $l_0$ is equal to the length of the spectrum at the hard wall limit, i.e. when $\xi = 0$. Plugging $g_0$ and $l$ into Eq. (D4), we get from 0-th order solution

$$\mu = \frac{2}{3} \tag{D12}$$

and

$$A_+ = 2^{-2/3} l_0^{1/3} (2 - \frac{l_0^2}{4c^2})^{-2/3} . \tag{D13}$$

We notice that the prefactor $A$ is not a monotonic function of $c$. Rather, $A$ takes a minimum $A_{\text{min}} = 1$ at $c = 2$. This is interesting, as we don’t want the interaction strength to be too large.

The norm becomes

$$\mu = \int d\lambda \rho(\lambda) \frac{1}{1 - \lambda} = D_+ \xi^{-1/3} + \frac{1}{c^2} + O(\xi)^{1/3} , \tag{D14}$$

where

$$D_+ = \frac{1}{c^2} A^{-1/3} l_0^{-1/2} \left( c^2 + \frac{l_0^2}{8} - \frac{l^2}{2} \right) - \frac{A^{-2}}{8} . \tag{D15}$$

Similarly, the prefactor $D_+$ has a maximum $D_{\text{max}} = 3/8$ at $c = 2$.

For the correlation time, the denominator is the averaged norm, and the numerator is

$$\nu = \int d\lambda \rho(\lambda) \frac{1}{(1 - \lambda)^2} = E \xi^{-1} + \frac{1}{c^2} + O(\xi) . \tag{D16}$$

The prefactor $E$ has maximum $E_{\text{max}} = 1/8$ at $c = 2$.

Then, the correlation time is

$$\tau_{\text{corr}}^\text{sw} = \frac{E}{D} \xi^{-2/3} + O(\xi) . \tag{D17}$$

Interestingly, when we compute the ratio of the two time scales, $\tau_{\text{max}}$ and $\tau_{\text{corr}}$, we found that the ratio is a constant, as

$$\frac{\tau_{\text{corr}}^\text{sw}}{\tau_{\text{max}}^\text{sw}} = \frac{1}{2} - \frac{AE}{c^2 D^2} \xi^{1/3} + O(\xi) . \tag{D18}$$

In this case, as $\xi$ approaches 0, the gap $g_0$ decreases, but the norm also increases to infinite. If we only look at the relation between the parametrized variable $g_0$ and $\mu$, we find that $g_0 \sim \mu^{-2}$, which matches what we get from numerically solving the exact Eqs. (D3) and (D4). To get an infinitely long time scale, an unlimited growth of dynamic range for individual neuron is required, which is impossible to realize in biological systems.

### Appendix E: Asymmetric interaction

Recall that the system we consider is a linear dynamical system

$$\frac{d\delta_i}{dt} = -x_i + \sum_j M_{ij} x_j + \eta_i(t) , \tag{E1}$$

with the entries of the interaction matrix $M$ real, and white noise $\eta$ where

$$\langle \eta_i(t) \rangle = 0 , \quad \langle \eta_i(t) \eta_j(t') \rangle = 2 \delta_{ij} \delta(t - t') .$$

If $M$ can be asymmetric, the solution of this dynamical system gives the steady state autocorrelation at equal time

$$\mu = \frac{1}{N} \langle \sum_i x_i^2 \rangle = \frac{1}{N} \sum_{i,j} O_{ij} \frac{2}{\lambda_i - \lambda_j} . \tag{E2}$$

Here, $O_{ij}$ is the overlap between the left and right eigenvectors, defined as

$$O_{ij} = \langle l_i | l_j \rangle / | r_j \rangle | r_i \rangle , \tag{E3}$$

where $\langle l_i \rangle$ is the left eigenvector (and $| r_i \rangle$ is the right eigenvector) corresponding to the $i$-th eigenvalue. The

| $\xi \ll 1$ | $0 < c < 1/\sqrt{2}$ | $1 - \sqrt{2c} + A_- \xi$ | $2\sqrt{2c} - B_- \xi$ | $\frac{1}{\sqrt{2c}} - \frac{1}{\sqrt{1 - 2c^2}} - D_- \xi$ |
| $\xi \ll 1$ | $c = 1/\sqrt{2}$ | $A_+ \xi^{3/4}$ | $2 - B_+ \xi^{3/4}$ | $2 - D_+ \xi^{1/4}$ |
| $\xi \ll 1$ | $c > \sqrt{2}$ | $A_+ \xi^{3/4}$ | $l_0 - B_+ \xi^{3/4}$ | $D_+ \xi^{1/4} + \frac{1}{\sqrt{2c}}$ |

| $g_0$ | $l$ | $\langle x_i^2 \rangle$ |
| --- | --- | --- |
| $1 - \sqrt{2c} + A_- \xi$ | $2\sqrt{2c} - B_- \xi$ | $\frac{1}{\sqrt{2c}} - \frac{1}{\sqrt{1 - 2c^2}} - D_- \xi$ |
| $A_+ \xi^{3/4}$ | $2 - B_+ \xi^{3/4}$ | $2 - D_+ \xi^{1/4}$ |
| $A_+ \xi^{3/4}$ | $l_0 - B_+ \xi^{3/4}$ | $D_+ \xi^{1/4} + \frac{1}{\sqrt{2c}}$ |

**Table I:** Scaling of inverse slowest time scale (gap) $g_0$, width of the support of spectral density $l$, and averaged norm per neuron $\langle x_i^2 \rangle$ versus the Lagrange multiplier $\xi$ (to leading order) in different regimes.
normalization is chosen such that the left and right eigenvectors form a bi-orthogonal basis, i.e., \( \langle l_i | r_j \rangle = \delta_{ij} \).

In Model 3, we consider systems which is stable by constraining the autocorrelation when the system is in steady state. The corresponding maximum entropy distribution for the matrix element is

\[
P(M) \propto \exp \left[ -\frac{N}{2c^2} \text{Tr} M^\dagger M - N\xi \sum_{i,j} O_{ij} \left( \frac{2}{2 - \lambda_i - \lambda_j^\dagger} \right) \right],
\]

(E4)

This probability measure of the matrix can no longer be separate into the product measure of eigenvalue and eigenvectors due to the term with eigenvector overlaps. Another source of complexity comes from additional constraints for eigenvalues of real asymmetric matrices, where all eigenvalues have to be real or form complex conjugate pairs.

To get an idea about whether the gap in the symmetric case remains in asymmetric systems, we directly sample matrices from the distribution [Eq. (E4)] using Monte Carlo Markov Chains. As shown in Fig. 6, there is still a finite gap \( g_0 \) between the right edge of the spectrum and the stability threshold, the same as in the symmetric case. It is interesting to notice that the real eigenvalues and the complex eigenvalues behave differently: the gap between the complex eigenvalue and the wall can be fitted to a \( g_0 \sim \xi^{1/3} \) curve, while the gap between the largest real eigenvalue and the wall seems to be independent of \( \xi \), suggesting that slower modes are more likely to be found oscillatory than exponential decay. Other interesting thing to notice is that this 1/3 scaling is slower than what we got from symmetric systems.