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ABSTRACT
Interpolation is another important procedure for logarithmic number system (LNS) addition and subtraction. As a medium of approximation, the interpolation procedure has an urgent need to be enhanced to increase the accuracy of the operation results. Previously, most of the interpolation procedures utilized the first degree interpolators with special error correction procedure which aim to eliminate additional embedded multiplications. However, the interpolation procedure for this research was elevated up to a second degree interpolation. Proper design process, investigation, and analysis were done for these interpolation configurations in positive region by standardizing the same co-transformation procedure, which is the extended range, second order co-transformation. Newton divided differences turned out to be the best interpolator for second degree implementation of LNS addition and subtraction, with the best-achieved BTTF rate of +0.4514 and reduction of memory consumption compared to the same arithmetic used in European logarithmic microprocessor (ELM) up to 51%.
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1. INTRODUCTION
Since 1990s, various studies had been conducted on logarithmic number system (LNS) as the main operating number system in digital signal processor (DSP) to ensure its reliability as a substitution to floating point (FLP) arithmetic. The successful stories of logarithmic-based microprocessors started in the UK in 1995 by Coleman et al. in which they implemented some modifications later on to the LNS architecture in the European logarithmic microprocessor (ELM) [1], [2]. The ELM is a fabricated prototype logarithmic-based processor, which has a 32-bit co-transformation-based LNS arithmetic logic unit (ALU). This processor had demonstrated that LNS could be the best replacement to FLP with speed improvement, and had been assumed as a referred standard for related research on LNS designs. Besides ELM, another noteworthy LNS-based DSP processor is the gravity pipeline (GRAPE) by Makino and Taiji [3], which is an award-winning research for the computation of N-body gravitational forces among stars, and hidden markov modeling (HMM) for computing log-probabilities. However, the GRAPE supercomputer only utilized the LNS addition. The drawbacks of LNS subtraction preclude the wide spread of LNS usage in most applications.

Back to the arithmetic operations conducted in DSP, the LNS could simplify the highly-used arithmetic functions which are the FLP multiplication and division, by representing them in fixed-point (FXP) addition and subtraction respectively. Due to that, LNS had been extensively employed in arithmetic-
rich image processing areas, in which it is known as logarithmic image processing (LIP). The wide range of LIP implementation listed in [4]-[7] show the positive impact of logarithmic usage for image related implementation in DSP. Surprisingly, the operational speed for LNS could outperformed the FLP system for up to 50% [8]-[11]. Benefited the advantage of LNS, the blend of LNS and FLP or hybrid approach in [12]-[16] had increase the overall performance of the implementation. For a same purpose, there are also work in compromising residue number system (RNS) together with LNS [17], [18]. As the growing demand for LNS in applications, the urgency for the improvement of the LNS arithmetic had driven this work.

The strength of the LNS arithmetic is the computation for multiplication and division operation. However, the intricate representation for addition and subtraction operation in LNS suffer a lot of difficulty as it represented by a complex function in which known as non-linear function. Nonetheless, these drawbacks are alleviated and negotiable for low-precision applications as detailed in [19]. In describing the non-linear function, assume \( Y = A \pm B \). Therefore, the logarithmic representation will be \( \log_2 Y = \log_2 (A \pm B) \). After derivation, the final equation is \( \log_2 Y = \log_2 A + \log_2 (1 \pm 2^{\log_2 (B - \log_2 A)}) \), with \( \log_2 (1 \pm 2^{\log_2 (B - \log_2 A)}) \) depicted the non-linear function. This function consumes enormous amount of ROMs for log value storage, thus increase the hardware and area requirements on the silicon. Hence, the challenge is to reduce the hardware cost while improving the speed of these operations in LNS at once.

To support the advancement of LNS arithmetic, various methods were discovered to enhance the quality of addition and subtraction operation of LNS as listed in [20] which include LUT and table partitioning method, and the most current method: the combination of co-transformation with interpolation. Yet, interpolation is found to be the finest scheme to be combined with other approach for logarithmic approximation. This finding evokes the idea for the new LNS architecture in this work.

In this paper, the key-most procedure in LNS which is the interpolation procedure is extensively elaborated in Section 2 with the best selection of interpolator for the new LNS. Section 3 exposes the process of evaluating and measuring the performance of the designed LNS system. The evaluation steps for each performance parameters in these processes which include memory utilization and accuracy are mentioned in detail. The results of the new LNS architecture are presented and discussed in Section 4. The final section concludes the main outcomes of the design.

2. THE ALGORITHM

2.1. Interpolation procedure in LNS

Interpolation is defined as a process of estimating values or other points using other data values at certain points [21]. This method implements closed-form representation of function as the basis for other numerical techniques, either numerical differentiation or integration. Essentially, the interpolated LUT is a method that works by associating the approximation function value from a single-hardware unit so-called as interpolating memory [22] together with the interpolation scheme for higher precision.

The usage of interpolators with higher degree can improve the accuracy of the interpolated results despite its disadvantages of utilizing a number of memory lookup tables and multipliers, especially in hardware implementation. However, each interpolator will differ in terms of higher degree segment representation albeit their linear representations are similar. Therefore, proper selection of interpolator could minimize the risk in producing results with higher precision.

Meanwhile, Lagrange interpolator that was used in recent LNS implementation as in [10] is not suitable to be implemented in higher degree form in hardware platform, as it has to recalculate the interpolation coefficients [23] with quite a number of multipliers. The labour of re-computing and high usage of multipliers may increase the area consumption and the speed of the overall design. Based on this reason, the Lagrange interpolator was omitted from this work, and the focus will be on other potential interpolators: Taylor and Newton Divided Difference interpolators. These interpolators are selected as they provide acceptable amount of multiplication unit that is needed to implement a higher degree portion of the interpolator, while able to utilize existing memory resources.

2.2. Newton divided difference interpolator

Newton divided difference interpolator is an interpolation technique used when the interval difference is irregular for all sequence of values. This polynomial interpolator is much preferable compared to lagrange as lagrange is not very competent and numerically unstable when there is addition of new points (Lagrange requires computing the polynomial again, from scratch) with the requirement of higher interpolation degree. Therefore, Newton is the choice of handling this type of data in interpolating these data incrementally. Taking the linear equation of newton divided difference (NDD) interpolator, the quadratic interpolatant of the same polynomial interpolator can be signified as follow:
\[ f_2(r) = f_1(r) + a_2(r - r_0)(r - r_1) = a_0 + a_1(r - r_0) + a_2(r - r_0)(r - r_1) \]  

(1)

Therefore, the second degree segment, \( f_2(r_2) \) or \( y_2 \) will be denoted as:

\[ f_2(r_2) = f_1(r) + a_2(r_2 - r_0)(r_2 - r_1) = a_0 + a_1(r_2 - r_0) + a_2(r_2 - r_0)(r_2 - r_1) = y_2 \]  

(2)

Since then, the second degree coefficient, \( a_2 \) can be evaluated as:

\[ a_2 = \frac{y_2 - y_1}{r_2 - r_1} \quad \frac{y_1 - y_0}{r_1 - r_0} \times \frac{1}{r_2 - r_1} = \frac{Df_2 - Df_0}{r_2 - r_1} \equiv D^2 f_0 \]  

(3)

Using (3), any higher degree coefficient can be defined as:

\[ a_N = \frac{D^{N-1}f_1 - D^{N-1}f_0}{r_N - r_1} \equiv D^N f_0 \]  

(4)

Hence, (1) can be rewritten as:

\[ f_2(r) = a_0 + Df_0(r - r_0) + D^2f_0(r - r_0)(r - r_1) \]  

(5)

With,

\[ Df_0 = \frac{y_1 - y_0}{r_1 - r_0} \]  

(6)

and

\[ D^2f_0 = \frac{y_2 - y_1}{r_2 - r_1} - \frac{y_1 - y_0}{r_1 - r_0} \times \frac{1}{r_2 - r_1} \text{ or } \frac{Df_1 - Df_0}{r_2 - r_1} \]  

(7)

Each of the derivative table, \( Df_0 \) and \( D^2f_0 \) are implemented as lookup tables. In another option, the second degree interpolator portion, \( D^2f_0 \) may not require dedicated lookup table as it may be generated on-the-fly using the firstly created linear table, \( Df_0 \). However, this option will need extra addition and division operation for each generation of \( D^2f_0 \) value. This action might sacrifice the area and the speed of the design on silicon upon the additional operational units used for the purpose. Therefore, the former option is selected for this work. For a fair comparison, the quadratic interpolant for Taylor interpolator as been used in European logarithmic microprocessor (ELM) [2] was also evaluated in this work. The equation for Taylor interpolator up to a second degree can be represented as:

\[ P(r) = f(r_0) + f'(r_0)(r - r_0) + \frac{f''(r_0)}{2}(r - r_0)^2 \]  

(8)

or summarized as:

\[ P_n(r) = \sum_{k=0}^{n} \frac{f^{(k)}(r_0)}{k!}(r - r_0)^k \]  

(9)

with \( n \) as the degree of the polynomial. In the meantime, for \( r = \log_2(2^r + 1) \), the first derivative is given as:

\[ f'(r) = \frac{2^r}{2^r+1} \]  

(10)

and the second derivative as:

\[ f''(r) = \frac{2^r}{(2^r+1)^2} \]  

(11)

Therefore, (8) can be rewritten as:

\[ P_2(r) = f(r_0) + \frac{2^r}{2^r+1}(r - r_0) + \frac{2^r}{2(2^r+1)^2}(r - r_0)^2 \]  

(12)
Based on this equation, each of the differential tables are generated and stored into lookup tables. For Taylor interpolator, LUT is the only method that can be used in approximating the final value of the LNS addition and subtraction.

3. RESEARCH METHOD

This work focussed on the improvements of the logarithmic arithmetic unit design in [11] by enhancing the two important procedures for the LNS addition and subtraction: interpolation and co-transformation. The new arrangement of the two procedures would be able to improve the addition and subtraction operation in LNS, which could represent a whole new logarithmic arithmetic unit architecture. The arrangements of these procedures can be represented by the function $F(r)$ in Figure 1, which illustrates the $r$ region with dedicated procedures involved in positive region of $r$.

![Figure 1. Interpolation and co-transformation procedure according to region for the new LNS addition and subtraction architecture design](image)

The process of design validation requires specific simulation tools for each purpose. Therefore, the addition and subtraction operations LNS design in this work had gone through the simulation process using specially modelled simulator programs with the control of appropriate data and results from the previous LNS design. The simulators were designed to perceive the best lookup table arrangements for the interpolator and co-transformation procedure in achieving the BTFP rate. The size and the number of lookup tables can be modified repeatedly and accordingly until it meets the design’s expectation.

The LNS design simulator programs for both arithmetic operations were constructed in C language and the execution of the compilation process were done using Dev-C Compiler in Intel Core i7 processor. The execution of these programs will allow the measurement of the worst-case error for each lookup table combination. The best table size combinations for the interpolation procedure are retrieved from a number of compilations by the various table arrangements with the limit of accuracy within the FLP boundaries. These simulators also allowed the modification of variables as stated in Table 1. These tables which are labelled as F, D, and S are used in at most six segmented ranges which implied the concept of power-of-two partitions.

Figure 2 describes the development of the simulator programs which includes the main elements of the simulator. The process began with the design of the exponent and logarithm functions that were embedded and used throughout the simulations. Next was the process of describing the interpolator and co-transformation model. Note that the interpolator model covers the whole range of $r$ for LNS addition and subtraction function, except for the subtraction function that allocates certain range for co-transformation region only. Therefore, the co-transformation model was specially designed to compute the difference, $r$ that falls into the region (the region may range from $r = 0$ up to $r = 2$). For table computation purposes, a special module was also designed to generate the values for the lookup tables used in the interpolation and co-transformation functions.
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Table 1. Simulation variables for the interpolator

| Parameter | Description |
|-----------|-------------|
| F         | Stored function value at \( r_n \) |
| D         | Stored function of linear derivative at \( r_n \) |
| S         | Stored function of second degree derivative at \( r_n \) |
| \( \delta_n \) | Current value of \( r - r_n \) |
| \( \delta_{n+1} \) | Current value of \( r - r_{n+1} \) |
| \( r \)   | Current operand difference, in guarded format |
| \( r_n \) | Stored interpolation at point \( n \) |
| \( r_{n+1} \) | Stored interpolation at point \( n + 1 \) |

Figure 2. Simulator design flow for LNS addition and subtraction

Based on the region indicated by \( r \), the next process will be the generation of the approximation results for the LNS addition and subtraction functions. At the same time, the exact result of \( r \) was computed through the FLP result module. This value will be compared with the approximated result in the next module. The comparison will expose the accuracy of the approximated result which indicates the precision of the developed LNS system.

4. RESULTS AND DISCUSSION

The analysis concentrates on the implementation of a second degree for various interpolators. Three interpolator tables are involved, which are F, D and S table with null involvement of the error correction scheme for the second degree interpolator-based design. As the reason pointed out in introduction section, only two interpolators were selected for further implementation testing which are Taylor and Newton divided difference interpolator. As the means to measure the accuracy of the LNS system and to compare it with the FLP system, the mathematical expressions as defined in [2] are adopted. The analysis deals with various lengths of guard bits. Table 2 conveys the accuracy of each design according to the interpolators and various number of guard bits.
Interpolator could not achieve the FLP standard of 0.5 u.l.p. even if the standard using Newton divided difference moves away from the range from 16 < r < 32 since the interpolator environment. LNS addition and subtraction functions on a silicon since it is only an estimation of memory consumption in subtraction, process to be neglected for certain range as the range itself equals to the value of the LNS addition and the word of each address of this table is mostly near to 0. This action could reduce the usage of memory tables, and thus possibly condensed the overall silicon area for hardware design later. It also allows the interpolation accuracy among other interpolators based on the implementation of second degree of the same interpolator. The memory consumption was further reduced up to 24% by the usage of second degree of the same interpolator. LNS subtraction function had reduced nearly 6% of the total memory required by a standard range of second degree co-transformation. This is due to the fact that the approximation by Taylor is concentrated at a specific point which usually provide inaccurate approximations as the new point moves away from the particular point [24]. This condition even applies for higher degree polynomial. Thus, the situation limits the Taylor polynomial to only approximate numbers that is close to its initial point. However, the same design was able to achieve the standard using Newton divided difference interpolator with smaller extent of guard bits, which in this case is of only four guard bits. The proposed design produced +0.4514 of maximum relative error, which is in the range of the better-than-floating-point (BTFP) rate. It should be noted that the relative error of addition operation using these interpolators is not the main issue in this work since the subtraction function controls the maximum error rate of these two complex LNS functions caused by co-transformation. The memory consumption analysis put more focus on the LNS subtraction design with Newton divided difference interpolator since it has provided the most optimum accuracy among other interpolators based on the implementation of second degree interpolator environment.

Table 3 summarizes the storage required for memory tables for LNS addition and subtraction designs using first and second degree of the interpolator.

| Interpolator          | F, D, S table size | Guard bits | Addition Rel err (hi) | Addition Rel err (lo) | Subtraction Rel err (hi) | Subtraction Rel err (lo) | Max error |
|-----------------------|--------------------|------------|-----------------------|-----------------------|--------------------------|--------------------------|-----------|
| Taylor                | 256                | 5          | +0.4071               | -0.3899               | +0.4639                  | -0.5420                  | +0.5420   |
| Newton Divided Difference | 256                | 3          | +0.3276               | -0.4757               | +0.5166                  | -0.5566                  | +0.5566   |

In this analysis, the size of F, D and S table used for each interpolator are fixed to 256 words. Thus, the focal factor of this analysis is the size of guard bits. By varying the guard bits, it is found that the subtraction operation of LNS using Taylor interpolator could not achieve the FLP standard of 0.5 u.l.p. even with the usage of six guard bits. This is due to the fact that the approximation by Taylor is concentrated at a specific point which usually provide inaccurate approximations as the new point moves away from the particular point [24]. This condition even applies for higher degree polynomial. Thus, the situation limits the Taylor polynomial to only approximate numbers that is close to its initial point.

Table 3. Comparison of storage requirements for LNS addition and subtraction operation of various degree Newton divided difference interpolator with multiple range of co-transformation

| Design               | Table Co-transformation Organization | # Bits | Table Interpolation Organization | # Bits | Total # Bits |
|----------------------|--------------------------------------|--------|----------------------------------|--------|--------------|
| Standard Co-         | F1                                   | 3,840  | F, D, E Add                      | 256 words × 6 | 96,256       |
| transformation       |                                      |        |                                  |         |              |
| + first degree       | F2                                   | 7,936  | F, D, E Sub                      | 256 words × 5 | 82,688       |
| NDD                  | F3                                   | 8,192  | P                                | 1,024 words | 27,648       |
|                      | Subtotal                             | 19,968 | Subtotal                         |         |              |
| Extended Co-         | F1                                   | 7,680  | F, D, S Add                      | 256 words × 6 | 96,256       |
| transformation       |                                      |        |                                  |         |              |
| + first degree       | F2                                   | 7,936  | F, D, S Sub                      | 256 words × 4 | 66,048       |
| NDD                  | F3                                   | 8,192  | P                                | 1,024 words | 27,648       |
|                      | Subtotal                             | 23,808 | Subtotal                         |         |              |
| Extended Co-         | F1                                   | 7,680  | F, D, S Sub                      | 256 words × 6 | 96,256       |
| transformation       |                                      |        |                                  |         |              |
| + second degree      | F2                                   | 7,680  | F, D, S Sub                      | 256 words × 4 | 60,672       |
| NDD                  | F3                                   | 7,936  |                                  |         |              |
|                      | Subtotal                             | 23,296 | Subtotal                         |         | 149,760      |

Note: NDD = Newton divided difference

Table 3 marks the impact of co-transformation range expansion up to r = 2 (0 < r < 2) that had greatly improved the bit storage utilization. Specifically, the extension of co-transformation range for the LNS subtraction function had reduced nearly 6% of the total memory required by a standard range of second order co-transformation (0 < r < 1) using the first degree Newton Divided Difference interpolator. The memory consumption was further reduced up to 24% by the usage of second degree of the same interpolator. The proposed design had also evaded the second degree table that caters the range from 16 < r < 32 since the word of each address of this table is mostly near to 0. This action could reduce the usage of memory tables, and thus possibly condensed the overall silicon area for hardware design later. It also allows the interpolation process to be neglected for certain range as the range itself equals to the value of the LNS addition and the subtraction, F(r), as declared in [25]. It should be highlighted that these statistics do not represent the actual hardware representation of the LNS addition and subtraction functions on a silicon since it is only an estimation of memory consumption in terms of bits by the LUTs used in interpolation and co-transformation. However, the slight reduction in memory consumption will benefit the overall hardware design by eliminating hardware logics that are related.
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Beforehand, the accuracy analysis started with the implementation of LNS addition and subtraction functions in comparison with the first degree and second degree interpolations using newton divided difference interpolator. Among these two designs, the LNS addition and subtraction designs with a second degree newton divided difference interpolator had achieved the least maximum relative error that constitutes 8% more accuracy as compared to the design with the first degree interpolator. Figure 3 demonstrates that the employment of higher degree interpolators had greatly improved the accuracy of the LNS addition and subtraction results. However, the usage of a higher degree for interpolation might have an issue during hardware implementation in terms of an increase in the silicon area for the design as it requires additional logics to engage with additional multipliers.

![Figure 3. Accuracy comparison of LNS addition and subtraction using first and second degree Newton divided differences interpolation](image)

Memory consumption for storage tables of the LNS addition and subtraction designs as portrayed in Figure 4 seems to have a decrement pattern with the usage of a second degree newton divided difference interpolator. The particular design was capable to reduce 19% of the total memory bits as compared to the design with a first degree interpolator. The usage of a second degree interpolator had slightly reduced the usage of memory bits in co-transformation as it consumed 23,296 bits as compared to the competitor with 23,808 bits. The elimination of P and E tables that are associated with the error correction portion in the first degree interpolator appears to result in a great reduction of memory bits allocated for interpolation tables. The interpolation procedure for the design with the second degree interpolator had accumulated 149,760 of memory bits while the other design consumed 189,952 bits for the table storage. To be precise, the former design only required 79% of memory bits as compared to the latter design.

![Figure 4. Storage consumption comparison using first and second degree Newton divided differences interpolation](image)

The performance of the proposed work is compared with two leading LNS designs; Coleman’s ELM [2] and Ismail and Coleman [10] in terms of accuracy. Both LNS arithmetic designs are selected as a benchmark for this research as these designs are constructed with similar steps, highlights, and domains: co-transformation and interpolation, and implemented using the same 0.18 µm technology. Table 4 shows the analysis of relative error by comparing the proposed design with the above-mentioned LNS designs. To note, these designs set the same restriction of equivalent FLP accuracy of 0.5 u.l.p. Based on the table, the newly designed LNS addition and subtraction operations offers the most accurate results as compared to the two other designs with similar configuration, while gaining the lowest relative error for the addition function.
The usage of Newton divided difference interpolation up to a second degree had delivered more accurate results of addition and subtraction of LNS with the relative error of +0.4514 as reflected in Figure 5. The result offers 9% more accurate as compared to [10]. This work also beats the accuracy of special function (SF)-based LNS design [26] and even two FLP unit (FPU) designs [11]. This proves that the higher the degree of interpolator used, the better the accuracy achieved, as evidenced by previous equations. The statistics also demonstrates that LNS could offer better accuracy with achieving BTTP rate. Other than that, the usage of higher interpolator can be a substitution of the error correcting scheme, which is purposely designed to improve accuracy, as been integrated with the first degree interpolator as in [2] and [10]. However, the results may differ and may not applicable for each interpolator used.

On another aspect, the adoption of Newton divided difference interpolator up to the second degree in the new LNS design improves the memory consumption of the interpolation process of this work as it managed to achieve 149,760 bits for its F, D, and S table storage. Those tables constitute with the derivative (supporting interpolation degree) tables. This marks an overall storage reduction of 51% of [2] and 6% of [10] as illustrated in Figure 6. The expansion of co-transformation region up to $r = 2$, however, had caused a slight increment of co-transformation function storage of 9.6% (2,048 bits) as compared to the previous second order co-transformation as a result of a bigger size of co-transformation table that managed the extension range. In return, the table size associates with the interpolation process alone only contributes 86% of total memory bits, which is 2% lesser compared to [10]. Therefore, these outcomes prove that a storage-efficient LNS design could be realized with interpolators of a higher degree with some modifications on the algorithm structure (in this work, the second order co-transformation with range expansion) in order to gain the accuracy offered by the higher degree interpolation. This could reduce or even dismiss the initial assumption that a higher degree interpolation could increase the storage usage in total due to the fact that these degrees will consume extra lookup tables.
5. CONCLUSION

The new implemented LNS design has shown the improvement of the extended range, second order co-transformation and interpolation function in the positive region of $r$. The new LNS design had been utilizing the second degree interpolation, which results in a great improvement in accuracy. The design increases the accuracy by the range of 2% to 9% as compared to the most recent and similar configuration and technology of LNS designs. Besides, the memory bit usage during interpolation process also able to be reduced even though the number is not too significant. In conclusion, the enhancement of interpolation process offers LNS design with better accuracy and managable memory consumption that can be benefited by the image processing applications, with LIP areas in particular.
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