Generating synthesized computed tomography from CBCT using a conditional generative adversarial network for head and neck cancer patients
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Abstract

Purpose: To overcome the imaging artifacts and Hounsfield unit inaccuracy limitations of cone-beam computed tomography, a conditional generative adversarial network is proposed to synthesize high-quality computed tomography-like images from cone-beam computed tomography images.

Methods: A total of 120 paired cone-beam computed tomography and computed tomography scans of patients with head and neck cancer who were treated during January 2019 and December 2020 retrospectively collected; the scans of 90 patients were assembled into training and validation datasets, and the scans of 30 patients were used in testing datasets. The proposed method integrates a U-Net backbone architecture with residual blocks into a conditional generative adversarial network framework to learn a mapping from cone-beam computed tomography images to pair planning computed tomography images. The mean absolute error, root-mean-square error, structural similarity index, and peak signal-to-noise ratio were used to assess the performance of this method compared with U-Net and CycleGAN.

Results: The synthesized computed tomography images produced by the conditional generative adversarial network were visually similar to planning computed tomography images. The mean absolute error, root-mean-square error, structural similarity index, and peak signal-to-noise ratio calculated from test images generated by conditional generative adversarial network were all significantly different than CycleGAN and U-Net. The mean absolute error, root-mean-square error, structural similarity index, and peak signal-to-noise ratio values between the synthesized computed tomography and the reference computed tomography were 16.75 ± 11.07 Hounsfield unit, 58.15 ± 28.64 Hounsfield unit, 0.92 ± 0.04, and 30.58 ± 3.86 dB in conditional generative adversarial network, 20.66 ± 12.15 Hounsfield unit, 66.53 ± 29.73 Hounsfield unit, 0.90 ± 0.05, and 29.29 ± 3.49 dB in CycleGAN, and 16.82 ± 10.99 Hounsfield unit, 58.68 ± 28.34 Hounsfield unit, 0.92 ± 0.04, and 30.48 ± 3.83 dB in U-Net, respectively.

Conclusions: The synthesized computed tomography generated from the cone-beam computed tomography-based conditional generative adversarial network method has accurate computed tomography numbers while keeping the same anatomical structure as cone-beam computed tomography. It can be used effectively for quantitative applications in radiotherapy.
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Introduction

Cone-beam computed tomography (CBCT) is currently widely available in external beam image-guided radiotherapy, and it is routinely used for patient position verification and setup displacement correction. However, it could not be directly used for quantitative applications such as dose calculation and adaptive treatment planning because the CT numbers of CBCT are not accurate due to cupping and scattering artifacts. Even though the CT numbers in CBCT can be restored by deforming the planning CT through deformable image registration, this method still requires a rescanned CT of the patient when there are anatomical differences between CBCT and the planning CT.

Quickly restoring the correct CT number in CBCT directly for quantitative applications is possible now using deep learning methods. A method based on U-Net has been proved to be an effective way to restore the correct CT number and reduce noise in CBCT. The skip connection and U-shaped structure of U-Net realize the fusion of low- and high-resolution information and suppress global scattering and local noise in CBCT, so U-Net is very suitable for the process of synthesized CT (sCT) generation using paired CBCT-CT. However, U-Net is shallow and focuses only on CT numbers rather than inclusive image information, which leads to image distortion in small areas and unclearness in soft-tissue boundaries. For instance, Minnema et al. found that U-Net incorrectly labeled background voxels as the bone around the vertebrae in CBCT scans containing vertebrae. Another recently studied method is CycleGAN; it can resolve image distortion and improve soft tissue resolution. Additionally, it can be trained with unpaired CBCT-CT data, which is a great advantage, especially when paired data are hard to prepare. However, the cycle-consistent requirement of CycleGAN means that it keeps some strong characteristics of CBCT, such as metal or ring artifacts. Even the CycleGAN model may not perform well on 512 × 512-resolution images if the generator and discriminator are not in balance. In addition, it is also very time-consuming and computationally intensive to train a CycleGAN model.

Recently, Maspero et al. generated sCT images from paired MRI-CT data with conditional generative adversarial networks (cGANs). The results of the study confirmed that the cGAN can explore both global image information and local information because it trains the network in a supervised way by adding conditions based on the GAN, which gives effective supervision feedback to the model and guides the model in generating sCT images. The cGAN incorporates additional information between the generator and discriminator to constrain the generator to generate the desired image. Similarly, CycleGAN incorporates the cycle network into a GAN as additional information, leading to an advanced cGAN. Until now, no research on CT generation from CBCT based on the cGAN method has been reported, and there is little literature comparing the performance of cGAN and CycleGAN for the task of CBCT-to-synthetic-CT transformation. In this study, we applied a cGAN to synthesize CT from the CBCT scans of head and neck cancer patients and quantitatively compared it with other models (U-Net and CycleGAN) by analyzing the synthetic CT images.

Materials and Methods

Because head and neck cancer patients can be considered as a quasi-rigid structure with better positional repeatability compared to other cancer patients. Therefore, to reduce the effect of registration, one hundred and twenty patients with head and neck cancer who had received radiotherapy between January 2019 and December 2020 at our Hospital were retrospectively enrolled in this study. This study was approved by the medical ethics committee of our hospital. The requirement for informed consent was waived by the ethics committee because of the study’s retrospective nature, and we have de-identified all patient details. Planning CT and CBCT images were acquired from a CT (SOMATOM Definition AS, Siemens Medical Systems) and a TrueBeam linear accelerator (Varian Medical Systems, OBI), respectively. Patients’ data were assembled into training (80), validation (10), and testing (30) datasets. The dimensions of both the CT and

Figure 1. Schematic of the image workflow for applying the trained generator on a new 2D transverse slice of the cone-beam computed tomography (CBCT) of a head and neck cancer to create an sCT.
CBCT images were 512 × 512 on the axial plane, while the spatial resolution was 1.27 mm × 1.27 mm × 3.00 mm for CT scans, and 0.51 mm × 0.51 mm × 1.99 mm for CBCT scans. Preprocessing was performed with software that was developed in-house for all the scans to generate reference CTs (rCTs) from planning CTs. First, rigid registration was carried out to align the CT images to the CBCT images. The CT images were upsampled to match the resolution of the CBCT images during this process. Then, deformable registration (the combination of free-form registration and the viscous fluid registration method) from CT to CBCT was performed, and the results of the deformation image registration (DIR) were reviewed by an advanced radiation oncologist to ensure their quality. The deformed CT image was further cropped by removing the information outside the body region. Afterward, a reference CT (rCT) was used as a benchmark for the synthetic CTs (sCTs) during training and testing. The image workflow is illustrated in Figure 1.

The cGAN architecture is shown in Figure 2. As a 2-dimensional (2D) model, it generates sCT in a slice-by-slice fashion, and the model learns a mapping from a CBCT image to a CT image with a generator and a discriminator. The generator G is trained to produce sCT images that cannot be distinguished from CT images by an adversarial trained discriminator D, which is trained to detect the sCT images generated by the generator. Both the generator and discriminator of the cGAN observe the input CBCT image. In this study, we implement a full convolutional neural network (CNN) architecture\(^{24}\) as the generator. In this CNN architecture, a U-Net backbone architecture is utilized; it consists of an encoding path and a decoding path. The encoding path and decoding path are combined by using a skipping connection to concatenate multilevel features and take advantage of both low-level and high-level information. To further improve the performance of the U-Net generator, the building blocks of the original U-Net are replaced with residual blocks to achieve consistent training as the depth of the network increases. The detailed network architecture is shown in Figure 2. A U-Net backbone architecture with residual blocks is added into the generator of the cGAN framework to obtain the combination of high- and low-level features. A convolutional PatchGAN classifier\(^{25}\) is invoked as the discriminator; it only penalizes structure at the scale of image patches. This discriminator tries to determine whether each patch in an image is real or fake. The convolution responses of all the patches across the image are averaged to provide the ultimate output of the discriminator.

The loss function is an association between the cGAN loss and the L1 loss. The cGAN loss can be expressed as

\[
L_{cGAN} = E[\log D(CBCT, CT)] + E[\log (1 - D(CBCT, G(CBCT)))] \tag{1}
\]

The discriminator, D, seeks to maximize this cGAN loss while the generator G tries to minimize this term. E means to sum over all the samples. The generator’s job is to generate sCT images that are close to the acute CT images. Fooling the discriminator is just one way to learn to complete the task of the generator. Another approach is adding the L1 distance to the loss function. We used the L1 distance rather than L2 as L1 encourages less blurring. The L1 loss is shown below:

\[
L_{L1} = E[\|CT - G(CBCT)\|_1]. \tag{2}
\]

Then, the final objective is finding an optimal generator of the loss function

\[
L_{\text{final}} = L_{cGAN} + \lambda L_{L1}, \tag{3}
\]

where \(\lambda\) balances the contributions of the 2 terms.

Three different networks (cGAN, CycleGAN, and U-Net) were trained with the same training and validation datasets in the same environment. A mini-batch size of 6 was used on a Tesla P100 (NVIDIA) graphical processing unit (GPU). All weights were initialized from a random normal initialization with a mean of 0 and a standard deviation of 0.02. The learning rate was set to 0.0001, and the Adam optimizer was used. The loss function of U-Net was a combination of the L1 loss and the structural similarity index (SSIM). Compared with cGAN, the loss function of CycleGAN had an additional cycle-consistent loss term. The cGAN, CycleGAN, and U-Net were trained for 200, 200, and 100 epochs, respectively, and the models with the smallest validation loss were selected as the optimal models.

The sCT evaluation strategy was used to evaluate the performance of different synthetic image generators using the pixel-wise HU accuracy, noise level, and structural similarity. The evaluation strategy takes advantage of 4 criteria, including the mean absolute error (MAE), root-mean-square error (RMSE), SSIM, and peak signal-to-noise ratio (PSNR).

The MAE is the magnitude of the mean absolute difference of all the pixel values between 2 images. The MAE formula is illustrated in Equation 4. A smaller difference is indicated by a lower value.

\[
\text{MAE} = \frac{1}{n_x n_y} \sum_{i,j} |sCT(i, j) - CT(i, j)|, \tag{4}
\]

where \(sCT(i, j)\) is the value of the pixel at \((i, j)\) in the sCT or CBCT, \(CT(i, j)\) is the value of the pixel at \((i, j)\) in the reference CT, and \(n_x, n_y\) represent the total number of pixels in one slice.

The RMSE is frequently used for measuring differences between 2 images by computing the RMSE of all the pixel values, as shown in Eq. 5. Lowering the RMSE improves the image quality.

\[
\text{RMSE} = \sqrt{\frac{1}{n_x n_y} \sum_{i,j} (sCT(i, j) - CT(i, j))^2}, \tag{5}
\]

where \(sCT(i, j)\) is the value of the pixel at \((i, j)\) in the sCT or CBCT, \(CT(i, j)\) is the value of the pixel at \((i, j)\) in the reference CT, and \(n_x, n_y\) represent the total number of pixels in one slice. The SSIM is a perceptual metric that quantifies the image quality using that of the reference image. The formula of the SSIM is shown in Equation 6. Structural information is
essentially considered. The SSIM value ranges from 0 to 1, and increasing the SSIM improves the image quality.

\[
SSIM = \frac{(2\mu_{sCT}\mu_{CT} + c_1)(2\sigma_{sCT}\sigma_{CT} + c_2)}{\mu_{sCT}^2 + \mu_{CT}^2 + c_1(\sigma_{sCT}^2 + \sigma_{CT}^2 + c_2)},
\]

where \(\mu_{sCT}\) is the mean of the pixel values of the sCT or CBCT image, \(\mu_{CT}\) is the mean of the pixel values of the reference CT image, \(\sigma_{sCT}\) is the standard deviation of sCT or CBCT, \(\sigma_{CT}\) is the standard deviation of the CT image, \(\sigma_{sCT}\) and \(\sigma_{CT}\) is the co-variance of 2 images sCT and CT, and \(c_1\) and \(c_2\) are 2 variables that stabilize division with a weak denominator.

The PSNR is frequently used to evaluate image quality, especially for noise reduction. It is a combination of the mean squared error and the maximum intensity value of the reference image. The formula of the PSNR is shown in Eq. 7. Increasing the PSNR improves the image quality.

\[
PSNR = 10 \times \log_{10} \left( \frac{MAX^2}{\frac{1}{n_x n_y} \sum_{i,j} (sCT(i,j) - CT(i,j))^2} \right),
\]

where \(sCT(i,j)\) is the value of the pixel at \((i,j)\) in the sCT or CBCT, \(CT(i,j)\) is the value of the pixel at \((i,j)\) in the reference CT, \(n_x, n_y\) represent the total number of pixels in one slice, and \(MAX\) is the maximum intensity in the sCT or CBCT.

**Statistical Analysis**

Results are presented for an independent testing set consisting of the data of 30 head and neck cancer patients with 2790 slices. After removing the all-black slices, a total of 2670 slices were included in the testing set. A paired t-test was
used for statistical analyses of different methods, and a $P$ value ≤ 0.05 was considered statistically significant.

**Results**

Figure 3 displays the CBCT images, reference CT images, and sCT images generated by the cGAN for the visual evaluation of images selected randomly from the test dataset. The ring artifacts, as well as the noise, found in the CBCT images were greatly reduced in all the sCT images, while the anatomy is kept the same as in the CBCT images. In contrast, the sCT images have the same brightness distribution as the CT images, and the noise is negligible.

The sCT images generated from 3 different models (cGAN, CycleGAN, and U-Net) are shown in Figure 4. Maps in pseudocolor represent the differences between the ground truth rCT and each sCT image. Ring artifacts are reduced on the sCT image generated by the CycleGAN, but some residual ring artifacts were still present in these regions; they are marked by the white and black arrows in Figure 4D and H. Fewer ring artifacts are found in the sCT image from U-Net, and almost no artifacts are found in the sCT image from the cGAN, but the soft tissue around the nasal cavity became more blurred in sCT images from U-Net compared with the cGAN, as shown by the small red arrows in Figure 4C and E.

To further analyze the details of the sCT images generated from diverse models, the local image details of one test sample are shown in Figure 5. The sCT image generated by U-Net is blurry at the soft tissue boundary, and the edges of bone are not as sharp as the edges in the CT image. Conversely, the image quality of the sCT images generated by the cGAN or CycleGAN had no visual degradation. Soft tissues, such as the thyroid gland, can be identified. HU profile lines through the trachea and cervical spine are provided in Figure 5B and C. It can be seen that the cGAN and U-Net on line 1 are closer to the results of rCT, while the U-Net on line 2 differs the most from the results of rCT.

The MAE, RMSE, SSIM, and PSNR were used to quantitatively evaluate the HU accuracy of all testing sCT images and CBCT images compared with CT images (within the patient’s body); the results are presented in Table 1. Compared with CycleGAN, the MAE and RMSE of the cGAN decreased by 3.91 HU and 8.38 HU, respectively. The SSIM and PSNR of the cGAN increased by 0.02 and 1.35, respectively. The differences between the U-Net method and the cGAN method are relatively small for those parameters, but statistical analysis shows that the cGAN is significantly better than U-Net.

We also measured the time cost for predicting one sCT from CBCT. The predicting time was 0.62 s, 0.89 s, 0.21 s per CBCT slice for cGAN, CycleGAN, U-Net, respectively.

**Discussion**

In this study, a novel deep learning network based on the cGAN that integrates a U-Net backbone architecture with residual blocks into a GAN framework is proposed to synthesize high-quality CT-like images. A total of 120 NPC patients were used to train, validate, and test this network. The results
sCT images are visually similar to planning CT images; thus, this method can be directly used for quantitative applications such as dose calculation and adaptive treatment planning.

In terms of image quality, the sCT image generated by the cGAN achieves a better image quality for soft tissues and contains fewer artifacts due to the design of this network, which retains the advantages of a GAN and incorporates the features of U-Net. The deformable registration between paired CBCT images and planning CT images is difficult to make accurate for the soft tissue boundary since the CBCT image is not clear in this region. As the U-Net method is meant to generate sCT images that are close to the registered CT images, the synthesized image is distorted in small areas and soft tissue boundaries may be unclear. Fortunately, the cGAN and CycleGAN can construct a nonlinear mapping relationship between 2 image domains. Therefore, the soft tissue of the rCT image can be more clearly reflected in the CT images synthesized by the GAN than those from U-Net. However, the ring artifacts, as well as the noise, are obvious in the CBCT image, and they are, to some extent, inevitably retained in images synthesized by CycleGAN. This is because this method requires the synthesized images to keep strong characteristics of CBCT images to restore CBCT images from synthesized images as well as possible. Liang et al. also illustrated the problem that CycleGAN cannot suppress metal and dental artifacts, although the image quality can be improved. By integrating the U-Net architecture into the generator of the cGAN, the discriminator acts as an automatically learned loss function to guide the generator to exploit both low-level and high-level features to reduce artifacts in CBCT images. Furthermore, the discriminator was also designed to take the CBCT image as input, thus ensuring that the synthesized CT image would have the same anatomy structures as the original CBCT image. Consequently, through the cGAN, anatomy structures are kept and almost all of the artifacts in CBCT are removed.

Figure 4. An example of difference maps between rCT and other images. (A) rCT image as the reference; (B) cone-beam computed tomography (CBCT) image; (C) sCT image by conditional generative adversarial network (cGAN); (D) sCT image by CycleGAN; (E) sCT image by U-Net; (F-I) HU difference pseudo-color maps between rCT and the corresponding sCT images above.

Figure 5. An example of the HU line profiles of rCT, sCT, and cone-beam computed tomography (CBCT), and sCT generated by conditional generative adversarial network (cGAN), CycleGAN, and U-Net. (A) Traversal of rCT, 3 sCTs, and CBCT. (B) HU profile of line 1. (C) HU profile of line 2.
Another main disadvantage of CBCT is that HU tends to be less accurate than the reference CT images. Three methods have the ability to rectify the CT values of CBCT: among them, the cGAN gives the best results, U-Net gives the second-best results, and CycleGAN gives the worst results (see Table 1). The MAE and RSME are used to evaluate the ability to rectify CT values. Compared with previous studies, the MAE of synthesized CT images based on CycleGAN and U-Net in this study is lower. For example, the results of Liang showed that the MAE decreases from 69.29 HU down to 29.85 HU for the CycleGAN method. Maspero found that the results based on CycleGAN can be decreased from 195 HU to 51 HU, and the MAE in the pelvic region for pseudo-CT images based on an improved 3D CycleGAN is above 50 HU. Chen illustrated that the MAE of synthesized CT images based on U-Net was 18.98 HU, and Li explained that the range of the MAE for U-Net improved to (6, 27) HU. The CycleGAN requires the fake image to keep all the information in the original image; as a result, its CT correction ability was reduced to some degree. The U-Net methods use paired data for training, which allows them to obtain more information about the corresponding CT, including HU values. The cGAN combines the benefits of U-Net and GAN, so it can further improve the CT accuracy.

The results of the quantitative analysis of image quality show that the SSIM values of the cGAN and U-Net are higher than those of CycleGAN, as compared with 0.8911 from a study by Chen, 0.85 from a study by Li, and 0.81 from a study by Sun. The opposite result was found in Liu’s study, where SSIM values based on U-Net were much lower than those of the CycleGAN method (0.56 vs 0.70). Some researchers have put forward this use of 3D CycleGAN as a way to improve the image quality of the pseudo-CT. The results of Sun showed that the SSIM increases from 0.81 to 0.86 using the 3D CycleGAN method for cervical cancer patients. Liu found that the SSIM of synthesized CT images improved to 0.71 from using the 3D CycleGAN rather than the 2D CycleGAN.

Ideally, a reference replanning CT image with an anatomical structure that is identical to CBCT is required to train the model. However, such an ideal CBCT-CT pair is not readily available, as they are not acquired simultaneously. Thus, the anatomical structure is not identical between the CT and CBCT: a certain amount of deformation was observed. 3D deformable registration between CBCT and CT was then performed for optimal performance. The synthesizing performance to some extent depends on the performance of the deformable registration. The displacement caused by the deformable registered deviation directly affects parameters such as the MAE. An evaluation of the registration accuracy and how the accuracy influences the synthesis performance should be performed in a future study.

The present study had several limitations. First, it is also unknown whether cGAN will improve the accuracy of dose calculation since doses calculated based on sCT were not analyzed in the current work. The difference between the HU values of the images obtained by both cGAN and u-NET networks in this study is very small, which most likely has almost no effect on the dose calculation, while the time to generate pseudo-CT images from CBCT is about 3 times longer than that of U-Net (0.62 s vs 0.21 s per slice). Using the synthetic CT of CBCT for quantitative applications such as dose calculation and adaptive treatment planning will be the focus of our future studies. Second, we only concentrated on patients with head and neck cancer in this work, which contains less anatomical variations caused by organ motion or filling than the tumor in thorax, abdomen, or pelvis sites. The applicability of our proposed model to other disease sites will be considered in future studies. In addition, since this is a retrospective analysis, more prospective large randomized clinical trials and multicenter clinical samples are needed to further validate the reliability of our study findings.

### Conclusions

In conclusion, a novel cGAN was used to generate sCT from paired CBCT and CT scans. Experiments demonstrated that the sCT images had sharp clarity and were comparable to CT images. In general, the cGAN can generate sCT images with accurate HU values and anatomy structures. It is a promising method for facilitating adaptive radiotherapy treatments.
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**Table 1. Quantitative Comparison Result of 4 Different Images.**

| Method   | MAE(HU)  | RMSE(HU) | SSIM   | PSNR(dB) |
|----------|----------|----------|--------|----------|
| CBCT     | 20.24±   | 104.60±  | 0.83±  | 25.34±   |
| cGAN     | 16.75±   | 58.15±   | 0.92±  | 30.58±   |
| CycleGAN | 20.66±   | 66.53±   | 0.90±  | 29.29±   |
| U-Net    | 16.82±   | 58.68±   | 0.92±  | 30.48±   |

Abbreviations: CBCT, cone-beam computed tomography; cGAN, conditional generative adversarial network; MAE, mean absolute error; RMSE, root-mean-square error; SSIM, structural similarity index; PSNR, peak signal-to-noise ratio.

*P(CBCT vs cGAN), P(CycleGAN vs cGAN), and P(U-Net vs cGAN) in MAE, RMSE, SSIM, and PSNR < 0.001.
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