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Abstract—This work continues the development of the ray-tracing method of [1] for computing the scattered fields from metasurfaces characterized by locally periodic reflection and transmission coefficients. In this work, instead of describing the metasurface in terms of scattering coefficients that depend on the incidence direction, its scattering behavior is characterized by the surface susceptibility tensors that appear in the generalized sheet transition conditions (GSTCs). As the latter quantities are constitutive parameters, they do not depend on the incident field and thus enable a more compact and physically motivated description of the surface. The locally periodic susceptibility profile is expanded into a Fourier series, and the GSTCs are rewritten in a form that enables them to be numerically solved for in terms of the reflected and transmitted surface fields. The scattered field at arbitrary detector locations is constructed by evaluating critical-point contributions of the first and second kinds using a Forward Ray Tracing (FRT) scheme. The accuracy of the resulting framework has been verified with an Integral Equation based Boundary Element Method (BEM)-GSTC full-wage solver for a variety of examples such as a periodically modulated metasurface, a metasurface diffuser and a beam collimator.
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I. INTRODUCTION

ELECTROMAGNETIC (EM) metasurfaces have recently emerged as spatial field processors, which can be engineered to transform incident wavefronts into desired wavefronts in both reflection and transmission. They are thin surfaces (with thicknesses much smaller than the wavelength, \( \lambda \)) consisting of an array of sub-wavelength scatterers (or particles) which interact with the incident waves, and through their rich electric and magnetic polarization responses, can manipulate their amplitude, phase and polarizations. Consequently, they have found a myriad of applications across the entire electromagnetic spectrum ranging from optics to microwaves [2]–[6].

While they are created using engineered sub-wavelength unit-cell structures, practical metasurfaces are electrically large – of the order of several tens of wavelengths or more. The incident field interacts with the non-uniformly arrayed resonating particles to generate a spatial distribution of localized microscopic responses which together with the edge effects due to the finite size of the surface aperture, produce the overall macroscopic response. In addition, if the metasurface is part of a larger system of scattering objects, the field interactions become even more complex and the scattering problem must be seen as a multi-scale field problem – i.e., from the sub-wavelength unit-cell level to the system level.

The implications of the multi-scale nature of the metasurface scattering problem may be better understood by considering the application of metasurfaces to optimizing wireless communication performance at microwave and mmWave frequencies. For instance, radio-frequency (RF) metasurfaces are envisioned to act as smart scatterers manipulating EM wave propagation in a given radio environment, avoiding obstacles or redirecting wireless signals to desired receiver locations using the best possible channel path [7]–[9]. Another application to consider is that of EM illusions and camouflaging [10], [11], where electrically large metasurfaces can act as holograms to project a virtual image of an object, or to enclose a real object, camouflaging it against a complex scattering environment. In all cases, such environments are naturally electrically large, with a variety of static and moving objects, of sizes which are orders of magnitude larger than those of the metasurface unit cells.

The problem of determining the scattered fields from an electrically large surface, possibly in the presence of other scattering objects, is a challenging task. Among the variety of numerical methods that have recently been proposed to model field scattering from metasurfaces are FDTD and FDFD [12]–[16], FEM [17], Spectral Domain method [18] and Integral Equation Solvers (IE-GSTCs) based on Boundary Element Methods [19]. Since volumetric numerical methods (FDFD, FDTD and FEM) based on finite domains are too inefficient to model electrically large metasurfaces, surface based methods such as IE-GSTCs become a preferred choice. In the surface based approach, metasurface structures are conveniently represented by equivalent zero-thickness models to reduce computational complexity while preserving their physical scattering characteristics. The EM properties of the zero-thickness sheet can then be described in terms of surface susceptibility tensors \( \chi \) which, in conjunction with the Generalized Sheet Transition Conditions (GSTCs), provide a rigorous field model from which to determine the scattered surface fields anywhere in
space [20]–[22].

While surface based methods have clear computational complexity advantages, for very large metasurface problems (or alternatively, very high frequencies) they also become unworkable due to excessive resource requirements. If concessions can be made on the desired level of accuracy, ray methods based on geometrical optics (GO) and a suitable uniform asymptotic description of diffraction effects, such as the uniform theory of diffraction (UTD) [23], emerge as a promising alternative. UTD based (or similar) high-frequency methods are computationally efficient and present an intuitive picture of the fields scattered from the surface. Consequently, they have been used in a wide variety of applications including radio propagation modeling [24] and analysis of EM structures such as impenetrable gratings and diffusers [25], conventional curved surfaces [26], and diffraction gratings with slowly varying parameters [27].

Motivated by such applications, a uniform asymptotic description of physical optics (PO) surface scattering has recently been applied to metasurfaces [1]. In [1], a generic metasurface is modeled as a zero-thickness sheet with prescribed reflection and transmission coefficients. Assuming that the metasurface is locally periodic, these coefficients and the corresponding scattered surface fields are expanded into their spatial Fourier and transmission coefficients. Assuming that the metasurface is modeled as a zero-thickness sheet with prescribed reflection and transmission coefficients. Motivated by such applications, a uniform asymptotic description of physical optics (PO) surface scattering has recently been applied to metasurface problems [1]. In [1], a generic metasurface is modeled as a zero-thickness sheet with prescribed reflection and transmission coefficients. Assuming that the metasurface is locally periodic, these coefficients and the corresponding scattered surface fields are expanded into their spatial Fourier and transmission coefficients, which are then incorporated in the EM field integral equations. Evaluation of these field integrals in the high-frequency limit \( k \rightarrow \infty \), \( k = 2\pi/\lambda \) being the wavenumber in free space) leads to an efficient computation of the scattered fields around the metasurface using contributions from a discrete set of critical points. While the ray-based numerical framework is computationally efficient, the prescribed reflection and transmission coefficients are in reality field-dependent, and should therefore be respecified or otherwise updated every time the incident field direction is changed.

It is more desirable to define the scattering properties of the metasurface in terms of its intrinsic parameters, such as surface susceptibilities \( \chi \), from which the fields can be computed on demand, for an arbitrary incidence angle. This work, therefore, represents a continuation of the uniform ray description of physical optics scattering by metasurfaces presented in [1], in which the GSTCs are directly incorporated into the ray formulation, and the metasurface is now described in terms of angle-independent surface susceptibilities \( \bar{\chi} \). This approach combines the elegance of the numerical framework, the local periodicity of the metasurface and rigorous GSTC boundary conditions to model the wave transformation capabilities of metasurfaces based on surface susceptibilities.

The paper is organized as follows: Sec. II describes the problem statement and the GSTC model of a generic metasurface. Sec. III then modifies the GSTCs for the case of GO fields interacting with a locally periodic metasurface in the high-frequency limit. This entails (locally) expressing the prescribed surface susceptibility profile in terms of a Fourier series expansion, and the scattered field as plane-wave spectra of spatial modes. Equations are provided for numerically solving the scattered surface fields for a given GO incident field, and propagating them to arbitrary detector locations away from the surface. A simple procedure to convert an arbitrarily prescribed susceptibility profile into the desired Fourier series form is described in Sec. IV. This procedure uses a spatially windowed Fourier transform, and is similar to the conventional use of Short Time Fourier Transforms (STFT). Several numerical examples are then presented in Sec. V to demonstrate the proposed ray-optical GSTC (RO-GSTC) formulation. Conclusions are finally provided in Sec. VI.

II. PROBLEM STATEMENT

Consider a planar, non-uniform metasurface in the plane spanned by the unit basis vectors \( \hat{x} \) and \( \hat{y} \), whose normal vector, \( \hat{n} \), is identical to \( -\hat{z} \), as shown in Fig. 1. A known incident field excites the metasurface, and generates the scattered reflection and transmission fields in free-space Regions I and II, respectively. The properties of the metasurface are assumed to vary along \( x \) only for simplicity, and the incident field is assumed to be cylindrical and in the \( x-z \) plane.

The main objective of this paper is to compute the unknown amplitudes of the reflected and transmitted fields at all surface points \( q' \), and then to evaluate the total scattered fields away from the metasurface as a superposition of field contributions originating from the surface points. The scattering response on the surface can be described in terms of localized transmission and reflection dyadics \( \Gamma \) and \( \bar{T} \) each point on the surface [1], well-known to be dependent on the propagation direction of the incident field. Alternatively, its scattering properties can be described by a well-chosen set of constitutive parameters which are, by definition, field-independent. The constitutive parameters of choice for metasurfaces are the electric and magnetic surface susceptibility tensors \( \bar{\chi}_{ee}, \bar{\chi}_{mm}, \bar{\chi}_{em} \) and \( \bar{\chi}_{me}, \) defined by up to 36 complex scalars that capture the microscopic response of the surface to the average fields around it.

For later convenience, we denote the perpendicular and parallel components of an arbitrary vector \( \mathbf{A} \) with respect to the plane with normal \( \hat{n} \) by

\[
\mathbf{A}_\perp = A_\perp \hat{n} \\
\mathbf{A}_\parallel = (\mathbf{I} - \hat{n}\hat{n}) \cdot \mathbf{A},
\]

where \( \mathbf{I} \) is the unit dyadic. The unit vectors \( \hat{u}_1, \hat{u}_2 \) and \( \hat{u}_3 \) are defined to be identical to \( \hat{x}, \hat{y} \) and \( \hat{z} \), respectively, and the components of a vector \( \mathbf{A} \) along \( \hat{u}_p, \ p = \{1,2,3\} \), are denoted by

\[
A_p = (\mathbf{A})_p = \hat{u}_p \cdot \mathbf{A}.
\]

Similarly, the components of a dyadic \( \tilde{\mathbf{A}} \) are denoted by

\[
A_{pq} = (\tilde{\mathbf{A}})_{pq} = \hat{u}_p \cdot \tilde{\mathbf{A}} \cdot \hat{u}_q.
\]

Finally, the superscript \( (m) \) denotes the \( m \)th Fourier coefficient of any scalar, vector or dyadic quantity that is a periodic function of \( \psi \) with period \( \lambda \), i.e.,

\[
\{A, \tilde{\mathbf{A}}, \mathbf{A}\}^{(m)} = \frac{1}{\lambda} \int_{0}^{\lambda} \{A, \tilde{\mathbf{A}}, \mathbf{A}\}(\psi) e^{-jm\psi} d\psi. \quad (1)
\]
Fig. 1. Diagram showing a non-uniform metasurface interacting with geometrical rays from a source (Tx). The non-uniformity creates multiple scattered rays, whose directions of propagation do not follow Snell’s law, that are received by different detectors.

A. Field-Dependent \( \{\mathbf{\Gamma}, \mathbf{T}\}(\mathbf{q}, \mathbf{k}_i) \)

If the reflection and transmission dyadics are engineered to achieve a desired wave transformation, and are known at each point on the surface for a specified incidence direction \( \mathbf{k}_i \), the GO reflected and transmitted fields can be evaluated as

\[
\begin{align*}
\mathbf{E}_r(q) &= \mathbf{\Gamma}(q, \mathbf{k}_i) \cdot \mathbf{E}_i(q) \\
\mathbf{E}_t(q) &= \mathbf{T}(q, \mathbf{k}_i) \cdot \mathbf{E}_i(q).
\end{align*}
\]

In general, \( \mathbf{k}_i \) varies only slowly over the metasurface and may be approximated as being constant over a sufficiently small subdomain, but \( \mathbf{\Gamma} \) and \( \mathbf{T} \) are rapidly varying functions of \( q \). If these variations are locally periodic, however, they can be captured by the slowly-varying coefficients of a spatial Fourier expansion. For \( k \to \infty \), this leads to a convenient representation of the overall scattered field as a collection of ray-optical fields with different amplitudes, propagation directions and radii of curvature [1]. These rays can then be propagated in free space away from the metasurface using standard ray theory, to construct the total scattered fields anywhere in space.

This representation of the metasurface in terms of dyadic transmission and reflection coefficients leads to a numerically convenient solution compatible with standard ray-tracing techniques. However, when attempting to model a system of surfaces with a large range of incidence angles (such as when other scattering objects are present or for a more complicated incident field), it is disadvantageous having to store the scattering coefficients as functions of \( k_i \) (or equivalently, as functions of the local spherical coordinates \( \theta \) and \( \phi \)) for all points on the surface. Such a representation introduces both numerical error and large memory requirements. A more elegant representation of such metasurfaces is to go one step deeper into the physical description and represent them using their angle-independent constitutive parameters, i.e. surface susceptibilities \( \tilde{\chi}(q) \). This has an additional advantage of providing a more intuitive description of the surface interaction in terms of its microscopic dipolar responses.

B. Field-Independent Surface Susceptibilities, \( \tilde{\chi}(q) \)

Metasurfaces represent a spatial discontinuity in both the phase and magnitude of a wave. As metasurfaces have a sub-wavelength thickness, they can be modeled as a zero-thickness surface using the Generalized Sheet Transition Conditions (GSTCs) [21] [20]. The GSTCs relate the differential and average fields across the metasurface via the following relations:

\[
\begin{align*}
\mathbf{n} \times \Delta \mathbf{H} &= j\omega \mathbf{P} - \mathbf{n} \times \nabla \| \mathbf{M} \| \quad \text{(2a)} \\
\Delta \mathbf{E} \times \mathbf{n} &= j\omega \mu \mathbf{M} - \nabla \| \left( \frac{\mathbf{P}}{\epsilon} \right) \times \mathbf{n}, \quad \text{(2b)}
\end{align*}
\]

are the differences between the electric and magnetic fields on the positive (illuminated) and negative (shadowed) sides of the metasurface, respectively. Furthermore, \( \epsilon \) and \( \mu \) are the electric permittivity and magnetic permeability of free space, respectively, and \( \omega \) denotes the angular frequency. The operator \( \nabla \| \cdot \| \) returns the gradient of its argument in the plane of the surface. \( \mathbf{P} \) and \( \mathbf{M} \) are the electric and magnetic surface polarization densities, given by

\[
\begin{align*}
\mathbf{P} &= \epsilon \tilde{\chi}_{ee} \cdot \mathbf{E}_{av} + \sqrt{\epsilon \mu} \tilde{\chi}_{em} \cdot \mathbf{H}_{av} \quad \text{(3a)} \\
\mathbf{M} &= \tilde{\chi}_{mm} \cdot \mathbf{H}_{av} + \sqrt{\frac{\epsilon}{\mu}} \tilde{\chi}_{me} \cdot \mathbf{E}_{av}, \quad \text{(3b)}
\end{align*}
\]

where

\[
\left( \mathbf{E}_{av}, \mathbf{H}_{av} \right) = \frac{1}{2} \left( \mathbf{E}^+ + \mathbf{E}^-, \mathbf{H}^+ + \mathbf{H}^- \right)
\]

are the average fields across the surface.

The dyadics \( \tilde{\chi}_{ab} \), with \( a, b \in \{e,m\} \), represent the fundamental constitutive parameters of an arbitrarily specified metasurface (linear and time-invariant), and are thus independent of the input fields (and the angle of incidence) [28]. For a given set of \( \tilde{\chi}_{ab} \) and the specified incident fields, \( \mathbf{E}_i(q) \), the scattered fields (and if desired, \( \mathbf{\Gamma} \) and \( \mathbf{T} \)) may be rigorously obtained by solving (2) using (3) [19], [29]. This angle independent property of the surface susceptibilities therefore enables modeling an arbitrary metasurface using compact matrices, which can subsequently be integrated into a ray-based simulation environment. It should be noted that for purely tangential surface polarizabilities, a mathematically equivalent formulation in terms of location-dependent electric and magnetic sheet impedances [30] may alternatively be used, as in [1, Sec. IV]. Surface susceptibilities on the other hand, represent a completely general surface characterization, including both tangential and normal polarization in its complete form [20], [30] necessary to correctly obtain the angular response of a metasurfaces – hence is the preferred choice here.
III. ASYMPTOTIC SOLUTION OF LOCALLY PERIODIC

GSTCs

A. Local Periodicity

In preparation of using surface susceptibilities in a high-

frequency (ray-optical) description of the scattered fields,

consider again the problem setup of Fig. 1, but now assume

that the properties of the metasurface exhibit sub-wavelength

location-dependent periodicity [1] along \( \hat{x} \). Under this assumption,

the susceptibility \( \chi_{ab} \) may locally be expressed as a periodic

function of a location-dependent phase parameter \( \psi \).

It can therefore be expanded in a Fourier series as

\[
\chi_{ab}(x) \approx \chi_{ab}(\psi; x') = \sum_{m=-\infty}^{\infty} \chi_{ab}^{(m)}(x') e^{jkm\psi(x)}
\]

(4)
in any sufficiently small subdomain of \( S \) around \( x' \), where \( m \)

is an integer index referred to as the spatial mode number.

\( \chi_{ab} \) has a constant period of \( \lambda \) with respect to \( \psi \), but its local

period with respect to \( x \) is determined by the function \( \psi(x) \),

specifically its slope at \( x' \). Assuming \( \psi(x) \) to be continuous

and smooth, it can be expanded around \( x' \) as

\[
\psi(x) = \psi(x') + \psi'(x')(x - x') + \frac{1}{2} \psi''(x')(x - x')^2,
\]

(5)

where \( \psi' \) and \( \psi'' \) denote its first and second spatial derivatives.

In addition to its dependence on \( \psi \), \( \chi_{ab} \) may also vary (slowly)

as a function of \( x' \), allowing further non-uniformity of its scattering properties.

In practice, the infinite sum in (4) can be truncated so that \( |m| \leq M \), where \( M \)

is a mode truncation number that must be chosen large enough to avoid significant

loss of accuracy. These summation limits are suppressed in the remainder of this paper.

For a special case of a periodic metasurface with a uniform

period \( \Lambda \) with respect to \( x \), such that \( x/\Lambda = \psi/\lambda \), (4) reduces
to its standard form [31], [32], with

\[
k\psi = k\frac{\lambda x}{\Lambda} = \frac{2\pi}{\Lambda} x.
\]

A detailed procedure to estimate the parameters of (4), i.e.,

the function \( \psi(x) \) and the modal susceptibilities \( \chi_{ab}^{(m)} \), \( a, b \in \{e, m\} \),

from a given susceptibility profile is described and discussed in Sec. IV.

B. High-Frequency Approximation

We would like to expand the transmitted and reflected fields

due to the metasurface into plane-wave spatial harmonics according to Floquet’s theorem for periodic surfaces [31] [33]. Strictly speaking, the results of this theorem are not applicable to the problem addressed herein, not only because

(4) allows the metasurface periodicity to be non-uniform, but also because incident and scattered fields are not restricted to being planar, and edge (diffraction) effects are taken into account. If the metasurface is electrically large, however, the incident and scattered fields can be well approximated by their asymptotic behavior in the high-frequency limit, giving rise to a ray-optical-field representation governed by geometrical optics (GO) and the geometrical theory of diffraction (GTD) or any of its uniform extensions [1], [34].

In the high-frequency limit (\( k \rightarrow \infty \)), wave interaction is a

local phenomenon, and depends only on the surface and field

properties in an infinitesimally small area around the incidence point [34]. The incident electric surface field in the vicinity of a reference point \( x' \) may be written as

\[
E_i(x) = E_i(x') e^{-jk\psi(x')},
\]

(6)

where

\[
\varphi_i \simeq (k_i \cdot \hat{x}) x + \frac{(x - x')^2}{2 \rho_i}
\]

(7)
is a phase function that contains the radius of curvature, \( \rho_i \),
describing the divergence (or convergence) of the incident

wavefront at \( x' \). The scattered surface fields may be locally approximated as plane-wave spectra

\[
E_r(x) = \sum_m E_r^{(m)}(x') e^{jkm\psi(x)}
\]

(8a)

\[
E_t(x) = \sum_m E_t^{(m)}(x') e^{jkm\psi(x)},
\]

(8b)

and the corresponding magnetic fields are obtained via the

local plane-wave approximation

\[
H_i(x') = \frac{1}{\eta} \hat{k}_i \times E_i(x')
\]

(9)

\[
H_r^{(m)}(x') = \frac{1}{\eta} \hat{k}_r^{(m)} \times E_r^{(m)}(x'),
\]

(10)

where \( a \in \{r, t\} \) and \( \eta = \sqrt{\mu/\varepsilon} \) is the free-space wave

impedance. Furthermore, \( \hat{k}_a^{(m)} \) denotes the (real-valued) propaga-

tion direction vectors corresponding to \( (E_a^{(m)}, H_a^{(m)}) \), re-

tled to \( \hat{k}_i \) by

\[
(\hat{k}_a^{(m)}) || = (\hat{k}_i) || - m\psi \hat{x},
\]

(11)

provided that the magnitude of the right-hand side of (11) does not exceed one; modes for which this is the case are evanescent and propagate parallel to the surface [1]. This is essentially the phase matching condition applied locally to the surface.

The surface fields \( E^\pm \) and \( H^\pm \) can now be written as

\[
(E^+, H^+) = (E_i, H_i) + \sum_m (E_i^{(m)}, H_i^{(m)}) e^{jkm\psi}
\]

(12a)

\[
(E^-, H^-) = \sum_m (E_t^{(m)}, H_t^{(m)}) e^{jkm\psi},
\]

(12b)

C. Solution of GSTC Surface Field Equations

Substituting the locally periodic surface fields (12) and

susceptibilities (4), the GSTCs (2) can be rewritten as

\[
\left[ \mathbf{A}(\hat{k}_i) \cdot E_i + \sum_m \left( \mathbf{A}(\hat{k}_r^{(m)}) \cdot E_i^{(m)} - \mathbf{A}(\hat{k}_i^{(m)}) \cdot E_i^{(m)} \right) e^{jkm\psi} \right]
\]

\[
= \frac{j\hat{k}}{\eta} \mathbf{P} || \eta \hat{n} \times \nabla || (\hat{n} \cdot \mathbf{M})
\]

(13a)

\[
\mathbf{B} \cdot \left[ E_i + \sum_m \left( E_t^{(m)} - E_i^{(m)} \right) e^{jkm\psi} \right]
\]

\[
= jk\eta \mathbf{M} || + \frac{1}{\epsilon} \hat{n} \times \nabla || (\hat{n} \cdot \mathbf{P}),
\]

(13b)
in which

\[ P = \epsilon \left[ \hat{X}_e(\hat{k}_i) \cdot E_i + \sum_m \left( \hat{X}_e(\hat{k}_r^{(m)}) \cdot E_r^{(m)} + \hat{X}_e(\hat{k}_t^{(m)}) \cdot E_t^{(m)} \right) e^{jkm\psi} \right] \]

\[ M = \frac{1}{\eta} \left[ \hat{X}_m(\hat{k}_i) \cdot E_i + \sum_m \left( \hat{X}_m(\hat{k}_r^{(m)}) \cdot E_r^{(m)} + \hat{X}_m(\hat{k}_t^{(m)}) \cdot E_t^{(m)} \right) e^{jkm\psi} \right] \]

with

\[ \hat{A}(\hat{k}) = \hat{k} n - (\hat{k} \cdot \hat{n}) \hat{I} \]

\[ \hat{B} = -\hat{n} \times \hat{I} \]

and

\[ \hat{X}_e(\hat{k}) = \frac{1}{2} (\hat{x}_{ee} + \hat{x}_{em} \times \hat{k}) \]

\[ \hat{X}_m(\hat{k}) = \frac{1}{2} (\hat{x}_{mm} \times \hat{k} + \hat{x}_{me}) \]

The vector equations (13) can be turned into an equivalent set of (four) scalar equations by pre-multiplying both by \( \hat{u}_p \) with \( p = \{1, 2\} \). Because these equations are periodic in \( \psi \), they can be more conveniently solved in the spatial Fourier domain, i.e., after multiplying each by \( e^{-jkm\psi} \) and integrating, with respect to \( \psi \), from 0 to \( \lambda \). This yields

\[ \sum_{q=1}^{3} \left[ A_{pq}(\hat{k}_i) \delta_{n} E_{i,q} + A_{pq}(\hat{k}_r^{(n)}) E_{r,q}^{(n)} - A_{pq}(\hat{k}_t^{(n)}) E_{t,q}^{(n)} \right] \]

\[ = jk P_{p}^{(n)} - \eta \delta_{p-2} \hat{P}_{\perp}^{(n)} \] (14a)

\[ \sum_{q=1}^{3} B_{pq} \left[ \delta_{n} E_{i,q} + E_{r,q}^{(n)} - E_{t,q}^{(n)} \right] = jk \eta M_{p}^{(n)} + \frac{1}{\varepsilon} \delta_{p-2} \hat{M}_{\perp}^{(n)} \] (14b)

in which \( \delta_{n} \) denotes the Kronecker delta function, and

\[ P_{p}^{(n)} = \epsilon \sum_{q=1}^{3} \left[ X_{e.pq}^{(n)} (\hat{k}_i) E_{i,q} + \sum_m \left( X_{e.m.pq}^{(n-m)} (\hat{k}_r^{(m)}) E_{r,q}^{(m)} + X_{e.m.pq}^{(n-m)} (\hat{k}_t^{(m)}) E_{t,q}^{(m)} \right) \right] \] (15a)

\[ M_{p}^{(n)} = \frac{1}{\varepsilon} \sum_{q=1}^{3} \left[ X_{m.pq}^{(n)} (\hat{k}_i) E_{i,q} + \sum_m \left( X_{m.m.pq}^{(n-m)} (\hat{k}_r^{(m)}) E_{r,q}^{(m)} + X_{m.m.pq}^{(n-m)} (\hat{k}_t^{(m)}) E_{t,q}^{(m)} \right) \right] \] (15b)

\[ \hat{P}_{\perp}^{(n)} = -jke \sum_{q=1}^{3} \left[ k_{||}^{(0)} X_{e.3q}^{(n)} (\hat{k}_i) E_{i,q} + \sum_m \left( k_{||}^{(m-n)} \right) \times \left( X_{e.3q}^{(n-m)} (\hat{k}_r^{(m)}) E_{r,q}^{(m)} + X_{e.3q}^{(n-m)} (\hat{k}_t^{(m)}) E_{t,q}^{(m)} \right) \right] \] (15c)

\[ \hat{M}_{\perp}^{(n)} = -\frac{jk}{\eta} \sum_{q=1}^{3} \left[ k_{||}^{(0)} X_{m.3q}^{(n)} (\hat{k}_i) E_{i,q} + \sum_m \left( k_{||}^{(m)} \right) \times \left( X_{m.3q}^{(n-m)} (\hat{k}_r^{(m)}) E_{r,q}^{(m)} + X_{m.3q}^{(n-m)} (\hat{k}_t^{(m)}) E_{t,q}^{(m)} \right) \right] \] (15d)

In (14) and (15),

\[ E_{r,q}^{(m)} = (E_{r,q}^{(m)})_q \]

\[ E_{t,q}^{(m)} = (E_{t,q}^{(m)})_q \]

are the unknown variables of interest, and

\[ E_{i,q} = (E_i)_q \]

\[ X_{e.pq}^{(n)} (\hat{k}) = (X_{e.pq}^{(n)})_q \]

\[ X_{m.pq}^{(n)} (\hat{k}) = (X_{m.pq}^{(n)})_q \]

and

\[ k_{||}^{(m)} = \hat{k}_i \cdot \hat{x} - m\psi \]

can be computed a priori. Substituting (15) into (14) results in a system of linear equations which can be numerically solved for \( E_{r,q}^{(m)} \) and \( E_{t,q}^{(m)} \), \( q = \{1, 2, 3\} \), \( |m| \leq M \), by also requiring that

\[ \sum_{q=1}^{3} (k_{||}^{(0)})_q E_{r,q}^{(m)} = \sum_{q=1}^{3} (k_{||}^{(m)})_q E_{t,q}^{(m)} = 0. \] (16)

Eq. (16) follows from the fact that each reflected and transmitted plane-wave electric field component must be perpendicular to its corresponding propagation direction. This completes the determination of the unknown ray-optical scattered surface fields, which can now be propagated to the far field anywhere in space.

### D. Forward Ray Tracing to Far-Field Detector

In order to determine the total field received at an arbitrary detector location \((x, z)\) away from the metasurface \((i.e., z \neq 0)\), the Huygens contributions from \(S\) must be integrated and added to the incident field (in the absence of \(S\)). An expression for the radiative scattered field is given by the Stratton-Chu integral equation [35]

\[ \mathbf{E}_s = jk \int_S \mathbf{r} \times \mathbf{M} + \eta \mathbf{r} \times \mathbf{J} \left[ e^{-jkr} \right] dS \] (17)

where \( \mathbf{r} = r \mathbf{\hat{r}} \) is the vector from the integration point to \((x, z)\), and

\[ \mathbf{M} = (\mathbf{E}^+ - \mathbf{E}^-) \times \mathbf{n} \]

\[ \mathbf{J} = \mathbf{n} \times (\mathbf{H}^+ - \mathbf{H}^-) \]

are the net equivalent magnetic and electric currents on \(S\), which can be evaluated by substituting the reflected and transmitted surface fields determined in the previous subsection into (12). Eq. (17) can then be rewritten as a sum [1]

\[ \mathbf{E}_s = \mathbf{E}_{s,i} + \sum_m \mathbf{E}_{s,r}^{(m)} + \sum_m \mathbf{E}_{s,t}^{(m)} \] (18)

of distinct scattering components, with

\[ \mathbf{E}_{s,i}^{(0)} = +jk \int_S \mathbf{\tilde{G}} \left( \hat{k}_i, \mathbf{\hat{r}} \right) \cdot \mathbf{E}_i \left[ e^{-jkr} \right] dS \]

\[ \mathbf{E}_{s,r}^{(m)} = +jk \int_S \mathbf{G} \left( \hat{k}_r^{(m)}, \mathbf{\hat{r}} \right) \cdot \mathbf{E}_r^{(m)} e^{jkm\psi} \left[ e^{-jkr} \right] dS \]

\[ \mathbf{E}_{s,t}^{(m)} = -jk \int_S \mathbf{G} \left( \hat{k}_t^{(m)}, \mathbf{\hat{r}} \right) \cdot \mathbf{E}_t^{(m)} e^{jkm\psi} \left[ e^{-jkr} \right] dS \]
where $\rho_i$ is the radius of curvature of the incident wavefront, as in (7), and $s$ is the distance from the critical point to a detector location at $(x, z) = (x_c, 0) + sk_s$. This field cancels the incident field in the transmission region (Region II) of the metasurface to create a shadow zone. No shadow field exists in the reflection region (Region I). The field amplitudes corresponding to the specularly reflected and transmitted ray spectra are evaluated as

$$E_{s,t}^{(m)}(x, z) \approx E_i^{(m)}(x_c) \frac{\rho_c}{\rho_t + s} e^{-jk_s}$$ (20a)

$$E_{s,t}^{(m)}(x, z) \approx E_i^{(m)}(x_c) \frac{\rho_t}{\rho_i + s} e^{-jk_s}$$ (20b)

for $z \leq 0$, respectively. Here, $s = s - m\psi(x_c)$ is the optical path length [1] (corrected for the phase change induced by the metasurface), and

$$\rho_r = \rho_t = \left\{ \frac{1}{\rho_i} - m\psi(x_c) \right\}^{-1}$$ (21)

is the radius of curvature of the reflected and transmitted wavefronts.

2) Edge-diffracted Fields: A ray incident on an edge point $(x_c, 0)$, with $x_c = \pm\ell_x/2$, produces a Keller cone [34] of diffracted field contributions

$$E_{s,t}^{(m)}(x, z) \approx G(\hat{k}_i, \hat{k}_s) \cdot E_i(x_c) D_s^{(m)}(x_c) e^{-jk_s}$$ (22a)

$$E_{s,t}^{(m)}(x, z) \approx -G(\hat{k}_i, \hat{k}_s) \cdot E_i(x_c) D_t^{(m)}(x_c) e^{-jk_s}$$ (22b)

$$E_{s,t}^{(m)}(x, z) \approx -G(\hat{k}_i, \hat{k}_s) \cdot E_i(x_c) D_e^{(m)}(x_c) e^{-jk_s}$$ (22c)

to all detector locations $(x, z)$ in both Regions I and II; as previously, $\hat{k}_s$ is the vector from the critical point to the detector location. Furthermore,

$$D^{(m)}_{x,\alpha} = \frac{F(X_e)}{2\sqrt{2\pi j} \hat{\ell}_e}$$ (23)

is an edge-diffraction coefficient in which

$$b^{(m)} = \hat{k}_i - \hat{k}_s - m\psi(x_c) \hat{x}$$ (24)

and $\hat{t}$ is perpendicular to the edge and points into the interior of $S$, i.e., $\hat{t} = \mp \hat{x}$ at $x_c = \pm\ell_x/2$. Finally, $F(X_e)$ is the UTD transition function with argument

$$X_e = \frac{ks}{2} \left( \frac{b^{(m)} \cdot \hat{t}}{\hat{k}_s \cdot \hat{n}} \right)^2$$ (25)

which ensures the total scattered field to be continuous across shadow boundaries [1].

IV. SSFT BASED DETERMINATION OF $\psi$ AND $\chi^{(m)}$

As shown in Sec. III-C, the surface fields (8) needed to compute the scattered fields away from the metasurface can be determined under the assumption that the surface susceptibilities are periodic functions (4) of the parameter $\psi$. In (4), $\chi^{(m)}_{ab}(x')$ denotes the amplitude of the $m^{th}$ mode of $\chi_{ab}$

![Fig. 2. Simulation setup for the capturing the 2D fields from the metasurface $S$ of length $\ell_x = 1m$ using Forward Ray Tracing. The source $Tx$ is placed at a distance $\ell_x = 0.5m$ away from the center of the metasurface. The resultant scattered rays are detected by equally spaced detectors at a radius of $R = 1m$ from the origin, each with an angular length of $\Delta\phi$. Also shown are the specular scattered rays in green, red and purple, and the edge diffracted rays in blue.

and [26]

$$G(\hat{k}, \hat{r}) = (\hat{n} \cdot \hat{r}) \hat{I} - \hat{n} \hat{r} + (\hat{I} - \hat{n} \hat{r}) \cdot \left[ \hat{k} \cdot \hat{n} \right] \hat{I} - \hat{k} \hat{n} \right].$$

For $k \to \infty$, the surface integrals above reduce to discrete sums of scattering contributions from a set of critical points on $S$, resulting in a ray description of the scattered field (see Fig. 2) [23]. Due to the 2D nature of the scattering geometry of Fig. 1, only two kinds of critical points are considered here. Critical points of the first kind lie in the interior of $S$ and are associated with specularly reflected and transmitted fields. Their locations satisfy (11), a generalized version of Snell’s laws of reflection and transmission, and are therefore dependent on $m$. Critical points of the second kind, on the other hand, lie on the edges of $S$ and give rise to edge-diffracted fields. Expressions for the scattered field amplitudes associated with each kind of critical point are provided in the following.

1) Specular Fields: An incident ray intersecting with the metasurface at an interior point $(x_c, 0)$, with $|x_c| \leq \ell_x/2$, gives rise to specular scattering components, $E_{s,t}^{(m)}$, with $a \in \{i, r, t\}$, whose scattering directions, $k_a$, satisfy

$$\hat{k}_s = \begin{cases} \hat{k}_i & \text{if } a = i 	ext{ and } m = 0 \\ \hat{k}_a^{(m)} & \text{if } a = \{r, t\}. \end{cases}$$

If $a = i$, it can be shown [1] that the critical point contribution is equal in magnitude but opposite to the incident field at the detection point, that is

$$E_{s,t}^{(0)}(x, z) \approx -E_i(x_c) \sqrt{\frac{\rho_i}{\rho_t + s}} e^{-jk_s},$$ (19)
near \(x'\), which has a localized spatial frequency \(km\psi(x')\). Our objective now is to estimate these location-dependent spatial frequencies across an arbitrary given surface susceptibility profile, and determine the corresponding modal amplitudes. To this end, we investigate the Short Time Fourier Transform (STFT), conventionally applied to time-varying non-stationary signals [36], as a means to estimate the localized spatial frequency content of \(\chi_{ab}\). When applied to the problem considered herein, we analogously refer to this procedure as the Short Space Fourier Transform (SSFT).

To describe the procedure, assume for the moment that the metasurface is characterized by a scalar susceptibility that is locally periodic, and can therefore be expressed as

\[
\chi(x) = \sum_m \chi^{(m)}(x') e^{jkm\psi(x)},
\]

(26)

where \(\psi(x)\) is well approximated by (5) if \(x\) is sufficiently close to \(x'\). The SSFT of \(\chi\), denoted by \(\mathcal{S}\{\chi(x)\} = \mathcal{S}(\kappa, x')\), involves computing the Fourier transform of \(\chi\) multiplied by a space-limited window function \(w(x - x')\) centered at \(x = x'\), which slides along the \(x\)-axis; \(\kappa\), in rad/m, denotes the spatial frequency. At each window location,

\[
\mathcal{S}(\kappa, x') = \int_{-\infty}^{\infty} \chi(x) w(x - x') e^{-j\kappa x} dx
\]

(27)

represents the localized spectral content of the profile. Substituting (26) and (5), it is not difficult to show that \(\mathcal{S}\{\chi\}\) is well approximated by

\[
\mathcal{S}(\kappa, x') \simeq e^{-j\kappa x'} \sum_m \chi^{(m)}(x') e^{jkm\psi(x')} W(\kappa - km\psi),
\]

(28)

provided that the window function is narrow enough for the quadratic term in (5) to be negligibly small for all \(x\) where \(w(x - x') \neq 0\). In (28),

\[
W(\kappa) = \int_{-\infty}^{\infty} w(x) e^{-j\kappa x} dx
\]

is the window function in the spatial Fourier domain.

The SSFT distribution of a locally periodic susceptibility profile typically looks like that of Fig. 3, which shows discrete spatial frequencies following local periodicities of the surface, which are varying over the surface. (slope) function \(\psi(x)\) is first determined through (29) using the localized spatial frequencies estimated from a dyadic version of the SSFT integral (27). The phase function \(\psi(x)\) is next computed using (30) using with a polynomial curve fitted to the extracted \(\psi\) data. Care must be taken that the assumption of linearly varying phase within the spatial limits of the window function \(w(\cdot)\) is satisfied. Finally, each unknown \(\chi^{(m)}_{ab}(x)\) may be obtained by direct numerical integration of \(\chi_{ab}(x)\) (see (1)), using \(\chi_{ab}(\psi; x') \simeq \chi_{ab}(\psi)\) and the estimated \(\psi(x)\) from (30),

\[
\chi^{(m)}_{ab}(x') = \frac{1}{\lambda} \int_{\psi_1}^{\psi_2} \chi_{ab}(x) e^{-jkm\psi} d\psi,
\]

where \(\psi_1, \psi_2\) lie on either side of \(\psi(x')\) and span one full period such that \(\psi_2 - \psi_1 = \lambda\). We can then use the relationship \(d\psi = \lambda dx\) to change the integration to be over \(x\) and we obtain,

\[
\chi^{(m)}_{ab}(x') = \frac{1}{\lambda} \int_{x_1}^{x_2} \chi_{ab}(x) e^{-jkm\psi(x)} \psi(x) dx
\]

(31)

with the limits given by \(x_{1,2} = \psi^{-1}(\psi_{1,2})\).

It is conceptually straightforward to extend the procedure to the wider class of 2D (locally periodic) metasurfaces, whose susceptibility profiles vary along the direction of a gradient vector that is not necessarily parallel to \(\hat{x}\). To do this, a 2D spatial Fourier transform needs to be applied to \(\chi_{ab}(x, y)\) multiplied by a 2D window function. The locations \((\kappa_{1,m}, \kappa_{2,m})\) of the spectral maxima at a given surface location correspond to a 2D spatial frequency vector \(\kappa_m = \kappa_{1,m} \hat{u}_1 + \kappa_{2,m} \hat{u}_2\), from which one can construct the phase function \(\psi(x, y)\) and its gradient \(g_{\psi}(x, y)\).

While the above procedure is simple, it also has limitations. The SSFT integral (27) suffers from the well-known uncertainty principle, according to which its resolution (the minimum distance at which nearby space-frequency components can be resolved) is inversely related along \(\kappa\) and \(x\). Resolution
in one domain can be traded off for increased resolution in the other by choosing a different window function \( w(\cdot) \), but in some cases it may not be possible to find a window function that avoids any significant space-frequency overlap. However, as we shall see, the use of a fitted function to represent \( \psi \) alleviates these issues if discretion is taken in the retention of points in areas where the SSFT cannot discriminate the modal frequencies clearly.

To demonstrate the utility of the procedure we consider the case of a horizontally oriented metasurface lens of size \( \ell_x = 1 \text{ m} \) (see Fig. 2) designed to collimate a line source at \((0, -f)\), with \( f = 0.5 \text{ m} \), to a normally outgoing plane wave propagating along \( z > 0 \). This requires the metasurface to have a hyperbolic phase profile [37]

\[
\phi(x) = -\frac{2\pi f}{\lambda} \left( \sqrt{\frac{x^2}{f^2} + 1} - 1 \right).
\]

Now assume that the incident field is a cylindrical wave with a frequency of 60 GHz, with TM\(^x\) polarization originating from \((0, -f)\). If normalized so that the cylindrical wave has a value of \( \mathbf{E}_x(0, 0) = 1\hat{y} \) at the center of the surface, the field can be given by

\[
\mathbf{E}_x(x, z) = \frac{M_i \omega \mu_0}{4} H_0^{(2)} \left( k \sqrt{x^2 + (z + f)^2} \right) \hat{y},
\]

\[
\mathbf{H}_y(x, z) = -\frac{i k M_f}{4 \sqrt{x^2 + (z + f)^2}} H_1^{(2)} \left( k \sqrt{x^2 + (z + f)^2} \right) \hat{x},
\]

where \( H_0^{(2)}(X) \) is the Hankel function of the second kind and \( M_f = 4/\omega \mu_0 H_0^{(2)}(k|f|) \) is a normalization factor.

The metasurface is assumed to be perfectly matched (\( \mathbf{E}_r = 0 \)) and transmit an electric and magnetic surface field \( \mathbf{E}_o(x) = 0.2j\hat{y} \) and \( \mathbf{H}_o(x) = -0.2j\eta\hat{x} \), where \( \eta \) is the free space impedance. The metasurface therefore introduces a position dependent loss that accommodates the variation in \( |\mathbf{E}_i| \) along the surface to produce a uniform transmitted field intensity. If we constrain the surface synthesis to an isotropic surface, described by the tangential components of \( \chi_{\text{mm}} \) only, the corresponding electric and magnetic surface susceptibilities are then obtained using:

\[
\chi_{\text{ee}}(x) = \frac{\Delta H_x}{j\omega \epsilon_0 E_{z,\text{avg}}},
\]

\[
\chi_{\text{mm}}(x) = \frac{\Delta E_y}{j\omega \epsilon_0 H_{x,\text{avg}}},
\]

where \( \Delta \{ \} \) is the field difference across the metasurface, and \( \{ \cdot \}_{\text{avg}} \) is the average fields [28]. For this example, the computed \( \chi_{\text{ee}}(x) \) (\( \chi_{\text{mm}} \) not shown for conciseness) is shown in Fig. 4(a).

In order to express the susceptibilities in the form of (4), we first compute the SSFT using MATLAB’s STFT function, the results of which are shown in Fig. 4(b). The window function \( w(p) \) used was the discrete Kaiser window [38] [39]. The surface was discretized with a spacing of \( \lambda/400 \) and the spatial extent of the window is approximately 0.20 m. As can be seen, the SSFT decomposes the surface susceptibility into distinct spatial modes for multiple positions along the surface. Using the \( m = 1 \) mode, the spatial frequencies are then extracted, and used in (29) to compute \( \psi \), which is shown in Fig. 4(c). Notice that for this particular example, it is difficult to extract \( \kappa_m \) near \( x = 0 \) due to limited spatial and frequency resolution.

Next, \( \psi \) is integrated using a polynomial fit following (30) and \( \psi \) is obtained as shown in Fig. 4(c). The last step is to compute the Fourier coefficients for \( \chi_{\text{ee}} \) and \( \chi_{\text{mm}} \) using (31); those for \( \chi_{\text{ee}} \) are shown for a few modes in Fig. 4(d). Fig. 4(e) compares the original profile of \( \chi_{\text{ee}} \) with a reconstructed profile based on its estimated Fourier coefficients. An excellent match confirms the accuracy of the proposed method.

V. Ray-Optical (RO)-GSTC DEMONSTRATION

A. Numerical Setup

To test the accuracy of the model, a Forward Ray Tracing (FRT) simulation was developed in MATLAB and compared to an equivalent 2D Boundary Element Method (BEM) simulation based on Integral Equations Solver [10], [11]. Because of the added complexity required to modify the BEM model for 3D simulations, the ray tracing simulations are also performed.
in 2D. The main effect on the simulations is the lack of corner-diffracted fields (which are not present in a 2D simulation) as well as the fact that the Keller cone of edge-diffracted scattered rays encompasses the entire plane of the simulation.

The entire process of synthesizing an electrically large metasurface with certain desired spatial properties, analyzing its surface susceptibility profile, determine $\psi(x)$ from these susceptibilities, and evaluating its performance in terms of ray-optical fields is illustrated in the flowchart of Fig. 5.

Fig. 2 shows the simulation setup. In order to analyze the metasurface there are three required components: the surface itself, one or more sources, and multiple field detectors. The metasurface $S$ of length $\ell_x$ is placed in the $x$-$y$ plane centered on the origin. Its surface susceptibilities $\chi_{ab}(x)$ are considered known and expressed in the Fourier expansion form of (4). Cylindrical waves are radiated by a source $T_x$ at $(0, z)$ with $z < 0$, and interact with the surface at $(x, 0)$ with $|x| \leq \ell_x/2$. To capture the scattering effects as a function of angle, several detectors are placed evenly around the metasurface at locations $\{R, \phi\}$, where each detector has an angular span of $\Delta \phi$.

To analyze the scattered fields from the surface, the radiated field is angularly discretized to generate a set number of rays (e.g. 1000 rays) traveling outwards. In general, following (8), when any one of these rays intersects with $S$, multiple scattered rays identified by different mode indices $m$ are generated at the point of intersection. This is illustrated using four incident rays $\{r_1, r_2, r_3, r_4\}$ on the surface in Fig. 2, where $r_1$ produced two transmitted rays corresponding to mode index $\{m_0, m_2\}$, while $r_2$ and $r_4$ produced only the first mode $m_1$ and $r_3$ only the fundamental $m_0$. The field components of these specularly scattered rays are computed from the GSTC surface field equations of Sec. III-C.

Each of these scattered rays are then further propagated in free space until they pass through a specific detector at $\{R, \phi_n\}$ of $\Delta \phi$ span, which records the complex electric field vector and mode number $m$ of the ray. The field magnitude and phase of each scattered ray at the detector location are computed using (19) and (20) to account for ray propagation over their respective distances $d$. For instance, detector $D$ #1 in Fig. 2 receives the scattering contribution from the rays $\{r_1; m_2\}$ and $\{r_3; m_1\}$. For a general $n$th detector at $\phi = \phi_n$ in the transmission region, the scattered field $E_t(R, \phi_n)$ is then the vectorial superposition of all the rays incident on that detector. This represents the total specularly scattered field, including the shadow field (19), at a specific detector location.

In addition to the specular contributions, rays reaching either one of the two edges of the metasurface at $(\pm \ell_x/2, 0)$ contribute to the edge-diffracted field. Because the corresponding Keller cones span the entirety of the 2D simulation region, the resulting edge-diffracted fields are calculated at the center of each detector. This is illustrated in Fig. 2 for the bottom edge of the surface, where a source ray $(r_0)$ reaches the edge, diffracts, and propagates to detector $D$ #2. This diffraction contribution is then added to the specularly scattered field, to provide the total scattered field. To obtain the total field, the field contributions from the incident rays must also be added. This procedure can be simply extended to obtain the fields in any 2D region: instead of just a set of detectors arrayed in a circular formation, an additional set of detectors is arrayed in a 2D grid over the desired simulation region.

B. Results

Next, to illustrate the combined RO-GSTC ray tracing method, several examples will be presented. In all cases, the simulations are performed at a frequency of $f = 60$ GHz with a metasurface size of $\ell_x = 1$ m (except where noted), i.e., $200\lambda$ in size. To validate the computed field solutions, the results are compared with the BEM-GSTC numerical routine [10], [11], which rigorously solves the scattered fields from a metasurface with specified surface susceptibility profile. The BEM simulations are set up to have a mesh density of 20 divisions per wavelength and use the same surface susceptibility function as the equivalent FRT simulation in all cases. Because a 1 m surface at the chosen frequency is $200\lambda$ in length, it is computationally challenging to use a finer mesh density for the BEM without running into memory limitations. However, in all cases, necessary convergence was ensured.

1) Uniform Transmissive Surface: The first example is that of a relatively simple uniform metasurface. For a normally incident plane wave, the surface susceptibilities are synthesized corresponding to a transmitted plane wave of amplitude $E_t = 0.8j$ and $E_r = 0$. The electric and magnetic surface...
susceptibilities are then computed using [28]
\[
\chi_{ee}(x) = \frac{2j}{k} \left( \frac{E_t + E_r - 1}{E_t + E_r + 1} \right), \\
\chi_{mm}(x) = \frac{2j}{k} \left( \frac{E_t - E_r - 1}{E_t - E_r + 1} \right).
\]

Due to the uniform nature of the metasurface, the parametric variable \( \psi \) is constant across the surface and can be used to calculate the susceptibility coefficients using (4). Fig. 6 shows the computed scattered fields for the uniform metasurface for both the FRT as well as the 2D BEM simulations. The FRT results are presented as three separate sets of data: 1) the contribution of the critical points of the first kind (Specular); 2) a contribution from critical points of the second kind (Edge Dif.); and 3) the full combined effect (FRT). These results are normalized with respect to the strength of the incident field at the origin.

From this plot, we can see a very good agreement between the FRT and BEM simulations, where the fields are almost perfectly overlapped with each other, especially in the transmission region. The interference pattern from the two edge diffraction points matches very well for this simple simulation, and the edge-diffracted fields provide a smooth transition across the shadow boundaries. While there is a mild disagreement between the two results in the reflection region (180° ≤ \( \phi_s \) ≤ 360°), the field amplitude is relatively small, below -14 dB. This disagreement could partially be attributed to the limited mesh density of the BEM-GSTC simulation itself. Finally, it must be noted that even if the surface was synthesized for zero reflection given a normally incident plane wave, the actual source in the FRT/BEM simulations is a cylindrical source. Therefore a finite amount of reflection is expected.

2) Periodically Modulated Metasurface: For the second comparison, consider a metasurface that has a constant continuous modulation across the entire surface. The parametric variable is set to be \( \psi = 0.25x \), which results in a constant gradient \( \psi = 0.25 \) across the surface. For the metasurface synthesis, the transmission fields are chosen to be \( E_t^{(m=\pm1)} = 0.4j \) and zero for all other values of index \( m \), and the reflection is set to be \( E_r^{(m)} = 0 \), both for normal incidence. The susceptibility coefficients are then synthesized using the same method as before and are compared to the equivalent BEM simulation. Because of the large modulation chosen, the length of the metasurface for this simulation was reduced to \( \ell_x = 0.5 \) m; this halving of the surface length allowed the BEM simulation to be run with double the mesh density for the same number of mesh elements, thus increasing the accuracy of the BEM simulation for a better comparison.

Figure 7 compares the simulation results of the scattered fields for both the FRT and BEM for the constant-\( \psi \) surface. In the figure it can be seen that the two simulations have a strong agreement – capturing finer details of the diffraction for the transmission region while the BEM becomes very noisy in the reflection region. Because the surface was synthesized for the case of no reflected fields at normal incidence, there is only a very small (< -25 dB) scattered field in the reflection region, making accurate comparisons in this region difficult.

\[ \frac{\|E_t\|}{\|E_i\|} (\text{dB}) \]

\[ \phi \text{ (deg)} \]

Fig. 7. Normalized scattered electric field due to a periodically modulated metasurface of size \( \ell_x = 0.5 \) m illuminated by a line source at \( \ell_x = 0.5 \) m. The observation distance from the metasurface origin is \( R = 1 \) m. Results computed using RO-GSTC based FRT and BEM-GSTC.

3) Transmissive Beam Diffuser: The third example that is considered is a transmissive diffuser that diffuses a normally incident plane wave into a continuous wide range of angles [1], [40]. The gradient of the parametric variable can be expressed as

\[
\psi(x) = \frac{\sin \theta_1 + \sin \theta_2}{2} + \frac{x}{\ell_x} (\sin \theta_1 - \sin \theta_2) \tag{32}
\]

where \( |x| \leq \ell_x \) and \( \theta_1 \) and \( \theta_2 \) are the angles of deflection at \( x = \pm \ell_x / 2 \), respectively. To emulate the behavior of the diffuser, the transmission fields of the first ordered mode is set to \( E_t^{(1)} = 0.4j \) and all other transmission coefficients are set to be zero, along with \( E_r = 0 \), to have a perfect matching. Surface susceptibilities are next synthesized and inputted in the RO-GSTC forward ray tracer. Fig. 8 shows the simulation results for this diffuser with \( \ell_x = 1 \) m, \( \theta_1 = 30^\circ \) and \( \theta_2 = 55^\circ \), where Fig. 8a shows the 2D total field computed using FRT simulation with a spatial resolution of \( \Delta = \lambda / 2 \), compared with that from BEM simulation. An excellent agreement is
seen between the two, even in regions close to the surface. Due to the finite number of rays used in the simulation, the RO-GSTC 2D field plots are slightly granular compared to finely meshed BEM-GSTC full-wave solver results. The comparison of the 1D total fields along an arc (Fig. 8b) further confirms a close agreement between the two methods.

![Fig. 8. Normalized total electric field due to a transmissive diffruser with b) a close agreement between the two methods.](image)

Fig. 8. Normalized total electric field due to a transmissive diffruser with $\ell_s = 1\,\text{m}$, $\theta_1 = 35^\circ$ and $\theta_2 = 50^\circ$, illuminated by a line source at $\ell_s = 0.5\,\text{m}$: (a) over a 4 m $\times$ 4 m area around the surface, and (b) along an arc of $R = 1\,\text{m}$ radius. Results computed using RO-GSTC based FRT and BEM-GSTC. Inset shows a detail to demonstrate the accuracy of the new method.

4) Metasurface Collimator: The final example is the metasurface collimator described in Sec. IV. This metasurface acts as a lens which, when excited with a cylindrical source at its focal point, can collimate the beam on the transmission side, generating an outgoing plane-wave normal to the surface. The extracted surface susceptibilities have already been shown in Fig. 4, and its resulting Fourier expansion form with the extracted $\psi$ and $\dot{\psi}$ is next used in the following simulation results. Fig. 9 shows the total field simulation results for the metasurface collimator comparing the FRT and BEM simulations. As expected, the point source is collimated in transmission with negligible reflection. An excellent agreement is seen between the two simulations even at low amplitude levels, where the interference patterns are near identical between the two methods. Again due to the finite number of rays used in the simulation, the RO-GSTC 2D field plots are granular compared to finely meshed BEM-GSTC full-wave solver results.

The variety of examples presented above demonstrate the usefulness of the proposed RO-GSTC forward ray tracer by which the generated scattered fields can be efficiently modeled for metasurfaces described in terms of their constituent surface parameters.

![Fig. 9. Normalized total electric field due to a metasurface collimator of size $\ell_s = 1\,\text{m}$, illuminated by a line source at $\ell_s = 0.5\,\text{m}$: (a) over a 4 m $\times$ 4 m area around the surface, and (b) along an arc of $R = 1\,\text{m}$. Results computed using RO-GSTC based FRT and BEM-GSTC. Inset shows a detail to demonstrate the accuracy of the new method.](image)

VI. CONCLUSION

This work has continued from the ray-optical method in [1] for computing the scattered fields from finite, locally periodic metasurfaces characterized by their reflection and transmission coefficients $\{\Gamma, T\}$. Recognizing that $\{\Gamma, T\}$ are angle-dependent, the method proposed herein captures the metasurface scattering behavior using their field-independent constitutive parameters, i.e., angle-independent surface susceptibilities. This leads to compact and a physically motivated description of the surface, while still being able to correctly capture its macroscopic angular response through its tangential and possible normal susceptibility components, if they exist in their corresponding physical implementations. For slowly varying non-uniform metasurfaces, the surface susceptibilities have been expressed in a Fourier expansion form and integrated into the GSTCs to solve for the scattered transmitted and reflected fields. Making use of a forward ray tracing method based on GO/UTD, the scattered surface fields are propagated to the desired observation regions, enabling the total scattered field to be constructed anywhere. The resulting RO-GSTC framework has been verified for a variety of examples using a BEM-GSTC full-wave solver. As long as the specified susceptibility profile can be expressed in the Fourier expansion form using the parametric variable $\psi$, the proposed method can solve for the scattered fields. It thus represents a powerful and efficient numerical platform to solve electrically large metasurface problems at the cost of sacrificing some of the accuracy of a full-wave solution.
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