Abstract: This study aims to provide an enhanced model for rapid responses from natural disasters by estimating the maximum structural displacement. The linear regression, support vector machine, and Gaussian process regression (GPR) models were applied to obtain displacement estimates. Further, normalization (NM) and standardization (SD) of variables, and principal component analysis (PCA) were applied to improve model performance. The k-fold cross-validation approach was used to assess the results from the models based on the root-mean-square error and the R-squared indices. According to the results, the GPR model with NM and SD tended to provide the best estimates among the three models. The model that was based on a PCA value of 97% yielded better displacement estimation than the models with PCA values of 95% and 100%. Based on the displacement estimation, the maximum inter-story drift ratio was used to produce the fragility curve that can be used for risk assessment. The fragility curve parameters obtained from the actual numerical and predicted models were investigated and yielded similar responses. The proposed model can thus provide accurate and quick responses in disaster case by rapidly predicting the structural damage information.
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1. Introduction

A seismic activity is a type of natural disaster that cannot be predicted. This type of activity causes many social and economic damages in the world. In particular, a strong seismic activity results in a significant amount of damages in highly urbanized areas. In 2004, approximately 230,000 people lost their lives owing to the Indian Ocean earthquake (magnitude of 9.2) and the tsunami in Indonesia. Additionally, approximately 90,000 people lost their lives in 2008 owing to the Sichuan earthquake (magnitude of 7.9) in China [1,2]. Furthermore, 21,000 people lost their lives owing to the Great Tohoku Japan earthquake (magnitude of 9.1) that occurred in 2011 in Japan [3]. It is also noteworthy to state that the Ecuador earthquake (magnitude of 7.8) in 2016 and the Peru earthquake (magnitude of 8.0) in 2019 have caused considerable human casualties and material damages [4,5].

Research on the development of seismic fragility analysis has been extensively conducted based on the seismic probability risk assessment (SPRA) with the use of information on the occurrence of earthquakes. The SPRA can be investigated based on the use of a conditional probability such that the damage measure exceeds a critical threshold for a given value of a seismic intensity measure [6]. Moreover, the analysis of models that consider structural features was performed by identifying the behaviors of structures and by evaluating the structural safety to reduce damages from earthquakes [7]. The structural behavior can be accurately predicted based on numerical analyses and can then be
applied to various fields for (among others) the estimation of structural fragility, development of reinforcement method, estimation of damages, and evaluation of collapse risk [8–12].

The fragility curves are critical components in the SPRA and are generally used for risk assessment. The curves can be obtained from empirical fragility analysis based on past earthquake damages or analytical fragility analysis based on structural characteristics related to seismic activities [13]. However, the empirical fragility analysis cannot be easily applied for seismic analyses owing to the insufficient data on the damages of structures. Conversely, the analytical fragility analysis is commonly utilized to obtain the seismic fragility curves because of the effective application based on the numerical analysis of these structures [14,15]. The establishment of the fragility curves is required to (a) estimate the maximum displacement that indicates the earthquake response of the structure and (b) calculate the structural performance subject to seismic excitations [7].

Several studies have been conducted to obtain accurate estimations of the maximum displacement of structures in the analysis of the seismic fragility curves by considering the nonlinearity of structures [16–20]. Models that calculate the maximum displacement are structured to calibrate correlations between the damage and intensity measures with material parameters. Unnikrishnan et al. [21] used a high-dimensional model representation (HDMR) that decomposed the nonlinear input–output relationship, and Seo et al. [22] and Saha et al. [23] used it for polynomial regression for displacement estimation. More advanced models based on machine learning techniques were also utilized to predict the structural response time histories [24–26]. In the machine learning techniques, artificial neural networks (ANNs), support vector regression, and the Bayesian network were extensively used to extract the characteristics of earthquake models with the structural displacement [27–30]. Although the analyses of the maximum displacement estimation and fragility curves have been performed with various models, these require a considerable amount of simulation time because of the numerous and repetitive interpretations of different types of earthquakes. Additionally, real-time applications are problematic because the computational cost increases according to the size of the structure, while the model performance can be low owing to the structural features.

The objectives of this study were to evaluate different models for the estimation of the maximum displacement based on various seismic waves and magnitudes and to provide a prompt response following disasters. In this study, we presented the model that requires a small amount of simulation time to obtain the displacement. We also produced reliable seismic fragility curves for risk assessment of the disaster. The machine learning and regression techniques, such as linear regression (LR), support vector machines (SVMs), and Gaussian process regression (GPR), were also examined and applied for the estimation and analysis of the maximum displacement and the potential use of the fragility curves according to the proposed models. For the purpose of the analysis, the characteristics of the input seismic waves were selected for the target facility based on considerations of the structural variation from earthquakes, and the accuracy and model performance regarding the estimation were investigated with different models. The LR method is computationally simpler and generally used for modeling the relationship between a dependent and an independent variable. The SVM characterized by a supervised learning model was recently utilized in a variety of analyses, such as regression and classification of different specialized fields, including the seismic area. The GPR is a nonparametric statistical approach that can determine a multivariate Gaussian distribution used for sensitivity analysis of functional risk curves. However, the comparison of these models for estimation analysis has not been conducted previously based on the application of normalization and standardization to improve the maximum displacement estimation and for provision of a quick response in disaster cases. In this study, we applied the models to a steel moment-frame. As shown, the proposed methods do not require considerable computational cost yet provide high performance owing to the development of computer technology.

Moreover, the best combination of input variables for the maximum displacement estimation was analyzed based on the principal component analysis (PCA) evaluation of the characteristics of the maximum displacement and input seismic waves. The PCA technique allows the model to
increase its performance by selecting the most crucial variables and to improve the variable estimation process [31,32]. In the present study, we also applied the k-fold cross-validation technique to verify the proposed models, and the accuracy and performance of the model were evaluated with the use of statistical indices to present the appropriate model. The k-fold cross-validation technique was extensively used to evaluate the prediction model based on the prediction of disasters and parameter estimation [33–35]. Based on the analysis, we provide robust and simple seismic fragility curves that enable immediate responses to earthquake damages based on risk assessment.

The remainder of this paper is organized as follows. The description of materials and methods is provided to estimate and evaluate the maximum displacement and fragility curves in Section 2. In Section 3, we present the results. Section 4 describes discussions of the work. Finally, in Section 5, the study is summarized and conclusions are presented.

2. Materials and Methods

2.1. Database

In the present study, we used a six-floor, steel moment-frame building designed in 1976 according to the 1973 Uniform Building Code requirements [9,36]. This building is located in California, in the United States, and has been instrumented as part of the Strong Motion Instrumentation Program. It has a rectangular plan with dimensions of 36.6 m × 36.6 m, a lightweight concrete slab with a thickness of 8.2 cm, metal decking of 7.5 cm, and height of 25.3 m. A moment-frame around the perimeter of the building is the primary lateral load-resisting system. Interior frames are designed to carry only gravity loads. Section properties were calculated with A-36 steel and were assumed to have a yield stress of 303 MPa. The total weight (excluding live loads) was computed to be approximately 34,644 kN, and was found to be consistent with the values obtained by Anderson and Bertero [37]. Figure 1 shows a photograph of the building used for the seismic analysis.

![Figure 1. Overview of the six-story target structure [38].](image)

Figure 2 presents the plan view, member types, and the size of the structure. Numerical modeling of the target building was conducted using OpenSees that is extensively used for seismic analyses of structures. A two-dimensional (2D) numerical model was developed given that the target structure is symmetric, and force-based nonlinear beam-column elements and fiber sections were used to construct
the 2D numerical model. Detailed descriptions of the numerical model of the target building are shown in Kunnath et al. [9] and Kalkan and Kunnath [36]. Kunnath et al. [9] established both the 2D and 3D models for the target building. They inferred that the response obtained from the 2D model was almost identical to the 3D model. This suggests that the use of a 2D model with one-half of the mass assigned to this frame is an adequate representation of the 3D building model used for symmetric building plans. Therefore, a 2D numerical model is adopted in this study.

![Figure 2. Structural configuration of 6-story residential structure with (a) plan view and (b) typical perimeter frame [9].](image)

Based on the structural configuration, we conducted the nonlinear analysis for the structure based on considerations of the seismic waves. The measured seismic waves were selected for magnitudes $> 6.5$, and a total of 135 historical data were obtained based on the considerations of far- and near-faults at the Pacific Earthquake Engineering Research Center (PEER). The 135 seismic waves were scaled and normalized based on the Peak Ground Acceleration (PGA) (that is the amplitude of the largest absolute acceleration). Nonlinear analysis using the normalized PGA was performed for each of the seismic intensity levels (between 0.0 g and 5.0 g for 125 points). Table 1 presents the ground motion database simulated for this study.

| Ground Motion's Type | Distance | No. of GMs |
|----------------------|----------|------------|
| Far-Field            | 10~1000 km | 67         |
| Near-Field Pulse     | 0~10 km   | 34         |
| Near-Field No-Pulse  | 0~10 km   | 34         |
| Total                |           | 135        |

Table 1. Ground Motion (GM) Database.
Typical machine learning algorithms compute different features. In this work, we used PGA, Peak Ground Velocity (PGV), Peak Ground Displacement (PGD), total Arias intensity, Cumulative Absolute Velocity (CAV), characteristic intensity, cumulative energy, significant duration (5% and 95%), Fourier amplitude spectrum, mean frequency, and mean period to investigate the structural response and a relationship according to the numerical analysis of seismic waves. In addition, the ratio of PGV and PGA, denoted as the PVA ratio, and the difference between the maximum seismic wave and the minimum seismic wave were considered in the model process [39]. Detailed information on the calculation of the seismic wave features used in the present analysis can be found in the paper of Papazafeiropoulos and Plevris [39].

2.2. Estimation Models

2.2.1. Linear Regression Model

In this study, we analyzed the model performance for the estimation of the maximum displacement of the structure and the seismic fragility curves. The linear regression model refers to the analysis conducted to obtain a linear relationship between the dependent variable, $y$, and the independent variable, $x$. The linear regression equation is based on the following assumptions.

1. Linearity: the linear relationship between $x$ and $y$;
2. Independence: the lack of correlation between observations;
3. Homoscedasticity: the equality for the variance of residuals across the regression line;
4. Normality: the normal distribution for any fixed value of $x$ and $y$.

In the analysis, the input seismic wave was used as an independent variable, and the parameter estimation of the model was used to predict the maximum displacement of the structure.

2.2.2. SVM Model

The SVM proposed by Vapnik [40] is a technique that solves the problem of the nonlinear regression by reconstructing data in high-dimensional space as a linear regression function. Based on the property, SVM can be used in various fields for classification and regression with the maximal margin hyperplane [41–43]. In SVM, the decision boundary was constructed by identifying the hyperplane that maximizes the margin, i.e., the distance between any two groups. The distance between the two groups is determined by the distance between the support vector and the support vector that represents the distance closest to the other group.

The SVM regression problem aims to identify a function to ensure that a weighted vector value $(w)$ is within the actual target value $(y_i)$ and the maximum deviation $(\delta)$ for a given input vector value $(x_i)$ when $m$ training data are provided to $\{(x_0, y_0), \ldots, (x_m, y_m)\mid x_i \in \mathbb{R}^n\}$ with a pair of vectors of $x_i$ and $y_i$ [41]. The related equation is as follows:

$$f(x) = w^T x_i + b$$  \hspace{1cm} (1)
where $T$ indicates the transpose of the matrix, and $b$ implies the basis. When the function is determined, a slack variable is used to solve the block optimization problem. The function used to identify a solution for the optimization problem is as follows:

$$
\min \frac{1}{2} ||w||^2 + C \sum_{i=1}^{m} (\xi_i + \xi_i^*)
$$

subject to

$$
\begin{align*}
    y_i - w^T x_i - b & \leq \delta + \xi_i \\
    w^T x_i + b - y_i & \leq \delta + \xi_i^* \\
    \xi_i, \xi_i^* & \geq 0
\end{align*}
$$

where $C$ is a parameter that determines the complexity of the model as a penalty for an estimated error. If $C$ is large, a larger penalty is allocated for the error with a low-generalization level. Conversely, if $C$ is small, a smaller penalty is allocated for the error with a high-generalization level. Thus, selecting the appropriate value for $C$ can adjust the complexity of the model and increase the generalized performance of the SVM regression. The slack variables that indicate the upper and lower conditions are denoted by $\xi_i$ and $\xi_i^*$, the following functions are used for SVM based on $\delta$ by ignoring errors within a certain distance.

$$
\xi = \begin{cases} 
0 & \text{if } |\xi| \leq \delta \\
|\xi| - \delta & \text{otherwise}
\end{cases}
$$

In the SVM technique, the optimization problem of Equation (2), including the condition expressed by Equation (4), is solved using the Lagrange multiplier method, and the optimal solution is obtained by applying the Kernel function to the structure in the form of a nonlinear model. The detailed SVM model description and construction can be found in Vapnik [40].

### 2.2.3. Gaussian Process Regression Model

Gaussian process regression (GPR) analysis is a type of regression analysis technique that is conducted when the dependent variable follows a Gaussian process, and it has structural characteristics similar to those of the machine learning techniques. Assuming that the maximum displacement of a structure from an earthquake is a random variable, the expected displacement can be expressed as a function of the mean and covariance. The covariance can be interpreted as a kernel function. The GPR method can utilize a variety of models, such as the linear and nonlinear models, depending on the trend of the data to be applied to the analysis. If we determine the observed displacement as $X_o$, the predicted value as $X_p$, and the expected values of each variable as $\mu_o$ and $\mu_p$, respectively, the covariance $C$ can be expressed as $(X - \mu)^T (X - \mu)$. If each data point is defined as $Y_o = X_o - \mu_o$ and $Y_p = X_p - \mu_p$ following the Gaussian distribution, the simultaneous probability distribution is as follows:

$$
p(Y_o, Y_p) \propto \exp \left( -\frac{1}{2} \begin{bmatrix} Y_o \\ Y_p \end{bmatrix}^T C^{-1} \begin{bmatrix} Y_o \\ Y_p \end{bmatrix} \right)
$$

According to Bayes’ theorem, the following equation can be written as

$$
p(Y_o, Y_p) \propto \exp \left( -\frac{1}{2} (Y_o - Y_p C_{pp}^{-1} C_{po})^T (C_{oo} - C_{op} C_{pp}^{-1} C_{po})^{-1} (Y_o - C_{op} C_{pp}^{-1} Y_p) \right)
$$

Equation (6) has the form of a normal distribution function and can be obtained through the multivariate Gaussian theorem [44]. The equation can also be listed as follows:

$$
p(Y_o | Y_p) = N(\mu_o - C_{op} C_{pp}^{-1} (X_p - \mu_p), C_{oo} - C_{op} C_{pp}^{-1} C_{po})
$$

The values of $\mu_o - C_{op} C_{pp}^{-1} (X_p - \mu_p)$ and $C_{oo} - C_{op} C_{pp}^{-1} C_{po}$ can be obtained based on the calculation using the kernel function. The defined GPR technique is distinguished from linear regression analysis in
that it can use functions based on an infinite-dimensional characteristic, and can deal with uncertainties according to predictions. These properties are applicable for the estimation of variables of interest and trend analyses.

2.3. PCA

The PCA algorithm has been extensively used as a technique to reduce high-dimensional to low-dimensional vectors by obtaining the eigenvector of the covariance matrix that best expresses the characteristics of the data [45]. In other words, PCA reduces and summarizes multidimensional variables and derives new artificial variables by analyzing complex structures between correlated variables. The order of importance can be considered based on the size of the variation held by each principal component, and the first few components are transformed to hold as much of the total variation inherent in the original data as possible to minimize loss of information. This algorithm has been used in various fields in obtaining variables related to disasters [32].

Instead of using all available data when estimating the maximum displacement of a target structure, the model performance was improved with the use of selected key data while concurrently minimizing the loss of information in the dataset. In the analysis, if the ratio of the accumulated variance is set to 95%, the axis of the principal component with a 95% variance ratio is used as a model variable.

2.4. Evaluation Criteria

Cross-validation resampling techniques have been used to evaluate the performance of a model [33–35,46]. In this study, k-fold cross-validation was analyzed to validate the maximum displacement estimation and the performance of the proposed model. The k-fold cross-validation process allows the calculation of predicted errors, and estimates the boundaries for errors [31]. As the process can maintain more data in the training set, it is generally possible to lower the generalization error and achieve a better performance. If 5-fold is used, 20% of the data is excluded at each training step. Additionally, if 10-fold is used, 10% of the data is excluded. The model is then structured using the remaining data.

The performance of each model was evaluated using 5-fold cross-validation in the present study for the estimation of the maximum displacement of the structure. In the 5-fold cross-validation, the data were divided into five groups with similar sizes, and one of the groups was excluded from the data. The remaining data were trained, and the excluded groups were tested. To test the five groups, one of them was repeatedly excluded by considering the variability of the error. The measured results were compared and evaluated with statistical indicators, and the maximum displacement estimates were obtained for seismic fragility analysis.

For the evaluation of the proposed model, we estimated the statistical indices, including the R-squared ($R^2$) and root-mean-squared error (RMSE). The indices were calculated using the following equations:

$$R^2 = 1 - \frac{RSS}{TSS}$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (q_i - \hat{q}_i)^2}$$

where $TSS$ indicates the total sum of squares, and $RSS$ denotes the residual sum of squares. Additionally, $n$ denotes the total number of data, $q_i$ indicates the at-site estimate for location $i$, and $\hat{q}_i$ denotes the estimate derived from the models for location $i$. Figure 3 shows a simple diagram for the processes used to estimate the maximum displacement and fragility curves.
2.5. Seismic Probabilistic Risk Assessment

The seismic fragility curve developed for the seismic safety analysis was applied to the structural safety examination. This was achieved by the evaluation of the seismic performance of the structure and by the provision of a response standard to reduce damages from the earthquake [47]. In the study, the fragility curve was generated using the log-normal distribution function for seismic sensitivity analysis. Based on the performance of the seismic analysis, the probability of damage of the corresponding seismic intensity was obtained, and the function of seismic intensity was expressed as a log-normal distribution function within the seismic intensity range. The median value and log-standard deviation of the log-normal distribution function were obtained using maximum likelihood estimation. The maximum likelihood function applied to the study is,

$$ L = \prod_{i=1}^{N} [F(a_i)]^{x_i} [1 - F(a_i)]^{1-x_i} $$  \hspace{1cm} (10)

where $F(\cdot)$ represents the fragility curve for the damaged object, and $a_i$ denotes the peak ground acceleration (PGA). In addition, $x_i$ has a value of $x_i = 1$ if the seismic damage occurs at the $i$th site. Otherwise, $x_i$ has a value of $x_i = 0$. In this case, $N$ is the total number of the observation sites. Subject to the log-normal assumption, $F(\cdot)$ can be represented by the following function:

$$ F(a) = \Phi \left[ \frac{\ln(a) - \zeta}{\sigma} \right] $$  \hspace{1cm} (11)
where \( a \) indicates the PGA, \( c \) is the median of the fragility curve for the damage condition, \( \zeta \) denotes the standard deviation, and \( \Phi \cdot \) is the standardized normal distribution function.

### 3. Results

#### 3.1. Estimation of Maximum Displacement

##### 3.1.1. Comparison with Proposed Models

In the present study, we compared the performance of the models, including LR, SVM, and GPR, in the estimation of the maximum displacement of the structure based on PGA. The 5-fold cross-validation procedure was used for the evaluation of the three models. The model performance was also assessed based on the consideration of the normalization (NM) using a mean transformation and standardization (SD) for the data. The variables related to ground motion used for the model simulation were transformed to achieve normality and were standardized to gain consistent format. The transformed variables were then applied to the three models for the estimation of the maximum displacement by comparing the model results based on the nontransformed data.

For the analysis of the estimated model, we investigated a relationship between the estimated and observed maximum displacements based on the three models. Figure 4 shows the relationship between the estimated and the observed displacements based on the LR model. Figure 4a presents the results without consideration of NM and SD, while Figure 4b shows the results based on the consideration of NM and SD. To estimate the displacement, all the collected variables were used for model simulations. The RMSE and \( R^2 \) of LR are 5.4085 and 0.5123 for the model without and with NM and SD, respectively. There are no differences between the two models. Conversely, the RMSE and \( R^2 \) for SVM and GPR seem to show model performance improvements when the NM and SD are considered in the process. The RMSE and \( R^2 \) of SVM are 3.6274 and 0.7524 for the model without NM and SD, and 3.6006 and 0.7562 for the model with NM and SD, respectively. The RMSE and \( R^2 \) of GPR are 0.1118 and 0.9998 for the model without NM and SD, and 0.0769 and 0.9999 for the model with NM and SD, respectively. Among the NR, SVM, and GPR, the GPR model provides the best performance based on the two statistical indices. Figures 5 and 6 show the relationship between the estimated displacement and the observed displacement based on SVM and GPR.
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**Figure 4.** Relationship between the predicted displacement and the observed displacement for (a) LR without NM and SD and (b) LR with NM and SD.
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Figure 5. Relationship between the predicted displacement and the observed displacement for (a) SVM without NM and SD and (b) SVM with NM and SD.

Figure 6. Relationship between the predicted displacement and the observed displacement for (a) GPR without NM and SD and (b) GPR with NM and SD.

Table 2 shows the results of the $R^2$ and RMSE based on the models LR, SVM, and GPR with PGA. In the table, the GPR model clearly yields the best performance in the estimation of the maximum displacement of the structure. Moreover, when the NM and SD are used in the model procedure, the performance is improved by reducing the error of the estimation. The entries in bold font indicate the best results in the analyzed models in the study for PGA and SA. With the GPR model, we also investigated the use of PCA to enhance the performance of the model in the next section.

Table 2. RMSE and $R^2$ using LR, SVM, and GPR models for consideration of NM and SD.

|                | Without NM & SD | With NM & SD |
|----------------|-----------------|--------------|
|                | RMSE | $R^2$ | RMSE | $R^2$ |
| LR             | 5.41 | 0.51  | 5.41 | 0.51  |
| SVM            | 3.63 | 0.75  | 3.60 | 0.76  |
| GPR            | 0.11 | 0.9998| 0.08 | 0.9999|

3.1.2. Consideration of PCA

The GPR model was examined to obtain a better estimate of the maximum displacement by using PCA that reduces high-dimensional vectors with accurate results. PCA is an exploratory multivariate statistical approach used to simplify complex data sets. PCA was used to analyze seismic characteristics using datasets based on horizontal-to-vertical spectral ratio (HVSR or H/V) curves and establish the
importance of HVSR patterns [48]. By examining various percentages of PCA with the GPR model, we aimed to provide the proper number of variables based on the seismic features to properly estimate the maximum displacement. In this study, the percentages of 95%, 97%, and 100% for PCA were considered by identifying the variance ratio. The PCA percentages of 95%, 97%, and 100% imply the use of seven, eight, and 13 variables in the model process, respectively. Figure 7 presents the relationship between the predicted maximum displacement and the observed maximum displacement with the use of the GPR with NM and SD. This figure shows the results based on the different percentages of PCA. In the figure, most of the results in the relationship represent a linear trend that indicates that the model performance is accurate. Thus, the GPR prediction result for the maximum displacement estimation reveals a satisfactory prediction quality to provide a rapid response from seismic activity.
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Figure 7. Relationship between the predicted displacement and the observed displacement using GPR with PCA for (a) 95%, (b) 97%, and (c) 100%.

Table 3 shows the results of the statistical indices including the $R^2$ and RMSE values derived from the GPR model with various PCA percentages. In the table, the PCA value of 97% yields the best performance with an $R^2$ value of 0.0551 and a RMSE value of 0.9999 for PGA. To produce the fragility curve based on the maximum displacement in the analysis, we used the model results with PCA values of 97% and 100%. This is because the results tend to yield a satisfactory performance in seismic analysis compared with the model with a PCA value of 95%. The eight variables used in the present study were based on the analysis of various percentages of PCA and seem to provide a good estimation.

|               | PCA 95% | PCA 97% | PCA 100% |
|---------------|---------|---------|----------|
| **GPR Model** | **RMSE** | **R^2** | **RMSE** | **R^2** | **RMSE** | **R^2** |
|               | 0.2905  | 0.0551  | 0.0769   | 0.9986  | 0.9999  | 0.9999  |

Table 3. RMSE and $R^2$ using GPR model with different percentages of PCA.
3.2. Application of Fragility Analysis

After the prediction of the maximum displacement of the structure, a fragility curve was constructed to provide information about the risk of the structure owing to the earthquakes. In this study, a maximum inter-story drift ratio (MIDR) was selected as a performance criterion, and the development of the fragility curve was conducted using the two data, i.e., the exact data based on the simulation results, and the prediction data based on the GPR model with respect to the various seismic waves. The acceptance range of MIDR was classified as the levels of Immediate Occupancy (IO), Life Safety (LS), and Collapse Prevention (CP), based on the maximum height of the structure. These are three performance levels, and the threshold values were considered as the MIDR limits for the IO (0.7%), LS (2.5%), and CP (5.0%) levels, respectively [49,50].

In Figure 8a, the results of the empirical and analytical fragility curves were presented based on the results of the actual analysis and the prediction for the LS level. The predicted results were obtained using the GPR model with a PCA of 97%. Figure 8b also shows the results of the empirical and analytical fragility curves based on the model with a PCA of 100%. From the figures, we inferred that the estimated fragility curves were similar to the empirical fragility curves and selected a PCA of 97% for the risk analysis based on the three parameters.

![Figure 8. Empirical and Analytical Fragility Curves (a) PCA 97% and (b) PCA 100%](image)

Figure 9 shows the model performance based on the fragility curves according to the GPR model with a PCA of 97%. This figure indicates the curves based on the IO, LS, and CP levels. From the figures, we can determine that the predicted curves match closely the empirical curves.
Figure 9 shows the model performance based on the fragility curves according to the GPR model with a PCA of 97%. This figure indicates the curves based on the IO, LS, and CP levels. From the figures, we can determine that the predicted curves match closely the empirical curves. 

Table 4 shows the parameters of the fragility curves for each performance level derived from the numerical analysis and the estimated model based on a PCA of 97%. In the table, the estimated model yields accurate results compared with the numerical analysis outcomes. The results of the study indicate that the GPR model seems to possess an excellent potential for use and for the provision of the information of the seismic risk of the target structure with prompt response following a natural disaster.

Table 4. Fragility curve parameters for IO, LS, and CP levels.

| Level | Exact Data | Prediction Data |
|-------|------------|-----------------|
|       | Median     | STD  | Median | STD  |
| IO    | 0.28       | 0.82 | 0.28   | 0.83 |
| LS    | 0.89       | 0.85 | 0.89   | 0.83 |
| CP    | 0.96       | 0.85 | 0.97   | 0.82 |

4. Discussion

To identify the model performance with seismic risk analysis, we examined the PGA values by using various risk percentages. Table 5 lists the PGA values calculated for different seismic risks for the structure set at 16%, 50%, and 80%. These calculations were conducted with the use of the fragility curve derived from the model with a PCA of 97%. This table indicates that the results from the predicted data at 16%, 50%, and 80% based on the respective IO, LS, and CP levels yield similar values as the results from the exact data. From the table, we can also conclude that the proposed model provides relatively accurate estimates compared with the results of the model with the observed data at each performance level.

Table 5. PGA value for the 16%, 50%, and 84% seismic risk of the target structure.

| Level | PGA values(g) | Exact Data | Prediction Data |
|-------|---------------|------------|-----------------|
|       | 16% 50% 84%  | 16% 50% 84%| 16% 50% 84%     |
| IO    | 0.1235 0.2801 0.6351 | 0.1227 0.2792 0.6349 |
| LS    | 0.3810 0.8875 2.0676 | 0.3885 0.8855 2.0183 |
| CP    | 0.4143 0.9633 2.2396 | 0.4261 0.9674 2.1963 |
5. Conclusions

The present study aimed to analyze a prediction model used to estimate the maximum displacement of the structure with PGA. The estimated maximum displacement can be used to produce a fragility curve that is in turn used to achieve a rapid response from the seismic activity. The proposed model was designed using LR, SVM, and GPR, with datasets obtained from the numerical analyses of the seismic waves. The model performance was validated based on the RMSE, $R^2$, and the various percentages of PCA. The fragility curves generated based on the empirical and the analytical methods were compared to identify the accuracy of the model.

In the analysis of the maximum displacement estimation, the LR, SVM, and GPR models were applied for the estimation of the displacement of the structure. Among the three models, the GPR model with NM and SD provided the best estimates with regard to the RMSE and $R^2$ results. The $R^2$ and RMSE derived from the model were 0.0769 and 0.9999, respectively, and the relationship between the estimated displacement and the observed displacement clearly exhibited a linear relationship. This result indicates that the GPR model with NM and SD based on the PGA may be a good application in the seismic analysis for responses from natural disasters.

Furthermore, the GPR model was analyzed to improve the performance with PCA values of 95%, 97%, and 100%. The model with a PCA value of 97% yielded the best performance in the estimation of the maximum displacement based on the statistical indices. Given the estimated maximum displacement according to the GPR model, the MIDR value that is commonly used for risk analysis of a structure was also calculated, and was used to examine the seismic fragility curve. Three performance levels, namely, IO, LS, and CP in MIDR, were investigated to compare the fragility curve parameters obtained from the actual numerical and predicted models. The results implied that the predicted parameters had accuracies that could provide robust responses. Therefore, the prediction model proposed in the study can quickly and precisely provide the displacement estimation of the structure subjected to the seismic activity. Accordingly, the same model can be applied for the evaluation of the structural safety.

Future research should focus on the extension of the maximum displacement using other models, such as the convolutional or recurrent neural networks that are types of deep-learning networks. Future studies should also examine other aspects correlated with the displacement of the structure. The extension of the variables in the estimation of the displacement and the production of the fragility curve can enhance the model estimates and reduce predicted damages from risk analysis. Future work should also focus on different structural types based on the GPR or other new techniques in the accurate estimation of the maximum seismic displacement of various buildings.
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