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Abstract
We provide an algorithm to compute the 2-norm maximum of a multilinear map over a product of spheres. As a corollary we give a method to compute the first singular value of a linear map and an application to the theory of entangled states in quantum physics. Also, we give an application to find the closest rank-one tensor of a given one.
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Introduction.
A lot of problems in mathematics need to maximize a bilinear form over a product of spheres, for example the 2-norm of a matrix is given by the maximum of the bilinear form \( (x, y) \rightarrow x' Ay \), where \( \|x\| = \|y\| = 1 \). Another interesting problem is to find the closest rank-one tensor of a given tensor \( \sum a_{ijk} x_i \otimes y_j \otimes z_k \). To answer this problem one has to find the maximum of a trilinear form over a product of three spheres (see the examples).

This article provides an algorithm to find the maximum of a multilinear map over a product of spheres, 
\[
\ell : \mathbb{R}^{n_1+1} \times \ldots \times \mathbb{R}^{n_r+1} \rightarrow \mathbb{R}^{n_r+1} , \quad \max_{\|x_1\| = \ldots = \|x_r\| = 1} \|\ell(x_1, \ldots, x_r)\|.
\]

We have reduced the problem of finding the maximum of \( \ell \) to a problem of finding fixed points of a map \( \nabla \ell : \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_r+1} \rightarrow \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_r+1} \). The advantage of this reduction is the possibility to count the number of extreme points of \( \ell \), and also, to find the fixed points of \( \nabla \ell \) solving a system of polynomial equations. There are standard algebro-geometric tools to solve systems of polynomial equations.

In Section 1 we review some concepts and definitions in algebraic geometry, such as, projective space, maps, products of projective spaces and maps between them. We use these definitions in the article.
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In Section 2, using Lagrange’s method of multipliers, see [1, §13.7], we reduce the problem of finding the maximum of a multilinear map \( \ell \), to the problem of finding fixed points of a map \( \nabla \ell \). We compare our approach with the ones in the literature.

In Section 3 we make a digression to discuss the number of extreme points of a multilinear map over a product of spheres. We use intersection theory to count the number of fixed points of the map \( \nabla \ell : \mathbb{P}^n \times \ldots \times \mathbb{P}^{n+1} \to \mathbb{P}^n \times \ldots \times \mathbb{P}^{n+1} \). Recall that the number of fixed points of a generic map \( F : \mathbb{P}^N \to \mathbb{P}^N \) of degree \( d \) is \( 1 + d + \ldots + d^N \). In this section we give a formula to compute the number of extreme points of a multilinear map over a product of spheres. If the map is generic, this number is achieved over \( \mathbb{C} \), and if it is not generic, this number is a bound when the extreme points are finite. In the literature, the extreme points of \( \ell \) are called singular vectors (see [10]) and in this section we count them.

In Section 4 we use our approach to find the maximum of a bilinear form over a product of spheres. In the bilinear case, the map \( \nabla \ell \), induces a linear map \( L : \mathbb{P}^N \to \mathbb{P}^N \), where \( N \) is a natural number, and we prove that for a generic \( q \in \mathbb{P}^N \), the sequence \( \{q, L(q), L^2(q), \ldots\} \) converges to the absolute maximum. In other words, the absolute maximum is an attractive fixed point of \( L \). Also, with the same tools, we give an algorithm to find the spectral radius of a square matrix.

In Section 5 we use the theory developed to present the algorithm. We take advantage of a result in Section 2, the classes of extreme points of the multilinear form \( \ell \) are in bijection with the fixed points of the map \( \nabla \ell \). We reduce the problem of finding fixed points of \( \nabla \ell \) to solve a system of polynomial equations with finitely many solutions. In the literature about computational aspects of algebraic geometry, there exists a lot of algorithms to solve a system of polynomial equations with finitely many solutions. In the literature about separability, given a quantum state, we can say if it is separable (see Remark 22 for definitions and related concepts).

1. Review on Projective Geometry.

In this section we give basics definitions that we are going to use, such as, projective space, maps, projective tangent space, product of projective spaces and maps between them. In this section we are assuming that the base field is \( \mathbb{R} \), but all the definitions are true in the complex case. All the notions in this section may be found in [13].

Definition 1. Let \( n \) be a natural number and let \( \mathbb{R}^{n+1} \) be a real vector space of dimension \( n + 1 \). The projective space, \( \mathbb{P}^n \), is the space of lines passing throw the origin in \( \mathbb{R}^{n+1} \). We say that the dimension of \( \mathbb{P}^n \) is \( n \). Every nonzero vector \( v \) in \( \mathbb{R}^{n+1} \) determines the line \([v]\) that joins \( v \) with the
origin \(0 \in \mathbb{R}^{n+1}\). The vector \(v\) and \(\lambda v\), for \(\lambda \in \mathbb{R}, \lambda \neq 0\), determines the same point \([v] \in \mathbb{P}^n\).

Let’s fix a basis \([v_0, \ldots, v_n]\) of \(\mathbb{R}^{n+1}\). If the coordinates, in this basis, of \(v\) are \((a_0, \ldots, a_n)\), then the coordinates of the point \([v]\) are

\[
[v] = (a_0 : \ldots : a_n) = (\lambda a_0 : \ldots : \lambda a_n), \quad \lambda \in \mathbb{R}, \lambda \neq 0.
\]

In general we denote \([v] \in \mathbb{P}^n\) to remark that the point \([v]\) is represented by the vector \(v \in \mathbb{R}^{n+1}\). Also, we denote an arbitrary point in projective space, \(p \in \mathbb{P}^n\). The projective space \(\mathbb{P}^n\) is a compact space.

Let \(n\) and \(m\) be two natural numbers. We say that a polynomial \(P\) in \(n + 1\) variables is homogeneous of degree \(d\), where \(d\) is a natural number, if

\[
P(\lambda x_0, \ldots, \lambda x_n) = \lambda^d P(x_0, \ldots, x_n), \quad \lambda \in \mathbb{R}, \lambda \neq 0.
\]

For example, a linear form is homogenous of degree 1.

A map \(F\) from \(\mathbb{P}^n\) to \(\mathbb{P}^m\), denoted \(F : \mathbb{P}^n \to \mathbb{P}^m\), is given by \(m + 1\) homogeneous polynomials, \(F_0, \ldots, F_m\), of degree \(d\)

\[
F = (F_0 : \ldots : F_m) : \mathbb{P}^n \to \mathbb{P}^m, \quad F(x) = (F_0(x) : \ldots : F_m(x)), \quad x \in \mathbb{P}^n.
\]

The homogeneity of the polynomials \(F_0, \ldots, F_m\), implies that the value of \(F\) at \([v]\) and at \([\lambda v]\) is the same in \(\mathbb{P}^m\). We say that \(F\) has degree equal to \(d\). When \(d = 1\) we say that \(F\) is linear.

Let \(n_1, \ldots, n_r\) be a list of natural numbers. A multihomogeneous polynomial \(P\) in variables \(x'_1, \ldots, x'_n\), for \(1 \leq i \leq r\), such that

\[
P(\lambda_1 x'_1, \ldots, \lambda_r x'_r) = \lambda_1^{d_1} \ldots \lambda_r^{d_r} P(x'_1, \ldots, x'_r), \quad x' = (x'_1, \ldots, x'_n).
\]

The vector \((d_1, \ldots, d_r)\) is called the multidegree of \(P\). For example, a multilinear form is a multihomogeneous polynomial of multidegree \((1, \ldots, 1)\).

A map \(F : \mathbb{P}^n \times \mathbb{P}^n \to \mathbb{P}^m\), where \(m \in \mathbb{N}\), is given by \(m + 1\) multihomogeneous polynomials, \(F_0, \ldots, F_m\), of multidegree \((d_1, \ldots, d_r)\),

\[
F(x'_1, \ldots, x'_r) = (F_0(x'_1, \ldots, x'_r) : \ldots : F_m(x'_1, \ldots, x'_r)), \quad x' \in \mathbb{P}^n, \quad 1 \leq i \leq r.
\]

The multi-homogeneity of the polynomials \(F_0, \ldots, F_m\), implies that the value of \(F\) at \([v_1], \ldots, [v'_r]\) and at \([(\lambda_1 v'_1], \ldots, [\lambda_r v'_r)]\) is the same in \(\mathbb{P}^m\). We say that \(F\) has multidegree \((d_1, \ldots, d_r)\).

Finally, a map \(F : \mathbb{P}^n \times \mathbb{P}^n \to \mathbb{P}^m \times \mathbb{P}^m\), is given by \(s\) maps \(F = (F_1, \ldots, F_s)\),

\[
F_i : \mathbb{P}^n \times \mathbb{P}^n \to \mathbb{P}^m, \quad 1 \leq i \leq s.
\]

Note that the multidegree of \(F_i\) may differs from the multidegree of \(F_j, i \neq j\). When all the forms \(\{F_1, \ldots, F_s\}\) are multilinear, we say that \(F\) is a multilinear map.
Definition 2. Let \( n \) and \( m \) be two natural numbers and fix a basis for \( \mathbb{R}^{n+1} \) and for \( \mathbb{R}^{m+1} \). Every vector \( v \in \mathbb{R}^{n+1} \) has associated a vector space of dimension \( n+1 \); the tangent space, denoted \( T_v \mathbb{R}^{n+1} \).

A polynomial map \( F = (F_0, \ldots, F_m) : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{m+1} \) such that \( F(v) = w \) determines a linear map, \( dF_v \), called the differential of \( F \) at \( v \),

\[
  \begin{align*}
    dF_v : T_v \mathbb{R}^{n+1} \rightarrow T_w \mathbb{R}^{m+1},
    \quad dF_v(a_0, \ldots, a_n) &= \left( \sum_{i=0}^n \frac{\partial F_0}{\partial x_i}(v)a_i, \ldots, \sum_{i=0}^n \frac{\partial F_m}{\partial x_i}(v)a_i \right).
  \end{align*}
\]

In projective space the situation is similar, \([13] \text{ p.181}\). Every point \( x \in \mathbb{P}^m \) has associated an \( n \)-dimensional projective space; the projective tangent space, denoted \( T_x \mathbb{P}^n \). A map \( F = (F_0 : \ldots : F_m) : \mathbb{P}^n \rightarrow \mathbb{P}^m \) of degree \( d \) such that \( F(x) = y \) induces a linear map between projective tangent spaces,

\[
  dF_x : T_x \mathbb{P}^n \rightarrow T_y \mathbb{P}^m, \quad dF_x(a_0 : \ldots : a_n) = \left( \sum_{i=0}^n \frac{\partial F_0}{\partial x_i}(x)a_i : \ldots : \sum_{i=0}^n \frac{\partial F_m}{\partial x_i}(x)a_i \right).
\]

Given that the partial derivative of a homogeneous polynomial is also homogeneous, the map \( dF_x \) is well defined.

Remark 3. Recall the Euler relation for a homogeneous polynomial \( P \) of degree \( d \), \([13] \text{ p. 182}\),

\[
  \sum_{i=0}^N \frac{\partial P}{\partial x_i}(v) v_i = d \cdot P(v), \quad v = (v_0, \ldots, v_N) \in \mathbb{R}^{N+1}.
\]

The relation follows at once by differentiating both sides of the equation \( P(\lambda v) = \lambda^d P(v) \).

If \( F = (F_0 : \ldots : F_N) : \mathbb{P}^N \rightarrow \mathbb{P}^N \) is a map of degree \( d \) and \( x \in \mathbb{P}^N \) is a point such that \( F(x) = x \), then, using the Euler relation, we get \( dF_x(x) = x \),

\[
  dF_x : T_x \mathbb{P}^N \rightarrow T_x \mathbb{P}^N, \quad dF_x(a_0 : \ldots : a_N) = \left( \sum_{i=0}^N \frac{\partial F_0}{\partial x_i}(x)a_i : \ldots : \sum_{i=0}^N \frac{\partial F_N}{\partial x_i}(x)a_i \right).
\]

In particular, if the vector \( v \in \mathbb{R}^{N+1} \) represents \( x \in \mathbb{P}^N \), \( x = [v] \), and the matrix \( \overline{dF}_x \) represent the linear map \( dF_x \),

\[
  (\overline{dF}_x)_{i+1,j+1} = \frac{\partial F_i}{\partial x_j}(v), \quad 0 \leq i, j \leq N,
\]

then, \( v \) is an eigenvector of \( \overline{dF}_x \). Let’s compute the eigenvalue of the eigenvector \( v \). Given that \( F(x) = x \) there exists a nonzero real number \( \lambda \) such that \( (F_0(v), \ldots, F_N(v)) = \lambda v \). Then

\[
  \lambda v_j = F_j(v) = \frac{1}{d} \sum_{i=0}^N \frac{\partial F_i}{\partial x_i}(v)v_i, \quad 0 \leq j \leq N.
\]

Then, the eigenvalue of \( v \) is \( d \cdot \lambda \), where \( d \) is the degree of the map \( F \).
2. Theory for a multilinear map.

In this section we translate the problem of finding a maximum of a multilinear map to a problem of finding fixed points. Let’s present the notation and some basics preliminaries.

Let \( S^n \) be the sphere in \( \mathbb{R}^{n+1} \),

\[
S^n = \{ u \in \mathbb{R}^{n+1} : \|u\| = \sqrt{|u_0|^2 + \ldots + |u_n|^2} = 1 \},
\]

and let \( \langle -, - \rangle : \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \to \mathbb{R} \) be the inner product, \( \langle x, y \rangle = x_0 y_0 + \ldots + x_n y_n \). The norm associated to this inner product is the usual 2-norm, \( \|u\|^2 = \|u\|^2 \).

When the codomain of a map is \( \mathbb{R} \), we say that the map is a form.

**Lemma 4.** Given a multilinear map \( \ell : \mathbb{R}^{n+1} \times \ldots \times \mathbb{R}^{n+1} \to \mathbb{R}^{r+1} \) there exists a multilinear form \( \hat{\ell} \),

\[
\hat{\ell} : \mathbb{R}^{n+1} \times \ldots \times \mathbb{R}^{n+1} \times \mathbb{R}^{r+1} \to \mathbb{R}, \quad \hat{\ell}(x_1, \ldots, x_r, y) = \langle \ell(x_1, \ldots, x_r), y \rangle,
\]

such that

\[
\max_{||x|| = \ldots = ||x|| = 1} |\hat{\ell}(x_1, \ldots, x_r)| = \max_{||x|| = \ldots = ||x|| = 1} |\hat{\ell}(x_1, \ldots, x_r, y)|.
\]

**Proof.** The proof is based on the compactness of the sphere. Let \( (x_1, \ldots, x_r) \in S^n \times \ldots \times S^n \) be a point such that \( z = \ell(x_1, \ldots, x_r) \) has the maximum norm and let \( y = z/||z|| \). Then

\[
|\hat{\ell}(x_1, \ldots, x_r, y)| = |z, y| = \frac{\langle z, z \rangle}{||z||} = ||z|| = ||\ell(x_1, \ldots, x_r)|| \implies \max_{||x|| = \ldots = ||x|| = 1} |\hat{\ell}(x_1, \ldots, x_r)| \geq \max_{||x|| = \ldots = ||x|| = 1} ||\ell(x_1, \ldots, x_r)||.
\]

Analogously, let \( (x_1, \ldots, x_r, y) \in S^n \times \ldots \times S^n \times S^r \) be a point such that \( |\hat{\ell}(x_1, \ldots, x_r, y)| \) is maximum. Let \( z = \ell(x_1, \ldots, x_r) \). Then,

\[
|\hat{\ell}(x_1, \ldots, x_r, y)| = |z, y| \leq ||z|| ||y|| = ||\ell(x_1, \ldots, x_r)|| \implies \max_{||x|| = \ldots = ||x|| = 1} |\hat{\ell}(x_1, \ldots, x_r, y)| \leq \max_{||x|| = \ldots = ||x|| = 1} ||\ell(x_1, \ldots, x_r)||.
\]

\[ \ Boxed \]

As a corollary of the previous lemma, we will work with multilinear forms. Specifically, to make the notation easiest, we will work with \( \ell : \mathbb{R}^{n+1} \times \mathbb{R}^{m+1} \times \mathbb{R}^{r+1} \to \mathbb{R} \) a trilinear form. Our goal is to find the maximum of \( \ell \) over a product of three spheres.

Using Lagrange’s method of multipliers, (\[\text{I}] \ §13.7), we know that the extreme points of \( \ell \) over \( S^n \times S^m \times S^r \), satisfy

\[
\begin{align*}
\frac{\partial \ell}{\partial x_i}(x_0, \ldots, x_n, y_0, \ldots, y_m, z_0, \ldots, z_s) &= 2\alpha x_i, \quad 0 \leq i \leq n, \\
\frac{\partial \ell}{\partial y_j}(x_0, \ldots, x_n, y_0, \ldots, y_m, z_0, \ldots, z_s) &= 2\beta y_j, \quad 0 \leq j \leq m, \\
\frac{\partial \ell}{\partial z_k}(x_0, \ldots, x_n, y_0, \ldots, y_m, z_0, \ldots, z_s) &= 2\lambda z_k, \quad 0 \leq k \leq s,
\end{align*}
\]

\( \alpha, \beta, \lambda \in \mathbb{R}, \quad ||x|| = ||y|| = ||z|| = 1. \)
Let’s use a better notation,
\[
x = (x_0, \ldots, x_n), \quad y = (y_0, \ldots, y_m), \quad z = (z_0, \ldots, z_s),
\]
\[
\frac{\partial \ell}{\partial x}(x, y, z) = \left( \frac{\partial \ell}{\partial x_0}(x, y, z), \ldots, \frac{\partial \ell}{\partial x_n}(x, y, z) \right), \quad \frac{\partial \ell}{\partial y}(x, y, z) = \left( \frac{\partial \ell}{\partial y_0}(x, y, z), \ldots, \frac{\partial \ell}{\partial y_m}(x, y, z) \right),
\]
\[
\frac{\partial \ell}{\partial z}(x, y, z) = \left( \frac{\partial \ell}{\partial z_0}(x, y, z), \ldots, \frac{\partial \ell}{\partial z_s}(x, y, z) \right), \quad \nabla \ell(x, y, z) = \left( \frac{\partial \ell}{\partial x}(x, y, z), \frac{\partial \ell}{\partial y}(x, y, z), \frac{\partial \ell}{\partial z}(x, y, z) \right).
\]

**Definition 5.** A point \((x, y, z) \in S^n \times S^m \times S^s\) is called an extreme point of \(\ell\) if it satisfies the system of equations

\[
\nabla \ell(x, y, z) = (2\alpha x, 2\beta y, 2\lambda z),
\]

for some \(\alpha, \beta, \lambda \in \mathbb{R}\). Note that if \((x, y, z)\) is an extreme point, then \((\pm x, \pm y, \pm z)\) is also an extreme point. We say that they belong to the same class.

**Proposition 6.** There is a bijection between classes of extreme points of \(\ell\) and fixed points of the map

\[
\nabla \ell : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s, \quad (\{x\}, \{y\}, \{z\}) \to \left( \frac{\partial \ell}{\partial x}(\{x\}, \{y\}, \{z\}), \frac{\partial \ell}{\partial y}(\{x\}, \{y\}, \{z\}), \frac{\partial \ell}{\partial z}(\{x\}, \{y\}, \{z\}) \right).
\]

**Proof.** Given an extreme point \((x, y, z)\), consider \((\{x\}, \{y\}, \{z\})\). This assignment is independent of the class of \((x, y, z)\). By definition, it gives a fixed point of \(\nabla \ell\).

Given a fixed point \((\{x\}, \{y\}, \{z\})\) of \(\nabla \ell\), consider representatives \(x, y, z\) such that \(\|x\| = \|y\| = \|z\| = 1\). Then \((x, y, z)\) is an extreme point of \(\ell\).

**Remark 7.** The map \(\nabla \ell : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s\) from Proposition 6 is not defined over the closed subset

\[
\left\{ (x, y, z) \mid \frac{\partial \ell}{\partial x}(x, y, z) = 0 \text{ or } \frac{\partial \ell}{\partial y}(x, y, z) = 0 \text{ or } \frac{\partial \ell}{\partial z}(x, y, z) = 0 \right\} \subseteq \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s,
\]

but this set is empty if and only if the hyperdeterminant of \(\ell\) is zero. The hyperdeterminant is a polynomial in the coefficients of \(\ell\), for the definition and some properties see [12, §14].

By a result in [12, §14, 1.3], if

\[
2n, 2m, 2s \leq n + m + s
\]

then a generic choice of \(\ell\) will make \(\nabla \ell\) defined everywhere.

In the article [16], there is a definition of singular values and singular vectors for a multilinear form \(\ell\). For example, for a trilinear form \(\ell\), the author defined the singular vectors of \(\ell\) as the solutions of the system \(\nabla \ell(x, y, z) = (2\alpha x, 2\beta y, 2\lambda z)\). It is the same as our definition of extreme points. It is of interest to know the number of singular values/vectors of \(\ell\), and in Section 3 we count them. In the same article, the author proved that the first singular value is the maximum of \(\ell\) over a product of spheres. Also, under the hypothesis \(2n, 2m, 2s \leq n + m + s\), he proved that the hyperdeterminant of \(\ell\) is zero if and only if 0 is a singular value of \(\ell\). The hyperdeterminant is a polynomial in the coefficients of \(\ell\), so, in the generic case, the number 0 is not a singular value of \(\ell\).

There exists another article to mention, [7]. In it, the authors proposed a multidimensional singular value decomposition, but it does not preserve the properties that we need, for example, that the first singular value of \(\ell\) corresponds to the maximum of \(\ell\) over a product of spheres.
3. Number of extreme points of a multilinear form.

In this section we use Intersection Theory ([11, 8.4]) to count the number of fixed points of a generic map \( \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \) over \( \mathbb{C} \). Recall from Proposition 6 that there is a bijection between fixed points of
\[
\nabla \ell : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s
\]
and classes of extreme points of the trilinear form \( \ell \) over \( \mathbb{S}^n \times \mathbb{S}^m \times \mathbb{S}^s \). The number of fixed points of \( \nabla \ell \) gives a bound to the number of classes of extreme points of \( \ell \) that contains a point with maximum value. It is known that if \( F : \mathbb{P}^N \to \mathbb{P}^N \) is a generic map of degree \( d \), then \( F \) has \( 1 + d^2 + \ldots + d^N \) fixed points, [10, 1.3]. Here we generalize this result to a generic map between products of projective spaces.

Before we continue with this section, let’s make a survey of some related concepts that are in the literature.

In [6], [21], [20], [5], [15] and [3] there is a notion of eigenvectors and eigenvalues associated to a multilinear form \( \ell \). There are a lot of applications and in [3], the authors counted the number of eigenvalues of \( \ell \) as the number of roots of a characteristic polynomial associated to \( \ell \). The idea is to look at \( \ell : \mathbb{C}^n \times \ldots \times \mathbb{C}^n \to \mathbb{C} \) as a polynomial map \( P : \mathbb{C}^n \to (\mathbb{C}^n)^\vee \cong \mathbb{C}^n \), \( P(x) = \ell(x, \ldots, x, -) \) and then, an eigenvector of \( \ell \) is a vector \( x \in \mathbb{C}^n \) such that \( P(x) = \lambda x \). If \( \ell \) is \( m \)-multilinear, \( P \) has degree \( m-1 \) and as a map \( \mathbb{P}^{m-1} \to \mathbb{P}^{m-1} \) it has \((m-1)^{m-1}+(m-1)^{m-2}+\ldots+1\) fixed points, i.e. eigenvectors of \( P \). They arrived at this number using toric varieties and Newton polytopes.

In [8, 7.1.4] and [19, 3.1] there is a theory of multihomogeneous Bézout number, or \( m \)-Bézout. The \( m \)-Bézout gives an upper bound on the cardinality of the intersection of multihomogeneous polynomials in \( \mathbb{P}^m \times \ldots \mathbb{P}^m \). Given that we are counting the fixed points of a map \( F : \mathbb{P}^m \times \ldots \times \mathbb{P}^m \to \mathbb{P}^m \times \ldots \times \mathbb{P}^m \), in order to apply this formula, we need to realize the fixed points of \( F \) as an intersection in some product of projective spaces. Concretely, the intersection of the graph of \( F \) and the diagonal. Let’s make an explicit example. Assume for simplicity, that \( F \) is linear, \( F : \mathbb{P}^n \to \mathbb{P}^n \), we will see that the \( m \)-Bézout formula gives a very bad bound. Recall that the number of fixed points in this situation is the number of eigenvectors, that is, \( n + 1 \). Let’s apply the formula to the equations of the graph \( \Gamma = \{(x, F(x))\} \) and the diagonal \( \Delta = \{(x, x)\} \). The points in the intersection satisfy the following equations,
\[
((x_0 : \ldots : x_n), (y_0 : \ldots : y_n)) \in \mathbb{P}^n \times \mathbb{P}^n, \quad y_i F_j(x) = y_j F_i(x), \quad x_i y_j = x_j y_i, \quad 0 \leq i, j \leq n.
\]
Note that the equations correspond to the fact that the following matrices have rank one,
\[
\begin{pmatrix}
y_0 & \cdots & y_n \\
F_0(x) & \cdots & F_n(x)
\end{pmatrix}, \quad \begin{pmatrix}
x_0 & \cdots & x_n \\
y_0 & \cdots & y_n
\end{pmatrix}.
\]
By abuse of notation, we denote the equations,
\[
(x, y) \in \mathbb{P}^n \times \mathbb{P}^n, \quad y = F(x), \quad x = y.
\]
Given that the equations have bidegree \((1, 1)\), the \( m \)-Bézout number is the coefficient of \( a_1^{n+1} a_2^{n+1} \) in the polynomial \((a_1 + a_2)^{2n+2}\). It is the binomial \( \binom{2n+2}{n+1} \) if \( n + 1 \).
Bernstein proved in \[4\] that the number of solutions of a sparse system equals the mixed volume of the corresponding Newton polytopes. A sparse system is a collection of Laurent polynomials,

\[ f_i = \sum_{(\alpha_1, \ldots, \alpha_n) \in A_i} c_{(\alpha_1, \ldots, \alpha_n)} x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \quad i = 1, \ldots, n \]

where \( A_i \) are fixed finite subsets of \( \mathbb{Z}^n \). Its convex hull \( Q_i = \text{conv}(A_i) \subseteq \mathbb{R}^n \) is called the Newton polytope of \( f_i \). Consider the function

\[ R(\lambda_1, \ldots, \lambda_n) := \text{vol}(\lambda_1 Q_1 + \ldots + \lambda_n Q_n), \quad \lambda_i \geq 0, \ i = 1, \ldots, n. \]

where \( \text{vol} \) is the usual Euclidean volume in \( \mathbb{R}^n \) and \( Q + Q' \) denotes the Minkowski sum of polytopes. It is a fact that \( R \) is a homogeneous polynomial and the coefficient of the monomial \( \lambda_1 \cdots \lambda_n \) is called the mixed volume of \( Q_1, \ldots, Q_n \). The mixed volume (i.e. the number of solutions of a sparse system) is a very difficult number to compute by hand. In some situations, this is possible and in the general case, there are a lot of algorithms to compute it. In our situation, we are working with a multihomogeneous polynomial system, and using Bernstein’s theorem, in the paper \[18\], the author gives a recursive formula to compute this number. In fact, it is proved that, under some hypothesis, if the system is over \( \mathbb{R} \) and the functions are generic, then all the solutions are reals. Here, we present a different and more direct method using intersection theory.

In the article \[13, 3\] there is a definition of generalized singular values for a generic multilinear form. In this section we count them.

Let’s make an introduction to Intersection Theory. The germ of intersection theory is the Fundamental Theorem of Algebra. It implies that given a generic homogeneous polynomial in two variables \( F \) of degree \( d \), the set of zeroes \( \{ x \in \mathbb{P}^1, F(x) = 0 \} \) has \( d \) points. Generalizing this idea, Bézout’s theorem, says that given two generic homogeneous polynomials in three variables of degree \( d \) and \( e \), the set of zeroes \( \{ x \in \mathbb{P}^2, F_1(x) = F_2(x) = 0 \} \) consists of \( de \) points. In \( \mathbb{P}^r \) the situation is similar, if \( F_1, \ldots, F_r \) are generic homogeneous polynomials of degree \( d_1, \ldots, d_r \) respectively, the intersection has \( d_1 d_2 \cdots d_r \) points.

To formalize these ideas, let’s introduce the Chow ring of \( \mathbb{P}^r \). \[11\] proof of Prop. 8.4]

\[ A(\mathbb{P}^r) = \mathbb{Z}[\alpha]/(\alpha^{r+1}). \]

Every variety \( X \subseteq \mathbb{P}^r \) has a class, \( [X] \in A(\mathbb{P}^r) \). The intersection of two generic varieties \( X \cap Y \) corresponds to the product of the classes \( [X][Y] = [X \cap Y] \). Two different varieties may correspond to the same class, for example, every hypersurface of degree \( d \) corresponds to the same class, \( da \), where \( a \) is the class of a hyperplane. For example, \( a^r \) corresponds to the intersection of \( r \) generic hyperplanes, i.e. a point. The product

\[ (d_1 a) \cdot (d_2 a) \cdot \ldots \cdot (d_r a) = d_1 \ldots d_r a^r \]

corresponds to the intersection of \( r \) generic hypersurfaces of degree \( d_1, \ldots, d_r \) respectively. We get \( d_1 \ldots d_r \) points in the intersection as mentioned. The class of a variety of codimension \( c \) is a homogeneous polynomial of degree \( c \) in \( \mathbb{Z}[\alpha]/(\alpha^{r+1}) \).

The Chow ring is very useful to solve problems in enumerative geometry. For example, to count the number of fixed points of a generic map \( \mathbb{P}^r \to \mathbb{P}^t \) the procedure is the following. Let \( A(\mathbb{P}^r \times \mathbb{P}^t) \) be the Chow ring of \( \mathbb{P}^r \times \mathbb{P}^t \), it is \( A(\mathbb{P}^r \times \mathbb{P}^t) = \mathbb{Z}[\alpha, \alpha]/(\alpha^{r+1}, \alpha^{t+1}) \), \[11\] Ex. 8.4.2].
Let \([\Delta] \in A(P^n \times P^n)\) be the class of the diagonal, \(\Delta = \{(x, x)\}\), and let \([\Gamma] \in A(P^n \times P^n)\) be the class of the graph of \(F, \Gamma = \{(x, F(x))\}\). Given that

\[
\dim \Delta + \dim \Gamma = \dim(P^n \times P^n),
\]

the product \([\Delta], [\Gamma]\) is a multiple of the class of a point, \(da'\alpha'\), \([11]\) §8.3. The coefficient \(d\) is the number of fixed points of \(F\).

The Chow ring of a product of projective spaces, \([11]\) Ex. 8.3.7, is

\[
A(P^n \times \ldots \times P^n) = A(P^n) \otimes_{\mathbb{Z}} \ldots \otimes_{\mathbb{Z}} A(P^n) = \mathbb{Z}[\alpha_1, \ldots, \alpha_k]/(\alpha_1^{n_1+1}, \ldots, \alpha_k^{n_k+1}).
\]

Note that in \(A(P^n \times \ldots \times P^n)\) there is only one class of a point, \(\alpha_1 \ldots \alpha_k\), so there is a well defined map called degree. The degree of a class is the coefficient of \(\alpha_1 \ldots \alpha_k\). It may be zero (or negative).

The last thing to mention is that every map \(F : P^n \times \ldots \times P^n \rightarrow P^m \times \ldots \times P^m\) induces a morphism of rings, \([11]\) Prop. 8.3 (a)),

\[
F^* : A(P^m \times \ldots \times P^m) \rightarrow A(P^n \times \ldots \times P^n), \quad F^*[X] = [F^{-1}(X)].
\]

For a more extensive treatment of intersection theory, see \([14] \S A, [11]\).

Let’s use the previous introduction. First, we will compute the number of fixed points of a generic map \(F : P^r \rightarrow P^r\) of degree \(d\). Then, we will adapt the proof to a generic map \(F : P^r \times P^r \times \ldots \times P^r \rightarrow P^r \times P^r \times \ldots \times P^r\) formed by multihomogeneous polynomials of some multidegree.

**Proposition 8.** The number of fixed points of a generic map \(F : P^r \rightarrow P^r\) of degree \(d\) is

\[
1 + d + \ldots + d^r.
\]

**Proof.** The following proof is standard in intersection theory. The fixed points of a map \(F : P^r \rightarrow P^r\) may be computed in \(A(P^r \times P^r)\) as the degree of the product of the class of the graph of \(F, [\Gamma]\), and the class of the diagonal, \([\Delta]\). First, let’s find out the class of the diagonal,

\[
[\Delta] \in A'(P^r \times P^r) = \mathbb{Z}[\alpha, \alpha]/(\alpha^{r+1}, \alpha^{r+1}).
\]

Being of codimension \(r\), the class is a homogeneous polynomial of degree \(r\),

\[
[\Delta] = t_0\alpha^r + t_1\alpha^{r-1} + \ldots + t_{r-1}\alpha\alpha + t_r\alpha^r, \quad t_i \in \mathbb{Z}
\]

Here, \(\alpha\) represents a class of a hyperplane in \(P^r\) and \(\alpha^i\) represents the intersection of \(i\) of these generic hyperplanes, in other words, \(\alpha^i\) is a generic space \(P^{r-i}\) inside \(P^r\). Same for \(\alpha\) and \(\alpha^i\).

Viewed in \(P^n \times P^r\), \(\alpha^i\) is the class of \(U \times P^r, \alpha^i = [U \times P^r]\), and \(\alpha^j\) is the class of \(P^r \times V, \alpha^j = [P^r \times V]\), where \(\dim U = r - i\) and \(\dim V = r - j\). The class \(\alpha^i\alpha^j\) represents a product of general linear spaces \(U \times V \subseteq P^r \times P^r\), where \(\dim U = r - i\) and \(\dim V = r - j\).

The class of the diagonal is determined by the coefficients \(t_0, \ldots, t_r\). Note that \(t_i = [\Delta]\alpha^{r-i}\alpha^i\). Then, we need to count the number of points in \((U \times V) \cap \Delta\),

\[
(U \times V) \cap \Delta \cong U \cap V = \{p\} \implies
\]
The number of fixed points of a map $F$ and the class of a graph, and then we will multiply them to obtain the number of fixed points.

Now, let’s compute the class of the graph of a map, $\Gamma = \{(x, F(x))\} \subseteq \mathbb{P}^r \times \mathbb{P}^r$,

$$[\Gamma] \in A'(\mathbb{P}^r \times \mathbb{P}^r) = \mathbb{Z}[a, \alpha]/(\alpha^{r+1}, \alpha^{r+1}),$$

it is also a homogeneous polynomial of degree $r$,

$$[\Gamma] = \tau_0 \alpha^r + \tau_1 a \alpha^{r-1} + \ldots + \tau_{r-1} a \alpha + \tau_r a^r, \quad \tau_i \in \mathbb{Z}.$$

Again, we have $\tau_i = [\Gamma] \alpha^{r-i} a^i$ so we need to count the points in $\Gamma \cap (U \times V)$, where $\dim U = i$ and $\dim V = r - i$,

$$\Gamma \cap (U \times V) \cong \{x \in U \mid F(x) \in V\} = U \cap F^{-1}(V) \subseteq \mathbb{P}^r.$$

If $F$ is formed by homogeneous polynomials of degree $d$, the pull-back of a hyperplane is a hypersurface of degree $d$, then

$$[U \cap F^{-1}(V)] = a^i F^* (\alpha^{r-i}) = a^i F^* (\alpha^{r-i}) = a^i (da)^{r-i} = d^{r-i} a^i.$$

Then, $U \cap F^{-1}(V)$ has $d^{r-i}$ points, i.e. $\tau_i = d^{r-i}$,

$$[\Gamma] = d^r a^r + d^{r-1} a^{r-1} + \ldots + d a a + a^r \implies [\Delta][\Gamma] = (\sum_{i=0}^{r} a^i \alpha^{r-i})(\sum_{j=0}^{r} d^j \alpha^{r-j}) = \sum_{i,j=0}^{r} d^j \alpha^{2\gamma^{r-i+j}} = \sum_{j=0}^{r} d^j = 1 + d + \ldots + d^r.$$

Given that a constant map has one fixed point, we use the convention $d^0 = 1$ for $d = 0$.

Let’s adapt the previous calculation to $\mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s$. We will compute the class of the diagonal and the class of a graph, and then we will multiply them to obtain the number of fixed points.

**Theorem 9.** The number of fixed points of a map $F = (F_1, F_2, F_3) : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s$ is the coefficient of $\alpha^\beta \gamma^\gamma$ in the following polynomial in $\mathbb{Z}[\alpha, \beta, \gamma]$,

$$\sum_{i=0}^{n} \sum_{j=0}^{m} \sum_{k=0}^{s} (d_1 \alpha + d_2 \beta + d_3 \gamma)^{\gamma^{-i}} (e_1 \alpha + e_2 \beta + e_3 \gamma)^{\gamma^{-j}} (f_1 \alpha + f_2 \beta + f_3 \gamma)^{\gamma^{-k}} \alpha^\beta \gamma^\gamma ,$$

where $(d_1, d_2, d_3), (e_1, e_2, e_3)$ and $(f_1, f_2, f_3)$ is the multidegree of $F_1, F_2$ and $F_3$ respectively.

For a generic map $F : \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_s} \to \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_s}$ the result is similar.

**Proof.** The class of the diagonal $\Delta = \{(x, y, z, x, y, z)\} \subseteq \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \times \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s$, is a homogenous polynomial of degree $n + m + s$,

$$[\Delta] \in A(\mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \times \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s) = \mathbb{Z}[\alpha, \beta, \gamma, a, b, c]/(\alpha^{n+1}, \beta^{m+1}, \gamma^{s+1}, a^{n+1}, b^{m+1}, c^{s+1}),$$

Instead of doing the same computation as before, let

$$\pi_{1,4} : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \times \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n \times \mathbb{P}^s,$$
be the projection in the first and fourth factor (same for $\pi_{2,5}$ and $\pi_{3,6}$) and let $\Delta_n \subseteq \mathbb{P}^n \times \mathbb{P}^n$ be the diagonal of $\mathbb{P}^n$ (same for $\Delta_m$ and $\Delta_s$). Then we have

$$[\Delta] = \pi^*_{1,3}([\Delta_m]).\pi^*_{2,5}([\Delta_m]).\pi^*_{3,6}([\Delta_s]) = \sum_{i=0}^{n} \sum_{j=0}^{m} \sum_{k=0}^{s} a^i b^j c^k \gamma^{-i-j-k}.$$  

The class of $\Gamma = \{(x,y,z,F(x,y,z))\} \subseteq \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s$, is a homogeneous polynomial of degree $n + m + s$,

$$[\Gamma] = \sum_{i+j+k+r+s=m+s} \tau_{ijk} a^i b^j c^k \gamma^r, \quad \tau_{ijk} \in \mathbb{Z} \implies \deg([\Delta],[\Gamma]) = \sum_{i=0}^{n} \sum_{j=0}^{m} \sum_{k=0}^{s} \tau_{ijk}.$$  

Where $\deg$ is the coefficient of $a^i b^j c^k \gamma^r$. Note that the integer $\tau_{ijk}$ is the degree of $[\Gamma], a^i b^j c^k \gamma^r$. The number of points in

$$\Gamma \cap (U_1 \times U_2 \times U_3 \times V_1 \times V_2 \times V_3),$$

$$U_1, V_1 \subseteq \mathbb{P}^n, \quad U_2, V_2 \subseteq \mathbb{P}^m, \quad U_3, V_3 \subseteq \mathbb{P}^s,$$

$$\dim U_1 + \dim V_1 = n, \quad \dim U_2 + \dim V_2 = m, \quad \dim U_3 + \dim V_3 = s \implies \Gamma \cap (U_1 \times U_2 \times U_3 \times V_1 \times V_2 \times V_3) \equiv (U_1 \times U_2 \times U_3) \cap F^{-1}(V_1 \times V_2 \times V_3) \subseteq \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s.$$

Let's use the fact that $F$ is equal to $(F_1, F_2, F_3)$,

$$F_1 : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^n, \quad F_2 : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^m, \quad F_3 : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \to \mathbb{P}^s$$

where $(d_1, d_2, d_1), (e_1, e_2, e_1)$ and $(f_1, f_2, f_3)$ is the multidegree of $F_1, F_2$ and $F_3$ respectively. Then

$$F^{-1}(V_1 \times V_2 \times V_3) = F_1^{-1}(V_1) \cap F_2^{-1}(V_2) \cap F_3^{-1}(V_3).$$

Thus, the class of the intersection that defines $\tau_{ijk} \Gamma$ in the Chow ring $A(\mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s)$, is

$$\tau_{ijk} = a^i b^j c^k (a^{n-i} b^{m-j} c^{s-k}) = a^i b^j c^k (a^{n-i} F_1(a^{n-i}) F_2(b^{m-j}) F_3(c^{s-k})) = a^i b^j c^k (d_1^i + d_2^j + d_1^k)(e_1^j + e_2^j + e_1^k)(f_1^k + f_2^k + f_3^k).$$

\[\square\]

**Example 10.** Let's apply the previous formula to $\nabla \ell$ where $\ell : \mathbb{S}^2 \times \mathbb{S}^2 \times \mathbb{S}^2 \to \mathbb{R}$ is a generic trilinear form. The multidegree of $\partial \ell / \partial x, \partial \ell / \partial y$ and $\partial \ell / \partial z$ is $(0,1,1), (1,0,1)$ and $(1,1,0)$ respectively. Then the number of fixed points of this map (over $\mathbb{C}$) is equal to 37. The number 37, according to [16, 3], is the number of generalized singular values of $\ell$.

**Example 11.** Let's apply the formula to count the number of eigenvectors of a generic linear map $L : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$. The map $L$ induces a map $\mathbb{P}^n \to \mathbb{P}^n$ of degree 1, then

$$\sum_{i=0}^{n} a^{n-i} a^i = \sum_{i=0}^{n} a^n = (n + 1)a^n.$$

The map $\mathbb{P}^n \to \mathbb{P}^n$ has $n + 1$ fixed points over $\mathbb{C}$, that is, $L$ has $n + 1$ eigenvectors over $\mathbb{C}$.
Example 12. Finally, let’s apply the formula to find the number of singular values of a generic linear map \( L : \mathbb{R}^{n+1} \to \mathbb{R}^{m+1} \). The map \( L \) induces a bilinear form \( \ell : \mathbb{R}^{n+1} \times \mathbb{R}^{m+1} \to \mathbb{R} \) and the bidegree of \( \partial \ell / \partial x \) and \( \partial \ell / \partial y \) is \((0, 1)\) and \((1, 0)\) respectively (assume \( n \geq m \)).

\[
\sum_{i=0}^{n} \sum_{j=0}^{m} \beta^{n-i} a^{m-j} e^i = \sum_{i=0}^{n} \sum_{j=0}^{m} \beta^{n-i} a^{m-j} = m \sum_{j=0}^{m} \beta^{m-(n+1)} a^m = (m+1) a^n \beta^m.
\]

Then, \( \nabla \ell : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \times \mathbb{R}^m \) has \( m+1 \) fixed points, that is, \( L \) has \( m+1 \) singular values over \( \mathbb{C} \). We used the variational definition of singular values, see [16]. In case \( n < m \) we can use the fact that the number of non-zero singular values of \( L \) and \( L' : \mathbb{R}^{m+1} \to \mathbb{R}^{n+1} \) are the same.

4. Theory for a bilinear form.

In this section we present a method to find the maximum of a bilinear form, \( \ell \), over a product of spheres, \( S^n \times S^m \). This case is very special and the method presented here does not work for a general multilinear form.

The key point of this method is the fact that the partial derivatives of \( \ell = \sum a_{ij} x_i y_j \) are linear,

\[
\frac{\partial \ell}{\partial x_i}(x, y) = \ell(e_i, y), \quad \frac{\partial \ell}{\partial y_j}(x, y) = \ell(x, e_j), \quad (x, y) \in \mathbb{R}^{n+1} \times \mathbb{R}^{m+1}, 0 \leq i \leq n, 0 \leq j \leq m,
\]

where \( e_i \) and \( e_j \) are canonical basis vectors of \( \mathbb{R}^{n+1} \) and \( \mathbb{R}^{m+1} \) respectively. The map \( \nabla \ell \) induces a linear map \( L : \mathbb{R}^{n+1} \to \mathbb{R}^{m+1} \). Let \( (x_0 : \ldots : x_n : y_0 : \ldots : y_m) \) be a point in \( \mathbb{R}^{n+1} \). Then

\[
L(x_0 : \ldots : x_n : y_0 : \ldots : y_m) = (\ell(e_0, y) : \ldots : \ell(e_n, y) : \ell(x, e_0) : \ldots : \ell(x, e_m)).
\]

This map is well-defined. Let \( \lambda \in \mathbb{R}, \lambda \neq 0 \),

\[
L(\lambda x_0 : \ldots : \lambda x_n : \lambda y_0 : \ldots : \lambda y_m) = (\ell(e_0, y) : \ldots : \ell(e_n, y) : \ell(\lambda x, e_0) : \ldots : \ell(\lambda x, e_m)) = (\lambda \ell(e_0, y) : \ldots : \lambda \ell(e_n, y) : \lambda \ell(x, e_0) : \ldots : \lambda \ell(x, e_m)) = L(x_0 : \ldots : x_n : y_0 : \ldots : y_m).
\]

Theorem 13. Let \( p = (x, y) \in S^n \times S^m \) be an absolute maximum of \( \ell \). Then

\[
\lim_{r \to 0} L'(q) = [p]
\]

for a generic \( q \in \mathbb{P}^{n+m+1} \).

Proof. Let \( A \in \mathbb{R}^{n+m+2 \times n+m+2} \) be a matrix representing the linear map \( L \). Given that \( L \) is linear, the differential of \( L \) at any point, \( q \), is equal to \( L \),

\[
dL_q = L, \quad \forall q \in \mathbb{P}^{n+m+1}.
\]

In particular, the matrix \( A \) also represents the differential of \( L \) at \( p \),

\[
A = dL_p.
\]

Let \( \{v_0, \ldots, v_{n+m+1}\} \) be a basis of \( \mathbb{R}^{n+m+2} \) formed by eigenvectors of \( A \). Let \( \lambda_i \) be the eigenvalue of \( v_i \), \( 0 \leq i \leq n + m + 1 \). By Remark 3 we know that \( p \) is an eigenvector of \( A \) with eigenvalue \( \ell(p) \). In particular, if the magnitude of \( \lambda_0 \) is maximum, then \( |\lambda_0| = |\ell(p)| \) and \( |p| = |v_0| \).
Let \( z \in \mathbb{R}^{n+2} \) be a vector representing \( q \) such that \( z = a_0v_0 + \ldots + a_{n+1}v_{n+1} \), \( a_0 \neq 0 \). Then
\[
L'(q) = [A', \sum_{i=0}^{n+1} a_i v_i] = [a_0A_0' v_0 + \sum_{i=1}^{n+1} a_i A_i' v_i] = [a_0v_0 + \sum_{i=1}^{n+1} a_i A_i' v_i] \rightarrow [a_0v_0] = p.
\]

In the proof of the previous theorem, we saw that the iterations of a linear map in projective space converges to an eigenvector of maximum eigenvalue. In particular, given a square matrix \( A \in \mathbb{R}^{n+1\times n+1} \) and a generic vector \( w \in \mathbb{R}^{n+1} \), the sequence \([w], [Aw], [A^2w], \ldots \subset \mathbb{R}^n \), converges to a point \([v] \). The vector \( v \) satisfies \( Av = \lambda v \), where \( |\lambda| \) is spectral radius of \( A \).

The rate of convergence of this method is linear.

**Remark 14.** Let’s give an algorithm to find the absolute maximum of a generic bilinear form,
\[
\ell : \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \rightarrow \mathbb{R},
\]

based on [Theorem 13]. Let \( \nabla \ell = (\partial \ell / \partial x, \partial \ell / \partial y) \) be the gradient of \( \ell \) and let \( q \) be the initial condition, where \( q = (x, y), x \in \mathbb{R}^{n+1}, x \neq 0 \) and \( y \in \mathbb{R}^{n+1}, y \neq 0 \).

The iterations stops when the points in projective space are equal, in other words, when the cosine of the angle between \( q \) and \( aux \) is 1 or \(-1\) (when they are aligned). Given that the absolute maximum is attractive (see [Theorem 13]), the program ends. The maximum value is \( \ell(x, y) \).

**Remark 15.** We may adapt this algorithm to a multilinear form, but in the multilinear case, in general, the absolute maximum is not an attractive fixed point. For example, the trilinear form \( \ell : \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R} \),
\[
\ell(x, y, z) = 6x_0y_0z_0 + 3x_1y_0z_0 - 6x_1y_1z_0 + 16x_1y_0z_1 - 14x_0y_0z_1 - 15x_1y_0z_1 - 11x_0y_1z_1 + 8x_1y_1z_1,
\]
induces a map \( \mathbb{P}^5 \rightarrow \mathbb{P}^5 \) of degree 2 without attractive fixed points. Even more, the 4-multilinear form \( \ell : \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R} \),
\[
\ell(x, y, z, v) = 4x_0y_0z_0v_0 + 6x_1y_0z_0v_0 + x_0y_1z_0v_0 - 6x_1y_1z_0v_0 - 5x_0y_0z_1v_0 + 7x_1y_1z_0v_0 - 5x_0y_0z_1v_1 + 2x_1y_0z_0v_1 - 3x_1y_0z_0v_1 - 7x_1y_1z_1v_1 + 9x_1y_0z_1v_1 - 9x_1y_0z_1v_1 - 9x_1y_1z_0v_1 - 6x_0y_1z_0v_1 + 8x_1y_1z_0v_1,
\]
induces a map \( \mathbb{P}^7 \rightarrow \mathbb{P}^7 \) of degree 3 with two attractive fixed points. One is the absolute maximum.
The vector equations in product of spheres. First, we reduce the problem to a system of multilinear equations and then we resolve the system using algebro-geometric tools. In the first part of the section, we present an algorithm to find the absolute maximum of a multilinear form. In the second, we give an algorithm to find the point where the maximum occurs. This last algorithm requires some extra hypothesis.

**Proposition 16.** Let \( \ell : \mathbb{R}^{n+1} \times \mathbb{R}^{m+1} \times \mathbb{R}^{s+1} \rightarrow \mathbb{R} \) be a generic trilinear form. There exists a bijection between classes of extreme points of \( \ell \) and solutions of the following system of trilinear equations in \( \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \),

\[
\begin{align*}
\ell(x,e_i & - x,e_j,y,z) = 0, \quad 0 \leq i < j \leq n, \\
\ell(x,y,e_i & - y,e_j,z) = 0, \quad 0 \leq i < j \leq m, \\
\ell(x,y,z,e_i & - z,e_j) = 0, \quad 0 \leq i < j \leq s,
\end{align*}
\]

The vector \( e_k \) satisfies \( (e_k)_l = 0 \) if \( l \neq k \) and \( (e_k)_k = 1 \).

In the multilinear case, we obtain a similar result: a system of multilinear equations.

**Proof.** From Proposition 6, we know that every class of an extreme point of \( \ell \), is a fixed point of \( \nabla \ell : \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \rightarrow \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \). If \( \ell \) is a generic trilinear form, we know that the number of fixed points is finite (see Section 3).

A fixed point of \( \nabla \ell \), \((x,[y],[z])\), satisfies

\[
\begin{align*}
\frac{\partial \ell}{\partial x_i}(x,y,z) &= 2\alpha x_i, \quad 0 \leq i \leq n, \\
\frac{\partial \ell}{\partial y_j}(x,y,z) &= 2\beta y_j, \quad 0 \leq j \leq m, \\
\frac{\partial \ell}{\partial z_k}(x,y,z) &= 2\lambda z_k, \quad 0 \leq k \leq s,
\end{align*}
\]

where \( \alpha, \beta, \lambda \) are three nonzero real numbers. In \( \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^s \), the equations are

\[
\begin{align*}
x_i \frac{\partial \ell}{\partial x_i}(x,y,z) &= x_i \ell(x,y,z), \quad 0 \leq i \leq n, \\
y_j \frac{\partial \ell}{\partial y_j}(x,y,z) &= y_j \ell(x,y,z), \quad 0 \leq j \leq m, \\
z_k \frac{\partial \ell}{\partial z_k}(x,y,z) &= z_k \ell(x,y,z), \quad 0 \leq k \leq s,
\end{align*}
\]

The result follows from the equalities,

\[
\frac{\partial \ell}{\partial x_i}(x,y,z) = \ell(e_i,y,z), \quad \frac{\partial \ell}{\partial y_j}(x,y,z) = \ell(x,e_j,z), \quad \frac{\partial \ell}{\partial z_k}(x,y,z) = \ell(x,y,e_k).
\]

Let’s present the algorithm to find the absolute maximum of a generic multilinear form. The resolution of the system is bases on *Eigenvalue Theorem*. Let’s recall it. Consider a system of polynomial equations with finitely many solutions in \( \mathbb{C}^n \),

\[
\begin{align*}
f_1(x_1, \ldots, x_n) &= 0 \\
& \vdots \\
f_m(x_1, \ldots, x_n) &= 0
\end{align*}
\]
where \( f_1, \ldots, f_m \) are polynomials in \( \mathbb{C}[x_1, \ldots, x_n] \). The quotient ring,
\[
\mathcal{A} = \mathbb{C}[x_1, \ldots, x_n]/\langle f_1, \ldots, f_m \rangle,
\]
is a finite-dimensional vector space, [9, Theorem 2.1.2]. The dimension of \( \mathcal{A} \) is the number of solutions of the system.

Every polynomial \( f \in \mathbb{C}[x_1, \ldots, x_n] \), determines a linear map \( M : \mathcal{A} \to \mathcal{A} \),
\[
M(\overline{g}) = \overline{fg}, \quad g \in \mathbb{C}[x_1, \ldots, x_n],
\]
where \( \overline{g} \) denotes the class of the polynomial \( g \) in the quotient ring \( \mathcal{A} \). The matrix of \( M \) is called the multiplication matrix associated to the polynomial \( f \).

**Theorem (Eigenvalue Theorem).** The eigenvalues of \( M \) are \( \{f(p_1), \ldots, f(p_s)\} \), where \( \{p_1, \ldots, p_s\} \) are the solutions of the system of polynomial equations. See [9, Theorem 2.1.4] for a proof.

The algorithm in [Appendix A] first generates the following system of polynomial equations,
\[
\begin{align*}
x_i \partial \ell / \partial x_i(x, y, z) &= x_i \partial \ell / \partial x_i(x, y, z), & 0 \leq i < j \leq n, \\
y_j \partial \ell / \partial y_j(x, y, z) &= y_j \partial \ell / \partial y_j(x, y, z), & 0 \leq i < j \leq m, \\
z_j \partial \ell / \partial z_j(x, y, z) &= z_j \partial \ell / \partial z_j(x, y, z), & 0 \leq i < j \leq s, \\
x_0^2 + \ldots + x_n^2 &= 1, & y_0^2 + \ldots + y_m^2 = 1, & z_0^2 + \ldots + z_s^2 = 1.
\end{align*}
\]

Then, computes the real eigenvalues, \( \{\lambda_0, \ldots, \lambda_t\} \), of the multiplication matrix associated to \( \ell \).

Finally, it returns \( \lambda_i \) such that \( |\lambda_i| \geq |\lambda_j| \) for all \( 0 \leq j \leq r \). This number, is the maximum of \( \ell \) over \( S^n \times S^m \times S^s \).

For the algorithm and an implementation in Maple, see [Appendix A].

Now, let’s give an algorithm to find the point \( (x, y, z) \in S^n \times S^m \times S^s \) such that \( |\ell(x, y, z)| \) is maximum. We need to use the following result (same notation as Eigenvalue Theorem).

**Theorem.** Let \( x = \lambda_1 x_1 + \ldots + \lambda_n x_n \) be a generic linear form and let \( M \) be its multiplication matrix. Assume that \( B = \{1, x_1, \ldots, x_n, \ldots\} \) is a finite basis of \( \mathcal{A} \). Then, the eigenvectors of \( M \) determine solutions of the system of polynomial equations. Specifically, if \( v = (v_0, v_1, \ldots, v_n) \) is an eigenvector of \( M \) such that \( v_0 = 1 \), then \( (v_1, \ldots, v_n) \) is a solution of the system of polynomial equations. Even more, every solution is of this form. See [9, §2.1.3] for a proof.

Note that the Theorem requires that the variables \( \{x_1, \ldots, x_n\} \) are elements of the basis \( B \). It could be the case that some variables are missing from \( B \). For example, if \( x_1, \ldots, x_i \in B \), and \( x_{i+1}, \ldots, x_n \notin B \), then, every missing variable, say \( x_j \), is a linear combination of \( \{x_1, \ldots, x_i\} \),
\[
x_j = a_{j1} x_1 + \ldots + a_{ji} x_i, \quad i + 1 \leq j \leq n
\]
If \( v = (1, v_1, v_2, \ldots) \) is an eigenvector of \( M \), the \( j \)-coordinate of the solution corresponding to \( v \), is \( a_{j1} v_1 + \ldots + a_{ji} v_i \). See [9, §2.1.3].

In order to apply the previous Theorem, we need to guarantee that the basis \( B \) contains all the variables. The **affine system** in Proposition 16 is,
\[
\begin{align*}
x_i \partial \ell / \partial x_i(x, y, z) &= x_i \partial \ell / \partial x_i(x, y, z), & 0 \leq i < j \leq n, \\
y_j \partial \ell / \partial y_j(x, y, z) &= y_j \partial \ell / \partial y_j(x, y, z), & 0 \leq i < j \leq m, \\
z_j \partial \ell / \partial z_j(x, y, z) &= z_j \partial \ell / \partial z_j(x, y, z), & 0 \leq i < j \leq s, \\
x_0 = 1, & y_0 = 1, & z_0 = 1.
\end{align*}
\]
The solutions of this system determine classes of extreme points of \( \ell \). The genericity of \( \ell \) implies that all the extreme points of \( \ell, (x, y, z) \), satisfy \( x_0 \neq 0, y_0 \neq 0, z_0 \neq 0 \). Then, all the classes of extreme points appear as the solutions of the affine system in Proposition 16.

**Theorem 17.** Assume that \( \ell : \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \times \mathbb{R}^{r+1} \to \mathbb{R} \) is a generic trilinear form and that \( 2n, 2m, 2s \leq n + m + s \), see Remark 7. Then, the basis \( B \) of the affine system in Proposition 16 contains all the variables.

**Proof.** Given that the equations in Proposition 16 are multilinear, the quotient ring, \( \mathcal{A} \), is multi-graded. Let's denote \( \mathcal{A}(d_1, d_2, d_3) \) the multidegree part \( (d_1, d_2, d_3) \), where \( d_1, d_2, d_3 \geq 0 \). The hypothesis \( 2n, 2m, 2s \leq n + m + s \), implies that the following set is empty,

\[
\left\{ (x, y, z) \in \mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^r \mid \frac{\partial \ell}{\partial x}(x, y, z) = 0 \text{ or } \frac{\partial \ell}{\partial y}(x, y, z) = 0 \text{ or } \frac{\partial \ell}{\partial z}(x, y, z) = 0 \right\} = \emptyset.
\]

Then, the equations \( \{\partial \ell / \partial x\}_{i=0}^m \) are linearly independent. Same for \( \{\partial \ell / \partial y\}_{i=0}^m \) and \( \{\partial \ell / \partial z\}_{k=0}^r \). In the quotient ring, \( \mathcal{A} \), the partial derivatives, are proportional to the variables, thus, the variables are linearly independent too. For example, a basis for the multidegree part \( (0,0,0) \) is \( \{1\} \), and a basis for the multidegree part \( (1,0,0) \) is \( \{x_0, \ldots, x_n\} \). Even more, a basis for \( \mathcal{A}(1,0,0) \oplus \mathcal{A}(0,1,0) \oplus \mathcal{A}(0,0,1) \) is \( \{x_0, \ldots, x_n, y_0, \ldots, y_m, z_0, \ldots, z_r\} \).

Let's add the equations \( x_0 = y_0 = z_0 = 1 \) to the system of polynomial equations. The equations are not multilinear, so the corresponding quotient ring is not multi-graded, \( \tilde{\mathcal{A}} = \mathcal{A} / \langle x_0 - 1, y_0 - 1, z_0 = 1 \rangle \).

Let's see that the variables \( \{x_1, \ldots, x_n, y_1, \ldots, y_m, z_1, \ldots, z_r\} \) are linearly independent in \( \tilde{\mathcal{A}} \). This implies that the basis \( B \) of \( \tilde{\mathcal{A}} \), formed by monomials, contains all the variables.

\[
\sum_{i=1}^n \alpha_i x_i + \sum_{j=1}^m \beta_j y_j + \sum_{k=1}^r \lambda_k z_k = 0 \in \tilde{\mathcal{A}}, \quad \alpha_i, \beta_j, \lambda_k \in \mathbb{C} \implies
\]

\[
\sum_{i=1}^n \alpha_i x_i + \sum_{j=1}^m \beta_j y_j + \sum_{k=1}^r \lambda_k z_k = P \in \mathcal{A}, \quad P \in \langle x_0 - 1, y_0 - 1, z_0 - 1 \rangle,
\]

where \( P \) is a polynomial combination of \( x_0 - 1, y_0 - 1 \) and \( z_0 - 1 \).

Denote \( P(d_1, d_2, d_3) \) the multidegree part, \( (d_1, d_2, d_3) \), of \( P \). Given that \( \mathcal{A} \) is multi-graded, we get the following equalities in \( \mathcal{A} \),

\[
P = P_{(1,0,0)} + P_{(0,1,0)} + P_{(0,0,1)}, \quad \sum_{i=1}^n \alpha_i x_i = P_{(1,0,0)}, \quad \sum_{j=1}^m \beta_j y_j = P_{(0,1,0)}, \quad \sum_{k=1}^r \lambda_k z_k = P_{(0,0,1)}.
\]

Using the fact that the variables \( \{x_0, \ldots, x_n\} \) are linearly independent in \( \mathcal{A} \), we obtain that \( x_0 \) is not a variable in \( P \). Same for \( y_0 \) and \( z_0 \). Given that \( P \) is a polynomial combination of \( x_0 - 1, y_0 - 1 \) and \( z_0 - 1 \), it must be 0. Then, \( \alpha_1 = \ldots = \alpha_n = 0, \beta_1 = \ldots = \beta_m = 0 \) and \( \lambda_1 = \ldots = \lambda_r = 0 \).
Remark 18. The algorithm to find the point \((x, y, z) \in S^n \times S^m \times S^s\) such that \(|\ell(x, y, z)|\) is maximum, is the following.

The reader may adapt the algorithm to a multilinear form.

| Input: | A generic trilinear form \(\ell : \mathbb{R}^{m+1} \times \mathbb{R}^{m+1} \times \mathbb{R}^{m+1} \to \mathbb{R}\), where \(2n + 2m + 2s \leq n + m + s\). |
| Output: | The absolute maximum \((x, y, z) \in S^n \times S^m \times S^s\). |
| 1. | Compute the system of trilinear equations of Proposition 19. |
| 2. | Add the equations \(x_0 = y_0 = z_0 = 1\). |
| 3. | Compute a G"{o}bner basis for the resulting system, \(I\). |
| 4. | Find a basis \(B\) of \(\mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_m, z_1, \ldots, z_s]/I\). |
| 5. | Compute the multiplication matrix of \(x_1\). |
| 6. | Compute the eigenvectors of the multiplication matrix. |
| 7. | For each eigenvector \(v\) do |
| 7.1 | Normalize \(v\) such that \(v = (1, v_1, \ldots)\). |
| 7.2 | Let \(x = (x_1, \ldots, x_n)\) be such that \(x_i = v_{i, y}\) where \(v_{i, y}\) is the coordinate of \(x_i\) in \(B\), \(1 \leq i \leq n\). |
| 7.3 | Same for \(y\) and \(z\). |
| 7.4 | Normalize the points, \(x = x/\|x\|\), \(y = y/\|y\|\), \(z = z/\|z\|\). |
| 7.5 | Evaluate \(\ell\) at \((x, y, z)\) if the coordinates are real. |
| 7.6 | Save the maximum. |
| 8. | Return the maximum, \((x, y, z)\). |

In Step 5 of the algorithm we used the linear form \(x_1\) as a generic linear form. This fact is not restrictive. Given that the trilinear form is generic, we may suppose that the first coordinates of the classes of extreme points of \(\ell\) are all different. In other words, the eigenvalues of the multiplication matrix of \(x_1\) have multiplicity one. See [3, §2.1.3].

6. Applications and examples.

Let’s start we some applications. First, we give applications of the iterative algorithm to find the maximum of a bilinear form. Then, we give applications of the general algorithm.

Remark 19. Given a real matrix \(A\), its first singular value (the 2-norm) is given by

\[
\max_{\|x\| = \|y\| = 1} x^tAy.
\]

In other words, it is the maximum over a product of spheres of the bilinear form \((x, y) \to x^tAy\).

An interesting fact of Theorem 13 is that we can find the first singular vectors and the first singular value, \(|\ell(x, y)|\), of \(\ell\) without using the spectral radius formula. Recall that the 2-norm of a matrix \(A\) is computed using the spectral radius formula,

\[
\|A\|_2 = \sqrt{\lim_{k \to +\infty} \|A^k\|^{1/k}}.
\]

Example 20. Let \(A \in \mathbb{R}^{4 \times 3}\) be the matrix

\[
A = \begin{pmatrix}
3 & 2 & 32 \\
2 & 1 & 36 \\
-3 & 25 & 2 \\
0 & -1 & 1
\end{pmatrix}
\]

Then, with the algorithm in Remark 14 we get that the 2-norm is 48.46054603. Using the standard algorithm (the spectral radius of \(AA^t\)) we get the same number 48.46054603.
Example 21. An interesting example is the maximum of a bilinear form over \( S^1 \times S^0 \). Note that the domain is a cylinder of \( \mathbb{R}^3 \), so we can draw the whole situation. Take, for example, the bilinear form
\[
\ell : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R}, \quad \ell(x, y) = 4x_1y + 2x_2y.
\]
The maximum of \( \ell \) over \( S^1 \times S^0 \) is the 2-norm of the vector \((4, 2)\), that is,
\[
\|(4, 2)\| = \sqrt{20} \approx 4.472135954.
\]
Let’s compute this using the algorithm in Remark 14. First of all note that the gradient of \( \ell \) determines a vector field over the cylinder, and the iteration follows the arrow. Over the ending point of the iteration, the flow is orthogonal to the surface. This means, that we have reached an extreme,
\[
\max_{\|x\|=\|y\|=1} \ell(x, y) \approx 4.472135953.
\]
Let’s give now some applications of the general algorithm, see Appendix A.

Remark 22. The first interesting application of the algorithm in Appendix A is to the theory of entanglement. The matrix \( \rho \) is called a state if it is hermitian, \( \rho \geq 0 \) and \( \text{tr}(\rho) = 1 \). It is easy to see that the space of states is a convex set and is generated by the matrices of the form \( \rho_i \) where \( \rho_i \) is a column vector of norm one in a finite dimensional vector space \( \mathcal{H} \), \( \rho_i \in \mathcal{H} \), \( \|\rho_i\| = 1 \). The general theory says that when we are working with two particles, we need to consider the space of states over the tensor product \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \). In this situation a state is called separable if it is a convex combination of the form \( \sum a_i v_i \otimes w_i \), where \( v_i \) is a state of \( \mathcal{H}_1 \) and \( w_i \) a state of \( \mathcal{H}_2 \). Let’s call \( \text{Sep}(\mathcal{H}) \) the convex space of separable states. It is true that the space of separable states is a convex set generated by the matrices of the form \( xx^\dagger \otimes yy^\dagger \), where \( x \in \mathcal{H}_1, y \in \mathcal{H}_2 \) and \( \|x\| = \|y\| = 1 \). Then
\[
\max_{\text{Sep}(\mathcal{H})} \langle \rho, - \rangle = \max_{\|x\|=\|y\|=1} \langle \rho, xx^\dagger \otimes yy^\dagger \rangle.
\]
Note that the form is not bilinear in \( x \) nor in \( y \). Rewriting the state \( \rho \) in the form \( \rho = \sum \lambda_i \rho_i \) with \( \langle \rho_i, \rho_i \rangle = 0 \), \( \|\rho\| = 1 \), and using the equality \( \langle \rho, x \otimes y \rangle^2 = \langle \rho \rho_i^\dagger, xx^\dagger \otimes yy^\dagger \rangle \), we get
\[
\max_{\text{Sep}(\mathcal{H})} \langle \rho, - \rangle = \max_{\|x\|=\|y\|=1} \| \sum \sqrt{\lambda_i} \langle \rho_{i}, x \otimes y | \rho \rangle \rho_i \|^2.
\]
The resulting map \( \sum \sqrt{\lambda_i} \langle \rho_{i}, x \otimes y | \rho \rangle \rho_i \) is bilinear in \( x \) and in \( y \) and our algorithm is capable to maximize it. See the next example.

Example 23. Suppose that we are working with the following state \( \rho \) in \( \mathbb{R}^4 = \mathbb{R}^2 \otimes \mathbb{R}^2 \),
\[
\begin{bmatrix}
0.242894940524649938 & -0.123994312358229969 & -0.071221584264989978 & -0.071221584264989978 \\
-0.123994312358229969 & 0.088784895376598972 & 0.111143109132249979 & -0.062726110898349992 \\
-0.071221584264989978 & 0.111143109132249979 & 0.36125560216896903 & 0.060314260518569987 \\
0.219784373787699666 & -0.062726110898349992 & 0.060314260518569987 & 0.306970967813849916
\end{bmatrix}.
\]
We choose to work over the real numbers to make the exposition clear, but all the results can be adapted to work with hermitian matrices instead of symmetric matrices. Using Cholesky and the Singular Value Decomposition Algorithm we have \( \rho = \sum \lambda_i \rho_i \),
\[
\lambda_1 = 0.54350161010, \quad \lambda_2 = 0.4146107959,
\]
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Note that if we get that the maximum is 0 the following state is not separable (it is called rank-one of a given tensor. In the article [8], the authors considered the problem of finding the best rank-

Remark 24. Our final application is the ability to find numerically the closest rank-one tensor when the problem has a solution, [8, 4.5]. Here we find the solution. Let’s prove that a rank-one multilinear form is a product of linear forms, where \( \ell_i : \mathbb{R}^{n+1} \rightarrow \mathbb{R}, 1 \leq i \leq s \). We choose to do this remark about multilinear forms, but dually, the same is true for tensors.

For simplicity, we do the proof for a trilinear form. The proof is similar in the multilinear case. Consider the affine Segre map (it is not an isometry)

\[
\mathbb{R}^{n+1} \times \mathbb{R}^{m+1} \times \mathbb{R}^{s+1} \rightarrow \mathbb{R}^{n+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{s+1}, \quad (x, y, z) \rightarrow x \otimes y \otimes z.
\]

Using the usual inner product in the tensor product, we identify

\[
\mathbb{R}^{n+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{s+1} \cong (\mathbb{R}^{n+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{s+1})^*,
\]

\[x \otimes y \otimes z \rightarrow \langle x \otimes y \otimes z, - \rangle, \quad \langle x \otimes y \otimes z, a \otimes b \otimes c \rangle = \langle x, a \rangle \langle y, b \rangle \langle z, c \rangle.
\]

We can identify the following three different notations

\[\ell(x, y, z) = \ell(x \otimes y \otimes z) = \langle \ell, x \otimes y \otimes z \rangle.
\]
The first equality identifies a trilinear form with a linear map \( \ell : \mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1} \to \mathbb{R} \). The second equality identifies, under the isometry \((\mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1})^\vee \cong \mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1}\), the linear form \( \ell \) with the tensor \( \ell \in \mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1} \).

Let \( \mathbb{S} \) be the immersion of \( S^n \times \mathbb{S}^m \times \mathbb{S}^t \) under the Segre map, 
\[
\mathbb{S} = \{(x \otimes y \otimes z, -) : \|x\| = \|y\| = \|z\| = 1\} \subseteq (\mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1})^\vee.
\]

Then, for all \( \phi = \langle x \otimes y \otimes z, - \rangle \in \mathbb{S} \), we have
\[
\|\ell - \phi\|^2 = \left(\|\ell\|^2 + \|\phi\|^2 - 2\ell, \phi\right) = \|\ell\|^2 + 1 - 2\ell(x, y, z).
\]

In other words, a local maximum of \( \ell \) is a local minimum of the distance function, \( \|\ell - \phi\| \).

Let \( \mathbb{B} \) be the image, under the Segre map, of a product of balls,
\[
\mathbb{B} = \{(x \otimes y \otimes z, -) : \|x\|, \|y\|, \|z\| \leq 1\} \subseteq (\mathbb{R}^{r+1} \otimes \mathbb{R}^{m+1} \otimes \mathbb{R}^{r+1})^\vee.
\]

Note that the elements of \( \mathbb{B} \) are rank-one multilinear forms. It is easy to see that \( \mathbb{B} \) is compact and convex, so the distance from \( \ell \) to \( \mathbb{B} \) is achieved in \( \mathbb{S} \) (the border). In other words, the closest rank-one multilinear form to \( \ell \) is an element of \( \mathbb{S} \). Summing up, a computation with the algorithm in [Remark 18] of the absolute maximum of \( \ell \), gives a closest rank one multilinear form to \( \ell \).

**Example 25.** Let \( \ell : \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R} \) be a multilinear form,
\[
\ell(x, y, z, t) = 4x_1y_1z_1t_1 + 6x_2y_1z_1t_1 + x_1y_2z_1t_1 + 7x_2y_2z_1t_1 - 5x_1y_1z_2t_1 -
6x_2y_1z_2t_1 - 5x_1y_2z_2t_1 + 2x_1y_1z_1t_2 - 3x_2y_1z_1t_2 - 7x_1y_2z_1t_2 + 9x_2y_2z_1t_2 -
9x_1y_1z_2t_2 - 9x_2y_1z_2t_2 - 6x_1y_2z_2t_2 + 8x_2y_2z_2t_2.
\]

Using the algorithm in [Remark 18] we get that the closest rank one multilinear form is
\[
\ell_1(x)\ell_2(y)\ell_3(z)\ell_4(t),
\]
\[
\ell_1(x) = 0.4799354720x_1 - 0.8773037918x_2
\]
\[
\ell_2(y) = 0.2732019392y_1 - 0.9619956704y_2
\]
\[
\ell_3(z) = 0.7563638894z_1 + 0.6541511043z_2
\]
\[
\ell_4(t) = 0.3260948315t_1 + 0.9453370622t_2.
\]

The value of the absolute maximum of \( \ell \) is 16.71262553.

**Example 26.** Let \( v \in \mathbb{R}^2 \otimes \mathbb{R}^3 \) be the following tensor
\[
v = 4x_1 \otimes y_1 - 9x_2 \otimes y_1 + 2x_1 \otimes y_2 + x_2 \otimes y_2 - 5x_1 \otimes y_3 - 7x_2 \otimes y_3.
\]

Using the algorithm in [Remark 18] we get that the closest rank one tensor is
\[
(0.01162554952x_1 + 0.9999324213x_2) \otimes (-0.7821828869y_1 + 0.08939199251y_2 - 0.6166027924y_3)
\]

In this case, we can check this result. The first singular vectors of the matrix
\[
\begin{pmatrix}
4 & -9 \\
2 & 1 \\
-5 & -7
\end{pmatrix}
\]
are
\[
(0.01162554952, 0.99993242102), (0.7821828866, 0.08939199251, -0.6166027924).\]
A. General Algorithm for a multilinear form.

Let’s give an algorithm to find the maximum value of generic multilinear map over a product of spheres,

\[ \ell : \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_r} \to \mathbb{R}^{n_r+1}, \quad \max_{\|x_i\| = \ldots = \|x_r\| = 1} \|\ell(x_1, \ldots, x_r)\| \]

Recall from Section 2 that we may assume that \( \ell \) is a multilinear form, \( \hat{\ell} : \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_r} \times \mathbb{R}^{n_r+1} \to \mathbb{R}, \max_{\|x_i\| = \ldots = \|x_{r+1}\| = 1} |\hat{\ell}(x_1, \ldots, x_{r+1})| \).

The following is a pseudocode in the trilinear case. We choose to work with Gröbner Basis because it is implemented in most computer algebra systems (Maple, Macaulay2, Singular). In [2], the authors proposed an algorithm without the need of Gröbner Basis. See also [9, 2.3.1].

\[ \text{Input: A generic trilinear form } \ell : \mathbb{R}^{n+1} \times \mathbb{R}^{m+1} \times \mathbb{R}^{s+1} \to \mathbb{R}. \]

\[ \text{Output: The absolute maximum } (x,y,z) \in S^n \times S^m \times S^s. \]

1. Compute the system of trilinear equations of Proposition 16.
2. Add the polynomial equations \( \|x\|^2 = \|y\|^2 = \|z\|^2 = 1 \).
3. Compute a Gröbner basis for the resulting system, \( I \).
4. Find a basis \( B \) of \( \mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_m, z_1, \ldots, z_s] / I \).
5. Compute the multiplication matrix of \( \ell \).
6. Return the magnitude of the maximum real eigenvalue.

Let’s give an implementation of the algorithm in Maple. The code computes the maximum of a trilinear form over \( S^{n-1} \times S^{m-1} \times S^{s-1} \). The reader may change the values of \( n, m \) and \( s \) and the trilinear form, to get different examples.

```maple
> restart; with(Groebner): with(linalg):
> n:=2:m:=2:s:=2:
> L:=6*x[1]*y[1]*z[1]+3*x[2]*y[1]*z[1]-6*x[1]*y[2]*z[1]+16*x[2]*y[2]*z[1]-
14*x[1]*y[1]*z[2]-15*x[2]*y[1]*z[2]-11*x[1]*y[2]*z[2]+8*x[2]*y[2]*z[2];
> #Step 1 and 2
> J:={add(x[i]^2,i=1..n)-1,add(y[j]^2,j=1..m)-1,add(z[k]^2,k=1..s)-1,
> seq(seq(x[i]*diff(L,x[j])-x[j]*diff(L,x[i]),j=1..i-1),i=1..n),
> seq(seq(y[i]*diff(L,y[j])-y[j]*diff(L,y[i]),j=1..i-1),i=1..m),
> seq(seq(z[i]*diff(L,z[j])-z[j]*diff(L,z[i]),j=1..i-1),i=1..s)};
> #Step 3
> G:=Basis(J,'tord');
> #Step 4
> ns,rv:=NormalSet(G, 'tord');
> #Step 5
> mulMat:=evalm(evalf(MultiplicationMatrix(L,ns,rv,G,'tord')));
> #Step 6
> max(op(map(abs,map(Re,eigenvalues(mulMat)))));
```

The following is a table that shows the time, in seconds, used to compute the maximum. In the first column appears different values of \( (n, m, s) \), in the second, the time used to compute the Steps 1 through 4 and in the third, the total time of the algorithm. We run a Maple 11 session on a 2.1GHz CPU, with 2GB of memory.

| \((n, m, s)\) | Steps 1-4 | Total time |
|-------------|-----------|------------|
| (2, 2, 2)   | 0.03      | 0.33       |
| (2, 2, 3)   | 0.05      | 0.79       |
| (2, 2, 4)   | 0.09      | 0.99       |
| (2, 2, 5)   | 0.14      | 1.20       |
| (2, 3, 3)   | 0.31      | 7.13       |
| (2, 3, 4)   | 0.89      | 30.03      |
| (3, 3, 3)   | 5.06      | 397.28     |
Note that the computation of the multiplication matrix using Gröbner basis, requires most of the time. In [2], the authors proposed an algorithm to compute the multiplication matrix of $\ell$ directly; without Gröbner basis.
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