ON THE CONVERGENCE PROPERTIES OF NON-EUCLIDEAN EXTRAGRADIENT METHODS FOR VARIATIONAL INEQUALITIES WITH GENERALIZED MONOTONE OPERATORS
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Abstract. In this paper, we study a class of generalized monotone variational inequality (GMVI) problems whose operators are not necessarily monotone (e.g., pseudo-monotone). We present non-Euclidean extragradient (N-EG) methods for computing approximate strong solutions of these problems, and demonstrate how their iteration complexities depend on the global Lipschitz or Hölder continuity properties for their operators and the smoothness properties for the distance generating function used in the N-EG algorithms. We also introduce a variant of this algorithm by incorporating a simple line-search procedure to deal with problems with more general continuous operators. Numerical studies are conducted to illustrate the significant advantages of the developed algorithms over the existing ones for solving large-scale GMVI problems.
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1. Introduction. Variational inequality (VI) has been widely studied in the literature due to its encompassing power of describing a wide range of optimization, equilibrium and complementarity problems (see [7] and references therein). Given an nonempty closed convex set $X \subseteq \mathbb{R}^n$ and a continuous mapping $F : X \rightarrow \mathbb{R}^n$, the variational inequality problem, denoted by $VI(X,F)$, is to find $x^* \in X$ satisfying

$$\langle F(x^*), x - x^* \rangle \geq 0 \quad \forall x \in X. \tag{1.1}$$

Such a point $x^*$ is often called a strong solution of $VI(X,F)$.

The extragradient method, initially proposed by Korpelevich [14], is a classical method for solving VI problems. It improves the usual gradient projection method (e.g., [27, 5]) by performing an additional metric projection step at each iteration. While earlier studies on extragradient methods were focused on their asymptotical convergence analysis (see, e.g., [29, 30, 32]), much recent effort has been directed to the complexity analysis of these types of methods. In particular, Nemirovski [21] presented a generalized version of Korpelevich’s extragradient method and analyzed its iteration complexity in terms of the computation of a weak solution, i.e., a point $x^* \in X$ such that

$$\langle F(x), x - x^* \rangle \geq 0 \quad \forall x \in X. \tag{1.2}$$

Note that if $F(\cdot)$ is monotone and continuous, a weak solution of $VI(X,F)$ must be a strong solution and vice versa. Moreover, he showed that one can possibly improve the complexity results by employing the non-Euclidean projection (prox-mapping) steps (see (3.3)) in place of the two metric projection steps in Korpelevich’s extragradient method. These types of methods are referred to as non-Euclidean extragradient (N-EG) methods in this paper. Similar results have also been developed by Auslender and Teboulle [1] for their interior projection methods applied to monotone VI problems. More recently, Monteiro and Svaiter [19] established the complexity for a class of hybrid proximal extragradient methods [28] which covers Korpelevich’s extragradient method as a special case. Other approaches and their associated rate of convergence for solving VI problems have also been studied (see, e.g., [25, 12]). Note that in all these previous studies in [21, 1, 10, 25, 12], the operator $F(\cdot)$ is assumed to be monotone.

In this paper, we consider a more general class of VI problems for which the operator $F(\cdot)$ is not necessarily monotone. In particular, we make the following much weaker assumption about the monotonicity of $VI(X,F)$, i.e., relation (1.2) holds for any strong solution $x^* \in X$ (e.g., [10]). This class of VI problems, referred to as generalized monotone variational inequalities (GMVI), cover both monotone and pseudo-monotone VI problems.
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It is also not difficult to construct GMVI problems whose operators are neither monotone nor pseudo-monotone (c.f., (2.4)). However, to the best of our knowledge, there does not exist any complexity results for the extragradient methods applied to GMVI problems in the literature. In particular, the previous complexity studies conducted for VI [21, 11, 19, 25, 12] rely on the monotonicity assumption of the operator $F(\cdot)$ and hence are not applicable for the possibly non-monotone GMVI problems. Moreover, most of the previous complexity analysis has been conducted for computing a weak solution approximately satisfying (1.2), and there exists very few complexity results for computing approximate strong solutions (see [19]). In particular, if our goal is to compute an approximate strong solution, it was unclear, even for monotone VI problems, how the N-EG method will be more advantageous over Korpelevich’s extragradient method.

The main goal of this paper is to present a generalization of the N-EG method in [21] for solving GMVI problems and discuss its convergence properties in terms of the computation of approximate strong solutions. Our major contributions are summarized as follows. Firstly, we present a new termination criterion based on the residual function associated with the prox-mapping, and discuss its relations with a few other possible notions of approximate strong solutions to $\text{VI}(\mathbb{X}, F)$. In particular, we show that under certain conditions, if a point $x \in \mathbb{X}$ has a small residual, it must be associated with an approximate strong solution $y \in \mathbb{X}$ with a small optimality gap $g(y)$, where

$$g(y) = \max_{z \in \mathbb{X}}\langle F(y), y - z \rangle.$$  

We also show how this termination criterion is related to the notion of an approximate strong solution recently proposed by Monteiro and Svaiter [19] to deal with VI problems with unbounded $\mathbb{X}$.

Secondly, we study the complexity of the N-EG method for solving GMVI problems whose operator $F(\cdot)$ satisfies certain global continuity assumptions. In particular, by employing a novel analysis, we show that, if $F(\cdot)$ is Lipschitz continuous, then the N-EG method applied to GMVI problems can generate a solution $y_k \in \mathbb{X}$ with $g(y_k)$ bounded by

$$O(1) \left( \frac{L(\alpha + Q)\Omega_{\omega, \mathbb{X}}^2}{\alpha \sqrt{k}} \right).$$

Here, $O(1)$ denotes an absolute constant, $L$ is the Lipschitz constant of $F$, $\alpha$ and $Q$ are certain constants of the distance generating function $\omega(\cdot)$ used to define the prox-mapping, and $\Omega_{\omega, \mathbb{X}}^2$ is a characteristic constant depending on $\omega(\cdot)$ and $\mathbb{X}$. We also consider GMVI problem with Hölder continuous operators and show that the N-EG method possesses an $O(1/k^{\nu}/2)$ rate of convergence for solving this class of problems, where $\nu \in (0, 1]$ denotes the level of continuity. Our development also improves an existing result for computing an approximate strong solution for Lipschitz and monotone VI with unbounded $\mathbb{X}$ by removing a purification procedure introduced by Monteiro and Svaiter in [20].

Thirdly, in order to deal with more general GMVI problems whose operators are not necessarily Hölder continuous, we present a variant of N-EG method by incorporating a simple line-search procedure (N-EG-LS) and show that it can generate a sequence of solutions converging to a strong solution of $\text{VI}(\mathbb{X}, F)$. It should be noted that, while earlier extragradient type methods for GMVI problems with a general continuous operator (e.g., Solodov and Svaiter [29], Sun [30]) rely on a certain monotonicity property of the metric projection (e.g., Gafni and Bertsekas [8]), such a property is not assumed by the prox-mapping in general. We present certain sufficient conditions on the prox-mapping which can guarantee the convergence of the N-EG-LS algorithm. More specifically, we show that these conditions are satisfied by the prox-mapping induced by distance generating functions with Lipschitz continuous gradients.

Finally, we present promising numerical results for the developed N-EG methods for solving GMVI problems. In particular, we demonstrate that the N-EG-LS method can be more advantageous over N-EG method if the Lipschitz constant is big or unknown. Moreover, we show that the N-EG methods with a properly chosen distance generating function $\omega(\cdot)$ can outperform the Euclidean methods especially when the dimension $n$ is big.

This paper is organized as follows. In Section 2, we describe in more details the GMVI problems. We discuss the prox-mapping and the termination criterion associated with the prox-mapping in Section 3. Then
we present the N-EG method for solving GMVI problems with Lipschitz or Hölder continuous operators in Section 4. Section 5 is devoted to the N-EG-LS method applied to GMVI problems with general continuous operators. Finally, numerical results are presented in Section 6.

1.1. Notation and terminology. Let \( \mathbb{R}^n \) be an arbitrary finite dimensional vector space endowed with the inner product \( \langle \cdot, \cdot \rangle \), \( \| \cdot \| \) denote a norm in \( \mathbb{R}^n \) (not necessarily the one associated with the inner product), and \( \| \cdot \|_* \) denotes its conjugate norm. Let \( X \subseteq \mathbb{R}^n \) be closed and convex. A function \( f : X \to \mathbb{R} \) is said to have \( L \)-Lipschitz continuous gradient if it is differentiable and
\[
\|\nabla f(x) - \nabla f(y)\|_* \leq L \|x - y\|, \forall x, y \in X.
\]

For a given \( m \times n \) real-valued matrix \( A \), letting \( \|A\|_2 \) be the spectral norm and \( \|A\|_{\max} = \max_{ij} \{|A_{ij}|\} \), we have
\[
\|A\|_{\max} \leq \|A\|_2 \leq \sqrt{mn} \|A\|_{\max}. \quad (1.3)
\]

We use \( \mathbb{N} \) to denote the set of natural numbers.

2. The problem of interest. Given a nonempty closed convex set \( X \subseteq \mathbb{R}^n \) and a continuous mapping \( F : X \to \mathbb{R}^n \), the problem of interest in this paper is to find a strong solution \( x^* \) of \( \text{VI}(X, F) \), i.e., a vector \( x^* \in X \) such that (1.1) holds. In this paper, we assume that the solution set \( X^* \) of \( \text{VI}(X, F) \) is nonempty. Moreover, the following assumption is made throughout the paper.

**A1** For any \( x^* \in X^* \) we have
\[
\langle F(x), x - x^* \rangle \geq 0 \quad \forall x \in X. \quad (2.1)
\]

Clearly, Assumption A1 is satisfied if \( F(\cdot) \) is monotone, i.e.,
\[
\langle F(x) - F(y), x - y \rangle \geq 0 \quad \forall x, y \in X. \quad (2.2)
\]

Moreover, this assumption holds if \( F(\cdot) \) is pseudo-monotone, i.e.,
\[
\langle F(y), x - y \rangle \geq 0 \implies \langle F(x), x - y \rangle \geq 0. \quad (2.3)
\]

As an example, \( F(\cdot) \) is pseudo-monotone if it is the gradient of a real-valued differentiable pseudo-convex function. It is also not difficult to construct VI problems that satisfy (2.1), but their operator \( F(\cdot) \) is neither monotone nor pseudo-monotone anywhere (see [29] and references therein). One set of simple examples are given by all the functions \( F : \mathbb{R} \to \mathbb{R} \) satisfying
\[
F(x) = \begin{cases} 
0, & x = x_0; \\
geq 0, & x \geq x_0; \\
\leq 0, & x \leq x_0.
\end{cases} \quad (2.4)
\]

These problems, although satisfying Assumption A1 with \( x^* = x_0 \), can be neither monotone nor pseudo-monotone.

For future reference, we say that \( \text{VI}(X, F) \) is a generalized monotone VI (GMVI) problem whenever Assumption A1 is satisfied.

The condition given by (1.1) is the standard definition of a strong solution to \( \text{VI}(X, F) \). Recall that a solution \( x^* \) satisfying (2.1) is usually called a weak solution to \( \text{VI}(X, F) \). Clearly, under our assumption, a strong solution must be a weak solution for the GMVI problems. The inverse is also true if \( F(\cdot) \) is continuous and monotone. However, such a relation does not necessarily hold when \( F(\cdot) \) is not monotone and hence the computation of an approximate weak solution is not particularly useful in these cases. In addition, as pointed out by Monteiro and Svaiter [19], a strong solution to \( \text{VI}(X, F) \) admits certain natural explanations for some
important classes of monotone VI problems, e.g., the complementarity problems. This paper focuses on the computation of approximate strong solutions to VI($X, F$) (see Section 3).

Depending on the continuity properties of $F(\cdot)$, we consider the following four different classes of VI problems.

i) $F(\cdot)$ is Lipschitz continuous:
\[ \|F(x) - F(y)\|_* \leq L\|x - y\|, \quad \forall x, y \in X; \]

ii) $F(\cdot)$ is Hölder continuous: for some $\nu \in (0, 1]$,
\[ \|F(x) - F(y)\|_* \leq \|x - y\|^\nu, \quad \forall x, y \in X; \]

iii) $F(\cdot)$ is locally Lipschitz continuous: for every $x \in X$, there exists a neighborhood $B_x$ of $x$, such that
\[ \|F(x) - F(y)\|_* \leq L\|x - y\|, \quad \forall x, y \in B_x \subset X; \]

iv) $F(\cdot)$ is continuous:
\[ \lim_{y \to x} \|F(x) - F(y)\|_* = 0, \quad \forall x \in X. \]

Clearly, if $F(\cdot)$ is Lipschitz continuous, then it is Hölder continuous with $\nu = 1$. Moreover, in view of the assumption that $\nu > 0$, a Hölder continuous $F(\cdot)$ must be continuous but not vice versa. In addition, a locally Lipschitz continuous $F(\cdot)$ must be continuous but the inverse is not necessarily true. In Sections 4 and 5, we will present algorithms for solving different classes of VI problems and show how their convergence properties depend on the continuity assumption of $F(\cdot)$.

3. Prox-mapping and termination criteria. In this section, we discuss the main computational construct, i.e., the prox-mapping, that will be used in the non-Euclidean extragradient methods. We also present a termination criterion based on the prox-mapping and show how it relates to some other termination criteria for solving VI problems. It is worth noting that the results in this section does not require Assumption A1.

3.1. Distance generating function and prox-mapping. We review the concept of prox-mapping (e.g., [21], [2], [22]) in this subsection.

A function $\omega : X \to \mathbb{R}$ is called a distance generating function modulus $\alpha > 0$ with respect to $\|\cdot\|$, if the following conditions hold: i) $\omega(\cdot)$ is convex and continuous on $X$; ii) the set
\[ X^\circ = \{x \in X : \partial \omega(x) \neq \emptyset\} \]
is convex (note that $X^\circ$ always contains the relative interior of $X$); and iii) restricted to $X^\circ$, $\omega(\cdot)$ is continuously differentiable and strongly convex with parameter $\alpha$ with respect to $\|\cdot\|$, i.e.,
\[ \langle \nabla \omega(x') - \nabla \omega(x), x' - x \rangle \geq \alpha\|x' - x\|^2, \quad \forall x', x \in X^\circ. \] (3.1)

Given a distance generating function $\omega$, the prox-function $V : X^\circ \times X \to \mathbb{R}_+$ is defined by
\[ V(x, z) = \omega(z) - [\omega(x) + \langle \nabla \omega(x), z - x \rangle]. \] (3.2)

The function $V(\cdot, \cdot)$ is also called the Bregman’s distance, which was initially studied by Bregman [6] and later by many others (see [2], [6], [13], [31] and references therein). In this paper, we assume that the prox-function $V(x, z)$ is chosen such that, for a given $x \in X^\circ$, the prox-mapping $P_x : \mathbb{R}^n \to \mathbb{R}^n$ defined as
\[ P_x(\phi) = \arg\min_{z \in X} \left\{ \langle \phi, z \rangle + V(x, z) \right\} \] (3.3)
is easily computable. It can be seen from the strong convexity of $\omega(\cdot)$ and (3.2) that
\[ V(x, z) \geq \frac{\alpha}{2}\|x - z\|^2, \quad \forall x, z \in X. \] (3.4)
In some cases, we assume that the distance generating function \( \omega(\cdot) \) satisfies
\[
\| \nabla \omega(x) - \nabla \omega(z) \|_p \leq Q \| x - z \|, \quad \forall x, z \in X, \tag{3.5}
\]
for some \( Q \in (0, \infty) \). Under this assumption, it can be easily seen that (see, e.g., Lemma 1.2.3 of [24])
\[
V(x, z) \leq \frac{Q}{2} \| x - z \|^2, \quad \forall x, z \in X. \tag{3.6}
\]

We say that the prox-function \( V(\cdot, \cdot) \) is growing quadratically whenever condition (3.6) holds.

Proposition 3.1 below provides a few examples for the selection of \( \| \cdot \| \) and distance generating function \( \omega(\cdot) \). More such examples can be found, for example, in [2, 4, 23].

**Proposition 3.1.**

1. If \( X = \mathbb{R}^n, \| \cdot \| = \| \cdot \|_2 \) and \( \omega(x) = \| x \|^2/2 \), then we have \( \alpha = Q = 1 \).
2. If \( X = \{ x \in \mathbb{R}^n : \sum_{i=1}^{n} x_i = 1, x_i \geq 0, i = 1, \ldots, n \}, \| \cdot \| = \| \cdot \|_1 \) and \( \omega(x) = \sum_{i=1}^{n} (x_i + \delta/n) \log(x_i + \delta/n) \) with \( \delta = 10^{-16} \), then we have \( \alpha = \mathcal{O}(1) \) and \( Q = 1 + n/\delta \). Here \( \mathcal{O}(1) \) denotes an absolute constant.
3. If \( X = \{ x \in \mathbb{R}^n : \| x \|_1 \leq 1 \}, \) where \( \| x \|_1 = \sum_{i=1}^{n} |x_i| \), \( \| \cdot \| = \| \cdot \|_1 \), and
\[
\omega(x) = \frac{1}{2} \| x \|^2_p = \frac{1}{2} \left( \sum_{i=1}^{n} |x_i|^p \right)^{\frac{2}{p}} \tag{3.7}
\]

with \( p = 1 + 1/\ln n, \) then we have \( \alpha = \mathcal{O}(1)/(1/\ln n) \).

**Proof.** Part a) is obvious and part b) has been shown in Chapter 5 of [4]. Moreover, the strong convexity of \( \omega(x) \) in (3.7) and the estimation of its modulus (with \( p = 1 + 1/\ln n \)) is shown in [23].

The distance generating function \( \omega(\cdot) \) also gives rise to the following characteristic entity that will be used frequently in our convergence analysis:
\[
D_{\omega, X} := \sqrt{\max_{x \in X} \omega(x) - \min_{x \in X} \omega(x)}. \tag{3.8}
\]

Let \( x_1 \) be the minimizer of \( \omega \) over \( X \). Observe that \( x_1 \in X^o \), whence \( \nabla w(x_1) \) is well defined and satisfies \( \langle \nabla \omega(x_1), x - x_1 \rangle \geq 0 \) for all \( x \in X \), which combined with the strong convexity of \( \omega \) implies that
\[
\frac{\alpha}{2} \| x - x_1 \|^2 \leq V(x_1, x) \leq \omega(x) - \omega(x_1) \leq D_{\omega, X}^2, \quad \forall x \in X, \tag{3.9}
\]
and hence
\[
\| x - x_1 \| \leq \Omega_{\omega, X} : = \sqrt{\frac{2}{\alpha}} D_{\omega, X} \text{ and } \| x - x' \| \leq 2 \Omega_{\omega, X}, \quad \forall x, x' \in X. \tag{3.10}
\]

### 3.2. A termination criterion based on the prox-mapping.

In this subsection, we introduce a termination criterion for solving VI associated with the prox-mapping.

**Lemma 3.2.** A point \( x \in X \) is a strong solution of \( VI(X, F) \) if and only if
\[
x = P_z(\gamma F(x)) \tag{3.11}
\]
for some \( \gamma > 0 \).

**Proof.** If (3.11) holds, then by the optimality condition of (3.3), i.e.,
\[
\langle \gamma F(x) + \nabla \omega(P_z(\gamma F(x))) - \nabla \omega(x), z - P_z(\gamma F(x)) \rangle \geq 0, \quad \forall z \in X, \tag{3.12}
\]
we have \( \langle \gamma F(x), z - x \rangle \geq 0 \) for any \( z \in X \), which, in view of the fact that \( \gamma > 0 \) and definition \((1.1)\), implies that \( x \) is a strong solution of VI(\( X, F \)). The “only if” part of the statement easily follows from the optimality condition of \((3.3)\).

Motivated by Lemma \([32]\) we can define the residual function for a given \( x \in X \) as follows.

**Definition 3.3.** Let \( \| \cdot \| \) be a given norm in \( \mathbb{R}^n \), \( \omega(\cdot) \) be a distance generating function modulus \( \alpha > 0 \) w.r.t. \( \| \cdot \| \) and \( P_\omega(\cdot) \) be the prox-mapping defined in \((3.3)\). Then, for some positive constant \( \gamma \), we define the residual \( R_\gamma(\cdot) \) at the point \( x \in X \) as

\[
R_\gamma(x) := \frac{1}{\gamma} \left[ x - P_\gamma(x \gamma F(x)) \right]. \tag{3.13}
\]

Observe that in the Euclidean setup where \( \| \cdot \| = \| \cdot \|_2 \) and \( \omega(x) = \|x\|^2/2 \), the residual \( R_\gamma(\cdot) \) in \((3.13)\) reduces to

\[
R_\gamma(x) = \frac{1}{\gamma} \left[ x - \Pi_X(x - x \gamma F(x)) \right], \tag{3.14}
\]

where \( \Pi_X(\cdot) \) denotes the metric projection over \( X \). Such a residual function in \((3.14)\) has been used in the asymptotic analysis of different algorithms for solving VI problems (e.g., \([29, 30]\)). In particular, if \( F(\cdot) \) is the gradient of a real-valued differentiable function \( f(\cdot) \), the residual \( R_\gamma(\cdot) \) in \((3.14)\) corresponds to the well-known projected gradient of \( f(\cdot) \) at \( x \) (see, e.g., \([17, 18, 24]\)).

The following two results are immediate consequences of Lemma \([32] \) and Definition \((3.3)\).

**Lemma 3.4.** A point \( x \in X \) is a strong solution of VI(\( X, F \)) if and only if \( \| R_\gamma(x) \| = 0 \) for some \( \gamma > 0 \).

**Lemma 3.5.** Suppose that \( x_k \in X \) and \( \gamma_k \in (0, \infty) \), \( k = 1, 2, \ldots \), satisfy the following conditions:

i) \( \lim_{k \to \infty} V(x_k, P_{\gamma_k}(\gamma_k F(x_k))) = 0 \);

ii) There exists \( K \in \mathbb{N} \) and \( \gamma^* > 0 \) such that \( \gamma_k \geq \gamma^* \) for any \( k \geq K \).

Then we have \( \lim_{k \to \infty} \| R_{\gamma_k}(x_k) \| = 0 \). If in addition, the sequence \( \{x_k\} \) is bounded, there exists an accumulation point \( \hat{x} \) of \( \{x_k\} \) such that \( \hat{x} \in X^* \), where \( X^* \) denotes the solution set of VI(\( X, F \)).

**Proof.** Denote \( y_k = P_{\gamma_k}(\gamma_k F(x_k)) \). It follows from \((3.3)\) and condition i) that \( \lim_{k \to \infty} \| x_k - y_k \| = 0 \). This observation, in view of Condition ii) and Definition \((3.3)\) then implies that \( \lim_{k \to \infty} \| R_{\gamma_k}(x_k) \| = 0 \). Moreover, if \( \{x_k\} \) is bounded, there exist a subsequence \( \{\hat{x}_i\} \) of \( \{x_k\} \) obtained by setting \( \hat{x}_i = x_{n_i} \) for \( n_1 \leq n_2 \leq \ldots \), such that \( \lim_{i \to \infty} \| \hat{x}_i - \hat{x} \| = 0 \). Let \( \{\hat{y}_i\} \) be the corresponding subsequence in \( \{y_k\} \), i.e., \( y_i = P_{\gamma_{n_i}}(\gamma_{n_i} F(x_{n_i})) \), and \( \hat{\gamma}_i = \gamma_{n_i} \). We have \( \lim_{i \to \infty} \| \hat{x}_i - \hat{y}_i \| = 0 \). Moreover, by \((3.12)\), we have

\[
\langle F(\hat{x}_i), \frac{1}{\hat{\gamma}_i} [\nabla \omega(\hat{y}_i) - \nabla \omega(\hat{x}_i)] \rangle, z - \hat{y}_i \rangle \geq 0, \quad \forall z \in X, \forall i \geq 1.
\]

Tending \( i \) to \( +\infty \) in the above inequality, and using the continuity of \( F(\cdot) \) and \( \nabla \omega(\cdot) \), and condition ii), we conclude that \( \langle F(\hat{x}), z - \hat{x} \rangle \geq 0 \) for any \( z \in X \).}

In the remaining part of this section, we relate the residual \( R_\gamma(\cdot) \) to a few other possible termination criteria for solving VI(\( X, F \)).

Observe that, if the set \( X \) is bounded, then in view of definition \((1.1)\), one can measure the inaccuracy of a solution \( x \in X \) by the gap function (see \([11, 10]\) and references therein):

\[
g(x) := \sup_{z \in X} \langle F(x), x - z \rangle. \tag{3.15}
\]

It can be easily seen that \( g(x) \geq 0 \) for any \( x \in X \) and that the point \( x^* \in X \) is a strong solution of VI(\( X, F \)) if and only if \( g(x^*) = 0 \). Note also that the gap function in \((3.15)\) does not depend on any algorithmic parameters, while the definition of the residual function \( R_\gamma(\cdot) \) in \((3.13)\) depends on the selection of \( \| \cdot \| \) and \( \omega(\cdot) \).
However, if \( X \) is unbounded, then the gap function \( g(\cdot) \) in (3.15) may not be well-defined. To address this issue, Monteiro and Svaiter [19] suggested a generalization of the gap function \( g(\cdot) \) so as to deal with the unbounded feasible sets. More specifically, they define a new gap function \( \tilde{g}(\cdot, \phi) \) as

\[
\tilde{g}(x, \phi) := \sup_{z \in X} (F(x) + \phi, x - z). \tag{3.16}
\]

Observe that there always exists a point \( \phi \) (e.g., \( \phi = -F(x) \)) such that \( \tilde{g}(x, \phi) \) is well-defined for any \( x \in X \). Accordingly, an approximate strong solution of VI(\( X, F \)) and the residual function \( \delta \) in [19], the two tolerances, namely \( \epsilon \) and \( \delta \), used in the definition of an \( (\epsilon, \delta) \)-strong solution possess natural interpretations in the context of complementarity problems. In particular, the following result has been shown in Proposition 3.1 of [19].

**Proposition 3.7.** Assume that \( X = K \), where \( K \) is a nonempty closed convex cone (and \( K^* \) be its dual cone). Then, \( x \in K \) is an \( (\epsilon, \delta) \)-strong solution of VI(\( X, F \)) if and only if there exists \( \phi \in K^* \) such that

\[
\|F(x) - \phi\|_* \leq \epsilon, \quad \langle x, \phi \rangle \leq \delta. \tag{3.17}
\]

In other words, the first tolerance \( \epsilon \) measures the infeasibility of \( F(x) \) with respect to the dual cone while the second tolerance \( \delta \) measures the size of the complementarity slackness.

In the following result we show some relations between the the gap functions defined in (3.15) and (3.16) and the residual function \( R_\gamma(\cdot) \) defined in (3.13).

**Proposition 3.8.** Let \( x \in X \) be given. Also, for some \( \gamma > 0 \), let us denote

\[
x^+ := P_x(\gamma F(x)), \tag{3.17}
\]

\[
\phi_\gamma(x) := F(x) - F(x^+) + \frac{1}{\gamma} [\nabla \omega(x^+) - \nabla \omega(x)]. \tag{3.18}
\]

a) We have \( \tilde{g}(x^+, \phi_\gamma(x)) \leq 0 \) for any \( x \in X \) and \( \gamma > 0 \);

b) If \( \omega(\cdot) \) has \( Q \)-Lipschitz continuous gradients w.r.t. \( \| \cdot \| \) and \( F(\cdot) \) is Hölder continuous, i.e., condition (2.6) holds for some \( \nu \in (0,1] \), then

\[
\|\phi_\gamma(x)\|_* \leq L [\gamma \|R_\gamma(x)\|^\nu] + Q\|R_\gamma(x)\|; \tag{3.19}
\]

c) If, in addition, the set \( X \) is bounded, then

\[
\tilde{g}(x^+, \phi_\gamma(x)) \leq 2\Omega_{\omega,X} [L\gamma^\nu\|R_\gamma(x)\|^\nu + Q\|R_\gamma(x)\|], \tag{3.20}
\]

where \( \Omega_{\omega,X} \) is defined in (3.11).

**Proof.** Using the definition of \( x^+ \) in (3.17), the optimality condition of (3.3) and the fact that \( \nabla V(x, z) = \nabla \omega(z) - \nabla \omega(x) \), we have

\[
(F(x) + \frac{1}{\gamma} [\nabla \omega(x^+) - \nabla \omega(x)], z - x^+) \geq 0, \quad \forall z \in X,
\]

which together with (3.16) and (3.18) then imply that

\[
\tilde{g}(x^+, \phi_\gamma(x)) = \sup_{z \in X} (F(x^+) + \phi_\gamma(x), x^+ - z)
\]
\[= \sup_{z \in X} (F(x) + \frac{1}{\gamma} [\nabla \omega(x^+) - \nabla \omega(x)], x^+ - z) \leq 0. \tag{3.21}
\]
The non-Euclidean extragradient (N-EG) method for GMVI:
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unclear how one can benefit from taking the prox-mapping (rather than metric projection) in the extragradient and one has to resort to the notions of approximate solutions as discussed in Section 3. Moreover, it is literature. It is worth noting that under this general setting, the notion of a weak solution is not useful any more (e.g., the operator

F

the best of our knowledge, the complexity of extragradient-type methods for solving more general VI problems

Most of these previous studies need to assume the operator

F

studied the complexity of the original Korpelevich’s extragradient method (under a more general framework).

interior projection methods for monotone variational inequalities. More recently, Monteiro and Svaiter [19]

prox-mapping defined in (3.3). Some of these results weregeneralized by Auslender and Teboulle [1] in their

the complexity of a generalized version of Korpelevich’s extragradient method for computing a weak solution of

Korpelevich [14]. While earlier studies on Korpelevich’s extragradient method or its variants were focused on

their asymptotical convergence behaviour (see, e.g., [29, 30, 32]), the complexity analysis of these types of methods has only appeared recently in the literature [21, 19]. More specifically, Nemirovski [21] established the complexity of a generalized version of Korpelevich’s extragradient method for computing a weak solution of

VI(X, F)
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continuous (i.e., condition (2.5) holds). Then, if, for some

We have thus shown part a). Now it follows from the triangular inequality, (3.18), (3.5), (2.6) and (3.13) that

\[ \| \phi_{\gamma}(x) \|_* \leq \| F(x) - F(x^+) \|_* + \frac{1}{\gamma} \| \nabla \omega(x^+) - \nabla \omega(x) \|_* \]

\[ \leq L \| x - x^+ \|'' + \frac{Q}{\gamma} \| x^+ - x \| = L [ \gamma \| R_\gamma(x) \|']' + Q \| R_\gamma(x) \|, \]

which implies (3.19). By using the above conclusion, (3.14) and (3.21), we have

\[ g(x^+) = \sup_{z \in X} \{ (F(x^+) + \phi_{\gamma}(x)) - \phi_{\gamma}(x), x^+ - z \} \]

\[ \leq \sup_{z \in X} \{ -\phi_{\gamma}(x), x^+ - z \} \]

\[ \leq [L (\gamma \| R_\gamma(x) \|']' + Q \| R_\gamma(x) \|] \sup_{z \in X} \| x^+ - z \|, \]

The above inequality together with (3.10) then imply (3.20).

By using Proposition 3.8, we can easily see the relation between the residual function

R_\gamma(\cdot)

and the notion of an \((\epsilon, \delta)-strong solution under the Euclidean setup.

Corollary 3.9. Suppose that \( \| \cdot \| = \| \cdot \|_2 \) and \( \omega(x) = \| \cdot \|_2^2/2 \), and also assume that

F(\cdot)

is Lipschitz continuous (i.e., condition (2.5) holds). Then, if, for some \( x \in X \) and \( \gamma > 0 \), the point \( x^+ \) given by (3.17) satisfies \( \| R_\gamma(x) \| \leq \epsilon \), it must be an

((L\gamma + 1)\epsilon, 0)-strong solution. In particular, if \( \gamma \leq 1/L \), then the point \( x^+ \) must be an

(2\epsilon, 0)-strong solution of

VI(X, F).

Proof. The result directly follows from Proposition 3.8b) and the facts that \( \nu = 1 \) and \( Q = 1 \).

It is interesting to note that under the conditions given in Corollary 3.9 if \( \gamma < 1/L \) and \( \| R_\gamma(x) \| \leq \epsilon/2 \) then the solution given (3.17) must be an \((\epsilon, 0)-strong solution. Such a solution is stronger than an \((\epsilon, \delta)-strong solution with \( \delta > 0 \) as it does not depend on the second tolerance \( \delta \). For example, in the context of complementarity problems, the complementarity slackness constraint will be satisfied exactly by an \((\epsilon, 0)-strong solution.

4. VI problems with Lipschitz or Hölder continuous operators. Our main goal in this section is to establish the complexity of a non-Euclidean extragradient (N-EG) method for solving the GMVI problems discussed in Section 2 We assume throughout this section that the operator

F(\cdot)

is either Lipschitz or, more generally, Hölder continuous.

The extragradient method is a classical method for solving VI problems that was initially proposed by Korpelevich [14]. While earlier studies on Korpelevich’s extragradient method or its variants were focused on their asymptotical convergence behaviour (see, e.g., [29, 30, 32]), the complexity analysis of these types of methods has only appeared recently in the literature [21, 19]. More specifically, Nemirovski [21] established the complexity of a generalized version of Korpelevich’s extragradient method for computing a weak solution of

VI(X, F)

and showed that one can possibly improve its performance by replacing the projection step with the prox-mapping defined in (3.3). Some of these results were generalized by Auslender and Teboulle [1] in their interior projection methods for monotone variational inequalities. More recently, Monteiro and Svaiter [19] studied the complexity of the original Korpelevich’s extragradient method (under a more general framework).

Most of these previous studies need to assume the operator

F(\cdot)

to be monotone and Lipschitz continuous. To the best of our knowledge, the complexity of extragradient-type methods for solving more general VI problems (e.g., the operator

F(\cdot)

is pseudo-monotone and has different levels of continuity) has never been studied in the literature. It is worth noting that under this general setting, the notion of a weak solution is not useful any more and one has to resort to the notions of approximate strong solutions as discussed in Section 3 Moreover, it is unclear how one can benefit from taking the prox-mapping (rather than metric projection) in the extragradient method for the computation of strong solutions to

VI(X, F).

The non-Euclidean extragradient (N-EG) method for GMVI:

Input: Initial point \( x_0 \in X \) and stepsizes \( \{ \gamma_k \}_{k \geq 1} \).
0) Set $k = 1$.
1) Compute
\begin{align}
y_k &= P_{x_k}(\gamma_k F(x_k)), \quad (4.1) \\
x_{k+1} &= P_{x_k}(\gamma_k F(y_k)). \quad (4.2)
\end{align}

2) Set $k = k + 1$ and go to Step 1.

We now add a few remarks about the above N-EG method. Firstly, observe that under the Euclidean case when $\| \cdot \| = \| \cdot \|_2$ and $\omega(x) = \|x\|^2/2$, the computation of $(y_t, x_t)$, $t \geq 1$, is the same as Korpelevich’s extragradient or Euclidean extragradient (E-EG) method. Secondly, it should be noted that, while the above N-EG method is similar to Nemirovski’s mirror-prox method for solving monotone VI problems, its convergence analysis and the specification of the algorithmic parameters (e.g., $\| \cdot \|$, $\omega(\cdot)$ and $\gamma_k$) differ significantly from those in [21], since we are dealing with a much wider class of problems and using different termination criteria.

In order to establish the convergence properties of the above N-EG method, we first need to show a few technical results.

Let $p(u)$ be a convex function over a convex set $X \in \mathbb{R}^n$. Assume that $u^*$ is an optimal solution of the problem $\min \{p(u) + \|u - \bar{x}\|^2 : u \in X\}$ for some $\bar{x} \in X$. Due to the well-known fact that the sum of a convex and a strongly convex function is also strongly convex, one can easily see that

$$p(u) + \|u - \bar{x}\|^2 \geq \min \{p(v) + \|v - \bar{x}\|^2 : v \in X\} + \|u - u^*\|^2.$$ 

The next lemma generalizes this result to the case where the function $\|u - \bar{x}\|^2$ is replaced with the prox-function $V(\bar{x}, u)$ associated with a convex function $\omega$. It can be viewed as a Bregman version of “growth formula” for strongly convex functions and is based on a Pythagora-like formula for Bregman distances. The proof of this result can be found, e.g., in Lemma 1 of [15] and Lemma 6 of [16].

**Lemma 4.1.** Let $X$ be a convex set in $\mathbb{R}^n$ and $p, \omega : X \rightarrow \mathbb{R}$ be differentiable convex functions. Assume that $u^*$ is an optimal solution of $\min \{p(u) + V(\bar{x}, u) : u \in X\}$. Then,

$$p(u^*) + V(\bar{x}, u^*) + V(u^*, u) \leq p(u) + V(\bar{x}, u), \quad \forall u \in X.$$ 

With this result, we can show an important recursion of the N-EG method for VI($X, F$). More specifically, let $x^* \in X^*$ be an optimal solution, the next result describes how the the distance $V(x_k, x^*)$ decreases at each iteration of the N-EG method.

**Lemma 4.2.** Let $x_1 \in X$ be given and the pair $(y_k, x_{k+1}) \in X \times X$ be computed according to (4.1)-(4.2). Also let $X^*$ denote the solution set of VI($X, F$). Then, the following statements hold:

a) There exists $x^* \in X^*$ such that

$$-\frac{\gamma_k^2}{2\alpha} \|F(x_k) - F(y_k)\|^2 + V(x_k, y_k) \leq V(x_k, x^*) - V(x_{k+1}, x^*); \quad (4.3)$$

b) If $F(\cdot)$ is Hölder continuous (i.e., condition (2.6) holds), then there exists $x^* \in X^*$ such that for any $\nu \in (0, 1]$,

$$V(x_k, y_k) - 2^{\nu-1} L^2 \gamma_k^2 \alpha^{-2(1+\nu)} \|V(x_k, y_k)\|^\nu \leq V(x_k, x^*) - V(x_{k+1}, x^*). \quad (4.4)$$

In particular, if $F(\cdot)$ is Lipschitz continuous (i.e., condition (2.7) holds), then we have

$$(1 - L^2 \gamma_k^2 \alpha^{-2}) V(x_k, y_k) \leq V(x_k, x^*) - V(x_{k+1}, x^*). \quad (4.5)$$

**Proof.** We first show part a). By (4.1) and Lemma 4.1 (with $p(\cdot) = \gamma_k (F(x_k), \cdot)$, $\tilde{x} = x_k$ and $u^* = y_k$), we have

$$\gamma_k \langle F(x_k), y_k - x \rangle + V(x_k, y_k) + V(y_k, x) \leq V(x_k, x), \quad \forall x \in X.$$
Letting $x = x_{k+1}$ in the above inequality, we obtain
\[
\gamma_k \langle F(x_k), y_k - x_{k+1} \rangle + V(x_k, y_k) + V(y_k, x_{k+1}) \leq V(x_k, x_{k+1}) \tag{4.6}
\]
Moreover, by (4.2) and Lemma 3.1 (with $p(\cdot) = \gamma_k \langle F(y_k), \cdot \rangle$, $\bar{x} = x_k$ and $u^* = x_{k+1}$), we have
\[
\gamma_k \langle F(y_k), x_{k+1} - x \rangle + V(x_k, x_{k+1}) + V(x_{k+1}, x) \leq V(x_k, x), \ \forall x \in X.
\]
Replacing $V(x_k, x_{k+1})$ in the above inequality with the bound in (4.6) and noting that $(F(y_k), x_{k+1} - x) = (F(y_k), y_k - x) - (F(y_k), y_k - x_{k+1})$, we have
\[
\gamma_k \langle F(y_k), y_k - x \rangle + \gamma_k \langle F(x_k) - F(y_k), y_k - x_{k+1} \rangle + V(x_k, y_k) + V(y_k, x_{k+1}) + V(x_{k+1}, x) \leq V(x_k, x),
\]
which, in view of Assumption A1, then implies that
\[
\gamma_k \langle F(x_k) - F(y_k), y_k - x_{k+1} \rangle + V(x_k, y_k) + V(y_k, x_{k+1}) + V(x_{k+1}, x^*) \leq V(x_k, x^*), \tag{4.7}
\]
In order to show (4.3), we only need to bound the left hand side of (4.7). By using Cauchy Schwarz inequality and (3.4), we have
\[
\gamma_k \langle F(x_k) - F(y_k), y_k - x_{k+1} \rangle + V(x_k, y_k) + V(y_k, x_{k+1}) + V(x_{k+1}, x) \leq V(x_k, x^*),
\]
where the last inequality follows from Young’s inequality. Combining the above observation with (4.7), we arrive at relation (4.3). Now, it follows from the assumption (2.6) and (3.4) that
\[
\| F(x_k) - F(y_k) \|_2^2 \leq L^2 \| x_k - y_k \|_{2\nu}^2 \leq L^2 \left[ \frac{2}{\alpha} V(y_k, x_k) \right]^{\nu}.
\]
Combining the previous observation with (4.3), we obtain (4.4). Relation (4.5) immediately follows from (4.4) with $\nu = 1$.

We are now ready to establish the complexity of the N-EG method for solving GMVI problems. We start with the relatively easier case when $F(\cdot)$ is Lipschitz continuous.

**Theorem 4.3.** Suppose that $F(\cdot)$ is Lipschitz continuous (i.e., condition (2.7) holds) and that the stepsizes $\gamma_k$ are set to
\[
\gamma_k = \frac{\alpha}{\sqrt{2L}}, \quad k \geq 1.
\]
Also let $R_\gamma(\cdot)$, $g(\cdot)$, $\tilde{g}(\cdot, \cdot)$ and $\phi(\cdot)$ be defined in (3.15), (3.16), (3.17) and (3.18), respectively.

a) For any $k \in \mathbb{N}$, there exists $i \leq k$ such that
\[
\| R_{\gamma_i} (x_i) \|_2^2 \leq \frac{8L^2}{\alpha^3 k} V(x_1, x^*), \quad k \geq 1; \tag{4.9}
\]

b) If $\omega(\cdot)$ has $Q$-Lipschitz continuous gradients w.r.t. $\| \cdot \|$, then for every $k \in \mathbb{N}$, there exists $i \leq k$ such that
\[
\tilde{g}(y_i, \phi_{\gamma_i} (x_i)) \leq 0 \quad \text{and} \quad \| \phi_{\gamma_i} (x_i) \|_2 \leq \frac{2L(\alpha + \sqrt{Q})}{\alpha^{3/2}} \sqrt{\frac{V(x_1, x^*)}{k}}; \tag{4.10}
\]
c) If, in addition, the set $X$ is bounded, then for every $k \in \mathbb{N}$, there exists $i \leq k$ such that

$$g(y_i) \leq \frac{2\sqrt{2}L(\alpha + \sqrt{2}Q)}{\alpha \sqrt{k}} \Omega_{\omega,X}^2,$$  \hspace{1cm} (4.11)

where $\Omega_{\omega,X}$ is defined in (3.17).

Proof. Using (4.5) and (4.8), we have

$$\frac{1}{2}V(x_k, y_k) \leq V(x_k, x^*) - V(x_{k+1}, x^*), \hspace{1cm} k \geq 1.$$  

Also it follows from (3.4) and definition (3.13) that

$$V(x_k, y_k) \geq \frac{\alpha}{2}\|x_k - y_k\|^2 = \frac{\alpha \gamma_k^2}{2}\|R_{\gamma_k}(x_k)\|^2.$$  \hspace{1cm} (4.12)

Combining the above two observations, we obtain

$$\gamma_k^2\|R_{\gamma_k}(x_k)\|^2 \leq \frac{4}{\alpha}V(x_k, x^*) - V(x_{k+1}, x^*), \hspace{1cm} k \geq 1,$$

which implies that

$$\min_{i=1,\ldots, k}\|R_{\gamma_i}(x_i)\|^2 \leq \frac{4}{\alpha\sum_{i=1}^k \gamma_i^2}V(x_1, x^*).$$  \hspace{1cm} (4.13)

Using the above inequality and (4.8), we obtain the bound in (4.9). Part b) directly follows from Proposition 3.8.a) and b) and bound (4.9). Moreover, Part c) follows from Proposition c), bound (4.9) and the definition of $\Omega_{X,\omega}$ in (3.10).

We now add a few comments about the results obtained in Theorem 4.3. Firstly, in view of Theorem 4.3.b), under the Euclidean setup where $\|\cdot\| = \|\cdot\|_2$ and $\omega(x) = \|x\|_2^2/2$ (hence $\alpha = 1$), the error bounds obtained in (4.10) is stronger than the corresponding ones in Theorem 5.2 of [19] in the following sense: (a) the bound is applicable to a more general class of VI problems, i.e., the GMVI problems; and (b) the second residual $\delta$ used in the notion of an $(\epsilon, \delta)$-strong solution associated with the sequence $\{y_k\}$ always vanishes as opposed to the one obtained in [19]. Secondly, our results apply also to the non-Euclidean setup where $\omega(\cdot)$ is not necessarily $\|\cdot\|_2^2/2$. This can lead to more efficient variants of the N-EG method for solving large-scale GMVI problems as demonstrated in Section 6.

In the next result, we discuss the convergence properties of the N-EG method for solving GMVI problems with Hölder continuous operators. For the sake of simplicity, we assume here that the number of iterations $k$ is fixed a priori.

**Theorem 4.4.** Suppose that $F(\cdot)$ is Hölder continuous (i.e., condition (2.6) holds) and that the stepsizes $\gamma_i, i = 1, \ldots, k$, in the N-EG method are set to

$$\gamma_i = \frac{\alpha^{1+\nu}}{L(2\nu)^2} \left( \frac{1}{k} \right)^{\frac{1+\nu}{2}},$$  \hspace{1cm} (4.14)

where $k$ be the number of iterations given a priori. Also let $R_{\gamma}(\cdot), g(\cdot), \tilde{g}(\cdot, \cdot)$ and $\phi_{\gamma}(\cdot)$ be defined in (3.13), (3.15), (3.16) and (3.18), respectively.
a) There exists \( i \leq k \) such that

\[
\| R_{\gamma_i}(x_i) \|^2 \leq \frac{8L^2}{\alpha^{2+\nu}k^\nu} [1 + V(x_1, x^*)];
\]  

(4.15)

b) If \( \omega(\cdot) \) has \( Q \)-Lipschitz continuous gradients w.r.t. \( \| \cdot \| \), then there exists \( i \leq k \) such that

\[
g(y_i, \phi_{\gamma_i}(x_i)) \leq 0 \quad \text{and} \quad \| \phi_{\gamma_i}(x_i) \|_* \leq \frac{2\sqrt{2C_\alpha L}}{(\alpha k)^{\frac{1}{2}}} [1 + V(x_1, x^*)]^{\frac{1}{2}},
\]  

where \( C_\alpha = 4 + Q/\alpha; \)

c) If, in addition, the set \( X \) is bounded, then there exists \( i \leq k \) such that

\[
g(y_i) \leq \frac{4\sqrt{2C_\alpha L\Omega_{\omega, X}}}{(\alpha k)^{\frac{1}{2}}} [1 + V(x_1, x^*)]^{\frac{1}{2}},
\]  

(4.17)

where \( \Omega_{\omega, X} \) is defined in (4.11).

Proof. Since the case when \( \nu = 1 \) has been shown in Theorem 4.3, we assume that \( \nu \in (0, 1) \). After rearranging the terms in (4.14), we obtain, \( \forall i = 1, \ldots, k \),

\[
\frac{1}{2} V(x_i, y_i) \leq V(x_i, x^*) - V(x_{i+1}, x^*) + 2^{\nu-1} L^2 \gamma_i^2 \alpha^{-(1+\nu)} [V(x_i, y_i)]^{\nu} - \frac{1}{2} V(x_i, y_i).
\]  

(4.18)

Note that, in view of the observation that

\[
\max_{d \geq 0} \{ a d^\nu - d/2 \} \leq a(2\nu a)^{-\frac{1}{\nu}} = \frac{1}{2} \frac{(2\nu)^{-\frac{1}{\nu}}}{\nu}, \quad \forall a > 0, \nu \in (0, 1),
\]

and relation (4.14), we have

\[
\Delta_i \leq \frac{1}{2} \left[ L^2 \gamma_i^2 \alpha^{-(1+\nu)} \right]^{-\frac{1}{\nu}} (2\nu)^{-\frac{1}{\nu}} = \frac{1}{2k}, \quad i = 1, \ldots, k.
\]

Moreover, it follows from (4.13) and (4.14) that

\[
V(x_i, y_i) \geq \frac{\alpha^2}{2} \| R_{\gamma_i}(x_i) \|^2 = \frac{\alpha^{2+\nu}k^{\nu-1}}{2L^2(2\nu)^{\nu}} \| R_{\gamma_i}(x_i) \|^2.
\]

Using the previous two bounds in (4.18), we conclude

\[
\frac{\alpha^{2+\nu}k^{\nu-1}}{4L^2(2\nu)^{\nu}} \| R_{\gamma_i}(x_i) \|^2 \leq V(x_i, x^*) - V(x_{i+1}, x^*) + \frac{1}{k}, \quad i = 1, \ldots, k.
\]

(4.20)

Summing up the above inequalities and using the fact that \( k \min_{i=1,\ldots,k} \| R_{\gamma_i}(x_i) \|^2 \leq \sum_{i=1}^k \| R_{\gamma_i}(x_i) \|^2 \), we have

\[
\frac{\alpha^{2+\nu}k^{\nu}}{4L^2(2\nu)^{\nu}} \min_{i=1,\ldots,k} \| R_{\gamma_i}(x_i) \|^2 \leq V(x_1, x^*) - V(x_{N+1}, x^*) + 1 \leq V(x_1, x^*) + 1,
\]

which clearly implies (4.15) in view of the fact that \( (2\nu)^{\nu} \leq 2 \).

We now show part b). The first inequality of (4.10) follows directly from Proposition 3.8a) and the definitions of \( x_i \) and \( y_i \). Note that by (3.14) and the fact that \( \gamma_1 = \gamma_2 = \ldots = \gamma_k \) due to (4.14), we have

\[
\min_{i=1,\ldots,k} \| \phi_{\gamma_i}(x_i) \| \leq \min_{i=1,\ldots,k} \left\{ L \left( \gamma_i \| R_{\gamma_i}(x_i) \| \right)^\nu + Q \| R_{\gamma_i}(x_i) \| \right\}
\]

\[
\leq L \left( \gamma_k \min_{i=1,\ldots,k} \| R_{\gamma_i}(x_i) \| \right)^\nu + Q \min_{i=1,\ldots,k} \| R_{\gamma_i}(x_i) \|, \]

(4.19)
which together with (4.14) and (4.15) then imply that

\[
\min_{i=1,\ldots,k} \| \phi_{\gamma_i}(x_i) \| \leq \frac{L}{k^{\frac{\nu}{2}}} \left[ \left( \frac{2\sqrt{2}(1+V(x_1,x^*))}{(2\nu)^{\frac{\alpha}{2}} \alpha^\frac{\nu}{2}} \right)^{\nu} + \frac{2\sqrt{2}Q(1+V(x_1,x^*))^{\frac{1}{2}}}{\alpha^{\frac{2\nu}{2}} + \frac{Q}{\alpha^{\frac{2\nu}{2}}}} \right] \leq \frac{2\sqrt{2}L(1+V(x_1,x^*))^{\frac{1}{2}}}{(\alpha k)^{\frac{\nu}{2}}} \left( 4 + \frac{Q}{\alpha} \right),
\]

where the last two inequalities follow from the facts that \( \nu \in (0,1] \) and that

\[
(2\nu)^{\frac{\nu}{2}} \geq \nu^{\frac{\nu}{2}} \geq e^{\frac{1}{4}} \geq \frac{1}{4}.
\]

Part c) follows from (3.20) and an argument similar to the one used in the proof of part b).

A few remarks about the results obtained in Theorem 4.4 are in place. Firstly, it seems possible to relax the assumption that the number of iterations \( k \) is given a priori. For example, if we set

\[
\gamma_i = \frac{\alpha^{1+\nu}}{L(2\nu)^{\frac{\nu}{2}}} \left( \frac{1}{i} \right)^{\frac{\nu}{2}}, \quad i = 1,2,\ldots,
\]

we can show essentially the same rate of convergence as the one obtained in (4.17) when the set \( X \) is bounded, and slightly worse (with an additional logarithmic factor \( \log(1/k) \)) convergence rate than those stated in (4.15) and (4.16) and (4.17) if the set \( X \) is unbounded.

Secondly, according to Theorem 4.4.b), if \( F(\cdot) \) is Hölder continuous, an \((\epsilon,0)\)-strong solution of \( \text{VI}(X,F) \) can be computed in at most

\[
O \left\{ \frac{V(x_1,x^*)^{\frac{1}{2}}}{\alpha^{\frac{\nu}{2}}} \left( \frac{QL}{\epsilon} \right)^{\frac{1}{2}} \right\}
\]

iterations. This complexity result appears to be new also for the case when \( F(\cdot) \) is monotone and the distance generating function \( \omega(\cdot) = \| \cdot \|_2^2/2 \).

Thirdly, the results in Theorem 4.4 indicate how the rates of convergence of the N-EG method depend on the continuity assumption about \( F(\cdot) \). In view of Theorem 4.4 if \( F(\cdot) \) is continuous but not necessarily Hölder continuous, i.e., \( \nu = 0 \), the sequence \( \{y_k\} \) generated by the N-EG method will not converge to any solutions of \( \text{VI}(X,F) \). We will address this issue in next section to deal with GMVI problems with much weaker continuity assumptions on their operators.

5. VI problems with general continuous operators.

In this section, we consider GMVI problems where the operator \( F(\cdot) \) is continuous but not necessarily Lipschitz or Hölder continuous. Our goal is to show that the N-EG method, after incorporating a simple line search procedure, can generate a sequence of solutions converging to the optimal one of \( \text{VI}(X,F) \) under this more general setting. More specifically, we study the conditions on the continuity assumption of \( F(\cdot) \) and those on the distance generating function \( \omega(\cdot) \) in order to guarantee the convergence of these types of N-EG methods applied to more general GMVI problems.

It should be noted that there exist a few earlier developments (e.g., Sun [30], Solodov and Svaiter [29]) that generalized Korpelevich’s extragradient method for solving GMVI problems. However, to the best of our knowledge, there does not exist any non-Euclidean extragradient type methods for solving GMVI problems. It should be noted that, while earlier extragradient type methods for GMVI problems (e.g., [29, 30]) rely on a certain monotonicity property of the metric projection (e.g., Gafni and Bertsekas [8]), in general such a property is not assumed by the prox-mapping.
A related but different work to ours is due to Auslender and Teboulle [1]. In [1], Auslender and Teboulle studied the generalization of the mirror-prox method for solving monotone and locally Lipschitz continuous VI problems by incorporating a line search procedure. More specifically, they show the convergence of their methods under the assumption that the prox-function $V(\cdot, \cdot)$ is quadratic. Our development significantly differs from [1] in the following aspects: i) we deal with VI problems with generalized monotone (e.g., pseudo-monotone) operators; ii) we use more general prox-functions which are not necessarily quadratic; and iii) we consider VI problems with general continuous operators, in addition to those with locally Lipschitz continuous operators.

We are now ready to describe a variant of the N-EG method obtained by incorporating a simple linear search procedure for solving VI problems with general continuous operators.

The N-EG method with line search (N-EG-LS):

**Input:** Initial point $x_1 \in X$, initial stepsize $\gamma_0 \in (0, 1)$ and $\lambda \in (0, 1)$.

0) Set $k = 1$;

1) Compute $R_{\gamma_0}(x_k)$. If $\|R_{\gamma_0}(x_k)\| = 0$ **terminate** the algorithm. Otherwise, choose the $\gamma_k$ with the largest value from the list $\{\gamma_0, \gamma_0\lambda, \gamma_0\lambda^2, \ldots\}$ such that

$$\|F(x_k) - F(y_k)\|^2 \leq \frac{\alpha}{\gamma_k^2} V(x_k, y_k),$$

where $y_k = P_{x_k}(\gamma_k F(x_k))$;

3) Compute

$$x_{k+1} = P_{x_k}(\gamma_k F(y_k));$$

4) Set $k = k + 1$ and go to Step 1.

In order to establish the convergence of the above N-EG-LS method, we first need to show certain properties of the line-search procedure used in Step 1 of this algorithm. In the remaining part of this section, we say that the line search procedure is well-defined if the following two conditions hold:

a) The line search procedure will terminate (i.e., condition (5.1) will be satisfied) after a finite number of steps in choosing $\gamma_k$ from the list $\{\gamma_0, \gamma_0\lambda, \ldots\}$ for any $k \geq 1$;

b) There exists $K \in \mathbb{N}$ and $\gamma^* > 0$ such that

$$\gamma_k \geq \gamma^* \quad \forall k \geq K.$$ (5.3)

Note that condition b) is used to show the convergence of the sequence $\{x_k\}$ (c.f., Lemma 3.3).

Traditionally, the well-definedness of the line search procedure was established by using certain important properties of the metric projection. Specifically, let us denote, for any $x \in \mathbb{R}^n$ and $d \in \mathbb{R}^n$,

$$\theta(\beta) := \frac{\|\Pi_X(x + \beta d) - x\|_2}{\beta}, \quad \beta > 0.$$ (5.4)

Then, it is shown by Gafni and Bertsekas [8] that the function $\theta(\beta)$ is monotonically nonincreasing with respect to $\beta$. In Proposition 5.2 we show that, if $F(\cdot)$ is a general continuous operator, the line-search procedure is well-defined under a much weaker assumption than the aforementioned the monotonicity of $\theta(\beta)$. Moreover, we present a sufficient condition on $\omega(\cdot)$ which can guarantee that the above assumption is satisfied. In addition, we show in Proposition 5.3 that we do not need any conditions similar to (5.4) when $F(\cdot)$ is locally Lipschitz continuous. The following well-known property of the prox-mapping (e.g., Lemma 2.1 in [21]) is used in the proof of Proposition 5.2.

**Lemma 5.1.** Let $x \in X$ be given. we have

$$\|P_x(\phi_1) - P_x(\phi_2)\| \leq \alpha^{-1} \|\phi_1 - \phi_2\|_*, \quad \forall \phi_1, \phi_2 \in \mathbb{R}^n.$$ (5.5)
using this observation, (3.4) and (3.13), we have
\[ \lim_{x \to x_k^\gamma} \geq \beta > 0. \] (5.6)

On the other hand, using the Lipschitz continuity of the prox-mapping (see (5.5)), and the fact that \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), we have \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), \( \forall j \geq 1 \).

We now show that relation (5.6) holds with \( q = 1 + \alpha^2/\gamma^2 \), where \( \alpha \) is the modulus of \( \omega(\cdot) \).

Proof. Suppose first that condition (5.6) holds. Consider an arbitrary iteration \( k, k \geq 1 \). Let us denote \( \gamma_k := \gamma_k \lambda^j \) and \( y_k := P_{x_k}(\gamma_k F(x_k)), j \geq 0 \). Observe that \( \|R_{x_k}(x_k)\| > 0 \) whenever the line search procedure occurs. Using this observation, (3.4) and (3.13), we have
\[ \frac{V(x_k, y_k)}{\gamma_k^2} \geq \frac{\alpha}{2\gamma_k^2} \|x_k - y_k\|^2 = \frac{\alpha}{2\gamma_k^2} \|R_{x_k}(x_k)\|^2 > 0. \] (5.7)

The above inequality together with (5.6) then imply that
\[ \frac{V(x_k, y_k)}{\gamma_k^2} \geq \frac{V(x_k, y_k)}{q(\gamma_k)^2} \geq \frac{\alpha}{2q} \|R_{x_k}(x_k)\|^2 > 0, \forall j \geq 1. \]

Assume for contradiction that the line search procedure does not terminate in a finite number of steps. Then, we have
\[ \|F(x_k) - F(y_k)\|^2 > \frac{\alpha^2}{\gamma_k^2} \|R_{x_k}(x_k)\|^2 > 0, \forall j \geq 1. \] (5.8)

It then follows from the above two inequalities that
\[ \|F(x_k) - F(y_k)\|^2 > \frac{\alpha^2}{2q} \|R_{x_k}(x_k)\|^2 > 0, \forall j \geq 1. \] (5.9)

On the other hand, using the Lipschitz continuity of the prox-mapping (see (5.5)), and the fact that \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), we have \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), \( \forall j \geq 1 \). This observation, in view of the fact that \( F(\cdot) \) is continuous, then imply that \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), which clearly contradicts with (5.8). Hence, the line search procedure must terminate in a finite number of steps.

We now show that there exists \( K \in \mathbb{N} \) and \( \gamma^* > 0 \) such that (5.3) holds. Assume for contradiction that \( \lim_{x \to x^\gamma_k} \geq \beta > 0 \). Let us denote \( \tilde{x}_k := P_{x_k}(\beta^2 \gamma_k F(x_k)) \). By the choice of \( \gamma_k \), we know that (5.1) is not satisfied for \( y_k = \tilde{x}_k \), hence we have
\[ \|F(x_k) - F(\tilde{x}_k)\|^2 > \frac{\alpha^2}{(\beta - 1)^2} \|V(x_k, \tilde{x}_k)\|^2 \geq \frac{\alpha^2}{q(\gamma_k)^2} \|V(x_k, \tilde{x}_k)\|^2 \geq \frac{\alpha^2}{2q(\gamma_k)^2} \|R_{x_k}(x_k)\|^2 > 0, \forall k \geq 1. \] (5.10)

where the second inequality is due to (5.6). Using the Lipschitz continuity of the prox-mapping (see (5.5)), and the assumption that \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), we have \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), \( \forall j \geq 1 \). This observation, in view of the fact that \( F(\cdot) \) is continuous, then imply that \( \lim_{x \to x_k^\gamma} \geq \beta > 0 \), which clearly contradicts with (5.10).

We now show that relation (5.10) holds if \( \omega(\cdot) \) has \( Q \)-Lipschitz continuous gradients. Denote \( x^+_\gamma \equiv P_{x_k}(\gamma \phi) \), \( x^-_\beta \equiv P_{x_k}(\beta \phi) \). It follows from Lemma 4.1 (with \( p(\cdot) = \gamma \phi, \cdot, \tilde{x} = x \) and \( u^* = x^+_\gamma \)) that
\[ \gamma \langle \phi, x^+_\gamma - z \rangle + V(x, x^+_\gamma) + V(x^-_\beta, z) \leq V(x, z), \forall z \in X. \]

Letting \( z = x^-_\beta \) in the above relation, we have
\[ V(x, x^+_\gamma) - V(x, x^-_\beta) \geq \gamma \langle \phi, x^+_\gamma - x^-_\beta \rangle + V(x^-_\beta, x^+_\gamma). \]
then the line search procedure will terminate in at most
\[ (3.4), \text{ we have} \]

contradiction. In order to show that there exists \( K \) which, in view of (2.7), then implies that \( L \)

Combining the above two conclusions, relations (3.4) and (3.5), we obtain

steps. Moreover, in the latter case we have

where the last inequality follows from the definition of \( q \) and the fact that \( \gamma \geq \beta \). Also note that by the

Optimality condition of (5.3), we have

\[ \langle \beta \phi + \nabla \omega(x^+) - \nabla \omega(x), x^+ - x^+ \rangle \geq 0. \]

Combining the above two conclusions, relations (3.4) and (3.5), we obtain

\[ q^2 V(x, x^+) - \beta^2 V(x, x^+) \geq \left( \frac{\gamma Q}{\alpha} \right)^2 V(x, x^+) + \beta^2 V(x, x^+) \]

\[ \geq \left( \frac{\gamma Q}{\alpha} \right)^2 V(x, x^+) + \beta^2 V(x, x^+) \]

\[ \geq \frac{\alpha}{2} \left[ \left( \frac{\gamma Q}{\alpha} \right)^2 \| x - x^+ \|^2 - 2 \beta Q \frac{\gamma}{\alpha} \| x^+ - x^+ \| - \beta \| x^+ - x^+ \|^2 \right] \]

\[ = \frac{\alpha}{2} \left( \frac{\gamma Q}{\alpha} \| x - x^+ \| - \beta \| x^+ - x^+ \|^2 \right)^2 \geq 0, \]

from which (5.6) immediately follows.

The next result identifies certain special cases where we do not need any additional assumptions on the \( \omega(\cdot) \) in order to guarantee the well-definedness of the linear search procedure.

**Proposition 5.3.** Suppose that \( F(\cdot) \) is locally Lipschitz continuous. Then, regardless the choice of \( \omega(\cdot) \),

the line search procedure in the N-EG-LS method is well-defined. In particular, if \( F(\cdot) \) is Lipschitz continuous,

then the line search procedure will terminate in at most

\[ \max \left\{ 1, \log_k \frac{\alpha}{\sqrt{2^2 \gamma_0 L}} \right\} \]

steps. Moreover, in the latter case we have

\[ \gamma_k \geq \min \left\{ \frac{\lambda \alpha}{\sqrt{2^2 \gamma_0 L}}, \gamma_0 \right\}, \forall k \geq 1. \quad (5.10) \]

**Proof.** Consider the locally Lipschitz continuous case first. Suppose for contradiction that the line search

procedure is not well-defined. Then, by (3.4) and (5.1), we must have

\[ \| F(x_k) - F(y_{kj}) \|^2 > \frac{\alpha^2 V(x_k, y_{kj})}{2\gamma_{kj}}, \forall j \geq 1, \]

which, in view of (2.7), then implies that \( L^2 > \alpha^2/(2\gamma_{kj}), j \geq 1 \). Tending \( j \) to \( +\infty \), we have arrived at

a contradiction. In order to show that there exists \( K \in \mathbb{N} \) and \( \gamma_* > 0 \) such that (5.3) holds, suppose for contradiction that \( \lim_{k \to +\infty} \gamma_k = 0 \). Let us denote \( \hat{x}_k := P_{x_k}(\beta^{-1} \gamma_k F(x_k)) \). By the choice of \( \gamma_k \), (5.1) and

(3.4), we have

\[ \| F(x_k) - F(\hat{x}_k) \|^2 > \frac{\alpha}{(\beta^{-1} \gamma_k)^2} V(x_k, \hat{x}_k) \geq \frac{\alpha^2}{2(\beta^{-1} \gamma_k)^2} \| x_k - \hat{x}_k \|^2, \quad k \geq 1, \quad (5.11) \]
which, in view of (2.7), then implies that \( L^2 > \frac{\alpha^2}{(2(\beta^{-1}\gamma_k)^2)} \). Tending \( k \) to \(+\infty\), we have arrived at a contradiction.

Now consider the Lipschitz continuous case. By (2.5) and (3.3), we have

\[
\|F(x_k) - F(y_k)\| \leq L^2\|x_k - y_k\| \leq \frac{2L2V(x_k, y_k)}{\alpha}.
\]

Comparing the above inequality with (5.1), we can easily show the last part of the result. 

We are now ready to establish the main convergence properties of the above N-EG-LS method applied to GMVI problems with a general continuous operator \( F(\cdot) \).

**Theorem 5.4.** Suppose that the line-search procedure is well-defined. Then the sequences \( \{x_k\}_{k \geq 1} \) and \( \{y_k\}_{k \geq 1} \) generated by the N-EG-LS method converge to a strong solution of VI(\( X, F \)).

**Proof.** First note that relation (4.3) still holds for the variant of N-EG method due to our definitions of \( x_k \), \( y_k \) and \( \gamma_k \), \( k \geq 1 \). Moreover, it follows from the well-definedness of the line search step, relation (5.1) must hold for some \( \gamma_k > 0 \). Using relations (4.3) and (5.1), we can easily see that, for some \( x^* \in X^* \),

\[
\frac{1}{2} V(x_k, y_k) \leq V(x_k, x^*) - V(x_{k+1}, x^*), \quad k \geq 1.
\]

Clearly (5.12) implies that the sequence \( V(x_k, x^*) \) is nonincreasing. Therefore, it converges. Moreover, the sequence \( \{x_k\} \) is bounded. Summing up the inequalities in (5.12), we obtain

\[
\frac{1}{2} \sum_{k=1}^{\infty} V(x_k, y_k) \leq V(x_1, x^*),
\]

which then implies that

\[
\lim_{k \to +\infty} V(x_k, y_k) = 0. \tag{5.13}
\]

Using these observations, the fact that condition (5.3) holds for some \( K \in \mathbb{N} \) and \( \gamma^* \), and Lemma 3.5, there exists an accumulation point \( \hat{x} \) of \( \{x_k\} \) such that \( \hat{x} \in X^* \). We can replace \( x^* \) in (5.12) by \( \hat{x} \). Thus the sequence \( \{V(x_k, \hat{x})\} \) converges. Since \( \hat{x} \) is an accumulation point of \( \{x_k\} \), it easily follows that \( \{V(x_k, \hat{x})\} \) converges to zero, i.e., \( \{x_k\} \) converges to \( \hat{x} \in X^* \). The previous conclusion together with (5.13) then imply the convergence of \( \{y_k\} \). 

**Remark.** Observe that we can estimate the rate of convergence of the N-EG-LS method applied to GMVI problems with Lipschitz continuous operators. Indeed, by using (4.13) and (5.10), we have

\[
\min_{i=1,...,k} \|R_{\gamma_i}(x_i)\|^2 \leq \frac{4V(x_1, x^*)}{\alpha k \min\{\lambda^2\alpha^2/2L, \gamma_0^2\}}, \quad k \geq 1.
\]

The above bound is slightly worse than the one in (4.12). However, one potential advantage of the N-EG-LS method over the N-EG method is that it does not require the explicit input of the Lipschitz constant \( L \).

**6. Numerical Results.** In this section, we report preliminary results of our computational experiments where we compare the performance of different variants of the N-EG method discussed in this paper.

**6.1. Problem instances.** We focus on an important class of VI problems VI(\( X, F \)), where \( X \) is the standard simplex given by \( X = \{x \in \mathbb{R}^n : \sum_i x_i = 1, x_i \geq 0, i = 1, \ldots, n\} \) and \( F \) is a continuous. These problems are chosen for the following reasons: i) they have been extensively studied in the literature (e.g., [1] [20] [30] [33] [9]); ii) A set of complexity results for these problems have been developed in this paper; and iii) it is expected that the study on these VI problems with relatively simple feasible set \( X \) can shed some light on problems with more complicated feasible set \( X \).
In particular, the following instances have been used in our numerical experiments. Note that for most of these problems, the operator $F$ is not necessarily monotone.

a. Kojima-Shindo (KS) problem
This problem was studied in [26]. The operator $F : \mathbb{R}^4 \to \mathbb{R}^4$ is defined as:

$$F(x) = \begin{bmatrix} 3x_1^2 + 2x_1x_2 + 2x_2^2 + x_3 + 3x_4 - 6 \\ 2x_1^2 + x_1 + x_2^2 + 10x_3 + 2x_4 - 2 \\ 3x_1^2 + x_1x_2 + 2x_2^2 + 2x_3 + 9x_4 - 9 \\ x_1^2 + 3x_2^2 + 2x_3 + 3x_4 - 3 \end{bmatrix}.$$ 

b. Watson (WAT) problem
The operator $F : \mathbb{R}^{10} \to \mathbb{R}^{10}$ is given by $F(x) = Ax + b$, where

$$A = \begin{pmatrix} 0 & 0 & -1 & -1 & 1 & 1 & 0 & 1 & 1 \\ -2 & -1 & 0 & 1 & 1 & 2 & 2 & 0 & -1 \\ 1 & 0 & 1 & -2 & -1 & -1 & 0 & 2 & 0 \\ 2 & 1 & -1 & 0 & 1 & 0 & -1 & -1 & 1 \\ -2 & 0 & 1 & 1 & 0 & 2 & 2 & -1 & 1 \\ -1 & 0 & 1 & 1 & 1 & 0 & -1 & 2 & 0 \\ 0 & -1 & 1 & 0 & 2 & -1 & 0 & 0 & 1 -1 \\ 0 & -2 & 2 & 0 & 0 & 1 & 2 & 2 & -1 \\ 0 & -1 & 0 & 2 & 2 & 1 & 1 & 1 & -1 \\ 2 & -1 & -1 & 0 & 1 & 0 & 0 & -1 & 2 & 2 \end{pmatrix},$$

$b = e_i$ and $e_i$ is the unit vector. Hence, we have 10 different instances of Watson problem, i.e., WAT1, WAT2, ..., WAT10, obtained by setting $q = e_1, e_2, \ldots, e_{10}$. This problem was studied by Watson in [33].

c. Sun problem
This problem was discussed by Sun in [30] and we consider problems possibly in larger dimension. The operator $F : \mathbb{R}^n \to \mathbb{R}^n$ is given by $F(x) = Ax + b$, where

$$A = \begin{pmatrix} 1 & 2 & 2 & \cdots & 2 \\ 0 & 1 & 2 & \cdots & 2 \\ 0 & 0 & 1 & \cdots & 2 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & \cdots & 1 \end{pmatrix},$$

and $b = (-1, \ldots, -1)$. We consider problem instances with dimension $n$ ranging from 8,000 to 30,000.

d. Modified HP Hard (MHPH) problem
We modify the Harker’s procedure (19) to build an affine function $F(x) = Ax + b$, where the positive definite matrix $A$ is randomly generated as $A = MM^T$ (hence the VI problems are monotone). Each entry of the $n \times n$ matrix $M$ is uniformly generated in $(-15, -12)$ and vector $b$ has been uniformly generated in $(-500, 0)$. We generated instances with dimension $n$ ranging from 1,000 to 8,000.

e. Randomly generated (RG) instances
We consider an affine function $F(x) = Ax + b$, where each entry of the $n \times n$ matrix $A$ is uniformly generated in $(-50, 150)$ and $q$ is uniformly generated in $(-200, 300)$. We do not know if these VI problems are monotone or not. The dimension $n$ of these problem instances ranges from 1,000 to 3,000.
6.2. Euclidean algorithms for GMVI problems. Our first experiments are carried out to compare the two Euclidean extragradient methods, i.e., the E-EG and E-EG-LS method presented in this paper. We also compare these methods with a different method for solving pseudo-monotone VI problems developed by Sun (Algorithm C in [30]).

Note that two parameters $\gamma_0 \in (0, 1)$ and $\lambda \in (0, 1)$ are required for the line search procedure in the N-EG-LS or E-EG-LS methods. We used a simple fine-tuning procedure to determine these parameters which is briefly described as follows: for each group of problems, we choose a smaller set of representative instances and run these algorithms for each pair (totally 9 pairs) of parameters ($\gamma_0, \lambda$) chosen from $\{0.2, 0.4, 0.8\}$. We terminate these algorithm until the value of gap function $g(\cdot)$ falls below $10^{-1}$ (our target accuracy is $10^{-3}$) and report the number of calls to the projection (or prox-mapping). For each algorithm, we choose a pair ($\gamma_0, \lambda$) corresponding to the smallest total number of projection calls for this set of representative instances, and then use these parameters for all the instances of the same problem. For example, the results of E-EG-LS method applied to MHPH problem using the aforementioned fine-tuning procedure are reported in Table 1. And, in view of these results, we set $\gamma_0 = 0.2$ and $\lambda = 0.4$ for the E-EG-LS method applied to all instances for the MHPH problem.

Also for the Sun’s algorithm, we used the parameters suggested in [30]. All these algorithms were implemented in MATLAB R2009b on a Core i5 3.1 Ghz computer.

We compare the number of iterations $k$, total number calls of projection $np$ and $CPU$ time for the above three algorithms whenever the gap function $g(\cdot)$ evaluated at the point $x_k$ (see (3.15)) falls below $10^{-3}$. The results are reported for the HP hard and WAT problems as shown in Table 2 and Table 3, while the results for other problems are similar. We conclude from these results that using the Euclidean setup, the performance of E-EG-LS method is comparable to Sun’s method. Moreover, E-EG-LS method can significantly outperform the E-EG method especially when the Lipschitz constant $L$ is big. In next subsection, we will demonstrate how we can improve the performance of the E-EG-LS method by incorporating the non-Euclidean setup.
6.3. Euclidean vs. non-Euclidean algorithms for GMVI problems. In this subsection, we conduct experiments to illustrate how one can improve the performance of the extragradient methods by considering the following different settings: the p-norm algorithm with $\| \cdot \| = \| \cdot \|_1$ and $\omega(x) = \| x \|_2^2/2$ with $p = 1 + 1/\ln n$, the entropy algorithm with $\| \cdot \| = \| \cdot \|_1$ and $\omega(x) = \sum_i (x_i + \delta/n) \log(x_i + \delta/n) + \delta = 10^{-16}$, as well as the Euclidean algorithm with $\| \cdot \| = \| \cdot \|_2$ and $\omega(x) = \| x \|_2^2/2$.

We first compare these algorithms for a set of relatively smaller problem instances (namely the KS and WAT problems). As can be seen from Table 4, since the problem dimensions, $n = 4$ for the KS problem and $n = 10$ for the WAT problem, are very small, we do not observe significant advantages of the non-Euclidean algorithms.

We then consider problems of higher dimension. More specifically, we compare these three methods applied to SUN, MHPH and RG problems with the dimension from 1,000 to 30,000 and report the results in Table 5, Table 6 and Table 7 respectively. Clearly, for many instances, the non-Euclidean algorithms outperform the Euclidean algorithms in terms of the number of projection calls (np) and the total CPU time. Interestingly, p-norm algorithm is the fastest and the most stable one among all these algorithms. In particular, for the MHPH instances, the p-norm algorithm can be approximately twice faster than Euclidean algorithm. For the RG instances, the p-norm algorithm always outperforms the other two algorithms. In particular, it succeeds in solving all the problem instances up to accuracy $10^{-3}$ within our iteration limit (100,000 projection calls), while the other two algorithms failed for quite a few of these instances.
### Table 6.5
**Euclidean vs. non-Euclidean for Sun problem**

| n  | k | np | CPU time | k | np | CPU time | k | np | CPU time |
|----|---|----|----------|---|----|----------|---|----|----------|
| 8,000 | 24 | 153 | 24.133 | 16 | 74 | 23.904 | 24 | 73 | 15.507 |
| 10,000 | 24 | 153 | 31.840 | 17 | 79 | 31.949 | 24 | 73 | 18.502 |
| 12,000 | 25 | 166 | 45.817 | 17 | 79 | 40.155 | 25 | 70 | 23.104 |
| 14,000 | 26 | 178 | 59.312 | 17 | 81 | 47.345 | 25 | 70 | 28.755 |
| 16,000 | 26 | 178 | 74.740 | 17 | 81 | 58.547 | 25 | 70 | 33.381 |
| 18,000 | 26 | 178 | 91.107 | 17 | 81 | 66.517 | 25 | 70 | 38.872 |
| 20,000 | 26 | 178 | 110.365 | 17 | 81 | 75.739 | 25 | 70 | 44.673 |
| 22,000 | 26 | 178 | 132.564 | 17 | 81 | 86.175 | 26 | 79 | 61.854 |
| 24,000 | 26 | 178 | 153.19 | 17 | 81 | 96.034 | 26 | 79 | 71.495 |
| 26,000 | 26 | 178 | 183.08 | 17 | 81 | 108.56 | 26 | 79 | 79.217 |
| 28,000 | 27 | 192 | 227.62 | 17 | 81 | 121.23 | 26 | 79 | 93.716 |
| 30,000 | 27 | 192 | 251.04 | 17 | 81 | 138.51 | 26 | 79 | 104.24 |

†: Euclidean algorithm parameters $\gamma = 0.4, \lambda = 0.4$.
‡: p-norm algorithm parameters $\gamma = 0.2, \lambda = 0.4$.
§: entropy algorithm parameters $\gamma = 0.8, \lambda = 0.8$.

### Table 6.6
**Euclidean vs. non-Euclidean for HP Hard problem**

| n  | k | np | CPU time | k | np | CPU time | k | np | CPU time |
|----|---|----|----------|---|----|----------|---|----|----------|
| 1,000 | 318 | 3,868 | 26.395 | 113 | 818 | 9.969 | 386 | 2,609 | 38.813 |
| 1,500 | 523 | 6,877 | 77.657 | 108 | 822 | 16.976 | 240 | 1,640 | 58.926 |
| 2,000 | 200 | 2,519 | 41.262 | 148 | 1,147 | 28.877 | 272 | 1,863 | 110.18 |
| 2,500 | 322 | 4,148 | 110.82 | 205 | 1,604 | 49.562 | 391 | 2,747 | 257.67 |
| 3,000 | 323 | 4,341 | 165.63 | 685 | 5,350 | 246.60 | 1,189 | 8,431 | 1,189.0 |
| 3,500 | 262 | 3,549 | 159.73 | 146 | 1,150 | 68.561 | 256 | 1,815 | 345.51 |
| 4,000 | 304 | 4,173 | 263.77 | 521 | 4,087 | 254.72 | 905 | 6,563 | 1,576.7 |
| 4,500 | 455 | 6,454 | 417.96 | 328 | 2,588 | 199.29 | 660 | 4,717 | 1,468.7 |
| 5,000 | 471 | 6,130 | 529.51 | 749 | 5914 | 351.80 | 1,344 | 9,567 | 3,452.8 |
| 5,500 | 562 | 8,298 | 745.75 | 386 | 3,099 | 318.62 | 699 | 5,235 | 2,304.4 |
| 6,000 | 485 | 7,288 | 729.18 | 463 | 3,723 | 434.43 | 737 | 5,448 | 2,901.1 |
| 6,500 | 429 | 6,327 | 704.88 | 472 | 3,837 | 569.09 | 904 | 6,426 | 3,968.6 |
| 7,000 | 398 | 5,857 | 779.04 | 829 | 6,065 | 976.66 | 1,586 | 11,587 | 8,272.6 |
| 7500 | 360 | 5,256 | 791.16 | 389 | 3,064 | 517.58 | 707 | 5,125 | 4,228.3 |
| 8,000 | 699 | 10,761 | 1,769.3 | 1,248 | 10,327 | 1,866.7 | 2,969 | 22,200 | 20,543.0 |

†: Euclidean algorithm parameters $\gamma = 0.4, \lambda = 0.4$.
‡: p-norm algorithm parameters $\gamma = 0.2, \lambda = 0.2$.
§: entropy algorithm parameters $\gamma = 0.8, \lambda = 0.2$.

### Table 6.7
**Euclidean vs. non-Euclidean for randomly generated instances**

| n  | k | np | CPU time | k | np | CPU time | k | np | CPU time |
|----|---|----|----------|---|----|----------|---|----|----------|
| 1,000 | 250 | 2,061 | 13.993 | 55 | 432 | 8.7361 | 104 | 497 | 11.0605 |
| 1,500 | 4,381 | 35,049 | 561.82 | 1,630 | 14,647 | 352.56 | 4 | 4 | 4 |
| 2,000 | 1,627 | 14,017 | 223.88 | 791 | 6,994 | 208.48 | 3,170 | 16,084 | 822.72 |
| 2,500 | 4 | 4 | 4 | 223 | 1,903 | 84.454 | 4 | 4 | 4 |
| 3,000 | 1,046 | 9,415 | 307.67 | 36 | 313 | 15,928 | 409 | 2,070 | 264.99 |

‡: Indicates that the number of projection calls np > 100,000.
†: Euclidean algorithm parameters $\gamma = 0.8, \lambda = 0.2$.
‡: p-norm algorithm parameters $\gamma = 0.2, \lambda = 0.4$.
§: entropy algorithm parameters $\gamma = 0.2, \lambda = 0.2$. 
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7. Conclusion. This paper studies a class of generalized monotone variational inequality (GMVI) problems whose operators are not necessarily monotone (e.g., pseudo-monotone) or Lipschitz continuous. Our main contribution consists of: i) defining proper termination criterion for solving these VI problems; ii) presenting non-Euclidean extragradient (N-EG) methods for computing approximate strong solutions of these problems; iii) demonstrating how the iteration complexities of the N-EG methods depend on the global Lipschitz or Hölder continuity properties for their operators and the smoothness properties for the distance generating function used in the N-EG algorithms; and iv) introducing a variant of the N-EG algorithm by incorporating a simple line-search procedure to deal with problems with more general, not necessarily Hölder continuous operators. Moreover, numerical studies are conducted to illustrate the significant advantages of the developed algorithms over the existing ones for solving large-scale GMVI problems.
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