Beyond CNNs: Exploiting Further Inherent Symmetries in Medical Image Segmentation
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Abstract—Automatic tumor or lesion segmentation is a crucial step in medical image analysis for computer-aided diagnosis. Although the existing methods based on convolutional neural networks (CNNs) have achieved the state-of-the-art performance, many challenges still remain in medical tumor segmentation. This is because, although the human visual system can detect symmetries in 2-D images effectively, regular CNNs can only exploit translation invariance, overlooking further inherent symmetries existing in medical images, such as rotations and reflections. To solve this problem, we propose a novel group equivariant segmentation framework by encoding those inherent symmetries for learning more precise representations. First, kernel-based equivariant operations are devised on each orientation, which allows it to effectively address the gaps of learning symmetries in existing approaches. Then, to keep segmentation networks globally equivariant, we design distinctive group layers with layer-wise symmetry constraints. Finally, based on our novel framework, extensive experiments conducted on real-world clinical data demonstrate that a group equivariant Res-UNet (called GER-UNet) outperforms its regular CNN-based counterpart and the state-of-the-art segmentation methods in the tasks of hepatic tumor segmentation, COVID-19 lung infection segmentation, and retinal vessel detection. More importantly, the newly built GER-UNet also shows potential in reducing the sample complexity and the redundancy of filters, upgrading current segmentation CNNs, and delineating organs on other medical imaging modalities.

Index Terms—Control across kernels, group equivariant segmentation framework, medical image segmentation, neural networks, visualization analysis.

I. INTRODUCTION

MEDICAL image analysis has been playing a growing and critical role in the entire clinical diagnosis process, especially with the rapid development of the medical imaging technology [1], [2]. In order to address the new challenges this development has brought on and to support the clinical diagnosis process more effectively, there is an urgent need for the development of automatic and accurate medical image segmentation technologies, exhibiting a lower false positive rate and false negative rate. In particular, tumor (or lesion) segmentation in CT volumes is one of the most challenging tasks in medical image segmentation, because of the following reasons: 1) the existing low contrast between tumors and their surrounding tissues with similar appearances; 2) the unpredictability of tumors in location, shape, size, and number from different patients; 3) the intensity dissimilarity within different parts in a tumor; and 4) the availability of only limited medical data and potential manual errors in pixel-level annotations.

Currently, convolutional neural networks (CNNs) have been utilized as a proven and effective approach to address the above challenges [3], [4]. Based on CNNs, many new segmentation models have been proposed, for example, the patch-based model, the image-based model, the nonlocal- or the attention- or the context aggregation-based models, and the 3-D CNN model [5], [38], [39], [40], [41]. Leaving aside the pros and cons of those models, we find that they have partly improved the performance of medical tumor segmentation by designing novel network architectures. Most importantly, the common trait among these advanced segmentation models is that their performance and reliability heavily depend on regular CNN operations. Nevertheless, as can be observed, in contrast to the human visual system which can detect symmetries existing in images effectively, basic convolutional operations in regular CNNs can only exploit translational invariance, while overlooking further inherent symmetries in medical images. For example, in the test images in Fig. 1, we can observe that the upper well-trained Res-UNet model based on regular CNNs cannot generate consistent predictions for tumor regions
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when only rotating the same test slice, which indicates defects of regular CNNs in medical image segmentation tasks.

In order to equip regular CNNs with the capability of exploiting more symmetry properties, three types of representative solutions have been reported. First, the widely used data augmentation, as a common and effective method, has been proposed to obtain approximate invariance toward various transformations [6]. Data augmentation can constrain the network training process as a entire to learn more filters for different transformations and thus improve performance, however, (Shortcoming 1) the size of learned CNN models grows bigger leading to a higher redundancy of kernels and a higher overfitting risk. More importantly, (Shortcoming 2) this soft constraint does not guarantee invariance of well-trained CNNs on the test data or even on the training data, as shown in Fig. 1. Second, instead of implicitly learning symmetries by rotating input images, existing rotation equivariant networks with explicitly constraining feature maps can maintain multiple rotated feature maps at each layer and are easy to be implemented [7]. Consequently, (Shortcoming 3) the computation of these rotation operations largely increases memory requirements by rotating and repeating original feature outputs at each layer. Finally, exploiting rotation equivariance by acting on filters has become a promising research direction [8], [9]. Although rotating convolutional kernels can achieve local symmetries among different orientations at each convolutional layer, (Shortcoming 4) these solutions generally limit the depth and the global rotation equivariance of networks due to the dimensionality explosion and the exacerbating noise from orientation pooling operations.

This article proposes corresponding solutions to the four shortcomings given above, inspired by group equivariant CNNs for general image classification [10]. For Shortcoming 1, we build a symmetry group by incorporating translations, rotations, and reflections together to significantly increase the utilization of each kernel and reduce the numbers of filters. For Shortcoming 2, we design strong layer-wise constraints with rigorous mathematical foundations to guarantee networks be equivariant at each layer. For Shortcoming 3, we perform our equivariant transformations on filters, rather than on feature maps, in order to reduce memory requirements. For Shortcoming 4, our proposed group equivariant layers and modules can keep networks globally equivariant in an end-to-end fashion. Moreover, they can be stacked into deeper architectures for various vision segmentation tasks, with a negligible computational overhead over regular CNN-based counterparts.

By integrating the above solutions to the four shortcomings, we propose a novel group equivariant segmentation framework by designing new mathematically sound additional group layers and modules, according to inherent symmetries in medical images. As shown in Fig. 1, the bottom Group Res-UNet based on our proposed framework consistently predicts two liver tumor regions with rotated equivariant results and achieves more accurate segmentation performance.

The main contributions of this work are summarized as follows.

1) We propose novel group equivariant segmentation CNNs going beyond the concept of regular CNNs. Accordingly, more inherent symmetries existing in medical images are captured at each layer in more effective ways.

2) The proposed group layers can significantly improve the degree of weight sharing and increase expressive capacity of segmentation networks. More importantly, the group layers of our novel framework can keep the entire group CNNs globally equivariant for segmentation.

3) This work reveals a common bottleneck of the current segmentation networks, that is, localizing tumors is easy, but delineating tumor boundaries is difficult. To mitigate this problem, all the proposed group layers can be easily generalized in these modern CNN-based segmentation architectures with better performance.

Our empirical study shows that: 1) group segmentation CNNs significantly outperform the baseline regular CNN-based counterparts; 2) the proposed GER-UNet achieves the state-of-the-art performance on the real-world clinical hepatic tumor data based on different evaluation metrics; 3) two additional sets of experiments further demonstrate the generalization capability of the proposed method without the corresponding hyper-parameter adjustments for COVID-19 lung infection segmentation on CT data and retinal blood vessel detection on fundus images, compared to scene segmentation methods, and specialized retinal vessel detection methods, respectively; and 4) similarly, the proposed method also shows potential in delineating organs on other medical imaging modalities, including prostate segmentation on MRI data and thyroid segmentation on ultrasonography (US) data.

The remainder of this article is structured as follows: we first review the related work in Section II. Then, we discuss our proposed group equivariant segmentation framework in detail in Section III. Section IV presents experimental settings and performance comparison between our framework and the state-of-the-art methods. In Section V, we further demonstrate the generalization capability of our proposed framework on two more challenging tasks and on two different medical imaging modalities. Finally, in Section VI, we provide a summary of our contributions and also point out several promising future research directions.

II. RELATED WORK

In this section, we briefly review the equivariance of regular CNNs and introduce a new symmetry group concept. Then, data augmentation is discussed as a widely used approach.
Furthermore, we discuss some recent works in rotation equivariant networks and novel group equivariant CNNs.

A. Equivariant Property and Symmetry Group

We usually regard CNNs having translation invariance because each weight-shared feature kernel can detect the same object that could appear in any position of the entire input image [11]. In other words, when shifting the input image, regular CNNs can give a corresponding shift in the output feature maps, which is also called translational equivariance. Nevertheless, many images, including medical ones, exhibit not only translation equivariance but also rotation and reflection symmetries [12]. The current CNN models lack the ability to exploit such equivariant properties and have to learn more convolutional kernels with more training data to make up for the shortcomings. If we simply use eight rotated/reflected images as the training input, and train separate networks using different rotated/reflected images, and ensemble them to serve as a general model to address it, it would be an expensive solution and be hard to approximate in an equivariant manner. If we could replace the traditional single translational symmetry by a symmetry group, which covers more equivariant properties, such as translations, rotations, and reflections, to convolute each input data, and thus this would lead to more powerful and predictable performance in various vision tasks. Therefore, the current regular CNNs can be regarded as a special case of group CNNs.

B. Data Augmentation and Rotation Equivariant Networks

Data augmentation is a widely used technique to train a more robust neural-network model for real applications [6]. In essence, data augmentation methods mainly rely on random transformations on original data to increase the amount of data. Although such augmented data do help improve performance, they require a larger model capacity to save such copies of each feature filter for all the potential transformations. Actually, this soft constraint hardly guarantees equivariant properties on test data, even on training data, as shown in Figs. 1 and 5, where data augmentation methods, including rotations and reflections were also used on the training data. In addition, for the same problem, Dieleman et al. [7] proposed a rotation equivariant network by directly rotating each feature map at every layer, but this would substantially increase memory requirements. Recently, some rotated equivariant networks [8], [9] rotate convolutional kernels to achieve local symmetries among all the orientations. As a result, the network architectures are usually very shallow and the noise generated from the intermediate layers makes it difficult to maintain global equivariance.

C. Group Equivariant CNNs

In a groundbreaking work [10], Cohen and Welling introduced group equivariant CNNs by exploiting symmetry groups for general image classification. In particular, the group convolution operation can increase the representation capacity of the network without increasing the number of parameters. Spurred by this theory, there are a growing numbers of works for various computer vision applications [12], [13], [14], [15]. For example, in terms of segmentation tasks, Veeling et al. [12] directly utilized the classification network proposed in [10] to distinguish each input patch cropped from the entire image for segmentation. Furthermore, Li et al. [13] proposed an automatic skin lesion segmentation method. Although the method proposes a deeply supervised learning model, it does not give an accurate interpretation with rigorous mathematical proofs. Similarly, Winkens et al. [14] proposed to improve semantic segmentation performance by exploiting rotation and reflection symmetries, but there is no detailed method illustration or sufficient experimental verification in their paper. Winkens, and Cohen also utilized the equivariant CNNs for pulmonary nodule detection in CT scans [15].

In contrast to the works discussed above [12], [13], [14], [15], our proposed segmentation framework extends the theory of group equivariance [10] from image classification to semantic segmentation, by further devising group equivariant up-sampling, output and skip Connection modules for feature decoding and fusion. Moreover, our framework belongs to image-based segmentation category as it exploits an efficient and end-to-end segmentation network acting on the entire image.

In the next section, we will discuss the proposed group modules in our framework in detail, and then construct a novel Group Res-UNet for hepatic tumor segmentation and other object segmentation tasks in medical image analysis. For the benefit of researchers working in this domain, we plan to make the implementation details available online upon acceptance. 1

III. PROPOSED GROUP EQUIVARIANT SEGMENTATION FRAMEWORK

This section first introduces mathematical convolution formulas for signal and image processing, and then discusses symmetric properties with kernel-based equivariant operations. Then, we propose several core modules by adding layerwise symmetry constraints into our framework. Finally, we design a group equivariant Res-UNet (called GER-UNet) as an example to illustrate how to make these core modules work together for medical image segmentation tasks with the global equivariance.

A. Mathematical Convolution

In a groundbreaking work [10], Cohen and Welling introduced group equivariant. In mathematics, the convolution operation is a main tool for signal analysis and processing due to signal attenuation over time. For example, assume that an input signal function \( f(t) \) and a time response function \( g(t) \) are given, then the output signal at time \( T \) is calculated as follows:

\[
[f * g](T) = \int_{-\infty}^{+\infty} f(t)g(T-t)dt. \tag{1}
\]

Therefore, we can observe that the convolution operation consists of two parts: 1) a function rollover (from \( g(t) \) to
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that the translation followed by a convolution is the same as
for the translation equivariance of regular CNNs, we can see
kernel, for example, \( w \) as follows:

\[
[f \ast w_t^{(l)}](x) = \sum_{y \in \mathbb{Z}^2} \sum_{k=1}^{K^{(l-1)}} f_k(y) w_{t,k}^{(l)}(x - y)
\]  
(2)

where \( f : \mathbb{Z}^2 \to \mathbb{R}^{K^{(l-1)}} \) is the input function at the \( t \)-th layer which means that the stack of feature maps \( f \) outputted at the \((t - 1)\)th layer returns a \( K^{(l-1)} \) vector at each pixel coordinate \((u,v) \in \mathbb{Z}^2\); similarly, \( w_t^{(l)} : \mathbb{Z}^2 \to \mathbb{R}^{K^{(l-1)}} \) is the \( i \)-th convolutional kernel function at the \( t \)-th layer. Therefore, for the translation equivariance of regular CNNs, we can see that the translation followed by a convolution is the same as a convolution followed by a translation [10]:

\[
\left[\left[L_t f\right] \ast w_t^{(l)}\right](x) = \sum_{y \in \mathbb{Z}^2} \sum_{k=1}^{K^{(l-1)}} f_k(y - t) w_{t,k}^{(l)}(x - y)
\]

\[
= \sum_{y \in \mathbb{Z}^2} f_k(y) w_{t,k}^{(l)}((x - t) - y)
\]

\[
= \left[L_t \left[ f \ast w_t^{(l)} \right] \right](x)
\]  
(3)

where \( L_t \) is a translation operator by \( y \to y + t \) and \( f \ast w_t^{(l)} \) is also a function on \( \mathbb{Z}^2 \). However, this property from regular CNNs is not equivariant to a rotation operator \( L_r \). On the contrary, this process has to be done by rotating the kernel \( w_t^{(l)} \)

\[
\left[\left[L_t f\right] \ast w_t^{(l)}\right](x) = \left[L_r \left[ f \ast \left(L_r^{-1}\right)^{-1} w_t^{(l)} \right] \right](x)
\]  
(4)

where it is shown that rotating the input feature maps \( f \) and then convoluting with a filter kernel \( w_t^{(l)} \) is the same as the rotation operation by \( L_r \) of the convolution between the original input \( f \) and the inverse-rotated filter kernel \( (L_r)^{-1} w_t^{(l)} \).

Analogously, the process can also be performed for reflection operators with the above formula. Therefore, to achieve these kinds of goals without additionally learning rotated and reflected copies of the same filter by utilizing more training data, we introduce group operations on symmetry groups to replace these conventional operations in regular CNNs, which can equip CNNs with more equivariant properties.

B. Core Modules in the Proposed Framework

Group Input Layer: In our framework, all the network operations are based on the same symmetry group, which consists of translations, rotations by multiples of \( \pi/2 \), and reflections. So, all the convolutional input comes into groups of \( \|G = \{g\}\| = 8 \) which corresponds four pure rotations and their own roto-reflections. Among all the group convolution operations \( G \), only the first layer is applied on the original input images, which is called the group input layer. Therefore, in this \( \mathbb{Z}^2 \to G \) convolution process, we convolute the input image with eight rotated and reflected versions of the same kernel, for example, \( w_1^{(1)} \) in (5). The entire group input layer is visually demonstrated in Fig. 2 where the input image of size \( 448 \times 448 \times 3 \) and the kernel size is \( 3 \times 3 \times 3 \). In addition, the parameters stride \( = 1 \) and padding \( = 1 \) are also set to control the size of output like regular CNNs

\[
[f \ast w_1^{(1)}](g) = \sum_{y \in \mathbb{Z}^2} \sum_{k=1}^{K^{(0)}} f_k(y) w_{1,k}^{(1)}(g^{-1}y)
\]  
(5)

where \( K^{(0)} \) is the number of channels from input images. Note that, in this layer, the input image \( f : \mathbb{Z}^2 \to \mathbb{R}^{K^{(0)}} \) and the filter \( w_1^{(1)} : \mathbb{Z}^2 \to \mathbb{R}^{K^{(0)}} \) all belong to functions of \( \mathbb{Z}^2 \), but \( f \ast w_1^{(1)} \) is a function on group \( G \). And, the equivariance (under translations, rotations and reflections) of the group input layer can be derived by analogy to (3), with any predefined group operators, for example, \( L_r : y \to ry \) as follows:

\[
\left[L_t f\right] \ast w_t^{(1)}(g) = \sum_{y \in \mathbb{Z}^2} \sum_{k=1}^{K^{(0)}} f_k(ry) w_{1,k}^{(1)}(g^{-1}y)
\]

\[
= \sum_{y \in \mathbb{Z}^2} \sum_{k=1}^{K^{(0)}} f_k(y) w_{1,k}^{(1)}((r^{-1}g)^{-1}y)
\]

\[
= \left[L_t \left[ f \ast w_t^{(1)} \right] \right](g).
\]  
(6)

Group Hidden Layer: Different to the group input layer, the next hidden layers are all operated on feature map groups based on the outputs from the previous layer. So, we call this \( G \to G \) convolution process as the group hidden layer. Because different kernels are designed for different orientations of input group feature maps, we need to convolute the input feature maps with eight rotated and reflected symmetric group operations \( G \) for each orientation. The details about this group hidden layer can be further understood in the following equation and the visually convolutional representation as shown in Fig. 3. Therefore, all the layers and filters after the first group input layer are all functions on \( G \)

\[
[f \ast w_i^{(l)}](g) = \sum_{h \in G} \sum_{k=1}^{K^{(l-1)}} f_k(h) w_{i,k}^{(l)}(g^{-1}h).
\]  
(7)

Similar to (5), the equivariance (under translations, rotations, and reflections) of the group hidden layer can be derived with any predefined group operators \( L_r : h \to rh \) as follows:

\[
\left[L_t f\right] \ast w_t^{(l)}(g) = \sum_{h \in G} \sum_{k=1}^{K^{(l-1)}} f_k(r^{-1}h) w_{i,k}^{(l)}(g^{-1}h)
\]
the group output layer to transform all the orientation channels over each orientation to obtain the equivariance for segmentation and reflections. To this end, we adopt globally average pooling over all the orientations. In order to connect two sets of output blocks, we extend this operation on group outputs of regular skip connections acting on two individual feature maps, respectively, or concatenate all the group feature maps at the current layer and interpolate them all at once, and then separate them into eight orientations again. Therefore, the upsampling operation is equivariant by acting on each group feature position from group equivariant feature maps. Note that this process is performed in sequence for keeping the group up-sample layer equivariant as well.

Group Skip Connections: Skip connections have been proven effective in segmentation networks for recovering detailed features by combining encoder and decoder feature maps, for example, UNet [17] and FCNs [16]. Because of regular skip connections acting on two individual feature output blocks, we extend this operation on group outputs over all the orientations. In order to connect two sets of group convolutional outputs from the encoder and the decoder stages, we add or concatenate them together, following each orientation. In this way, our Group Skip Connections can obtain more details from each symmetry property, leading to more accurate segmentation predictions. Meanwhile, the sum of two group equivariant feature maps is also group equivariant.

Group Output Layer: This layer is the last layer in our framework to generate the final segmentation score results, called the Group Output Layer. Furthermore, this is a $G \rightarrow \mathbb{Z}^2$ aggregation process, which aims to aggregate all the group segmentation outputs over various orientations. More importantly, this aggregation layer is quite critical to keep our group segmentation framework equivariant over different rotations and reflections. To this end, we adopt globally average pooling over each orientation to obtain the equivariance for segmentation tasks. In our medical tumor segmentation tasks, we utilize the group output layer to transform all the orientation channels $f(h)$ into a single pixel-wise 2-D predicted output map $f(x)$

$$f(x) = \frac{1}{|G|} \sum_{h \in G} f(h).$$

Note that we ignore the group max-pooling layer in our segmentation framework due to its significant reduction in resolution of feature maps, which is not conducive for segmentation [18], instead we use our group hidden layer with different strides. In addition, other batch normalization operations and nonlinear pointwise activations (e.g., ReLU) are also locally equivariant on each symmetry group $G$, which can allow all these group layers to be stacked for much deeper group CNN segmentation models with global equivariance.

C. GER-Unet Model

To evaluate the performance of our proposed group equivariant segmentation framework, we design a GER-Unet model for medical tumor segmentation, which is based on ResNet blocks and our proposed core modules. The entire architecture of our proposed GER-Unet is shown in Fig. 4, where all the convolutions, batch normalizations, activation operations, and other layers are constructed by our group equivariant counterparts. The architecture consists of one group input layer, eight ResNet blocks, numerous group hidden layers, three group up-sample layers, one group output layer, and others for the pixel-wise segmentation task.

IV. Experiments and Analysis

Extensive experiments are conducted on a real clinical hepatic tumor CT dataset, to answer the following questions: 1) is the entire segmentation framework equivariant to rotation? 2) can the group equivariant CNN model outperform its regular CNN counterpart for segmentation? and 3) is such a simple GER-Unet model better or more competitive than the state-of-the-art methods in this task?

A. Experimental Settings

Datasets and Evaluation Metrics: To evaluate our proposed group equivariant segmentation framework, a public and available liver tumor segmentation dataset [19] is used in all the experiments. This dataset includes 131 contrast-enhanced abdominal 3-D CT scans, which are collected from 131 studied subjects who were suffering from various hepatic tumor diseases and different medical imaging acquisition devices from around the world. In addition, of all the CT slices, there are only 7190 slices with tumor information. To comprehensively compare tumor segmentation results among different segmentation methods, we use the most complete evaluation criteria in image segmentation tasks [20], [21], including the Dice, Hausdorff distance, Jaccard, Precision (called positive predictive value), Specificity (called true negative rate) and F1 score. It should be kept in mind that, the smaller the Hausdorff distance, the better the segmentation results; and for the other criteria the opposite is the case.

Parameter Setting: The dataset is randomly split into 4:1 for model training and testing. All the experiments
for all the segmentation methods were conducted on Nvidia Tesla Volta V100 to which access was provided by the National Computational Infrastructure (NCI). For our GER-UNet and the baseline regular R-UNet models, the batch size is set to 4 for training and the initial learning rate is 2e-4. The learning rate will gradually decrease as the number of training times increases. The training process is performed over 300 epochs, with an early stopping strategy for obtaining the optimal parameters. The basic cross-entropy loss function is used to compute the loss errors after each epoch. Also, we adopt the common Adam optimizer to update the entire network parameters. In addition, following the same data preprocessing from [20], all images are normalized into \([-1.6, 1.6]\) before imputed to the training. The widely used data augmentation techniques are also used to train the regular R-UNet model and others, including image contrast transformation in HSV color space, image shift, scale, aspect, rotation, vertical flip, and horizontal flip [20]. In other words, the training images contain rotated and reflected images for model training. The other methods chosen for comparison are implemented following the details in the corresponding papers and codes on the same datasets and settings with ours.

Comparison Methods: We select nine state-of-the-art segmentation methods to compare with ours grouped under three categories.

1) U-Net and Its Variants: U-Net [17], Attention UNet [21], and Nested UNet [22].
2) Context-Based Methods: R2U-Net [23], CE-Net [20], and Self-attention model [24].
3) Attention-Based Methods: SENet [25], DANet [18], and CS-Net [5].

B. Results and Findings on the Hepatic Tumor Dataset

The experimental results are presented in Table I and all discussions and findings will be reported as follows according to the three questions raised in the first paragraph of Section IV.

Finding 1 (GER-UNet Has a Robust Equivariance): To evaluate the stability of predictions and the equivariance under rotation of the same input, we present a visual analysis shown in Figs. 1 and 5. Although data augmentation techniques are used on each training image and different at each epoch, the well-trained regular R-UNet gives very different predictions between an original test image and its rotated version, especially, for the boundary regions, which shows defects of current regular CNNs in medical image segmentation. In contrast, the same R-UNet architecture with our proposed group layers is equivariant to the rotation operation on the test image, allowing us to obtain the same predictions by rotating the corresponding output score map. More importantly, by encoding these translation, rotation, and reflection equivariances on each symmetry group \(G\), the learned group CNN model accurately discriminates object regions with much clearer boundaries, which look more like the corresponding ground truth in Fig. 5. In short, our proposed segmentation framework keeps the learned group CNN model equivariant for input transformations and substantially improves the segmentation performance over its standard CNN counterpart.

Finding 2 (GER-UNet Is Overwhelmingly Superior Compared to Its Regular CNN Counterpart): As mentioned before, regular CNNs can be regarded as a special case of group CNNs because the former has only a single translation equivariance, whereas ours has more equivariant properties. As an ablation study, in order to fairly evaluate the differences between them, we design a novel and standard UNet architecture based on ResNet, called regular R-UNet (or Res-UNet) and then we replace all those basic operations by our group equivariant layers (see Section III). Meanwhile, in order to keep the model parameters consistent between them, we reduce the filter size of each layer to \(1/\sqrt{8}\) due to eight symmetry operations in our group \(G\) for each filter, with total 12.14M (ours-w.-add) versus 12.12M parameters (Regular R-UNet). As shown in Table I, we observe that our group equivariant segmentation model (GER-UNet) performs consistently better than its regular CNN version (Regular R-UNet). In particular, in terms of the important Dice similarity coefficient and Precision indices, ours is 4.03 % and 7.41 % higher than its corresponding Regular R-UNet. This indicates that our novel group equivariant operations significantly improve the performance of medical tumor segmentation in comparison to regular CNN-based layers.
Fig. 5. Equivariant comparison on predicted outputs between regular segmentation CNNs and our group segmentation CNNs on several testing cases. Note that the inputs include the original testing images and their corresponding rotated versions like Fig. 1. In addition, we only show predicted tumor regions due to page limitations and arrows indicate significant differences on both the outputs from regular CNNs.

### TABLE I

| Methods/Metrics | Dice   | Hausdorff Distance | Jaccard | Precision | Specificity | F1    |
|-----------------|--------|---------------------|---------|-----------|-------------|-------|
| U-Net [17]      | 80.27  | 40.13               | 71.30   | 74.95     | 99.86       | 81.68 |
| Attention U-Net [21] | 81.81  | 34.23               | 73.39   | 77.18     | 99.87       | 83.03 |
| Nested U-Net [22] | 80.14  | 36.65               | 71.29   | 74.79     | 99.86       | 81.46 |
| R2U-Net [23]    | 78.75  | 35.43               | 69.27   | 72.84     | 99.83       | 80.34 |
| CE-Net [20]     | 84.43  | 27.13               | 76.75   | 81.34     | 99.91       | 85.35 |
| Self-attention [24] | 83.52  | 31.56               | 75.83   | 81.16     | 99.91       | 84.61 |
| SENet [25]      | 83.42  | 30.45               | 75.58   | 79.95     | 99.90       | 84.43 |
| DANet [18]      | 85.48  | 27.50               | 78.55   | 84.05     | 99.93       | 86.35 |
| CS-Net [5]      | 84.12  | 26.42               | 76.21   | 80.23     | 99.90       | 85.11 |
| Regular R-UNet  | 82.60  | 32.44               | 74.77   | 79.82     | 99.90       | 83.95 |
| GER-UNet (ours-w-add) | **86.63** | **24.79**          | **80.31** | **87.23** | **99.95**   | **87.51** |
| GER-UNet (ours-w-concat) | **86.16** | **26.83**          | **79.77** | **86.27** | **99.94**   | **87.21** |

**Finding 3 (GER-UNet Is More Accurate Than the State-of-the-Art Methods):** The current novel and popular segmentation methods build their network architectures deeper and wider based on UNet or FCNs, while also embedding more advanced techniques into networks, as illustrated in the compared methods. To evaluate these state-of-the-art approaches and ours, we have trained and tested them on the same clinical medical tumor dataset. As shown in Table I, the results indicate that our proposed group equivariant GER-UNet performs consistently better than all the compared methods under different evaluation metrics for hepatic tumor segmentation, with the best Dice value with 86.63%, Jaccard index with 80.31%, Precision with 87.23%, F1 score with 87.51%, and the shortest Hausdorff Distance with 24.79 pixels. Overall, the average gain of our GER-UNet over all the compared methods (including the baseline Regular R-UNet) achieves clear improvements, which, respectively, are 4.18% in Dice, 7.40% in the Hausdorff Distance, 6.02% in Jaccard, 8.60% in...
infection regions. The dataset includes 20 COVID-19 3-D CT scans collected by Ma et al. [26]; there are several challenging tasks on this dataset. In this experiment, we choose a challenging and related task with our method to recognize and label infected lung regions automatically, as shown in Fig. 6 with several examples. The most difficult point of this task is that only four training cases (20% of all) can be used to train the proposed method and remaining 16 cases (80% of all) are used for testing, which looks like a few-shot or zero-shot medical image segmentation task. Therefore, in order to deal with this challenge, we use the open first-fold data sets of five-fold separated combinations to train and test our proposed group equivariant segmentation method (i.e., GER-UNet).

**Results:** As we propose a novel medical image segmentation framework, the implementation details are based on a 2-D medical image segmentation architecture. Therefore, an important experiment with the proposed method is a comparison with those popular and new semantic scene segmentation methods despite the fact that 2-D medical image segmentation and general scene segmentation belong to two kinds of research problems from two research fields. So, this experiment mainly performs a performance comparison between these robust segmentation methods on the COVID-19 lung infection task to analyze their differences, including the newest benchmark result from 3-D nnU-Net.

As can be observed in Table II, we have several revealing findings.

1) Robust scene segmentation methods cannot exhibit consistent high segmentation performance on COVID-19 lung infection regions. Moreover, the state-of-the-art method DANet on scene segmentation tasks only achieves 69.19% performance in Dice, whilst the popular and classic DeepLabv3+ and PSPNet give more accurate predictions of lung infections of COVID-19 with respect to Dice of 72.85% and 73.84%. Similar results in this task are also obtained using other evaluation metrics among these scene segmentation methods.

**V. DISCUSSION**

Generalized experiments are implemented to further evaluate the effectiveness and performance of the proposed method on two challenging tasks on real-world medical datasets. One of them is to localize and segment lung infection regions for patients with COVID-19, compared to several popular and state-of-the-art scene segmentation methods. The other one is to detect retinal blood vessels on Fundus images by comparing ours with those specialized retinal vessel segmentation methods. In addition, two different medical imaging modality datasets are also used to further validate the proposed method with the same experimental settings, which are prostate segmentation on MRI data and thyroid segmentation on US data, respectively. Furthermore, 95% confidence intervals of our performance results on all the datasets are listed in the supplementary materials and we give comparisons of computation-time complexity and number of parameters as well. We should note that there are two basic but important objectives for the test of the generalization capability of a newly proposed method, which are, respectively, 1) whether the proposed method works well on other medical image segmentation tasks; 2) whether the proposed method works well with the same experimental settings without further tuning them for different tasks and datasets (also called without human interaction); and 3) whether the proposed method shows potential in delineating organs on other medical imaging modalities.

**A. On the Lung Infection Dataset of COVID-19**

**Dataset:** This is a new and urgent medical image analysis task under the current influence of COVID-19, which is based on a well-labeled COVID-19 CT dataset as a benchmark to evaluate different annotation methods for lung and infection regions. The dataset includes 20 COVID-19 3-D CT scans.
2) Our group equivariant segmentation method obtains more stable and robust performance under various evaluation performance than those of scene semantic segmentation methods. For example, the Dice result of ours is 73.93%, the precision of 82.09%, and the F1 of 76.27%. Meanwhile, we need to point out that our GER-UNet is trained from scratch while scene segmentation methods are usually pretrained on ImageNet or have used some pretrained base networks in their network architectures.

3) The 3-D medical segmentation method is worse than other 2-D ones in this few-shot task. As we know, 3-D medical image segmentation methods are also quite popular in dealing with 3-D medical imaging scans because the relationship between the neighboring 2-D slices can also be encoded into models for accurate segmentation. However, in the few-shot learning task, the 3-D nnU-Net method only achieves 68.08% Dice Coefficient result which is really less than those of 2-D segmentation methods. One reason we can think of might be that 3-D medical segmentation methods usually include multiple 3-D convolutional operations with a larger amount of parameters than 2-D convolutional ones, which naturally leads to the overfitting risk when there are only a few training scans.

### B. On the Retinal Vessel Detection Dataset

**Dataset:** The related task is to detect retinal blood vessels from fundus images where the public DRIVE benchmark dataset [29] is used for evaluating different medical image segmentation methods. There are totally 40 2-D fundus images in this dataset, a half of which are used for training and the other half for testing. Moreover, in order to annotate retinal blood vessels on each image, two experts have manually labeled them. In our experiments, we also follow the same training and testing sets from the dataset and their labels from the first expert (as the ground truth) to train our GER-UNet and then test the well-trained model on the testing set. As shown in Fig. 6 with several examples, we can observe that the main challenges of this task on DRIVE include low contrast, complex backgrounds, limited training cases, and a large proportion of small retinal vessels. All the experimental results are taken from the published papers which proposed the methods that are compared with in our experiments and the evaluation criteria are also the same, including the sensitivity, the accuracy, and the AUC (i.e., the area under receiver operation characteristic curve).

**Results:** As a challenging medical image segmentation task, there are many specialized machine learning-based methods to automatically detect and segment retinal blood vessels. This experiment is to show the retinal vessel detection performance of our proposed GER-UNet and its generalization capability following the same hyper-parameters from the above experiments without any human intervention. Among these specialized retinal vessel detection and segmentation methods, we have chosen some conventional machine-learning methods [30], [31], [32] and some newly-proposed deep neural-network methods [17], [20], [33], [34], [35], [36], [37] for comprehensive comparisons on the DRIVE benchmark dataset.

As shown in Table III, we can observe that: 1) overall, the performance gap between the compared methods is very small in terms of the accuracy measure (from 94.34% to 95.80%) and the AUC measure (from 96.01% to 98.02%, except 86.20% of [32]), while the sensitivity gap is relatively large from 72.50% to 85.59% among all these retinal vessel segmentation methods; 2) under the three metrics, deep learning-based methods (e.g., 78.18 ± 3.87% in the sensitivity on average) slightly outperform traditional machine-learning methods in this task (e.g., 74.42 ± 1.66% in the sensitivity on average); and 3) our proposed GER-UNet has a significant improvement in the sensitivity (85.59%) compared to the others and our accuracy (95.65%) and the AUC (97.49%) results are also competitive. In other words, our proposed group equivariant operations can capture more of the small retinal blood vessels with a lower missed detection rate than other specialized methods on fundus images, which also provides further evidence of the importance of exploiting inherent symmetries of medical images in improving the performance of detection and segmentation of regions of interest.

### C. On Other Medical Imaging Modalities

**Datasets:** The Prostate MRI dataset is to segment the prostate in transversal T2-weighted MR images, which involves different patients with benign disease and prostate cancer. In addition, all 50 cases come from multiple centers and multiple MRI device vendors, where we randomly select five cases as the test case and others for training. The Thyroid US dataset is to segment the thyroid in US. This dataset includes 16 cases with 3-D US volumes and all scans contain healthy thyroids, where 13 cases are randomly used...
TABLE III
PERFORMANCE COMPARISON OF SPECIALIZED RETINAL VESSEL DETECTION AND SEGMENTATION METHODS ON THE DRIVE DATASET WITH WIDELY USED EVALUATION METRICS (%), INCLUDING TRADITIONAL MACHINE-LEARNING METHODS AND NEW DEEP NEURAL NETWORK-BASED METHODS. NUMBERS IN BOLD REPRESENT THE BEST RESULTS AND UNDERLINED ONES MEAN THE SECOND BEST

| Methods/Metric (%) | Azoparidi [30] | Roychowdhury [31] | Zhao [32] | HED [33] | U-Net [17] | DeepVessel [34] | Backbone (of) | CE-Net [20] | Deformable-ConvNet [35] | MSDNet [36] | DUNet [37] | Ours |
|-------------------|----------------|-------------------|----------|----------|------------|----------------|---------------|-----------|------------------------|-----------|-----------|-----|
| Sensitivity       | 76.55          | 72.50             | 74.20    | 73.64    | 75.37      | 76.03          | 77.81         | 81.23     | 73.11                   | 81.23     | 79.63     | 85.59 |
| Accuracy          | 94.42          | 95.20             | 95.40    | 94.34    | 95.31      | 95.23          | 94.77         | 95.80     | 94.86                   | 95.78     | 95.66     | 95.65 |
| AUC               | 96.14          | 96.72             | 86.20    | 97.23    | 96.02      | 97.52          | 97.05         | 97.93     | 96.93                   | 97.87     | 98.02     | 97.49 |

TABLE IV
PERFORMANCE COMPARISON FOR PROSTATE SEGMENTATION ON MRI DATA AND FOR THYROID SEGMENTATION ON US DATA, MEASURED BY COMMONLY USED EVALUATION METRICS, INCLUDING THEIR MEAN VALUES AND 95% CONFIDENCE INTERVALS. NUMBERS IN BOLD REPRESENT THE BEST RESULTS. NOTE THAT THE HAUSDORFF DISTANCE USES PIXEL UNITS AND OTHERS %

| Methods/Metrics | Methods/Metrics | Dice | Hausdorff Distance | Jaccard | Precision | Specificity | F1 |
|----------------|----------------|------|--------------------|---------|-----------|-------------|----|
| Prostate (MRI) | Mean           | 79.72| 36.00              | 70.13   | 75.91     | 99.40       | 82.41|
| U-Net [17]     | 95% CI         | [79.22, 80.23] | [34.93, 37.08] | [69.56, 70.70] | [75.36, 76.46] | [99.39, 99.41] | – |
| Regular R-UNet | Mean           | 79.38| 43.18              | 69.49   | 74.58     | 99.28       | 81.73|
| 95% CI         | [78.88, 79.88] | [42.05, 44.30] | [68.94, 70.05] | [74.01, 75.15] | [99.27, 99.30] | – |
| GER-UNet (ours-w.+add) | Mean | 82.35| 37.93              | 72.57   | 80.04     | 99.47       | 84.39|
| 95% CI         | [81.95, 82.76] | [36.74, 39.12] | [72.25, 73.24] | [79.51, 80.56] | [99.46, 99.49] | – |
| Thyroid (US)   | Mean           | 74.42| 95.19              | 65.07   | 81.01     | 99.64       | 75.49|
| U-Net [17]     | 95% CI         | [74.35, 74.49] | [94.74, 95.64] | [65.01, 65.14] | [80.94, 81.08] | [99.64, 99.65] | – |
| Regular R-UNet | Mean           | 72.36| 87.42              | 62.96   | 82.67     | 99.71       | 74.50|
| 95% CI         | [72.29, 72.44] | [87.01, 87.82] | [62.89, 63.03] | [82.60, 82.74] | [99.71, 99.71] | – |
| GER-UNet (ours-w.+add) | Mean | 75.72| 80.84              | 65.86   | 80.75     | 99.52       | 77.31|
| 95% CI         | [75.66, 75.79] | [80.55, 81.13] | [65.80, 65.92] | [80.68, 80.81] | [99.52, 99.53] | – |
| Traditional Methods | Dice | Level Set [43] | 71.17 | Graph Cut [43] | 72.77 | Classifier [43] | 64.33 |

for training and three cases for testing. Several examples are shown in Fig. 6 and more details about both datasets can be found in [42] and [43].

Results: Note that we regard both experiments as additional generalization capability tests for our algorithm, using the fixed hyper-parameters and models used in the previous experiments. As shown in Table IV, the quantitative results reveal that the proposed method has good generalization capability on other medical image modalities for segmentation. 95% confidence intervals are also provided to further illustrate the robustness of the proposed method in segmenting the prostate on MRI data and the thyroid on US data. Furthermore, compared to traditional methods [43] in segmenting the thyroid on the same US dataset, ours outperforms them as well. In addition, the qualitative comparison is displayed in supplementary materials which also include more details about used cases in experiments.

VI. CONCLUSION

To learn more precise representations for medical tumor segmentation, we have proposed a novel segmentation framework going beyond regular CNNs by leveraging more inherent symmetries in medical images. To this end, we have developed kernel-based equivariant operations on every orientation, which can also guarantee entire segmentation networks being globally equivariant by encoding layer-wise symmetry constraints at each group layer. This work not only dramatically reduces the redundancy of network filters, but also reveals a common bottleneck of current segmentation networks. Empirical evaluations on real-world clinical data have also shown the superiority of our novel group CNNs for medical tumor segmentation over other recently proposed methods. More importantly, four additional real-world medical segmentation tasks have further demonstrated the effectiveness and generalization capability of the proposed GER-UNet, including COVID-19 lung infection segmentation on CT data, retinal blood vessel detection on fundus images, prostate segmentation on MRI data, and thyroid segmentation on US data. In addition, our comprehensive experiments with visualization analysis have also revealed several important findings for medical image segmentation.

In the future, we plan to explore 3-D medical equivariant segmentation models and develop more inherent symmetries of medical images, for example, reducing the size of rotation angles. Furthermore, we stipulate that our group segmentation framework can be extended into any popular CNN-based segmentation architectures, with the proposed group up-sample layer, the group output layer, and group skip connections. We also plan to explore such extended architectures on other challenging medical imaging tasks.
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