Discrete analog of the Jacobi set for vector fields
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Abstract

The Jacobi set is a useful descriptor of mutual behavior of functions defined on a common domain. We introduce the piecewise linear Jacobi set for general vector fields on simplicial complexes. This definition generalizes the definition of the Jacobi set for gradients of functions introduced by Edelsbrunner and Harer.
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1 Introduction

In this article we give a construction of a piecewise linear analog of the Jacobi set for vector fields. This set serves as a descriptor of the relation between vector fields defined on a common domain.

For the gradient fields of Morse functions $f_1, \ldots, f_k : D \to \mathbb{R}$, where $D$ is a domain in $\mathbb{R}^N$, or more generally an $N$-dimensional manifold, the Jacobi set is the subset of $D$ formed by all points at which the gradients of these functions are linearly dependent. This set can be used for extracting useful information about the mutual behavior of multiple functions [1]. As Jacobi sets for a pair of functions on the plane it appears for different reasons in [2] (see also [3]), and in general form it was introduced in [4].

For applications, it is helpful to have a discrete analog of the Jacobi set, and such an analog for functions defined on triangulated complexes was introduced in [4]. In the same article, the problem of extending the proposed methods to general vector fields was posed. We demonstrate how to do that on the example of pairs of vector fields on the plane.
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2 The piecewise linear Jacobi set

We recall the main definitions and results from [4].

A Morse function on a compact manifold $M$ is a function $f : M \to \mathbb{R}$ that has only a finite number of critical points, where the matrix of second derivatives is nondegenerate and the function values are distinct from each other. For two Morse functions $f, g : M \to \mathbb{R}$ defined on a compact manifold $M$, their Jacobi set is defined as the set $J(f, g)$ where their gradients are linearly dependent. Equivalently, $J(f, g)$ can be described as the set of all critical points of functions $h_\lambda = f + \lambda g$ and $e_\lambda = \lambda f + g$ for all $\lambda \in \mathbb{R}$. For two generic Morse functions $f$, $g$ having no common critical points, $J(f, g)$ is a 1-submanifold of $M$.

In the discrete case of two functions $f$, $g$ defined on the vertices of a triangulation $K$ of a $d$-dimensional manifold, we can extend $f$ and $g$ to PL-functions on the entire complex $K$ and view each as a limit of a series of smooth functions. Motivated by this viewpoint, the discrete Jacobi set $J(f, g)$ is introduced [4] as a 1-dimensional subcomplex of $K$ consisting of edges $uv$, with multiplicity, along which, in the limit, the critical points of $h_\lambda$ and $e_\lambda$ travel as $\lambda$ varies.

To state the precise definition, we need some notation. Let $K$ be a simplicial complex. The star of its simplex $\sigma$ is the set of all simplices containing $\sigma$, and the link $L_k \sigma$ consists of all simplices in the closure of the star of $\sigma$ that are disjoint from $\sigma$. Note that $L_k \sigma$ is itself a complex. Let $h$ be a real-valued function on the vertices of a simplicial complex $K$. For a simplex $\sigma \in K$, define the lower link $L_k \sigma$ in $K$ with respect to $h$ to be the portion of $L_k v$ that bounds the set of all simplices in the star of $v$ that have $v$ as the vertex with the maximal value of $h$.

Consider an edge $uv \in K$. We disregard the edges with $g(u) = g(v)$. Denote by $\lambda^* = \lambda^*(u, v)$ the value of $\lambda$ that equalizes the values of the linear combination $f + \lambda g$ at both ends of the edge: $f(u) + \lambda^* g(u) = f(v) + \lambda^* g(v)$. Denote this linear combination by $h$: $h = f + \lambda^* g$. The link of the vertex $u$ is a triangulation of a $(d - 1)$-sphere containing $v$. The multiplicity of the edge $uv$ is defined as the sum of reduced Betti numbers $\beta_i$ of the lower link $L_k uv$ with respect to $h$. The piecewise linear Jacobi set of two functions $f, g$ on $K$ is defined as the one-dimensional subcomplex $J(f, g)$ of $K$ consisting of all edges having nonzero multiplicity, together with their endpoints.

We now review the general definition for the special cases of 2- and 3-dimensional simplicial complexes.

In two dimensions, the star of an edge $uv$ consists of two 2-simplices neighboring along $uv$, and $L_k uv$ is just two vertices $a, b$ opposite $uv$ in these 2-simplices (fig. 1, a). Thus, the edge $uv$ belongs to $J(f, g)$ if and only if the values $h(a)$, $h(b)$ are either both greater or both smaller than the value of $h(u) = h(v)$, where $h = f + \lambda^* g$, and $\lambda^* = (f(u) - f(v))/(g(v) - g(u))$. This condition can be rewritten in terms of function differences in adjacent vertices. For any function $f : K \to \mathbb{R}$ and edge $xy$, denote $df(xy) = f(y) - f(x)$. Then we can write

$$uv \in J(f, g) \iff dh(ua) \text{ and } dh(ab) \text{ have the same sign,}$$

where $h = f + \lambda^* g$ and $\lambda^* = df(uv)/df(vu)$. \hspace{1cm} (1)
This condition is actually symmetric in $u$ and $v$, since $dh(vx) = dh(ux) - dh(uv)$ for any vertex $x$, and $dh(uv) = 0$.

In a triangulation of a three-dimensional manifold, the link $L_k uv$ of an edge $uv$ is a triangulation of a circle. The multiplicity of an edge $uv$ in the Jacobi set $\mathcal{J}(f, g)$ is equal to the sum of the reduced Betti numbers of the lower link $L_k uv$ with respect to $h$:

$$\tilde{\beta}_{-1} + \tilde{\beta}_0 + \tilde{\beta}_1,$$

where $\tilde{\beta}_{-1}$ is 1 if the lower link is empty, and 0 otherwise; $\tilde{\beta}_0$ is one less than the number of connected components in $L_k uv$ if this number is positive, and 0 otherwise; $\tilde{\beta}_1$ is 1 if the lower link is the entire circle, and 0 otherwise.

In fig. 1, the link of $uv$ is shown in bold lines. This link is a triangulation of a circle. Denote its consecutive vertices by $a_0, a_1, \ldots, a_{k-1}$, and put $a_k = a_0$. As previously, $dh(xy)$ stands for the difference $h(y) - h(x)$. Count the number of times the difference $dh(ua_i)$ changes from negative to positive along the circle:

$$\beta_0 = \#\{i : dh(ua_i) < 0 \text{ and } dh(ua_{i+1}) > 0, \ 0 \leq i < k\}.$$

Then the multiplicity of the edge $uv$ in $\mathcal{J}(f, g)$ is $|\beta_0 - 1|$. In particular, if the lower link of the edge $uv$ with respect to $h$ consists of just a single component that is not the entire circle, the edge does not belong to the Jacobi set.

The functions $h_\lambda(v) = f + \lambda g$ are linear in $\lambda$ for any given $v$. Because of that, any $v \in L_k u$ changes its status as inside/outside the lower link of $u$ with respect to $h_\lambda$ exactly once as $\lambda$ grows from $-\infty$ to $+\infty$, namely at $\lambda = \lambda^*(u, v) = df(uv)/dg(vu)$. So in dimension 2, the number of connected components $\beta_0$ in the lower link of $u$ is either the same at both extremes, or 0 for one of them and 1 at the other. Obviously, for an edge $uv \notin \mathcal{J}$, passing $\lambda^*(u, v)$ does not change $\beta_0$. For $uv \in \mathcal{J}$, passing $\lambda^*$ either changes $\beta_0$ by one or does not change $\beta_0 = 1$ if on either side of $\lambda^*$ the lower link is all of the link of $u$. Counting the parity of $\beta_0$, we see that the number of edges $uv \in \mathcal{J}$ for a fixed vertex $u$, i.e. the degree of $u$ in $\mathcal{J}$, must be even. A similar argument, after

![Figure 1: The link of an edge in a triangulation of (a) 2-manifold (b) 3-manifold](image-url)
Figure 2: Zigzags in a simplicial Jacobi set (red) for functions $f = ((x - 1)^2 + y^2)((x + 1)^2 + y^2)$ (dotted level lines) and $g = (x - 1)^2 + (y - 1)^2$ (dashed level lines). The triangulation is obtained from a square grid with step $\frac{1}{6}$. The continuous black line is the smooth Jacobi set.

unfolding each multiple critical point into multiple simple critical points, holds in any dimension:

**Even-degree lemma** [4]. The degree of any vertex $u$ in $J$ is even.

Although the even-degree lemma guarantees that the discrete Jacobi set can be represented as a continuous polyline, it may contain spurious cycles and zigzags, becoming inconveniently large. For example, if the simplicial complex in question is a fine enough regular triangulation of a plane, the discrete Jacobi set may appear to fill entire 2-dimensional regions on the plane (fig. 2). A variety of simplification techniques exist for the smooth as well as discrete versions of the Jacobi set ([6], [7]).

3 The piecewise linear Jacobi set for vector fields

The main idea behind our definition is as follows. The gradient

$$df = \left( \frac{\partial f}{\partial x^1}, \ldots, \frac{\partial f}{\partial x^N} \right)$$

of a function $f : D \to \mathbb{R}$ is in fact a 1-form which is a linear form on vector fields. Indeed, its value for a vector field $X$ is the derivative of $f$ in the direction
of $X$:
\[ D_X f = X^i \frac{\partial f}{\partial x^i}, \]
where we assume the summation over the repeated index. To obtain the gradient vector field we have to raise the index by using some non-degenerate quadratic form $g^{ik}$ (usually the inverse of the metric tensor $g_{ik}$):
\[ (\nabla f)^i = g^{ik} \frac{\partial f}{\partial x^k}, \]
where again we assume the summation over the repeated index $k$. The Euclidean metric is given by the tensor
\[ g_{ik} = g^{ik} = \begin{cases} 1 & \text{for } i = k \\ 0 & \text{otherwise,} \end{cases} \]
the gradient of the function and the gradient vector field look the same, but in general coordinates their numerical expressions are different. We refer for detailed discussion, for instance, to [5].

Since the lowering of the index (the convolution)
\[ X^i \rightarrow Y_k = g_{ik} X^i \]
maps linearly dependent vector fields into linearly dependent 1-forms, it is enough to define the Jacobi sets for 1-forms.

For a triangulated complex $K$, 1-forms $Y$ are linear functions on oriented 1-chains, i.e., on oriented edges:
\[ Y(uv) \in \mathbb{R} \quad \text{where } uv \text{ is an oriented edge in } K. \]
We interpret the Edelsbrunner–Harer definition of the Jacobi set of two gradient vector fields as the definition of the Jacobi set of two 1-forms that are coboundaries of linear functions on the vertices of $K$:
\[ Y(uv) = df(uv) = f(v) - f(u). \]
For a triangulation of a smooth manifold $K$ and a smooth function $f : K \rightarrow \mathbb{R}$ the discretization of its gradient (covector) field is exactly given by the formula above where $f$ is evaluated in the vertices of the triangulation.

Given a smooth 1-form $\omega$ on a triangulated manifold, we have to construct a 1-form on oriented edges. The most natural way is to consider an edge as an oriented path and take an integral of $\omega$ over the path:
\[ Y(uv) = \int_{u}^{v} \omega. \]
For a smooth gradient field $df$ in Euclidean space we get
\[ Y(uv) = \int_{u}^{v} df = f(v) - f(u). \]
A non-gradient vector field corresponds to a non-closed 1-form. Circular integrals of such a form may not vanish, so generally, it is not true that $Y(uw) = Y(uv) + Y(vw)$.

Let $K$ be a simplicial complex that is a triangulation of a $d$-dimensional manifold, and $F, G$ be discrete 1-forms given by their values on all oriented edges $uv$ of $K$:

$$F(uv) = -F(vu), \quad G(uv) = -G(vu).$$

Denote by $H_\lambda$ the linear combination $F + \lambda G$. For each edge $uv$ with $G(uv) \neq 0$, as previously, denote by $\lambda^*$ the value of the coefficient that makes this linear combination vanish along $uv$:

$$\lambda^* = \frac{F(uv)}{G(vu)}, \quad H_{\lambda^*}(uv) = 0.$$

For a vertex $w$ in $Lk_{uv}$ define the average of the values of the form $H_{\lambda^*}$ on the edges connecting $u$ and $v$ to $w$:

$$h(w) = \frac{1}{2}(H_{\lambda^*}(uw) + H_{\lambda^*}(vw)).$$

Multiplicity of an edge $uv$ is defined as the sum of the reduced Betti numbers of the lower link of $uv$ with respect to $h$, and we define the Jacobi set $\mathcal{J}(F, G)$ of two discrete 1-forms $F$ and $G$ as the one-dimensional subcomplex of $K$ consisting of all edges having nonzero multiplicity, together with their endpoints.

In two dimensions ($d = 2$), this definition means that the Jacobi set of $F$ and $G$ consists of all edges $uv$ for which the average of the values of $H_{\lambda^*} = F + \lambda^* G$ along $ua$ and $va$ has the same sign as the average of its values along $ub$ and $vb$, where $a$ and $b$ are the two points of the link of $uv$ (fig. 3).

$$uv \in \mathcal{J}(F, G) \iff (H_{\lambda^*}(ua) + H_{\lambda^*}(va))(H_{\lambda^*}(ub) + H_{\lambda^*}(vb)) > 0. \quad (2)$$

Note that, as was the case for the condition (1), this condition is also symmetric in $u, v$. It is symmetric in $F$ and $G$ as well when all values of the forms $F, G$ on the edges are nonzero.

However, the even degree lemma no longer holds for nongradient 1-forms. This is illustrated below for the approximation of the Jacobi set for two smooth

![Figure 3: The edge test for 1-forms on a 2-dimensional complex](image)
1-forms on the plane (fig. 4). The smooth Jacobi set is the set of points where the forms are linearly dependent, and is shown with continuous green lines, while the piecewise linear Jacobi set for the triangulation of a square grid with step size $h = 0.1$ is shown in red.

Figure 4: Continuous Jacobi set (green line) and its piecewise linear approximation for the forms $F(x, y) = (y + 1)dx + 2(x + 1)dy$ and $G(x, y) = (2x - 3y)dx + (2x + 3y)dy$, grid step size $h = 0.1$.

Still, as can be seen in table 3, with the refinement of the grid the approximation converges to the smooth Jacobi set.

In applications, a vector field $X$ is usually given by its coordinates on a plane grid. A reasonable approximation for the integrals of the corresponding 1-form $Y$ on the edges are scalar products of the mean value of the vector field on the edge with the edge vector itself:

$$Y(uv) = \frac{1}{2}(X_v + X_u, uv).$$

We have also tested our definition for three different regular triangulations on the plane, shown in fig. 5: the diagonal grid $T_1$ (invariant with respect to rotations by $\pi$), crossed $T_2$ (invariant with respect to rotations by $\pi/4$), and hexagonal $T_3$ (invariant with respect to rotations by $\pi/6$).

Results of these calculations are shown in fig. 6. As was the case for the Jacobi sets of Morse functions, the approximations differ, with no clear winner.

For better connectivity of the produced approximation, the edge test (2) can be modified to include cases where the absolute value of at least one of the
factors is smaller than some threshold value $\varepsilon$:

$$J(F, G) = \{ uv \in K \mid (H_{\lambda^*}(ua) + H_{\lambda^*}(va))(H_{\lambda^*}(ub) + H_{\lambda^*}(vb)) > 0, \text{ or } |H_{\lambda^*}(ua) + H_{\lambda^*}(va)| < \varepsilon \text{ or } |H_{\lambda^*}(ub) + H_{\lambda^*}(vb)| < \varepsilon \} \quad (3)$$

This will improve the connectivity at the cost of thickening the Jacobi set.

In fig. 7, we show the smooth Jacobi set, and in table 3 illustrate the dependence of approximation, using the T1 triangulation scheme, on the grid step size $h$ and the threshold $\varepsilon$ in (3) for the forms

$$F(x, y) = y(x^2+y^2+1)dx-x(x^2+y^2-1)dy, \quad G(x, y) = (2x-3y-6)dx+(2x-3y)dy.$$ 

As in the case of the Jacobi set for functions, numerically approximated Jacobi set for vector fields may turn out to be very complicated. Sometimes, it might be an indication of a strong similarity between the vector fields, as in fig. 8. However, it would be interesting to develop methods for its simplification similar to those proposed in [6], [7].
Table 1: Approximations for the Jacobi set in fig. 7 for various $h$ and $\varepsilon$
Figure 6: Piecewise linear Jacobi set of $F(x, y) = (y + 1)dx + 2(x + 1)dy$ and $G(x, y) = (2x - 3y)dx + (2x + 3y)dy$ for various triangulations on the plane.

Figure 7: The fields $f$, $g$ and the smooth Jacobi set $J(F, G)$ for the corresponding forms
$F(x, y) = y(x^2 + y^2 + 1)dx - x(x^2 + y^2 - 1)dy$, $G(x, y) = (2x - 3y - 6)dx + (2x - 3y)dy$
Figure 8: The discrete Jacobi set for the nongradient wind speed vector field and the gradient of temperature over a part of Asia Pacific. GFS forecast data for 1 November 2018 used [8].
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