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Rapid parameter estimation of gravitational waves from binary neutron star coalescence, in particular accurate sky localisation in minutes after the initial detection stage, is crucial for the success of multi-messenger observations. One of the techniques to speed up the parameter estimation, which has been applied for the production analysis of the LIGO-Virgo collaboration, is reduced order quadrature (ROQ). While it speeds up parameter estimation significantly, the time required is still on the order of hours. Focusing on the fact that the parameter-estimation follow-up can be tuned with the information available at the detection stage, we improve the ROQ technique and develop a new technique, which we designate focused reduced order quadrature (FROQ). We find that FROQ speeds up the parameter estimation by a factor of $O(10^3)$ to $O(10^4)$ and enables providing accurate source properties such as the location of a source in several tens of minutes after detection.

I. INTRODUCTION

On August 17, 2017, the LIGO-Virgo collaboration\textsuperscript{1,2} succeeded in the first direct detection of gravitational-waves emitted by binary neutron star (BNS) coalescence in its second observation run (O2), and designated this event GW170817\textsuperscript{3}. The associated gamma-ray burst, which was later designated GRB170817A, was also detected by Fermi-GBM and INTEGRAL \textsuperscript{4,5}. These coincident detections triggered broadband electromagnetic follow-up observations ranging from radio to gamma-ray band \textsuperscript{7,17}, which provided us a lot of fruitful astrophysical information \textsuperscript{6,12,15,26}. The optical counterpart was found by the observation with the Swope telescope\textsuperscript{8} and the host galaxy was identified, which enabled a measurement of the Hubble constant in a way independent from the cosmic ladder\textsuperscript{22}. The near-infrared, optical and ultraviolet observations allowed us to learn the production of heavy elements at the event site\textsuperscript{9,12,15,24}. The radio, X-ray and gamma-ray observations allowed us to learn the jet structure of ultra-relativistic jet possibly originating from the merger\textsuperscript{16,17,24,26}. GW170817 became the first successful example of multi-messenger observations.

One of the key ingredients for the success of multi-messenger observations is rapid parameter estimation of gravitational-wave sources. The most important information for the follow-up observations is the 3-dimensional location of a gravitational-wave source, which is estimated with gravitational-wave data from multiple detectors\textsuperscript{27}. Gravitational-wave sources detected by the LIGO-Virgo collaboration are localised in seconds after their detections by the Bayestar software\textsuperscript{28,29}. The masses and spins of two colliding bodies, which can be estimated from the waveform of gravitational waves, are also helpful to determine how much the follow-up observations should be prioritized. The LIGO-Virgo collaboration calculates the probabilities of the system being BNS, neutron star black hole binary, binary black hole, massgap or non-astrophysical noise based on the classification that the object whose mass is less than $3M_\odot$ is a neutron star, between $3M_\odot$ and $5M_\odot$ massgap, and larger than $5M_\odot$ a black hole\textsuperscript{30}. The probabilities of the system having more than one neutron stars and having the electromagnetic counterparts are also calculated based on the masses and spins\textsuperscript{31}. The information is sent out to the follow-up observation community in minutes after the detections. While these initial analyses are quite rapid, they are based on approximations and sacrifice the accuracy. Therefore, they are finally updated by more detailed parameter estimation analyses performed by the LALInference\textsuperscript{32} or Bilby\textsuperscript{33} software.

The detailed parameter estimation is performed with stochastic sampling algorithms such as Markov-Chain Monte Carlo (MCMC)\textsuperscript{34,35} and nested sampling\textsuperscript{36}. While they are efficient methods to explore a high-dimensional parameter space, they require millions of sequential likelihood evaluations, which are computationally costly. At each likelihood evaluation, a gravitational-wave template waveform is calculated in frequency domain, and its correlation with gravitational-wave data is calculated. Since a BNS signal is longer and goes up to higher frequency than that for heavier binaries, the number of frequency bins needs to be much larger to represent the waveforms accurately. Therefore, the parameter estimation for the BNS events is much more computationally costly, and the analysis time can be a few weeks, or even years, depending on the analysis setup\textsuperscript{37,38}. This long analysis time is not acceptable for the purpose of multi-messenger observations. For example, the ultraviolet and blue optical emissions from GW170817 faded away in the time scale of a day\textsuperscript{11,14}. We thus need a technique to speed up the parameter estimation of BNS signals.

There have been various techniques proposed to speed up the gravitational-wave parameter estimation\textsuperscript{37,45}. One of these techniques, which has been applied for
the production analysis of the LIGO-Virgo collaboration [46, 47], is reduced order quadrature (ROQ) [37, 38]. Its basic idea is to approximate gravitational-wave templates as linear combinations of reduced basis vectors, which are much fewer than the frequency bins. With this approximation, the likelihood evaluation, and hence the parameter estimation, is sped up by the ratio between the number of the original frequency bins and the number of the reduced basis vectors.

In [37], the authors constructed ROQ basis vectors of the TaylorF2 [48] waveform model for non-spinning binaries with masses between 1M⊙ and 4M⊙. This study shows that the ROQ basis vectors speed up parameter estimation with the lower frequency cutoff of 20Hz by a factor of ~ 70, which reduces the analysis time from a couple of weeks to hours. In [38], the authors extended the technique to the IMRPhenomPv2 [49] waveform model, a phenomenological waveform including orbital precession effects [50], and constructed their basis vectors. While the mass range of the basis vectors constructed in this work is limited and does not cover the typical BNS mass region[1] they speed up parameter estimation of relatively heavy BNS signals (e.g. 1.7M⊙-1.7M⊙) with the same lower frequency cutoff by a factor of 300 (See Table I in [38]). It reduces the analysis time from half a year to half a day. The ROQ basis vectors of IMRPhenomDNRT and IMRPhenomPv2NRT waveform models [51], which are phenomenological waveforms [10, 52] including tidal effects of neutron stars [53], were also constructed for parameter estimation of GW190425 [47, 54, 55], which reduces the analysis time from a couple of weeks to hours. In [38], the authors extended the technique to the IMRPhenomPv2 [49] waveform model, a phenomenological waveform including orbital precession effects [50], and constructed their basis vectors. While they are significant speedups, the analysis time is on the order of hours and still not sufficiently short for the follow-up observations of the rapidly dimming ultraviolet and blue optical counterparts. In addition, there is an interesting possibility that some ejected neutrons remain free and their decays power the electromagnetic emission in the timescale of ~ 30 minutes [56], for which the analysis time of hours is far too long.

In this work, we improve the ROQ technique to speed up the parameter estimation of BNS signals further, and designated our improved technique as focused reduced order quadrature (FROQ). The basic idea of FROQ is to tune the parameter-estimation follow-up with the information available at the detection. For the detections of gravitational waves from compact binary coalescences, the data are matched filtered with theoretically expected gravitational-wave waveforms [57, 58]. The set of template waveforms for matched filtering is called template bank. In order not to miss the signals from the population of the binaries, the template bank contains a lot of template waveforms for various masses and spins [59–62]. Matched filter signal-to-noise ratio is calculated for each mass and spin in the template bank. To mitigate the effect of the non-Gaussian nature of the instrumental noise, some additional quantities such as χ² [63] are also calculated. Finally, those quantities are combined to form detection statistic, which quantifies the significance of the signal, and the detection is claimed if the detection statistic maximized over the template bank exceeds a threshold [64, 65].

The masses and spins maximizing the detection statistic, which we call “trigger values”, can guide the exploration in the parameter space. Actually, some combinations of the trigger values, such as chirp mass M (See [16]), are very reliable [66], and we can focus on a very narrow range of them in the follow-up parameter estimation. For this focused exploration, we can use reduced basis vectors constructed over the narrow parameter space while the previous studies [37, 38] used those constructed over a broad parameter space. Since the waveforms over the narrow parameter space are quite similar, the number of required basis vectors can be significantly reduced, and hence the parameter estimation is significantly sped up. In this paper, we formulate a method to restrict parameter space based on the trigger values and investigate how much the parameter estimation can be sped up.

The paper is organized as follows. In Sec. II we introduce the standard Bayesian inference used for gravitational-wave parameter estimation studies and review the previous studies on the ROQ technique. In Sec. III we formulate a method to restrict parameter space based on the trigger values and show how much the parameter space restriction reduces the number of basis vectors. In Sec. IV we study the performance of FROQ with the LIGO-Virgo’s O2 public data. Sec. V is devoted to the conclusion.

Throughout this paper, we apply the geometric unit system, c = G = 1. The Fourier transform of a continuous time series, x(t), is given by

\[ \hat{x}(f) = \int_{-\infty}^{\infty} x(t)e^{-2\pi ift} dt. \] (1)

In real experiments, we measure a time series at discrete and finite time samples, x[m] = x(m\Delta t + t_0) (m = 0, 1, ..., M − 1), where 1/\Delta t is the sampling rate, t_0 is the start time of the discrete series and M is the number of the samples. The Fourier transform of the discrete time series is given by

\[ \hat{x}[l] = \Delta t \sum_{m=0}^{M-1} x[m]e^{-2\pi iml/M}. \] (2)

II. BAYESIAN INFERENCE AND REDUCED ORDER QUADRATURE

In this section, we review the standard Bayesian inference applied for gravitational-wave parameter estimation
and the ROQ technique.

A. Bayesian inference

In the Bayesian inference, the probability of source parameters, which is referred to as posterior probability density function, is calculated via the Bayes’ theorem,

\[ p(\theta | \{d_i\}_{i=1}^N) \propto p(\theta)p(\{d_i\}_{i=1}^N | \theta), \]  

(3)

where \( \theta \) is a vector of source parameters and \( \{d_i\}_{i=1}^N \) is a set of data from \( N \) detectors. \( p(\theta) \) is referred to as the prior probability density function of \( \theta \), which encodes our prior knowledge or belief on \( \theta \), and \( p(\{d_i\}_{i=1}^N | \theta) \) is referred to as likelihood.

The data are given by the sum of the signal, \( h_i(\theta) \), and noise, \( n_i \),

\[ d_i = h_i(\theta) + n_i. \]  

(4)

Under the assumption that the noise is stationary and Gaussian, and instrumental noises of different detectors are uncorrelated, the likelihood is given by

\[ p(\{d_i\}_{i=1}^N | \theta) = A \exp \left( -\frac{1}{2} \sum_{i=1}^N (d_i - h_i(\theta), d_i - h_i(\theta))_i \right), \]  

(5)

where \( A \) is a normalization constant. The inner product, \( (x, y)_i \), of arbitrary data, \( x \) and \( y \), is defined by

\[ (x, y)_i = 4 \Re \left[ \sum_{l=0}^{L-1} \frac{\tilde{x}_l[l] \tilde{y}_l[l]}{S_{n,i}[l]} \right], \]  

(6)

where \( T \) represents the duration of data and \( l_0 \) corresponds to the lower frequency cutoff in the analysis, \( f_{\text{low}} = l_0/T \). \( S_{n,i}[l] \) is the one-sided power spectral density (PSD) of the \( i \)-th detector and defined by

\[ S_{n,i}[l] = \frac{2}{T} E \left[ |\tilde{n}_i[l]|^2 \right], \]  

(7)

where \( E[\cdot] \) represents the ensemble average of \( \cdot \).

The source parameters we consider in this work are \( \theta = (\alpha, \delta, \iota, \psi, r, t_c, \phi_c, m_1, m_2, \chi_1, \chi_2) \). \( \alpha \) and \( \delta \) are the right ascension and declination of the binary respectively. \( \iota \) and \( \psi \) are the inclination angle of the binary’s orbital plane and the polarization angle of the gravitational waves, which determine the direction of the binary’s orbital angular momentum. \( r \) is the luminosity distance to the binary. \( t_c \) is the time at which the coalescence part of gravitational waves arrives at the geocenter and \( \phi_c \) is the coalescence phase. \( m_1 \) and \( m_2 \) are the component masses of the binary. \( \chi_1 \) and \( \chi_2 \) are the dimensionless spins defined by \( \chi_k = |S_k|/m_k^2 \) (\( k = 1, 2 \)), where \( S_k \) is the spin angular momentum of the \( k \)-th colliding body. In this work, we assume that the spins are aligned with the orbital angular momentum and neglect the effects of the orbital precession [68]. We also neglect tidal deformabilities of the colliding bodies [69]. We leave testing our technique with these additional parameters as the future work.

What we wish to calculate from the posterior is the marginalized posterior density function,

\[ p(\theta_1 | \{d_i\}_{i=1}^N) = \int p(\theta | \{d_i\}_{i=1}^N) d\theta, \]  

(8)

where \( \theta_1 \) is a vector of parameters we are interested in and \( \theta \) is a vector of the remaining parameters. We are also often interested in the expectation value of a function of the source parameters,

\[ \langle f(\theta) \rangle = \int f(\theta)p(\theta | \{d_i\}_{i=1}^N) d\theta. \]  

(9)

Stochastic sampling techniques such as MCMC and nested sampling are efficient ways to perform such high-dimensional integrations. In the stochastic sampling, thousands of random samples following the posterior, which we refer to “posterior samples”, are generated, and \((8) \) and \((9) \) are calculated as the histogram of \( \theta_1 \) and the mean of \( f(\theta) \) respectively.

While the stochastic sampling techniques are quite efficient, they require millions of sequential likelihood computations. As seen in [5], each likelihood calculation requires waveform evaluations at \( L \) frequency bins, which is computationally costly for large \( L \). If a BNS signal is analyzed with the lower frequency cutoff of \( f_{\text{low}} \), \( L \) needs to be larger than \( \sim f_{\text{stop}}\tau(f_{\text{low}}) \), where \( f_{\text{stop}} \) is the maximum frequency of the signal and \( \tau(f_{\text{low}}) \) is the duration of the signal from \( f_{\text{low}} \). For a typical BNS signal, \( f_{\text{stop}} = \mathcal{O}(10^3) \) Hz and \( \tau = \mathcal{O}(10^2) \) s with \( f_{\text{low}} = 20 \) Hz, and \( L \) is at least in the order of \( \mathcal{O}(10^5) \). Therefore, the parameter estimation on a BNS signal is computationally very costly, and the analysis time can be a few weeks, or even years, depending on the analysis setup [37, 38].

B. Reduced order quadrature

The costly likelihood evaluations can be sped up by the ROQ technique. ROQ starts from constructing the reduced basis vectors of the waveforms and the squares of their empirical interpolation algorithm (See the algorithm 2 of [71]). Finally, the waveforms and the squares of their expectations are fast, and the analysis time can be a few weeks, or even years, depending on the analysis setup [37, 38].
for \( l = 0, 1, \ldots, L - 1 \). \( B_{ij} \) and \( C_{lk} \) are components of \( L \times J \) and \( L \times K \) matrices respectively. Here, we drop the input source parameters to \( \tilde{h}_i \) for ease of notation. \( t_{c,i} \) represents the time at which the coalescence part of gravitational waves arrives at the \( i \)-th detector, and \( \tilde{t}_{c,i} = 0 \) is the time-shifted signal whose \( t_{c,i} \) is zero.

The calculation of (9) requires the calculations of the inner products, \((d_i, \tilde{h}_i)\) and \((\tilde{h}_i, \tilde{h}_i)\). With [10] and [11], they are reduced to

\[
(d_i, \tilde{h}_i) \simeq \Re \left[ \sum_{j=0}^{J-1} \tilde{h}_i^{t_{c,i}=0} \hat{d}_{j}^{\text{lin}} | \omega_{j,i}(t_{c,i}) \right],
\]

\[
(\tilde{h}_i, \tilde{h}_i) = \sum_{k=0}^{K-1} | \tilde{h}_i^{\text{quad}} |^2 \Omega_k,
\]

where

\[
\omega_{j,i}(t_{c,i}) = \frac{4L}{T} \sum_{l=0}^{L-1} \frac{\tilde{d}_{j}^{\text{lin}}[l + l_0] B_{ij}}{S_{n,i}[l + l_0]} e^{-2\pi i (l + l_0) t_{c,i}/T},
\]

\[
\Omega_k = \frac{4L}{T} \sum_{l=0}^{L-1} \frac{C_{lk}}{S_{n,i}[l + l_0]}.
\]

Since \( \omega_{j,i}(t) \) and \( \Omega_k \) can be computed before the stochastic sampling, each likelihood evaluation now requires only \( J + K \) waveform evaluations. Therefore, the parameter estimation can be sped up by a factor of \( \sim L/(J + K) \).

In [77], the authors applied the ROQ technique to the TaylorF2 [48] waveform model, which is calculated based on the Post-Newtonian (PN) expansion [72]. They considered the mass region of \( 1M_\odot \leq m_1, m_2 \leq 4M_\odot \) and neglected spin effects. For TaylorF2, \( K = 1 \) since the dependence of \( |\tilde{h}_i[l]|^2 \) on \( l \) is trivial, \( |\tilde{h}_i[l]|^2 \propto l^{-7/3} \). It was shown that \( J \sim 3000 \) and the parameter estimation can be sped up by a factor of \( \sim 70 \) for \( \text{f}_{\text{low}} = 20\text{Hz} \), which reduces the analysis time from a couple of weeks to hours.

In [78], the authors extended the ROQ technique to the IMRPhenomPv2 [49] waveform model, which includes orbital precession effects due to the misalignment of spins and orbital angular momentum [50]. They divided mass region based on chirpmass,

\[
\mathcal{M} = \frac{(m_1 m_2)^{\frac{2}{3}}}{(m_1 + m_2)^{\frac{5}{3}}},
\]

and found that the numbers of the basis vectors constructed over \( 1.4 < \mathcal{M} < 2.6 \) with \( \text{f}_{\text{low}} = 20\text{Hz} \) are \( J = 1253 \) and \( K = 487 \). While the mass region does not cover the typical BNS mass region, i.e \( m_1 = m_2 = 1.4M_\odot \), it speeds up parameter estimation by a factor of 300 and reduces the analysis time from around half a year to half a day. While mass regions, waveform models and physics they consider or take into account are different, the basis sizes are \( \mathcal{O}(10^2) \) and the analysis times are on the order of hours for the BNS case.

### III. FOCUSED REDUCED ORDER QUADRATURE

In this section, we formulate our improved technique, focused reduced order quadrature (FROQ), which speeds up the parameter estimation of BNS signals further. The key ingredient of FROQ is the reduction of the parameter space based on the trigger values. Our strategy for the parameter space reduction is to rely on some combinations of masses and spins, and explore only within their narrow range around their trigger values. We discuss which combinations of masses and spins should be applied and how to determine their range in this section.

First, we introduce the waveform model we apply for this discussion. Since the merger part of a typical BNS signal is at high frequency, \( f > 100\text{Hz} \), and outside the sensitive band of the LIGO and Virgo detectors, we ignore that part and only consider the inspiral part, which is well described by the PN expansion. Following [73, 74], we apply the so-called restricted n-PN waveform,

\[
\tilde{h}^{(n\text{PN})}(f) = \left( \frac{f}{f_{\text{ref}}} \right)^{-\frac{\pi}{2}} e^{-i\Phi^{(n\text{PN})}(f)},
\]

where

\[
\Phi^{(n\text{PN})}(f) = \sum_{k=0}^{2n} \psi^k \left( \frac{f}{f_{\text{ref}}} \right)^{\frac{k-\delta}{2}} + \sum_{k=0}^{2n} \psi^k_{\log} \left( \frac{f}{f_{\text{ref}}} \right)^{\frac{k}{2}} \log \left( \frac{f}{f_{\text{ref}}} \right) + \psi^5 + \psi^8 \left( \frac{f}{f_{\text{ref}}} \right).
\]

\( f_{\text{ref}} \) is a reference frequency, and we apply \( f_{\text{ref}} = 200\text{Hz} \), which is the same as that used in [75]. The coefficients, \( \psi^k \) and \( \psi^k_{\log} \), depend on masses and spins. The explicit expressions of the non-zero coefficients up to the 2PN order are given by

\[
\psi^0(\mathcal{M}) = \frac{3}{4} (8\pi M_{\text{ref}})^{-\frac{5}{3}};
\]

\[
\psi^2(\mathcal{M}, \eta) = \frac{20}{9} \left( \frac{743}{336} + \frac{11\eta}{4} \right) \eta^{-\frac{5}{2}} (\pi M_{\text{ref}})^{\frac{5}{2}} \psi^0;
\]

\[
\psi^3(\mathcal{M}, \eta, \chi_1, \chi_2) = (4\beta - 16\pi) \eta^{-\frac{5}{2}} (\pi M_{\text{ref}}) \psi^0;
\]

\[
\psi^4(\mathcal{M}, \eta, \chi_1, \chi_2) = 10 \left( \frac{3058673}{1016064} \right) \left( \frac{5429}{1008} + \frac{617}{144} \eta^2 - \sigma \right) \times \eta^{-\frac{5}{2}} (\pi M)^{4/3} \psi^0;
\]

where

\[
\eta = \frac{m_1 m_2}{(m_1 + m_2)^2};
\]

\[
\beta = \frac{1}{12} \sum_{k=1}^{2} \left[ 113 \left( \frac{m_k}{\mathcal{M}} \right)^2 + 75 n \right] \chi_k;
\]

\[
\sigma = \frac{79}{8} \eta \chi_1 \chi_2.
\]
\(\psi^5\) and \(\psi^8\) are constant phase and time respectively and correspond to \(\varphi_e\) and \(t_c\). The observed signal at each detector, \(h_i(f)\), is calculated by multiplying \(\tilde{h}^{(n\text{PN})}(f)\) by the scaling factor depending on \(t\) and \(r\), the beam pattern functions of detectors, and the factor accounting for the time delay from the geocenter.

Our analysis in this section is based on the Fisher analysis, which is applied in the previous studies \[73\,75\]. The Fisher matrix is given by

\[
\Gamma^{(n\text{PN})}_{pq} \equiv \frac{1}{\langle \tilde{h}^{(n\text{PN})}, \tilde{h}^{(n\text{PN})} \rangle} \left( \frac{\partial \tilde{h}^{(n\text{PN})}}{\partial \psi^p} , \frac{\partial \tilde{h}^{(n\text{PN})}}{\partial \psi^q} \right),
\]

where \(p\) or \(q\) run over integers for which \(\psi^p\) or \(\psi^q\) is non-zero. For example, \(p\) and \(q\) run over \(0, 2, 3, 5, 8\) for \(n = 1.5\) and \(0, 2, 3, 4, 5, 8\) for \(n = 2\). The inner product in this section is defined with continuous Fourier components,

\[
(x, y) = 4\Re \left[ \int_{f_{\text{low}}}^{f_{\text{high}}} \tilde{x}(f) \tilde{y}(f) \frac{df}{S_n(f)} \right].
\]  

\(f_{\text{low}}\) and \(f_{\text{high}}\) are the lower and higher frequency cutoffs. \(f_{\text{high}}\) is the minimum among the highest frequency of the signal and the higher frequency limit of the detector’s sensitive band. Since the highest frequency of a BNS signal is so high, \(> 1000\) Hz, and outside the sensitive band of the LIGO and Virgo detectors, \(f_{\text{high}}\) should be the latter, which does not depend on masses and spins. Therefore, the Fisher matrix is a constant matrix. \(S_n(f)\) is a representative PSD of a ground-based detector. In reality, different ground-based detectors have different PSDs. However, their dependence on the frequency is similar because all of the ground-based detectors suffer from similar kinds of noise, such as seismic noise, thermal noise and quantum noise of laser. Therefore, we assume that the PSDs from different detectors are same up to multiplicative factors, \(a_i S_{i,n}(f) = S_n(f)\) \((i = 1, 2, \ldots, N)\), throughout this section. We also note that the Fisher matrix defined here is normalized by \(\langle \tilde{h}^{(n\text{PN})}, \tilde{h}^{(n\text{PN})} \rangle\) and should be regarded as the Fisher matrix for the signal-to-noise ratio (SNR) of 1.

Since we are interested in mass and spin parameters, we project the constant time and phase out of the Fisher matrix. The Fisher matrix after the projection is given by \[76\]

\[
\tilde{\Gamma}^{(n\text{PN})}_{\alpha\beta} = \Gamma^{(n\text{PN})}_{\alpha\beta} - \Gamma^{(n\text{PN})}_{\alpha S} \gamma^{ab} \Gamma^{(n\text{PN})}_{bS},
\]

where \(\gamma^{ab}\) denotes the inverse of the submatrix of \(\Gamma^{(n\text{PN})}\) corresponding to \(\psi^5\) and \(\psi^8\). Then, the covariance matrix of \(\psi^\alpha\) for the SNR of 1 is given by the inverse of the Fisher matrix, \(\left(\tilde{\Gamma}^{(n\text{PN})}\right)^{-1}\).

A. The best measurable combinations

First, we discuss which combinations of masses and spins should be applied. To speed up the parameter estimation significantly, they should be the combinations whose marginalized posterior distributions are the narrowest. That is, they should be the best measurable combinations of masses and spins. Such combinations correspond to the eigenvectors of the covariance matrix with the smallest eigenvalues, or the eigenvectors of the Fisher matrix with the largest eigenvalues \[74\].

Diagonalizing the Fisher matrix, we get

\[
U \tilde{\Gamma}^{(1.5\text{PN})} U^T = \begin{pmatrix}
\lambda_1 & 0 & 0 \\
0 & \lambda_2 & 0 \\
0 & 0 & \lambda_3
\end{pmatrix},
\]

where \(\lambda_1 > \lambda_2 > \lambda_3 > 0\). Here, to incorporate the spin effects, we take into account the terms up to the 1.5PN term. The combinations to parametrize the directions of the eigenvectors are

\[
\begin{pmatrix}
\mu^1 \\
\mu^2 \\
\mu^3
\end{pmatrix} = U \begin{pmatrix}
\psi^0 \\
\psi^2 \\
\psi^3
\end{pmatrix}.
\]

We focus on the two best measurable combinations, \(\mu^1\) and \(\mu^2\).

With a representative PSD of the LIGO-Livingston detector in the O2. This is estimated with the 1000s data from 07:16:40 UTC on August 19, 2017.

![FIG. 1. A representative PSD of the LIGO-Livingston detector in the O2. This is estimated with the 1000s data from 07:16:40 UTC on August 19, 2017.](image)
FIG. 2. Posterior samples from the parameter estimation on a BNS signal artificially injected into the O2 data (blue dots) and the planes defined by $\mu_1 = \text{const.}$ (upper figure) or $\mu_2 = \text{const.}$ (lower figure).

B. Requirements on $\mu^1 - \mu^2$ ranges

Given the trigger values of masses and spins, we determine the range of $\mu^1$ and $\mu^2$. While they should be as narrow as possible, they need to be broad enough to incorporate the parameter space over which the posterior is not negligibly small. Especially, we need to take into account the following errors: the systematic errors of trigger values and the statistical errors due to instrumental noise. In the calculation of these errors, we take into account the terms up to the 2PN order since it affects the error estimate by a non-negligible factor [74].

1. The systematic errors of trigger values

Let $\psi$ denote $(\psi^0, \psi^2, \psi^3, \psi^4)^T$ and $\psi_t$ denote $\psi$ calculated with trigger values. Since the template bank is a discrete set of template waveforms, $\psi_t$ is in general different from that maximizing the SNR, which is denoted by $\hat{\psi}$. The fraction of the SNR lost due to this offset is given by the so-called mismatch,

$$MM = \frac{\max_{\psi_5, \psi_8} (h_{(2\text{PN})}(\psi_t, \psi_5, \psi_8), h_{(2\text{PN})}(\psi, \psi_5, \psi_8))}{(h_{(2\text{PN})}, h_{(2\text{PN})})}.$$  

(33)

If $\hat{\psi}^\alpha - \psi^\alpha_t$ is small enough, this can be approximated by

$$MM \approx \frac{1}{2} \tilde{\Gamma}_{\alpha\beta}^{(2PN)} (\hat{\psi}^\alpha - \psi^\alpha_t)(\hat{\psi}^\beta - \psi^\beta_t).$$  

(34)

Typically, the template bank is constructed so that the mismatch does not exceed 0.03 [60, 77, 78]. Therefore, we have the following constraint,

$$\tilde{\Gamma}_{\alpha\beta}^{(2PN)} (\hat{\psi}^\alpha - \psi^\alpha_t)(\hat{\psi}^\beta - \psi^\beta_t) < 0.06$$  

(35)

if the template bank covers the whole parameter space we consider in the parameter estimation.

The template bank in the BNS mass region typically only covers the low-spin parameter region, $-0.05 \leq \chi_1, \chi_2 \leq 0.05$ [77, 78], while the parameter estimation can be performed over high-spin parameter region, e.g. $-0.7 \leq \chi_1, \chi_2 < 0.7$. In this case, the mismatch can exceed 0.03. Nevertheless, we do not expect the mismatch is so large, in which case the signal is not detected in the first place. If the mismatch is $1 - (0.1)^\frac{3}{2} \approx 0.536$, the observable volume, and hence the detection rate, drops to 10% compared to that in the optimal case. Therefore, we assume that the mismatch is smaller than 0.536.

Since (34) is not valid at such high mismatch, we calculate the mismatch without the approximations. Fortunately, the mismatch depends only on $\hat{\psi}^\alpha - \psi^\alpha_t$, and we do not need to calculate it at each $\psi_t$. While the mismatch is a function of the four coefficients, $\psi^0, \psi^2, \psi^3$ and $\psi^4$, we calculate it only along the $\mu^1$ and $\mu^2$ directions in the four-dimensional parameter space. Then, we investigate how the mismatch increases as $\Gamma_{\alpha\beta}^{(2PN)} (\hat{\psi}^\alpha - \psi^\alpha_t)(\hat{\psi}^\beta - \psi^\beta_t)$ increases, and estimate its upper limit corresponding to the mismatch of 0.536. Fig. 3 shows the mismatches calculated with $f_{\text{low}} = 20\text{Hz}$, $f_{\text{high}} = 1024\text{Hz}$ and the O2 LIGO-Livingston PSD shown in Fig. 1. This shows that the mismatch upper limit of 0.536 is translated into the following constraint,

$$\Gamma_{\alpha\beta}^{(2PN)} (\hat{\psi}^\alpha - \psi^\alpha_t)(\hat{\psi}^\beta - \psi^\beta_t) < 63.7.$$  

(36)
The statistical errors due to instrumental noise

The posterior distribution has a finite width due to the statistical errors, and we need to take it into account in determining the range of $\mu^1$ and $\mu^2$. In the limit that the SNR is high, the posterior marginalized over the parameters except for $\theta_{in} \equiv (m_1, m_2, \chi_1, \chi_2)$ can be approximated by

$$
\int p(\theta|d_i)\sum_{i=1}^{N}d\theta_{ex}
\propto p(\theta_{in})\exp\left[-\frac{1}{2}\rho_{net}^{2}\tilde{\Gamma}_{\alpha\beta}^{(2PN)}(\psi\alpha - \hat{\psi}\alpha)(\psi\beta - \hat{\psi}\beta)\right],
$$

(37)

where $\theta_{ex} \equiv (\alpha, \delta, i, \psi, r, t_c, \phi_c)$, $p(\theta_{in})$ is the prior on $\theta_{in}$ and $\rho_{net}$ is the network signal-to-noise ratio, which is defined by $\rho_{net}^2 = \sum_i c_i(h_i, h_{in})$. Here, we assume that the prior can be decomposed into the prior on $\theta_{in}$ and $\theta_{ex}$, $p(\theta) = p(\theta_{in})p(\theta_{ex})$. Also, we assume that the prior on $t_c$ and $\phi_c$ is uniform and does not have any correlations with the other parameters. They are valid in most of the parameter estimation studies. The derivation of (37) is given in Appendix A.

If the prior is neglected, the posterior can be regarded as the four-dimensional Gaussian distribution in the $\psi\alpha$-$\psi\beta$-$\hat{\psi}\alpha$-$\hat{\psi}\beta$ space. The region encompassing the probability of $p$ is given by

$$
\tilde{\Gamma}_{\alpha\beta}^{(2PN)}(\psi\alpha - \hat{\psi}\alpha)(\psi\beta - \hat{\psi}\beta) < \left(\frac{N_{\chi^2}(p)}{\rho_{net}}\right)^2.
$$

(38)

$N_{\chi^2}(p)$ is the percent point function of $\chi^2$ with 4 degrees of freedom. $\rho_{net}$ should be small enough for a conservative estimate. Since a detection requires the network SNR of $\gtrsim 12$ [29], we apply $\rho_{net} = 12$. On the value of $p$, we apply $p = 0.999$, which is conservative enough since we are typically interested in 90% credible intervals of parameters. Then, (38) is reduced to

$$
\tilde{\Gamma}_{\alpha\beta}^{(2PN)}(\psi\alpha - \hat{\psi}\alpha)(\psi\beta - \hat{\psi}\beta) < 0.128
$$

(39)

3. The prior constraint

As seen in (37), the posterior distribution is also affected by the prior, $p(\theta_{in})$. Especially, the range in which $p(\theta_{in})$ is non-zero is crucial in determining the $\mu^1$-$\mu^2$ ranges. Since we focus on BNS signals and the causality upper limit of the mass of a neutron star is $\sim 2.9 M_\odot$ [80][81], we apply the following mass prior range,

$$
0 M_\odot < m_1, m_2 < 3 M_\odot.
$$

(40)

We also impose the following limit on the spins,

$$
-\chi_{\max} < \chi_1, \chi_2 < \chi_{\max}.
$$

(41)

In this work, we consider two different upper limits. One is $\chi_{\max} = 0.05$, which is applied in the parameter estimation on GW170817 [3][82] and GW190425 [47]. This is motivated by the fact that even PSR J0737-3039A [83], which is one of the observed binary neutron star system that will merge within a Hubble time and contains the most extremely spinning pulsar among them, will have $\lambda_{\max} \lesssim 0.04$ at the merger. The other is $\chi_{\max} = 0.7$, which is motivated by the fact that the maximum spin parameter of a uniformly rotating star is $\sim 0.7$ for various realistic nuclear equations of state [84]. We call these priors low-spin prior and high-spin prior respectively.

C. Calculation of a $\mu^1$-$\mu^2$ range

The range of $\mu^1$ and $\mu^2$ is determined by calculating their minimums and maximums under the constraints introduced in Sec. III.B. Here, we explain how to calculate them. Combining the constraints, (35), (36) and (39), we have

$$
\tilde{\Gamma}_{\alpha\beta}^{(2PN)}(\psi\alpha - \hat{\psi}\alpha)(\psi\beta - \hat{\psi}\beta) < R^2,
$$

(42)

$$
R = R_{\text{sys}} + R_{\text{stat}}.
$$

(43)

$R^2_{\text{sys}} = 0.06$ in the case where the parameter space we consider in the parameter estimation is narrower than that covered by the template bank and $R^2_{\text{sys}} = 63.7$ otherwise, and $R^2_{\text{stat}} = 0.128$. Since chirp mass is very close to its trigger value under the constraint, the mass constraint [40] can be approximately reduced to the constraints on $\eta$,

$$
\eta > \eta_{\min}(M_t),
$$

(44)

where $M_t$ is the trigger value of chirp mass and $\eta_{\min}(M_t)$ is the smallest value of $\eta$ under [40] and $M = M_t$. 

FIG. 3. Mismatches calculated along the directions of $\mu^1$ (blue) and $\mu^2$ (orange). They are calculated with $f_{\text{low}} = 20\text{Hz}$, $f_{\text{high}} = 1024\text{Hz}$ and the O2 LIGO-Livingston PSD shown in Fig. 1. The dashed line represents the target mismatch of 1 – 0.1 = 0.9.
For the calculations of the minimums and maximums of $\mu_1$ and $\mu_2$, we densely sample $\eta$ within the constraint $44$, calculate the minimums and maximums of $\mu_1$ and $\mu_2$ at each $\eta$, and finally calculate the minimums and maximums among them. At each $\eta$, we make a few approximations to simplify the problem. First, since $M \simeq M_1$, we apply the approximations that

$$
\psi^2(M, \eta) \simeq \psi^2(M_1, \eta),
$$

$$
\psi^3(M, \eta, \chi_1, \chi_2) \simeq \psi^3(M_1, \eta, \chi_1, \chi_2),
$$

$$
\psi^4(M, \eta, \chi_1, \chi_2) \simeq \psi^4(M_1, \eta, \chi_1, \chi_2).
$$

Since $\eta$ is fixed, $\psi^2$ becomes constant. $42$ is then reduced to

$$
\hat{\Gamma}^{(2\text{PN})}_{\alpha'\beta'} (\psi^\alpha - \psi^\alpha_t - \Delta\psi^\alpha_t)(\psi^\beta - \psi^\beta_t - \Delta\psi^\beta_t) < R^2 ,
$$

where $\alpha', \beta' = 0, 3, 4$. $\Delta\psi^\alpha_t$ and $R^2$ are given by

$$
\Delta\psi^\alpha_t = -\gamma_{\alpha'\beta'}^{(2\text{PN})} \mu_1 (\psi^2 - \psi^2_t),
$$

$$
R^2 = R^2 - (\Gamma^{(2\text{PN})}_{22} - \Gamma_{2\alpha'}^{(2\text{PN})} \gamma_{2\beta'}^{(2\text{PN})} \mu_2)^2.
$$

where $\mu_1$ and $\mu_2$ are the trigger values of $\mu_1$ and $\mu_2$. On the other hand, the ROQ basis construction is computationally costly and needs to be done offline. Therefore, we need to construct a lot of prior ranges accommodating all the possible trigger values and construct corresponding ROQ basis sets beforehand. In this section, we introduce a method for the offline $\mu_1-\mu_2$ range construction.

First, we discuss the range of the trigger values. We consider the case where BNS signals are searched for with the template bank covering the following mass region,

$$
1M_\odot \leq m_{1,t}, m_{2,t} \leq 2M_\odot.
$$

Following the previous studies $77, 78$, where template banks for BNS signals are constructed only over low-spin parameter space, we consider a low-spin template bank with the following spin range,

$$
-0.05 \leq \chi_{1,t}, \chi_{2,t} \leq 0.05.
$$

This narrow spin range is motivated by the observations of binary pulsars as explained in Sec. $11.3.3$. Since the template bank can be constructed over high-spin region $83$, we also consider a high-spin template bank with the following spin range,

$$
-0.7 \leq \chi_{1,t}, \chi_{2,t} \leq 0.7.
$$

Fig. 4 shows $\mu_1-\mu_2$ space covered by the low-spin and high-spin template bank. We assign a $\mu_1-\mu_2$ range to each $(\mu_1^t, \mu_2^t)$ in the space. When a signal is detected, we calculate the trigger values of $\mu_1$ and $\mu_2$, and use the $\mu_1-\mu_2$ range assigned to it and the ROQ basis vectors constructed over the range.

The construction of the $\mu_1-\mu_2$ ranges starts from $\mu_1 = \mu_1^{t,\text{min}}$, where $\mu_1^{t,\text{min}}$ is the minimum value of $\mu_1$ in the $\mu_1-\mu_2$ space covered by the template bank. First, the following values are calculated,

$$
\delta^- \mu_1^t (\mu_t^1) = \max_{\mu_t^1 \text{ fixed}} \delta^- \mu_1^t (m_{1,t}, m_{2,t}, \chi_{1,t}, \chi_{2,t}),
$$

$$
\delta^+ \mu_1^t (\mu_t^1) = \max_{\mu_t^1 \text{ fixed}} \delta^+ \mu_1^t (m_{1,t}, m_{2,t}, \chi_{1,t}, \chi_{2,t}),
$$

where the maximization is performed over $m_{1,t}, m_{2,t}, \chi_{1,t}, \chi_{2,t}$ with $\mu_1^t$ being fixed. They are calculated by generating samples with $\mu_1^t$ fixed, calculating $\delta^+/\delta^-$ for them and taking the maximums. Then

$$
\psi^3(M_t, \eta, -\chi_{\text{max}}, -\chi_{\text{max}}) < \psi^3 < \psi^3(M_t, \eta, \chi_{\text{max}}, \chi_{\text{max}}),
$$

$$
\psi^4(M_t, \eta, \chi_{\text{max}}, \chi_{\text{max}}) < \psi^4 < \psi^4(M_t, \eta, -\chi_{\text{max}}, \chi_{\text{max}}).
$$

They represent a broader parameter space than the original prior constraint and broaden the range of $\mu_1$ and $\mu_2$. Since our primary goal is to provide a broad enough range, this does not cause any problems.

With these approximations, the problem is reduced to that of calculating extremums of the linear function inside a 3-dimensional ellipsoid with the simple boundaries, and it can be analytically solved with the standard Lagrange multiplier method.

### D. Construction of $\mu_1-\mu_2$ ranges

Given the trigger values, $(m_{1,t}, m_{2,t}, \chi_{1,t}, \chi_{2,t})$, the $\mu_1-\mu_2$ range can be calculated with the algorithm introduced in Sec. $11.3$.
the parameter estimation is performed with the high-spin prior. The third is the broader-spin case, where signals are searched for with the the low-spin template bank and the parameter estimation is performed with the high-spin prior. (35) is applied for the first two cases and (36) is applied for the last case. We found that we need \( \sim 1.3 \times 10^5 \), \( \sim 2.1 \times 10^5 \) and \( \sim 1.2 \times 10^3 \) ranges for the low-spin, high-spin and broader-spin cases respectively.

E. ROQ basis construction

Finally, the ROQ bases are constructed over the \( \mu^1-\mu^2 \) ranges. In this work, we constructed ROQ bases of the TaylorF2 waveform model implemented in LALSuite [88]. We applied the lower frequency cutoff of 20Hz. The higher frequency cutoff for each \( \mu^1-\mu^2 \) range is determined so that it is higher than the highest frequency of the waveforms in the range. The frequency resolution for each \( \mu^1-\mu^2 \) range is determined so that it is finer than the inverse of the longest duration of the waveforms in the range. For the basis construction, we applied the same method applied in [85]. The bases were constructed so that the interpolation errors, which is defined by (21) of [71], are less than \( 10^{-6} \).

As explained in Sec. [14], the quadratic basis size, \( K \), is equal to 1 for TaylorF2. The linear basis sizes \( J \) for representative trigger values are shown in Tab. 4. The basis sizes are \( \mathcal{O}(10) \) for the low-spin and high-spin case, and \( \mathcal{O}(10^2) \) for the broader-spin case. Compared to the basis size of 3000 from the previous study [37] considering the same waveform model, our basis sizes are smaller by a factor of \( \mathcal{O}(10) \) to \( \mathcal{O}(100) \), and our ROQ base vectors speed up parameter estimation further by same factors.

In total, our technique can speed up the parameter estimation of BNS signals by a factor of \( \mathcal{O}(10^3) \) to \( \mathcal{O}(10^4) \) for the low-spin and high-spin case, and \( \mathcal{O}(10^3) \) for the broader-spin case.

IV. PERFORMANCE

In this section, we present the performance of FROQ with real gravitational-wave data. More specifically, we artificially injected BNS signals into the publicly available LIGO-Virgo’s O2 data [87] and performed parameter estimation of them with FROQ to study run time and accuracy. About 2000 BNS signals were injected by intervals of 30 seconds into data taken between 07:00:00 UTC and 23:39:00 UTC on August 19, 2017. This period was selected because the LIGO-Hanford, LIGO-Livingston and Virgo detectors were all running in observing mode during the period. In addition, the analysis presented here is not biased by real gravitational-wave events since no significant gravitational-wave events have been detected during the period [46].

To simulate the detections of the signals, we searched for the injected signals with the matched filter tech-
| $m_{1,1} = m_{2,1}$ | Low-spin | | High-spin | | Broader-spin |
|---|---|---|---|---|---|
| Prior range | Size | Speedup | Prior range | Size | Speedup | Prior range | Size | Speedup |
| $1M_\odot$ | $446.10 \leq \mu^2 \leq 446.38$ | 21 | 28000 | $445.41 \leq \mu^2 \leq 446.75$ | 63 | 9800 | $444.34 \leq \mu^2 \leq 447.95$ | 153 | 4100 |
| | $-95.0 \leq \mu^2 \leq -89.9$ | 9 | 253 | $-98.5 \leq \mu^2 \leq -86.5$ | 15 | 444 | $-126.9 \leq \mu^2 \leq -58.8$ | 120 | 2000 |
| $1.4M_\odot$ | $254.79 \leq \mu^2 \leq 255.09$ | 21 | 12000 | $254.31 \leq \mu^2 \leq 255.36$ | 43 | 5800 | $253.15 \leq \mu^2 \leq 256.53$ | 129 | 2000 |
| | $-60.8 \leq \mu^2 \leq -55.5$ | 9 | 253 | $-62.9 \leq \mu^2 \leq -52.9$ | 15 | 444 | $-95.0 \leq \mu^2 \leq -25.8$ | 147 | 210 |
| $2M_\odot$ | $140.49 \leq \mu^2 \leq 140.76$ | 21 | 4600 | $140.19 \leq \mu^2 \leq 141.05$ | 37 | 2600 | $138.94 \leq \mu^2 \leq 142.14$ | 107 | 930 |
| | $-39.9 \leq \mu^2 \leq -35.5$ | 9 | 253 | $-41.4 \leq \mu^2 \leq -32.6$ | 15 | 444 | $-64.1 \leq \mu^2 \leq -14.2$ | 147 | 210 |

TABLE I. Prior ranges, basis sizes $J$, and speed-up factors $L/(J + K)$ for the TaylorF2 waveform model and representative trigger masses. Here we assume $m_{1,1} = m_{2,1}$ and $\chi_{1,1} = \chi_{2,1} = 0$. The lower frequency cutoff of the waveform is 20Hz. We only show the linear basis size since the quadratic basis size is always 1 for TaylorF2. The definitions of the low-spin, high-spin and broader-spin cases are explained in Sec. [III][III][III]. For the calculation of the speed-up factors, we estimate $L$ by $L \approx f_{\text{stop}} \tau$, where $f_{\text{stop}}$ is the highest frequency and $\tau$ is the duration from 20Hz of the BNS waveform with the trigger source parameters.

nuke. For filtering the data, we utilized a compact binary coalescence detection software, GstLAL [79], and the template bank used in the O2 search [78]. Since we focus on BNS signals, we clipped the BNS region $(1M_\odot \leq m_{1,1}, m_{2,1} \leq 2M_\odot)$ from the template bank. The template bank is a low-spin template bank covering only $-0.05 \leq M_1, M_2 \leq 0.05$. This narrow spin range is motivated by the observed spin parameter ranges of binary pulsars as explained in Sec. [III][III][III]. For each injected signal, matched filter SNRs within a 0.2s time window centered on its arrival time were calculated. The width of the window is determined so that it is broader than the measurement error of the time. We then calculate the network SNR, which is the square root of the sum of matched filter SNRs from the 3 detectors, and the second largest SNR among the SNRs from the 3 detectors. The signal was assumed to be detected and undesired further parameter estimation investigations if the network SNR and the second largest SNR exceeded 12 and 5.5 respectively for a template waveform in the bank, which is similar to the criterion applied in [79] and same as that applied in [89]. The source parameters maximizing the network SNR were used as input trigger values to the FROQ-accelerated parameter estimation.

The waveforms of the injected signals are TaylorF2 implemented in LALSuite. To test our technique in a broad parameter range, we distributed masses and spins of the injected signals uniformly. To test the low-spin and broader-spin ROQ bases, we prepare two injection sets with different range of masses and spins: narrow injection set and broad injection set. Injected signals in the narrow injection set have masses and spins within $1M_\odot \leq m_{1,1}, m_{2,1} \leq 2M_\odot$, $-0.05 \leq \chi_{1,1}, \chi_{2,1} \leq 0.05$, and the parameter estimation on them was performed with the low-spin ROQ bases. Injected signals in the broad injection set have masses and spins within $0 \leq m_{1,1}, m_{2,1} \leq 3M_\odot$, $0.87M_\odot \leq M \leq 1.74M_\odot$, $-0.7 \leq \chi_{1,1}, \chi_{2,1} \leq 0.7$, and the parameter estimation on them was performed with the broader-spin ROQ bases. The lower and upper bounds of chirp mass are chirp masses for $m_{1,1} = m_{2,1} = 1M_\odot$ and $m_{1,1} = m_{2,1} = 2M_\odot$.

For each set of masses and spins, ($\alpha, \delta$) and ($\iota, \psi$) were distributed isotropically, and $\phi_c$ was distributed uniformly. $r$ was sampled from a probability distribution proportional to $r^2$ so that the sources are distributed uniformly over the volume. The expected SNRs were calculated with the representative PSFs of the 3 detectors and the sampling of these parameters was repeated if the injected signal is not expected to pass the detection criterion. After matched filtering the data, we detected 1065 and 491 injected signals for the narrow and broad injection sets respectively.

The parameter estimation on these detected signals was performed with the MCMC samplers implemented in LALInference [82]. 4 independent MCMC chains ran for each signal and each chain terminated when it generated 500 statistically independent posterior samples. We explain the prior probability density function applied here. The priors on ($\alpha, \delta$) and ($\iota, \psi$) are isotropic priors. The prior on $r$ is proportional to $r^2$ so that the prior is uniform over the volume. The priors on the remaining parameters, $t_c, \phi_c, m_{1,1}, m_{2,1}$, $\chi_{1,1}$ and $\chi_{2,1}$, are uniform. The prior range of $t_c$ is limited to a 0.2s time window centered on the time of an injected signal to accelerate the parameter estimation.

### A. Run time

To investigate the time required for the FROQ-accelerated parameter estimation, we measured end-to-end wall clock times of the runs. The most computationally costly parts are the computations of the ROQ weights, (14) and (15), and the MCMC sampling. Therefore, we measured the sum of their wall clock times as approximated end-to-end wall clock times. All of the runs were performed on 18-core Intel Xenon E5-2695 CPUs with the clock rate of 2.1GHz. We have found that 50% and 90% runs for the narrow injection set finished within 16 minutes and 29 minutes respectively. On the other hand, 50% and 90% runs for the broad injection

---

2 Here the cosmological corrections are neglected since the distances to the detectable sources are much shorter than the cosmological distance.
set finished within 27 minutes and 61 minutes respectively. Therefore, we conclude that FROQ can reduce the analysis time of parameter estimation of BNS signals to several tens of minutes. Especially, the analysis for the narrow injection set, where the low-spin prior is applied, is fast enough even for the follow-up observations of the electromagnetic radiation in $\sim 30$ minutes predicted in [59].

### B. Accuracy

While FROQ significantly speeds up the parameter estimation, there is a caveat that true parameter values are missed due to the very narrow range of $\mu^1$ and $\mu^2$. One of the ways to assess the accuracy of sampling is to check whether true parameter values are encompassed within credible intervals with the level of $p$ with probability of $p$ [90, 91]. In our case, the test is to check whether 50% credible regions encompass true parameter values for 50% of the injected signals, 90% credible regions encompass true parameter values for 90% of the injected signals, and so on. The tool to visually check whether it is the case is a so-called p-p plot, where a fraction of the injected signals whose source parameter values are encompassed in credible intervals is plotted as a function of the interval’s level. In the ideal case, it becomes a diagonal line. This method has been used for validating various gravitational-wave parameter estimation infrastructures [28, 32, 39, 45, 92, 96].

The p-p plots for representative parameters are shown in Fig. 5. We select $\mu^1$, $\mu^2$, chirp mass $M$, mass ratio $q \equiv m_2/m_1$, and effective aligned spin $\chi_{\text{eff}} \equiv (m_1\chi_1 + m_2\chi_2)/(m_1 + m_2)$ [97, 98] as representative parameters. The statistical error due to the finite number of the event samples needs to be taken into account, and the gray region shows 3-$\sigma$ (99.7%) confidence interval of the error. The p-p plots for the narrow injection set are inside the error region in most of the range, which indicates that the FROQ technique is stable and accurate enough in the case where the template bank covers the whole parameter space we consider in the parameter estimation. On the other hand, the p-p plots of $\mu^1$ and $M$ for the broad injection set tend to be outside the error region at $p \gtrsim 0.8$. This is caused because the error estimate [40] does not provide broad enough range of $\mu^1$ and the prior range does not encompass its true value in some cases. This may be solved by using a template bank covering the high-spin region or performing additional filtering with high-spin template waveforms after the detections. On the other hand, the deviation from the diagonal line is not so significant as seen in the figure. Especially, the p-p plots of $\mu^2$, $q$ and $\chi_{\text{eff}}$ are inside the error region in most of the range. Therefore, we conclude that the FROQ-accelerated parameter estimation can at least provide more accurate information on the parameters than the trigger values.

![Fraction of events encompassed in credible interval as a function of its level for $\mu^1$ (blue), $\mu^2$ (orange), $M$ (green), $q$ (red) and $\chi_{\text{eff}}$ (purple). The diagonal dotted line indicates the ideal case where the credible interval encompasses events with a probability of the credible level. The gray region indicates the 3-$\sigma$ (99.7%) confidence band of the statistical error due to the finite number of the event samples. The upper one is for the narrow injection set and the lower one for the broad injection set.](attachment:image.png)

**FIG. 5.** Fraction of events encompassed in credible interval as a function of its level for $\mu^1$ (blue), $\mu^2$ (orange), $M$ (green), $q$ (red) and $\chi_{\text{eff}}$ (purple). The diagonal dotted line indicates the ideal case where the credible interval encompasses events with a probability of the credible level. The gray region indicates the 3-$\sigma$ (99.7%) confidence band of the statistical error due to the finite number of the event samples. The upper one is for the narrow injection set and the lower one for the broad injection set.

### C. Rapid skymap update

Our primary goal is to update the estimate of a source location very quickly. Here, we investigate how much the FROQ-accelerated parameter estimation improves the initial estimate of a source location produced by the Bayestar software.

Fig. 6 shows the 50% and 90% credible regions of source’s direction given by the Bayestar software and the FROQ-accelerated parameter estimation for an in-
FIG. 6. Two-dimensional location estimates of an injected signal in the narrow injection set calculated by the Bayestar software (orange) and the FROQ-accelerated parameter estimation (green). The solid line represents the 50% credible region and the dashed line represents the 90% credible region. The luminosity distance of the injected signal is $\sim 45\text{Mpc}$.

To show that the searched area is systematically reduced by the FROQ-accelerated parameter estimation, we plot their cumulative distributions in Fig. 7. The upper figure for the narrow injection study shows the slight systematic reduction of the searched area. For example, the median searched area is $25\text{deg}^2$ for Bayestar and $20\text{deg}^2$ for FROQ. This can be explained by the SNR loss at the initial analysis due to the mismatch between a trigger waveform and a true waveform. The improvement is more drastic for the broad injection study as seen in the lower figure. The median searched area is $72\text{deg}^2$ for Bayestar and $12\text{deg}^2$ for FROQ. This is because the parameter space covered by the template bank does not encompass the true parameters and the initial SNR loss is more significant. In both cases, the FROQ-accelerated parameter estimation can reduce the searched area in several tens of minutes and helps the follow-up observations.

FIG. 7. Cumulative distributions of the searched area, the smallest credible regions encompassing the signals’ true locations, from the initial Bayestar analysis (blue) and the follow-up FROQ-accelerated parameter estimation (orange). The upper one is for the narrow injection study and the lower one for the broad injection study.

V. CONCLUSION

In this paper we have presented a technique to speed up the parameter estimation of gravitational waves from binary neutron star coalescence and designated it focused reduced order quadrature (FROQ). Our technique is based on the reduced order quadrature technique and further improves it by utilizing the trigger values of masses and spins provided by a detection software for compact binary coalescence signals. We have found that our technique can speed up the parameter estimation by a factor of $O(10^3)$ to $O(10^4)$, which is $O(10)$ to $O(10^2)$ times faster than the previous reduced order quadrature technique as shown in Sec. IIIE. In addition to being quite fast, it is very accurate and can be used to update the initial estimates of the source parameters as shown in Sec. IVB. Our technique allows for significant improvements of the initial estimates of source locations within several tens of minutes and will be able to help the follow-up observations of the gravitational-wave signals as shown in Sec. IV.A and Sec. IV.C.

Finally we discuss possible extensions of our work. One direction is the extension to neutron star black hole bi-
nary and binary black hole coalescence. For such massive events, the effects from the merger and black hole ring-down part of the signal, which are ignored in Sec. III, need to be taken into account. The dependence of the higher frequency cutoff on the source parameters also needs to be taken into account since it is inside the sensitive band of the detectors. They can affect the best measurable combinations of the source parameters and their error estimates. This extension is necessary for this technique to be applied to rapid source classifications.

The extension to more general waveforms including orbital precession and modes from higher-order multipoles [61, 62] are also important. Since these effects can bias the initial trigger values, it needs to be quantified and taken into account. Since these effects can break the degeneracy and improve the estimate of the distance [100, 101], this extension can be helpful for the follow-up observations.

We also note that our scheme of the \( \mu^1-\mu^2 \) range construction discussed in Sec. [111] is not efficient in a sense that the resultant ranges are highly overlapping. This problem arises because we use only one ROQ basis in the parameter estimation. Instead, we can use multiple ROQ bases for different parameter ranges and use one of them depending on the current location in the parameter space at each sampling step. This can further reduce the basis sizes and speed up the parameter estimation since each ROQ basis can be constructed in the parameter range narrower than required from the error estimates. We leave these extensions and improvements as the future work.
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Appendix A: The derivation of [37]

Our derivation is largely based on Appendix A of [28]. The signal observed at the \( i \)-th detector is given by

\[
\tilde{h}_i(f) = \frac{\rho_i}{\sqrt{c_i(h', h')}} e^{i(\phi_i - 2\pi f t_i)} \tilde{h}'(f; \psi').
\]  

(1)

where \( \phi_i \) and \( t_i \) are constant phase and time at the \( i \)-th detector. \( h' \) is given by

\[
\tilde{h}'(f; \psi') = \left( \frac{f}{f_{\text{ref}}} \right)^{-\frac{5}{3}} e^{-\psi'(f)},
\]  

(2)

where \( \Phi' = \psi' \left( \frac{f}{f_{\text{ref}}} \right)^{-\frac{5}{3}} + \psi^2 \left( \frac{f}{f_{\text{ref}}} \right)^{-1}
\]

\[
+ \psi^3 \left( \frac{f}{f_{\text{ref}}} \right)^{-\frac{7}{3}} + \psi^4 \left( \frac{f}{f_{\text{ref}}} \right)^{-\frac{5}{3}},
\]

(3)

and \( \psi' = (\psi^0, \psi^2, \psi^3, \psi^4) \). The inner product is defined as explained in Appendix A of [28], and here we assume that the PSD of the \( i \)-th detector is given by \( S_{\text{ref}}(f) = S_n(f)/c_i \) as explained in Sec. III. The (optimal) SNR at the \( i \)-th detector is given by \( \sqrt{c_i(h_i, h_i)} = \rho_i \). The parameters parametrizing the signal are

\[
s = (\ln \rho_1, \phi_1, t_1, \ldots, \ln \rho_N, \phi_N, t_N, \psi^0, \psi^2, \psi^3, \psi^4)
\]

(4)

In the high-SNR limit, the likelihood can be approximated by the Gaussian distribution [23, 74].

\[
p(d_i)_{i=1}^N = Bexp \left[ -\frac{1}{2} G_{AB}(s^A - \hat{s}^A)(s^B - \hat{s}^B) \right],
\]

(5)

where \( s^A \) is a component of \( s \) and \( B \) is a normalization constant. \( \hat{s}^A \) represents the value of \( s^A \) maximizing the likelihood and

\[
G_{AB} \equiv \sum_{i=1}^N \left( c_i \left( \frac{\partial h_i}{\partial s^A}, \frac{\partial h_i}{\partial s^B} \right) \right),
\]

(6)

where the derivative is evaluated at \( s^A = \hat{s}^A \).

Following [28], we apply the following transformation,

\[
\ln \rho_N \to \ln \rho = \sum_i \frac{\rho_i^2 \ln \rho_i}{\rho_{\text{net}}^2},
\]

(7)

\[
\phi_N \to \phi = \sum_i \frac{\rho_i^2 \phi_i}{\rho_{\text{net}}^2},
\]

(8)

\[
t_N \to t = \sum_i \frac{\rho_i^2 t_i}{\rho_{\text{net}}^2}
\]

(9)

and

\[
\ln \rho_i \to \delta \ln \rho_i = \ln \rho_i - \ln \rho,
\]

(10)
\[ \phi_i \rightarrow \delta \phi_i = \phi_i - \bar{\phi}, \]  
\[ t_i \rightarrow \delta t_i = t_i - \bar{t} \]  
\[ (A11) \]  
\[ (A12) \]  
for \( i = 1, 2, \ldots, N - 1 \). \( \rho_{\text{net}} \) is the network SNR defined by \( \rho_{\text{net}}^2 = \sum_{i=0}^{N} \rho_i^2 \). Transforming \( G \) with the corresponding Jacobian, \( J \), we get
\[
J^T G J = \begin{pmatrix} X & 0 & 0 \\ 0 & \rho_{\text{net}}^2 Y \end{pmatrix}. \]  
\[ (A13) \]  
\( X \) is a \((3N - 1)\)-dimensional square matrix for the subset, \(( \delta \ln \rho_1, \delta \phi_1, \delta t_1, \ldots, \delta \ln \rho_{N-1}, \delta \phi_{N-1}, \delta t_{N-1}, \ln \rho)\), and \( \rho_{\text{net}}^2 Y \) is a square matrix for the remaining parameters, \((\ln \rho, \phi, t, \psi^0, \psi^2, \psi^3, \psi^4)\).

\( Y \) has the following structure,
\[
Y = \begin{pmatrix} \ln \rho & \bar{\phi} & \bar{t} & \psi' \\ \hat{\phi} & 0 & * & * \\ \hat{t} & 0 & * & * \\ \hat{\psi'} & 0 & * & * \end{pmatrix}. \]  
\[ (A14) \]  
\(-\bar{\phi} \) and \(2\pi f_{\text{ref}} \bar{t} \) correspond to \( \bar{\psi} \) and \( \psi^8 \) respectively. Multiplying \( \phi \) and \( t \) by \(-1\) and \(2\pi f_{\text{ref}} \) respectively and reordering the parameters, we get
\[
J^T G J = \Psi \begin{pmatrix} \Gamma' & \psi' \\ \psi & 0 \end{pmatrix} \begin{pmatrix} 0 & \rho_{\text{net}}^2 \Gamma(2\pi N) \end{pmatrix}, \]  
\[ (A15) \]  
where \( \Gamma' \) is a \((3N - 2)\)-dimensional square matrix for \( \Psi = (\delta \ln \rho_1, \delta \phi_1, \delta t_1, \ldots, \delta \ln \rho_{N-1}, \delta \phi_{N-1}, \delta t_{N-1}, \ln \rho) \), and the components of \( \Psi \) are \( \psi^\alpha = \psi^\alpha (\alpha = 0, 2, 3, 4) \), \( \bar{\psi} = -\bar{\phi} \), \( \bar{\psi}^8 = 2\pi f_{\text{ref}} \bar{t} \). \( J \) is the transformation combining \( J \), reordering of the parameters and rescaling of \( \phi \) and \( t \).

The marginalization of the posterior over \( \theta_{\text{ex}} \) can be written as
\[
\int p(\theta) | \{ d_i \}_{i=1}^{N} | d\theta_{\text{ex}} = p(\theta_{\text{ln}}) \int p(\theta_{\text{ex}}) \exp \left[ -\frac{1}{2} \Gamma_{PQ}(\Psi^P - \bar{\Psi}^P)(\Psi^Q - \bar{\Psi}^Q) \right] d\theta_{\text{ex}}, \]  
\[ (A16) \]  
where \( P \) and \( Q \) are subscripts for \( \Psi \). Here we assume that the prior can be decomposed into the prior on \( \theta_{\text{ln}} \) and \( \theta_{\text{ex}}, p(\theta) = p(\theta_{\text{ln}}) p(\theta_{\text{ex}}) \). \( \Psi^P \) depends on the differences of constant phases or arrival times at different detectors, ratios of amplitudes at different detectors, or a geometrical mean of the amplitudes. Therefore, it depends only on \( \alpha, \delta, t, \psi, r, M \). In addition, typically the prior on \( \phi_c \) and \( t_c \) is uniform and does not have any correlations with the other parameters. Therefore, the integration over \( \phi_c \) and \( t_c \) can be easily performed,
\[
\int \exp \left[ -\frac{1}{2} \rho_{\text{net}}^2 \Gamma(2\pi N)(\hat{\psi}^P - \bar{\psi}^P)(\hat{\psi}^Q - \bar{\psi}^Q) \right] d\phi_c dt_c = -\frac{1}{2\pi f_{\text{ref}}} \int \exp \left[ -\frac{1}{2} \rho_{\text{net}}^2 \Gamma(2\pi N)(\hat{\psi}^P - \bar{\psi}^P)(\hat{\psi}^Q - \bar{\psi}^Q) \right] d\psi^5 d\psi^8 \]  
\[ (A17) \]  
\[ \propto \exp \left[ -\frac{1}{2} \rho_{\text{net}}^2 \Gamma(2\pi N)(\bar{\psi}^P - \hat{\psi}^P)(\bar{\psi}^Q - \hat{\psi}^Q) \right]. \]  
\[ (A18) \]  
On the other hand, \( \psi^\alpha \) does not depend on \( \alpha, \delta, t, \psi, r \), and the integration over them can be done separately. Finally, we get
\[
\int p(\theta) | \{ d_i \}_{i=1}^{N} | d\theta_{\text{ex}} \]  
\[ \propto C(M) p(\theta_{\text{ln}}) \exp \left[ -\frac{1}{2} \Gamma_{PQ}(\psi^P - \bar{\psi}^P)(\psi^Q - \bar{\psi}^Q) \right], \]  
\[ (A19) \]  
where
\[
C(M) = \int p(\theta_{\text{ex}}) \exp \left[ -\frac{1}{2} \Gamma_{PQ}(\psi^P - \bar{\psi}^P)(\psi^Q - \bar{\psi}^Q) \right] dx dy d\psi dr. \]  
\[ (A20) \]  
\( C \) depends on \( M \) since \( \ln \rho \) depends on \( M \). Reflecting the fact that \( M \) is measured mostly from the phase rather than the amplitude, \( C(M) \) should be a much smoother function than the Gaussian function of \( \psi^\alpha \) in \( (A18) \). Therefore, we ignore its dependence on \( M \) and obtain \( (A17) \).
