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Abstract

A modified Radon transform for noisy data is introduced and its inversion formula is established. The problem of recovering the multivariate probability density function $f$ from the moments of its modified Radon transform $\hat{R}f$ is considered.
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1. Introduction

Radon transform of an integrable function is the integral of that function over lines. A key application of Radon transform is tomography where the interior density of a 2-D object (e.g. slices of a 3-D object) is reconstructed from the Radon transform data. In this paper, we consider the problem of recovering a non-negative density function from noisy Radon transform data using moments of this data.

In general, we will follow the notation in [4] and [1]. The Radon transform $R$ in $\mathbb{R}^2$ is defined by

$$Rf(w, p) = \int_{\langle x, \omega \rangle = p} f(x) dm(x),$$

where $\omega = (\omega_1, \omega_2)$ is a unit vector, $p \in \mathbb{R}$, and $dm$ is the arc length measure on the line $\langle x, \omega \rangle = p$ with the usual inner product $\langle \cdot, \cdot \rangle$. Clearly, the Radon transform can be represented as an integral transform with respect to a measure $\mu$, which is singular with respect of the Lebesgue measure in $\mathbb{R}^2$.

$$Rf(w, p) = \int_{\mathbb{R}^n} f(x) d\mu = \int_{\mathbb{R}^n} f(x) \chi_{\{\langle x, \omega \rangle = p\}} dx,$$
The measure $\mu$ restricts the Lebesgue measure to lines $E$, parameterized by $\omega$ and $p$, in $\mathbb{R}^2$ and $\chi_E$ denotes the indicator function of the set $E$. A function $f$ is said to be in the Schwartz space $S(\mathbb{R}^2)$ if $f \in C^\infty(\mathbb{R}^2)$ and for each integer $m \geq 0$ and each polynomial $P$ of homogeneous degree $m$

$$\sup_x |x|^{\alpha} P(\partial_{x_1}, \partial_{x_2}) f(x) < \infty,$$

where $|x|$ is the Euclidean norm of $x$, and $\alpha$ is a multi-index. A function $g(\theta, p)$ is said to be in the Schwartz space $S([0,2\pi] \times \mathbb{R})$ if $g(\theta, p)$ can be extended to a smooth and $2\pi$–periodic function in $\theta$, and $g(\cdot, p) \in S(\mathbb{R})$ uniformly in $\theta$.

In the remainder of this section, we will collect a few well known results about the Radon transform and the Hamburger moment problem that will be needed in the remainder of this paper. For the sake of completeness, these results are stated. Readers are referred to references for deeper treatment of these results.

**Lemma 1.1.** (see [4], Lemma 2.3). For each $f \in S(\mathbb{R}^2)$ the Radon transform $Rf$ satisfies the following condition: For $k \in \mathbb{N}_0$ the integral

$$\int_{\mathbb{R}} Rf(\omega, p)p^k \, dp$$

is a $k^{th}$ degree homogeneous polynomial in $\omega_1, \omega_2$.

We denote the unit vector in direction $\theta$ as $\omega = \omega(\theta) := (\omega_1, \omega_2)$ with $\omega_1 = \cos \theta$ and $\omega_2 = \sin \theta$. Thus, the Radon transform of $f \in L^1(\mathbb{R}^2)$ can be expressed as a function of $(\theta, p)$:

$$Rf(\theta, p) = \int_{(x, \omega(\theta))=p} f(x) dx. \quad (3)$$

Note that since the pairs $(\omega, p)$ and $(-\omega, -p)$ give the same line, $R$ satisfies the evenness condition: $Rf(\theta, p) = Rf(\theta + \pi, -p)$.

**Theorem 1.2.** The Radon transform $R$ is a bounded linear operator from $L^1(\mathbb{R}^2)$ to $L^1([0,2\pi] \times \mathbb{R})$ with norm $\|R\| \leq 2\pi$, i.e., $\|Rf\|_{L^1([0,2\pi] \times \mathbb{R})} \leq 2\pi \|f\|_{L^1(\mathbb{R}^2)}$.

**Proof.** See [1], for example. \qed

Along with the transform $Rf$ we define the dual Radon transform of $g \in L^1([0,2\pi] \times \mathbb{R})$ as

$$R^*g(x) = \int_0^{2\pi} g(\theta, (x, \omega)) d\theta, \quad (4)$$

which is the integral of $g$ over all lines through $x$. 
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Using $F_1$ and $F_2$ for the 1-D and 2-D Fourier transforms, recall that

$$F_1 f(s) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t)e^{-ist}dt,$$

$$F_1^{-1} f(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(s)e^{ist}ds,$$

$$F_2 f(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(x)e^{-i\langle x, \xi \rangle}dx,$$

$$F_2^{-1} f(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(\xi)e^{i\langle \xi, x \rangle}d\xi.$$

**Theorem 1.3** (Projection-Slice Theorem). Let $f \in L^1(\mathbb{R}^2)$. Then,

$$F_2 f(s\omega) = \frac{1}{\sqrt{2\pi}} F_1(Rf(\theta, \cdot))(s).$$

This theorem shows that $R$ is injective on $L^1(\mathbb{R}^2)$. The Fourier inversion formula combined with the Projection-Slice Theorem provides an inversion formula for the Radon transform in $\mathbb{R}^2$.

Denote the Riesz potential $I^{-1}$, for $g \in L^1([0, 2\pi] \times \mathbb{R})$, as the operator with Fourier multiplier $|s|$ (see [3]):

$$I^{-1} g = F_1^{-1}(|s|(F_1 g(\theta, \cdot)(s))). \quad (5)$$

**Theorem 1.4** (Inversion formula for $Rf$). Let $f \in C^\infty_c(\mathbb{R}^2)$. Then

$$f(x) = \frac{1}{4\pi} R^*(I^{-1} Rf)(x).$$

Note that this theorem is true on a larger domain than $C^\infty_c(\mathbb{R}^2)$. However, $I^{-1} Rf$ may be a distribution rather than a function.

One may ask, when is a given function $g$ the Radon transform of a function $f$? In other words, for a given function $g$, does there exist $f$ such that $g = Rf$? The following theorem is the fundamental result on this question, which is called the Schwartz theorem or Range Theorem for the Radon transform.

**Theorem 1.5.** Let $g \in \mathcal{S}([0, 2\pi] \times \mathbb{R})$ be even. Then, there exists $f \in \mathcal{S}(\mathbb{R}^2)$ such that $g = Rf$ if and only if

for each $k \in \mathbb{N}_0$, the $k^{th}$ moment $\int_{-\infty}^{\infty} g(\theta, p)p^kdp$ is a homogeneous polynomial of degree $k$ in $\omega_1$ and $\omega_2$. \(\square\)

**Proof.** See [4], Theorem 2.4.

In many applications, the collected data is not the original density function $f$ but $Rf$ or, in fact $Rf + \eta$, where $\eta$ is spurious noise attributable to non-zero width of the pencil beam, motion of the object being interrogated and detector
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noise. We propose a method to approximation the density function $f$ from its noisy Radon transform using moments as follows:

1. Collect $Rf$ including noisy data;
2. Find the modified Radon transform $\hat{R}f$;
3. Recover moments from the modified Radon transform;
4. Recover $f$ via its moments.

This paper will establish the details of this reconstruction.

2. Modified Radon Transform

**Definition 2.1.** If $\varphi$ is a smooth function on $\mathbb{R}$, satisfying the following requirements:

1. it is compactly supported,
2. $\int_{-\infty}^{\infty} \varphi(t) dt = 1$,
3. $\lim_{\varepsilon \to 0} \varphi_\varepsilon(t) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \varphi(t) = \delta(t),
4. $\varphi(t) \geq 0$ for all $t \in \mathbb{R}$,

then $\varphi$ is called a positive mollifier.

Furthermore, if

5. $\varphi(t) = h(|t|)$ for some infinitely differentiable function $h : \mathbb{R}^n \to \mathbb{R}$, then it is called a symmetric mollifier.

For example, if $\varphi : \mathbb{R} \to \mathbb{R}$ is the Gaussian function

$$\varphi(x) = \begin{cases} e^{-\frac{1}{2}|x|^2} & \text{if } |x| < 1, \\ 0 & \text{if } |x| \geq 1. \end{cases}$$

then $\varphi$ is a positive symmetric mollifier.

Let $\Omega = \{ \varphi : \varphi$ is a positive symmetric mollifier such that $F_1(\varphi)(s) > 0$ for all $s \in \mathbb{R} \}$. Note that $F_1$ is the Fourier transform. Clearly, the Gaussian function is in $\Omega$.

**Definition 2.2.** Let $\varphi \in \Omega$ and $f \in L^1(\mathbb{R}^2)$. The modified Radon transform in $\mathbb{R}^2$ is defined by

$$\hat{R}_\varphi f(\theta, p) = \int_{\mathbb{R}^2} \chi(x; \theta, p)f(x)dx,$$

where

$$\chi(x; \theta, p) = (\delta * \varphi)((x, \omega) - p), \ (\delta \text{ is a delta function }).$$

It is easy to show that modified Radon transform, which is defined as the Radon transform of the smoothed density, is identical to the smoothed Radon transform of the original density.

**Lemma 2.3.**

$$\hat{R}_\varphi f(\theta, p) = \int_{\mathbb{R}} Rf(\theta, p + \tau)\varphi(\tau)d\tau$$

(8)
Proof.

\[ \hat{R}_\varphi f(\theta, p) = \int_{\mathbb{R}^2} (\delta * \varphi)((x, \omega) - p)f(x)dx \]

\[ = \int_{\mathbb{R}} \left( \int_{\mathbb{R}^2} \delta((x, \omega) - p - \tau)f(x)dx \right) \varphi(\tau)d\tau \]

\[ = \int_{\mathbb{R}} \left( \int_{(x, \omega) = p + \tau} f(x)dx \right) \varphi(\tau)d\tau. \]

\[ \square \]

Proposition 2.4.

\[ \hat{R}_\varphi f(\theta, p) = \left( Rf(\theta, \cdot) * \varphi \right)(p). \]

Proof. By Lemma 2.3

\[ \hat{R}_\varphi f(\theta, p) = \int_{\mathbb{R}} Rf(\theta, p + \tau)\varphi(\tau)d\tau \]

\[ = \int_{\mathbb{R}} Rf(\theta, p - \tau)\varphi(-\tau)d\tau. \]

Since \( \varphi \) is a symmetric mollifier,

\[ \hat{R}_\varphi f(\theta, p) = \int_{\mathbb{R}} Rf(\theta, p - \tau)\varphi(\tau)d\tau. \]

\[ \square \]

Theorem 2.5. The modified Radon transform \( \hat{R}_\varphi \) is a bounded linear operator from \( L^1(\mathbb{R}^2) \) to \( L^1([0, 2\pi] \times \mathbb{R}) \) with norm \( \|\hat{R}_\varphi\| \leq 2\pi \), i.e., \( \|\hat{R}_\varphi f\|_{L^1([0, 2\pi] \times \mathbb{R})} \leq 2\pi\|f\|_{L^1(\mathbb{R}^2)} \).

Proof. Using Proposition 2.4, one finds that

\[ \|\hat{R}_\varphi f\|_{L^1([0, 2\pi] \times \mathbb{R})} = \int_0^{2\pi} \int_{\mathbb{R}^2} |\hat{R}_\varphi f(\theta, p)| dpd\theta \]

\[ = \int_0^{2\pi} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |Rf(\theta, p + \tau)\varphi(\tau)|d\tau \right) dpd\theta \]

\[ \leq \int_0^{2\pi} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |Rf(\theta, p + \tau)|\varphi(\tau)d\tau \right) dpd\theta \]

\[ = \int_{\mathbb{R}^2} \varphi(\tau) \left( \int_0^{2\pi} \int_{\mathbb{R}} |Rf(\theta, p + \tau)| dpd\theta \right) d\tau. \]
By Theorem 1.2 and Definition 2.1 it follows that
\[
\| \hat{\mathcal{R}} f \|_{L^1([0,2\pi] \times \mathbb{R})} \leq \int_{\tau = -\infty}^{\infty} \varphi(\tau) \left( 2\pi \| f \|_{L^1(\mathbb{R}^2)} \right) d\tau = 2\pi \| f \|_{L^1(\mathbb{R}^2)}.
\]

Denote the modified Riesz potential \( \hat{T}^{-1} \), for \( g \in L^1([0,2\pi] \times \mathbb{R}) \), as the operator with Fourier multiplier \( |s| \) and symmetric mollifier \( \varphi \):
\[
\hat{T}^{-1} g = F_1^{-1} \left( |s| \left( \frac{F_1(g(\theta, \cdot))(s)}{F_1(\varphi)} \right) \right).
\]

The proof of Theorem 1.4 combined with the convolution theorem provides an inversion formula for \( f \) from \( \hat{\mathcal{R}} \).

**Theorem 2.6** (Inversion formula for \( \hat{\mathcal{R}} f \)). Let \( f \in C_c^\infty(\mathbb{R}^2) \). Then
\[
f(x) = \frac{1}{4\pi} R^*(\hat{T}^{-1} \hat{\mathcal{R}} f)(x).
\]

**Proof.** By Theorem 2.4 and the convolution theorem,
\[
F_1(\hat{R}_\varphi f(\theta, \cdot))(s) = F_1(Rf(\theta, \cdot))(s) F_1(\varphi)(s).
\] (9)
Since \( F_1(\varphi)(s) \neq 0 \), by Theorem 1.3 it follows that
\[
F_2 f(s\omega) = \frac{F_1(\hat{R}_\varphi f(s\omega))(s)}{\sqrt{2\pi} F_1(\varphi)(s)}. \tag{10}
\]
Applying the Fourier inversion formula and Proposition 2.4, one shows that
\[
f(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} F_2 f(\xi) e^{i<x,\xi>} d\xi
\]
\[
= \frac{1}{2\pi} \int_{\mathbb{R}^2} \int_{s=-\infty}^\infty F_2 f(s\omega) e^{i<x,s\omega>} |s| ds d\theta
\]
\[
= \frac{1}{4\pi} \int_{\theta=0}^{2\pi} \int_{s=-\infty}^\infty \hat{T}^{-1} \hat{\mathcal{R}} f(\theta, (x, \omega)) d\theta
\]
\[
= \frac{1}{4\pi} R^*(\hat{T}^{-1} \hat{\mathcal{R}} f)(x).
\]

3. Recovering moments from the modified Radon transform

Let \( \omega = (\cos \theta, \sin \theta) \) denote a unit direction vector and \( x = (x_1, x_2) \) a vector in \( \mathbb{R}^2 \). Suppose that \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) is an nonnegative and square-integrable function. Using the definition of Radon transform, we have
\[
\int_{-\infty}^{\infty} Rf(\theta, p) p^k dp = \int_{\mathbb{R}^2} f(x) \langle \omega, x \rangle^k dx \quad \text{for each } k \in \mathbb{N}_0. \tag{11}
\]
Assume that the support of \( f \) is contained within \( I^2 \) with \( I = [0, 1] \). Then the identity (11) can be expressed as

\[
b^{(k)}(\theta) := \int_{-1}^{1} Rf(\theta, p)p^k \, dp = \sum_{j=0}^{k} C(k, j)(\cos^j \theta \sin^{k-j} \theta) \gamma_{j,k-j},
\]

where

\[
C(k, j) = \frac{k!}{j!(k-j)!} \quad \text{and} \quad \gamma_{\alpha_1, \alpha_2} = \int_{I^2} x_1^{\alpha_1} x_2^{\alpha_2} f(x) \, dx \quad \text{for all} \ \alpha_1, \alpha_2 \in \mathbb{N}_0.
\]

Let \( 0 < \theta_0 < \theta_1 < \cdots < \theta_k < \pi \) be distinct angles. Then, system (12) can be written in matrix form as follows:

\[
A^{(k)} x^{(k)} = b^{(k)},
\]

where

\[
A^{(k)} = \begin{pmatrix}
C(k, 0) \cos^0 \theta_0 \sin^k \theta_0 & C(k, 1) \cos^1 \theta_0 \sin^{k-1} \theta_0 & \cdots & C(k, k) \cos^k \theta_0 \sin^0 \theta_0 \\
C(k, 0) \cos^0 \theta_1 \sin^k \theta_1 & C(k, 1) \cos^1 \theta_1 \sin^{k-1} \theta_1 & \cdots & C(k, k) \cos^k \theta_1 \sin^0 \theta_1 \\
C(k, 0) \cos^0 \theta_2 \sin^k \theta_2 & C(k, 1) \cos^1 \theta_2 \sin^{k-1} \theta_2 & \cdots & C(k, k) \cos^k \theta_2 \sin^0 \theta_2 \\
\vdots & \vdots & \ddots & \vdots \\
C(k, 0) \cos^0 \theta_k \sin^k \theta_k & C(k, 1) \cos^1 \theta_k \sin^{k-1} \theta_k & \cdots & C(k, k) \cos^k \theta_k \sin^0 \theta_k
\end{pmatrix},
\]

\[
x^{(k)} = \begin{pmatrix}
\gamma_{0,k} \\
\gamma_{1,k-1} \\
\gamma_{2,k-2} \\
\vdots \\
\gamma_{k,0}
\end{pmatrix}, \quad b^{(k)} = \begin{pmatrix}
b^{(k)}(\theta_0) \\
b^{(k)}(\theta_1) \\
b^{(k)}(\theta_2) \\
\vdots \\
b^{(k)}(\theta_k)
\end{pmatrix}.
\]

The determinant of the matrix \( A^{(k)} \) can be expressed as:

\[
\det(A^{(k)}) = \det(V^{(k)}) \prod_{j=1}^{k} (C(k, j) \sin^k \theta_j),
\]

where \( V^{(k)} = [\cot^j \theta_i]_{1 \leq i, j \leq k+1} \) is a Vandermonde matrix. Using the Vandermonde determinant formula, it is easy to show \( \det(A^{(k)}) \) is positive, implying the system (13) has a unique solution \( x^{(k)} \). Note that the matrix \( A^{(k)} \) is positive definite since its leading principal minors are all positive.

Now consider modified Radon transform with noisy data.

**Theorem 3.1.** Assume that the support of \( f \) is contained within \([0, 1]^2\). Then for each \( k \in \mathbb{N}_0 \),

\[
\tilde{b}^{(k)}(\theta) := \int_{-\infty}^{\infty} \tilde{R}_\phi f(\theta, p)p^k \, dp = \sum_{j=0}^{k} C(k, j)c_j b^{(k-j)}(\theta)
\]
where \( c_j = \int_{-\infty}^{\infty} \varphi(\tau)(-\tau)^j d\tau \) for each \( j \in \mathbb{N}_0 \). That is, the value \( \hat{b}^{(k)}(\theta) \) is the linear combination of \( b^{(0)}(\theta), b^{(1)}(\theta), \ldots, b^{(k)}(\theta) \) for any \( \theta \).

**Proof.** By Lemma 2.3, it follows that

\[
\int_{x=p}^{\infty} \hat{R}_f(\theta, p) p^k dp = \int_{x=-\infty}^{\infty} \left( \int_{x,\omega} f(x) dm(x) \right) \varphi(\tau) d\tau \ p^k dp \\
= \int_{x=-\infty}^{\infty} \varphi(\tau) \left( \int_{x,\omega} f(x) dm(x) \right) dp d\tau \\
= \int_{x=-\infty}^{\infty} \varphi(\tau) \left( \int_{\mathbb{R}^2} (x, \omega - \tau)^k f(x) dx \right) d\tau.
\]

Using the following polynomial expansion

\[
(x, \omega - \tau)^k = \sum_{|\alpha| = k} \frac{k!}{\alpha!} (x_1 \cos \theta)^{\alpha_1} (x_2 \sin \theta)^{\alpha_2} (-\tau)^{\alpha_3},
\]

where \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \) is a multi-index with \( |\alpha| := \alpha_1 + \alpha_2 + \alpha_3 \) and \( \alpha! := \alpha_1! \alpha_2! \alpha_3! \), it follows that

\[
\int_{x=p}^{\infty} \hat{R}_f(\theta, p) p^k dp = \sum_{|\alpha| = k} \frac{k!}{\alpha!} c_{\alpha_3} \gamma_{\alpha_1, \alpha_2} \cos^{\alpha_1} \theta \sin^{\alpha_2} \theta \\
= \sum_{\alpha_3=0}^{k} C(k, \alpha_3) c_{\alpha_3} \sum_{j=0}^{k-\alpha_3} C(k - \alpha_3, j) \gamma_{j, k-\alpha_3-j} \cos^j \theta \sin^{k-\alpha_3-j} \theta.
\]

Let \( 0 < \theta_1 < \theta_2 < \cdots < \theta_k < \pi \) be distinct angles. Then the system \([14]\) can be written in matrix form as follows:

\[
\hat{\mathbf{B}}^{(k)} = \mathbf{B}^{(k)} \mathbf{C}^{(k)},
\]

where

\[
\mathbf{C}^{(k)} = \begin{pmatrix}
C(k, 0) c_0 & 0 & \cdots & 0 \\
C(k, 1) c_1 & C(k - 1, 0) c_0 & \cdots & 0 \\
C(k, 2) c_2 & C(k - 1, 1) c_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C(k, k) c_k & C(k - 1, k - 1) c_{k-1} & \cdots & C(0, 0) c_0
\end{pmatrix},
\]
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Assume that the pdf converges uniformly to $f$ of continuity of $f$ such that for all $m, n$ up to $\Gamma((m+1)x_1+1)\Gamma((n+1)x_2+1)$

$$\frac{\Gamma(m+2)\Gamma(n+2)}{\Gamma((mx_1)+1)\Gamma((nx_2)+1)} \sum_{\alpha_1=0}^{m-[mx_1]} \sum_{\alpha_2=0}^{n-[nx_2]} (-1)^{\alpha_1+\alpha_2} \frac{\gamma_{\alpha_1, \alpha_2}}{\alpha_1!\alpha_2!(m-\gamma_{\alpha_1, \alpha_2}x_1-\alpha_1)!(n-\gamma_{\alpha_1, \alpha_2}x_2-\alpha_2)!},$$

denoted by $\text{app}(f)$.

**Theorem 4.1.** Assume that the pdf $f$ is continuous on $[0, 1]^2$. Then $\text{app}(f)$ converges uniformly to $f$ as $m, n \to \infty$. Furthermore, for any $\delta > 0$

$$\|\text{app}(f) - f\| \leq \Delta(f, \delta) + \frac{4\|f\|}{\delta^2(\alpha^* + 2)} + \frac{2\|f\|}{\delta^3(m+2)(n+2)},$$

where $\|\cdot\|$ is the sup-norm, $\alpha^* = \min(m, n)$, and $\Delta(f, \delta)$ represents the modulus of continuity of $f$.

**Theorem 4.2.** Assume that the pdf $f$ is continuous on $[0, 1]^2$. Then $\text{app}(f * \varphi)$ converges uniformly to $f$ on $[0, 1]^2$. 

Since the matrix $C(k)$ is a lower triangular matrix, the determinant of the matrix is $(a_0)^{k+1} > 0$. Then there exists a unique solution $B^{(k)}$ for the given matrix $B^{(k)}$. Thus we have the vectors $b^{(i)}$ for all $i = 0, 1, \ldots, k$. By the equation (14) one can find $x^{(0)}, x^{(1)}, \ldots, x^{(k)}$ such that $x^{(i)} = (A^{(i)})^{-1}b^{(i)}$ for all $i = 0, 1, \ldots, k$. That is, one has the moments $\{\gamma_{\alpha_1, \alpha_2}\}_{\alpha_1 + \alpha_2 \leq k}$.

4. Recovery of function via moments with noisy data

Supposed that a cumulative distribution function (cdf) $F$ is absolutely continuous with respect to the Lebesgue measure with the corresponding density function $f$. Suppose that $f$ is an $M$-determinate measurable function with a compact support $[0, 1]^2$. Let $\{\gamma_{\alpha_1, \alpha_2}\}_{\alpha_1 \leq m, \alpha_2 \leq n}$ be a given sequence of moments up to $m + n$. In [2] R. Mnatsaknov and S. Li construct the approximation of $f$ such that

$$\gamma_{\alpha_1, \alpha_2} = \int \int x_1^{\alpha_1} x_2^{\alpha_2} f(x_1, x_2) dx_1 dx_2$$

for all $\alpha_1, \alpha_2 \in \mathbb{N}_0$ with $\alpha_1 \leq m$, $\alpha_2 \leq n$. Their approximation of $f$ is

$$\frac{\Gamma(m+2)\Gamma(n+2)}{\Gamma((mx_1)+1)\Gamma((nx_2)+1)} \sum_{\alpha_1=0}^{m-[mx_1]} \sum_{\alpha_2=0}^{n-[nx_2]} (-1)^{\alpha_1+\alpha_2} \frac{\gamma_{\alpha_1, \alpha_2}}{\alpha_1!\alpha_2!(m-\gamma_{\alpha_1, \alpha_2}x_1-\alpha_1)!(n-\gamma_{\alpha_1, \alpha_2}x_2-\alpha_2)!},$$

denoted by $\text{app}(f)$.

**Theorem 4.1.** Assume that the pdf $f$ is continuous on $[0, 1]^2$. Then $\text{app}(f)$ converges uniformly to $f$ as $m, n \to \infty$. Furthermore, for any $\delta > 0$

$$\|\text{app}(f) - f\| \leq \Delta(f, \delta) + \frac{4\|f\|}{\delta^2(\alpha^* + 2)} + \frac{2\|f\|}{\delta^3(m+2)(n+2)},$$

where $\|\cdot\|$ is the sup-norm, $\alpha^* = \min(m, n)$, and $\Delta(f, \delta)$ represents the modulus of continuity of $f$.

**Theorem 4.2.** Assume that the pdf $f$ is continuous on $[0, 1]^2$. Then $\text{app}(f * \varphi)$ converges uniformly to $f$ on $[0, 1]^2$. 
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Proof. By Theorem 4.1 it follows that for any $\delta > 0$
\[ ||f - \text{app}(f * \varphi)|| \leq ||f - \text{app}(f)|| + ||\text{app}(f) - \text{app}(f * \varphi)|| \]
\[ \leq \Delta(f, \delta) + \frac{4(||f||)}{\delta^4(\alpha^* + 2)} + \frac{2(||f||)}{\delta^4(m + 2)(n + 2)} + \]
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