Is the Classic Convex Decomposition Optimal for Bound-Preserving Schemes in Multiple Dimensions?
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Abstract

Since proposed in [X. Zhang and C.-W. Shu, J. Comput. Phys., 229: 3091–3120, 2010], the Zhang–Shu framework has attracted extensive attention and motivated many bound-preserving (BP) high-order discontinuous Galerkin and finite volume schemes for various hyperbolic equations. A key ingredient in the framework is the decomposition of the cell averages of the numerical solution into a convex combination of the solution values at certain quadrature points, which helps to rewrite high-order schemes as convex combinations of formally first-order schemes. The classic convex decomposition originally proposed by Zhang and Shu has been widely used over the past decade. It was verified, only for the 1D quadratic and cubic polynomial spaces, that the classic decomposition is optimal in the sense of achieving the mildest BP CFL condition. Yet, it remained unclear whether the classic decomposition is optimal in multiple dimensions. In this paper, we find that the classic multidimensional decomposition based on the tensor product of Gauss–Lobatto and Gauss quadratures is generally not optimal, and we discover a novel alternative decomposition for the 2D and 3D polynomial spaces of total degree up to 2 and 3, respectively, on Cartesian meshes. Our new decomposition allows a larger BP time step-size than the classic one, and moreover, it is rigorously proved to be optimal to attain the mildest BP CFL condition, yet requires much fewer nodes. The discovery of such an optimal convex decomposition is highly nontrivial yet meaningful, as it may lead to an improvement of high-order BP schemes for a large class of hyperbolic or convection-dominated equations, at the cost of only a slight and local modification to the implementation code. Several numerical examples are provided to further validate the advantages of using our optimal decomposition over the classic one in terms of efficiency.
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1 Introduction

This paper is concerned with high-order robust numerical schemes for hyperbolic conservation laws

\[
\begin{cases}
    u_t + \nabla \cdot f(u) = 0, & (x, t) \in \mathbb{R}^d \times \mathbb{R}^+, \\
    u(x, 0) = u_0(x), & x \in \mathbb{R}^d,
\end{cases}
\]

(1)

where \(x\) denotes the spatial coordinate variable(s) in \(d\)-dimensional space, \(t\) denotes the time, the conservative variable(s) \(u\) takes values in \(\mathbb{R}^m\), and the flux \(f = (f_1, \ldots, f_d)\) takes values in \((\mathbb{R}^m)^d\). Our discussions in this paper can also be applicable to other related hyperbolic or convection-dominated equations.

Solutions to the hyperbolic equations (1) often satisfy certain bounds, which constitute a convex invariant region \(G \subset \mathbb{R}^m\). When numerically solving such hyperbolic equations, it is highly desirable or even essential to preserve the intrinsic bounds, namely, to preserve the numerical solutions in the region \(G\). In fact, if the numerical solutions go outside the bounds, for example, negative density or pressure is produced when solving the Euler equations, the discrete problem would become ill-posed due to the loss of hyperbolicity of the system, and may lead to the instability or breakdown of the numerical computation.

As well known, first-order accurate monotone schemes, such as the Godunov scheme, the Lax–Friedrichs scheme, and the Engquist–Osher scheme, are bound-preserving (BP) for scalar conservation laws and many hyperbolic systems. However, seeking high-order accurate BP schemes is rather nontrivial. In the pioneering work of [1, 2], Zhang and Shu proposed a general framework of designing high-order BP discontinuous Galerkin (DG) and finite volume (FV) schemes for hyperbolic conservation laws on rectangular meshes, later generalized to triangular meshes in [3]. Over the past decade, the Zhang–Shu framework has attracted extensive attention and been applied to various hyperbolic systems (e.g., [4, 5, 6, 7, 8, 9, 10, 11, 12]) and convection-dominated equations (e.g., [13, 14, 15, 16, 17]). Recently, motivated by a series of BP works [18, 19, 20, 21] for magnetohydrodynamics, the geometric quasilinearization (GQL) framework was proposed in [22] for studying BP problems involving nonlinear constraints. For more developments on high-order BP schemes, we refer the reader to the review papers [23, 24, 25] and some other BP techniques [26, 27, 28, 29].

An essential ingredient in the Zhang–Shu framework [1, 2] is to decompose the cell averages of the numerical solution into a convex combination of the solution values at certain quadrature points. Based on such a convex decomposition, one can reformulate a one-dimensional (1D) or multidimensional high-order FV or DG scheme into a convex combination of formally 1D first-order schemes. This reformulation then leads to a sufficient condition for the BP property of the updated cell averages, combined with a simple local scaling limiter that can enforce the sufficient condition without losing the high-order accuracy [1, 2].

To illustrate the role of convex decomposition in Zhang–Shu’s BP framework, let us consider a \((k + 1)\)th-order FV or DG scheme for 1D conservation laws with reconstructed or DG polynomials of degree \(k\), denoted by \(p_i(x)\), on cell \(\Omega_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]\). With forward Euler time discretization, the evolution equation of cell averages
where $\bar{u}_i^n$ is the cell average of $p_i(x)$ on $\Omega_i$ at time level $n$, $\lambda = \Delta t / \Delta x$ is the ratio of the temporal and spatial step-sizes, $u_+^{-i} = p_i(x_{i-\frac{1}{2}})$ and $u_-^{i+1} = p_i(x_{i+\frac{1}{2}})$ for all $i$. Here, $\hat{f}(\cdot,\cdot)$ is a BP numerical flux with which the first-order scheme is BP under a suitable CFL condition $a\lambda \leq c_0$, where $a$ denotes the maximum characteristic speed, and $c_0$ is the maximum allowable CFL number for the corresponding first-order scheme. Note that the $L$-point Gauss–Lobatto quadrature with $L = \lceil \frac{k+3}{2} \rceil$ is exact for polynomials of degree up to $k$. This implies the following convex decomposition [1]:

$$\bar{u}_i^n = \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} p_i(x) \, dx = \omega_1^{GL} u_{i-\frac{1}{2}}^+ + \omega_L^{GL} u_{i+\frac{1}{2}}^- + \sum_{s=2}^{L-1} \omega_s^{GL} p_i(x_{i,s}^{GL}),$$

where $\{\omega_s^{GL}\}$ are the Gauss–Lobatto weights with $\omega_1^{GL} = \omega_L^{GL} = 1/(L(L-1))$, and $\{x_{i,s}^{GL}\}$ are the quadrature nodes on $\Omega_i$ with $x_{i,1}^{GL} = x_{i-\frac{1}{2}}$ and $x_{i,L}^{GL} = x_{i+\frac{1}{2}}$. Based on the decomposition (3), Zhang and Shu [1,2] rewrote the scheme (2) as

$$\bar{u}_i^{n+1} = \omega_1^{GL} \Pi_1 + \omega_L^{GL} \Pi_L + \sum_{s=2}^{L-1} \omega_s^{GL} p_i(x_{i,s}^{GL}),$$

where

$$\Pi_1 := u_{i-\frac{1}{2}}^+ - \lambda \omega_1^{GL} \left( \hat{f}(u_{i-\frac{1}{2}}^+, u_{i+\frac{1}{2}}^-) - \hat{f}(u_{i-\frac{1}{2}}^-, u_{i+\frac{1}{2}}^+) \right), \quad \Pi_L := u_{i+\frac{1}{2}}^- - \lambda \omega_L^{GL} \left( \hat{f}(u_{i+\frac{1}{2}}^-, u_{i+\frac{1}{2}}^-) - \hat{f}(u_{i-\frac{1}{2}}^+, u_{i+\frac{1}{2}}^-) \right)$$

are of the same form as the three-point first-order scheme with a scaled time step-size. Thanks to the convex decomposition (4) and the BP property of the first-order scheme, if we use a BP limiter [1] to enforce

$$p_i(x_{i,s}^{GL}) \in G \quad \forall i, s,$$  

then by the convexity of $G$, the high-order scheme (2) preserves $\bar{u}_j^{n+1} \in G$ under the CFL condition

$$a\lambda \leq c_0 \omega_1^{GL}.$$  

As we have seen, the convex decomposition (3) plays a critical role in constructing high-order BP schemes. It determines not only the theoretical BP CFL condition (6) of the resulting scheme, but also the points (5) to perform the BP limiter. In fact, one may choose a different convex decomposition in the above analysis. In the 1D case, any type of quadrature rule, with weights all positive and nodes including the two endpoints, would give a feasible convex decomposition. However, different decomposition would affect the theoretical BP CFL condition and thus the computational costs. It is natural to ask what decomposition is optimal in the sense of achieving the mildest BP CFL condition. Zhang and Shu mentioned in [1, Remark 2.7] that they checked, for $k = 2, 3$, that their 1D decomposition (3) is optimal. For $k \geq 4$, the optimality of the 1D decomposition (3) has not been proved yet.
This paper aims to make the first attempt at questing the optimal convex decomposition in the multidimensional cases. In the multiple dimensions, Zhang and Shu [1, 2] proposed the classic convex decomposition based on the tensor product of the Gauss–Lobatto quadrature and the Gauss quadrature rules; see (13). As the 1D case, their decomposition has been an important foundation for constructing high-order BP multidimensional schemes. Over the past decade, the classic Zhang–Shu decomposition has been widely adopted in designing many high-order BP schemes for various hyperbolic or convection-dominated equations. It is natural to ask the following question:

Is the classic convex decomposition optimal in multiple dimensions?

In this work, we find, in the multidimensional cases, that the classic decomposition is generally not optimal for the $P^k$ spaces, i.e. the multivariate polynomial spaces of total degree up to $k$. Seeking the optimal convex decomposition in the multidimensional cases is highly complicated and challenging. In this paper, we restrict our attention to two commonly used spaces ($\mathbb{P}^2$ and $\mathbb{P}^3$), which are typically used in the third-order and fourth-order DG schemes, on the Cartesian meshes. For these polynomial spaces, we discover a novel alternative decomposition, which is rigorously proved to be optimal, namely, to attain the mildest BP CFL condition, yet requires much fewer nodes. Based on our novel optimal convex decomposition, we can establish more efficient high-order BP DG schemes in the Zhang–Shu framework, as it allows a notably larger BP time step-size than the classic one. The discovery of our optimal convex decomposition is highly nontrivial and may have a broad impact, as it would lead to an overall improvement of third-order and fourth-order BP schemes for a large class of hyperbolic or convection-dominated equations at the cost of only a slight and local modification to the implementation code. We will present several numerical examples to further validate the remarkable advantages of using our optimal decomposition over the classic one in terms of efficiency. It is worth mentioning that seeking the optimal convex decomposition for general $P^k$ spaces ($k \geq 4$) in the multidimensional cases (on the Cartesian meshes or unstructured meshes) seems challenging and is still open. We hope the present paper could be helpful for motivating further discussions on this interesting problem in the future.

2 General convex decomposition for 2D high-order BP schemes

This section discusses the general feasible convex decomposition for constructing 2D high-order BP DG schemes within the Zhang–Shu framework.

Let $\mathbb{P}^k$ denote the space of multivariate polynomials of total degree up to $k$. We consider the $(k+1)$th-order $\mathbb{P}^k$-based DG scheme with the forward Euler time discretization for solving the 2D hyperbolic conservation laws

$$u_t + f_1(u)_x + f_2(u)_y = 0, \quad (x,y,t) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^+.$$  

All our discussions in this paper are also valid for high-order strong-stability-preserving (SSP) time discretizations [30], as they are convex combinations of forward Euler step. Following the Zhang–Shu framework [1, 2],
in order to design a BP DG scheme, we only need to ensure the cell averages within the region $G$. As long as the BP property of the updated cell averages is guaranteed, one may employ a simple BP limiter to enforce the pointwise bounds of the piecewise DG polynomial solutions without affecting the high-order accuracy [1, 2].

On a rectangular cell $\Omega_{ij} := [x_{i-\frac{1}{2}},x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}},y_{j+\frac{1}{2}}]$, the evolution equation of cell averages for the $(k+1)$th-order DG scheme reads

$$
\bar{u}_{ij}^{n+1} = \bar{u}_{ij}^n - \frac{\Delta t}{\Delta x} \sum_{q=1}^{Q} \omega_q \left[ f_1(u^{i-\frac{1}{2},q}, u^{i+\frac{1}{2},q}) - f_1(u^{i-\frac{3}{2},q}, u^{i-\frac{1}{2},q}) \right] - \frac{\Delta t}{\Delta y} \sum_{q=1}^{Q} \omega_q \left[ f_2(u^{q,j-\frac{1}{2}}, u^{q,j+\frac{1}{2}}) - f_2(u^{q,j-\frac{3}{2}}, u^{q,j-\frac{1}{2}}) \right],
$$

where

$$
u_{i-\frac{1}{2},q}^+ = p_{ij}(x_{i-\frac{1}{2}}, y_{j,q}), \quad u_{i+\frac{1}{2},q}^- = p_{ij}(x_{i+\frac{1}{2}}, y_{j,q}), \quad u_{q,j+\frac{1}{2}}^- = p_{ij}(x_{q,j}, y_{j+\frac{1}{2}}), \quad u_{q,j-\frac{1}{2}}^- = p_{ij}(x_{q,j}, y_{j-\frac{1}{2}})
$$

with $p_{ij}(x,y) \in \mathbb{P}^k$ denoting the DG solution polynomial on $\Omega_{ij}$ at time level $n$ satisfying

$$
\bar{u}_{ij}^n = \frac{1}{\Delta x \Delta y} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{ij}(x,y) \, dy \, dx,
$$

and $\left\{ x_{i,q}^q \right\}_{q=1}^Q$ and $\left\{ y_{j,q}^q \right\}_{q=1}^Q$ respectively denote the $Q$-point Gauss quadrature nodes in the intervals $[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]$ and $[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]$, with the corresponding quadrature weights $\left\{ \omega_q \right\}$ satisfying $\sum_{q=1}^Q \omega_q = 1$. For the $\mathbb{P}^k$-based DG scheme, $Q$ is typically taken as $k+1$, such that the quadrature has sufficiently high-order accuracy.

In [8], we take the numerical fluxes $\hat{f}_1$ and $\hat{f}_2$ as the BP numerical fluxes with which the corresponding 1D three-point first-order schemes are BP, i.e., for any $u_1, u_2, u_3 \in G$ it holds that

$$u_2 - \frac{\Delta t}{\Delta x} (\hat{f}_1(u_2, u_3) - \hat{f}_1(u_1, u_2)) \in G, \quad u_2 - \frac{\Delta t}{\Delta y} (\hat{f}_2(u_2, u_3) - \hat{f}_2(u_1, u_2)) \in G \tag{9}
$$

under a suitable CFL condition $\max\{a_1 \Delta t/\Delta x, a_2 \Delta t/\Delta y\} \leq c_0$, where $a_1$ and $a_2$ denote the maximum characteristic speeds in $x$- and $y$-directions, and $c_0$ is the maximum allowable CFL number for the 1D first-order schemes. For example, typically $c_0 = 1$ for the Lax–Friedrichs flux [2,10] and $c_0 = \frac{1}{2}$ for the HLL and HLLC fluxes [10].

### 2.1 Feasible convex decomposition in 2D

Similar to the 1D case [3], the BP analysis and design of a 2D scheme [8] also require certain 2D quadrature rule to decompose the cell average $\bar{u}_{ij}^n$ into a convex combination of the values of $p_{ij}$ at some points. A qualified 2D quadrature, which we call feasible convex decomposition, should satisfy three requirements, as defined below.

**Definition 1** (Feasible convex decomposition in 2D). A 2D convex decomposition

$$\bar{u}_{ij}^n = \sum_{q=1}^Q \omega_q \left[ \omega_1 u_{i-\frac{1}{2},q}^+ + \omega_1 u_{i+\frac{1}{2},q}^- + \omega_2 u_{q,j-\frac{1}{2}}^- + \omega_2 u_{q,j+\frac{1}{2}}^- + \omega_3 u_{q,j+\frac{1}{2}}^- \right] + \sum_{s=1}^S \omega_s p_{ij}(x_{ij}^{(s)}, y_{ij}^{(s)}) \tag{10}
$$

is said to be feasible for the polynomial space $\mathbb{P}^k$, if it simultaneously satisfies the following three conditions:
(i) the convex decomposition holds exactly for all \( p \in \mathbb{P}^k; \)

(ii) the weights \( \{ \omega_1^+, \omega_2^+, \omega_s \} \) are all positive (their summation equals one);

(iii) the internal node set \( S_{ij} := \{ (x_{ij}^s, y_{ij}^s) \} \) \( s=1 \subset \Omega_{ij}. \)

Based on the tensor product of the \( L \)-point Gauss quadrature (with \( L = \left\lceil \frac{k+3}{2} \right\rceil \)) and the \( Q \)-point Gauss–Lobatto quadrature, the cell average \( \bar{u}_{ij}^n \) can be decomposed into a convex combination of point values of \( p_{ij} \) as follows:

\[
\bar{u}_{ij}^n = \frac{1}{\Delta x \Delta y} \int_{y_{ij}-\frac{1}{2}}^{y_{ij}+\frac{1}{2}} \int_{x_{ij}-\frac{1}{2}}^{x_{ij}+\frac{1}{2}} p_{ij}(x, y) \, dx \, dy = \sum_{s=1}^{L} \omega_s^{GL} \left( \frac{1}{\Delta y} \int_{y_{ij}-\frac{1}{2}}^{y_{ij}+\frac{1}{2}} p_{ij}(x_{ij,s}, y) \, dy \right) = \sum_{s=1}^{L} \sum_{q=1}^{Q} \omega_s^{GL} \omega_q^G p_{ij}(x_{ij,s}^G, y_{ij,q}^G).
\]

Similarly, by applying the quadrature rules in a different order, one obtains

\[
\bar{u}_{ij}^n = \sum_{q=1}^{Q} \omega_q^G \omega_1^{GL} \left[ u_{q,j-\frac{1}{2}}^+ + u_{q,j+\frac{1}{2}}^- \right] + \sum_{s=2}^{L-1} \sum_{q=1}^{Q} \omega_s^{GL} \omega_q^G p_{ij}(x_{ij,s}^G, y_{ij,q}^G).
\]

(11)

Zhang–Shu classic convex decomposition. In [1, 2], Zhang and Shu proposed the classic convex decomposition by using the tensor-product decomposition formulas (11) and (12):

\[
\bar{u}_{ij}^n = \kappa_1 \cdot \bar{u}_{ij}^n + \kappa_2 \cdot \ddot{u}_{ij}^n = \kappa_1 \cdot \text{equation (11)} + \kappa_2 \cdot \text{equation (12)}
\]

\[
= \sum_{q=1}^{Q} \omega_q^G \omega_1^{GL} \left[ \kappa_1 u_{i-\frac{1}{2},q}^+ + \kappa_1 u_{i+\frac{1}{2},q}^- + \kappa_2 u_{q,j-\frac{1}{2}}^+ + \kappa_2 u_{q,j+\frac{1}{2}}^- \right] + \sum_{s=2}^{L-1} \sum_{q=1}^{Q} \omega_s^{GL} \omega_q^G \left[ \kappa_1 p_{ij}(x_{ij,s}^G, y_{ij,q}^G) + \kappa_2 p_{ij}(x_{ij,s}^G, y_{ij,q}^G) \right]
\]

(13)

with

\[
\kappa_1 := \frac{a_1}{\Delta x}, \quad \kappa_2 := \frac{a_2}{\Delta y}.
\]

This classic convex decomposition has been widely used over the past decade.

Jiang–Liu convex decomposition. In [10], Jiang and Liu used a simpler convex decomposition:

\[
\ddot{u}_{ij}^n = \frac{1}{2} \cdot \bar{u}_{ij}^n + \frac{1}{2} \cdot \ddot{u}_{ij}^n = \frac{1}{2} \cdot \text{equation (11)} + \frac{1}{2} \cdot \text{equation (12)}
\]

\[
= \sum_{q=1}^{Q} \omega_q^G \omega_1^{GL} \left[ u_{i-\frac{1}{2},q}^+ + u_{i+\frac{1}{2},q}^- + u_{q,j-\frac{1}{2}}^+ + u_{q,j+\frac{1}{2}}^- \right] + \sum_{s=2}^{L-1} \sum_{q=1}^{Q} \omega_s^{GL} \omega_q^G \left[ p_{ij}(x_{ij,s}^G, y_{ij,q}^G) + p_{ij}(x_{ij,s}^G, y_{ij,q}^G) \right].
\]

(14)

Remark 1. Both the Zhang–Shu decomposition (13) and the Jiang–Liu decomposition (14) are examples of 2D feasible convex decomposition, and they share the same (classic) internal node set

\[
S_{ij}^{\text{Zhang–Shu}} = \bigcup_{s=2}^{L-1} \bigcup_{q=1}^{Q} \{ (x_{ij,s}^G, y_{ij,q}^G), (x_{ij,s}^G, y_{ij,q}^G) \}.
\]

(15)
2.2 BP conditions via general convex decomposition

Motivated by [1, 2, 10], this subsection studies the BP conditions for the scheme (8) via the general feasible convex decomposition [10]. One can rewrite (10) as

\[ \tilde{u}_{ij}^n = \sum_{q=1}^{Q} \omega_q^G \omega_1 \left( u_{i-\frac{1}{2},q}^+ + u_{i+\frac{1}{2},q}^- \right) + \sum_{q=1}^{Q} \omega_q^G \omega_2 \left( u_{q,j-\frac{1}{2}}^+ + u_{q,j+\frac{1}{2}}^- \right) + \Pi, \]  
(16)

where \( \omega_1 := \min\{ \omega_1^-, \omega_1^+ \} \), \( \omega_2 := \min\{ \omega_2^-, \omega_2^+ \} \), and

\[ \Pi := \sum_{q=1}^{Q} \omega_q^G \left[ (\omega_1^- - \omega_1)u_{i-\frac{1}{2},q}^- + (\omega_1^+ - \omega_1)u_{i+\frac{1}{2},q}^+ + (\omega_2^- - \omega_2)u_{q,j-\frac{1}{2}}^- + (\omega_2^+ - \omega_2)u_{q,j+\frac{1}{2}}^+ \right] + \sum_{s=1}^{S} \omega_s p_{ij}(x_{ij}^{(s)}, y_{ij}^{(s)}). \]  
(17)

By using a local scaling limiter [1, 2], one can enforce the DG solution polynomial \( p_{ij} \) to satisfy the desired bounds on the boundary nodes:

\[ u_{i-\frac{1}{2},q}^+ \in G, \quad u_{i+\frac{1}{2},q}^- \in G, \quad u_{q,j-\frac{1}{2}}^+ \in G, \quad u_{q,j+\frac{1}{2}}^- \in G, \quad q = 1, \ldots, Q, \quad \forall i, j, \]  
(18)

and on the internal nodes:

\[ p_{ij}(x_{ij}^{(s)}, y_{ij}^{(s)}) \in G, \quad s = 1, \ldots, S, \quad \forall i, j. \]  
(19)

Noting that (17) expresses \( \Pi \) as a convex combination of the values in (18) and (19), we conclude that \( \Pi \in G \), because \( G \) is convex. Substituting the decomposition (16) into (8), one can rewrite the scheme (8) as

\[ \tilde{u}_{ij}^{n+1} = \sum_{q=1}^{Q} \omega_q^G \omega_1 \left( H_{i-\frac{1}{2},q}^- + H_{i+\frac{1}{2},q}^+ \right) + \sum_{q=1}^{Q} \omega_q^G \omega_2 \left( H_{q,j-\frac{1}{2}}^- + H_{q,j+\frac{1}{2}}^+ \right) + \Pi \]  
(20)

with

\[ H_{i-\frac{1}{2},q}^- = u_{i-\frac{1}{2},q}^- - \frac{\Delta t}{\omega_1 \Delta x} \left( \hat{f}_1(u_{i-\frac{1}{2},q}^-, u_{i+\frac{1}{2},q}^+) - \hat{f}_1(u_{i-\frac{1}{2},q}^-, u_{i+\frac{1}{2},q}^-) \right), \]
\[ H_{i+\frac{1}{2},q}^+ = u_{i+\frac{1}{2},q}^+ - \frac{\Delta t}{\omega_1 \Delta x} \left( \hat{f}_1(u_{i-\frac{1}{2},q}^+, u_{i+\frac{1}{2},q}^-) - \hat{f}_1(u_{i-\frac{1}{2},q}^+, u_{i+\frac{1}{2},q}^+) \right), \]
\[ H_{q,j-\frac{1}{2}}^- = u_{q,j-\frac{1}{2}}^- - \frac{\Delta t}{\omega_2 \Delta y} \left( \hat{f}_2(u_{q,j-\frac{1}{2}}^-, u_{q,j+\frac{1}{2}}^+) - \hat{f}_2(u_{q,j-\frac{1}{2}}^-, u_{q,j+\frac{1}{2}}^-) \right), \]
\[ H_{q,j+\frac{1}{2}}^+ = u_{q,j+\frac{1}{2}}^+ - \frac{\Delta t}{\omega_2 \Delta y} \left( \hat{f}_2(u_{q,j-\frac{1}{2}}^+, u_{q,j+\frac{1}{2}}^-) - \hat{f}_2(u_{q,j-\frac{1}{2}}^+, u_{q,j+\frac{1}{2}}^+) \right), \]

which are formally 1D three-point first-order schemes (9) that satisfy

\[ H_{i-\frac{1}{2},q}^- \in G, \quad H_{i+\frac{1}{2},q}^+ \in G, \quad H_{q,j-\frac{1}{2}}^- \in G, \quad H_{q,j+\frac{1}{2}}^+ \in G, \]
under the CFL type conditions

\[ a_1 \Delta t \leq \omega_1 \Delta x, \quad a_2 \Delta t \leq \omega_2 \Delta y. \]  
(21)

Because (20) is a convex combination form, by the convexity of \( G \) we conclude that \( \tilde{u}_{ij}^{n+1} \in G \) under the conditions (21), which are equivalent to the following BP CFL condition (22). In summary, we arrive at the following theorem.
Theorem 1 (BP via general convex decomposition). If there is a 2D feasible convex decomposition in the form of (24) and the solution polynomial $p_{ij}$ satisfies (18) and (19) for all $i$ and $j$, then the high-order scheme (8) preserves $u_{ij}^{n+1} \in G$ under the BP CFL condition

$$\Delta t \leq c_0 \min \left\{ \frac{\omega^+ \Delta x}{a_1}, \frac{\omega^+ \Delta y}{a_1}, \frac{\omega^- \Delta y}{a_2}, \frac{\omega^+ \Delta y}{a_2} \right\}. \quad (22)$$

As direct consequences of Theorem 1, we have the following two corollaries.

Corollary 1 (BP via Zhang–Shu convex decomposition). If for all $i$ and $j$, the solution polynomial $p_{ij}$ satisfies (18) and $p_{ij}(x,y) \in G$ for all $(x,y) \in \Omega_{ij}^{Zhang–Shu}$, then the high-order scheme (8) preserves $u_{ij}^{n+1} \in G$ under the BP CFL condition

$$\left(\frac{a_1 \Delta x + a_2 \Delta y}{\Delta y} \right) \Delta t \leq \omega_{GL}^{c}\frac{c_0}{L(L-1)} \quad \text{with} \quad L = \left\lceil \frac{k+3}{2} \right\rceil. \quad (23)$$

Corollary 2 (BP via Jiang–Liu convex decomposition). If for all $i$ and $j$, the solution polynomial $p_{ij}$ satisfies (18) and $p_{ij}(x,y) \in G$ for all $(x,y) \in \Omega_{ij}^{Zhang–Shu}$, then the high-order scheme (8) preserves $u_{ij}^{n+1} \in G$ under the BP CFL condition

$$2\max \left\{ \frac{a_1 \Delta x + a_2 \Delta y}{\Delta x} \right\} \Delta t \leq \omega_{GL}^{c}\frac{c_0}{L(L-1)} \quad \text{with} \quad L = \left\lceil \frac{k+3}{2} \right\rceil. \quad (23)$$

3 Optimal 2D convex decomposition for $\mathbb{P}^2$ and $\mathbb{P}^3$ on rectangular cells

As we have seen, a convex decomposition like (10) plays a critical role in constructing 2D high-order BP schemes: the choice of decomposition, in particular, the corresponding weights \{\omega^−, \omega^+, \omega^−, \omega^+\} affect the resulting BP CFL condition (22). While the feasible convex decomposition approaches are not unique, it is natural to seek the optimal convex decomposition such that the resulting BP CFL condition (22) is mildest, i.e., it maximizes

$$\min \left\{ \frac{\omega^− \Delta x}{a_1}, \frac{\omega^+ \Delta x}{a_1}, \frac{\omega^− \Delta y}{a_2}, \frac{\omega^+ \Delta y}{a_2} \right\}.$$ \]

Seeking such an optimal convex decomposition in 2D is challenging. We find that the classic Zhang–Shu decomposition (13) and the Jiang–Liu decomposition (14) both are generally not optimal for the $\mathbb{P}^k$ spaces. Moreover, we discover the following novel convex decomposition on $\Omega_{ij} := [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]$ for $\mathbb{P}^2$ and $\mathbb{P}^3$.

Optimal 2D convex decomposition. For $p_{ij} \in \mathbb{P}^2$ or $\mathbb{P}^3$, the cell average $\bar{u}_{ij}^n$ has the following convex decomposition

$$\bar{u}_{ij}^n = \frac{\mu_1}{2} \sum_{q=1}^Q \omega_q^{c} \left[ u^+_{i-\frac{1}{2}, q} + u^-_{i+\frac{1}{2}, q} \right] + \frac{\mu_2}{2} \sum_{q=1}^Q \omega_q^{c} \left[ u^+_{q, j-\frac{1}{2}} + u^-_{q, j+\frac{1}{2}} \right] + \omega \sum_{s} p_{ij}(\tilde{x}_s, \tilde{y}_s), \quad (24)$$
with the internal nodes

\[ S_{ij}^{\text{optimal}} = \{ (\hat{x}, \hat{y}) \} = \begin{cases} 
(x_i, y_j \pm \frac{\Delta y}{2\sqrt{3}} \sqrt{\frac{\phi_0 - \phi_1}{\phi_*}}), & \text{if } \phi_1 \geq \phi_2, \\
(x_i \pm \frac{\Delta x}{2\sqrt{3}} \sqrt{\frac{\phi_0 - \phi_2}{\phi_*}}, y_j), & \text{if } \phi_1 < \phi_2,
\end{cases} \quad (25) \]

where

\[ \phi_1 = \frac{a_1}{\Delta x}, \quad \phi_2 = \frac{a_2}{\Delta y}, \quad \phi_* = \max\{\phi_1, \phi_2\}, \quad \psi = \phi_1 + \phi_2 + 2\phi_* , \quad \mu_1 = \frac{\phi_1}{\psi}, \quad \mu_2 = \frac{\phi_2}{\psi}, \quad \omega = \frac{\phi_*}{\psi}. \]

It can be verified that the proposed 2D convex decomposition (24) is feasible and optimal (see Theorem 2) for both \( \mathbb{P}^2 \) and \( \mathbb{P}^3 \). As a direct consequence of Theorem 1, we have following corollary.

**Corollary 3 (BP via optimal convex decomposition).** If for all \( i \) and \( j \), the solution polynomial \( p_{ij} \) satisfies (18) and \( p_{ij}(x,y) \in G \) for all \( (x,y) \in S_{ij}^{\text{optimal}} \), then the \( \mathbb{P}^2 \)-based or \( \mathbb{P}^3 \)-based high-order DG scheme (8) preserves \( \bar{u}_{ij}^{n+1} \in G \) under the BP CFL condition

\[ \left[ 2 \frac{a_1}{\Delta x} + 2 \frac{a_2}{\Delta y} + 4 \max\left\{ \frac{a_1}{\Delta x}, \frac{a_2}{\Delta y} \right\} \right] \Delta t \leq c_0. \quad (26) \]

In Table 1, we list and compare the corresponding BP CFL conditions and the internal node sets of decompositions (24), (13) and (14) for \( \mathbb{P}^2 \) and \( \mathbb{P}^3 \). We observe that our novel convex decomposition (24) has some remarkable advantages, as summarized in the following remarks.

**Remark 2 (Advantage in mildest BP CFL condition).** One can observe from Table 1 that the proposed convex decomposition (24) achieves a notably milder BP CFL condition than the existing ones, i.e., our BP CFL condition (26) is weaker than (13) and (14) respectively obtained via the Zhang–Shu and Jiang–Liu convex decompositions. In fact, for the \( \mathbb{P}^2 \) or \( \mathbb{P}^3 \) space, no other 2D feasible convex decomposition can achieve an even milder BP CFL condition than (26), i.e., the proposed convex decomposition (24) is optimal. This will be theoretically proved in Theorem 2.

**Remark 3 (Advantage in fewer nodes).** The internal node set \( S_{ij}^{\text{optimal}} \) of the optimal convex decomposition (24) contains only two nodes, which merge to a single node \((x_i, y_j)\) in case of \( \phi_1 = \phi_2 \). In comparison, the classic convex decomposition (13) or (14) needs much more internal nodes (approximately \( 2Q(L - 2) \) in total). These two internal node sets, \( S_{ij}^{\text{Zhang–Shu}} \) and \( S_{ij}^{\text{optimal}} \), are shown in Figure 1 for further comparison. When the local scaling BP limiter is performed at the internal nodes in all computational cells, using the optimal convex decomposition (24) reduces the computational cost of the BP limiting procedure.
Table 1: The theoretical BP CFL conditions and the internal node sets of the optimal convex decomposition (24) and the convex decompositions (13) and (14) in 2D for the $\mathbb{P}^2$ and $\mathbb{P}^3$ spaces.

| BP CFL condition | Internal $\mathbb{P}^2$ nodes | Internal $\mathbb{P}^3$ nodes |
|------------------|-------------------------------|-------------------------------|
| general case     | $\Delta t \leq \frac{c_0}{2} h$ | $1 \sim 2$                   |
| Optimal          | $\Delta t \leq \frac{c_0}{8} h$ | $1 \sim 2$                   |
| Zhang & Shu [1]  | $\Delta t \leq \frac{c_0}{12} h$ | $5 \sim 8$                   |
| Jiang & Liu [10] | $\Delta t \leq \frac{c_0}{12} h$ | $5 \sim 8$                   |

Remark 4 (Easy implementation). It is worth emphasizing that one only requires a slight and local modification to an existing code to enjoy the above-mentioned advantages of our optimal convex decomposition. Specifically, one only needs to replace the classic internal node set $S_{ij}^{\text{Zhang-Shu}}$ with the optimal internal node set $S_{ij}^{\text{optimal}}$ in the BP limiting procedure, and then the theoretical BP CFL condition is improved to (26).

Theorem 2. For both $\mathbb{P}^2$ and $\mathbb{P}^3$ spaces, the 2D convex decomposition (24) is optimal among all feasible candidates.

Proof. It can be easily verified that the 2D convex decomposition (24) is feasible for $\mathbb{P}^2$ and $\mathbb{P}^3$. We will prove its optimality by contradiction. Assume that there is another feasible convex decomposition of the form

$$\bar{u}_{ij}^n = \sum_{q=1}^{Q} \omega_q^{\bar{u}} \left[ \omega_1^{u_i^+} u_{i+\frac{1}{2} q}^+ + \omega_1^{u_i^-} u_{i-\frac{1}{2} q}^- + \omega_2^{u_{q}^+} u_{q,j-\frac{1}{2} q}^+ + \omega_2^{u_{q,j}^-} u_{q,j+\frac{1}{2} q}^- \right] + \sum_{s=1}^{S} \omega_{s} p_{ij}^{(s)} \delta_{ij}^{(s)},$$

(27)
which achieves a BP CFL condition milder than (24), that is,

\[ c_0 \min \left\{ \frac{\omega_1^- \Delta x}{a_1}, \frac{\omega_1^+ \Delta x}{a_1}, \frac{\omega_2^- \Delta y}{a_2}, \frac{\omega_2^+ \Delta y}{a_2} \right\} > c_0 \min \left\{ \frac{\mu_1 \Delta x}{2a_1}, \frac{\mu_1 \Delta x}{2a_1}, \frac{\mu_2 \Delta y}{2a_2}, \frac{\mu_2 \Delta y}{2a_2} \right\} = \frac{c_0}{2 \frac{a_1^2}{\Delta x} + 2 \frac{a_2^2}{\Delta y} + 4 \max \left\{ \frac{a_1}{\Delta x}, \frac{a_2}{\Delta y} \right\}}. \]

In case of \( \frac{a_1}{\Delta x} \geq \frac{a_2}{\Delta y} \), we have

\[ 1 < \min \left\{ \frac{\omega_1^- \Delta x}{a_1}, \frac{\omega_1^+ \Delta x}{a_1}, \frac{\omega_2^- \Delta y}{a_2}, \frac{\omega_2^+ \Delta y}{a_2} \right\} \left[ 6 \frac{a_1}{\Delta x} + 2 \frac{a_2}{\Delta y} \right] \leq 3 \frac{\omega_1^- \Delta x}{a_1} + \frac{3 \omega_1^+ \Delta x}{a_1} + \frac{3 \omega_2^- \Delta y}{a_2} + \frac{3 \omega_2^+ \Delta y}{a_2} = 3(\omega_1^+ + \omega_1^-) + (\omega_2^+ + \omega_2^-). \]

In case of \( \frac{a_1}{\Delta x} < \frac{a_2}{\Delta y} \), we have

\[ 1 < \min \left\{ \frac{\omega_1^- \Delta x}{a_1}, \frac{\omega_1^+ \Delta x}{a_1}, \frac{\omega_2^- \Delta y}{a_2}, \frac{\omega_2^+ \Delta y}{a_2} \right\} \left[ 2 \frac{a_1}{\Delta x} + 6 \frac{a_2}{\Delta y} \right] \leq \frac{\omega_1^- \Delta x}{a_1} + \frac{\omega_1^+ \Delta x}{a_1} + \frac{\omega_2^- \Delta y}{a_2} + \frac{\omega_2^+ \Delta y}{a_2} = (\omega_1^+ + \omega_1^-) + (\omega_2^+ + \omega_2^-). \]

No matter the hypothetical convex decomposition (27) is feasible for \( \mathbb{P}^2 \) or \( \mathbb{P}^3 \), it should hold exactly for \( p_{ij}(x,y) = (x-x_i)^2 \) and \( p_{ij}(x,y) = (y-y_j)^2 \). This gives

\[ \frac{\Delta x^2}{12} = (\omega_1^+ + \omega_1^-) \frac{\Delta x^2}{4} + (\omega_2^+ + \omega_2^-) \frac{\Delta x^2}{12} + \sum_{s=1}^{N} \omega_s (x_{i(s)} - x_i)^2, \]

\[ \frac{\Delta y^2}{12} = (\omega_1^+ + \omega_1^-) \frac{\Delta y^2}{12} + (\omega_2^+ + \omega_2^-) \frac{\Delta y^2}{4} + \sum_{s=1}^{N} \omega_s (y_{i(s)} - y_j)^2, \]

implying

\[ 3(\omega_1^+ + \omega_1^-) + (\omega_2^+ + \omega_2^-) \leq 1 \quad \text{and} \quad (\omega_1^+ + \omega_1^-) + 3(\omega_2^+ + \omega_2^-) \leq 1, \]

which contradict with either (28) or (29). Hence the assumption is incorrect, and decomposition (24) is optimal.

\[ \square \]

**Remark 5.** The standard CFL condition for linear stability of the \( \mathbb{P}^k \)-based DG method with a \((k+1)\)-stage \((k+1)\)-order Runge–Kutta (RK) time discretization [37] is given by the following empirical formula

\[ \left( \frac{a_1}{\Delta x} + \frac{a_2}{\Delta y} \right) \Delta t \leq \frac{1}{2k+1}. \]

Table 2 gives a comparison of different CFL conditions in the special case of \( \frac{\Delta x}{a_1} = \frac{\Delta y}{a_2} = h \) for the \( \mathbb{P}^2 \)-based (third-order) and \( \mathbb{P}^3 \)-based (fourth-order) DG methods. One can see that if \( c_0 = 1 \), the optimal BP CFL condition (26) of the DG schemes (with the BP limiter) is even weaker than the standard one (31).

**Remark 6.** We would like to clarify that the optimal BP CFL condition (26) is merely the best among all those achieved via feasible convex decomposition. It does not mean that such an optimal condition is always sharp or necessary, as other possible analysis approaches may give perhaps weaker BP conditions.
Table 2: Comparison of different CFL conditions in the special case of $\Delta x/a_1 = \Delta y/a_2 = h$.

|          | $c_0 = 1$ |          | $c_0 = 1/2$ |
|----------|-----------|----------|-------------|
|          | optimal   | classic  | optimal     | classic     |
| $P^2$    | $\Delta t \leq \frac{1}{16} h$ | $\Delta t \leq \frac{1}{8} h$ | $\Delta t \leq \frac{1}{16} h$ | $\Delta t \leq \frac{1}{24} h$ |
| $P^3$    | $\Delta t \leq \frac{1}{14} h$ | $\Delta t \leq \frac{1}{8} h$ | $\Delta t \leq \frac{1}{16} h$ | $\Delta t \leq \frac{1}{24} h$ |

4 Optimal 3D convex decomposition for $P^2$ and $P^3$ on cuboid cells

The proposed 2D optimal convex decomposition [24] can be extended to 3D and higher dimensions. We denote the maximum characteristic speeds in the $x$-, $y$- and $z$-directions by $a_1$, $a_2$, and $a_3$, respectively. Let $\Omega_{ij\ell} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}] \times [z_{\ell-\frac{1}{2}}, z_{\ell+\frac{1}{2}}]$ be a cuboid cell, with $\Delta x$, $\Delta y$, and $\Delta z$ denoting its lengths in the $x$-, $y$-, and $z$-directions, respectively.

**Optimal 3D convex decomposition.** For $p_{ij\ell} \in P^2$ or $P^3$, the optimal 3D convex decomposition on $\Omega_{ij\ell}$ is given by

$$
\tilde{u}_{ij\ell} = \frac{\mu_1}{2} \sum_{q=1}^{\mathcal{Q}} \sum_{r=1}^{\mathcal{Q}} \omega_q^G \omega_r^G \left[ u_{i-\frac{1}{2},q,r}^+ + u_{i+\frac{1}{2},q,r}^- \right] + \frac{\mu_2}{2} \sum_{q=1}^{\mathcal{Q}} \sum_{r=1}^{\mathcal{Q}} \omega_q^G \omega_r^G \left[ u_{r,j-\frac{1}{2},q}^+ + u_{r,j+\frac{1}{2},q}^- \right] + \frac{\mu_3}{2} \sum_{q=1}^{\mathcal{Q}} \sum_{r=1}^{\mathcal{Q}} \omega_q^G \omega_r^G \left[ u_{q,r,\ell-\frac{1}{2}}^+ + u_{q,r,\ell+\frac{1}{2}}^- \right] + \frac{\omega}{2} \sum_s p_{ij\ell}(\hat{x}_s, \hat{y}_s, \hat{z}_s),
$$

where $\tilde{u}_{ij\ell}$ denotes the cell average of $p_{ij\ell}$ over $\Omega_{ij\ell}$, and

$$
\begin{align*}
&u_{i-\frac{1}{2},q,r}^+ = p_{ij\ell}(x_{i-\frac{1}{2}}, y_{j, q, \ell, r}), & u_{i+\frac{1}{2},q,r}^- = p_{ij\ell}(x_{i+\frac{1}{2}}, y_{j, q, \ell, r}), & u_{r,j-\frac{1}{2},q}^+ = p_{ij\ell}(x_{i, q, r, j-\frac{1}{2}}, z_{\ell, q}), & u_{r,j+\frac{1}{2},q}^- = p_{ij\ell}(x_{i, q, r, j+\frac{1}{2}}, z_{\ell, q}),
&u_{q,r,\ell-\frac{1}{2}}^+ = p_{ij\ell}(x_{i, q, r, \ell-\frac{1}{2}}, z_{\ell, q}), & u_{q,r,\ell+\frac{1}{2}}^- = p_{ij\ell}(x_{i, q, r, \ell+\frac{1}{2}}, z_{\ell, q}).
\end{align*}
$$

In (32), the weights $\mu_1$, $\mu_2$, $\mu_3$, and $\omega$ are given by

$$
\mu_1 = \frac{\phi_1}{\psi}, \quad \mu_2 = \frac{\phi_2}{\psi}, \quad \mu_3 = \frac{\phi_3}{\psi}, \quad \omega = \frac{\phi_q}{\psi}
$$

with

$$
\phi_1 = a_1/\Delta x, \quad \phi_2 = a_2/\Delta y, \quad \phi_3 = a_3/\Delta z, \quad \psi = \phi_1 + \phi_2 + \phi_3 + 2\phi_q, \quad \phi_q = \max\{\phi_1, \phi_2, \phi_3\},
$$
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and the internal nodes are given by

\[
\mathbb{S}^{\text{optimal}}_{ij\ell} = \{(\hat{x}_s, \hat{y}_s, \hat{z}_s)\} = \begin{cases} 
(x_i, y_j \pm \frac{\Delta y}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_2}{\phi_s}}, z_\ell) \quad \text{and} \quad (x_i, y_j \pm \frac{\Delta z}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_3}{\phi_s}}) , & \text{if } \phi_1 = \max\{\phi_1, \phi_2, \phi_3\}, \\
(x_i, y_j, z_\ell \pm \frac{\Delta z}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_2}{\phi_s}}) \quad \text{and} \quad (x_i, y_j, z_\ell \pm \frac{\Delta z}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_3}{\phi_s}}) , & \text{if } \phi_2 = \max\{\phi_1, \phi_2, \phi_3\}, \\
(x_i \pm \frac{\Delta x}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_1}{\phi_s}}, y_j, z_\ell) \quad \text{and} \quad (x_i \pm \frac{\Delta x}{\sqrt{6}} \sqrt{\frac{\phi_s - \phi_2}{\phi_s}}, y_j, z_\ell) , & \text{if } \phi_3 = \max\{\phi_1, \phi_2, \phi_3\}.
\end{cases}
\]

**Theorem 3.** For both \( \mathbb{P}^2 \) and \( \mathbb{P}^3 \) spaces, the 3D convex decomposition (32) is optimal among all feasible candidates.

The proof of Theorem 3 is similar to that of Theorem 2 and is thus omitted. As summarized in Table 3, the advantages of the optimal 3D convex decomposition (32), over the 3D versions of the classic decompositions, are even greater than the 2D case. Figure 2 shows the boundary and internal nodes for further comparison.

Table 3: BP CFL conditions and the internal node sets of the optimal 3D convex decomposition (32) and the 3D versions of the Zhang–Shu and Jiang–Liu convex decompositions for the \( \mathbb{P}^2 \) and \( \mathbb{P}^3 \) spaces.

| BP CFL condition | Internal nodes | Internal nodes |
|------------------|----------------|----------------|
| Optimal          | \[2\frac{a_1}{\Delta x} + 2\frac{a_2}{\Delta y} + 2\frac{a_3}{\Delta z} + 4\max\left\{\frac{a_1}{\Delta x}, \frac{a_2}{\Delta y}, \frac{a_3}{\Delta z}\right\}\] \(\Delta t \leq c_0\) | \(\Delta t \leq \frac{c_0}{10} h\) | 1 \(\sim\) 4 | 1 \(\sim\) 4 |
| Zhang & Shu [1]   | \[6\frac{a_1}{\Delta x} + 6\frac{a_2}{\Delta y} + 6\frac{a_3}{\Delta z}\] \(\Delta t \leq c_0\) | \(\Delta t \leq \frac{c_0}{18} h\) | 19 | 48 |
| Jiang & Liu [10]  | \[18\max\left\{\frac{a_1}{\Delta x}, \frac{a_2}{\Delta y}, \frac{a_3}{\Delta z}\right\}\] \(\Delta t \leq c_0\) | \(\Delta t \leq \frac{c_0}{18} h\) | 19 | 48 |

## 5 Numerical experiments

In this section, we test the accuracy, robustness, and efficiency of the high-order BP DG schemes designed via the proposed optimal convex decomposition (24), which are referred to as the “optimal approach” for short. For comparison, we also consider the high-order BP DG schemes designed via the classic Zhang–Shu convex decomposition [13], which are referred to as the “classic approach” for short. While the convex decomposition is independent of the choice of BP numerical fluxes, we adopt the global Lax–Friedrichs flux with \(c_0 = 1\) in all
Figure 2: Nodes of the optimal 3D decomposition \( S_{ij\ell}^{\text{optimal}} \) (red) for \( P_2 \). (a) Boundary nodes (black) and optimal internal nodes for \( P_2 \). (b) Boundary nodes (black) and optimal internal nodes for \( P_3 \). (c) Boundary nodes (black) and classic internal nodes \( S_{ij\ell}^{\text{Zhang–Shu}} \) (red) for \( P_2 \). (d) Boundary nodes (black) and classic internal nodes \( S_{ij\ell}^{\text{Zhang–Shu}} \) (red) for \( P_3 \).

The presented tests. Unless otherwise stated, we employ the three-stage third-order SSP RK discretization [30] (abbreviated as SSPRK3) for the \( P_2 \)-based (third-order) DG scheme, and the five-stage fourth-order SSP RK time discretization [30] (abbreviated as SSPRK4) for the \( P_3 \)-based (fourth-order) DG scheme. The SSP coefficients for SSPRK3 and SSPRK4 are \( C_{\text{SSP}} = 1 \) and \( C_{\text{SSP}} \approx 1.508 \), respectively. All the methods are implemented using C++ language with double precision on a Linux server with Intel(R) Xeon(R) Platinum 8268 CPU @ 2.90GHz 2TB RAM.

**Example 1** (Linear convection equation). We start with the two-dimensional linear convection equation

\[
 u_t + u_x + u_y = 0, \quad (x,y,t) \in [-1,1] \times [-1,1] \times \mathbb{R}^+,
\]

with periodic boundary conditions and the initial data \( u(x,y,0) = \sin(\pi(x+y)) \). The exact solution satisfies a maximum principle, implying the convex invariant region \( G = [-1,1] \). We simulate this problem until \( t = 50 \) to study the long-time stability of the BP DG schemes with the BP limiter on the uniform mesh of 100 \( \times \) 100 cells. Figure 3 shows the time evolution of the numerical errors in the \( L^1 \), \( L^2 \), and \( L^\infty \) norms, respectively. In the simulations, we adopt three different time step-sizes, namely, \( \tau_0 := C_{\text{SSP}} \tau_0^{\text{BP}} \) with \( \tau_0^{\text{BP}} \) being the maximum \( \Delta t \) determined by the optimal BP CFL condition (26), \( \tau_1 := C_{\text{SSP}} \tau_1^{\text{BP}} \) with \( \tau_1^{\text{BP}} \) being the maximum \( \Delta t \) determined by the classic Zhang–Shu BP CFL condition (23), and \( \tau_2 := C_{\text{SSP}} \tau_2^{\text{LS}} \) with \( \tau_2^{\text{LS}} \) being the maximum \( \Delta t \) determined by the standard CFL condition (31) for linear stability. The CPU time of all these simulations is presented in Table 4. One can see that all the errors shown in Figure 3 do not exhibit any sign of exponential growth, which indicates the simulations are stable. We also observe that, when the identical time step is used, the errors of the optimal approach is smaller or comparable to those of the classic one, but the optimal approach uses less CPU time (see Table 4) due to the fewer internal nodes. It is seen that the numerical errors are slightly larger, if
Figure 3: Example 1: Time evolution of the $L^1$, $L^2$, and $L^\infty$ errors in the numerical solutions obtained using the third-order ($P^2$; top row) and fourth-order ($P^3$; bottom row) BP DG schemes designed via different approaches and by using different time step-sizes.

A bigger time step is adopted, as expected. The optimal approach allows a larger time step, with which the CPU time is much less, as shown in Table 4.

Example 2 (Riemann problem of Burgers’ equation). This example considers the inviscid Burgers’ equation

$$ u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0, \quad (x,y,t) \in [0,1] \times [0,1] \times \mathbb{R}^+, \quad (34) $$

with outflow boundary conditions and the initial condition

$$ u(x,y,0) = \begin{cases} 
-0.2, & \text{if } x < 0.5, y > 0.5, \\
-1, & \text{if } x > 0.5, y > 0.5, \\
0.5, & \text{if } x < 0.5, y < 0.5, \\
0.8, & \text{if } x > 0.5, y < 0.5.
\end{cases} $$

The exact solution of this example also obeys the maximum principle with $G = [-1,0.8]$. Figure 4 displays the numerical results at $t = 0.5$ computed with $256 \times 256$ uniform cells. We observe that the optimal approach with time step-size $\tau_0 = C_{SSP} C^{BP}_0$ and the classic approach with time step-size $\tau_1 = C_{SSP} C^{BP}_0$ give very similar results,
Table 4: CPU time in seconds for Example 1

|                | optimal approach | classic approach |
|----------------|------------------|-----------------|
|                | $\tau_0$ | $\tau_1$ | $\tau_2$ | $\tau_1$ | $\tau_2$ |
| $P^2$          | 1563.22  | 2410.99  | 1980.90  | 2603.67  | 2166.29  |
| $P^3$          | 3058.73  | 4564.84  | 5330.88  | 4947.13  | 5775.08  |

and the discontinuities are equally well resolved by both approaches. However, the CPU time of the optimal approach is much less than that of the classic approach, as exhibited in Table 5.

Table 5: CPU time in seconds for Examples 2–4

| Approach       | Example 2 2D Riemann problem | Example 3 Mach 80 jet | Example 4 Mach 2000 jet |
|----------------|------------------------------|-----------------------|-------------------------|
| $P^2$          | optimal-$\tau_0$ 309.39      | 13297.97              | 10708.38                |
|                | classic-$\tau_1$ 504.95      | 20501.56              | 16527.88                |
| $P^3$          | optimal-$\tau_0$ 664.71      | 30861.78              | 24304.09                |
|                | classic-$\tau_1$ 1106.00     | 42714.91              | 34896.86                |

Example 3 (Mach 80 jet problem of Euler equations). This example simulates a Mach 80 jet \[33, 2, 34\] by solving the two-dimensional Euler equations, which can be written in the form of (7) with

$$u = \begin{pmatrix} \rho \\ \rho v_1 \\ \rho v_2 \\ E \end{pmatrix}, \quad f_1(u) = \begin{pmatrix} \rho v_1 \\ \rho v_1^2 + p \\ \rho v_1 v_2 \\ (E + p) v_1 \end{pmatrix}, \quad f_2(u) = \begin{pmatrix} \rho v_2 \\ \rho v_1 v_2 \\ \rho v_2^2 + p \\ (E + p) v_2 \end{pmatrix}$$

(35)

with $E = \frac{1}{2} \rho (v_1^2 + v_2^2) + \rho e$ and $p = (\gamma - 1) \rho e$. Here, $\rho$ is the density, $(v_1, v_2)$ denotes the velocity, $p$ is the pressure, $E$ is the total energy, and $e$ is the specific internal energy. The ratio of specific heats $\gamma$ is set to be 5/3. The density and pressure should be positive, yielding the invariant region $G = \{u : \rho > 0, p > 0\}$, which is a convex set \[2\].

Initially, the computation domain $[0, 2] \times [-0.5, 0.5]$ is full of the ambient gas with $(\rho, v_1, v_2, p) = (5, 0, 0.4127)$. The jet with state $(\rho, v_1, v_2, p) = (5, 30, 0, 0.4127)$ is injected into the domain from the left boundary between $y = -0.05$ and $0.05$. All the other boundaries are set as outflow boundary conditions, as in \[33, 34\]. This is
Figure 4: Example 2: The numerical solutions at $t = 0.5$ obtained via the optimal approach and the classic approach.

a benchmark yet challenging test, and a high-order numerical scheme without any BP techniques may easily produce negative density and/or negative pressure, which eventually causes the breakdown of the simulation code. We perform the simulation until $t = 0.07$ on the uniform mesh of $480 \times 240$ cells. The numerical results of density are presented in Figure 5, from which we clearly observe that the critical features of the jet: cocoons, bow shock, shear flows, etc. All these features are well captured by the BP DG methods and agree with those presented in [33, 34]. The results of the optimal approach with time step $\tau_0 = C_{SSP} \tau_{BP}^{O}$ are comparable to those of the classic approach with time step $\tau_1 = C_{SSP} \tau_{BP}^{C}$. As shown in Table 5, the optimal approach allows a larger time step and takes much less CPU time than the classic approach.

Example 4 (Mach 2000 jet problem of Euler equations). Last, a Mach 2000 jet is considered with the Euler
Figure 5: Example 3: The numerical density at $t = 0.07$ obtained by using the third-order (top row) and the fourth-order (bottom row) BP DG schemes designed via the optimal approach and the classic approach.

equation (35) in the domain $[0, 1] \times [-0.25, 0.25]$. The setup is the same as Example 3 except the jet state fixed as $(\rho, v_1, v_2, p) = (5, 800, 0, 0.4127)$ for $y \in [-0.05, 0.05]$ on the left boundary ($x = 0$). All the other boundaries are of outflow conditions. The much higher Mach number renders this jet test more challenging than Example 3. The simulation is performed until $t = 0.001$ with $480 \times 240$ cells. Figure 6 presents the numerical results of density, which demonstrate the comparably high resolution and excellent robustness for both the optimal approach and the classic approach. Table 5 also displays the CPU time in this test for both approaches, further confirming the notable advantage of the optimal approach in efficiency.

6 Summary

In this paper, we proposed the problem of seeking the optimal convex decomposition of the cell average for constructing high-order BP schemes of hyperbolic conservation laws in multiple dimensions within the Zhang–Shu framework. It was observed that the classic Zhang–Shu convex decomposition, based on the tensor product of Gauss–Lobatto and Gauss quadratures, is generally not optimal in the multidimensional cases. For the $P^2$ and $P^3$ spaces, which are typically used in the third-order and fourth-order DG schemes, we discovered the optimal convex decomposition that achieves the mildest BP CFL condition yet requires much fewer internal nodes. Based on our optimal convex decomposition, we established more efficient high-order BP schemes, which allow
a larger BP time step-size than the classic one, in the Zhang–Shu framework. We presented several numerical examples to validate the remarkable advantages of using our optimal decomposition over the classic one in terms of efficiency.

The discovery of the optimal convex decomposition was quite nontrivial and might have a broad impact, as it would lead to an overall improvement of third-order and fourth-order BP schemes for a large class of hyperbolic or convection-dominated equations at the cost of only a slight and local modification to the implementation code. Our work in this paper was limited to the multivariate polynomial spaces $\mathbb{P}^2$ and $\mathbb{P}^3$. In more general cases, many questions about the optimal convex decomposition are yet open; for example, what are the optimal decompositions for more general polynomial spaces $\mathbb{P}^k$ with $k \geq 4$ on Cartesian meshes, triangular meshes, and more general unstructured meshes? We hope this paper could motivate further exploration along this direction in the future.
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