Coherent X-ray–optical control of nuclear excitons

Coherent control of quantum dynamics is key to a multitude of fundamental studies and applications. In the visible or longer-wavelength domains, near-resonant light fields have become the primary tool with which to control electron dynamics. Recently, coherent control in the extreme-ultraviolet range was demonstrated, with a few-attosecond temporal resolution of the phase control. At hard-X-ray energies (above 5–10 kiloelectronvolts), Mössbauer nuclei feature narrow nuclear resonances due to their recoilless absorption and emission of light, and spectroscopy of these resonances is widely used to study the magnetic, structural and dynamical properties of matter. It has been shown that the power and scope of Mössbauer spectroscopy can be greatly improved using various control techniques. However, coherent control of atomic nuclei using suitably shaped near-resonant X-ray fields remains an open challenge. Here we demonstrate such control, and use the tunable phase between two X-ray pulses to switch the nuclear exciton dynamics between coherent enhanced excitation and coherent enhanced emission. We present a method of shaping single pulses delivered by state-of-the-art X-ray facilities into tunable double pulses, and demonstrate a temporal stability of the phase control on the few-zeptosecond timescale. Our results unlock coherent optical control for nuclei, and pave the way for nuclear Ramsey spectroscopy and spin-echo-like techniques, which should not only advance nuclear quantum optics, but also help to realize X-ray clocks and frequency standards. In the long term, we envision time-resolved studies of nuclear out-of-equilibrium dynamics, which is a long-standing challenge in Mössbauer science.

Coherent control refers to the control of quantum dynamics by light, based on coherence and interference phenomena. In this process, we need to be able to shape light pulses, to precisely control their relative phases and to detect the induced dynamics. It has previously been demonstrated that incoherent light or conversion electrons enable us to study the excitation dynamics of nuclei, for example, to reveal polariton propagation or radiation trapping. These works are concerned with the nuclear excitation dynamics, but did not consider the control thereof or the phases characterizing the nuclear quantum state. Fast control of nuclear dynamics was demonstrated, for example, using sudden rotations of a static external magnetic field, which allows for selected control operations in sample materials with fast magnetic switching capabilities. Another line of research involves rapid mechanical motions of one or more resonant absorbers to control the interference between different scattering pathways. This approach has been used to study polariton dynamics, and in particular also to favourably shape X-ray pulses in the temporal or spectral domain. The latter works established the possibility of exploiting this shaped X-ray light as a tool. Although such pulse-shaping techniques are reminiscent of their counterparts in coherent control schemes at lower wavelengths, the application of the shaped X-ray pulses for the coherent control of nuclear quantum dynamics and their phase stability are yet to be demonstrated.

Here, we demonstrate the coherent control of the dynamics of Mössbauer nuclei using X-ray light. To achieve this goal, we shape double-pulse sequences from given incident X-ray pulses with a tunable relative phase using the mechanical motion of a resonant absorber (see Fig. 1). In the main part of the experiment, we use the first (excitation) pulse of such sequences to induce a nuclear exciton in the target; that is, a single excitation coherently distributed over a large ensemble of nuclei. Controlling the relative phase of the second (control) pulse then enables us to switch the subsequent target dynamics between coherent enhanced excitation and coherent enhanced emission of the nuclear exciton. Using an event-based time- and energy-resolved detection scheme that provides access to full holographic information of the outgoing light, we experimentally access the time-dependent magnitude and phase of the spatially averaged transition dipole moment induced in the target, and demonstrate the few-zeptosecond temporal stability of our phase-control scheme. We note that the coherent enhanced emission, reminiscent of stimulated emission, is possible here because
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Double pulses are generated using a split-and-control unit (SCU, see Fig. 1), which delays part of the incident X-ray pulse using a resonant absorber acting as a delay stage, whereas the observation of stimulated emission of incoherently excited nuclear states remains challenging even at present-day X-ray sources. The double pulses are shaped into a double pulse using a resonant absorber acting as a delay stage, which we denote as the split- and-control unit (SCU). A fast displacement $\Delta x$ of the SCU controls the relative phase $\phi$ between the two pulses corresponding to a relative delay $\Delta t$, thus forming a tunable X-ray double-pulse source. The double-pulse sequence allows us to study coherent control of the nuclei. An exemplary dynamics is visualized via the nuclear magnetic transition dipole moment $\langle \hat{M}(t) \rangle$ on a polar plot. Energy-level schemes and spectra of SCU absorber and target nuclei. For the coherent control, we tune the single resonance of the target nuclei to one of the two resonances of the SCU absorber ($\delta = 0$).

To realize the coherent control of the target nuclei, we tuned them in resonance with one of the SCU absorber’s spectral lines (relative detuning $\delta = 0$ in Fig. 1b), and measured time-dependent intensities in forward direction for the two motions. Results are shown in Fig. 2c, together with corresponding theory curves (see Methods section ‘Split-and-control unit operation’). By comparing the two intensities, a characteristic crossover in the dominating intensity as a function of time is observed, which allows for a qualitative analysis of the dipole dynamics. Initially, the intensity in the coherent enhanced emission case dominates, owing to the rapid emission in forward direction induced by the control pulse (blue-shaded area in Fig. 2c). Subsequently, the intensity for the coherent enhanced excitation case becomes dominant (orange-shaded area), because of the increased excitation of the nuclei. In the Methods section ‘Intensity crossover’, we show that this characteristic intensity crossover can indeed be linked analytically to the two control cases.

For a quantitative analysis of the nuclear dynamics, we extract the spatially averaged magnetic transition dipole moment induced by the X-ray double pulse in the target from the experimental data (see Methods sections ‘Target response’ and ‘Propagation effects in the target’). The results in Fig. 3 clearly show the effect of coherent enhanced emission and coherent enhanced excitation on the dipole dynamics (solid lines). Without the control pulse, the dipole moment exponentially decays, preserving its phase (black). In the coherent enhanced emission case (blue), the control pulse rapidly and non-exponentially drives the nuclear excitation back to the ground state characterized by $\langle |\delta| \rangle = 0$ within about 30 ns. Afterwards, the residual control pulse continues this dynamics through the ground state and re-excites the nuclei with opposite phase, before they exponentially decay after the end of the double-pulse sequence. In the coherent enhanced excitation case (orange), the control pulse substantially excites the magnitude of the dipole moment beyond the reference case without the control pulse.

The dipole phase is approximately constant, demonstrating that the control- and excitation-pulse phases indeed agree. We note that the excitation increase starts a few nanoseconds after the initial excitation harmonic.
The importance of our event-based detection scheme is also highlighted by the comparison of Figs. 2 and 3 (see also Methods section 'Event-based detection'). It demonstrates that the time-dependent intensity does not directly reflect the desired dynamics of the target nuclei, because of the interference between the incident pulse and the forward-scattered light\(^2\). In particular, the measured intensity in Fig. 2c exhibits rapid oscillations. These so-called quantum beats\(^2\) appear because the detector cannot individually resolve the two spectral components of the control pulse generated by the SCU; see Fig. 1b. In contrast, the dipole dynamics in Fig. 3 shows only small residual oscillations, because the spectral response of the target nuclei is so narrow that they are selectively driven by only one of the SCU's resonances, while the second SCU resonance is far-detuned. We further note that owing to this difference, we are not interested in optimizing the outgoing light in any respect, unlike previous works\(^2\). In our experiment, the detected light instead acts as an experimental signature with which to observe the nuclear dynamics.

Key characteristics of coherent control schemes are their stability and reproducibility, which can be characterized via the Allan deviation \(\sigma(t)\) (ref. \(^2\)). We analyse the phase stability of our coherent control scheme via the stability of the SCU motion \(x(t)\), to which we can attribute any perturbations, since only relative motions between SCU and absorber affect our results (see Methods section 'Stability and Allan deviation' and Extended Data Fig. 6). We split the total measurement time into \(n\) non-overlapping intervals of duration \(\tau\), and analyse each interval \(i\) separately. Because of the short duration of each X-ray pulse sequence (176 ns), the dominating noise is a linear drift which perturbs the SCU motion to \(x(t) + A\tau\), where \(A\) randomly fluctuates between intervals (see Methods section 'Stability and Allan deviation'). We translate this drift into an upper bound on a phase deviation \(\phi = k\Delta t\), and the corresponding temporal deviation \(\xi = A\tau/c\), where \(\tau = 170\) ns is the maximum range of our data acquisition, \(k\) is the X-ray wave number, and \(c\) is the speed of light. Then, \(\sigma(t) = (2(\Delta N - 1))^{-1/2} \sum_{\gamma=1}^{\Delta N} (\phi_{\gamma} - \phi_{\gamma})^{1/2}\) and the corresponding \(\sigma(t)\) values characterize the relative root-mean-square instability of two measurements \(t\) apart. Results are shown in Fig. 4 as a function of \(t\). As expected, the Allan deviation initially reduces with growing \(t\), since noise is averaged out more effectively owing to the increased statistics, thereby increasing the stability between successive measurements. At even longer times \(t\), systematic drifts that are not removed by the \(t\)-averaging are expected to increase the Allan deviation again, but this regime is not clearly reached within our total measurement time. We find that the stability of our phase control reaches the level of approximately 40 mrad, corresponding to a temporal stability on the few-zeptosecond timescale, both with and without motion of the SCU. This temporal stability exceeds the best reported value achieved with extreme-ultraviolet optical interferometers by two orders of magnitude\(^2\). This level of stability is required for the coherent control of the induced target dipole moment, since already phase perturbations corresponding to temporal variations on the few-zeptosecond timescale lead to visible changes in the dipole dynamics; see Extended Data Fig. 4. The green curve in Fig. 4 shows the coherent enhanced excitation case, including an initialization period of 400 s, in which the SCU motion exhibits systematic phase drifts corresponding to the approximately
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**Fig. 2** Experimental observation of the coherent control. a, b. Time- and energy-resolved intensities recorded in the forward direction for two different double-pulse sequences corresponding to coherent enhanced emission (a) and enhanced excitation (b) of the target nuclei, respectively. The white areas at times \(t > 15\) ns reflect the detector dead time after the synchrotron excitation. c. Time-dependent intensity at relative detuning \(\delta = 0\), normalized to equal measurement times. The experimental data (dotted) exhibits the characteristic crossover (shaded areas) in the count rate between the two control cases at about 45 ns. The rapid oscillations are quantum beats due to the interference of light scattered at \(\delta = 0\) and \(\delta = -63\); with time-dependent visibility because the magnitude ratio of the two interfering contributions varies with time. The outlier dots are due to partial suppression of the time bins at the border of the dead time interval. The error bars indicate the photon shot noise. Corresponding theory curves are shown as lines.
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**Fig. 3** Time-dependent dipole moment of the target nuclei. a, b. The modulus and the phase of the spatially averaged nuclear magnetic transition dipole moment reconstructed from the experimental data (solid lines). The dashed curves on top of the solid ones are the corresponding results calculated by averaging over the position-dependent dipole moment obtained from a full propagation analysis of the SCU pulse through the target. The accelerated decay in the case of enhanced emission (blue) and the enhanced excitation (orange) are clearly visible. A theoretical reference calculation without SCU is shown as the black line.
10-2s temporal scale, which demonstrates that our analysis is capable of detecting such perturbations (see Methods section ‘Systematic deviations throughout the initialization phase’). Fluctuations visible at intermediate $r$ are due to the dead times of our detection system (see Methods section ‘Detector dead time’). We note that this analysis relies crucially on the full holographic capabilities of our detection scheme measuring time- and energy-resolved spectra, because the time-dependent intensity studied in previous experiments alone is incapable of detecting the relevant deviations (see Methods section ‘Event-based detection’). Further, an event-based detection is required for the a posteriori binning of the data into different time intervals $r$.

In addition to the phase control reported here, our SCU scheme may also induce detunings or frequency chirps between the two pulses. Furthermore, the control pulse could additionally be delayed much longer by storing the X-ray pulse in the SCU for a variable time, for example, by means of magnetic switching. Such a split-control-delay-unit would additionally be able to set the polarization of the control pulse. The control also generalizes to stronger excitation of the nuclear ensemble, for example, involving X-ray free-electron laser sources, which is an important step towards the exploration of nuclear dynamics using X-ray-pump/X-ray-probe techniques. Similarly, our approach could promote emerging visible-pump/X-ray-probe schemes. The focus shift from controlling X-ray light to controlling nuclear matter, together with the coherent control capabilities demonstrated here, form an indispensable gateway to engineering complex quantum states and to exploring time-dependent phenomena with nuclei, as in the longer-wavelength domain. In particular, we envision the study of nuclear out-of-equilibrium dynamics, which is a long-standing open challenge in Mössbauer science.

**Online content**

Any methods, additional references, Nature Research reporting summaries, source data, extended data, supplementary information, acknowledgements, peer review information; details of author contributions and competing interests; and statements of data and code availability are available at https://doi.org/10.1038/s41586-021-03276-x.

1. Shapiro, M. & Brumer, P. Coherent control of atomic, molecular, and electronic processes. *Adv. At. Mol. Opt. Phys.* 42, 287–345 (2000).

2. Mukamel, S. Principles of Nonlinear Optical Spectroscopy (Oxford Univ. Press, 1995).

3. Prince, K. et al. Coherent control with a short-wavelength free-electron laser. *Nat. Photon.* 10, 176–179 (2016).

4. Simov, G. V. Coherent nuclear resonance fluorescence. In *The Rudolf Mössbauer Story: His Scientific Work and Its Impact on Science and History* (eds Kalvius, G. & Kienle, P.) 317–338 (Springer, 2012).

5. Röhlüsberger, R. Coherent elastic nuclear resonant scattering. In *Nuclear Condensed Matter Physics with Synchrotron Radiation* 67–180 (Springer, 2005).

6. Shyshko, Y. V. et al. Storage of nuclear excitation energy through magnetic switching. *Phys. Rev. Lett.* 77(2), 3232–3235 (1996).

7. Helistö, P., Tuttonen, I., Lippmaa, M. & Katila, T. Gamma echo. *Phys. Rev. Lett.* 66(20), 2037–2040 (1991).

8. Schindelmüller, P. et al. Radiative decoupling and coupling of nuclear oscillators by stepwise Doppler-energy shifts. *Phys. Rev. A* 65, 023204 (2002).

9. Vagizov, F., Antonov, V., Radeknechevych, Y. V., Shakhmuratov, R. N. & Kocharovskaya, O. Coherent control of the waveforms of recoilless X-ray photons. Nature 508, 80–83 (2014).

10. Heeg, K. P. et al. Spectral narrowing of X-ray pulses for precision spectroscopy with nuclear resonances. *Science* 357, 375–378 (2017).

11. Bocklage, L. Coherent THz transient spin currents by spin pumping. *Phys. Rev. Lett.* 118, 257202 (2017).

12. Röhlüsberger, R., Schläge, K., Sahoo, B., Couzet, S. & Rüffer, R. Collective Lamb shift in single-photon superradiance. *Science* 328, 1248–1251 (2010).

13. Röhlüsberger, R., Wille, H.-C., Schläge, K. & Sahoo, B. Electromagnetically induced transparency with resonant nuclei in a cavity. *Nature* 482, 199–203 (2012).

14. Heeg, K. P. et al. Interferometric phase detection at X-ray energies via Fano resonance control. *Phys. Rev. Lett.* 114, 207401 (2015).

15. Vagizov, F. O., Sadykov, E. K. & Kocharovskaya, O. A. Modulation of Mössbauer radiation by pulsed laser excitation. *JETP Lett.* 96, 812–816 (2013).

16. Sakshat, S. et al. Optical pump–nuclear resonance probe experiments on spin crossover complexes. *Hyperfine Interact.* 238, 89 (2017).

17. Ramsey, N. F. A molecular beam resonance method with separated oscillating fields. *Phys. Rev.* 79, 695–699 (1950).

18. Adams, B. W. et al. X-ray quantum optics. *J. Mod. Opt.* 60, 2–21 (2013).

19. Riehle, F. Frequency Standards: Basics and Applications (Wiley, 2006).

20. Shenoy, G. K. & Röhlüsberger, R. Scientific opportunities in nuclear resonance spectroscopy from source-driven revolution. *Hyperfine Interact.* 182, 157–172 (2008).

21. Simov, G. V. et al. Currents and fields reveal the propagation of nuclear polarizations through a resonant target. *Phys. Rev. A* 76, 043811 (2007).

22. Chumakov, A. I. et al. Radiation trapping in nuclear resonant scattering of X-rays. *Phys. Rev. B* 86, 245455–245458 (2012).

23. Simov, G. V. et al. Propagation of nuclear polarizations through a two-target system: effect of inversion of targets. *Phys. Rev. A* 71, 023804 (2005).

24. Shakhmuratov, R. N., Vagizov, F. & Kocharovskaya, O. Delta gamma-photon revival from sandwich absorbers. *Phys. Rev. A* 87, 013807 (2013).

25. Rüffer, R. & Chumakov, A. I. Nuclear resonance beamline at ESRF. *Hyperfine Interact.* 97–98, 589–604 (1996).

26. Hannon, J. & Trammell, G. Coherent X-ray optics. *Hyperfine Interact.* 123/124, 127–274 (1999).

27. Reichegger, A. & Evers, J. Temporal dynamics of stimulated emission with applications in nuclear quantum optics. *Phys. Rev. A* 91, 053810 (2015).

28. Allan, D. W. Statistics of atomic frequency standards. *Proc. IEEE* 54, 221–230 (1966).

29. Laban, D. E. et al. Extreme ultraviolet interferometer using high-order harmonic generation from successive sources. *Phys. Rev. Lett.* 109, 263902 (2012).

30. Köhler, J., Wollenhaupt, M., Bayer, T., Sarpe, C. & Baumberg, T. Zeptosecond precision pulse shaping. *Optim. Expr.* 19, 11638–11653 (2011).

31. Pálffy, A., Keitel, C. H. & Evers, J. Single-photon entanglement in the keV regime via coherent control of nuclear forward scattering. *Phys. Rev. Lett.* 103, 014701 (2009).

32. Chumakov, A. I. et al. Superradiance of an ensemble of nuclei excited by a free electron laser. *Nat. Phys.* 14, 26–261 (2018).

33. Heeg, K. P., Keitel, C. H. & Evers, J. Inducing and detecting collective population inversions of Mössbauer nuclei. *Preprint at https://arxiv.org/abs/160704116 (2016).*

34. Zewail, A. H. Femtochemistry: atomic-scale dynamics of the chemical bond. *J. Phys. Chem.* A 104, 5860–5864 (2000).

35. Ullrich, J., Judenko, A. & Moshammer, R. Free-electron lasers: new avenues in molecular physics and photochemistry. *Annu. Rev. Phys. Chem.* 63, 635–660 (2012).

36. Mukamel, S., Healian, D., Zhang, Y. & Biggs, J. D. Multidimensional attosecond resonant X-ray spectroscopy of molecules: lessons from the optical regime. *Annu. Rev. Phys. Chem.* 64, 101–127 (2013).
Methods

Nuclear resonant scattering

The forward transmission of an arbitrary X-ray pulse $E_{\text{in}}(t)$ in an extended resonant sample is \cite{35,37}\n
$$E_{\text{out}}(t) = E_{\text{in}}(t) \cdot T(t).$$  (1)\n
where $T$ is a characteristic transmission function and the asterisk denotes a convolution. Neglecting electronic absorption, one can write\n
$$T(t) = \delta(t) + R(t),$$  (2)\n
where $\delta(t)$ is the Dirac delta function and $R(t)$ denotes the response function of the nuclear target, that is, the scattered X-rays. This response function $R(t)$ is directly related to the spatially averaged nuclear magnetic transition dipole moment $\langle \hat{d}(t, \delta) \rangle$ induced by the X-ray light in the target, which forms the primary quantity of interest in this work. Realistic transmission functions $T(t)$, which we use to model the experimental data, can be computed with software packages such as CONUSS\cite{38}. The dispersive and absorptive properties of the electronic background are spectrally broad and are included as a constant factor. For a material featuring a single-line resonance, $T(t)$ can be expressed analytically. Omitting the free phase evolution $\exp(i\omega_0 t)$, we have\cite{35,37}\n
$$T(t) = \delta(t) - \theta(t) \frac{y D_m}{2} e^{\frac{y}{2}} \frac{J_1(y D_m)}{y D_m} e^{-\frac{y}{2} \theta(t) e^{i\gamma t}}.$$  (3)\n
Here, $\theta(t)$ is the Heaviside step function, $J_1$ is the Bessel function of the first kind, $D_m = \alpha f w_d$ is the Mössbauer optical thickness of the resonant target, $w_d$ is the volume density of the resonant nuclei, $\alpha$ the target thickness, $f$ the Lamb–Mössbauer factor, and $y$ the resonance width. For the data shown in Extended Data Fig. 1, we used Mössbauer thicknesses $D_m = 20$ and $D_t = 9.2$, which optimally mimic the experimentally realized setting. For the analytical calculations, we generalize equation (3) to write the response functions of our SCU and target samples in the coherent control setting as\n
$$T_{\text{SCU}}(t) = \delta(t) + e^{i\phi_{t}} R_{\text{SCU}}(t)$$\n
$$= \delta(t) - e^{i\phi_{t}} \theta(t) \frac{y D_m}{2} \frac{J_1(y D_m)}{y D_m} e^{\frac{y}{2} \theta(t) e^{i\gamma t}},$$  (4)\n
and\n
$$T_{\text{T}}(t, \delta) = \delta(t) + R_{\text{T}}(t, \delta) = \delta(t) - \theta(t) \frac{y D_t}{2} \frac{J_1(y D_t)}{y D_t} e^{\frac{y}{2} e^{-i\gamma t}}.$$  (5)\n
Here, the two resonances in the SCU target are accounted for by the part in brackets containing the frequency difference $\omega$ of the two resonances (see Fig. 1c). We note that the ‘approximately equal to’ in equation (4) indicates that this formulation assumes that $S$ is sufficiently large to treat the response of the two resonances separately, which is well justified in our SCU sample. The target detuning relative to one of the resonances of the SCU is $\delta$.

SCU operation

Excited by a short $\delta(t)$-like X-ray pulse and in the case of no motion, the field behind the SCU given in equation (1) reduces to equation (2). To tune the relative phase between the $\delta(t)$ component and the scattered part $R_{\text{SCU}}(t)$ in equation (4), a motion $x(t)$ is applied to the SCU. This results in the combined field \cite{38,40}\n
$$E_{\text{SCU}}(t) = E_{\text{sc}}(t) + E_{\text{control}}(t) = \delta(t) + e^{i\phi_{t}} R_{\text{SCU}}(t),$$  (6)\n
where $\omega = \omega_d/c$ is the wavenumber. In our experiment, we use this double pulse to drive a nuclear target. Again, the downstream X-ray intensity can be computed using equation (1), where $E_{\text{SCU}}(t)$ now takes the role of the input field $E_{\text{in}}(t)$ and $T(t)$ corresponds to the transmission function of the actual target.

Target response

To describe the dynamics of the target nuclei without having to impose a particular model, we write the output field behind that target in terms of the input field delivered by the SCU and a scattering component,\n
$$E_{\text{out}}(t, \delta) = E_{\text{SCU}}(t) + \alpha \langle \hat{d}(t, \delta) \rangle,$$  (8)\n
where $\alpha$ is a constant. To calculate $\langle \hat{d}(t, \delta) \rangle$, using equation (5), we find in Fourier space\n
$$\tilde{E}_{\text{out}}(\omega, \delta) = E_{\text{SCU}}(\omega) + \alpha \langle \tilde{d}(\omega, \delta) \rangle = \tilde{E}_{\text{SCU}}(\omega) + \tilde{R}_{\text{T}}(\omega, \delta) \tilde{E}_{\text{SCU}}(\omega),$$  (9)\n
such that\n
$$\langle \tilde{d}(\omega, \delta) \rangle = \frac{1}{\alpha} \tilde{R}_{\text{T}}(\omega, \delta) \tilde{E}_{\text{SCU}}(\omega).$$  (10)\n
Next, we consider the position-resolved dynamics. At a depth $x$ inside the target of length $L$, we can write the Fourier transforms of $T_{\text{T}}(t, \delta)$ and $R_{\text{T}}(t, \delta)$ as $\tilde{T}_{\text{T}}(\omega, \delta, x) = e^{i \omega x / (4 L)}$ and $\tilde{R}_{\text{T}}(\omega, \delta, x) = \tilde{T}_{\text{T}}(\omega, \delta, x) - 1. \sigma(\omega, \delta)$ is the response function for a thin slice of the target, $\sigma_{\text{thin}}(\omega, \delta) = \sigma(\omega, \delta)$. For the case of a single target resonance, $\sigma(\omega, \delta) = -[i D_m (\omega - \delta + i/2)] / (\omega - \delta + i/2)$. Using these definitions, the total field at position $x$ in the target is $\tilde{E}_{\text{SCU}}(\omega) \tilde{T}_{\text{T}}(\omega, \delta, x)$, and the position-dependent dipole moment in a thin sample slice at $x$ becomes\n
$$\langle \tilde{d}(\omega, \delta, x) \rangle = \frac{1}{\alpha} \tilde{R}_{\text{T}}(\omega, \delta, x) \tilde{E}_{\text{SCU}}^{\text{thin}}(\omega, \delta).$$  (11)\n
A spatial average of this position-dependent dipole moment over the entire target length is straightforward using\n
$$\tilde{R}_{\text{T}}(\omega, \delta, L) = \frac{1}{L} \int_{0}^{L} \tilde{R}_{\text{T}}(\omega, \delta, x) dx = \frac{\tilde{R}_{\text{T}}(\omega, \delta, L)}{\tilde{R}_{\text{T}}^{\text{thin}}(\omega, \delta, L)}.$$  (12)\n
Inserting this relation into equation (11), we obtain\n
$$\langle \tilde{d}(\omega, \delta, L) \rangle = \frac{1}{\alpha} \tilde{E}_{\text{SCU}}(\omega) \tilde{R}_{\text{T}}(\omega, \delta, L) = \langle \tilde{d}(\omega, \delta) \rangle.$$  (13)\n
Thus, the quantity $\langle \tilde{d}(\omega, \delta) \rangle$ defined in equation (8) is equal to the spatial average over the position-dependent nuclear magnetic transition dipole moment induced by the X-ray light as obtained from a full propagation analysis.

The spatially averaged dipole moment $\langle \tilde{d}(\omega, \delta) \rangle$ has the crucial advantage that it can be evaluated without requiring knowledge about the position-dependent dynamics inside the target, which is not accessible in our experiment. From equation (10), we find that measuring the complex field amplitude of the double pulse delivered by the SCU, and determining the target response function $R_{\text{T}}(t, \delta)$ using fits for its individual response at rest, already allow us to evaluate $\langle \tilde{d}(\omega, \delta) \rangle$.

Intensity crossover

When comparing the two coherent control SCU operations, differences are found in the temporal structure of the X-ray field behind the target (Fig. 2). In particular, the most prominent qualitative feature for
the cases considered here is a crossover of the dominating intensity after a certain time. This behaviour can directly be linked to the target dynamics induced by the SCU pulse. Behind both targets, the amplitude at the detector follows from equations (4) and (5) with resonant target ($\delta = 0$) as

$$F_{\text{out}}(t) = \frac{\delta(t)}{c} + e^{i\phi(t)} R_{\text{SCU}}(t) + R_{\text{t}}(t)$$

where the interpretation of each part is denoted by the underbrace text. The first two contributions correspond to the double-pulse equation (6) delivered by the SCU unit onto the target. The last two contributions are the target response induced by the two parts of the SCU double pulse, where the asterisk denotes the convolution. For definiteness, in the following, we consider the case $D_{\text{SCU}} > D_t$, as in our experiment.

At short times $0 < t < D_{\text{SCU}}^{-1}$ immediately after the excitation at $t = 0$, the field at the detector for the cases of enhanced emission (that is, $\phi(t) = 0$) and excited emission (that is, $\phi(t) > 0 - \phi(0) = 0$) evaluate to

$$F_{\text{out}}^{\text{emission}}(t) = \frac{\delta(t)}{c} - \frac{\delta(t)}{c} Y f + 2D_{\text{SCU}} + C(t),$$

$$F_{\text{out}}^{\text{excitation}}(t) = \frac{\delta(t)}{c} - \frac{\delta(t)}{c} Y f - 2D_{\text{SCU}} + C(t).$$

Thus, $|F_{\text{out}}^{\text{emission}}(t)|^2 > |F_{\text{out}}^{\text{excitation}}(t)|^2$ at early times, that is, the detected intensity is initially higher in the enhanced emission case than in the excited emission case.

To identify the subsequent intensity crossover, we next consider the time evolution of the different contributions to $F_{\text{out}}(t)$. From the oscillation due to the two resonances in the SCU response, $R_t(t)$ and $R_{\text{SCU}}(t)$ are both negative immediately after the excitation at $t = 0$, and then decay in magnitude as time progresses until they vanish at their respective first zeros of the Bessel functions $f$. Since $D_{\text{SCU}} > D_t$, the zero of the Bessel function in $R_{\text{SCU}}(t)$ is reached first, and we denote this time as $t_{\text{min}}$. Up to this point in time, $R_t(t)$ remains negative, and $R_{\text{SCU}} + R_t(t)$ is positive, as follows immediately from the definition of the convolution. Thus, at $t_{\text{min}}$

$$F_{\text{out}}^{\text{emission}}(t_{\text{min}}) = R_t(t_{\text{min}}) + R_{\text{SCU}} + R_t(t_{\text{min}}),$$

$$F_{\text{out}}^{\text{excitation}}(t_{\text{min}}) = R_t(t_{\text{min}}) - R_{\text{SCU}} + R_t(t_{\text{min}}).$$

Therefore, $|F_{\text{out}}^{\text{emission}}(t_{\text{min}})|^2 > |F_{\text{out}}^{\text{excitation}}(t_{\text{min}})|^2$, that is, the detected intensity as a function of time is now higher in the enhanced emission case, thus proving the intensity crossover. Interestingly, at time $t_{\text{min}}$, the output field is equal to the scattered response of the target, because the SCU field contribution vanishes.

The intensity crossover observed in the experimental data shown in Fig. 2 and in the full theory calculations shown in Fig. 2 and Extended Data Fig. 1 is therefore directly linked to the coherent control. At early times, the responses of the target and the SCU are in phase for the enhanced emission case and thus add up to a higher initial intensity, whereas in the enhanced excitation case, the SCU and the target contributions have opposite phase owing to the piezo displacement, and therefore destructively interfere to give a lower intensity. Because of this relative phase, the target excitation is increased in one case (excitation), and decreased in the other case (emission). At later times around $t_{\text{min}}$, the output field coincides with the response of the target, and the intensity in the enhanced excitation case is higher than in the enhanced emission case. The higher intensity in the enhanced excitation case can thus be directly attributed to a higher absolute value of the induced average target dipole moment compared to the enhanced emission case.

### Propagation effects in the target

In any target of finite thickness, the dynamics of the induced magnetic transition dipole moments will vary as a function of position in the target, since they are driven not only by the externally applied field, but also by the field scattered by the upstream dipoles. To determine these propagation effects, we treat the target as a medium of two-level atoms, and calculate the propagation of the SCU pulse through the target using the Maxwell–Bloch equations in the slowly varying envelope approximation

$$\frac{\partial}{\partial x} + \frac{1}{c} \frac{\partial}{\partial t} \hat{Q}(x, t) = -\frac{i\gamma D}{2L} \rho_g(x, t),$$

where $\hat{Q}(x, t) = -2d\delta(x, t)/h$ is the Rabi frequency, with $\delta$ the slowly varying amplitude of the propagating field, $\gamma$ the magnetic dipole moment, $L$ the target length, and $\rho_g(x, t)$ the density matrix element corresponding to the coherence between the ground state $|g\rangle$ and the excited state $|e\rangle$ induced by the propagating field. It follows from the nuclear dynamics governed by the equations of motion for the density operator $\hat{\rho}$

$$\frac{\partial}{\partial t} \hat{\rho} = \frac{1}{i\hbar} \{[\hat{V}, \hat{\rho}] - \frac{\hbar}{2} \{\hat{Q}(x, t)|e\rangle\langle e| + 2\hat{\rho} - \hat{\rho}|e\rangle\langle e|\hat{Q}(x, t)|e\rangle\langle e|\},$$

$$\hat{V} = -\hbar\Delta|e\rangle\langle e| + \frac{\hbar}{2} (\hat{Q}(x, t)|e\rangle\langle g| + \hat{Q}(x, t)|g\rangle\langle e|).$$

Results of this analysis are shown in Extended Data Figs. 2 and 3 for the parameters relevant to our experiment. Extended Data Fig. 2 shows that there are indeed propagation effects, that is, the dipole dynamics depends on the position in the target because of the light scattered by the upstream nuclei. Nevertheless, the coherent control acts similarly everywhere inside the target: in the enhanced emission case, the excitation due to the first pulse is always rapidly driven back to the ground state by the second pulse. In the enhanced excitation case, the excitation due to the first pulse is always increased by the second pulse. To illustrate this feature in more detail, Extended Data Fig. 3 compares the dipole dynamics at the target entry ($x = 0$), in the middle of the target ($x = L/2$), and at the end of the target ($x = L$). At all positions in the target, the two coherent control cases are clearly visible. Finally, the results shown as dashed lines in Fig. 3 are obtained by averaging the spatially resolved dipole dynamics in Extended Data Fig. 2 over the sample length.

### Quantum optical two-level model

In the limit of a thin target, the dynamics in the target can be modelled from first principles, using an approach based on a two-level-system description for the resonant target. Even though we do not use this limit in our data analysis, the calculation provides a clear interpretation of the spatially averaged magnetic-dipole moment defined in equation (8) in terms of the microscopic nuclear transition dipole moments, and illustrates how a nuclear two-level quantum system coherently controllable via the double pulses from the SCU can be implemented. In the thin-sample limit and at weak excitation, the two-level description is known to agree with the nuclear resonant scattering approach described above. In the following, we exploit this equivalence to establish an expression for the target dipole moment. The two-level system is formed by one collective ground state $|g\rangle$ and one collective excited state $|e\rangle$. The driving with an X-ray field $E_{\text{in}}(t)$ is described by the Hamiltonian

$$H = \hbar \Delta |e\rangle\langle e| + \frac{\hbar}{2} (\hat{Q}(x, t)|e\rangle\langle g| + \hat{Q}(x, t)|g\rangle\langle e|).$$
where $\Omega(t) = -2d\Omega_{\text{int}}(t)/\hbar$, with $d$ being the magnetic dipole moment. Additionally, we include spontaneous decay with rate $\gamma$ in terms of a density operator

$$\frac{d}{dt} \rho = \frac{i}{\hbar} [H, \rho] - \frac{\gamma}{2} \bigl( (|e\rangle\langle e| + |g\rangle\langle g| - |g\rangle\langle e| - |e\rangle\langle g|) \rho (|e\rangle\langle e| + |g\rangle\langle g| - |g\rangle\langle e| - |e\rangle\langle g|) \bigr).$$

For weak excitation it is sufficient to consider the coherence $\langle \sigma_{ge} \rangle = \langle e|\rho|g\rangle$. In the limit of $\langle e|\rho|g\rangle = 1$, $\langle e|\rho|e\rangle = 0$, we have the equation of motion

$$\frac{d}{dt} \langle \sigma_{ge}(t) \rangle = -i \frac{\Omega(t)}{2} - \frac{\gamma}{2} \langle \sigma_{ge}(t) \rangle,$$

which is solved by (with initial conditions $\langle \sigma_{ge} \rangle = 0 = \Omega$ at $t = -\infty$)

$$\langle \sigma_{ge}(t) \rangle = -\frac{1}{2} \int_{-\infty}^{t} \Omega(t') e^{-\frac{\gamma}{2}(t-t')} dt'$$

$$\langle \sigma_{ge}(t) \rangle = -\frac{1}{2} \int_{-\infty}^{t} \Omega(t') \theta(t-t') e^{-\frac{\gamma}{2}(t-t')} dt'$$

$$\langle \sigma_{ge}(t) \rangle = -\frac{1}{2} \Omega(t) \theta(t) e^{-\frac{\gamma}{2} t}.$$  

The field behind the two-level system is composed of the initial field and a scattered contribution

$$E_{\text{out}}^{\text{TLS}}(t) = E_{\text{in}}(t) + a(\bar{d}(t)),$$

where $\langle \bar{d} \rangle = d(\langle \sigma_{ge} \rangle)$ is the dipole response of the two-level system, and $a$ is a constant, also taking into account the extended sample geometry\(^4\). In particular, for $a = -2\bar{d}h/d^3$ and $\bar{d} = \gamma(1 + D_M/4)$ we have

$$E_{\text{out}}^{\text{TLS}}(t) = E_{\text{in}}(t) + \left[ \delta(t) - \theta(t) \frac{\gamma D_M}{4} e^{-\frac{\gamma}{2} t} \right] e^{-\frac{i}{2} \Omega t \theta(t) e^{-\frac{\gamma}{2} t}}.$$  

This result is also obtained within the thin-target limit $yt \ll D_M^2$ of the nuclear resonant scattering theory equations (1) and (2). The analytical agreement between the two calculations demonstrates the validity of the two-level-system approach. Comparing equation (26) with equations (1) and (2), we find

$$E_{\text{in}}(t) = R(t) = a(\bar{d}(t)),$$

which, together with equation (10), illustrates the relation between the spatially averaged target dipole moment and the microscopic dipole moments, and highlights the correspondence of the response function in the nuclear resonant scattering approach with the time-dependent nuclear dipole moment in the quantum optical model.

**Event-based detection**

In our experiment, we make use of an event-based detection system that records, among other quantities, the absolute detection time within the experimental run, the relative detection time after the excitation, and energy information for each photon separately. It thus provides access to two-dimensional time- and energy-resolved spectra, which contain the full holographic (amplitude and phase) information in its interference structures, which furthermore can be split into variable measurement intervals throughout the data analysis. This feature is crucial in two respects. First, the Allan deviation analysis requires an a posteriori splitting of the data into time bins of variable duration $\tau$. This splitting is only possible if the arrival time of each photon is stored. Second, we will show below that the time-dependent intensity, which was used in previous experiments, does not provide access to the key observables studied here, namely the complex spatially averaged nuclear magnetic transition dipole moment and the stability of the coherent control scheme. To better appreciate the difference between our event-based detection and the standard time-dependent intensity measurement, it is important to note that in order to determine the nuclear dynamics, we must solve an inverse problem of extracting the nuclear dipole moment from the scattered light. The time-dependent intensity measured in previous works does not provide sufficient information to solve this inverse problem unambiguously, which is a fundamental obstacle in accessing the matter (nuclear) part of the system. We note that a phase determination in nuclear resonant scattering has previously been suggested using a velocity drive as an interferometer and phase shifter\(^4\), but this reference neglects the radiative coupling between the analyser and the target. The latter leads to the coherent control reported here.

To illustrate the necessity of our event-based spectroscopy method, we consider the setup used in our experiment, with the three motions shown in Extended Data Fig. 4a. Motion 1 corresponds to a rapid jump shortly after the arrival of the X-ray pulse by half the resonant wavelength $\lambda_r/2$, which leads to the coherent enhanced excitation case. Motion 2 is a similar displacement, but in the opposite direction. Motion 3 modifies motion 1 by an additional linear drift on top of the step-like motion. As discussed in the Methods section 'Stability and Allan deviation', such linear drifts are the dominant source of noise expected in our setup, and the drift shown in Extended Data Fig. 4 corresponds to a temporal deviation $\xi = 25$ zs. Our stability analysis is based on the ability to reliably detect drifts of this and smaller magnitude. As shown in Extended Data Fig. 4b, c, the three motions induce different dynamics in the target nuclei, and our experiment aims at detecting these differences. We note that, somewhat counter-intuitively, motions 1 and 2 induce dynamics that do not only differ in phase, but also in the time-dependent magnitude of the induced dipole moments. The reason for this feature is that the two motions include opposite velocities in the approximately step-like part of the motion, leading to opposite transient Doppler shifts, and thus in turn to different spectra of the outgoing double pulses. Thus, the target nuclei experience different driving fields. Motion 3 differs from motion 1 by an additional drift, which translates into a corresponding additional phase dynamics of the induced dipole moments.

Extended Data Fig. 5a shows the theoretical predictions for the time-dependent intensity on resonance, which was used as an observable in previous experiments. The corresponding intensity differences obtained by subtracting the experimentally accessible intensities from each other are shown in Extended Data Fig. 5b. The results for motions 1 and 2 essentially coincide. Motion 3 only differs slightly, in the depth of the beat minima, and is essentially indistinguishable from the other motions, in particular if practical limitations on data acquisition are taken into account. Thus, we conclude that the time-dependent intensity alone is not capable of distinguishing key motions of relevance to our analysis from each other as a matter of principle, and therefore cannot distinguish the different nuclear dynamics induced in the target nuclei.

The event-based detection technique used in our experiment provides time- and energy-resolved spectra as shown in Fig. 2a, b. To illustrate the advantage of this approach, we show relative intensity differences $(I_1 - I_0)/(I_1 + I_2)$ of the two-dimensional (2D) spectra obtained for motions 1 and 2 in Extended Data Fig. 5c. It can be seen that the two motions lead to rich systematic structure with full visibility. Therefore, through the 2D spectra we can easily distinguish the two motions, whereas the time-dependent intensities on resonance in Extended Data Fig. 5a for the two motions provide insufficient information to distinguish them. Finally, Extended Data Fig. 5d shows the intensity differences of the three motions for sections through the measured 2D
spectra at particular Mössbauer drive detunings $\delta$. It can be seen that all three motions give rise to substantial intensity differences, which furthermore exhibit characteristic time-dependencies for each detuning separately. In our data analysis, we compute two-dimensional theory spectra and compare them to the entire recorded two-dimensional spectrum at once, thereby including all Mössbauer detunings in a single fit. The rich interference structures encode full tomographic (amplitude and phase) information on the light scattered by the first absorber, and lead to a strong sensitivity of the fit to the slightest deviations in the piezo motion and the nuclear dynamics. These examples clearly show that the time-dependent intensity measured in previous experiments is incapable of distinguishing motions that are crucial to our results, in contrast to the 2D time- and energy-resolved spectra recorded in our experiment.

Reconstruction of the SCU motion and field

The reconstruction of the SCU motion was performed based on the method in ref. 10. In the experiment, the duration of the periodic motional pattern $x(t)$ of the SCU was chosen as a multiple of the synchrotron bunch clock period, and locked to the bunch clock. In this way, stable temporal shifts between the X-ray pulses and the motional pattern could be adjusted. The target was mounted on a Doppler drive, such that the relative detuning $\delta$ between the target resonance energy and that of the nuclei in the SCU could be tuned via the velocity $v$ of the drive. Using our event-based detection system, we recorded two-dimensional time- and velocity-resolved intensities $R(t, v)$ for different temporal shifts of the motional pattern. The set of shifts was chosen in such a way that the recorded time-dependent intensities span the entire motional sequence. Each measurement covers times from 18 ns to 170 ns after the excitation with the initial X-ray pulse, and the velocity was recorded in the range $-0.0228$ m s$^{-1}$ to $0.0228$ m s$^{-1}$. Using an evolutionary algorithm, we fitted the applied motional sequence to the measured data without imposing a particular model for the motion. In this step, the experimentally measured and the theoretically expected data are compared using a Bayesian log-likelihood method. For this method, we maximized the Bayesian likelihood under the assumption that the photon counts for each data point in $R(t, v)$ are Poisson distributed. For a given ideal datum $n_{\text{theo}}$, with index $i$, the probability of obtaining the experimental count number $n_{\text{exp}}$ is then

$$P(n_{\text{exp}}, i|n_{\text{theo}}, i) = (n_{\text{theo}})^{n_{\text{exp}}} e^{-n_{\text{theo}}/n_{\text{exp}}}. \quad (29)$$

The likelihood for the whole experimental dataset including all data points $i$

$$P(\text{exp}|\text{theo}) = \prod_i P(n_{\text{exp}}, i|n_{\text{theo}}, i). \quad (30)$$

Assuming uniform priors $^{45}$, $P(\text{exp}|\text{theo}) = P(\text{theo}|\text{exp})$, which allows for the determination of the most likely theoretical prediction given the experimental data. Thus, we calculate all $n_{\text{theo}}$, for each motion obtained during the evolutionary algorithm, and maximize $P(\text{theo}|\text{exp})$ to choose the most likely motion. As a result of this evolutionary algorithm, we obtain the full periodic motion $x(t)$.

Stability and Allan deviation

The stability of our control scheme is given by the stability of the relative phase between the excitation and the control pulses experienced by the target nuclei. Since the first excitation pulse interacts with the target at $t = 0$, this phase depends on the relative motion of SCU and target during the subsequent 176 ns of each experimental run. In contrast, drifts or perturbations between different runs do not affect the stability. As a result of this relative dependence, in our modelling we can equivalently attribute imperfections in the stability of our setup either to noise or drifts in the relative phase, or to corresponding perturbations in the SCU motion.

To quantify the stability of our coherent control scheme, we use the Allan deviation measure $^{39}$, which is obtained by the analysis illustrated in Extended Data Fig. 6. The respective recorded datasets are split into non-overlapping samples with equal sampling times $r$. For example, for $r = 10$ s the first sample comprises the data taken in the time range $0–10$ s, the second sample is formed by the data recorded in the time range $10–20$ s, and so forth. For all $N$ samples obtained for a given sampling time $r$, we determine a quantity $\phi$, characterizing the double-pulse sequence in the interval $i$ in terms of a phase deviation as explained below, as well as the corresponding temporal deviation $\xi$. From the $\phi$, the Allan deviation $\sigma_\phi(r)$ can be computed according to

$$\sigma_\phi(r) = \left( \frac{1}{2(N-1)} \sum_{i=1}^{N-1} (\phi_{i+1} - \phi_i)^2 \right)^{1/2}. \quad (31)$$

The corresponding Allan deviation $\sigma_\xi(r)$ in terms of the temporal deviations $\xi$ is defined analogously. It remains to determine $\phi$ and $\xi$ from the experimental data as a function of $r$. However, for short measurement intervals $r$, the experimental statistics is not sufficient for a full independent recovery of the applied double-pulse sequence. Therefore, we make use of the direct correspondence of the relative double-pulse phase and the SCU motion, and base our analysis on the SCU motion $x(t)$ obtained as the best fit for the entire experimental dataset. In the first step, we modify $x(t)$ using an error model, which depends on a model parameter specified below. In the second step, we fit the modified motion to the experimental data in each interval $r$ separately, using the model parameter for the fit. In this fit, we use the same Bayesian log-likelihood method as for the recovery of $X(t)$. In the third step, we translate the best fit for the model parameter into the desired deviations $\phi$ and $\xi$ according to the error model.

To derive an error model, we decompose the perturbation $\delta x(t)$ to the motion into frequency components as $\delta x(t) \approx \sum_\omega x_\omega(t) + \sum_\omega a_\omega \sin(\omega t + \phi_\omega)$, taking into account offsets $X_{\text{th}}(0)$ and relative phases $\phi_\omega$ for each frequency component $\omega$ separately. For $\omega t < 1$, a series expansion yields

$$\delta x(t) \approx \omega t X_{\text{th}}(0) + A t,$$

where $X_{\text{th}}(0) = \sum_\omega x_\omega(0) + a_\omega \sin(\phi_\omega)$ and $A = \sum_\omega a_\omega \cos(\phi_\omega)$. Therefore, during each experimental run of 176 ns, perturbations at least for all frequencies well below about 2$\pi$/176 ns = 10 MHz can together be summarized into a constant offset $\delta x(0)$ not affecting the relative phase between the two pulses, and a linear drift motion $A t$ randomly varying from run to run. Therefore, we use $x(t) = x_\text{th}(t) + A t$ as our main error model, with the free parameter $A$, characterizing the magnitude of the drift in each interval. The parameter $A$ then translates into the desired deviations as $\phi = kA t$, and $\xi = A t/c$, where $c = 170$ ns is the maximum time of our data acquisition, $k$ is the X-ray wavenumber, and $c$ is the speed of light. With this choice, $\phi$ and $\xi$ quantify upper bounds for the error acquired due to the drift with parameter $A$ in terms of phase and temporal deviations.

Next to the linear drift motion, we also employed two other noise models to analyse the stability of our results. First, a scaling of the expected motion by a constant factor, $X(t) \rightarrow (1 + s) X_{\text{th}}(0)$, and, in the case of a $\pi$ phase jump in $X_{\text{th}}(0)$, a scaling by $s$ corresponds to a phase deviation of $\pi$s, or alternatively a temporal shift $s/2$. This model, for instance, takes into account fluctuations in the voltage applied to the piezo, which to a very good approximation translates into a scaling of the displacement. Second, we superimposed the base motion with a small step-like displacement, $X(t) \rightarrow X_{\text{th}}(t) + d b(t - 0^-)$. The displacement $d$ translates into a phase deviation of $kd$ or a temporal deviation of $d/c$. $0^-$ indicates a time close to zero immediately after the excitation pulse has left the target. This model tests for the presence of potential phase offsets between the excitation and control pulses.

In our analysis we found that the linear model constitutes the dominant type of error. The Allan deviations for the different noise models
in the case of coherent enhanced excitation are shown in Extended Data Fig. 7. While the linear noise model predicts an optimum temporal deviation of $\sigma(\tau) = 1 \text{zs}$ for the given data, the uncertainties obtained from the other two models reach well below the zeptosecond scale.

**Detector dead time**

In all curves shown in Extended Data Fig. 7 as well in the curves in Fig. 4 we observe unexpected fluctuations in the Allan deviations at sampling times between $r = 10 \text{s}$ and $r = 60 \text{s}$. The cause for this phenomenon is a limitation of the employed data acquisition system, which occasionally suffered from dead times of a few tens of seconds, owing to overload resulting from a too-high signal rate. As a result, some data samples with respective sampling times contain only a few or even no counts, which spoils the determination of $y_i$ and in turn leads to large Allan deviations. This effect can be removed in the data analysis by choosing the samples not according to equal measurement times, but according to equal counts. In other words, instead of the fluctuating count rate in the experiment with its dead times, a constant averaged count rate is assumed. As shown in Extended Data Fig. 8, evaluating the Allan deviation with this method indeed suppresses the fluctuations at intermediate times, which shows that they originate from the detector dead time.

**Systematic deviations throughout the initialization phase**

In the Allan deviation shown in Fig. 4, it is not fully clear whether the experimentally achieved stability has already reached its limit, and only an upper bound for possible systematic effects can be given. To interpret this result and to verify our analysis, we artificially introduced systematic deviations, by recording spectra already during the initial time after starting the piezo motion, before the piezo reached stable thermal and mechanical conditions. In this initial time, systematic drifts in the deviations $\phi_i$ and $\xi_i$ as a function of the measurement time may occur. The corresponding results for samples with sampling time 200 s are shown in Extended Data Fig. 9 over the full measurement period, including the initialization phase. We note that in this plot, temporally overlapping samples were analysed, in order to trace the time evolution of the deviation with a high temporal resolution. For example, the first deviation is calculated from data in the time range 0–200 s, the next deviation for the range 1–201 s, and so forth. We find that the deviations systematically drift for an initial period of about 400 s. Afterwards, only small residual fluctuations are observed over the remaining measurement time. The orange and green curves in Fig. 4 compare the Allan deviations with and without this initial phase. It can be seen that the initialization leads to a clear systematic trend of the Allan deviation as compared to the case without the initialization phase: the Allan deviation begins to increase again for sampling times exceeding approximately 100 s, which is the expected behaviour in the case of systematic drifts.

**Samples**

As resonant nuclear sample we used a single-line stainless-steel foil (Fe$_55$,Cr$_{25}$Ni$_{20}$), with iron enriched to about 95% in $^{57}$Fe and with thickness 1 μm. The X-ray double-pulse sequence was created using an α-iron foil with thickness of about 2 μm, also enriched in $^{57}$Fe. An external magnet was used to align its magnetization and the setup was arranged such that only the two $\Delta m = 0$ hyperfine transitions of the 14.4 keV resonance in $^{57}$Fe were driven. To displace the α-iron foil we employed a piezo-electric transducer consisting of a polyvinylidene fluoride (PVDF) film (thickness 28 μm, model DT1-028K, Measurement Specialties, Inc.). The piezo was glued on an acrylic glass backing and was driven by an arbitrary function generator (model Keysight B1100A-002).
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Extended Data Fig. 1 | Theoretical predictions for the enhanced emission and enhanced excitation of the nuclear exciton. Nuclear dynamics under the action of different double pulses, calculated with the simplified model introduced in the Methods section ‘Nuclear resonant scattering’, which neglects one of the SCU resonances such that no quantum beats appear.

**a, b,** The magnitude (a) and phase (b) of the spatially averaged nuclear magnetic transition dipole moment, respectively. The excitation pulse induces a nuclear excitation at $t = 0$, and the panels show the subsequent dynamics induced by the control pulse. The opposite phase between the excitation and control pulses leads to enhanced emission, followed by subsequent coherent re-excitation (blue). Equal phases induce enhanced excitation (orange). The black dashed line indicates the dipole response in the absence of the SCU.

**c,** The total intensity emitted in the forward direction. The shaded areas indicate a crossover in the dominating intensity.
Extended Data Fig. 2 | Dipole dynamics induced in the target by the propagating SCU pulse. Absolute value $\text{Abs}(\hat{d})$ of the target’s magnetic transition dipole moments as a function of time $t$ after excitation and depth/position $x$ in the target of length $L$. The results are obtained from solving the Maxwell–Bloch equation as explained in the Methods section ‘Propagation effects in the target’. a–c. The cases without SCU (a), coherent enhanced emission (b) and coherent enhanced excitation (c). All panels share the same colour scale for $\text{Abs}(\hat{d})$, and the parameters are as in Fig. 3.
Extended Data Fig. 3 | Dipole dynamics at the target entry, middle, and exit. Absolute value $\text{Abs}(\hat{d})$ and phase $\text{Arg}(\hat{d})$ of the target’s magnetic transition dipole moments as function of time $t$ after excitation in thin slices at the entry, in the middle, and at the exit of the target. The results are obtained from solving the Maxwell–Bloch equation as explained in the Methods section ‘Propagation effects in the target’. The parameters and the curve styles are as in Fig. 3. The three colours indicate the cases without SCU (black), coherent enhanced emission pulse sequence (blue) and the coherent enhanced excitation sequence (orange).
Extended Data Fig. 4 | Three absorber motions to illustrate the event-based detection. 

**a**, Three SCU absorber motions used to illustrate the capabilities of the event-based detection. 

**b, c**, The magnitudes (b) and phases (c) of the magnetic transition dipole moments induced in the target nuclei owing to the double pulses generated by the respective motions, or in the absence of an SCU.
Extended Data Fig. 5 | Event-based detection and time-dependent intensities.  

**a, b**, Theoretical predictions for the resonant time-dependent intensity using the three motions in Extended Data Fig. 4.  

- **a**: These intensities for the three motions essentially coincide.  
- **b**: This panel illustrates this further with the differences between the time-dependent intensities for the motions 1 and 2 as well as motions 1 and 3, respectively.  

**c, d**, Corresponding theoretical predictions for our event-based spectroscopy technique.  

- **c**: The relative difference \((I_2 - I_1)/(I_1 + I_2)\) between the 2D spectra of motions 1 and 2, with dimensionless values as indicated by the colour scale. The rich interference structures and high visibility show that the motions can clearly be distinguished.  
- **d**: Intensity differences corresponding to the results in **b**, but energy-resolved at sections with different detunings \(\delta\) through the 2D data, where \(\delta\) is defined in Fig. 1. Each detuning \(\delta\) leads to characteristic strong interference patterns, further illustrating that the motions can easily be distinguished using the event-based detection.
Extended Data Fig. 6 | Evaluation of the Allan deviation. To evaluate the Allan deviation, the full data set is split into $N$ samples of duration $\tau$. Each sample comprises a 2D time- and energy-resolved spectrum, to which we fit spectra obtained using the SCU motion $x_0(t)$ modified via an error model with a parameter $A$. This yields the best-fit parameter $A_i$ for each sample $i$, which is proportional to the phase error $\phi_i$ and the corresponding temporal error $\xi_i$, as explained in the methods. From these deviations, the Allan deviation can be calculated using equation (31).
Extended Data Fig. 7 | Comparison of different noise models. Allan deviation in the case of coherent enhanced excitation obtained for the three noise models we employed. The uncertainty according to the linear noise model exceeds that of other models by about a factor of three. Shaded areas indicate the standard deviation ranges and diagonal grid lines indicate $\sqrt{T}$ scaling.
**Extended Data Fig. 8 | Influence of detector dead time.** The orange curve shows the Allan deviation for the case of enhanced emission and a linear noise model. The fluctuations at intermediate sampling times are due to dead time in the data acquisition system. In the purple curve these drops in the count rate were artificially avoided by assuming a constant count rate instead. Consequently, the fluctuations vanish. Shaded areas indicate the standard deviation ranges and diagonal grid lines indicate $1/\sqrt{\tau}$ scaling.
Extended Data Fig. 9 | Systematic deviations throughout the initialization phase. The figure shows the deviations $\phi_i$ and $\xi_i$, obtained for sampling times $\tau = 200$ s throughout the full measurement period for the case of coherent enhanced excitation. We note that in this figure, temporally overlapping samples were analysed in order to trace the time evolution of the deviation throughout the initial phase of the measurement. The first 400 s or so during the initialization period of the measurement time exhibit systematic drifts corresponding to the approximately 10-zs scale. Shaded areas indicate the standard deviation ranges.