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Abstract

In this paper, we analyse the behaviour of a buck converter network that contains arbitrary, up to mild regularity assumptions, loads. Our analysis of the network begins with the study of the current dynamics; we propose a novel Lyapunov function for the current in closed-loop with a bounded integrator. We leverage on these results to analyse the interaction properties between voltages and bounded currents as well as between node voltages and to propose a two-layer optimal controller that keeps network voltages within a compact neighbourhood of the nominal operational voltage. We analyse the stability of the closed loop system in two ways: one considering the interconnection properties which yields a weaker ISS type property and a second that contemplates the network in closed loop with a distributed optimal controller. For the latter, we propose a novel distributed way of controlling a Laplacian network using neighbouring information which results in asymptotic stability. We demonstrate our results in a meshed topology network containing 6 power converters, each converter feeding an individual constant power load with values changing arbitrarily within a pre-specified range.
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1. Introduction

The presence of DC networks has become an important feature in modern complex systems such as electric vehicles, data centers, aircrafts, spacecrafts, telecom systems, submarines, and many more which include devices such as storage units, photovoltaic panels, or electronic loads, operate in a DC setting (Elsayed et al., 2015). In addition, DC networks provide additional flexibility to handle high voltage transmission capabilities or small localised solutions in the form of a DC Micro-Grid (MG) (Zambroni de Souza and Castilla, 2019). Therefore, a DC MG can grow from simple photovoltaic and storage implementations to highly complex and constantly evolving systems with meshed topology with an increasing tendency to decentralisation to increase reliability and power quality for local users (Guerrero et al., 2011; Planas et al., 2015).

Traditionally, control problems in DC MG, as mentioned in Tucci et al. (May 2018), involve voltage stabilisation, current or load sharing, and voltage balancing, i.e., voltage at load buses operating around a nominal voltage level. As the size of DC MG grows, so does the need of decentralised control techniques that are capable of obtaining control objectives without complete redesigns when the network changes. Several decentralised voltage control strategies for a network of DC-DC buck converters feeding different types of loads such as pure resistive loads, constant power loads, nonlinear ZIP (constant impedance, constant current, and constant power loads), and time-varying loads have been proposed in the literature. The proposed methods include robust control approaches Sadabadi et al. (Nov. 2018), plug-and-play methods Sadabadi and Shafiee (Jan. 2020); Tucci et al. (May 2018,N), passivity-based techniques Nahata et al. (2020), $L_2$ gain-based loop shaping methods Sadabadi (Nov. 2021), output regulation approaches Silani et al. (July 2021), and optimisation-based controller methods using control barrier functions Kosaraju et al. (April 2022). Although these methods ensure the voltage regulation and guarantee the stability of overall DC networks, they do not consider current regulation/sharing in the network of buck converters. Distributed control approaches for average voltage regulation and proportional current sharing in DC microgrids with DC-DC buck converters have been proposed in Cucuzzella et al. (July 2019); Nahata and Ferrari-Trecate (2020); Sadabadi (Oct. 2021); Trip et al. (Jan. 2019); Tucci et al. (Sept. 2018). In Guo et al. (July 2019,J), overcurrent protection approaches for a single DC-DC buck converter have been proposed. However, the extension of these methods to a network of DC-DC buck converters is not straightforward. On the other hand, De Persis et al. (2018) propose a power sharing controller which employs nonlinear consensus to obtain effective load sharing while keeping voltages bounded to a compact set. The problem...
of power sharing has been discussed in (Parada Contzen, 2021) where the authors show that droop control is inefficient to handle a meshed network topology. Despite the rapid developments of control techniques and deeper system theoretic understanding gained in the past decades, two main problems have not yet been fully understood: safe operation during transients for input currents combined with voltage regulation, and the role of current sharing in a meshed network topology.

Among distributed control techniques, receding horizon controllers offer a methodology that includes constraints in its formulation. Two main stream approaches exist for these kind of controllers (Maestre and Negenborn, 2014). The first kind is based on distributed optimisation techniques such as Köhler et al. (2019) and Engelmann et al. (2020); these aim to solve the overall optimisation problem in a distributed way. The second type of approaches employ robust control techniques like those of Trodden and Maestre (2017) and Rivero et al. (2018); the objective of these approaches lies in handling interconnections as disturbances to be rejected. A common feature of both approaches is that they both require some degree of cooperation between the elements of the network. This is particularly useful when global constraints exists as shown by Jin et al. (2021) and Wang and Ong (2017). The former requires a more intensive level of communication, whereas robust approaches require only a limited exchange of information. This by no means represents a dichotomy, these approaches represent two sides of the same problem and the natural trade-off between performance and ease of computations. For the MG case, receding horizon techniques have been used predominantly in their distributed optimisation form as mentioned in the excellent review of Hu et al. (2021). Some examples of these approaches are (Hans et al., 2018; Parisio et al., 2014; Zhao and Dörfler, 2015) where the authors exploit the benefits of using receding horizon methods for handling power flows and constraints. Robust control methods, however, have not yet, to the best of the authors’ knowledge, established a foothold in a MG setting. The source of limitation is the ubiquitous assumption on the size of the interaction strength (Baldivieso-Monasterios, 2018). In a MG setting, the interactions represent currents flowing through the network whose magnitude is comparable to that of local states. Therefore, robust control methods for distributed receding horizon control require adjustments to how they handle interactions among individual elements of the network.

In this paper, we aim to rigorously analyse the system theoretic properties of a DC network composed of buck converters arranged in meshed topology where each converter feeds generic nonlinear loads with a mild continuity assumption. To this end, we aim to address two important issues in DC distribution networks, that of operational safety in terms of input currents, together with voltage regulation that offers an equivalent version of load sharing for meshed network configurations while maintaining operation voltages within a compact range of a nominal voltage. Our proposed controller architecture contains a decentralised primary controller ensuring operation safety for inputs currents and a receding horizon distributed controller for voltage regulation. The analysis of the primary controller hinges on extending the approach of Konstantopoulos and Baldivieso-Monasterios (2020) where the authors propose a state-limiting converter based on the concept of Bounded Integral Controller (BIC); we prove asymptotic stability inside a compact set representing a desired safety set using a Lyapunov approach defined on this set. We study the interconnection properties between voltages and currents under the scope of the cascaded systems approach; our results show that the kernel of the network Laplacian matrix defines an attractive set which yields an ISS type result. This analysis is, however, not enough to guarantee the convergence to a particular equilibrium point, as we show with some simple examples. To regulate voltages, we employ a distributed voltage regulation based on concepts of robust distributed model predictive controllers. The latter implies that information sharing occurs only once each sampling period as opposed to distributed approaches. On this vein, we rely and extend on the approach of Baldivieso Monasterios and Trodden (2018) which proposes an MPC technique capable of handling exogenous information; in addition to neighbouring voltage information, we assume that a nominal measurement of the load is available at each sampling time. The resulting distributed controller is, to the best of the authors’ knowledge, the first attempt to use a non-iterative distributed predictive controller. We analyse the nominal equilibrium behaviour of the proposed control law, and show that, assuming a bounded load deviation, it remains in a neighbourhood of the “real” equilibrium, i.e., the one considering uncertain loads. Similarly, we show that our distributed control law at steady state lies in the equilibrium manifold of the system.

Our contributions are:

i) We propose a Lyapunov function for the BIC-based primary controller in closed loop form with each node current as opposed to Konstantopoulos and Baldivieso-Monasterios (2020) where only local stability results are obtained based on linearisation. With this Lyapunov function, we can conclude the asymptotic stability of all the current dynamics.

ii) We show that under the cascaded system interpretation, a buck converter network satisfies a weaker ISS property. The state remains close to the kernel of the Laplacian and not around an equilibrium point.

iii) We propose a novel non-iterative distributed receding horizon voltage controller to steer the voltages towards a given equilibrium point which does not rely on the ubiquitous assumption of weak coupling between components, as seen for example in Rivero et al. (2018) and Trodden and Maestre (2017). In the proposed controller, each node employs information about the voltage values of its neighbours to compute its own control law and exploit the influence of neigh-
bouring nodes.

**Notation:** A MG can be seen as a connected undirected graph \( G = (V, E) \) where the set of nodes \( V \) represents a collection of inverters and local loads; the set of edges \( E \subseteq V \times V \) defining the MG topology is characterised by the node-edge matrix \( B \in \mathbb{R}^{|E| \times |V|} \) which for edge \( e = (i, j) \in E \) involving nodes \( i \) and \( j \) can be defined as \( [B]_{ij} = 1 \) if \( i \) is the source of \( e \in E \), and \( [B]_{ij} = -1 \) if node \( j \) is its sink, and zero otherwise. An \( s \)-partite graph is a graph whose vertices can be partitioned into \( s \) disjoint sets \( V = \bigcup_{s=1}^{S} V_s \) such that for each \( h \) and \( i, j \in V_h \), \( (i, j) \notin E \). The 2-norm is denoted \( |x| = \|x\|_2 \); the distance of a point \( x \in \mathbb{R}^n \) to a set \( A \subset \mathbb{R}^n \) is denoted \( |x|_A = \inf \{|x - y| : y \in A\} \). For a vector \( x \in \mathbb{R}^n \), the operator \( [\cdot] \) denotes \( [x] = \text{diag}(x_1, \ldots, x_n) \in \mathbb{R}^{n \times n} \). A set \( A \subset \mathbb{R}^n \) is a C-set with the origin in \( A \) if it is u.s.c. and l.s.c.

**Definition 1.** A set \( R \subset X \) is control invariant for \( \dot{x} = f(x, u) \) and constraint sets \( (X, U) \) if for any \( x_0 \in R \), there exists a control law \( \mu : R \to U \), such that the closed loop system \( \dot{x} = f(x, \mu(x)) \) satisfies \( x(t) \in R \) for all \( t \geq 0 \) with \( x(0) = x_0 \).

**Definition 2.** A \( C^1 \) function \( V : \mathbb{R}^n \to \mathbb{R} \) is a control Lyapunov function for a system \( \dot{x} = f(x, u) \) with \( u \in U \) if it is positive definite \( V(x) \geq 0 \) for all \( x \in \mathbb{R}^n \), radially unbounded \( \lim_{|x| \to \infty} V(x) = \infty \), and there exists \( \alpha : R \to \mathbb{R} \) nondecreasing and radially unbounded such that

\[
\inf_{x \in U} \frac{\partial V}{\partial x} f(x, u) + \alpha_V(|x|) < 0
\]

**Definition 3 (Continuity for set-valued maps).** A set \( \Phi : U \to 2^X \) is:

i) Upper semi-continuous (u.s.c) at \( x_0 \in U \) if for any open neighbourhood \( V_U \subset U \) of \( x_0 \), for all \( x \in V_U \), \( \Phi(x) \subset V_X \) for an open neighbourhood \( V_X \subset X \).

ii) Lower semi-continuous (l.s.c) at \( x_0 \in U \) if for any \( y_0 \in \Phi(x_0) \) and a neighbourhood \( V_X \subset X \), there exists \( V_U \subset U \) such that for all \( x \in V_U \), \( \Phi(x) \cap V_X \neq \emptyset \).

iii) Continuous if it is u.s.c. and l.s.c.

### 2. Preliminaries

#### 2.1. Modelling of DC-DC buck converters

Consider \( M \) DC-DC buck converters connected through \( M_E \) power lines. The \( i^\text{th} \) converter voltage and current \((v_i, i)\) are modelled as follows:

\[
L_i \frac{di_i}{dt} = -r_i i_i - v_i + \bar{v}_i,
\]

\[
C_i \frac{dv_i}{dt} = -f_{L,i}(v_i, P_{L,i}) + i_i - B_i^\top i_E,
\]

where \( L_i \) and \( r_i \) are the converter inductance and its associated parasitic resistance; \( C_i \) denotes the converter capacitance; \( f_{L,i}(\cdot) \) represents the current drawn by the local load according to the power reference \( P_{L,i} \); and \( \bar{v}_i = V_i^\text{IN} \hat{m}_i \) where \( V_i^\text{IN} \) is the input voltage and \( \hat{m}_i \) is the converter duty ratio. The network affects the \( i^\text{th} \) converter via \( B_i^\top i_E \) with \( B_i^\top \) corresponding to the \( i^\text{th} \) column of the node-edge matrix \( B \) and \( i_E \) the current running through the network lines. The dynamics of current flowing through a power line \( e = (i, j) \) connecting the converter \( i \) to \( j \) is

\[
L_e \frac{di_e}{dt} = -r_e i_e + B_{ei} v,
\]

where \( L_e \) and \( r_e \) are the inductance and resistance of line \( e \). Similarly to the previous case, the current flowing through line \( e = (i, j) \in E \) depends on the voltages of node \( i \) and \( j \) characterised by \( B_e \), which is the \( e^\text{th} \) row of \( B \).

#### 2.2. Current control Structure

The decentralised primary current controller follows the structure developed in Konstantopoulos and Baldiavieso-Monasterios (2020) which ensures current limitation. The main modification is that the controller proposed in Konstantopoulos and Baldiavieso-Monasterios (2020) guarantees \( |i_e| \leq I_{\text{max}} \), where \( I_{\text{max}} \) is associated with the rated capacity, but in the context of buck converters, the input current cannot be negative, i.e., only one directional power flows are allowed. To overcome this problem, we introduce a shift of coordinates \( i_i = \bar{i}_i + i_{s,i} \) where \( i_{s,i} = \frac{I_{\text{max}}}{2} \), then the proposed nonlinear PI controller that allows tracking of a current reference \( i_{\text{ref}} \) is

\[
\bar{v}_i = v_i - k_p \bar{i}_i + r_i i_{s,i} + M_i \sin(\sigma_i),
\]

\[
\frac{di_i}{dt} = \frac{k_i}{M_i} (i_{\text{ref}} - \bar{i}_i - i_{s,i}) \cos(\sigma_i),
\]

where \( k_{P,i} > 0 \), \( k_{I,i} > 0 \), \( M_i = \frac{1}{2}(r_i + k_{P,i})I_{\text{max}} \), are controller gains to ensure the \( i^\text{th} \) converter current satisfies \( |i_i(t)| \leq \frac{I_{\text{max}}}{2} \). The closed-loop dynamics with the nonlinear control law (4) are described by the following equations for all \( i \in V \) and \( e \in E \):

\[
L_i \frac{di_i}{dt} = -(r_i + k_{P,i}) \bar{i}_i + M_i \sin(\sigma_i),
\]

\[
M_i \frac{di_i}{dt} = k_{I,i} (i_{\text{ref}} - \bar{i}_i - i_{s,i}) \cos(\sigma_i),
\]

\[
C_i \frac{dv_i}{dt} = -f_{L,i}(v_i, P_{L,i}) + i_{s,i} + \bar{i}_i - B_i^\top i_E,
\]

\[
L_e \frac{di_e}{dt} = -r_e i_e + B_{ei} v.
\]
The closed loop equilibrium points are given by the solution of
\[
\begin{aligned}
\tilde{r}_i &= \text{sat}(t_i^\text{ref} - i_{s,i}, \frac{1}{2}I_{\text{max}}), \\
\sigma_i &= \text{sat}\left(\arcsin\frac{2(t_i^\text{ref} - i_{s,i})}{I_{\text{max}}}, \frac{\pi}{2}\right), \\
\tilde{i}_i^eq &= \tilde{f}_L(v_i^eq, P_L) + B^T r_{eq} B v_i^eq,
\end{aligned}
\]
\[i_i^eq = r_{eq} B v_i^eq,
\]
where \(f_L(v, P_L) = (f_L(c_1, P_{L,1}), \ldots, f_L(m, P_{L,M}))\) and \(r_{eq} = \text{diag}(r_1, \ldots, r_{M_E})\). Because of the voltage-current decoupling, the equilibrium point has two distinct parts: one depending exclusively on local information, i.e., current and integrator, and network wide equilibria corresponding to both voltages and line currents.

Remark 1. The operator \(\frac{\partial f}{\partial v} + B^T r_{eq} B\) is invertible as long as \(\frac{\partial f}{\partial v}\) is positive definite, i.e., for passive loads. The Laplacian matrix \(B^T r_{eq} B\) is positive semi-definite with a zero eigenvalue. Adding \(\frac{\partial f}{\partial v}\) leads to an eigenvalue shift which implies, following Weyl’s inequalities, that \(\frac{\partial f}{\partial v} + B^T r_{eq} B\) has eigenvalues different than zero.

We make a further assumption on the load characteristics:

Assumption 1. For each \(i \in \mathcal{V}\), the current drawn by each load can be written as \(f_L(i, v_i, P_i) = g_L(i) d_L, \) with \(g_L: \mathbb{R}^n \rightarrow \mathbb{R}\) and some \(d_L \in \mathbb{R}^{n_L}\) defining the load characteristics. In addition, the function \(g_L(i)\) is \(C^1\) in an open neighbourhood \(A \subseteq \mathbb{R}\) of a voltage \(v \neq 0\).

Remark 2. Assumption 1 is not restrictive; for example a ZIP load can be written as:
\[i_{L,i} = \frac{1}{R_{L,i} v_i} + I_{L,i} + \frac{P_{L,i}}{v_i^eq},\]
for an impedance \(R_{L,i}\), constant current \(I_{L,i}\), and constant power \(P_{L,i}\). Therefore, \(g_L(i(v)) = (v_1, v_2^{-1})\), \(d_i = (R_{L,i}, I_{L,i}, P_{L,i})\), and total load power is \(\frac{1}{R_{L,i}} + I_{L,i} v_i + P_{L,i}\).

2.3. Constraints and control objectives

The buck converter network is subject to constraints on the inputs, currents, and output voltages. The first assumption on (5) is concerned with the time-scale separation between (5a)–(5c) and (5d).

Assumption 2 (Time-scale separation). The network parameters satisfy
\[
\min_{i \in \mathcal{V}} \left\{ \frac{L_i}{r_i + k_{P,i}} \frac{4C_i P_{L,i}}{(I_{\text{max}})^2} \frac{r_i + k_{P,i}}{k_{L,i}} \right\} \geq \max_{i \in \mathcal{E}} \left\{ \frac{L_e}{r_e} \right\} \tag{8}
\]
where \(P_{L,i}\) is the load power at node \(i \in \mathcal{V}\).

Assumption 2 essentially requires the time constants for each power line to be sufficiently small; the authors in Venkatasubramanian et al. (1995) argue in favour of similar assumptions. A consequence of Assumption 2 is that (5) can be reduced to only node dynamics, while line currents satisfy the algebraic relation (6d). This Assumption takes into account the case of low voltage microgrids, i.e., \(L_e = 0\). The overall state for each node is therefore \(x_i = (v_i, i, \sigma_i)\) with inputs \(u_i = i^\text{ref} - i_{s,i}\). The system is subject to constraints on the inputs and states such that for all \(i \in \mathcal{V}\):
\[x_i \in \mathcal{X}_i, \quad u_i \in \mathcal{U}_i\]
which satisfy the following assumption:

Assumption 3 (Network constraints). For each \(i \in \mathcal{V}\),
\[i\) the input constraint set \(\mathcal{U}_i \subseteq \mathbb{R}\) is a PC-set, while the state constraint \(\mathcal{X}_i \subseteq \mathcal{C}\) set.
\[ii\) the load characteristics \(d_{L,i} \in \mathbb{R}^{n_L}\) are constrained to a PC-set \(\mathcal{D}_i \subseteq \mathbb{R}^{n_{L,i}}\).

Remark 3. The constraints imposed on each node are generally hypercubes, i.e., \([0, V_{\text{in}}] \times \left[\frac{1}{2} - I_{\text{max}}^{\text{out}} \pm I_{\text{max}}^{\text{in}}\right] \times [-\frac{1}{2} \pi, 2\pi]\), and input constraints \(\mathcal{U}_i = \left[\frac{1}{2} - I_{\text{max}}^{\text{in}} \pm I_{\text{max}}^{\text{out}}\right]\). In our setting, however, the feedback transformation (4a) imposes additional constraints
\[v_i - k_{P,i} \tilde{i}_i + r_i i_{s,i} + M \sin \sigma_i \in [0, V_{\text{in}}],\]
which constrains the converter modulation index.

The aim is to solve the following optimal control problem: from a state \(x(0)\), determine the control policy, i.e., reference currents, that minimises the criteria
\[J(x, u, v^*) = \int_0^\infty (\mathbf{1}_|v|^v - Cx)^\top (\mathbf{1}_|v|^v - Cx) + \gamma(u)dt,\]
where the node voltage is an output defined by the linear map \(v = Cx\). This criteria encourages node voltages to operate near a common point \(v^*\), and each source to feed its associated local load while minimising its operating costs \(\gamma(\cdot)\).

3. Primary controller and interconnection analysis

In this section, we analyse the properties of the current controller, and its relation to the network voltage dynamics. First in Section 3.1, we prove the invariance properties of the bounded integral control, then using a Lyapunov function, we can infer stability using the invariance principle. Later in Section 3.2, the dynamics of each node are decomposed into two constituting parts: the driving system given by currents and integrator; and the driven system composed by node voltages.
3.1. Current controller properties

The next result is an adaptation to our setting of (Konstantopoulos and Baldivieso-Monasterios, 2020, Proposition 3).

Lemma 1 (Bounded integral control). For all $i \in \mathcal{V}$, the set $\mathcal{Z}_i = \{ \hat{t}_i \leq \frac{T_i}{2} \}$ is control invariant for (5a) and (5b) with $T_i^{\max} = \frac{2M_i}{(r_i + k_P)}$.

Proof. Consider the function $W_i(\hat{t}_i, \sigma_i) = \frac{1}{2} \hat{t}_i^2$, and its time derivative:

$$\dot{W}_i = - (r_i + k_P) \hat{t}_i \hat{t}_i + M_i \hat{t}_i \sin \sigma_i \leq - (1 - \gamma_i) \hat{t}_i \hat{t}_i \sin \sigma_i \leq \gamma_i \hat{t}_i \hat{t}_i \sin \sigma_i$$

for all $|\hat{t}_i| \geq \frac{M_i}{\gamma_i k_P}$, and $\gamma_i \in (0, 1)$ which implies $\hat{t}_i(t)$ is ultimately bounded. Following (Khalil, 2001, Theorem 4.18), the shifted current satisfies $|\hat{t}_i| \leq \frac{T_i^{\max}}{2}$.

For the integrator we use contradiction, suppose $\sigma_i(0) \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ and $\exists u \in (0, 1)$ such that $\sigma_i(t_u) \notin [-\frac{\pi}{2}, \frac{\pi}{2}]$. Continuity of solutions, there exist a $t_1$ with $\sigma_i(t_1) = \frac{\pi}{2}$, however this implies that $\cos(\sigma_i(t_1)) = 0$ which stops integration. On the other hand, there are three equilibrium points in $\mathcal{Z}_i$ following (6a) and (6b) for each $u_i \in \mathcal{U}_i$, i.e.,

$$\tilde{\sigma}_i^v = \left( u_i, \arcsin \frac{2u_i}{T_i^{\max}} \right) \text{ and } \tilde{\sigma}_i^{v, 2, 3} = \left( \pm \frac{T_i^{\max}}{2}, \pm \frac{\pi}{2} \right).$$

Using (Konstantopoulos and Baldivieso-Monasterios, 2020, Theorem 1), the equilibrium at the boundary of $\mathcal{Z}_i$ is unstable. For the case, $u_i = \pm \frac{T_i^{\max}}{2}$, the associated equilibrium is $\tilde{\sigma}_i^v = \pm \frac{\pi}{2}$ which is unstable. This implies a contradiction, therefore $\sigma_i(t) \leq \frac{\pi}{2}$ for all $t \geq 0$. As a result, the set $\mathcal{Z}_i$ is control invariant for shifted currents and integrator for any $u_i \in \mathcal{U}_i$.

Proposition 1 (Bounded integrator Lyapunov function). For each $i \in \mathcal{V}$ and any $u_i \in \frac{1}{2}(-T_i^{\max}, T_i^{\max})$, the $C^1$ function $W_i : \mathbb{R}^2 \rightarrow \mathbb{R}$ defined as

$$W_i(\hat{t}_i, \sigma_i) = \frac{1}{2} L_i (\hat{t}_i - u_i)^2 + M_i \ln \left( 1 + \frac{2u_i}{T_i^{\max}} \right)$$

is a Lyapunov function for the driving subsystem inside $\mathcal{Z}_i$.

Proof. The time derivative of (11) yields:

$$\dot{W}_i = \frac{\partial W}{\partial \hat{t}_i} f(\hat{t}_i, \sigma_i) + \frac{\partial W}{\partial \sigma_i} g(\hat{t}_i, \sigma_i, u_i)$$

$$= (\hat{t}_i - u_i)(-r_i + k_P \hat{t}_i - M_i \sin \sigma_i)$$

$$+ M_i \left( 1 - \frac{2u_i}{T_i^{\max}} \right) \sin \sigma_i (u_i - \hat{t}_i) \cos \sigma_i$$

and

$$= M_i \left( 1 - \frac{2u_i}{T_i^{\max}} \right) \sin \sigma_i (u_i - \hat{t}_i) \cos \sigma_i$$

which results in

$$\dot{W}_i < - \gamma_i (r + k_P)(\hat{t}_i - u_i)^2$$

with $\gamma_i \in (0, 1)$. Note that, following (6a), the derivative $\dot{W}_i$ only vanishes at the equilibrium point. For positive definiteness, we analyse the extrema of the candidate function $W_i(\cdot, \cdot)$; the only viable solutions of $\nabla W_i = 0$ are

$$\tilde{\sigma}_i^v = u_i; \quad \tilde{\sigma}_i^v = \arcsin \frac{2u_i}{T_i^{\max}}.$$}

This solution represents the equilibrium point given in (6a) and (6b). There is an extra solution at $\sigma = \frac{\pi}{2}$, but this lies outside the domain of definition of $W_i$ so it is discarded. The Hessian of $W_i$ satisfies

$$\nabla^2 W_i = \begin{bmatrix} L_i & 0 \\ 0 & \left( 1 - \frac{2u_i}{T_i^{\max}} \right) \sec^2 \sigma_i + \frac{2u_i}{T_i^{\max}} \frac{1}{1 + \sin \sigma_i} \end{bmatrix} > 0$$

Since $\sec \sigma_i > 0$ and $1 + \sin \sigma_i > 0$ for $\sigma_i \in (-\frac{\pi}{2}, \frac{\pi}{2})$, then $W_i(\tilde{\sigma}_i^v, \tilde{\sigma}_i^v) \leq W_i(\hat{t}_i, \sigma_i) \leq W_i(\hat{t}_i, \sigma_i)$ for all $(\hat{t}_i, \sigma_i) \in \operatorname{int}(\mathcal{Z}_i)$. As a result, the candidate function is a Lyapunov function.

An immediate consequence of the above result is

Corollary 1 (Asymptotic stability driving subsystem). Suppose Assumption 3 holds. For all $i \in \mathcal{V}$ and any $u_i \in \frac{1}{2}(-T_i^{\max}, T_i^{\max})$, $\mathcal{Z}_i = \{ (\hat{t}_i, \sigma_i) : W_i(\hat{t}_i, \sigma_i) \leq c \}$ be a $c$-level set for $W_i$. We claim $\Omega_i(c, u_i)$ is a PI set for all $|u_i| < \frac{1}{2}T_i^{\max}$. The normal vector, the gradient $\nabla W_i$, of each level set forms a negative angle with the vector field, $f_i$, defining the dynamics.

$$\nabla W_i f_i(\hat{t}_i, \sigma_i, u_i) \leq 0$$

Next, by construction, we note that $W_i(\hat{t}_i, \sigma_i) = 0$ only at the equilibrium $(\tilde{\sigma}_i^v, \tilde{\sigma}_i^v) \in \Omega_i(c, u_i)$. As a result, the asymptotic stability of the equilibrium point follows by applying the invariance principle.

Both Proposition 1 and Corollary 1 establish asymptotic stability inside the constraint set $\mathcal{Z}_i$; furthermore, each level set $\Omega_i(c, u_i) \subseteq \mathcal{Z}_i$ of $W_i$ is also positively invariant. The case for which $u_i = \pm \frac{T_i^{\max}}{2}$ corresponds to a Lyapunov function

$$W_i(\hat{t}_i, \sigma_i) = \frac{1}{2} L_i \hat{t}_i^2 + M_i \ln \left( \frac{2}{1 + \sin \sigma_i} \right).$$

This corresponds to a limiting process for $u_i \rightarrow \pm \frac{T_i^{\max}}{2}$. The Lyapunov function (11) can be decomposed into two terms corresponding to currents and integrator states, i.e., $W_i = U_i(\hat{t}_i, u_i) + \Phi_i(\sigma_i, u_i)$. The term associated with the
energy of the inductor is defined globally, but the one corresponding to the integrator is only defined for the constraint set $Z_i$, see Fig. 1. This is a consequence of the multi-stability properties of (5b); those equilibrium points corresponding to $(\pm I_i^{\max}, \pm \frac{\pi}{2} \pm \pi k)$ for $k \in \{0, 1, \ldots\}$ for $u_i \in \left[\frac{1}{2}(-I_i^{\max}, I_i^{\max})\right]$ are not stable which ensures that the basin of attraction remains inside $Z_i$, see Fig. 2. The following corollary presents an alternative form for the states $\sigma_i = (\tilde{\sigma}_i, \pi)$ of the integrator (4b) by means of a diffeomorphism:

**Corollary 2.** The mapping $\Phi: \mathbb{R}^2 \to \mathbb{R}^2$ given by $\Phi(\tilde{\sigma}_i, \pi) = (i_i, \sin \sigma_i)$ is a diffeomorphism in $\mathbb{R} \times [-\pi, \pi]$.

Using the change of coordinates defined in Lemma 2, the current-integrator dynamics have polynomial dynamics for each $i \in \mathcal{V}$:

\[
\begin{align*}
L_i \frac{d\tilde{\sigma}_i}{dt} &= -(r_i + k_{f_i})\tilde{\sigma}_i + M_i \sigma_i, \quad (13a) \\
M_i \frac{d\pi}{dt} &= k_{f_i}(u_i - \tilde{\sigma}_i)(1 - \tilde{\sigma}_i^2) - g_{i}(z_i, u_i), \quad (13b)
\end{align*}
\]

### 3.2. Cascaded Structure

We exploit the dynamic structure for each node which can be seen as an interconnection between node voltages and currents with their associated integrators. This implies that the state of each node can be written as: $x_i = (v_i, z_i)$ with $z_i = (\tilde{\sigma}_i, \pi)$ as the driving states. These dynamics are

\[
\begin{align*}
\dot{v}_i &= f_i(v_i, 0) + h(v_i, z_i) \quad (14a) \\
\dot{z}_i &= g_i(z_i, u_i) \quad (14b)
\end{align*}
\]

where $h_i(v, z_i) = f_i(v, z_i) - f_i(v, 0)$. The stability analysis of cascaded systems has been thoroughly explored, see for example Isidori (1999); Sepulchre et al. (1997), and two main methods exist to infer the asymptotic stability of the cascaded system. These methods rely on satisfying either:

i) Asymptotic stability for the driving system and zero dynamics of the driven system, plus a linear growth restriction on the interaction between these two components.

ii) Input-to-State Stable (ISS) for the driven subsystem and asymptotic stability for the driving subsystem.

As a consequence of the results obtained in Section 3.1, the driving subsystem satisfies these stability requirements. We proceed to investigate the stability properties for the driven subsystem. In the following, we consider the overall model, i.e., the aggregate model encompassing all nodes; an initial guess of a Lyapunov function, given the linearity of the network, is a quadratic function $S(v) = \frac{1}{2}v^T C v$ corresponding to the energy stored in the capacitors $C = \text{diag}(C_i; i \in \mathcal{V})$. To account for a nonzero equilibrium point, $v^{eq} \in \mathbb{R}^{|\mathcal{V}|}$, and following the approach given in De Persis and Monshizadeh (2015) and Alexandridis (2019), we employ a Bergman Function

\[
S(v) = S(v) - S(v^{eq}) - \frac{\partial S}{\partial v^{eq}}(v - v^{eq}). \quad (15)
\]

Its time derivative yields

\[
\dot{S} = \frac{\partial S}{\partial v} \dot{v} - \frac{\partial S}{\partial v^{eq}} \dot{v}^{eq} = (v - v^{eq})^T (-L v - g_L(v)d_L + \dot{\tilde{\sigma}} + i_s),
\]

where $d_L = (d_{L,1}, \ldots, d_{L,|\mathcal{V}|}) \in \prod_{i \in \mathcal{V}} D_i$ is the collection of load characteristics of the network and $L \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{V}|}$ the connectivity graph Laplacian, i.e., $L = B^T R_E^{-1} B$. We are
interested in assessing the stability of the voltage zero dynamics. To this end, we set \( i \) to 0. The resulting derivative yields

\[
\dot{S}|_{i=0} = (v - v^\text{eq})^T (-L v - g_L(v))d_L + i_s.
\]

When the load is resistive, i.e., \( g_L(v) d_L = \text{diag}(R_L^{-1}) v \), the equilibrium point \( v^\text{eq} = (L + \text{diag}(R_L^{-1}))^{-1}i_s \) is clearly stable following Remark 1. This result does not hold for the general case; for example, when the network contains constant power loads \( g_L(v) d_L = \text{diag}(v^{-1}) d_L \), the impedance is locally negative, i.e., \( \frac{d}{dt} d_L = -\text{diag}(v^{-2}) d_L \). As a result, the origin becomes a singularity point; and there are multiple unstable and stable equilibria. However, all is not lost; the voltage dynamics have a Laplacian structure that can be exploited. In the following, we show that a neighbourhood of the synchronisation manifold for the networked voltages is attractive. The network dynamics are dominated by the Laplacian of the connectivity graph. The kernel of which, \( \ker L = \text{span} I_{|V|} \), determines the synchronisation manifold. In the absence of loads, the kernel is stable Bullo (2020); in fact in the absence of loads the state converges to a weighted average of the initial state, i.e.,

\[
v \mapsto \frac{\sum_{i \in V} C_i v_i(0)}{\sum_{i \in V} C_i} I_{|V|} \in \ker L.
\]

We are interested in the state evolution \( v(t) \) and its properties as \( t \to \infty \). The next ancillary result provides estimates for \( v(\cdot) \) subject to bounded perturbations.

**Lemma 2 (Network dynamics).** The set \( \mathcal{R}_\eta = \ker L \oplus \eta I_{|V|} \) is attractive with \( \eta > 0 \) for Laplacian dynamics \( \dot{C}v = -L v + u \) with \( |u(t)| \leq B_u \) for \( B_u > 0 \) and all \( t \in \mathbb{R} \).

**Proof.** Given the Laplacian matrix pencil \( \lambda C + L \) with eigenvalues \( \{\lambda_0, \ldots, \lambda_{|V| - 1}\} \) and the state transformation \( y_i = (\xi_i, C v) \) with \( \xi_i \in \mathbb{R}^{|V|} \) the eigenvector associated with \( \lambda_i \) for \( i \in \{0, \ldots, |V| - 1\} \). The dynamics of each \( y_i \) satisfy

\[
\dot{y}_i = -\lambda_i y_i + (\xi_i, u).
\]

The solution for each \( i \in \{0, \ldots, |V| - 1\} \) is

\[
y_i(t) = e^{-\lambda_i t} y_i(0) + \int_0^t e^{-\lambda_i (t-\tau)} \xi_i d\tau.
\]

which yields the explicit expression for the state \( v = \sum \xi_i \xi_i \) such that

\[
v = \left( \sum_{i=0}^{n-1} I_{|V|} C \xi_i \right) + \int_0^t \left( \sum_{i=0}^{n-1} I_{|V|} C \xi_i \right) u(\tau) d\tau + \sum_{i=2}^{n-1} \int_0^t e^{-\lambda_i (t-\tau)} \xi_i d\tau.
\]

Given that each \( z \in \ker L \) can be written as \( z = \alpha I_n \), the distance from any state to this set is

\[
d(v(t), \ker L) = \min \{ |v(t) - \alpha I_n| : \alpha \in \mathbb{R} \}.
\]

The explicit minimum occurs at

\[
\alpha^*(v) = \bar{v} \implies d(v, \ker L) = |v - \bar{v} I_n|.
\]

From the state evolution, it is possible to conclude that

\[
d(v(t), \ker L) = |(\Xi_{-1} - \bar{v}) s(t)|,
\]

where \( \Xi_{-1} \) is the matrix of eigenvectors minus the first column, \( \Xi = (\xi_2, \ldots, \xi_n) \otimes I_n \) a matrix of eigenvalue averages, and the \( i \)th component of \( s \in \mathbb{R}^{n-1} \) is

\[
s_i = \int_0^t e^{-\lambda_i (t-\tau)} |\langle \xi_i, u(\tau) \rangle| d\tau.
\]

The input boundedness hypothesis implies

\[
|s_i| \leq \int_0^t |e^{-\lambda_i (t-\tau)}| |\xi_i| B_u d\tau.
\]

The desired bound is therefore

\[
d(v(t), \ker L) \leq |(\Xi_{-1} - \bar{v})| |s| \leq |(\Xi_{-1} - \bar{v})| \sum_{i=2}^n B_u \int_0^t |e^{-\lambda_i (t-\tau)}| d\tau \leq B_u |(\Xi_{-1} - \bar{v})| \sum_{i=2}^n \frac{1 - e^{-\lambda_i t}}{\lambda_i}.
\]

Clearly, in steady state we have

\[
d(v_{ss}, \ker L) \leq B_u \sum_{i=2}^n \frac{1}{\lambda_i}.
\]

Setting \( \eta = B_u \sum_{i=2}^n \frac{1}{\lambda_i} \) implies the set \( \mathcal{R} = \ker L \oplus \eta I_{|V|} \) is attractive for \( \dot{v} \in L v + u \). 

The proof of the above lemma exploits the linearity of the weighted Laplacian dynamics to conclude the state remains in the vicinity of not a point, but the kernel of the Laplacian. This property resembles an ISS behaviour with respect to the kernel, this however might not imply the solutions are stable in the ordinary sense. For example, if the perturbation \( u(t) = u \) is constant in Lemma 2, then the solutions would contain a ramp which would lie close to the kernel but whose magnitude keeps increasing as seen in Figure 3. In the next section, we aim to carefully select the input currents such that the voltages attain a finite unique equilibria.
4. Distributed Voltage regulation

In the previous section, we have studied the stability properties of a DC buck converter network and concluded an ISS-type stability condition with respect to the Laplacian Kernel. In this section, we exploit these stability properties to obtain closed-loop stability and optimal performance with respect to an optimisation cost. First, we define the distributed optimisation problem, then we proceed to analyse both recursive feasibility and stability of the overall network.

4.1. Optimal control problem

The overall control objective, following (10), aims to minimise an infinite horizon cost. To obtain a tractable solution to this problem, we optimise this cost in a distributed way; to this aim, the separability of the cost, i.e., \( J(x, u) = \sum_{i \in V} J_i(x_i, u_i) \), is an implicit assumption. From the dynamics perspective, each node is subject to parametric uncertainty in terms of load demand \( W \), such that its voltage constraint set are \( \{ x \mid x \in C_i \} \), and vice-versa \( \{ u \mid u \in U_i \} \). The weak coupling assumption for tube MPC methods demands \( \forall_i \subset \forall \) for \( i = 1, 2 \) which is not the case for this simple example. This implies that there are no robust invariant sets capable to account for the interconnection disturbance.

Robust methods can be used to handle the parametric uncertainty arising from the loads. These robust methods, however, are not suitable to handle the additive term arising from the dynamic coupling. The reason behind this is that a robust based distributed MPC requires a weak coupling assumption Baldivieso-Monasterios (2018). In systems that have Laplacian dynamics, this is not the case as evidenced by the next example:

**Example 1.** Consider a two-element network \( G = \{1, 2\} \) such that its voltage constraint set are \( \forall_1 = \forall_2 = [0, V] \). The line interconnecting node 1 and 2 has admittance \( \forall_{12} = 10 \). The effect of node 1 on node 2 can be characterised by the set \( \forall_1 = C_{1}^{-1} \forall_{12} \forall_2 \), and vice-versa \( \forall_2 = C_{2}^{-1} \forall_{12} \forall_1 \). The weak coupling assumption for tube MPC methods demands \( \forall_i \subset \forall \) for \( i = 1, 2 \) which is not the case for this simple example. This implies that there are no robust invariant sets capable to account for the interconnection disturbance.

The above example illustrates some of the limitations of robust tube approaches for electrical networks. However, by exploiting the Laplacian structure of the network dynamics it is possible to use Lemma 2 to bound the effect of the neighbours of node \( i \) have on its dynamics. Given that the voltage of each node operates near the kernel of the Laplacian, we propose a distributed controller that shares current voltage measurements to be used in a finite optimal control problem. The distributed optimisation problem \( \min_{x, u} J_i(x_i, u_i) \) for each node \( i \in V \) consists in minimising

\[
J_i(x_i, u_i) = \psi_i(x_i(T)) + \int_0^T (v_i - C_i x_i)^2 + \gamma_i(u_i) \, dt \tag{17}
\]

where \( x_i = (v_i, i, x_i) \), \( u_i = i_{ref} \), subject to

\[
\dot{x}_i = F_i(x_i, u_i, d_{L,i}) + E_i w_i, \tag{18a}
\]

\[
x_i(0) = x_{i,ref}, \quad x_i(T) \in X_{f,i}, \tag{18b}
\]

Where \( E_i \in \mathbb{R}^{3 \times 1} \) determines how the coupling \( w_i \) affects the local dynamics. The constraint set is a set-valued map \( U_i(x_i, d_{L,i}, w_i) \subset U_i \). In this problem, \( \psi_i : X_{f,i} \to \mathbb{R}^+ \) is the terminal penalty, and \( X_{f,i} \subseteq X_i \) the terminal cost which both satisfy the following assumption.

**Assumption 4.** For each \( i \in V \), the terminal conditions for \( \min_{x, u} J_i(x_i, u_i) \) satisfy

i) (Terminal cost) For all \( x \in X_{f,i} \), the terminal cost satisfies

\[
\min_{x_i(0) \in X_{f,i}} \left\{ \psi_i(x_i(T)) + \int_0^T 0(x_i, u_i) \, dt \right\} \leq \psi_i(x_i) \tag{19}
\]

ii) (Terminal constraints) The set \( X_{f,i} \subset X_i \) is a control invariant set for \( \dot{x} = F_i(x_i, u_i, d_{L,i}) \) with input constraints \( U_i \subset \mathbb{R}^+ \).
Furthermore, the stage cost $\ell_i(\cdot, \cdot)$ satisfy

**Assumption 5** (Positive definite stage cost). $\ell_i : X_i \times U_i \to \mathbb{R}$ is for each $i \in \mathcal{V}$ a continuous positive definite functions.

In the context of the Optimal Control Problem (OCP) $\mathcal{P}_i(x_i, d_{L,i}, w_i)$, each local controller does not have access to future values of the interactions $w_i = \sum_{j \in \mathcal{N}_i} L_{ij} y_j$, the only information needed at a time $t > 0$ is the measured interaction which is then kept constant along the horizon $[t, t+T]$. The solution at time $t > 0$ is an optimal control input $u_i : [t, t+T] \to U_i$ which can be considered as piece-wise constant, i.e., $u_i(t) = \bar{u}$ for $t \in [0, \delta)$ for $\delta > 0$, for tractability purposes. The value $\delta > 0$ acts as a sampling time such that after $u_i(\cdot)$ is applied to the system, at time $t + \delta$ each node measures its state and shares this measurement with its neighbours so that each constructs $w_i(t + \delta)$. The OCP is solved with the updated information $x_i(t + \delta)$, $d_{L,i}$, and $w_i(t + \delta)$ to obtain a new piece-wise constant function $u_i : [t + \delta, t + \delta + T] \to U_i$, and the process is repeated ad infinitum.

### 4.2. Properties of the OCP

In section, we analyse the properties of the OCP in terms of robust stability and feasibility. The analysis focuses first on local properties for recursive feasibility and robustness to load changes. Then, we focus on stability properties for the overall network.

#### 4.2.1. Recursive feasibility

We invoke the following assumption to make precise the concepts used in the OCP formulation.

**Assumption 6** (Information available to the controller). For each $i \in \mathcal{V}$,

1. The state $x_i(\delta k)$, interconnection information $w_i(\delta k)$, and nominal load $d_{L,i} \in \mathbb{D}_i$ are known exactly at time $t = \delta k \geq 0$ with $k \in \mathbb{N}$.
2. There exists $\gamma_{d,i} > 0$ such that the “true” load $d_{L,i} \in \mathbb{D}_i$ satisfies $|d_{L,i} - d_{L,i}| < \gamma_{d,i}$.

At a time $\delta k$, the OCP is solved by discretising the continuous problem $P_i(x_i, d_{L,i}, w_i)$ such that the solution is a sequence of $\mathcal{N}$ optimal current references $u_i^0(x_i, d_{L,i}, w_i) = \{u_i^0(0), \ldots, u_i^0(N - 1)\}$ which corresponds to a piece-wise constant function. The effect of the interconnection $w_i$ is kept constant across the horizon such that $w_i = w_i I_{N+1}$; at the next sampling time, this sequence, following Assumption 6, is allowed to change. To account for this, the analysis will focus on two scenarios: prove recursive feasibility for an unchanged interconnection, i.e., $w_i(k + 1) = w_i(k)$. Then proving that recursive feasibility holds for the general case by leveraging on the structure of the OCP and the unchanged case.

The first hurdle to overcome is to find suitable terminal ingredients satisfying Assumption 4. The equilibrium point for each node is characterised by the solution of $F_i(x_i, d_{L,i}, u_i) + E_i w_i = 0$. We note that this equation may admit multiple solutions and is dependent on both the nominal load and the influence from the rest of the network. By construction, the function $F_i : \mathbb{R}^3 \times \mathbb{D}_i \times \mathbb{R} \to \mathbb{R}^3$ is continuously differentiable which implies that there exists a local solution to this problem $(x_i^0, u_i^0) = \epsilon_i^0(d_{L,i}, w_i)$. The modified cost can be obtained by translating the stage cost to these equilibrium points, i.e., $\ell_i(x_i, u_i) = \ell_i(x_i - x_i^0, u_i - u_i^0)$. The terminal set is computed using the approach used in Baldiaviso-Monasterios and Konstantopoulos (2020); for a given polytopic set $\mathcal{X}_{f,i}(x_i^0) = \{x : H_{f,i} x \leq h_{f,i} \subseteq X_i$ with $H_{f,i} \in \mathbb{R}^{n_i \times x}$ and $h_{f,i} \in \mathbb{R}^{n_i \times x}$, it is possible to find a control action $u_i = u_i^0 + \kappa_{f,i}(x_i - x_i^0)$ such that $x_i(t) \in \mathcal{X}_{f,i}(x_i^0)$ for all $t \geq 0$. This control action is built based on the one-step reachability properties of the discretised system and is the solution of

$$
\min \{ |u_i - u_i^0|^2 : H_{f,i} x_i^+ \leq \kappa_{f,i}, u_i - u_i^0 \in U_i \},
$$

where $x_i^+$ is the value of the state at $x_i(\delta(k + 1))$, $\lambda \in [0, 1]$ is a design parameter to adjust the “aggressiveness” of the controller, and the set of minimisers is $\mathcal{U}_{f,i}(x_i, d_{L,i}, w_i) \subseteq \mathcal{U}_i$. The following proposition summarises the properties of the terminal ingredients for the OCP.

**Proposition 2** (Shifted terminal ingredients). Suppose Assumptions 1 and 5 hold. i) For a fixed $d_{L,i} \in \mathbb{D}_i$, if there exists a control action $u_i \in U_i$ such that

$$
|u_i| \geq \max_{y \in \mathcal{X}_{f,i}(x_i^0)} \min_{z \in \mathcal{X}_{f,i}(x_i^0)} |F_i(y, d_{L,i}, u) - F_i(0, 0, u) - z|,
$$

then $\mathcal{U}_i(x_i, d_{L,i}, w_i) \neq \emptyset$ for all $x_i \in \mathcal{X}_{f,i}(x_i^0)$. Furthermore, ii) the function

$$
\Psi_{f,i}(x_i) = \inf \{ r \in \mathbb{R}^+ : x_i \in r \mathcal{X}_{f,i} \}
$$

is a control Lyapunov function. Lastly, iii) the set $\mathcal{X}_{f,i}$ is control invariant for $x_i = F_i(x_i, u_i, d_i) + E_i w_i$.

**Proof.** The proof for i) is based in a modification to our setting of (Baldiaviso-Monasterios and Konstantopoulos, 2020, Theorem 3). The second assertion of this proposition follows by construction, when $x_i = x_i^0$, then $\Psi_{f,i}(x_i^0) = 0$. Furthermore, the difference $\Psi_{f,i}(x_i^0) - \Psi_{f,i}(x_i) < 0$ if $u_i \in \mathcal{U}_i(x_i, d_{L,i}, w_i)$. In particular, it is possible to construct the function $\alpha_{\Psi_{f,i}}(x_i) = \int_{t}^{t+\delta} \ell_i(x_i, \kappa_{f,i}(x_i, d_{L,i}, w_i)) dt$ with $\kappa_{f,i}(\cdot, \cdot)$ a selection of the set-valued map $\mathcal{U}_i(\cdot)$. Therefore, $\Psi_{f,i}(\cdot)$ satisfies an integral version of Definition 2. The control invariance stated in iii) follows from (Baldiaviso-Monasterios and Konstantopoulos, 2020, Corollary 1).

The above proposition shows that our modified terminal conditions satisfy Assumption 4. With the terminal set available, the feasible region for a given horizon $T > 0$ and given interconnection value $w_i$ is defined recursively as:

$$
\mathcal{X}_i^{(k+1)}(d_{L,i}, w_i) = \{ x_i \in X_i : \exists u_i \in U_i, x_i(\delta) \in \mathcal{X}_i^{(k)} \}
$$

$$
\mathcal{X}_i^{(0)}(d_{L,i}, w_i) = \mathcal{X}_{f,i}(x_i^0).
$$

(21)
The existence of a feasible set $X_N^{\mathcal{K}}_0$ is linked with the existence of a sequence of control actions $u_i \in \mathcal{U}_i^N$ which is related to the OCP solution. The next result states feasibility under unchanging interconnection information.

**Proposition 3** (Recursive feasibility under unchanging $w_i$). Suppose Assumptions 1, and 3–6 hold. For each $i \in \mathcal{V}$, if $w_i^+ = w_i(t + \delta) = w_i(t)$, then $x_i \in X_i^T(d_i, w_i)$ implies that $x(t + \delta) \in X_i^T(d_i, w_i^+)$, ii) the set $X_i^T(d_i, w_i)$ is control invariant for $\dot{x}_i = F_i(x_i, u_i, d_{L,i}) + E_iw_i$ and $U_i$.

The proof of this result follows the line of argument of Baldivieso Monasterios and Trodden, 2018, Proposition 2 albeit modified to account for the nonlinear nature of the system. This result provides regularity for the value function of the OCP,

$$V_{N,i}^0(x_i, d_{L,i}, w_i) = \min\{J_i(x_i, u_i) : u_i \in U_i^T(x_i, d_{L,i}, w_i)\},$$

defined over the set $Z_i^N(d_{L,i}) = \{w_i \in \mathcal{W}_i, x_i \in X_i^N(d_{L,i}, w_i)\}$ where $\mathcal{W}_i = \bigoplus_{j \in \mathcal{N}, i} L_{ji}E_iX_i$. Standard MPC results, see for example (Grüne and Pannek, 2016, Chapter 5), i.e., feasibility implies stability, lead to the following Corollary

**Corollary 3** (Local Lyapunov function). Suppose Assumptions 1, 3–5 hold. For each node $i \in \mathcal{V}$ and a fixed $w_i \in \mathcal{W}_i$ and $d_{L,i} \in \mathcal{D}_i$, if $x_i^q \in X_i$ is an equilibrium of node $i$, then there exist $K$ functions $\alpha_{ih}$ with $h \in \{1, 2, 3\}$ such that the value function $V_{N,i}^0(\cdot, \cdot, \cdot)$ satisfies

$$\alpha_{i1}(|x_i - x_i^q|) \leq V_{N,i}^0(x_i, d_{L,i}, w_i) \leq \alpha_{i2}(|x_i - x_i^q|)$$

$$V_{N,i}^0(x_i^q, d_{L,i}, w_i) - V_{N,i}^0(x_i, d_{L,i}, w_i) \leq -\alpha_{i3}(|x_i - x_i^q|)$$

(22)

The above result allows us to conclude that for a fixed $w_i \in \mathcal{W}_i$ and $d_{L,i} \in \mathcal{D}_i$, the system

$$\dot{x}_i = F_i(x_i, \kappa_{N,i}(x_i, d_{L,i}, w_i), d_{L,i}) + E_iw_i$$

is asymptotically stable with respect to $\{x_i^q(d_{L,i}, w_i)\}$. The next regularity results is useful for proving recursive feasibility for our MPC scheme.

**Lemma 3** ($K$-continuity of the value function). Suppose Assumptions 1, 3, and 5 hold, in addition $d_{L,i} \in \mathcal{D}_i$ is fixed. The value function $V_{N,i}^0(\cdot)$ for each $i \in \mathcal{V}$ satisfies $|V_{N,i}^0(z) - V_{N,i}^0(\tilde{z})| \leq \sigma(|z - \tilde{z}|)$ over $Z_i^N$ and $\sigma$ is a $K$–function.

**Proof.** The claim follows from (Limon et al., 2009, Lemma 1) if the value function is uniformly continuous. The value function $V_{N,i}^0(\cdot, \cdot, \cdot)$ is defined over the compact set $Z_i^N(d_{L,i})$ which by the Heine-Cantor theorem allows us to conclude uniform continuity from continuity. Our goal is to match the hypothesis of (Bonnans and Shapiro, 2000, Proposition 4.4) to conclude the continuity of the value function. The first one is continuity of the objective $J_i(\cdot, \cdot)$ which follows from Assumption 5. The second hypothesis asks for the set-valued function $U_i^N(\cdot)$ to have a closed graph. This set can be written as $U_i^N(x_i, d_{L,i}, w_i) = \{u_i : G_i(u_i, x_i, w_i, d_{L,i}) \in K\}$ for a fixed compact set $K$ and a continuous function $G_i(\cdot, \cdot, \cdot)$.

The closedness of the graph is a consequence of the continuity of dynamics and constraints. The third hypothesis requires that there exists $\alpha \in \mathbb{R}$ and a compact set $C \subset \mathcal{U}_i^N$ such that for every $(x_i, w_i)$ in a neighbourhood of $(\bar{x}_i, \bar{w}_i)$, the level set

$$\text{lev}_\alpha J_i(x_i, \cdot) = \{u_i \in U_i(x_i, d_{L,i}, w_i) : J_i(x_i, u_i) \leq \alpha\}$$

is not empty and contained in $C$. This assertion follows from the continuity properties of the cost function; for a fixed $(x_i, w_i)$ the level set is compact for any $\alpha \in \mathbb{R}$ and the continuity of the cost guarantees that this property is maintained for any neighbourhood of $(x_i, w_i)$. And lastly, for any neighbourhood $T$ of the minimisers $S_i(x_i, d_{L,i}, w_i)$, there exists a neighbourhood $Z$ of $(x_i, w_i)$ such that $T \cap U_i^N(x_i, d_{L,i}, w_i) \neq \emptyset$. To prove this statement, we consider two cases an optimal point $u_i^0 \in U_i^N(x_i, d_{L,i}, w_i)$ lies either in the interior of $U_i^N(x_i, d_{L,i}, w_i)$ or at the boundary $U_i^N(x_i, d_{L,i}, w_i)$. The claim is trivial for the first case owing to the compactness of the constraints; for the latter, each neighbourhood $V_U$ of the optimal point $u_i^0$ contains points that lie in the interior. For any optimal point at the boundary $u_i^0$ and $(x_i, w_i)$, there exists a neighbourhood $V_U$ such that $V_U \cap U_i^N(x_i, d_{L,i}, w_i) \neq \emptyset$. Given the graph of $U_i^N(\cdot)$ is a closed set, there exist a sequence $\{(x_i^k, u_i^k, w_i^k)\}$ converging to $(x_i, w_i, u_i^0)$. By definition of convergence, all up to a finite amount elements of $\{(x_i^k, u_i^k, w_i^k)\}$ lie in the open neighbourhood $Z \times V_U$. Since $U_i^N(\cdot)$ is closed, then the closure of $Z \times V_U$ is compact. On the other hand, there exists $\bar{Z}^k \times V_U \subset cl Z \times V_U$ for each element of the sequence that forms a covering of $clZ \times V_U$. The compacity of the later set implies the existence of a finite covering such that for any element of $(\bar{x}_i, \bar{w}_i) \in Z = \bigcap_{k=1}^H \bar{Z}^k$, $V_U \cap U_i^N(\bar{x}_i, d_{L,i}, \bar{w}_i) \neq \emptyset$.

\[\Box\]

The next step in order to prove recursive feasibility, we need to investigate the effect of a changing disturbance, i.e., $w_i(k + 1) \neq w_i(k)$ to this aim, we invoke the following assumption:

**Assumption 7** (Bounded interconnection). For each $i \in \mathcal{V}$, the interconnection effect at a time $t + \delta$ satisfy $w_i^+ = w_i(t + \delta) = w_i(t) + \Delta w_i$ where $\Delta w_i \in \Delta W_i$. The set $\Delta W_i$ is chosen such that $\lambda_i = \max\{|w - \bar{w}| : w, \bar{w} \in \mathcal{W}_i, w - \bar{w} \in \Delta W_i\}$ satisfies

$$\lambda_i \leq \sigma_{\nu}^{-1} \circ \alpha_{i3} \circ \alpha_{i2}^{-1}(\beta_i)$$

where $\beta_i > 0$.

The following result asserts recursive feasibility.

**Theorem 1** (Recursive Feasibility). Suppose Assumptions 1, and 3–7 hold. If at time $t > 0$ and for a fixed $d_{L,i} \in \mathcal{D}_i$,
the state satisfies $x_i \in \mathcal{X}^N_i(w_i, \bar{d}_{L,i})$, then at time $t + \delta$, the state satisfies $x_i(t + \delta) \in \mathcal{X}^N_i(w_i^+, \bar{d}_{L,i})$.

Proof. Since $x_i \in \mathcal{X}^N_i(\bar{d}_{L,i}, w_i)$, there exists $\beta_i > 0$ such that

$$\Omega_{i,\beta_i}(\bar{d}_{L,i}) = \{y \in \mathcal{X}^N_i(\bar{d}_{L,i}, w_i) : V^0_N(x_i, \bar{d}_{L,i}, w_i) \leq \beta_i, w_i \in \mathcal{W}_i\}$$

is non-empty and $\Omega_{i,\beta_i}(\bar{d}_{L,i}) \subseteq Z^N_i(\bar{d}_{L,i})$. From Corollary 3, the value function and the state at $t + \delta$ satisfy

$$x_i^+ = x_i(t + \delta) \in \mathcal{X}(\bar{d}_{L,i}, w_i)$$

and

$$V^0_N(x_i^+, \bar{d}_{L,i}, w_i) \leq V^0_N(x_i, \bar{d}_{L,i}, w_i) - \alpha_3(|x_i - x_i^{eq}|).$$

On the other hand, Lemma 3 establishes the $\mathcal{K}^{-}$-continuity such that

$$V^0_N(x_i^+, \bar{d}_{L,i}, w_i^+) - V^0_N(x_i^+, \bar{d}_{L,i}, w_i) \leq \sigma_V(|w_i^+ - w_i|).$$

Combining both of these inequalities, Assumption 7, and $x_i \in \Omega_{i,\beta_i}(\bar{d}_{L,i}, w_i)$ yield

$$V^0_{N,i}(x_i^+, \bar{d}_{L,i}, w_i^+) \leq V^0_{N,i}(x_i, \bar{d}_{L,i}, w_i) - \alpha_3(|x_i^{eq} - x_i^{eq}|) + \sigma_V(|w_i^+ - w_i|) \leq (\alpha \sigma_3 - \alpha_3 \circ \alpha_2^{-1}(\beta_i) + \alpha_3 \circ \alpha_2^{-1}(\beta_i) \leq \beta_i.$$  

This implies that $x_i^+ \in \Omega_{i,\beta_i}(\bar{d}_{L,i})$, and as a result the set $\Omega_{i,\beta_i}(\bar{d}_{L,i})$ is invariant for the dynamics

$$x_i^+ = F_i(x_i, \kappa_{N,i}(x_i, w_i), \bar{d}_{L,i}) + E_i w_i$$

$$w_i^+ \in w_i + \Delta \mathcal{W}_i,$$

where $\kappa_{N,i}(x_i, w_i) \in U_i$ is the optimal control related to $(x_i, w_i)$. This fact has as a consequence $x_i^+ \in \mathcal{X}^N_i(\bar{d}_{L,i}, w_i^+)$.  

}\hfill \Box

4.2.2. Closed-loop stability

In the previous section, we have shown that the controller of each node $i$ is recursively feasible. The proof relies on the stability properties of the MPC controller attached to each node $i$, in particular the value function $i \in \mathcal{V}$ behaves as a Lyapunov function which depends on the interconnection. In this section, we analyse the stability of the network and construct a Lyapunov function for the complete network. In the analysis, we put emphasis on bounding the interaction disturbance and on guaranteeing that the map characterising the steady state for each node converges to the network equilibrium.

We first analyse the relation between the equilibrium pairs for local systems $(x_i^{eq}(\bar{d}_{L,i}, w_i), u_i^{eq}(\bar{d}_{L,i}, w_i))$ and those arising from the network equilibrium $(x^{eq}, u^{eq})$. The local equilibria, characterised by $F_i(x_i, u_i, \bar{d}_{L,i}) = 0$ and $u_i \in \frac{1}{2}[-I_i^{max}, I_i^{max}]$, satisfy $i_i = u_i$, $\sigma_i = \frac{u_i}{I_i^{max}}$ for both inverter currents and bounded integrators. This allows us to analyse only the voltage equilibria via the following steady state optimisation problem

$$\begin{align*}
\mathcal{P}_{i}^L(d_{L,i}, w_i): \min \{|v_i - v^+|^2 : u_i \in \frac{1}{2}[-I_i^{max}, I_i^{max}], & \\
& v_i \in [V_i^{min}, V_i^{max}], & \\
& L_i v_i + g_i(v_i, d_{L,i}) = i_{ss,i} + u_i + w_i & \end{align*}$$

The following property sheds some light on the properties of the steady state optimisations for each node

**Proposition 4.** If the optimal current $u_i^{eq} = \frac{1}{2}I_i^{max}$, then the optimal steady state voltage satisfies $v_i^{eq} = v^*$.  

Proof. The KKT system for $\mathcal{P}_{i}^L(d_{L,i})$ is given by

$$\begin{align*}
(v_i - v^*) + \lambda_i v_i (v_i, u_i, w_i, \bar{d}_{L,i}) + \mu_i^\top \nabla v_r(v_i, u_i) = 0 & \\
\lambda_i v_i (v_i, u_i, w_i, \bar{d}_{L,i}) + \mu_i^\top \nabla v_r(v_i, u_i) = 0 & \\
h(v_i, u_i, w_i, d_{L,i}) = 0 & \\
0 \leq \mu_i g(v_i, u_i) \leq 0 & \\
\end{align*}$$

where $h(v_i, u_i, w_i, d_{L,i})$ defines the equality constraints, $r(v_i, u_i)$ is an affine function characterising the inequality constraints, $(\lambda_i, \mu_i, v_i) \in \mathbb{R}^5$ are the dual variables, and $a^\top b$ with $a, b \in \mathbb{R}^n$. Since by assumption $u_i^{eq}$ is an interior point, then $\mu_i = 0$. This implies that $\lambda = 0$. The reduced KKT system can be expressed as

$$\begin{align*}
(v_i - v^*) + \mu_i - \mu_i = 0 & \\
\min(\mu_i - v_i + V_i^{max}) = 0 & \\
\min(\mu_i, v_i - V_i^{min}) = 0 & \\
\end{align*}$$

Since $\min(a, b) = 0$ if and only if $(a, b) \geq 0$ or $ab = 0$, then from the last equation we obtain two cases: $\mu_i = 0$ or $v_i = V_i^{min}$. The latter condition implies $\mu_i = 0$ and $\mu_i = V_i^{min} - v^*$ which does not satisfy the positivity condition. The first case yields $\mu_i = v^* - v_i$ and two further cases: $\mu_i = 0$ or $v_i = V_i^{max}$. The second case leads to a negative multiplier, therefore $\mu_i = 0$ which implies $v_i^{eq} = v^*$.  

On the other hand, the network steady state pairs $(x^{eq}, u^{eq})$ lie in the manifold given by

$$H = \{(v, u) \in \mathbb{R}^{|\mathcal{V}|} : -L v + u + i_s - g_L(v) d_L \leq 0, d_L \in \mathcal{D}, u \in U\};$$

this manifold can be seen as the level set of a map $\Phi_{d_L} : \mathbb{R}^{|\mathcal{V}|} \times \mathbb{R}^{|\mathcal{V}|} \rightarrow \mathbb{R}^{|\mathcal{V}|}$. The differential of this map is surjective at each point of an open neighbourhood $\mathcal{N} \supset \mathbb{R} \times \mathbb{U}$, as a consequence of Assumption 1 and because of the implicit function theorem there is a map $x^{eq} = \xi(u)$ such that $\Phi_{d_L}(\xi(u), u) = 0$ for all $u \in U$. This implies that for each current reference, there exists at least an associated voltage. A natural step is to investigate the deviation of $u^{eq}$ and $v^{eq} = (u_i^{eq}(w_i, \bar{d}_{L,i}), \ldots, u_i^{eq}(w_i, \bar{d}_{L,i}))$. The solution of $\mathcal{P}_{i}^L(d_{L,i}, w_i)$ yields $u_i^{eq}(\bar{d}_{L,i}, w_i) = L_i v_i^+ + g_i(v^+) \bar{d}_{L,i} - w_i - i_{ss,i}$ where the interaction is $w_i = L_i^+ v$.
where $L^C = L - L^D$ with $L^D$ is a diagonal matrix with $L^D_{ii} = L_{ii}$ for all $i \in V$. Following (24), the desired difference is

$$|\bar{u}^n - u^n| = |L^D(v^n - v^* 1_{|V|}) + g_L(v^n) - g_L(1_{|V|})d_L + g_L(v^n(d_L - d_L))|
$$

$$|\bar{u}^n - u^n| \leq |(L^D + G)v^n - v^* 1_{|V|} + |g_L(v^n)|\sum_{i \in V} \gamma_{L,i},$$

where $G = \sum_{i \in V} \sum_{j} \frac{\partial g_L}{\partial v^n} 1_{i,j} |v^n|_{v^n}$ is the Lipschitz constant for the load characteristics, and $\gamma_{L,i} > 0$ from Assumption 6. Following the formulation for each OCP, the control law aims to minimise the deviation from $u^n$ such that $\kappa_{N,i}(x_i, \bar{d}_{L,i}, w_i) = u^n(d_{L,i}, w_i) + \bar{u}_i$ with $\bar{u}_i \in \{f \in U: u^n(d_{L,i}, w_i) + f \in U\}$. The resulting closed-loop network voltage dynamics are

$$C\dot{v} = -(L^D(v - v^* 1_{|V|}) - (gL(v) - gL(v^* 1_{|V|}))d_L + \hat{r}(i) - u_i - gL(v)(d_L - d_L).$$

In the above equation, we have tacitly assumed that all node currents $\hat{r} \to u_i$ and the quantity $\hat{r}$ is a function of the error between current and reference. The speed of this convergence is governed by (12) and the proportional gain $k_{p,i}$ from the current controller. Further modifications to (25) yield

$$C\dot{v} = -(L^D + G)(v - v^* 1_{|V|}) + \bar{u}_i + \hat{r}(i) - u_i + s(v - v^* 1_{|V|}) - gL(v)(d_L - d_L),$$

where we have used the definition of derivative for $gL(\cdot)$ which implies that $\lim_{v \to v^* 1_{|V|}} \frac{|v(v - v^* 1_{|V|})|}{|v - v^* 1_{|V|}|} = 0$ and $G$ is the derivative of $gL(\cdot)d_L$ evaluated at the reference voltage. Depending on the load characteristics the matrix $G$ can be either negative or positive definite; in the latter case each control input $\bar{u}_i$ counteracts the effects of both instability of $-(L^D + G)$ and the effects of $\hat{r}$ and $s$. We note that when using $u^n$, the resulting equilibrium manifold can be described as

$$L^D(v - 1_{|V|}) + gL(v) - gL(v^* 1_{|V|})d_L = gL(v)(d_L - d_L),$$

the solution of which is clearly $v^n = v^* 1_{|V|}$ when $d_L - d_L = 0$, i.e., when the controller has perfect knowledge of the load.

**Example 2** (equilibrium for CPLs). For $L_{L,i}(v) = v^{-1}$, i.e., a CPL, the equilibrium manifold, assuming perfect knowledge of the load, has two solutions at $v_1 = v^*_1$ and $v_2 = \frac{d_L}{d_L - d_L}$. The second solution depends on the load demand which may be a natural choice of equilibrium, however for an operating voltage of 560V and an admittance in the order of 0.1(10³) yields that $v_2 \approx 10^{-4}d_L$ which may be outside the voltage constraint set. When the load is uncertain, the solution, following a perturbation analysis, is $v_1 = v^* 1_{|V|} + (d_{L,i} - d_L)(\frac{\partial v^n}{\partial v^n} + (d_{L,i} - d_L)^2(\frac{\partial v^n}{\partial v^n} + \cdots)$. This implies that $|v^n - v^*| \leq \frac{(d_{L,i} - d_L)}{v^n}$ approximately.
In the last inequality, we have used the following well-known property of $K$-functions: the integral of a class $K$-function is also a class $K$. Given the continuity of the load characteristics, we have $|g_L(v)| \leq \Gamma$ for all $v$, and in between samples the action of the secondary controller is considered constant. We are now in position to state the main result of this paper:

**Theorem 2 (Closed-loop stability).** Suppose Assumption 1, 3–6 hold. If in addition, $\alpha_1(r) = L_V r$ for $r > 0$ and $L_V > 0$, and there exists $\eta_i > 0$ for all $i \in \mathcal{V}$ such that

$$\alpha(r) = \sum_{i \in \mathcal{V}} \eta_i \alpha_i(r) - L_V \sum_{i \in \mathcal{V}} \eta_i |L_i^C| \alpha_V(r)$$

is a $K$-function, then the network of buck converters (2) is input to state stable (ISS) in closed loop with the control law (4a) and current references given by $i_{i,ref}^t = \kappa_{N,i}(x_i, w_i, d_{L,i})$.

**Proof.** Following Corollary 3, the value function for each $i \in \mathcal{N}$ is a Lyapunov function with respect to an equilibrium point $x_i^e(d_{L,i}, w_i) \in \mathcal{X}_i$ which is dependent on both nominal load and interaction with the network. Furthermore, Proposition 1 provides us with a Lyapunov function for the driving subsystem for each $i \in \mathcal{V}$. Our strategy to prove the asymptotic stability of the closed-loop system hinges on showing that

$$\Psi(x) = \sum_{i \in \mathcal{V}} \eta_i (V_{N,i}(x_i, d_{L,i}, w_i) + W_i(x_i))$$

is a Lyapunov function. Here, $V_{N,i}^0(\cdot, \cdot)$ is the OCP value function and $W_i(\cdot)$ is the bounded integrator Lyapunov function defined in (11); the constants $\eta_i > 0$ are suitable weights as in Siljak (2007). The variation $\Delta \Psi(x) = \Psi(x(t+\delta)) - \Psi(x(t))$, following Corollary 3 and Proposition 1, is

$$\Delta \Psi(x) \leq \sum_{i \in \mathcal{V}} \eta_i \left(\alpha_i(|x_i - x^*|) + \sigma_i(|\Delta w_i|)\right)$$

$$\leq \sum_{i \in \mathcal{V}} \eta_i \left(-\alpha_i(|x_i - x^*|) + \sigma_i(|\Delta w_i|)\right)$$

$$\leq \sum_{i \in \mathcal{V}} \eta_i \left(-\alpha_i(|x_i - x^*|) + \sigma_i(|\Delta w_i|)\right)$$

$$\leq \sum_{i \in \mathcal{V}} \eta_i \left(-\alpha_i(|x_i - x^*|) + \sigma_i(|\Delta w_i|)\right)$$

In the above chain of inequalities, we have used the hypothesis that claims $\alpha(\cdot)$ is a $K$-function. Furthermore

$$\tilde{\alpha} = \sum_{i \in \mathcal{V}} \eta_i \alpha_i$$

where $\alpha_i(r) = \frac{1}{\Gamma} \alpha_{N,i}(r) + \int_0^{t+\delta} |r| dt$ and $\alpha_i = \sum_{i \in \mathcal{V}} \eta_i \alpha_i$ are $K$-functions. Following that $|\tilde{u}| \to 0$ as the system approaches its equilibrium, and the uncertainty of the load is bounded by Assumption 6, the ISS of the buck converter network follows.

5. Simulations

In this section, we explore the behaviour of a network of $|\mathcal{V}| = 6$ buck converters, see Fig. 4 for the interconnection topology, where each source is feeding a constant power load, i.e., each $g_i(L_i) = v_i^{-1}$. The dynamics for each power converter are:

$$L_i \frac{dv_i}{dt} = -L_V v_i - P_i + i_i - \sum_{j \in \mathcal{V}_i} L_{ij} v_j$$

$$L \frac{di_i}{dt} = -r_i i_i + V \nu_i u_i - v_i.$$

In the above chain of inequalities, we have used the hypothesis that claims $\alpha(\cdot)$ is a $K$-function. Furthermore

$$\tilde{\alpha} = \sum_{i \in \mathcal{V}} \eta_i \alpha_i$$

where $\alpha_i(r) = \frac{1}{\Gamma} \alpha_{N,i}(r) + \int_0^{t+\delta} |r| dt$ and $\alpha_i = \sum_{i \in \mathcal{V}} \eta_i \alpha_i$ are $K$-functions. Following that $|\tilde{u}| \to 0$ as the system approaches its equilibrium, and the uncertainty of the load is bounded by Assumption 6, the ISS of the buck converter network follows.

![Network topology: each node $\Sigma_i$ is interconnected with a subset $\mathcal{V}_i$ of lines characterised by parameters $(L_{ij}, r_{ij})$. Each node is assumed to be feeding a load.](image_url)
The simulation shows the behaviour of the network to a priori unknown load changes; these changes may occur as a step function in the load value or as uncertainty around each nominal value. Each power converter feeds a load, but in this example we have some loads exceeding the rated capacity of their corresponding power converter, albeit the condition $\sum_{i \in V} P_{L,i} \leq \sum_{i \in V} P_{i}^{\max}$ always holds. When power converter $i$ cannot feed its own load, the rest of the network aids this converter while accounting for losses in the network. The power demanded by each load is given in Fig. 7 together with the power provided by the network. The load steps in the following way: $P_{L,1} = 0.95P_{i,1}^{\max}$ and at $t = 0.6$s it switches to $P_{L,1} = 0.735P_{i,1}^{\max}$; $P_{L,2} = 1.14P_{i,2}^{\max}$ and at $t = 1.24$s it switches to $P_{L,2} = 0.73P_{i,2}^{\max}$; $P_{L,4} = 0.5P_{i,4}^{\max}$ and at $t = 0.93$s it switches to $P_{L,4} = 1.03P_{i,4}^{\max}$; and $P_{L,6} = 0.66P_{i,6}^{\max}$ and at $t = 0.3$s it switches to $P_{L,6} = 1.05P_{i,6}^{\max}$. In Fig. 7, we see how node $i = 3$ changes its power, despite its load retaining its nominal value, to account for a large step in node $i = 4$. As seen in Fig. 5, the voltage of each node reacts to a change in load without leaving the terminal set, we note the non-minimal phase type behaviour exhibited by all the voltages when reacting to a load step. The currents injected $i_{L,i} = i_{s,i} + i_{L}$ by each converter can be seen in Fig. 6. We note how these currents do not operate close to their operating limits even when the load exceeds the capacity of a converter; the network itself provides required support for each converter. We focus now in the analysis of the equilibrium points of the network. From Fig. 5 and Fig. 6, both voltages and currents clearly converge to neighbourhoods of the equilibrium points. In Fig. 8, we observe the deviation of converter currents with respect to the steady state value computed in (23) for each $i \in V$. The deviation from this nominal equilibrium point shrinks while the nominal load does not step. The difference, however, does not converge to zero because of the uncertainty in the real load which results in a deviation in terms of an equilibrium point. We see the effect of this deviation is Fig. 9 where we portray the distance of the centralised equilibrium $v^{eq}$ computed for the uncertain load to the operating point $v^*|_{V}$ and the voltage $v$. As shown in previous sections, the difference $|v - v^{eq}|$ is bounded by a quantity that depends on the uncertainty in the load. Lastly, we portray in Fig. 10 the distance of the voltage to the kernel of the network Laplacian. As shown in the theory above, this distance does not shrink to zero, but remains in a neighbourhood of ker $L$. The changes in this distance are because of load steps, but despite the changes this distance remains bounded.

6. Conclusions

In this paper, we have proposed a decentralised primary controller, together with a distributed secondary controller for a DC network of Buck power converters connected in meshed topology. For the primary controller, we have proposed a Lyapunov function candidate defined over a compact set which is considered a safety region, i.e., a set containing all currents below a given threshold. Using
We leverage on this result to prove the ISS behaviour of the voltages near a nominal operating voltage; furthermore, Baldivieso Monasterios, P., Trodden, P., 2018. Model Predictive from the equilibrium voltage power loads with our approach in a network containing uncertain constant recursive feasibility of the controller. Lastly, we illustrated receding horizon voltage controller. We have also proven closed loop system between the network and a distributed neighborhood of the kernel of the network Laplacian matrix. We have analysed the interconnection between voltages and currents to conclude the attractiveness of a neighborhood. We have also proven the asymptotic stability of an equilibrium point using the invariance principle. We have analysed the interconnection between voltages and currents to conclude the attractiveness of a neighbourhood of the kernel of the network Laplacian matrix. We leverage on this result to prove the ISS behaviour of the closed loop system between the network and a distributed receding horizon voltage controller. We have also proven recursive feasibility of the controller. Lastly, we illustrated our approach in a network containing uncertain constant power loads with a-priori unknown variation. The results show how our proposed controller is capable to steer the voltages near a nominal operating voltage; furthermore, the simulation results show how different members of the network are able to cooperate when a load exceeds the capacity of its hosting power converter.
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