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Source code similarity detection has various applications in code plagiarism detection and software intellectual property protection. In computer programming teaching, students may convert the source code written in one programming language into another language for their code assignment submission. Existing similarity measures of source code written in the same language are not applicable for the cross-language code similarity detection because of syntactic differences among different programming languages. Meanwhile, existing cross-language source similarity detection approaches are susceptible to complex code obfuscation techniques, such as replacing equivalent control structure and adding redundant statements. To solve this problem, we propose a cross-language code similarity detection (CLCSD) approach based on code flowcharts. In general, two source code fragments written in different programming languages are transformed into standardized code flowcharts (SCFC), and their similarity is obtained by measuring their corresponding SCFC. More specifically, we first introduce the standardized code flowchart (SCFC) model to be the uniform flowcharts representation of source code written in different languages. SCFC is language-independent, and therefore, it can be used as the intermediate structure for source code similarity detection. Meanwhile, transformation techniques are given to transform source code written in a specific programming language into an SCFC. Second, we propose the SCFC-SPGK algorithm based on the shortest path graph kernel to measure the similarity between two SCFCs. Thus, the similarity between two pieces of source code in different programming languages is given by the similarity between SCFCs. Experimental results show that compared with existing approaches, CLCSD has higher accuracy in cross-language source code similarity detection. Furthermore, CLCSD cannot only handle common source code obfuscation techniques used by students in computer programming teaching but also obtain nearly 90% accuracy in dealing with some complex obfuscation techniques.

1. Introduction

Since the 1970s, the source code similarity detection technique has attracted the attention of global researchers, and it has been widely used in the source code plagiarism detection in computer programming teaching and code intellectual property protection [1]. At present, there are mainly two kinds of code similarity detection approaches: attribute counting [2, 3] and structure metrics. Among them, structure metrics is the most commonly used approach that mainly includes string-based, tree-based, and graph-based code similarity detection approaches. In recent years, with the emergence of automatic code conversion tools (https://www.tangiblesoftwaresolutions.com), the similarity detection of cross-language source code poses a new research challenge. With the extensive applications of OJ (Online Judge) [4] in computer programming teaching, these tools are often used to copy programming assignments by students. Most of the existing cross-language code similarity detection approaches are based on token or tree-based intermediate representation. However, some complex code obfuscation techniques can decrease the similarity of source code. For example, changing the loop structure and adding redundant statements may affect the detection effectiveness of existing approaches [5].

Programming assignments in computer programming teaching are generally simple and short. As a result, for the given original code and plagiarized code written in different...
programming languages, no matter what kind of code
transformation or obfuscation techniques is adopted [6],
their core processes are highly similar if their programming
ideas are the same. This circumstance is close to type IV
clones [7]. Therefore, aiming at the cross-language source
code similarity detection in the teaching of computer pro-
gramming, we propose a cross-language source code simi-
larity detection approach named CLCSD (cross-language
code similarity detection) based on code flowcharts. In this
approach, source code written in different programming
languages is transformed into corresponding flowcharts, and
then the similarity of code is obtained by measuring the
similarity between their flowcharts. Specifically, first of all,
for two source code fragments written in different pro-
gramming languages, there may be some differences be-
tween their flowcharts that are directly transformed by
current code conversion tools even though they have the
same processes. This is because the flowcharts obtained by
the existing code flowchart conversion approaches and tools
are strongly correlated with the syntax of the programming
language. Therefore, we propose a standardized code
flowchart (SCFC) model based on the code flowchart (CFC)
and the program dependency graph (PDG) [8]. SCFC
standardizes the code flowcharts of different languages. In
addition, it is suitable for dealing with the most common
code obfuscation techniques in programming assign-
ments. Next, the approach of transforming a source code fragment
of a specific programming language into a SCFC is given.
Finally, the SCFC-SPGK algorithm based on the shortest
path graph kernel (SPGK) [9] for measuring the similarity
between two SCFCs is proposed to calculate the similarity
between two code fragments written in different languages.

The main contributions of this paper are as follows:
(1) a cross-language source code similarity detection
(CLCSSD) approach is proposed based on standardized
code flowcharts; (2) a standardized code flowchart model
SCFC that is independent of programming language and
suitable for code similarity detection is proposed; (3) a
cross-language source code similarity detection algo-

2. Related Work

Most existing source code similarity detection approaches
measure the similarity between two source code fragments
written in the same programming language. Meanwhile,
there is some work in terms of cross-language source code
similarity detection. Therefore, we first introduce the ap-
proaches of source code similarity detection in the same
programming language in this section, and then we present
the main work of existing cross-language code similarity
detection.

2.1. Source Code Similarity Detection in the Same Language.

There are mainly two kinds of source code similarity de-
tection approaches: attribute counting and structure metrics.
In the early days, the approaches of attribute counting
mainly focus on how to get the measurable attributes of
code, such as the number of distinct operators and distinct
operands. However, the detection effectiveness of these
approaches is poor because they ignore too much structure
information of the code. At present, the approaches based
on structure metrics are most commonly used in code similarity
detection, which mainly includes the approaches based on
strings [10–13], trees [14–19], and graphs [8, 20–23].

2.1.1. Source Code Similarity Detection Based on Strings.

String-based detection approaches measure code similarity
from the perspective of text structure and the lexical features
of source code. The most widely used approaches are based
on text strings [10, 24] and tokens, such as CPDP [11], SIM
[12], and JPlag [13]. The former converts the source code
into a string sequence and then measures the similarity
based on the sequence. The latter converts the word symbols
in the source code into hexadecimal tokens and measures the
similarity based on the token sequences.

2.1.2. Source Code Similarity Detection Based on Trees.

Tree-based detection approaches construct a parse tree
[14, 15] or an abstract syntax tree (AST) [16–18] of the
source code by lexical and syntax analysis. The parse tree
focuses on syntax, while the abstract syntax tree focuses on
logic. This kind of approach measures the similarity by
matching subtrees or vectors that are transformed from the
tree structures [19].

2.1.3. Source Code Similarity Detection Based on Graphs.

The code similarity detection approaches based on graphs
mainly use the program dependency graph (PDG) [8, 21–23]
and the control flow graph (CFG) [20, 22]. A PDG reflects
the logical structures of code, including the control de-
pendency and data dependency between statements. The
approaches based on PDGs measure the code similarity by
matching the isomorphic subgraphs. A CFG reflects the
control structures of source code. The approaches based on
CFGs measure the code similarity by matching the paths in
the CFGs. In addition, some approaches [8, 19] combine
AST and PDG to detect the code similarity.
The above three kinds of approaches are used to measure the similarity of source code written in the same programming language. However, these approaches are not suitable for cross-language code similarity detection because of the syntax differences between different programming languages.

2.2. Source Code Similarity Detection in Different Languages. At present, there are mainly three kinds of approaches for cross-language source code similarity detection.

2.2.1. Cross-Language Source Code Similarity Detection Based on Intermediate Language. The main idea of these approaches is to convert the code written in different languages into common intermediate language code, such as RTL (Register Transfer Language) [25] and CIL (Common Intermediate Language) [26]. Then, these approaches measure the similarity of code written in different languages by converting the intermediate language code into tokens or directly comparing the intermediate language code. This kind of approach ignores too much structure information of the source code. In addition, some approaches have limitation for using. For example, the approaches using CIL only works with the Microsoft.Net languages.

2.2.2. Cross-Language Source Code Similarity Detection through Tree-Based Intermediate Representation. The main idea of these approaches is to convert the source code written in different languages into common tree structures, such as eCST (enriched concrete syntax tree) [5], AST [27, 28], and CodeDOM (Code Document Object Model) [29]. Then, the tree structures are converted into token sequences or vectors to improve the efficiency of similarity measure. In addition, Nafi et al. [30] combine the approaches of AST and attribute counting to detect the similarity of cross-language source code. However, the intermediate representation based on trees cannot represent the logical structure of the source code completely, such as the loop structure. Meanwhile, these approaches cannot defeat the complex obfuscation techniques, such as adjusting the order of statements and adding redundant statements [5].

2.2.3. Cross-Language Source Code Similarity Detection Based on NLP (Natural Language Processing). Some approaches utilize NLP to detect the similarity of cross-language source code. These techniques mainly include n-gram model [31], LSA (Latent Semantic Analysis) [32], BOW (Bag of Words) [33], component analysis, and multiple logistic regression models [34]. These approaches also ignore the structural features of the source code. Although the approach proposed in [28] combines the AST and LSTM to detect the similarity between Java and Python code, they are greatly affected by some complex obfuscation technologies, e.g., the commonly used adding redundant statements. Meanwhile, this kind of approach needs to train their models with a lot of code rather than detecting the code similarity directly.

3. Framework of CLCSD

3.1. Basic Idea. A code flowchart can express the execution flow of an algorithm clearly and intuitively, and therefore, it is an essential tool for analyzing and designing an algorithm. For the code assignments submitted by students in the teaching of computer programming, existing common code obfuscation techniques commonly cannot modify the core process of the code. Therefore, the similarity between two pieces of code can be measured by comparing their corresponding processes that are expressed by flowcharts. Some existing tools can directly convert a source code into its corresponding flowchart. However, a flowchart generated by these tools is usually closely related to the syntax features of the programming language that the code is written in. As a result, the flowcharts generated from source code written in different languages by existing conversion tools are different due to the differences in the basic syntax of different programming languages. Figures 1(a) and 1(b) show a piece of Java code and Python code for finding all prime numbers between 100 and 200. These two code fragments are written based on the same idea, and their corresponding flowcharts directly generated by the Visustin (https://www.aivosto.com/visustin.html) tool are shown in Figures 1(c) and 1(d). We can see that there are some differences between two flowcharts. Thus, the code similarity calculated directly based on these two flowcharts cannot reflect the real similarity between these two pieces of source code.

Therefore, we give a standardized flowchart model that is independent of the specific programming language to solve this problem. Then, we take the standardized flowchart as the basis of similarity measure for the source code written in different languages. Finally, we present the standardized flowchart similarity measure approach to measure cross-language source code similarity.

3.2. Overall Framework. The overall framework of the proposed approach is shown in Figure 2. For two code fragments written in different programming languages, the whole process of calculating their similarity is divided into two steps.

First, two SCFCs are generated according to these two code fragments. In this step, there are three substeps. The code is preprocessed based on a PDG first to remove redundant statements. Then, the flowcharts of code (code flowchart (CFC)) are generated using existing conversion approaches according to the source code. Finally, two CFCs are standardized and converted into two SCFCs according to the definition of the SCFC in this study.

Second, the similarity between two SCFCs is calculated using the similarity measure algorithm based on graphs. Finally, the value is taken as the similarity between these two code fragments.

4. SCFC and Standardization

There are a few kinds of flowcharts, such as algorithm flowcharts, data flowcharts, code flowcharts, and system flowcharts. The proposed SCFC belongs to the code
flowchart. We first introduce the SCFC model based on our previous work [35]. Then, we give the way of converting a piece of source code into its corresponding SCFC.

4.1. SCFC. In this section, we first introduce the node, edge, and structure of SCFC. Then, we give the definition of SCFC.

4.1.1. SCFC Node. A node is a basic element of a flowchart. According to the statements in the source code, we give nine types of SCFC nodes:

(1) declare: a statement that declares a variable
(2) assign: a variable assignment statement, such as =, +=, +=, and --

\begin{verbatim}
int i, j;
int n = 0;
int m = 0;
for( i = 101; i <= 200; i++) {
  for( j = 1; j <= i; j++) {
    n = i % j;
    if( n == 0 ) { m = m + 1; }
  }
  if( m == 2 ) { System.out.println( i ); m = 0; }
}
\end{verbatim}

Figure 1: Flowcharts converted from Java and Python code using Visuvin; (a) Java code example; (b) Python code example; (c) code flowchart of (a); (d) code flowchart of (b).
(3) loop: a repeated statement, such as for, while, and do while
(4) jump: a process jump statement, such as goto, break, continue, and other statements used to implement a process jump in a process of circular execution
(5) call site: a function call statement
(6) return: a statement that returns the value of a function
(7) control: a branch statement, such as if, else, and switch
(8) output: an output statement
(9) combine: merging of adjacent declare or assign nodes in a flowchart that have no data dependency

As mentioned above, SCFC is a model that expresses the standardized flowchart of a piece of source code. It is also the basis for calculating the code similarity. Therefore, the definition of SCFC should consider the requirements of defeating code obfuscation techniques used in code similarity detection. Exchanging statement orders is a commonly used code obfuscation technique. In this study, we extend SCFC with a combine node to defeat this obfuscation technique. Specifically, adjacent declare or assign nodes that have no data dependency in the same basic block [20] are merged into a combine node. Figure 3 gives an example. The nodes int p and q = 0 correspond to the adjacent declare and assign nodes, which are independent and can be combined into a combine node.

4.1.2. SCFC Edge. There are two kinds of SCFC edges in a SCFC model.

Definition 1. (sequential execution edge (SEE)). For SCFC nodes \( v_1 \) and \( v_2 \), if the statement corresponding to \( v_2 \) is executed immediately after the statement corresponding to \( v_1 \), there is a sequential execution edge from \( v_1 \) to \( v_2 \).

Definition 2. (control dependency edge (CDE)). For SCFC node \( v_1 \) that belongs to a loop or control node type, if the value of condition in \( v_1 \) controls whether a basic block executes while \( v_2 \) is the first node of the block, then there is a control-dependent edge from \( v_1 \) to node \( v_2 \). The control dependency edge has two properties: CDE-Y indicating that the edge meets the control condition and CDE-N indicating that the edge does not meet the control condition.

4.1.3. SCFC Structure. In Figure 1, the control structure and loop structure of flowcharts, which are transformed from source code written in different languages, may also be different due to syntax differences of programming languages. Therefore, we propose the standardized structure of SCFC.

Based on the three basic structures sequence, branch, and loop in the flowchart, we give three standardized structures of SCFC: (1) SS: sequential structure; (2) BS: branch structure; (3) LS: loop structure. These three structures are shown in Table 1.

4.1.4. Definition of SCFC. Based on the definition of the SCFC node and edge, the definition of SCFC is as follows.

Definition 3. standardized code flowchart (SCFC)). SCFC\(_p\) = \((V, E, T_V, T_E, \mu, \delta)\) is the standardized code flowchart of a piece of code \( p \), where,

(i) \( V \) is the set of nodes and \( E \subseteq V \times V \) is the set of edges
(ii) \( T_V = \{\text{assign, declare, control, loop, jump, call site, return, output, combine}\} \) is the set of node types
(iii) \( T_E = \{\text{SEE, CDE}\} \) is the set of edge types
(iv) \( \mu: V \longrightarrow T_V \) is the function of assigning a node type \( t_e \in T_V \) to a node \( v \in V \)
(v) \( \delta: E \longrightarrow T_E \) is the function of assigning an edge type \( t_e \in T_E \) to an edge \( e \in E \)

4.2. SCFC Conversion for Language-Specific Flow Charts. There are two steps in converting a piece of code in a specific programming language into a SCFC. First, the code is preprocessed to deal with redundant statements. Then, the preprocessed code is converted into a flowchart by existing tools, which is closely correlated with the syntax of the programming language. Finally, the flowchart is converted into the corresponding SCFC.

4.2.1. Source Code Preprocess Based on PDGs. Redundant statements may exist in a piece of code. In addition, adding redundant statements is also a common obfuscation
technique because redundant statements increase the number of nodes and edges in the generated flowchart. As a result, the code similarity precision based on the flowchart is affected. Take the code in Figure 4(a) for example. Given a code fragment that calculates the largest value of two numbers, the code contains redundant statements in the third and the sixth line. Figure 4(b) shows the corresponding PDG of the code. We can see that the declared variables and assignments in the third and sixth lines have no data dependencies on the return statements. That is, the code in the third and sixth lines is redundant. We preprocess the source code by the traditional PDG to deal with redundant statements and obtain a SCFC that can reflect the real process of the code. Given a piece of code, the preprocessing steps are as follows:

1. The source code is converted into a PDG.
2. The origin and end points of all edges in the PDG are exchanged.
3. Deep traversal in the PDG from the nodes corresponding to the output statement and return statement (the traversed node will not repeat the traversal) is executed. Then, a new directed graph $G_{\text{new}}$ is obtained.
4. The code corresponding to graph nodes that are not in $G_{\text{new}}$ is removed from the source code.

Figure 5 shows the preprocessing result of the code in Figure 4 according to the above steps.

Next, the preprocessed code needs to be transformed into its corresponding SCFC. The details are described as follows.

4.2.2. Transformation of SCFC. Learning from the node definition in PDGs, a node in a SCFC needs not to embody specific code statements for source code similarity measure. For the flowchart obtained by the existing approaches and tools (we call it the original flow chart), the nodes in it can be mapped to the nodes of a SCFC one by one according to their types. Similarly, edges in the original flowchart can be mapped to SEE, CDE-Y, and CDE-N according to their types.

For two pieces of source code, if they use different types of loop structure or different forms of the same loop structure, the loop structure in the corresponding flow chart may also be different [35]. Therefore, it is necessary to transform both the loop structure of different types and different forms of the same loop structure into a standardized LS. An example of the transformation of the loop structure is shown in Figure 6.

Similarly, the branching structures, including if, if...else, if...else if, and switch case, are all converted to the BS structure of SCFC.

Finally, the corresponding SCFC of a code fragment can be obtained based on the mapped nodes, edges, and standardized structures. Take the Java and Python code in Figure 1 for example; Figure 7 shows their SCFCs. We can see that the code written in two different languages with the same idea has a high similarity in terms of the SCFC.

5. Similarity Measure of SCFCs

A SCFC is a directed graph. Therefore, we can apply graph similarity calculation algorithms to measure the similarity of two SCFCs. The similarity measure based on the graph kernel is one of the most important approaches in the research of graph similarity measure, which include graph edit distance-based, tree-based, and path-based approaches. First, the approach based on graph editing distance [36] is inefficient because its time complexity increases exponentially with the number of vertices. Second, the tree-based similarity measure approaches are mainly used to calculate the similarity between directed acyclic graphs. Meanwhile, the similarity measurement complexity of trees is lower than that of graphs [37, 38]. However, the circle is one of the important structures in the structures of the source code. These approaches are suitable for directed acyclic graphs, which limits its application in the graph-based code similarity detection. Finally, the similarity measure approaches based on paths determine the similarity of two graphs by
comparing the number of common paths in these two graphs. These approaches mainly include the random walk graph kernel (RWGK) [39, 40], the common path graph kernel (CPGK) [41], and the shortest path graph kernel (SPGK) [9, 42]. RWGK considers the same vertex in the path, which leads to the tottering phenomenon [43] and affects the similarity of graphs. Moreover, this method does not take the similarity of the node tags into account for the graph similarity measure [44]. CPGK mainly solves the similarity measure of directed acyclic graph [41], which is unsuitable for measuring the similarity of SCFCs. SPGK does not consider repeated traversal of the same edges in similarity measure. As a result, it can avoid the tottering phenomenon. However, its time complexity is slightly higher, which is O(n^4).

A SCFC can be represented as a directed cyclic graph with a root node. Considering the validity and time complexity of SCFC similarity measure, we choose the SPGK as the basis of SCFC similarity measure. Combining with the features of nodes and edges in the SCFC, we propose the SCFC-SPGK algorithm for the similarity calculation of SCFCs.

5.1. SCFC-SPGK Algorithm. The SPGK algorithm is first introduced in this section, and then, the SCFC-SPGK algorithm based on SPGK is presented in detail.

SPGK first uses the Floyd–Warshall algorithm [41, 44] to find the distance between any two vertices in the graph based on the adjacency matrix of the graph. Assume that A_1 and A_2 are the weighted adjacency matrices of the graphs G_1 = (V_1, E_1) and G_2 = (V_2, E_2), respectively. The shortest distance between any two vertices in the graphs is obtained by the Floyd–Warshall algorithm, and the shortest path matrices A'_1 and A'_2 for the transformed graphs R_1 = (V'_1, E'_1) and R_2 = (V'_2, E'_2) are obtained by combining A_1 and A_2.

Figure 4: (a) The example code fragment and (b) the PDG of the example code fragment.

Figure 5: The code fragment after removing redundant statements. (a) The example code fragment after preprocessing; (b) the PDG of code fragment in (a).

Figure 6: The standardization of LS.
The definition of the shortest path kernel function to compare the similarity of two graphs is shown in the following equation:

\[ k(G_1, G_2) = \sum_{e_1 \in E_1} \sum_{e_2 \in E_2} k_{\text{path}=1}(e_1, e_2), \]

where \( k_{\text{path}=1}(e_1, e_2) \) represents a subkernel function of length 1, which is defined as follows:

\[ k_{\text{path}=1}(e_1, e_2) = \exp \left( -\frac{A_1(i,j) - A_2(k,l)}{m_1 \cdot m_2} \right), \]

where \( e_1 = (V'_1, V'_1) \), \( e_2 = (V'_2, V'_2) \), \( m_1 = |V'_1| \), and \( m_2 = |V'_2| \).

In the SPGK algorithm, the time complexity of the shortest path between all vertices in the graph is \( O(n^3) \) when using the classical Floyd–Warshall algorithm, and the time complexity that compares all paths in the two graphs is \( O(n^3) \). Therefore, the time complexity of the shortest path graph kernel algorithm is \( O(n^3) \).

We propose the SCFC-SPGK algorithm based on SPGK. Since the SCFC is directed graph with the root node, the shortest path from the root node to other nodes (single source path) is enough to reflect the features of a SCFC for obtaining the shortest path set. Thus, the time complexity is reduced. The main idea of the algorithm is as follows. First, the shortest path sets \( S_1 = \{p_1, p_2, ..., p_m\} \) and \( S_2 = \{p'_1, p'_2, ..., p'_{m'}\} \) are obtained. In terms of optimal matching, the path length \( L \) is obtained for each path \( p_i \) in \( S_1 \), then the path is matched with the path length in \( S_2 \) within \( [L - 1, L + 1] \), and then the set \( S = \{(p_i, p'_j)\} \) \( 0 < j < n \) is obtained. Second, for each path pair, the edit distance \( D_e \) of the two path node attribute sequences \( (V_i, V'_j) \) and the edit distance \( D_s \) of the edge attribute sequence \( (E_i, E'_j) \) are calculated. Finally, the path \( p'_j \) with the minimum sum of \( D_e \) and \( D_s \) is selected to pair with \( p_i \). At the same time, the paired paths are no longer included in the pairing between the remaining paths. The resulting path matching set \( S_{\text{final}} = \{(p_i, p'_j)\} \) \( 0 < i < t, 0 < j < t, \ t = \text{Min}(m, n) \). The kernel function definition of SCFC-SPGK is shown in the following equation:

\[ k(G_1, G_2) = \sum_{i=1}^{m} \sum_{j=1}^{m'} \exp \left( -\frac{D_e(p_i, p'_j) + D_s(p_i, p'_j)}{m_i \cdot m_j} \right), \]

where \( m_i = \text{len}(p_i), m_j = \text{len}(p'_j) \). After obtaining the kernel of the two graphs, the ratio of the kernel and the number of matched path pairs in the matching set is taken as the similarity of the two graphs, which is shown as follows:

\[ \text{sim}(G_1, G_2) = \frac{k(G_1, G_2)}{\text{len}(S_{\text{final}})}. \]

The whole SCFC-SPGK algorithm is shown as follows. The function ShortestPath_Floyd obtains the shortest path set between the root node and other nodes in the graphs \( G \)
and \( G' \) through the Floyd–Warshall algorithm. \( D_p \) and \( D_r \) are the functions that return the edit distance of the two paths, in which parameters of \( D_p \) are two node sequences and parameters of \( D_r \) are two edge sequences.

5.2. Time Complexity Analysis. Assuming that \( S_1 \) and \( S_2 \) are the shortest path path sets from each node to their root nodes in the graph \( G_1 \) and \( G_2 \), respectively. The time complexity that obtains the shortest distance between other nodes and the root node in the graph by the Floyd–Warshall algorithm is \( O(n^2) \). Let \( p_i \) be a path with \( n \) nodes in \( S_1 \) and \( p_j \) be a path with \( m \) nodes in \( S_2 \). The time complexity of the shortest edit distance between the node sequence of \( p_i \) and the node sequence of \( p_j \) is \( O(mn) \). In conclusion, the time complexity of Algorithm 1 is \( O(n^3) \). The algorithm improves the matching accuracy and reduces the time complexity based on the features of SCFCs.

6. Experiment and Evaluation

In this section, we verify the effectiveness of the proposed approach by experiments. We perform a comparative experiment to compare CLCSD with related approaches in cross-language source code similarity detection through real code datasets. In addition, we also conduct an experiment on similarity detection of the source code written in the same language. In terms of the implementation of CLCSD, for the given code written in two different languages, their PDGs are generated automatically based on the PDG generation framework (https://github.com/victorjmarin/sourcedg) first, and the code is preprocessed using the approach proposed in Section 4.2. Next, the preprocessed code is transformed into flowcharts expressed by the dot script [45]. Thus, the two flowcharts are converted into corresponding SCFCs. Finally, the SCFC-SPGK algorithm is used to calculate the similarity between these two SCFCs, and the obtained similarity value is regarded as the similarity between two pieces of source code.

6.1. Effectiveness Evaluation for Cross-Language Source Code Similarity Detection. We construct four experimental code sets (https://github.com/langtaoshai/CodeSet.git). First, we construct the first code set to verify the accuracy of each approach. In this code set, there are ten groups of code, and each group contains six programming questions selected from OJ platform. We ask a volunteer to submit the Java, Python, and C# code for each question following the same solution idea. Any two of the three answers can be regarded as the source code and the plagiarized code because each question is solved in the same way by the same volunteer. Second, we construct the second code set to investigate the code obfuscation techniques that each approach can defeat in cross-language code similarity detection. We keep the Python code in the first code set unchanged and use ten commonly used code obfuscation techniques [46, 47] to modify the Java and C# code in each code group. The ten code obfuscation techniques are shown in Table 2 from easy to difficult. Specifically, we modify the Java code in the way that the \( N \)-th code obfuscation technique is used for the \( N \)-th group of code.

We construct the third and fourth code sets by the public dataset provided by Vislaski et al. [5] to further verify the effectiveness of our approach and avoid the contingency of special datasets. The third code set is constructed in the same way as the first one, while the fourth code set is constructed in the same way as the second code set. Moreover, they had five times as much data as the first and second code sets, respectively.

6.1.1. Code Similarity Detection Effectiveness Comparison

(1) Experiment Setup. Based on the first and the third code sets, we first compare our approach with three existing similarity detection tools in cross-language similarity detection effectiveness. The theory of these three existing tools is based on tree, attribute counting, and NLP, respectively. Among them, Vislaski et al. [5] propose LICCA, which mainly relies on the SSQSA platform and generates a common intermediate representation called eCST (enriched concrete syntax tree). Nafi et al. [29] propose CLCDSA, which selects nine measurement attributes and obtain feature measurement values by traversing the AST (abstract syntax tree). Flores et al. [30] propose DeSoCoRe to extract code features by tri-gram model and weights word frequency based on normalized term frequency. The similarity between codes is calculated by cosine similarity. In this experiment, the effectiveness of these four approaches is compared. The evaluation indicator is the average similarity of the source code pairs corresponding to all the questions in each group, and the calculation method is shown in formula (5). In this experiment, we set \( n \) to ten:

\[
\text{sim} = \frac{\sum_{i=1}^{n} \text{sim}_i}{n}.
\]  

(2) Experimental Result. The comparison results of the above approaches with CLCSD in the effectiveness of cross-language source code similarity detection are shown in Figure 8. We can see the average similarity values calculated by CLCSD for each group of questions are greater than that of DeSoCoRe, CLCDSA, and LICCA. Among them, DeSoCoRe is string-based approaches, and it strongly depends on the syntax of the programming language. As a result, the average similarity values obtained by DeSoCoRe are lower than those of the other three approaches. The similarity obtained by LICCA is lower than that of CLCDSA and CLCSD because LICCA requires two code fragments with the same block size, control flow, and sequences along with the same flow of statements. However, it is difficult to satisfy these preconditions in cross-language code [29] due to the syntax differences of different programming languages. Experimental results in Figure 8 show that the similarity detection value of CLCDSA is lower than CLCSD in cross-language code similarity detection. CLCDSA may be influenced by the syntax differences of different languages because the attribute values of two code fragments of different programming languages may be
different even if they implement the same function. For example, the Python language does not require variables to be declared in advance.

6.1.2. Anti-Obfuscation Effectiveness Comparison

(1) Experiment Setup. Based on the second and fourth code sets, we conduct a code obfuscation experiment for the above four cross-language similarity detection approaches. Similar to the first experiment, we choose the average similarity of the code corresponding to all the questions in each group as the evaluation indicator. At the same time, we multiply obfuscate \( N \)-th group of data corresponding to \( N \)-th obfuscation technique and take the average of the experimental results as the final result to ensure the effectiveness of the experiments.

(2) Experimental Result. The comparison results of the four approaches in defeating cross-language code obfuscation techniques are shown in Figure 9.

By comparing Figures 8 and 9, we can see that the four approaches can completely defeat the first three obfuscation techniques. Since DeSoCoRe directly extracts features from the source code, the obfuscation techniques that change the original code other than formatting and comments can affect the effectiveness of DeSoCoRe. LICCA uses the tree-based intermediate representation to detect cross-language code similarity. Therefore, the obfuscation techniques that can change the structure of the code may adversely affect the effectiveness of this approach, such as the fifth, seventh, ninth, and tenth obfuscation techniques. CLCDSA detects cross-language code similarity based on attribute counting, so the obfuscation technique that changes the attributes of the original code has a negative effect on the effectiveness of this approach, such as the seventh, eighth, ninth, and tenth obfuscation techniques. In particular, the ninth obfuscation technique has a great effect on CLCDSA, LICCA, and DeSoCoRe because the obfuscation technique adds redundant statements and changes the attribute values and structures of the code. The proposed approach is less affected by this obfuscation technique because the preprocessing based on PDGs can completely remove the redundant statements that have no data dependency on the original code. In addition, the proposed approach can defeat eight other obfuscation techniques except the fifth and ninth obfuscation techniques and partially defeat the fifth and ninth obfuscation techniques because the fifth obfuscation technique may change the position of combine nodes in SCFC (e.g., converting global variables to local variables),

### Table 2: The obfuscation techniques.

| Number | Obfuscation technique                                      |
|--------|------------------------------------------------------------|
| 1      | Copying the original code completely                       |
| 2      | Modifying the comments                                     |
| 3      | Changing the code format and adding blank lines            |
| 4      | Renaming identifiers                                       |
| 5      | Adjusting code statements order                            |
| 6      | Replacing constants                                        |
| 7      | Changing data types                                        |
| 8      | Substituting equivalent operators                           |
| 9      | Adding redundant statements                                 |
| 10     | Substituting equivalent control structures                 |

"Input": the graphs \( G = (V, E, T_v, T_e, \mu, \delta) \) and \( G' = (V', E', T_v, T_e, \mu, \delta) \);

"Output": sim, the similarity value between \( G \) and \( G' \);

(1) Path set \( S = \emptyset \), path set \( S' = \emptyset \);
(2) sim = 0, \( k = 0 \);
(3) \( V_o = \text{Get RootNode}(G) \); \( V'_o = \text{Get RootNode}(G') \);
(4) Get the adjacency matrix \( A \) of \( G \) and adjacency matrix \( A' \) of \( G' \) by \( E \) and \( E' \) respectively.
(5) \( S = \text{ShortestPath} (V_o, A) \); get the shortest path set of \( G \) between \( V_o \) and other nodes.
(6) \( S' = \text{ShortestPath} (V'_o, A') \); get the shortest path set of \( G' \) between \( V'_o \) and other nodes.
(7) for each \( p \in S \):
(8) assume match set \( S_i = \emptyset \);
(9) for each \( p' \in S' \):
(10) if \( ([\text{len}(p) - 1] \leq \text{len}(p') \leq ([\text{len}(p) + 1]) \) then:
(11) \( D = D_v(p, p') + D_i(p, p') \)
(12) add \( D \) to \( S_i \)
(13) end if
(14) end for
(15) \( d = \min(S_i) \); the path with the highest degree of matching is the final match.
(16) \( k_+ = \exp(-(|D| * |p|)) \)
(17) \( S_i = \emptyset \)
(18) sim = \( k_+ / |S| \)
(19) end for
(20) output sim

Algorithm 1: SCFC-SPGK.
while the other eight obfuscation techniques cannot change the structure of SCFC after the preprocessing.

6.2. Effectiveness Evaluation for the Same Language Source Code Similarity Detection

6.2.1. Experiment Setup. We construct the fifth code set to evaluate the effectiveness of CLCSD in the similarity detection of the code written in the same language. Meanwhile, we also evaluate its effectiveness in dealing with code obfuscation techniques. We regard the Java code in the third code set as original code, while the Java code for the same question in the fourth code set is plagiarized because the fourth code set is constructed by obfuscating the Java code and C# code in the third code set. To construct the fifth code set, we collect the answer with Java code in the third code set and the answer with Java code in the fourth code set for each selected question. The whole code set is still divided into ten
groups, and each group contains thirty questions. Thus, for each question, there is the original Java code and the obfuscated Java code. We use SIM [12], GPLAG [21], DeSoCoRe [31], LICCA [5], CLCDSA [30], and CLCSD to calculate the similarity of each Java source code pair. For the six approaches, we compare their ability to defeat common code obfuscation techniques. The evaluation indicator of the experiment is the average similarity of each approach against the code obfuscation techniques in each group, as shown in formula (5).

6.2.2. Experimental Result. The comparison results of the above six approaches in the effectiveness of the same language source code similarity detection are shown in Figure 10. In terms of difficulty, we divide the ten obfuscation techniques into three categories. The first category is simple obfuscation techniques, including the first, second, and third code obfuscation techniques. The second category is relatively complex obfuscation techniques, including the fourth, fifth, sixth, seventh, and eighth code obfuscation techniques. The third category is the most complex obfuscation techniques, including the ninth and tenth techniques.

First, all the six approaches can completely defeat these code obfuscation techniques. The simple obfuscation
techniques have no effect to the detection effectiveness after applying simple preprocess to the original code, such as removing comments, whitespace, and blank lines.

Second, for relatively complex obfuscation techniques, CLCSD and GPLAG are fully resistant to the fourth, sixth, and eighth obfuscation techniques. This is because they consider not the content of the nodes, but the structure of the code. For the fifth obfuscation technique, it has no effect on GPLAG because GPLAG only analyzes the dependencies between statements. However, because the fifth obfuscation may change the location of combine nodes in a SCFC, CLCSD is slightly less resistant to this obfuscation technique than GPLAG. For the seventh obfuscation technique, CLCSD and GPLAG are fully resistant to it because it may add redundant statements that depend on the original code. CLCDSA is fully resistant to the fourth, fifth, and sixth obfuscation techniques because they cannot change the attribute values of the original code. SIM and DeSoCoRe are less resistant to obfuscating techniques other than the fourth. Because SIM and DeSoCoRe are string-based approaches, the obfuscation techniques except the fourth have a greater impact on the content and the order of a piece of code. SIM is implemented based on tokens. In the pretreatment, it converted all identifiers into token sequences. Thus, it can defeat the fourth obfuscation technique. However, DeSoCoRe does not have a uniform identifier, and it is greatly affected.

Third, for the most complex obfuscation techniques, SIM, CLCDSA, LICCA, and DeSoCoRe cannot defeat these techniques because they change the content or structure of the original code greatly. For the ninth obfuscation technique, CLCSD and GPLAG cannot fully defeat it because the added redundant statements may have dependencies on the original code. However, their antiobfuscation ability is better than other approaches. For the tenth obfuscation technique, GPLAG is resistant to it because it does not affect the control dependencies of the source code. Meanwhile, CLCSD can also defeat this obfuscation due to the SCFC unifies the control structures of the code.

6.3. Experimental Conclusion. Through the above experiments, we can draw the following conclusions. First, the proposed approach has a higher accuracy in terms of cross-language source code similarity detection compared with the existing approaches. At the same time, CLCSD is resistant to the common obfuscation techniques such as modifying the comments, copying completely, changing the code format and adding blank lines, renaming identifiers, replacing equivalent control structure, replacing constant, and adding nondependent redundant statements. Secondly, for the same language source code similarity detection, the effectiveness of CLCSD to defeat the fifth obfuscation techniques is slightly lower than that of GPLAG. However, the effectiveness to defeat other obfuscation techniques of the proposed approach is nearly the same with that of GPLAG. Meanwhile, CLCSD is more accurate in similarity detection compared with SIM, CLCDSA, LICCA, and DeSoCoRe.

7. Conclusion and Future Work

Existing code similarity detection approaches transform the source code into the structure that can express the features of the source code, such as strings, trees, and graphs. Then, the similarity between source codes is measured based on these structures. However, these methods are not suitable for cross-language code similarity detection because these structures are often related to the syntax features of the programming languages that the code is written. The code flowcharts describe the core process of the code; therefore, for a pair of plagiarized source code written in different programming languages, their corresponding core code flow charts are similar. Based on this idea, we propose the CLCSD approach for cross-language code similarity detection. The approach converts source code into standardized flowcharts based on SCFC and determines the source code similarity by the similarity of SCFCs using the proposed SCFC-SPGK algorithm. The SCFC-SPGK algorithm reduces the node search space in the SCFC and improves the detection efficiency. In addition, some approaches, including the code preprocessing based on a PDG and the introduction of the combine node, improve the ability of the proposed approach in fighting against the code obfuscation techniques, such as adding redundant statements and adjusting the sequence of statements.

The proposed approach is the preliminary exploration of cross-language source code similarity detection based on flowcharts. We can further improve the approach from the following three aspects.

First, we can further investigate the approach to fight against more complex obfuscation techniques, such as adding redundant statements with data dependencies. We can combine CLCSD with existing dynamic similarity detection approaches [48]. In this way, we can obtain the code similarity through the running results of the source code to defeat more complex code obfuscating techniques.

Second, we can combine machine learning techniques with the proposed approach to detect the similarity between large-scale source codes. If the experimental dataset is large enough, machine learning algorithms such as the neural network [1] can be used to cluster similar code sets. Thus, the accuracy and efficiency of code similarity detection can be further improved.

Third, the idea of similarity measure based on flowcharts can be generalized to the similarity measure in other fields. For example, in the field of educational process mining, students can be clustered by measuring their similarity of learning processes that can be discovered from the learning data in a MOOC platform using process mining techniques [49].
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