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Abstract: A microgrid (MG) is a discrete energy system consisting of an interconnection of distributed energy sources and loads capable of operating in parallel with or independently from the main power grid. The microgrid concept integrated with renewable energy generation and energy storage systems has gained significant interest recently, triggered by increasing demand for clean, efficient, secure, reliable and sustainable heat and electricity. However, the concept of efficient integration of energy storage systems faces many challenges (e.g., charging, discharging, safety, size, cost, reliability and overall management). Additionally, proper implementation and justification of these technologies in MGs cannot be done without energy management systems, which control various aspects of power management and operation of energy storage systems in microgrids. This review discusses different energy storage technologies that can have high penetration and integration in microgrids. Moreover, their working operations and characteristics are discussed. An overview of the controls of energy management systems for microgrids with distributed energy storage systems is also included in the scope of this review.
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1. Introduction

Conventional power grids are highly centralised in power generation and usually have a unidirectional flow of power and energy from large synchronous generators and induction generators to end-users through a transmission network. However, the emergence of renewable distributed energy resource (DER) units (e.g., wind, photovoltaics, batteries, biomass, fuel cells and micro-turbines) has made it possible to curb the dependency on fossil fuel-based power generators and change the unidirectionality of energy flow in power grids [1–3]. Such technologies have made it possible to achieve local power reliability and sustainable energy utilisation. With enough power generated by local DER units, certain localities can be disconnected from the primary power grid, forming a self-sustainable “microgrid” with an interconnected energy system within clearly defined electrical boundaries.

Although there is no clear definition of a microgrid (MG), the concept of microgrids was proposed by the Consortium for Electric Reliability Technology Solutions (CERTS) [4], defining a microgrid as a localised entity that consists of DER units and controllable thermal and electrical loads. From the utility perspective, a microgrid can be treated as a single controllable node in the power system, whereas from the customer perspective, a microgrid can be seen as a source to provide reliable and continuous power [5]. Based on the European Technology Platform of Smart Grids [6], a microgrid can be seen as a platform that facilitates seamless integration of energy storage systems (ESS), DER units and thermal/electrical loads, ensuring that it can generate and supply sustainable, price-competitive and reliable...
electricity. The microgrid concept makes it possible to integrate small-scale DERs for providing local low-voltage power distribution. Microgrids have made it possible to supply highly reliable power within a locality, both residential and commercial. MGs are capable of operating in both grid-connected and stand-alone islanded modes, and also for handling a seamless transition from one mode to other. In grid-connected mode, with enough DER units, it can also provide extra revenue streams for the community by trading extra energy to the main grid. MGs also provide the security of being robust enough to provide energy in periods of severe weather and natural disasters by not having large transmission infrastructure above ground that needs regular maintenance.

Due to the fluctuating daily load demand profiles and intermittent nature of renewable energy resources, the power supply in MGs sometimes fails to meet power load demands, which leads to frequency fluctuations. An ESS allows electricity to be produced and stored at times of either low demand and low generation cost or from intermittent energy sources, and to be used at times of high demand, high generation cost or when no other generation means is available (Figure 1). Therefore, ESSs and control infrastructure for energy management systems play an essential role in the power systems and MGs. This paper reviews and characterises important types of energy storage systems used in microgrids and different control strategies applied in MGs. Various challenges and issues related to ESSs and MGs control is also discussed.

2. Overview of Energy Storage Systems

Within technical limitations of thermodynamics, electrical energy can’t be stored on a large scale. It is more accessible and much more sustainable to store energy in other forms such as chemical, mechanical and thermal energy. In order to choose the right technology for a given application, energy storage systems can be classified based on power and energy density, life cycle of components used and charge/discharge rates. The effective efficiencies of all ESSs are also discussed in this chapter. The efficiency of an ESS is here defined as the round-trip DC-to-storage-to-DC energy efficiency of the storage bank, or the fraction of energy put into the storage that can be retrieved.
ESSs play an essential role in improving the operational capabilities of an MG. Although not all of them can be used successfully in MGs, there are many different types of ESS. The following section provides an overview to ESSs that facilitates high penetration and integration in an MG. This section concludes with basic review of mathematical models of ESSs which can be used for simulation and prediction.

2.1. Mechanical Storage Systems (MSS)

Mechanical storage systems are classified by the working principle as follows: potential energy (e.g., pressurised gas, forced springs and pumped storage), and kinetic energy (e.g., flywheel) [8,9]. MSS methods can be adapted to convert and store energy from water currents, waves, and tidal sources. The main advantage of MSS methods is that they can easily convert and readily deliver energy whenever required [10]. Flywheel energy storage systems, compressed air-energy storage and pumped hydro storage systems is discussed in the following sections.

2.1.1. Flywheel Energy Storage Systems (FESS)

The main part of most modern high-speed flywheel energy storage systems is a massive rotating cylinder (a rim attached to a shaft) that is supported on a stator by magnetically levitated bearings [11]. The effect of gravity is prevented by positioning the disk of FESS perpendicular to the rotor [12]. The kinetic energy in the form of high-speed spinning rotor mass is stored in FESS. This energy can be extracted from FESS by slowing down the flywheel by introducing a magnetic field in an electric generator [13]. The overall efficiency of FESS can be improved by reducing the energy loss due to friction. This can be done by spinning the flywheel in a vacuum or using a magnetic bearing. In modern FESS, rotational speed of 16,000 rpm is seen, which have a capacity of 25 kWh [12]. The efficiencies of FESS devices can range from 90 to 95%, whereas rated power ranges from 0 to 50 MW [14–16].

FESS devices can supply immediate active power support in an MG. It has numerous merits such as no direct greenhouse gas emissions, high conversion efficiency, high power density, and long life-span (typically 20 years) [17]. In past years it has also been extensively used in uninterruptible power supplies [12]. Whereas FESSs come with certain drawbacks such as high self-discharge rates (3–20% per hour) and high initial cost [18]. The self-discharge is here the rotational energy lost due to friction and air resistance.

2.1.2. Compressed Air Energy Storage (CAES) Systems

CAES systems are generally used as a potent energy reserve where the energy is stored in the form of pressurised gas in underground geological formations and reservoirs [19,20]. In addition to air storage, the main components of a CEAS system are compressors and turbines [21]. When electricity is cheap, and demand is low, excess power can be used to drive a motor that runs a chain of compressors to inject air into an underground cavern or an overground reservoir. Turbines are used for the expansion of the compressed gas, which can be transformed into mechanical energy [19].

Air can be stored in caverns deep underground within geological salt deposits that can be up to one kilometre beneath the ground. This method of storing air is a proven, reliable and safe method that ensures the excess energy is not wasted [8]. The heat from compression can be stored or routed to nearby buildings, providing heating. To deliver energy, the air compressor is reversed, and a turbine is used. The cycle efficiency can be improved by heating the air with stored compression heat before expansion. [22].

CAES systems can be designed for any size and scale; however, they are most suitable for large scale units, including microgrid applications for peak shaving, load shifting and voltage/frequency control [23]. The major advantages of CAES systems are that they have short response time and large capacity, are highly reliable and can start without extraneous power [20]. CAES systems face geographical requirements and are prone
to high environmental impact. Another disadvantage is that these systems have lower efficiency than other mechanical energy storage devices (around 50%) [20].

2.1.3. Pumped Hydro Storage Systems (PHSS)

Pumped hydro storage systems have existed since the late 19th century. Various versions of pumped hydro have been used in many locations globally, and it is currently the most widespread among large-scale energy storage systems. Pumped hydro is a highly developed and mature technology as it uses fundamental principles and technologies from hydroelectric power production. PHSSs consist of two water reservoirs at different elevation, and the electricity is stored and generated by moving water between the two reservoirs. During off-peak, low-cost hours, water is pumped from the lower reservoir to the upper reservoir. To generate electricity on demand, water is allowed to flow back down to the lower reservoir powering a turbine coupled with a generator.

PHSS is used to stabilise the availability of renewable power sources [24]. The high energy capacity of PHSS makes it ideal for long term energy management; however, its slow response time makes it ill-suited for peak power regulation. The initial investment cost for PHSS is extremely high, whereas, once setup and running, it is the most cost-effective form of energy storage. The efficiency of a PHSS can range from 76 to 85% but can have a very long lifetime (50 to 60 years) and unlimited cycle stability [25].

The primary practical problems with implementing this technology are its dependence on the geography and terrain and high investment cost. PHSSs come with high environmental impact because of which future improvement in technology and implementation is limited [26]. The possible environmental impact caused by fluctuating reservoir levels can be categorised as physical impacts caused due to rapid and frequent water level changes, biological impacts due to changing salinity and ice cover dynamics, and socio-economic impacts on recreational and aesthetical values and decrease of reservoir fishing [27].

2.2. Electrochemical Storage Systems (EcSS)

In electrochemical storage systems, chemical energy in reaction partners (i.e., cathode and anode) is converted to electrical energy [28]. The energy here is available as electric current at pre-defined voltage [29]. EcSSs can generally be classified into two categories: conventional batteries and flow batteries. The main advantage of this technology is that the storage devices can be designed and manufactured for any size, based on voltage and current availability [30,31].

2.2.1. Lead-Acid Battery Storage Systems

The lead-acid (PbA) battery has over a century of history and maturing experience, which is now the most widely used rechargeable storage system [31,32]. Each PbA cell, with a 2 V voltage, is made with Pb as anode and PbO₂ as cathode, with sulfuric acid as the electrolyte. During discharging of the battery, ions migrate between the anode and the cathode in an external circuit due to a chemical reaction. To recharge the batteries, the electrodes are supplied with voltage, making ion flow the opposite way as in discharging mode [12].

PbA batteries possess high cell voltage, high efficiency (70–80%), low cost and are suitable for uninterruptible power supply [32]. PbA batteries also have high energy density with fast response and usually also long calendar life (5–15 years) [33]. However, traditional PbA batteries have a short cycle-life (500–2000 cycles), low specific energy, requires periodic maintenance and can have premature failure due to sulphation. Although these batteries are easy to recycle, Pb is a poisonous metal that can be a risk to the environment.

2.2.2. Lithium-Ion (Li-ion) Battery Storage Systems

Li-ion batteries (LiBs) have been around since the 1990s and have become the most used technology in electrochemical energy storage [34,35]. The three layers of LiB batteries are the anode (made primarily from a lithium compound); the cathode (made from
graphite); and, the separator (located between the anode and cathode, containing the electrolyte) [12,36].

LiBs have high volumetric and gravimetric energy density, high efficiency (>90%), rapid response (milliseconds), attractive self-discharge rate (5% per month) [37] and almost twice the voltage (3.7 V) of PbA battery cells. The quick response behaviour and lightweight nature of lithium makes it suitable for making batteries. The disadvantages of LiBs include their low cycle depth of discharge (DoD) and the high cost of lithium, cobalt and nickel. Physical damage, electrical abuse (e.g., short circuits and overcharging) and exposure to elevated temperature can cause thermal runaway [38]. Their overall cost and safety issues are the two main impeding factors for the extensive use of LiBs in power distribution systems [12,39].

2.2.3. Sodium-Sulfur Battery Storage Systems

Sodium-sulfur (NaS) batteries consist of molten sulfur at the anode and molten sodium at the cathode. A non-aqueous beta-alumina electrolyte enables sodium ions to pass from the negative electrode to the positive electrode during discharge [22]. These batteries have a discharge time of approximately 6–7 h and a cycle-life of more than 4500 cycles [40].

The technological advantage of these batteries is their long battery calendar life (usually upwards of 10 years), their high-power density (four times larger than PbA battery) and their high efficiency (up to 90%). They also have a fast response (in milliseconds) during complete charging and discharging [12]. They are widely used for voltage sag (i.e., sudden reduction of voltage in the grid) minimisation, load levelling and stabilising renewable energy power generation [41]. This battery type must be operated at high temperatures (between 300 and 350°C) to ensure that sodium and sulfur are maintained in their molten state with high reactivity [13,42]. This constraint leads to dangerous working conditions and high operational costs [43].

2.2.4. Redox Flow Battery Storage Systems

In redox flow batteries (RFB), electricity is generated from a redox (reduction-oxidation) chemical reaction between electrolytes in tanks separated by an ion-selective membrane [44]. In these batteries, the electrolytes can be exchanged (i.e., both the electrolytes can be used as cathode and anode) [45]. The capacity of the batteries is directly related to the capacity of the tanks and the materials used as electrolytes. A very common and mature example of this technology uses vanadium. RFB has only one active element in the anolyte and catholyte. H^+ ions are exchanged through the separation membrane during charging/discharging. The benefit of using only one element is that if the membrane becomes damaged, there are no issues with mixing of anolyte and catholyte.

The benefits of RFBs include high stability, a long life (about 40 years) and high efficiency (up to 85%). They also have a large storage capacity with flexible operational characteristics [44]. RFBs are complex structures, and hence high maintenance is required. Moreover, they are expensive and need high external power supply to operate them [46].

2.2.5. Fuel Cells—Hydrogen Energy Storage

Hydrogen fuel cells (HFC) have been a topic of interest in both academia and industry because of its potential for emission free electricity generation [47]. Hydrogen has a high specific energy (142 MJ/kg) compared to hydrocarbons and the only by-product of HFCs is water vapor [48–52]. Hydrogen used in HFCs can be produced by electrolysis and thermolysis of water, gasification of biomass and methanol, and reforming of hydrocarbon fuels [51]. Hydrogen can be stored in many ways and the storage can be broadly categorised as physical-based (in gas or liquid phase) or material-based (for e.g., metal hydrides). Gas phase storage requires high pressure tanks of 350–700 bar, whereas liquid phase storage requires cryogenic cooling as the boiling point of hydrogen is −252.8°C at 1 atm [53,54]. Material-based storage is possible on sorbent materials and metal hydrides (e.g., aluminium hydride and magnesium hydride) [53,55].
When produced using renewable energy, hydrogen is a clean, non-toxic and highly abundant renewable energy storage chemical. The storage system consists of three components: an electrolyser (an electrochemical converter used to split water into hydrogen and oxygen with off-peak electricity); the hydrogen fuel cell (uses the generated hydrogen and oxygen from air to generate peak-hour electricity); and, a hydrogen storage tank (to ensure adequate hydrogen availability during periods of need) [56].

2.3. Electrical Energy Storage Systems

Electrical energy storage systems (EESS) are systems which produce, store and supply electrical energy on demand. [57]. Supercapacitors and super magnetic energy storage systems are examples of EESSs used extensively in microgrids.

2.3.1. Supercapacitor Storage Systems

Supercapacitors (SC), or electrochemical double-layer capacitors energy storage systems, fill the gap between conventional capacitors and batteries [58]. SCs have no chemical reactions; instead, they store electrical energy by utilising an electrolyte solution between two solid conductors [8]. Compared with conventional capacitors, SCs have much larger energy storage capacity [32]. In addition, SCs have long calendar life, high power density due to the use of high surface area materials (e.g., activated carbon) and high peak power, and can be charged/discharged up to millions of times [59].

Supercapacitor storage systems can be used to properly operate MGs in grid-connected and islanded modes of operation [60,61]. Despite their advantages, SCs have several drawbacks like high self-discharge rate (up to 40% per day) and large costs due to relatively new technology [62].

2.3.2. Super Magnetic Energy Storage Systems

Super magnetic energy storage (SMES) systems work on electrodynamic principles of superconductivity and current flow. In SMES systems, with the help of an AC to DC converters and the flow of direct current in superconducting solids store energy, which is the charging mode of this system. The discharging is done by reversing the process using a DC to AC converter [58]. The superconducting material here is cooled cryogenically to its critical temperature. This is done to reduce the ohmic losses that generate heat and thermal instability in the SMES systems [63].

2.4. Characteristics of Different Types of Energy Storage Systems

Table 1 presents the characteristics of different energy storage technologies studied in the sections above and data taken from various studies [19,22,23,32,37,64–66]. Significant differences exist among different types of ESS. While choosing an appropriate ESS or set of ESSs for practical microgrid applications, the best balance of capital cost, power density, energy density, response time, energy efficiency, and life must be considered. BESS, which has high energy density and fast response, is most favoured to maintain power supply in MGs. Technologies such as FESS, SMES and SC have a high-power density and long lifetime and are usually used to maintain power quality.
### Table 1. Comparison of energy storage technologies.

| Technology Name          | Capacity (MWh) | Power (MW) | Capital Cost (€/kW) | Response Time | Discharge Time | Self-Discharge (per Day) | Round Trip Efficiency (%) | Lifetime (Years) | Cycles | Advantages                                                                 | Disadvantages                                               |
|--------------------------|----------------|------------|---------------------|---------------|---------------|-------------------------|--------------------------|------------------|--------|-----------------------------------------------------------------------------|--------------------------------------------------------------|
| Flywheel                 | ≤100           | ≤50        | 3000-10,000         | ≤1 s          | 1 s-15 min    | <0.1%                  | 90-95                    | ≤20              | >20,000 times | High lifetime, high power density, low maintenance cost                  | Low energy density, high capital cost                        |
| Compressed air           | ≤600           | ≤300       | 400                 | 1-10 min      | 1-24 h        | <0.1%                  | ≤50                      | ≤30              | >100,000 times | High capacity ESS, suitable for generation and peak shaving                | Require unique site, negative influence on the environment   |
| Pumped hydro storage     | It depends on the location and volumetric capacity of reservoirs | 140-680 Million for 1000MW | It depends on reservoir capacity | Null | 1-24 h | Null | 75-85 | 50-60 | >20,000 times | High energy capacity | Physical, biological impacts on the site |
| Lead Acid battery       | 0.25-50        | ≤100       | 50-150              | ≤1 s          | ≤4h           | 0.1-0.3%               | ≤85                      | ≤20              | 2000 times | Less costly, developed technology | high maintenance, low efficiency |
| Lithium ion battery     | 0.25-25        | ≤100       | 350-700             | ≤1 s          | ≤1h           | 0.1-0.3%               | ≤90                      | ≤15              | <10,000 times | High efficiency, Low maintenance | Ageing |
| NaS battery              | ≤300           | ≤50        | 250-450             | ≤1 s          | ≤6h           | Null                   | ≤80                      | ≤15              | 2500-6000 times | Long battery life, high power density | High maintenance |
| Redox flow Vanadium battery | ≤250          | ≤50        | 150-1000            | ≤10 min       | ≤8h           | <0.1%                  | ≤80                      | ≤10              | 10,000-16,000 times | Non-flammable | Low energy density |
| Hydrogen fuel cells      | 33 kWh/kg      | ~1         | 45-50               | ≤1 s          | >1h           | Null                   | 35-45                    | 1-1.5            | 50,000 | Reliable, less noisy and environmentally beneficial | Expensive and safety concerns for hydrogen storage |
| Supercapacitor          | 5-10 MWh/kg    | 5-10 MW/kg | 200-1000            | ≤1 s          | 1 ms-1 h      | 20-40%                 | ≤95                      | ≤10              | 10,000 times | Good power quality, durable, efficient, high power density | Low energy density, toxic compound |
| Supercconducting magnetic | ≤10           | ≤10        | 350                 | ≤5 ms         | 1 ms-1 h      | 10-15%                 | ≤98                      | ≤30              | 10,000 times | High power density | Strong magnetic field |
2.5. Mathematical Models for ESSs

Several questions such as size, site, costs and rated power need to be addressed during the design and operation stages of an ESS. Mathematical models for ESSs help optimize various settings and construction parameters. These models are usually convex objective functions in nature where cost function can be related to but not limited to, active and reactive power/cost loss minimization, voltage deviation minimization, power transfer maximization, emissions minimization and several others [67]. The objective functions are subject to power network constraints and energy storage constraints. A review study by Eyisi et al. [68] describes various mathematical models focus on how ESSs are modelled typically as energy storage constraints. The review study [68] lists down various studies which uses models such as: a mixed integer linear model, a continuous linear model, nonlinear models and convex nonlinear models. In [69] mixed linear integer model is used to optimize sizing ESS for both the islanded and grid-connected modes of MGs. In another review [70] focuses on various operating and investment models for ESSs from economic perspective.

3. Issues and Challenges of ESSs in MG Applications

3.1. Sizing of ESS for MGs

ESSs play a crucial role in MGs, and their sizing is essential for assuring ideal and economic operation of MGs. If the ESS is too small it may not be able to provide the desired economic benefits, flexibility, or predefined reliability objectives in the MG. Alternatively, a larger than required ESS would impose higher initial investment and maintenance costs. Proper sizing of ESSs would justify the investment and benefit gains over time. Figure 2 shows a simplified example of the total MG cost as a function of the energy storage system size. The total cost of the ESS is the sum of the operational expenses (OPEX) and the capital expenses (CAPEX). CAPEX increases linearly as the ESS size increases, while OPEX decreases with increasing ESS size. The optimal ESS size can be considered at the point where total cost is minimum unless there are violated constraints related to operation.

![Figure 2. Optimal ESS sizing concept.](image-url)
The sizing of storage systems involves determining the optimal ESS power and energy capacities, to minimise the total cost of the MG. One of the ways to minimise the operating cost is to solve the unit commitment and the economic dispatch problems [71,72]. The unit commitment problem for an ESS is finding the optimal operation schedule of generating units subject to the satisfaction of systems operating constraints. The economic dispatch problem is a sub-routine of the unit commitment problem, where the main aim is to determine the optimal generation load control policy subject to supply being done most economically.

3.2. Size and Cost of ESS

Among the non-technical challenges faced in the implementation of ESSs in MGs, the size and cost of the ESSs themselves are major factors. As can be seen in Table 1 the ESSs have high cost and size. The overall cost of the systems grows with the size of the system. This cost incorporates both the actual cost of the system and also the cost of maintenance and installation. The actual cost of any system depends on the materials used in the system, charging/discharging rate, the storage capacity of the system, and the overall life cycle [73,74].

Hybrid energy storage systems have been seen as better options than a single ESS solution for MG implementation for stabilising voltage and frequency fluctuations. Hybrid systems like battery/SC, battery/flywheel, battery/super-magnetic, compressed-air/SC, compressed-air/flywheel and fuel-cell/super-magnetic have increased storage capacity and can efficiently operate in terms of peak shaving, time-shifting and power quality [33]. Integration of different and compatible technologies helps decrease the overall size and cost of the ESS plant by avoiding the inclusion of different storage devices separately and increasing the overall life expectancy of storage as each storage technology can prevent peaks [75]. Hybrid energy storage systems with battery storage included have been found to be the best performing options.

Energy storage technologies like LiBs can radically increase the use of intermittent renewable energy sources. By 2040, the global annual sales of LiBs are projected to increase to about 0.6 TWh to 4 TWh in high and low scenarios, respectively, according to key projections [76]. The high- and low-scenarios represent 110 and 15 operational giga factories, respectively. To compare, the annual sale capacity of LiBs in 2017 was about 60 GWh [76]. This rapid increase is expected due to a decrease in the cost of LiB technology resulting from increasing electric vehicles popularity. By 2030 the cost of LiB packs in electric vehicles might come down to 100 €/kWh compared to 200 €/kWh today, and could further drop to 50 €/kWh by 2040 [77]. The improvement of manufacturing technology and cost reduction of LiB packs for electric vehicles will spill over to stationary energy storage system. Reusing and repurposing LiBs to energy storage applications after their end-of-life in electric vehicles further reduces cost reduction. The benchmark costs of LiB stationary storage systems were about 500 €/kWh in 2017 for energy-designed systems, 800 €/kWh for power-designed systems, and 750 €/kWh for residential batteries. By 2040 it is expected to see a cost reduction of 50% in all categories [77].

HFCs and storage systems can play an important role in decarbonising energy systems across the energy value chain, although their cost can be a major barrier in efficient implementation of such technology. Currently, the available data shows that the traditional technologies like internal combustion engines and gas turbines embedded in combined heat and power (CHP) systems outperform HFC [78]. For a lifetime of 140,000 h, the CAPEX of stationary FC systems for industrial applications ranging from 400 to 1400 kW is three times higher than for traditional technologies in a similarly designed system [78,79]. In particular, the CAPEX of small-scale stationary FC systems (around 10k €/kW) is significantly higher than the cost of a PV-coupled battery systems (around 2000–3000 €/kW) [78].
3.3. Materials Availability

In the past years, the demand for energy storage systems has risen dramatically due to a better understanding of technology and, hence, increased efficiency and due to the rise in independent microgrids and self-resilient grids. Unique materials demand in electrical storage systems like BESS, SCs and SMES is predominant due to their electrochemical nature. Whittingham et al. [80] discusses vital scientific challenges related to materials facing various components of batteries and supercapacitors. Commonly used battery chemistry these days are lithium nickel cobalt aluminium oxide (NCA), lithium nickel cobalt manganese oxide (NCM) or lithium iron phosphate (LFP), although BESS technology is rapidly changing with new and improved chemistries expected in the future [81–83]. Due to the fast-growing need, concerns over the sustainable supply of these materials have been voiced. The challenges faced are due to high geopolitical concentrations and the availability of cobalt and lithium [84–86]. Existing systems with large storage capacity requiring heavy materials like FESS, PHSS and CAES are still costly to penetrate the utility service market. However, research in stronger and cheaper materials might reduce their cost a lot and increase penetration in MGs.

3.4. Environmental Impact

Despite the overall positive impact of using ESSs, these technologies have minimal impact on the environment in the form of air, water or soil pollution during manufacturing, disposing of, and recycling. This is predominant in electrical energy system-based technologies like BESS and SCs [87,88]. The majority of the environmental impact seen is from mining its raw materials, i.e., cobalt and lithium [89,90]. Moreover, the post-processes also lead to many respiratory, neurological and pulmonary diseases [91–93]. Therefore, proper safety measures and new technologies must be used to handle production, maintenance, and disposal of ESSs.

4. Control for the Energy Management Systems in MGs

Compared to a conventional power distribution system, the most crucial feature of an MG is its capability to be controlled and behave as a coordinated module when connected to the power distribution system [12]. It is essential to monitor and control all the components of a microgrid to ensure stable operation [94]. For a DC MG, the voltage of the power transmission needs to be controlled, whereas for an AC microgrid, both the frequency and voltage of the power transmission need to be controlled [95]. MG controllers should have some operational goals, e.g., economic considerations should be followed, optimisation of heating management should be performed [96], uninterruptible operations should be guaranteed for sensitive loads such as computer servers and medical equipment [97], disconnection and reconnection processes should happen seamlessly and the MG should be capable start through a black-start in case of general failure [4].

ESSs can be supported by appropriate MG controllers to increase the system reliability and efficiency. Using ESSs in conjunction with appropriate controllers can provide a range of services, as follows [98]:

- Power quality/reliability regulation: ESSs can be used to control the quality of power supplied from the network and manage issues such as voltage imbalance, low power factor, voltage/frequency offsets and unreliable power supply.
- Spinning reserve: ESSs can provide a backup source of power in case of total power cut-off from the network.
- Energy shifting: Stored energy during periods of excess supply can be shifted to periods of high demand and expensive supply.
- Peak shaving: ESSs can be used to supply energy in the MG during short-term load pikes, which reduces peak demand at higher power levels and lowers the overall required capacity of transmission infrastructure and peak power fees.
• Energy arbitrage: Storing energy when the electricity prices are low and discharging the energy when the prices are high is one of the major ways of increasing the system efficiency and optimise the economic performance.
• Black start: Unexpected events can lead to interruptions in power supply throughout the system or in a single part. In such events, ESSs can be used to generate active power that can be used for energising distribution lines or as start-up power for large power plants.

The lifetime and efficiency of ESSs in place are heavily influenced by the control strategies that are used to coordinate them. The control strategies used have a direct impact on the economic viability of the ESSs and their optimal placement and sizing. There are two modes an MG can operate in: connected to and islanded to the main grid. When MG is in connected mode, MGs can exchange power with the main grid to maintain power stability. Whereas when MG is in islanded mode, there is no physical connect to main grid and ESSs are required to power stability [95]. Based on the responsibilities and the controller coordination, as discussed above, the MG controls can be classified into different categories.

4.1. Microgrid Control Architectures

In a traditional MG structure, some of the local controllers (which manage the power supply for a certain number of neighbourhood loads) are located near the loads (called local controllers (LCs)), whereas others are located near the microsources (e.g., PV panels and wind turbines) and reliable distributed generation units (DGs) (called microsource controllers (MCs)). Power electronics interface (PEI) are usually connected to different ESSs to output power in required form. These PEIs are usually AC-DC-AC or DC-AC converters. The MG is usually connected to the main grid via a point of common coupling (PCC), which houses a controller called the MG central controller (MGCC) that sends the control signals throughout the MG. The role of the MGCC might vary depending on the type of control structure, ranging from simple coordination of the LCs and MCs to the main responsibility of optimising the MG operation. Figure 3 shows the MG structure and controllers locations. Microgrids with ESSs can either operate in centralised, decentralised, distributed or hierarchical control mode [99], as illustrated in Figure 4.

![Figure 3. Microgrid structure and control components with example ESSs.](image-url)
4.1.1. Centralised Control

In the centralised control structure, the MGCC plays the essential role of maximising the economic value of an MG and optimising its operation. The MGCC both receives the feedback from LCs and MCs, and sends all the control signals of the MG. The signals are received by LCs and MCs, which control the voltage in DC MGs (or voltage and frequency in AC MGs) and optimise power flow through the distribution feeder. During grid-connected mode, the LCs and MCs will follow orders from the MGCC, while during islanded mode they have full autonomy to perform their own actions [100] (Figure 4a). In this control method, the DGs usually have one owner who wants to optimise operational and economic criteria for all of them [101]. The main role of MGCC here is to decide the amount of power which needs to be imported from the main grid and optimize the functioning of non-critical loads in critical conditions, according to predefined rules by the owner(s) or MG managers.

4.1.2. Decentralised Control

In contrast to the centralised control structure, the main goal of the decentralised control mode is to maximise power production to meet the load demands, store and/or export excess electricity to the utility grid. In this control mode MGCC doesn’t play important role on control communication but rather lower-level controllers like LCs and MCs support in the stable operation the MGs (Figure 4b). All the MCs compete with each other to maximise their production by managing runtime and maintenance to satisfy the demand and maximum possible export to the grid, taking current market prices as deciding factor [102]. The autonomy of the micro sources and loads can be handled using intelligent methods (e.g., multi-agent-based [103,104] and gossip-based [105] peer-to-peer algorithms). This control structure is best where the micro sources and loads have different owners with different goals, and when the actions of the controllers of each unit have a certain degree of intelligence [100].

4.1.3. Distributed Control

A centralised control requires a powerful central controller that communicates with every single component in the MG and also process the large amount of data transfer between all the nodes. This is expensive and difficult to manage. On the contrary, decentralised control relies only on local information. This structure is robust and cheap as it does not require communication. However, it may not be the most effective and optimal way to make use of all available resources since it does not have infrastructure to get information from other resources.
Another type of control architecture is called the distributed control where each component is connected in a peer-to-peer fashion with a localised control scheme (Figure 4c). Here, the LCs and MCs are geographically distributed but functionally integrated. This control structure improves the effectiveness of each component in the MG in comparison to the decentralised structure and requires less computation and cost in comparison to the centralised structure. It also increases the reliability of the whole control system since it is more robust to single-point failure (i.e., loss of components like generators or local controllers would not take down the whole microgrid) [106].

4.1.4. Hierarchical Control

Another microgrid control structure that is a mix between the centralised and distributed control structures is called a hierarchical control structure. This is very close to the distributed control structure, considering its peer-to-peer control nature [107]. Functionally similar to the main grid, the hierarchical control structure can operate in three different control extent, known as primary, secondary and tertiary control.

In primary control, which is also called droop control, the control is activated when there is change in load parameters of MG like voltage and frequency. The main purpose of this level is to keep the frequency and voltage within stable ranges and maintain power-sharing between generators. This control level is the fastest in the hierarchical control structure, with operation time ranging from milliseconds to seconds [108].

The responsibility of the secondary control level is to supervise and monitor the MG, and to adjust the steady-state deviations that may exist for frequency and voltage. These deviations might also affect parameters such as active and reactive power, which needs to be corrected appropriately to stay within allowable limits. In practice, the secondary control level has a slower dynamic response to variation than the primary control level [109].

The tertiary control level is the slowest level to be activated. The main purpose of tertiary control level is to manage the power flow between the MG and main grid by regulating the voltage and frequency of the MG. Another goal of this level is to provide an economically optimal operation mode through grid-following power converters [110] or by using a gossiping algorithm [109].

4.2. Control Configurations for ESSs

ESSs in a MGs can generally be configured in three main different ways: aggregated, distributed, and hybrid ESSs. In the aggregated configuration, all the ESSs are installed on one control bus, whereas in the distributed configuration, they are installed in several locations in the microgrid. Figure 5 shows the different ESS configurations in MGs.

4.2.1. Aggregated Configuration

In this configuration method, all the ESSs are located to be in one place and control node in the MG. Chaouachi et al. [111] presented a solution for intelligent battery management based on fuzzy logic rules and machine learning that was reported to successfully minimise environmental and operational cost, and increase the total lifetime of battery energy storage systems (BESSs). Similar studies report that the aggregated model of BESSs has a more stable operation in off-grid MGs with short term frequency fluctuations [112]. Aggregated SCs have been used to compensate frequency fluctuations, provide high power density and better overall MG voltage profiles [113].

4.2.2. Distributed Configuration

In this configuration method, all the ESSs are dispersed in several locations in the MG. In Toledo et al. [114], the distributed PV systems were able to provide reliable electrical energy locally. Use of distributed BESSs alongside PVs has been seen to improve peak shaving and increase flexibility compared to just PV panels [114]. Using a coordinated control of distributed ESSs, the voltage rise problem under high PV concentration has been solved [115].
The tertiary control level is the slowest level to be activated. The main purpose of the tertiary control level is to manage the power flow between the MG and main grid by regulating the voltage and frequency of the MG. Another goal of this level is to provide an economically optimal operation mode through grid-following power converters [110] or by using a gossiping algorithm [109].

4.2. Control Configurations for ESSs

ESSs in MGs can generally be configured in three main different ways: aggregated, distributed, and hybrid ESSs. In the aggregated configuration, all the ESSs are installed on one control bus, whereas in the distributed configuration, they are installed in several locations in the microgrid. Figure 5 shows the different ESS configurations in MGs.

Figure 5. ESSs configuration in MGs. (a) aggregated, (b) distributed, and (c) hybrid ESSs.

4.2.3. Hybrid Configuration

As discussed in the sections above, none of the ESSs can provide all the characteristics needed in MGs. Battery-based storage systems have high energy density but a short lifetime and low power density. FESS and SCs have low energy density but they have high power density and lifetime. Hybrid configurations of ESSs provide the possibility to combine properties of different ESSs, assembled in hybrid form of aggregated and distributed configuration, and provide stable and reliable power in MGs. SCs and BESS have been seen used together in this fashion to provide reliable voltage management during load changes [116]. During the load changes, the BESS is able to compensate for low-frequency changes, whereas SCs compensate for high-frequency changes. Use of SCs with BESS has been seen as a safer operation alternative that reduces the dependency of the main grid [117]. In another study [118], a hybrid configuration approach with super...
magnetic energy storage (SMES) and BESS was used to improve the transient performance of a PV-based MG under different faults.

4.3. Control Objectives for MGs with ESSs

In MG operation, several control methods are used to ensure reliability, for both islanded mode and grid-connected mode. For the cases where there are ESSs in place, there are three main types of control objectives: PQ control, V-f control, and droop control.

4.3.1. Active and Reactive Power (PQ) Control

4.3.2. Voltage-Frequency (V-f) Control

The main purpose of V-f control is to maintain the voltage and frequency of the whole system irrespective of how the active and reactive power outputs of a micro source change. As for PQ control, the controlled parameters are first decoupled. A frequency controller adjusts the active power output to maintain the frequency at the given reference value and the voltage controller does the same for the reactive power. V-f control is best suited when the MG is running in islanded mode. The theory of V-f control is to transversely adjust the droop curve itself (Figure 7).

4.3.3. Droop Control

The conventional droop method mimics synchronous generators, for which voltage and frequency drop proportionally with generated reactive and active power, respectively. The reference frequency and voltage can be determined by interpolation, using their linear relationships with active and reactive power of the MG. Since local readings are used as input, no communication infrastructure is required for droop control; hence, sometimes also known as wireless control. This method is majorly applied to control micro sources and for stabilising the MG under variable loads. Figure 8 illustrates the frequency droop characteristic of droop control. For example, the interpolation of frequency and voltage can be done linearly between points A and B.
4.4. Conventional Control Techniques for MGs

There are various types of conventional control techniques that have been used in MGs (e.g., proportional integral derivative (PI/PID) control, model predictive control (MPC), linear quadratic control (LQR), sliding mode control (SMC) and robust control). These techniques can provide good performance in steady state; however, they may lead to undesired overall performance of MGs once the operation parameters are changed and might require retuning of control parameters.

4.4.1. PI/PID Controller

The PI/PID controller has been utilised extensively in the field of power systems for decades. With appropriately tuned gains of control parameters, PI/PID controllers can provide reliable and near-optimal performance [119]; however, the requirement of correct formulations of gains can be a major disadvantage when controlling nonlinear and complex systems. Khooban et al. [120] developed and used a self-tuning PI/PID to determine the optimal PID gains to overcome this drawback. Zhang et al. [121] implemented classical PI control to manage frequency and voltage fluctuations in a standalone distributed network by adjusting static synchronous series compensators (SSSC) to regulate power flow. A PI controller has also been used to implement a fault-tolerant scheme for SSSC/battery systems by Qiao et al. [122].

4.4.2. Model Predictive Controller (MPC)

MPCs provide another alternative to control ESSs in MGs. It has been used for power allocation in hybrid ESS and reference determination for storages with different constraint considerations [123,124], for directly controlling the power converter by manipulating the modulation index [125–127], for power-sharing in an MG with FC/batteries/SCs [124]. Hoe et al. [128] used MPC in order to reduce the grid mode based oscillations by using a compensation method in a predictive active damping technique. Yang et al. [129] regulated voltage to eliminate the time delay impacts and steady-state error by using a fuzzy logic based predictive current control method [129].

4.4.3. Linear Quadratic Regulator (LQR)

LQRs have been used to minimise the utility cost functions used to calculate the optimal control policies in MGs. One of the challenging tasks of LQR is determining the optimally weighted matrices Q and R, which are required to sustain proper response of the controller. In LQR, the Q matrix defines the weights on the states, while the R matrix defines the weights on the control input in the cost function. The major disadvantages of LQR are that it cannot work with constraints and cannot handle disturbances in the system. Optimal linear quadratic regulators have been utilised for a grid-connected three-level inverter for PV systems to regulate disturbances and uncertainties [130]. An optimal LQR control algorithm has also been employed for regulating frequency in a smart MG [131].
4.5. Intelligent Control Techniques for MGs

The conventional control techniques discussed above cannot deal with the nonlinear and complex systems in MGs properly. To control such systems, optimisation-based methods such as particle swarm optimisation (PSO), fuzzy logic control (FLC) and artificial neural networks (ANNs) are used.

4.5.1. Fuzzy Logic Control (FLC)

FLC is considered to be one of the leading intelligent methods used to effectively control complex systems. It is a straightforward method and does not require an exact mathematical model of the MG to control it. Contrary to traditional control techniques, this method solves the control problem using both past experience and design knowledge about the physical system. The FLC approach is used to control small scale and fast varying systems and small scale systems very effectively [132]; however on disadvantages side this method has to adjust many parameters to work properly, is very sensitive to the initial assumption of parameters and takes a long time for computing [132].

An FLC approach has been used in SMES as a frequency stabiliser to damp the frequency oscillations of interconnected two-area power systems due to load excursions [133]. FLC has also been used for smoothing out wind power fluctuations in a grid-connected wind plant with battery/SC ESSs [134]. Significant improvement was observed in terms of voltage and power stability by using a fuzzy logic controller in a real-time energy management system for a hybrid AC/DC MG with SCs and LiBs [135]. Among other examples, FLC strategies have been used for power management in a PV enabled FC/SC ESS [136], and autonomous control of a high energy, high power battery/SC system for a FC/PV plant [137]. As mentioned above, FLC does not require exact mathematical modelling for the system but instead a good knowledge of the overall systems. Some intelligent algorithms, such as genetic algorithms, differential evolution, bacterial foraging algorithms and particle swarm optimisation, are seen to enhance FLC performance by finding optimal solutions of the cost function [138].

4.5.2. Particle Swarm Optimisation (PSO) Algorithms

PSO algorithms have been a topic of interest due to their nature of optimising values of parameters for many types of problems. They are population-based stochastic techniques inspired by social behaviour in nature, such as bird flocking or fish schooling. PSO algorithms can be used to solve multi-modal, non-differentiable and nonlinear problems, is straightforward to implement and has adjustable parameters [139].

4.5.3. Artificial Neural Networks (ANNs)

Artificial neural network (ANN) architectures have been effectively trained to identify and optimise the system parameters in classical control gains in online, offline and real-time applications. These have been increasingly investigated for various applications in MG control systems including fault-tolerance, load sharing, stability, self-learning, and optimisation [119].

A radial basis function neural network (RBFNN) which uses particle swarm optimisation (PSO) has been used for real-time ES management as an online controller [140]. The proposed RBFNN was found suitable to estimate reactive and active power on an online platform. In a study by Huang [141], an ANN with feedforward back-propagation was used to improve the voltage profile of a microgrid by controlling generator outputs. An NN based adaptive control algorithm has also been proposed for maximum power point tracking of a stand-alone islanded MG in wind turbine systems [142]. A Lagrange programming neural network (LPNN) has also been utilised to obtain optimal scheduling of a hybrid ESS (battery/FC) equipped microgrid, where it was used to optimise an economic dispatch function [143].
4.5.4. Reinforcement Learning Methods

Reinforcement learning (RL) is a sub-field of machine learning where intelligent agents are used to taking actions in an environment to maximise the cumulative reward of predeter-
mined notions. RL is widely used for the management of BESS. Yan et al. [144] present
a deep RL based optimal control strategy for BESS. For this first, a critic neural network
was pretrained to estimate the controller’s operational cost and economic performance.
Another agent NN was then used in the critic NN to control the BESS with hyperparameters
of the agent NN updated using deep deterministic policy gradient (DDPG). In another
application where DDPG algorithm was used to update parameters, a model-free deep RL
was used as the energy management system for BESS of a plug-in hybrid-electrical bus to
optimize the energy split among battery modules [145]. RL and deep RL are increasingly
used in energy management systems of microgrids. For instance, an RL-based approach
controls energy flow in a solar microgrid equipped with PV and BESS [146]. In another
example, RL with a fuzzy logic learning method for each agent was used in a multi-agent
system to manage the energy of a stand-alone microgrid which consisted of PV, FCs and a
diesel generator as power production systems and BESS as ESS [147]. Deep reinforcement
learning methods were combined with Volterra models to control several autonomous
AC/DC hybrid power systems which had varying structures and composition of AC and
DC structures [148,149]

4.6. Challenges of Microgrid Controls

MGs have huge benefits, but their real-world implementation is still far from an
ideal MG concept. Several of the obstacles which an MG implementation might face have
been mentioned below. These obstacles are purely technical in nature, whereas several
regulatory and financial obstacles which are eminent are not mentioned here [150–152].
Global MG level issues include:

• Islanding detection: MGs should be able to detect islanding within minimum time
and initiate various adjustments at component levels of MG.
• Resynchronisation with upstream network: when the MG is connected back to main the
grid, appropriate control functions are required to minimise load and power mismatch.
• Power quality management: MGs must maintain nominal V-f and P-Q balance when
renewable energy sources are used.
• Protection from internal faults: for internal faults, a fault detection system is required.
• Planning new MGs: for MGs in remote locations, proximity to loads and micro sources
would be needed to be carefully designed to minimize power losses.

MG components level issues include:

• Critical ESS components require periodic maintenance: ESSs like lead-acid battery
systems and fuel cells requires periodic maintenance, which involves extra manpower
and cost.
• Minimising generation fluctuations: weather dependency of renewable energy sources
creates demand-supply imbalance. Appropriate prediction of charging/discharging
of ESSs would play an important supporting role.
• Communication between control agents and nodes: requirement of proper negotiation
algorithms for a coordinated operation between control agents and operation nodes.
• Limitations in plug-and-play capabilities of different components: connecting MGs with
extra micro sources and loads without disturbing the operational stability of the MG.

With the arrival of smart MGs, the emphasis on grid security is becoming more
important due to the cyber vulnerabilities inherited by the digitalization of MGs. In general,
MGs takes advantage of information and communication technologies (ICT) but this also
puts various MG components at risk if the PCC or the control actions produced by MGCC
are altered. A study by Canaan et al. [153] lists all MG cyber security challenges towards
self-resilience, including the evolution of cyber threats regarding MGs and industrial-
scale control down and grid attacks. Other infamous type of cyber-attacks known as
5. Discussion and Conclusions

This work deals with various promising energy storage systems (ESSs) that can be used effectively in microgrids (MGs) and how these ESSs can be controlled in an MG scenario. The ESSs reviewed in this work include flywheels, compressed air, pumped hydro, lead-acid batteries, lithium ion batteries, sodium-sulphur batteries, redox flow batteries, hydrogen fuel cells, supercapacitors, and super magnetic energy systems. These technologies were compared in terms of capacity, power, capital expenses, response time, continuous discharge time, cycling times, self-discharge time, lifetime and efficiency, in addition to general advantages/disadvantages. Battery based system have high energy density and fast response, and hence are most favoured to maintain power supply in MGs. Technologies such as supercapacitors, super magnetic energy systems, and flywheel energy storage systems that have high power density and long lifetime are best suited for power quality applications. Further development of ultra-supercapacitors and hydrogen fuel cells will propel implementation of ESSs in MGs.

Looking into the future, BESS are emerging as one of the key storage solutions to integrate highly developing renewable energy power systems such as solar and wind. With advances in technology and lowering prices, BESS usage at utility scale has already begun in many places with positive results. Some examples are the Tesla 100 MW Li-ion BESS project in Australia; 4 MW BESS project in New York, US; and 300 MW Li-ion BESS project—comprising 4500 stacked battery racks—in Moss Landing Energy Storage Facility in California, USA. Most of these utility level BESS uses second-life electric vehicle Li-ion batteries. Horesh et al. [156] present a techno-economic analysis for reconditioning of 2nd life EV batteries for use in future ESS for grid-scale. Another recent survey study [157] presents numerous significant advances made in the last 10 years in BESS and renewable energy sources integration and development.

In this paper, an overview of controls theories for energy management systems in microgrids with distributed energy storage systems was also presented in this study. This study also compiled various control aspects of MGs, ranging from service and functionality requirements of ESSs in MGs, basic control architecture in MGs, level structuring of ESSs in MGs and control objectives, to various essential control techniques used in MGs, discussing both conventional and intelligent methods. With the increasing complexity of ESSs and MGs, future control strategies must be highly intelligent and automated compared to traditional models and algorithms. New state-of-the-art technologies are needed to effectively utilize the large amount of front-end data produced by future MGs and ESSs. A recent study [158] provides a comprehensive review of advances and applications of machine learning in ESSs. According to the study, machine learning has been able to solve range of problems in ESSs related to fault and defect diagnostics, life prediction behaviour analysis and state estimation. More progress was found in ML implementation cases of technologies such as batteries, supercapacitors, and fuel cells because of presence of more data to train ML models.

Its hope that budding researchers and students starting in the field of ESSs and MGs will acknowledge this paper for bringing together various aspects under one cover.
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