Leveraging Statistical Shape Priors in GAN-Based ECG Synthesis
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ABSTRACT Electrocardiogram (ECG) data collection during emergency situations is challenging, making ECG data generation an efficient solution for dealing with highly imbalanced ECG training datasets. In this paper, we propose a novel approach for ECG signal generation using Generative Adversarial Networks (GANs) and statistical ECG data modeling. Our approach leverages prior knowledge about ECG dynamics to synthesize realistic signals, addressing the complex dynamics of ECG signals. To validate our approach, we conducted experiments using ECG signals from the MIT-BIH arrhythmia database. Our results demonstrate that our approach, which models temporal and amplitude variations of ECG signals as 2-D shapes, generates more realistic signals compared to state-of-the-art GAN based generation baselines. Our proposed approach has significant implications for improving the quality of ECG training datasets, which can ultimately lead to better performance of ECG classification algorithms. This research contributes to the development of more efficient and accurate methods for ECG analysis, which can aid in the diagnosis and treatment of cardiac diseases.
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I. INTRODUCTION

Deep learning has been successfully applied in a wide range of fields, such as natural language processing, computer vision, and e-health systems [1], [2], [3]. Nevertheless, one of the persistent challenges in these fields, particularly in medicine, is the scarcity of training data [4], [5]. Data scarcity primarily arises from challenges associated with both data sharing and the complexities of data collection. Indeed, several ethical and legal regulations are imposed [6] such as the General Data Protection Regulation (GDPR) [7] in the European Union that set guidelines for ensuring confidentiality of patients and sharing of data. In addition, collecting medical data is a challenging process due to time-consuming and economic constraints. In particular, collecting pathological data during emergencies, such as heart attacks or epileptic seizures, is extremely difficult due to their unpredictable nature, resulting in highly imbalanced datasets. Consequently, various techniques for ECG data synthesis have recently emerged in an attempt to address ECG data scarcity issues by providing additional and augmented data to support the training of downstream machine learning models, notably through the exploration of deep generative models [4], [5]. Among these models, Generative Adversarial Networks (GANs) have emerged as a widely adopted and popular choice known with its ability to seamlessly incorporate various forms of ECG shape prior knowledge [4], [5], [8], [9]. In particular, Generative Adversarial Networks (GANs) have shown their efficiency in generating high-quality facial images [10], medical imaging [11], [12], videos [13], and time series such as electrocardiograms (ECGs) [14], [15], [16]. In generating ECGs, one of the key challenges is capturing the complex dynamics of ECG signals. ECG signals are time series of physiological significance generated by recording electrical activities of the heart over time. They are characterized by a sequence of heartbeats, each of which corresponds to a cardiac
cycle represented by a series of electrical and mechanical events. A normal ECG signal exhibits distinct patterns for each event, including a P wave, a QRS complex, and a T wave, each with its own unique shape and timing (see Figure 1). The morphology and timing of ECG signals can vary significantly across individuals, making it challenging to generate realistic ECG signals that accurately capture the dynamics of physiological variations. Moreover, generating realistic ECG signals requires addressing several additional challenges, such as dealing with noise and artifacts in the ECG signal, handling variations in lead placement, and accounting for the effects of different body positions on the signal. These challenges are further complicated by the fact that pathological ECG signals can exhibit complex and irregular patterns, making it difficult to generate realistic synthetic data for training ECG classification models. These challenges underscore the importance of developing a more sophisticated approach to ECG signal generation that integrates prior knowledge of ECG dynamics and morphology, aiming to produce realistic and diverse ECG signals.

The main focus of this study is to leverage prior knowledge of ECG signal properties in order to generate accurate and realistic ECG waveforms. For this purpose, we integrate the capabilities of generative adversarial networks (GANs) with statistical shape modeling of ECG signals, enabling better control over the generation process.

Previous approaches based on deep learning models to generate synthetic ECG data [17], [18], [19] typically employ standard GAN architectures, which, however, fail to consider the dynamic properties inherent in complex physiological signals such as ECG. Several recent studies [8], [9], [20], [21] have made efforts to address this challenge by integrating customized prior knowledge of ECG dynamics and patterns into the generation process, such as localization and order of ECG signal peaks. However, all of these features in [8], [9], and [20] are considered to be handcrafted. Indeed, they are based on domain-specific knowledge of ECG signals. Different from the approaches in [8], [9], and [20], our previous solution presented in [21] aimed to learn prior knowledge by utilizing ECG shape representatives and modeling the 1-D pattern dynamics of ECGs by disentangling the temporal and amplitude variations of the signal. However, it should be noted that the dissociation between temporal and amplitude variations may not be as sufficient and effective in accurately modeling the complex patterns and variations.

In this paper, we present a novel approach that incorporates statistical prior knowledge of ECG signal dynamics into the generation process using GANs. This allows us to efficiently control the generation process and produce more realistic and diverse ECG signals. We designed a set of statistical 2-D shape models that incorporate prior knowledge about the general shape of main ECG signal clusters as well as the variability within signals belonging to the same cluster. Our contributions in this work can be summarized as follows:

- We present an efficient method for modeling 2-D shape variations in ECG data using statistical shape models.
- We introduce a novel GAN architecture that leverages statistical shape models as prior knowledge for a more realistic and stable ECG signal generation.
- We provide an extensive experimental evaluation, including both qualitative and quantitative assessments of our approach on the publicly available MIT-BIH arrhythmia benchmark, demonstrating the advantages of including statistical shape modeling in the generation process and the robustness of our method for generating ECG signals with realistic morphology.

The remaining of the paper is structured as follows: Section II discusses the related work, Section III presents our proposed approach, Section IV describes the experimental evaluation and the obtained results, and finally, Section V summarizes our findings and outlines potential future research directions.

II. RELATED WORK

In this section, we describe the principles of GANs and provide an overview of existing methods for generating ECG signals. GANs are powerful tools for data generation. They consist of two neural networks: a generator network and a discriminator network. Taking a noise vector as its input, the generator attempts to generate data that are similar to real data. The discriminator, on the other hand, attempts to distinguish between real and fake data (i.e., the output of the generator). The training process is defined as a competition between these two networks. In other words, the discriminator’s goal is to learn to distinguish between real and fake data, whereas the generator’s goal is to fool the discriminator.

Several GAN-based methods for ECG signal synthesis have been proposed in the literature. They can be divided into two categories. The first category includes methods based on the adaptation of standard GANs. The second category of methods focuses on integrating prior knowledge of ECG signal dynamics into deep generative models in order to improve their ability to generate realistic ECG data.

A. ECG GENERATION USING STANDARD GANS

Wang et al. [22] proposed a simplified GAN architecture based on fully connected (FC) layers for generating ECG

![Figure 1: Illustration of ECG waves including the P wave followed by the QRS complex and the T wave.](image)
heartbeat data. The authors qualitatively validated their models using a loss graph generated during the training process and by a visual comparison between the generated ECG heartbeat data and real ECG heartbeat data.

Antczak [23] presented an ECG generation method called ECG-GAN. The authors made few adjustments to the architecture of the deep convolutional generative adversarial network (DCGAN). To validate their approach, the generated data are added to real data to train an auto-encoder designed for filtering noise in the ECG signals.

Nankani and Baruah [24] proposed a conditional DCGAN model to synthesize different heartbeat classes. The synthesized heartbeats were quantitatively evaluated using various statistical metrics such as maximum mean discrepancy (MMD) and dynamic time warping (DTW).

Delaney et al. [17] designed different GAN models combining convolutional neural networks (CNN) and Long Short-Term Memory (LSTM) in order to generate time series data like ECG. The authors computed the MMD and DTW metrics after each training epoch to quantitatively evaluate the proposed models.

Zhu et al. [18] introduced a BiLSTM-CNN GAN framework for ECG generation. Three criteria were considered to evaluate the generated ECG signals: Fréchet distance (FD), percent root mean square difference (PRD) and root mean squared error (RMSE).

Hazra and Byun [25] developed SynSigGan, a framework for generating biomedical signals including ECG. It is based on a bidirectional grid LSTM (BiGridLSTM) for the generator network and a CNN for the discriminator network. The authors evaluated the quality of the generated synthetic signals using various metrics such as the Mean Absolute Error (MAE), RMSE, PRD, and FD scores. They assessed the correlation between real signals and generated synthetic signals by calculating the Pearson Correlation Coefficient (PCC). Their findings revealed that the synthetic data are highly correlated with the original data, and combining BiGridLSTM-CNN with a GAN produces better results.

Brophy [19] presented a Multivariate GAN to synthesize physiological, dependent and multivariate time series data. The generator and discriminator networks are based on LSTM and CNN layers, respectively. The multivariate dependent DTW ($DTW_d$) was proposed and computed at the end of each epoch to evaluate the generated data, in addition to the MMD metric. The ($DTW_d$) was used to compare the similarity between the dependent multi-channel real data and the generated data.

Later, Brophy et al. [26] improved their previous work by developing a GAN for the generation of dependent multivariate medical time series data. They looked into using the Loss Sensitive GAN (LS-GAN) objective function as a new loss function and adapted it to multivariate time series generation. To evaluate the proposed approach, the multivariate Dynamic Time Warping (MVDTW) and MMD metrics are used.

Golany and Radinsky [27] developed a set of generative models based on the DCGAN architecture in order to synthesize different classes of ECG heartbeats. To assess the quality of the synthetic data, the authors used it as additional training data to evaluate its impact on the performance of a neural sequence classifier.

Shaker et al. [28] developed a fully-connected layered GAN to generate ECG heartbeats. The synthetic data were combined with the training set to train two deep CNNs classification approaches to classify 15 arrhythmia types from the MIT-BIH dataset.

Yang et al. [29] proposed a gradually growing generative framework called ProEGAN-MS. Beginning with a reduced resolution of ECG signals, the two networks progressively grow throughout the training process by incrementing the convolutional layer appropriate to the features extraction. The authors assessed the fidelity and diversity of the synthetic data, as well as its impact on the performance of classification algorithms.

Yi et al. [30] introduced the TCGAN framework for ECG generation. The proposed architecture consists of a transformer generator and CNN discriminator. The generated ECG heartbeats were utilized as supplementary data alongside the real dataset to address the issue of data imbalance in ECG classification.

In [31], Jing et al. proposed the ECG-ADGAN model for ECG synthesis and cardiac abnormalities detection. A Bi-directional Long-Short Term Memory (Bi-LSTM) layer is used in the GAN generator and a mini-batch discrimination is used for the training of the proposed framework. The generated data were used with the real data for one-class ECG classification task.

B. ECG GENERATION USING CUSTOMIZED GANS

Golany et al. [20] introduced a Personalized GAN (PGAN) to generate patient-specific synthetic ECG signals. A customized loss was introduced in the training process of the generator to imitate the real heartbeats morphology. This loss is a combination of the standard cross-entropy loss and the mean squared error (MSE) which aims to produce natural waveforms similar to the real waveforms detected by the NeuroKit algorithm [32]. The generated ECG signals were combined with the real training set to train a patient-specific arrhythmia classifier to demonstrate the effect of adding synthetic data on the classification performance.

Later, Golany et al. [8] presented the SimGAN, a GAN framework that has been enhanced with supplementary knowledge from an ECG simulator. This ECG simulator was defined by three ordinary differential equations (ODE) and aims to understand the dynamic nature of ECG signal and to represent its heart dynamics. A specific loss was added to the standard cross-entropy loss of the generator optimization in order to synthesize fake heartbeats that are morphologically close to the heartbeats produced from the ECG simulator.
| Papers | Year | Input Generator | Output Generator | Prior Knowledge modeling | Evaluation  | Database         |
|--------|------|-----------------|------------------|--------------------------|------------|------------------|
|        |      |                 | end to end       | decomposition            |            |                  |
| [17]   | 2019 | noise           | ✓                | ✓                        | Qualitative eval., statistical metrics | MIT-BIH arrhythmia |
| [18]   | 2019 | noise           | ✓                | ✓                        | Qualitative eval., statistical metrics | MIT-BIH arrhythmia |
| [22]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., MIT-BIH arrhythmia |                  |
| [23]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., PTB-XL |                  |
| [24]   | 2020 | noise, class label | ✓                | ✓                        | Statistical metrics | MIT-BIH arrhythmia |
| [25]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., statistical metrics | MIT-BIH arrhythmia |
| [19]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., statistical metrics | MIT-BIH arrhythmia |
| [27]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| [28]   | 2020 | noise           | ✓                | ✓                        | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| [26]   | 2021 | noise           | ✓                | ✓                        | Qualitative eval., MIT-BIH arrhythmia | MIT-BIH NSR |
| [29]   | 2021 | noise           | ✓                | ✓                        | Qualitative eval., ECG classification, statistical metrics | MIT-BIH arrhythmia |
| [30]   | 2023 | noise           | ✓                | ✓                        | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| [31]   | 2023 | noise           | ✓                | ✓                        | ECG classification | MIT-BIH arrhythmia |
| [20]   | 2019 | noise           | ✓                | ✓                        | ECG classification | MIT-BIH arrhythmia |
| [8]    | 2020 | noise           | ✓                | ✓                        | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| [9]    | 2021 | Physical parameters of ECG beat, initial voltage value of ECG beat | ✓              | Ordinary Differential Equations | ✓              | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| [21]   | 2022 | noise, class label | ✓              | Temporal and amplitude variations | ✓              | Qualitative eval., ECG classification | MIT-BIH arrhythmia |
| Our approach | 2023 | noise, class label | ✓              | 2-D shape variations | ✓              | Qualitative eval., Cardiologists eval., ECG classification, statistical metrics | MIT-BIH arrhythmia |
More recently, Golany et al. [9] proposed the ECG-ODE-GAN framework where the generator is defined as an ODE to learn the dynamics of ECG signals. The authors also demonstrated how to incorporate physical considerations into the ECG-ODE-GAN by introducing physical parameters that characterize the ECG signals as supplementary input to the generator. To assess their model, the generated data were used to train heartbeats classifier.

In our previous work [21], we introduced a new GAN framework for generating ECG heartbeats. We demonstrated how to integrate prior knowledge about ECG waveforms by modeling the ECG signals as shape clusters (i.e., signal averages) that serve as references to represent ECG patterns in the training distribution.

Separating between the amplitude and temporal variations in the data modeling was also introduced in the generation process to improve the modeling of the ECG complex characteristics. The proposed approach was evaluated by combining the synthetic heartbeats as additional data with the real training set to train three arrhythmia classification baselines.

C. OUR METHOD POSITIONING

Table 1 summarizes the previously discussed approaches. Although the solutions belonging to the first category can generate ECG heartbeats, they are still limited to synthesize “realistic” ECG signals “with morphological proprieties”. This is due to the use of the standard GAN architecture that does not include specific knowledge related to ECG signals.

Due to the complex dynamic nature of ECGs, recent solutions [8], [9], [20] are based on GAN models enriched with prior knowledge of ECG signal patterns to generate synthetic ECG heartbeats with real morphologies. They typically rely on integrating handcrafted physics knowledge.

As a result, methods for specifying data properties were required during the generation process such as using specific simulators, adding complementary algorithms to identify specific patterns in the waveforms. Also, the model in [8] is constrained by the capabilities of the ECG simulator and limited to synthesize heartbeats with morphology defined by a certain dynamical system. Moreover, generating ODEs using GAN in [9] remains a difficult task as it increases the model complexity. The training process is also highly unstable, and despite multiple efforts, attaining reproducibility proves elusive [33]. In our previous work [21], we suggested employing ECG anchors to leverage a learned prior knowledge into the generation process. However, in this previous solution, we consider 1-D ECG pattern dynamics modeling by dissociating the temporal and amplitude variations of ECG signals. We acknowledge that this decomposition of variations may not accurately capture the complexity of patterns and variations observed in ECG signals.

In contrast to all previous solutions, we believe that ECG signal generation requires an advanced prior knowledge modeling of the ECG shape and dynamics for better control over the generation process. Statistical shape models have demonstrated their effectiveness in capturing shape variations in various applications, including facial analysis. Therefore, in this work, we propose the first ECG generation approach that integrates statistical shape modeling as prior knowledge of ECG signal 2-D dynamics and shape variations. The 2-D representation is introduced to enable statistical shape modeling of the ECG dynamics in both voltage and time axes. It allows for explicit modeling of the inherent temporal and voltage variation within the ECG signal dynamics. In addition, as each 2-D point is by construction referring to the same specific location on the ECG signal, our approach allows for the implicit encoding of the semantics of the generated ECG signals. In contrast, the naive approach to statistical modeling of ECG signals would be to apply it directly to a 1-D representation, which, however, only covers voltage variations.

The integration of statistical shape modeling offers several advantages.

Firstly, the statistical shape model provides a compact representation of the shape variations present in ECG signals. This enables the GAN architecture to generate a wide range of samples that align with the inherent shape characteristics and dynamics of real ECG signals. This integration enables the generation approach to effectively learn and produce realistic variations in shape while preserving the essential structural properties of the ECG waveform.

Moreover, the integration of a statistical shape model allows for the encoding of prior knowledge regarding shape variations. This prior knowledge serves as a valuable guidance mechanism for GANs during the generation process. By incorporating the statistical shape model, the GAN can leverage this prior knowledge to improve the fidelity and accuracy of the generated ECG signals. This ensures that the generated waveforms are not only diverse but also adhere to the expected shape characteristics of real ECG signals, enhancing the realism of the generated outputs.

III. PROPOSED APPROACH

The workflow of our proposed method is shown in Figure 2. We first start with a processing block designed for statistical modeling. Then, we move on to the training phase of our GAN model. The generator takes a noise vector and data labels as input to generate a specific linear combination that will be used to the output of the statistical model. Afterwards, the real ECG heartbeats, as well as the synthetic heartbeats, are passed to the discriminator, which attempts to distinguish between the real and fake heartbeats. The underlying principles are detailed below.

A. STATISTICAL MODEL CONSTRUCTION

The aim of our statistical model is to accurately model ECG signal shape variations. It consists of three consecutive steps: clustering, alignment, and statistical modeling for signal decomposition. The pseudo-code of this phase is outlined in Algorithm 1. First, the training dataset is composed of C
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Algorithm 1 Statistical Model Construction

**Data:** Number of classes C, Number of clusters K

for c := 1 to C do

| [S]_k^c = K-Means({S}_k^c,K); |
| for k := 1 to K do |
| [p]_k^c = DTAN({S}_k^c); |
| [S]_c^k = interpolate([S]_k^c, [p]_k^c); |
| X_c^k = ([S]_0^c)[[S][1]^c]; |
| m_c^k, A_c^k = PCA(X_c^k); |

We use a Diffeomorphic Temporal Alignment Net (DTAN)

[35] to align the signals {S}_k^c. A DTAN is an efficient way

to align time series via flexible temporal transformer layers.

Compared to other existing solutions for data alignment,
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N_c^k is the total number of signals in {S}_c^k.

The final step is to apply Principal Component Analysis

(PCA) to decompose X_c^k into a mean vector m_c^k ∈ R_2T, i.e.,

shape average of signals) and variation matrix A_c^k ∈ R_{2T}^2T

regrouping A_c^k eigenvectors. This decomposition allows us

to represent any signal belonging to a cluster k and a class c

within a linear combination between m_c^k and A_c^k.

B. GENERATIVE ADVERSARIAL NETWORK ARCHITECTURE

The generator G(z, l) receives as input a random noise vector

z sampled from a normal distribution N(0,1) and a label

l ∈ [1, C] conditioning the class of the signals to generate,

and outputs a matrix W. W gathers the weights used for a

linear combination of the eigenvectors in A_c^k where c = l.

It is worth noticing that A_c^k matrices have variable number

eigenvectors B_c^k. For the sake of readability, we define W ∈ R_{K×max(B_c^k)} and we add row zero-padding on A_c^k matrices so
various architectures, including the transformer network, were
followed by a ReLU activation function are used between
classes. The generator's input is a tensor gathering all
scores. Despite the simplicity of the proposed architecture,
apply one-dimension (1-D) convolution. The generator’s input
is passed to a batch normalization layer and a FC layer. This
output of the last convolution layer is then fed into a batch
normalization layer and a ReLU activation function. The
discriminator attempts to maximize this loss by synthesizing
fake instances that are similar to real instances to deceive
the discriminator. On the other hand, the discriminator aims
to maximize this loss function by maximizing both terms of
this function. Therefore, it attempts to estimate a probability
equal to 1 when fed $\mathbf{X}_{\text{real}}$ and 0 when fed $\mathbf{X}_{\text{fake}}$. To stabilize
the training of our models, we used a Wasserstein GAN with
gradient penalty loss [37] instead of the original GAN loss.
It consists of adding an extra penalty term to Equation (2).

\[
\mathcal{L} = \mathbf{E}_{\mathbf{X}_{\text{fake}} \sim \mathcal{P}_{\text{fake}}} \left[ D(\mathbf{X}_{\text{fake}}, \mathbf{l}) \right] - \mathbf{E}_{\mathbf{X}_{\text{real}} \sim \mathcal{P}_{\text{real}}} \left[ D(\mathbf{X}_{\text{real}}, \mathbf{l}) \right] \\
+ \lambda \mathbf{E}_{\tilde{\mathbf{X}} \sim \mathcal{P}_{\tilde{\mathbf{X}}}} \left[ \|\nabla_{\tilde{\mathbf{X}}} D(\tilde{\mathbf{X}}, \mathbf{l})\|_2^2 - 1 \right]^2
\]

where $\mathbf{E}$ is the gradient penalty, and $\lambda$ is the penalty coefficient used to weight the gradient penalty term. $\mathcal{P}_{\tilde{\mathbf{X}}}$ is the distribution obtained by randomly interpolating between samples from the distributions $\mathcal{P}_{\text{real}}$ and $\mathcal{P}_{\text{fake}}$.

IV. EXPERIMENTAL RESULTS

We conducted two types of experiments to evaluate our
proposed method. First, we performed a qualitative evaluation
to assess the synthetic ECG heartbeats. Then we performed a
quantitative evaluation that consists of assessing the effect of
adding our synthetic ECG signals to the real training set on
three arrhythmia classifiers performance. The synthetic ECG
signals were then assessed using various metrics.

A. EVALUATION DATABASE

ECG signals taken from the MIT-BIH arrhythmia database\(^2\) were considered for our models training [38]. The ECG
represents the main diagnostic procedure for detecting cardiac
anomalies. Various cardiac abnormalities such as arrhythmia
can be the sources of changes in the normal ECG patterns.
The arrhythmia is a disease specified by a disorder in the
cardiac rhythm accompanied by modifications of the ECG.
The MIT-BIH arrhythmia database is widely recognized as
the benchmark dataset for arrhythmia analysis, and it has been
extensively used in previous studies for evaluation purposes.
The database contains 48 half-hour ECG recordings, obtained

\(^2\)https://physionet.org/content/mitdb/1.0.0/
from 47 patients examined between 1975 and 1979 by the BIH Arrhythmia Laboratory. Each record contains two 30-minute ECG lead signals that have been annotated by cardiologists and digitized at 360 samples per second. Our experiments focus on MLII lead as it was consistently employed for recording one channel for all patients and is the most widely used configuration within the research community. This choice simplifies comparisons with other methods. Cardiac cycles can be divided into different categories that can represent normal heartbeats or arrhythmias. The P, Q, R, S, and T wave patterns vary by the arrhythmia category. In this paper, three types of heartbeats were considered. The first type is the normal beats (class N). The second is the premature ventricular contraction beats (class V), and the last one is the fusion beats (class F).

**B. TRAINING SETTINGS**

Our models were implemented using the PyTorch framework and trained on an Ubuntu server version 20.04, with a GeForce GTX 1080 Ti GPU having 11 GB memory. The optimization of our GAN is performed using the ADAM algorithm and a learning rate of 0.00001. The batch size used is equal to 64. The penalty coefficient $\lambda$ used in loss equation (3) is set to 10 as in [23] and [37]. The input $z$ of the generator is a noise vector...
vector of length 100 from the normal distribution $\mathcal{N}(0,1)$ as in [9], [20], [24], and [27]. Each ECG signal is divided into heartbeats with 270 voltage values ($T = 270$). The $T$ values correspond to 350 ms before the R-peak and 400 ms after the R-peak. In this study, we randomly selected 70% of the data as training dataset, while the remaining 30% of the data was allocated for testing purposes. Based on several related works [39], [40], [41], we adopted a signal-wise paradigm when splitting the database where each signal is assigned to either the training or testing set independently of other signals. A low-pass filter was applied to the ECG signals to remove the noise before being fed to our models.

C. RESULTS

1) QUALITATIVE EVALUATION

As an initial step for the qualitative assessment of our method, a set of synthetic heartbeats was randomly selected and compared to the distributions of real heartbeats taken from the training dataset. Figure 5 shows examples of synthetic heartbeats belonging to the normal class and the pathological classes (V and F), in addition to different clusters of the real distribution of these classes. We can observe that the synthetic heartbeats have realistic morphology and are closely similar to real distributions. In addition, the cardiac cycles demonstrate faithful dynamics according to their corresponding classes, visually proving the ability of our approach in generating realistic ECG heartbeats.

For a more representative evaluation, the quality of the generated ECG heartbeats was further evaluated by three cardiologists. The assessment consists of presenting shuffled examples of real and synthetic cardiac cycles of each class to the cardiologists. The objective is to assess the generated signals by having cardiologists visually differentiate between synthetic and real ECGs. Additionally, we aim to determine whether these signals can be correctly classified into their respective classes, thereby evaluating both visual appearance and class-specific characteristics of synthetic signals.

For this purpose, we randomly chose a set of 30 samples of real heartbeats from the used training dataset (N, V, and F classes) and a set of 30 heartbeats generated by our approach (N, V, and F classes).

The three cardiologists successfully identified the classes of the presented cardiac cycles. First, we calculated the recognition rate of real and fake heartbeats as real, disregarding their categories. The recognition rate of real heartbeats as real represents the rate achieved by a cardiologist in validating that real heartbeats belong to their corresponding classes. The recognition rate of fake heartbeats as real corresponds to the validation rate that fake heartbeats belong to their classes. The first cardiologist validated 90% of the real heartbeats as real ones and 100% of the fake heartbeats as real ones. The second cardiologist achieved 96.6% as the recognition rates for real and fake heartbeats as real ones, respectively. The third cardiologist identified 96.6% of both real heartbeats as real heartbeats and fake heartbeats as real heartbeats. The obtained recognition rates of each class are detailed in Table 3. The three cardiologists achieved good rates for both real and fake cases with the different types of heartbeats. These results show the robustness of our proposed approach in generating ECG signals similar to real signals with realistic wave morphology. For example, the second cardiologist correctly classified all real beats from class N as real and all synthetic beats as real indicating that he could not reliably distinguish between real and synthetic heartbeats. Additionally, the cardiologist correctly assigned class N to the synthetic heartbeats, which can explain that the generated ECG closely resembles real ECG heartbeats in both visual appearance and class-specific characteristics.

2) QUANTITATIVE EVALUATION

a: ECG CLASSIFICATION

The quantitative evaluation is first carried out by training three state-of-the-art heartbeat classification baselines [42], [43], [44] on our data following three settings:

- Setting 1: The training is performed only with real training dataset without adding synthesized ECG signals.
- Setting 2: The MIT-BIH arrhythmia real dataset is augmented by synthetic ECG signals generated using a standard GAN [45] taking as its input noise vectors and class embeddings. The generator network is composed of a succession of FC and LeakyReLU layers, and finally outputs an entire ECG heartbeat signal.
- Setting 3: Same as setting 2, but the fake signals are generated using a state-of-the-art advanced GAN [21].
- Setting 4: Same as setting 2, but the MIT-BIH arrhythmia real dataset is augmented by synthetic ECG signals obtained by our generation approach.
- Setting 5: Same as setting 2, but the fake signals are generated using a state-of-the-art GAN called 2-CNN-GAN [17]. This GAN includes an LSTM-based generator, and CNN-based discriminator with two convolution ReLu-pooling layers.

These settings lead to 15 trained models that are then validated on the same test set consisting of real ECG signals randomly selected from the MIT-BIH arrhythmia dataset unseen during the training phases of the GAN and classifiers.

| Cardiologist | Class N | Class V | Class F |
|--------------|---------|---------|---------|
| 1            | real as real | 94.1%  | 85.7%  | 83.3%  |
|              | fake as real | 100%   | 100%   | 100%   |
| 2            | real as real | 100%   | 100%   | 83.3%  |
|              | fake as real | 100%   | 71.4%  | 83.3%  |
| 3            | real as real | 100%   | 100%   | 83.3%  |
|              | fake as real | 100%   | 100%   | 83.3%  |
FIGURE 5. Examples of synthetic heartbeats for classes N, V, and F. The blue background represents different clusters of the real dataset, while the green depicts synthetic heartbeats.
The idea behind considering settings 1 and 4 is to highlight the contribution of data augmentation using our approach in improving ECG heartbeat classifiers, while the experiments related to settings 2, 3 and 5 demonstrate that our generation approach outperforms the standard GAN and the state-of-the-art standard and advanced GAN [21] for the purpose of ECG signal generation.

Before discussing the obtained results, we introduce the competing classification baselines. The classifier presented by Kachuee et al. [42] is composed of a 1-D convolutional layer fulfilled by five residual convolution sets, two FC layers and a softmax layer to generate the class probabilities. Every residual set is made up of two 1-D convolution layers, two ReLU activation layers, a residual skip connection, and finally a pooling layer. The classifier architecture presented by Acharya et al. [43] consists of three 1-D convolution layers, each followed by a max-pooling layer. Then, three FC layers are applied to the output data with a softmax function at the end of the last layer. The classification model developed by Kumar et al. [44] is made up of four blocks, including a FC layer succeeded by a batch normalization layer and ReLU activation function. Finally, a FC layer and a softmax activation function are performed on the output of the last block.

In Figure 6, the radar charts in the shape of triangles provide a summary of the classification results achieved for the three classes N, V, and F. Each axis of a triangle corresponds to a classification baseline.

**FIGURE 6.** Performance results of the three classification baselines [42], [43], [44] on the classes N, V, and F. Each axis of a triangle corresponds to a classification baseline.
heartbeats classes. The presented results demonstrate that using fake ECG heartbeats synthesized by our method as additional data with the training set of the real dataset improved the classification performance \(i.e.,\) precision, recall, and F1 score. The triangles corresponding to setting 4 (in yellow) are not only larger than those of the other settings but setting 4 systematically improves performance regardless of the baseline and the class N, V and F. The three classifiers achieve significantly higher performance when adding synthetic ECG heartbeats of the minority class F to the training dataset. As an example, the classifier [42] achieved higher performance metrics in setting 4 compared to setting 1 for class F. The precision, recall, and F1 score were \((0.92, 0.95, \text{and } 0.93)\) in setting 4, whereas they were \((0.86, 0.68, \text{and } 0.77)\) in setting 1. The performance of the two other classes is faintly improved. For the same classifier, the performance has been improved by \((2\%, 1\%, \text{and } 1\%)\) and \((1\%, 1\%, \text{and } 1\%)\) from setting 1 to 4 in classes (N and V) respectively. Furthermore, the classification models trained with added fake ECG heartbeats, generated using our approach, significantly outperform classification models trained with added fake ECG heartbeats generated by the standard GAN approach and the state-of-the-art GAN in setting 5, with higher precision, recall, and F1-score values. It is also clear that the performance of the three classifiers in setting 4 is better than the classifiers performance in setting 3, where synthetic data from the state-of-the-art advanced GAN model are used. The classifier model [43] achieved in class F classification \((0.93, 0.95, \text{and } 0.94)\) for (precision, recall, and F1 score) when using synthetic data from obtained by our approach in setting 4 while classifiers in settings 2, 3 and 5 obtained \((0.88, 0.86, \text{and } 0.87)\), \((0.92, 0.86, \text{and } 0.89)\) and \((0.87, 0.85, \text{and } 0.86)\), respectively. These results show the robustness of our approach in generating higher quality and more realistic ECG signals compared to state-of-the-art GAN approaches, including both standard and advanced methods. This clearly indicates that incorporating statistical shape modeling and prior knowledge of ECG patterns significantly enhances the generation process, resulting in more realistic signals.

### TABLE 4. Obtained evaluation metrics for our approach and state-of-the-art GAN approaches.

| Methods | Classes | RMSE | MAE | MSE | EMD | DTW |
|---------|---------|------|-----|-----|-----|-----|
| [45]    | Class N | 1.86e-3 | 1.47e-3 | 3.45e-6 | 23.5e-2 | 29.05 |
|         | Class V | 3.87e-3 | 2.82e-3 | 1.49e-5 | 4.96e-2 | 28.10 |
|         | Class F | 5.37e-3 | 4.18e-3 | 2.88e-5 | 8.26e-2 | 8.63 |
| [17]    | Class N | 1.85e-3 | 1.42e-3 | 3.45e-6 | 23.5e-2 | 29.05 |
|         | Class V | 3.79e-3 | 2.78e-3 | 1.43e-5 | 4.89e-2 | 27.62 |
|         | Class F | 5.49e-3 | 4.07e-3 | 3.02e-5 | 6.71e-2 | 8.35 |
| [21]    | Class N | 1.83e-3 | 1.33e-3 | 3.38e-6 | 20.3e-2 | 25.67 |
|         | Class V | 3.54e-3 | 2.64e-3 | 1.25e-5 | 3.52e-2 | 24.04 |
|         | Class F | 5.16e-3 | 3.85e-3 | 2.66e-5 | 5.45e-2 | 7.47 |
| Ours    | Class N | 1.66e-3 | 1.25e-3 | 2.76e-6 | 1.84e-2 | 24.42 |
|         | Class V | 3.02e-3 | 2.22e-3 | 9.18e-6 | 2.52e-2 | 21.20 |
|         | Class F | 4.84e-3 | 3.47e-3 | 2.34e-5 | 4.23e-2 | 6.61 |

#### b: EVALUATION METRICS:

Several metrics were considered to assess further the quality of the generated signals based on [46], [47]: Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE), Earth Mover’s Distance (EMD), Dynamic time warping (DTW). The RMSE, MAE, MSE and EMD metrics are expressed in millivolts (mV). The DTW is expressed in milliseconds (ms) in this study. The obtained values for our generation method and other GAN models are shown in Table 4. We can observe that our generation approach outperforms the other generation baselines across all heartbeats classes for the different metrics which demonstrates that our model is more effective in generating ECGs compared with other approaches. For instance, we achieved \((1.66e-3, 1.84e-2)\) of (RMSE, EMD) in class N, while the standard GAN, the state-of-the-art GAN [17] and advanced GAN [21] achieved \((1.86e-3, 2.45e-2)\), \((1.85e-3, 2.31e-2)\) and \((1.83e-3, 2.03e-2)\), respectively.

### V. CONCLUSION

In this article, we proposed a novel GAN method for generating ECG signals. The proposed method leverages statistical shape modeling of the ECG signal dynamics to integrate prior knowledge of ECG patterns into the deep generation process. Furthermore, we proposed modeling ECG signals as a 2-D pattern representing its temporal and amplitude dynamics in order to generate realistic signals. The experimental results obtained on the MIT-BIH arrhythmia database showed the effectiveness and robustness of the proposed approach in synthesizing faithful ECG signals. Indeed, the synthetic ECG signals include a realistic ECG morphology and capture similar dynamics as real signals. Moreover, we demonstrated that our method outperforms other state-of-the-art ECG generation methods and can improve the performance of known arrhythmia classification algorithms. In future work, we plan to extend the validation of our approach to larger datasets covering different biological signals. In addition, we aim to investigate the transferability across different databases by exploring advanced techniques to bridge the gap between datasets, such as self-supervised learning and knowledge distillation. As another part of our future work, we are particularly interested in exploring diffusion models for physiological signals synthesis. During the clustering step, the number of clusters was optimized using a brute force approach, involving exhaustive iterations. However, future research should explore more efficient optimization methods to determine the optimal number of clusters for achieving the best variations modeling.
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