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Abstract  
It has recently been realised that polystable, holomorphic sums of line bundles over smooth Calabi-Yau three-folds provide a fertile ground for heterotic model building. Large numbers of phenomenologically promising such models have been constructed for various classes of Calabi-Yau manifolds. In this paper we focus on a case study for the tetra-quadric - a Calabi-Yau hypersurface embedded in a product of four $\mathbb{CP}^1$ spaces. We address the question of finiteness of the class of consistent and physically viable line bundle models constructed on this manifold. Further, for a specific semi-realistic example, we explore the embedding of the line bundle sum into the larger moduli space of non-Abelian bundles, both by means of constructing specific polystable non-Abelian bundles and by turning on VEVs in the associated low-energy theory. In this context, we explore the fate of the Higgs doublets as we move in bundle moduli space. The non-Abelian compactifications thus constructed lead to $SU(5)$ GUT models with an additional global $B-L$ symmetry. The non-Abelian compactifications inherit many of the appealing phenomenological features of the Abelian model, such as the absence of dimension four and dimension five operators triggering fast proton decay.
1 Introduction

Smooth Calabi-Yau compactifications of the heterotic string and M-theory represent one of the classic and most-developed avenues from string theory to low energy physics [1]. Despite the great interest received over the years, however, this approach, until recently, has led to only a relatively small number of models that satisfy the most basic phenomenologically requirements, such as exhibiting the Standard Model particle content without any exotics [2–6]. The scarceness of such models, owing to the considerable mathematical complexity involved in the analysis of the compactification geometry, has made it difficult to address more detailed phenomenological questions, such as proton decay or fermion masses, in a meaningful way.

Recently, this situation has changed. In a series of publications [7–10], a promising class of $E_8 \times E_8$ heterotic compactifications, based on line bundle sums, has been proposed and analyzed. These heterotic line bundle models are based on rank four or five Abelian vector bundles over smooth Calabi-Yau three-folds with non-trivial fundamental group. Using line bundle sums, rather than bundles with non-Abelian structure groups, comes with a number of far-reaching advantages. For one, split bundles lead to the presence of additional, normally anomalous $U(1)$ symmetries which constrain the structure of the low-energy theory and can have interesting phenomenological implications. Further, the split nature of the bundle facilitates an efficient algorithmic search for physical models and large numbers of promising examples can be found in this way. Specifically, in Refs. [7,8] over 200 $SU(5)$ GUT models were constructed on discrete quotients of complete intersection Calabi-Yau manifolds. All these have precisely three generations of GUT families, no anti-families, at least one $\mathbf{5} - \bar{\mathbf{5}}$ pair of Higgs fields and no other matter charged under the GUT group. After forming quotients by the freely-acting discrete symmetries and including Wilson lines, these models led to about 2000 models with the MSSM matter field spectrum plus one or more pair of Higgs doublets. In Ref. [9], this preliminary search for standard-like models was extended to an exhaustive scan which led to some 35,000 $SU(5)$ GUT models over the same class of Calabi-Yau manifolds. Finally, in [10], over 100 $SU(5)$ models and about 29,000
$SO(10)$ GUT models were constructed over 14 Calabi-Yau hypersurfaces embedded in toric varieties. These large numbers are indicative of the huge potential of the line bundle construction.

The present paper will be studying heterotic line bundle models using a complementary approach. Rather than scanning over classes of Calabi-Yau manifolds and large numbers of bundles, we will be focusing on a specific Calabi-Yau manifold, the tetra-quadric hypersurface in $(\mathbb{CP}^1)^4$, for an in-depth analysis of some aspects of heterotic line bundle models. In particular, we will use the present case study to elaborate on three, related points. Firstly, it was noticed in [9] that the number of viable models reaches a certain saturation limit after repeatedly increasing the range of integers defining the line bundles. While this observation was made computationally, it is less clear how to prove finiteness of the class of relevant vector bundles – essentially poly-stable line bundle sums with fixed total Chern class. We revisit this question here and present various partial results including a finiteness proof which relies on excluding the regions in Kähler moduli space close to the boundary; in physical terms this essentially corresponds to the supergravity approximation.

The second objective of the paper is to present in detail a line bundle model on the tetra-quadric manifold that has modestly attractive phenomenological properties. The model exhibits a superpotential that leads to a rank two up quark mass matrix and, while a rank one matrix may be preferably at this level, this means a perturbative and generically large top Yukawa coupling is present. The down quark and lepton Yukawa matrices are entirely zero at the perturbative level so, for a realistic model, they would have to be generated non-perturbatively. Further, all dimension four and five operators which can lead to fast proton decay are forbidden. This model serves as a starting point for the subsequent analysis of the bundle moduli space.

Finally, perhaps the most important issue is to understand how a given line bundle model is embedded into the larger moduli space of non-Abelian bundles and we will study this question for the aforementioned model on the tetra-quadric. Methodically, this problem can be approached in two complementary ways. From a fundamental point of view, one can attempt to construct non-Abelian bundles which split to the given line bundle sum at a particular locus in bundle moduli space. On the other hand, in the context of the four-dimensional effective theory, the analogous process can be carried out by giving VEVs to the bundle moduli. For our example model, we will consider both approaches as well as the relation between them. Similar studies have been undertaken in [11–13]. An important question in this context concerns the fate of the Higgs doublet pair. As a vector-like pair, the Higgs is not automatically protected from acquiring a mass as one moves in moduli space. In fact, for most of the semi-realistic models constructed to date, the Higgs doublets are massless only on a specific sub-locus in moduli space and receive a typically super-heavy mass elsewhere. For the line bundle model, we have – by construction – a massless Higgs pair at the Abelian locus, but this is not guaranteed to remain massless as we move into the non-Abelian part of the moduli space. Clearly, the conditions under which Higgs doublets are part of the low-energy spectrum, in low-energy parlance referred to as the $\mu$-problem, is of vital importance for string model building and we will study this question for our example model.

These seemingly dissimilar questions run along a common thread and illustrate several problems which arise when studying the moduli space of heterotic line bundle models. Coming from afar, we identify – for our tetra-quadric example manifold – a substantial, though finite, number of points...
in this moduli space representing Abelian bundles which lead to phenomenologically promising low-energy theories. In the second step, Section 5 we focus on one of these points and, in the last part, Section 6 we “zoom out” again, this time in order to explore the space of non-Abelian deformations around the chosen point.

The non-Abelian bundles discussed in Section 6 have structure group $SU(4) \times U_X(1)$ leading to $SU(5)$ GUT models with an additional global $U_X(1)$ symmetry which can be seen as a remnant of the four $U(1)$ symmetries present at the Abelian locus. Combined with hypercharge, this $U_X(1)$ leads to a $B - L$ symmetry. Furthermore, these models have a number of appealing phenomenological features such as a certain hierarchy of Yukawa couplings and the absence of dimension four and dimension five operators leading to a fast proton decay. In part, these operators are forbidden by the surviving $U_X(1)$ symmetry. However, it is well known that operators of the form $10 10 10 5$ are invariant under the $U_X(1)$ symmetry. Yet, in our $SU(5) \times U_X(1)$ models these operators are absent because of the presence of additional $U(1)$ symmetries which appear at the Abelian locus. Something similar happens with the Higgs multiplets. By construction we have a massless pair of Higgs doublets at the Abelian locus but, as we will see, the $U(1)$ symmetries also forbid a $\mu$-term with singlet insertions. This means that the Higgs doublets remain massless as we continue away from the Abelian locus to an $SU(5) \times U_X(1)$ model. These examples demonstrate the power and the advantage of the present approach: we start with an Abelian model which is easier to construct and analyse, but the symmetries which arise at the Abelian locus lead to some degree of control as to which couplings will or will not appear as we move into the non-Abelian part of the moduli space.

The discussion runs on two, even three, levels. On one hand, we have the high energy theory, described in terms of the compactification data: a Calabi-Yau three-fold supplied with a holomorphic, poly-stable bundle. On the other hand, this geometrical set-up leads to a four-dimensional, low-energy supersymmetric GUT, whose gauge group can further be broken to that of the Standard Model. Frequently, we switch back and forth between the high-energy and the effective GUT. The breaking to the Standard Model is only discussed briefly in Section 5, simply to illustrate the virtues of the chosen line bundle model and will be presented in detail elsewhere.

2 Heterotic line bundle models

We begin by reviewing the construction of smooth heterotic compactifications with Abelian bundles. The line bundle construction has been extensively discussed in Refs. [7,8] and, below, we summarise its most important features, including the derivation of the GUT spectrum. Knowledge of the GUT spectrum will be crucial for the comparison between Abelian and non-Abelian compactifications in Section 6.

2.1 Construction

In the rest of the paper we will discuss $E_8 \times E_8$ heterotic line bundle models leading to $SU(5)$ GUT models. For this purpose, we choose a Calabi-Yau three-fold, $X$, with a freely-acting discrete symmetry
Γ and a vector bundle $V \rightarrow X$ which is given by the sum of line bundles

$$V = \bigoplus_{a=1}^{5} L_a. \quad (2.1)$$

In order for $V$ to have structure group $\text{SU}(U(1)^5) \subset \text{SU}(5) \subset E_8$, we demand that $c_1(V) = 0$. In practice, we can choose an integral basis, $\{J_i\}$ of the second cohomology of $X$ and characterise line bundles by their first Chern class, that is, write $L_a = \mathcal{O}(k_a)$ if $c_1(L_a) = k_a^i J_i$. Here the indices $i, j, \ldots$ run from 1 to $h^{1,1}(X)$. The above line bundle sum is then specified by an $h^{1,1}(X) \times 5$ matrix, $(k_a^i)$, of integers and the vanishing of the first Chern class, $c_1(V) = 0$, translates into the condition

$$\sum_{a=1}^{5} k_a = 0. \quad (2.2)$$

The second Chern class and the index of such line bundle sums are given by

$$c_2(V) = -\frac{1}{2} d_{ijk} \sum_{a=1}^{5} k_a^i k_a^j, \quad \text{ind}(V) = \frac{1}{6} d_{ijk} \sum_{a=1}^{5} k_a^i k_a^j k_a^k, \quad (2.3)$$

where the triple intersection numbers $d_{ijk}$ of $X$ are defined by

$$d_{ijk} = \int_X J_i \wedge J_j \wedge J_k, \quad (2.4)$$

as usual. For a consistent heterotic compactification we have to ensure that the anomaly condition

$$\text{ch}_2(V) + \text{ch}_2(V') - \text{ch}(TX) = [W], \quad (2.5)$$

can be satisfied, where $V'$ is the bundle in the other (hidden) $E_8$ sector and $[W]$ is the (Poincaré dual of the) class of a holomorphic curve $W$ wrapped by a five-brane. A practical way to ensure this condition can be satisfied without having to explicitly construct the hidden sector is to demand that

$$c_2(TX) - c_2(V) \in \text{Mori cone of } X. \quad (2.6)$$

Then the anomaly condition (2.5) can always be satisfied by a suitable choice of five-brane (although other configurations which involve a non-trivial hidden bundle are normally possible as well).

Finally, we need to guarantee that the observable bundle is poly-stable with slope zero, so that supersymmetry is preserved by the gauge fields. Line bundles are automatically stable, so what remains to be checked is that all line bundles have vanishing slope

$$\mu(L_a) \equiv \int_X c_1(L_a) \wedge J \wedge J = d_{ijk} k_a^i t^j t^k = 0 \quad (2.7)$$

for a common locus in Kähler moduli space, parametrized by $J = t^i J_i$ with moduli $t^i$. The relative simplicity of this condition, as opposed to the condition of stability for non-Abelian bundles, is one of the major technical advantages of line bundle models.

---

1 We are assuming here that $c_1(V) = 0$, so that $\text{ch}_2(V) = -c_2(V)$. 5
We note that a line bundle $L$ (other than the trivial bundle) with vanishing slope, $\mu(L) = 0$, has vanishing zeroth and third cohomology, $H^0(X, L) = H^3(X, L) = 0$ so that
\[
\text{ind}(L) = -h^1(X, L) + h^1(X, L^*) .
\] (2.8)

2.2 The Spectrum

For a bundle structure group $S(U(1)^5) \subset SU(5) \subset E_8$ the low-energy gauge group, given by the commutant of the structure group within $E_8$, is $SU(5) \times S(U(1)^5)$. The matter multiplets present in the four-dimensional theory can be obtained by decomposing the adjoint $248_{E_8}$ of $E_8$ under the $SU(5) \times S(U(1)^5)$ sub-group which leads to
\[
10_a, \quad \overline{10}_a, \quad 5_{a,b}, \quad 5_{a,b}^*, \quad 1_{a,b} .
\] (2.9)

Here the number indicates the $SU(5)$ representation and the indices $a, b, \ldots = 1, \ldots, 5$ indicate which of the five $U(1)$ symmetries the multiplet is charged under. Specifically, the $10_a$ ($\overline{10}_a$) multiplets carry charge $+1$ ($-1$) under the $a^{th}$ $U(1)$ symmetry while being uncharged under the others. The $5_{a,b}$ ($5_{a,b}^*$) multiplets carry charge $+1$ ($-1$) under $U(1)$ charges $a$ and $b$ while the singlets $1_{a,b}$ carry charge $+1$ under the $a^{th}$ and charge $-1$ and the $b^{th}$ $U(1)$. The multiplicity of each of these multiplets can be computed from line bundle cohomology, as summarised in Table 1. The cohomology of line bundles

| repr. | cohomology | total number | required for MSSM |
|-------|------------|--------------|-------------------|
| $1_{a,b}$ | $H^1(X, L_a \otimes L_b^*)$ | $\sum_{a,b} h^1(X, L_a \otimes L_b^*) = h^1(X, V \otimes V^*)$ | - |
| $5_{a,b}$ | $H^1(X, L_a^* \otimes L_b^*)$ | $\sum_{a<b} h^1(X, L_a^* \otimes L_b^*) = h^1(X, \wedge^2 V^*)$ | $n_h$ |
| $\overline{5}_{a,b}$ | $H^1(X, L_a \otimes L_b)$ | $\sum_{a<b} h^1(X, L_a \otimes L_b) = h^1(X, \wedge^2 V)$ | $3|\Gamma| + n_h$ |
| $10_a$ | $H^1(X, L_a)$ | $\sum_a h^1(X, L_a) = h^1(X, V)$ | $3|\Gamma|$ |
| $\overline{10}_a$ | $H^1(X, L_a^*)$ | $\sum_a h^1(X, L_a^*) = h^1(X, V^*)$ | $0$ |

Table 1: The spectrum of $SU(5)$ GUT models derived from the heterotic line bundle construction. In the final column, $|\Gamma|$ stands for the order of the fundamental group of $X$ and $n_h$ represents the number of $5 - \overline{5}$ Higgs fields.

is usually easier to compute than that of non-Abelian bundles and this constitutes another major technical advantage of line bundle models. The phenomenological requirements on the GUT particle spectrum – essentially the three-family constraint plus having an additional $5 - \overline{5}$ pair to account for the Higgs doublets – are summarised in the last column of Table 1.

In order to arrive at a standard-like model, we need a freely-acting symmetry $\Gamma$ on $X$, with order $|\Gamma|$, which can be lifted to the bundle $V$, that is, the bundle $V$ needs to have a $\Gamma$–equivariant structure. Then, performing the quotient by $\Gamma$ and including a Wilson line in the hypercharge direction
will break the GUT group to the Standard Model group times $S(U(1)^5)$. These additional $U(1)$ symmetries are usually Green-Schwarz anomalous with super-heavy associated gauge bosons and, therefore, do not constitute a phenomenological problem. Upon quotienting by $\Gamma$, the number $3|\Gamma|$ of $10 \oplus \bar{5}$ families which we have required for our GUT models, automatically become 3 standard model families. From the additional $5 - 5$ multiplets we should keep one pair of Higgs doublets and ensure that all Higgs triplets are projected out. This can frequently be achieved by a suitable choice of equivariant structure and Wilson line. Then, we have a standard model charged spectrum precisely as in the MSSM plus additional moduli fields – the bundle moduli $1_{a,b}$ and gravitational moduli – which are uncharged under the standard model group. Our experience is that many such models can be found relatively easily and in this paper we focus on the examples on the tetra-quadric.

3 Heterotic line bundle models on the tetra-quadric

In this section, we focus on the tetra-quadric manifold, discuss its specific properties and present the scan for phenomenologically interesting models on this manifold.

3.1 The tetra-quadric

A detailed discussion of the tetra-quadric, particularly of its Kähler cone, is provided in Appendix A. Here we summarise the most important points. Tetra-quadric Calabi-Yau hypersurfaces are embedded in a product of four $\mathbb{CP}^1$ spaces, defined as the zero locus of some homogeneous polynomial that is quadratic in the homogeneous coordinates of each $\mathbb{CP}^1$ space. Manifolds in this class have Euler number $\eta = -128$ and Hodge numbers $h^{1,1}(X) = 4$ and $h^{2,1}(X) = 68$. This information is summarised by the following configuration matrix:

$$X = \begin{bmatrix} \mathbb{CP}^1 & \mathbb{CP}^1 & \mathbb{CP}^1 & \mathbb{CP}^1 \end{bmatrix}^{4,68}_{-128}$$

(3.1)

At certain loci in the complex structure moduli space, the tetraquadric hypersurface admits free actions of finite groups of orders $|\Gamma| = 2, 4, 8, 16$. Specifically, these groups are $\Gamma = \mathbb{Z}_2, \mathbb{Z}_2 \times \mathbb{Z}_2, \mathbb{Z}_4, \mathbb{Z}_2 \times \mathbb{Z}_4, \mathbb{Z}_8, \mathbb{H}, \mathbb{Z}_4 \times \mathbb{Z}_4, \mathbb{Z}_4 \times \mathbb{Z}_4, \mathbb{Z}_8 \times \mathbb{Z}_2, \mathbb{Z}_8 \times \mathbb{Z}_2, \mathbb{H} \times \mathbb{Z}_2$. Being at one or another of these special loci corresponds to different choices of coefficients for the monomials composing the defining polynomial, as discussed in Refs. [14, 15]. In other words, saying that the tetraquadric manifold $X$ admits free quotients by a finite group $\Gamma$ implies a partial fixing of the complex structure of $X$. In due course, when we consider line bundle models on the tetra-quadric, some of the Kähler moduli will also be fixed by virtue of the slope zero conditions (2.7).

The tetra-quadric is “favourable” in the sense that its entire second cohomology is spanned by the Kähler forms $J_1, \ldots, J_4$ of the four $\mathbb{CP}^1$ factors, restricted to the hypersurface. Its cone of Kähler forms $J = \sum_{i=1}^4 t_i J_i$ is given by

$$C_\mathbf{t} = \{ \mathbf{t} \in \mathbb{R}^4 \mid t_i \geq 0, 1 \leq i \leq 4 \}$$

(3.2)
and the triple intersection numbers have the following simple form

\[
d_{ijk} = \int X J_i \wedge J_j \wedge J_k = \begin{cases} 
2 & \text{if } i \neq j, j \neq k \\
0 & \text{otherwise}
\end{cases}.
\] (3.3)

This leads to the volume form

\[
\kappa = 12 (t_1 t_2 t_3 + t_1 t_2 t_4 + t_1 t_3 t_4 + t_2 t_3 t_4) .
\] (3.4)

The second Chern class of the tangent bundle of the tetra-quadric, in the basis \(\{\nu^i\}\) of four-forms dual to \(J_i\), is given by

\[
c_2(TX) = (24, 24, 24, 24) .
\] (3.5)

The Mori cone corresponds to all positive linear combinations of \(\nu^i\).

### 3.2 Line bundle models

To construct line bundle models on the tetra-quadric we follow the general discussion in Section 2.

A line bundle sum is specified by a \(4 \times 5\) integer matrix \((k^i_a)\) subject to the constraint (2.2) to ensure the vanishing of the first Chern class of the bundle. In Appendix B we provide a more comprehensive account of topological identities of interest for line bundles on the tetra-quadric manifold. Here we focus on the most important quantities, starting with the second Chern class which, from Eqs. (2.3) and (3.3), is given by

\[
c_2(V) = -2 \sum_{a=1}^{5} (k^3_a k^4_a + k^4_a k^3_a + k^1_a k^4_a + k^3_a k^4_a + k^2_a k^4_a + k^4_a k^3_a + k^3_a k^4_a + k^2_a k^3_a) \] (3.6)

relative to the basis \(\{\nu^i\}\). Then, from Eq. (3.5), the anomaly cancellation condition (2.6) becomes

\[
c_2(V) \leq 24 .
\] (3.7)

Again, from Eqs. (2.3) and (3.3), the index can be computed as

\[
\text{ind}(V) = 2 \sum_{a=1}^{5} (k^1_a k^2_a k^3_a + k^2_a k^3_a k^1_a + k^1_a k^1_a k^4_a + k^3_a k^3_a k^1_a + k^1_a k^3_a k^2_a) .
\] (3.8)

Defining

\[
(k_i) = 4(t_2 t_3 + t_2 t_4 + t_3 t_4 + t_1 t_3 + t_1 t_4 + t_3 t_4 + t_1 t_1 + t_1 t_4 + t_2 t_4, t_1 t_2 + t_1 t_3 + t_2 t_3)
\] (3.9)

the slope zero conditions (2.7) translate into

\[
\mu(L_a) = \kappa_i k^i_a = 0 .
\] (3.10)
These conditions need to be satisfied simultaneously for all $a = 1, \ldots, 5$ somewhere in the interior of the Kähler moduli space, so for moduli values $t^i > 0$. Of course, the vanishing of the first Chern class (2.2) ensures that at most four of these conditions are independent. Indeed, for a non-trivial solution of the Eqs. (3.10) at most three of these condition can be independent, so a necessary condition for having a solution with vanishing slope is that the matrix $(k^i_a)$ of line bundle integers satisfies

$$\text{rank}(k^i_a) \leq 3 .$$

(3.11)

Of the four additional $U(1)$ symmetries, $4 - \text{rank}(k^i_a)$ are non-anomalous and, hence, have massless gauge bosons at the line bundle locus. From (3.11) this means there is at least one such non-anomalous $U(1)$ symmetry present for models on the tetra-quadric. Such a $U(1)$ symmetry is phenomenologically unwanted and it can be spontaneously broken by giving VEVs to the singlets $1_{a,b}$. This corresponds to moving into the non-Abelian part of the moduli space, something we will explore in detail later on in the paper.

| $|\Gamma|$ | GUT models | no $\mathbf{10}$ multiplets | $\mathbf{10}$s and at least one $\mathbf{5} - \mathbf{\bar{5}}$ pair | $k_{\text{max}}$ |
|---|---|---|---|---|
| 2 | 10 | 10 | 8 | 4 |
| 4 | 58 | 53 | 46 | 5 |
| 8 | 64 | 52 | 36 | 7 |
| 16 | 5 | 5 | 4 | 6 |

Table 2: Statistics on the number of models on the tetraquadric manifold. The second column gives the number of viable GUT models consistent with the phenomenologically required values of the indices, for each group order $|\Gamma|$. The third and fourth columns give the number of such models which, in addition, satisfy the cohomology constraints specified. All models satisfy $|k^i_a| \leq k_{\text{max}}$ with the smallest such value $k_{\text{max}}$ given in the last column.

The most basic physical constraints on the spectrum are the ones which can be formulated in terms of the index. Most importantly, we have the three-family constraint $\text{ind}(V) \overset{!}{=} -3|\Gamma|$ for the $\mathbf{10}$ multiplets which, for $SU(5)$-bundles, implies that the three-family constraint $\text{ind}(\wedge^2 V) = -3|\Gamma|$ for the $\mathbf{5}$ multiplets is automatically satisfied. In addition, we require that $-3|\Gamma| \leq \text{ind}(L_a \otimes L_b) \leq 0$ for all $a < b$, where the lower limit is just as to not exceed the three-family bound and the upper limit is to avoid chiral $\mathbf{5}_{a,b}$ multiplets. At the more sophisticated level of cohomology, we should demand the absence of $\mathbf{10}$ multiplets, that is, $h^1(X, V^\ast) \overset{!}{=} 0$ and the presence of at least one $\mathbf{5} - \mathbf{\bar{5}}$ pair, that is, $h^1(X, \wedge^2 V^\ast) > 0$. These constraints can be checked using the results from Appendix C where we present an explicit formula for computing line bundle cohomology on the tetra-quadric manifold.

In Ref. [9] a powerful algorithm for systematically generating all line bundle models $(k^i_a)$ with entries in the range $|k^i_a| \leq k_{\text{max}}$ for a given upper bound $k_{\text{max}}$ and selecting the models which satisfy all the above constraints has been outlined. In Ref. [9] this algorithm has been applied to the tetra-
quadric, among other manifolds, and physically viable models have been extracted. The results are summarized in Table 2. Altogether, 94 viable GUT models for the available symmetry orders, $|\Gamma| = 2, 4, 8, 16$, are found. All these models correspond to consistent, anomaly-free and supersymmetric $SU(5) \times S(U(1)^5)$ GUT theories which satisfy the three-family constraint, have no $\overline{10}$ anti-families and at least one $\mathbf{5} - \mathbf{\overline{5}}$ pair to account for the Higgs doublets. Upon taking the quotient by $\Gamma$ and including a Wilson line, many of these become models with an MSSM spectrum and we will study one specific such example below. The complete dataset of viable line bundle sums can be accessed here [16]. The computational evidence that these models indeed represent the complete set of viable models on the tetra-quadric is presented in Fig. 1 where the number of viable models with $|k^i_a| \leq k_{\text{max}}$ is shown as a function of $k_{\text{max}}$. For all symmetry orders, the number of models saturates at a value of $k_{\text{max}}$ below 10 and remains stable from thereon. In the next section, we will present various approaches to prove finiteness analytically.

![Figure 1: The plots show the number of line bundle models (before imposing the absence of $\overline{10}$ multiplets and the existence of $\mathbf{5} - \mathbf{\overline{5}}$ pairs) on the tetraquadric manifold as a function of the maximal line bundle entry in modulus. The four plots correspond, in order from top-left to bottom-right, to $|\Gamma| = 2, 4, 8$ and 16.](image)
4 Finiteness of the Class of Line Bundle Models

In this section we would like to discuss the problem of finiteness of poly-stable line bundle sums with fixed total Chern class analytically. Specifically, we would like to consider, for the example of the tetra-quadric manifold, the following claim.

Claim: On a given Calabi-Yau three-fold $X$ and for a fixed rank $n$, the number of line bundle sums

$$V = \bigoplus_{a=1}^{n} L_a, \quad L_a = \mathcal{O}_X(k_a),$$

satisfying the following properties is finite:

- $c_1(V) = 0$ or, equivalently, $\sum_{a=1}^{n} k_a = 0$.

- The second Chern classes is constrained by $c_2(TX) - c_2(V) \in$ Mori cone of $X$.

- All line bundles have vanishing slope, $\mu(L_a) = 0$, simultaneously somewhere in the interior of the Kähler cone of $X$.

- $\text{ind}(V) = C$, where $C$ is a constant (here taken to be $C = -3|\Gamma|$, where $|\Gamma|$ is the order of a freely-acting symmetry $\Gamma$ on $X$).

The automated scan reported on in Ref. [9] and, for the case of the tetra-quadric, illustrated in Fig. 1 provides convincing evidence for the validity of this claim. In fact, as can be seen from those plots, all viable line bundle sums on the tetra-quadric satisfy $|k_a^i| \leq 10$.

Unfortunately, analysing in a straightforward manner the way in which the various above constraints conspire to produce a finite class is untidy. For the tetra-quadric we carry this out explicitly in Appendix D. In the next sub-section, we will prove the above claim for the tetra-quadric and the special case of rank two line bundle sums ($n = 2$). In Section 4.2 we propose a transparent argument to derive a bound for line bundle sums of arbitrary rank; however, in order to make this argument feasible, we have to restrict the Kähler cone by imposing two constraints motivated from physics. We require that all Kähler moduli $t^i$ satisfy $t^i > 1$, a constraint linked to the validity of the supergravity approximation, and finiteness of the Calabi-Yau volume, linked to the finiteness of low-energy coupling constants.

4.1 A workable example: rank two line bundle sums

Rank two line bundle sums with vanishing first Chern class have the form $V = L \oplus L^*$, where $L = \mathcal{O}_X(k)$, so they are described by a single integer vector $k$ with four entries $k^i$. We would like to show that the above claim is valid for this specific class of line bundle sums on the tetra-quadric. We
begin with the slope zero condition which represents the main technical difficulty and recall that it

\[ \mu(L) = \kappa_i k^i = 0 , \tag{4.2} \]

where the quantities \( \kappa_i = d_{ijk} t^j t^k \) have been explicitly given in Eq. (3.9). Here, the moduli \( t^i \) have
to be in the (interior of the) Kähler cone, \( C_t \), defined in Eq. 3.2. In order to avoid having to solve a quadric in \( t^i \) we introduce the new coordinates \( s \in \mathbb{R}^4 \), defined by \( s = f(t) = (\kappa_1, \kappa_2, \kappa_3, \kappa_4) / 4 \). It

turns out, and it is explicitly shown in Appendix A, that the Kähler cone \( f(C_t) \) in these new variables

\[ C_s = \{ s \in \mathbb{R}^4 \mid n_i \cdot s \geq 0, \ e_i \cdot s \geq 0, 1 \leq i \leq 4 \} . \tag{4.3} \]

with \( n_i = n - e_i, \ n = (1, 1, 1, 1)/2 \) and the standard unit vectors \( e_i \) on \( \mathbb{R}^4 \). It is also useful to introduce
the cone \( \check{C}_k \), dual to \( C_s \) which is given by the standard definition \( \check{C}_k = \{ k \in \mathbb{R}^4 \mid k \cdot s \geq 0, \forall s \in C_s \} \).

A straightforward computation shows that it can also be written as

\[ \check{C}_k = \{ k \in \mathbb{R}^4 \mid k \cdot e_{ij} \geq 0, \forall i < j \} , \tag{4.4} \]

where \( e_{ij} = e_i + e_j \). We can now say that the slope zero condition is satisfied iff the equation
\( s \cdot k = 0 \) has a non-trivial solution in the interior \( \check{C}_s \) of the cone \( C_s \) and this, in turn, is equivalent
to the condition \( k \notin \check{C}_k \cup (-\check{C}_k) \). Given the structure of the cone \( \check{C}_k \), this means the slope zero
condition can be satisfied somewhere in the interior of the Kähler cone precisely if the vector \( k \) has
two components \( k_i, k_j \) with \( k_i + k_j > 0 \) and two components \( k_l, k_m \) with \( k_l + k_m < 0 \). Thus, up to
permutations of the components of \( k \), the slope zero condition can be satisfied iff

\[ k_1 + k_2 > 0 \text{ and } k_1 + k_3 < 0 \text{ or } k_1 + k_2 > 0 \text{ and } k_3 + k_4 < 0 \tag{4.5} \]

Further, the bound on the second Chern class becomes

\[ c_2(V) = 4(k^2 k^3 + k^2 k^4 + k^3 k^4, k^1 k^3 + k^1 k^4 + k^3 k^4, k^1 k^2 + k^1 k^4 + k^2 k^4, k^1 k^2 + k^1 k^3 + k^2 k^3) \]

\[ \leq \cfrac{(24,24,24,24)}{4} . \tag{4.6} \]

It can be shown, for example using Mathematica, that the system of integer inequalities given by
Eqs. (4.5) and (4.6) has a finite number of solutions \( k = (k_1, k_2, k_3, k_4) \) which all satisfy \(-7 < k_i < 7\).
We note that, in arriving at this result, we have not even used the constraint on the index of \( V \).
4.2 A bound rooted in Physics

Let us now present a more general finiteness proof which applies to line bundle sums of any rank on the tetra-quadric (and can indeed be applied to other Calabi-Yau manifolds) which, however, requires two additional, physically motivated assumptions.

First recall that the Kähler moduli space metric \[G_{ij} = \frac{1}{2 \text{Vol}(X)} \int_X J_i \wedge \ast J_j = -3 \left( \frac{\kappa_{ij}}{\kappa} - \frac{2\kappa_i \kappa_j}{3\kappa^2} \right)\] (4.7)

where Vol(X) = \kappa/6 is the Calabi-Yau volume with respect to the Ricci-flat metric, \(\kappa = d_{ijk} t^i t^j t^k\), \(\kappa_i = d_{ijk} t^j t^k\) and \(\kappa_{ij} = d_{ijk} t^k\). The slope zero conditions for a line bundle sum of the form (4.1) can be written as

\[\kappa_i k^i_a = 0.\] (4.8)

Now consider the sum

\[\sum_a k^T_a G k_a = -\frac{3}{\kappa} d_{ijk} \sum_a k^i_a k^j_a k^k = -\frac{6}{\kappa} t^i \text{ch}_2(V) \leq \frac{6}{\kappa} |t| |\text{ch}_2(V)| \leq \frac{6}{\kappa} |t| |c_2(TX)|.\] (4.9)

Introducing the modified moduli space metric \(\tilde{G} = \kappa G / (6|t|)\) this means that

\[\sum_a k^T_a \tilde{G} k_a \leq |c_2(TX)|.\] (4.10)

For a fixed Kähler class \(t\) in the interior of the Kähler cone, the moduli space metric \(G\) and indeed \(\tilde{G}\) are positive definite and, hence, the inequality (4.10) constrains the available integer vectors \(k_a\) to a finite set. This statement applies to all Calabi-Yau three-folds. However, it has a limitation which is relevant for the physics application we are discussing. In physics, we are not interested in fixing the Kähler class, that is, different line bundle sums can satisfy the slope zero conditions for different loci in Kähler moduli space. In particular, we cannot, by the above argument, exclude a sequence of line bundle sums whose associated slope zero loci approach the boundary of the Kähler cone. In such a situation, the eigenvalues of \(\tilde{G}\) are no longer bounded from below and the above finiteness argument breaks down.

One way to resolve this difficulty is to restrict the “allowed” region in Kähler moduli space, that is, in essence, exclude points close to the boundary. Specifically, what we require is that all \(t^i > 1\) (assuming the Kähler cone is given by \(t^i \geq 0\), as is the case for the tetra-quadric) and that Vol(X) \(\lesssim V_{\text{max}}\), for a maximal volume \(V_{\text{max}}\). We are then asking about the number of line bundle sums satisfying all conditions listed in the above claim plus the additional requirement that the slope zero conditions hold in the so-defined portion of Kähler moduli space. The physical motivations for these two conditions are the validity of the supergravity approximation (which requires the internal space to be larger than one in string units) and the finiteness of the low-energy coupling constants.
(specifically finiteness of the gauge couplings and Newton’s constant which are related to the volume). This method can be applied to any Calabi-Yau manifold, for which the eigenvalues of $\tilde{G}$ are bounded

This method can be applied to any Calabi-Yau manifold, for which the eigenvalues of $\tilde{G}$ are bounded from below over the region of Kähler moduli space defined above. Let us denote by $\lambda_{\text{min}}$ the minimum eigenvalue assumed by $\tilde{G}$ over the specified portion of Kähler moduli space. Clearly, the value of $\lambda_{\text{min}}$ depends on the specific Calabi-Yau manifold and the maximal value, $V_{\text{max}}$, of the volume. If indeed $\lambda_{\text{min}} > 0$ then Eq. (4.10) leads to the bound

$$\sum_a |k_a|^2 \leq \frac{|c_2(TX)|}{\lambda_{\text{min}}}.$$  \hfill (4.11)

Let us carry this out explicitly for the tetra-quadric. In this case, the metric $\tilde{G}$ is explicitly given by

$$\tilde{G}_{ij} = \frac{1}{\sqrt{t_1^2 + t_2^2 + t_3^2 + t_4^2}} \left( \sum_{a<b<c} t_a t_b t_c \right)^{-1} \sum_{a<b \neq i,j} t_a^2 t_b^2$$ \hfill (4.12)

and the bound (4.11) specializes to

$$\sum_a |k_a|^2 \leq \frac{48}{\lambda_{\text{min}}}.$$ \hfill (4.13)

The value of $48/\lambda_{\text{min}}$ as a function of $V_{\text{max}}$, determined by a straightforward numerical scan over the relevant portion of the moduli space, has been plotted in Figure 2. For the explicit models in Table 2 whose slope zero locus intersects the region defined by $t^i > 1$ and $\text{Vol}(X) \leq 50$ we find that $\sum_a |k_a|^2 < 50$. Comparing with Fig. 2 this means that, while the bound (4.13) holds, it is actually rather weak and presumably of limited practical use.
5 A line bundle model on the tetra-quadric

In this chapter, we present a specific example taken from the set of phenomenologically viable line bundle models on the tetra-quadric described in the previous section. It is in the context of this model that we will study the question of continuation into the non-Abelian part of the bundle moduli space and the implications for the mass of the Higgs doublets.

5.1 Definition of the model

The bundle $V$ for the model in question is given by the sum of the following five line bundles

$$
L_1 = \mathcal{O}_X(-1,0,1), \quad L_2 = \mathcal{O}_X(-1,-3,2,2), \quad L_3 = \mathcal{O}_X(0,1,-1,0),
$$

$$
L_4 = \mathcal{O}_X(1,1,-1,-1), \quad L_5 = \mathcal{O}_X(1,1,0,-2)
$$

so the associated matrix $(k^i_a)$ of line bundle integers reads

$$
(k^i_a) = \begin{bmatrix}
-1 & -1 & 0 & 1 & 1 \\
0 & -3 & 1 & 1 & 1 \\
0 & 2 & -1 & -1 & 0 \\
1 & 2 & 0 & -1 & -2
\end{bmatrix}.
$$

The rows of this matrix sum up to zero, so clearly we have $c_1(V) = 0$, as required. From Eq. (3.6) we find

$$
c_2(V) = (24,8,20,12)
$$

so that the anomaly constraint (3.7) is satisfied. Further, with rank$(k^i_a) = 3$, the rank constraint is satisfied and all line bundle slopes (3.10) are zero on the ray in Kähler moduli space where $\kappa_1 = \kappa_2 = \kappa_3 = \kappa_4$ which corresponds to the diagonal $t_1 = t_2 = t_3 = t_4$. Altogether this means we have defined a consistent, supersymmetric GUT model with symmetry $SU(5) \times S(U(1))^5$. Since rank$(k^i_a) = 3$ one linear combination of the $U(1)$ symmetries is non-anomalous with a massless vector boson at the Abelian locus. This specific linear combination is $(0,1,2,0,1)$, the non-trivial vector in the kernel of the matrix $(k^i_a)$.

5.2 The GUT spectrum at the Abelian locus

The total dimensions of the relevant cohomology groups (computed, e.g. using the formulae of Appendix C) are given by

$$
h^*_i(X,V) = (0,12,0,0)
$$

$$
h^*_i(X,\lambda^2V) = (0,15,3,0)
$$

$$
h^*_i(X,V \otimes V^*) = (5,60,60,5)
$$

Hence, we have a total of 12 GUT families in $10 \oplus \mathbf{5}$ plus three $\mathbf{5} - \mathbf{\bar{5}}$ pairs and a large number of singlet fields. In order to quotient this GUT model to a three-family standard model we need $|\Gamma| = 4$.
and with \( \Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2 \) we have such a symmetry available on the tetra-quadric. Before we discuss this in detail we should be more precise on how the GUT spectrum is split up into the various line bundle sectors. For this we compute the following relevant line bundle cohomologies

\[
\begin{align*}
  h^\bullet(X, L_2) &= (0, 8, 0, 0), & h^\bullet(X, L_5) &= (0, 4, 0, 0) \\
  h^\bullet(X, L_2 \otimes L_4) &= (0, 4, 0, 0), & h^\bullet(X, L_2 \otimes L_5) &= (0, 3, 3, 0) \\
  h^\bullet(X, L_4 \otimes L_5) &= (0, 8, 0, 0), & h^\bullet(X, L_1 \otimes L_2^*) &= (0, 0, 12, 0) \\
  h^\bullet(X, L_1 \otimes L_3^*) &= (0, 0, 12, 0), & h^\bullet(X, L_2 \otimes L_4^*) &= (0, 20, 0, 0) \\
  h^\bullet(X, L_2 \otimes L_4^*) &= (0, 12, 0, 0), & h^\bullet(X, L_3 \otimes L_5^*) &= (0, 0, 4, 0)
\end{align*}
\]

Here, we have dropped all entirely zero cohomologies. This gives rise to the following spectrum

\[
8 \, 10_2, \, 4 \, 10_5, \, 4 \, \bar{5}_{2,4}, \, 3 \, \bar{5}_{2,5}, \, 8 \, \bar{5}_{4,5}, \, 35_{2,5}, \, 12 \, 1_{2,1}, \, 12 \, 1_{5,1}, \, 20 \, 1_{2,3}, \, 12 \, 1_{2,4}, \, 4 \, 1_{5,3}.
\]

**5.3 The Standard Model spectrum at the Abelian locus**

The relevant \( \Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry for the above model is the one whose generators are given by the action of the matrices

\[
\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

simultaneously on the coordinates of all four \( \mathbb{C}P^1 \) ambient space factors. For an appropriate choice of equivariant structure and Wilson line, forming the quotient by this symmetry leads to the downstairs spectrum\footnote{Our notation is slightly judicious in that, strictly, we cannot decide at this stage which linear combination of the four available doublets is the down Higgs \( H \) and which ones are the three lepton doublets.}

\[
2 \, 10_2, \, 10_5, \, 5_{2,4}, \, 2 \, 5_{4,5}, \, H_{2,5}, \, \bar{H}_{2,5}, \, 3 \, 1_{2,1}, \, 3 \, 1_{5,1}, \, 5 \, 1_{2,3}, \, 3 \, 1_{2,4}, \, 1_{5,3}.
\]
5.4 The superpotential

The superpotential for the fields (5.6) is highly constrained by the $S(U(1)^5)$ charges. At the GUT level the only allowed terms, including operators with singlet insertions are

$$W = \lambda_{IJK}5^{(I)}_{2,5}10^{(J)}_{2}10^{(K)}_{5} + \rho_{IJK}1^{(I)}_{2,4,5}5^{(J)}_{4,5}5^{(K)}_{2,5},$$

(5.9)

where the indices $I, J, K \ldots$ run over various ranges, as indicated by the multiplicities in the GUT spectrum (5.6) and $\lambda_{IJK}$ and $\rho_{IJK}$ are arbitrary couplings. At the standard model level, the analogous terms for the spectrum (5.8) are

$$W = \lambda_{i} (Q^{(i)}_{2}u_{5}^{2} + Q^{(i)}_{5}u_{2}^{5}) + \rho_{\alpha i} 1^{(i)}_{2,4,5}L_{4,5}^{(i)}H_{2,5},$$

(5.10)

where $i = 1, 2$ labels the two $10_{2}$ families and the two lepton doublets $L_{4,5}$ from the two $\bar{5}_{4,5}$ multiplets and $\alpha = 1, 2, 3$ labels the three singlets $1_{2,4}$.

These results have a number of important implications for the structure of the model and its phenomenology. To discuss this, let us focus on the standard model superpotential (5.10) for concreteness, although analogous statements follow for its GUT counterpart (5.9). The presence of the Yukawa terms means that the up quark mass matrix has rank two and, while a rank one matrix may be preferably at this level, this means a perturbative and generically large top Yukawa coupling is present. The down quark and lepton Yukawa matrices are entirely zero at the perturbative level so, for a realistic model, they would have to be generated non-perturbatively. Further, all operators at dimension four and five which can lead to fast proton decay are forbidden. The point is that, while we certainly do not advertise this model as the one and only standard model from string theory, it does have modestly attractive phenomenological properties and provides a semi-realistic setting for the analysis of the bundle moduli space which we will carry out in the remaining part of the paper.

Specifically, our intention is to explore the moduli space of non-Abelian bundles for which the line bundle sum (5.2) arises as a special locus. From the viewpoint of the four-dimensional effective field theory, the Abelian locus is characterized by the vanishing VEVs of all singlet fields $1_{a,b}$, while switching on such VEVs corresponds to moving away from the Abelian locus into the non-Abelian part of the moduli space. From this point of view, the last term in the superpotential (5.10) for our example model is the most interesting one. At the Abelian locus where, in particular, $\langle 1_{2,4} \rangle = 0$ this term is simply a coupling. However, for $\langle 1_{2,4} \rangle \neq 0$ this term will lead to a mass for the Higgs doublets (or rather for the up Higgs and one linear combination of what we have called lepton doublets) and essentially remove the Higgs from the low-energy spectrum. On the other hand, the spectrum (5.8) contains many other singlets which do not appear in the superpotential. A continuation into the non-Abelian part of the moduli space along those singlet directions, while keeping $\langle 1_{2,4} \rangle = 0$, should leave the Higgs doublets massless. Phrased in terms of the GUT theory, the structure of the superpotential (5.9) suggests that three $5 - \bar{5}$ pairs are removed from the low-energy spectrum if $\langle 1_{2,4} \rangle \neq 0$ but that these states remain massless in all parts of the non-Abelian moduli space where $\langle 1_{2,4} \rangle = 0$. One goal for the remainder of the paper is to verify these statements from a more fundamental viewpoint, that is, by explicitly constructing families of non-Abelian bundles and computing their cohomology.
6 Non-Abelian deformations

In this section, we would like to discuss two ways of constructing non-Abelian bundles which split into a given line-bundle sum at a specific locus in moduli space and apply these methods to the example presented in the previous section. We will focus on two main bundle constructions, namely extensions and monads.

6.1 Extensions of line bundle sums

Extension bundles provide a method of constructing non-Abelian bundles which split into a given set of line bundles

\[ V = \bigoplus_{a=1}^{n} L_a. \]  

(6.1)

Group the line bundles into two sets, indexed by \( I \subset \{1, \ldots, n\} \) and \( \bar{I} = \{1, \ldots, n\} \setminus I \), define the sub-bundles \( V_I = \bigoplus_{a \in I} L_a \) and \( V_{\bar{I}} = \bigoplus_{a \in \bar{I}} L_a \), and write down the extension sequence

\[ 0 \rightarrow V_I \rightarrow \tilde{V} \rightarrow V_{\bar{I}} \rightarrow 0. \]  

(6.2)

The moduli space of the extension bundles \( \tilde{V} \) defined by this short exact sequence is given by

\[ \text{Ext}^1(V_{\bar{I}}, V_I) \cong H^1(X, V_I^* \otimes V_{\bar{I}}^*) = \bigoplus_{a \in I, b \in \bar{I}} H^1(X, L_a \otimes L_b^*). \]  

(6.3)

The origin of this space corresponds to the split bundle \( \tilde{V} = V_I \oplus V_{\bar{I}} = V \), but away from it \( \tilde{V} \) becomes non-Abelian. Note that the tangent space to the bundle moduli space of \( V \) is given by

\[ H^1(X, V^* \otimes V) = \bigoplus_{a \neq b} H^1(X, L_a \otimes L_b^*) \]  

(6.4)

and, in general, this is larger than (6.3). However, if \( H^1(X, L_a \otimes L_b^*) \neq 0 \) only if \( a \in I \) and \( b \in \bar{I} \) for a suitable choice of \( I \) and \( \bar{I} \), then the two spaces are indeed the same and the extension sequence captures the full set of non-Abelian deformations. We note that the cohomology \( H^1(X, L_a \otimes L_b^*) \) contains the low-energy singlets earlier denoted \( 1_{a,b} \). So, if the \( U(1) \) charges \( \{1, \ldots, n\} \) can be split into two disjoint subsets \( I \) and \( \bar{I} \) such that only singlets \( 1_{a,b} \) with \( a \in I \) and \( b \in \bar{I} \) exist then the extension sequence (6.2) is “complete”.

We recall from Eq. (5.6) that the singlet spectrum for our tetra-quadric example consists of \( 1_{2,1}, 1_{5,1}, 1_{2,3}, 1_{2,4}, 1_{5,3} \). Hence, for \( I = \{2, 5\} \) and \( \bar{I} = \{1, 3, 4\} \) the above completeness condition is indeed satisfied and the relevant extension sequence for our example reads

\[ 0 \rightarrow V_I \rightarrow \tilde{V} \rightarrow V_{\bar{I}} \rightarrow 0, \quad V_I = L_2 \oplus L_5, \quad V_{\bar{I}} = L_1 \oplus L_3 \oplus L_4 \]  

(6.5)

The line bundles \( L_1, \ldots, L_5 \) have been defined in Eq. (5.1).
We would now like to compute the relevant cohomologies of the so-defined extension bundle $\tilde{V}$ and compare these with the cohomologies of the line bundle sum $V$. For $\tilde{V}$ we can simply consider the long exact sequence associated to the extension sequence $\text{(6.5)}$. With $h^\bullet(V_I) = (0, 12, 0, 0)$ and $h^\bullet(V_I) = (0, 0, 0, 0)$ this long exact sequence reads

\[
\begin{array}{cccc}
V_I & \longrightarrow & \tilde{V} & \longrightarrow & V_I \\
h^0(X, \cdot) & 0 & 0 & 0 \\
h^1(X, \cdot) & 12 & 12 & 0 \\
h^2(X, \cdot) & 0 & 0 & 0 \\
h^3(X, \cdot) & 0 & 0 & 0
\end{array}
\] (6.6)

so that $h^\bullet(\tilde{V}) = (0, 12, 0, 0)$. This coincides with the result for the cohomology of $V$ in Eq. (5.4). Since the index is unchanged, that is ind($\tilde{V}$) = ind($V$) = 12, (and we do not expect new vector-like states to appear in the non-Abelian region) this result is entirely expected. Physically, it means that all the 10 multiplets which arise at the Abelian locus remain massless when moving into the non-Abelian part of the moduli space.

The situation is considerably more complicated for the 5 and 5 multiplets which arise from the cohomology of $\wedge^2 \tilde{V}$. As before the index is unchanged, ind($\wedge^2 \tilde{V}$) = ind($\wedge^2 V$) = 12, so that the twelve 5 multiplets remain massless. However, the fate of the three vector-like 5 − 5 multiplets and, hence, the fate of the Higgs doublets is harder to decide. We begin with the second wedge power sequence

\[
0 \longrightarrow \wedge^2 V_I \longrightarrow \wedge^2 \tilde{V} \longrightarrow \tilde{V} \otimes V_I \longrightarrow S^2 V_I \longrightarrow 0 ,
\] (6.7)

associated to the extension sequence $\text{(6.5)}$. To determine the required cohomology of $\tilde{V} \otimes V_I$ we tensor the extension sequence $\text{(6.5)}$ with $V_I$ and, with $h^\bullet(\tilde{V} \otimes V_I) = (0, 12, 0, 0)$ and $h^\bullet(V_I \otimes V_I) = (0, 6, 6, 0)$, this leads to

\[
\begin{array}{cccc}
V_I \otimes V_I & \longrightarrow & \tilde{V} \otimes V_I & \longrightarrow & V_I \otimes V_I \\
h^0(X, \cdot) & 0 & 0 & 0 \\
h^1(X, \cdot) & 12 & 18 & 6 \\
h^2(X, \cdot) & 0 & 6 & 6 \\
h^3(X, \cdot) & 0 & 0 & 0
\end{array}
\] (6.8)

This means that $h^\bullet(\tilde{V} \otimes V_I) = (0, 18, 6, 0)$ and, in terms of spaces, that

\[
\begin{align*}
H^1(X, \tilde{V} \otimes V_I) & \cong H^1(X, V_I \otimes V_I) \oplus H^1(X, V_I \otimes V_I) \\
H^2(X, \tilde{V} \otimes V_I) & \cong H^2(X, V_I \otimes V_I).
\end{align*}
\] (6.9)
We can now split the wedge power sequence (6.7) into two short exact sequences

\[ \wedge^2 V_I \rightarrow \wedge^2 \tilde{V} \rightarrow K \quad K \rightarrow \tilde{V} \otimes V_I \rightarrow S^2 V_I \]

where \( \delta : H^1(X, K) \rightarrow H^2(X, \wedge^2 V_I) \) and \( c = \dim \text{Coker}(\delta) \). The key is now to compute the \( \text{Coker} \) dimension \( c \) of this map. For \( c = 3 \) we have three massless \( 5 - \bar{5} \) pairs while for \( c = 0 \) they have disappeared from the low-energy spectrum. From Eqs. (6.9), (6.10), the source and target space for the map \( \delta \) can be written as

\[ H^1(X, K) \cong H^1(X, V_I \otimes V_I^*) = \bigoplus_{a \in I, b \in \bar{I}} H^1(X, L_a \otimes L_b) \]

\[ = H^1(X, L_2 \otimes L_4) \oplus H^1(X, L_4 \otimes L_5) \]  

(6.12)

\[ H^2(X, \wedge^2 V_I) \cong H^2(L_2 \otimes L_5) \]  

(6.13)

while the map itself resides in

\[ \delta \in H^1(X, (V_I \otimes V_I^*) \otimes \wedge^2 V_I) = \bigoplus_{a \in I, b \in \bar{I}} H^1(X, L_a^* \otimes L_b^* \otimes L_2 \otimes L_5) . \]  

(6.14)

A comparison between Eqs. (6.12) and (6.14) shows that only the components \((a, b) = (2, 4), (5, 4)\) of the map are relevant for the given source space. It turns out that the \((2, 4)\) component of the map \( H^1(L_5 \otimes L_4^*) \) vanishes so that the non-trivial part of the map \( \delta \) is characterized by

\[ \delta : H^1(X, L_4 \otimes L_5) \rightarrow H^2(X, L_2 \otimes L_5) \quad \text{where} \quad \delta \in H^1(X, L_2 \otimes L_4^*) . \]  

(6.15)

The crucial observation is that the map only depends on \( H^1(X, L_2 \otimes L_4^*) \) which is precisely the cohomology containing the 12 bundle moduli singlets earlier denoted by \( 1_{2,4} \). Hence, if the VEVs of those singlets vanish the map \( \delta \) is trivial so that, independently of the other singlet field values, \( c = \dim \text{Coker}(\delta) = 3 \). In this case, from (6.11), the cohomology calculation leads to three massless \( 5 - \bar{5} \) pairs, in accordance with the effective field theory expectation explained in Section 5.4. On the other hand, if the \( 1_{2,4} \) singlets have non-zero VEVs, the map \( \delta \) becomes non-trivial and, as a result, \( c < 3 \). For generic values of the \( 1_{2,4} \) VEVs the expectation is that \( c = 0 \), so that \( h^2(X, \wedge^2 \tilde{V}) = 3 \) and all three \( 5 - \bar{5} \) pairs are removed from the spectrum. Again, this conforms with the expectation from the four-dimensional effective field theory.

We would now like to explore non-Abelian continuations of line bundle sums using a different method - the monad construction.
6.2 Monads from line bundle sums

Monad bundles provide a relatively straightforward way to construct bundles with non-Abelian structure groups from line bundle sums. On a Calabi-Yau manifold $X$, define two line bundle sums

$$B = \bigoplus_{\alpha=1}^{\text{rk}(B)} \mathcal{O}_X(b_{\alpha}), \quad C = \bigoplus_{\mu=1}^{\text{rk}(C)} \mathcal{O}_X(c_{\mu})$$

and the bundle $\tilde{V}$ by the short exact sequence

$$0 \to \tilde{V} \to B \xrightarrow{f} C \to 0$$

so that $\tilde{V} \cong \text{Ker}(f)$. Here, $f \in \text{Hom}(B, C) \cong H^0(X, C \otimes B^*)$ can be thought of as a $\text{rk}(C) \times \text{rk}(B)$ matrix with entries $f_{\mu\alpha} \in H^0(X, \mathcal{O}_X(c_{\mu} - b_{\alpha}))$. Of course, it has to be checked that the above sequence is indeed exact for a given choice of map $f$ which amounts to verifying that $\text{Im}(f) = C$.

6.2.1 Monads with split loci

Typically, a family of monad maps $f$, parametrized by the coefficients of the polynomials $f_{ai}$, is available leading to a family of monad bundles $\tilde{V}$. Our task is to construct such a family of monad bundles which splits into a given line bundle sum $V$ at a particular locus in moduli space, that is, for a specific sub-class of maps $f$.

An obvious way to proceed would be to define the line bundle sum $B$ in the monad sequence as $B = V \oplus \tilde{B}$ where $V$ is the given line bundle sum and $\tilde{B}$ is some other sum of line bundles. If the monad bundle $\tilde{V}$ splits into $V$ at some locus, it follows that $\text{ch}(\tilde{V}) = \text{ch}(V)$. This necessary property can be built into the construction by choosing the line bundle sum $C$ in the monad sequence such that $\text{ch}(\tilde{B}) = \text{ch}(C)$. The monad map then has a block diagonal structure $f = (g, h)$, where $g$ corresponds to the $V$-part of $B$ and $h$ corresponds to $\tilde{B}$. At the locus in bundle moduli space where $g = 0$, we have $V \subset \text{Ker}(f)$ and this should correspond to the desired split locus. The problem with this construction is that $\text{Ker}(f)$ may not be a vector bundle when $f = (0, h)$. Indeed, for the case of the tetra-quadric, the (quadratic) matrix $h$ degenerates on a co-dimension one locus $\det(h) = 0$ in the ambient space, which, generically, intersects the tetra-quadric hypersurface.

To avoid this problem we will use the following alternative construction. We start with a monad realisation of the structure sheaf

$$0 \to \mathcal{O}_X \to \tilde{B}_a \xrightarrow{f_a} \tilde{C}_a \to 0$$

where $\tilde{B}_a$ and $\tilde{C}_a$ are sums of line bundles satisfying

$$\text{rk}(\tilde{B}_a) = \text{rk}(\tilde{C}_a) + 1 \quad \text{and} \quad c_1(\tilde{B}_a) = c_1(\tilde{C}_a).$$
On the tetra-quadric, apart from the trivial realisation $\tilde{B}_a = \mathcal{O}_X$ and $\tilde{C}_a = 0$, one can also consider

$$\tilde{B}_a = \mathcal{O}_X(0,0,0,p_a) \oplus \mathcal{O}_X(0,0,0, q_a) \quad \text{and} \quad \tilde{C}_a = \mathcal{O}_X(0,0,0,p_a + q_a) \quad (6.20)$$

where $p_a$ and $q_a$ are positive integers. For this choice, the map $f_a = (f_{1,a}, f_{2,a})$ contains two polynomials of multi-degrees $(0,0,0, p_a)$ and $(0,0,0, q_a)$. For generic choices of the polynomials, this map has rank one generically. The rank reduces to zero at points in $\mathbb{CP}^1$ where $f_{1,a} = f_{2,a} = 0$ but for sufficiently generic polynomials these equations have no solution in $\mathbb{CP}^1$. Hence, this indeed provides a monad representation of the structure sheaf. Of course, the integers $p_a, q_a$ in $\tilde{B}_a$ and $\tilde{C}_a$ can appear in any of the four entries, so that we have a large number of choices on how to represent the structure sheaf as a monad. We can choose the trivial representation or a non-trivial representation characterized by choosing one of the four line bundle components and two integers $p_a, q_a$.

Now consider a given line bundle sum $V = \bigoplus_{a=1}^n L_a$. We can obtain monad representations for the individual line bundles by simply twisting the monad sequence (6.18) with $L_a$. This leads to

$$0 \rightarrow L_a \rightarrow L_a \otimes \tilde{B}_a \xrightarrow{f_a} L_a \otimes \tilde{C}_a \rightarrow 0 \quad (6.21)$$

For the full line bundle sum $V$, we sum these sequences to obtain

$$0 \rightarrow V \rightarrow B \xrightarrow{f} C \rightarrow 0 \quad (6.22)$$

where

$$B = \bigoplus_{a=1}^n L_a \otimes \tilde{B}_a, \quad C = \bigoplus_{a=1}^n L_a \otimes \tilde{C}_a, \quad f = \text{diag}(f_1, \ldots, f_n). \quad (6.23)$$

We note that for each line bundle, $a$, we can choose $\tilde{B}_a$ and $\tilde{C}_a$ independently, from the range of possibilities explained above, so there is significant flexibility in the construction. For the diagonal form of the monad map $f$, as given above, each such choice leads to a monad representation of the original line bundle sum $V$. However, the map $f$ may allow deformations away from this block-diagonal form and then defines a more general class of bundles

$$0 \rightarrow \tilde{V} \rightarrow B \xrightarrow{f} C \rightarrow 0 \quad (6.24)$$

which split into $V$ at the locus where $f$ becomes block-diagonal. Since $\text{ch}(\tilde{V}) = \text{ch}(B) - \text{ch}(C) = \text{ch}(V)$ the Chern character of the monad bundle $\tilde{V}$ is the same as that of the original line bundle sum $V$. Therefore, if $c_1(V)$ vanishes and the line bundle sum $V$ satisfies the anomaly constraint (2.6) then the same is true for the monad bundle $\tilde{V}$. 
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6.2.2 Application to our example

We would now like to apply the above procedure to our example on the tetra-quadric which was defined by a line bundle sum \( V = \bigoplus_{a=1}^{5} L_a \) characterized by the integers

\[
(k_a^i) = \begin{bmatrix}
-1 & -1 & 0 & 1 & 1 \\
0 & -3 & 1 & 1 & 1 \\
0 & 2 & -1 & -1 & 0 \\
1 & 2 & 0 & -1 & -2 \\
\end{bmatrix},
\]

(6.25)

where the columns correspond to the line bundles \( L_a, a = 1, \ldots, 5 \). To do this, we have to choose, for each \( a = 1, \ldots, 5 \), the line bundle sums \( \tilde{B}_a \) and \( \tilde{C}_a \) which appear in the monad representation (6.18) of the structure sheaf. Our choice is

\[
\tilde{B}_1 = \mathcal{O}_X, \quad \tilde{C}_1 = 0
\]

\[
\tilde{B}_2 = \mathcal{O}_X(0,2,0,0)^{\oplus 2}, \quad \tilde{C}_2 = \mathcal{O}_X(0,4,0,0)
\]

\[
\tilde{B}_3 = \mathcal{O}_X, \quad \tilde{C}_3 = 0
\]

\[
\tilde{B}_4 = \mathcal{O}_X, \quad \tilde{C}_4 = 0
\]

\[
\tilde{B}_5 = \mathcal{O}_X(0,0,0,2)^{\oplus 2}, \quad \tilde{C}_2 = \mathcal{O}_X(0,0,0,4)
\]

(6.26)

From Eq. (6.23) this leads to line bundle sums \( B = \bigoplus_{a=1}^{7} \mathcal{O}_X(\beta_a) \) and \( C = \bigoplus_{\mu=1}^{2} \mathcal{O}_X(\epsilon_\mu) \) in the monad sequence (6.24) characterized by the integers

\[
(b_a^i) = \begin{bmatrix}
-1 & -1 & -1 & 0 & 1 & 1 & 1 \\
0 & -1 & -1 & 1 & 1 & 1 & 1 \\
0 & 2 & 2 & -1 & -1 & 0 & 0 \\
1 & 2 & 2 & 0 & -1 & 0 & 0 \\
\end{bmatrix}, \quad (c_\mu^i) = \begin{bmatrix}
-1 & 1 \\
1 & 1 \\
2 & 0 \\
2 & 2 \\
\end{bmatrix}.
\]

(6.27)

The general structure of the monad map is

\[
f \sim \begin{pmatrix}
 f_{(0,1,2,1)} & f_{(0,2,0,0)} & f'_{(0,2,0,0)} & 0 & 0 & 0 & 0 \\
0 & 0 & f_{(1,0,1,2)} & f_{(0,0,1,3)} & f_{(0,0,0,2)} & f'_{(0,0,0,2)} \\
\end{pmatrix},
\]

(6.28)

where the subscripts indicate the multi-degrees of the polynomials. For

\[
f_{(0,1,2,1)} = f_{(2,1,0,1)} = f'_{(1,0,1,2)} = f_{(0,0,1,3)} = 0
\]

(6.29)

the map is block-diagonal and \( \tilde{V} \) splits into the original line bundle sums \( V \) so the coefficients in those polynomials parametrize the deformations away from the split locus.

It is important to point out that, even though most of our discussion will be carried out on the cover manifold, the line bundle sums \( B, C \) in Eq. (6.27) are equivariant under the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry of the tetra-quadric which we have used for our line bundle model and which has been defined in (5.7). This means that, subject to an appropriate restriction of the monad map \( f \), the monad bundle \( \tilde{V} \) has a \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) equivariant structure and descends to the quotient manifold.
Before we discuss any further properties, it is crucial to check whether the so-defined bundle $\bar{V}$ is superymmetric, that is, whether it is poly-stable with slope zero. This is certainly the case at the locus where $\bar{V}$ splits into the line bundle sum $V$ (provided the Kähler moduli are chosen along the diagonal $t_1 = t_2 = t_3 = t_4$ where all line bundle slopes vanish) but away from the split locus this is no longer obvious and has to be checked.

### 6.2.3 Stability of Monad Bundles

Before we consider the monad bundle $\bar{V}$, we would like to review the general definition of poly-stability and outline the algorithm for checking it.

First, we define the slope of a coherent sheaf $F$ by

$$\mu_t(F) = \frac{1}{\text{rk}(F)} \int_X c_1(F) \wedge J \wedge J = d_{ijk} c_1^i(F) t^j t^k = c_1^i(F) \kappa_i$$  \hspace{1cm} (6.30)

Note that this definition depends on the Kähler class $J = t^i J_i$. A bundle $\bar{V}$ is said to be stable for a Kähler class $t$ if $\mu_t(F) < \mu_t(\bar{V})$ for all sub-sheafs $F \subset \bar{V}$ with $0 < \text{rk}(F) < \text{rk}(\bar{V})$. Note that, due to the rank restriction on $F$, a line bundle is automatically stable. Further, a bundle $\bar{V}$ is poly-stable if it is a direct sum of stable bundles, $\bar{V} = U_1 \oplus U_2 \oplus \cdots \oplus U_n$, all with the same slope, $\mu_t(U_1) = \mu_t(U_2) = \cdots = \mu_t(U_n) = \mu_t(\bar{V})$. The bundle $\bar{V}$ is supersymmetric if it is poly-stable and has slope zero.

Frequently, and indeed for our present example, we are dealing with bundles $\bar{V}$ with vanishing first Chern class, so that $\mu_t(\bar{V}) = 0$ automatically. In this case, poly-stability requires that $\mu_t(U_r) = 0$, for all $r = 1, \ldots, n$, and that $\mu_t(F) < 0$ for all sub-sheafs $F \subset U_r$ with $0 < \text{rk}(F) < \text{rk}(U_r)$.

For a poly-stable bundle $\bar{V}$, its dual $\bar{V}^*$ and $\bar{V} \otimes L$ for any line bundle $L$ are also poly-stable. A stable bundle $\bar{V}$ with $\text{rk}(\bar{V}) > 1$ and vanishing slope must satisfy $H^0(X, \bar{V}) = H^3(X, \bar{V}) = 0$ as well as $H^0(X, \wedge^k \bar{V}) = H^3(X, \wedge^k \bar{V}) = 0$. While the slope of a bundle can be easily computed, finding all coherent sub-sheafs of a given bundle is difficult. A practical algorithm which deals with this complication is as follows. For a sub-sheaf $F$ of $\bar{V}$, define $k = \text{rk}(F)$ and the line bundle $L = \wedge^k F$. Then $L$ is a sub-sheaf of $\wedge^k \bar{V}$ and $\mu_t(L) = k \mu_t(F)$. So the region in the Kähler cone $C_t$ where the bundle $\bar{V}$ (with $c_1(\bar{V}) = 0$) is supersymmetric is

$$C_{\bar{V}} = \{ t \in C_t \mid \mu_t(L) \leq 0 \text{ for all line bundles } L \text{ which inject into } \wedge^k \bar{V}, k = 1, \ldots, \text{rk}(\bar{V}) - 1 \} . \hspace{1cm} (6.31)$$

Note that, while stability requires $\mu_t(L) < 0$, we have used $\mu_t(L) \leq 0$ in the above definition. In fact, at a locus in Kähler moduli space where $\mu_t(L) = 0$ the bundle splits into a direct sum and is no longer stable but poly-stable and, hence, still supersymmetric. In Ref. [18] this has been referred to as a stability wall. In the present context, this is of course precisely what we expect to happen when the bundle $\bar{V}$ splits into a line bundle sum $V$. The detailed procedure to find the supersymmetric region based on Eq. (6.31) has been developed in [19][20] and summarised in Appendix L.
Checking stability for our example

In order to compute the supersymmetric region (6.31) for our bundle $\tilde{V}$ on the tetra-quadric, it is useful to describe the Kähler cone in terms of the variables $s_i = \kappa_i = d_{ijk} t^j t^k$. We have seen in Eq. (4.3) that, in those variables, the Kähler cone is

$$C_s = \{ s \in \mathbb{R}^4 \mid s.e_i \geq 0 \text{ and } s.n_i \geq 0 \}.$$  \hspace{1cm} (6.32)

Then, for a line bundle $L = \mathcal{O}_X(-k)$, the slope is simply given by the dot product $\mu_s(L) = -s \cdot k$. The supersymmetric region, expressed in terms of the $s$ coordinates, can, therefore be written as

$$C_{\tilde{V}} = \{ s \in C_s \mid s.k \geq 0 \text{ for any } L = \mathcal{O}(-k), L \text{ injects into } \wedge^k \tilde{V}, k = 1, \ldots, \text{rk}(\tilde{V}) - 1 \}.$$  \hspace{1cm} (6.33)

Note that this is an intersection of hyperplanes so the supersymmetric region (written in the $s$ coordinates) forms a cone.

We now need to find all line bundles, $L$, on the tetra-quadric which inject into some wedge power of the monad bundle $\tilde{V}$ defined by Eqs. (6.27). Appendix E sets out a number of simple sufficient conditions, based on computing cohomology dimensions only, for line bundles to inject or not to inject. Specifically, these criteria are given in (E.5), (E.11), (E.17), (E.21), (E.22). Carrying out a scan over all line bundles with entries in the range from $-3$ to $3$ we collect all line bundles which definitely inject into some power of $\tilde{V}$, according to our criteria. These line bundles reduce the supersymmetric region to the following:

$$C_{\tilde{V}} = \{ s \in C_s \mid s.(1,1,-1,-1) = 0 \text{ and } s.(-1,1,0,0) \geq 0 \text{ and } s.(1,1,-2,0) \geq 0 \}.$$  \hspace{1cm} (6.34)

Increasing the range of line bundles integers further did not change this region of stability. For some line bundles the simple numerical criteria in Appendix E are not sufficient to decide whether or not they inject. In such cases, we have to compute ranks of relevant maps which is more involved. We will return to this problem in Section 6.2.7 but we note here that, as it turns out, these line bundles do not change the result (6.34).

The first condition in Eq. (6.34) comes from the fact that the line bundle $L_4 = \mathcal{O}_X(1,1,-1,-1)$ injects into $\tilde{V}$, while its dual $L_4^*$ injects into $\wedge^4V \cong V^*$. This means that we are confined to the hyperplane $s_1 + s_2 = s_3 + s_4$ in Kähler moduli space and that we have a poly-stable split bundle $\tilde{V} = U \oplus L_4$ which corresponds to the locus in bundle moduli space where the entry $f_{(0,0,1,3)}$ in the monad map (6.28) vanishes. The locus in bundle moduli space where equality holds for all three conditions in (6.34), which corresponds to $t_1 = t_2 = t_3 = t_4$, is precisely where the conditions (6.29) have to be satisfied and the bundle fully splits into the line bundle sum (5.1). Note that $L_4$ is indeed one of the line bundles defining the original line bundle sum (5.1). Therefore, in its supersymmetric moduli space, $\tilde{V}$ does not provide a fully non-Abelian version of this line bundle sum but only “connects” four of the five line bundles. In terms of the effective field theory language, the locus in bundle moduli space where $L_4$ remains split off corresponds to vanishing VEVs for all $1_{a,b}$ which carry a 4–index. From the spectrum (5.6), these are precisely the singlets $1_{2,4}$. Our earlier arguments based on the effective field
theory suggested that the three vector-like $5 - \bar{5}$ multiplets (which give rise to the Higgs doublets) remain massless whenever $\langle 1_{2,4} \rangle = 0$ and we have verified this expectation explicitly by computing the cohomology of the extension bundles. Here we see that $\langle 1_{2,4} \rangle = 0$ in the entire supersymmetric moduli space of our monad bundle $\tilde{V}$ so we expect three massless $5 - \bar{5}$ pairs from the cohomology of $\wedge^2 \tilde{V}$. We will now verify this expectation by an explicit computation.

### 6.2.5 The Spectrum

In this subsection we will discuss the spectrum of the $S(U(4) \times U(1))$ compactification with the monad bundle $\tilde{V} = U \oplus L_4$. The low-energy theory has a gauge group $SU(5)$ and an additional $U(1)$ symmetry, which is massive and, hence, global. As discussed in the next subsection, this additional symmetry, henceforth referred to as $U_X(1)$, combined with the hypercharge leads to the well-known $B - L$ symmetry.

We will now compute the cohomology of the bundle $\tilde{V}$. We begin by writing down the long exact sequence

\[
\begin{array}{cccc}
\tilde{V} & \rightarrow & B & \rightarrow & C \\
\end{array}
\]

\[
\begin{array}{cccc}
h^0(X, \cdot) & h^0(X, \tilde{V}) & 8 & 12 \\
h^1(X, \cdot) & h^1(X, \tilde{V}) & 8 & 0 \\
h^2(X, \cdot) & h^2(X, \tilde{V}) & 0 & 0 \\
h^3(X, \cdot) & h^3(X, \tilde{V}) & 0 & 0 \\
\end{array}
\]  

(6.35)

associated to the monad sequence (6.17). Using an explicit representation for the cohomology groups $H^0(X, B)$ and $H^0(X, C)$, as well as for the map between these groups induced by the monad map, it follows that

\[
\dim \text{Ker} \left( H^0(X, B) \rightarrow H^0(X, C) \right) = 0
\]

\[
\dim \text{Coker} \left( H^0(X, B) \rightarrow H^0(X, C) \right) = 4 .
\]  

(6.36)

This implies

\[
h^\ast(X, V) = (0, 12, 0, 0) ,
\]  

(6.37)

and, hence, a spectrum with 12 $10$ multiplets and no $\overline{10}$ multiplets, the same as we found for the original line bundle sum $V$ in Eq. (5.4). Of course, this does not come as a surprise, since these 12 chiral multiplets are protected by the index. Also note that $h^1(X, \tilde{V}) = h^1(X, U) + h^1(X, L_4)$. Since $h^1(X, L_4) = 0$ we get $h^1(X, \tilde{V}) = h^1(X, U) = 12$, so the multiplets transforming as $10$ come from the cohomology group $H^1(X, U)$.

---

3These results also follow from $h^0(X, \tilde{V}) = 0$ which is a consequence of the poly-stability of $\tilde{V}$.

4In fact the line bundle $L_4 = O_X(1, 1, -1, -1)$ has entirely vanishing cohomologies.
It is considerably more interesting – and difficult – to analyze the spectrum of $5 - \bar{5}$ multiplets which follows from $\wedge^2 \tilde{V}$. To do this, we explicitly focus on the supersymmetric moduli space where the bundle splits as $\tilde{V} = U \oplus L_4$, and $U$ is described by the monad

$$0 \rightarrow U \rightarrow \tilde{B} \rightarrow C \rightarrow 0 , \quad (6.38)$$

with the line bundle sums $\tilde{B}$ and $C$ defined by the bundle integers

$$(\tilde{b}_i) = \begin{bmatrix} -1 & -1 & -1 & 0 & 1 & 1 \\ 0 & -1 & -1 & 1 & 1 & 1 \\ 0 & 2 & 2 & 0 & 0 & 0 \\ 1 & 2 & 2 & 0 & 0 & 0 \end{bmatrix}, \quad (c_\mu) = \begin{bmatrix} -1 & 1 \\ 1 & 1 \\ 2 & 0 \\ 2 & 2 \end{bmatrix}. \quad (6.39)$$

Note these are the same line bundle sums as in the original monad $\tilde{V}$ except that we have removed the fifth column from $(\tilde{b}_i)$ which corresponds to the line bundle $L_4 = O_X(1, 1, -1, -1)$. The corresponding monad map $\tilde{f}$ is obtained by likewise removing the fifth column from the original monad map $f$ in Eq. (6.28) which results in

$$f \sim \begin{pmatrix} f_{(0,1,2,1)} & f_{(0,2,0,0)} & f'_{(0,2,0,0)} & 0 & 0 & 0 \\ f_{(0,2,0,0)} & f_{(0,2,0,0)} & 0 & f'_{(0,2,0,0)} & 0 & 0 \end{pmatrix} , \quad (6.40)$$

The locus where $U$ splits into the line bundle sum $L_1 \oplus L_2 \oplus L_3 \oplus L_5$ is $t_1 = t_2 = t_3 = t_4$ in Kähler moduli space and

$$f_{(0,1,2,1)} = f_{(2,1,0,1)} = f_{(1,0,1,2)} = 0 \quad (6.41)$$

in bundle moduli space.

We need to compute the cohomology of $\wedge^2 \tilde{V} = (L_4 \otimes U) \oplus \wedge^2 U$. The cohomology of $L_4 \otimes U$ can be easily obtained by twisting the monad sequence $(6.38)$ with $L_4$:

$$0 \rightarrow L_4 \otimes U \rightarrow L_4 \otimes \tilde{B} \rightarrow L_4 \otimes C \rightarrow 0 . \quad (6.42)$$

From the associated long exact sequence, together with $h^\bullet(X, L_4 \otimes \tilde{B}) = (8, 8, 0, 0)$ and $h^\bullet(X, L_4 \otimes C) = (12, 0, 0, 0)$, it follows that

$$h^\bullet(X, L_4 \otimes U) = (0, 12, 0, 0) \quad (6.43)$$

so this part of $\wedge^2 \tilde{V}$ takes care of the chiral asymmetry. The fate of the Higgs doublets is determined entirely by $\wedge^2 U$ and in order to compute this part we need to use the second exterior power of the
monad sequence (6.38):

\[ 0 \rightarrow \wedge^2 U \rightarrow \wedge^2 \tilde{B} \rightarrow \tilde{B} \otimes C \rightarrow S^2 C \rightarrow 0 \]  \hspace{1cm} (6.44)

As usual, this can be split in two short exact sequences, whose associated long exact sequences read:

\[
\begin{array}{ccccccc}
\wedge^2 U & \rightarrow & \wedge^2 \tilde{B} & \rightarrow & Q & \rightarrow & \tilde{B} \otimes C & \rightarrow & S^2 C \\
\hbox{h}^0(X,\cdot) & \rightarrow & \hbox{h}^0(\wedge^2 U) & \rightarrow & \hbox{h}^0(Q) & \rightarrow & \hbox{h}^0(Q) & \rightarrow & 150 \\
\hbox{h}^1(X,\cdot) & \rightarrow & \hbox{h}^1(\wedge^2 U) & \rightarrow & \hbox{h}^1(Q) & \rightarrow & \hbox{h}^1(Q) & \rightarrow & 134 \\
\hbox{h}^2(X,\cdot) & \rightarrow & \hbox{h}^2(\wedge^2 U) & \rightarrow & \hbox{h}^2(Q) & \rightarrow & \hbox{h}^2(Q) & \rightarrow & 0 \\
\hbox{h}^3(X,\cdot) & \rightarrow & \hbox{h}^3(\wedge^2 U) & \rightarrow & \hbox{h}^3(Q) & \rightarrow & \hbox{h}^3(Q) & \rightarrow & 0 \\
\end{array}
\]  \hspace{1cm} (6.45)

The second short exact sequence implies that

\[
\begin{align*}
H^0(X,Q) & \cong \text{Ker} \left( H^0(X,\tilde{B} \otimes C) \rightarrow H^0(X,S^2 C) \right) \\
H^1(X,Q) & \cong \text{Coker} \left( H^0(X,\tilde{B} \otimes C) \rightarrow H^0(X,S^2 C) \right) \\
& \quad \oplus \text{Ker} \left( H^1(X,\tilde{B} \otimes C) \rightarrow H^1(X,S^2 C) \right) \\
H^2(X,Q) & \cong \text{Coker} \left( H^1(X,\tilde{B} \otimes C) \rightarrow H^1(X,S^2 C) \right) \\
H^3(X,Q) & \cong 0
\end{align*}
\]  \hspace{1cm} (6.46)

The computation of these cohomology groups proceeds in several stages. In the first step, we need to find the map between the line bundle sums \( \tilde{B} \otimes C \) and \( S^2 C \) induced by the monad map (6.38). In the second step, we construct the induced map between the various cohomology groups and compute their ranks using the CICY package [21]. A comprehensive exposition on the computation of cohomology groups and of ranks of maps goes beyond the scope of the present paper. The interested reader can find in Ref. [22] an outline of the basic techniques for computing line bundle cohomology on complete intersection Calabi-Yau manifolds in products of projective spaces.

We find that the map \( H^0(X,\tilde{B} \otimes C) \rightarrow H^0(X,S^2 C) \) has rank 94, while the map between \( H^1(X,\tilde{B} \otimes C) \rightarrow H^1(X,S^2 C) \) has maximal rank 48. This leads to

\[
h^\bullet(X,Q) = (56,88,0,0)
\]  \hspace{1cm} (6.47)
The final step consists in determining the cohomology of $\Lambda^2 U$. The first long exact sequence in cohomology in (6.45) implies:

\[
\begin{align*}
H^0(X, \Lambda^2 U) &\cong \ker \left( H^0(X, \Lambda^2 \tilde{B}) \to H^0(X, Q) \right) \\
H^1(X, \Lambda^2 U) &\cong \coker \left( H^0(X, \Lambda^2 \tilde{B}) \to H^0(X, Q) \right) \\
&\quad \oplus \ker \left( H^1(X, \Lambda^2 \tilde{B}) \to H^1(X, Q) \right) \\
H^2(X, \Lambda^2 U) &\cong \coker \left( H^1(X, \Lambda^2 \tilde{B}) \to H^1(X, Q) \right) \\
H^3(X, \Lambda^2 U) &\cong 0
\end{align*}
\]

(6.48)

Computing these maps involves several layers of additional complication. To start with, the map $H^0(X, \Lambda^2 \tilde{B}) \to H^0(X, Q)$ is induced by the bundle map $\Lambda^2 \tilde{B} \to Q$ which itself has to be determined from the monad map (6.38). However, since $H^0(X, \Lambda^2 \tilde{B} \otimes C) \cong \ker \left( H^0(X, \Lambda^2 \tilde{B} \otimes C) \to H^0(X, S^2 C) \right)$ (6.49), it follows that $H^0(X, \Lambda^2 \tilde{B} \otimes C)$ is a subspace of $H^0(X, \Lambda^2 \tilde{B} \otimes C)$ and thus the map $H^0(X, \Lambda^2 \tilde{B} \to H^0(X, Q)$ is equivalent with the map $H^0(X, \Lambda^2 \tilde{B} \to H^0(X, \tilde{B} \otimes C)\), with the single difference that, for the latter, the target space is larger. Computing the rank of $H^0(X, \Lambda^2 \tilde{B}) \to H^0(X, Q)$, we obtain 53. This leaves us with the following tableaux of dimensions

\[
\begin{array}{cccc}
0 & \Lambda^2 U & \Lambda^2 \tilde{B} & Q & 0 \\
0 & 53 & 56 & \\
3 + K & 85 & 88 & \\
C & 0 & 0 & \\
0 & 0 & 0 & \\
\end{array}
\]

(6.50)

where $K = \dim \ker \left( H^1(X, \Lambda^2 \tilde{B}) \to H^1(X, Q) \right)$ and $C = \dim \coker \left( H^1(X, \Lambda^2 \tilde{B}) \to H^1(X, Q) \right)$.

From exactness, it follows that $C = 3 + K$. Computing the map $H^1(X, \Lambda^2 \tilde{B}) \to H^1(X, Q)$ would require the knowledge of a co-boundary map and we would have to deal with the additional complication that the target space $H^1(X, Q)$ is a direct sum of $H^0(X, S^2 C)$ and $H^1(X, \tilde{B} \otimes C)$. Fortunately, for the present case, the information acquired so far is enough to make an important statement. We have obtained that

\[
h^0(X, \Lambda^2 \tilde{V}) = h^0(X, L_4 \otimes U) + h^0(X, \Lambda^2 U) = (0, 15 + K, 3 + K, 0)
\]

(6.51)

where $K \geq 0$. We recall that the corresponding cohomology at the split locus (where $\tilde{V}$ splits into the line bundle sum $V$ in (5.1)) is given by $h^0(X, V) = (0, 15, 3, 0)$. This means that the three massless, vector-like states present at the split locus remain massless throughout the supersymmetric moduli space of $\tilde{V}$, as expected from our low-energy arguments. In principle, the above cohomology calculation still allows $K > 0$. However, from the viewpoint of the effective field theory, this is not
expected. Indeed, as the move away from the split locus by switching on singlet VEVs we may generate mass terms for vector-like pairs, thereby reducing their number, but we do not expect this number to increase. Thus we conclude that $K = 0$.

In summary, our result guarantees the presence of massless $5 - \overline{5}$ multiplets (resulting in Higgs doublets in the downstairs theory) for non-Abelian deformations of the original line bundle sum $\tilde{V}$ which are of the form $\tilde{V} = L_4 \oplus U$. This result is in perfect agreement with the expectation from the four-dimensional effective theory and the earlier cohomology computation in the context of extension bundles.

Finally, the spectrum also contains singlets (vector bundle moduli), which correspond to elements of the cohomology group

$$H^1(X, \text{End}(\tilde{V})) = H^1(X, \tilde{V} \otimes \tilde{V}^*) = H^1(X, U \otimes U^*) \oplus H^1(X, L_4 \otimes U^*) \oplus H^1(X, U \otimes L_4^*)$$

(6.52)

The cohomology of $U \otimes L_4^*$ can be easily obtained by twisting the monad sequence (6.38) with $L_4^*$. From the associated long exact sequence, together with the information $h^\bullet(X, \tilde{B} \otimes L_4^*) = (8, 40, 0, 0)$ and $h^\bullet(X, C \otimes L_4^*) = (8, 28, 0, 0)$, it follows, after computing the necessary ranks of cohomology maps, that

$$h^\bullet(X, U \otimes L_4^*) = (0, 12, 0, 0)$$

(6.53)

Thus the number of singlets is given by:

$$h^1(X, \tilde{V} \otimes \tilde{V}^*) = 12 + h^1(X, U \otimes U^*)$$

(6.54)

The cohomology of $U \otimes U^*$ can be computed using a web of six short exact sequences. Unfortunately, this computation runs into the same difficulties as encountered in the computation of $5 - \overline{5}$ pairs discussed above and we will not carry it out explicitly. However, there is an expectation for this cohomology from low-energy arguments. As we move away from the Abelian locus, three of the four $U(1)$ symmetries are broken spontaneously and, as a result, three bundle moduli should acquire a mass. With 60 bundle moduli at the Abelian locus we, therefore, expect that $h^1(X, \tilde{V} \otimes \tilde{V}^*) = 57$ and, from Eq. (6.54), that $h^1(X, U \otimes U^*) = 45$.

As explained in the next section, the 12 moduli coming from $h^1(X, U \otimes L_4^*)$ are charged under the extra $U(1)$ symmetry. As such, a non-trivial vacuum value for these singlets breaks the $U_X(1)$ and corresponds to moving away from the $S(U(4) \times U_X(1))$ locus into the moduli space of generic $SU(5)$ bundles. These are the moduli $1_{2,4}$ in the spectrum (5.6). The remaining singlets from $H^1(X, U \otimes U^*)$ are uncharged under $U_X(1)$.

6.2.6 The $U_X(1)$ symmetry and $B - L$

In the present section we will show that the additional global $U_X(1)$ symmetry, combined with $U_Y(1)$ hypercharge, leads to the well-known $B - L$ symmetry. For this, we need to compute the $U_X(1)$ charges of the various multiplets in the low-energy GUT. We do this by considering the sequence of
embeddings $S (U(4) \times U_X(1)) \subset SU(5) \subset E_8$. The matter multiplets can be obtained by decomposing the adjoint $248_{E_8}$ of $E_8$ under the $SU(5) \times U_X(1)$ sub-group. The corresponding branching rule has been discussed in Ref. [8], which we review below.

The $U_X(1)$ charges of the GUT multiplets can be represented by vectors $\mathbf{q}$. Due to the determinant condition, two such vectors $\mathbf{q}$ and $\tilde{\mathbf{q}}$ have to be identified if $\mathbf{q} - \tilde{\mathbf{q}} = \mathbb{Z}\mathbf{n}$, where $\mathbf{n} = (4, 1)$. We summarise in Table 3 the resulting spectrum. The actual $U_X(1)$ charges can be recovered from this description by multiplying a charge vector $\mathbf{q} = (q_1, q_2)$ with $(-1, 4)$.

| rep. | cohomology | $U_X(1)$ charge |
|------|------------|-----------------|
| $1_0$ | $H^1(X, U \otimes U^*)$ | 0 |
| $1_{e_1-e_2}$ | $H^1(X, U \otimes L^*)$ | -5 |
| $1_{-e_1+e_2}$ | $H^1(X, L \otimes U^*)$ | 5 |
| $5_{-2e_1}$ | $H^1(X, \wedge^2 U^*)$ | 2 |
| $5_{-e_1-e_2}$ | $H^1(X, U^* \otimes L^*)$ | -3 |

Table 3: The spectrum of $SU(5)$ GUT models derived from heterotic models with $S (U(4) \times U(1))$ bundles $U \oplus L$. Here $e_1$ and $e_2$ are the standard unit vectors in two dimensions. The third column has been obtained by projecting the charges $\mathbf{q}$ along the line $(-1, 4)$.

Looking at the dimensions of the various cohomology groups, as computed in the previous section, we obtain the following spectrum:

\begin{align*}
12 & 10_{-1}, \quad 12 \bar{5}_3, \quad 3 \bar{5}_{-2}, \quad 3 5_2, \quad 12 1_{-5}, \quad h^1(X, U \otimes U^*) 1_0 \tag{6.55}
\end{align*}

It is well-known, in the context of regular $SO(10)$ GUTs, that the $U(1)$ factor in the standard decomposition $SO(10) \to SU(5) \times U(1)$ leads to $B - L$ with $SO(10)$ multiplets branching as

\begin{align*}
16_{SO(10)} = 1_{-5} + \bar{5}_3 + 10_{-1}, \quad 10_{SO(10)} = 5_2 + \bar{5}_{-2}. \tag{6.56}
\end{align*}

The observation is that these $U(1)$ charges precisely coincide with the above $U_X(1)$ charges in our model. Explicitly, $B - L$ is given by the following combination

\begin{align*}
B - L = -\frac{1}{5} X + \frac{2}{5} Y \tag{6.57}
\end{align*}

of $U_X(1)$ and hypercharge. The absence of operators leading to fast proton decay in our $SU(5) \times U_X(1)$ model is in part, but not fully, explained by the presence of the $U_X(1)$ symmetry. For example, while dimension four operators of the form $\bar{5} \bar{5} 10$ are clearly forbidden, dimension five operators $\bar{5}_3 10_{-1} 10_{-1} 10_{-1}$ are allowed by the $U_X(1)$ symmetry. However, from Eq. (5.9), these operators are forbidden, even at a general point in moduli space, by the additional $U(1)$ symmetries which arise at Abelian locus.
Let us finish this section with the following comment. The 12 singlets in our model, charged under $U_X(1)$, can be viewed as right-handed neutrinos in analogy with conventional $SO(10)$ GUTs. As it happens, their number equals the number of families so that the charged spectrum forms 12 copies of $16_{SO(10)}$. This means that the $U_X(1)$ is non-anomalous. This should be considered a coincidence in this particular model, as, in general, the number of singlets does not have to equal the number of families.

6.2.7 More on stability

In Section 6.2.4 we have argued that the bundle $\tilde{V}$ is poly-stable in the region

$$\mathcal{C}_{\tilde{V}} = \{ s \in \mathcal{C}_s \mid s.(1, 1, -1, -1) = 0 \text{ and } s.(-1, 1, 0, 0) \geq 0 \text{ and } s.(1, 1, -2, 0) \geq 0 \} . \quad (6.58)$$

in Kähler moduli space and that, due to the first condition above, it splits into a poly-stable bundle $\tilde{V} = U \oplus L_4$. This result was based on computing cohomology dimensions only. However, for a complete stability analysis we need to consider line bundles injecting into all wedge powers $\wedge^k \tilde{V}$, where $k = 1, \ldots, 4$, by computing ranks of relevant maps. In this sub-section, we take up these computations and show that they do not change the above result for the poly-stable region.

Given that our bundle is already split, this task is somewhat simplified. All we need to consider is the line bundles injecting into powers of the rank four bundle $U$, that is, into $U$, $\wedge^2 U$ and $\wedge^3 U$, which is the case for a line bundle $L$, precisely when $H^0(X, \wedge^k U \otimes L^*)$ is non-trivial. Starting with $U$ itself, a line bundle $L$ injects into it precisely if

$$H^0\left(X, U \otimes L^*\right) \cong \text{Ker} \left( H^0(\tilde{B} \otimes L^*) \to H^0(C \otimes L^*) \right) \quad (6.59)$$

is non-trivial. We have computed this kernel for all the line bundles with entries between $-3$ and 3 and have obtained the following set of injecting line bundles:

$$(-3, -3, -3, 2), \ (-3, -3, -2, 2), \ (-3, -3, -1, 2), \ (-3, -3, 0, 1), \ (-3, -3, 0, 2)$$
$$(-3, -2, -3, 1), \ (-3, -2, -2, 1), \ (-3, -1, -3, 1), \ (-3, 1, -3, -1), \ (-3, 1, -2, -1),$$
$$(-3, 1, -1, -3), \ (-3, 1, -1, -2), \ (-3, 1, -1, -1), \ (-3, 1, 0, -3), \ (-3, 1, 0, -2),$$
$$(-2, -3, -3, 1), \ (-2, -3, -2, 1), \ (-2, -3, -1, 1), \ (-2, -3, 0, 1), \ (-2, -3, 0, 2),$$
$$(-2, -2, -3, 1), \ (-2, -1, -3, 1), \ (-2, -1, -3, -1), \ (-2, -1, -2, -1), \ (-2, -1, -2, -1),$$
$$(-2, 1, -3, -1), \ (-2, 1, -2, -1), \ (-2, 1, -1, -2), \ (-2, 1, -1, -1), \ (-2, 1, -1, -1),$$
$$(-2, 1, -1, -1), \ (-2, 1, -1, -1), \ (-2, 1, -1, -1), \ (-2, 1, -1, -1), \ (-2, 1, -1, -1),$$
$$(-1, -3, -3, 1), \ (-1, -3, -2, 1), \ (-1, -3, -1, 1), \ (-1, -3, -1, 1), \ (-1, -3, -1, 1),$$
$$(-1, -3, -1, 2), \ (-1, -3, 0, 1), \ (-1, -3, 0, 2), \ (-1, -3, -1, -1), \ (-1, -3, -1, -1),$$
$$(-1, -3, -1, -1), \ (-1, -3, -1, -1), \ (-1, -3, -1, -1), \ (-1, -3, -1, -1), \ (-1, -3, -1, -1).$$
However, none of these line bundles de-stabilises the cone $C_{\tilde{V}}$. To find the line bundles $L$ injecting into $\wedge^2 U$, we need to find the non-trivial cohomology groups

$$H^0 \left( X, \wedge^2 U \otimes L^* \right) \cong \text{Ker} \left( H^0 \left( \wedge^2 B \otimes L^* \right) \rightarrow \text{Ker} \left( H^0 \left( \wedge^2 C \otimes L^* \right) \rightarrow H^0 \left( S^2 C \otimes L^* \right) \right) \right). \tag{6.60}$$

This computation is similar to that performed in Section 6.2.5 in order to decide the existence of $5 - \bar{5}$ pairs. Although computationally challenging, we have computed the cohomology $H^0 \left( X, \wedge^2 U \otimes L^* \right)$ for all the line bundles with entries between $-1$ and $1$ and we find no injecting line bundles.

Finally, for the line bundles that potentially inject into $\wedge^3 U$ we need to compute cohomology groups of the type $H^0 \left( L^* \otimes \wedge^3 U \right)$. Using the equivalence $\wedge^3 U \cong U^* \otimes L_4^*$, and employing the dual monad sequence twisted up with $L_4^*$ and $L^*$ in a similar fashion to the discussion in Appendix E, it follows that the relevant cohomology group can be expressed as:

$$H^0 \left( L^* \otimes \wedge^3 U \right) = \text{Coker} \left( H^0 \left( C^* \otimes L_4^* \otimes L^* \right) \rightarrow H^0 \left( B^* \otimes L_4^* \otimes L^* \right) \right)
\oplus \text{Ker} \left( H^1 \left( C^* \otimes L_4^* \otimes L^* \right) \rightarrow H^1 \left( B^* \otimes L_4^* \otimes L^* \right) \right) \tag{6.61}$$

We have performed this computation for all the line bundles with entries between $-3$ and $3$, obtaining the following set of injecting line bundles:

$$(3, 0, 0, 3), \quad (3, -1, 3, 2), \quad (3, -1, 2, 3), \quad (2, 0, 0, 3), \quad (2, -1, 3, 2), \quad (1, -1, 3, 2)$$

As before, none of these line bundles de-stabilises the cone $C_{\tilde{V}}$.

### 7 Conclusions and Outlook

In this paper, we have presented an in-depth analysis of various aspects of heterotic line bundle models, in the context of a “case-study” for the tetra-quadric Calabi-Yau hyper-surface in $(\mathbb{CP}^1)^\times 4$. First, we have studied the question of finiteness of the class of heterotic line bundle models; mathematically this corresponds to the question of finiteness of poly-stable line bundles sums with fixed total Chern class. On the tetra-quadric, we have proved this finiteness result for the simple case of rank-two line bundle sums of the form $L \oplus L^*$. For higher rank line bundle sums, we have seen that the complication arises at the boundary of Kähler moduli space. Indeed, restricting to the region in Kähler moduli space away from the boundaries (which corresponds to the supergravity approximation) and demanding a finite Calabi-Yau volume, we can show finiteness relatively easily.

From the 94 phenomenologically promising models on the tetra-quadric which arise for the available group orders $|\Gamma| = 2, 4, 8, 16$ of freely-acting symmetries, we have chosen a particular example, exhibiting a symmetry $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$, and we have used this for a more detailed discussion. At the GUT level, this model has gauge group $SU(5) \times U(1)^4$ (with three of the $U(1)$ anomalous) and twelve $10 \oplus \bar{5}$ multiplets which lead to precisely three standard model families in the downstairs theory.
There are three $5 \rightarrow \bar{5}$ pairs which, for appropriate Wilson line choices, lead to one pair of Higgs doublets downstairs. In addition, there are 60 bundle moduli singlets, which reduce to 15 downstairs. In summary, downstairs, this model has precisely the MSSM spectrum charged under the standard model group plus a number of standard model singlets.

For this model, we have studied the continuation into the non-Abelian part of the moduli space, using the four-dimensional effective theory as well as two different bundle constructions - extensions bundles and monads. Our particular focus was the fate of the Higgs doublets. We found that the only superpotential $\mu$-term allowed by the $U(1)^4$ symmetry is of the form $\frac{1}{2} \cdot 4 L \bar{H}$, where $\frac{1}{2} \cdot 4$ is one type of bundle moduli singlets. Hence, in the part of bundle moduli space where $\langle \frac{1}{2} \cdot 4 \rangle = 0$ (which includes the line bundle locus, but also non-Abelian $S(U(4) \times U_X(1))$-bundles) the Higgs doublets should remain massless. We have verified this prediction by explicitly constructing the associated non-Abelian bundles, both through extensions and monads, and computing their cohomologies. Hence, we have found a model where the Higgs doublets remain massless away from the purely Abelian line bundle locus, although not in the whole bundle moduli space. We have shown that the remaining $U_X(1)$ gives rise to a $B - L$ symmetry of the model.

The line bundle data base [16] contains some models, defined on more complicated Calabi-Yau manifolds, where all $\mu$-terms are forbidden by the $U(1)^4$ symmetry. It would be interesting to explicitly study the non-Abelian continuations of these models. We hope that the results of the present paper will be helpful in this context and, more generally, for the task of finding a realistic standard model from string theory.
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A The Tetraquadric Hypersurface

Let $X$ denote a generic (smooth) hypersurface embedded in a product of four $\mathbb{CP}^1$ spaces, $\mathcal{A} = (\mathbb{CP}^1)^4$ defined as the zero locus of a polynomial of multi-degree $(2,2,2,2)$ in the homogeneous coordinates of the four projective spaces:

$$X = \mathbb{CP}^1 \times \mathbb{CP}^1 \times \mathbb{CP}^1 \times \mathbb{CP}^1,$$

(A.1)

Let $\{J_i, 1 \leq i \leq 4\}$ denote the standard Kähler forms on the four embedding $\mathbb{CP}^1$ spaces. Their restrictions, $J_i|_X$, span $H^2(X, TX)$. In the following, we will use the same notation $J_i$ when referring to the restrictions of the Kähler forms to $X$. A Kähler form $J_i = t^i J_i$ on $X$ is defined by a set of four real parameters $t^i$ which take values in the Kähler cone

$$C_t = \{ t \in \mathbb{R}^4 \mid t^i \geq 0, \ 1 \leq i \leq 4 \}$$

(A.2)

The supergravity approximation of the heterotic string is valid for $t^i \gg 1$.

The second Chern class of $X$ is given by $c_2(X) J_i = (24, 24, 24, 24)$ and the triple intersection numbers have the following simple form:

$$d_{ijk} = \int_X J_i \wedge J_j \wedge J_k = \begin{cases} 2 & \text{if } i \neq j, j \neq k \\ 0 & \text{otherwise} \end{cases}$$

(A.3)

This leads to the following expressions for the volume $\kappa = d_{ijk} t^i t^j t^k$ and its first derivatives $\kappa_i = d_{ijk} t^j t^k$

$$\kappa = 12 \left( t_1 t_2 t_3 + t_1 t_2 t_4 + t_1 t_3 t_4 + t_2 t_3 t_4 \right)$$

\(\kappa_i = 4 \left( t_{i_2} t_{i_3} t_{i_4} + t_{i_2} t_{i_4} t_{i_3} + t_{i_3} t_{i_2} t_{i_4} + t_{i_3} t_{i_4} t_{i_2} \right), \)

(A.4)

(A.5)

where $(i_1, i_2, i_3, i_4)$ is any permutation of $(1, 2, 3, 4)$. The derivatives $\kappa_i$ turn out to be useful for discussing the slope $\mu_t(V)$ of vector bundles $V$, defined as $\mu_t(V) = d_{ijk} c_i^j(V) t^j t^k = c_i^1(V) \kappa_i$.

In order to ensure that supersymmetry is preserved by the gauge fields, we have to require the vanishing of the slope. This condition may restrict the allowed values of the Kähler parameters to a subset of the Kähler cone. Since it is easier to discuss these constraints in the $\kappa_i$ variables, let us define the dual Kähler cone as the image of $C_t$ under the map $f(t) = (\kappa_1, \kappa_2, \kappa_3, \kappa_4)/4$. Denote the new coordinates by $s \in \mathbb{R}^4$ and define the vectors $n_i = n - e_i$, where $n = (1,1,1,1)/2$ and $e_i$ are the standard basis vectors in $\mathbb{R}^4$. The dual Kähler cone, $f(C_t)$ is contained as a dense subset in the cone

$$C_s = \{ s \in \mathbb{R}^4 \mid n_i \cdot s \geq 0, \ e_i \cdot s \geq 0, \ 1 \leq i \leq 4 \}.$$

(A.6)
The inclusion \( f(C_t) \subset C_s \) is straightforward: since \( t^i \geq 0 \) for all \( 1 \leq i \leq 4 \), \( e_i \cdot f(t) = \kappa_i/4 \geq 0 \) and \( n_i \cdot f(t) = \sum_{j \neq i} t_i t_j \geq 0 \). In order to prove that the inclusion is dense, we need to show that almost every point \( s \in C_s \) has at least one pre-image in \( C_t \). For this purpose, it is useful to define a new set of coordinates \( x_i = n_i \cdot s \). Then \( s \in C_s \) is equivalent with \( x_i \geq 0 \) and \( n_i \cdot x \geq 0 \), since \( e_i \cdot s = (n - n_i) \cdot s = \frac{1}{2} \sum x_j - x_i = n_i \cdot x \). Without loss of generality, we will assume in the following that \( x_1 \leq x_2 \leq x_3 \leq x_4 \).

If \( t \) is a pre-image of \( x \), then

\[
    n_i \cdot f(t) = t_i \left( \sum_{j=1}^{4} t_j - t_i \right) = x_i
\]

This can happen if we write

\[
    t_i = \tau - \epsilon_i \sqrt{\tau^2 - x_i} \quad \tau = \frac{1}{2} \sum_{i=1}^{4} \epsilon_i \sqrt{\tau^2 - x_i}
\]

where \( \epsilon_i \) are signs and we choose \( \epsilon_1 = \epsilon_2 = \epsilon_3 = 1 \). Deciding whether \( x \) has a pre-image amounts to deciding whether the function \( g : [\sqrt{x_4}, \infty) \to \mathbb{R} \), defined by

\[
    g(\tau) = \tau - \frac{1}{2} \sum_{i=1}^{4} \epsilon_i \sqrt{\tau^2 - x_i}
\]

vanishes somewhere. Since \( g \) is continuous, the existence of a vanishing point is guaranteed if \( g(\sqrt{x_4}) \) and \( g(\tau)_{\tau \to \infty} \) have different signs. We can use the freedom of choosing \( \epsilon_4 \) in order to arrange for this.

Note, however, that \( g(\sqrt{x_4}) \) does not depend on this choice.

If \( g(\sqrt{x_4}) = 0 \), we already have a vanishing point. This happens if \( x_1 = x_2 = 0 \) and \( x_3 = x_4 \).

Otherwise, if \( g(\sqrt{x_4}) > 0 \), we can choose \( \epsilon_4 = 1 \), such that \( g(\tau)_{\tau \to \infty} < 0 \). If \( g(\sqrt{x_4}) < 0 \) we choose \( \epsilon_4 = -1 \). However, this final case needs a more extended discussion. In this case, for large \( \tau \),

\[
    g(\tau) \simeq \frac{1}{4\tau} (x_1 + x_2 + x_3 - x_4) + \frac{1}{16\tau^3} (x_1^2 + x_2^2 + x_3^2 - x_4^2) + \ldots
\]

If \( x_1 + x_2 + x_3 - x_4 > 0 \), i.e. \( n_1 \cdot x > 0 \), then \( g(\tau)_{\tau \to \infty} > 0 \), which guarantees the existence of a vanishing point in the interval \( [\sqrt{x_4}, \infty) \). If \( n_1 \cdot x = 0 \) and \( x_2 > 0 \) (the second condition excludes the case \( x_1 = x_2 = 0 \) discussed above), \( g(\tau)_{\tau \to \infty} < 0 \), thus the above criterion cannot be used in order to decide whether \( g \) has any vanishing points. In fact, in these cases it is easy to check that the equations \( f(t) = s \) are inconsistent. Thus the corresponding points, which lie on the boundary of \( C_s \) do not belong to the dual Kähler cone.
B  Topological Identities for Line Bundles on the Tetraquadric

A line bundle \( L \) is determined by its first Chern class, \( c_1(L) = k^i J_i \) and it is also denoted by \( L = O_X(k) \). The Chern character for a single line bundle is given by

\[
\text{ch}(L) = e^{c_1(L)} = 1 + c_1(L) + \frac{1}{2} c_1(L)^2 + \frac{1}{3!} c_1(L)^3
\]  

(B.1)

This implies, on the tetraquadric,

\[
\text{ch}_2(L).J_i = \int_X \frac{1}{2} c_1(L)^2 \wedge J_i = \frac{1}{2} d_{ijk} k^j k^k = 2 \sum_{j<k,j,k \neq i} k^j k^k
\]  

(B.2)

\[
\int_X \text{ch}_3(L) = \frac{1}{3!} d_{ijk} k^i k^j k^k = 2 \sum_{i<j<k} k^i k^j k^k
\]  

(B.3)

For a sum of line bundles, \( V = \bigoplus_{a=1}^r O_X(k_a) \), given the additivity of the Chern characters, we have

\[
\text{ch}_1(V) = \left( \sum_{a=1}^r k_a^i \right) J_i
\]  

(B.4)

\[
\text{ch}_2(V).J_i = \frac{1}{2} d_{ijk} \sum_{a=1}^r k_a^i k_a^j = 2 \sum_{a=1}^r \sum_{j<k,j,k \neq i} k_a^j k_a^k
\]  

(B.5)

\[
\int_X \text{ch}_3(V) = \frac{1}{3!} d_{ijk} \sum_{a=1}^r k_a^i k_a^j k_a^k = 2 \sum_{a=1}^r \sum_{i<j<k} k_a^i k_a^j k_a^k
\]  

(B.6)

The index of \( V \) on a Calabi-Yau manifold \( X \), for which \( \text{Td}(TX) = 1 + c_2(TX)/12 \) can be computed using the index theorem:

\[
\text{ind}(V) = \int_X \text{ch}(V) \text{Td}(TX) = \int_X \text{ch}_3(V) + \frac{1}{12} \text{ch}_1(V) c_2(TX)
\]

\[
= \frac{1}{6} \sum_{a=1}^r \left( d_{ijk} k_a^i k_a^j k_a^k + \frac{1}{2} k_a^i (c_2(TX).J_i) \right)
\]  

(B.7)

\[
= 2 \sum_{a=1}^r \sum_{i<j<k} k_a^i k_a^j k_a^k + 2 \sum_{a=1}^r k_a^i
\]

The slope of a line bundle is defined as

\[
\mu(L) = \int_X c_1(L) \wedge J \wedge J = d_{ijk} k^i t^j t^k = k^i \kappa_i
\]  

(B.8)

and will play a central role in deciding stability of vector bundles.
C Line Bundle Cohomology on the Tetraquadric

Let $X$ denote the tetraquadric hypersurface. If the defining polynomial is sufficiently generic, $X$ is a smooth Calabi-Yau manifold with $h^{1,1}(X) = 4$. Moreover, this embedding is favourable, in the sense of [9]. This implies that the second cohomology of $X$ descends entirely from that of the embedding space. As such, all possible line bundles on $X$ can be obtained as restrictions to $X$ of line bundles on $A$. Let $L = \mathcal{O}_X(k)$ be a line bundle with first Chern class defined by a set of four integers $k^i$ as $c_1(L) = k^i J_i$. For the ease of notation, we order these line bundle integers such that $k_1 \leq k_2 \leq k_3 \leq k_4$ in the following discussion.

The ranks of the ambient space cohomology groups can be obtained using Bott’s formula:

$$h^q(\mathbb{CP}^n, \mathcal{O}(k)) = \begin{cases} 
\binom{k+n}{n} & q = 0 \quad k \geq 0, \\
\binom{-k-1}{-k-n} & q = n \quad k \leq -n - 1, \\
0 & \text{otherwise}
\end{cases} \quad (C.1)$$

and the Künneth formula, which gives the cohomology of line bundles over direct products of projective spaces $A = \mathbb{CP}^{n_1} \times \ldots \times \mathbb{CP}^{n_m}$:

$$H^q(A, \mathcal{O}(k_1, \ldots, k_m)) = \bigoplus_{q_1 + \ldots + q_m = q} H^q_1(\mathbb{CP}^{n_1}, \mathcal{O}(k_1)) \times \ldots \times H^q_m(\mathbb{CP}^{n_m}, \mathcal{O}(k_m)) \quad (C.2)$$

Thus, for a product of four projective spaces $A = (\mathbb{CP}^1)^4$, we obtain:

$$\dim H^0(A, \mathcal{O}(k)) = \prod_{i=1}^4 (k_i + 1)^+ \quad (C.3)$$

$$\dim H^1(A, \mathcal{O}(k)) = (-k_1 - 1)^+ \prod_{i=2}^4 (k_i + 1)^+ \quad (C.4)$$

$$\dim H^2(A, \mathcal{O}(k)) = (-k_1 - 1)^+(-k_2 - 1)^+(k_3 + 1)^+(k_4 + 1)^+ \quad (C.5)$$

$$\dim H^3(A, \mathcal{O}(k)) = (k_4 + 1)^+ \prod_{i=1}^3 (-k_i - 1)^+ \quad (C.6)$$

$$\dim H^4(A, \mathcal{O}(k)) = \prod_{i=1}^4 (-k_i - 1)^+ \quad (C.7)$$

where the notation $f^+$ indicates the positive part of a function $f^+(x) = \max(f(x), 0)$.

Line bundle cohomology on $X$ can be computed using the Koszul resolution sequence

$$0 \rightarrow \mathcal{O}_A(k) \otimes \mathcal{N}_X^* \rightarrow \mathcal{O}_A(k) \rightarrow \mathcal{O}_X(k) \rightarrow 0 \quad (C.8)$$
where $\mathcal{N}_X^*$ is the dual to the normal bundle $\mathcal{N}_X = \mathcal{O}_X(2, 2, 2)$. The associated long exact sequence in cohomology reads:

\[
\begin{align*}
0 & \rightarrow H^0(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^0(A, \mathcal{O}(k)) \rightarrow H^0(X, \mathcal{O}(k)) \rightarrow \\
& \rightarrow H^1(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^1(A, \mathcal{O}(k)) \rightarrow H^1(X, \mathcal{O}(k)) \rightarrow \\
& \rightarrow H^2(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^2(A, \mathcal{O}(k)) \rightarrow H^2(X, \mathcal{O}(k)) \rightarrow \\
& \rightarrow H^3(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^3(A, \mathcal{O}(k)) \rightarrow H^3(X, \mathcal{O}(k)) \rightarrow 0
\end{align*}
\] (C.9)

Thus we can express the cohomology groups on $X$ as

\[
H^q(X, \mathcal{O}(k)) = \text{Coker} \left( H^q(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^q(A, \mathcal{O}(k)) \right) \oplus \\
\quad \oplus \text{Ker} \left( H^{q+1}(A, \mathcal{O}(k) \otimes \mathcal{N}_X^*) \rightarrow H^{q+1}(A, \mathcal{O}(k)) \right)
\] (C.10)

In general, the ranks of these maps are maximal, in which case

\[
\begin{align*}
\dim H^0(X, \mathcal{O}(k)) &= \left( \prod_{a=1}^{4} (k_a + 1)^{+} - \prod_{a=1}^{4} (k_a - 1)^{+} \right)^{+} \\
&+ \left( (-k_1 + 1)^{+} \prod_{a=2}^{4} (k_a - 1)^{+} - (-k_1 - 1)^{+} \prod_{a=2}^{4} (k_a + 1)^{+} \right)^{+}
\end{align*}
\]

\[
\begin{align*}
\dim H^1(X, \mathcal{O}(k)) &= \left( (-k_1 - 1)^{+} \prod_{a=2}^{4} (k_a + 1)^{+} - (-k_1 + 1)^{+} \prod_{a=2}^{4} (k_a - 1)^{+} \right)^{+} \\
&+ \left( \prod_{a=1}^{2} (-k_a + 1)^{+} \prod_{a=3}^{4} (k_a - 1)^{+} - \prod_{a=1}^{2} (-k_a - 1)^{+} \prod_{a=3}^{4} (k_a + 1)^{+} \right)^{+}
\end{align*}
\] (C.11)

\[
\begin{align*}
\dim H^2(X, \mathcal{O}(k)) &= \left( \prod_{a=1}^{2} (-k_a - 1)^{+} \prod_{a=3}^{4} (k_a + 1)^{+} - \prod_{a=1}^{2} (-k_a + 1)^{+} \prod_{a=3}^{4} (k_a - 1)^{+} \right)^{+} \\
&+ \left( (k_4 - 1)^{+} \prod_{a=3}^{3} (-k_a + 1)^{+} - (k_4 + 1)^{+} \prod_{a=3}^{3} (-k_a - 1)^{+} \right)^{+}
\end{align*}
\]

\[
\begin{align*}
\dim H^3(X, \mathcal{O}(k)) &= \left( (k_4 + 1)^{+} \prod_{a=1}^{3} (-k_a - 1)^{+} - (k_4 - 1)^{+} \prod_{a=1}^{3} (-k_a + 1)^{+} \right)^{+} \\
&- \left( \prod_{a=1}^{4} (-k_a + 1)^{+} - \prod_{a=1}^{4} (-k_a - 1)^{+} \right)^{+}
\end{align*}
\]

However, even in the cases when these ranks are non-maximal we are able to write down closed-form expressions for the ranks of the cohomology groups on $X$. This is due to the fact that the ranks of the maps involved exhibit a surprising regularity. These formulae are given below and hold for any non-negative integer $p$. We use the notation $\binom{n}{k}$ for the binomial coefficient indexed by $n$ and $k$. We distinguish the following cases:
i) $k_1 \leq -(4 + 2p), k_2 = k_3 = -(4 + 2p) \text{ and } k_4 = 2 + p$:

$$\dim H^0(X, \mathcal{O}(k)) = \dim H^1(X, \mathcal{O}(k)) = 0$$

$$\dim H^2(X, \mathcal{O}(k)) = 48 C^3_{p+3} + (p + 1) (-k_1 - (4 + 2p) - 1)$$

$$\dim H^3(X, \mathcal{O}(k)) = (k_4 + 1)^+ \prod_{a=1}^3 (-k_a - 1)^+$$

$$- \left( (k_4 - 1)^+ \prod_{a=1}^3 (-k_a + 1)^+ - (48 C^3_{p+3} + (p + 1) (-k_1 - (4 + 2p) - 1)) \right)$$ (C.12)

ii) $k_1, k_2 < -(4 + 2p), k_3 \leq -(4 + 2p) \text{ and } k_4 = 2 + p$ or

$k_1, k_2 < -(4 + 2p) - 2, k_3 = -(4 + 2p) + 1$ and $k_4 = 2 + p$:

$$\dim H^0(X, \mathcal{O}(k)) = \dim H^1(X, \mathcal{O}(k)) = 0$$

$$\dim H^2(X, \mathcal{O}(k)) = 48 C^3_{p+3}$$ (C.13)

$$\dim H^3(X, \mathcal{O}(k)) = (k_4 + 1)^+ \prod_{a=1}^3 (-k_a - 1)^+ - \left( (k_4 - 1)^+ \prod_{a=1}^3 (-k_a + 1)^+ - 48 C^3_{p+3} \right)$$

The last two cases represent the dual version of first two. Although very similar, we include these formulae here for the sake of completeness:

iii) $k_1 = -2 - p, k_2 = k_3 = 4 + 2p, k_4 \geq 4 + 2p$:

$$\dim H^0(X, \mathcal{O}(k)) = (-k_1 + 1)^+ \prod_{a=2}^4 (k_a - 1)^+$$

$$- \left( (-k_1 - 1)^+ \prod_{a=2}^4 (k_a + 1)^+ - (48 C^3_{p+3} + (p + 1) (k_4 - (4 + 2p) - 1)) \right)$$ (C.14)

$$\dim H^1(X, \mathcal{O}(k)) = 48 C^3_{p+3} + (p + 1) (k_4 - (4 + 2p) - 1)$$

$$\dim H^2(X, \mathcal{O}(k)) = \dim H^3(\mathcal{O}_X(k)) = 0$$

iv) $k_1 = -2 - p, k_2 \geq 4 + 2p, k_3, k_4 > 4 + 2p$ or

$k_1 = -2 - p, k_2 = 4 + 2p - 1, k_3, k_4 > 4 + 2p + 2$:

$$\dim H^0(\mathcal{O}_X(k)) = (-k_1 + 1)^+ \prod_{a=2}^4 (k_a - 1)^+ - \left( (-k_1 - 1)^+ \prod_{a=2}^4 (k_a + 1)^+ - 48 C^3_{p+3} \right)$$

$$\dim H^1(\mathcal{O}_X(k)) = 48 C^3_{p+3}$$ (C.15)

$$\dim H^2(\mathcal{O}_X(k)) = \dim H^3(\mathcal{O}_X(k)) = 0$$
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D  Finiteness: a Different Perspective

In Section 4 we have tried to understand the observation, made in Ref. [9], that the number of consistent and physically viable line bundle models constructed over a certain manifold $X$ admitting discrete symmetries $\Gamma$ of a fixed order is an increasing and saturating function of the maximal line bundle entry in modulus. This phenomenon could be observed for all the pairs $(X, |\Gamma|)$ studied in Ref. [9]. In this section we will argue that the combined effect of cohomology constraints, poly-stability and the bound on the second Chern class imposed by the anomaly cancellation condition limits the range of allowed line bundle integers.

D.1  Bounds from cohomology

In order to ensure the correct chiral asymmetry and the absence of $10$-multiplets form the $SU(5)$ GUT spectrum, we must require the following pattern for the bundle cohomology:

$$h^*(X,V) = (0, 3|\Gamma|, 0, 0)$$

(D.1)

In Appendix C we have seen explicit formulae for line bundle cohomology on the tetraquadric hypersurface. By using these, and imposing the above cohomology pattern we can immediately exclude the following line bundles (where we assume $k_1 \leq k_2 \leq k_3 \leq k_4$):

- the trivial line bundle $O_X(0, 0, 0, 0)$;
- all semipositive line bundles $O_X(k_1, k_2, k_3, k_4)$ with $k_i \geq 0$;
- $O_X(-p, 0, 0, k_4)$ with $p \geq 1$ and $k_4 \geq 2$;
- $O_X(-1, k_2, k_3, k_4)$ with $k_2, k_3, k_4 \geq 2$;
- all special cohomology cases presented in Section C
- $O_X(k_1, k_2, k_3, k_4)$ with $k_1, k_2 < 0$ and $k_3, k_4 = 0$
- $O_X(k_1, k_2, k_3, k_4)$ with $k_1, k_2, k_3 < 0$ and $k_4 \geq 0$

Thus we are left with the following classes of line bundles:

- $O_X(-p, 0, 0, 1)$ with $p \geq 1$
- $O_X(-p, 0, k_3, k_4)$ with $k_3, k_4 > 0$
- $O_X(-p, k_2, k_3, k_4)$ with $k_2 < 4 + 2p - 1$
- $O_X(-p, k_2, k_3, k_4)$ with $k_2 = 4 + 2p - 1$ and $k_3 < 4 + 2p + 2$
- $O_X(k_1, k_2, k_3, k_4)$ with $k_1, k_2 < 0$ and $k_3, k_4 > 0$
Moreover, for any line bundle \( L \) in a viable line bundle sum, we must require \( h^1(X, L) \leq 3|\Gamma| \), where \( \Gamma \) is a freely acting group on the tetraquadric hypersurface. According to Ref. [23], the available group orders are \( |\Gamma| \in \{2, 4, 8, 16\} \), so that \( h^1(X, L) \leq 48 \). This imposes further bounds on the allowed line bundle entries. It follows that the allowed line bundles (assuming \( k_1 \leq k_2 \leq k_3 \leq k_4 \)) fall into several categories:

\( i) \) one negative and one positive entry:

- \( \mathcal{O}_X([-25, -1], 0, 0, 1) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, 0, 0, 1)) = (0, 2(p - 1), 0, 0) \)

\( ii) \) one negative and two positive entries:

- \( \mathcal{O}_X(-1, 0, 1, [1, \infty)) \). Cohomology: \( h^\ast(\mathcal{O}_X(-1, 0, 1, q)) = (0, 0, 0, 0) \)
- \( \mathcal{O}_X(-k_1, 0, k_3, k_4) \). Cohomology: \( h^\ast(\mathcal{O}_X(-k_1, 0, k_3, k_4)) = (0, (-k_1 - 1)^+ (k_3 + 1)^+ (k_4 + 1)^+ + (-k_1 + 1)^+ (k_3 - 1)^+ (k_4 - 1)^+, 0, 0) \).

Bound on the entries: \( k_1, k_3, k_4 \leq 25 \)

\( iii) \) one negative and three positive entries:

- \( \mathcal{O}_X([-7, -1], 1, 1, 1) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, 1, 1, 1)) = (0, 8(p - 1), 0, 0) \)
- \( \mathcal{O}_X(-1, 1, [1, \infty), [1, \infty)) \). Cohomology: \( h^\ast(\mathcal{O}_X(-1, 1, p, q)) = (0, 0, 0, 0) \)
- \( \mathcal{O}_X(-p, k_2, k_3, k_4) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, k_2, k_3, k_4)) = 0 \) for \( p > 1, k_i \in \mathbb{Z}_+ \): for \( p = 2, k_i \leq 11 \); for \( p = 3, k_i \leq 5 \); for \( p = 4, k_i \leq 3 \); for \( p = 5, k_i \leq 2 \); for \( p = 6,7, k_i = 1 \);

\( iv) \) two negative entries and one positive entry:

- \( \mathcal{O}_X((-\infty, -1], -1, 0, 1) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, -1, 0, 1)) = (0, 0, 0, 0) \)

\( v) \) two negative and two positive entries:

- \( \mathcal{O}_X(-p, -q, p, q) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, -q, p, q)) = (0, 0, 0, 0) \)
- \( \mathcal{O}_X((-\infty, -1], (-\infty, -1], [1, \infty), [1, \infty)) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, -q, p)) = (0, 0, 0, 0) \)
- \( \mathcal{O}_X(-k_1, -k_2, k_3, k_4) \). Cohomology: \( h^\ast(\mathcal{O}_X(-k_1, -k_2, k_3, k_4)) = (0, (-k_1 + 1)^+ (-k_2 + 1)^+ (k_3 - 1)^+ (k_4 - 1)^+ + (-k_1 - 1)^+ (-k_2 - 1)^+ (k_3 + 1)^+ (k_4 + 1)^+, 0, 0) \).

Bound on the entries (for cases not covered above): \( n_i \leq 13 \)

\( vi) \) three negative entries and one positive entry:

- \( \mathcal{O}_X((-\infty, -1], (-\infty, -1], -1, 1) \). Cohomology: \( h^\ast(\mathcal{O}_X(-p, -q, -1, 1)) = (0, 0, 0, 0) \)

### D.2 A bound from stability

Poly-stability for a sum of five line bundles \( V = \bigoplus_{a=1}^5 L_a \) reduces to the question of finding simultaneous solutions for the equations \( \mu_t(L_a) = 0 \), that is finding a vector \((\kappa_1, \kappa_2, \kappa_3, \kappa_4)\) in the dual Kähler cone, such that for all \( 1 \leq a \leq 5 \),

\[
0 = \mu_\kappa(L_a) = \kappa_1 k_a^1 + \kappa_2 k_a^2 + \kappa_3 k_a^3 + \kappa_4 k_a^4.
\]
However, due to the condition $c_1(V) = 0$, only four of these equations are independent. By successively multiplying the above equation by $k_a^1, \ldots, k_a^4$, we obtain

\[
0 = \kappa_1 (k_a^1)^2 + \kappa_2 k_a^2 k_a^1 + \kappa_3 k_a^3 k_a^1 + \kappa_4 k_a^4 k_a^1 \\
0 = \kappa_1 k_a^1 k_a^2 + \kappa_2 (k_a^3)^2 + \kappa_3 k_a^3 k_a^2 + \kappa_4 k_a^4 k_a^2 \\
0 = \kappa_1 k_a^1 k_a^3 + \kappa_2 k_a^2 k_a^3 + \kappa_3 (k_a^3)^2 + \kappa_4 k_a^4 k_a^3 \\
0 = \kappa_1 k_a^1 k_a^4 + \kappa_2 k_a^2 k_a^4 + \kappa_3 k_a^3 k_a^4 + \kappa_4 (k_a^4)^2
\] (D.3)

Adding these up and summing over $a$, we obtain

\[
0 = \kappa_1 \left( \sum_{a=1}^5 (k_a^1)^2 + \frac{-c_2^1 + c_2^3 + c_2^3 + c_2^1}{2} \right) + \kappa_2 \left( \sum_{a=1}^5 (k_a^2)^2 + \frac{+c_2^1 - c_2^3 + c_2^3 + c_2^1}{2} \right) + \kappa_3 \left( \sum_{a=1}^5 (k_a^3)^2 + \frac{+c_2^1 + c_2^3 - c_2^3 + c_2^1}{2} \right) + \kappa_4 \left( \sum_{a=1}^5 (k_a^4)^2 + \frac{+c_2^1 + c_2^3 + c_2^3 - c_2^1}{2} \right)
\] (D.4)

where $c_2 := c_2(V). J_1 = \sum_{a=1}^5 k_a^2 k_a^3 + k_a^2 k_a^4 + k_a^3 k_a^4$ and analogously for the other indices.

Since $\kappa_i$ are all positive, and $c_2^i$ are bounded from above by the anomaly cancellation condition (3.7), it follows that $\sum_a (k_a^1)^2$, $\sum_a (k_a^2)^2$, $\sum_a (k_a^3)^2$ and $\sum_a (k_a^4)^2$ cannot be large at the same time. That is, at least one of the rows in the matrix representing the sum of line bundles has to contain only small numbers.

More significantly, in order to satisfy the above equation with large line bundle entries, some (but not all) of the $\kappa_i$ parameters have to become small. This corresponds to having some, but not all of the Kähler parameters $t_i$ arbitrarily small. Though not directly relevant for the present discussion, we mention that such a situation falls out of the supergravity approximation, valid when all the Kähler parameters satisfy $t_i \gg 1$.

### D.3 Combined bounds

The physical constraints on the cohomologies of $V$ limit the range of line bundle integers in almost all cases. However, these constraints leave three types of line bundles with large integers in modulus, having trivial cohomology. Up to permutations, these are:

- line bundles with one large integer: $\mathcal{O}_X(-1, 0, 1, \pm p)$
- line bundles with two large integers: $\mathcal{O}_X(-1, 1, \pm q, \pm p)$
- line bundles with four large integers: $\mathcal{O}_X(-p, -q, q, p)$

The third type of line bundles are excluded by stability and the $c_2(V)$ constraint discussed above, in Section D.2. Moreover, line bundles of the form $\mathcal{O}_X(-1, 1, p, q)$ where both $p$ and $q$ are
either positive or negative do not satisfy the slope zero condition in the positive Kähler cone. Thus the only allowed type of line bundles with large entries are of two types:

- two large integers: \( \mathcal{O}_X(p, -q, -1, 1) \), \( p, q \geq 0 \) or
- \( \mathcal{O}_X(-p, -q, q, p) \) where only \( p \geq 0 \) can be arbitrarily large

We would like to argue that such line bundles, with arbitrarily large entries, cannot enter a viable line bundle model. Before doing that, however, we give an example of an infinite family of line bundle sums satisfying all the topological constraints required from a viable model:

\[
V = \begin{bmatrix}
-p & p - 2 & 0 & 1 & 1 \\
0 & 0 & -1 & 2 & -1 \\
-1 & -1 & -1 & 1 & 2 \\
1 & 1 & 1 & -2 & -1
\end{bmatrix}
\]

(D.5)

The bundles in this class satisfy, independent of the value of \( p \in \mathbb{Z} \):

\[
c_1(V) = 0
\]

(D.6)

\[
c_2(V).J_i = (-20, -14, -16, 14)
\]

(D.7)

\[
\text{ind}(V) = \text{ind}(\wedge^2 V) = 12
\]

(D.8)

However, the slopes of the above line bundles cannot be simultaneously put to zero in the interior of the Kähler cone, except when \( p = 1 \).

The following family contains poly-stable line bundle sums for any \( p \in 3\mathbb{Z} \):

\[
V = \begin{bmatrix}
-p & p/3 & p/3 & p/3 & 0 \\
0 & -1 & -1 & -1 & 3 \\
-1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & -2 & -4
\end{bmatrix}
\]

(D.9)

and has

\[
c_1(V) = 0
\]

(D.10)

\[
\text{ind}(V) = \text{ind}(\wedge^2 V) = 24
\]

(D.11)

However, the second and the third entries in \( c_2(V).J_i \) depend linearly on \( p \). The two examples above illustrate the conflict between, on one hand, trying to satisfy the slope zero condition and on the other hand trying to keep \( c_2(V).J_i \) bounded. If one starts with a line bundle of the type \( \mathcal{O}_X(-p, -q, q, p) \), one is forced by the slope zero condition to continue with line bundles of the same kind. However, this always leaves at least two entries in \( c_2(V).J_i \) large. Alternatively, if one starts with a line bundle \( \mathcal{O}_X(-p, q, -1, 1) \), this will produce at least one large entry in \( c_2(V).J_i \). Trying to make up for that renders the slope zero condition impossible to satisfy.
Criteria for Stability of Monad Bundles

If a line bundle $L$ is a proper sub-bundle of $\wedge^k V$, then

$$\text{Hom}_X(L, \wedge^k V) \cong H^0(X, \wedge^k V \otimes L^*) \neq 0$$  \hspace{1cm} (E.1)

Thus $\text{Hom}_X(L, \wedge^k V) = 0$ guarantees that there are no maps between $L$ and $V$. Below, we derive several criteria for deciding whether $\text{Hom}_X(L, \wedge^k V)$ is trivial or not. We will use the fact that, for $SU(n)$ bundles, there exists the isomorphism

$$\wedge^{n-k} V \cong \wedge^k V^*$$  \hspace{1cm} (E.2)

1. The case $k = 1$, $L \hookrightarrow V$. By twisting the monad sequence (6.17) with the line bundle $L^*$, we obtain a short exact sequence which yields the following long exact sequence in cohomology:

$$0 \rightarrow \text{Hom}_X(L, V) \rightarrow H^0(B \otimes L^*) \rightarrow H^0(C \otimes L^*) \rightarrow \ldots$$  \hspace{1cm} (E.3)

Thus

$$\text{Hom}_X(L, V) \cong \text{Ker} \left( H^0(B \otimes L^*) \rightarrow H^0(C \otimes L^*) \right)$$  \hspace{1cm} (E.4)

If $h^0(B \otimes L^*) = 0$, then $L$ does not inject into $V$. If

$$h^0(B \otimes L^*) > h^0(C \otimes L^*)$$  \hspace{1cm} (E.5)

then $\text{Hom}_X(L, V)$ is non-trivial. In this case, we will treat $L$ as a de-stabilising line bundle and restrict the Kähler cone accordingly. In the cases in which these simple cohomology checks are not conclusive, we will need to explicitly find the kernel of the map (E.4).

2. The case $k = 2$, $L \hookrightarrow \wedge^2 V$. Start with the second exterior power sequence:

$$0 \rightarrow \wedge^2 V \rightarrow \wedge^2 B \rightarrow B \otimes C \rightarrow S^2 C \rightarrow 0$$  \hspace{1cm} (E.6)

then twist this with $L^*$ and split the resulting sequence into two short exact sequences. The associated long exact sequences in cohomology start as:

$$0 \rightarrow \text{Hom}_X(L, \wedge^2 V) \rightarrow H^0(\wedge^2 B \otimes L^*) \rightarrow H^0(Q) \rightarrow \ldots$$  \hspace{1cm} (E.7)

$$0 \rightarrow H^0(Q) \rightarrow H^0(B \otimes C \otimes L^*) \rightarrow H^0(S^2 C \otimes L^*) \rightarrow \ldots$$  \hspace{1cm} (E.8)

Thus

$$\text{Hom}_X(L, \wedge^2 V) \cong \text{Ker} \left( H^0(\wedge^2 B \otimes L^*) \rightarrow H^0(Q) \right)$$  \hspace{1cm} (E.9)

$$H^0(Q) \cong \text{Ker} \left( H^0(B \otimes C \otimes L^*) \rightarrow H^0(S^2 C \otimes L^*) \right)$$  \hspace{1cm} (E.10)

As before, there are two simple cohomology checks that can be performed in this case. If $h^0(\wedge^2 B \otimes L^*) = 0$, then $L$ does not inject into $\wedge^2 V$. However, $\text{Hom}_X(L, \wedge^2 V)$ is non-trivial, if

$$h^0(\wedge^2 B \otimes L^*) > h^0(B \otimes C \otimes L^*)$$  \hspace{1cm} (E.11)
3. The case $k = 3$, $L \hookrightarrow \wedge^3 V \cong \wedge^2 V^*$. There are two relevant sequences in this case. First, start with the dual sequence for $\wedge^2 V$ twisted up with $L'$:

$$0 \to S^2 C^* \otimes L' \to B^* \otimes C^* \otimes L' \to \wedge^2 B^* \otimes L' \to \wedge^2 V \otimes L' \to 0 \quad (E.12)$$

and split this into two short exact sequences with associated long exact sequences in cohomology:

$$0 \to H^0(S^2 C^* \otimes L') \to H^0(B^* \otimes C^* \otimes L') \to H^0(Q) \to H^1(S^2 C^* \otimes L') \to \ldots \quad (E.13)$$

$$0 \to H^0(Q) \to H^0(\wedge^2 B^* \otimes L') \to \text{Hom}_X(L, \wedge^2 V^*) \to H^1(Q) \to \ldots$$

From here we can infer that $\text{Hom}_X(L, \wedge^3 V) = 0$ if $h^0(\wedge^2 B^* \otimes L') = h^1(S^2 C^* \otimes L') = h^2(S^2 C^* \otimes L') = 0$.

3'. Alternatively we can start with the third exterior power sequence:

$$0 \to \wedge^3 V \to \wedge^3 B \to \wedge^2 B \otimes C \to B \otimes S^2 C \to S^3 C \to 0 \quad (E.13)$$

then split this sequence into three short exact sequences, whose long exact sequences in cohomology lead to the following indentifications:

$$\text{Hom}_X(L, \wedge^3 V) \cong \text{Ker}
\left(H^0(\wedge^3 B \otimes L') \to H^0(Q_1)\right) \quad (E.14)$$

$$H^0(Q_1) \cong \text{Ker}
\left(H^0(\wedge^2 B \otimes C \otimes L') \to H^0(Q_2)\right) \quad (E.15)$$

$$H^0(Q_2) \cong \text{Ker}
\left(H^0(B \otimes S^2 C \otimes L') \to H^0(S^3 C \otimes L')\right) \quad (E.16)$$

Thus, if $h^0(\wedge^3 B \otimes L') = 0$, then $L$ does not inject into $\wedge^3 V$. On the other hand, if

$$h^0(\wedge^3 B \otimes L') > h^0(\wedge^2 B \otimes C \otimes L') \quad (E.17)$$

then $\text{Hom}_X(L, \wedge^3 V)$ is non-trivial.

4. The case $k = 4$, $L \hookrightarrow \wedge^4 V \cong V^*$. In this case, start with the dual monad sequence twisted up with $L'$:

$$0 \to C^* \otimes L' \to B^* \otimes L' \to V^* \otimes L' \to 0 \quad (E.18)$$

and obtain the long exact sequence in cohomology:

$$0 \to H^0(C^* \otimes L') \to H^0(B^* \otimes L') \to \text{Hom}_X(L, V^*) \to H^1(C^* \otimes L') \to \ldots \quad (E.19)$$

This implies the following identification:

$$\text{Hom}_X(L, V^*) \cong \text{Coker}(H^0(C^* \otimes L') \to H^0(B^* \otimes L')) \oplus \text{Ker}
\left(H^1(C^* \otimes L') \to H^1(B^* \otimes L')\right) \quad (E.20)$$

If $h^0(B^* \otimes L') = h^1(C^* \otimes L') = 0$, then $L$ does not inject into $V^*$. However, $\text{Hom}_X(L, V^*)$ is non-trivial if

$$h^0(C^* \otimes L') < h^0(B^* \otimes L') \quad \text{or} \quad (E.21)$$

$$h^1(C^* \otimes L') > h^1(B^* \otimes L') \quad (E.22)$$
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