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Abstract—We provide theoretical bounds on the worst case performance of the greedy algorithm in seeking to maximize a normalized, monotone, but not necessarily submodular objective function under a simple partition matroid constraint. We also provide worst case bounds on the performance of the greedy algorithm in the case that limited information is available at each planning step. We specifically consider limited information as a result of unreliable communications during distributed execution of the greedy algorithm. We utilize notions of curvature for normalized, monotone set functions to develop the bounds provided in this work. To demonstrate the value of the bounds provided in this work, we analyze a variant of the benefit of search objective function and show, using real-world data collected by an autonomous underwater vehicle, that theoretical approximation guarantees are achieved despite non-submodularity of the objective function.

I. INTRODUCTION

In general, the problem of planning search paths that seek to maximize a general objective function is NP-hard. One simple method of addressing the general infeasibility of planning optimal paths for a team of search agents is to utilize the greedy algorithm [1] wherein an ordering is assigned to the set of search agents and each agent plans a path for itself while accounting for the paths of preceding agents. We seek to provide theoretical approximation guarantees for the greedy algorithm in seeking to maximize a non-submodular objective function where planning at each step of the greedy algorithm is potentially suboptimal. Furthermore, we consider the effect of unreliable communications during distributed execution of the greedy algorithm which limits the information available to search agents and seek to provide approximation guarantees for the greedy algorithm with limited information as well.

The greedy algorithm has received significant attention because of its practical simplicity. In addition to its ease of implementation, the greedy algorithm has been shown to yield results with high-quality approximation guarantees under a wide variety of constraints on the possible solutions that the greedy algorithm may produce.

It is shown in [2] that the greedy algorithm yields an optimal solution given a modular objective function. The well-known 1/2 lower bound is presented in [3] for the case of a normalized, monotone, submodular objective function under a general matroid constraint. The authors of [1] introduce a notion of curvature for normalized, monotone, submodular objective functions and use this curvature $\alpha_c \in [0, 1]$ to provide an approximation guarantee of $1/(1 + \alpha_c)$ that is equivalent to the bounds presented in [2] and [3] at the limits of the curvature term (when $\alpha_c = 0$ or $\alpha_c = 1$) thus unifying the results of [2] and [3]. It is shown in [4] that under a uniform matroid constraint, the greedy algorithm yields an improved bound of $(1 - e^{-1}) \approx 0.63$ given a submodular objective function. In [1], curvature is again used to further improve this bound to $(1 - e^{-\alpha_c})/\alpha_c$.

The bounds of [3] and [4] have motivated the frequent use of submodular objective functions such as mutual information which is known to be submodular assuming measurements are conditionally independent [5]. Further consideration of approximation guarantees for the greedy algorithm in seeking to maximize a non-submodular objective function has begun only recently. We refer the reader to [6] for a more thorough discussion of distinct types of non-submodular functions and recent advancements. Important applications with corresponding non-submodular objective functions include experimental design, dictionary selection, and subset selection [6]. The work of [7] addresses visibility optimization in social media. In this work, we address robotic search.

Contributions: In the first contribution of this work, which appears in Theorem 1, we provide suboptimality guarantees for the greedy algorithm under a simple partition matroid constraint where the objective function is normalized and monotone, but not necessarily submodular. We discuss how our novel bound generalizes and extends bounds provided in earlier works with the additional consideration of generalized curvature. In the second contribution of our work, which appears in Theorem 2, we provide suboptimality guarantees for the greedy algorithm with limited information extending the work of [8], [9]. Our extensions include the consideration of normalized, monotone, but not necessarily submodular objective functions. Additionally, in each case we consider that the greedy selection step is executed with bounded suboptimality as in [10]. Finally, we illustrate the efficacy of...
our contributions with respect to a robotic search application.

Most closely related to the first contribution of this work are the results presented in [11] and [7] which show that under a general matroid constraint the greedy algorithm yields a constant approximation factor \((1 - \beta)/(1 + (1 - \beta))\) for normalized, monotone, but not necessarily submodular objective functions where \(\beta\) is equivalent to the inverse generalized curvature given in Definition 5 of our work. Our work extends the bounds of [11], [7] by further considering the generalized curvature given in Definition 4. Our contribution given as Theorem 1 has a form very similar to that of the bound presented in [12]. In contrast to [12] where the authors consider the sum of submodular and supermodular functions and utilize notions of curvature with respect to these functions, we consider a general non-submodular objective function. This is significant because a decomposition of a normalized monotone set function into a sum of submodular and supermodular functions is not guaranteed to exist as shown in Lemma 3.2 of [12]. Additionally, we consider that the greedy selection step is potentially suboptimal as in [10] further distinguishing our contribution.

Most closely related to the second contribution of this work are the results in [8] and [9] where a generalized greedy algorithm is presented that does not require complete information regarding preceding decisions. Notably, the generalized greedy algorithm in [9] enjoys a worst-case approximation guarantee of \(1/(1 + k^*(G))\) under a partition matroid constraint assuming a normalized, monotone, submodular objective function. The term \(k^*(G)\) represents the fractional clique cover number of the underlying communication graph \(G\) and is discussed in detail in [9]. We extend the work of [9] by considering the curvature of the objective function which is assumed to be normalized and monotone, but not necessarily submodular.

**Paper Overview:** This paper is organized as follows. Mathematical preliminaries are presented and discussed in Section II. Properties of the objective function including notions of curvature are presented in Section III. The primary contributions of this work are presented in Section IV. The benefit of search objective function is presented in Section V and properties of the objective function are analyzed in Section VI. Conclusions are presented in Section VII. Proofs are presented in the appendices.

**II. Mathematical Preliminaries**

Let \(\mathcal{V}\) be a finite ground set and let \(f : 2^\mathcal{V} \to \mathbb{R}\) be a set function where \(2^\mathcal{V}\) denotes the power set of \(\mathcal{V}\). Generally, calligraphic font is used to denote sets. Exceptions should be clear from context. We consider a team of \(N\) agents given as \(\mathcal{A} = \{1, \ldots, N\}\). In executing the greedy algorithm, each agent \(i\) will select an element \(x_i\) from the ground set \(\mathcal{V}\) in an effort to maximize the objective function \(f\).

When analyzing suboptimality of the greedy algorithm, one often encounters matroids which are used to represent constraints on the solutions produced by the greedy algorithm. A matroid is defined as follows.

**Definition 1 (Matroid [13, Definition 39.1]):** Consider a finite ground set \(\mathcal{V}\), and a non-empty collection of subsets of \(\mathcal{V}\), denoted by \(\mathcal{I}\). Then, the pair \((\mathcal{V}, \mathcal{I})\) is called a matroid if and only if the following conditions hold:

i) for any set \(\mathcal{X} \subseteq \mathcal{V}\) such that \(\mathcal{X} \in \mathcal{I}\), and for any set \(\mathcal{Z} \subseteq \mathcal{X}\), it holds \(\mathcal{Z} \in \mathcal{I}\);

ii) for any sets \(\mathcal{X}, \mathcal{Z} \subseteq \mathcal{V}\) such that \(\mathcal{X}, \mathcal{Z} \in \mathcal{I}\) and \(|\mathcal{X}| < |\mathcal{Z}|\), it holds that there exists an element \(z \in \mathcal{Z} \setminus \mathcal{X}\) such that \(\mathcal{X} \cup \{z\} \in \mathcal{I}\).

Matroids are used to represent abstract dependence. The set \(\mathcal{I}\) contains all independent sets of \(\mathcal{V}\). A set \(x \in \mathcal{I}\) is called maximal if there exists no \(v \in \mathcal{V}\) such that \(x \cup \{v\} \in \mathcal{I}\). For example, any subset of the columns of a matrix are either linearly independent or dependent. A matroid may be constructed by allowing the columns of the matrix to form the ground set \(\mathcal{V}\) and every combination of linearly independent columns to form \(\mathcal{I}\). An excellent discussion of matroids and their history is provided in [13]. Most importantly for our purposes, matroids provide a construct to represent constraints in planning. Two notable special types of matroids are uniform matroids [1], [4], [14] and partition matroids [9], [10], [15], [16], [17].

To analyze suboptimality bounds for the greedy algorithm, we utilize the marginal reward.

**Definition 2 (Marginal Reward):** Given any sets \(\mathcal{S}, \mathcal{Q} \subseteq \mathcal{V}\) the marginal contribution of \(\mathcal{S}\) given \(\mathcal{Q}\) is

\[
\Delta(\mathcal{S}|\mathcal{Q}) \triangleq f(\mathcal{S} \cup \mathcal{Q}) - f(\mathcal{Q}).
\]  

We adopt notation for the marginal reward from [8] and [9]. It may be useful to consider the marginal reward as the discrete derivative of \(f\) as discussed in [15].

Note that given an arbitrarily ordered set \(\mathcal{S} \subseteq \mathcal{V}\), the reward attained by \(\mathcal{S}\) may be represented as the sum of the marginal rewards for the elements of \(\mathcal{S}\). For example, given \(\mathcal{S} = \{s_1, \ldots, s_M\}\), we have

\[
f(\mathcal{S}) = \sum_{i=1}^{M} \Delta(\{s_i\}|\bigcup_{j=1}^{i-1} \{s_j\})
\]  

where \(\bigcup_{j=1}^{i-1} \{s_j\}\) is the empty set when \(i = 1\). For convenience, we use the subscript notation \(s_{1:i-1} = \bigcup_{j=1}^{i-1} \{s_j\}\) to denote a subset of an ordered set. We also often use a comma in place of the union operator, e.g. \(\Delta(\mathcal{S}|\mathcal{Q}, \mathcal{Z}) = \Delta(\mathcal{S}|\mathcal{Q}, \mathcal{Z})\). Lastly, when representing a single element in a set, we often drop the curly brace notation, e.g. \(\Delta(\{s_i\}|\mathcal{Q}) = \Delta(s_i|\mathcal{Q})\).

By (2), given sets \(\mathcal{S}, \mathcal{Q} \subseteq \mathcal{V}\) with \(|\mathcal{S}| = M_S\) and \(|\mathcal{Q}| = M_Q\) and arbitrary orderings \(\mathcal{S} = \{s_1, \ldots, s_M\}\) and \(\mathcal{Q} = \{q_1, \ldots, q_M\}\) we have

\[
f(\mathcal{S}, \mathcal{Q}) = f(\mathcal{S}) + \sum_{i=1}^{M_Q} \Delta(q_i|s_{1:i-1}, \mathcal{S})
\]  

\[
f(\mathcal{S}, \mathcal{Q}) = f(\mathcal{Q}) + \sum_{i=1}^{M_S} \Delta(s_i|s_{1:i-1}, \mathcal{Q}).
\]  

For the case of informative path planning, let \(\mathcal{X}_i\) represents the set of paths available to agent \(i\) and let \(\mathcal{V} = \bigcup_{i \in \mathcal{A}} \mathcal{X}_i\). We
define the constraint \( I = \{ S \subseteq V : |S \cap X_i| \leq 1 \ \forall i \in A \} \), which is a simple partition matroid. Any element of \( I \) gives a joint path for a set of agents \( a \subseteq A \) and maximal set in \( I \) gives a complete joint path. That is, a maximal set \( x \) includes an assignment for each agent \( i \) from its set of paths \( X_i \). Let \( x, x^* \in I \) be maximal independent sets in \( I \). Then replacing \( S \) and \( Q \) in (3) with \( x \) and \( x^* \) gives us

\[
f(x, x^*) = f(x^*) + \sum_{i \in A} \Delta(x_i|x_{1:i-1}, x^*) \quad (5)
\]

\[
f(x, x^*) = f(x) + \sum_{i \in A} \Delta(x_i|x^*, x_{1:i-1}) \quad (6)
\]

which, in turn, gives

\[
f(x^*) = f(x) + \sum_{i \in A} \Delta(x_i|x^*, x_{1:i-1}, x^*) - \sum_{i \in A} \Delta(x_i|x_{1:i-1}, x^*). \quad (7)
\]

While equality in (7) holds for any maximal \( x, x^* \in I \), \( x^* \) is assumed to satisfy \( x^* \in \arg \max_{S \in I, |S|=N} f(S) \) while \( x \) is assumed to be a solution produced by the greedy algorithm.

In addition, we consider the case that limited information is available to an agent at its planning turn as in [8], [9]. More precisely, the standard greedy algorithm relies on the plans of agents \( i \) through \( i-1 \) to be available to agent \( i \) when it plans. We consider that only a subset of those plans \( \mathcal{N}_i \subseteq \{ j \in A : j < i \} \) is available to agent \( i \) when planning. Thus, for informative path planning, we denote the incomplete joint plan available to agent \( i \) with \( x_{\mathcal{N}_i} \). As a note: consider that each element of a set \( S \subseteq V \) is represented by a node in a graph \( G \) and let the in-neighbors of each node \( s_i \) be the set of nodes \( \{ s_j : 1 \leq j < i \} \) such that the \( G \) is a directed acyclic graph. Equality in (2) is only guaranteed when \( G \) is complete, i.e. \( \mathcal{N}_i = \{ j \in A : j < i \} \). Specifically for a subset \( S \) of nodes, (2) holds when the subgraph induced by \( S \) is complete, i.e. when \( S \) is a clique. We refer the reader to [8] for a detailed discussion of the underlying communication graph structure.

III. PROPERTIES OF THE OBJECTIVE FUNCTION

While we have imposed no constraints on the objective function \( f \) in Section II, many useful results regarding the greedy algorithm rely on \( f \) possessing several properties most common of which are the following:

\begin{itemize}
  \item [i)] Normalized: \( f(\emptyset) = 0 \)
  \item [ii)] Monotone: For \( S \subseteq Q \subseteq V \), \( f(S) \leq f(Q) \).
  \item [iii)] Submodular: For \( S \subseteq Q \subseteq V \) and \( v \in V \setminus Q \), the following holds:
    \[ f(S \cup \{ v \}) - f(S) \geq f(Q \cup \{ v \}) - f(Q). \quad (8) \]
\end{itemize}

Note that property iii (submodularity) provides a relationship between marginal rewards and is equivalently written as \( \Delta(v|S) \geq \Delta(v|Q) \).

The authors of [1] introduce a notion of curvature of submodular set functions that they use to unify distinct suboptimality guarantees for the greedy algorithm. Their definition of curvature, denoted by \( \alpha_c \), is defined as follows.

**Definition 3:** (Total Curvature [1]) Let \( f \) be normalized, monotone, and submodular. Then the curvature of \( f \) denoted by \( \alpha_c \) is defined as

\[
\alpha_c \triangleq \max_{v \in V} \frac{\Delta(v|\emptyset) - \Delta(v|V \setminus v)}{\Delta(v|\emptyset)} \quad (9)
\]

where \( V^* \triangleq \{ v \in V : f(v) \geq 0 \} \).

In our analysis, we utilize a more general notion of curvature given in [18].

**Definition 4** (Generalized Curvature [18, definition 2]): Consider a normalized, monotone function \( f : 2^V \rightarrow \mathbb{R}_{\geq 0} \). The generalized curvature is the smallest scalar \( \alpha \) s.t.

\[
\Delta(v|S \cup Q \setminus v) \geq (1 - \alpha)\Delta(v|S \setminus v) \quad (10)
\]

for all \( S, Q \subseteq V \) and \( v \in V \setminus Q \).

Proposition 2 in [17] gives that, for submodular, monotone functions, \( \alpha \) given in Definition 4 satisfies \( \alpha \leq \alpha_c \) where \( \alpha_c \) is given by Definition 3. We note that we do not expect the relationship \( \alpha \leq \alpha_c \) to provide meaningful improvements over bounds utilizing \( \alpha_c \). Instead, the relationship \( \alpha \leq \alpha_c \) suggests that our use of Definition 4 does not negatively influence our results with respect to bounds produced using Definition 3.

To analyze the suboptimality of the greedy algorithm given a non-submodular objective function, we utilize the definition of inverse generalized curvature presented in [18].

**Definition 5** (Inverse Generalized Curvature [18, definition 2]): Consider a normalized, monotone function \( f : 2^V \rightarrow \mathbb{R}_{\geq 0} \). The inverse generalized curvature is the smallest scalar \( \beta \) s.t.

\[
\Delta(v|S \setminus Q \cup v) \geq (1 - \beta)\Delta(v|S \setminus Q) \quad (11)
\]

for all \( S, Q \subseteq V \) and \( v \in S \setminus Q \). The function is submodular iff \( \beta = 0 \) and modular iff \( \beta = \alpha = 0 \).

In general \( \alpha \) can be different from \( \beta \).

IV. BOUNDS FOR THE GREEDY ALGORITHM GIVEN A NON-SUBMODULAR OBJECTIVE FUNCTION

The main contributions of this work are given in Theorems 1 and 2. Throughout, we assume that the element of the solution contributed by agent \( i \) or at the \( i \)-th planning step of the greedy algorithm satisfies

\[
x_i \in \{ \hat{x}_i \in X_i : \eta \Delta(\hat{x}_i|x_{\mathcal{N}_i}) \geq \max_{\hat{x}_i \in X_i} \Delta(\hat{x}_i|x_{\mathcal{N}_i}) \}. \quad (12)
\]

An element \( x_i \) satisfying (12) is called \( \eta \)-optimal.

We note that \( \eta \)-optimality at each planning step is generally not guaranteed in practice. However, the consideration of \( \eta \)-optimality here provides insight into the effects of using planning techniques, such as Monte Carlo Tree Search, that do not necessarily provide optimal solutions, but are likely nearly optimal. For example, each agent running Monte Carlo Tree search using the d-UCT proposed in [19] would allow agents to begin planning simultaneously and adapt plans as new information is gained until the planning window for each agent closes.
A. Suboptimality of the Greedy Algorithm given a Nonsubmodular Objective Function Under a Simple Partition Matroid Constraint

Theorem 1: Given a normalized, monotone objective function with $\alpha$ and $\beta$ given in Definitions 4 and 5, and assuming $\eta$-optimal planning, the greedy algorithm guarantees a solution $x$ satisfying

$$\frac{f(x)}{f(x^*)} \geq \frac{1 - \beta}{\eta + (1 - \beta)\alpha}$$ (13)

The proof of Theorem 1 is provided in Appendix A.

When $f$ is modular we have $\alpha = \beta = 0$. Thus, when $\eta = 1$ our bound reflects the optimality of the greedy algorithm proven in [2]. When $\beta = 0$ and $\eta = 1$, our bound improves the $1/(1 + \alpha_c)$ bound of [1] by Proposition 2 of [17] which gives that $\alpha \leq \alpha_c$ where $\alpha$ is given by Definition 4. When $\beta = 0$ and $\alpha = 1$, our bound is equivalent to that of [10]. When $\alpha = 1$ and $\eta = 1$, our bound is equivalent to [7] and to the single matroid constrained case of [11].

B. Suboptimality of the Greedy Algorithm with Limited Information given a Non-submodular Objective Function

Theorem 2: Given a normalized, monotone objective function with generalized curvature $\alpha$ and inverse generalized curvature $\beta$ given in Definitions 4 and 5, respectively, the greedy algorithm guarantees a solution $x$ satisfying

$$\frac{f(x)}{f(x^*)} \geq \frac{(1 - \beta)^2}{(1 - \beta^2) + (\alpha + \eta - 1)(1 - \beta)k^*(G)}$$ (14)

where $k^*(G)$ represents the fractional clique cover number of the underlying communication graph $G$.

The proof of Theorem 2 is given in Appendix B. We note that, due to the step in equation (53) in the proof of Theorem 2, when $k^* = 1$ the bound in (14) does not reduce to (13). For this reason, we believe a tighter bound is achievable in future work. Regardless, this result provides, to the best of the authors knowledge, the first suboptimality guarantees for the greedy algorithm with limited information given a non-submodular objective function. Notably, when $\beta = 0$ and $\alpha = 1$, we recover the approximation bound of [9]. Furthermore, when $\beta = 0$, the bounds of Theorems 2 and (13) each reduce to $1/(\alpha + \eta)$.

V. THE BENEFIT OF SEARCH OBJECTIVE FUNCTION

We consider a robotic search application where a team of robots seeks to cooperatively locate an unknown number of objects. We refer to the corresponding objective function as the benefit of search. The benefit of search gives the expected reduction in risk at a location as a result of obtaining $k$ measurements of the number of objects and of the environment type in that location.

We specifically consider the benefit of search as it addresses practical issues such as environmental influence on sensor performance, false alarms, and multiple visits to a single location where new measurements are not conditionally independent of previous measurements. These practical considerations come at the cost of the benefit of search being non-submodular such that classic approximation guarantees for submodular objective functions are not applicable. Thus, the benefit of search provides a meaningful example objective function to illustrate the value of Theorems 1 and 2.

Note that we provide a slightly different formulation of the benefit of search from that derived in [20], [21], [22]. Specifically, our derivation does not rely on a Bayesian optimal estimate of the environment type at a location facilitating the proof of Theorem 4 which gives that the benefit of search is monotone. Additionally, we show, in Theorem 3, that the benefit of search is normalized. Theorems 3 and 4 together ensure that the bounds of Theorems 1 and 2 apply to the benefit of search objective function.

We assume that a search area is composed of disjoint cells. Each cell has a distinct environment type and a number of targets of interest to a team of search agents. We consider, for now, a single cell of interest that we label $h_i$. Let $Z_i$ be the set of target observations and $Y_i$ be the set of observations of the environment type within $h_i$. Our sensor model gives the probability of obtaining a measurement $z \in Z_i$ given the true number of targets $t \in T_i$ and environmental conditions $e \in E_i$ and is given as

$$P(z|t,e) = \sum_{k=0}^{\min(t,z)} \left(\begin{array}{c} t \\ k \end{array}\right) D_e^k (1 - D_e)^{t-k} (1 + A_e^z) A_e^{z-k}$$ (15)

where $D_e$ gives the probability of detection and $A_e$ gives the probability of one or more false alarms. Note that both $D_e$ and $A_e$ depend on the true environment type $e$. We now drop the $i$ subscript denoting the cell $h_i$ as we will consider no other cells in the following derivations and definitions. We then have the Bayesian updates for the beliefs on the number of targets and the environmental conditions given by

$$P(t|z,e) = \frac{P(z|t,e)P(t|e)}{P(z|e)}$$ (16)

$$P(e|y) = \frac{P(y|e)P(e)}{P(y)}$$ (17)

We assume that the number of targets at a location is independent of the environment type. That is, $P(t|e) = P(t)$. The posterior belief on the number of targets conditioned on environmental measurements is thus given by

$$P(t|z,y) = \sum_{e \in E} P(t|z,e)P(e|y).$$ (18)

Given a measurement $z$, the team of agents must estimate the true number of targets $t$ within the cell. We consider the case that overestimating the number of targets in the cell may
be preferable to the alternative. As such, we impose a cost on the estimate $\delta(z) \in \mathcal{T}$ that handles this consideration.

$$L(t, \delta(z)) = c_i |t - \delta(z)| \quad \text{for} \ i \in \{1, 2\} \quad (19)$$

The posterior expected loss (risk) of computing the estimate $\delta(z)$ is then given by

$$\mathbb{E}[L(t, \delta(z))|z, y] = \sum_{t \in \mathcal{T}} P(t|z, y) L(t, \delta(z)). \quad (20)$$

and, given no measurements, the posterior expected loss given an estimate $\delta \in \mathcal{T}$ is given as

$$\mathbb{E}[L(t, \delta)] = \sum_{t \in \mathcal{T}} P(t) L(t, \delta) \quad (21)$$

with the Bayes estimate found as

$$\delta^* = \arg \min_{\delta \in \mathcal{T}} \mathbb{E}[L(t, \delta)]. \quad (22)$$

Note that (20) represents the primary deviation of our work from the benefit of search as described in [21]. Specifically, we compute risk using $P(t|z, y)$ instead of $P(t|z, e)$. As a result of this deviation, we are not required to find an optimal estimate of $e$ in order to compute anticipated risk.

The current risk is defined using the Bayes estimate and is given as

$$r(0) = \mathbb{E}[L(t, \delta^*)]. \quad (23)$$

The Bayes estimate of the number of targets given measurements $z$ and $y$ is given as

$$\delta^*(z) = \arg \min_{\delta(z) \in \mathcal{T}} \mathbb{E}[L(t, \delta(z))|z, y] \quad (24)$$

and the anticipated risk conditioned on measurements $z$ and $y$ is

$$r(z, y) = \mathbb{E}[L(t, \delta^*(z))|z, y]. \quad (25)$$

Naturally, we do not have measurements $z$ and $y$ when planning. Therefore, we find the expectation of (25) over the space of possible measurements to get the anticipated risk

$$\mathbb{E}[r(z, y)] = \sum_{z \in Z} \sum_{y \in Y} P(z, y) \mathbb{E}[L(t, \delta^*(z))|z, y]. \quad (26)$$

The joint probability $P(z, y)$ of obtaining measurements $z$ and $y$ is

$$P(z, y) = \sum_{t \in \mathcal{T}} \sum_{e \in E} P(z|t, e) P(y|e) P(t) P(e). \quad (27)$$

Because we use new measurements to update our prior distributions $P(t)$ and $P(e)$, the conditional probability of a second set of measurements is

$$P(z_2, y_2|z_1, y_1) = \sum_{t \in \mathcal{T}} \sum_{e \in E} P(z_2|t, e) P(y_2|e) \times P(t|z_1, y_1) P(e|y_1). \quad (28)$$

![Fig. 1: The first row gives the normalized anticipated reward for $k$ visits to each cell. The second row gives the generalized curvature from Definition 4 for each cell assuming at most $k$ visits to each cell. The third row gives the inverse generalized curvature from Definition 5 for each cell assuming at most $k$ visits to each cell. All values are between 0 and 1 with darker regions indicating small values and lighter regions indicating large values.](image)

Note that $P(z_1, z_2, y_1, y_2) = P(z_2, y_2|z_1, y_1) P(z_1, y_1)$. Expanding upon this, we see that for $k$ measurements we have

$$P(z, y) = \sum_{t \in \mathcal{T}} \sum_{e \in E} P(z_k|t, e) P(y_k|e) \times P(t|z_1, \ldots, z_{k-1}, y_1, \ldots, y_{k-1}) \times P(e|y_1, \ldots, y_{k-1}) \times P(z_1, \ldots, z_{k-1}, y_1, \ldots, y_{k-1}) \quad (29)$$

where $z = \{z_1, \ldots, z_k\}$ and $y = \{y_1, \ldots, y_k\}$ and $P(z, y)$ is $P(z_1, \ldots, z_k, y_1, \ldots, y_k)$. The anticipated risk given $k$ measurements is then found as

$$r(k) = \sum_{z \in Z^k} \sum_{y \in Y^k} P(z, y) \mathbb{E}[L(t, \delta^*(z))|z, y]. \quad (30)$$

We use equations (23) and (30) to define the benefit of searching cell $h_i$ $k$ times as

$$f_i(k) \triangleq r(0) - r(k). \quad (31)$$

VI. PROPERTIES OF THE BENEFIT OF SEARCH

To show that the benefit of search is an appropriate objective function given the conditions of Theorems 1 and 2, we first show that the benefit of search is normalized and monotone. Furthermore, we characterize the parameters $\alpha$ and $\beta$ for each cell in a discrete map where the environment type prior probability distribution $P(e)$ comes from real-world data that was acquired by an autonomous underwater vehicle during a subsea survey of Boston Harbor.

**Theorem 3 (Normalized):** The benefit of search as described in Section V is normalized.

**Proof:** Clearly, if no new measurements are taken then the anticipated risk given no measurements is simply the current risk once again. Therefore,

$$f(0) = r(0) - r(0) = 0. \quad (32)$$
Theorem 4 (Monotone): The benefit of search as described in Section V is monotone.
The proof of Theorem 4 is given in Appendix C.

In order to characterize the parameters \( \alpha \) and \( \beta \), we consider that there are 3 possible environment types. For simplicity, we assume that all search agents have the same sensors and therefore \( P(z|t, e) \) and \( P(y|e) \) is the same across all agents. Specifically, we use

\[
P(y|e) = \begin{pmatrix}
0.82 & 0.09 & 0.09 \\
0.08 & 0.84 & 0.08 \\
0.06 & 0.06 & 0.88
\end{pmatrix}
\]

(33)

where the \( ij^{th} \) element of \( P(y|e) \) gives the probability that the environmental sensor will measure the environment type to be \( y = j \) given the true environment type is \( e = i \). In constructing \( P(z|t, e) \), we use \( D_e = (0.65, 0.8, 0.95) \) and \( A_e = (0.4, 0.3, 0.05) \).

We assume \( t \in \{0, 1, 2\} \) with prior probability distribution \( P(t) \) chosen to be a truncated Poisson distribution meaning that most locations are considered unlikely to contain an object of interest. The cost of underestimating the number of targets is \( c_1 = 3 \) and the cost of overestimating the number of targets is \( c_2 = 1 \). The normalized anticipated reward as well as the generalized curvature \( \alpha \) and inverse generalized curvature \( \beta \) for each cell in the search area corresponding to a fixed maximum number of search passes \( k \) are shown in Figure 1.

In the specific example shown in Figure 1, \( \alpha \) increases significantly in the second column reflecting a relatively small increase in reward for visiting each cell a second time as compared to the reward gained upon a single search pass. The increased value of \( \beta \) in the third column corresponds to an increased marginal reward upon a third visit to each cell as compared to the marginal reward attained upon a second visit to each cell. The maximum values of \( \alpha \) and \( \beta \) corresponding to each value of \( k \) are given in Table I.

Note that in Definitions 4 and 5, \( \alpha \) and \( \beta \) are characterized based on the ground set of a matroid. Because there is no limit on how many times a single cell may be visited, we suppose that the marginal gain for visiting a cell more than \( k \) times is zero. This results in \( \alpha = 1 \) for each cell and \( \beta \) is the maximum value over all cells for the maximum value of \( k \) considered before fixing additional marginal gains to be zero.

We can, therefore bound the value of a joint path planned using the greedy algorithm using \( \alpha = 1 \) and \( \beta \) is the value given in Table I for the maximum value of \( k \) considered. Thus, for \( k = 4 \) and \( \eta = 1.25 \), Theorem 1 guarantees an approximation ratio of \( (1 - 0.6564)/(1.25 + (1 - 0.6564)) = 0.2156 \). The approximation guarantee of Theorem 2 may be calculated likewise.

|     | \( k = 1 \) | \( k = 2 \) | \( k = 3 \) | \( k = 4 \) |
|-----|-----|-----|-----|-----|
| \( \max \alpha \) in | 0.9688 | 0.9688 | 0.9923 |
| \( \max \beta \) in | 0 | 0 | 0.6564 | 0.6564 |

TABLE I: Maximum values of \( \alpha \) and \( \beta \) with respect to the maximum number of allowed search passes \( k \).

bounds on the performance of the greedy algorithm assuming limited information at each planning step. We demonstrate that a variant of the benefit of search objective function is normalized and monotone, but not submodular. We characterize the curvature of the benefit of search using real-world data collected by an autonomous underwater vehicle. We show that theoretical approximation guarantees are achievable despite non-submodularity of the objective function.

APPENDICES

APPENDIX A

PROOF OF THEOREM 1

Proof:

\[
f(x^*) = f(x) + \sum_{i \in A} \Delta(x_i^*|x_{1:i-1}, x) - \sum_{i \in A} \Delta(x_i|x_{1:i-1}, x^*)
\]

(34)

\[
= \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(35)

\[
= \sum_{i \in A} \Delta(x_i^*|x_{1:i-1}, x) + \alpha \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(36)

\[
\leq \sum_{i \in A} \Delta(x_i^*|x_{1:i-1}, x) + \alpha \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(37)

where the inequality of (37) is by Definition 4.

Multiplying both sides of (37) by \( 1 - \beta \) gives

\[
(1 - \beta)f(x^*) \leq (1 - \beta) \sum_{i \in A} \Delta(x_i^*|x_{1:i-1}, x) + (1 - \beta) \alpha \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(38)

\[
\leq \sum_{i \in A} \Delta(x_i^*|x_{1:i-1}) + (1 - \beta) \alpha \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(39)

\[
\leq \eta \sum_{i \in A} \Delta(x_i|x_{1:i-1}) + (1 - \beta) \alpha \sum_{i \in A} \Delta(x_i|x_{1:i-1})
\]

(40)

\[
= \eta f(x) + (1 - \beta) \alpha f(x)
\]

(41)

VII. CONCLUSIONS

We present worst case performance bounds for the greedy algorithm in seeking to maximize a normalized, monotone, but not necessarily submodular objective function under a simple partition matroid constraint. We further provide

TABLE II: Approximation guarantees for the greedy algorithm in the specific example shown in Figure 1.
where the second inequality is by Definition 5 and the third inequality is by \( \eta \)-optimality of the greedy selection.

**APPENDIX B**

**PROOF OF THEOREM 2**

Given the definition of \( f(x^*) = f(x) + \sum_{i \in A} \Delta(x_i^* | x_{i-1}^*, x) - \sum_{i \in A} \Delta(x_i | x_{i-1}, x^*) \).

Multiplying both sides by \( 1 - \beta \) gives

\[
(1 - \beta) f(x^*) = (1 - \beta) f(x) + (1 - \beta) \sum_{i \in A} \Delta(x_i^* | x_{i-1}^*, x) - (1 - \beta) \sum_{i \in A} \Delta(x_i | x_{i-1}, x^*). \tag{42}
\]

By Definition 5

\[
(1 - \beta) \sum_{i \in A} \Delta(x_i^* | x_{i-1}^*, x) \leq \sum_{i \in A} \Delta(x_i^* | x_{N_i}). \tag{44}
\]

and by \( \eta \) optimality \( \Delta(x_i^* | x_{N_i}) \leq \eta \Delta(x_i | x_{N_i}) \) such that

\[
(1 - \beta) f(x^*) \leq (1 - \beta) f(x) + \eta \sum_{i \in A} \Delta(x_i | x_{N_i}) - (1 - \beta) \sum_{i \in A} \Delta(x_i | x_{N_i}, x^*). \tag{45}
\]

Adding and subtracting \( (1 - \beta) \sum_{i \in A} \Delta(x_i | x_{N_i}) \) to the right-hand side and combining summations and like terms gives

\[
(1 - \beta) f(x^*) \leq (1 - \beta) f(x) + (\eta - (1 - \beta)) \sum_{i \in A} \Delta(x_i | x_{N_i}) + (1 - \beta) \sum_{i \in A} [\Delta(x_i | x_{N_i}) - \Delta(x_i | x_{i-1}, x^*)]. \tag{46}
\]

By Definition 4

\[
(1 - \beta) f(x^*) \leq (1 - \beta) f(x) + (\eta - (1 - \beta)) \sum_{i \in A} \Delta(x_i | x_{N_i}) \tag{47}
\]

which simplifies to

\[
(1 - \beta) f(x^*) \leq (1 - \beta) f(x) + (\alpha + \eta - 1 + \beta - \alpha \beta) \sum_{i \in A} \Delta(x_i | x_{N_i}). \tag{48}
\]

The remainder of the proof is inspired by the proof of Theorem 1 in [9] to which we refer the reader for greater intuition regarding set of scalars \( \{y_c\} \in K(G) \).

Suppose that we have a set of scalars \( \{y_c\} \in K(G) \) where \( K(G) \) is the set of all cliques (fully connected subsets of \( A \)) such that \( y_c \geq 0 \) for all \( c \) and \( \sum_{c \in K(G): i \in c} y_c \geq 1 \) for all \( i \).

Then

\[
\sum_{i \in A} \Delta(x_i | x_{N_i}) \leq \sum_{i \in A} \Delta(x_i | x_{N_i}) \left[ \sum_{c \in c \in K(G): i \in c} y_c \right] \tag{49}
\]

\[
= \sum_{i \in A} \sum_{c \in K(G)} y_c \Delta(x_i | x_{N_i}) \tag{50}
\]

\[
= \sum_{c \in K(G)} y_c \sum_{i \in c} \Delta(x_i | x_{N_i}). \tag{51}
\]

Therefore (48) and (51) give

\[
(1 - \beta) f(x^*) \leq (1 - \beta) f(x) \tag{52}
\]

Multiplying both sides by \( 1 - \beta \) once more, we have

\[
(1 - \beta)^2 f(x^*) \leq (1 - \beta)^2 f(x) \tag{53}
\]

\[
+ (\alpha + \eta - 1 + \beta - \alpha \beta) \sum_{c \in K(G)} y_c f(x). \tag{54}
\]

where

\[
\sum_{c \in K(G)} y_c (1 - \beta) \sum_{i \in c} \Delta(x_i | x_{N_i}) \leq \sum_{c \in K(G)} y_c \sum_{i \in c} \Delta(x_i | x_{N_i} \cap c). \tag{55}
\]

\[
\sum_{c \in K(G)} y_c f(x). \tag{57}
\]

where (55) is by Definition 5, (56) is by Definition 2, and (57) is by the monotone property of \( f \). From (53) and (57) we have

\[
(1 - \beta)^2 f(x^*) \leq (1 - \beta)^2 f(x) \tag{58}
\]

\[
+ (\alpha + \eta - 1 + \beta - \alpha \beta) \sum_{c \in K(G)} y_c f(x). \tag{59}
\]

The performance bound follows as

\[
\frac{f(x)}{f(x^*)} \geq \frac{(1 - \beta)^2}{(1 - \beta)^2 + (\alpha + \eta - 1 + \beta - \alpha \beta) \sum_{c \in K(G)} y_c}. \tag{59}
\]

To make the bound in (59) as tight as possible, one can solve the following optimization:

\[
\min_{y_c} \sum_{c \in K(G)} y_c \tag{60}
\]

subject to \( \sum_{c \in K(G) : i \in c} y_c \geq 1 \), \( \forall i \) and \( y_c \geq 0 \), \( \forall c \). The solution to this optimization problem is the fractional clique.
cover number of the communication graph \( G \) and is denoted by \( k^*(G) \). Thus our final result is given as
\[
\frac{f(x)}{f(x^*)} \geq \frac{(1 - \beta)^2}{(1 - \beta)^2 + (\alpha + \eta - 1 + \beta - 2\alpha\beta)k^*(G)}
\] (61)

\section*{APPENDIX C
PROOF OF THEOREM 4}

\textbf{Proof:} To be monotone, it must be true that increasing the number of measurements increases the benefit of search. That is, we wish to show that \( f(k) \geq f(k - 1) \) for all \( k \geq 1 \). Naturally, because risk is a positive number, and the benefit of search is the difference in risk, we simply need to show that \( f(k) \) is monotone increasing.

Therefore, we seek to show that \( r(k) \leq r(k - 1) \). Let \( z = \{z_1, \ldots, z_k\} \) and \( y = \{y_1, \ldots, y_k\} \). Also, let \( z^- = \{z_1, \ldots, z_{k-1}\} \) and \( y^- = \{y_1, \ldots, y_{k-1}\} \). As before, we have
\[
r(k) = \sum_{z \in Z^k} \sum_{y \in Y^k} P(z, y) \left[ \sum_{t \in \mathcal{T}} P(t|z, y)L(t, \delta^*(z)) \right]
\] (62)
where \( \delta^*(z) \) minimizes \( \sum_{t \in \mathcal{T}} P(t|z, y)L(t, \delta(z)) \) such that \( \delta^*(z^-) \) minimizing \( \sum_{t \in \mathcal{T}} P(t|z^-, y^-)L(t, \delta^*(z^-)) \) yields an upper bound
\[
r(k) \leq \sum_{z \in Z^k} \sum_{y \in Y^k} P(z, y) \left[ \sum_{t \in \mathcal{T}} P(t|z, y)L(t, \delta^*(z^-)) \right]
\] (63)

\[
= \sum_{z^- \in Z^{k-1}} \sum_{y^- \in Y^{k-1}} \sum_{z \in Z} \sum_{y \in Y} P(z, y) P(z^-, y^-) \times \left[ \sum_{t \in \mathcal{T}} P(t|z, y)L(t, \delta^*(z^-)) \right]
\] (64)

\[
= \sum_{z^- \in Z^{k-1}} \sum_{y^- \in Y^{k-1}} P(z^-, y^-) \times \left[ \sum_{t \in \mathcal{T}} \sum_{z \in Z} \sum_{y \in Y} P(z, y) P(t|z, y)L(t, \delta^*(z^-)) \right]
\] (65)

\[
= \sum_{z^- \in Z^{k-1}} \sum_{y^- \in Y^{k-1}} P(z^-, y^-) \times \left[ \sum_{t \in \mathcal{T}} \sum_{z \in Z} \sum_{y \in Y} P(t|z, y)L(t, \delta^*(z^-)) \right]
\] (66)

\[
= \sum_{z^- \in Z^{k-1}} \sum_{y^- \in Y^{k-1}} P(z^-, y^-) \times \left[ \sum_{t \in \mathcal{T}} P(t|z^-, y^-)L(t, \delta^*(z^-)) \right]
\] (67)

\[
r(k - 1)
\] (68)
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