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Abstract. Inverse transport theory concerns the reconstruction of the absorption and scattering coefficients in a transport equation from knowledge of the albedo operator, which models all possible boundary measurements. Uniqueness and stability results are well known and are typically obtained for errors of the albedo operator measured in the $L^1$ sense. We claim that such error estimates are not always very informative. For instance, arbitrarily small blurring and misalignment of detectors result in $O(1)$ errors of the albedo operator and hence in $O(1)$ error predictions on the reconstruction of the coefficients, which are not useful.

This paper revisit such stability estimates by introducing a more forgiving metric on the measurements errors, namely the $1 - \text{Wasserstein}$ distances, which penalize blurring or misalignment by an amount proportional to the width of the blurring kernel or to the amount of misalignment. We obtain new stability estimates in this setting.

We also consider the effect of errors, still measured in the $1 - \text{Wasserstein}$ distance, on the generation of the probing source. This models blurring and misalignment in the design of (laser) probes and allows us to consider discretized sources. Under appropriate assumptions on the coefficients, we quantify the effect of such errors on the reconstructions.

1. Introduction. We consider the inverse problem theory of the following stationary (time-independent) linear transport equation:

$$
v \cdot \nabla u(x,v) + \sigma(x,v)u = \int_V k(x,v',v)u(x,v')dv', \quad (x,v) \in X \times V
$$

$$
u(x,v) = g(x,v), \quad (x,v) \in \Gamma_-. $$

The solution $u(x,v)$ models the density of particles, such as photons, as a function of space $x$ and velocity $v$. The spatial domain $X$ is here a convex, bounded, open subset of $\mathbb{R}^n$ for dimension $n \geq 2$, with a $C^1$ boundary $\partial X$. The space of velocities $V = \mathbb{S}^{n-1}$ is chosen to be the unit sphere to simplify the presentation. The extinction coefficient $\sigma(x,v)$, referred to as absorption coefficient, models particle loss due to
scattering or intrinsic absorption at \((x, v)\) while the \textit{scattering} coefficient \(k(x, v', v)\) models scattering from direction \(v'\) into direction \(v\) at position \(x\).

The sets of incoming conditions \(\Gamma_-\) and outgoing conditions \(\Gamma_+\) are defined by

\[
\Gamma_\pm = \{(x, v) \in \partial X \times V, \text{ s.t. } \pm v \cdot \nu(x) > 0\},
\]

where \(\nu(x)\) is the outward normal vector to \(X\) at \(x \in \partial X\).

Under a sub-criticality condition on \((\sigma, k)\), we can show that the above equation admits a unique solution \(u(x, v)\) with a well-defined trace on \(\Gamma_+\). The albedo operator, mapping \(g\) on \(\Gamma_+\) to \(u_{\Gamma_+}\) is denoted by \(A\) so that \(u_{\Gamma_+} = Ag\).

The most general way to probe the domain \(X\) is to assume knowledge of the above albedo operator \(A\). Indeed, any boundary measurement may be modeled as measuring the effect on \(\Gamma_+\) of a probing signal emitted on \(\Gamma_-\). There is a significant literature on the analysis of such an inverse problem in the setting where \(A\) is known as an operator from \(L^1(\Gamma_-, d\xi)\) to \(L^1(\Gamma_+, d\xi)\) with \(d\xi\) an appropriate weighted version of the Lebesgue measure on \(\Gamma_\pm\). It is for instance known that \(A\) uniquely and stably determines \((\sigma(x), k(x, v', v))\). Obstructions to the reconstruction of \((\sigma(x), k(x, v', v))\) are also well understood [24].

The main objective of this paper is to revisit the stability estimates available in the literature and obtain results for measurement errors that are more realistic experimentally. Imposing error estimates in \(L(L^1(\Gamma_-, d\xi), L^1(\Gamma_+, d\xi))\) is indeed very constraining. Let us consider for instance a signal \(g\) supported in the \(\varepsilon\) vicinity of a point \((x_0, v_0) \in \Gamma_-\) for some \(\varepsilon \ll 1\). In the absence of scattering \((k \equiv 0)\), the solution \(u\) is then supported in the vicinity of the line segment \((x_0, x_1)\) with \(x_1 - x_0\) collinear to \(v_0\) and \((x_1, v_0) \in \Gamma_+\). Now let us assume that the measurements involve an amount of blurring equal to \(\eta \ll 1\). In other words, the solution \(u_{\Gamma_+}\) is replaced by the convolution \(\phi_\eta \ast u_{\Gamma_+}\), with \(\phi_\eta\) an approximation of identity with support of width \(\eta\) (in each dimension). It is not difficult to convince oneself that \(\|u_{\Gamma_+} - \phi_\eta \ast u_{\Gamma_+}\|_{L^1(\Gamma_+, d\xi)}\) will be of order \(O(1)\) independent of \(\eta\) as soon as \(\varepsilon\) is significantly smaller than \(\eta\). In other words, the error between \(A\) and \(\phi_\eta \ast A\) (with obvious notation) will be of order \(O(1)\) independent of \(\eta\) (arbitrarily small positive).

Any inevitable, even arbitrarily small, blurring or misalignment of the detectors will result in an error of order \(O(1)\) when errors on \(A\) are measured in \(L(L^1(\Gamma_-, d\xi), L^1(\Gamma_+, d\xi))\). The same error holds for imperfect sources, whose support is typically not of width \(\varepsilon\) for arbitrarily small \(\varepsilon\) and whose alignment may not be known with infinite precision as required by the above metric imposed on \(A\). Standard error estimates then imply that the errors on the reconstruction on \((\sigma, k)\) are of order \(O(1)\) as well, which is not very informative.

In this paper, we introduce measurement error on the albedo operator \(A\) that are significantly more forgiving and more likely to be met in practical settings. Our main objective is to show how the reconstruction of \((\sigma, k)\) degrades as more general measurement errors are considered.

Heuristically, we wish to consider a metric in which small blurring and small misalignment result in small errors. As we have just seen, \(L^p\)-based metrics are not adapted. Nor is the Radon norm on bounded measures. We want a metric in which the distance between \(\delta(x-a)\) and \(\delta(x-b)\) is small when \(b-a\) is small. A classical metric that is quite adapted to such a problem and whose manipulation is reasonably straightforward is the \(1\)-Wasserstein metric.

We introduce the following family of Wasserstein distances:
Generalized stability estimates

\[ W_{1,\kappa}(\mu, \nu) = \sup_{\|\phi\|_{\infty} \leq 1, \text{Lip}(\phi) \leq \kappa} \langle \phi, \mu - \nu \rangle, \]

for \( \kappa \) a positive constant. The Wasserstein distance is typically introduced to measure the distance between probability measures \( \mu \) and \( \nu \) so that \( \langle C, \mu - \nu \rangle = 0 \) for any constant \( C \). The above bound on \( \phi \) is then not necessary and \( \kappa \), which scales linearly, is typically chosen equal to 1. In our applications, the measures of the form \( u|_{\Gamma_+} \) are not normalized and the above uniform bound on \( \phi \), normalized to 1, is necessary to form a metric.

We verify that for each \( \kappa > 0 \), the above object is indeed a metric on the space of bounded measures and satisfies the typical properties of the Wasserstein metric on probability measures (such as, e.g., metrizing weak convergence of bounded measures); see, e.g., [32].

The role of \( \kappa \) allows us to introduce a parameter that measures confidence in the available measurements. Note that \( W_{1,\kappa}(\delta_a, \delta_b) = \kappa |b - a| \). A small error with large \( \kappa \) therefore means that we are quite confident in our measurement setting to distinguish between points \( a \) and \( b \).

Our first objective is to assess the effects of measurement errors of \( Ag \) in the above Wasserstein metric on the reconstruction of the coefficients \( (\sigma, k) \). As we mentioned above, this allows us to model a wide class of measurement errors. We verify that the Wasserstein distance between a measure and its blurring by a kernel \( \phi_\eta \) is of order \( \eta \). Errors in the position of detectors, whose locations are typically not known to arbitrary accuracy, are handled similarly. As we shall see, the same uniqueness results hold as in the setting of errors on \( A \) in the \( L^1 \) sense. However, compared to the latter case, stability estimates degrade. The reconstructions of appropriate functionals of \( \sigma \) and \( k \) are now obtained with an error that is Hölder and no longer Lipschitz. This means that errors \( \varepsilon \) on \( A \) in the Wasserstein sense translate into errors of order \( \varepsilon^\beta \) for \( \beta < 1 \) on the coefficient reconstructions, whereas \( \beta = 1 \) holds when errors on \( A \) are measured in the \( L^1 \) sense.

A second objective is to consider the setting in which the source term \( g \) is replaced by another source term that is close in the same Wasserstein sense. This allows us to consider the case of errors in the alignment and design of (e.g.,) laser probes. This type of error, typically neglected in standard stability estimates, is important in practice to model probing signals that are never perfectly known. Such errors also allow us to model a discrete probing source configuration. Indeed, let \( g \) be a non-negative source with a support in the \( h \) vicinity of \((x_0, v_0) \in \Gamma_- \) and integrating to 1. Then we verify that \( W_{1,\kappa}(g, \delta_{x_0}(x)\delta_{v_0}(v)) \leq \kappa h \). Any source term may thus be approximated by a superposition of delta functions on a grid with an error proportional to the mesh size \( h \). In such a setting, we allow the replacement of a line integral by the integral along a nearby line. It is thus clear that reconstructions may be accurate only when the absorption and scattering coefficients are sufficiently smooth. With this additional assumption, we obtain stability estimates in this setting.

What the optimal choice should be to quantify measurement and probing errors in an inverse problem is no doubt very subjective. Our choice of the \( 1^- \)Wasserstein distance in inverse transport theory is based on two observations: (i) it is sufficiently versatile to provide small penalties on a large class of classical errors such as small blurring or misalignment, both at the detector and source levels; and (ii) its structure is quite amenable to relatively simple mathematical analysis and generalizations of results obtained in the setting of \( L^1 \) errors.
The inverse transport setting and the main results of the paper are summarized in section 2. The errors in the probing sources require that we analyze the propagation of Lipschitz constants by a forward transport problem. Such a forward analysis is carried out in section 3. The stability estimates are based on careful analyses of multiple scattering contributions to the albedo operator, which are presented in section 4. The detailed proofs of the results are given in sections 5 and 6.

The methodology followed here draws on the large body of works on stationary inverse transport theory as developed in, e.g., [13, 14, 33, 3, 28, 24]. For concreteness, we concentrate here on the stationary inverse problem with full angular measurements. Our results, which primarily follow from the detailed analysis of the transport Green’s kernel as developed in, e.g., [5, 7], (most likely) adapt to other settings, such as the settings of time-dependent and/or angularly averaged measurements; see [6, 4, 5, 8, 9, 18, 19, 29] for additional references as well as [2] for a recent review.

Inverse transport theory has been widely studied besides the stability estimates mentioned in the above works. For a selected list of references, see, e.g., [1, 10, 11, 12, 20, 21, 22, 23, 27, 29, 30, 31].

2. Inverse transport theory and main results. Let us first summarize our main assumptions on the coefficients and the geometry that allows us to define the albedo operator $A$.

We define the times of escape of free-moving particles from $X$ as

$$
\tau_{\pm}(x, v) = \inf\{s > 0 | x \pm sv \notin X\}
$$

and $\tau(x, v) = \tau_{+}(x, v) + \tau_{-}(x, v)$. On the boundary sets $\Gamma_{\pm}$, we introduce the measure $d\xi(x, v) = |v \cdot \nu(x)| d\mu(x) dv$, where $d\mu(x)$ is the surface measure on $\partial X$.

We say that the optical parameters $(\sigma, k)$ are admissible when

$$
0 \leq \sigma \in L^\infty(X \times V), \quad 0 \leq k(x, v', \cdot) \in L^1(V) \text{ a.e. in } X \times V
$$

and

$$
\sigma_p(x, v') := \int_V k(x, v', v) dv \in L^\infty(X \times V).
$$

We say that the problem is sub-critical when either one of the following assumptions holds

(HSC1) $\sigma - \sigma_p \geq 0$ (x, v) a.e.

(HSC2) $\|\tau\sigma_p\|_\infty < 1$.

We now define the following Banach space

$$
W := \{u \in L^1(X \times V) | v \cdot \nabla_x u \in L^1(X \times V), \tau^{-1}u \in L^1(X \times V)\},
$$

with its natural norm.

Under either (HSC1) or (HSC2), we obtain for admissible parameters that the albedo operator $A$ is well posed from $u|_{\Gamma_-} = g \in L^1(\Gamma_-, d\xi)$ to $Ag = u|_{\Gamma_+} \in L^1(\Gamma_+, d\xi)$, where $u$ is the unique solution to (1) in $W$; see e.g. [2, Theorem 2.2] and references cited there.

We are now in a position to consider the inverse transport problem, which aims to describe what may or may not be reconstructed in $(\sigma, k)$ and with which type of stability. Before we describe our measurement setting, we need to decompose the albedo operator into components with different singular structures.

We first introduce the lifting operator
It is proved in [14] that \( \kappa \) and with Lipschitz constant bounded by 1 can no longer be considered as a general bounded function but instead is a function bounded by 1 measured in the same sense. This implies that the test function \( Ku \) define the bounded operator \( Jg(x,v) = \exp \left( - \int_0^{\tau-(x,v)} \sigma(x-sv,v)ds \right) g(x-\tau-(x,v)v,v) \).

This notion, we decompose the albedo operator as

\[
Ag = Jg|_{\Gamma_+} + KJg|_{\Gamma_+} + K^2(I-K)^{-1}Jg|_{\Gamma_+} := Bg + Sg + Mg.
\]

Physically, the above decomposition separates the albedo operator into the ballistic component \( Bg \), the single scattering component \( Sg \), and the rest. In dimension \( n \geq 3 \), the former two components are more singular than \( Mg \) when \( g \) approximates a point source. We also introduce \( S_c = S + M \) the scattering component so that \( A = B + S_c \).

We are now ready to present our measurement setting. Consider two sets of coefficients \( (\sigma_j, k_j) \) for \( j = 1, 2 \) and define \( A_j \) as the corresponding albedo operator. Our objective is to analyze how errors on measurements of \( A_j \) translate into errors on the reconstruction of \((\sigma_j, k_j)\).

Let \( g \) be a given (exact) source in \( L^1(\Gamma_-, d\xi) \) normalized to \( \|g\|_{L^1(\Gamma_-, d\xi)} = 1 \). We consider two approximations \( g_j \) of \( g \), which are used to probe the domain \( X \). The resulting solutions on \( \Gamma_+ \) are thus given by \( A_j g_j \). Let \( \phi \) be a (test) function in \( L^\infty(\Gamma_+) \) such that \( \|\phi\|_{L^\infty(\Gamma_+)} \leq 1 \). Then we may define the measurement ("projected" onto that test function)

\[
m \equiv m_{g,\phi} = \varepsilon_j + \langle \phi, A_j g_j \rangle, \quad j = 1, 2,
\]

where \( \varepsilon_j \) is a measurement error for such a projection.

We assume the measurement to be given experimentally, i.e., independent of the configuration \( j \). Taking the difference of the above relations for \( j = 1 \) and \( j = 2 \) yields

\[
\langle (A_1 - A_2)g, \phi \rangle = \varepsilon_2 - \varepsilon_1 + \langle A_2(g_2 - g) - A_1(g_1 - g), \phi \rangle.
\]

Appropriate (properly normalized) choices for \( g \in L^1(\Gamma_-) \) and \( \phi \in L^\infty(\Gamma_+) \) provide information about the coefficients \((\sigma_j, k_j)\). Note that the left-hand side is bounded by the error of the albedo operator \( A_1 - A_2 \) in the \( L^1 \) sense and is the starting point of all current stability estimates in inverse transport theory; see, e.g., [2].

Our objective is to generalize such estimates to the setting where \( g_j \) is an approximation of \( g \) in the Wasserstein sense, and where errors between \( A_1 \) and \( A_2 \) are measured in the same sense. This implies that the test function \( \phi \) can no longer be considered as a general bounded function but instead is a function bounded by 1 and with Lipschitz constant bounded by \( \kappa \).

The error estimates proceed as follows. We first extract information from the ballistic part of the albedo operator:

\[
\langle (B_1 - B_2)g, \phi \rangle = \varepsilon_2 - \varepsilon_1 + \langle A_2(g_2 - g) - A_1(g_1 - g) + (S_{c2} - S_{c1})g, \phi \rangle.
\]
and next from the single scattering component, making sure that the ballistic contribution vanishes $\langle B_j g, \phi \rangle = 0$,

$$((S_1 - S_2)g, \phi) = \varepsilon_2 - \varepsilon_1 + (A_2(g_2 - g) - A_1(g_1 - g) + (M_2 - M_1)g, \phi).$$

To explicit the information we obtain from the above decomposition, we need to introduce the following notation. For $x$ and $y$ in $\mathcal{X}$, we define

$$(12) \quad E(x, y) := \exp \left(- \int_0^{\|x-y\|} \sigma(x - s, x - y, |x - y|) ds \right).$$

Let us also define for $(x, v, w) \in X \times S^{n-1} \times S^{n-1}$,

$$(13) \quad \tilde{E}(x, v, w) = \exp \left(- \int_0^{\tau_-(x, v)} \sigma(x - sv, v) ds - \int_0^{\tau_+(x, w)} \sigma(x + sw, w) ds \right),$$

the total attenuation factor on the broken line $(x - \tau_-(x, v)v, x + \tau_+(x, w)w)$. Let us introduce the error term $\varepsilon = |\varepsilon_1| + |\varepsilon_2|$.

We are now ready to state our main stability results. The first one assumes that $g_j = g$, i.e., that the probing source is exact. Since measurements errors are given in a Wasserstein sense, we assume the additional $W^{1,\infty}$ regularity constraints on the coefficients and assume that $L = \max(\text{Lip}(\sigma), \text{Lip}(k))$ is bounded and $k$ vanishes in the vicinity of the boundary $\partial X$ (see (28) and (37) for the precise assumption). To avoid uninteresting singularities arising when $\kappa \to 0$, which corresponds to infinitely blurring detectors, we assume that the fixed constant $\kappa \geq 1$.

In this setting, we have

**Theorem 2.1.** Let $(x_0, v_0) \in \Gamma_-$ and $y_0 = x_0 + \tau_+(x_0, v_0)v_0$. Then for a constant $C$ that depends on $\|k_j\|_{W^{1,\infty}}, \|\sigma_j\|_{W^{1,\infty}}$ and subcritical conditions, we obtain that

$$(14) \quad |E_1(y_0, x_0) - E_2(y_0, x_0)| \leq C\left(\left(\frac{\varepsilon}{\kappa}\right)^{\frac{1}{n-1}} \vee \varepsilon\right).$$

In dimension $n = 3$, we have

$$(15) \quad \int_V \int_0^{\tau_+(x_0, v_0)} |E_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) ds dv \leq C\left(\left(\frac{\varepsilon}{\kappa}\right)^{\frac{1}{2}} (1 + \sqrt{\ln(\frac{\varepsilon}{\kappa})}) \vee \varepsilon\right).$$

In dimension $n \geq 4$, we have

$$(16) \quad \int_V \int_0^{\tau_+(x_0, v_0)} |E_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) ds dv \leq C\left(\left(\frac{\varepsilon}{\kappa}\right)^{\frac{1}{2}} \vee \varepsilon\right).$$

Here, $a \vee b = \max(a, b)$. Note the similarity with the theorems obtained in the $L^1$ setting; see [2]. The main difference is that Lipschitz stability estimates are typically replaced by less favorable Hölder estimates. This is expected since our setting is precisely aimed to incorporate a larger class of model and measurement errors. Note also that the errors improve as $\kappa$ increases, i.e., as our confidence in our detectors to discriminate nearby phase-space points increases. If $\kappa$ scales appropriately with $\varepsilon$, then Lipschitz stability is even restored. For instance, in (14) on the stability of line integrals of $\sigma(x, v)$, we observe that a Lipschitz estimate (an error proportional to $\varepsilon$) is obtained for $\kappa$ on the order of $\varepsilon^{-\frac{1}{n-1}}$. Note that according to these estimates, there is no gain in increasing the resolution capabilities of the detector, i.e., increasing $\kappa$ beyond this order.

Let us now consider the more constraining setting of approximate probing sources. As we indicated above, replacing $g$ by an approximation $g_j$ in the Wasserstein sense includes replacing the “real” source by an approximation supported on a discrete
grid. As a consequence, we do not expect to reconstruct parameters that oscillate rapidly at the grid level. We thus need to impose additional $W^{1,\infty}$ regularity constraints on the coefficients and assume that $L = \max(\text{Lip}(\sigma), \text{Lip}(k))$ is bounded (see (28), (37) for the precise assumptions) and we need to impose an additional constraint on the boundary $\partial X$ (see (46)). Let $\kappa \geq 1$ and let us introduce

$$
\delta_j = \sup_{g \in L^1(\Gamma_\kappa)} W_{1,\kappa}(g,g_j)
$$

the maximal error that is made in the experimental setting to approximate the probe $g$. Let also $\delta = \delta_1 + \delta_2$. Then we have the following result:

**Theorem 2.2.** Under the aforementioned assumptions, we obtain using the above notation that

$$
|E_1(y_0, x_0) - E_2(y_0, x_0)| \leq C \left( \left( \frac{\varepsilon + \delta}{\kappa} \right)^\frac{\varepsilon + 1}{\varepsilon} \lor (\varepsilon + \delta) \right).
$$

Similarly, we obtain that in dimension $n = 3$

$$
\int_V \int_0^{\tau(x_0, y_0)} |\tilde{E}_1 k_1 - \tilde{E}_2 k_2|(x_0 + sv_0, v_0, v)dsdv 
\leq C \left( \left( \frac{\varepsilon + \delta}{\kappa} \right)^\frac{1}{4} \left( 1 + \sqrt{\ln(\frac{\varepsilon + \delta}{\kappa})} \right) \lor (\varepsilon + \delta) \right),
$$

and in dimension $n \geq 4$

$$
\int_V \int_0^{\tau(x_0, y_0)} |\tilde{E}_1 k_1 - \tilde{E}_2 k_2|(x_0 + sv_0, v_0, v)dsdv \leq C \left( \left( \frac{\varepsilon + \delta}{\kappa} \right)^\frac{1}{2} \lor (\varepsilon + \delta) \right).
$$

In the above theorem, the constant $C$ in front of $\delta$ depends on the sub-criticality assumption; see the proofs below.

It is now classical to deduce stability results on the coefficients $(\sigma, k)$ from the stability results on the above functionals $E_j$ and $\tilde{E}_j k_j$ of $(\sigma, k)$ [2]. Let us consider for concreteness the setting developed in [28], which provides a simple setting to present stability estimates.

Inspection of (14) or (18) shows that the integral of $\sigma(x, v)$ between any two points at the domain’s boundary is stably reconstructed (and exactly when $\varepsilon = \delta = 0$). In other words, we have access to the Radon transform of $\sigma$. When $\sigma = \sigma(x, v)$ and $k = 0$, it is clearly not possible to uniquely reconstruct $\sigma$ from its line integrals. The obstruction to unique reconstruction was analyzed in [28]. $(\sigma, k)$ and $(\sigma', k')$ are called gauge equivalent if there is a function $\phi(x, v)$ such that $0 < \phi_0 \leq \phi(x, v) \leq \phi_0^{-1}$, $|v \cdot \nabla \phi|$ bounded, $\phi = 1$ on $\partial X \times V$, and

$$
\sigma' = \sigma - v \cdot \nabla \log \phi, \quad k'(x, v', v) = \frac{\phi(x, v)}{\phi(x, v')} k(x, v', v).
$$

Note that $u$ in (1) and $\phi u$ then solve transport equations and satisfy the same boundary conditions. Let $< \sigma, k >$ be the class of equivalence. What [28] show is that the class of equivalence is uniquely and stably characterized by the left-hand side in (14)-(16).

Let $\epsilon_b(\varepsilon, \delta)$ be the right-hand side in either (14) or (18) and $\epsilon_j(\varepsilon, \delta)$ be the right-hand side in either (15)–(16) or (19)–(20) depending on the context of interest. Then following [28], we have
Theorem 2.3. Under the hypotheses of either Theorem 2.1 or 2.2, there is a constant $C$ such that

$$\|\tau(\hat{\sigma}_1 - \hat{\sigma}_2)\|_\infty \leq C\epsilon_b(\epsilon, \delta) \quad \text{and} \quad \|\hat{k}_1 - \hat{k}_2\|_1 \leq C(\epsilon_b(\epsilon, \delta) + \epsilon_s(\epsilon, \delta)),$$

for appropriate elements in the class of equivalence $< \hat{\sigma}_j, \hat{k}_j > = < \sigma_j, k_j >$, where $\tau$ is defined below (4).

The remarks stated after Theorem 2.1 still hold for the estimates provided in Theorems 2.2 and 2.3. Let us conclude this section by a few remarks.

The estimates in Theorem 2.3 should be interpreted with some care. The stability estimates (14) and (18) provide an estimate on the reconstruction of the line integral, i.e., the X-ray transform, of $\sigma$, not of $\sigma$ itself. When $\sigma = \sigma(x)$ is independent of the variable $v$, such an information is sufficient to uniquely determine $\sigma$ (by inverse Radon transform [26]); but not in the $L^\infty$ sense. The error in (21) holds for (one element in) a class of equivalence, not for every element of that class of equivalence. For instance, when $\sigma = \sigma(x)$, we may construct an element $\hat{\sigma}(x, v)$ in the same class of equivalence by assigning to $\hat{\sigma}(x, v)$ the line integral of $\sigma(x)$ of direction $v$ passing through $x$ divided by the length of that segment in $X$ (so that the line integrals of $\sigma(x)$ and $\hat{\sigma}(x, v)$ agree). Then $\hat{\sigma}(x, v)$ is clearly reconstructed with stability in the $L^\infty$ sense, but not $\sigma(x)$ itself. The reconstruction of $\sigma$ then requires inverting a Radon transform, which is a classical problem that is not stable in the $L^\infty$ sense. The same remark holds for the reconstruction of the scattering coefficient $k(x, v', v)$.

The estimates in the preceding three theorems are written for functionals of the coefficients $(\sigma, k)$ and, in the case of Theorem 2.3, for classes of equivalence. How such estimates can be converted to estimates on the reconstruction of $(\sigma = \sigma(x), k = k(x, v', v))$ has already been addressed in the literature. We refer the reader to, e.g., [2, 28, 33] for such results.

As we indicated in the introduction, stability estimates for measurement errors in the $L(L^1(\Gamma_-, d\xi), L^1(\Gamma_+, d\xi))$ sense have been obtained in several works, for instance [2, 3, 28, 33]. Our work [3] introduces estimates on the geometry of multiple scattering contributions to the albedo operator that are more precise than is necessary for stability estimates in the $L(L^1(\Gamma_-, d\xi), L^1(\Gamma_+, d\xi))$ sense. Such more precise estimates were used in [4] as a first attempt to consider more general errors than those that can be analyzed in the $L(L^1(\Gamma_-, d\xi), L^1(\Gamma_+, d\xi))$ setting. In the current paper, these estimates on multiple scattering contributions constitute the central tool in the derivation of the results in the above theorems. The rest of the paper is essentially devoted to the detailed, albeit lengthy, derivation of these estimates.

3. Forward Theory. In this section, we introduce the notation on forward transport equations that we follow throughout the paper and recall the relevant results on the forward transport theory in the $L^1$ setting. We next present the results we need in the dual setting of bounded functions. Finally, we consider the setting of transport solutions that are Lipschitz continuous. Such an analysis is necessary as we aim to model measurement errors in the Wasserstein distance.

3.1. Recall on the $L^1$ framework. Using the notation introduced in the preceding section, we make the following assumption:

$$\tau\sigma \in L^\infty(X \times V) \quad \text{and} \quad \tau\sigma_p(x, v) \in L^\infty(X \times V).$$

The bounded domain $X$ is assumed to be of class $C^1$. We introduce the Banach space $W$ which is the completion of $C^1(X \times V)$ with the norm
\begin{equation}
  \|u\|_W := \|\tau^{-1} u\|_{L^1} + \|v \cdot \nabla_x u\|_{L^1}.
\end{equation}

We have \( W = \{ u : X \times V \to \mathbb{C} \text{ measurable} \mid (\tau^{-1} u, v \cdot \nabla_x u) \in L^1(X \times V)^2 \} \). The following trace properties hold.

**Lemma 3.1** (see [14]). The following operators \( J : L^1(\Gamma_-, d\xi) \to W \) and \( j_{\pm} : W \to L^1(\Gamma_{\pm}, d\xi) \) are well defined and bounded

\[
J(u)(x, v) = e^{-\int_0^{\tau_-(x,v)} \sigma(x-sv,v)ds} u(x - \tau_-(x,v)v, v)
\]

for a.e. \((x, v) \in X \times V \) and for \( u \in L^1(\Gamma_-, d\xi) \), and

\[
 j_{\pm}(u)(x, v) = u(x, v) \text{ for } (x, v) \in \Gamma_{\pm}, \ u \in C^1(X \times V),
\]

where \( \|j_{\pm}(u)\| \leq \|u\|_W \).

The linear Boltzmann equation is then recast as the following integral equation

\begin{equation}
(I - K)u = J\phi,
\end{equation}

where \( K \) is a bounded operator in \( L^1(X \times V, \tau^{-1} dx dv) \) and

\begin{equation}
K = TP,
\end{equation}

where \( T \) and \( P \) are bounded operators from \( L^1(X \times V) \) to \( W \) and from \( L^1(X \times V, \tau^{-1} dx dv) \) to \( L^1(X \times V) \), respectively and are given by

\begin{align}
T\phi(x, v) &:= \int_0^{\tau_-(x,v)} e^{-\int_0^s \sigma(x-tv,v)dt} \phi(x - tv, v)dt, \\
P\phi(x, v) &:= \int_V k(x, v', v)\phi(x, v')dv',
\end{align}

for \( \phi \in L^1(X \times V) \) and a.e. \((x, v) \in X \times V \). The operator \( K \) maps \( L^1(X \times V, \tau^{-1} dx dv) \) to \( W \). We also have \( j_- T = 0 \). We recall the following well known solvability condition for the transport equation.

**Lemma 3.2** (see for instance [3]). Assume that

\begin{equation}
I - K \text{ is an invertible operator in } L^1(X \times V, \tau^{-1} dx dv).
\end{equation}

Then \((I - K)^{-1} J\) is a bounded operator from \( L^1(\Gamma_-, d\xi) \) to \( W \), and the albedo operator \( A = j_+(I - K)^{-1} J \) is well defined and bounded.

We will use the following duality property

\[
\left( L^1(X \times V, \tau^{-1} dx dv) \right)^* = \tau^{-1} L^\infty(X \times V) := \{ \tau^{-1} g \mid g \in L^\infty(X \times V) \},
\]

\[
P^* u(x, v) = \int_V k(x, v', v') u(x, v')dv'
\]

for \( u \in \tau^{-1} L^\infty(X \times V) \) and for a.e. \((x, v) \in X \times V \). The operator \( P^* \) is the dual operator for \( P \) and is bounded from \( L^\infty(X \times V) \) to \( \tau^{-1} L^\infty(X \times V) \). We compute \( T^* \) the dual operator of \( T \) which is bounded from \( \tau^{-1} L^\infty(X \times V) \) to \( L^\infty(X \times V) \). For any \( u \in L^1(X \times V) \) and \( \phi \in \tau^{-1} L^\infty(X \times V) \) we obtain by successive changes...
of variables
\[ \int_{X \times V} T u(x, v) \phi(x, v) dx dv \]
\[ = \int_{X \times V} \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} u(x-tv,v) dt \phi(x,v) dx dv \]
\[ = \int_{J^+} \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} u(x+tv,v) dt \phi(x+r, v) dr d\xi (x,v) \]
\[ = \int_{J^+} \int_0^{\tau_+ (x,v)} u(x+tv,v) \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} \phi(x+r, v) dr dt d\xi (x,v) \]
\[ = \int_{J^+} \int_0^{\tau_+ (x,v)} u(x+tv,v) \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} \phi(x+r, v) dr dt d\xi (x,v) . \]

Hence
\[ \int_{X \times V} T u(x, v) \phi(x, v) dx dv = \int_{X \times V} u(x, v) \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} \phi(x+r, v) dr dx dv, \]
and we obtain
\[ T^* \phi(x, v) = \int_0^{\tau_+ (x,v)} e^{-\int_0^r \phi(x+sv,v) dv} \phi(x+r, v) dr, \text{ a.e. } (x, v) \in X \times V. \]

The operator \( K^* = P^* T^* \) is a bounded operator in \( \tau^{-1} L^\infty (X \times V) \).

3.2. Consequences on the backward equation. The backward equation is given formally by

\[ (29) \quad v \cdot \nabla_x u - \sigma u = - \int_V k(x, v, v') u(x, v') dv', \quad (x, v) \in X \times V, \]
\[ (30) \quad u|_{\Gamma^+} = \phi. \]

The first-order PDE is understood in the weak sense when acting on functions of \( C^1 (X \times V) \) compactly supported in \( X \times V \).

First, let us introduce the Banach space \( W^\infty := \{ u \in L^\infty (X \times V) \mid \tau v \cdot \nabla_x u \in L^\infty (X \times V) \} \) endowed with the norm

\[ \| u \|_{W^\infty} = \| u \|_{L^\infty} + \| \tau v \cdot \nabla_x u \|_{L^\infty} . \]

Then, the following trace properties hold (see also for instance [16]): The operators \( \tilde{J} \) and \( \tilde{j} \) are well defined bounded operators, where

\[ (32) \quad \tilde{J} : L^\infty (\Gamma^+) \to W^\infty, \quad \tilde{J}(u)(x,v) = e^{-\int_0^{\tau_+ (x,v)} \phi(x+sv,v) dv} u(x+\tau_+(x,v)v,v), \]
for \( u \in L^\infty (\Gamma^+) \) and for a.e. \( (x, v) \in \Gamma^+ \), and

\[ \tilde{j} : W^\infty \to L^\infty (\Gamma^-), \]
\[ \tilde{j}(u)(x,v) := \frac{1}{\tau_+(x,v)} \int_0^{\tau_+(x,v)} (u(x+tv,v) - (\tau_+(x,v)-t)v \cdot \nabla_x u(x+tv,v)) dt, \]
for $u \in W^\infty$ and for a.e $(x,v) \in \Gamma_-$. We next introduce the bounded operator
\[ \tilde{K} : L^\infty(X \times V) \to W^\infty \]
defined by
\[ \tilde{K} = T^* P^*. \]
Then the boundary value problem (29) is equivalent to the following integral equation
\[ (I - \tilde{K})u = \tilde{J}\phi. \]

By duality, condition (28) is equivalent to the invertibility of the bounded operator
\[ I - K^* \text{ in } \tau^{-1} L^\infty(X \times V). \]

**Lemma 3.3.** Under condition (28), the bounded operator $I - \tilde{K}$ in $L^\infty(X \times V)$ is invertible and its inverse is given by
\[ (I - \tilde{K})^{-1} = I + T^* (I - K^*)^{-1} P^*. \]
In addition, $(I - \tilde{K})^{-1} \tilde{J}$ is bounded from $L^\infty(\Gamma_+)$ to $W^\infty$ and the backward albedo operator $A_{\text{back}} = \tilde{j}(I - \tilde{K})^{-1} \tilde{J}$ is a bounded operator from $L^\infty(\Gamma_+)$ to $L^\infty(\Gamma_-)$.

As an application of Green’s formula, we have

**Lemma 3.4.** Assume condition (28). Then for $f \in L^1(\Gamma_-, d\xi)$ and $\phi \in L^\infty(\Gamma_+)$, we have
\[ \int_{\Gamma_+} A f \phi d\xi = \int_{\Gamma_-} f A_{\text{back}} \phi d\xi. \]

### 3.3. Lipschitz behavior of the backward transport solutions when the optical parameters are Lipschitz.
To make the mathematical analysis reasonably straightforward, we now assume that:

- $X$ is convex,
- The functions $\sigma$ and $k$ are Lipschitz functions on $\bar{X}$ and $\bar{X} \times V \times V$ respectively,
- $k$ vanishes in a neighborhood of $\partial X \times V \times V$.

Let us denote by $\text{supp}_X k$ the support of the function $k$ in the $x$ variable, i.e. $\text{supp}_X k := \{ y \in X \mid k(y,v,v') \neq 0 \text{ for some } (v,v') \in V^2 \}$. Let us introduce a smooth compactly supported function $\rho \in C^\infty(\mathbb{R}^n)$ so that
\[ 0 \leq \rho \leq 1, \quad \rho(x) = 1 \text{ for } x \in \text{supp}_X k, \quad \text{supp} \rho \subset X. \]

We will use the following property. We denote by $C^\alpha(X \times V)$ the space of Hölder continuous functions of order $\alpha, 0 < \alpha < 1,$ (uniformly) on $X \times V$.

**Lemma 3.5.** Under condition (37), the operator $\tilde{K} = T^* P^*$ is a bounded operator in $\text{Lip}(X \times V)$, and the operator $\tilde{K}^2$ is a bounded operator from $L^\infty(X \times V)$ to $C^\alpha(X \times V)$ and from $C^\alpha(X \times V)$ to $\text{Lip}(X \times V)$, $0 < \alpha < 1$.

**Proof of Lemma 3.5.** We still denote by $\rho$ the multiplication operator by the function $\rho$:
\[ \rho(u)(x,v) := \begin{cases} \rho(x)u(x,v) \text{ when } (x,v) \in X \times V, \\ 0 \text{ otherwise.} \end{cases} \]
Let us extend $k$ and $\sigma$ by 0 outside $X \times V^2$ and $X \times V$, respectively, and still denote by $k$ and $\sigma$ these extensions. Then $\tilde{K} = T^*P^*$ can be written as

$$
\tilde{K} u(x,v) = \int_{\mathbb{R}^+} \Phi(x,v,v',r)\rho(u)(x+rv,v')drdv'
$$

for $u \in L^\infty(X \times V)$ where

$$
\Phi(x,v,v',r) := e^{-\int_0^r \sigma(x+sv,v)ds}k(x+rv,v',v'), \quad (x,v,v',r) \in \tilde{X} \times V^2 \times \mathbb{R}.
$$

Under condition (37), $\Phi$ is a Lipschitz function on $\tilde{X} \times V^2 \times \mathbb{R}$ and $\tilde{K}$ is a bounded operator in $\text{Lip}(X \times V)$.

We recall the explicit expression of $P^*K = P^*T^*P^*$:

$$
P^*K u(x,w) = \int_{\mathbb{R}^n \times \mathbb{R}^3} \Phi(x-y-x,\theta,w,v')e^{-|y-x|^{-\sigma}}\rho(u)(y,v')dydv',
$$

for $u \in L^\infty(X \times V)$, where

$$
\Phi(x,y-x,\theta,w,v') = k(x,w,\theta)k(y,\theta,v')e^{-|y-x|^{-\sigma}}\int_0^r \sigma(x+\varepsilon(y-x),\theta)d\varepsilon,
$$

for $(x,y,\theta,w,v') \in \mathbb{R}^n \times \mathbb{R}^n \times V^3$. Under condition (37), $\Phi$ is a compactly supported Lipschitz function on $\mathbb{R}^n \times \mathbb{R}^n \times V^3$. Then, $P^*K$ is a bounded operator from $L^\infty(X \times V)$ to $C^\alpha(X \times V)$ (see, for example, [17, Theorem 5.25]). In addition, we have $P^*K$ is a bounded operator from $C^\alpha(X \times V)$ to $\text{Lip}(X \times V)$ (see, for example, [25, Chapter 9, Section 7] on weakly singular integrals after approximating $\Phi$ by a sequence of $C^1$ smooth functions $\Phi_n$ that are compactly supported in $\mathbb{R}^n \times \mathbb{R}^n \times V^3$ with the following properties: $\lim_{n \to +\infty} \| \Phi - \Phi_n \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^n \times V^3)} = 0$ and there exists a constant $C$ that does not depend on $\Phi$ so that $\sup_{n \in \mathbb{N}} \| \text{Lip}(\Phi_n) \| \leq C(\| \text{Lip}(\Phi) \| + \| \Phi \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^n \times V^3)})$).

From (42) it follows that $P^*\tilde{K} = \rho P^*K$ and that

$$
\tilde{K}^2 u(x,w) = \int_{\mathbb{R}^+} \Theta(x,t,w)\rho P^*\tilde{K} u(x+tw,w)dt,
$$

where

$$
\Theta(x,t,w) = e^{-\int_0^t \sigma(x+sw,w)ds}\rho(x+tw).
$$

Under condition (37), $\Theta$ is a Lipschitz function on $X \times \mathbb{R} \times V$. Therefore from (44) and the properties of $P^*K$ given above, we obtain that $\tilde{K}^2$ is a bounded operator from $L^\infty(X \times V)$ to $C^\alpha(X \times V)$ and from $C^\alpha(X \times V)$ to $\text{Lip}(X \times V)$. \hfill \Box

**Corollary 1.** Under conditions (28) and (37), $(I - \tilde{K})$ is a bounded and invertible operator in the Banach space $\text{Lip}(X \times V)$.

**Proof of Corollary 1.** The boundedness of $I - \tilde{K}$ in $\text{Lip}(X \times V)$ follows from the first statement of Lemma 3.5. It remains to prove that $I - \tilde{K}$ is invertible as a bounded operator in $\text{Lip}(X \times V)$. Under condition (28), we already know that $I - \tilde{K}$ is invertible as a bounded operator in $L^\infty(X \times V)$. Hence $I - \tilde{K}$ is still one-to-one when we restrict the operator to the subspace $\text{Lip}(X \times V)$ of $L^\infty(X \times V)$. Therefore
we just need to check that \( I - \tilde{K} \) is onto as a bounded operator in \( \text{Lip}(X \times V) \). Let \( g \in \text{Lip}(X \times V) \). Then by (28) and Lemma 3.3 there exists \( f \in L^{\infty}(X \times V) \) so that \( f - \tilde{K}f = g \). By Lemma 3.5, it follows that \( \tilde{K}^4f \in \text{Lip}(X \times V) \) and \( f = g + \tilde{K}g + \tilde{K}^2g + \tilde{K}^3g + \tilde{K}^4f \in \text{Lip}(X \times V) \).

From now on we will always assume in this Section that

\[
X \text{ is a strictly convex (in the strong sense) bounded domain of class } C^2. \tag{46}
\]

**Lemma 3.6.** The operator \( \tilde{j} \) is a bounded operator from \( \text{Lip}(X \times V) \) to \( \text{Lip}(\Gamma_-) \).

**Proof of Lemma 3.6.** From (33), it follows that for \( u \in \text{Lip}(X \times V) \) we have \( \tilde{j}(u)(x,v) = u(x,v) \) for \( (x,v) \in \Gamma_- \) where \( u \) is extended by continuity to \( \bar{X} \times V \). Therefore, we obtain that \( \text{Lip}(\tilde{j}(u)) \leq \text{Lip}(u) \).

**Lemma 3.7** (see, for instance, [15]). Under our geometric assumptions (46) on \( X \), the functions \( \tau_{\pm} \) are \( C^1 \)-functions on \( \overline{\Gamma_{\mp}} \) and on \( X \times V \).

**Proof.** Under (46) let \( \chi \in C^2(\mathbb{R}^n) \) be a defining function for \( X \), i.e. \( \chi(x) = 0 \) and \( \nabla \chi(x) \neq 0 \) when \( x \in \partial X \), \( \chi(x) < 0 \) when \( x \in X \), \( \chi(x) > 0 \) when \( x \in \mathbb{R}^n \setminus \bar{X} \), and the Hessian matrix \( \text{Hess}\chi(x) \) is positive at any point \( x \in \partial X \).

Then, we prove that \( \tau_{\pm} \) are \( C^1 \)-functions on \( X \times V \), resp. \( \Gamma_{\mp} \), by applying the implicit function theorem on

\[
\chi(x \pm tv) = 0, \quad (x,v) \in X \times V, \quad \text{resp. } \Gamma_{\mp}, \quad t > 0.
\]

Then \( \tau_{\pm} \in C^1(\overline{\Gamma_{\mp}}) \) follows from (47) and the Taylor expansion

\[
\chi(x + tv) = t\nabla \chi(x) \cdot v + t^2 \int_0^1 (1 - \varepsilon)\text{Hess}\chi(x + \varepsilon tv)(v,v)\,d\varepsilon
\]

for \( (x,v,t) \in \partial X \times V \times \mathbb{R} \) (\( \chi(x) = 0 \)).

**Remark 1.** Note that for \( X = \mathbb{D} \), then \( \tau_+(x,v) = -2v \cdot x \) for \( (x,v) \in \Gamma_- \), and \( \tau_+(x,v) = -x \cdot v + \sqrt{1 - |x|^2 + (x \cdot v)^2} \) for \( (x,v) \in X \times V \). In addition, we have

\[
\partial_x \tau_+(x,v) = -v_i + \frac{-x_i + (x \cdot v)v_i}{\sqrt{1 - |x|^2 + (x \cdot v)^2}}, \quad i = 1,2, \quad (x,v) \in X \times V,
\]

and \( \partial_v \tau_+(x,v) \) is not even bounded on \( X \times V \), and \( \tau_+ \) is not a Lipschitz function on \( \bar{X} \times V \). In particular,

\[
\tilde{K}\tilde{J}\phi(x,v) = \tau_+(x,v)|V|, \quad (x,v) \in X \times V,
\]

for \( \phi \) the constant valued function 1 on \( \Gamma_+ \) when \( \sigma \equiv 0 \) on \( X \times V \) and \( k \equiv 1 \) on \( X \times V^2 \) (which breaks assumption (37)). Therefore when \( k \) does not vanish at the boundary then \( \tilde{K} \) does not necessarily map \( \text{Lip}(X \times V) \) to \( \text{Lip}(X \times V) \).

**Lemma 3.8.** Under the assumptions (37) and (46), the operator \( \rho\tilde{J} \) is bounded from \( \text{Lip}(\Gamma_+) \) to \( \text{Lip}(X \times V) \), and the operator \( \tilde{j}(1 - \rho)\tilde{J} \) is bounded from \( \text{Lip}(\Gamma_+) \) to \( \text{Lip}(\Gamma_) \). In addition, \( \tilde{K}(1 - \rho)\tilde{J} \equiv 0 \).
Proof of Lemma 3.8. Let \( \phi \in \text{Lip}(\Gamma_+) \). Then from (32), it follows that

\[
\rho \hat{J}_\phi(x, v) = \rho(x)e^{-\int_0^{\tau_+} \rho(x) \sigma(x+s,v) ds} \phi(x + \tau_+(x,v) v, v),
\]

for \((x, v) \in X \times V\), and

\[
(1 - \rho) \hat{J}_\phi(x, v) = (1 - \rho(x))e^{-\int_0^{\tau_+} \rho(x) \sigma(x+s,v) ds} \phi(x + \tau_+(x,v) v, v),
\]

for \((x, v) \in \Gamma_- \) (\(\rho(y) = 0\) for \(y \in \partial X\)).

From (51) and Lemma 3.7 \((\tau_+\) is a Lipschitz function on \(\Gamma_-\)) it follows that \(\hat{J}_\phi \in \text{Lip}(\Gamma_-)\) and that there exists a constant \(C(X, \sigma)\) which depends on \(X\), \(\|\sigma\|_\infty\) and \(\text{Lip}(\sigma)\) such that

\[
\text{Lip}(\hat{J}(1 - \rho) \hat{J}_\phi) \leq C(X, \sigma)(\text{Lip}(\phi) + \|\phi\|_\infty).
\]

This inequality proves that \(\hat{J}(1 - \rho) \hat{J}\) is bounded from \(\text{Lip}(\Gamma_+)\) to \(\text{Lip}(\Gamma_-)\).

From (49) and Lemma 3.7 \((\tau_+ \in C^1(\text{supp}\rho \times V)\)) it follows that \(\rho \hat{J}_\phi \in \text{Lip}(X \times V)\) and that there exists a constant \(C(X, \sigma)\) which depends on \(X\), \(\|\sigma\|_\infty\) and \(\text{Lip}(\sigma)\) so that

\[
\text{Lip}(\rho \hat{J}_\phi) \leq C(X, \sigma)(\text{Lip}(\phi) + \|\phi\|_\infty).
\]

This inequality proves that \(\rho \hat{J}\) is bounded from \(\text{Lip}(\Gamma_+)\) to \(\text{Lip}(X \times V)\).

From (50) it follows that \(\text{supp}((1 - \rho) \hat{J}_\phi) \cap (\text{supp}_X k \times V) = \emptyset\). Hence \(\hat{K}(1 - \rho) \hat{J}_\phi = 0\).

\(\square\)

Corollary 2. Under conditions (28), (37) and (46), the backward albedo operator \(A_{\text{back}}\) is a bounded operator from \(\text{Lip}(\Gamma_+)\) to \(\text{Lip}(\Gamma_-)\).

Proof of Corollary 2. Let \(\phi \in \text{Lip}(\Gamma_+)\). We write

\[
A_{\text{back}} \phi = \hat{J}(I - \hat{K})^{-1} \rho \hat{J}_\phi + \hat{J}(I - \hat{K})^{-1}(1 - \rho) \hat{J}_\phi.
\]

Since \(\hat{K}(1 - \rho) \hat{J}_\phi = 0\), then \((I - \hat{K})^{-1}(1 - \rho) \hat{J}_\phi = (1 - \rho) \hat{J}_\phi\). Hence we obtain

\[
A_{\text{back}} = \hat{J}(I - \hat{K})^{-1} \rho \hat{J} + \hat{J}(1 - \rho) \hat{J}.
\]

Hence by Corollary 1 and Lemma 3.8 we obtain that \(A_{\text{back}}\) is a bounded operator from \(\text{Lip}(\Gamma_+)\) to \(\text{Lip}(\Gamma_-)\).

\(\square\)

Corollary 2 is used for the proof of Theorem 2.2. It is established under the assumption that \(k\) vanishes on the boundary of the domain (see (37)). Then (under the additional assumption (28)) solutions of the backward transport equation with Lipschitz boundary condition at \(\Gamma_+\) remain Lipschitz inside \(X \times V\) and one can take their traces on \(\Gamma_-\). It also allows us to easily study \(\hat{K}\) in the Banach space \(\text{Lip}(X \times V)\). Whether this assumption can be weakened to allow for scattering coefficients that do not vanish on the boundary is left open.

4. Estimates on multiple scattering kernels. This central section presents the main technical results on the support of multiple scattering contributions in the albedo operator. The detailed proofs of the results, which revisit and generalize contributions in our earlier works, are postponed to section 6.

Throughout the section, we assume that \(X\) is a bounded convex domain of class \(C^1\). Under the general assumption (22), let us denote by \(\alpha_m\) the distributional kernel of the operator \(j_+ K^m J\) (a map from \(L^1(\Gamma_-, d\xi)\) to \(L^1(\Gamma_+, d\xi)\)) and \(\gamma_m\) the distributional kernel of the operator \(j_+ K^m\) (a map from \(L^1(X \times V, \tau^{-1} dxdv)\) to
Let \(L^1(\Gamma_+, d\xi)\), \(m \in \mathbb{N}\). This section provides explicit expressions for these distributional kernels (Lemma 4.1) as well as estimates when the scattering coefficient \(k\) is bounded (Lemma 4.3). We next apply these estimates to control multiple scattering contributions to the albedo operator (Propositions 1 and 2).

By induction on \(m \geq 2\), we define the measurable function \(E\) on \(X^m\) by the formula
\[
E(x_1, \ldots, x_m) = E(x_1, \ldots, x_{m-1})E(x_{m-1}, x_m)
\]
for a.e. \((x_1, \ldots, x_m) \in X^m\), where the function \(E\) is initially defined as a measurable function on \(X^2\) by formula (12). We use the same notation for the measurable function \(E\) defined on \(\partial X \times X^{m-2} \times \partial X\) or on \(\partial X \times X^{m-1}\).

For \(w \in \mathbb{R}^n\), \(w \neq 0\), we introduce the notation \(\hat{w} := \frac{w}{|w|}\).

**Lemma 4.1.** Under condition (22), the distributional kernel of \(j^+K^m\) is the measurable function \(g_m\) on \(\Gamma_+ \times X \times V\) by the formula
\[
g_m(z_0, v_0, z_m, v_m) = \int_0^{\tau-(z_0, v_0)} \int_{X^{m-2}} \frac{E(z_0, \ldots, z_m)}{\prod_{i=1}^{m-1}|z_i - z_{i+1}|^{n-1}} \prod_{i=1}^{m-1} d t d z_{i+1},
\]
for a.e. \((z_0, v_0, z_m, v_m) \in \Gamma_+ \times X \times V\), \(m \geq 3\). The distributional kernel of \(j^+KJ\) is the distribution \(\alpha_1 \in C_0(\Gamma_+ \times \Gamma_-)^n\) defined by the formula
\[
\alpha_1(z_0, v_0, z_2, v_1) = \int_0^{\tau-(z_0, v_0)} E(z_0, z_0 - t v_0, z_0 - t v_0 - \tau-(z_0 - t v_0, v_1) v_1) k(z_0 - t v_0, v_1, v_0) \times \delta_{z_0 - t v_0 - \tau-(z_0 - t v_0, v_1) v_1} (z_2) d t,
\]
and for \(m \geq 2\) the distributional kernel of \(j^+K^mJ\) is the measurable function \(\alpha_m\) on \(\Gamma_+ \times \Gamma_-\) given by
\[
\alpha_m(z_0, v_0, z_3, v_2) = |\nu(z_1) \cdot v_2| \int_0^{\tau-(z_0, v_0)} \int_{X^2} E(z_0, z_0 - t v_0, z_2, z_3) \times \left( \frac{k(z_0 - t v_0, v_1, v_0) k(z_2, v_2, v_1)}{|z_0 - t v_0 - z_2|^{n-1}} \right)_{v_1 = z_2 + s v_2} d t d s d z_2,
\]
for a.e. \((z_0, v_0, z_2, v_1) \in \Gamma_+ \times \Gamma_-\), while
\[
\alpha_m(z_0, v_0, z_{m+1}, v_m) = |\nu(z_{m+1}) \cdot v_m| \int_0^{\tau+(z_{m+1}, v_m)} \int_0^{\tau-(z_0, v_0)} \int_{X^{m-2}} \frac{E(z_0, \ldots, z_{m+1})}{\prod_{i=1}^{m-1}|z_i - z_{i+1}|^{n-1}} \times \prod_{i=1}^{m-1} k(z_i, v_i, v_i - 1)_{|z_i - z_{m+1} + s v_m, v_1 = z_{m+1} - z_2, v_1 = \ldots = z_{i+1}, i = 1 \ldots m} d t d s d z_2 \ldots d z_{m-1},
\]
for a.e. \((z_0, v_0, z_{m+1}, v_m) \in \Gamma_+ \times \Gamma_-, m \geq 3\).

The distributional kernel of \(K^m\) is the measurable function \(\beta_m\) also given by the right-hand side of (55) for a.e. \((z_0, v_0, z_m, v_m) \in (X \times V)^2\), \(m \geq 3\).

The proof of Lemma 4.1 is given in Section 6.

In the sequel, we will use the following well known results:

**Lemma 4.2.** For any \((z_0, z) \in \overline{X^2}\), \(z_0 \neq z\), we have
\[
\int_{\mathbb{R}^n} \frac{d z_1}{|z_0 - z_1|^m |z_1 - z|^{n-1}} \leq \frac{C_m}{|z_0 - z|^{m-1}}, \quad 2 \leq m \leq n - 1, \quad \text{when} \quad n \geq 3,
\]
while

\[
\int_X \frac{dz_1}{|z_0 - z_1||z_1 - z|^n} \leq C - C' \ln(|z_0 - z|),
\]

\[
\int_X \frac{\ln(|z_0 - z_1|)dz_1}{|z_1 - z|^n} \leq C_n,
\]

for some constants \(C, C', C_m, 2 \leq m \leq n\), where the constants \(C\) and \(C_n\) depend only on the diameter of the bounded domain \(X\).

In the next Lemma, we denote \(\sigma_- := \min(0, \sigma)\).

**Lemma 4.3.** Assume that \(k \in L^\infty(X \times V^2)\). Then we have

\[
\left| \frac{\gamma_{n+2}(z_0, v_0, z, v)}{\tau_-(z_0, v_0)} \right| \leq C_{n+2}e^{(n+2)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^{n+2},
\]

for a.e. \((z_0, v_0, z, v) \in \Gamma_+ \times X \times V\), where the constant \(C_{n+2}\) depends on the diameter of \(X\),

\[
\frac{|\alpha_n(z_0, v_0, z_m+1, v_m)|}{\nu(z_m+1) \cdot v_m} \leq C_m e^{(m+1)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^m \int_0^\tau(z_0, v_0) \int_0^{\tau_+(z_m+1, v_m)} \frac{dtds}{|z_0 - t v_0 - z_m+1 - s v_m|^{n-m-1}},
\]

for a.e. \((z_0, v_0, z_m+1, v_m) \in \Gamma_+ \times \Gamma_-\) and some constant \(C_m\) for \(2 \leq m \leq n\), and

\[
\left\| \frac{\alpha_{n+1}(z_0, v_0, z_{m+2}, v_{m+1})}{\tau_-(z_0, v_0)|\nu(z_{m+2}) \cdot v_{m+1}|} \right\|_{L^\infty(\Gamma_+ \times X \times V)} \leq C_{n+1} e^{(n+2)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^{n+1},
\]

for any \(n \geq 2\), where the constant \(C_{n+1}\) depends on the diameter of \(X\).

The proof of Lemma 4.3 is given in Section 6.

**Proposition 1.** Assume that (28) holds and that \(k \in L^\infty(X \times V^2)\). Let \((z', v') \in \Gamma_-\) and let \(\eta > 0\), and let \(\phi \in L^\infty(\Gamma_+)\) so that \(\text{supp} \phi \subset \{(z, v) \in \Gamma_+ \mid |z - z'| - \tau_+(z', v')| \leq \eta, |v - v'| \leq \eta\}\) and \(\|\phi\|_{\infty} \leq 1\). Then there exist positive constants such that

\[
\sup_{f \in L^1(\Gamma_- \cdot d\xi)} \left| \int_{\Gamma_+} \phi j_+ K J f d\xi \right| \leq C_1 e^{2\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty} \eta^{n-1},
\]

\[
\left| \int_{\Gamma_+} \alpha_\sigma(z, v, z', v') \phi(z, v) d\xi(z, v) \right| \leq C_n e^{(n+1)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^n \eta^{2n-2}(|\ln(\eta)| + 1),
\]

\[
\left| \int_{\Gamma_+} \alpha_{n+1}(z, v, z', v') \phi(z, v) d\xi(z, v) \right| \leq C_{n+1} e^{(n+2)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^{n+1} \eta^{2n-2},
\]

\[
\sup_{f \in L^1(\Gamma_- \cdot d\xi)} \left| \int_{\Gamma_+} \phi j_+ K^{n+2}(I - K)^{-1} J f d\xi \right| \leq C_{n+2} e^{(n+2)\|\tau_\sigma-\|_{\infty}} \|k\|_{\infty}^{n+2} \eta^{2n-2},
\]
for any $n \geq 2$ and for a.e. $(z'', v'') \in \Gamma_-$, and

$$\left| \int_{\Gamma_z} \alpha_m(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C_m e^{(m+1)\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^n} n^{m-2},$$

(73)

for $2 \leq m \leq n-1$ and for a.e. $(z'', v'') \in \Gamma_-$ when $n \geq 3$. The constants $C_m$, $1 \leq m \leq n+1$, depend on the diameter of $X$ while $C_{n+2}$ depends on the diameter of $X$ and subcritical conditions.

The proof of Proposition 1 is given in Section 6.

**Proposition 2.** Let $n \geq 3$. Assume that (28) holds and that $k \in L^\infty(X \times V^2)$. Let $(z', v') \in \Gamma_-$ and let $\eta > 0$, and let $\phi \in L^\infty(\Gamma_+)$ so that $\text{supp} \phi \subset \{ (z, v) \in \Gamma_+ \mid d(z, v) \leq \eta \}$ and $\|\phi\|_{\infty} \leq 1$, where $d(z, v)$ denotes the distance between the lines $z' + Rv'$ and $z + Rv$. Then there exist positive constants such that

$$\left| \int_{\Gamma_z} \alpha_{n-1}(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C_{n-1} e^{n\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^{n-1}} n^{n-2}(1 + |\ln(\eta)|),$$

(70)

$$\left| \int_{\Gamma_z} \alpha_n(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C_n e^{(n+1)\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^{n-2}},$$

(71)

$$\left| \int_{\Gamma_z} \alpha_{n+1}(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C_{n+1} e^{(n+2)\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^{n-2}},$$

(72)

$$\sup_{f \in L^1(\Gamma_-, d\xi)} \left| \int_{\Gamma_z} \phi_j K^{n+2}(I - K)^{-1} J f d\xi \right| \leq C_{n+2} e^{(n+2)\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^{n+2}} n^{n-2},$$

(73)

for any $n \geq 3$ and for a.e. $(z'', v'') \in \Gamma_-$, and

$$\left| \int_{\Gamma_z} \alpha_m(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C_m e^{(m+1)\|\tau\sigma_\infty\| k \|\nabla \phi\|_{\infty}^{m-1}},$$

(74)

for $2 \leq m \leq n-2$ and for a.e. $(z'', v'') \in \Gamma_-$ when $n \geq 4$. The constants $C_m$, $2 \leq m \leq n+1$, depend on the diameter of $X$ while $C_{n+2}$ depends on the diameter of $X$ and subcritical conditions.

The proof of Proposition 2 is also given in Section 6.

5. **Proof of Theorems 2.1, 2.2 and 2.3.** Using the estimates presented in the preceding section, we are now ready to prove the main results of the paper. We first recall the following Lemma.

**Lemma 5.1 (see [24]).** There is a family of maps $\psi_{\rho, x_0, \theta_0} \in L^1(\Gamma_-, d\xi)$, $(x_0, \theta_0) \in \Gamma_-$ and $\rho > 0$, such that $\|\psi_{\rho, x_0, \theta_0}\|_{L^1(\Gamma_-, d\xi)} = 1$ and for any $f \in L^\infty(\Gamma_-, d\xi)$ given,

$$(75) \quad \lim_{\rho \to 0^+} \int_{\Gamma_} \psi_{\rho, x_0, \theta_0}(x', \theta') f(x', \theta') d\xi(x', \theta') = f(x_0, \theta_0),$$

whenever $(x_0, \theta_0)$ is in the Lebesgue set of $f$. In particular, (75) holds for almost every $(x_0, \theta_0) \in \Gamma_-.$
5.1. Proof of Theorem 2.1. We assume that assumptions (28) and (37) are satisfied and that $X$ is of class $C^1$. First let $\phi \in \text{Lip}(\Gamma_+)$, $\text{Lip}\phi \leq \kappa$, $\|\phi\|_\infty \leq 1$. From (9) and (11) (with $g = g_j = \psi_{p,x,v',v''}$, $j = 1, 2$) it follows that

$$\big|\langle (B_1 - B_2)\psi_{p,x,v',v''}, \phi \rangle + \langle (S_1 - S_2)\psi_{p,x,v',v''}, \phi \rangle + \langle (M_1 - M_2)\psi_{p,x,v',v''}, \phi \rangle \big| \leq \varepsilon,$$

for $(x', v') \in \Gamma_-$ and $\rho > 0$. Then by Lemma 5.1

$$\langle (B_1 - B_2)\psi_{p,x,v',v''}, \phi \rangle = \int_{\Gamma_+} \phi(x, v)(E_1 - E_2)(x, x - \tau_-(x, v)v)\psi_{p,x,v',v''}(x - \tau_-(x, v)v, v)\,d\xi(x, v)$$

and

$$\int_{\Gamma_-} \phi(x + \tau_+ (x, v)v, v)(E_1 - E_2)(x + \tau_+ (x, v)v, x)\psi_{p,x,v',v''}(x, v)\,d\xi(x, v)$$

(77) $\rightarrow \phi(x'' + \tau_+(x'', v'')v'', v'')(E_1 - E_2)(x'' + \tau_+(x'', v'')v'', x'')$

as $\rho \rightarrow 0^+$, for $(x'', v'') \in \Gamma_-$ (the function $\phi(x + \tau_+(x, v)v, v)(E_1 - E_2)(x + \tau_+(x, v)v, v)$ is continuous in $(x, v) \in \Gamma_-$. Similarly from (56) it follows that

$$\langle (S_1 - S_2)\psi_{p,x,v',v''}, \phi \rangle = \int_{\Gamma_-} \int_{\Gamma_+} \int_0^\tau \phi(x + sv + \tau_+(x + sv, v')v', v')dsv'\psi_{p,x,v',v''}(x, v)\,d\xi(x, v)$$

and

$$\int_{\Gamma_-} \int_0^\tau \phi(x'' + sv'' + \tau_+(x'' + sv'', v'')v', v')dsv''\,d\xi(x, v)$$

(78) $\rightarrow \phi(x'' + sv'' + \tau_+(x'' + sv'', v'')v', v')dsv''$, as $\rho \rightarrow 0^+$,

for $(x'', v'') \in \Gamma_-$ (the function $\int_{\Gamma_-} \int_0^\tau \phi(x + sv + \tau_+(x + sv, v')v', v')dsv'$ is continuous in $(x, v) \in \Gamma_-$. Finally

$$\langle (M_1 - M_2)\psi_{p,x,v',v''}, \phi \rangle = \int_{\Gamma_+} \phi_j^+(K_1^{+2}(I - K_1)^{-1}J_1 - K_2^{+2}(I - K_2)^{-1}J_2)\psi_{p,x,v',v''}d\xi$$

$$= \sum_{m=2}^{n+1} \int_{\Gamma_+ \times \Gamma_-} (\alpha_m - \alpha_m^2)\frac{(x, v, x', v')}{|\nu(x') \cdot \nu'|} \phi(x, v)\psi_{p,x,v',v''}(x', v')\,d\xi(x', v')d\xi(x, v)$$

(79) $\rightarrow \sum_{m=2}^{n+1} \int_{\Gamma_+} (\alpha_m - \alpha_m^2)\frac{(x, v, x', v')}{|\nu(x') \cdot \nu'|} \phi(x, v)d\xi(x, v),$

as $\rho \rightarrow 0^+$ when $(x'', v'')$ belongs to the intersection $\mathcal{L}_\phi$ of the Lebesgue sets $\mathcal{L}_{j,\phi}$ of the functions $|\nu(x') \cdot \nu''|^{-1} \int_{\Gamma_-} (\alpha_j - \alpha_j^2)(x, v, x'', v'')\phi(x, v)d\xi(x, v)$ that belong to $L^\infty(\Gamma_-)$ for $j = 2 \ldots n + 1$.

We now chose our function $\phi$ to derive the first estimate of the Theorem. Let $(x_0, v_0) \in \Gamma_-$, $\eta \in (0, \text{diam}(X))$ and let $\phi \in \text{Lip}(\Gamma_+)$, $\text{Lip}\phi \leq \kappa$ so that

$$\text{supp}\phi \subset \{(x, v) \in \Gamma_+ \mid |x - x_0 - \tau_+(x_0, v_0)v_0| \leq \eta, |v - v_0| \leq \eta\},$$

(80)

$$\phi(x_0 + \tau_+(x_0, v_0)v_0, v_0) = \|\phi\|_{L^\infty(\Gamma_+)} \leq 1,$$

(81)

$$\|\phi\|_\infty \leq C_X \kappa \eta,$$

(82)

$$C_X \kappa \eta \leq \|\phi\|_\infty \leq C_X \kappa \eta,$$

for some constant $C_X$ that depends on $X$. 
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We set \( y_0 = x_0 + \tau_+(x_0, v_0) v_0 \). By (80) and Proposition 1 we have

\[
| \int_0^t \int_0^{\tau_+(x'', v'')} \phi(x'' + sv'' + \tau_+(x'', sv'') v', v') \times (\hat{E}_1 k_1 - \hat{E}_2 k_2)(x'' + sv'', v') dsdv' | \leq C \max(\|k_1\|_{L^\infty}, \|k_2\|_{L^\infty}) \|\phi\|_{L^\infty} \eta^{-1},
\]

(83)

for \((x'', v'') \in \Gamma_-\) and \(l = 1, 2, \) and

\[
\sup_{\rho} \left| \int_{\Gamma_+} \phi \rho^l K_l^n \eta^{-2} (I - K_l)^{-1} J_\psi \rho, x''', v'' d\xi \right| \leq C \|\phi\|_{L^\infty} \eta^{n-2},
\]

(84)

for \((x'', v'') \in \Gamma_-\). Combining (76)–(79) and (83)–(85), we thus obtain

\[
|\phi(x'' + \tau_+(x'', v'')) v''| \leq C \|\phi\|_{L^\infty} \eta^{-1},
\]

(86)

for \((x'', v'') \in \Gamma_-\), where \(C \) depends on \(X\), the subcritical condition, and on \(\|k\|_{L^\infty}\)

the left-hand side of (86) is continuous in \((x'', v'')\). Set \((x'', v'') = (x_0, v_0)\) in the latter estimate and use (82) to obtain

\[
|(E_1 - E_2)(y_0, x_0)| \leq C \left( \frac{\varepsilon}{\kappa \eta} + \eta^{m-1} \right).
\]

(87)

Note that from (82) and from the estimate \(\|\phi\|_{L^\infty} \leq 1\) it follows that \(\kappa \eta \leq C_X\). In addition we impose \(\eta \leq C_X^{-1} \kappa^{-1}\) so that the constraint \(\|\phi\|_{L^\infty} \leq 1\) is a consequence of (82). Set \(C_{X} = \min(C_X, C_X^{-1})\), \(\kappa' = \frac{\text{diam}(X)}{C_X}\) and \(\eta' = \frac{\eta}{\text{diam}(X)}\) and we obtain that

\[
|(E_1 - E_2)(y_0, x_0)| \leq C' \left( \frac{\varepsilon}{\kappa' \eta'} + \eta'^{m-1} \right), \quad \eta' \in (0, 1), \quad \kappa' \eta' \in (0, 1),
\]

(88)

for some constant \(C'\) that depends on \(X\), the subcritical condition, and on \(\|k\|_{L^\infty}\). Then we derive (14) from (88) and

\[
\min_{\eta' \in (0, 1), \, \kappa' \eta' \leq 1} \left( \frac{\varepsilon}{\kappa' \eta'} + \eta'^{m-1} \right) \leq c_m \left( \left( \frac{\varepsilon}{\kappa'} \right)^\frac{m-1}{m} \vee \varepsilon \right),
\]

(89)

for a constant \(c_m\) that only depends on the integer \(m \geq 2\).

We now prove (15) and (16). We introduce the following piecewise affine functions

\[
\chi_1 \in C([0, +\infty), \mathbb{R}) \quad \text{and} \quad \chi_2 \in C(\mathbb{R}, \mathbb{R})
\]

\[
\chi_1(t) = \begin{cases} 1 \text{ when } t \leq 1 \\ (2 - t) \text{ when } 1 \leq t \leq 2 \\ 0 \text{ when } t \geq 2 \end{cases}, \quad \chi_2(t) = \begin{cases} 1 \text{ when } t \geq 1 \\ t \text{ when } -1 \leq t \leq 1 \\ -1 \text{ when } t \leq -1 \end{cases}.
\]

Let \((x_0, v_0) \in \Gamma_-\) and let \(\eta \in (0, \min(\text{diam}(X), \kappa^{-1}))\). We extend the functions \(k_1 \) and \(k_2 \) by 0 to \(\mathbb{R}^n \times V \times V\) and extend the functions \(\sigma_1 \) and \(\sigma_2 \) by 0 to \(\mathbb{R}^n \times V\).

Under assumption (37), the function \(G\), given by

\[
G(x, v) := (1 - (v_0 \cdot v)^2)(\hat{E}_1 k_1 - \hat{E}_2 k_2)(x - \frac{(x - x_0) \cdot (v - (v_0 \cdot v)v_0)}{1 - (v \cdot v_0)^2} v, v_0, v)
\]

(90)

for \((x, v) \in \Gamma_+\), \(v \neq \pm v_0\), defines a Lipschitz function on \(\Gamma_+\) (for such a statement we actually use that \(\frac{(x - x_0) \cdot (v - (v_0 \cdot v)v)}{1 - (v \cdot v_0)^2}\) is a bounded function of \((x, v)\) on the support of the function \(G\).
We introduce the function $\tilde{d}(x,v) := \min_{(t,s) \in \mathbb{R}^2} |x-x_0-tv+sv_0|.$ The function $\tilde{d}$ is max$(1, |\text{diam}(X)|)$-Lipschitz function on $\Gamma_+$ and it satisfies
\[
d(x,v) := \min_{(t,s) \in \mathbb{R}^2} |x-x_0 - tv + sv_0| \leq \tilde{d}(x,v).
\]
We set
\[
\phi(x,v) := \frac{\kappa \eta}{3} \chi_2 \left( \frac{G(x,v)}{\eta(\text{Lip} G + 1)} \right) \left( \frac{\tilde{d}(x,v)}{\max(1, |\text{diam}(X)|) \eta} \right) (1 - \chi_1) \left( \frac{|v - v_0|}{\eta} \right)
\]
for $(x,v) \in \Gamma_+$. The product in $\chi_2$ on the right hand side of (91) loosely speaking introduces an approximation of the sign of the function $\tilde{E}_1 k_1 - \tilde{E}_2 k_2$.

Then $\phi \in \text{Lip}(\Gamma_+)$ and
\[
\text{Lip}(\phi) \leq \kappa, \supp \phi \subseteq \{(x,v) \in \Gamma_+ \mid d(x,v) \leq 2 \max(1, |\text{diam}(X)|) \eta \},
\]
\[
\|\phi\|_{L^\infty(\Gamma_+)} \leq \kappa \eta \leq 1, \phi(y_0, v_0) = 0.
\]

By Proposition 2, we have
\[
\sum_{m=2}^{n+1} \int_{\Gamma_+} (\alpha_{m-1} - \alpha_{m,2}) (x,v,x'',v'') \frac{\phi(x,v) d\xi(x,v)}{|\nu(x'',v'')|} = C \|\phi\|_{\infty, \eta} (1 + |\ln(\eta)|), \ n = 3,
\]
\[
C \|\phi\|_{\infty, \eta} \text{ when } n \geq 4,
\]
\[
\sup_l \int_{\Gamma_+} \phi j_l \kappa^{-l+2} (I - K_l)^{-1} J_l \psi_{p,x'',v''} d\xi \leq C \|\phi\|_{\infty, \eta}^{n-2},
\]
for a.e. $(x'',v'') \in \Gamma_-$ and for $l = 1, 2$. Since $\phi(y_0, v_0) = 0$, the contribution of the ballistic term vanishes and from (76)–(79) and (94) and (95), we deduce that
\[
\int_V \int_0^{\tau_+(x_0,v_0)} \phi(x_0 + sv_0 + \tau_+(x_0 + sv_0, v)v) (\tilde{E}_1 k_1 - \tilde{E}_2 k_2)(x_0 + sv_0, v_0, v) ds dv
\]
\[
\leq \varepsilon + \left\{ \begin{array}{ll}
C \|\phi\|_{\infty, \eta} (1 + |\ln(\eta)|) & \text{when } n = 3, \\
C \|\phi\|_{\infty, \eta} & \text{when } n \geq 4.
\end{array} \right.
\]

From (91) and the definition of the functions $\chi_1$ and $\chi_2$, we estimate the contribution of the single scattering for $(x'',v'') = (x_0, v_0)$ as
\[
\int_V \int_0^{\tau_+(x_0,v_0)} \phi(x_0 + sv_0 + \tau_+(x_0 + sv_0, v)v) (\tilde{E}_1 k_1 - \tilde{E}_2 k_2)(x_0 + sv_0, v_0, v) ds dv
\]
\[
= \frac{\kappa \eta}{3} \int_V \int_0^{\tau_+(x_0,v_0)} \chi_2 \left( \frac{G(x_0 + sv_0 + \tau_+(x_0 + sv_0, v)v,v)}{\eta(\text{Lip} G + 1)} \right)
\]
\[
\times (1 - \chi_1) \left( \frac{|v - v_0|}{\eta} \right) (\tilde{E}_1 k_1 - \tilde{E}_2 k_2)(x_0 + sv_0, v_0, v) ds dv
\]
\[
\geq \frac{\kappa \eta}{3} \int_V \int_0^{\tau_+(x_0,v_0)} \left| \tilde{E}_1 k_1 - \tilde{E}_2 k_2 \right| (x_0 + sv_0, v_0, v)(1 - \chi_1) \left( \frac{|v - v_0|}{\eta} \right) ds dv
\]
\[
- \frac{\kappa \eta}{3} \int_W \left| \tilde{E}_1 k_1 - \tilde{E}_2 k_2 \right| (x_0 + sv_0, v_0, v)(1 - \chi_1) \left( \frac{|v - v_0|}{\eta} \right) ds dv
\]
\[
\geq \frac{\kappa \eta}{3} \int_V \int_0^{\tau_+(x_0,v_0)} \left| \tilde{E}_1 k_1 - \tilde{E}_2 k_2 \right| (x_0 + sv_0, v_0, v) ds dv
\]
\[
- \frac{\kappa \eta}{3} \int_W \left| \tilde{E}_1 k_1 - \tilde{E}_2 k_2 \right| (x_0 + sv_0, v_0, v) ds dv
\]
Collecting (97)–(99), we obtain that for some constant $C$

\[
W := \{(s, v) \in (0, \tau_+(x_0, v_0)) \times V \mid G(x_0 + sv_0 + \tau_+(x_0 + sv_0, v)v) \leq (\text{Lip}(G) + 1)\eta, (87) \text{ (see (89) for } m = 2)\},
\]

(we used the definition of $\chi_1$ and $\chi_2$ in the above estimates). Note that by definition of the function $G$ (90) and the function $\phi$ (91), the integrand on the left-hand side of (97) is nonnegative. Considering now the following inclusion (see definition of the function $G$)

\[
W \subseteq W_1 \cup W_2,
\]

\[
W_1 := \{(s, v) \in (0, \tau_+(x_0, v_0)) \times V \mid \min(|v - v_0|, |v + v_0|) \leq \eta\}
\]

\[
W_2 := \{(s, v) \in (0, \tau_+(x_0, v_0)) \times V \mid \min(|v - v_0|, |v + v_0|) \geq \eta, \text{ also } |\tilde{E}_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) \leq (\text{Lip}(G) + 1)\eta + \frac{(\text{Lip}(G) + 1)\eta}{1 - (v \cdot v_0)^2}\},
\]

we estimate the second term of the right-hand side of (97) as

\[
\begin{align*}
&\int_{W_2} |\tilde{E}_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) ds dv \\
&\leq C(||k_1||_\infty + ||k_2||_\infty)\eta^{n-1} + \int_{W_2} \frac{(\text{Lip}(G) + 1)\eta}{1 - (v \cdot v_0)^2} ds dv \\
&\leq C(||k_1||_\infty + ||k_2||_\infty)\eta^{n-1} + (\text{Lip}(G) + 1)\text{diam}(X)\eta \int_{v \in V, \min(|v - v_0|, |v + v_0|) \geq \eta} (1 - (v \cdot v_0)^2)^{-1} dv.
\end{align*}
\]

We next deduce the basic estimate for $\eta' \in (0, \text{diam}(X))$

\[
\begin{align*}
&\sup_{v'' \in V} \int_{v \in V, \min(|v - v'|, |v + v'|) \geq \eta'} \frac{dv}{1 - (v \cdot v''/\eta')} \leq \left\{ \begin{array}{ll}
C(1 + |\ln(\eta')|) & \text{when } n = 3, \\
C & \text{when } n \geq 4.
\end{array} \right.
\end{align*}
\]

Collecting (97)–(99), we obtain that for some constant $C$ that depends on diam($X$), $||k_j||_{W^{1,\infty}}$, $||\sigma_j||_{W^{1,\infty}}$, $j = 1, 2$, we have

\[
\int_V \int_0^{\tau_+(x_0, v_0)} \phi(x_0 + sv_0 + \tau_+(x_0 + sv_0, v)v)(\tilde{E}_1k_1 - \tilde{E}_2k_2)(x_0 + sv_0, v_0, v) ds dv \\
\geq \frac{\kappa\eta}{3} \int_V \int_0^{\tau_+(x_0, v_0)} |\tilde{E}_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) ds dv \\
\frac{\kappa\eta^2}{3} \left\{ \begin{array}{ll}
C(1 + |\ln(\eta)|), & \text{when } n = 3, \\
C & \text{when } n \geq 4.
\end{array} \right.
\]

Hence, combining the latter estimate with (96), we obtain that there exists a constant $C$ that depends on $X$, $||k_j||_{W^{1,\infty}}$, $||\sigma_j||_{W^{1,\infty}}$, $j = 1, 2$, and on the subcritical conditions (28) such that

\[
\int_V \int_0^{\tau_+(x_0, v_0)} |\tilde{E}_1k_1 - \tilde{E}_2k_2|(x_0 + sv_0, v_0, v) ds dv \leq \frac{3\varepsilon}{\kappa\eta} + C \left\{ \begin{array}{ll}
\eta(1 + |\ln(\eta)|), & n = 3, \\
\eta & \text{when } n \geq 4.
\end{array} \right.
\]

Then in dimension $n \geq 4$ we derive (16) in the same way we derive (14) from (87) (see (89) for $m = 2$). In dimension $n = 3$, we set $\eta' = \text{diam}(X)^{-1}\eta$ and
\[ \kappa' = \kappa \text{diam}(X) \] and we obtain
\[ (100) \int_{0}^{\tau_v(x_0,v_0)} |\tilde{E}_1 k_1 - \tilde{E}_2 k_2|((x_0 + s v_0, v_0, v)dsdv \leq C'\left(\frac{\varepsilon}{\kappa' \eta'} + \eta'(1 + |\ln(\eta')|)\right), \]
for a constant \( C' \) that depends on \( X, \|k_j\|_{W^{1,\infty}}, \|\sigma_j\|_{W^{1,\infty}}, \ j = 1, 2 \), and on the subcritical conditions \( (28) \). Then we derive \( (15) \) from \( (90) \) and the estimate
\[ \min_{\eta \in (0, \min(1, \kappa'^{-1}))} \left( \frac{\varepsilon}{\kappa' \eta'} + \eta'(1 + |\ln(\eta')|) \right) \leq c\left(\left(\frac{\varepsilon}{\kappa'}\right)^{\frac{3}{2}}(1 + \sqrt{\ln(\frac{\varepsilon}{\kappa'})})\right) \]
f for a universal constant \( c \).

5.2. Proof of Theorem 2.2. We assume that assumptions \( (28), (37) \) and \( (46) \) are satisfied and start with the identity
\[ (101) \langle (A_1 - A_2)g, \phi \rangle = \varepsilon_2 - \varepsilon_1 + \langle A_2(g_2 - g) - A_1(g_1 - g), \phi \rangle. \]
Hence
\[ |\langle (A_1 - A_2)g, \phi \rangle| \leq \varepsilon + |\langle (g_2 - g), A_{2, \text{back}} \phi \rangle| + |\langle (g_1 - g), A_{1, \text{back}} \phi \rangle| \leq \varepsilon + W_{C, \kappa}(g_2 - g) + W_{C, \kappa}(g_1 - g) \leq \varepsilon + 2C\delta, \]
where \( C \) is the maximum between 1 and the norms of \( A_{1, \text{back}} \) and \( A_{2, \text{back}} \) as bounded operators from \( \text{Lip}(\Gamma_+) \) to \( \text{Lip}(\Gamma_-) \). Then the proof follows the same lines as the proof of Theorem 2.1.

5.3. Proof of Theorem 2.3. Let us denote \( M = \max(\|\tau \sigma_1\|_{\infty}, \|\tau \sigma_2\|_{\infty}, \|\tau \sigma_{1,p}\|_{\infty}) \). Our main task is to select the right representative of \( (\sigma_1, k_1) \). Set
\[ (102) \phi(x, v) := e^{\int_{-\tau(x,v)}^{\tau(x,v)} \sigma_1 - \sigma_2(x + sv, v)ds - \int_{-\tau(x,v)}^{\tau(x,v)} \sigma_1 - \sigma_2(x + sv, v)ds}, \]
for \( (x, v) \in X \times V \). Then
\[ (103) \phi > 0, \ \ln(\phi) \in W^\infty, \]
\[ (104) v \cdot \nabla_x \ln(\phi)(x, v) = (\sigma_1 - \sigma_2)(x, v) - \frac{\int_{-\tau(x,v)}^{\tau(x,v)} \sigma_1 - \sigma_2(x + sv, v)ds}{\tau(x,v)}, \ (x, v) \in X \times V, \]
\[ (105) \phi_{|\partial X \times V} = 1. \]
Then let us choose the following representative of \( (\sigma_1, k_1) \):
\[ (106) \tilde{\sigma}_1 := \sigma_1 - v \cdot \nabla_x \ln(\phi), \ \tilde{k}_1(x, v, v') = \frac{\phi(x, v)}{\phi(x, v')} k_1(x, v', v), \]
for \( (x, v', v) \in X \times V^2 \). From \( (104) \) it follows that
\[ (107) \tau(\tilde{\sigma}_1 - \sigma_2)(x, v) = \int_{-\tau(x,v)}^{\tau(x,v)} (\sigma_1 - \sigma_2)(x + sv, v)ds, \]
for \( (x, v) \in X \times V \). Hence using Theorem 2.1 or 2.2 we have
\[ C_{\kappa_0}(\varepsilon, \delta) \geq e^{-\int_{-\tau(x,v)}^{\tau(x,v)} \sigma_2(x + sv, v)ds} |e^{-\int_{-\tau(x,v)}^{\tau(x,v)} \sigma_1 - \sigma_2(x + sv, v)ds} - 1| \geq e^{-3M} \int_{-\tau(x,v)}^{\tau(x,v)} (\sigma_1 - \sigma_2)(x + sv, v)ds = e^{-3M} |\tau(\tilde{\sigma}_1 - \sigma_2)|(x, v), \]
for \( (x, v) \in X \times V \). Hence we obtain the first estimate of the Theorem.
After straightforward computations, we have
\[
\tilde{k}_1(x, v', v) - k_2(x, v', v) = e^{\int_0^{\tau(x,v')} \sigma_1(x-\sigma_2, v') ds + \int_0^{\tau(x,v')} \sigma_2(x+s, v') ds} (\tilde{E}_1 k_1 - \tilde{E}_2 k_2)(x, v', v) + k_1(x, v', v) e^{-\int_0^{\tau(x,v')} \sigma_1(x-\sigma_2, v') ds - \int_0^{\tau(x,v')} \sigma_2(x+s, v') ds} \\
\times \left( e^{\int_{-\tau(x,v')}^{\tau(x,v')} \sigma_1(x-\sigma_2, v') ds} + e^{\int_{-\tau(x,v')}^{\tau(x,v')} \sigma_2(x+s, v') ds} - 1 \right),
\]
for \((x, v', v) \in X \times V^2\). Hence
\[
|\tilde{k}_1(x, v', v) - k_2(x, v', v)| \leq e^{2M} |\tilde{E}_1 k_1 - \tilde{E}_2 k_2|(x, v', v) + |k_1(x, v', v)| e^{8M} \int_{-\tau(x,v')}^{\tau(x,v')} (|\sigma_1(x-\sigma_2)| + |\sigma_2(x+s, v')|) ds \leq e^{2M} |\tilde{E}_1 k_1 - \tilde{E}_2 k_2|(x, v', v) + 2e^{8M} |k_1(x, v', v)| \epsilon_\delta(\varepsilon, \delta),
\]
for \((x, v', v) \in X \times V^2\) (we used the basic estimate \(|e^s - 1| \leq e^{|s|}\) for \(s \in [-R, R]\), \(R > 0\)). Finally from Theorems 2.2 or 2.1 (and \(\sigma_{1,p} \leq M\)) it follows that
\[
\int_V \int_{x,v}^{\tau(x,v')} |\tilde{k}_1(x, v', v') - k_2(x + sv', v')| ds dv \leq C e^{2M} \epsilon_\delta(\varepsilon, \delta) + 2C e^{8M} M \epsilon_\delta(\varepsilon, \delta),
\]
for \((x, v') \in X \times V\) and some constant \(C\). The second estimate is proved.

6. Proof of Lemmas 4.1 and 4.3 and Propositions 1 and 2.

Proof of Lemma 4.1. For \(m \geq 2\), let \(\beta_m\) denote the distributional kernel of the operator \(K^m\) where \(K\) is defined by (8). We first give the explicit expression of \(\beta_2\) and \(\beta_3\). We then obtain the explicit expression of the kernel \(\beta_m\) by induction and derive the explicit expression for \(\gamma_m\).

Let \(\psi \in L^1(X \times V, \tau^{-1} dx dv)\). From (8) it follows that
\[
K^2 \psi(x,v) = \int_0^{\tau(x,v')} \int_V k(x-tv, v_1, v) \int_0^{\tau(x-tv,v_1)} E(x, x-tv, x-tv-t_1v_1) ds dv dt dx', \quad (108)
\]
for a.e. \((x,v) \in X \times V\). Performing the change of variables \(x' = x - tv - t_1v_1\) on the right hand side of (108), we obtain
\[
K^2 \psi(x, v) = \int_0^{\tau(x,v')} \int_X k(x - tv, x - tv - x') E(x, x - tv, x') ds dx' dt,
\]
for a.e. \((x, v) \in X \times V\). Hence
\[
\beta_2(x, v, x', v') = \int_0^{\tau(x,v')} E(x, x-tv, x') k(x-tv, v_1, v) |v_1 = x - tv - x'|^{-1} dt,
\]
for a.e. \((x, v, x', v') \in X \times V \times V\).
for a.e. \((x, v, x', v') \in (X \times V)^2\). From (110) and (8), it follows that
\[
K^3 \psi(x, v) = \int_{(0, \tau_{(x,v)}) \times V} E(x, x - tv) k(x - tv, v, v) \beta_2(x - tv, v, x', v') \psi(x', v') dx' dv' dv_1 dt
\]
\[
= \int_{X \times V} \psi(x', v') \int_{0}^{\tau_-(x,v)} \int_{V} k(x - tv, v, v) x, v, x' dt dv_1 dv_1 dt
\]
\[
\times \int_{0}^{\tau_{(x,v)}} E(x, x - tv, x - tv - t_1 v_1, x') k(x - tv - t_1 v_1, v, v_1)\left(z - x - t_1 v_1, v, v_1\right) dx' dv_1 dv_1 dt
\]
\[
(111)
\]
\[
xk(x', v', v_2) v_2 = x - tv - t_1 v_1 - x' dt_1 dv_1 dt dx' dv',
\]
for a.e. \((x, v) \in X \times V\). Therefore performing the change of variables \(z = x - tv - t_1 v_1\) \((dz = t_1^{n-1} dt_1 dv_1)\) on the right hand side of (111), we obtain
\[
\beta_3(x, v, x', v') = \int_{0}^{\tau_{(x,v)}} \int_{X} E(x, x - tv, z, x') k(x', v', z - x') |x - tv - z|^{n-1} |z - x'|^{n-1} dx' dv_1 dv_1 dt
\]
\[
xk(x - tv, v, v_1) \Pi_{i=2}^{m} k(z_i, v_i, v_i-1) |z_i - z_i - z_i| dz_2 ... dz_{m-1},
\]
for a.e. \((x, v, z_m,v_m) \in (X \times V)^2\). This is the right hand side of (55). And we obtain (55) for \(\tau_m, m \geq 3\), the distributional kernel of \(j_m K_m\).

Now let \(\psi \in L^1(\Gamma, d\xi)\). Then for \(m \geq 3\) we have
\[
K^m J \psi(z_0, v_0) = \int_{X \times V} \beta_m(z_0, v_0, z_m,v_m) J \psi(z_m,v_m) dz_m dv_m
\]
\[
= \int_{X \times V} \int_{0}^{\tau_{(z_0,v_0)}} \int_{X^{m-2}} E(z_0, z_m) \Pi_{i=1}^{m-1} |z_i - z_i| dz_i d\xi
\]
\[
\times k(z_i, v_i, v_i-1) |z_i - z_i - z_i| dz_2 ... dz_{m-1} \psi(z_m,v_m) \psi(z_m,v_m) dz_m dv_m
\]
\[
(114)
\]
\[
\times E(z_m, z_m - \tau_-(z_m, v_m)) \psi(z_m, v_m) dz_m dv_m
\]
\[
\times k(z, v) v_1 = z - tv - z_m + t_1 v_1, v_1 = z_i - z_i, i = 1 ... m
\]
\[
dz_2 ... dz_{m-1} d\xi(z_m, v_m, v_1)
\]
\[
\]
for a.e. \((z_0, v_0) \in X \times V\). (We used above the change of variables \({(z_m, v_m) = (z_{m+1} + tv_m, v_m)}\), \((z_{m+1}, v_m) \in \Gamma_{-1}, 0 < t < \tau_+(z_{m+1}, v_m), d\xi(z_{m+1}, v_m) = dz_m dv_m)\). This yields (58). For \(m = 2\), we have
\[
K^2 J \psi(z_0, v_0) = \int_{X \times V} \beta_2(z_0, v_0, z_2, v_2) J \psi(z_2, v_2) dz_2 dv_2
\]
\[
= \int_{X \times V} \int_{0}^{\tau_{(z_0,v_0)}} \int_{X} E(z_0, z_0 - tv_0, z_0) k(z_0, v_0) k(z_2, v_2, v_1) |z_0 - tv_0 - z_0| dz_2 ... dz_{m-1} d\xi(z_m, v_m, v_1)
\]
\[
\times E(z_2, z_2 - \tau_-(z_2, v_2)) \psi(z_2 - \tau_-(z_2, v_2), v_2) dz_2 dv_2
\]
formula (56) is just a rewriting of the definition of the operator $KJ$ from (7) and (8).

**Proof of Lemma 4.3.** We have (see (55))

\[
|\gamma_{n+2}(z_0, v_0, z_{n+2}, v_{n+2})| \leq e^{(n+2)\|\tau\sigma_{-}\|\|k\|_{\infty}}^2 \tau(z_0, v_0) \int_0^{\tau_-(z_0, v_0)} \int_0^{\tau_-(z_{n+2}, v_{n+2})} E(z_0, z_0 - tv_0, z_2, z_3) \times \left( \frac{k(z_0 - tv_0, v_0)k(z_2, v_2, v_1)}{|z_0 - tv_0 - z_2|^{n-1}} \right)_{z_2=2} dz_2 dt ds d\xi(z_3, v_2),
\]

(115)

and we obtain (57).

First assume that $n = 2$. Then from (60), it follows that there exist positive constants $C_1$ and $C_2$ such that

\[
\int_{X^2} \frac{dz_2 dz_3}{\Pi_{i=1}^{n+1} |z_i - z_{i+1}|^{n-1}} \leq C_1 \int_X (C_2 - \ln |z_1 - z_3|) dz_3,
\]

for any $(z_1, z_4) \in \bar{X} \times \bar{X}$, $z_1 \neq z_4$. Then from (61) and (116), we obtain (62) when $n = 2$.

Now assume that $n \geq 3$. Then from (59), it follows inductively that

\[
\int_{X^n} \frac{dz_2 \ldots dz_{n+1}}{\Pi_{i=1}^{n+1} |z_i - z_{i+1}|^{n-1}} \leq C \int_{X^{n-l+2}} \frac{dz_l \ldots dz_{n+1}}{|z_l - z_{l+1}|^{n-1} \Pi_{i=l}^{n+1} |z_i - z_{i+1}|^{n-1}}
\]

(117)

for $3 \leq l \leq n$ and for any $(z_1, z_{n+2}) \in \bar{X} \times \bar{X}$, $z_1 \neq z_{n+2}$ and for some constant $C$. With $l = n$ above and using (60) and (61), we obtain

\[
\int_{X^n} \frac{dz_2 \ldots dz_{n+1}}{\Pi_{i=1}^{n+1} |z_i - z_{i+1}|^{n-1}} \leq C \int_{X^2} \frac{dz_n dz_{n+1}}{|z_1 - z_n| |z_{n+1} - z_n|^{n-1} |z_{n+2} - z_{n+1}|^{n-1}} \leq C,
\]

(118)

for $(z_1, z_{n+2}) \in \bar{X}^2$, $z_1 \neq z_{n+2}$, for some positive constants $C'$ and $C''$. Combining (116) and (118) yields property (62) when $n \geq 3$.

Estimate (63) follows from (57) for $m = 2$. Assume that $m \geq 3$. From (58) it follows that

\[
|\alpha_m(z_0, v_0, z_{m+1}, v_{m})| \leq \|k\|_{\infty}^m e^{(m+1)\|\tau\sigma_{-}\|\|k\|_{\infty}}^2 \tau(z_0, v_0) \int_0^{\tau_+(z_{m+1}, v_{m})} \int_0^{\tau_-(z_0, v_0)} \int_{X^{m-2}} \frac{1}{\Pi_{i=1}^{m-1} |z_i - z_{i+1}|^{n-1}} \left| z_1 = z_0 - tv_0, z_m = z_{m+1} + tv_{m} \right| ds dt dz_2 \ldots dz_{m-1},
\]

(119)

for a.e. $(z_0, v_0, z_{m+1}, v_{m}) \in \Gamma_+ \times \Gamma_-$. 

---

**Generalized stability estimates**

---
First, we consider the case when \( n \geq 3 \). We proceed as before by induction with the help of (59) to obtain
\[
\int_X |z_2 \ldots z_{m-1}| dz_2 \ldots dz_{m-1} \leq C_l \int_X |z_1 \ldots z_l|^{n-1} dz_1 \ldots dz_{l+1}^{n-1}
\]
(120) \[
\leq C_{m-1} \int_X |z_1 - z_{m-1}|^{n-m+2} dz_{m-1} \leq C_m \frac{\sup_{n \geq m+1} |z_1 - z_m|^{n-m+1}}{(n-m+1)}
\]
(121)
for some positive constant \( C_j, j = 3 \ldots m \leq n \). Hence combining (119) and (121), we obtain (63) when \( n \geq 3 \).

Assume again that \( n \geq 3 \) and set \( m = n + 1 \) in (120). From (60) and (119) it follows that there exist positive constants \( C \) and \( C' \) so that
\[
|\alpha_{n+1}(z_0, v_0, z_{n+2}, v_{n+1})| \leq e^{(n+2)\|\tau\|_\infty^{n+1}|\nu(z_{n+2}) \cdot v_{n+1}|}
\]
(122) \[
\times \int_0^{\tau_+(z_0, v_0)} \int_0^{\tau_-(z_0, v_0)} (C - C' \ln(|z_0 - tv_0 - z_{n+2} - sv_{n+1}|))dsdt.
\]

Estimate (122) also holds when \( n = 2 \) (see (60) and (119)). Then there exists a positive constant \( C_0 \) that depends on \( \text{diam}(X) \) such that
\[
\sup_{(w, \theta) \in \mathbb{R}^n \times V} \int_{|w| \leq \text{diam}(X)} \ln(|w - s\theta|)ds \leq C_0.
\]
(123)
We apply the above inequality for \((w, \theta) = (z_0 - z_{n+2} - tv_0, v_{n+1})\) on (122) and obtain
\[
|\alpha_{n+1}(z_0, v_0, z_{n+2}, v_{n+1})| \leq e^{(n+2)\|\tau\|_\infty^{n+1}|\nu(z_{n+2}) \cdot v_{n+1}|}
\times \tau_-(z_0, v_0)(C\text{diam}(X) + C' C_0),
\]
for a.e. \((z_0, v_0, z_{n+2}, v_{n+1}) \in \Gamma_+ \times \Gamma_-\). Property (64) follows. \(\square\)

We will use the following Lemma, consisting of basic estimates, in the proof of Propositions 1 and 2.

**Lemma 6.1.** *The following estimates hold: Let \( D \in (0, +\infty) \), then*
\[
\sup_{w' \in \mathbb{R}^{n-1}} \int_{w' \leq D} \int_{|w| \leq \eta} \int_0^{2D} \frac{dtdw}{|w + w'| + |t|} \leq C(D)\eta^{n-1}(1 + |\ln(\eta)|),
\]
(124)
*for \( \eta \in (0, D) \) and for some constant \( C(D) \) that depends on \( D \). In addition*
\[
\sup_{w' \in \mathbb{R}^{n-1}} \int_{w' \leq D} \int_{|w| \leq \eta} \int_0^{+\infty} \frac{dtdw}{(|w + w'| + |t|)^{n-m+1}} \leq C_m \eta^{m-1},
\]
(125)
*for \( \eta \in (0, +\infty) \) and for \( 2 \leq m \leq n - 1 \) and some constant \( C_m \).*
Proof of Proposition 1. We prove (68). From (62), it follows that
\[ \left| \int_{\Gamma_+} \phi(x,v) j_+ K^{n+2} (I-K)^{-1} Jf(x,v) d\xi(x,v) \right| \]
\[ \leq \int_{\Gamma_+} \tau_-(x,v) |\phi(x,v)| d\xi(x,v) \]
\[ \times \left\| \int_{X \times V} \frac{\gamma_{n+2}(z_0,v_0,z_{n+2},v_{n+2})}{\tau_-(z_0,v_0)} (I-K)^{-1} Jf(z_{n+2},v_{n+2}) dz_{n+2} dv_{n+2} \right\|_{L^\infty(\Gamma_+;z_0,v_0)} \]
\[ \leq C e^{(n+2)\|\tau_-\|_\infty} \|k\|_{L^\infty} \left\| (I-K)^{-1} Jf \right\|_{L^1(\Gamma_-,d\xi)} L^1(X \times V;\tau_-^{-1} dx dv)} \]
(126) \times \int_{\Gamma_+} \tau_-(x,v) |\phi(x,v)| d\xi(x,v) \]
for \( f \in L^1(\Gamma_-,d\xi) \), \( \|f\|_{L^1(\Gamma_-,d\xi)} = 1 \), and some constant \( C \). Then since supp\( \phi \subset \{(z,v) \in \Gamma_+ | |z-z' - \tau_+(z',v')v'| \leq \eta, |v - v'| \leq \eta \} \) and \( \|\phi\|_{L^\infty} \leq 1 \) and \( \dim \Gamma_+ = 2n - 2 \), we have
(127) \[ \int_{\Gamma_+} \tau_-(z,v) |\phi(z,v)| d\xi(z,v) \leq \text{diam}(X) \int_{\text{supp}\phi} d\xi(z_{n+2},v_{n+2}) \leq C \eta^{2n-2}, \]
for some constant \( C \). Combining (126) and (127), we obtain (68).

We now prove (67). From (64), it follows that
\[ \frac{1}{|\nu(z'',v'')|} \int_{\Gamma_+} \alpha_{n+1}(z,v,z'',v'') \phi(z,v) d\xi(z,v) \]
\[ \leq C e^{(n+2)\|\tau_-\|_\infty} \|k\|_{L^\infty} \int_{\Gamma_+} \tau_-(z,v) |\phi(z,v)| d\xi(z,v), \]
for a.e. \( (z'',v'') \in \Gamma_- \) and for some constant \( C \) which depends on the diameter of \( X \). Then using again (127), we obtain (67).

We next prove (65). Let \( f \in L^1(\Gamma_-,d\xi) \), \( \|f\|_{L^1(\Gamma_-,d\xi)} = 1 \). We start from (56) and obtain
\[ \left| \int_{\Gamma_+} \phi(z,v) j_+ K Jf(z,v) d\xi(z,v) \right| \leq e^{2\|\tau_-\|_\infty} \|k\|_{L^\infty} \]
\[ \times \int_{\Gamma_+ \times V_1} |\phi(z,v)| \int_{0}^{\tau_-(z,v)} \int_{0}^{\tau_-(z,v)} |f(z-tv - \tau_-(z-tv,v_1,v_1) v_1, v_1) dtdv d\xi(z,v). \]
Then, performing the change of variables \( "(x,v) = (z-tv,v)" \) and again the change of variables \( "(z_1 + sv_1,v_1) = (x,v_1)" \), we have:
\[ \left| \int_{\Gamma_+} \phi(z,v) j_+ K Jf(z,v) d\xi(z,v) \right| \]
\[ \leq e^{2\|\tau_-\|_\infty} \|k\|_{L^\infty} \int_{X \times V_1 \times V_1} |\phi(x + \tau_+(x,v),v)| \left| f(x - \tau_-(x,v_1,v_1) v_1, v_1) dv_1 dx dv \right| \]
\[ \leq e^{2\|\tau_-\|_\infty} \|k\|_{L^\infty} \int_{\Gamma_+ \times V_1} \int_{0}^{\tau_+(z_1,v_1)} |\phi(z_1 + sv_1 + \tau_+(z_1 + sv_1,v),v)| ds \]
\[ \times |f(z_1,v_1) d\xi(z_1,v_1) dv. \]
Since \( \text{supp} \phi \subset \{ (z, v) \in \Gamma_+ \mid |v - v'| \leq \eta \} \), we obtain

\[
\left| \int_{\Gamma_+} \phi(z, v) j_+ K J f(z, v) d\xi(z, v) \right| \\
\leq C e^{2 \| \tau \|_\infty} \| k \|_\infty \| f \|_{L^1(q, X)} \diam(X) \int_{v \in V} d\nu \leq C e^{2 \| \tau \|_\infty} \| k \|_\infty \eta^{n-1},
\]

for some positive constant \( C \), which proves (65).

We now prove (66) and (69). Let \( 2 \leq m \leq n \). From (63), it follows that for a.e. \((z'', v'') \in \Gamma_-\)

\[
\left| \int_{\Gamma_+} \alpha_m(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \\
\leq C e^{(m+1)\| \tau \|_\infty} \| k \|_\infty^n \eta \int_{v \in V} d\nu
\]

(129) \times \int_{\Gamma_+} |\phi|(z, v) \int_{\tau''(z', v')}^{\tau''(z', v')} \int_{\tau''(z, v)}^{\tau''(z, v)} \frac{dtds}{|z'' + tv'' - z + sv|^n} d\xi(z, v).

By the change of variable \("(x, v) = (z - sv, v')\", we have

\[
\int_{\Gamma_+} |\phi|(z, v) \int_{\tau''(z', v')}^{\tau''(z', v')} \int_{\tau''(z, v)}^{\tau''(z, v)} \frac{dtds}{|z'' + tv'' - z + sv|^n} d\xi(z, v)
\]

\[
= \int_{X \times V} |\phi|(x + \tau_+(x, v), v) \int_{\tau''(z', v')}^{\tau''(z', v')} |x + \tau_+(x, v) v - z' - \tau_+(z', v') v'| dt
\]

(130) \leq \int_{\Gamma_+} \left( \int_{U_\eta} \frac{dxdv}{|x'' - x|^n} \right)_{x'' = z'' + tv''} dt.

for \((z'', v'') \in \Gamma_-\), where

\[
U_\eta := \{ (x, v) \in X \times V \mid \max(|v - v'|, |x + \tau_+(x, v) v - z - \tau_+(z', v') v'|) \leq \eta \}.
\]

For \((x, v) \in U_\eta\) then

\[
|x - z' + \tau_+(x, v) - \tau_+(z', v') v'| \leq |x + \tau_+(x, v) v - z - \tau_+(z', v') v'|
\]

\[
+ |v - v'| \tau_+(x, v) \leq \eta(1 + \diam(X)).
\]

Therefore,

\[
U_\eta \subseteq \{ (z' + w + \lambda v', v) \mid |v - v'| \leq \eta, |w| \leq \tilde{\eta}, w \cdot v' = 0, \lambda \in (-\diam(X), \diam(X)) \},
\]

where

\[
\tilde{\eta} = \min(\eta(1 + \diam(X)), \diam(X)).
\]

We can also write any \( x'' \in X \) as a sum \( z' + w'' + \lambda'' v' \) where \(|w''| \leq \diam(X), w'' \cdot v' = 0, \lambda \in (-\diam(X), \diam(X))\). Therefore from (132) and (134) (with \("D = \diam(X)^n\") and (125) it follows that

\[
\sup_{x'' \in X} \int_{U_\eta} \frac{dxdv}{|x'' - x|^n} \leq \frac{2^{2n-1}}{1 + \ln(\tilde{\eta})}, \text{ when } m = n,
\]

\[
\frac{2^{2n-2} \eta^{n-1}}{\tilde{\eta}^{m-n-2}}, \text{ when } m < n,
\]
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for some constant $C$. Combining (130), (134) and (133), we obtain that
\[
\int_0^1 \phi(z, v) \int_{\tau_-(z, v)} \int_{\tau_+(z, v)} dtds \frac{d\xi(z, v)}{|z'' + tv'' - z + sv|^{n-m+1}} 
\leq C' \left\{
\begin{array}{l}
\eta^{2n-2}(1 + |\ln(\eta)|), \text{ when } m = n, \\
\eta^{n+m-2}, \text{ when } m < n,
\end{array}
\right.
\]
(135)
for $(z'', v'') \in \Gamma_-$ and some positive constant $C'$. Combining (129) and (135) we obtain (66) and (69).

\[ \square \]

Proof of Proposition 2. For $(x, v) \in X \times V$ we still denote by $d(x, v)$ the distance between the lines $x + Rv$ and $z' + Rv'$, $d(x, v) := \inf_{s, t \in \mathbb{R}} |x + sv - z' - tv'|$.

We first prove (73) and (72). Since $\text{supp} \phi \subset \{(z, v) \in \Gamma_+ \mid d(z, v) \leq \eta\}$ and $|\phi|_{\infty} \leq 1$, we have
\[
\int_{\Gamma_+} \tau_-(z, v) |\phi(z, v)| d\xi(z, v) = \int_{X \times V} |\phi(x + \tau_+(x, v), v)| dx dv 
\leq \int_{(x, v) \in X \times V, d(x, v) \leq \eta} dx dv \leq C' \eta^{-2},
\]
(136)
for some constant $C$ that depends on $X$, and from (126) it follows that
\[
\left| \int_{\Gamma_+} \phi(x, v) j_x K^{n+2}(I - K)^{-1} f(x, v) d\xi(x, v) \right| \leq C' e^{(n+2)} \|f\|_{\infty} \|k\|_{\infty} \eta^{n-2},
\]
for $f \in L^1(\Gamma, d\xi)$, $\|f\|_{L^1(\Gamma, d\xi)} = 1$ and some constant $C'$, which proves (73).

Similarly (72) follows from (128) and (136).

We make the following remark: For $(x, v) \in X \times V$ so that $d(x, v) := \inf_{s, t \in \mathbb{R}} |x + sv - z' - tv'| \leq \eta$ and $v \neq \pm v'$, we have
\[
\begin{align*}
(x - z') &= w + \lambda_1 v' + \lambda_2 \frac{v - (v' \cdot v')v'}{|v - (v' \cdot v')v'|}, \\
w \cdot v' &= w \cdot v = 0, \ |w| \leq \tilde{\eta}, \ \max(|\lambda_1|, |\lambda_2|) \leq \text{diam}(X),
\end{align*}
\]
(137) \hspace{1cm} (138)
where
\[
\tilde{\eta} = \min(\eta, \text{diam}(X))
\]
(the vector $w$ can be identified with a vector of the $n - 2$ dimensional ball of center 0 and radius $\tilde{\eta}$).

We now prove (74) and (70). Let $n \geq 3$ and $2 \leq m \leq n - 1$. From (63), it follows that
\[
\left| \int_{\Gamma_+} \alpha_m(z, v, z'', v'') \phi(z, v) d\xi(z, v) \right| \leq C e^{(m+1)} \|\phi\|_{\infty} \|k\|_{\infty} m 
\times \int_{X \times V} |\phi(x + \tau_+(x, v), v) \int_{\tau_+(z, v')} dt \int_{0}^{\tau_+(z, v')} \frac{d\xi(z, v)}{|z'' + tv'' - z|^{n-m+1}} dx dv
\]
(140)
for a.e. $(z'', v'') \in \Gamma_-$ (we proceed as we did for (129) and (130)). By (137) and (138) (where we also write “$z'' - z' = w'' + \lambda_1 v' + \lambda_2 \frac{v - (v' \cdot v')v'}{|v - (v' \cdot v')v'|}$, $|w''| \leq \text{diam}(X)$”)...
we have
\[\int_{\Gamma_+} |\phi(z, v)| \int_0^{\tau_+(z', v')} \int_0^{\tau_-(z, v)} \frac{dtds}{|z'' + tv'' - z + sv|^{n-m+1}} d\xi(z, v)\]
\[\leq C \sup_{w'' \in \mathbb{R}^{n-2}} \int_0^{2\text{diam}(X)} \int_{0}^{2\text{diam}(X)} \frac{dwd\lambda_1 d\lambda_2}{(|w + w''| + \lambda_1 + \lambda_2)^{n-m+1}}\]
\[(141) \leq \frac{C}{n-m} \sup_{w'' \in \mathbb{R}^{n-2}} \int_0^{2\text{diam}(X)} \int_0^{2\text{diam}(X)} \frac{dwd\lambda_1}{(|w + w''| + \lambda_1)^{n-m+1}}\]
for some constant $C$. Then we use (124) or (125) (in dimension $n - 1$ instead of dimension $n$) and obtain
\[\int_{\Gamma_+} |\phi(z, v)| \int_0^{\tau_+(z', v')} \int_0^{\tau_-(z, v)} \frac{dtds}{|z'' + tv'' - z + sv|^{n-m+1}} d\xi(z, v)\]
\[\leq \begin{cases} C\eta^{n-1}, & \text{when } m \leq n - 2, \\ C\eta^{n-2}(1 + |\ln(\eta)|) & \text{when } m = n - 1, \end{cases}\]
for some constant $C$. Combining (140)–(142), we obtain (74) and (70).

We finally prove (71). Note (140) also holds for $m = n$. Then as above, we obtain that there exists a positive constant $C$ so that
\[\int_{\Gamma_+} |\phi(z, v)| \int_0^{\tau_+(z', v')} \int_0^{\tau_-(z, v)} \frac{dtds}{|z'' + tv'' - z + sv|^{n-m+1}} d\xi(z, v)\]
\[\leq C \sup_{w'' \in \mathbb{R}^{n-2}} \int_0^{2\text{diam}(X)} \int_{0}^{2\text{diam}(X)} \frac{dwd\lambda_1 d\lambda_2}{(|w + w''| + \lambda_1 + \lambda_2)^{n-m+1}}\]
\[\leq C' \sup_{w'' \in \mathbb{R}^{n-2}} \int_0^{2\text{diam}(X)} \int_{0}^{2\text{diam}(X)} (1 + |\ln(|w + w''| + \lambda_1|)|)d\lambda_1 dw\]
\[(143) \leq C'' \sup_{w'' \in \mathbb{R}^{n-2}} \int_0^{2\text{diam}(X)} \frac{dw}{|w''|^{\eta n-2}} \leq C''' \eta^{n-2},\]
for a.e. $(z'', v'') \in \Gamma_-$ and for some positive constant $C$, $C'$, $C''$ and $C'''$ that depend on the diameter of $X$. Combining (140) for $m = n$ and this latter estimate we obtain (71), which concludes the proof of the proposition.
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