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Abstract

The Wide Residual Networks (Wide-ResNets), a shallow but wide model variant of the Residual Networks (ResNets) by stacking a small number of residual blocks with large channel sizes, have demonstrated outstanding performance on multiple dense prediction tasks. However, since proposed, the Wide-ResNet architecture has barely evolved over the years. In this work, we revisit its architecture design for the recent challenging panoptic segmentation task, which aims to unify semantic segmentation and instance segmentation. A baseline model is obtained by incorporating the simple and effective Squeeze-and-Excitation and Switchable Atrous Convolution to the Wide-ResNets. Its network capacity is further scaled up or down by adjusting the width (i.e., channel size) and depth (i.e., number of layers), resulting in a family of SWideRNets (short for Scaling Wide Residual Networks). We demonstrate that such a simple scaling scheme, coupled with grid search, identifies several SWideRNets that significantly advance state-of-the-art performance on panoptic segmentation datasets in both the fast model regime and strong model regime.

1. Introduction

Computer vision systems have achieved remarkable performance across a wide range of image recognition tasks, including image classification [46, 77], object detection [22, 72], and dense prediction [61, 5], thanks to the recent advances in learning algorithms [23] (e.g., better optimizer [42], normalization techniques [40, 90, 70], and scalable training systems [1, 24, 66]). The improvement of neural network architectures especially plays an important role, as manifested on public benchmarks [19, 56, 74].

Gaining in popularity for its simplicity and effectiveness, Residual Networks (ResNets) [28] have been the building blocks of many modern neural network architectures [101, 93, 36, 92, 53, 21, 71, 102]. Specifically, the Wide-ResNets [101] adopt the ‘shallow but wide’ architecture design (i.e., fewer layers but with large channels) and show superior performance over the ‘deep but thin’ architectures (i.e., more layers but with small channels). Along the same direction, the Wide-ResNet-38 (WR-38) [92], a sophisticated human-designed wide residual network, is one of the top-performing network backbones on many dense prediction benchmarks [14, 63]. However, since proposed in 2016, the architecture of WR-38 has barely evolved over the years. Recently, a simple modification of WR-38, by altering the last two residual blocks, leads to a slightly better and faster architecture WR-41 [4], when deployed as the network backbone in Panoptic-DeepLab [12] framework. The resulting model has shown state-of-the-art performance for panoptic segmentation [44], which is a challenging dense prediction task with the goal to unify semantic segmentation [30] and instance segmentation [26].

In this work, we ask if we may revisit the architecture design of wide residual networks to further boost the panoptic
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segmentation performance and even improve the model inference speed. In particular, a baseline model is obtained by equipping the WR-41 [4] with the simple and effective modules, Squeeze-and-Excitation (SE) [36] and Switchable Atrous Convolution (SAC) [69]. Similar to [101, 35, 84], its network capacity could be further adjusted by three scaling factors \((w_1, w_2, \ell)\), where \(w_1\) controls the channel size of the first two stages of a network backbone, while \(w_2\) and \(\ell\) adjust the network width (i.e., channel size) and depth (i.e., number of layers) of the remaining stages, respectively. The resulting model SWideRNet-(\(w_1, w_2, \ell\)) (short for Scaling Wide Residual Network with scaling factors \((w_1, w_2, \ell)\)) is deployed as the network backbone in Panoptic-DeepLab [12] framework.

The SWideRNet-(\(w_1, w_2, \ell\)) defines a large number of backbone architectures, targeting for different applications. The search space for those three scaling factors is discretized, allowing us to apply the simple and effective grid search method. Two model regimes are considered in this work, where the first one contains fast model variants and the other contains strong architectures. As a result, our main contribution lies in empirically identifying several fast SWideRNet backbones that attain state-of-the-art speed-accuracy trade-off, as well as several strong SWideRNet backbones that further push the envelope of panoptic segmentation benchmarks. As shown in Fig. 1, our fast SWideRNs attain a better speed-accuracy trade-off than prior state-of-the-art models, showing at least 3% PQ better than the MobileNetv3 [34] backbone at a similar speed. Interestingly, the found fast SWideRNs all share the same scaling factor \(w_1 = 0.25\), indicating that the first two stages of Wide-ResNets are the speed bottleneck. In detail,

- On COCO val set [56], while being slightly faster, our SWideRNet-(0.25, 0.35, 1) is 6% PQ better than MobileNetv3 (MNV3) [34] backbone, and our SWideRNet-(0.25, 0.5, 1) is 3% PQ better than ResNet-50 (R-50) [28]. Our SWideRNet-(0.25, 0.75, 1) is 1.2% PQ better than Xception-71 (X-71) [13, 68].
- On Cityscapes val set [14], when considering a similar speed, our SWideRNet-(0.25, 0.25, 0.75) and SWideRNet-(0.25, 0.5, 1) backbones are 3% better than MobileNetv3 [34] and ResNet-50 [28], respectively. Our SWideRNet-(0.25, 0.75, 1) is also slightly faster and better than Xception-71 [13, 68].

Finally, for the strong model regime, we found that going deeper (i.e., only increasing \(\ell\)) is the most efficient strategy to scale up the network capacity, suggesting that the Wide-ResNets may be already sufficiently ‘wide’. Our strong SWideRNet model variants consistently outperform prior state-of-the-art Axial-DeepLab [88] on three datasets. Additionally, our single model outperforms ensemble models on Mapillary Vistas and ADE20K. In detail,

- On COCO test-dev set [56], our SWideRNet-(1, 1, 4) outperforms Axial-DeepLab-L [88] by 2.3% PQ.
- On Cityscapes test set [14], our SWideRNet-(1, 1, 4, 5) outperforms Axial-DeepLab-XL [88] by 2% PQ and 4% AP, when using only Cityscapes annotations. With extra data [63], our model attains 67.8% PQ and 42.2% AP, setting a new state-of-the-art.
- On Mapillary Vistas val set [63], our SWideRNet-(1, 1, 4, 5) outperforms the prior bottom-up state-of-the-art Axial-DeepLab-L [88] by 3.2% PQ, 4.6% AP, and 1.9% mIoU. Remarkably, our single model outperforms the ensemble of six Panoptic-DeepLab models [12] by 2.1% PQ, 3.6% AP, and 1.6% mIoU.
- On ADE20K val set [104], our SWideRNet-(1, 1, 4) outperforms the prior state-of-the-art BGRNet [91] by 6% PQ. Notably, on the test set, where only semantic segmentation is evaluated, our single model yields the score of 59.14% (average of mIoU and pixel accuracy), 1.9% better than the ensemble of PSPNets [103].

2. Related Works

Convolutional Neural Networks: Convolutional Neural Networks (CNNs) [48] deployed in a fully convolutional manner (FCNs [76, 61]) have achieved remarkable performance on dense prediction tasks. The improvement of neural network design is one of the main driving forces for state-of-the-art systems, from AlexNet [46], VGG [77], Inception [40, 81, 80], ResNet [28, 29] to more recent architectures, such as DenseNet [37], Xception [13, 68], and EfficientNet [84]. Due to the simple yet effective design of residual networks [28], there are many modern neural networks that build on top of it, including Wide-ResNet [101, 92], ResNeXt [93], SENet [36], SKNet [53], Res2Net [21], RegNet [71], and ResNeSt [102].

Scaling CNNs: The capacity of Convolutional Neural Networks (CNNs) could be scaled up by stacking more convolutional layers or increasing the channels. ResNet [28] is the first work that successfully stacks over 1000 convolutional layers for small-resolution images, while PSPNet [103] employs ResNet with 269 layers, and shows outstanding semantic segmentation results. MobileNets [35, 75, 34] and ShuffleNets [62, 6] introduce a universal scaling factor to adjust network channels. Wide-ResNet [101, 92], GPipe [39], and BiT [45] explore scaling up both layers and channels for image classification. Auto-DeepLab [57] increases the channels of a base network for better semantic segmentation performance. More recently, EfficientNet [84] and EfficientDet [85] adopt a compound factor to effectively and simultaneously scaling up layers, channels, and input resolutions for image classification and object detection, respectively. Our model follows the same direction by scaling the architecture of Wide-ResNet [101, 92], specifically targeting for panoptic segmentation [44].

Panoptic Segmentation: State-of-the-art panoptic seg-
mentation systems could be roughly categorized into top-down (or proposal-based) and bottom-up (or box-free) approaches. Top-down approaches [43, 67, 50, 54, 60, 94, 51, 10, 47, 91] typically pair Mask R-CNN [27] with a light-weight ‘stuff’ segmentation branch, while bottom-up approaches [95, 20, 87, 12, 88] group ‘thing’ pixels from semantic segmentation predictions. Recently, Panoptic-DeepLab [12], a simple yet effective bottom-up system for panoptic segmentation, employs DeepLab semantic segmentation outputs [6, 8] coupled with a class-agnostic instance segmentation branch involving a simple instance center regression [41, 86, 64]. Panoptic-DeepLab [11] has achieved state-of-the-art results on several benchmarks, and our method builds on top of it.

3. Methods

In this section, we describe how to effectively scale the capacity of our baseline model, obtained by incorporating to Wide-ResNet-41 (WR-41) [101, 92] the simple yet effective Squeeze-and-Excitation [36] and Switchable Atrous Convolution [69] modules. The resulting network family with different scaling factors is then explored for both fast model regime and strong model regime.

3.1. The SWideRNet family

Baseline model: The Wide Residual Networks [101, 92] have demonstrated outstanding performance on image classification [74], object detection [56], and semantic segmentation [19]. Specifically, the Wide-ResNet-38 (WR-38) [92], refined by several human-crafted networks with extensive experiments, has been the de facto network backbone for semantic segmentation [63, 73, 105, 82, 52], and instance segmentation [55, 32] on Cityscapes leaderboard [14]. Recently, Chen et al. [4] attain state-of-the-art panoptic segmentation performance [44] on Cityscapes [14] by employing the Wide-ResNet-41 (WR-41), which improves both accuracy and speed over the WR-38 [92] (when deploying in the Panoptic-DeepLab [12] framework) by (1) removing the last residual block, and (2) repeating the second last residual block two more times.

Building on top of WR-41, we further incorporate the simplified Squeeze-and-Excitation (SE) module [36, 49] (where only one fully connected layer is used), and the Switchable Atrous Convolution (SAC) [69], forming our baseline model. In Fig. 2, we visualize the simplified SE module and SAC operation. To be concrete, the channel attention map \( s \) in the SE module is computed as follows.

\[
s = \sigma(Wz),
\]

where \( z \) is the globally average-pooled input feature map, and \( W \) are the weights of a fully connected layer. Following [34], we employ the hard sigmoid function [15]:

\[
\sigma(x) = \frac{ReLU(x+3)}{6}.
\]

The SAC operation essentially gathers features computed with different atrous rates [31, 65, 5]. Specifically, we use \( y = \text{Conv}(x, w, r) \) to denote the convolutional operation with weights \( w \), atrous rate \( r \), input \( x \), and output \( y \). SAC adopts a switch function \( S \) to merge two feature maps:

\[
(1 - S(x)) \cdot \text{Conv}(x, w, 1) + S(x) \cdot \text{Conv}(x, w, 3),
\]

where we use \( r = 1 \) and \( 3 \) for two convolutions (with weights \( w \) shared). The switch function \( S \) is input- and location-dependent. It is implemented as a \( 5 \times 5 \) average pooling followed by a \( 1 \times 1 \) convolution. Following [69], we also insert two global context modules before and after the main operation of SAC. Those global context modules are lightweight and are implemented as global average pooling followed by
a fully connected layer. We use ordinary convolution in the SAC operation (i.e., no deformation [17]).

**Scaling factors**: Similar to [101, 35, 84], we adopt scaling factors, \((w_1, w_2, \ell)\), to scale the network capacity of our baseline model, where \(w_1\) scales the channels of the first two stages (denoted as \(c_{\text{conv}1}\) and \(c_{\text{conv}2}\)), \(w_2\) and \(\ell\) scale the channels and layers of the remaining stages (denoted as \(c_{\text{conv}3}\), \(c_{\text{conv}4}\), \(c_{\text{conv}5}\), and \(c_{\text{conv}6}\), respectively). The resulting family of networks is dubbed SWideRNet-(\(w_1, w_2, \ell\)) for Scaling Wide Residual Networks with scaling factors \((w_1, w_2, \ell)\). We illustrate the network architecture in Tab. 1. The total number of layers in the network backbone is thus equal to \(7 + 33 \times \ell\). Note that this calculation does not include the SE and extra operations incurred by the SAC.

### 3.2. Exploring SWideRNet

The SWideRNet-(\(w_1, w_2, \ell\)) family defines abundant network architectures. One thus could search for different SWideRNet architectures, designed for different objectives and applications. In this work, we apply SWideRNet to panoptic segmentation [44] for two scenarios. In the first scenario, we target at designing fast SWideRNet that attain state-of-the-art speed-accuracy trade-off (i.e., PQ vs. GPU runtime), which is applicable to on-device panoptic segmentation. The latency speed is directly measured by a GPU, instead of by any proxy (e.g., M-Adds). In the second scenario, we aim for state-of-the-art accuracy regardless of some costs (e.g., model parameters and speed), which could be deployed in cloud or server-side panoptic segmentation.

**Grid search**: The search space of SWideRNet-(\(w_1, w_2, \ell\)) is discretized, allowing us to employ the simple yet effective grid search method. We elaborate on the discretized search space for each scenario below.

**Strong model regime**: We constrain SWideRNet-(\(w_1, w_2, \ell\)) to be in the search space \(S_{\text{strong}}\) by scaling down the network capacity for fast inference speed, resulting in a total of only 45 architecture candidates.

\[
S_{\text{strong}} = \{(w_1, w_2, \ell)|w_1 \in \{0.25, 0.5, 1\}, w_2 \in \{0.25, 0.35, 0.5, 0.75, 1\}, \ell \in \{0.35, 0.75, 1\}\},
\]  

(3)

**Fast mode regime**: We constrain SWideRNet-(\(w_1, w_2, \ell\)) to be in the search space \(S_{\text{fast}}\) by scaling down the network capacity for fast inference speed, resulting in a total of 21 architecture candidates.

\[
S_{\text{fast}} = \{(w_1, w_2, \ell)|w_1 \in \{0.25, 0.5, 1\}, w_2 \in \{0.25, 0.35, 0.5, 0.75, 1\}, \ell \in \{0.25, 0.5, 1\}\},
\]

(4)
4. Experimental Results

We conduct experiments on several datasets.

**COCO** [56]: There are 118K, 5K, and 20K images for training, validation, and testing, respectively. The dataset consists of 80 ‘thing’ and 53 ‘stuff’ classes.

**Cityscapes** [14]: The dataset consists of 2975, 500, and 1525 traffic-related images for training, validation, and testing, respectively. It contains 8 ‘thing’ and 11 ‘stuff’ classes.

**Mapillary Vistas** [63]: A large-scale traffic-related dataset, containing 18K, 2K, and 5K images for training, validation, and testing, respectively. It contains 37 ‘thing’ classes and 28 ‘stuff’ classes in various image resolutions, ranging from 1024 × 768 to more than 4000 × 6000.

**ADE20K** [104]: A high-quality densely annotated dataset, consisting of 20K, 2K, and 3K images for training, validation and testing, respectively. There are 100 ‘thing’ and 50 ‘stuff’ classes.

**Experimental setup**: We report mean IoU, average precision (AP), and panoptic quality (PQ) to evaluate the semantic, instance, and panoptic segmentation results.

Our proposed SWideRNet is employed as the backbone in Panoptic-DeepLab [12]. We follow closely the experimental setup of [12]. For example, all our models are trained using TensorFlow [1] on 32 TPUs with the ‘poly’ learning rate policy [59] and an initial learning rate of 0.0001. We fine-tune the batch normalization [40] parameters, perform random scale data augmentation during training, and optimize with Adam [42] without weight decay.

On COCO, our models are trained with crop size 641 × 641 and batch size 64. Few models are trained with crop size 1025 × 1025 for better accuracy and we will clearly specify it. On Cityscapes, we use crop size 1025 × 2049 and batch size 32, while on Mapillary Vistas, the images are resized to 2049 pixels at the longest side, and we randomly crop 1025 × 2049 patches during training with batch size 32. Finally, our model is trained with crop size 641 × 641 with batch size 64 on ADE20K.

We set training iterations to 500K, 60K, 300K, 180K for COCO, Cityscapes, Mapillary Vistas, and ADE20K, respectively. We employ the same loss functions and loss weights as Panoptic-DeepLab [12]. When training some of our large model variants, we adopt AutoAugment [16] with the augmentation policy defined in Tab. 2.

During evaluation, due to the sensitivity of PQ [94, 50, 67], we re-assign to ‘VOID’ label all ‘stuff’ segments whose areas are smaller than a threshold. The thresholds on COCO, Cityscapes, Mapillary Vistas, and ADE20K are 4096, 2048, 4096, and 4096, respectively. Additionally, we adopt multi-scale inference (scales equal to {0.5, 0.75, 1, 1.25, 1.5} for COCO and ADE20K, and {0.5, 0.75, 1, 1.25, 1.5, 1.75, 2} for Cityscapes and Mapillary Vistas) and left-right flipped inputs.

### Table 2. Augmentation policy used in our experiments. We refer readers to AutoAugment [16] for details of augmentation operations. Each sub-policy consists of two Operations with different Probabilities and Magnitudes. During training, one of the sub-policies is selected uniformly at random.

| Sub-policy | Op 1       | Prob Mag | Op 2       | Prob Mag |
|------------|------------|----------|------------|----------|
| Sub-policy 1 | Sharpness  | 0.4      | 1.4        | Brightness | 0.2 | 2.0  |
| Sub-policy 2 | Equalize   | 0        | 1.8        | Contrast   | 0.2 | 2.0  |
| Sub-policy 3 | Sharpness  | 0.2      | 1.8        | Color      | 0.2 | 1.8  |
| Sub-policy 4 | Solarize   | 0.2      | 1.4        | Equalize   | 0.6 | 1.8  |
| Sub-policy 5 | Sharpness  | 0.2      | 0.2        | Equalize   | 0.2 | 1.4  |

4.1. Ablation Studies

We perform ablation studies on the validation set of COCO panoptic segmentation.

**Design choices**: Our system builds on top of Panoptic-DeepLab [12] by deploying different backbone architectures. In Tab. 3, we report the effect of incorporating new modules to our baseline, Wide-ResNet-41 (WR-41) [4]. Adopting the multi-grid scheme [7, 89] in the last three residual blocks (with unit rate [1, 2, 4], same as [7]) improves the performance by 0.5% PQ with extra marginal computational overhead (but no extra parameters). However, it is more effective to employ the Switchable Atrous Convolution (SAC) [69] in the last three residual blocks, which improves over the baseline by 1.2% PQ with small computational overhead. Additionally, adding Squeeze-and-Excitation (SE) modules could further improve the performance by 0.6% PQ. Finally, we notice that employing separable convolutions [35] in the ASPP and decoder modules, same as the original design of Panoptic-DeepLab [12], only degrades the performance by 0.2% PQ while the inference speed is significantly improved. Therefore, for the fast model regime, we employ separable convolutions in the ASPP and decoder modules, while original convolutions are used for the strong model regime.

**Training tricks**: During training, we employ drop path [38] with a constant survival rate 0.8, and AutoAugment [16] with policy defined in Tab. 2, which improve 0.2% PQ, and 0.3% PQ, respectively. Note that in all the reported experimental results, we only apply AutoAugment to the strongest model for test server evaluation.

**Fast model regime**: We conduct grid search in the fast model regime with search space defined by Eq. (3) where the channels and layers are scaled down for faster inference. Fig. 3 (a) shows the scatter plot of PQ vs. GPU inference time (Tesla V100-SXM2). We pinpoint five candidate architectures (marked in orange) that attain the best speed-accuracy trade-off, as shown in Fig. 3 (b). The found fast architectures share the same scaling factor $w_1 = 0.25$, indicating that the stages conv1 and conv2 are the speed bottleneck. We report detailed comparison with other state-of-the-art models in the following Sec. 4.2.
Table 3. Design choices on COCO val set. The baseline corresponds to WR-41. MG: Multi-Grid. SAC: Switchable Atrous Convolution. SE: Squeeze-and-Excitation. Sep-Conv: Employing separable convolutions in ASPP and decoder modules.

| MG | SAC | SE | Sep-Conv | Backbone | PQ (%) | Params (M) | M-Adds (B) | Runtime (ms) |
|----|-----|----|----------|----------|--------|------------|------------|--------------|
| ✓  |     | ✓  |          | Baseline | 41.4   | 168.77     | 680.79     | 108.36       |
|    | ✓   |    |          | SWideRNNet-(1, 1, 1) | 42.8   | 345.75     | 1205.95    | 175.84       |
|    |     | ✓  |          | SWideRNNet-(1, 1.5, 1) | 43.0   | 587.35     | 1925.75    | 266.85       |

Table 4. Grid search for large models. | : Use AutoAugment.

| Backbone | PQ (%) | Params (M) | M-Adds (B) | Runtime (ms) |
|----------|--------|------------|------------|--------------|
|          |        | Baseline Model |       |             |
|          |        | SWideRNNet-(1, 1, 1) | 41.4   | 168.77     | 680.79     | 108.36       |
|          |        | SWideRNNet-(1, 1.5, 1) | 42.8   | 345.75     | 1205.95    | 175.84       |
|          |        | SWideRNNet-(1, 2, 1) | 43.0   | 587.35     | 1925.75    | 266.85       |

4.2. Fast Model Regime

In Tab. 5, we compare our five fast SWideRNet model variants with other state-of-the-art models on both COCO and Cityscapes. We report the end-to-end runtime (i.e., inference time from an input image to final panoptic segmentation result, including all operations such as merging semantic and instance segmentation). The inference speed is measured on a Tesla V100-SXM2 GPU with batch size of one. Additionally, Fig. 1 shows the scatter plot of speed vs. accuracy. As shown in the table and figure, our models attain better speed-accuracy trade-off than all state-of-the-art models. Specifically, on the COCO dataset, employing our SWideRNet-(0.25, 0.5, 1) is 6% and 6.4% PQ better than using MobileNetv3 [34] as backbone in Panoptic-DeepLab [12] on val and test-dev set, respectively, while a similar inference speed is achieved. Using SWideRNet-(0.25, 0.5, 1) is 3% PQ better than ResNet-50 [28] on both val and test-dev sets, while our model is slightly faster. Finally, adopting our SWideRNet-(0.25, 0.75, 1) achieves a similar performance to Xception-71 [13, 68] (with $1025 \times 1025$ input) but with 2.3 times faster inference speed. On the Cityscapes dataset, when considering a similar inference speed, using our SWideRNet-(0.25, 0.25, 0.75) is 3% and 2.5% PQ better than using MobileNetv3 on val and test set, respectively. Employing SWideRNet-(0.25, 0.5, 1) is also 3% and 2.8% PQ better than ResNet-50 on val and test set, respectively. Our SWideRNet-(0.25, 0.75, 1) is also slightly faster and better than Xception-71.

4.3. Strong Model Regime

For the strong model regime, we adopt the "Going Deeper" strategy (i.e., only scaling up the number of layers). We report the results for each dataset below.

COCO: Tab. 6 summarizes our val set results. Our SWideRNet-(1, 1, 4) without multi-scale inference already outperforms Axial-DeepLab [88]. Incorporating the multi-scale inference further improves the performance to 45.8% PQ. In Tab. 7, our SWideRNet-(1, 1, 4) achieves 46.5% PQ on test-dev, outperforming the current bottom-up state-of-the-art Axial-DeepLab-L [88] by 2.3% PQ.

Cityscapes: As shown in Tab. 8, when using multi-scale inference, our SWideRNet-(1, 1, 4.5) outperforms Axial-DeepLab-XL [88] by 2.4% PQ (4.9% AP) with only Cityscapes fine annotations, and 1.1% PQ (2.6% AP) with extra Mapillary Vistas pretraining [63]. We then report the test set results in Tab. 9. When only using Cityscapes fine annotations, our model significantly outperforms current state-of-the-art Axial-DeepLab-XL [88] by 2% PQ and 4% AP. When using extra data [63], our
model achieves 67.8% PQ, 42.2% AP, and 84.1% mIoU, better than Axial-DeepLab-XL [88] by 1.2% PQ and 2.6% mIoU. Our model even performs better than AdaptIS [78] by 4.6% PQ, 7% AP, and 3% mIoU.

**ADE20K**: In Tab. 11, we report our results on ADE20K. On the val set, our SWideRNet-(1, 1, 4.5) significantly outperforms BGRNet [91] by 6% PQ. Additionally, our model achieves 49.96% mIoU and 83.78% Pixel-accuracy. On the test set, our single model yields the score of 59.14% (average of mIoU and Pixel-accuracy), 1.9% better than the ensemble of PSPNets [103], setting a new state-of-the-art. Interestingly, our SWideRNet-(1, 1, 3) achieves a higher score of 50.35% mIoU on the validation set, but a lower score of 40.47% mIoU on the test set, presenting another challenge in ADE20K to avoid over-fitting large models.

### 5. Discussion

**M-Adds vs. real inference speed**: We empirically discover that M-Adds (Multiply-Adds) or FLOPs are a very rough proxy of real-world inference speed (e.g., Tab. 5), echoing the findings from [96, 98]. Therefore, it is more accurate to directly measure the inference latency on the target device [18, 2] for comparing the speed-accuracy trade-off between different network architectures.

**Model parameters**: Our SWideR Nets, derived from the Wide-ResNets [101, 92], share the same issue about large model parameters. This could be potentially alleviated by pruning the networks [25, 96].

---

**Table 6. COCO val set. MS: Adding left-right flipped inputs and Multiscale inputs.**

| Method               | Backbone   | MS | PQ (%) | PQ\textsuperscript{50} (%) | PQ\textsuperscript{75} (%) |
|----------------------|------------|----|--------|-----------------------------|-----------------------------|
| DeeperLab [95]       | Xception-71| 33.8| -      | -                           | -                           |
| SSAP [20]            | ResNet-101 | 36.5| -      | -                           | -                           |
| PCV [67]             | ResNet-50  | 37.5| 40.0   | 33.7                        | 27.3                        |
| Panoptic-DeepLab [12]| Xception-71| 41.2| 44.9   | 35.7                        | 28.3                        |
| Axial-DeepLab [88]   | Axial-ResNet-L | 43.9| 48.6  | 36.8                        | -                           |
| Panoptic-DeepLab     | SwideRNet-(1, 1, 4) | 45.3| 51.5  | 36.1                        | -                           |
| Panoptic-DeepLab     | SwideRNet-(1, 1, 4) | 45.8| 51.0  | 38.0                        | -                           |

---

**Table 7. COCO test-dev set. MS: Multi-scale inputs.**

| Model                | Extra Data | MS | PQ (%) | PQ\textsuperscript{50} (%) | PQ\textsuperscript{75} (%) |
|----------------------|------------|----|--------|-----------------------------|-----------------------------|
| SSAP [20]            |            | 61.1| 37.3   | -                           | -                           |
| AdaptIS [78]         |            | 62.0| 36.3   | 79.2                        | -                           |
| Panoptic-DeepLab w/ Xception-71 [12] |            | 63.0| 35.3   | 80.5                        | -                           |
| Panoptic-DeepLab w/ Xception-71 [12] |            | 64.1| 38.5   | 81.5                        | -                           |
| Axial-DeepLab-XL [68] |            | 64.6| 37.6   | 80.7                        | -                           |
| Axial-DeepLab-XL [68] |            | 65.1| 39.0   | 81.1                        | -                           |
| Panoptic-DeepLab w/ SwideRNet-(1, 1, 4.5) |            | 66.4| 40.1   | 82.2                        | -                           |
| Panoptic-DeepLab w/ SwideRNet-(1, 1, 4.5) |            | 67.5| 43.9   | 82.9                        | -                           |
| SpatialFlow [9]      | COCO       | 82.5| -      | -                           | -                           |
| Seamless [67]        | MV         | 65.0| -      | 80.7                        | -                           |
| Panoptic-DeepLab w/ Xception-71 [12] | MV         | 65.3| 38.8   | 82.5                        | -                           |
| Panoptic-DeepLab w/ Xception-71 [12] | MV         | 67.0| 42.5   | 83.1                        | -                           |
| Axial-DeepLab-XL [68] | MV         | 67.8| 41.9   | 84.2                        | -                           |
| Axial-DeepLab-XL [68] | MV         | 68.5| 44.2   | 84.6                        | -                           |
| Panoptic-DeepLab w/ SwideRNet-(1, 1, 4.5) | MV         | 68.5| 42.8   | 84.6                        | -                           |
| Panoptic-DeepLab w/ SwideRNet-(1, 1, 4.5) | MV         | 69.6| 46.8   | 85.3                        | -                           |

---

**Table 8. Cityscapes val set. MS: Adding left-right flipped inputs and Multiscale inputs.**

| Method               | Backbone   | MS | PQ (%) | PQ\textsuperscript{50} (%) | PQ\textsuperscript{75} (%) |
|----------------------|------------|----|--------|-----------------------------|-----------------------------|
| DeeperLab [95]       | Xception-71| 33.8| -      | -                           | -                           |
| SSAP [20]            | ResNet-101 | 36.5| -      | -                           | -                           |
| PCV [67]             | ResNet-50  | 37.5| 40.0   | 33.7                        | 27.3                        |
| Panoptic-DeepLab [12]| Xception-71| 41.2| 44.9   | 35.7                        | 28.3                        |
| Axial-DeepLab [88]   | Axial-ResNet-L | 43.9| 48.6  | 36.8                        | -                           |
| Panoptic-DeepLab     | SwideRNet-(1, 1, 4) | 45.3| 51.5  | 36.1                        | -                           |
| Panoptic-DeepLab     | SwideRNet-(1, 1, 4) | 45.8| 51.0  | 38.0                        | -                           |
Figure 4. Our visualization results on COCO (1st row), Cityscapes (2nd row), Mapillary Vistas (3rd row), and ADE20K (4th row). For every triple of images, we show (image, ground-truth, prediction). Our models struggle for small, thin, or heavily occluded objects.

Table 9. Cityscapes test set.

| Method | Extra Data | PQ | AP | mIoU |
|--------|------------|----|----|------|
| TASCNet [50] | C, V, MV | 32.6 | 31.1 | 34.4 | 18.5 |
| TASCNet [50] | - | 34.3 | 34.8 | 33.6 | 20.4 |
| Seamless [67] | C, MV | 37.7 | 33.8 | 42.9 | 16.4 |
| Panoptic-DeepLab w/ Xception-71 [12] | MV | 62.3 | 34.6 | 79.4 |
| DeepLab [95] | - | 32.0 | - | - |
| AdaptIS [78] | - | 35.9 | 31.5 | 41.9 | - |
| Panoptic-DeepLab (Auto-XL++) [57] | - | 40.3 | - | 16.9 |
| Axial-DeepLab-L [88] | - | 40.1 | 32.7 | 49.8 | 16.7 |
| Axial-DeepLab-L [88] | - | 41.1 | 33.4 | 51.3 | 17.2 |
| Panoptic-DeepLab (ensemble of 6 models) [12] | - | 42.2 | - | 18.2 |
| Panoptic-DeepLab w/ SWideRNet-(1, 1, 4.5) | MV | 42.7 | 38.9 | 50.4 | 20.4 |
| Panoptic-DeepLab w/ SWideRNet-(1, 1, 4.5) | - | 44.3 | 38.5 | 51.9 | 21.8 |

Table 10. Mapillary Vistas validation set. MS: Multiscale inputs.

| Method | Val set | Test set |
|--------|---------|----------|
| BGRNet [91] | - | - |
| PSPNet (single-model) [101] | - | - |
| PSPNet (ensemble-models) [101] | - | - |
| CPN [98] | - | - |
| Panoptic-DeepLab w/ SWideRNet-(1, 1, 4.5) | - | - |
| Panoptic-DeepLab w/ SWideRNet-(1, 1, 4.5) | - | - |
| Panoptic-DeepLab w/ SWideRNet-(1, 1, 4.5) | - | - |

Table 11. ADE20K. MS: Multiscale inputs. Score: Average of mIoU and Pixel-Accuracy.

6. Conclusion

In this work, we present SWideRNet-$(w_1, w_2, \ell)$, a family of neural networks by scaling the width (i.e., channel size) and depth (i.e., number of layers) of Wide Residual Networks. Two search spaces are explored, where the first one contains fast model variants, and the other one contains strong architectures. Discretizing the search space allows us to employ the simple but effective grid search. As a result, we empirically identify several fast SWideRNNets that attain outstanding performance in terms of speed-accuracy trade-off, and several strong SWideRNNets that further advance sate-of-the-art results on several public benchmarks.
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A. More fast model results on Cityscapes

Our methods build on top of Panoptic-DeepLab [12], simultaneously generating semantic segmentation, instance segmentation, and panoptic segmentation results (*i.e.*, no need for specific task fine-tuning). Therefore, in Tab. 12, we additionally report the instance segmentation and semantic segmentation results for our fast model variants, evaluated on both Cityscapes validation and test sets [14].

| Method               | Backbone          | Input Size | PQ [val] | AP [val] | mIoU [val] | PQ [test] | AP [test] | mIoU [test] | Speed (ms) | M-Adds (B) |
|----------------------|-------------------|------------|----------|----------|------------|-----------|-----------|-------------|------------|------------|
| Panoptic-DeepLab     | SWideRNet-(0.25, 0.25, 0.75) | 1025 × 2049 | 58.4     | 30.2     | 77.6       | 56.6      | 25.5      | 76.9        | 63.05      | 151.97     |
| Panoptic-DeepLab     | SWideRNet-(0.25, 0.35, 0.75)  | 1025 × 2049 | 59.8     | 31.3     | 79.4       | 58.2      | 27.3      | 78.6        | 73.14      | 229.49     |
| Panoptic-DeepLab     | SWideRNet-(0.25, 0.35, 1)     | 1025 × 2049 | 61.6     | 33.3     | 80.2       | 60.0      | 29.6      | 79.6        | 83.25      | 319.14     |
| Panoptic-DeepLab     | SWideRNet-(0.25, 0.5, 1)      | 1025 × 2049 | 62.7     | 35.2     | 80.3       | 60.8      | 30.5      | 79.8        | 108.58     | 576.83     |
| Panoptic-DeepLab     | SWideRNet-(0.25, 0.75, 1)     | 1025 × 2049 | 63.8     | 36.1     | 80.6       | 61.6      | 31.2      | 80.6        | 166.83     | 1199.85    |

Table 12. Cityscapes end-to-end runtime results, including merging semantic and instance segmentation. All numbers are obtained by (1) a single-scale input (batch size one) without flipping, and (2) built-in TensorFlow library without extra inference optimization. [val]: Performance on val set. [test]: Performance on test set. We report PQ, AP, and mIoU for panoptic, instance, and semantic segmentation, respectively.