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Abstract

Background: Long noncoding RNAs (lncRNAs) play important roles in multiple biological processes. Identifying lncRNA–protein interactions (LPIs) is key to understanding lncRNA functions. Although some LPIs computational methods have been developed, the LPIs prediction problem remains challenging. How to integrate multimodal features from more perspectives and build deep learning architectures with better recognition performance have always been the focus of research on LPIs.

Results: We present a novel multichannel capsule network framework to integrate multimodal features for LPI prediction, Capsule-LPI. Capsule-LPI integrates four groups of multimodal features, including sequence features, motif information, physicochemical properties and secondary structure features. Capsule-LPI is composed of four feature-learning subnetworks and one capsule subnetwork. Through comprehensive experimental comparisons and evaluations, we demonstrate that both multimodal features and the architecture of the multichannel capsule network can significantly improve the performance of LPI prediction. The experimental results show that Capsule-LPI performs better than the existing state-of-the-art tools. The precision of Capsule-LPI is 87.3%, which represents a 1.7% improvement. The F-value of Capsule-LPI is 92.2%, which represents a 1.4% improvement.

Conclusions: This study provides a novel and feasible LPI prediction tool based on the integration of multimodal features and a capsule network. A webserver (http://csbg-ju. site/lpc/predict) is developed to be convenient for users.
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Background

Long noncoding RNAs (lncRNAs) are noncoding RNAs that are greater than 200 nt in length and make up the bulk of transcripts [1]. Currently, accumulating research has discovered that lncRNAs play important roles in multiple biological processes [2–5] and are highly associated with diverse human diseases such as tumours and cancers [6–9]. However, the functions and molecular mechanism of the vast majority of lncRNAs remain unknown.

To understand the functions of lncRNAs, there is a fundamental path to identify proteins that interact with lncRNAs. Most lncRNAs need to bind to one or more proteins to
function [10]. Based on the LncRNA–protein interaction (LPI) results, further insights into the functions and molecular mechanisms of lncRNAs can be inferred with the help of abundant annotation information of the protein. Therefore, it is of profound significance to study LPIs. There are several ways to explore LPIs, which can be divided into experimental methods [11] and computational methods. Experimental methods are time-consuming and expensive [12], while computational methods are efficient and economical.

There are many computational methods of LPI. For instance, Muppirala et al. developed a computational model called RPISeq [12] in 2011, which applies sequence features of lncRNAs and proteins and contains support vector machine (SVM) and random forests (RF) classifiers. In 2013, Lu et al. proposed a method named LncPro [13], which integrates secondary structure features, hydrogen-bonding propensities, and van der Waals interaction features and chooses matrix computation as the calculation method. Then, Suresh et al. proposed RPI-Pred [14] in 2015, which uses sequence features and structure features to develop a model based on SVM. Later, Akbaripour-Elahabad et al. developed RpiCool [15], which utilizes sequence features and motif features and chooses RF as a classifier. In 2015, Li et al. proposed a novel LPI prediction method LPIHN [16] based on random walks with restart on the heterogeneous network constructed by the lncRNA-lncRNA similarity network, LncRNA–protein interaction network, and protein-protein interaction network. In 2016, a network computational method for LPI prediction on LPBNI [17] was developed by Ge et al. In 2017, Zhang et al. developed LPLNP [18], which integrates interaction profile, expression profile, sequence composition features of lncRNAs and interaction profile, CTD features of proteins, and uses the linear neighbourhood similarity and a label propagation process to predict potential LPI. In the same year, Zhang et al. proposed a sequence-based feature learning method called SFPEL-LPI [19]. SFPEL-LPI uses lncRNA sequences, protein sequences, and known LncRNA–protein interactions to compute three lncRNA-lncRNA similarities and protein-protein similarities and combines them with a feature projection ensemble learning frame. In 2018, Zhao et al. proposed a semisupervised model LPI-BNPRA [20], which integrates the lncRNA similarity matrix, protein similarity matrix, and LncRNA–protein interaction matrix to infer LPI. Then, Zhao et al. developed IRWNRLPI [21] for LncRNA–protein interaction prediction by combining random walk algorithms and neighbourhood regularized logistics, which included the lncRNA similarity matrix, protein similarity matrix, and LncRNA–protein interaction matrix. Hu et al. proposed an ensemble method named HLPI-Ensemble [22] by integrating sequence features and the ensemble strategy based on SVM, RF and eXtreme Gradient Boosting. In 2019, Yi et al. developed LPI-Pred [23], which is inspired by the similarity between natural language and biological sequences. LPI-Pred uses word2vec to obtain RNA2vec and Pro2vec as the word embedding features of lncRNAs and proteins, respectively. RF was selected as a classifier to predict LPI.

In recent years, deep learning models have been used for the prediction of LPI. In 2016, Pan et al. developed the computational method IPMiner [24], which employs sequence features and makes use of deep learning to learn hidden features. Then, three RF models were trained, and stacked ensembling was used to integrate different classifiers to further enhance the prediction performance. In 2018, a comprehensive tool
named LncADeep [25] was proposed by Yang et al. In the LPI part, LncADeep integrates the sequence and structure features used in IncPro and some lncRNA features used for lncRNA identification such as Fickett nucleotide features and features of LCDs to infer LPI based on the deep stacking network. In 2020, LPI-CNNCP [26], a novel convolutional neural network method with a copy-padding trick, was proposed by Zhang et al. Zhang et al. also proposed an ensemble deep learning model: IncIBTP [27], which uses sequence features and ensemble CNN and full connection layers as the architecture of IncIBTP. Wekesa et al. proposed a graph representation learning method called GPLPI [28] based on sequence and structural features for LPI prediction. Meanwhile, Wekesa et al. developed a multifeature fusion-based method named DRPLPI [29], which uses a multihead self-attention long short-term memory encoder-decoder network to extract high-level features and feeds them into Catboost and extra tree classification algorithms for LPI prediction.

For most application fields, with the support of large sample sets, deep learning models have better learning performance than traditional machine learning. Deep learning architectures are good at high-level feature extraction, which allows end-to-end learning to be implemented. The design of the deep learning architecture is very flexible. Many deep learning architectures such as CNN [30], DBN [31], RNN [32], BiLSTM [33], attention network [34], capsule network [35] and graph neural network [36] have been developed. The capsule network is one of the most representative networks. To improve the performance of LPI prediction and to explore the effectiveness of the capsule network for LPI, a capsule network has been applied for LPI prediction, which is first proposed for the image recognition field. In the image recognition process, multiple depth features obtained by the feature extraction subnetworks can be well used by the capsule network to make predictions [35]. Compared with other deep learning architectures, the capsule network is more sensitive to the relationship between features. One more advantage of the capsule network over other deep learning architectures is that there are very few parameters to be trained. In our architecture, the capsule network part has only 36 parameters that need to be trained, which makes training faster and improves the overfitting.

Inspired by the better feature-learning capability of the capsule network, in addition to capturing the panorama of LPI information, multiple features are combined, including sequence features, motif information, physicochemical properties and secondary structure features. Another reason for using multimodal features is that lncRNAs and proteins are complex and have many aspects such as sequence information, structural information, and physical and chemical information. Single-modal features have difficulty fully representing lncRNA and protein information, so integrating multimodal features can theoretically produce better prediction performance. At the same time, the advantages of the flexible design of deep learning architectures also create opportunities for the use of multimodal features. For example, Deng et al. proposed a multimodal deep learning framework named DDIMDL [37] in 2020, which constructs deep neural network (DNN)-based submodels to deal with four features and then adopts a joint DNN framework to combine the submodels to make a prediction. In recent years, a variety of LPI prediction methods [22, 28, 29] have adopted multimodal features and achieved good results.
Therefore, we propose a novel multichannel capsule network framework to integrate these multimodal features for LPI prediction, capsule-LPI. The main contributions of Capsule-LPI include:

1. Multimodal features are designed to capture the full information of LPI, including sequence features, motif information, physicochemical properties and secondary structure features. More information features such as physicochemical properties and motif information are integrated into Capsule-LPI compared to existing LPI prediction tools.
2. To better integrate and learn multimodal features, a deep learning architecture based on multichannel capsule networks is proposed to integrate the multimodal features.
3. Capsule-LPI outperforms state-of-the-art methods for LPI prediction with a precision of 87.3% and an F-value of 92.2%. Capsule-LPI also has the significant advantage that very few network parameters need to be trained in the feature-binding part, which makes Capsule-LPI require much less time for training and prediction than other deep learning-based tools.
4. To maximize the convenience for users, a webserver (http://csbg-jlu.site/lpc/predict) has been developed. In addition, the source code and dataset used in this paper are provided at http://csbg-jlu.site/lpc/download. The source code usage refers to the “README” file in the source code package.

**Methods**

**Capsule-LPI overview**

The flowchart of Capsule-LPI is shown in Fig. 1. Capsule-LPI includes two steps: (a) Multimodal feature extraction. When Capsule-LPI received a LncRNA–protein pair, four groups of features, including sequence features, motif information, physicochemical properties and secondary structure features, could be extracted automatically. Each group of features, after being extracted, forms a feature vector. Therefore, four different feature vectors are obtained. (b) The architecture of Capsule-LPI. The architecture of Capsule-LPI consists of four feature-learning subnetworks and one capsule subnetwork [35]. The feature-learning subnetwork consists of fully connected layers. Four different feature vectors obtained by multimodal feature extraction are input into the feature learning subnetworks to automatically learn the more informative and high-level features. Then, capsule subnetworks further integrate the features and predict LPI.

**Data description**

The dataset is downloaded from NPInter database [38]. The database removes LncRNA–protein interacting pairs for nonhuman species and ncRNAs less than 200 nt in length. A total of 6204 LncRNA–protein interacting pairs were eventually retained. No negative LncRNA–protein samples existed in the database, so we needed to construct negative samples. We use the method of negative sample construction used in existing methods for LPI prediction [15]. The process of generating a negative sample set was as follows: first, all the LncRNAs and proteins used in the positive sample were obtained from the NPInter database, and there were 2356 LncRNAs and 90 proteins in total. Then,
Fig. 1 Flowchart of Capsule-LPI. a Multimodal feature extraction. The figure shows the feature extraction process of one LncRNA–protein pair. Firstly, sequence features, motif information, physicochemical properties and secondary structure features of the LncRNA and protein are extracted, respectively. The same groups of features of LncRNA and protein are concatenated respectively, yielding four feature vectors. $F_1$–$F_4$ stand for sequence features, motif information, physicochemical properties and secondary structure features, respectively. Note that the dimensions of the four feature vectors are not the same.

b The architecture of Capsule-LPI. The architecture of Capsule-LPI is divided into two parts, the first part is four different feature-learning subnetworks for four feature vectors, each subnetwork consists of fully connected layers. The second part is one capsule network. $F_1$–$F_4$ are feature vectors, refer to sequence feature, motif information, physicochemical properties and secondary structure, respectively. First, each feature vector passes through its own feature learning subnetwork to get a three-dimensional output vector. Then the output vectors are treated as capsules and obtain $U_1$–$U_4$ include diversified information with prediction by each feature. $W_1$–$W_4$ are transformation matrices. They are able to transform $U_1$–$U_4$ into the same prediction space and they are the only parameters learned through backpropagation in the second part. $U_1'$–$U_4'$ represent the predictions of different features in the same prediction space. Next, add $U_1'$–$U_4'$ to get a new capsule. Using the "squashing" activation function to compress the length of the new capsule to a range from 0 to 1 to get the final Capsule $V$. Then take the length of $V$ to represent the final prediction result, with lengths greater than 0.5 as interactions and lengths less than 0.5 as no interactions. Note that $U_1$–$U_4$, $U_1'$–$U_4'$ and $V$ are essentially vectors; we call them "capsules" because they are the units of capsule network.
the 2356 lncRNAs and 90 proteins were combined one by one, resulting in a total of 212,040 LncRNA–protein pairs. Finally, the 6204 LncRNA–protein pairs in the positive sample were removed, and 205,836 (21,040-6,204) LncRNA–protein pairs were considered negative samples. The imbalance between large positive samples and negative samples can lead to prediction bias [39], so we randomly divided 205,836 negative samples into 33 sets, and each set contained 6204 negative samples. Thus far, we have obtained 6204 LncRNA–protein interacting pairs and 33 sets consisting of 6204 LncRNA–protein noninteracting pairs, which can be obtained at http://csbg-jlu.site/lpc/download. Each LncRNA–protein noninteracting pair set was combined with a LncRNA–protein interacting pair set to train one model. Then, we adopted EasyEnsemble [40] to ensemble 33 models to obtain the final model. More details refer to (Additional file 1: S1).

**Multimodal features extraction**

To capture more perspectives of LPI, four types of features (sequence features, motif information, physicochemical properties and secondary structure features) are extracted. The extraction process of multimodal features is shown in Fig. 1a. The following four subsections are detailed descriptions of each type of feature.

**Sequence features**

For lncRNAs, 4-mer frequency features are chosen to encode each lncRNA with a 256 (4 × 4 × 4 × 4) dimensional vector, and each element of the vector corresponds to the frequency of the corresponding 4-mer (e.g., AUUC, AACG, CGUC) in the sequence of lncRNAs. The formula for calculating the frequency is as follows:

\[ f_i = \frac{n_i}{\sum_{j=1}^{256} n_j} \]

where \( i \) is a serial number, \( f_i \) is the k-mer frequency of the \( i \)-th k-mer and \( n_i \) represents the number of \( i \)-th k-mer in the sequence.

For proteins, to reduce the feature dimension, the Novo method [22] is used to classify amino acids into four groups: {D, E}, {H, R, K}, {C, G, N, Q, S, T, Y, A}, {F, I, L, M, P, V, W}. Then 3-mer frequency features are chosen to encode each protein with a 64 (4×4×4) dimensional vector, and each element of the vector corresponds to the frequency of the corresponding 3-mer in the sequence of the protein. The calculation of frequency refers to Formula 1.

We selected 4-mer frequency features and 3-mer frequency features to encode each lncRNA and protein sequence, respectively, because smaller k-values are poor representations of the sequence, while larger k easily results in sparse representation. In the existing models, the 4-mer frequency features for lncRNA and 3-mer frequency features for protein are mostly considered for LPI prediction [12, 41–43].

In total, the dimension of the sequence feature vector of each lncRNA–protein pair was 320 (256+64).

**Motif information**

Many motifs have been found to be helpful to predict RNA-protein interactions [44–46]. We use the number of each motif in the sequence to form motif features. Each lncRNA
is encoded with an 18-dimensional vector corresponding to 18 motifs: Fox1, Nova, Slm2, Fusip1, PTB, ARE, hnRNPA1, PUM, U1A, HuD, QKI, U2B, SF1, HuR, YB1, {AU}, {UG} and a motif group, which combines Fox1, Nova, ARE, PUM and U1A. Each protein is encoded with an 11-dimensional vector corresponding to 11 motifs: {H, R}, {HR, RH}, {E}, {K}, {H}, {R}, {EE}, {KK}, {RS, SR}, {RGG} and {YGG}. The details of each motif are provided in (Additional file 1: S2).

In total, the dimension of the motif feature vector of each lncRNA–protein pair was 29 (18 + 11).

Physicochemical properties

The physicochemical properties were used to predict LPI in lncPro [13] and LncADeep [25]. In Capsule-LPI, we adopt the physicochemical properties used in lncPro and add some other physicochemical properties. For lncRNAs, van der Waals interactions and hydrogen-bonding propensities [47] were used to encode each lncRNA sequence into 2 numerical vectors. For proteins, Bull & Breese hydrophobicity [48], Kyte & Doolittle hydrophobicity [49], Zimmerman polarity [50], Grantham polarity [51], isoelectric point, bulkiness, Eisenberg hydrophobicity [52] and Hopp & Woods hydrophobicity propensities [53] were used to encode each protein sequence into 8 numerical vectors. These physicochemical properties are selected because they have been validated by many LPI methods [13, 25].

However, because the dimension of each feature vector depends on the length of the corresponding lncRNA or protein sequence, the input feature vector dimensions of different samples are different. Therefore, the vectors need to be transformed to the same dimension. Here, we adopt the method in lncPro, and use the Fourier transform, which is applied to transform two physicochemical properties into a spectrum domain. The formula of the Fourier series is as follows:

\[ X_k' = \sqrt{\frac{2}{L}} \sum_{n=0}^{L} X_n \cos \left[ \frac{\pi}{L} \left( n + \frac{1}{2} \right) \left( k + \frac{1}{2} \right) \right], \quad k = 0, 1, ..., 9 \]  

(2)

where \( L \) is the length of the original feature vector and \( X_n \) is the \( n \)-th value in the original feature vector. The first 10 terms of the Fourier series were used as a new spectrum feature vector. Each lncRNA sequence was encoded into two 10-dimensional spectrum vectors corresponding to its two physicochemical feature vectors. Each protein sequence was encoded into eight 10-dimensional spectrum vectors corresponding to its 8 physicochemical feature vectors.

In total, the dimension of the physicochemical spectrum property feature vector of each lncRNA–protein pair was 100 (2 × 10 + 8 × 10).

Secondary structure features

The secondary structure of lncRNAs and proteins is more conserved than the sequence, which is an important feature to infer LPI. The secondary structure of each lncRNA was obtained using RNAfold [54] based on the minimum free energy algorithm. Then, we transferred the secondary structure to a numerical vector consisting of 0 and 1, in which the paired nucleotide was replaced by 1 and the unpaired nucleotide was replaced by 0.
There is also the problem that the length of the numerical feature vector is related to the length of the sequence, which causes the input vector dimension of different samples to be different. The Fourier transform is used to transform the feature vector and keep the first 10 terms as a new spectrum feature vector. The Fourier series is shown in Formula 2. In this way, the secondary structure feature vector of each lncRNA with dimensions of 10 was obtained.

For the protein secondary structure, the secondary structure sequence of each protein was first obtained using Predator [55]. Then, the secondary structure sequence of each protein was encoded into a numerical feature vector by the Chou-Fasman propensities [56], which were used in the IncPro and LncADeep methods. Each feature vector is also transformed by Fourier transform, and the first 10 terms are retained as a new spectrum feature vector. In this way, the secondary structure feature vector of each protein with dimensions of 10 was obtained.

In total, the dimension of the secondary structure feature vector of each lncRNA–protein pair was 20 (10 + 10).

Here, the feature vector encoding process was completed. For each lncRNA–protein pair, we obtained 4 groups of feature vectors: sequence feature vector (320-dimensional vector), motif feature vector (29-dimensional vector), physicochemical properties feature vector (100-dimensional vector) and secondary structure feature vector (20-dimensional vector).

**Architecture of capsule-LPI**

The key architecture of Capsule-LPI is divided into two parts, as shown in Fig. 1b. The first part is four feature-learning subnetworks, and the second part is one capsule subnetwork [35] for prediction. In this section, the architecture of Capsule-LPI and the hyperparameter setting are introduced in detail.

Each feature vector needs one feature-learning subnetwork. Each feature learning subnetwork is made up of fully connected layers, and this subnetwork can not only extract high-level features but also unify the dimensions of feature vectors. The hyperparameters of the feature learning subnetworks are shown in Additional file 1: S3. By experiments, 5 fully connected layers for each subnet are selected because the prediction accuracy does not grow significantly when the layer number is larger than 5, and a larger hidden layer number brings more computation. The number of neurons in each hidden layer was obtained through multiple experiments. PReLU is used as an activation function. To prevent overfitting, we add dropout layers [57] to the hidden layers.

Then, each feature vector is fed into its own feature learning subnet, and the output of each vector is obtained with dimension 3. The dimension 3 was chosen because after trying multiple output dimensions, when the output dimension of the feature extraction subnets is 3, the prediction accuracy of the model is the highest.

The second part of the architecture is a capsule network. The novel learned high-level abstract feature vectors from feature learning subnets are treated as capsules and further fed into the capsule subnetwork. A capsule is essentially a vector; we call it a “capsule” because it is the unit of the capsule network and needs to be distinguished from the vector. A capsule is a group of neurons, and as opposed to a single neuron, a capsule contains more information [35]. As shown in Fig. 1b, $U_1$–$U_4$ are capsules corresponding to four high-level
abstract features, which contain multiple predicted information on LPI. $W_1$–$W_4$ are transformation matrices that are able to transform $U_1$–$U_4$ into the same prediction space and they are the only parameters learned through backpropagation in the second part. $U'_1$–$U'_4$ are the predictions of different features in the same prediction space. The length of $U'_i$ represents the interaction rate of LncRNA–protein obtained by prediction with the $i$–th feature, and its direction represents other information on LPI. If $U'_1$–$U'_4$ are long in length and close in orientation, these properties indicate that the multiple features support LPI in terms of prediction propensity, as well as other interaction information stored in capsules; if $U'_1$–$U'_4$ are long but differ in orientation, these properties indicate that only the prediction propensity of each feature supports LPI, but other interaction information stored in capsules is not sufficient to support LPI. This network makes the prediction, considering not only the predictive tendencies of each feature but also other interaction information and the relationships between the different features.

To determine whether the capsules ($U'_1$–$U'_4$) mostly agree with LPI in terms of prediction propensity (reflected in the length of the capsules) as well as other interaction information (reflected in the orientation of the capsules), we add these capsules to obtain a new capsule, $S$. If $S$ is long, the length of $S$ shows that most of the capsules ($U'_1$–$U'_4$) are long and the capsules are oriented similarly, indicating that $U'_1$–$U'_4$ mostly agree with LPI and their other stored information also fits. We do not use the dynamic routing algorithm that is used in the capsule network paper in the adding step because we are a biclassing problem that only needs to output one capsule, which does not require a dynamic routing algorithm. The architecture of the capsule network is shown in (Additional file 1: S3).

Use the length of the final output capsule to represent the LPI’s possibility. Therefore, the “squashing” activation function [35] in the capsule network is used to ensure that the short vector shrinks to almost 0 length and the long vector shrinks to a length slightly below 1. The “squashing” activation function formula is:

$$V = \frac{||S||^2}{1 + ||S||^2} \frac{S}{||S||}$$  \hspace{1cm} (3)

where $V$ is the output capsule, and $S$ is the sum of $U'_1$–$U'_4$.

Finally, take the length of $V$ to represent the predictions, with lengths greater than 0.5 as interactions and lengths less than 0.5 as no interactions.

**Evaluation criteria**

To evaluate the performance of Capsule-LPI, we use six evaluation metrics: AUC, AUPRC, accuracy, precision, recall, and F-value. AUC and AUPRC are the area under the ROC and P-R curves, respectively. The formulas for the rest of the evaluation metrics are as follows:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (4)

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (5)
where \( TP, FP, TN \) and \( FN \) represent true positives, false positives, true negatives and false negatives, respectively. \( TP \) is the number of samples in the test set for which the prediction result is positive and the label is also positive. \( FP \) is the number of samples in the test set for which the prediction result is positive but the label is negative. \( TN \) is the number of samples in the test set for which the prediction result is negative and the label is also negative. And \( FN \) is the number of samples in the test set for which the prediction result is negative but the label is positive. \( Precision \) reflects the confidence level when the outcome prediction is positive. \( Sensitivity \) reflects the probability that we capture the sample when the sample is positive. \( Accuracy \) and \( F-value \) are composite measures used to evaluate the comprehensive performance score.

\[
Recall = \frac{TP}{TP + FN} \quad (6)
\]

\[
F-value = \frac{2 \times Precision \times Recall}{Precision + Recall} \quad (7)
\]

**Results**

Three experiments have been conducted to evaluate Capsule-LPI in terms of architecture, feature combination, and overall performance.

**Architecture comparison**

First, it is necessary to evaluate the performance of the architecture of Capsule-LPI. Since Capsule-LPI uses a deep learning architecture, we built three deep learning frameworks, fully connected network (FC), CNN and LSTM, to compare with the architecture of Capsule-LPI. In addition, we also compared the architecture of the existing LPI tool such as the deep stacking network architecture of LncADeep [25]. The architectures were tested on four kinds of features designed in our work (sequence features, motif information, physicochemical properties and secondary structure features). Moreover, a set of control experiments between the architecture of Capsule-LPI and LncADeep using the features of LncADeep was also added to fully assess the performance of the architecture of Capsule-LPI. The features of LncADeep include sequence features and structural features (Additional file 1: S4). The performances of the architecture of Capsule-LPI and other architectures with 10-fold cross-validation are shown in Table 1.

Table 1 shows that under the same features as well as the same test environment, the architecture of Capsule-LPI achieved better performance than the architecture of other deep-learning architectures. On AUC, AUPRC, accuracy, recall and F-value, Capsule-LPI achieves 95.31%, 93.30%, 91.66%, 96.25% and 92.02% under 4 features, respectively, which are all higher than FC, CNN, LSTM and deep stacking network architecture. The architecture of Capsule-LPI has the greatest improvement in the recall metric, which increases close to 3%. The high recall index means that the architecture of Capsule-LPI can identify more potential LPIs. The F-value has a nearly 1% increase, indicating that the overall performance of Capsule-LPI is better. To further evaluate whether the improvement of the Capsule-LPI architecture is significant, we calculated the p-values of the F-value between the Capsule-LPI architecture and other deep learning architectures.
using the paired t-test on the results of ten iterations. The p-values of F-value for different architecture comparisons are listed as follows: 6.53e-3 for Capsule-LPI vs FC, 1.58e-4 for Capsule-LPI vs CNN, 1.56e-5 for Capsule-LPI vs LSTM, 4.53e-7 for Capsule-LPI vs lncADeep, 8.13e-7 for Capsule-LPI (Use features of LncADeep) vs lncADeep (Use features of LncADeep). All p-values are less than 0.05, which shows that the improvement is significant. The architecture of the performance of Capsule-LPI is also higher than the performance of LncADeep when using the features of LncADeep, indicating that the architecture of Capsule-LPI is not only dependent on the 4 features mentioned in this paper.

**Evaluation of combinations of different features**

After verifying that the architecture of Capsule-LPI performs well, the multimodal features that are appropriate for Capsule-LPI need to be selected. Here, four features are evaluated. To understand whether each feature is valid in predicting and what combination of features is the best choice, we conducted 15 experiments to evaluate the performance of different features and feature combinations using the Capsule-LPI architecture. The architecture needs to be fine-tuned when inputting different feature combinations. When some features are not adopted, the Capsule-LPI architecture only needs to close the corresponding channel of these features. The architectures of Capsule-LPI for different numbers of feature combinations are shown in Additional file 1: S5. The results for different combinations under 10-fold cross-validation are shown in Table 2.

As shown in Table 2, the single feature of physicochemical properties had the highest recall score, which was 97.83%. The combination of sequence features, motif information, and physicochemical properties yielded the highest AUC score and precision score, which were 95.42% and 88.46%, respectively. For the AUPRC, accuracy and F-value, the combination of 4 features obtained the highest values of 93.30%, 91.66% and 92.02%, respectively. Among the six evaluation indexes, three comprehensive indexes of the combination of 4 features obtained the highest scores, so the combination of 4 features can be considered to be more suitable for the architecture of Capsule-LPI.

**Comparison of capsule-LPI performance with existing tools**

After verifying the architecture of Capsule-LPI and selecting the suitable feature combinations for Capsule-LPI, the overall performance of Capsule-LPI needs to be evaluated.

| Tools                  | AUC (%)   | AUPRC (%)  | Accuracy (%) | Precision (%) | Recall (%)  | F-value (%) |
|------------------------|-----------|------------|--------------|---------------|-------------|-------------|
| FC                     | 95.19 ± 0.73 | 92.93 ± 1.18 | 90.96 ± 0.86 | 88.75 ± 1.61 | 93.87 ± 0.77 | 91.22 ± 0.76 |
| CNN                    | 94.64 ± 0.78 | 92.25 ± 1.30 | 89.70 ± 1.22 | 87.24 ± 1.51 | 93.03 ± 1.11 | 90.03 ± 1.14 |
| LSTM                   | 93.26 ± 0.84 | 88.66 ± 1.64 | 89.70 ± 0.89 | 88.13 ± 1.37 | 91.82 ± 1.94 | 89.91 ± 0.91 |
| LncADeep               | 90.55 ± 1.18 | 85.33 ± 2.04 | 87.73 ± 1.03 | 83.89 ± 1.45 | 93.45 ± 1.64 | 88.39 ± 0.96 |
| Capsule-LPI            | 95.31 ± 0.41 | 93.30 ± 0.92 | 91.66 ± 0.86 | 88.15 ± 0.86 | 96.25 ± 0.90 | 92.02 ± 0.82 |
| LncADeep (Use LncADeep’s features) | 89.52 ± 0.84 | 84.16 ± 1.60 | 87.29 ± 1.04 | 83.70 ± 1.69 | 92.69 ± 1.81 | 87.94 ± 0.97 |
| Capsule-LPI (Use LncADeep’s features) | 95.11 ± 0.50 | 93.19 ± 0.65 | 91.34 ± 1.01 | 87.11 ± 1.48 | 97.08 ± 0.85 | 91.82 ± 0.91 |
Table 2 Comparison of the performance of different features and different feature combinations under 10-fold cross-validation

| Feature Combinations | AUC (%) | AUPRC (%) | Accuracy (%) | Sensitivity (%) | Precision (%) | F-value (%) |
|----------------------|---------|-----------|--------------|----------------|---------------|-------------|
| SF (Sequence feature) | 94.16 ± 0.79 | 89.99 ± 1.66 | 90.78 ± 0.74 | 87.48 ± 1.20 | 95.20 ± 0.59 | 91.17 ± 0.65 |
| Mtf (Motif information) | 87.97 ± 2.37 | 82.01 ± 4.70 | 85.20 ± 1.28 | 78.99 ± 1.67 | 96.00 ± 0.73 | 86.66 ± 1.04 |
| PC (Physicochemical) | 93.89 ± 0.72 | 90.66 ± 1.47 | 88.99 ± 1.07 | 83.15 ± 1.28 | **97.83 ± 0.97** | 89.89 ± 0.93 |
| SS (Secondary structure) | 89.46 ± 2.38 | 85.35 ± 4.98 | 83.68 ± 1.60 | 78.59 ± 1.79 | 92.67 ± 2.32 | 85.03 ± 1.42 |
| SF + Mtf | 94.43 ± 0.89 | 91.37 ± 1.43 | 91.03 ± 1.03 | 87.83 ± 1.64 | 96.03 ± 0.85 | 91.46 ± 0.91 |
| SF + PC | 95.33 ± 0.63 | 93.42 ± 0.93 | 91.49 ± 1.02 | 87.76 ± 1.71 | 96.48 ± 0.93 | 91.90 ± 0.90 |
| SF + SS | 94.79 ± 0.77 | 92.31 ± 1.41 | 90.83 ± 0.99 | 86.95 ± 1.27 | 96.09 ± 1.00 | 91.29 ± 0.91 |
| Mtf + PC | 94.01 ± 0.80 | 90.82 ± 1.34 | 89.00 ± 1.12 | 83.24 ± 1.60 | 97.74 ± 1.35 | 89.89 ± 0.97 |
| Mtf + SS | 91.37 ± 1.30 | 89.45 ± 1.83 | 84.79 ± 1.10 | 77.96 ± 1.44 | 97.08 ± 0.74 | 86.46 ± 0.83 |
| PC + SS | 94.12 ± 0.61 | 91.66 ± 0.60 | 89.12 ± 1.02 | 83.53 ± 1.19 | 97.50 ± 1.12 | 89.97 ± 0.91 |
| Mtf + PC + SS | 94.13 ± 0.81 | 91.14 ± 1.55 | 89.02 ± 1.18 | 84.14 ± 1.70 | 96.24 ± 2.12 | 89.76 ± 1.09 |
| SF + PC + SS | 95.23 ± 0.65 | 93.17 ± 0.96 | 91.41 ± 1.02 | 86.94 ± 1.43 | 97.48 ± 0.71 | 91.90 ± 0.91 |
| SF + Mtf + SS | 94.73 ± 0.57 | 92.21 ± 0.86 | 90.75 ± 0.82 | 86.98 ± 1.44 | 95.90 ± 0.87 | 91.21 ± 0.71 |
| SF + Mtf + PC | **95.42 ± 0.51** | 93.27 ± 1.00 | 91.62 ± 0.80 | 88.46 ± 1.46 | 95.79 ± 0.98 | 91.96 ± 0.71 |
| SF + Mtf + PC + SS | 95.31 ± 0.41 | **93.30 ± 0.92** | **91.66 ± 0.86** | 88.15 ± 0.86 | 96.25 ± 0.90 | **92.02 ± 0.82** |

Table 3 Comparison of performances for predicting IncRNA–protein interaction by Capsule-LPI and other tools under 5-fold cross validation

| Tools            | Sensitivity (%) | Precision (%) | F-value (%) |
|------------------|-----------------|---------------|-------------|
| RPISeq(RF)       | **99.1 ± 0.2**  | 50.1 ± 0.1    | 66.5 ± 0.1  |
| RPISeq(SVM)      | 93.5 ± 0.7      | 50.2 ± 0.2    | 65.3 ± 0.4  |
| lncPro           | 80.3 ± 0.9      | 52.2 ± 0.6    | 63.2 ± 0.4  |
| RPI-pred         | 88.0 ± 0.3      | 49.8 ± 0.6    | 63.6 ± 0.5  |
| rpiCool          | 92.0 ± 0.8      | 83.3 ± 0.8    | 87.5 ± 0.6  |
| lPIMiner         | 89.8 ± 1.1      | 85.6 ± 0.7    | 87.6 ± 0.6  |
| LncADep          | 97.0 ± 0.5      | 85.4 ± 0.8    | 90.8 ± 0.4  |
| Capsule-LPI      | 97.6 ± 0.6      | **87.3 ± 0.2** | **92.2 ± 0.3** |

Several state-of-the-art tools for predicting RNA-protein interactions are compared, i.e., RPISeq [12], lncPro [13], RPI-pred [14], rpiCool [15], lPIMiner [24] and LncADep [25]. For the experiments to be comparable, Capsule-LPI is evaluated concerning the methodology in LncADep, in which the same dataset used in LncADep, as well as the evaluation method, are adopted. For the same dataset, Capsule-LPI uses the exact same positive sample as LncADep. Since LncADep does not provide the negative sample, Capsule-LPI uses the same negative sample generation method as LncADep. For the same evaluation method, 5-fold cross-validation, which is used in LncADep, is used to evaluate the performance of Capsule-LPI. The comparison results are shown in Table 3.

As shown in Table 3, under the 5-fold cross validation averaging assessment condition, Capsule-LPI with 87.3% precision and 92.2% F-value is superior to other existing
tools. Since other tools do not support retraining, we only calculated the AUC and AUPRC of Capsule-LPI under 5-fold cross validation, which were 95.28 ± 0.47% and 95.26 ± 0.62%, respectively. The precision of Capsule-LPI was at least 1.7% higher than the precision of the other tools, indicating that the LncRNA–protein interaction pairs obtained by Capsule-LPI prediction are highly reliable. The F-value of Capsule-LPI also achieves a 1.4% improvement, showing that the overall performance of Capsule-LPI is the best. For sensitivity, Capsule-LPI obtains 97.6%, which is slightly lower than the highest sensitivity of 99.1% obtained by RPISeq (RF). However, RPISeq does not perform well on the other two metrics, and its precision is only 50.1%. Therefore, overall Capsule-LPI outperforms the outstanding current tools.

Discussion
In the results section, three experiments have evaluated the performance of Capsule-LPI. First, to verify the architecture of Capsule-LPI, it was tested against four architectures. The experimental results show that the architecture of Capsule-LPI outperforms these four architectures, which shows that it is an effective architecture. Second, a comprehensive feature evaluation experiment is conducted. We consider four kinds of features used in the existing LPI prediction tools and select the best combination of features for Capsule-LPI, which contains sequence features, motif information, physicochemical properties and secondary structure features. Finally, Capsule-LPI is compared to other outstanding LPI prediction tools. The results show that Capsule-LPI outperforms state-of-the-art methods in LPI prediction.

However, a good tool should not only have good performance but also be helpful to scientific research and easy to use. In this regard, we have done a case study to introduce how this work can help with the research of lncRNAs and develop a webserver that is convenient to use.

One case study: finding lncRNA related diseases
To demonstrate the effectiveness and practicability of Capsule-LPI for follow-up research on lncRNAs, a case study for lncRNA-disease association was conducted. In this case, study, we used Capsule-LPI to predict which proteins interact with the top 10 lncRNAs of interest on PubMed and less studied lncRNAs on PubMed. Then, for each lncRNA, the diseases were inferred according to the enriched diseases of the predicted interacting proteins computed by hypergeometric distribution inference. The process of the case study is as follows:

1. We queried the PubMed database to obtain H19, MALAT1, HOTAIR, MEG3, NEAT1, GAS5, UCA1, XIST, PVT1 and TUG1 and downloaded the sequences of these lncRNAs.
2. A total of 26,560 protein sequences of Homo sapiens were downloaded from the UniProt database.
3. Capsule-LPI was used to predict the interacting proteins for lncRNAs, in which the threshold value was set to 0.87 for the higher confidence of the LPI results.
4. The potential disease association of each lncRNA was inferred by the enrichment analysis of disease association for the interacting proteins through the DAVID online
service website. Here, we show the potential disease association results of H19 in Fig. 2, and the rest of the lncRNAs are referred to (Additional file 1: S6).

Furthermore, potentially related diseases are categorized into different types of diseases, including metabolic, chemical dependence, cardiovascular, immune, pharmacogenomic, cancer, infection, neurological, renal, ageing, developmental, haematological, psych, reproduction and vision. The top 10 lncRNAs on PubMed are highly related to metabolic, chemical dependence, cardiovascular, immune and pharmacogenomic processes. To test the validity of this result, we searched the LncRNADisease database for the diseases corresponding to each lncRNA, and the vast majority of the diseases were covered by our predictions. For example, the diseases currently known to be associated with H19 are coronary artery disease, gastric cancer, neural tube defects, kidney cancer, infertility, etc., which correspond to cardiovascular, cancer, neurological, renal, and reproduction, respectively.

5. For some less studied lncRNAs on PubMed and LncRNADisease, the same process is executed. The potential disease association results of APF are shown in Fig. 3. Here, APF lncRNA was selected with only 2 reports in PubMed and only associated with myocardial infarction disease in the LncRNADisease database. By conducting the above process, more disease associations are inferred, including diabetes mellitus type 2, metabolic syndrome X, obesity, asthma and hair diseases. These unreported diseases can provide insightful directions for future work with biological and medical researchers.

All the sequences of lncRNAs, proteins, predicted interacting proteins and inferred potential disease associations for each lncRNA can be downloaded at our website (http://csbg-jl.site/lpc/download). This case study demonstrates the effectiveness and practicability of our Capsule-LPI tool. Furthermore, with the interacting proteins

![Fig. 2 The potential disease association results of H19](image-url)
predicted by Capsule-LPI, we can not only analyse their association with disease but also gain more information inference for lncRNAs such as function, evolution and subcellular localization.

Webserver of capsule-LPI
We developed a webserver of Capsule-LPI with a user-friendly interface to facilitate users. The screenshot of the webserver of Capsule-LPI is shown in Fig. 4. Capsule-LPI allows online prediction of large volumes of data. The upper input limit for both lncRNA and protein sequences is 100, which means 10000 LncRNA–protein pairs can be predicted online. For each task submitted, a job ID can be assigned, and the prediction results can be downloaded by this job ID. For more functions and help, please refer to “help” on the website.

Conclusions
Identifying LPI is key to understanding lncRNA functions. Compared to experimental methods, computational methods are much more economical and efficient. Although some LPI prediction computational methods have been developed, how to integrate multimodal features from more perspectives and build deep learning architectures with better recognition performance has always been a challenging research highlight. Inspired by the better theory and the improved performance of the capsule network than CNN acting in image recognition, we propose a novel multichannel capsule network framework (Capsule-LPI) to integrate multimodal features for LPI prediction.

Capsule-LPI integrates four groups of multimodal features, including sequence features, motif information, physicochemical properties and secondary structure features. The architecture of Capsule-LPI is composed of four feature learning subnetworks and one capsule subnetwork. The multichannel framework of Capsule-LPI can make it better to integrate and learn multiple features by considering not only the
predictive tendencies of each feature but also other interaction information and the relationships between different features.

To comprehensively evaluate the performance of Capsule-LPI, three different kinds of experiments were conducted: (i) tool architecture comparison; (ii) evaluation of different feature combinations; and (iii) comparison with existing tools. Through comprehensive experimental comparisons and evaluations, we demonstrated that both multimodal features and the architecture of a multichannel capsule network can significantly improve the performance of LPI prediction. Capsule-LPI performs better than existing state-of-the-art tools. A webserver (http://csbg-jlu.site/lpc/predict) has been developed to be convenient for users.

This study provides a novel and feasible LPI prediction tool based on the integration of multimodal features and a capsule network. In the future, we expect to integrate more advanced structural features and external association information to further
improve the accuracy of Capsule-LPI and provide more convenient and practical tools for researchers.
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