Abstract—We propose a method for analyzing the distributed random coordinate descent algorithm for solving separable resource allocation problems in the context of an open multiagent system, where agents can be replaced during the process. In particular, we characterize the evolution of the distance to the minimizer in expectation by following a time-varying optimization approach which builds on two components. First, we establish the linear convergence of the algorithm in closed systems, in terms of the estimate toward the minimizer, for general graphs and appropriate step-size. Second, we estimate the change of the optimal solution after a replacement, in order to evaluate its effect on the distance between the current estimate and the minimizer. From these two elements, we derive stability conditions in open systems and establish the linear convergence of the algorithm toward a steady-state expected error. Our results enable to characterize the tradeoff between speed of convergence and robustness to agent replacements, under the assumptions that local functions are smooth, strongly convex, and have their minimizers located in a given ball. The approach proposed in this article can moreover be extended to other algorithms guaranteeing linear convergence in closed system.
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I. INTRODUCTION

Resource allocation is an important optimization problem, where a fixed amount of resources must be distributed among a specific number of activities or agents in an optimal way [1], [2]. In multiagent systems, this problem is formulated as the minimization of an objective function $f$ that is separable in local costs $f_i : \mathbb{R}^d \to \mathbb{R}$ held by the agents, subject to an equality constraint on the weighted sum of the states $x_i \in \mathbb{R}^d$ with respect to the budget $b \in \mathbb{R}^d$. The problem can then be written as

$$
\min_{x \in \mathbb{R}^n} f(x) = \sum_{i=1}^{n} f_i(x_i) \quad \text{subject to} \quad \sum_{i=1}^{n} a_i x_i = b \quad (1)
$$

where $a_i > 0$ is the weight of agent $i$ to satisfying the constraint. Each agent thus aims at minimizing its local cost while guaranteeing the budget, which requires a certain level of collaboration between them.

Problem (1) appears in different applications, including smart grids [3], power systems [4], actuator networks [5], and games [6]. Most of these existing studies assume that the composition of the multiagent system remains fixed during the entire process. Yet, with the growing size of systems nowadays, arrivals and departures of agents are expected to happen more frequently, giving rise to open multiagent systems, where agents join and leave the system at a time-scale similar to that of the studied process. Consider, for instance, the case of distributed energy resources where a fixed amount of energy must be supplied by a network of devices [7], and where some of the devices might experience failures with higher probability as the system size increases, or change their operating point due to environmental conditions.

In the framework of open systems, a fixed solution for (1) cannot be obtained as in general, the size is not fixed and the cost functions keep changing, such that the goal of the agents is to track the time-varying solution of (1) as well as possible at all times. Moreover, as the size of such systems reaches large values, global optimization methods relying, e.g., on the computation of the whole gradient of $f$ are not suited since the computational complexity would be high and in some cases, it would not be practical to gather the whole gradient as agents may have entered/left in the meantime. In fact, most of the algorithms used to solve (1) in a decentralized way are gradient-based, such as in [8] where Xiao and Boyd used a weighted version of the well-known gradient descent algorithm with an appropriate choice of weights to preserve the constraint. Yet, this type of methods requires significant computational resources and, therefore, is
not suitable for handling open systems. For this reason, it is important to consider optimization algorithms based on local interactions, since they are more flexible. An alternative type of algorithms that allow to considerably reduce the computational complexity is the so-called Coordinate Descent algorithm introduced by Nesterov [9] where the optimization is performed only along one direction at each iteration. For multiagent systems, the selection of one coordinate is equivalent to the choice of a particular edge of the network to perform the optimization. In such algorithms, the sequence of edges is crucial, and hence a randomized choice denoted as Random Coordinate Descent (RCD) algorithm was studied in [10], where convergence of the cost functions is proved under standard assumptions when only pairwise interactions are considered, so that the algorithm requires only the computation of a pair of local gradients per iteration.

In general, interactions in a multiagent system are characterized by an underlying network, so that agents can only communicate with a limited number of other neighbors determined by the communication network topology. This feature of the network plays an important role in the analysis and design of algorithms, since the performance can be different in sparse and dense graphs [11].

Furthermore, problems of the type of (1) often assume that the contributions of the agent to the constraint is homogeneous (i.e., that \( a_i = 1 \) for each agent \( i \)). However, this is not always the case, as for example in energy supply, where priority may be given to renewable energy sources while fossil-fuel plants ought to contribute less to the amount of energy required by each region [12].

Our goal is to analyze the RCD algorithm applied to the most general possible version (1) (i.e., with arbitrary graph topologies and nonhomogeneous contributions of the agents) in open systems. In particular, we focus on systems subject to only replacements, and hence of fixed size, so that the main challenge to handle is the variations of local cost functions, such as e.g., in the context of energy distribution where such changes can be triggered by time-varying environmental conditions.

A. Optimization in Open Multiagent Systems

Algorithms for open multiagent systems have recently been studied in several contexts. In the case of consensus, the authors in [13], [14], and [15] analyzed the behavior and performance of gossip interactions, [16], [17] studied dynamic consensus in terms of stability, and the authors in [18] and [19] focused on consensus with stochastic interactions.

Optimization problems in open multiagent systems scenarios, characterized, among others, by time-varying objective functions, start getting attention as well. In [20], the behavior and the stability of gradient descent was studied in a setting where agents can be replaced. In [21], an algorithm based on dual averaging was proposed to minimize a global cost function that depends on a time-varying set of active agents in a fixed size network.

Time-varying objective functions are also considered in an alternative field of work called online optimization [22], [23], where a common approach is to minimize, over a finite period of time \( T \), the dynamic regret defined as

\[
\text{Reg}^d_t := \sum_{t=1}^{T} f^t(x^t) - \sum_{t=1}^{T} f^t(x^{*,t})
\]

where \( f^t \) is a sequence of cost functions, \( x^t \) are the estimates, and \( x^{*,t} := \arg \min_x f^t(x) \) is the minimizer of the global function \( f^t \) at time \( t \). The objective of online optimization is thus to determine the sequence of estimates \( x^t \) that keeps \( \text{Reg}^d_t \) as small as possible over the time period, under some assumptions about the possible sequences of time-varying cost functions.

Instead, in our problem, replacements of agents occur without any regularity and in this case, it is not possible to obtain a sublinear regret which is the usual objective of online optimization [24]. Furthermore, we can observe from (2) that the computation of the regret implies an accumulation of errors from the time instant \( t = 1 \), which does not seem appropriate for the case of open multiagent systems, where the replacement of an agent implies that all the past information of the replaced agent is not longer available, since this agent left the system. For this reason, we perform the analysis of the resource allocation problem in open multi-agent systems considering a time-varying optimization approach [25], where the objective of the algorithms is to be at all times as close as possible to the instantaneous minimizer. This objective is more suitable for open multiagent systems where replacements may be infrequent and agents try to reach the best performance at all time instants without regarding a performance in a potential future horizon since even if the cost functions belong to the same class, there is no regularity in the way they change [24], [26], [27]. Nevertheless, even if replacements are not frequent, they can impact the performance of the algorithms since they modify the location of the global minimizer.

The framework of time-varying optimization has been used in many works, including the resource allocation problem. Exact convergence can be obtained in continuous time under restrictive assumptions, such as identical Hessian matrices [28] or local cost functions with a time-independent part [29], that generally guarantee the continuity of the time-varying minimizer. When exact convergence is not possible, the main challenge is the derivation of an upper bound for the error [25]. This approach has been used, for instance, in the case of quadratic cost functions [30]. However, changes of the cost functions due to replacements of agents without establishing further restrictions on the structure of the cost functions have never been explored, and this particular characteristic is the motivation of this work and plays an important role in the formulation of the problem and the derivation of an explicit bound for the error.

B. Preliminary Version and Contribution

We study the RCD algorithm to solve the resource allocation problem in an open system where agents get replaced during the process, relying on a decoupled analysis of the RCD algorithm and of replacements of single agents. A preliminary version of this work was presented in [31], where the problem was analyzed for homogeneous agents holding 1-D local cost functions, interacting in a fully connected network, and with uniform probabilities in the selection of edges for the updates. Moreover,
replacements of single agents were studied by analyzing the case where possibly all agents can get replaced at once.

By contrast, in this work, we focus on heterogeneous agents holding $d$-dimensional local cost functions, interacting in a general graph topology. We consider an arbitrary distribution for the probabilities associated to the choice of edges and we derive an upper bound for the convergence of the algorithm following a similar approach in terms of a norm induced by a matrix associated to the network. Moreover, we now directly study the replacement of a single agent instead of considering the possibility for all agents to be replaced at once, yielding tighter bounds for that case, independent of the system size.

The rest of this article is organized as follows. In Section II, we introduce the problem statement and the necessary preliminaries. In Section III, we study the impact of the replacements on the location of the minimizers of the system and their distance with respect to the estimate. Section IV focuses on the linear convergence of the RCD in a closed system considering an appropriate norm. Section V presents the analysis of the RCD in an open multi-agent scenario. Finally, Section VI concludes this article.

II. PROBLEM STATEMENT

In this section, we formulate the constrained resource allocation problem in open systems. First, we introduce the notation used along this work. Then, we present the problem in closed systems and we describe how the problem changes because of replacements, next we detail how the time is sampled. Finally, we present the RCD algorithm, which is considered in this work.

A. Notations

For two vectors $x, y \in \mathbb{R}^n$, $(x, y) = x^\top y = \sum_{i=1}^n x_i y_i$ denotes the usual Euclidean inner product and $||x|| = \sqrt{x^\top x}$ the Euclidean norm. The 1-norm of a vector $x$ is denoted as $||x||_1$. We denote the vector of size $n$ constituted of only ones by $1_n$ and the identity matrix of dimension $n$ by $I_n$. The vector of size $n$ constituted of only zeros is denoted by $0_n$. We use $B(x, r) = \{y : ||x - y|| \leq r\}$ to denote the closed ball of radius $r \geq 0$ centered at $x$. For a positive (semipositive) definite matrix $A$, we denote by $||x||_A = (x^\top Ax)^{1/2}$ the vector norm (seminorm) induced by $A$. The Kronecker product is denoted by $\otimes$.

B. Resource Allocation Problem

We consider the resource allocation problem defined in (1), where a budget $b$ must be distributed among $n$ agents according to some positive weight distribution $a \in \mathbb{R}^n$ (i.e., with $a_i > 0$ for $i = 1, \ldots, n$). For the sake of simplicity, we first describe it in closed system (i.e., where the set of agents remains the same); we will see in the next subsection that this formulation directly extends to open systems.

The constraint in (1) can be equivalently expressed as $(a^\top \otimes I_d) x = b$, where $\otimes$ denotes the Kronecker product. The feasible set of (1) is thus given by

$$\mathcal{F}_{a,b} := \{ x \in \mathbb{R}^{nd} \mid (a^\top \otimes I_d) x = b \}. \quad (3)$$

For the particular case $d = 1$, the resource allocation constraint can be expressed as $(a, x) = b$. We make the following classical assumption on the local cost functions.

Assumption 1: Each function $f_i$ is continuously differentiable, $\alpha$-strongly convex (i.e., $f_i(x) - \frac{\alpha}{2}||x||^2$ is convex) and $\beta$-smooth (i.e., $\| \nabla f_i(x) - \nabla f_i(y) \| \leq \beta \| x - y \|$ for all $x, y \in \mathbb{R}^d$).

Assumption 1 provides an upper and a lower bound to the curvature of the functions. The value $\kappa := \frac{\alpha}{\beta} \geq 1$ is called the condition number of the functions. The set of the functions satisfying Assumption 1 is denoted by $\mathcal{F}_{\alpha,\beta}$.

Proposition 1: If $f_1, \ldots, f_n \in \mathcal{F}_{\alpha,\beta}$, then the global cost function $f$ from (1) satisfies $f \in \mathcal{F}_{\alpha,\beta}$.

Since Assumption 1 guarantees that $f$ is $\alpha$-strongly convex, the solution of the problem (1) denoted by $x^\star$ is unique [32]. By using Karush-Kuhn-Tucker (KKT) conditions we obtain that there exists a $\lambda^\star \in \mathbb{R}^d$, such that a necessary and sufficient condition for the optimality of $x^\star$ is

$$\nabla f(x^\star) = (a^\top \otimes I_d)^\top \lambda^\star \quad (4)$$

which equivalently reads $\nabla f(x^\star) = a \otimes \lambda^\star$, where $\lambda^\star$ is a Lagrange multiplier vector [32].

C. Network Description and Open System

In addition to problem (1), we assume to have an undirected and connected network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ where the set of nodes is given by $\mathcal{V} = \{1, \ldots, n\}$ and the set of edges by $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. Each agent $i \in \mathcal{V}$ has access to a local cost function $f_i : \mathbb{R}^d \rightarrow \mathbb{R}$ and to a local variable $x_i \in \mathbb{R}^d$. Agents can exchange information at random times through pairwise interactions according to the network $\mathcal{G}$. Whenever an interaction happens in the system, an edge $(i, j) \in \mathcal{E}$ is selected with some fixed probability $p_{ij} > 0$ and agents $i$ and $j$ can then exchange information in a bidirectional manner to update their respective estimates.

Moreover, we consider that replacements of agents happen in the system, making it open. Each agent $i \in \mathcal{V}$ gets replaced at random time instants, resulting in the change of its local cost function, and hence of the global minimizer $x^\star$. Following the approach in [20], we restrict the location of the minimizers of the local functions.

Assumption 2: There exists $c > 0$, such that for all $i \in \mathcal{V}$, the minimizer of $f_i$ denoted as $\tilde{x}_i := \arg\min_{x_i} f_i(x)$ satisfies $\tilde{x}_i \in B(0_d, c)$. Moreover, without loss of generality $f_i(\tilde{x}_i) = 0$ for all $i \in \mathcal{V}$.

Assumption 2 guarantees a certain level of uniformity among the local cost functions. In particular, it prevents arbitrary changes of functions, and thus of $x^\star$, during replacements. Also, since our objective is to study the convergence of the minimizer and how it is affected by the replacements, we do not use the actual values of $f_i$.

For the sake of simplicity, we assume that when agent $i$ is replaced, the joining agent that takes its place retrieves its label $i$ and its estimate $\tilde{x}_i$, so that the constraint $(a^\top \otimes I_d)x = b$ is preserved, but receives a new local cost function satisfying Assumptions 1 and 2. Denoting $f_i^k$ the local cost function held by agent $i$ at the instant $k$, we can then reformulate (1) as the time-varying resource allocation problem

$$\min_{x \in \mathcal{F}_{a,b}} f^k(x) := \sum_{i=1}^n f_i^k(x_i) \quad (5)$$
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where the changes of the cost functions are due to replacements. The solution of (5) can thus differ from a time instant to another, and at the time instant $k$ we denote by $x^{+,k} := \arg\min_{x \in \mathcal{F}} f^k(x)$. The objective of the agents is to track $x^{+,k}$ as well as possible even though replacements happen in the system.

D. Discrete-Event Modeling

The evolution of the open network presented in the previous section is characterized by the instantaneous occurrence at random time instants of either pairwise interactions or replacements. With a slight abuse of language, we call “event” such occurrence, which results in a modification of the system depending on its nature. We moreover define the “event set” of the system from which that nature is drawn as

$$
\Xi = U \cup R
$$

where $U := \bigcup_{(i,j) \in \mathcal{E}} U_{ij}$ is the set of all possible events $U_{ij}$, i.e., the pairwise interaction between two connected agents $i$ and $j$, and $R := \bigcup_{i \in \mathcal{N}} R_i$ is the set of all events $R_i$, i.e., the replacement of a single agent $i$ in the system. This formulation actually relates with discrete event systems (see e.g., [33]).

We assume that two events never occur simultaneously, so that we can consider a discrete evolution of the time where each time-step $k \in \mathbb{N}$ corresponds to the time instant at which the $k$th event takes place. For all $k \in \mathbb{N}$, we then define the random variable $\xi_k \in \Xi$, which characterizes the nature of the event taking place at the time-step $k$. We moreover consider the following assumption that guarantees that replacements and interactions are independent processes, so that the event happening at time-step $k$ is a pairwise interaction (i.e., $\xi_k \in U$) with fixed probability $p_U$, and a replacement (i.e., $\xi_k \in R$) with fixed probability $p_R = 1 - p_U$.

Assumption 3: For all $k \in \mathbb{N}$, $\xi_k$ is independent of $\xi_j$ for all $j \neq k$, and of any variable in the system prior to time-step $k$, such as the estimates or local cost functions.

Our goal is to characterize the evolution of the distance between the estimates held by the agents $x^k$ and the instantaneous minimizer $x^{+,k}$. A choice of measure for this distance is, e.g., the squared Euclidean norm $\|x^k - x^{+,k}\|^2$, although we will see later that this metric might not be appropriate for general graph topologies. Assumption 3 allows for performing this analysis by studying independently the effect of each type of event on our metric in order to characterize its evolution in expectation over a single time step.

E. RCD Algorithm

To compute the solution of (5) we consider the RCD algorithm introduced in [10]. This algorithm involves the update of the states of only a pair of neighbouring agents at each iteration, so that it is distributed and its computational complexity is cheap. Hence, in the event $U_{ij}$, i.e., whenever the pair of agents $(i,j) \in \mathcal{E}$ is selected with probability $p_{ij}$ during a pairwise update event, they perform an RCD update, which is defined as follows for some nonnegative step-size $h \geq 0$

$$
x^+ = x - hQ^{ij} \nabla f(x)
$$

where $Q^{ij}$ is the $nd \times nd$ matrix defined as $Q^{ij} = Q^{ij} \otimes I_n$, with $Q^{ij}$ the $n \times n$ matrix filled with zeroes except for the four following entries:

$$
\begin{align*}
[Q^{ij}]_i,i &= \frac{a_i^2}{a_i^2 + a_j^2}; \\
[Q^{ij}]_i,j &= -\frac{a_i a_j}{a_i^2 + a_j^2}; \\
[Q^{ij}]_j,i &= -\frac{a_i a_j}{a_i^2 + a_j^2}; \\
[Q^{ij}]_j,j &= \frac{a_j^2}{a_i^2 + a_j^2}.
\end{align*}
$$

With the update rule (7), only agents $i$ and $j$ update their estimates while all the other agents keep it the same. For agents $i$ and $j$, (7) essentially amounts to perform a gradient step on the function $f_i(x_i) + f_j(x_j)$ under the constraint that $a_i x_i + a_j x_j$ remains constant. This ensures that the resource allocation constraint is preserved as long as the starting point satisfies it. In particular, in the case of homogeneous agents (i.e., where $a = \mathbf{1}_n$), then one shows that $x^+_i = x_i - \frac{h}{2} (\nabla f_i(x_i) - \nabla f_j(x_j))$, so that the update follows both gradients with equal weight while preserving the constraint.

Observe that the method presented here requires 1) the initial point to be feasible (which is rather standard for such methods), and 2) that the estimates are maintained during replacements (which is assumed in Section II-C). Otherwise one would need to design a process to run in parallel of the optimization process to meet the constraint. This is, however, out of the scope of this article.

Remark 1: The update rule (7) can be formally obtained by solving the following optimization problem, which corresponds to the interpretation given above (we refer to [10] for details):

$$
\arg\min_{s_i, s_j \in \mathbb{R}^d; s_i + s_j = 0} \left\{ \nabla f_i(x_i) \right\} \left[ s_i \right] + \frac{\beta}{2} \left\| s_i - s_j \right\|^2.
$$

Based on the approach in [10], one can then show that the optimal step-size that solves (8) is given by $h = 1/\beta$.

We also introduce the following matrix that builds on the definition of the update rule (7) and that will be used later:

$$
L_p = \sum_{(i,j) \in \mathcal{E}} p_{ij} Q^{ij} = \left( \sum_{(i,j) \in \mathcal{E}} p_{ij} Q^{ij} \right) \otimes I_d = L_p \otimes I_d.
$$

This matrix appears in the dynamics corresponding to the conditional expectation

$$
\mathbb{E} \left[ x(k+1)|x(k) \right] = x(k) - h L_p \nabla f(x(k))
$$

and will be used for the definition of an appropriate norm for the analysis of the RCD algorithm. Observe that by definition of $Q^{ij}$ and $L_p$, we have

$$
L_p a = Q^{ij} a = 0_n
$$

which means that zero is an eigenvalue of both $Q^{ij}$ and $L_p$ with corresponding eigenvector $a$. We denote by $\lambda_2$ and $\lambda_n$ respectively the second smallest and the largest eigenvalues of $L_p$. Since $L_p$ is symmetric, all the eigenvalues are real and satisfy $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$ when the graph $\mathcal{G}$ is connected (we refer to [10, Lemma 3] for a detailed proof).

Remark 2: For a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, when $a = \mathbf{1}_n$ (homogeneous agents) and the probabilities $p_{ij}$ are uniformly distributed, 
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we have \( L_p = \frac{1}{2\rho} L \), where \( L \) is the usual Laplacian of the graph. Hence, we refer to \( L_p \) as a “scaled Laplacian,” as it enjoys similar properties, especially in terms of eigenvalues.

### III. Effect of Replacements

In this section, we bound the distance by which the minimizer of \( f \) can change after the replacement of a single agent, i.e., the modification of a single function. Our first two results concern the location of the minimizer. Lemma 1 is a generalization of the analysis performed in [31], and Lemma 2 studies the location of the minimizer held by each individual agent.

**Lemma 1:** Let \( x^* := \arg\min_{x \in \mathcal{S}_{n,\kappa}} \sum_{i=1}^{n} f_i(x_i) \). If all \( f_i \) satisfy Assumptions 1 and 2, then \( x^* \in B(0, R_{b,\kappa}) \) with

\[
R_{b,\kappa} = \sqrt{n} \kappa \left( c + \frac{\|b\|}{\sqrt{n} \|a\|} \right) \tag{12}
\]

where \( c \) was defined in Assumption 2.

**Proof:** The proof is left to Appendix A.

**Lemma 2:** Let \( x^* := \arg\min_{x \in \mathcal{S}_{n,\kappa}} \sum_{i=1}^{n} f_i(x_i) \). If \( f_i \) satisfies Assumptions 1 and 2 for all \( i = 1, \ldots, n \), then for \( \lambda^* \) defined in (4)

\[
\|\lambda^*\| \leq \frac{\beta}{\|a\|^2} \left( \|b\| + c \|a\|_1 \right) \tag{13}
\]

and

\[
\|x_i^*\| \leq \frac{a_i}{\|a\|^2} \kappa \left( \|b\| + c \|a\|_1 \right) + c. \tag{14}
\]

**Proof:** The proof is left to Appendix B.

We can now use these two lemmas to characterize the evolution of the distance between the estimate \( \hat{x}^k \) and the minimizer \( x^{*,k} \) after a replacement event. Without loss of generality, we assume that agent \( n \) and hence \( f_n \), is replaced, and for the \( n + 1 \) functions \( f_1, f_2, \ldots, f_{n-1}, f_{n+1}, f_{n+2} \) satisfying Assumptions 1 and 2 we define the minimizer before a replacement \( x^{(1)} \), and after a replacement \( x^{(2)} \) as

\[
x^{(1)} := \arg\min_{x \in \mathcal{S}_{n,\kappa}} \left( \sum_{i=1}^{n-1} f_i(x_i) + f_{n+1}(x_n) \right)
\]

\[
x^{(2)} := \arg\min_{x \in \mathcal{S}_{n,\kappa}} \left( \sum_{i=1}^{n-1} f_i(x_i) + f_{n+2}(x_n) \right). \tag{15}
\]

**Proposition 2:** Consider \( x^{(1)} \) and \( x^{(2)} \) as defined in (15), let \( a_+ \) and \( a_- \), respectively, denote the largest and smallest values in \( a \), and let \( \rho_a := \frac{a_+}{|a_a|} - a_- \), then

\[
\|x^{(1)} - x^{(2)}\| \leq \min\{\psi_{n,\kappa}, \chi_{n,\kappa}, \theta_{n,\kappa}\} =: M_{n,\kappa}^2 \tag{16}
\]

with

\[
\psi_{n,\kappa} = 4n \kappa \left( c + \frac{\|b\|}{\sqrt{n} \|a\|} \right)^2 \tag{17}
\]

\[
\chi_{n,\kappa} = 8 \left( \frac{a_+}{\|a\|^2} \kappa \left( \|b\| + c \|a\|_1 \right) + c \right)^2 \tag{18}
\]

\[
\theta_{n,\kappa} = 4 \left( 1 + \frac{(\kappa + 1)^2}{4 \kappa} \rho_a \right) \left( \frac{a_+}{\|a\|^2} \kappa \left( \|b\| + c \|a\|_1 \right) + c \right)^2. \tag{19}
\]

**Proof:** The proof is left to Appendix C.

The bound \( M_{n,\kappa}^2 \) from Proposition 2 is obtained by taking the minimum between three quantities: \( \psi_{n,\kappa}, \chi_{n,\kappa}, \) and \( \theta_{n,\kappa} \). The first one follows from the largest possible distance existing between two minimizers, defined by the region in which they can be located. The second and third ones rely on the largest possible distance between the local minimizers corresponding to the replaced agents. While \( \chi_{n,\kappa} \) and \( \theta_{n,\kappa} \) are derived using inequalities associated with \( \alpha \)-strongly convex functions, the proof of \( \theta_{n,\kappa} \) also involves the use of additional properties corresponding to \( \beta \)-smooth functions and the determination of the maximum value of a concave function. The bound \( \theta_{n,\kappa} \) shows a strong dependence on the weights of the agents through the coefficient \( \rho_a \), which is not present in the other two bounds.

Notice that the bounds \( \chi_{n,\kappa} \) and \( \theta_{n,\kappa} \) coincide when

\[
\frac{(\kappa + 1)^2}{4 \kappa} \rho_a = 1.
\]

Let \( \bar{a} \) and \( \bar{a}^2 \) respectively stand for the average value and average of the squared values of \( a \). One can more generally highlight the dependencies of the three quantities with the parameters using standard algebraic manipulations, yielding

\[
\psi_{n,\kappa} \leq 4n \kappa \left( 2c + \frac{\|b\|}{\bar{a}} \right)^2 = O(n \kappa)
\]

\[
\chi_{n,\kappa} \leq 8 \left( \frac{a_+}{\|a\|^2} \kappa \left( \|b\| + 2c \right) + c \right)^2 = O(\kappa^2)
\]

\[
\theta_{n,\kappa} \leq 4 \left( \frac{a_+}{\|a\|^2} \kappa \left( \|b\| + 2c \right) + c \right)^2 \leq 4 \left( \kappa^2 + \frac{\kappa^3}{\bar{a}} \right).
\]

The linear scaling of \( \psi_{n,\kappa} \) in both \( n \) and \( \kappa \) and the higher order scaling of both \( \chi_{n,\kappa} \) and \( \theta_{n,\kappa} \) in only \( \kappa \) suggest that \( \psi_{n,\kappa} \) is tighter for small values of \( n \) and large values of \( \kappa \), whereas \( \chi_{n,\kappa} \) and \( \theta_{n,\kappa} \) are tighter otherwise. The main difference between \( \chi_{n,\kappa} \) and \( \theta_{n,\kappa} \) lies in a multiplicative factor, constant for the former, and depending of the parameters and the values in \( a \) for the latter. In general, \( \chi_{n,\kappa} \) tends to be tighter than \( \theta_{n,\kappa} \) as \( \kappa \) gets large and \( n \) small. This difference becomes significant in heterogeneous settings, where it can get tighter than \( \psi_{n,\kappa} \) as well. These behaviors are illustrated in Fig. 1.

**Remark 3:** The interpretation of the quantities \( \psi_{n,\kappa}, \chi_{n,\kappa}, \) and \( \theta_{n,\kappa} \) actually depends on the implicit assumption that \( \|b\| \)
IV. CONTRACTION RATE OF INTERACTIONS

We now analyze the effect of the second type of events happening in the system, i.e., pairwise interactions resulting in RCD updates. This corresponds to studying the contraction rate of the interactions characterized by the application of the RCD algorithm.

A. Linear Convergence and $L_p^q$-Seminorm

In this section, we derive the constant of convergence of the RCD algorithm in terms of the distance to the minimizer with the objective of characterizing the effect of a single RCD step on that expected distance at interaction events. We introduce the following standard definitions [35].

**Definition 1 (Q-Linear Convergence):** Let $\{x^k\}$ be the sequence of points converging to some point $x^* \in \mathbb{R}^d$ generated by some algorithm. For any norm $\| \cdot \|$, we say the convergence is $Q$-linear if there exists $r \in (0, 1)$ such that for all $k$

$$\|x^{k+1} - x^*\| \leq r\|x^k - x^*\|.$$

The number $r$ is called the constant of convergence.

**Definition 2 (R-Linear Convergence):** Let $\{x^k\}$ be the sequence of points converging to some point $x^* \in \mathbb{R}^d$ generated by some algorithm. For any norm $\| \cdot \|$, we say the convergence is $R$-linear if there exists $r \in (0, 1)$ and some positive constant $C$ such that for all $k$

$$\|x^k - x^*\| \leq C r^k.$$

In the rest of the work, we will refer to Q-linear convergence just as linear convergence. R-linear convergence is typically referred as exponential convergence in control systems theory. Clearly, R-linear convergence is weaker than linear convergence since it is concerned with the overall rate of decrease in the error, rather than that the decrease over each individual iteration of the algorithm [36].

Necoara [10] proved linear convergence of the RCD algorithm in expectation in terms of the function value, i.e., $f(x) - f(x^*)$. Hence, from the inequalities corresponding to smooth functions and strong convexity [37], [38], it is straightforward to prove R-linear convergence of the algorithm from [10, eq. (26)]

$$\mathbb{E} \left[ \| x^k - x^* \| \right] \leq \kappa (1 - \alpha \lambda_2) k \| x_0 - x^* \|.$$  (20)

However, due to the alternation of updates and replacements, our analysis in open systems requires the strict contraction of some metric after each iteration. The linear convergence of the RCD algorithm was established in the preliminary work [31] for the Euclidean norm under the assumption of a complete communication graph with homogeneous agents and uniform probabilities $p_{ij}$. Nevertheless, the following example shows that such contraction no longer holds for the Euclidean norm for general graphs.

**Example:** Consider a line graph with three agents satisfying the constraint $\{1, x\} = -3$ with probabilities $p_{12} = 0.9$, $p_{23} = 0.1$ (and hence $p_{13} = 0$), and whose local cost functions and estimates at iteration $k$ are.

| $k$ | $\hat{f}(x_k)$ | $x_k^*$ | $x_k$ |
|-----|----------------|--------|-------|
| 1   | 5(x_1^2 - 2)^2 | 2      | 10    |
| 2   | 20(x_2 + 2)^2  | -2     | 7     |
| 3   | (x_3 + 3)^2    | -3     | -20   |
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Starting from $x^k$ the expected result of the RCD operation with step-size $h = 1/\beta = 0.01$ is

$$E\left[\|x^{k+1} - x^*\|^2\right] = 437.204 > 434 = \|x^k - x^*\|^2$$

and hence linear convergence cannot be achieved.

**Remark 4 (Weighted gradient descent):** Notice that the expected behavior of the RCD algorithm (10) is linked with the weighted gradient descent, whose convergence has been studied e.g., in [8], [39], and [40]. Those works, however, do not prove linear convergence, which is required for the approach we follow in this article.

For this reason, we propose to study the problem in a different norm associated with the matrix $L_p$ introduced in (9), denoted by $L^p_i$, and defined as follows for some $x \in \mathbb{R}^n$:

$$\|x\|_{L^p_i} := \sqrt{x^\top L^p_i x}.$$  

We show with the next proposition that this seminorm is a norm on $\mathcal{S}_{a,0}$, where we recall that $\mathcal{S}_{a,0}$ is the feasible set defined in (3) when $b = 0_d$ and corresponds to the kernel of $a^\top \otimes I_d$. For the particular case $d = 1$, $\mathcal{S}_{a,0}$ is the orthogonal complement of $a$.

**Proposition 3:** The seminorm $\|\cdot\|_{L^p_i}$ is a norm on $\mathcal{S}_{a,0}$.

**Proof:** By (22), $\|x\|_{L^p_i} = 0$ implies that $x$ must be in the kernel of the matrix $L^p_i$. From (9) we have $L^p_i = L^p_i \otimes I_d$, and since the kernel of $L^p_i$ is spanned by all the eigenvectors of $L^p_i$ corresponding to a zero eigenvalue, we get

$$\ker(L^p_i) = \{x \in \mathbb{R}^n : (a^\top \otimes I_d)x = 0_d \}.$$  

Since $x \in \mathcal{S}_{a,0}$, it must satisfy $(a^\top \otimes I_d)x = 0_d$, and we have

$$(a^\top \otimes I_d)x = (a_1 \otimes I_d)(a_2 \otimes w) = \|a\|^2 w$$

which is equal to $0_d$ only for $w = 0_d$.

If $x, y \in \mathcal{S}_{a,b}$, then $x - y$ belongs to $\mathcal{S}_{a,0}$, so that the norm $\|\cdot\|_{L^p_i}$ can be used to measure the distance between two vectors in the context of this work.

**B. Contraction of an Iteration**

Let us remind the update rule of the RCD algorithm defined in (7) for some positive step-size $h$ as

$$x^+ = x - hQ^{ij}\nabla f(x).$$

In the following proposition, we analyze the convergence of (23) with respect to the norm induced by $L^p_i$ defined in the previous section.

**Proposition 4:** Let a function $f(x) := \sum_{i=1}^n f_i(x_i)$ and $x^* := \arg \min_{x \in \mathcal{S}_{a,b}} f(x)$. Under Assumption 1, for any positive scalar

$$h \leq \frac{\lambda_2}{\lambda_n} \frac{2}{\alpha + \beta}$$

and for any initial point $x \in \mathcal{S}_{a,b}$, then the update rule (23) applied on the randomly selected pair of agents $(i, j) \in \mathcal{E}$ satisfies

$$E\left[\|x^+ - x^*\|^2_{L^p_i}\right] \leq \left(1 - 2h\alpha \lambda_2 + h^2 \alpha^2 \lambda_n\right)\|x - x^*\|^2_{L^p_i}.$$  

**Proof:** By definition

$$E\left[\|x^+ - x^*\|^2_{L^p_i}\right] = \sum_{(i,j) \in \mathcal{E}} p_{ij}\|x - hQ^{ij}\nabla f(x) - x^*\|^2_{L^p_i}$$

$$= \|x - x^*\|^2_{L^p_i} + h^2 \sum_{(i,j) \in \mathcal{E}} p_{ij}\|Q^{ij}\nabla f(x)\|^2_{L^p_i}$$

$$- 2h \sum_{(i,j) \in \mathcal{E}} p_{ij}\langle Q^{ij}\nabla f(x), L^p_i(x - x^*)\rangle.$$  

Since $L^p_i = \sum_{(i,j) \in \mathcal{E}} p_{ij} Q^{ij}$, it follows that

$$E\left[\|x^+ - x^*\|^2_{L^p_i}\right] = \|x - x^*\|^2_{L^p_i} + h^2 \sum_{(i,j) \in \mathcal{E}} p_{ij}\|Q^{ij}\nabla f(x)\|^2_{L^p_i}$$

$$- 2h\langle L^p_i\nabla f(x), L^p_i(x - x^*)\rangle.$$  

We first treat the second term of the right-hand side of (27). Remember from (11) that $Q^{ij}a = 0_n$, and from (4) that $\nabla f(x^*) = a \otimes \lambda^*$ for some $\lambda^* \in \mathbb{R}^d$. Hence, since $Q^{ij} = Q^{ij} \otimes I_d$ by definition

$$Q^{ij}\nabla f(x^*) = (Q^{ij} \otimes I_d)(a \otimes \lambda^*) = (Q^{ij}a) \otimes \lambda^* = 0_{nd}.$$  

It thus follows that

$$\|Q^{ij}\nabla f(x)^2_{L^p_i}\| = \|Q^{ij}(\nabla f(x) - \nabla f(x^*))\|^2_{L^p_i}$$

$$\leq \frac{1}{\lambda_2}\|Q^{ij}(\nabla f(x) - \nabla f(x^*))\|^2.$$  

where the inequality follows from the fact that the eigenvalues of $L^p_i$ are exactly those of $L^p_i$ repeated $d$ times (by [42, Th. 13.12]), so that the smallest and largest nonzero eigenvalues of $L^p_i$ are, respectively, $1/\lambda_n$ and $1/\lambda_2$, yielding for all $z \in \mathbb{R}^n$

$$\|z\|^2_{L^p_i} \leq \frac{1}{\lambda_2}\|z\|^2.$$  

Therefore, since $Q^{ij} = (Q^{ij})^\top = (Q^{ij})^2$, and using the fact that $\|z\|^2_{L^p_i} \leq (Q^{ij})^2$, it follows from (29)

$$\sum_{(i,j) \in \mathcal{E}} p_{ij}\|Q^{ij}\nabla f(x)^2_{L^p_i}\| \leq \frac{1}{\lambda_2}\|\nabla f(x) - \nabla f(x^*)\|^2_{L^p_i}$$

$$\leq \frac{\lambda_2}{\lambda_n}\|\nabla f(x) - \nabla f(x^*)\|^2.$$  

We now analyze the third term of the right-hand side of (27). From (28) we get

$$L^p_i\nabla f(x^*) = \sum_{(i,j) \in \mathcal{E}} p_{ij}Q^{ij}\nabla f(x^*) = 0_{nd}$$

yielding [37, Th. 2.11.12]

$$\langle \nabla f(x) - \nabla f(x^*), x - x^*\rangle \geq \frac{\beta^{-1}\|\nabla f(x) - \nabla f(x^*)\|^2}{1 + \kappa^{-1}}.$$
+ \frac{\alpha \|x - x^*\|^2}{1 + \kappa^{-1}}.

Hence, using the result above and (30), it follows that
\[
-2h\langle L_p \nabla f(x), L_p(x - x^*)\rangle \\
\leq -2h \beta^{-1}\|\nabla f(x) - \nabla f(x^*)\|^2 + \frac{\alpha \lambda_2 \|x - x^*\|^2}{1 + \kappa^{-1}}.
\]

Injecting (31) and (33) into (26) yields
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \left(1 - 2h \frac{\alpha \lambda_2}{1 + \kappa^{-1}}\right)\|x - x^*\|^2_{L_p} \\
+ \left(h^2 \frac{\lambda_n}{\lambda_2} - 2h \frac{\beta^{-1}}{1 + \kappa^{-1}}\right)\|\nabla f(x) - \nabla f(x^*)\|^2.
\]

Observe that if \(h \leq \frac{\lambda_n}{\lambda_2 + \alpha + \beta}\), then \(h^2 \frac{\lambda_n}{\lambda_2} - 2h \frac{\beta^{-1}}{1 + \kappa^{-1}} \leq 0\). As a consequence, (34) can be upper bounded using the definition of \(\alpha\)-strongly convex functions, and more specifically
\[
\|\nabla f(x) - \nabla f(x^*)\|^2 \geq \alpha^2 \lambda_2 \|x - x^*\|^2_{L_p}
\]
where we used the fact that \(\|x - x^*\|^2 \geq \lambda_2 \|x - x^*\|^2_{L_p}\). It follows that
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \|x - x^*\|^2_{L_p} + (h^2 \alpha^2 \lambda_n - 2h \alpha \lambda_2)\|x - x^*\|^2_{L_p}
\]
which concludes the proof.

It is clear that the constant of convergence is less than one if \(h \leq \frac{\lambda_n}{\lambda_2 + \alpha + \beta}\), which is thus satisfied on all its range of validity since \(h \leq \frac{2\lambda_2}{(\alpha + \beta)^2}\). We can then find the step-size, which minimizes (25) and the corresponding constant of convergence.

**Corollary 1:** The optimal constant of convergence in (25) under (24) is achieved for \(h^* = \frac{2\lambda_2}{(\alpha + \beta)^2}\), which yields
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \left(1 - \frac{\lambda_2^2}{\alpha + \beta}\right)\|x - x^*\|^2_{L_p}.
\]

Interestingly, Proposition 4 shows that linear convergence can be achieved by the RCD algorithm with respect to the norm induced by \(L_p\), with a constant of convergence similar to that of classical algorithms based on gradient descent [37], [38].

When only interactions occur in an open system, we have \(p_{ij} = 1\) and this corresponds to the application of the algorithm in a time-invariant optimization setting. Therefore, Proposition 4 also implies the linear convergence of the RCD algorithm in a closed system and we have the following corollary.

**Corollary 2 (Linear convergence in closed system):** Under the assumptions of Proposition 4, for time-invariant cost functions and any positive scalar \(h \leq \frac{2\lambda_2}{\lambda_n + \alpha + \beta}\), the RCD algorithm satisfies linear convergence with
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \left(1 - 2h \alpha \lambda_2 + h^2 \alpha^2 \lambda_n\right)\|x - x^*\|^2_{L_p}.
\]

Remark 5 (Complete graph): For the particular case of a complete graph with 1-D homogeneous agents and uniform probabilities, the eigenvalues of \(L_p\) are \(\lambda_2 = \lambda_n = \frac{1}{n-1}\) and the \(L_p\)-norm coincides with the Euclidean norm for all \(z = x - y\), where \(x, y \in \mathcal{S}_{a,b}\). Then, the result of Proposition 4 becomes
\[
\mathbb{E}\left[\|x^+ - x^*\|^2\right] \leq \left(1 - \frac{\alpha h}{n-1}(2 - \alpha h)\right)\|x - x^*\|^2.
\]

Since in that case by definition \(h \leq \frac{2\lambda_2}{\alpha + \beta} \leq \frac{1}{\alpha}\), it follows that
\[
\mathbb{E}\left[\|x^+ - x^*\|^2\right] \leq \left(1 - \frac{\alpha h}{n-1}\right)\|x - x^*\|^2
\]
which coincides with [31, eq. (13)]

**Remark 6 (Alternative rate):** Starting from (34) in the proof of Proposition 4, one can use a similar argument to derive the following alternative constant of convergence, valid for \(h \leq \frac{\alpha \lambda_2}{(\alpha + \beta)^2}\), with \(\kappa_L = \frac{\alpha \lambda_2}{2\lambda_2}\):
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \left(1 - 2\beta h \lambda_2 + h^2 \beta^2 \frac{\lambda_2^2}{2}\right)\|x - x^*\|^2_{L_p}.
\]

This result could be used in the rest of this work the same way as that of Proposition 4 for the corresponding step-size. This development is however omitted in this work.

### C. Homogeneous Agents and Uniform Probabilities

**Assumption 4:** The agents are homogeneous (i.e., \(a = 1\_n\)) and the probabilities of selecting the edges during the implementation of the RCD algorithm are uniform (i.e., \(p_{ij} = p\)).

For the particular case of homogeneous agents and uniform probabilities, the matrix \(L_p\) can be expressed as \(L_p = \frac{1}{n}L\) where \(L\) is the usual Laplacian matrix. In this case, the matrix \(L_p\) can be associated to an electrical circuit [43], and we can use the concept of effective resistance to find an upper bound for the step size of the algorithm independently of \(\lambda_2\).

Hence, the following proposition provides an alternative bound for the convergence of the RCD algorithm in the specific case described above, and can be used in the same way as that of Proposition 4 in the remainder of this work for that case. However, for the sake of generality, we express the main result in the next section only in terms of Proposition 4.

**Proposition 5:** Let a function \(f(x) := \sum_{i=1}^n f_i(x_i)\) and \(x^* := \arg \min_{x \in \mathcal{S}_n} f(x)\). Under Assumptions 1 and 4, for any positive scalar
\[
h \leq \frac{2p}{\lambda_n + \alpha + \beta},
\]
and for any initial point \(x \in \mathcal{S}_{a,b}\), then the update rule (23) applied on the randomly selected pair of agents \((i, j) \in \mathcal{E}\) satisfies
\[
\mathbb{E}\left[\|x^+ - x^*\|^2_{L_p}\right] \leq \left(1 - 2h \alpha \lambda_2 + \frac{h^2 \alpha^2 \lambda_2 \kappa_L}{2p}\right)\|x - x^*\|^2_{L_p}.
\]

**Proof:** Since the matrices \(Q^{ij}\) are idempotent, the summation term of the second element in (27) can be expressed as
\[
\|Q^{ij} \nabla f(x)\|^2_{L_p} = \langle Q^{ij} \nabla f(x), Q^{ij} L^i_p Q^{ij} \nabla f(x)\rangle.
\]

Then, we can use an upper bound for the quadratic form and we obtain for each term
\[
\|Q^{ij} \nabla f(x)\|^2_{L_p} \leq \|Q^{ij} \nabla f(x)\|^2 \lambda_{\max}(Q^{ij} L_p Q^{ij}).
\]
Now, the matrix $Q^j L_i^p Q^{ij}$ is given by

$$Q^j L_i^p Q^{ij} = (Q^j L_i^p Q^{ij}) \otimes I_d$$

which implies that $\lambda_{\text{max}}(Q^j L_i^p Q^{ij}) = \lambda_{\text{max}}(Q^j L_i^p Q^{ij})$. Then, we have

$$Q^j L_i^p Q^{ij} = \frac{1}{2} \left( [L^p_{ij}]_{ii} + [L^p_{ij}]_{jj} - 2[L^p_{ij}]_{ij} \right) Q^{ij} = \frac{1}{2} r_{ij} Q^{ij}$$

where $r_{ij}$ is the effective resistance between the agents $i$ and $j$. Since there is an edge between $i$ and $j$, we have $r_{ij} \leq 1/p$. Then, we have the following upper bound for the largest eigenvalue:

$$\lambda_{\text{max}}(Q^j L_i^p Q^{ij}) \leq \frac{1}{2p} \text{ for all } (i, j) \in E$$

and we get

$$\sum_{(i, j) \in E} p_{ij} \| Q^j \nabla f(x) \|_{L_p}^2 \leq \frac{1}{2p} \| \nabla f(x) - \nabla f(x^*) \|_{L_p}^2 \leq \frac{\lambda_n}{2p} \| \nabla f(x) - \nabla f(x^*) \|_{L_p}^2$$

which replaces (31). The rest of the proof follows the same steps as in the proof of Proposition 4.

Similarly to Proposition 4, the constant of convergence is strictly decreasing if $h \leq \frac{4p}{\lambda_n} \mu$, which is always satisfied since $h \leq \frac{4p}{\lambda_n} \mu$. Here, we can also find the optimal step size for the algorithm, and the corresponding constant of convergence.

**Corollary 3:** The optimal constant of convergence in (38) under (37) is achieved for $h^* = \frac{4p}{(\alpha + \beta) \lambda_n}$, which yields

$$\mathbb{E} \left[ \| x^{k+1} - x^* \|_{L_p}^2 \right] \leq \left( 1 - 2p \frac{\lambda_n^2}{\lambda_n} \sqrt{\frac{\alpha}{\lambda_n}} \right) \| x^* \|_{L_p}^2.$$

**Remark 7:** The upper bound for the step size derived in Proposition 5 is better suited for graphs with a small $\lambda_2$ (also known as algebraic connectivity), that is, nonrobust networks that can be easily disconnected [44]. If we denote by $\mu$ the eigenvalues of $L$, which satisfy $\lambda = \frac{1}{2} \mu$, then for Proposition 4 the step size must satisfy $h \leq \frac{\mu}{\lambda_n} \alpha + \beta$ while for Proposition 5 the step size is upper bounded by $h \leq \frac{\mu}{\lambda_n} \alpha + \beta$.

Analogously to Corollary 2, an alternative constant of convergence for the RCD algorithm in a closed system is guaranteed by Proposition 5 for these particular conditions.

**V. CONVERGENCE OF RCD IN OPEN SYSTEM**

Let us define the ratio

$$\rho_R := \frac{1 - p_U}{p_U}$$

which characterizes the expected number of replacements happening in the system between two consecutive RCD updates. In particular, when $\rho_R \to 0$, then the system converges to a closed system, and when $\rho_R \to \infty$, then replacements become so frequent that RCD updates are negligible.

In the following theorem we present the main result of this work, in which we characterize a family of constants of convergence $A_{\eta}$ and upper bounds on the asymptotic expected error $\Gamma_{\eta}$ for the RCD algorithm in open system. Those depend on the parameter $\eta$, which comes from the analysis itself and allows exploiting the separate analysis of the effects of RCD updates and replacements enabled by Assumption 3.

**Theorem 1:** Let $M_{n, \kappa} = \frac{1}{\kappa} M_{n, \kappa}$ with $M_{n, \kappa}$ defined in (16), and let $\bar{\eta} := \rho_R \frac{M_{n, \kappa}}{\kappa}$. In the setting described in Section II, the sequence of estimates $x^k$ generated by the iteration rule (23) with $h \leq \frac{\mu}{\lambda_n} \alpha + \beta$ satisfies for all $k$ and for any $\eta > \bar{\eta}$

$$\mathbb{E} \left[ \| x^{k+1} - x^* \|_{L_p}^2 \right] - \Gamma_{\eta} \leq A_{\eta} \left( \mathbb{E} \left[ \| x^k - x^* \|_{L_p}^2 \right] - \Gamma_{\eta} \right)$$

with

$$A_{\eta} := 1 - p_U \alpha h (2 \lambda_2 - \alpha \lambda_n h) + (1 - p_U) \frac{M_{n, \kappa}}{\eta}$$

$$\Gamma_{\eta} := \frac{(1 - p_U) M_{n, \kappa} (\eta + M_{n, \kappa}) \eta}{p_U \eta h (2 \lambda_2 - \alpha \lambda_n h) - (1 - p_U) M_{n, \kappa}}.$$

**Proof:** Let us denote $C^k := \| x^k - x^* \|_{L_p}^2$. From Assumption 3, we have

$$\mathbb{E} \left[ C^{k+1} \right] = p_U \mathbb{E} \left[ C^{k+1} + 1 \right] + (1 - p_U) \mathbb{E} \left[ C^{k+1} \right]$$

where $U$ and $R$, respectively, stand for the occurrence of an RCD update and a replacement event. Proposition 4 then yields for $h \leq \frac{\mu}{\lambda_n} \alpha + \beta$,

$$\mathbb{E} \left[ C^{k+1} \right] \leq (1 - 2 \alpha h + \lambda_n \alpha h^2) \mathbb{E} \left[ C^k \right].$$

Under a replacement event, we have $x^{k+1} = x^k$, and hence Proposition 2 yields

$$\mathbb{E} \left[ C^{k+1} \right] = \mathbb{E} \left[ \| x^{k+1} - x^* \|_{L_p}^2 \right] \leq \mathbb{E} \left[ \| x^k - x^* \|_{L_p}^2 + \| x^k - x^{k+1, *} \|_{L_p}^2 \right] \leq \mathbb{E} \left[ \left( \sqrt{C^k} + M_{n, \kappa} \right)^2 \right].$$

Injecting (47) and (48) into (46) then yields the following nonlinear recurrence

$$\mathbb{E} \left[ C^{k+1} \right] \leq (1 - p_U \alpha h (2 \lambda_2 - \alpha \lambda_n h)) \mathbb{E} \left[ C^k \right] + (1 - p_U) \left( 2 M_{n, \kappa} \mathbb{E} \left[ \sqrt{C^k} \right] + M_{n, \kappa}^2 \right).$$

Since $2 \alpha h + \lambda_n h^2$ holds for all $x \geq 0$ and $\eta > 0$, we obtain

$$\mathbb{E} \left[ C^{k+1} \right] \leq \left( 1 - p_U \alpha h (2 \lambda_2 - \alpha \lambda_n h) + (1 - p_U) \frac{M_{n, \kappa}}{\eta} \right) \mathbb{E} \left[ C^k \right] + (1 - p_U) M_{n, \kappa} (\eta + M_{n, \kappa}).$$

Observe that $p_U \alpha h (2 \lambda_2 - \alpha \lambda_n h) + (1 - p_U) \frac{M_{n, \kappa}}{\eta} < 1$ for $\eta > \bar{\eta}$, so that solving the linear recurrence yields the conclusion.

Choosing an acceptable value for $\eta$ therefore allows characterizing a specific constant of convergence and upper bound among the family defined in Theorem 1, and in particular allows tuning the tradeoff between convergence speed and asymptotic error (e.g., as the former tends to decay when the latter gets...
very large). Notice that the setting of Theorem 1 guarantees that the contraction rate satisfies $A_\eta < 1$ (which is ensured for any $\eta > \bar{\eta}$) for any parameterization of the system (as long as $\rho_R < \infty$, i.e., if updates happen). Hence, $\Gamma_\eta$ provides an upper bound on the asymptotic expected error, and a few algebraic manipulations yield

$$\limsup_{k \to \infty} \mathbb{E} \left[ \frac{\|x^k - x^\star,e\|^2}{L_p} \right] \leq \Gamma_\eta = \frac{\bar{\eta}(M_{n,\kappa} + \bar{\eta})}{1 - \bar{\eta}/\eta}. \quad (50)$$

When $\eta \to \infty$, the contraction rate becomes minimal, (i.e., $A_\eta \to 1 - p_U \alpha h(2\lambda_2 - \kappa_n \alpha h)$), and the asymptotic error diverges. Observe that for $\eta > \bar{\eta}$, then $\Gamma_\eta$ is convex, and one can determine the value of $\eta$ that minimizes the upper bound on the asymptotic expected error $\Gamma_\eta$, as presented in the following corollary.

**Corollary 4:** When $\eta = \eta^* = \bar{\eta}(1 + \sqrt{1 + M_{n,\kappa} / \bar{\eta}})$, the convergence of the RCD algorithm in open system is guaranteed with minimal upper bound on the asymptotic error $\Gamma_\eta$, and

$$A_{\eta^*} = 1 - p_U \alpha h(2\lambda_2 - \kappa_n \alpha h) \frac{1 + M_{n,\kappa} / \bar{\eta}}{1 + \sqrt{1 + M_{n,\kappa} / \bar{\eta}}} \quad (51)$$

$$\Gamma_{\eta^*} = (\eta^*)^2 = \bar{\eta}^2 \left( 1 + \sqrt{1 + M_{n,\kappa} / \bar{\eta}} \right)^2 \quad (52)$$

where we recall that $\bar{\eta} := \rho_R \alpha h(M_{n,\kappa} / (2\lambda_2 - \kappa_n \alpha h))$.

**Proof:** Observe that $\Gamma_\eta$ is convex for $\eta > \bar{\eta}$, and we have $\frac{d}{d\eta} \Gamma_\eta_{|\eta=\eta^*} = 0$ with $\eta^* = \arg \min_{\eta > \bar{\eta}} \Gamma_\eta$. Hence, we compute

$$\frac{d}{d\eta} \Gamma_\eta = \frac{\bar{\eta}}{(\eta - \bar{\eta})^2} (\eta^2 - 2\bar{\eta} \eta - M_{n,\kappa} \bar{\eta}) = 0 \quad (53)$$

which is satisfied for

$$\eta_1^* = \bar{\eta} + \sqrt{\bar{\eta}^2 + M_{n,\kappa} \bar{\eta}}; \quad \eta_2^* = \bar{\eta} - \sqrt{\bar{\eta}^2 + M_{n,\kappa} \bar{\eta}}.\,$$

Since $\eta_2^* < \bar{\eta}$, it must be rejected, and it follows that:

$$\eta^* = \bar{\eta} + \sqrt{\bar{\eta}^2 + M_{n,\kappa} \bar{\eta}} = \bar{\eta} \left( 1 + \sqrt{1 + M_{n,\kappa} / \bar{\eta}} \right).$$

We can then compute

$$A_{\eta^*} = 1 - p_U \alpha h(2\lambda_2 - \kappa_n \alpha h + (1 - p_U)M_{n,\kappa} / \bar{\eta} (1 + \sqrt{1 + M_{n,\kappa} / \bar{\eta}})$$

and a few algebraic manipulations yield (51). Now observe that $\Gamma_\eta = \eta^2$ if and only if

$$\eta^2 - 2\bar{\eta} \eta - M_{n,\kappa} \bar{\eta} = 0$$

which is equivalent to (53) for $\eta > \bar{\eta}$, so that the solution is $\eta^*$. Hence, $\Gamma_{\eta^*} = (\eta^*)^2$, which yields (52). \qed

**Remark 8:** The bound $\Gamma_\eta$ in (50) depends on $M_{n,\kappa}$ and $\bar{\eta}$, which itself depends on $M_{n,\kappa}$ and other parameters as well. In fact, $\bar{\eta}$ can be interpreted as the ratio between the spurious effect of replacements and the advantageous effect of RCD steps on the error. Briefly, this means that the greater the effect of replacements and the smaller that of updates (as discussed in the previous sections), then the larger the asymptotic error.

Observe that Theorem 1 and Corollary 4 provide upper bounds on the expected error of the algorithm, and therefore induce a certain conservatism with respect to the actual error. This essentially follows from Proposition 2 whose aim is to bound the additive error injected at one single replacement, whereas tighter bounds might be derived on the sum of those additive errors. This is especially true as $\rho_R$ grows.

When no replacements happen, i.e., $\rho_R \to 0$, then the system behaves as a closed system, and we retrieve the corresponding convergence behavior: the expected asymptotic error $\Gamma_\eta \to 0$ and the contraction rate $A_{\eta} \to 1 - \alpha h(2\lambda_2 - \kappa_n \alpha h)$ for all $\eta > 0$, consistently with the constant of convergence of the RCD in closed system derived in (25). By contrast, as $\rho_R$ gets larger, i.e., as replacements become more frequent, then the expected asymptotic error increases, and the contraction rate $A_{\eta}$ gets closer to 1 (observe that $A_{\eta} < 1$ remains true as long as $\rho_R < \infty$). In the particular limit case where $\rho_R \to \infty$, then the minimal upper bound on the expected asymptotic error becomes $\Gamma_{\eta} \to 4\bar{\eta} \to \infty$ and $A_{\eta} \to 1$.

Interestingly, within the allowed range of $h$, $\Gamma_{\eta}$ decays as the step-size $h$ increases, suggesting that choosing $h$ as large as possible leads to the smallest value for the upper bound on the expected asymptotic error $\Gamma_{\eta}$. This means that the only limitation on the choice of the step-size comes from the analysis of the algorithm in closed system ($h \leq \frac{\lambda_1}{2\lambda_2 - \kappa_n \alpha h}$ from Proposition 4 in our case), and that no particular precaution should be taken regarding the open character of the system.

**Remark 9:** The methodology we used in this section can easily be extended to other algorithms than the RCD algorithm. In particular the results of Theorem 1 and Corollary 4 can be adapted to any algorithm with linear convergence in closed systems, that is, such that

$$\|x^+ - x^e\|^2_{L_p} \leq K\|x - x^e\|^2_{L_p}$$

with some positive $K < 1$. In that case, the same constant of convergence as that presented in Theorem 1 is obtained with

$$A_{\eta} := 1 - p_U (1 - \kappa) + (1 - p_U) M_{n,\kappa} / \eta \quad (55)$$

$$\Gamma_{\eta} := \frac{(1 - p_U M_{n,\kappa} \eta + M_{n,\kappa} \eta)}{p_U \eta (1 - 1 - p_U M_{n,\kappa} \eta). \quad (56)}$$

We can show that convergence can be guaranteed in open system following a similar argument as that used to prove Theorem 1 if $K < 1$. Hence, this analysis can be applied e.g., to the results presented in Proposition 5 or in Remark 6.

To illustrate the results of Theorem 1, we consider systems with piecewise quadratic local cost functions $f_i$; for $\varphi_{i1}, \varphi_{i2} \in [\eta, \frac{\bar{\eta}}{2}]$, the cost function $f_i$ is given by

$$f_i(x_i) = \begin{cases} \varphi_{i1}(x_i - \nu_i)^2, & \text{if } x_i < \nu_i \\ \varphi_{i2}(x_i - \nu_i)^2, & \text{if } x_i \geq \nu_i \end{cases} \quad (57)$$

where $\nu_i$ is the minimizer of $f_i$ satisfying Assumption 2. Such function therefore satisfies Assumption 1 as well. Observe that no assumption on the way we choose the local cost function $f_i$ of a joining agent at replacements is required in the derivation of our results. Hence, we consider two possible cases for that choice: random, where the parameters $\varphi_{i1}$ and $\varphi_{i2}$ are uniformly...
In Fig. 4, we compare the simulated performance in both replacement cases with the upper bound from Corollary 4 for a ring graph with homogeneous agents and a complete graph with heterogeneous agents. By contrast with the previous illustrations, the ring graph setting implies a different, sparse topology which thus reduces the range of validity for the step-size $h$ due to the small value of $\lambda_2$ that does not scale with $n$. Similarly, the heterogeneous setting impacts $\lambda_2$ and consequently reduces the range of $h$, due to the imbalance in $L_{p,\beta}$. Those moreover affect the behavior of the norm $\|\cdot\|_{L_{p,\beta}}^2$. Furthermore, the heterogeneous setting influences $M_{n,\kappa}$ as well, and hence increases the effect of replacements on the bounds. Nevertheless, even though they differ quantitatively, the results of Fig. 4 are qualitatively similar to the case of the complete graph with homogeneous agents presented in Fig. 3.

VI. CONCLUSION

We have studied the behavior of the distance to the minimizer for the resource allocation problem and proved linear convergence of the RCD algorithm in an appropriate norm for the closed system. We analyzed the algorithm for a general graph topology and possible heterogeneous agents in an open multiagent systems scenario when agents can be replaced during the iterations. Under replacement events, we proved that for an appropriate step-size, the algorithm cannot converge to the instantaneous minimizer due to the perturbations generated by the replacements but is stable. We derived an upper bound for the error in expectation, which depends on the variation of the minimizer due to replacements and the frequency of these events.

A natural continuation of this work would be to handle the case where the budget and weights in the constraint can vary in time. Also, it would be interesting to consider more general equality constraints between the states of the agents and block updates at each iteration [43], such that the optimization is performed along more than one edge. Finally, a possible varying size of the system is an interesting direction for future work, where agents could join and leave the network independently of the current state of the system. This extension would however introduce a significant amount of new challenges, especially regarding the impact of (dis)connections of agents in terms of both graph properties and vector dimensions in our analysis.

APPENDIX

A. Proof of Lemma 1

Let us consider some $x \in \mathcal{S}_{a,b}$ such that $x \notin B(0, R_{b,n})$, and let $\bar{x}^\ast = \arg\min_{x \in \mathcal{S}_{a,b}} f(x)$ denote the global minimizer without constraint. We have $\|x\| > R_{b,n}$ by definition and $\|\bar{x}^\ast\| \leq \sqrt{n}c$ since $\bar{x}^\ast \in B(0, c)^n$, and it thus follows that $\|x - \bar{x}^\ast\| > R_{b,n} - \sqrt{n}c$. Hence, since $f$ is $\alpha$-strongly convex, and since $f(\bar{x}^\ast) = 0$ from Assumption 2, we have

$$f(x) \geq \frac{\alpha}{2}\|x - \bar{x}^\ast\|^2 > \frac{\alpha}{2} n \left(\sqrt{nc} + \frac{\|b\|}{\|a\|}\right)^2 = \frac{\beta}{2} \left(n \sqrt{c} + \frac{\|b\|}{\|a\|}\right)^2.$$

Now let us define $x_b := \frac{1}{\|a\|} \left(\|a\| \times I_d\right) b$, which is a feasible point with norm $\|x_b\| = \frac{\|b\|}{\|a\|}$. Since $f$ is $\beta$-smooth, and since $f(\bar{x}^\ast) =$
0 from Assumption 2, we get

\[ f(x_b) \leq \frac{\beta}{2} \| x_b - \bar{x} \|^2 \leq \frac{\beta}{2} \left( \sqrt{n}c + \frac{\| b \|}{\| a \|} \right)^2. \]

Finally, since \( x_b \in \mathcal{S}_{a,b} \), we have \( f(x^*) \leq f(x_b) \) by definition. Combining all the inequalities above then yields

\[ f(x) > \frac{\beta}{2} \left( \sqrt{n}c + \frac{\| b \|}{\| a \|} \right)^2 \geq f(x_b) \geq f(x^*) \]

which implies that \( x \) cannot be the minimizer of the problem and concludes the proof.

### B. Proof of Lemma 2

Let us denote \( \bar{x}_i^* \) the minimizer of \( f_i \) without constraint which satisfies \( f_i(\bar{x}_i^*) = 0 \) and \( \nabla f_i(\bar{x}_i^*) = 0 \). From \( \beta \)-smoothness of the local functions we have [37, Th. 2.1.5]

\[ \| \nabla f_i(\bar{x}_i^*) \|^2 \leq \beta(\| f_i(\bar{x}_i^*) \|, \bar{x}_i - \bar{x}_i^*). \]

Then, from the optimality condition (4)

\[ a_i^* \| \lambda^* \|^2 \leq \beta(\lambda^*, a_i(\bar{x}_i - \bar{x}_i^*)). \]

By summing over all the \( i \), we obtain

\[ \| a \|^2 \| \lambda^* \|^2 \leq \beta(\lambda^*, \sum_{i=1}^n a_i(\bar{x}_i - \bar{x}_i^*)). \]

We use the Cauchy–Schwarz inequality to get

\[ \| a \|^2 \| \lambda^* \|^2 \leq \beta \| \lambda^* \| \| \sum_{i=1}^n a_i(\bar{x}_i - \bar{x}_i^*) \| \]

and by using the triangle inequality and the fact that \( \sum_{i=1}^n a_i \bar{x}_i = b \) we obtain

\[ \| \lambda^* \| \leq \frac{\beta}{\| a \|^2} \left( \| b \| + \| \sum_{i=1}^n a_i \bar{x}_i^* \| \right) \]

\[ \leq \frac{\beta}{\| a \|^2} \left( \| b \| + \| a \| \| a \| \right) \]

which corresponds to (13). From \( \alpha \)-strongly convexity of the local functions we have

\[ \alpha \| x_i - \bar{x}_i^* \| \leq \| \nabla f_i(x_i) \|. \]

By using the reverse triangle inequality and the optimality condition we get

\[ \| x_i^* \|^2 \leq \frac{1}{\alpha} \| a_i \lambda^* \| + \| \bar{x}_i^* \| \leq \frac{a_i}{\alpha} \| \lambda^* \| + c. \]  

Equation (14) then follows from combining (13) and (58).

### C. Proof of Proposition 2

#### a) Proof that \( \psi_{n,k} \) is an upper bound:

Observe that \( x^{(1)}, x^{(2)} \in \mathbb{B}(0, d, R_b, k) \) from Lemma 1, so that

\[ \| x^{(1)} - x^{(2)} \|^2 \leq 2 \left( \| x^{(1)} \|^2 + \| x^{(2)} \|^2 \right) \leq 4R_b^2, \]

which yields that \( \psi_{n,k} \) is an upper bound.

#### b) Proof that \( \chi_{n,k} \) is an upper bound:

We remind the reader that for \( i = 1, \ldots, n-1 \), we have \( \nabla f_i(x_i^{(q)}) = a_i \lambda^{(q)} \), with \( q = 1, 2 \). From \( \alpha \)-strongly convexity of the local functions, it follows that for all \( i = 1, \ldots, n-1 \)

\[ a_i (\lambda^{(1)} - \lambda^{(2)}), x_i^{(1)} - x_i^{(2)} \geq \alpha \| x_i^{(1)} - x_i^{(2)} \|^2. \]

Let us define \( y^{(q)} \in \mathbb{R}^{d(n-1)} \) the vector such that \( y_i^{(q)} = x_i^{(q)} \) for \( q = 1, 2 \) and for \( i = 1, \ldots, n-1 \). Using the fact that \( \sum_{i=1}^n a_i x_i^{(q)} = b \) for \( q = 1, 2 \) and summing up the above inequalities over all \( i = 1, \ldots, n-1 \) yields

\[ a_n (\lambda^{(1)} - \lambda^{(2)}), x_n^{(1)} - x_n^{(2)} \geq \alpha \| y^{(1)} - y^{(2)} \|^2 \]

where we used the fact that \( \sum_{i=1}^{n-1} a_i x_i^{(q)} + a_n x_n^{(q)} = b \). By using Cauchy–Schwarz inequality and triangle inequality we obtain

\[ \| y^{(1)} - y^{(2)} \|^2 \leq \frac{a_n}{\alpha} \left( \| \lambda^{(1)} \| \| \lambda^{(2)} \| \right) \left( \| x_n^{(1)} \| + \| x_n^{(2)} \| \right). \]

Then, we use (13) and (14) to get

\[ \| y^{(1)} - y^{(2)} \|^2 \leq 4 \left( \frac{a_n}{\| a \|^2 \| b \| + c} \| a \| + c \right). \]  

By definition we have

\[ \| x^{(1)} - x^{(2)} \|^2 \leq 2 \left( \| y^{(1)} - y^{(2)} \|^2 + \| x_n^{(1)} - x_n^{(2)} \|^2 \right). \]

We apply triangle inequality and (14) to obtain

\[ \| x^{(1)} - x^{(2)} \|^2 \leq 4 \left( \| y^{(1)} - y^{(2)} \|^2 + \| x_n^{(1)} \|^2 + \| x_n^{(2)} \|^2 \right) \]

\[ \leq 4 \left( \| y^{(1)} - y^{(2)} \|^2 + 2 \left( \| x_n^{(1)} \|^2 + \| x_n^{(2)} \|^2 \right) \right) \]

\[ \leq 4 \left( \| y^{(1)} - y^{(2)} \|^2 + 4 \left( \frac{a_n}{\| a \|^2 \| b \| + c} \| a \| + c \right) \right). \]

Finally, the result (18) yields by combining (59) and (61) and using the fact that \( a_n \leq a_i \).

#### c) Proof that \( \theta_{n,k} \) is an upper bound:

Since the functions are \( \alpha \)-strongly convex and \( \beta \)-smooth, we have that for all \( i = 1, \ldots, n-1 \)

\[ a_i (1 + \kappa^{-1}) (\lambda^{(1)} - \lambda^{(2)}, x_i^{(1)} - x_i^{(2)}) \]

\[ \geq \beta^{-1} a_i^2 \| \lambda^{(1)} - \lambda^{(2)} \|^2 + \alpha \| x_i^{(1)} - x_i^{(2)} \|^2. \]

By summing up the above inequalities over all \( i = 1, \ldots, n-1 \) yields

\[ a_n (1 + \kappa^{-1}) (\lambda^{(1)} - \lambda^{(2)}, x_n^{(2)} - x_n^{(1)}) \]

\[ \geq m \beta^{-1} \| \lambda^{(1)} - \lambda^{(2)} \|^2 + \alpha \| y^{(1)} - y^{(2)} \|^2 \]

where \( m = \sum_{i=1}^{n-1} a_i^2 \). By using Cauchy–Schwarz inequality we obtain

\[ a_n (1 + \kappa^{-1}) \| \lambda^{(1)} - \lambda^{(2)} \| \| x_n^{(2)} - x_n^{(1)} \| \]

\[ \geq m \beta^{-1} \| \lambda^{(1)} - \lambda^{(2)} \|^2 + \alpha \| y^{(1)} - y^{(2)} \|^2. \]
This can be written as follows:
\[
\alpha \|y^{(1)} - y^{(2)}\|^2 \leq \phi(\|x^{(1)} - x^{(2)}\|)
\]
(62)
where
\[
\phi(z) = -m\beta^{-1}z^2 + a_n(1 + \kappa^{-1})\|x_n^{(2)} - x_n^{(1)}\|z.
\]
Since \(\phi\) is a concave parabola, there exists \(\phi^* = \max_z \phi(z) < \infty\) such that \(\phi(z) \leq \phi^*\) for all \(z\) given by
\[
\phi^* = \frac{a_n^2(1 + \kappa^{-1})^2\|x_n^{(2)} - x_n^{(1)}\|^2}{4m\beta^{-1}}
\]
and it follows by using (62) that
\[
\|y^{(1)} - y^{(2)}\|^2 \leq \frac{a_n^2(1 + \kappa^{-1})^2\|x_n^{(1)} - x_n^{(2)}\|^2}{\alpha\beta^{-1}} \leq \left(\sqrt{\kappa} + \frac{1}{\sqrt{\kappa}}\right)^2 \frac{a_n^2}{4}\|x_n^{(1)} - x_n^{(2)}\|^2
\]
Equation (19) then follows from (60) using the fact that \(x_n^{(1)}\) and \(x_n^{(2)}\) are upper bounded by (14), which thus yields \(\theta_{n,\kappa}\), and the conclusion follows.
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