Linked Cluster Expansions via Hypergraph Decompositions

Matthias Mühlhauser and Kai Phillip Schmidt

Department of Physics, Friedrich-Alexander-Universität Erlangen-Nürnberg, Staudtstrasse 7, D-91058 Erlangen, Germany

We propose a hypergraph expansion which facilitates the direct treatment of quantum spin models with many-site interactions via perturbative linked cluster expansions. The main idea is to generate all relevant subclusters and sort them into equivalence classes essentially governed by hypergraph isomorphism. Concretely, a reduced König representation of the hypergraphs is used to make the equivalence relation accessible by graph isomorphism. During this procedure we determine the embedding factor for each equivalence class, which is used in the final resummation in order to obtain the final result. As an instructive example we calculate the ground-state energy and a particular excitation gap of the plaquette Ising model in a transverse field on the three-dimensional cubic lattice.

I. INTRODUCTION

Although graph decomposition methods have been employed already decades ago in order to obtain high-order series expansions of many-body systems [11,5], they continue to be a state of the art approach to perform calculations for quantum lattice models, for example using perturbative methods like high-temperature series expansions [6,7], Rayleigh-Schrödinger perturbation theory [5,10], perturbative continuous unitary transformations (pCUTs) [11-10] or non-perturbative numerical tools like exact diagonalization [17,19], density matrix renormalization group [20], and graph-based continuous unitary transformations [21,23] in the context of numerical linked cluster expansions. Historically the graph decomposition methods for high-order series expansions were exclusively applicable to extensive quantities like ground-state energies [1,2] or had to take into account also disconnected graphs [3,24]. It took some time until it was clear how to set up linked cluster expansions, where only connected graphs have to be considered, for non-extensive quantities like the excitation gap [24], two-particle properties [25,27] or multi-particle spectral densities [26,50]. Detailed reviews on high-order series expansions using graph decomposition techniques can be found in [31,52]. While for pairwise interactions it is straightforward to represent the involved clusters in terms of graphs, where the vertices correspond to sites and the edges represent interactions between the sites [6,33], this is usually not the case when interactions join multiple sites. However, some problem specific approaches to treat such many-site interactions in topologically ordered phases can be found in the literature [44,55].

Many-site interactions play an important role for several aspects in quantum many-body systems. In statistical physics, interesting critical properties arise due to three-body interactions like in the Baxter-Wu model [36,57] or quantum phase transitions with fractal properties [38]. In topological systems, there exist a collection of exactly solvable models with exotic physical properties like topological or fracton order which consist of commuting many-site operators - so called stabilizer codes [39]. Famous examples are Kitaev’s toric code [40] and its three-dimensional generalization [41,43], color codes [42,55], and string-net models [46] displaying long-range entangled ground states with topological order or three-dimensional fracton systems like the X-Cube model, the checkerboard model or Haah’s cubic code [47,48]. Another class of stabilizer codes with multi-site interactions are cluster-state Hamiltonians in the context of measurement-based quantum computation [49,51]. The exact solvability of these stabilizer codes has been the starting point for many fundamental investigations of the physical properties of such systems, e.g. their quantum robustness and associated quantum critical properties. High-order series expansions represent one important tool to study these questions [34,35,52-55]. In condensed matter physics, multi-site interactions are known to arise in strongly correlated Mott insulators like Hubbard systems in the limit of strong interactions [56,59]. In frustrated materials like the undoped high-Tc superconductors or corresponding quasi one-dimensional cuprate ladders, four-spin interactions are needed for a quantitative description of the magnetic properties [60,64]. In frustrated Mott insulators like the Hubbard model on the triangular lattice, four-spin interactions are expected to trigger exotic quantum spin liquid phases in the Mott insulating regime [58,59,69].

As a consequence, a general framework for performing linked cluster expansions in quantum many-body systems with multi-site interactions is highly desirable. From a conceptual point of view hypergraphs are a natural generalization of graphs to describe more complex relationships, where edges can connect more than two vertices [70,74]. Indeed, they have also been employed to represent molecular structures [75,76]. Additionally, the isomorphism problem for hypergraphs can be solved using conventional graph isomorphism as hypergraphs are uniquely defined by their König representation [71,77].

In this work we describe how these concepts can be used to perform a graph decomposition for many-site interactions. While in [59] we applied a similar technique to
study the X-Cube model in a magnetic field, we used the same assumptions as [82], i.e. that it can be written as

\[ H = H_0 + \lambda V. \]  

For the unperturbed part of the Hamiltonian we make the \( \lambda \) single perturbation parameter. The effective Hamiltonian of the form

\[ H_{\text{eff}} = H_0 + \sum_{\tau_{n,b}} \tau_{n,b} T_n, \]

where \( n \) is the global particle number-operator, \( n_i \) are local particle-number operators at the site \( i \), and \( H_0 \) is a constant. In the example presented in Sec. [IV] the local degrees of freedom on sites are one type of hardcore boson. However, a site can in principle host systems which feature several degrees of freedom, which are then commonly called supersites. The interaction \( V \) contains interactions between these sites. In contrast to the discussion in [82] we do not restrict ourselves to two-site interactions.

The effective Hamiltonian resulting from pCUTs is given as [11] [12]

\[ H_{\text{eff}} = H_0 + \sum_{\lambda} \sum_{\tau_{n,b}} \tau_{n,b} T_n, \]

with

\[ n = (m_1, \ldots, m_k), \]

\[ |n| = \text{dim}(n), \]

\[ T(n) = T_{m_1} \cdots T_{m_k}, \]

and the \( T_n \)-operators, which create \( n \) quasiparticles

\[ [Q, T_n] = nT_n. \]

The most important property of \( H_{\text{eff}} \) is \([H_{\text{eff}}, Q] = 0\) reflecting the quasi-particle conservation. The effective Hamiltonian \( H_{\text{eff}} \) is therefore block-diagonal in the number of quasi-particles so that the complicated quantum many-body problem is mapped to an effective few-body problem by pCUTs. This step is model-independent. The model-dependent step of pCUTs is to normal order \( H_{\text{eff}} \) in order to extract physical properties like ground-state energies, one-quasi-particle hopping amplitudes or two-quasi-particle interactions. This step is most efficiently done by calculating matrix elements of \( H_{\text{eff}} \) on finite clusters exploiting the linked-cluster property of pCUTs.

Obviously, every matrix element of \( H_{\text{eff}} \) can be straightforwardly evaluated on a single appropriately chosen cluster, but especially for high-order calculations these clusters tend to become very large making the evaluation of the effective Hamiltonian inefficient [83]. At this stage a graph decomposition can be employed to reduce the computational demands. A first step is to realize that the \( T_n \)-operators can be decomposed into local operators [82]

\[ T_n = \sum_b \tau_{n,b}. \]

These local operators usually act only on a small number of sites which are joined by a bond \( b \), where they create \( n \) quasiparticles. Recall that in order to model many-particle interactions we allow bonds to connect multiple sites. Using this notion, the effective Hamiltonian is rewritten as

\[ H_{\text{eff}} = H_0 + \sum_{k=1}^{\infty} \lambda_k \sum_{\sum_{m_i=0}^{\tau_{n,b}=k} C(m) \tau_{n,b}} \tau_{n,b} \]

with

\[ \tilde{b} = (b_1, \ldots, b_k) \]

\[ |\tilde{b}| = \text{dim}(\tilde{b}) \]

\[ \tau_{n,b} = \tau_{m_1,b_1} \cdots \tau_{m_k,b_k} \].

Rearranging the sums we can extract the following expression for any bond sequence \( \tilde{b} \)

\[ V_{\tilde{b}} = \lambda_{|\tilde{b}|} \sum_{\sum_{m_i=0}^{\tau_{n,b}=|\tilde{b}|} C(m) \tau_{n,b}}, \]

and the effective Hamiltonian becomes

\[ H_{\text{eff}} = H_0 + \sum_{\tilde{b}} V_{\tilde{b}}. \]
Due to the linked cluster property of pCUT the contributions on disconnected subclusters $S$ vanish $^{[82,84]}$. This linked cluster property can be directly understood from the commutator structure of the effective Hamiltonian $^{[83]}$. A bond sequence $\vec{b}$ can be naturally associated to the subcluster of the full system, which exactly contains the bonds which are included in $\vec{b}$. Accordingly, the sum over bond sequences becomes a sum over connected subclusters $S$

\begin{align}
H_{\text{eff}} &= H_0 + \sum_{S} \sum_{\vec{b} \rightarrow S} V_{\vec{b}} \\
&= H_0 + \sum_{S} V_S,
\end{align}

where the subscript $\vec{b} \rightarrow S$ means that the sum runs over all bond sequences $\vec{b}$ associated to the same subcluster $S$, since individual bonds can be touched multiple times and in different orders. This implies that evaluating $V_S$ only processes which involve all bonds in $S$ have to be taken into account.

A crucial next step is to realize, that we do not have to evaluate $V_S$ on every subcluster, but only once for every equivalence class of subclusters. The actual equivalence relation depends on the matrix element $\langle \Phi | H_{\text{eff}} | \Psi \rangle$ for which the effective Hamiltonian is evaluated. In case $\langle \Phi | , | \Psi \rangle$ are the bare vacuum state ($n_i = 0 \forall i$) it is sufficient to identify isomorphic clusters. This is not the case for excited states, as the positions of excitations in the states $| \Phi \rangle, | \Psi \rangle$ matter. Generically, a matrix element of the effective Hamiltonian can be written as

\begin{equation}
\langle \Phi | H_{\text{eff}} | \Psi \rangle = \langle \Phi | H_0 | \Psi \rangle + \sum_{\mathcal{E}} N_{\mathcal{E}} \langle \Phi | V_{S \in \mathcal{E}} | \Psi \rangle = \langle \Phi | H_0 | \Psi \rangle + \sum_{\mathcal{E}} N_{\mathcal{E}} V_{\mathcal{E}},
\end{equation}

where $S \in \mathcal{E}$ labels a representative subcluster which is contained in the equivalence class $\mathcal{E}$, and $N_{\mathcal{E}}$ is the number of subclusters contained in $\mathcal{E}$. Obviously, the matrix element $V_{\mathcal{E}}$ can be decomposed, such that one factor is evaluated only on the subcluster, and the other is just the scalar product of the states on the remaining Hilbert space. Accordingly, the effective Hamiltonian is evaluated only on one subcluster per equivalence class, effectively exploiting symmetries of the model and the lattice. The price to pay is, that we have to find all equivalence classes and determine the embedding factors $N_{\mathcal{E}}$ $^{[83]}$, which in the presented approach are essentially obtained by counting the relevant subclusters, i.e. typically one does not have to count all subclusters but one can use process-specific properties like translational invariance for the ground-state energy or the finite extension of linked quantum fluctuations in case of hopping amplitudes.

For the calculation of ground-state expectation values, this graph decomposition approach also works with other methods to evaluate the matrix elements $V_{\mathcal{E}}$ on graphs like Takahashi's perturbation theory $^{[35,86]}$, Löwdin's partitioning technique $^{[53,87]}$, or matrix perturbation theory $^{[82]}$, because the series are unique on any graph and therefore do not depend on the employed method.

III. SCHEME

The presented scheme consists of two main parts: generating all relevant subclusters and sorting them into equivalence classes based on hypergraph isomorphism. Actually we are doing this on the fly, i.e., whenever we discover a relevant subcluster we check whether we already found an equivalent cluster before. In this way we accumulate a set of equivalence classes while we can also keep track of the corresponding embedding factors. For the sake of simplicity we assume that all bonds in the lattice are symmetry equivalent, and undirected, i.e., the local perturbation acts on all involved sites in the same way. We address in App. A how this scheme can be applied without these assumptions. We further note that a bond does never contain the same site more than once.

It is known that for conventional graphs first generating all relevant isomorphism classes and then calculating the respective embedding factors is more efficient $^{[31]}$. The presented scheme is no exception. However, our choice is justified taking into account that the generation of hypergraph isomorphism classes appears more challenging compared to the generation of graph isomorphism classes, although it is actually covered in the literature $^{[88]}$. Even if the problem of finding all relevant hypergraphs was solved, we would still expect the calculation of the embedding factors to be quite time-consuming.

A. Generation of relevant subclusters

The generation of subclusters is based on an algorithm presented in $^{[89]}$, which enumerates all connected subgraphs of a given (conventional) graph. Although this algorithm is described in the literature for conventional graphs the adaption for multi-site interactions described below is straightforward, as the concept to identify a connected subcluster by the set of its bonds is independent of the bond cardinality.

The algorithm starts from a single bond $b_1$ and builds connected subclusters by adding further bonds in a depth-first manner $^{[90]}$. The candidates to be appended are simply the bonds adjacent to the actual subcluster. If a feasible candidate is found, this bond is appended to the subcluster and the algorithm continues with the extended subcluster. The algorithm backtracks if no feasible candidate is found, i.e., it removes the last appended bond and marks it as forbidden. The bond remains forbidden until the algorithm backtracks one step further ensuring that every connected subcluster containing $b_1$ is found once and only once $^{[89]}$. Marking $b_1$ as forbid-
den and restarting the search from another bond \( b_2 \) will yield all connected subclusters which contain \( b_2 \) but do not contain \( b_1 \). So in order to find all connected subclusters the search has to be repeated from all possible starting bonds ignoring all the previous starting bonds during the search [89].

Obviously, this algorithm can be easily modified to produce all connected subclusters up to a given number of bonds by simply forcing it to backtrack when the maximum size is reached [89]. Additionally, the structure of the search tree makes it easy to incorporate heuristics [62] to discard unfruitful branches in advance.

For our purpose it is very useful that the algorithm actually allows to generate only the clusters, which intersect with a given set of bonds. For the calculation of hopping amplitudes this helps to only consider clusters which host fluctuations different from vacuum fluctuations, whereas for the calculation of the ground-state energy per bond, this is useful, as we can restrict the set of generated clusters to the clusters which actually contain this bond.

Interestingly, this algorithm has been combined with highly discriminating graph invariants to find all connected non-isomorphic subgraphs of a given graph [50]. However, while this approach yields exact results in some domains, it is only an approximate solution, as the proposed graph invariants were not complete, i.e., there exist non-isomorphic graphs, which have the same invariants [91, 91].

B. Sorting subclusters into equivalence classes

In the presented approach subclusters are sorted into equivalence classes based on hypergraph isomorphism. To this end subclusters are associated with the König representation of the corresponding hypergraph. The König representation of a hypergraph is a bipartite graph, where one partition represents the vertices of the hypergraph while the other partition represents the hyperedges [71]. Whenever a vertex is contained in a hyperedge, an edge connects the corresponding vertices in the bipartite graph. Taking into account the bipartition of the vertex set, this graph represents the hypergraph unambiguously [71, 72]. Accordingly, this representation enables us to use conventional graph isomorphism to discriminate isomorphism classes of subclusters. An example for the König representation of a hypergraph is shown in Fig. 1 [71, 72]. Note that one can easily distinguish individual sites by coloring the corresponding vertices in the König representation. With this adaption it is also possible to include information about the states involved in a matrix element and so also in this case one can distinguish equivalence classes by graph isomorphism.

In practice, we do not use the full König representation, but a reduced representation, which exploits that the number of sites in all bonds is equal, since we have assumed all bonds to be symmetry equivalent. So vertices of degree one in the vertex partition and adjacent edges can be ignored, if they do not carry any additional information. As a consequence, for calculations of ground-state energies all such vertices can typically be ignored, while for the calculation of hopping amplitudes the distinguished vertices, necessary to encode the initial and the final state of the actual matrix element, have to be kept.

We further perform isomorphism checks with the RI algorithm [83, 84] among the resulting graphs. Since such checks are typically rather expensive, we use a combination of graph invariants in order to apply these checks only to graphs which have the same invariants.

While just sorting the relevant subclusters into isomorphism classes is sufficient for the calculation of hopping amplitudes, one still has to apply some corrections for the calculation of the ground-state energy when exploiting symmetries like translations. In a conventional graph decomposition an edge of the graph is typically fixed to a certain bond in the lattice in order to remove redundancies due to existing symmetries like translations. In our approach, this corresponds to the requirement that this bond in the lattice has always a canonical location in the subclusters. If this requirement is not fulfilled on a subcluster, it is not counted as a valid embedding. We will not further elaborate on the details here, but refer to the example presented in Sec. IV, where we also comment on how to keep track of the embedding factors.

IV. APPLICATION

In this section we treat the plaquette Ising model [80, 95] in a transverse magnetic field on the cubic lattice [81] as a representative example. The Hamiltonian is given
\[ H = -\sum_i \sigma^z_i - \lambda \sum \Box \sigma^+_{i_1} \sigma^z_{i_2} \sigma^+_{i_3} \sigma^z_{i_4}, \]  

(17)

where \( \Box \) indicates that the sum runs over all plaquettes in the lattice, and the indices \( i_1, \ldots i_4 \) refer to the four sites at the corners of the respective plaquette. Interestingly, this model is dual to the relevant low-energy sector of the fractonic X-Cube model in a \( z \)-field [48, 81]. For this case we already obtained series expansions for the ground-state energy and excitations gaps of one- and two-particle excitations [55]. For the ground-state energy we also compared to quantum Monte Carlo simulations received from Trithep Devakul [96] which are also displayed in [55]. In the latter work we also made the first steps using graph decomposition techniques for fracton models. In the following we aim at treating this model about the high-field limit \( \lambda \ll 1 \) using high-order linked-cluster expansions. We will start by discussing how to calculate the ground-state energy using the presented approach in large detail. Afterwards we will briefly comment on how this scheme can be adapted to calculate hopping elements of quasiparticle excitations.

**A. Ground-state energy**

The ground state of the unperturbed system \( \lambda = 0 \) is given by the polarized state

\[ |\text{GS}\rangle = |\uparrow \cdots \uparrow\rangle. \]  

(18)

The action of each four-spin interaction in the perturbation flips the four \( \sigma^z \)-eigenvalues at the four sites of a plaquette.

**1. Mapping clusters to graphs**

First, we observe that bonds always connect four sites. Hence, the common interpretation of bonds as edges of a graph is hardly possible. At this point it is tentative to search for straightforward mappings. For the present problem a naive approach would consist in representing each plaquette by a vertex, and connecting pairs of these vertices by colored edges where the edge color encodes the amount of sites shared by the respective plaquettes. This naive mapping to conventional graphs already fails for clusters involving three plaquettes (see Fig. 2 for a counterexample). Obviously, if such a simple mapping is sufficiently discriminating for the problem at hand, it will very likely outperform the presented method. However, it is not always easy to find such a mapping and there can be some subtle pitfalls. Instead, we interpret the plaquettes as edges of a hypergraph, and use the König representation of this hypergraph to represent the isomorphism class of the subcluster. The relevant isomorphism classes up to two plaquettes are given in Fig. 3, while the classes for three plaquettes are illustrated in Fig. 2 showing that the presented approach correctly discriminates the two subclusters in Fig. 2. Clearly, using the full König graph will be very inefficient, especially in cases where bonds connect many sites. However, we can easily reduce the representation, by simply omitting vertices from the vertex partition which have degree one and the adjacent edges. In Figs. 3 and 4 it can be seen in the right column how this reduced representation simplifies the involved graphs.

**2. Identifying non-contributing clusters**

Another important consideration is to identify and discard subclusters which cannot contribute as early as possible. Heuristics to discard non-contributing clusters can be found in [3, 12, 23, 27]. As appropriate variants of these heuristics are also very useful for the problem at hand, we try to motivate two of them in the context of [17]. First, we distinguish between transitive and intransitive heuristics. While an intransitive heuristic only
FIG. 4. Different isomorphism classes of subclusters with three plaquettes. The columns are explained as in Fig. 3. In the left column subclusters are given as found in the actual lattice i.e. every plaquette corresponds to a bond, which links the four included sites. The central column is the König representation of the corresponding hypergraph. The right column gives a reduced König representation, which we can use here, because we know that all bonds have cardinality four, and that we do not have to distinguish the sites, because the ground state is simply a polarized state. In this order the involved graphs become more complicated and already at this stage a naive approach starts to fail, as shown in Fig. 2.

states that the cluster in question cannot contribute, a transitive heuristic also concerns clusters which are obtained by expanding this cluster during the search process up to a given order. The authors of [32] describe a transitive heuristic which filters out graphs based on the degrees of the involved vertices. The rationale behind this technique is the following: As the action of the perturbation at a bond flips all spin-eigenvalues affected by that bond, the perturbation is required to act an even amount of times on all sites in order to reobtain the vacuum state. Recalling that the perturbation has to act at least once on every bond in the subcluster, we see that for any site corresponding to a vertex of odd degree (odd-degree site), some bond adjacent to the respective site has to be touched multiple times by the perturbation. Of course, there can be multiple odd-degree sites in a single bond, but in the end this number is limited by the maximal bond cardinality in the system, which is four for the example at hand. So we find the condition

\[ N_{\text{odd}} \leq 4 \cdot (O_{\text{pert}} - N_{\text{bonds}}), \]

where \( N_{\text{odd}} \) is the number of odd-degree vertices in the vertex partition of the full König graph, \( N_{\text{bonds}} \) is the number of bonds (i.e. the number of vertices in the edge-partition) and \( O_{\text{pert}} \) is the desired perturbation order. If this condition is false, the investigated subcluster and all subclusters which are found by expanding it, can be discarded. This condition is very useful, especially if it is checked before the actual graph representation is calculated. Furthermore, it is also suited as a preliminary check for more involved techniques due to its simplicity.

While searching and classifying subclusters, we do have the information about the embedding of the subcluster into the whole system. Hence, we can determine, whether \((O_{\text{pert}} - N_{\text{bonds}})\) of all bonds in the system, can cover all odd-degree sites in the subcluster. For any pair of sites in the system, we store from the beginning of the calculation, whether they do share a common bond or not. We now try to find a lower bound on the number of bonds needed to cover all odd-degree sites. Accordingly, we search the minimum partition, i.e. the one with the smallest number of parts, of the odd-degree sites of the investigated subcluster such that sites which do not share a bond are in distinct parts. It is well known that such problems can be solved using graph coloring [98]. To this end we construct an auxiliary graph where we represent any odd-degree site of the investigated subcluster by a vertex, and add an edge whenever two odd-degree sites cannot be contained in the same bond. If the constructed graph is not \( r \)-colorable, with \( r = (O_{\text{pert}} - N_{\text{bonds}}) \), the investigated subcluster and all subclusters which are found by expanding it, can be discarded. Note that also this condition can be checked before the actual graph representation of the subcluster is calculated. An example and further details of this technique are given in appendix [32].

Furthermore, we also used an intransitive heuristic, which is also motivated by the fact that every site has to be touched an even number of times in order to recast the vacuum. The technique consists in finding the minimum number of bonds, which have to be duplicated in order to eliminate all odd-degree sites in a subcluster which represents an isomorphism class [3]. If the number of bonds of the appropriately extended cluster exceeds the maximum perturbation order, the entire isomorphism class is not relevant for the calculation.

We conclude with the general remark, that while in principle a small set of routines can be employed to deal with a variety of models, the heuristics are still strongly problem dependent and there are also many models where it is not possible to reduce the size of the search tree or the number of clusters which have to be considered during the final evaluation with such routines.
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3. Putting the pieces together

The vacuum energy is an extensive quantity so we aim
to calculate the vacuum energy per plaquette. As a starting
point we recall from Sec. III A that we could find all
connected subclusters up to a given number of bonds
which include a given starting bond. For further explana-
tions the vertex representing the starting bond will be
referred to as the first vertex. In order to find the num-
er of subclusters per plaquette, the first vertex must
always have a canonical location in the subclusters. If
this requirement is not fulfilled on a subcluster, it is not
counted as a valid embedding. Enforcing the canonical
location of the first vertex corresponds to fixing an hy-
peredge of the respective hypergraph to a bond in the
lattice similar to the description for conventional graphs in
[32]. As this requirement is considered during isomorphism
checking, we will continue with the sorting of the in-
stances into isomorphism classes. To sort a subcluster
into an isomorphism class, we use its reduced K¨ onig rep-
resentation as described in Sec. III B. We first calculate a
combination of heuristic graph invariants, and then per-
form isomorphism checks using the RI algorithm [33, 34]
among the already discovered graphs with the same in-
variants. If no isomorphic graph is found, we discovered
a new isomorphism class, which we insert into the list of
isomorphism classes with an embedding count of one. If an
isomorphic graph is found, we check whether there is
an isomorphism which preserves the first vertex, i.e., it
maps the first vertices of both graphs onto each other.
If such an isomorphism exists we increase the embedding
count of the respective equivalence class by one. If no
such isomorphism exists, the current instance is associ-
ated with another bond and the embedding count is not
increased. In this way, we define a canonical position for
the first vertex for every isomorphism class which for ex-
ample can be based on the first obtained representant.
Whenever we accept a subcluster based on the previous
criteria, we increase the embedding count by one. If the
canonical position of the first vertex is ambiguous, i.e.
the corresponding automorphism orbit contains multiple
elements, we need to correct the final embedding num-
ber dividing it by the size of the respective orbit. In
this way we find a list of subclusters and their embed-
ding numbers and can proceed to the final evaluation of
matrix elements, which can be done with the commonly
employed approaches like bookkeeping techniques [32] or
recursive subcluster subtraction schemes [31, 32].

4. Vacuum energy series

We calculated the vacuum energy per plaquette for
up to order twelve

\[
\begin{align*}
e_0 &= \frac{1}{3} \sum_{\lambda} \lambda^2 - \frac{133}{8} \frac{\lambda^4}{1536} - \frac{21427}{163840} \lambda^6 - \frac{87959384893}{254803968000} \\
&\quad - \frac{115181804621864639}{102736959897600000} \lambda^{10} \\
&\quad - \frac{1199864820008961969940451}{289964795614986240000000} \lambda^{12},
\end{align*}
\]

using L¨ owdin’s partitioning technique [52, 87] with a
bookkeeping technique [32] for the evaluation. After
proper rearrangements this agrees with the available re-
sult in order six obtained in [55]. We have therefore sig-
nificantly extended the maximal order of the vacuum en-
ergy series with our hypergraph approach.

B. Hopping elements

The calculation of hopping elements is quite analogue
to the previously described calculation of the vacuum
energy. The main difference is that we now need all sub-
clusters which contain at least one site which is occu-
pied, i.e., different from the local vacuum, in the initial
state. Furthermore any considered cluster should con-
tain all sites, which change their local state in the matrix
element of interest. Accordingly, we start the search pro-
cess several times, from all the bonds containing any of
the sites which are occupied in the initial state. Obvi-
ously, when we restart the search from a different bond,
all the previous starting bonds are ignored in order to
avoid duplicates as described in [39].

We also have to slightly modify the employed equiva-
lence relation, as the equivalence of subclusters now de-
pend crucially on the states involved in the matrix ele-
ment. To this end we distinguish the vertices based on
the associated local states. In our case it is sufficient to
distinguish between four possibilities, namely occupied in

\[
\begin{align*}
\begin{array}{c}
\lambda^2 \\
\lambda^4 \\
\lambda^6 \\
\lambda^8 \\
\lambda^{10} \\
\lambda^{12}
\end{array}
\end{align*}
\]
the initial state, occupied in the final state, both or none of the two. As a consequence, we have to slightly tweak the reduced representation which we used for the vacuum energy. This can be achieved by keeping the vertices of degree one which correspond to sites occupied in the final state, in the initial state, or in both states. In this setting simply testing for isomorphism is sufficient, and we do not need the first vertex to be in a canonical location as for the vacuum energy. The embedding counts of the isomorphism classes are simply given by the number of subclusters which belong to the given class.

Also the heuristics to discard non-contributing clusters or equivalence classes have to be adapted. This can be done by assuming that only sites which are unoccupied in the initial and final state require to be modified an even number of times by the perturbation. Depending on which technique is employed only these sites or vertices have to be counted or covered. For the problem at hand we can also require that sites which remain occupied have to be affected an even number of times by the perturbation, and sites which change their occupation number are touched an odd number of times. In addition we can employ another check, which determines whether all sites which have to be on the subcluster can be reached by expanding the subcluster up to a given number of bonds. If this is not the case the subcluster is not further expanded and discarded. The distances from the relevant sites can be calculated once before the actual search processes start.

To give an exemplary result we calculated the gap of two adjacent spin-flip excitations for the transverse field plaquette Ising model \([17]\), as this is the energetically lowest mobile excitation \([55, 99]\). Observing that the parity of the excitation number in each plane is conserved, one sees that single spin-flip excitations are immobile \([48]\), and the described two spin-flip excitations stay together as nearest neighbours with fixed orientation and can only move within a plane \([100]\). As a consequence, this particle sector can be diagonalized using Fourier transformation. The gap \(\Delta_2\) of the resulting dispersion is located at \(\vec{k} = 0\) and reads

\[
\Delta_2 = 4 - 4\lambda - 3\lambda^2 - \frac{17\lambda^3}{8} - \frac{1151\lambda^4}{192} - \frac{37165\lambda^5}{9216} - \frac{2591423\lambda^6}{122880} - \frac{6264944713\lambda^7}{530841600} - \frac{5707377242657\lambda^8}{6370099200} - \frac{2114517232207\lambda^9}{5308416000} - \frac{2169534326790862117\lambda^{10}}{5136847994880000},
\]

which coincides with the series up to order seven obtained in \([55]\). Here we evaluated the contributions of the subclusters using pCUT with a bookkeeping technique \([52]\). Again, our approach provides a significant extension of the maximal order (see also App. C).

V. CONCLUSION

In this work we presented a straightforward and relatively general approach to incorporate effective many-site interactions into graph decompositions. Although the involved methods and theoretical foundations are well established, we believe that the presented combination of all this to a general approach for multi-site interactions is valuable for perturbative linked cluster expansions of quantum many-body systems.

It is clear that the presented scheme cannot compete with the well established graph decomposition techniques \([31, 52]\) where they are applicable. One of the reasons is the large overhead of the internal representation of hypergraphs and related information. Furthermore, our approach to identify non-contributing clusters can still be improved by using more efficient algorithms for subtasks, like the partitioning of the set of odd-degree vertices into bonds, but also by conceptional improvements of the heuristics themselves.

As quantum many-body systems containing multi-site interactions play an important role in current research due to their exotic physical properties like topological or fracton order, we are strongly convinced that the presented approach can be successfully used in various systems in the future. It would be further interesting to use the described hypergraph approach with non-perturbative numerical linked cluster expansions.
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Appendix A: More general settings

In this appendix we discuss relatively common generalizations and propose solutions. The first generalization is the presence of several bond types. While for the plaquette Ising model in a transverse field \([17]\) we were able to directly calculate the vacuum energy per plaquette, the presence of different bond types requires some further considerations. Obviously, the graph representation is modified taking into account the bond type as a vertex label assigned to the vertices in the edge-partition, which should at the same time still be distinguishable from the vertices in the vertex-partition. For the vacuum energy one has to be careful ensuring the right embedding counts. One possibility is to define some sort of unit cell, where all bond types are contained and which is periodically repeated. If all bond types in this unit cell are different, we can simply start the search process.
from every bond type ignoring the bond types of the former starting bonds, as all relevant subclusters involving former starting bonds have already been discovered. In principle if some bond type appears multiple times in such a unit cell, one can just distinguish bond types arbitrarily. For the calculations of the hopping elements we do not expect such complications, and thus assigning additional vertex labels for the edge-partition should suffice.

The treatment of more than two local states should only require modifications for the calculation of hopping elements, as more local states have to be distinguished.

To treat directed interactions, where the local interaction matrix elements depend on the specific sites within a bond, we propose to use an edge-colored version of the reduced König representation in order to distinguish the different sites in the bond. Actually, this can be interpreted as the representation of a sequence hypergraph, i.e., a hypergraph where the hyperedges are given by sequences instead of sets [101]. Although they can be seen as a generalization of directed graphs, they are not to be confused with directed hypergraphs [73] [101] [102].

Appendix B: Truncating the search tree using graph coloring

In this appendix we aim to give a simple example for the transitive heuristic to discard non-contributing clusters for which we use graph coloring. To this end we consider a calculation of the ground-state energy of the well known transverse field Ising model on a square lattice.

\[ H_{\text{TFIM}}^{\lambda=1} = -\sum_i \sigma_i^z - \lambda \sum_{\langle i,j \rangle} \sigma_i^z \sigma_j^z \quad \lambda \ll 1. \]

We consider this example, because it allows us to keep images comprehensive and simple, and it is readily generalized to other suitable problems. In Fig. 6 we show the embeddings of two clusters which one encounters within the calculation of the vacuum energy and belong to the same isomorphism class. For both of these embeddings we go through four steps, which are represented by the rows in Fig. 6. The first step is to specify the actual realization of the cluster within the lattice. Then we identify the sites, which have odd-degree in each cluster. As described in Sec. IV A 2 this information can already be used to discard non-contributing clusters [32]. In the present case, the corresponding graph has 8 edges and 4 vertices of odd degree. As each bond covers 2 vertices, we can conclude, that at least two edges have to be added to get rid of the odd-degree vertices. Accordingly, this graph can contribute only in order ten or higher.

In an actual calculation we can store the adjacency information of all the sites in the lattice, i.e., we store whether two sites share a common bond. We can use this information to find a lower bound to the number of bonds which are needed in order to cover the sites of odd degree. Obviously, two sites, which do not share a bond, cannot be covered by the same bond. So we search for a partition of the odd-degree sites, such that non-adjacent sites are in different parts. A lower bound to the number of parts is actually given by the chromatic number. The chromatic number of a graph is the minimum number of colors necessary to find a feasible coloring, i.e., a coloring which assigns a color to every vertex of the graph, such that adjacent vertices never have the same color [98].

The chromatic number is calculated for the graph where vertices represent odd-degree sites and pairs of vertices are joined by an edge, whenever they do not share a bond. It is intuitively clear that pairs of vertices, which do not share a bond, will be assigned different colors. And thus the coloring provides exactly the partition we searched for. Note that using graph coloring, to solve these kinds of problems is a standard technique [98]. Of course, when checking if we can discard a cluster and its descendants we do not need to know the chromatic number. We just need to know whether it exceeds the number of bonds which can be appended down the search tree. So instead of computing the chromatic number, we check if it is possible to find a feasible coloring with \( r \) colors, where \( r = (O_{\text{pert}} - N_{\text{bonds}}) \). This can be decided with a simple backtracking algorithm. As this decision is even simpler for \( r = 1, 2 \) specialized solutions for these cases should be considered for optimization. We also see that these heuristics can still be improved, as duplicating the three blue bonds on the cluster in the upper row of Fig. 6 does create new odd-degree sites.

In the fourth step, we provide a set of bonds which does not leave any odd-degree sites, in order to show, that there is still a lot of space for improvement in the
pruning of the search tree for these kinds of models.

FIG. 7. The graphs which have to be colored to check the two clusters in Fig. 6. Due to the different embeddings in the lattice of the corresponding clusters the upper graph has a higher chromatic number, and thus we need more bonds to cover the odd-degree sites.

Appendix C: Comparison to calculations on single clusters

In order to estimate the benefit of the presented linked cluster expansions compared to calculations on sufficiently large clusters in the context of the examples given in Sec. IV we performed two explicit calculations collecting some information about CPU-time and memory usage with the help of GNU time.

First we determined the vacuum energy per plaquette up to order 6 evaluating the effective pCUT-Hamiltonian on a periodic cluster of $7 \times 7 \times 7$ spins. This calculation took more than 30 minutes of CPU time, and over 30 GB of maximum resident set size (RSS). Instead, with the described method we obtained equivalent results in less than 1 s of CPU-time and a maximum RSS below 5 MB on the same system. Furthermore, we calculated the matrix element of two adjacent spin excitations hopping by one site on a cluster with $8 \times 8 \times 7$ spins. The calculation took more than 25 hours of CPU time and a maximal RSS of around 70 GB, while with the presented method it took less than 4 minutes of CPU time and a maximal RSS of less than 15 MB to obtain the same result. For both of these calculations pCUT with a maximal RSS of less than 1 s of CPU-time and a maximum RSS below 1 MB on the same system. Furthermore, we calculated the matrix element of two adjacent spin excitations hopping by one site on a cluster with $8 \times 8 \times 7$ spins. The calculation took more than 25 hours of CPU time and a maximal RSS of around 70 GB, while with the presented method it took less than 4 minutes of CPU time and a maximal RSS of less than 15 MB to obtain the same result. For both of these calculations pCUT with a bookkeeping technique was used for evaluation.
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