Detecting Shilling Attacks Using Hybrid Deep Learning Models
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Abstract: Recommendation systems play a significant role in alleviating information overload in the digital world. They provide suggestions to users based on past symmetric activities or behaviors. Being heavily dependent on users’ behavior, they tend to be vulnerable to shilling attacks. Therefore, protecting them from attacks’ effects is highly important. As shilling attacks have features of a large number of ratings and increasing complexity in attack models, deep learning methods become proper alternatives for more accurate attack detections. This paper proposes a hybrid model of two different neural networks, convolutional and recurrent neural networks, to detect shilling attacks efficiently. The proposed deep learning model utilizes the transformed network architecture for undertaking the attributes derived from user-rated profiles. This architecture enables modeling of the temporal and spatial information in the recommendation system’s ratings. The hybrid model overcomes the limitations of the existing shilling attack deep-learning methods to enhance the recommendation systems’ efficiency and robustness. Experimental results show that the hybrid model results in better predictions on the Movie-Lens 100 K and Netflix datasets by accurately detecting most of the obfuscated attacks compared to the state-of-art deep learning algorithms used for investigation.
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1. Introduction

Information overload is a recognized phenomenon in the digital industry, especially in e-commerce, such that decision-makers would have relatively limited cognitive processing capacity. Consequently, in an information retrieval process, a reduction in the decision’s quality will likely occur. The role of recommender systems in information systems is essential as they filter information to enable both users and firms to maintain better decisions. They allow users to find relevant items and would allow companies to increase their revenue and cross-sales. Currently, recommendation systems are widely used in product, movie, and music recommendations [1]. Collaborative filtering recommendation systems are motivated by the observation that people tend to follow their friends’ recommendations. In such systems, users obtain personalized recommendations based on their similarities in preferences with other users. Therefore, these systems are vulnerable to manipulation from purposeful users who attempt to change the system’s recommendation toward their desired results. This can be achieved by fake users who try to elevate their items or demote their competitors’ items. This phenomenon is called the shilling attack behavior. Shilling attacks can cause users’ overall dissatisfaction and loss of revenue. Detecting shilling attacks is vital to reduce their effects on targeted items, provide more accurate recommendations to users, and enhance recommendation systems’ robustness. Various methods have been proposed for attack profiles detection, such as statistical methods [2] graph mining [3], clustering [4], and classification [5]. Existing approaches have some deficiencies, including confining to a limited type
of attacks [6], sensitivity to the attack size or rating patterns for attackers [7,8], or ignoring the difference between a normal and attack the user. The latter type can cause a false alarm rate and increase the misclassification rate [9]. Recently, machine learning models have led to breakthroughs in shilling attack detection. However, traditional machine learning approaches heavily depend on feature engineering, which requires complex and time-consuming feature extraction. Therefore, more robust methods (i.e., deep learning) are needed to achieve real-time and end-to-end attack detection. Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) are two types of deep learning methods that have been applied to the shilling attack detection problem [10–12]. Different studies have examined the integration of CNNs and RNNs and other neural network models in various applications, such as speech recognition [13], stock market analysis [14], and temporal and spatial features [15], to achieve better classification or prediction results. Different architectures to combine CNN and RNN models are introduced in different contexts and applications: in [15], authors used a hybrid CNN–RNN model on network traffic as a univariate time series classification problem. Their proposed C-LSTM model consists of CNN and (long short-term memory) LSTM layers, which are connected in a linear structure. In [16], a cascade CNN and RNN model is developed on a word embedded data, and then an attention layer is added, which combines their outputs. The authors in [17] used a particular type of RNN, the gated recurrent units (GRU), model on text data, and then applied a CNN model on the outcome. The GRU layer represents words, while the CNN layer extracts features of sentences. In [18], the authors used a hybrid model to classify sentences to K classes. In [14], CNN layers are combined with RNN layers to extract the correlation of different temporal sequences in the CNN layers. In [19], the authors proposed a hybrid model that used the CNN’s output as input to LSTM. Although CNN models are useful for shilling attack detection, they cannot account for the time distribution of an item’s rating, where the order of ratings can reveal abnormal patterns. On the other hand, existing RNN models have solely relied on a separate item’s ratings and ignored the correlation among data. Therefore, in this paper, we propose a combination of CNN and RNN models. The CNN model will extract the local features, and the RNN model will obtain long-distance dependencies. We used the LSTM and the GRU as instances of the RNN. The combined model has shown a significant detection accuracy compared to the traditional CNN and RNN on datasets with various sizes and configurations. This architecture is not yet applied to shilling attack detection in collaborative filtering recommendation systems for e-commerce datasets to the best of our knowledge. The main contributions of the proposed research work in this paper are summarized as:

1. We introduce a novel architecture to combine CNN and RNN models to better detect shilling attacks in item-based collaborative filtering recommendation systems as applied in e-commerce.
2. We provide a robust architecture that handles attacks of different sizes and types.
3. We consider both temporal and spatial information in the recommendation system (RS)’s ratings with a flexible time segmentation.

The rest of the paper is organized as follows: In Section 2, related work and background on recommendation systems and the shilling attack problem are introduced. In Section 3, our proposed models are introduced. The experimental results are provided and discussed in Section 4. Finally, Section 5 concludes the paper and provides future directions.

2. Related Work and Background

Recommendation systems (RSs) recommend desirable items to users and manage a vast amount of data. As e-commerce is growing fast, buyers are being fulfilled with various available choices. On the other hand, marketing activities are struggling to provide more customized offers for customers. The increasing diversity in these options results in an issue of information overload. RSs solve this issue by providing personalized recommendations to enhance customers’ purchasing experience. RSs can be classified into various types, such as content-based, collaborative filtering, knowledge-based recommenders, utility-based recommenders [20], demographic-filtering, hybrid systems [20],
social-filtering [21], and geographic recommenders [22,23]. The collaborative-filtering RSs work based on finding relationships between new and existing users and recommending items using their similar interests. Research studies on collaborative filtering have been dedicated to selecting the most appropriate algorithm [24], selecting and validating recommendation models [25], promoting a specific selling strategy [26], or enhancing recommendation accuracy with reliability considerations [27]. Content-based RSs recommend products based on the correlation between product attributes, users’ preferences, and user’s previous choices [28]. Demographic Filtering RSs rely on standard profile attributes of users as gender, age, location, etc. They provide the best solution for users in a particular group with many similar neighborhood groups [29]. Knowledge-based RSs understand why an item should be recommended to a user based on knowing how an item fulfills a user requirement [30]. Utility-based RSs compute the utility of every object for a user and provide recommendations. These systems enable the user to indicate all considerations noticed in the recommendations [20]. Social filtering RSs aims to find similar users based on their social information, such as followers, followed, tweets, comments, and posts [31]. Geographic filtering RSs exploit the spread of mobile devices and location-aware systems to assist users with recommendations of events or locations [22]. Hybrid filtering RSs are based on combining multiple recommendation methods to benefit each other [32]. This paper focuses on collaborative filtering recommendation systems as they are very sensitive and vulnerable to shilling attacks.

Due to the openness of collaborative filtering RSs, they are incredibly vulnerable to biased information. Fake user profiles can easily manipulate recommendation results by giving the highest rates to targeted items and rate other items similar to regular profiles. This behavior is called a “shilling attack”. Attacks that are aimed to promote target items are called push attacks, and those to demote target items are called nuke attacks [32]. Attackers tend to use filler ratings to achieve their goal to push or nuke target items while remaining undetected by the system [7]. Attackers exploit fake profiles to inject ratings for both targeted items and another set of items to increase the attack’s impact while remaining unknown. This set of rated items includes a filler and selected items associated with target items. Filler items are a group of chosen items usually selected randomly, which are rated based on the attack types. Selected items are generally small in size; therefore, the number of filler items mostly determines the size of each attack profile [32]. There are different types of shilling attacks to a recommendation system including, random, average, bandwagon, average over popular (AOP), love/hate, and segment attacks. Attack types are different due to their rated items’ set, such as target, filler, selected items, and unrated items. Target items are usually rated equal to the maximum or minimum of possible rates (depending on their goal either to push or nuke), rmax and rmin represent these ratings. Filler items are rated based on attack models; for instance, for random and bandwagon attacks, they are equal to random values of ratings with normal distribution around the mean of all ratings in the dataset. For average and AOP attacks, filler items are rated similar to random ratings with normal distribution around each item’s mean. In contrast, in the segment or love/hate attacks, they are rated as rmax or rmin.

Machine learning methods have been widely used in shilling attack detection problems to detect attack users or attacked items. A support vector machine (SVM) classifier is trained in [31] using suspicious users/items and used additional trust measurement features to discriminate attack profiles. The authors in [33] used K-nearest neighbor (KNN) and SVM. Research work in [7] created separate clusters for items and user profiles to analyze items and discriminate attack users. The authors in [34] performed a target item analysis based on considerable changes in rating distributions and constructed a list of suspicious users. Principal component analysis (PCA) is used as an unsupervised shilling attack detection algorithm [9]. It suffers from low recall values, as some genuine users are misclassified as attackers. Introducing a semi-supervised naive Bayes method, the authors addressed the problem of a lack of labeled users. Their model performed well in detecting hybrid attacks and obfuscated profiles [35]. Using RNNs [12,36], time interval analysis is used for shilling attack detection, considering user’s ratings as sequential data. In [12], the authors used the long short-term memory
(LSTM) to predict the next period’s ratings using historical rating records. In [10], a deep learning method using CNNs for attack detection is introduced. Their model is used for modeling sentences, suggesting a similarity between the customer rating and linguistic emotion. They tested the model for different attack types such as random, average, bandwagon, segment, AOP, and mixed. In [11], a detection method using CNN is provided by transforming user profiles to the resized rating matrixes and applied a bicubic interpolation algorithm. The model’s training time is computationally expensive, and it has only been tested on fewer attack models such as random, average, bandwagon. A recent study [37] combines CNN and LSTM methods to detect shilling attacks in the social-aware network. They compared their approach with six basic methods and showed the performance of their model. Compared to the state-of-the-art studies performed in the field, our proposed hybrid models in this paper provide a novel hybrid architecture that combines the CNN with LSTM or GRU with comparable performance; consider both temporal and spatial information in the RS’s ratings with a flexible time segmentation; and perform effectively for variable filler size, attack sizes, and attack types.

3. The Proposed Detection Model

In this paper, we propose a hybrid model to predict shilling attacks based on combing the features of CNNs and RNNs. The hybrid model composes of three layers, as shown in Figure 1. We transformed the rating matrix into a 3D array of users, items, and days in the first input layer. In the second layer, a CNN model is applied to input data, and then its output is conveyed into the RNN model. Finally, we classified users into two groups of genuine and attack users in the output layer using the RNN model. In this combined architecture, the CNN layer works as a feature selection, and the RNN layer allows repeating this operation to build up the internal state. We have developed two different hybrid models that integrate the CNN and RNN layers. The two models are called CNN-LSTM and CNN-GRU. In the first model, we used long short-term memory. As previous studies have shown that GRU can outperform LSTM [38], the second model uses the gated recurrent unit to better detect shilling attacks. Unlike previous studies that applied CNN or RNN separately on user-based or item-based data, in our model, we aggregated users’ ratings for each item daily. We then created a 3D array of users, items, and days. The time feature in the 3D array is used to consider sequences of ratings in the RNNs, and ratings are aggregated daily. Our model provides a flexible time segmentation, such that the aggregation level is extensible and can be selected based on dataset properties. Therefore, the segmentation can be achieved by changing the aggregation level of ratings over time, such as hourly, daily, weekly, etc.

To create a hybrid model of CNNs and RNNs to extract ratings’ features and analyze them over time, TimeDistributed in Keras is used. This wrapper enables the model to apply a layer to every temporal slice of an input. Network architecture is designed with the TimeDistributed wrapper, a 2D convolution layer with 32 hidden neurons, a Relu activation function, and a kernel size of $3 \times 3$. It goes through a max-pooling layer, a dropout, and a flatten layer. In the CNN-LSTM model, an LSTM layer with 32 hidden neurons, a dense layer with Relu activation function, a drop out layer, and another dense layer with Softmax activation function are added to form a final classification of users into genuine and attackers. In the CNN-GRU model, a similar structure is used but using a GRU layer with 32 hidden neurons in the RNN layer in addition to the Relu activation function, one drop out layer, and one dense layer with Softmax activation function. In both models, we used “Adam optimizer” and “categorical_crossentropy” as the optimizer and a loss function, respectively. Feature extraction is performed on a 2D array of items’ ratings per day, and then the result is used in the RNN layer to classify users into two groups of genuine and attack users. Assuming that existing users in the dataset are all genuine users, we injected attack profiles based on different attack models and parameters. For every attack profile, we defined a target item set, filler item set, and selected item set accordingly. We injected all attacks with push attack types. As the only difference between push and nuke attack types is in the rating of target items, the former is rated with $r_{max}$ (maximum possible rate in RS) and later with $r_{min}$ (minimum possible rate in RS). The proposed models can be easily applied to nuke
attacks too. Table 1 briefly shows the logic of generating attack profiles. Two parameters of attack size and filler items should be defined before injecting attack profiles. Attack size affects the number of fake users, and filler items affect the number of filler items. Target items are selected randomly, and their numbers are a fixed value. In this paper, we set it equal to 100. Popular items in the bandwagon attack model are those items rated by a large group of users. \( \mu_r \) and \( \delta_r \) are the average and the standard deviation of all ratings in the dataset. \( \mu_{ri} \) and \( \delta_{ri} \) are the average and the standard deviation of ratings of item \( i \). The rmax shows the system’s maximum rating, which is equal to 5 in our experimental work. The number of filler items set for the average over popular (AOP) attack is \( x\% \) of popular items, which is equal to 1\% in our experimental work. Four attack models are considered in this paper, including random, average, bandwagon, and AOP.

![Figure 1. The proposed CNN–RNN architecture.](image)

| Attack Model | Selected Item Set | Filler Item Set | Target Item Set |
|--------------|-------------------|-----------------|-----------------|
| Random       | Not used          | Randomly chosen | N (\( \mu_r, \delta_r \)) rmax |
| Average      | Not used          | Randomly chosen | N (\( \mu_r \)) rmax |
| Bandwagon    | Popular items     | Randomly chosen | N (\( \mu_{ri}, \delta_{ri} \)) rmax |
| AOP          | Not used          | X% of popular items | N (\( \mu_{ri}, \delta_{ri} \)) rmax |

4. Results and Discussion

This section discusses the performance of the proposed models on two real datasets. The performance is quantified by the accuracy and the F1-measure validation measures [32,39,40]. We compared the proposed models to individual CNN and LSTM, and GRU. The hybrid model is run in 5 epochs and 20 batch sizes. The experimental work is conducted on the Intel Core i5 processor with a 1.60 GHz speed and 8 GB RAM.
4.1. Experimental Datasets

Two benchmark datasets, Movie-Lens 100 K (https://grouplens.org/datasets/movielens/), and Netflix (https://netflixprize.com/index.html), are used in this research. In the Movie-Lens dataset, there are 943 users with 100,000 ratings on 1682 movies. Ratings are from 1 to 5, with 5 indicating the best movie. The Netflix dataset has 470,758 users who have rated movies. Since the Movie-Lens dataset is too small in comparison with the Netflix dataset, we used a subset of the Netflix dataset. The subset dataset is chosen randomly and consists of ratings from 1238 users for seven months, including movies with at least 60 rates. Both datasets are split to train and test, considering 30% as test data.

4.2. Performance Evaluation

To provide a comprehensive analysis of the proposed models, two evaluation metrics are used, including accuracy and F1-measure. Accuracy is not enough for measuring the model’s performance as it does not reflect false-positive and false-negative rates. F1-measure helps to avoid misclassification of genuine users, which can influence the recommendation quality. These metrics are calculated as:

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{Total}} \quad (1)
\]

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \quad (2)
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \quad (3)
\]

\[
\text{F1-Measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

4.3. Hybrid CNN-LSTM Results

The performance of the hybrid CNN-LSTM model is evaluated for the four different attack types, including random, average, bandwagon, and AOP. To investigate the model performance with varying attack parameters, we injected attacks with varying filler sizes, including 1%, 3%, 5%, 7%, and 9%, with various attack sizes, including 10%, 15, and 20%. Table 2 shows the prediction accuracy for each attack model at different filler and attack sizes for the Movie-Lens 100 K dataset. It shows that for the random attack, the CNN-LSTM model produces high accuracy of up to 99.97% with filler sizes between 5% to 7%. As with the increase in the number of attack sizes, the detection of those attacks becomes harder. It also shows the same results for the average attack, and the model achieves high accuracy with a 15% attack size with an overall accuracy above 99%. For the bandwagon attack, the CNN-LSTM achieves 99.67% accuracy for a filler size of 5% and a small attack size of 10%. All the variations in both attack size and filler size for the bandwagon attack resulted in more than 97% accuracy, which is excellent performance for this complicated attack type. Based on the results in Table 2, we can see that the CNN-LSTM model has an accuracy that exceeds 98% for the AOP attack detection, which can be considered an obfuscated attack. Table 3 shows the prediction accuracy for each attack type with variable filler and attack sizes for the Netflix dataset. In this table, for the random attack, the same filler sizes and larger attack sizes result in better accuracy. For the average attack, although the best accuracy resulted from the largest filler size and attack sizes 9% and 20%, other scenarios result in more than 93% accuracy on the Netflix dataset. As shown in Table 3, the CNN-LSTM performance on obfuscated attack types exceeds 95% accuracy. The reason for low accuracy is based on high sparsity in the Netflix dataset. From Tables 2 and 3, it can be shown that the CNN-LSTM model shows better performance at different values of filler and attack sizes for all types of attacks.
Figures 2–7 show the CNN-LSTM model’s performance on Movie-Lens100K and Netflix datasets using F1-measure metric, for different attack sizes of 10%, 15% and 20% and various filler sizes of 1%, 3%, 5%, 7% and 9%. We can see that for the smallest attack size (10%), and biggest filler size (9%), random, average, and AOP attacks show less F1-measure in the Movie-Lens dataset. Figures 2–7 verify that attacks are more predictable when there is a larger attack size (20%), as all the F1-measures in Figure 4 are above 0.97. Unlike previous studies that showed poor performance on smaller attack sizes, Figures 2 and 5 show that the hybrid model achieves an F1-measure that exceeds 0.94 with all varying filler sizes. All figures show good performance for an obfuscated attack as AOP.
We can see that for smaller attack sizes, F1-measure increases with all varying filler sizes. Unlike with all varying filler sizes. Except for filler sizes of 1% and 3%, the CNN-LSTM model’s performance on MovieLens dataset is the biggest accuracy of 97% for filler size (9%). We can also verify that attacks are more predictable when there is a larger attack size (20%), as all the measures in Figure 3 show.

Figure 3. F1-measure for CNN-LSTM with 15% attack size (Movie-Lens).

Figure 4. F1-measure for CNN-LSTM with 20% attack size (Movie-Lens).

Figure 5. F1-measure for CNN-LSTM with 10% attack size (Netflix).
4.4. Hybrid CNN-GRU Results

This section illustrates the results of running the hybrid CNN-GRU model on the Movie-Lens 100 K and Netflix dataset. Table 4 shows the accuracy of prediction for different parameters on the Movie-Lens dataset. Although accuracy is more than 95% in all scenarios for the random attack, increasing filler size would cause a slight reduction in the prediction accuracy. However, the accuracy rises again for larger filler sizes. This table shows that the CNN-GRU model achieves the highest accuracy for the bandwagon attack for a massive attack size of 20%. Table 5 shows the accuracy of prediction for different parameters on the Netflix dataset. We can see that although overall accuracy is less than CNN-LSTM modes with the same parameters, this model shows accuracy of up to 99.7%.

Table 4. Accuracy (%) of the CNN-gated recurrent units (GRU): Movie-Lens dataset.

| Filler Size | Attack Size | Random Attack | Average Attack | Bandwagon Attack | AOP Attack |
|-------------|-------------|---------------|----------------|-----------------|------------|
|             | 10% | 15% | 20% | 10% | 15% | 20% | 10% | 15% | 20% | 10% | 15% | 20% |
| 1%          | 99.34 | 97.41 | 99.35 | 99.67 | 95.13 | 99.40 | 93.42 | 97.58 | 99.04 | 99.55 | 99.67 | 99.68 |
| 3%          | 99.02 | 99.68 | 99.36 | 99.67 | 99.68 | 99.36 | 94.79 | 99.04 | 99.37 | 93.40 | 99.67 | 94.52 |
| 5%          | 99.02 | 99.68 | 96.56 | 99.35 | 98.66 | 95.92 | 99.72 | 96.83 | 97.50 | 97.36 | 99.67 | 98.70 |
| 7%          | 99.68 | 97.78 | 98.88 | 98.87 | 99.38 | 99.03 | 96.23 | 99.07 | 93.71 | 99.35 | 99.35 |
| 9%          | 99.68 | 95.63 | 95.37 | 99.67 | 99.68 | 99.36 | 96.45 | 97.81 | 99.18 | 99.67 | 97.88 | 99.68 |
Table 5. Accuracy (%) of the CNN-GRU: Netflix dataset.

| Filler Size | Attack Size       | Random Attack | Average Attack | Bandwagon Attack | AOP Attack |
|-------------|-------------------|---------------|----------------|------------------|------------|
|             |                   | 10%           | 15%            | 20%              | 10%        | 15%        | 20%        | 10%        | 15%        | 20%        | 10%        | 15%        | 20%        |
| 1%          |                   | 99.74         | 95.95          | 95.48            | 97.46       | 97.72      | 98.24      | 97.46       | 97.73       | 96.47       | 97.98       | 95.21       | 96.48       |
| 3%          |                   | 96.37         | 96.19          | 94.35            | 96.63       | 97.87      | 95.99      | 95.42       | 95.49       | 97.17       | 97.36       | 92.87       | 96.20       |
| 5%          |                   | 99.31         | 99.55          | 96.47            | 96.36       | 97.54      | 96.91      | 97.27       | 98.22       | 98.45       | 98.17       | 95.96       | 96.87       |
| 7%          |                   | 99.35         | 97.89          | 95.65            | 96.54       | 94.76      | 97.11      | 96.77       | 97.08       | 98.76       | 97.62       | 97.45       | 96.62       |
| 9%          |                   | 93.87         | 97.43          | 97.09            | 96.54       | 97.24      | 97.49      | 97.35       | 98.82       | 98.64       | 97.94       | 95.35       | 98.20       |

4.5. Comparative Analysis

In this section, we compared the proposed hybrid models’ performance to the individual-based CNN, LSTM, and GRU models for both Movie-Lens and Netflix datasets. Figures 8–11 and Figures 12–15 show the F1-measure values with 15% attack size and different filler sizes for the Movie-Lens and Netflix datasets, respectively. It can be shown from Figures 8–15 that hybrid models achieve higher values of the F1-measure as compared to the individual CNN, LSTM, and GRU models at variable filler sizes, which shows the efficiency of the proposed model in detecting various types of shilling’s attacks. The hybrid models perform much better than the individual approaches.

![Figure 8. F1-measure trajectory (random attack) (Movie-Lens).](image)

![Figure 9. F1-measure trajectory (average attack) (Movie-Lens).](image)
Figure 8. F1-measure trajectory (random attack) (Movie-Lens).

Figure 9. F1-measure trajectory (average attack) (Movie-Lens).

Figure 10. F1-measure trajectory (bandwagon attack) (Movie-Lens).

Figure 11. F1-measure trajectory (AOP attack) (Movie-Lens dataset).

Figure 12. F1-measure trajectory (random attack) (Netflix dataset).
The CNN-LSTM and CNN-GRU models achieve the best performance compared to using a single CNN, RNN, or GRU. Considering that different types of attacks may occur to a recommendation system, the proposed methods can be generalized for various attack types. Despite all benefits of using the hybrid model, we should mention the high computational cost of applying this hybrid method to massive datasets, especially in increasing the number of hidden neurons.
As we compared the performance of the proposed hybrid model with individual-based deep learning models, in the following, we compared the proposed models with the state-of-the-art shilling attack hybrid deep learning model available in the literature, including DNN (Deep Neural Network), CNN-SADS (Combination of CNN and Social Aware Network), IPP-SNS-SAD (Integrated Perception Patterns and Social Network Search-based Shilling Attack Detection), and SEMISLM-SAD (Semi-Supervised Learning Method of Shilling Attack Detection) hybrid schemes as discussed in [37]. The comparison is made based on the value of the F1-measure obtained against attacks such as random attack, bandwagon attack, and average attack. As reported in [37], for the Movie-Lens dataset, the F1-measure of the proposed DNN scheme is greater than 0.9, compared to the benchmarked CNN-SADS, IPP-SNS-SAD, and SEMISLM-SAD against all the three types of obfuscated attack. On the contrary, IPP-SNS-SAD and SEMISLM-SAD models performed not as well as the F1-measure, struggling to reach 41% and 29%, which is considered an unstable outcome. In particular, our proposed architecture in this paper, using the CNN-GRU model, achieved an F1-measure that exceeds 0.997. Moreover, for the Netflix dataset, the DNN, CNN-SADS, IPP-SNS-SAD, and SEMISLM-SAD achieved an F1-measure of 0.9, 0.9, 0.39, and 0.28, respectively. Our proposed models achieved an F1-measure of 0.997. Furthermore, it was denoted in [37] that the classification accuracy of the DNN model achieved a maximum accuracy of 94.29% as compared to the CNN-SADS, IPP-SNS-SAD, and SEMISLM-SAD. In our hybrid architecture, the proposed CNN-LSTM and CNN-GRU reached an accuracy of 99.72% and 99.74% for both the Movie-Lens and Netflix datasets. This performance reveals that the proposed hybrid CNN-LSTM and CNN-GRU models can detect shilling attack profiles under different obfuscated attacks.

5. Conclusions and Future Directions

In this paper, two-hybrid deep learning methods are proposed for detecting shilling attacks. These models are end-to-end solutions to extract the dataset’s features directly from rating data and model temporal and spatial information in the RS’s ratings. We propose two hybrid models that combine CNN and RNN models for detecting attack users in a shilling attack environment. Our first proposed model is a combination of CNN and LSTM layers, and the second one is a combination of CNN and GRU layers. We concluded that the CNN-LSTM model performs better than CNN-GRU. Both models performed very well on two benchmark movie rating datasets compared to single CNN, LSTM, and GRU models and hybrid models, such as DNN, CNN-SADS, IPP-SNS-SAD, and SEMISLM-SAD in terms of accuracy and F1-measure. We tested the models’ performance by injecting different attack profiles in terms of filler size and attack size for four different attack models, including “random”, “average”, “bandwagon,” and “AOP” attack. The proposed models resulted in up to 99% accuracy. We noticed that the model results in higher accuracy when filler sizes are small.
or big and lower accuracy with medium filler sizes. We can also conclude that the larger the attack size, the better the accuracy. Our proposed model provides an end-to-end solution, which deeply extracts profile features of users or items. This method is independent of attack type and considers both temporal and spatial information in the RS’s ratings dataset. Future directions include improving the models’ efficiency by using bigger datasets with various sparsity levels.
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