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Abstract

This paper focuses on the problem of finding a distribution for an associated entropic vector in the entropy space nearest to a given, possibly non-entropic, target vector for random variables with a constraint on alphabet size. We show the feasibility to find distribution for associated vector via a sequence of perturbations in the probability mass function. Then we present an algorithm for numerically solving the problem together with extensions, applications, and comparison with the known results.

I. INTRODUCTION

A fundamental problem in information theory is to determine whether a given vector (point) in the entropy space is entropic or not. This problem is also of practical importance. For instance, a solution to this question can tell us about the existence of a network code with the feasible rate for a given network since if there exists a code with certain rate then there is an entropic point induced by random variables involved and vice versa. Applications to some network information theory problems are described in [1]. If the point does not satisfy an unconstrained information inequality then it is certainly non-entropic. But whether it is entropic can be answered with certainty only if we have the complete characterization of the entropic region (the set of all entropic points). This appears to be an extremely hard problem even for three random variables [2]. For four or more random variables [3], even the closure of the entropic region (the set of almost or asymptotically entropic points) is unknown.

Another approach to address the problem is to determine the existence of a distribution consistent with the given point and if a distribution exists then the point is certainly entropic. In [4] an algorithm to determine whether a point is binary entropic by checking the feasibility of explicit construction of a consistent binary distribution is given. The algorithm is then used to check binary entropic candidacy of extreme points of an outer bound on normalized [1, Eq. (5)] entropic vectors. The convex hull of entropic extreme points of the outer bound gives an inner bound for normalized entropic vectors. Characterization of similar inner bounds has been studied in [5] via rank functions for vector spaces, in [6] via quasi-uniform distributions and in [4] via binary distributions.

Also, optimization of functions over the entropic region has been of great interest recently. Well known functions related to Ingleton inequality [7] are Ingleton score [8], [9] and Ingleton violation index [10]. While the existence of almost entropic points with lower Ingleton score than the one obtained by the “four-atom distribution” is established in [11], the quest for explicit distributions is still on. Ingleton violating entropic points are of special interest since they cannot be induced by vector spaces and subspaces or Abelian groups and subgroups [7], [12]. Moreover, characterization of Ingleton violating almost entropic points would give the complete characterization of the closure of entropic region for four random variables. Ingleton violating entropic points are studied in [5, Theorem 4] via an explicit construction, in [13]–[15] via construction of groups, in [10] via quasi-uniform distributions, in [9], [16] via optimization over distributions with small number of atoms.

A generalization of binary entropic candidacy problem is to determine whether given a vector $\mathbf{h}$, does the ray $E_{\mathbf{h}} \triangleq \{ a \mathbf{h} : a > 0 \}$ contain an entropic point or almost entropic point for a given alphabet size for random variables. This general setup involving a ray is independent of alphabet size and hence from a practical viewpoint, it is more important. Whether a ray contains an entropic point(s) cannot be determined with certainty using the algorithm in [4]. An even further generalization of the problem is: For random variables with a constraint on alphabet size, find a “nearest” entropic point to a given ray and associated distribution. In this paper, we focus on addressing this generalized problem.¹

In Section II, we present a few properties of alphabet constrained entropic sets and define normalized distance. Based on these properties and the notion of normalized distance, in Section III, a randomized local search algorithm to find distributions corresponding to a point nearest to the given target point is given. In Section IV, we present extensions of the algorithm, compare the numerical results and discuss a few applications. Conclusion and future work is discussed in Section V.

¹ This problem is a generalization for rays of “realizing entropy vectors” mentioned as a future work in the PhD dissertation [17].
II. Entropic Sets and Normalized Distance

A. Alphabet Constrained Entropic Sets

Consider a random vector $X_N = (X_1, \ldots, X_n)$ with the index set $N = \{1, \ldots, n\}$ over a finite alphabet $\mathcal{X} = X_1 \times \ldots \times X_n$ where $X_i$ is the alphabet of $X_i$. Its probability mass function (pmf) is denoted by the vector $p = [p(x), x \in \mathcal{X}]$. Let $\mathcal{P}$ be the set of all possible pmfs for the random vector. That is,

$$\mathcal{P} = \left\{ p \in \mathbb{R}^{|\mathcal{X}|} : p(x) \in [0, 1], \sum_{x \in \mathcal{X}} p(x) = 1 \right\}. \quad (1)$$

Note that the set $\mathcal{P}$ is closed, connected and bounded. For a given $p \in \mathcal{P}$, let $p(X_\alpha), \emptyset \neq \alpha \subseteq N$ be the marginal pmfs and let $\mathcal{P}(X_\alpha)$ be the set of all possible marginal pmfs for each nonempty $\alpha \subseteq N$. Also note that $\mathcal{P}(X_\alpha)$ is a projection of $\mathcal{P}$ on to certain coordinates and hence this set too is closed and connected. We refer a change in quantities as a perturbation. The size of perturbation in pmf is defined as follows.

**Definition 1** (Perturbation size). The size of perturbation between distributions $p, p' \in \mathcal{P}$ for random vector $X_N$ is

$$\sum_{x \in X_1 \times \ldots \times X_n} |p(x) - p'(x)|. \quad (2)$$

**Remark 1.** Perturbation size defined above for discrete distributions is the same as the total variation distance (see, e.g., [18], [19] for the definition).

**Corollary 1.** A small perturbation in $p$ results in a small perturbations in the marginals $p(X_\alpha)$. That is,

$$\sum_{x_\alpha} |p(x_\alpha) - p'(x_\alpha)| = \sum_{x_\alpha} \left| \sum_{x_\alpha^c} (p(x_\alpha, x_\alpha^c) - p'(x, x_\alpha^c)) \right| \leq \sum_{x \in X_1 \times \ldots \times X_n} |p(x) - p'(x)|.$$

**Definition 2** (Alphabet constrained entropic set). Entropic set for a given random vector $X_N$ over a finite alphabet $\mathcal{X} = X_1 \times \ldots \times X_n$ is the set of all entropic points and is denoted

$$\Gamma^*_{n, \mathcal{X}} \triangleq \{ h = [h_\alpha, \emptyset \neq \alpha \subseteq N] \in \mathbb{R}^{2^n - 1} : p \in \mathcal{P} \} \quad (3)$$

where $h_\alpha \triangleq h(p(X_\alpha))$ and $h$ is the Shannon entropy function.

For random vector $(X_1, \ldots, X_n)$, the closure of entropic region (or set) without alphabet constraints is denoted $\Gamma^*_n$ [2]. A well known outer bound on $\Gamma^*_n$ is defined by Shannon-type inequalities and is denoted $\Gamma_n$ [2]. The Shannon-type inequalities are the polymatroidal axioms [20] and hence any point satisfying the inequalities (and hence in $\Gamma_n$) is also called a polymatroid (the entropy function is a polymatroid function).

The following corollary suggests that a small perturbation in a distribution results in a distribution such that the distance between corresponding entropy points too is small. It may be viewed as a generalization of continuity property of scalar entropy function to entropy vectors.

**Corollary 2.** For $X_N$, a perturbation in $p$ results in a new pmf $p'$. As the perturbation size $\delta \to 0$, the Euclidean distance between $h$ and $h'$ also diminishes.

**Proof:** Note that, as $\delta \to 0$, we have $p' \to p$ and by Corollary 1, $p'(X_\alpha) \to p(X_\alpha)$ for all non-empty $\alpha \subseteq N$. Since the entropy function $h$ is continuous for finite alphabet$^2$ distributions, $h(p'(X_\alpha)) \to h(p(X_\alpha))$ and hence $\|h' - h\| \to 0$. $\blacksquare$

**Proposition 1.** $\Gamma^*_{n, \mathcal{X}}$, for a random vector of size $n$ over finite alphabet $\mathcal{X}$, is a closed connected set.

**Proof:** $\Gamma^*_{n, \mathcal{X}}$ is connected since $\mathcal{P}$ is connected and the continuous image $h(\mathcal{P})$ of this connected set is connected. Let $h$ be a vector in $\Gamma^*_{n, \mathcal{X}}$. Then there exists a sequence of vectors $h^{(m)}$ in $\Gamma^*_{n, \mathcal{X}}$ such that $h^{(m)} \to h$. Hence there exists a sequence of distributions $p^{(m)}$ such that $h(p^{(m)}(X_\alpha)), \emptyset \neq \alpha \subseteq N$ is $h^{(m)}$. Now, since $\mathcal{P}$ is closed and bounded implies $p^{(m)} \to p$ where $p \in \mathcal{P}$ and continuity of entropy function implies $h(p^{(m)}(X_\alpha)) \to h(p(X_\alpha))$. Thus, $h = h(p)$ and hence is in $\Gamma^*_{n, \mathcal{X}}$, which implies $\Gamma^*_{n, \mathcal{X}}$ is a closed set.

An implication of Proposition 1 is that, for any given distribution for a random vector over a given alphabet and a given vector in the entropic set, there exists a sequence of perturbations such that the distribution converges to a distribution corresponding to the given entropic vector.

$^2$The entropy function is discontinuous for countably infinite alphabet size [19].
B. Normalized Distance

Definition 3 (Normalized distance). Consider two polymatroids \( x, y \in \Gamma \setminus \{0\} \). The normalized distance \( d_{\text{norm}}(x, y) \) of \( x \) from \( y \) is the distance between \( x \) and \( y' = \inf_{y' \in E_y} \|x - y'\| \) divided by the norm of \( y' \). That is,

\[
d_{\text{norm}}(x, y) = \frac{\|x - y'\|}{\|y'\|}.
\]

Note that, the normalized distance is the tangent of the angle \( \theta_{x,y} \) between the rays defined by the given polymatroids \( x, y \) and hence it is commutative. The distance is "normalized" in a sense that it remains the same for any two points on given polymatroidal rays. That is,

\[
x, x' \in E_x, y, y' \in E_y \Rightarrow d_{\text{norm}}(x, y) = d_{\text{norm}}(x', y').
\]

It is undefined when \( x \) and \( y \) are orthogonal, \( x \cdot y = 0 \), but it is well-defined for polymatroids since no rays defined by two polymatroids are orthogonal (verification is straightforward).

By definition, \( d_{\text{norm}}(x, y) \geq 0 \). Moreover, we define the equivalence relation as \( x \sim y \) if \( E_x = E_y \) and hence equivalence class for a given point \( x \) is \( E_x \). Then, we have

\[
d_{\text{norm}}(x, y) = 0 \Rightarrow E_x = E_y, x \sim y.
\]

But, we note that \( d_{\text{norm}} : \Gamma \setminus \{0\} \times \Gamma \setminus \{0\} \rightarrow \mathbb{R}_+ \) is not a true metric since it fails to satisfy the triangle inequality

\[
d_{\text{norm}}(x, y) + d_{\text{norm}}(y, z) \geq d_{\text{norm}}(x, z)
\]

in the range \( \theta_{x,y} + \theta_{y,z} \in [0, \pi/2] \) (however, \( \tan \theta \) is strictly increasing for \( \theta \in [0, \pi/2] \)). Normalized distance has an interesting property: If \( d_{\text{norm}}(x, y') = d_{\text{norm}}(x, y) \) then \( E_{y'} \) is strictly inside the cone

\[
C(x, y) \triangleq \{ E_{y''} : d_{\text{norm}}(x, y'') \leq d_{\text{norm}}(x, y) \}
\]

and hence for a sequence of polymatroids \( y^{(m)} \) such that \( y^{(m)} \rightarrow x \) we have \( C(x, y^{(m)}) \rightarrow E_x \) as \( m \rightarrow \infty \).

Theorem 1. Consider any \( p, h \) and a given vector \( h_t \). If there exists no perturbation \( h' \) of \( h \) such that it can result in \( d_{\text{norm}}(h', h_t) < d_{\text{norm}}(h, h_t) \) then either \( h \in E_{h_t} \) or \( h \) is at the boundary of the entropic set (an exterior).

Proof: Note that if \( d_{\text{norm}}(h, h_t) = 0 \) then \( h \in E_{h_t} \). Now assume that \( h \) is in interior of the entropic set and \( d_{\text{norm}}(h, h_t) > 0 \) then it is sufficient to show that there always exists a perturbation \( h' \) of \( h \) such that it can result in \( d_{\text{norm}}(h', h_t) < d_{\text{norm}}(h, h_t) \). Now, for any \( \epsilon > 0 \) there exists entropic \( h' \) such that \( d_{\text{norm}}(h', h_t) < d_{\text{norm}}(h, h_t) + \epsilon \) since the entropic set is closed and connected. Hence, by letting \( \epsilon \rightarrow 0 \), we have \( d_{\text{norm}}(h', h_t) \leq d_{\text{norm}}(h, h_t) \) where equality holds only when \( E_h = E_{h_t} \). When \( E_h \neq E_{h_t} \), there always exists \( h' \) in the \( \epsilon \)-ball of \( h \) for which \( d_{\text{norm}}(h', h_t) < d_{\text{norm}}(h, h_t) \).

Proposition 2. Given a complete characterization of \( E_{n,X}^* \), a distribution for a nearest (by \( d_{\text{norm}} \)) entropic vector to a given target vector \( h_t \) can be obtained with arbitrary precision by starting at any distribution and iteratively perturbing the distribution with perturbations in the range \((0, \epsilon)\) for any \( \epsilon > 0 \).

Proof: If the complete characterization of the entropic set \( E_{n,X}^* \) is known, it is feasible to find \( h' = \inf_{h \in \Gamma_{n,X}^*} d_{\text{norm}}(h, h_t) \). Now, since the entropic set is connected, Proposition 1, one can start from any distribution and choosing appropriate intermediate target points (to avoid perturbations leading to some another boundary point of the entropic set, see Theorem 1), can obtain a distribution consistent with \( h' \) by trying random perturbations in the range \((0, \epsilon)\) for any \( \epsilon > 0 \).

On the other hand, if we have some distributions then conic hull of respective entropic points gives an inner bound for \( \Gamma_{n,X}^* \). Also, in Proposition 2 it is sufficient to choose (to ensure non-covergence at a boundary point other than \( h' \)) intermediate target points such that for consecutive target points \( h_t, h_{t+1}, C(h_t, h_{t+1}) \cap C(h_{t+1}, h_t) \subset E_{n,X}^* \) if such points exist, though it is not necessary.

Remark 2. In practice, it may be of interest to find whether a given vector is entropic. This may be referred to as “realizing entropy vectors” mentioned in [17]. For a given alphabet size, this problem can be answered using the procedure in [4]. Apart from the procedure in [4], the procedure in [21] for entropy scalars may be extended for realizing entropy vectors. In this paper, we focus on whether there exists an entropic point on a ray defined by a given vector. The procedure [4] cannot guarantee an answer for this problem. The motivation to focus on rays rather than vectors is that at the boundary of the almost entropic region there may exist rays with non-entropic vectors (see [22, Chapter 15] for details). Hence, the existence of a non-entropic vector dose not necessarily mean that the ray defined is not in the almost entropic region.
C. Additional Information Equality Constraints

Now we discuss entropic sets with constraints on distributions in addition to alphabet size, such sets are of practical importance since a communication system usually induces constraints on the distributions of random variables involved. Moreover, in many cases such constraints on distributions translate into linear entropic equalities (e.g., functional dependence, conditional or unconditional independence). For instance, network coding capacity region [23] for alphabet constrained systems will simply be the projection of the intersection of the entropic set with network induced linear information constraints onto the coordinates associated with source entropies.

**Corollary 3.** The entropic set $\Gamma_{n,X}$ constrained by linear entropic constraints can, in general, be a disconnected set.

**Proof:** The corollary follows from the example of the unique extreme ray of $\Gamma_3$ which contains disconnected entropic points [2] (also see [22, Chapter 15]). Alternatively, since $\Gamma_{n,X}$ is non-convex in general [1], its intersection with linear or non-linear constraints can result in a disconnected set.

Note that, Proposition 2 is not valid for constrained entropic sets because due to disconnectedness, convergence cannot be guaranteed by starting from any distribution for a point in the constrained entropic set and employing perturbations in the range $(0, \epsilon)$ for any $\epsilon > 0$. Thus, searching over constrained (and hence in general disconnected) entropic set via arbitrary perturbations may not yield fruitful results. However, given an entropic vector associated with achievable rate vector for a communication system (and hence in a constrained entropic set), we can still conduct a search over $\Gamma_{n,X}$ using perturbations in the range $(0, \epsilon)$ for a distribution consistent with the entropic vector.

III. ALGORITHM

Based on the content in the previous section, we present a randomized local search algorithm, Algorithm 1. For a given target polymatroid $h_t \in \Gamma_n \setminus \{0\}$, the algorithm iteratively tries perturbations to find a distribution with strictly less $d_{\text{norm}}$ of associated entropic point from the target point, starting from a distribution $p_s \in \mathcal{P}(X)$ on a given alphabet $X$. Here, we are employing the simplest type of perturbation in which a distribution and its perturbed distribution differ only in two probability mass points.

**Algorithm 1** Find $h \in \Gamma_{n,X}$ near to $h_t$ and associated $p$.

**Require:** $h_t$, $p_s$, $\delta$, $L$, $M$, $\epsilon \in (0, 1]

**Ensure:** $p_k, h_k$

1: $p_k \leftarrow p_s$
2: $h_k \leftarrow h(p_k)$
3: for $l = 1$ to $L$ do
4: \hspace{1cm} $p_k' \leftarrow p_k$
5: \hspace{1cm} for $m = 1$ to $M$ do
6: \hspace{2cm} Choose indexes $i, j$ of $p_k$ uniformly randomly
7: \hspace{2cm} Choose $\lambda \in [0, \epsilon]$ uniformly randomly
8: \hspace{2cm} $p_k'(i) \leftarrow \lambda(p_k(i) + p_k(j))$
9: \hspace{2cm} $p_k'(j) \leftarrow (1 - \lambda)(p_k(i) + p_k(j))$
10: \hspace{2cm} $h_k' \leftarrow h(p_k')$
11: \hspace{2cm} if $d_{\text{norm}}(h_k', h_t) < d_{\text{norm}}(h_k, h_t)$ then
12: \hspace{3cm} $p_k \leftarrow p_k'$, $h_k \leftarrow h(p_k)$, exit for loop
13: \hspace{2cm} end if
14: \hspace{1cm} end for
15: if $m = M$ then
16: \hspace{1cm} return $p_k, h_k$ and terminate
17: else if $d_{\text{norm}}(h_k, h_t) \leq \delta$ then
18: \hspace{1cm} return $p_k, h_k$ and terminate
19: end if
20: end for
21: return $p_k, h_k$

**Proposition 3.** For sufficiently large $L$ and $M$, Algorithm 1 terminates with an output distribution and its entropic vector at least $\delta$-near (in $d_{\text{norm}}$) to either the ray defined by the target vector or a boundary point of $\Gamma_{n,X}$ for any given $\delta \geq 0$.

**Proof:** The statement follows by Theorem 1.
The algorithm can be used to find entropic points (and associated distributions) near to the boundary of $\Gamma^+_n \times Z$ in various directions by choosing appropriate starting points and the target points. Moreover, we can replace $d_{\text{norm}}$ with Euclidean distance, or another metric, to obtain numerical results for the respective minimization problem.

For the algorithm, letting the initial distribution $p_x$ as uniform independent distribution is an obvious and easy choice. But, since the entropic vector corresponding to a random vector with independent random variables is at the boundary or a supporting hyperplane of $\Gamma^+_n$ (and hence, also at the boundary of $\Gamma^+_n \times Z$), it is not the best choice for every given target vector. In general, we take the starting distribution as the centroid of $\Gamma_n$ due to lack of characterization of entropic or almost entropic vectors for $n \geq 4$.

Definition 4 (Centroid and centroid ray). A centroid $c$ of a set in an Euclidean space is the mean of the points in the set, similarly centroid ray $E_c$ for a pointed cone is the mean of its rays.

For instance, the centroid ray of $\Gamma_n$ is the mean of its extreme rays and is the “inner most” ray of $\Gamma_n$. A more effective choice for initial distribution can be made from the knowledge available about the shape of $\Gamma^+_n \times Z$ and the orientation of $h_t$.

Figure 1 shows the simulation results of Algorithm 1 in terms of normalized distance and the number of iterations. An asterisk represents the normalized distance of a vector return by the algorithm. The target points are (1) the Vámós polymatroid (not an almost entropic point), (2) the entropic point constructed in [5, Theorem 4] and (3) the four-atom conjecture point [9]. The initial point is a point on the centroid ray of the base points of the Ingleton pyramid [9] (also see the next section) and alphabet size is 2 for each random variable. We note that for entropic vectors, four-atom conjecture point (brown asterisks) and the point in [5, Theorem 4] (green asterisks), in most instances the algorithm terminates with a point very close to the target point in $d_{\text{norm}}$. But, in a few instances, the returned points are not very near to the target entropic points. This is due to non-convexity of the entropic set and a particular trajectory (or path or direction) defined by random perturbations. However, as suggested by Theorem 1 and Proposition 3, the returned points are most likely very near to the boundary of the entropic set. For Vámós polymatroid, there are two clusters of the return points (red asterisks). It is important to note that the return results are dependent on the initial point and the trajectory (which may be specified by defining intermediate target points) and even more consistent results may be obtained by suitable choice of these parameters. The exact distributions and additional numerical results are made available in the appendix.

IV. EXTENSIONS, COMPARISON AND APPLICATIONS

We first present a few extensions to optimize different functions over an entropic set. We restrict our attention to examples and numerical results for the random vectors of size four.

We briefly describe the known results for comparison. For $h$ the Ingleton expression is $h_{12} + h_{13} + h_{23} + h_{14} + h_{24} - h_1 - h_2 - h_{123} - h_{124} - h_{34} \equiv \Delta_{34}$ and the Ingleton inequality is $\Delta_{34} \geq 0$ [7]. There are six distinct Ingleton inequalities via permutation. The Ingleton score for $h$ is $I(h) \equiv \Delta_{34}/h_{1234}$ [9], [11] and the Ingleton violation index is $\iota(h) \equiv -\Delta_{34}/\|h\|$ [10]. It has been shown in [11] that a polymatroid $h$ can be decomposed into modular $h^{\text{mod}}$ and tight $h^t$ components such that $h = h^{\text{mod}} + h^t$. Since, modular polymatroids are trivially entropic, the study of entropic region reduces to characterization of tight entropic polymatroids. Also, it has been shown that for entropic polymatroid, its tight component is almost entropic. These new results are used to refute the four-atom conjecture. Moreover, it has been shown that a particular linear transformation, we denote $t(\cdot)$, on an almost entropic tight point yields another almost entropic tight point with better Ingleton score (see [11] for details).

As suggested in the previous section, the algorithm can be extended for a variety of optimization functions. We also extend our perturbation based technique to optimize the functions $I$ and $\iota$. As summarized in Table I, we get better and in some cases nearly as good numerical results. So far, we have obtained simulations for only upto alphabet size of 5 (or less in some cases).
Various initial points and a new search approach is used. For instance, to restrict the search area, we propose incorporating alternative hyperplane score reduction in addition to normalized distance reduction (see the appendix for details about the approach and detailed numerical results).

Table I: Comparison of numerical results

| Func. Opt. | Known results | Our results |
|------------|---------------|-------------|
| $\min I(h)$ | -0.089373, Newton’s method [9] | -0.092499 (2*) |
| $\max \psi(h)$ | 0.02761, MCMC-Quasi U. [10] | 0.028136 (2^4) |
| $\min \|f(h^n)\|$ | -0.09243, Various [11] | -0.092499 (5^4) |

Now, we present a simple approach to obtain an inner bound for a given polyhedral outer bound on $\bar{\Gamma}_n^*$ with the same “description complexity” but with significant improvement over known inner bounds. Here, by equal description complexity, we mean that the inner bound is expressed using the same number of inequalities as the outer bound. This is extremely important in practice where the interest is to use inner bounds for computational purposes, e.g., computing an inner bound for network coding capacity, and it is desirable that the best possible inner bound is expressed by only certain number of linear inequalities. The simple approach is, for the extreme rays of a given polyhedral outer bound, to obtain nearest entropic rays. The conic hull of these entropic rays delivers an inner bound. To demonstrate the idea, consider the part of $\bar{\Gamma}_4^*$ cut-off by reverse Ingleton inequality, such a cone is referred as a pyramid in [9]. Characterization of $\bar{\Gamma}_4^*$ reduces to the entropic points in this pyramid defined by 15 extreme rays [9] (actually, the characterization is further reduced to the 11-dimensional sub-cone of tight points [11]) and hence we focus on the entropic region in the pyramid. The pyramid is further cut-off by two ZY98 [3] inequalities. This removes one extreme ray (associated with Vámó polimatroid) and introduces 9 additional extreme rays. This outer bound with 23 extreme rays (or equivalently, 17 hyperplanes) has a relative volume of 98.4568% [9]. Our inner bound with the same description complexity has relative volume 43.8026%. Also, we obtained best inner bound with relative volume 56.2590% and with least number of extreme rays 285 using a new grid approach (see the appendix for details). We emphasis that for numerical results we have only used binary distributions and by allowing higher alphabets the volume of inner bound can be further increased. Inner bounds obtained this way may be further used, for instance, to find achievable rate vectors for network coding.

Also, we find binary entropic points near to 35 extreme rays of the Ingleton cone. The total of 26 points thus obtained are very close to the respective extreme rays and hence approximately binary entropic as it can be confirmed by results in [4]. For the remaining 9 extreme rays near binary entropic points are also found and the numerical results confirm that these 9 extreme rays are not binary entropic as listed in [4, Table 1] (see the appendix for details).

V. CONCLUSION AND FUTURE WORK

We presented the notion of $d_{norm}$ and perturbation based randomized local search algorithm which, in principle, has the potential to deliver numerical inner approximations for alphabet constrained entropic sets. Various extensions of the algorithm are presented and the numerical results are compared to the known results. The application to obtain inner bounds from outer bounds with the same description complexity also signifies the importance of the main results. We note that though the algorithm employs randomized local search, trajectory (or path or direction) can be specified by defining intermediate target points - this feature may not be readily available for many function minimization problems.

As a future direction, systematic approaches to obtain inner bounds for the entropic region in the pyramid shall be investigated. Also, the problem of Vámó polimatroid [24] capacity will be investigated based on the results in this paper.
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For instance, more than a million points in the pyramid are obtained in [11], and a thousand points in [16] but the use of it for computational purposes is mostly unfeasible due to the high number of linear inequalities in the description.
A. Results for Three different Target Points

Of digits after the decimal point are presented. The content of this document is organized as follows:

• Section A presents the simulation results for three target points are presented: (1) the Vámos polymatroid, (2) the entropic point constructed in [5, Theorem 4] and (3) the four-atom conjecture point.

• Section B1 presents simulation results for optimizing the Ingleton score and Ingleton index.

• Section B2 presents a new hyperplane score based approach for normalized distance reduction.

• Section B3 presents a systematic procedure to obtain inner bound from known outer bounds on the entropy region.

• Section B4 presents a grid based approach to obtain inner bounds. Using this approach we obtain the best known inner bound (with least number of extreme rays) for the entropy region in the pyramid with only 285 extreme rays and with relative volume 56.2590%.

• Section B5 presents simulation results for Ingleton cone extreme rays as target points. We verify that for all binary entropic Ingleton cone extreme rays, the algorithm returns points very near to the extreme rays considering binary distributions. For all other extreme rays of the Ingleton cone, we obtain near binary entropic points.

• Section C presents the joint distributions of four random variables with alphabet size 5 each for which the Ingleton score of the associated tight vector is \(-0.92499\).

APPENDIX

The appendix contains additional numerical results, methods, and approaches. Note that, the extreme ray can be described by any one point in the extreme ray and hence no distinction is made. Also, “distance” and “normalized distance” are not distinguished and shall be clear from the context. Most numerical results here are approximate in a sense that a certain number of digits after the decimal point are presented. The content of this document is organized as follows:

- Section A presents the simulation results for three target points are presented: (1) the Vámos polymatroid, (2) the entropic point constructed in [5, Theorem 4] and (3) the four-atom conjecture point.

- Section B1 presents simulation results for optimizing the Ingleton score and Ingleton index.

- Section B2 presents a new hyperplane score based approach for normalized distance reduction.

- Section B3 presents a systematic procedure to obtain inner bound from known outer bounds on the entropy region.

- Section B4 presents a grid based approach to obtain inner bounds. Using this approach we obtain the best known inner bound (with least number of extreme rays) for the entropy region in the pyramid with only 285 extreme rays and with relative volume 56.2590%.

- Section B5 presents simulation results for Ingleton cone extreme rays as target points. We verify that for all binary entropic Ingleton cone extreme rays, the algorithm returns points very near to the extreme rays considering binary distributions. For all other extreme rays of the Ingleton cone, we obtain near binary entropic points.

- Section C presents the joint distributions of four random variables with alphabet size 5 each for which the Ingleton score of the associated tight vector is \(-0.92499\).

A. Results for Three different Target Points

Figure 1 shows the simulation results of Algorithm 1 in terms of normalized distance and number of iterations \(l\). The target points are (1) the Vámos polymatroid (not an almost entropic point), (2) the entropic point constructed in [5, Theorem 4] and (3) the four-atom conjecture point [9]. The algorithm is run 200 times for each target point. The initial point is approximately in (or near to a point in) \(E_c\) and alphabet size is 2 for each random variable. We note that for entropic vectors, four-atom conjecture point (brown asterisks) and the point in [5, Theorem 4] (green asterisks), in most instances the algorithm terminates with a point very close (in \(d_{\text{norm}}\)) to the target point. But, in a few instances, the returned points are not very near to the target entropic points. This is due to no-convexity of the entropic set and a particular trajectory (or path or direction) defined by random perturbations. However, as suggested by Theorem 1 and Proposition 3, the returned points are most likely very near to the boundary of the entropic set. For Vámos polymatroid, there are two clusters of the return points (red asterisks). It is important to note that the return results are dependent on the initial point and the trajectory (which may be specified by defining intermediate target points) and even more consistent results may be obtained by suitable choice of these parameters.
(1) Letting Vámos polymatroid as the target point and a point on the centroid ray of the base points of the pyramid as the starting point, we obtained 200 points returned by the algorithm. Of them, the nearest point is

\[ [0.9258 0.9257 1.5842 0.9998 1.4807 1.4825 1.9531 0.9998 1.4825 1.4807 1.9531 1.9084 1.9607 1.9607 1.9829] \]

with Ingleton score = −0.078348, and the normalized distance = 0.024821 from the target, and is attained by the following joint distribution of four random variables with alphabet \{0,1\} each:

- \( p_{0000} = 0.0001644220317494, p_{1100} = 0.336225764806443, p_{0010} = 0.003087140924877, p_{1101} = 0.163408647228728, \)
- \( p_{1110} = 0.003089948192363, p_{0001} = 0.000000004117487, p_{1001} = 0.154625194533945, p_{1101} = 0.0000000000719, \)
- \( p_{0011} = 0.336271989652690, p_{1111} = 0.001647090225254, \)

and else zero.

(2) Letting Construction in [5, Theorem 4] as the target point and a point on the centroid ray of the base points of the pyramid as the starting point, we obtained 200 points returned by the algorithm. Of them, the nearest point is

\[ [1.0000 1.0000 1.9544 1.0000 1.8113 1.8113 2.6225 1.0000 1.8113 1.8113 2.6225 2.0000 2.5000 2.5000 2.9056] \]

with Ingleton score = −0.015631, and normalized distance = 9.1499 \cdot 10^{-06} from the target, and is attained by the following joint distribution of four random variables with alphabet \{0,1\} each:

- \( p_{0000} = 0.0000000000000089, p_{1100} = 0.0000000011016494, p_{1100} = 0.00000000057158, p_{1100} = 0.247468049947254, \)
- \( p_{0010} = 0.029630844445635, p_{0101} = 0.093438275305339, p_{1010} = 0.09143289591530, p_{1110} = 0.032959081933003, \)
- \( p_{0001} = 0.029584458949872, p_{0101} = 0.09357834010918, p_{0101} = 0.094049290457961, p_{1101} = 0.03290863729594, \)
- \( p_{0011} = 0.252466526959316, p_{1111} = 0.000000568087382, \)

and else zero.

(3) Letting four-atom conjecture point as the target point and a point on the centroid ray of the base points of the pyramid as the starting point, we obtained 200 points returned by the algorithm. Of them, the nearest point is

\[ [0.9345 0.9345 1.5811 1.0000 1.4401 1.4401 1.8802 1.0000 1.4401 1.4401 1.8802 1.8802 1.8802 1.8802 1.8803] \]

with Ingleton score = −0.089355, and normalized distance = 2.1080 \cdot 10^{-05} from the target, and is attained by the following joint distribution of four random variables with alphabet \{0,1\} each:

- \( p_{1100} = 0.350477529019748, p_{0110} = 0.149490839096973, p_{1001} = 0.000000599702761, p_{0001} = 0.000004708298428, \)
- \( p_{0101} = 0.149527616553994, p_{1001} = 0.00000000131247, p_{1101} = 0.000004898377650, p_{0011} = 0.350493808818975, \)
- \( p_{1011} = 0.00000000000224, \)

and else zero.

Extended plot with Ingeiton scores for all three points is given in Figure 2.

![Fig. 2: Numerical results with Ingleton scores. Vámos polymatroid point (VP), Entropic point in [5, Theorem 4] (EP), Four-atom conjecture point (CP).](image-url)
B. Extensions, Comparison and Applications

1) Algorithm Extensions and Comparison: We have extended our perturbation based technique to optimize the functions \( \mathbb{I} \) and \( \iota \). As summarized in Table I, we get better and in some cases nearly as good numerical results. We have obtained simulations for only upto alphabet size of 5 (or less in some cases). Below are the details of the numerical results.

Minimization of \( \mathbb{I}(h) \): In the algorithm, initial distribution is for a point approximately in centroid ray of \( \Gamma_4 \) for binary random variables. We have minimized the Ingleton score. The minimum Ingleton score \( \mathbb{I}(h) = -0.089373 \), is attained by the following joint distribution:

\[
\begin{align*}
p_{1100} &= 0.350527620352674, p_{0010} = 0.000000011646893, p_{1010} = 0.149583628030039, p_{1110} = 0.00000000000452, \\
p_{0001} &= 0.000000000000004, p_{1001} = 0.14953145924755, p_{0011} = 0.350357280745183,
\end{align*}
\]

and else zero.

Maximization of \( \iota(h) \): In the algorithm, we have tried different initial distributions. Now we discuss the initial distribution that has delivered the best Ingleton index so far. The initial distribution is the distribution of a point near to the centroid ray of \( \iota \). Our motivation for trying such an initial point is that the points attaining infimum \( \mathbb{I} \) lie at the intersection of these two hyperplanes [11]. We have maximized violation index. The maximum violation index \( \iota(h) = 0.028131 \), is attained by the following joint distribution:

\[
\begin{align*}
p_{1000} &= 0.344902567013607, p_{0010} = 0.15514657443413, p_{0001} = 0.155179836273433, p_{0101} = 0.00000022037567, \\
p_{1001} &= 0.000000000059633, p_{0101} = 0.0000000000038, p_{0111} = 0.344770801837009,
\end{align*}
\]

and else zero. We have run the algorithm 100 times to maximize violation index. In Figure 3 (a), violation indices and corresponding Ingleton scores for the 100 points are plotted and it is clear that every time, the algorithm returns index value approximately 0.02813. In Figure 3 (b), we have shown the convergence corresponding to the maximum violation index. It is clear that the achieved value is better with less number of iterations (1963) than the value and number of iterations given in [17].

![Fig. 3: (a) The Ingleton violation indices and corresponding Ingleton scores for the 100 points. (b) The convergence of the maximum violation index.](image_url)

Minimization of \( \mathbb{I}(t(h^u)) \): The minimum Ingleton scores of \( h^u \) and of \( t(h^u) \) for four random variables with alphabet size 5^4, are found to be \(-0.091287 \) and \(-0.092499 \) approximately. Following is the procedure by which we have obtained both the scores and the corresponding distributions.

- We determined hyperplanes of the extreme rays of the intersection of base points of the pyramid and the tight polymatroid of \( h \) given in the [11, Example 2].
- Run the algorithm taking \( h^u \) as a target and the initial distribution as uniform distribution for four random variables with alphabet \{0, 1, 2, 3, 4\} each. We reduced normalized distance and alternatively 14 hyperplane score reduction (described below), then we found the distribution (say \( P \)) which gives the nearest point (say \( f \)) to \( h^u \).
- Use \( P \) as the initial distribution in the algorithm to minimize \( \mathbb{I}(t(h^u)) \). In this way we found the infimal Ingleton scores. The Ingleton score \( \mathbb{I}(h) = -0.0650661 \) is obtained by the joint distribution for four random variables with alphabet \{0, 1, 2, 3, 4\} given in Section C. We note that, for this point \( h \), the Ingleton score of the tight component \( \mathbb{I}(h^u) = -0.091287 \) and the Ingleton score of its linear transformation \( \mathbb{I}(t(h^u)) = -0.092499 \) are smaller (better) than the scores given in [11].
2) A New Approach for Normalized Distance Reduction: To restrict the search area, we propose incorporating alternative hyperplane score reduction in addition to normalized distance reduction. The basic idea for this new approach is the observation that a ray in \(2^n - 1\) dimensional Euclidean space can be described by the intersection of \(2^n - 2\) independent hyperplanes through the origin. For a given point in the pyramid, we obtain hyperplane representation from the point and 14 base points. This gives 15 hyperplanes including reverse Ingleton hyperplane. For 14 non-Ingleton hyperplanes we define hyperplane scores.

**Definition 5** (Hyperplane through origin). A hyperplane through origin can be described by the coefficient vector
\[
g = [g_\alpha : \alpha \subseteq N \setminus \emptyset]
\]
and the corresponding hyperplane is
\[
H_g = \left\{ h : \sum_\alpha g_\alpha h_\alpha = 0 \right\}.
\]

**Definition 6** (Hyperplane score). Consider a point \(h\) and a hyperplane \(H_g\). The hyperplane score \(s_{H_g}(h)\) for \(h\) is defined as
\[
s_{H_g}(h) = \frac{\sum_\alpha g_\alpha h_\alpha}{h_N}.
\]

**Example 1** (Hyperplane scores). Consider the point \((FC)\) obtained by the distribution given in [9]:
\[
h = [0.9345 0.9345 1.5811 1.0000 1.4401 1.4401 1.8802 1.0000 1.4401 1.4401 1.8802 1.8802 1.8802 1.8802 1.8802].
\]
We obtain the hyperplane representation, given in Table II (excluding Ingleton hyperplane), from the extreme ray representation of FC and 14 base points of the pyramid.

**TABLE II:** The coefficients of the hyperplanes (excluding Ingleton) defined by FC and 14 base points of the pyramid.

| No. | \(g_1\) | \(g_2\) | \(g_3\) | \(g_4\) | \(g_5\) | \(g_6\) | \(g_7\) | \(g_8\) | \(g_9\) | \(g_{10}\) | \(g_{11}\) | \(g_{12}\) | \(g_{13}\) | \(g_{14}\) | \(g_{15}\) |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1   | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1      | 0      |
| 2   | -1.0000 | -3.5645 | 1.0000 | 0      | 1.0000 | 0      | 3.5645 | 1.0000 | 0      | 1.0000 | 1.0000 | -1.0000 | -1.0000 | 1.0000 | 1.0000 |
| 3   | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1.0000 |
| 4   | -1.0000 | -1.8136 | 1.8136 | 0      | 1.0000 | -1.8136 | 1.8136 | 0      | 1.0000 | 1.0000 | -1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 5   | -1.8136 | -1.0000 | 1.8136 | 0      | 1.8136 | 1.0000 | -1.136 | 0      | 1.0000 | 1.0000 | -1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 6   | 0      | 0      | 0      | 0      | 0      | -1.0000 | 1.0000 | 1.0000 | -1.0000 | 1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 7   | 0      | 0      | 0      | 0      | 0      | 0      | -1.0000 | 1.0000 | 1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 8   | -1.0000 | -1.8136 | 1.8136 | 0      | 1.0000 | -1.8136 | 1.8136 | 0      | 1.0000 | 1.0000 | -1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 9   | -1.8136 | -1.0000 | 1.8136 | 0      | 1.8136 | 1.0000 | -1.136 | 0      | 1.0000 | 1.0000 | -1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 10  | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1.0000 |
| 11  | -1.0000 | -1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | -2.0000 | -2.0000 | 0      | 0      | 0      |
| 12  | -3.5645 | -1.0000 | 1.0000 | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1.0000 |
| 13  | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1.0000 |
| 14  | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 1.0000 |

To obtain the nearest point to \(h\), first, find the centroid ray \(E_c\) of base points of the pyramid. Use the algorithm to find a point \(c'\) approximately in \(E_c\) and uniform distribution as the initial distribution for four binary random variables. Let the nearest point be \(c'\) and its corresponding distribution be \(p'\).

**Case 1.** In the algorithm, start with the parameters \(h_0 = h\) and \(p_0 = p'\) to find nearest point to \(h\). We have obtained 100 points and their corresponding distributions. Of them, the nearest to \(h\) found is
\[
[0.9345 0.9345 1.5811 1.0000 1.4401 1.4401 1.8802 1.0000 1.4401 1.4401 1.8802 1.8801 1.8802 1.8802 1.8802].
\]
with Ingleton score \(-0.0893639\) and is obtained by the following joint distribution:
\[
p_{1100} = 0.350471340516428, p_{0110} = 0.149511435377891, p_{0001} = 0.000001680821054, p_{1010} = 0.149541007916755,
p_{1001} = 0.000000733705598, p_{1101} = 0.000001689807316, p_{0011} = 0.350472111852016, p_{0111} = 0.000000000002942,
\]
and else zero.

**Case 2.** We have obtained 14 hyperplanes by the intersection of \(h\) and 14 base points of the pyramid. The algorithm is modified as follows: At each iteration a new distribution is accepted such that the normalized distance and one of the fixed hyperplane score is reduced. Once the hyperplane score reaches near to 0 then the algorithm uniformly randomly selects any other hyperplan and continues normalized distance and hyperplane score reduction. In this way, we obtained 100 points and corresponding distributions. Of them, the nearest to \(h\) is
\[
[0.9346 0.9346 1.5811 1.0000 1.4401 1.4401 1.8802 1.0000 1.4401 1.4401 1.8802 1.8799 1.8802 1.8802 1.8804].
\]
with Ingleton score $-0.089320$ and is obtained by the following joint distribution:

\[
p_{0000} = 0.0000000000033, p_{1000} = 0.0000000002665, p_{1100} = 0.149338731893951,
\]
\[
p_{0001} = 0.000014509393386, p_{0101} = 0.149518932564159, p_{1001} = 0.000003672853305, p_{1101} = 0.000015752047679,
\]
\[
p_{0011} = 0.350573321610050, p_{1011} = 0.0000000000012, p_{1111} = 0.000000002265614, p_{1111} = 0.0000000073969,
\]
and else zero.

Ingleton scores and distances for 100 points of the above two cases is plotted in Figure 4. Note that the convergence in Case 2 takes less number of iterations than in Case 1. For these two cases all returned points are very near to the target.

We have repeated the above two cases with initial distribution as uniform distribution for binary random variables. The numerical result is shown in Figure 5 for 100 points.

From Figure 5, It is clear that there are points returned by the algorithm which are not near to the target. For example, the point

\[
[0.8823 0.9599 1.6839 0.9013 1.5778 1.5772 1.7887 0.9962 1.5265 1.4657 1.9796 1.8679 1.9710 1.9731 2.0745]
\]

with distance 0.049937588319301 from the target, and Ingleton score 0.170042927792174, is not converging but one of its 14 hyperplane scores

\[
[0.0017 0.6347 0.0949 0.7697 0.8334 0.4650 0.2858 0.5237 0.6363 0.0164 0.3944 0.9966 0.1035 0.1014].
\]

is close to zero and hence the point is near to the boundary of $\Gamma_4^*$. 
TABLE III: The 9 nearest points $E_i$ corresponding to the 9 extreme rays $Z_i$, $i = 1, \ldots, 9$.

| $E_1$ | $E_2$ | $E_3$ | $E_4$ | $E_5$ | $E_6$ | $E_7$ | $E_8$ | $E_9$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $h_1$ | $h_2$ | $h_{12}$ | $h_3$ | $h_{13}$ | $h_{23}$ | $h_{123}$ | $h_4$ | $h_{14}$ | $h_{24}$ | $h_{124}$ | $h_{34}$ | $h_{134}$ | $h_{234}$ | $h_{1234}$ |
| 0.5000 | 0.5000 | 0.8333 | 0.5000 | 0.8333 | 0.6667 | 0.8333 | 1.0000 | 0.5000 | 0.6667 | 0.8333 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5000 | 0.5000 | 0.8333 | 0.5000 | 0.8333 | 0.6667 | 0.8333 | 1.0000 | 0.5000 | 0.6667 | 0.8333 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5000 | 0.5000 | 0.8333 | 0.5000 | 0.8333 | 0.6667 | 0.8333 | 1.0000 | 0.5000 | 0.6667 | 0.8333 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 |

3) Inner Bounds from known Outer Bounds: As discussed in Section IV, the characterization of $\mathcal{P}_4^{\star}$ reduces to the entropic points in this pyramid defined by 15 extreme rays [9] (actually, the characterization is further reduced to the 11-dimensional sub-cone of tight points [11]) and hence we focus on the entropic region in the pyramid. The pyramid is further cut-off by two ZY98 [3] inequalities. This removes one extreme ray (associated with Vámos polymatroid) and introduces 9 additional extreme rays. This outer bound with 23 extreme rays (or equivalently, 17 hyperplanes) has a relative volume of 98.4568% [9]. Our inner bound with the same description complexity has relative volume 43.8026%. The nine extreme rays, $E_i, i = 1, \ldots, 9$, defining the inner bound together with the base extreme rays are listed in Table III. The volume of the inner bound obtained by 14 based points and four-atom conjecture point is 55.7493%. Moreover, including the four-atom conjecture point the relative volume of resulting inner bound is 46.6521%.

4) Inner Bounds using a Grid Based Approach: Now we present a new and simple grid based approach to obtain inner bounds for the entropy region within a cone defined by some collection of extreme rays $E_i$’s.

Definition 7. A grid $G$, for a given collection of rays $E_i$’s and for given set of possible values of $\lambda_i$ in $\mathbb{R}^+$, is the set of rays

$$E_G = \sum_i \lambda_i E_i.$$ 

Note that the grid rays (or points) are obtained by conic combination of the extreme rays $E_i$’s, and hence the grid elements (rays) are in the conic hull of $E_i$’s.

For four random variable case, the pyramid is defined by the “Vámos” extreme ray $E_o$ (containing a Vámos polymatroid) and other 14 base extreme rays $E_b, b \in B$. If we consider $\lambda_i \in \{0, a\}$ for some $a > 0$ such that $\sum_i \lambda_i = a$ for extreme rays of the pyramid then we get the extreme rays defining the pyramid itself. If we increase the range of $\lambda_i$ we can obtain finer grids with more rays. We consider the grids defined as follows.

$$G_1 \triangleq \{ E_o, E_b : b \in B \}$$
$$G_2 \triangleq \{ E : E = E_o + E_b, b \in B \}$$
$$G_3 \triangleq \{ E : E = E_o + E_b + E_c \text{ for distinct } b, c \in B \}$$
$$G_4 \triangleq \{ E : E = E_o + E_b + E_c + E_d \text{ for distinct } b, c, d \in B \}$$
$$G_5 \triangleq \{ E : E = E_o + E_b + E_c + E_d + E_e \text{ for distinct } b, c, d, e \in B \}$$

For the grids $G_1, G_2, G_3, G_4, G_5$ so defined, here is the summary of simulation results:

- $G_1$ has 15 elements of which only 1 violates Ingleton inequality and corresponding nearest distribution known so far is that of 4-atom conjecture point. The inner bound has relative volume 35.7493% (as discussed in Section B3).
- $G_2$ has 14 elements (rays). We obtained nearest points of which only 10 violate Ingleton inequality. Thus we obtain inner bound using $G_1 \cup G_2$ with 25 extreme rays and relative volume 50.0869%.
- $G_3$ has 91 elements. We obtained nearest points of which only 31 violate Ingleton inequality. Thus we obtain inner bound using $G_1 \cup G_3$ with 46 extreme rays and relative volume 47.3243%. We also obtain inner bound using $G_1 \cup G_2 \cup G_3$ with 56 extreme rays and relative volume 51.6197%.

\footnote{It appears that the procedure to compute the volumes in [16, Table 4.3] may be different or there may be a numerical error in the computed volume 43.5%. We have verified that our process to compute the volume is the same as that in [9] by computing volume of ZY98 outer bound in the paper.}
- $G_4$ has 364 elements. We obtained nearest points of which only 54 violate Ingleton inequality. Thus we obtain inner bound using $G_1 \cup G_4$ with 69 extreme rays and relative volume 47.8652%. We also obtain inner bound using $G_1 \cup G_2 \cup G_3 \cup G_4$ with 110 extreme rays and relative volume 53.3164%.
- $G_5$ has 1001 elements. We obtained nearest points of which only 175 violate Ingleton inequality. Thus we obtain inner bound using $G_1 \cup G_5$ with 190 extreme rays and relative volume 52.2465%. We also obtain inner bound using $G_1 \cup G_2 \cup G_3 \cup G_4 \cup G_5$ with 285 extreme rays and relative volume 56.2590%. This is the best inner bound for the entropy region in the pyramid so far in terms of relative volume with this (minimum) number of extreme rays.

5) Points near to Ingleton Cone Extreme Rays:

Definition 8 (Ingleton cone). The Ingleton cone for four random variables is defined by the 35 extreme rays $\rho_i, i = 1, \ldots, 35$ given in Table IV (see also [5, Figure 5]). These 35 extreme rays are obtained by the intersection of $\Gamma_4$ and six Ingleton inequalities.

Using the algorithm, we have computed points $h_i$ near to the extreme rays. The total of 26 points thus obtained are very close to the respective extreme rays and hence approximately binary entropic as it can be confirmed from [4]. For the remaining 9 extreme rays (the corresponding rows in Table IV are shaded gray), near binary entropic points are also found. From the results in [4], we verify that all these 9 points are not binary entropic. In particular, [4, Table 1] lists all (up to permutation) non-binary entropic points of normalized entropic region. Note that, $\rho_{26}$ is the 5th entry in [4, Table 1], $\rho_{28}$-$\rho_{31}$ are (up to permutation) the 1th entry in [4, Table 1] and $\rho_{32}$-$\rho_{35}$ are (up to permutation) the 8th entry in [4, Table 1].

5This is better than the relative volume 53.4815% reported in [9]. More importantly, we are interested in inner bounds with minimum possible “description complexity” and in [9] the number of extreme rays is not specified whereas in [16] the extreme rays used are more than 1000 to obtain an inner bound a relative volume 57.8%. However, as mentioned in footnote 4, the procedure to compute the volumes in [16, Table 4.3] may be different or there may be a numerical error.
| $\rho_1$ | $h_1$ | $h_2$ | $h_{12}$ | $h_3$ | $h_{13}$ | $h_{23}$ | $h_{123}$ | $h_4$ | $h_{14}$ | $h_{24}$ | $h_{34}$ | $h_{134}$ | $h_{234}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $h_1$ | 1.0000 | 1.0000 | 1.0002 | 1.0000 | 1.0002 | 1.0002 | 1.0000 | 1.0002 | 1.0002 | 1.0003 | 1.0002 | 1.0003 | 1.0003 |
| $h_2$ | 0.9998 | 0.9998 | 1.0000 | 0.9998 | 1.0000 | 1.0000 | 1.0001 | 0.0001 | 1.0000 | 1.0000 | 1.0001 | 1.0000 | 1.0002 |
| $h_3$ | 0.9999 | 0.9999 | 1.0001 | 0.0001 | 1.0000 | 1.0002 | 0.9999 | 1.0000 | 1.0001 | 1.0002 | 1.0000 | 2.0000 | 2.0003 |
| $h_4$ | 0.0002 | 0.9999 | 1.0000 | 0.9999 | 1.0000 | 1.0000 | 1.0002 | 0.9999 | 1.0000 | 1.0002 | 1.0000 | 1.0002 | 2.0004 |
| $h_5$ | 0.9999 | 0.9999 | 1.0000 | 0.0001 | 1.0000 | 1.0000 | 1.0001 | 0.0001 | 1.0000 | 1.0000 | 1.0001 | 1.0000 | 1.0002 |
| $h_6$ | 0.0001 | 0.9999 | 1.0000 | 0.9999 | 1.0000 | 1.0000 | 1.0001 | 0.0001 | 1.0000 | 1.0000 | 1.0001 | 1.0000 | 1.0002 |
| $h_7$ | 0.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| $h_8$ | 0.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| $h_9$ | 0.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| $h_{10}$ | 0.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |

**TABLE IV:** Extreme rays $\rho_i$ of the Ingleton cone and corresponding near binary entropic points $h_i$. 
and else zero.