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Abstract
In this work, we investigate the unexplored intersection of domain generalization (DG) and data-free learning. In particular, we address the question: How can knowledge contained in models trained on different source domains be merged into a single model that generalizes well to unseen target domains, in the absence of source and target domain data? Machine learning models that can cope with domain shift are essential for real-world scenarios with often changing data distributions. Prior DG methods typically rely on using source domain data, making them unsuitable for private decentralized data. We define the novel problem of Data-Free Domain Generalization (DFDG), a practical setting where models trained on the source domains separately are available instead of the original datasets, and investigate how to effectively solve the domain generalization problem in that case. We propose DEKAN, an approach that extracts and fuses domain-specific knowledge from the available teacher models into a student model robust to domain shift. Our empirical evaluation demonstrates the effectiveness of our method which achieves first state-of-the-art results in DFDG by significantly outperforming data-free knowledge distillation and ensemble baselines.
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1. Introduction

Deep learning methods have achieved impressive performance in a wide variety of tasks where the data is independent and identically distributed. However, real-world scenarios usually involve a distribution shift between the training data used during development and the test data faced at deployment time. In such situations, deep learning models suffer from a performance degradation and fail to generalize to the out-of-distribution (OOD) data from the target domain (Torralba and Efros, 2011). For instance, this domain shift problem is encountered on MRI data from different clinical centers that use different scanners (Dou et al., 2019). Domain Adaptation (DA) approaches (Wilson and Cook, 2020) assume access to data from the source domain(s) for training as well as target domain data for model adaptation. However, data collection from the target domain can	
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sometimes be expensive, slow, or infeasible, e.g. self-driving cars have to generalize to a variety of weather conditions (Zhang et al., 2017b) in urban and rural environments from different countries. In this work, we focus on Domain Generalization (DG) (Muandet et al., 2013), where a model trained on multiple source domains is applied without any modification to unseen target domains.

In the last decade, a plethora of DG methods requiring only access to the source domains were proposed (Zhou et al., 2021a). Nevertheless, the assumption that access to source domain data can always be granted does not hold in many cases. For instance, General Data Protection Regulation (GDPR) prohibits the access to confidential information and sensitive data that might identify individuals, e.g. bio-metric data. Likewise, some commercial entities are not willing to share their original data to prevent competitive disadvantage. Furthermore, as datasets get larger, their release, transfer, storage and management can become prohibitively expensive (Lopes et al., 2017). To circumvent the concerns related to releasing the original dataset, the data owners might want to share a model trained on their data instead. In light of increasing data privacy concerns, this alternative has recently enjoyed a surge of interest (Micaelli and Storkey, 2019; Chen et al., 2019; Nayak et al., 2019; Liang et al., 2020; Li et al., 2020; Kundu et al., 2020; Yin et al., 2020; Ahmed et al., 2021).

Although Data-Free Knowledge Distillation (DFKD) methods were developed to transfer knowledge from a teacher model to a student model without access to the original data (Lopes et al., 2017; Micaelli and Storkey, 2019; Chen et al., 2019; Nayak et al., 2019; Yin et al., 2020), only single-teacher scenarios with no domain shift were studied. On the other hand, Source-Free Domain Adaptation (SFDA) approaches were proposed to tackle the domain shift problem setting where one (Liang et al., 2020; Li et al., 2020; Kundu et al., 2020) or multiple (Ahmed et al., 2021) models trained on source domain data are available instead of the original dataset(s). Nonetheless, they require access to data from the target domain. In this work, we investigate the unstudied intersection of Domain Generalization and Data-Free Learning. Data-Free Domain Generalization (DFDG) is a problem setting that assumes only access to models trained on the source domains, without requiring data from source or target domains. Hereby, the goal is to have a single model able to generalize to unseen domains without any modification or data exposure, as it is the case in DG.

Our contribution is threefold: Firstly, we introduce and define the novel and practical DFDG problem setting. Secondly, we tackle it by proposing a first and strong approach that merges the knowledge stored in the domain-specific models via the generation of synthetic data and distills it into a single model. Thirdly, we demonstrate the effectiveness of our method by empirically evaluating it on two DG benchmark datasets.

2. Related Work

To the best of our knowledge, we are the first to address the Data-Free Domain Generalization (DFDG) problem. In the following, we discuss approaches to related problem settings.

2.1. Domain Generalization

Domain Generalization (DG) approaches can be classified into three categories. Domain alignment methods attempt to learn a domain-invariant representation of the data from the source domains by regularizing the learning objective. Variants of such a regularization include the minimization across the source domains of the maximum mean discrepancy criteria (MMD) (Gretton et al., 2012; Li et al., 2018b), the minimization of a distance metric between the domain-specific means (Tzeng et al., 2014) or covariance matrices (Sun and Saenko, 2016), the minimization of a contrastive loss
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(Motiian et al., 2017; Kim et al., 2021), or the maximization of loss gradient alignment (Shi et al., 2021; Shahtalebi et al., 2021). Other works use adversarial training with a domain discriminator model (Ganin et al., 2016; Li et al., 2018c) for the same purpose. Another category of works leverages meta-learning techniques, e.g., the bi-level optimization scheme proposed in (Finn et al., 2017), to optimize for adaptation. Even though gradient-based meta-learning methods (Finn et al., 2017) were initially developed to enable few-shot learning, they were leveraged to address a wide variety of problems, such as continual learning (Riemer et al., 2018; Frihka et al.), anomaly detection (Frihka et al., 2021a) and DG. In DG, meta-learning was employed to optimize for quick adaptation to different domains (Li et al., 2018a), to learn how to regularize the output layer (Balaji et al., 2018), and to regularize the embedding space (Dou et al., 2019). Another line of work augment the training data to tackle DG. Hereby, the source domain data is perturbed by computing inter-domain examples (Xu et al., 2020; Yan et al., 2020; Wang et al., 2020b) via Mixup (Zhang et al., 2017a), by randomizing the style of images (Nam et al., 2019), by computing adversarial examples (Goodfellow et al., 2014) using a class classifier (Sinha et al., 2017; Qiao et al., 2020) or a domain classifier (Shankar et al., 2018), or corrupting learned features to incentivize new feature discovery (Frihka et al., 2021b). Other works perturb intermediate representations of the data (Huang et al., 2020; Zhou et al., 2021b; Frihka et al., 2021b). Unlike standard DG approaches that require access to the source domain datasets, our method merges the domain-specific knowledge from models trained on the source domains into a single model resilient to domain shift, while preserving data privacy (Figure 1).

2.2. Knowledge Distillation

Knowledge distillation (KD) (Hinton et al., 2015) was originally proposed to compress the knowledge of a large teacher network into a smaller student network. Several KD extensions and improvements enabled its application to a variety of scenarios including quantization (Mishra and Marr, 2017), domain adaptation (Zhao et al., 2020), and few-shot learning (Rajasegaran et al., 2020). While these methods rely on the original data, Data-Free Knowledge Distillation (DFKD) methods were recently developed (Lopes et al., 2017; Micaelli and Storkey, 2019; Nayak et al., 2019; Chen et al., 2019; Liu et al., 2021b). Hereby, knowledge is transferred from one (Micaelli and Storkey, 2019; Nayak et al., 2019; Chen et al., 2019; Choi et al., 2020; Yin et al., 2020; Luo et al., 2020; Zhang et al., 2021b) or multiple (Li et al., 2021b) teacher(s) to the student model via the generation of synthetic data, either by optimizing random noise examples (Nayak et al., 2019; Yin et al., 2020; Zhang et al., 2021b) or by training a generator (Micaelli and Storkey, 2019; Chen et al., 2019; Choi et al., 2020; Luo et al., 2020). Nevertheless, the aforementioned DFKD methods focus on scenarios without any domain shift, i.e. the student is evaluated on examples from the same data distribution used for training the teacher. In the DFDG problem setting we address, the student is trained from multiple teachers that are trained on different source domains in a way that enables generalization to data from unseen target domains. We propose a baseline that extends the usage of a recent DFKD method (Zhang et al., 2021b) to the DFDG setting, and compare it to our approach (Section 4).

2.3. Source-free domain adaptation

The recently addressed Source-Free Domain Adaptation problem (Liang et al., 2020; Li et al., 2020; Kundu et al., 2020) assumes access to one or multiple model(s) trained on the source domains, as well as data examples from a specific target domain. Proposed approaches to tackle it include the
combination of generative models with a regularization loss (Li et al., 2020), a feature alignment mechanism (Yeh et al., 2021), or a weighting of the target domain samples by their similarity to the source domain (Kundu et al., 2020). SHOT (Liang et al., 2020) employs an information maximization loss along with a self-supervised pseudo-labeling, and is extended to the multi-source scenario via source model weighting (Ahmed et al., 2021). BUFR (Eastwood et al., 2021) aligns the target domain feature distribution with the one from the source domain. Another line of works leverage Batch Normalization (BN) (Ioffe and Szegedy, 2015) layers by replacing the BN-statistics computed on the source domain with those computed on the target domain (Li et al., 2016), or by training the BN-parameters on the target domain via entropy minimization (Wang et al., 2020a).

While these approaches rely on the availability of data from a known target domain, we address the DFDG scenario where the model is expected to generalize to \textit{a priori unknown} target domain(s) without any modification or exposure to their data. We also note that some methods (Kundu et al., 2020; Liang et al., 2020; Eastwood et al., 2021) modify the training procedure on the source domain, which would not be possible in cases where the data is not accessible anymore.

2.4. Federated Learning

Federated Learning (FL) (McMahan et al., 2017) is a decentralized learning paradigm where multiple clients train deep learning models without centralizing their local data. While most FL works (Yin et al., 2021) focus on single-domain applications, i.e., the clients have the same data distribution, concurrent works addressed FL settings involving distribution shift (Zhang et al., 2021a; Liu et al., 2021a; Li et al., 2021a; Chen et al., 2022). We propose DFDG as an alternative privacy-preserving DG setting, which enables cross-domain knowledge sharing in a static, permanent and communication-efficient way, i.e., no client interaction overhead. Moreover, in scenarios where the data cannot be accessed, e.g., it was lost or deleted, or only a trained model was made public, FL is not applicable as it requires access to the data. However, DFDG methods would be applicable.

3. Approach

3.1. Problem statement

Let $D_s$ and $D_j^t$ denote the datasets available from the source and target domains respectively with $i = 1, \ldots, I$ and $j = 1, \ldots, J$. Hereby, $I$ and $J$ denote the number of source and target domains respectively. In Domain Generalization (DG), the goal is to train a model on the source domain data $D_i^s$ in a way that enables generalization to \textit{a priori} unavailable target domain data $D_j^t$, without any model modification at test time. We consider the source-data-free scenario of this problem where the source domain datasets $D_i^s$ are not accessible, e.g., due to privacy, security, safety or commercial concerns, and models trained on these domain-specific datasets separately are available instead.

We refer to the source domain models as teacher models $T_i$ as in the knowledge distillation literature (Hinton et al., 2015). We assume that the teacher models were trained without the prior knowledge that they would be used in a DFDG setting, i.e., their training does not involve any domain shift robustness mechanism. Hence, the application scenarios where the source domain data is not accessible anymore, e.g., was deleted, are also considered. We refer to this novel learning scenario as \textit{Data-Free Domain Generalization (DFDG)}. The major difference with Source-Free Domain Adaptation (SFDA) (Liang et al., 2020; Li et al., 2020; Kundu et al., 2020) is the absence of target domain data $D_j^t$ available for training in DFDG (Figure 1).
The DFDG problem is a prototype for a practical use case where a model robust to domain shift is needed and models trained on the same task but different domains are available. This problem definition is motivated by the question: How can we merge the knowledge from multiple models trained on different domains into a single model that is able to generalize to unseen target domains without any data exposure?

Applications of the proposed DFDG include every DG application that involves inaccessible data, e.g., due to privacy concerns, every DFKD application (see Table 4 in Liu et al. (2021b) for an overview) that involves domain shift, and every SFDA application with data-scarce or a priori unknown target domains. DFDG addresses all real-world scenarios where different entities have the same application with different data distributions, are unwilling (or not allowed) to share their original data, and would benefit from a model robust to domain shift. In the healthcare sector, the entities could be clinical centers (CCs) using different scanners or data acquisition protocols, such as in (Dou et al., 2019). In the latter, the MRI datasets are not made public, probably due to patient privacy concerns. With DFDG promoting a privacy-preserving way of data sharing, the CCs might consider releasing models. Analogously, in industrial manufacturing, companies are usually unwilling to share their raw production data, due to concerns of intellectual property infringement and reverse engineering. In this sector, examples of DFDG applications include image classification of gas turbine deficiencies and powder bed anomalies in additive manufacturing. Hereby, the images are taken in diverse production environments and conditions specific to the data owner. Note that a model robust to domain shift would be desirable for the machine users, i.e., data owners, and/or for the machine manufacturer (of the gas turbine or additive manufacturing machine).

3.2. DEKAN: Domain Entanglement via Knowledge Amalgamation from Domain-Specific Networks

To address the DFDG problem, we propose Domain Entanglement via Knowledge Amalgamation from Domain-Specific Networks (DEKAN). Our approach tackles the different challenges of DFDG in 3 stages: Knowledge extraction, fusion and transfer. In the first stage, we extract the knowledge from the different source domain teacher models separately by generating domain-specific syn-
thetic datasets. Thereafter, DEKAN generates cross-domain synthetic data by leveraging all pairs of inter-domain model-dataset combinations. Hereby, the cross-domain examples are optimized to be recognizable by teacher models trained on different domains. In the final stage, DEKAN transfers the extracted knowledge from the domain-specific teachers to a student model via knowledge distillation using the generated data. At test time, the resulting student model is evaluated on target domain data without any modification. In the following, we introduce the stages in more detail.

3.2.1. Intra-Domain Data-Free Knowledge Extraction

In this stage, we extract the domain-specific knowledge from the available teacher models $T_i$ separately by generating domain-specific synthetic datasets $D^i_g$. For this, we apply an improved version (Zhang et al., 2021b) of the data-free knowledge distillation method DeepInversion (DI) (Yin et al., 2020) that enables the generation of more diverse images. Hereby, we use inceptionism-style (Mahendran and Vedaldi, 2015) image synthesis, also called DeepDream or inversion, i.e., we initialize random noise images $\hat{x}$ and optimize them to be recognized as samples from pre-defined classes by a trained model. We uniformly sample labels $y$ and optimize the corresponding random images $\hat{x}$ by minimizing the domain-specific inversion loss $L_{DS}$ given by

$$L_{DS} = L_C(T(\hat{x}), y) + \lambda_1 L_R(\hat{x}) + \lambda_2 L_M(\hat{x}),$$

(1)

where $L_C$ denotes the classification loss, e.g., cross-entropy, $L_R$ an image prior regularization, $L_M$ a feature moment matching loss, and $\lambda_1$ and $\lambda_2$ weighting coefficients. $L_R$ penalizes the $l_2$-norm and the total variation of the image to ensure the convergence to valid natural images (Mahendran and Vedaldi, 2015; Yin et al., 2020). $L_M$, also called moment matching loss, optimizes the synthetic images so that their feature distributions captured by batch normalization (BN) layers match those of the real data used to train the teacher model. Formally,

$$L_M(\hat{x}) = \sum_l max(||\mu_l(\hat{x}) - \hat{\mu}_l||_2 - \delta_l, 0) + \sum_l max(||\sigma^2_l(\hat{x}) - \hat{\sigma}^2_l||_2 - \gamma_l, 0).$$

(2)

$L_M$ minimizes the $l_2$-norm between the BN-statistics of the synthetic data, i.e., mean $\mu_l(\hat{x})$ and variance $\sigma^2_l(\hat{x})$, and those stored in the trained teacher model, $\hat{\mu}_l$ and $\hat{\sigma}^2_l$, at each BN layer $l$ (Yin et al., 2020). In order to increase the diversity of the generated images, we relax this optimization by allowing the BN-statistics computed on the synthetic images to deviate from those stored in the model within certain margins, as introduced in (Zhang et al., 2021b). These deviation margins are defined by relaxation constants for mean and variance, denoted by $\delta_l$ and $\gamma_l$ respectively. The latter are computed as the $\epsilon_{DS}$ percentile of the distribution of differences between the stored BN-statistics and those computed using random images, as proposed in (Zhang et al., 2021b). We note that the higher the value of the hyperparameter $\epsilon_{DS}$, the higher the relaxation.

We apply this data-free inversion to each model $T_i$ separately, yielding datasets $D^i_g$ that are correctly classified by the respective model and match the distribution of features extracted by it.

3.2.2. Cross-Domain Data-Free Knowledge Fusion

In the second stage, we propose a technique to merge the knowledge from two domains by generating cross-domain synthetic images that capture class-discriminative features present in the two domains, and match the distribution of intermediate features extracted by a domain-specific model from images of another domain. Let $T_a$ and $T_b$ denote the teacher models, and $D^a_g$ and $D^b_g$ the
Towards Data-Free Domain Generalization

Figure 2: Overview of the Cross-Domain Data-Free Knowledge Fusion.

synthetic data generated in the first stage, specific to two domains \(a\) and \(b\). We generate synthetic images \(D_g^{ab}\) by minimizing the cross-domain inversion loss \(L_{CD}^{ab}\), that we formulate as

\[
L_{CD}^{ab} = L_C(T_a(\hat{x}), y) + L_C(T_b(\hat{x}), y) + \alpha_1 L_R(\hat{x}) + \alpha_2 L_{CDM}^{ab}(\hat{x}),
\]

where \(L_C\) denotes the classification loss, e.g., cross-entropy, \(L_R\) the aforementioned image prior regularization, \(L_{CDM}\) the cross-domain feature moment matching loss, and \(\alpha_1\) and \(\alpha_2\) weighting coefficients. We incentivize the generated images to contain class-discriminative features from both domains by minimizing the classification loss using both teachers. We hypothesize that images that can be recognized by models trained on different domains capture more domain-agnostic semantic features than those generated by inverting a single domain-specific model as done in prior works.

In addition, the cross-domain feature distribution matching loss \(L_{CDM}^{ab}\) optimizes the cross-domain synthetic images \(D_g^{ab}\) so that their feature distribution matches the distribution of the features extracted by \(T_a\), the model trained on data from domain \(a\), for images \(D_g^b\) synthesized from domain \(b\). Note that \(L_{CDM}^{ab} \neq L_{CDM}^{ba}\) and that using the model \(T_b\) and the data generated by inverting \(T_a\) in the first stage, i.e., \(D_g^a\), would yield the cross-domain images \(D_g^{ba}\) that are different from \(D_g^{ab}\). Formally,

\[
L_{CDM}^{ab}(\hat{x}) = \sum_l \max(||\mu_l(\hat{x}) - \frac{b}{a}\mu_l||_2 - \frac{b}{a}\delta_l, 0) + \sum_l \max(||\sigma_l^2(\hat{x}) - \frac{b}{a}\sigma_l^2||_2 - \frac{b}{a}\gamma_l, 0).
\]

Similarly to \(L_M\) (Eq. 2) in the first stage, \(L_{CDM}^{ab}\) minimizes the \(l_2\)-norm between the BN-statistics of the synthetic data, \(\mu_l(\hat{x})\) and \(\sigma_l^2(\hat{x})\), and target statistics, at each BN layer \(l\). Here, the target statistics, \(\frac{b}{a}\mu_l\) and \(\frac{b}{a}\sigma_l^2\), are computed in a way that involves knowledge from different domains. In particular, they result from feeding the synthetic data specific to domain \(b\) to the teacher trained on data from domain \(a\), and computing the first two feature moments, i.e., mean and variance, for each BN layer. The intention behind this is to synthesize images that capture the features learned by the model on domain \(a\) that are activated and recognized when exposed to images from domain
b. We hypothesize that such images would encompass domain-agnostic semantic information that
would be useful for training a single model resilient to domain shift in the next stage.

We relax $L_{CDM}$ by allowing the BN-statistics of the synthetic input to fluctuate within a cer-
tain interval. Here, we compute the relaxation constants $b_\delta\alpha_l$ and $b_\gamma\alpha_l$ as the $\epsilon_{CD}$ percentile of the
distribution of differences between the stored BN-statistics, i.e., computed on the original domain $a$
images, and those computed using the images $D^b_g$, synthesized from the domain $b$ teacher in the first
stage. $\epsilon_{CD} = 100\%$ corresponds to synthesized images $\hat{x}$ yielding the BN-statistics from domain $a$, i.e., stored in model $T_a$, would not be penalized, i.e., $L^{ab}_{CDM} = 0$. This stage can be viewed as a
domain augmentation, since the synthesized images $D^{ab}_g$ do not belong neither to domain $a$ nor to
domain $b$. The synthesis of cross-domain data is applied to all possible domain pairs.

**Algorithm 1** Domain Entanglement via Knowledge Amalgamation from domain-specific Networks

**Require:** $T_1..I$: $I$ Domain-specific teacher models

// First stage: Intra-Domain Knowledge Extraction
1: for $i \leftarrow 1$ to $I$ do
2:     Initialize the domain-specific synthetic data $D^i_g$: Images $\hat{x} \sim N(0, I)$ and arbitrary labels
3:     while not converged do
4:         Update $D^i_g$ by minimizing the domains-specific inversion loss $L_{DS}$ (Eq. 1) using $T_i$
5:     end while
6: end for

// Second stage: Cross-Domain Knowledge Fusion
7: for $i \leftarrow 1$ to $I$ do
8:     for $j \leftarrow 1$ to $I$ and $i \neq j$ do
9:         Initialize the cross-domain synthetic data $D^{ij}_g$: Images $\hat{x} \sim N(0, I)$ and arbitrary labels
10:        while not converged do
11:            Update $D^{ij}_g$ by minimizing the cross-domain loss $L^{ij}_{CD}$ (Eq. 3) using $T_i$, $T_j$ and $D^j_g$
12:        end while
13:     end for
14: end for

// Third stage: Multi-Domain Knowledge Distillation
15: Initialize the student model $S_\theta$ randomly or from a pre-trained model
16: Concatenate the domain-specific and cross-domain synthetic datasets into one dataset $D_g$
17: while not converged do
18:     Randomly sample a mini-batch $B = \{\hat{x}, y\}$ from $D_g$
19:     Update $\theta$ by minimizing the knowledge distillation loss $L_{KD}$ (Eq. 5) using $B$ and $T_1..I$
20: end while
21: return Domain-generalized student model $S_\theta$

3.2.3. Multi-Domain Knowledge Distillation

In the final DEKAN stage, the domain-specific and cross-domain knowledge, which is captured
in the synthetic data generated in the first and second stages respectively, is transferred to a single
student model $S$. To this end, we use knowledge distillation (Hinton et al., 2015), i.e., we train the
student model to mimic the predictions of the teachers for the synthetic data.
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\[ L_{KD} = D_{KL}(S(\hat{x}) \mid\mid p) \] with \( p = \begin{cases} T_i(\hat{x}), & \text{if } \hat{x} \in D_i^g \text{ (domain-specific)} \\ \frac{1}{2}(T_i(\hat{x}) + T_j(\hat{x})), & \text{if } \hat{x} \in D_{ij}^g \text{ (cross-domain)} \end{cases} \) (5)

As described in Equation 5, we minimize the Kullback-Leibler divergence \( D_{KL} \) between the predictions of the student \( S \) and the teacher(s) corresponding to the synthetic images \( \hat{x} \). In particular, if the data examples are domain-specific, i.e., they were generated in the first DEKAN stage, the predictions of the corresponding teacher are used as soft labels to train the student. For the cross-domain synthetic images that were generated in the second stage, the average predictions of the two corresponding teachers is used instead. The aggregation of the prediction distributions of two domain-specific teacher models contributes to the knowledge amalgamation across domains.

Algorithm 1 summarizes the 3 stages of the DEKAN’s training procedure. We note that the updates of the synthetic data and the student model parameters \( \theta \) are performed using gradient-based optimization, specifically Adam (Kingma and Ba, 2014) in our case. Explicit update rule formulas and iteration over the synthetic data batches are omitted for simplicity of notation.

4. Experiments and Results

The conducted experiments aim to tackle the following questions: (a) How does DEKAN compare to leveraging the domain specific models directly to make predictions on data from unseen domains? (b) How does our approach compare to data-free knowledge distillation methods applied to each domain separately? (c) How much does the unavailability of data cost in terms of performance?

We design baseline methods to address the novel DFDG problem, and compare them with DEKAN. The first category of baselines applies the available domain-specific models on the data from the target domains (Question (a)). We consider two ensemble baselines that aggregate the predictions of these models, e.g., by taking the average of the model predictions (AvgPred), or by taking the prediction of the most confident model, i.e., the model with the lowest entropy (HighestConf). Besides, we implement oracle methods that evaluate each of the domain-specific models separately on the target domain and then report the results of the best model (BestTeacher). Furthermore, we propose a baseline that applies an improved version (Zhang et al., 2021b) of Deep-Inversion (DI) (Yin et al., 2020) on each of the models separately to generate domain-specific synthetic images used to then train a student model via knowledge distillation (Multi-DI; Question (b)). Note that Multi-DI is equivalent to the application of DEKAN’s first and third stage. Finally, we compare DEKAN to an upper-bound baseline that uses the original data from the source domains to train a single model via Empirical Risk Minimization (ERM) (Gulrajani and Lopez-Paz, 2020), a common domain generalization baseline (Question (c)).

We evaluate DEKAN and the baselines on two DG benchmark datasets. PACS (Li et al., 2017) includes images that belong to 7 classes from the domains Art-Painting, Cartoon, Photo and Sketch. Digits comprises images four digits datasets: MNIST (LeCun et al., 1998), MNIST-M (Ganin and Lempitsky, 2015), SVHN (Netzer et al., 2011) and USPS (Hull, 1994). We use the same model architecture for the teacher and the student models: ResNet-50 (He et al., 2016) and ResNet-18 pretrained on ImageNet (Russakovsky et al., 2015), for PACS and Digits respectively. In both synthetic input generation stages, we augment the optimized images before feeding them to the teacher(s). In particular, we apply random horizontal flipping and jitter as done in (Yin et al., 2020), as well as cutout (DeVries and Taylor, 2017), which was found to be essential for data-free object
Table 1: Domain Generalization results on PACS (top) and Digits (bottom).

detection (Chawla et al., 2021). For the Digits dataset, random horizontal flipping was not used, as it leads to images of invalid digits. Table 1 shows the results of DEKAN and the baselines. Hereby, the column name refers to the unseen target domain, i.e., the 3 other domains are the source domains used to train the teacher models. The test accuracy is computed on the test set of the target domain.

DEKAN outperforms all data-free baselines on both datasets on average, setting a first state-of-the-art performance for the novel DFDG problem. We find that generative approaches, i.e., Multi-DI and DEKAN, outperform the ensemble methods on average, suggesting that training a single model on data from different domains enables a better aggregation of knowledge than the aggregation of domain-specific model predictions. Most importantly, DEKAN substantially outperforms Multi-DI, highlighting the importance of the synthesized cross-domain images. This is especially the case for the challenging domains, i.e., the domains where all the methods yield the lowest performance. In particular, the generation of cross-domain synthetic data leads to performance improvements of 6.4% and 3.8% on the Sketch and Cartoon PACS domains respectively, as well as a 2.4% increase on the SVHN domain of Digits. Additionally, we note the positive knowledge transfer across domains on the PACS dataset, as all the multi-domain methods outperform the oracle BestTeacher baseline that uses a single domain-specific teacher model, i.e., the teacher that achieves the highest performance on a validation set from the target domain. Finally, it is worth noting that while DEKAN significantly reduces the gap between the best data-free baseline and the upper-bound baseline that uses the original data, there is still potential for improvement.

We use UMAP (McInnes et al., 2018) to analyze the embeddings extracted by the student model trained by DEKAN (Figure 3). Despite being trained exclusively on synthetic data, the student model achieves a good class separation of the embeddings extracted for the original PACS dataset (Figure 3 (a)). This indicates that the generated data captures class-discriminative features useful for the classification of original examples. We also observe a good separability for most classes
Figure 3: UMAP visualizations of the representations extracted by the last ResNet block, i.e., the input of the linear classifier, of student models trained by DEKAN. Different colors indicate different classes or different domains (S=Sketch, P=Photo, C=Cartoon, A=Art painting). (a) Embeddings of the original PACS dataset extracted by the DEKAN-trained student in the setting where the target domain is Sketch. Note that the student is trained exclusively with synthetic examples. (b) Embeddings of the original examples from the Photo and Cartoon domains as well as the generated cross-domain images extracted by the DEKAN-trained student in the setting where the target domain is Art painting. (P, C) and (C, P) denote the generated cross-domain synthetic datasets $D_{PC}^g$ and $D_{CP}^g$, respectively.

of the target domain (Sketch), which is unseen during training. This emphasizes the high domain generalization ability of the student trained with DEKAN, without any access to original data.

Finally, we investigate the embeddings extracted for the generated cross-domain examples by the student model (Figure 3 (b)). We find that the embeddings extracted for the generated cross-domain examples lie between the embeddings of the original domain-specific examples, for most classes, e.g., house, person and dog. We hypothesize that the substantial increase in DG performance between DEKAN and Multi-DI (Table 1) is due to the fact that the generated cross-domain images bridge the gap between the source domains in the student’s embedding space.

5. Conclusion

This work addresses the unstudied intersection of domain generalization and data-free learning, a practical setting where a model robust to domain shift is needed and the available models were trained on the same task but with data from different domains. We proposed DEKAN, an approach
that fuses domain-specific knowledge from the available teacher models into a single student model that can generalize to data from a priori unknown domains. Our empirical evaluation demonstrated the effectiveness of our method which outperformed ensemble and data-free knowledge distillation baselines, hence achieving first state-of-the-art results in the novel and challenging data-free domain generalization problem. An interesting avenue for future works could be the integration of differential privacy mechanism into DEKAN.
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