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Abstract
Due to the energy storage limitations of photovoltaic systems and the uneven time-of-use of electricity by users and the policies of different time-of-use electricity price, scheduling and dispatching of photovoltaic systems incurs irregular trend of electricity consumption and associated price hikes which influences by supply and demand. To this end, this paper proposes a novel model for photovoltaic system based on sensor networks system exploiting the historical factual data and the real-time data obtained from various sensors of the system, where adaptive particle swarm optimization and bacteria foraging algorithms are used for optimizing the scheduling process. The algorithm enhances the capacity of both global and local searches, and the convergence speed and estimation accuracy are promoted obviously compared to the other algorithm. Experiments results demonstrate that the ED model in this paper has the effect of peak cutting and valley filling, which ultimately bring the greatest economic benefits to the users.

Keywords Economic dispatch · Monitor sensors systems · Time-of-use electricity price

1 Introduction
Given the ever increasing consumption of natural and conventional resources to facilitate supplements for human utilities and the growing awareness for energy efficiency, invention and utilization of alternative sources of energy supplements have naturally become a necessity. Recent scientific studies [1,2] have demonstrated that solar energy could potentially be a promising source of natural energy with the capacity of availing abundant supplements for human living in the future. However, due to the rapid growth of power demands and the users’ uneven time-of-use electricity, usage patterns of the electricity grid are characterizing increased fluctuations along with associated increase in the load rate [3]. In order to reduce the load rate of the power grids, grid-connected operation of large-scale distributed photovoltaic systems is being adopted. Due to the highly random and fluctuating nature of photovoltaic power generation, this operation scheme would inevitably introduce distributions to the current power grids. Consequently, it is important to investigate the scheduling mechanisms for photovoltaic power generation. Time-of-use electricity price (TOUEP) is a policy which draws important guidelines for electricity demands and power supply-related managements and regulations for international power industries. TOUEP has been proven to reduce load rates by price element. The price is expensive during peak time, which can reduce the electricity demand. On the contrary, the price is cheap during valley time, which can increase electricity demand. That can be reached to balance of supply and demand to a certain degree, and then improve the reliability of power grids and reduce the user expenditures by changing the time-of-use electricity power reasonable [4]. Furthermore, the TOUEP-based eco-
Economic dispatch (ED) of photovoltaic power systems is expected to be an integral component of power industries in the future.

A wide range of research works have been proposed to date in the context of ED in power grids. The work presented in [5] introduced a mathematical model that considers both generation cost and emission cost, and proposes a solution based on the chaotic ant swarm algorithm. Similarly, the works of [6] introduced a model that utilizes the forecasting information of power generation time slots of wind and the power generations of the photovoltaic system for the purpose of planning the power generation and interruptible loads for the spinning reserve. This model has been developed based on the improved discrete particle swarm and continuous particle swarm algorithms. Further, a quantum genetic algorithm-based model has been proposed in [7] considering the operational costs and pollution emission costs. A TOUEP-based ED model has been proposed in [3] focusing on the operational cost on photovoltaic power generation with an analytical approach using particle swarm algorithm. The works of [8] generated an optimized micro-power grid dispatching model based on an improved bacteria foraging algorithm, focusing on the meteorological conditions of power grid construction location, investment, operational, and maintenance costs. In order to maximize the overall benefits, a power dispatching model considering the operational and pollution emission costs of a micro-power grid has been proposed in [9], based on a combination of Monte Carlo simulation and particle swarm algorithms. Four different types of power dispatching problems in power grid systems, such as multi-area ED with tie line limits, ED with multiple fuel options, combined environmental ED and the ED of generators with prohibited operating zones, have been investigated and solved via a particle swarm algorithm in [10]. Two power testing models considering the operational and pollution emission costs of power systems have been established in [11]. Again, a multi-objective chaotic particle swarm algorithm has been used to find the solution. The works of [12] used Lbest-PSO with dynamically varying subswarms to address the dynamic economic dispatch problem. The aim of this work is to minimize the cost of power production of all the participating generators over a 24h time period. An improved firefly algorithm [13] has been proposed to solve ED model by considering the prohibited operation zones and ramp rate limits. Similarly, an efficient stochastic multi-period dynamic ED model has been proposed [14] by utilizing a mixed Gaussian distribution.

Compared with the literature [5–8] and [10–14], this paper has given enough considerations to the influence of TOUEP on ED and comprehensively considered grid-connected operation that better than the literature [8] which only discuss the micro-power generation system. In addition, the algorithms using in this paper avoid the prematurity and obtain high accuracy from the convergence which is better than that in [3] and [9].

To alleviate these issues, this paper proposes a scheduling model that deals with the ED problem of photovoltaic power systems under grid-connected and off-grid modes, and it is particularly designed for the household business type of photovoltaic power stations. In general photovoltaic power stations provide historical information of power generation, which are usually stored in the connected networks under grid-connected mode and in the stand-alone system under off-grid mode of operation, respectively. All such data are usually collected by a number of environmental sensors, which include measurement of temperature, humidity, light intensity and voltage.

This paper proposes a daily basis ED model with the primary objective of maximizing the operational profit while considering several factors including maximal output of battery and photovoltaic cell arrays, the constraint of maximal interactive power between photovoltaic systems and power grids as well as the characteristic of battery power storage. Furthermore, a novel TOUEP-based self-adaptive particle swarm optimization–bacteria foraging optimization (APSO–BFA) algorithm has been developed to achieve the objectives of our proposed model. Experimental analysis demonstrates the fast convergence and highly accurate estimation capabilities of our proposed model for achieving effective daily power dispatching in terms of both global and local searching. Moreover, our proposed model converges in 20 iteration cycles to yield the optimal result, thereby achieving timely power dispatching and ease of use from engineering perspectives.

The remainder of this paper is organized as follows: Sect. 2 introduces the proposed model of ED for photovoltaic power systems, and Sect. 3 details our hybrid optimization algorithm. Section 4 discusses the experimental analysis and results, and Sect. 5 concludes this paper.

2 The Model of ED for Photovoltaic Power Generation Systems

2.1 Objective Function

The operational costs of photovoltaic power generation systems mainly consist of the power generation cost and the interaction cost between photovoltaic systems and existing power grids when the PV-generated electricity is insufficient which needed to purchase from the power grids. The power generation cost includes the maintenance cost of batteries and photovoltaic cells, while the interaction cost includes the cost of buying electricity from power grids and profit generated by selling electricity to power grids. Under the current policy of TOUEP, the electricity price varies under different time slots.
Therefore, it beneficial to derive a daily dispatching plan for the generated photovoltaic power from the user perspective. This paper establishes an ED model based on TOUEP for photovoltaic power generation systems. The maximal operational profit is defined as the objective function given by:

\[
C_{\text{max}} = \sum_{t=1}^{T} \left( C_{\text{sel},t} P_{\text{sel},t} - C_{\text{buy},t} P_{\text{buy},t} - C_{\text{bat}} |P_{\text{bat},t}| \right)
\]

(1)

where \( C_{\text{max}} \) is the operation profit of photovoltaic systems, \( t \) is the dispatching time slot, \( T \) is the maximum time slot, \( C_{\text{sel},t} \) and \( C_{\text{buy},t} \) are electricity sale and purchase prices, respectively. \( P_{\text{sel},t} \) and \( P_{\text{buy},t} \) are the numbers of electricity powers sold and bought, respectively. \( C_{\text{bat}} \) and \( P_{\text{bat}} \) are the operation cost and power of the storage battery. \( P_{\text{sel},t} \) and \( P_{\text{bat},t} \) represent the generation power of the photovoltaic cells and charge-discharge power of batteries of time slot \( t \).

### 2.2 Constraint Conditions

The constraint conditions of photovoltaic systems include systematic power balance which mean that input and output of the power in system no matter what ways are equivalent during every dispatching time slot, maximum battery output power, state of charge (SOC) of batteries and maximal mutual power transmission between photovoltaic systems and power grids.

#### 2.2.1 System Power Balance Constraints

\[
P_{\text{buy},t} + P_{\text{pv},t} + P_{\text{bat},t} = P_{\text{sel},t} + P_{\text{load},t}
\]

(2)

where \( P_{\text{load},t} \) is the power consumer use. The other parameters are the same as Eq. (1). If the conversion efficiency of the inverter and the charge-discharge power of a storage battery is considered in the actual situation, then Eq. 2 could be written as follows:

\[
P_{\text{buy},t} + P_{\text{pv},t} \eta_{\text{pv}} + P_{\text{bat},t} \eta_{\text{bat}} = P_{\text{sel},t} + P_{\text{load},t}
\]

(3)

Where \( \eta_{\text{pv}} \) is the conversion efficiency of the inverter, \( \eta_{\text{bat}} \) is the charge-discharge power of the storage battery.

#### 2.2.2 Output of the Power Constraints of Battery

\[
P_{\text{batmin}} \leq |P_{\text{bat},t}| \leq P_{\text{batmax}}
\]

(4)

where \( P_{\text{batmin}} \) and \( P_{\text{batmax}} \) represent the lower and upper bounds of battery output power, respectively.

#### 2.2.3 Battery SOC Constraints

\[
\text{SOC}_{\text{min}} \leq \text{SOC}_t \leq \text{SOC}_{\text{max}}
\]

(5)

where \( \text{SOC}_{\text{min}} \) is the lower bound of battery SOC, \( \text{SOC}_{\text{max}} \) is the upper bound of battery SOC.

#### 2.2.4 Interval Power Constraints

\[
\begin{align*}
0 \leq P_{\text{sel},t} & \leq P_{\text{selmax}} \\
0 \leq P_{\text{buy},t} & \leq P_{\text{buymax}}
\end{align*}
\]

(6)

where \( P_{\text{selmax}} \) is the upper bound of selling power and \( P_{\text{buymax}} \) is the upper bound of buying power during dispatching time slot.

### 3 Hybrid Optimization Algorithm

#### 3.1 Particle Swarm Optimization (PSO)

The particle swarm optimization algorithm was proposed by Kennedy and Eberhart in 1995 [15,16]. It is a bionic global optimization algorithm developed based on the strategy of searching food for a bird flock. The algorithm treats the problem search space as the food search space of the bird’s flock and assumes every bird as a particle which can be considered as a candidate solution to the solution space. For PSO, the position and velocity of the particle should be firstly initialized and then the swarm optimal solution should be searched by tracking the two extreme values [3]. The first extreme value is an optimal solution according to a particle’s own experience, and the second is an optimal solution according to the total swarm’s experience [17,18].

Let the swarm size be \( s \), the dimension be \( d \), then the position of the particle is \( X = (x_{i,1}, x_{i,2}, \ldots, x_{i,d})^T \), and the velocity is \( V = (v_{i,1}, v_{i,2}, \ldots, v_{i,d})^T \), where \( x_{i,d} \) is the position along the dimension \( d \) of particle \( i \), \( v_{i,d} \) is the velocity along dimension \( d \) of particle \( i \).

The velocity and position are updated using the following formula:

\[
\begin{align*}
x_{i,d}^{j+1} &= x_{i,d}^{j} + x_{i,d}^{j+1} \\
v_{i,d}^{j+1} &= w v_{i,d}^{j} + c_1 \text{rand}_1(x_{i,d}^{j} - x_{gbest}^t) \\
&+ c_2 \text{rand}_2(x_{i,d}^{j} - x_{zbest})\end{align*}
\]

(7)

where \( i \) is the particle \((1 \leq i \leq s)\), \( j \) is the iterations, \( \omega \) is the inertia constant, \( \text{rand}_1 \) and \( \text{rand}_2 \) are two independently and uniformly distributed random variables with range \([0,1]\), and \( c_1 \) and \( c_2 \) are particle learning factor and swarm learning factor, respectively [19,20].

PSO benefits from a strong global searching capability and is able to find the neighborhood containing the optimal
value within a limited time constraint. However, it likely suffers from the weakness and premature convergence problems during the local searching process.

3.2 Bacterial Foraging Algorithm (BFA)

The bacterial foraging algorithm was proposed by Liu and Passino [21], which is a bionic optimization algorithm for simulating the foraging behavior of Escherichia coli in the human intestinal tract. This algorithm employs a strategy of retaining the bacteria with stronger feeding ability and discarding the weaker ones. It includes three main steps [22, 23]:

3.2.1 Chemokines Operation

The action of moving to a high-nutrient zone is known as chemotaxis. The chemokines operation includes tumbling and running.

The equation for the tumbling process is given as follows:

\[
\begin{align*}
P (i, m + 1, k, l) &= P (i, m, k, l) + v (i) \, \varnothing (i) \\
\varnothing (i) &= \frac{\Delta (i)}{\sqrt{\Delta (i) \Delta (i)}}
\end{align*}
\] (8)

The equation for the moving process is given as follows:

\[
P (i, m + 1, k, l) = P (i, m, k, l) + v (i)
\] (9)

where \( P (i, m, k, l) \) is the position of the \( i \)th bacteria at the \( m \)th chemokine, the \( k \)th breeding and the \( l \)th disperse, respectively, \( v (i) \) is the step size of the running operation, \( \varnothing (i) \) is the selected direction vector of the tumbling process, and \( \Delta (i) \) is a random vector during the process of the tumbling.

3.2.2 Breeding Operation

The breeding operation is implemented once the maximal number of the iterations is reached. Taking the fitting level of bacteria as the criterion, half of the stronger bacteria are retained and the other half discarded by the BFA. Subsequently, the remaining bacteria are divided into two subgroups with identical positions and step length.

The equation of the breeding operation is as follows:

\[
\begin{align*}
P (2i, m, k, l) &= P (i, m, k, l) & (0 \leq i \leq s/2) \\
v (2i) &= v (i) & (0 \leq i \leq s/2)
\end{align*}
\] (10)

where \( P \) is the new swarm after completion of the sorting operation. It uses the retained bacteria with better status to replace the poor bacteria, and the corresponding step size will be eliminated and replaced to reform a new population.

3.2.3 Disperse Operation

The dispersion operation will be implemented once the maximal number of breeding is achieved. Let us select a proportion of bacteria with a certain probability of breeding and disperse them to the searching space.

Now, the BFA has a good local searching capability due to the Chemokines operation. The breeding operation ensures the population diversity of BFA, and the dispersing operation enhances the global search searching capability of BFA.

3.3 APSO–BFA

This section introduces our proposed novel APSO–BFA algorithm based on the conventional PSO algorithm and the BFA algorithm. This algorithm optimizes both the local searching process by utilizing chemokines operation and the global searching process by adding breeding and dispersion operations. In addition, an adaptive operator is incorporated into the running step of chemokines. The combination of APSO–BFA benefits from strong global search capability, driven by PSO and local searching capability of BFA.

The equation of the adaptive step is as follows:

\[
\omega (k + l) = \omega_{\text{max}} - (\omega_{\text{max}} - \omega_{\text{min}}) \left( \frac{k + l}{k_{\text{max}} + l_{\text{max}}} \right)^2
\] (11)

where \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) are the minimum and maximum value of the inertia constant, respectively, \( k_{\text{max}} \) is the maximum value of the breeding operation, \( l_{\text{max}} \) is the maximum of the dispersing operation. \( \omega \) changes slowly during the early stages, and this feature maintains the whole searching capability of the PSO. In later stages, \( \omega \) changes rapidly which greatly improves the local searching capability. In summary, the self-adaptive step of \( \omega \) retains all the benefits of PSO and BFA.

The main steps of APSO–BFA are described as follows:

\textit{Step 1} Consider the relevant parameters of photovoltaic power systems including maintenance cost of batteries, electricity price, output power and maintenance cost of photovoltaic cells and power load of the systems as the entry arguments.

\textit{Step 2} Initialize the swarm by defining the swarm size \( s \), the maximum number of iterations \( \text{Maxit} \), the maximum number of dispersions \( \text{Ned} \), the probability of dispersion \( \text{Ped} \), the maximum rate of breeding \( \text{Nre} \), the maximum number of chemokines operation \( m \) and the maximum number of movement \( M \). At the same time, generate the swarm velocity at different random time slots, where the moving speed is equivalent to the moving step of the particle. In addition, the buying and selling power of the battery at different time slots is generated randomly, where the generated values are
The proposed ED model in this analysis. The parameters of the proposed model are given as follows:

The flowchart is shown in Fig. 1.

4 Experiment Results and Analysis

This section exhibits the efficiencies of our proposed ED model in a household photovoltaic system that runs under both grid-connected and off-grid modes, where electricity purchased and sold from the power grid are both applied. To demonstrate the validity and strengths of the proposed ED model, 10 kW is assumed as the power scale of the system. It is worth to note that this model is applied on a daily basis, where 1 h is the minimum computational unit. The daily operational plan for power dispatch is then computed based on our proposed model.

A household photovoltaic system consists of a photovoltaic cell array, batteries, inverters, controllers, environment monitor and payload. The photovoltaic cell array is the most important component of a photovoltaic system that supplies the electricity to the household system, while the payload is the main unit to consume electricity. Batteries charge during the presence of electric current and discharge when the system needs electricity. Meanwhile, the photovoltaic system sells electricity to the power grid if it has sufficient electricity and buys electricity from the power with the power being insufficient. The architecture of the photovoltaic system is shown in Fig. 2.

The forecasted daily output power and the payload of the photovoltaic system from the historic datum are shown in Figs. 3 and 4. It can be observed from Fig. 3 that the output power of the photovoltaic system is highly associated with the solar radiation during the day, where the maximum power output is obtained at around 12:00 and the power output is declining thereafter and eventually reaches zero when there is no sunshine from 20:00 to 05:00 the following day.

The real electricity price in used in the Shandong Province of China has been applied in this analysis, and a single day has been divided into four periods as trough period, flat period, peak period and top period. The detailed day segmentation and associated electricity prices for both selling and buying for the household photovoltaic power systems are shown in Fig. 5.

MATLAB 2012a is used for the implementation and verification of the proposed model in this analysis. The parameters of the proposed model are given as follows:

The size of the swarm \( s = 20 \). The maximum number of the iterations \( \text{Maxit} = 300 \). The learning factors \( c_1 = c_2 = 2 \). The maximum number of chemokines \( m = 4 \). The maximum number of the iterations \( M = 4 \). The maximum number of breeding cycles \( N_r = 4 \). The maximum number of dispersion operations \( N_d = 2 \). The probability of dispersion \( P_{\text{disp}} = 0.25 \). The maximum power of selling electricity \( P_{\text{selmax}} = 15 \text{ kW} \). The maximum power of the buying electricity \( P_{\text{buymax}} = 10 \text{ kW} \). The maximum capacity of the battery \( \text{SOC}_{\text{max}} = 25 \text{ kWh} \). The maximum capacity of the battery \( \text{SOC}_{\text{min}} = 5 \text{ kWh} \). The maintain cost of the photovoltaic array \( C_{\text{pv}} = 0.02 \text{ RMB/kWh} \). The maintenance cost of the battery \( C_{\text{bat}} = 0.05 \text{ RMB/kWh} \).

As it is shown in Table 1, 23:00–07:00 the following day is the trough period where the household photovoltaic system buys electricity from the power grid to satisfy its own payload and to charge the battery. There are no electricity sales during these periods; however, the power of the battery would reach the maximum value at the end of this period. The flat period is between 07:00 and 10:00, where the system payload only receives the electricity from the photovoltaic system, and the status of the battery remains the same. Since the solar radiation is not at its peak during this period, the system payload can buy electricity from the power grid. The peak period is between 10:00 and 15:00, where the solar radiation reaches its maximal value. Now the photovoltaic system receives the sufficient power inputs and is able to sell the electricity both generated and what in the battery to the power grid after satisfy its payload. The flat period is between 15:00 and 18:00,
Fig. 1 The flowchart of the PSO-ABFA
where the photovoltaic system ceases the sale of the electricity to the power grid. The battery achieves its maximum power at the end of this period after charging during the day. The following period between 18:00 and 21:00 is another peak period, where the battery is able to sell electricity to the power grid to generate income after the satisfaction of its own payload. The battery power reaches its minimal value at 21:00. 21:00 to 23:00 is another flat period, the battery power remains at its minimal value, and the photovoltaic system buys electricity from the power grid only for the payload.

Figures 6 and 7 show the SOC curve. It can be observed from Fig. 6 that the battery charges during the trough period and discharges during the peak period. Since the SOC is always controlled within an acceptable range during both the charging and discharging phases, usage and reliability of the battery have been guaranteed with an extended lifespan. It can be observed from Fig. 7 that the household photovoltaic system is buying electricity from and selling electricity to the power grid during the trough period and the peak period, respectively.

The daily operation profit before and after the optimization is listed in Table 2.

It is assume that the dispatching strategy of the household photovoltaic system is to sell all the generated power to the power grid, while simultaneously the payload consumes the...
power bought from the power grid before the optimization. It is apparent that the daily operation profit after optimization is far better than those before optimization from the user benefit perspective.

The convergence curves of the three algorithms are shown in Fig. 8. It can be observed from Fig. 8 that the proposed APSO–BFA outperforms both PSO and PSO-BFA in terms of the convergence speed and accuracy due to the use of the chemokines, breeding, dispersion and self-adaptive step operations.
5 Conclusions

This paper proposes an ED model of photovoltaic system based on TOUEP to achieve a more rational efficient electricity provision and maximize economic benefit. The combination of APSO–BFA outperforms the previous algorithms, as the proposed algorithm benefits from a strong local searching capability and a high estimation accuracy using chemokines and breeding operations. The global searching capability is guaranteed via dispersing operation. Furthermore, the characteristics of fast convergence is achieved by an adaptive operation and the process of tracking two extreme values. Experiment data conducted based on TOUEP in Shandong Province demonstrate that the proposed model has the effect of peak cutting and valley filling by means of buying electricity when valley and selling it when peak which significantly enhances the stability of the power grid, as shown in Table 1. At the same time, the model gets an abundant profit after the optimization which is observed in Table 2. That is to say, the proposed strategy is able to provide the most economical electricity usage plan to users both in theory and practice. Whereas because of the limit of information resources, the ED model in this paper just applies to a specific season, more long-term research about different season is the target in the future research.
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