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The distribution of the computational cost of linear-programming (LP) relaxation for vertex cover problems on Erdős-Rényi random graphs is evaluated by using the rare-event sampling method. As a large-deviation property, differences of the distribution for “easy” and “hard” problems are found reflecting the hardness of approximation by LP relaxation. In particular, by evaluating the total variation distance between conditional distributions with respect to the hardness, it is suggested that those distributions are almost indistinguishable in the replica symmetric (RS) phase while they asymptotically differ in the replica symmetry breaking (RSB) phase. In addition, we seek for a relation to graph structure by investigating a similarity to bipartite graphs, which exhibits a quantitative difference between the RS and RSB phase. These results indicate the nontrivial relation of the typical computational cost of LP relaxation to the RS-RSB phase transition as present in the spin-glass theory of models on the corresponding random graph structure.

I. INTRODUCTION

In statistical mechanics, combinatorial optimization problems have attracted a great deal of attention during the past two decades [1–3]. The motivation and hope is to obtain an understanding of the source of computational hardness which is inherent to many combinatorial optimization problems [4]. The statistical mechanics approaches are based on taking a physics perspective and applying notions and techniques from the field of disordered systems like spin glasses. Actually, from the computer science point of view, understanding the computational hardness is still lacking. This is visible from the fact that the famous P–NP problem [5] is still not solved. Here, P is a class of “easy” problems that can be solved in the worst case in polynomial time and NP contains the problems for which the solution can only be checked in polynomial time. So far, for no problem in NP, an algorithm is known which finds solutions of the problems in worst case in polynomial time. On the other hand, it is not proved that no such algorithm will exist.

In contrast to the worst-case analysis, one is often interested in the typical case running time, in particular for real-world applications. From a fundamental science point of view, by studying the properties of given easy and hard samples, one might be able to understand the source of computational complexity. For this reason, in statistical mechanics one started to investigate random ensembles of NP-hard problems, which are typically controlled by one or several parameters. Examples are satisfiability problems with random formulas, the traveling salesman problems for randomly distributed cities, or the vertex-cover (VC) problems on random graphs. For these ensembles phase transitions have been observed at the boundary between a phase where the random instances are typically easy to solve and another phase where the random instances are typically hard [6–9].

Interestingly, the actually hardest instances are often found right at the phase transitions. This reminds the statistical physicist on the critical slowing down which appears, e.g., for the Monte Carlo simulation of the ferromagnetic Ising model. Thus, to understand the source of computational hardness best, it might be beneficial to study the hardest instances available, e.g., the problem instances which are located right at the phase transitions. As an alternative approach, some attempts have been performed to construct hard instances guided by physical insight [10–13]. Examples are instances designed such that equivalent spin-glass instances exhibit no bias in the distributions of local fields and exhibit a first order transition with a backbone [13] or such that, due to the degeneracy, many existing solutions of an optimization problem are isolated [15]. Recently, a heuristic algorithm has been implemented [16] to automatically construct spin-glass instances with respect to finding the ground state as hard as possible (for a given ground-state algorithm).

We extend this approach in the present work by sampling instances of an optimization problem in equilibrium, the hardness (i.e., the number of steps of the optimization algorithm) is interpreted as the “energy” of the instance. The sampling is controlled by an artificial temperature. In particular our approach allows us, in addition to obtain very hard instances, to obtain the distribution of the hardness over the random problem ensemble, even down to the low-probability tails. One tail will contain very hard instances, the other tail very easy instances. Such large-deviation approaches have been applied, e.g.,
to study the distribution of scores of random-sequence alignment [17], the distribution of the size of the largest components of random graphs [18], the distribution of endpoints of fractional Brownian motion [19], or the distribution of non-equilibrium work [20]. This fairly general approach enables us to investigate how the shape of the hardness distribution changes as a function of the control parameter. In particular we can investigate how the distribution differs in the phases where the typically easy and the typically hard instances are found, respectively.

In particular, we study the VC problem on the Erdős-Rényi random graphs [21] with average connectivity c as a control parameter. Here, the easy-hard transition was observed [9] at c = e (e is the Euler’s number). This transition was independent of the algorithm used, branch-and-bound with leaf removal [22] or linear programming (LP) with cutting-plane approach [23]. Analytically, the replica symmetry (RS) is broken at c = e as well [9]. These past studies have been performed by studying typical instances for different values of c. To our knowledge, nobody has studied full distribution of the “computational hardness,” measured in a suitable way, for this problem. Also for the other NP-hard problems we are not aware of such studies. Here, we use a linear-programming relaxation to solve VC. Nevertheless, only obtaining the full distribution of the quantities of interest allows the full understanding of any random problem. In particular, the tails of the distribution contain the very easy and very hard instances. Studying the properties of those hardest possible instances might allow to get better understanding of the source of the computational hardness.

The reminder of the paper is organized as follows: Next, we define the VC problem formally and state the linear-programming algorithm which we applied for solving the VC problem. In the third section, we explain the large deviation approach used to obtain the distribution of hardness. In section four we present our results. We close the paper by a summary and a discussion of our results.

II. VERTEX COVERS AND LP RELAXATION

In this section, we define minimum vertex-cover (min-VC) problems and introduce LP relaxation as an approximation scheme.

Let $G = (V, E)$ be an undirected graph with a vertex set $V = \{1, \ldots, N\}$ and an edge set $E \subset V^2$. It is assumed that $G$ does not have multi-edges nor self-loops. A set $S \subset V$ is called vertex cover of $G$ if any edge connects to at least a vertex in $S$. A vertex in vertex cover $S$ is called covered. The (unweighted) min-VC problems is then defined as a computational problem to search a vertex cover with the minimum number of covered vertices. For a mathematical formulation, we set a binary variable $x_i$ to each vertex $i \in V$, which takes one if vertex $i$ is covered and zero otherwise. The problem is then represented as an integer programming (IP) problem as follows:

Min. $\sum_{i=1}^{N} x_i,$
subject to $x_i + x_j \geq 1 \ \forall (i, j) \in E,$
$x_i \in \{0,1\} \ \forall i \in V.$ (1)

Min-VCs belong to a class of NP-hard [5] indicating that no exact algorithm is known that can solve the problem in the worst case in polynomial time as a function of problem size $N$. To avoid this computational hardness, approximation algorithms are commonly used. Especially, the linear programming relaxation is a fundamental approximation scheme for the IP problems. For LP relaxation, constraints on binary variables, $x_i \in \{0,1\}$, are replaced to continuous constraints with interval $[0,1]$. Thus, the LP-relaxed min-VC problem is represented by

Min. $\sum_{i=1}^{N} x_i,$
subject to $x_i + x_j \geq 1 \ \forall (i, j) \in E,$
$x_i \in [0,1] \ \forall i \in V.$ (2)

It is a kind of LP problems which can be exactly solved in polynomial time using an ellipsoid method [24]. However, since it is computationally costly, other exact algorithms such as Dantzig’s simplex method and the interior-point method [25] are often used. Their difference lies in the strategy to search an optimal solution on a facet of the simplex defined by constraints in Eq. (2); the former moves from an extreme point to another extreme point at each step but the latter can search feasible solutions inside the simplex. Note that if a solution of the relaxed problem contains only integer variables, it is, by minimality, automatically a solution of the corresponding IP problem. The fact enables us to naively define the hardness of the min-VC problems for LP relaxation by counting the number of non-integer values in an LP-relaxed solution. It is worth noting that VC problems have a good property called half integrality; considering extreme-point solutions of the problem, they are represented by vectors with half integers, $\{0,1/2,1\}$ [20]. Thus, for VC, all non-integer values are $1/2$.

One of our goals in this paper is to investigate the relationship between the structure of min-VCs on random graphs and its statistical-mechanical picture by using LP relaxation. To achieve the goal, we mainly examine the computational cost of the simplex method hopefully reflecting the structure of the simplex given by Eq. (2). Since it restricts candidates of optimal solutions to feasible solutions lying on extreme points of the polytope, the computational cost, i.e., the number of iterations reaching to the optimal solution, is regarded as a measure of complexity of the simplex solver and of the problem. For the simplex method, there are some solvers and a number of initialization schemes and pivot rules which may
change the computational cost to treat a given instance by the algorithm, respectively. As described later, however, our main findings are independent of those selections.

Before closing this section, we describe how the random graphs are defined for which we obtain min-VCs. In this paper, we examine Erdős-Rényi (ER) random graphs as a random ensemble. Each instance of such a random graph is generated by, starting with an empty graph, creating an undirected edge for each pair of vertices with probability \(c/(N-1)\), i.e., connecting the two nodes. Here \(c = O(1)\) represents average degree. Then, the degree distribution converges to the Poisson distribution where \(p\) is a function of a graph \(G\) as described in the previous section, it has been revealed that the randomized problems exhibit a phase transition related to RS and its breaking (RSB) at \(c^* = e\), which is also the threshold where LP relaxation fails to approximate the problems with high accuracy \([23, 27]\). While the relation is usually observed for other ensembles \([28]\), this paper, we examine Erdős-Rényi (ER) random graphs as the simplest example to investigate the graph structure making the problem hard for LP relaxation.

III. RARE-EVENT SAMPLING

As we consider min-VCs on an ensemble of random graphs, it is necessary to estimate distributions of observables over those instances. The rare-event sampling is useful to estimate distributions over a large range of the support even into the tails because it significantly reduces the number of samples needed compared to a simple sampling. Depending on the application, probabilities as small as \(10^{-20}\) or smaller are easily accessible. In computational physics, the task is crucial for various fields and some sampling schemes such as the Wang-Landau method \([29]\) and multicanonical method \([30, 31]\) have been developed, which were originally used to sample configurations with extreme energies in the Boltzmann ensemble. Nevertheless, instead of the energy the sampling can be with respect to any measurable quantity \([17]\). This and similar approaches are, e.g., widely used for estimating large-deviation properties of random graph structures \([32, 33]\).

Now we briefly describe the outline of the estimation. In this paper, we estimate the distribution of number of iterations \(S\) of a simplex solver for LP-relaxed min-VCs for ER random graphs. Since \(S\) is considered as a function of a graph \(G\), we need to sample graphs following the weight of the ER random graphs with the number of vertices \(N\) fixed. For an unbiased sampling, each graph \(G = (V, E)\) follows the distribution given by

\[
q_0(G) = (1 - p)^{M - |E|} p^{|E|} \quad (G \in \mathcal{G}_N),
\]

where \(p = c/(N - 1)\), \(M = \binom{N}{2}\), and \(\mathcal{G}_N\) is a set of graphs with cardinality \(N\). A biased sampling with respect to \(S\) is then executed by sampling graphs with the following distribution:

\[
q_T(G) = Z(T)^{-1} q_0(G) e^{-S(G)/T} \quad (G \in \mathcal{G}_N),
\]

where \(T\) represents a “temperature” of the system, which can also be negative, and the partition function \(Z(T)\) is given by

\[
Z(T) = \sum_{G \in \mathcal{G}_N} q_0(G) e^{-S(G)/T}.
\]

In practical simulations \([33]\), the choice of the temperature determines the range of the values of \(S\) where the sampling of graphs is concentrated. Please notice that the unbiased sampling corresponds to the \(T \rightarrow \pm \infty\) limit in Eq. \((4)\).

The reweighting method is used to obtain the distribution of \(S\) over a large range of the support. The distribution reads

\[
P(S) = \sum_G \delta_{S, S(G)} q_0(G),
\]

where \(\delta_{n,m}\) represents a Kronecker delta. Biased distribution \(P_T(S)\) with temperature \(T\) is represented by

\[
P_T(S) \equiv Z(T)^{-1} e^{-S/T} \sum_{G \in \mathcal{G}_N} \delta_{S, S(G)} q_0(G) = Z(T)^{-1} e^{-S/T} P(S).
\]

This indicates that the unbiased distribution \(P(S)\) can be estimated by using the relation,

\[
P(S) = Z(T) e^{S/T} P_T(S).
\]

The factor \(Z(T)\) is estimated by comparing sampled \(P_T(S)\) to estimated \(P(S)\). Naturally, this will work only if there is an overlap in the actually sampled ranges of the support for \(P(S)\) from unbiased sampling and \(P_T(S)\). This allows already to extend the range of the support where \(P(S)\) is known. Therefore, \(P_T(S)\) can be obtained for additional temperatures by starting at a sufficiently high temperature, allowing to extend the range of the support even more, again and again, where each time \(Z(T)\) is calculated with respect to the so-far known \(P(S)\).

Practically, the biased samplings are executed by the Markov Chain Monte-Carlo (MC) method. A graph \(G\) is represented by a sequence \(\sigma\) with length \(M\) which contains random numbers in \([0, 1]\). For each pair of nodes, if the random number is below \(p = c/(N - 1)\), an edge connects the two nodes. \(S(G)\) is obtained as the number of iterations of a simplex solver which solves Eq. \((2)\) for \(G\). To construct the Markov chain of the sequences, we used the Metropolis-Hastings algorithm, which is based on generating trial sequences and accepting them with a certain probability. To construct a trial sequence \(\sigma'\) is copied from the current \(\sigma\) and then \(0.5\%\) of randomly chosen elements in \(\sigma'\) are changed. The corresponding
graph $G'$ is generated as explained above. Next, $S(G')$ is obtained. Finally, $\sigma'$ is accepted, i.e., $\sigma'$ becomes the new current sequence in the Markov chain, according to the Metropolis-Hastings acceptance probability which reads

$$P_{\text{acc}} = \max\left\{ 1, e^{-(S(G')-S(G))/T} \right\}.$$  \hspace{1cm} (9)

Otherwise $\sigma'$ is rejected, i.e., $\sigma$ is kept.

For a biased sampling, one should validate whether the system is equilibrated. It is a simple way to check sufficient relaxation of observables from different initial conditions. Fig. 1 shows an example of relaxation of two observables, the number of LP iterations $S$ and average degree $c_g$ of each sampled graph. In the simulations, the number of vertices $N = 500$ and the average degree of ER random graphs $c = 3.0$ is fixed. Graphs are sampled according to Eq. (9) with $T = 10$ from three different initial graphs, the null graph, the complete graph, and a graph simply sampled from ER random graphs. We find that they merge up to 3500 MC trials and then fluctuate similarly around an equilibriam value indicating that relaxation is promptly realized [?].

Fig. 2 shows the estimated distribution of LP iterations $S$ for ER random graphs with $c = 2.0$ for $N = 250$ and 1000. As a simplex LP solver, lp_solve is used with default settings. Note that we here, for the moment, do not distinguish between instances which are optimally solved, i.e., all variables are zero or one, and those instances which are not optimized, i.e., where some variables are half-integer valued. The distribution is generated from an unbiased sampling and biased sampling with different temperatures $T = -10, -5, 5, 10$. Those samplings are executed for $10^5$ MC trials and the first $2 \times 10^4$ observations are omitted to ignore nonequilibrium states for biased ones. The figure shows that the tails of distributions are evaluated up to $10^{-25}$ in spite of executing $10^6$ trials per a sampling.

IV. RESULTS

In this section, we describe the main results. First, to evaluate the asymptotic behavior of the distributions of the number of LP iterations, an empirical rate function is introduced. Next, to reveal a relation to the RS-RSB transition, we define hardness of approximation for an instance and evaluate the distance between conditional distributions with respect to the hardness. Its asymptotic behavior suggests a quantitative difference of the distance between the RS and RSB phase. Lastly, since VC on bipartite graphs can be solved in polynomial time, we investigate a quantity defined as the similarity to bipartite graphs and its relation to the hardness.

A. Empirical rate functions

As indicated in Fig. 2, the estimated distributions themselves are not suitable for comparison. To visualize their finite-size effects, both axes should be rescaled. For the number of LP iterations $S$, its average $\overline{S}(N)$ over random graphs with $N$ vertices is used for a linear regression given by

$$\overline{S}(N) = S_0 + CN^{\alpha}.$$  \hspace{1cm} (10)

Then, the number $S$ of LP iterations is rescaled by $s = (S - S_0)N^{-\alpha}$. In our simulations, the order $\alpha$ is close to one while it has been theoretically unrevealed.
For the distribution \( P(S) \), we introduce an empirical rate function which reads

\[
\Phi(s) = -\frac{1}{N} \ln P(s),
\]

(11)

where \( s \) represents the rescaled number of LP iterations. In the large-deviation theory \cite{36 37}, one says that the large-deviation principle holds if, loosely speaking, the empirical rate function converges for \( N \to \infty \) to a limiting rate function \( \phi(s) \). Thus, in this case it represents the asymptotic behavior of tails of a distribution as follows:

\[
P(s) = e^{-N\phi(s)+o(N)}.
\]

(12)
The empirical rate function thus indicates finite-size effects including \( o(N) \) terms. Due to the logarithm and taking \( 1/N \) to obtain \( \Phi(s) \), the normalization and the subleading term of \( P(s) \) become for finite values of \( N \) an additive contribution, which converges to zero for \( N \to \infty \) if the large-deviation principle holds.

Fig. 3 shows the empirical rate functions for ER random graphs with average degree \( c = 2 \), i.e., in the RS phase, whose distributions are displayed in Fig. 2. As \( N \) grows, the position on the \( s \)-axis of the minimum and also the full shape of the function seem to approach to a common position and a common shape, respectively. This convergence indicates that the large deviation principle may hold for the rate function of the number \( S \) of LP iterations. Since these empirical rate functions are not symmetric with respect to their peaks, the distribution of LP iterations differs from a simple Gaussian distribution. In Fig. 4 we show empirical rate functions in the case where \( c = 3 \), i.e., in the RSB phase. Compared to Fig. 3 a change on the left-hand side of the functions is clearly observed. This comparison indicates that the distributions of LP iterations might exhibit a qualitative difference related to the RS-RSB phase transition.

B. Distance of distributions conditioned by hardness of problems

As described in the last section, a naive expectation is that the computational cost of a simplex LP solver is correlated to the hardness of LP relaxation for a problem. We introduce conditional distributions of LP iterations with respect to the hardness of problems to validate the expectation.

For numerical evaluation in this subsection, an alternative LP solver called CPLEX is executed while the results are qualitatively same as the case of lp.solve. The reason is the scalability of CPLEX; it is more than a hundred times as fast as lp_solve, which enables us to set the large number of MC trials up to \( 5 \times 10^6 \) and the large size of graphs up to 3000. We use the rare-event sampling method in the last section with biased samplings at temperatures \( T = -20, -10, 5, 10, \) and 20 in addition to unbiased samplings.

As described in the last section, an instance is considered hard to obtain the optimal solution if the LP-relaxed solution contains at least a half integer. Correspondingly, conditional distributions \( P_e(S) \) and \( P_h(S) \) are respectively defined by distributions of LP iterations over easy and hard instances, respectively. Fig. 5 shows an example of these distributions for ER random graphs with \( c = 3 \) and \( N = 1000 \). The figure suggests that the expectation about correlation between the number of LP iterations and the hardness of problems is correct because two distributions are separated. The separation is also observed in the case of lp.solve resulting in the difference of distributions in Fig. 3 and 4.

Using conditional distributions, we specifically examine the “distance” of those distributions. Since two sam-
The total variation distance is a kind of metric. Since \( \sum_{x \in I} P(x) = \sum_{x \in I} Q(x) = 1 \), it always lies in the interval \([0,1]\) and, especially, takes zero iff \( P \) equals to \( Q \) as a distribution.

\[
\|P - Q\|_{TV} = \frac{1}{2} \sum_{x \in I} |P(x) - Q(x)|, \tag{13}
\]

where \( I \) is the union of supports of two distributions. Unlike the Kullback–Leibler divergence, the total variation distance is a kind of metric. Since \( \sum_{x \in I} P(x) = \sum_{x \in I} Q(x) = 1 \), it always lies in the interval \([0,1]\) and, especially, takes zero iff \( P \) equals to \( Q \) as a distribution.

Fig. 5 shows the finite-size dependence of the total variation distance between conditional distributions \( P_e(S) \) and \( P_h(S) \) for ER random graphs with various average degree \( c \in [2,3] \) around the transition value \( c^* = \epsilon \). Note that for values outside this interval, it turned out to be hard to obtain sufficient statistics for both easy and hard instances at the same time, even with the large-deviation approach. In the RS phase where \( c < \epsilon \), it decreases monotonously and converges nearly to zero. It implies that here the LP computational cost varies almost independently to the hardness of LP-relaxed min-VCs in the large-\( N \) limit. On the other hand, for \( c > \epsilon \), the distance of two distributions remains positive even for large \( N \) and seems even to grow, when looking at the \( c = 3 \) data. The fact suggests that the computational cost of the simplex method strongly depends on the hardness of instances in the RSB phase. Asymptotic behaviors of conditional distributions result in the difference of the empirical rate functions in Fig. 3 and Fig. 4.

C. Relation to graph structure: bipartiteness

In this subsection, we study a graph invariant and investigate a possible relation to the computational cost of a simplex solver. In particular, we introduce “bipartiteness” as to which extent a given graph resembles a bipartite graph. A bipartite graph is a graph for which the set of nodes can be partitioned into two subsets such that there are only edges which connect one node from one subset to a node from the other subset. Therefore, there are no edges which connect nodes within one subset alone.

In mathematical optimization, König’s theorem is a fundamental result that min-VC problems on bipartite graphs can be solved exactly in polynomial time \cite{König1913}. In ER random graphs, the fact suggests that almost every instances are easy to solve with high accuracy under the percolation threshold, i.e., \( c < 1 \), where a graph consists in trees which are always bipartite and contain only short cycles with length \( O(\log N) \). Note that König’s theorem relates the min-VC to the maximum perfect matching, which can be found in polynomial time, but we deal with LP here. Nevertheless, it therefore does not come as a full surprise that LP for the relaxed problem finds optimal solutions for original min-VC for \( c \leq 1 \).

In contrast, the random graphs are typically not bipartite above the percolation threshold because of the emergence of a loopy giant component. However, as we will see below, the still existing closeness to bipartite graphs allows even for \( 1 < c < 2 \) to see some correlation between the bipartiteness and the number \( S \) of LP iterations.

Before describing the numerical results, we define bipartiteness as the fraction of edges in a maximum cut (max-cut). A cut of graph \( G = (V,E) \) is a partition of vertex set into \( T \) and \( T = V \setminus T \). Then, a cut set \( C(T) \) is defined as a set of edges connecting to each vertex subset \( T \) and \( T \), i.e., \( C(T) = \{(u,v) \in E; u \in T, v \in T\} \). The maximum cut of \( G \) is a cut with the largest number of
edges among possible cuts. The fraction $B$ of edges of a max-cut is then defined as

$$B = \max_{T \in V} \frac{|C(T)|}{|E|} \in [0, 1].$$  \hspace{1cm} (14)

It is an indicator of bipartiteness because it equals one iff a graph is bipartite. Since solving a max-cut problem belongs to the class of NP-hard problems, we restricted ourself to calculate $B$ approximately. In our numerical simulations, it is approximated by the following greedy procedure:

(i) add each vertex to either of two sets with probability $1/2$,

(ii) choose an augmenting vertex named $i$ such that the number of neighboring vertices in the same subset is less than that of neighboring vertices in the other subset,

(iii) move $i$ from the current subset to the other subset,

(iv) if there exists an augmenting vertex, return to (iii) or stop otherwise.

The algorithm finally finds a locally optimal solution in that it is the best solution among all cut sets by adding or by deleting a vertex. We found that in practice, this algorithm is executed in typically $10|E|$ iterations for a sampled graph.

We are interested in the question whether there exists a correlation between the bipartiteness $B$ and the number of LP iterations $S$ to find a solution. We first show scatter plots of $S$ and $B$ sampled from ER random graphs with $N = 500$ and with $c = 2$ (Fig. 7) and $c = 3$ (Fig. 8). In those plots, biased samplings with different temperatures $T = -20$ and 10 are executed in addition to unbiased samplings. We find that, regardless of RS and RSB phases, $S$ and $B$ have a strong negative correlation. However, such a correlation may result almost trivially from a fluctuation of the number of edges in ER random graphs: as the number of edges increases, $S$ also increases because in general graphs with a higher value of $c$ are harder to solve. On the other hand $B$ should decrease for a higher number of edges, because for small values of $c$ almost all graphs are collections of trees, which are completely bipartite, while densely connected graphs are not bipartite. To omit such a spurious correlation, it is necessary to consider an ensemble of random graphs, where the number of edges is fixed to $M = cN/2$. In the thermodynamic limit $N \to \infty$, both ensembles agree [21].
Now we concentrate on the estimation of correlation between $S$ and $B$ for ER random graphs with the number of edges fixed. The correlation is calculated as the Pearson correlation coefficient defined by

$$C_{S,B} = \frac{(S - \bar{S})(B - \bar{B})}{\sqrt{(S - \bar{S})^2 (B - \bar{B})^2}},$$

where $\bar{\cdot}$ represents an average over sampled graphs. Fig. 9 shows the correlation coefficient $C_{S,B}$ estimated by unbiased samplings with $10^5$ graphs whose number of edges is fixed to $cN/2$. CPLEX is used as a simplex solver again. The standard deviation of $C_{S,B}$ is estimated by the bootstrap method. Namely, the data are uniformly resampled and a correspondent $C_{S,B}$ is calculated for 50 times to estimate its standard deviation. As shown in Fig. 9 it is found that the finite size effect looks small for $N \geq 300$ above the percolation threshold $c = 1$, since the data points fall on top of each other for different values of $N$. In the case of $c = 0.5$, the sampled data shapes just a point in the scatter plot because all sampled graphs are nearly bipartite. It makes an accurate estimation of $C_{S,B}$ difficult. Above the percolation threshold, $C_{S,B}$ gradually decreases and becomes negative above $c \sim 1.7$. The gap of $C_{S,B}$ between $c = 1.9$ and 2 emerges because of an intrinsic behavior of the solver. It must be emphasized, however, that relatively strong negative correlations are observed below the RS-RSB threshold and the correlation moves nearly to zero above the threshold regardless of a simplex solver.

In summary, even though a trivial correlation related to the number of edges is omitted, we find a relatively weak but characteristic behavior of the correlation coefficient compared to the number of LP iteration $S$ and bipartiteness $B$. Consequently, the intuition that similarity to bipartite graphs decreases the computational cost of a simplex LP solver is (slightly) correct only in the RS phase where the majority of graphs in the ensemble is easy to obtain optimal solutions. Note that we have studied also other graph invariants such as a Becchi number and degree correlations to seek for a correlation to the number of LP iterations. So far, we did not find such a correlation for any value of $c$.

**V. SUMMARY AND DISCUSSIONS**

In this paper, we numerically investigate the large-deviation properties of computational cost for LP relaxation and relations to a phase transition in the spin-glass theory and to random graph structure. The rare-event sampling is executed to efficiently examine the large-deviation properties. It enables us to estimate the tails of the distributions efficiently illustrating its asymmetric property and finite-size effects. Furthermore, we naively introduce the hardness of LP relaxation and evaluate the total variation distance between conditional distributions with respect to the hardness. Numerical results show that the distance asymptotically becomes very small for $c < e$ while it remains larger and seems even to grow with graph size otherwise. It is indicated that conditional distributions are asymptotically distinguishable in the RSB phase, which reflects the hardness of instances for LP relaxation. The results are compatible to the differences observed in the empirical rate functions. Finally, the relation of computational cost of LP relaxation to graph structure is studied. We specifically examine bipartiteness of graphs as well as the fraction of edges in the maximum cut. It is suggested that it is weakly but negatively correlated to the number of LP iterations in the RS phase though they are nearly uncorrelated otherwise.

The rare-event sampling based on the reweighting method helps us to find a valid signature in the distribution $P(S)$ in this paper. To access the further details of the tail of the distribution, a biased sampling with lower temperature can be performed in principle. It is observed, however, that the system with negatively low temperature, e.g., $T = -1$, is hard to equilibrate using the Metropolis-Hastings algorithm. It could be beneficial to use another rare-event sampling scheme such as the Wang-Landau method or an advanced MC sampling method like the replica exchange MC method [39].

As for the relation to graph structure, we find a valid negative correlation to the computational cost of LP relaxation in the RS phase though it vanishes in the RSB phase. A possible reason of the uncorrelated result for $c > e$ is the hardness of estimating the bipartiteness in the region. In fact, the max-cut problem on the ER random graphs corresponding to finding the ground energy of the antiferromagnetic spin-glass model [10] also exhibits the RS-RSB transition at average degree $c = e$. It suggests that the greedy procedure in the last subsection fails to find the optimal fraction of max-cut even though it is executed repeatedly. While the large part of graph invariants is hard to compute exactly, we have to leave it to a future work to find even better one to characterize the complexity of graph structure even in the RSB phase.

In the view of the spin-glass theory, it is considered that local structures called frustrations evoke the RSB phase [2]. For Ising spin glasses on a finite dimensional lattice, for example, there is an attempt to detect the transition point using frustrated plaquettes, i.e., frustrated shortest loops in the lattice [41,42]. In the case of a spin-glass model on a sparse random graph, however, it is not straightforward to define such a local structure because graph invariants describe rather global structure. A long range frustration [43] based on the cavity method is a strong candidate though it is difficult to evaluate numerically in practice. It is thus an important task to find another measure of frustrations in random graphs to predict the hardness of each instance. The result in this paper suggests that the LP relaxation is possibly useful to investigate the measure numerically by evaluating the correlation to the computational cost of a solver.

Evaluating the typical computational cost of a LP solver over randomized problems by analytical ap-
proaches is highly challenging though the worst-case computational cost has been a central issue of mathematical optimization. Our study on the large-deviation properties shows the existence of the common properties irrelevant to the details of solvers and of nontrivial relations to the phase transition, the spin-glass picture, and random graph structures. We believe that numerical analyses in this paper stimulate the further progress in understanding typical behavior of LP relaxation for randomized optimization problems and its vast relationships to other concepts including the spin-glass theory.
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