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Abstract

A Wronskian differential formula, useful for applying the confluent second-order SUSY transformations to arbitrary potentials, will be obtained. This expression involves a parametric derivative with respect to the factorization energy which, in many cases, is simpler for calculations than the previously found integral equation. This alternative mechanism shall be applied to the free particle and the single-gap Lamé potential.

1 Introduction

Over time, there has been much interest in the study and generation of exactly solvable potentials in quantum mechanics. One of the simplest techniques to carry out these purposes is the supersymmetric quantum mechanics (SUSY QM), which is based on the intertwining relationship. In fact, this technique together with the factorization method and Darboux transformation are equivalent procedures for generating solvable Hamiltonians from a given initial one [1–5]. In the simplest case of this approach both Hamiltonians are related by a first-order differential operator. However, the fact that the zeros of the transformation function are mapped into singularities of the new potential imposes certain restrictions on this method.

An alternative to avoid this difficulty is to employ the SUSY QM of higher order (for more details and applications see [3–12]). The most elementary version of such a generalization is the confluent second-order SUSY QM [9,13], for which the two involved factorization energies converge to the same value. However, the main problem for implementing this method has to do with the difficulty to calculate certain integrals which arise in the treatment.

On the other hand, it has been shown [14] that in the confluent case the Wronskian formula is preserved if solutions closing a Jordan chain of length two are used as seeds for implementing the algorithm. In this article we will take advantage of this fact by introducing a differential version of the technique which will preserve as well the general Wronskian formula and will avoid to evaluate the previously mentioned integrals. In this way, an alternative calculational tool will be available for implementing the confluent second-order SUSY QM.

The paper is organized as follows: in Section 2 we shall review the standard approach to the second-order SUSY QM for the confluent and non-confluent cases. A differential version of the Wronskian formula for the confluent case will be presented in Section 3. In Section 4 this alternative method will be
applied to the free particle and the single-gap Lamé potentials. A summary of our original results and
some conclusions are contained in Section 5.

2 Second-order SUSY QM

In the second-order SUSY QM one typically starts from the following intertwining relationship [3, 5, 6]
\[ \tilde{H}B^+ = B^+H, \]  
where
\[ H = -\frac{d^2}{dx^2} + V(x), \] \[ \tilde{H} = -\frac{d^2}{dx^2} + \tilde{V}(x), \] \[ B^+ = \frac{d^2}{dx^2} + g(x)\frac{d}{dx} + h(x). \]
The aim is to determine \( \tilde{V}(x) \), \( g(x) \) and \( h(x) \) supposing that the initial potential \( V(x) \) is known. The
solution to this problem is given by
\[ \tilde{V}(x) = V + 2g', \] \[ h(x) = -\frac{g''}{2} + \frac{g^2}{2} - V + d, \]
where \( g(x) \) must fulfil the non-linear differential equation
\[ \frac{gg''}{2} - \frac{g^2}{4} + g^2\left(-g' + \frac{g^2}{4} - V + d\right) + c = 0, \] and \( c, d \in \mathbb{R} \) are two integration constants. In order to solve (7) it is used the ansatz \[ g'(x) = g^2 + 2\gamma g - 2\xi, \]
where \( \gamma(x) \) and \( \xi(x) \) are functions to be determined. Substituting (8) in Equation (7), it turns out that
\( \xi^2 = c \) and the following Ricatti equation must be satisfied
\[ \gamma' + \gamma^2 = V - \epsilon, \] with \( \epsilon = d + \xi \). Thus, the initial problem defined by Equations (11) has been reduced to find the function
\( \gamma \) and, consequently, to solve Equation (9). This Riccati equation can be linearized by using \( \gamma = u'/u \),
which leads to the following stationary Schrödinger equation for \( H \):
\[ Hu = -u'' + Vu = \epsilon u. \]
The kind of seed solution \( u \) employed for constructing the transformation depends on the factorization
energy \( \epsilon \) and, consequently, on the sign of \( c \). For \( c \neq 0 \) one gets the so called real and complex cases while
for \( c = 0 \) the confluent one is obtained.

2.1 Non-confluent case (\( c \neq 0 \))
Let us denote the two different factorization energies by \( \epsilon_1 \equiv d + c^{1/2} \) and \( \epsilon_2 \equiv d - c^{1/2} \), which includes
both, the real and complex cases. Note that the ansatz (8) indeed gives place to two equations
\[ g' = g^2 + 2\gamma_1 g - (\epsilon_1 - \epsilon_2), \] \[ g' = g^2 + 2\gamma_2 g - (\epsilon_2 - \epsilon_1). \]
By subtracting both it is obtained
\[ g = \frac{\epsilon_1 - \epsilon_2}{\gamma_1 - \gamma_2} = -\left\{\ln[W(u_1, u_2)]\right\}', \quad (13) \]
where \( W(f, h) = fh' - f'h \) is the Wronskian of \( f \) and \( h \). The Wronskian in (13) should not have zeros in order to avoid singularities in \( g \) and, consequently, in \( \tilde{V} \). Substituting (13) in (5) one gets
\[ \tilde{V} = V - 2\left\{\ln[W(u_1, u_2)]\right\}'' . \quad (14) \]
This expression has been used to construct a wide variety of potentials \( \tilde{V} \) departing from a given initial one \( V \) by choosing two appropriate solutions of (10). In fact, this treatment is so versatile that it can be implemented by taking as seeds even the Gamow vectors, which gives place to complex potentials with known spectra (see e.g. [15]).

2.2 Confluent case \((c = 0)\)

In the confluent case \((c = 0)\) both energies converge to just one, \( \epsilon_2 \rightarrow \epsilon_1 \), and the ansatz of Equation (8) becomes
\[ g' = g^2 + 2\gamma_1 g . \quad (15) \]
This Bernoulli equation has a general solution given by
\[ g(x) = -\left\{\ln[w(x)]\right\}', \quad (16) \]
where
\[ w(x) = w_0 - \int_{x_0}^{x} u_2^2(y)dy , \quad (17) \]
with \( w_0 \) and \( x_0 \) being real constants which can be chosen at will in order to avoid singularities in \( g(x) \).

On the other hand, let us consider the following pair of generalized eigenfunctions of \( H \), of first and second rank, associated to \( \epsilon_1 \) [14, 16, 17],
\[ (H - \epsilon_1)u_1 = 0 , \quad (18) \]
\[ (H - \epsilon_1)u_2 = u_1 , \quad (19) \]
which is known as Jordan chain of length two. By solving Equation (18) for \( u_2 \) through the method of variation of parameters, supposing that \( u_1 \) is given, we get
\[ u_2 = \left( k + \int u_2^2(x)dx \right) u_1(x) . \quad (20) \]
Moreover, by using the following Wronskian identity
\[ W(f, hf) = h'f^2 , \quad (21) \]
which is valid for two differentiable arbitrary functions \( f \) and \( h \), it is straightforward to show that
\[ w(x) = W(u_1, u_2) . \quad (22) \]
Therefore, the Wronskian formula of the non-confluent second-order SUSY QM given by Equation (14) is preserved for the confluent case [14]. Moreover, it can be used to construct a one-parameter family of exactly solvable potentials for each solution \( u_1 \) of the initial stationary Schrödinger equation associated to \( \epsilon_1 \). However, if \( u_1 \) has an involved explicit form the task of evaluating the corresponding integrals is not simple. In the next section we shall present an alternative version of the Wronskian formula for the confluent case which will make unnecessary the evaluation of the integrals of Equations (17) and (20).
3 Wronskian differential formula for the confluent SUSY QM

Let us look for now the general solution of Equation (19) in a slightly different way. Let \( u_1 \) denote once again the given solution of (18). It is well known that the general solution of the inhomogeneous second-order differential equation (19) takes the form:

\[
 u_2 = u^h_2 + u^p_2, \tag{23}
\]

where \( u^h_2 \) is the general solution of the homogeneous equation and \( u^p_2 \) denotes a particular solution of the inhomogeneous one. Since the homogeneous equation is of second order, it has two linearly independent solutions. They can be taken as \( u_1 \) and its orthogonal function \( u_\perp_1 \) defined by \( W(u_1, u_\perp_1) = 1 \). The last equation can be immediately solved for \( u_\perp_1 \), yielding

\[
 u_\perp_1(x) = u_1(x) \int \frac{dx}{u^2_1(x)}. \tag{24}
\]

Then, it turns out that

\[
 u^h_2 = Cu_1 + Du_\perp_1, \tag{25}
\]

with \( C, D \in \mathbb{R} \).

In order to find the particular solution \( u^p_2 \), let us suppose from now on that \( u_1 \) and its parametric derivative with respect to \( \epsilon_1 \), \( \frac{\partial u_1}{\partial \epsilon_1} \), are well defined continuous functions in a neighbourhood of \( \epsilon_1 \). Hence, by deriving Equation (18) with respect to \( \epsilon_1 \) it is obtained:

\[
 (H - \epsilon_1) \frac{\partial u_1}{\partial \epsilon_1} = u_1, \tag{26}
\]

where the partial derivatives of \( u_1 \) with respect to \( \epsilon_1 \) and \( x \) have been interchanged. It should be clear now that (compare Equations (19) and (26))

\[
 u^p_2 = \frac{\partial u_1}{\partial \epsilon_1}, \tag{27}
\]

is the particular solution of the inhomogeneous equation we were looking for. Finally, the general solution of equation (19) is given by

\[
 u_2 = Cu_1 + Du_\perp_1 + \frac{\partial u_1}{\partial \epsilon_1}. \tag{28}
\]

From this equation we can easily calculate the Wronskian of the two solutions of the Jordan chain as

\[
 W(u_1, u_2) = D + W \left( u_1, \frac{\partial u_1}{\partial \epsilon_1} \right). \tag{29}
\]

Thus, the general Wronskian formula of Equation (14) becomes now

\[
 \tilde{V} = V - 2 \left\{ \ln \left[ D + W \left( u_1, \frac{\partial u_1}{\partial \epsilon_1} \right) \right] \right\}'', \tag{30}
\]

which represents an alternative way to calculate the new potential \( \tilde{V} \) through the confluent second-order SUSY transformation.

Note that a special case of equation (30) has been addressed previously, for \( D = 0 \) and the free particle potential (18) (19). In these works, the particular solution \( \frac{\partial u_1}{\partial \epsilon_1} \) was taken directly as the seed solution \( u_2 \) and thus the constant \( D \), which arises from the non-trivial term involving the orthogonal function \( u_\perp_1 \) (see the second term of the right hand side of Equation (28)), never appears in those treatments.

An additional point is worth to remark: without the constant \( D \) the confluent second-order SUSY partner potential \( \tilde{V} \) will often have singularities. The freedom we have here for choosing this constant endows us with the possibility to generate families of non-singular potentials for a wide set of factorization energies.
4 Applications

We are going to use Equation (30) now to implement a confluent second-order SUSY transformation for two simple systems. The first of them is the free particle, where both the differential and the integral versions of the confluent SUSY QM are easily applicable since the derivatives and the integrals involved are not difficult to calculate. The second one is the single-gap Lamé potential, for which the previously found integral Equation (17) is not easy to apply, since the integrals of elliptic functions are complicated. In particular, for the free particle these solutions are \( \{ e^{\kappa_1 x}, e^{-\kappa_1 x} \} \) with the condition that \( \kappa_1 \) and \( \epsilon_1 \) satisfy the ‘dispersion relation’ \( \epsilon_1 = -\kappa_1^2, \kappa_1 > 0 \).

We are going to use one of these solutions to perform the SUSY transformation, e.g., \( u_1 = e^{\kappa_1 x} \); the other case can be obtained through a spatial reflection. Thus, the parametric derivative can be calculated using the chain rule as

\[
\frac{\partial u_1}{\partial \epsilon_1} = \frac{d\kappa_1}{d\epsilon_1} \frac{\partial u_1}{\partial \kappa_1} = -\frac{x u_1}{2\kappa_1} = -\frac{x e^{\kappa_1 x}}{2\kappa_1}.
\]

We can evaluate easily the Wronskian of \( u_1 \) using the chain rule as

\[
W \left( u_1, \frac{\partial u_1}{\partial \epsilon_1} \right) = -\frac{u_1}{2\kappa_1} = -\frac{e^{2\kappa_1 x}}{2\kappa_1}. \tag{32}
\]

Now, replacing (32) into (30) for calculating the confluent second-order SUSY partner potential \( \widetilde{V} \) of the free particle it is obtained:

\[
\widetilde{V} = \frac{16 D \kappa_1^2 e^{2\kappa_1 x}}{(2D\kappa_1 - e^{2\kappa_1 x})^2}. \tag{33}
\]

Due to the ‘dispersion relation’ \( (\epsilon_1 = -\kappa_1^2, \kappa_1 > 0) \) there is a natural restriction on the factorization energy, namely, \( \epsilon_1 < 0 \). Besides, in order to obtain non-singular transformations the parameter \( D \) has to be restricted \([13,14]\). Indeed, for \( u_1 = e^{\kappa_1 x} \) we have that the non-singular domain is given by \( D < 0 \), and reparametrizing as \( D = -(2\kappa_1)^{-1} e^{2\kappa_1 x_0}, x_0 \in \mathbb{R} \), we can simplify (33) to obtain

\[
\widetilde{V} = -2\kappa_1^2 \text{sech}^2[\kappa_1(x - x_0)], \tag{34}
\]

which is the Pöschl-Teller potential with one bound state at the energy \( E_0 = \epsilon_1 = -\kappa_1^2 \). It is worth to note that this result has also been obtained through first-order SUSY QM and by using the integral formulation of the confluent case \([12]\). It is plausible that any non-singular SUSY transformation which departs from free particle and creates just one bound state leads precisely to a Pöschl-Teller potential (see also [20]).

An illustration of a confluent second-order SUSY partner potential \( \widetilde{V} \), generated through this formalism from the free particle, is shown in Fig. 4.

Note that in some previous works \([18,19]\), the confluent second-order SUSY (or Darboux) transformation in this differential version was implemented for the free particle with \( D = 0 \) and using another transformation function, namely, \( u_1 = \sin[k_1(x + x_0)] \) with \( \epsilon_1 = k_1^2 > 0 \); however, by doing so one will deal only with singular transformations. Following the formalism of this work we have obtained a one-parameter family of non-singular potentials for each \( \epsilon_1 < 0 \).
The Lamé periodic potentials are given by [21–23]:

$$V(x) = n(n+1)m \text{sn}^2(x|m) = n(n+1) \left[ \wp(x + iK(1-m)) + \frac{1}{3}(m+1) \right],$$

(35)

where \( \text{sn}(x|m) \) is a Jacobi elliptic function whose real period is \( T = 4K(m) \) and \( \wp(x) \) is the Weierstrass elliptic function with

$$K(m) = \int_0^{\pi/2} \frac{d\theta}{(1-m \sin^2 \theta)^{1/2}},$$

(36)

being half the real period of \( V(x) \). The potentials (35) have \( 2n+1 \) band edges which define \( n+1 \) allowed and \( n+1 \) forbidden bands. They belong to a class of finite-gap periodic systems where the non-linear supersymmetry plays an important role. For example, Lamé potentials have been used to model a non-relativistic electron in periodic electric and magnetic field configurations which produce a 1D crystal [24]. In addition, these potentials admit isospectral super-extensions [25] and they can be used to display hidden symmetries in quantum dynamical problems, specially in soliton dynamics [26]. Note that Lamé potentials are particular cases of the associated Lamé potentials, which have been studied previously in the context of higher-order SUSY QM [27].

In this work we shall deal with the single-gap Lamé potential obtained with \( n = 1 \). The spectrum for the Hamiltonian associated to this specific potential is given by:

$$\text{Sp}(H) = [m, 1] \cup [1 + m, \infty),$$

(37)

i.e., it is composed by a finite energy band \([m, 1]\) plus a semi-infinite one \([1 + m, \infty)\) (see the white region in Fig. [2]). The structure of the resolvent set of \( H \) is similar, namely, there is a semi-infinite energy gap \((-\infty, m)\) plus a finite one \((1, 1 + m)\) (observe the dark zone in Fig. [2]).

As in the previous case, in order to implement the confluent second-order SUSY transformation we are going to use an appropriate seed solution \( u_1 \) associated to a factorization energy \( \epsilon_1 \) which is inside

For the free particle the integral and differential Wronskian formulae have been applied easily, since the involved integrals can be simply evaluated. Nevertheless, there are some other potentials for which the calculation of the corresponding integrals looks complicated but the differential formalism can be applied straightforwardly. We will show next an example of this situation.

### 4.2 Single-gap Lamé potential

The Lamé periodic potentials are given by [21–23]:

$$V(x) = n(n+1)m \text{sn}^2(x|m) = n(n+1) \left[ \wp(x + iK(1-m)) + \frac{1}{3}(m+1) \right],$$

(35)

where \( \text{sn}(x|m) \) is a Jacobi elliptic function whose real period is \( T = 4K(m) \) and \( \wp(x) \) is the Weierstrass elliptic function with

$$K(m) = \int_0^{\pi/2} \frac{d\theta}{(1-m \sin^2 \theta)^{1/2}},$$

(36)

being half the real period of \( V(x) \). The potentials (35) have \( 2n+1 \) band edges which define \( n+1 \) allowed and \( n+1 \) forbidden bands. They belong to a class of finite-gap periodic systems where the non-linear supersymmetry plays an important role. For example, Lamé potentials have been used to model a non-relativistic electron in periodic electric and magnetic field configurations which produce a 1D crystal [24]. In addition, these potentials admit isospectral super-extensions [25] and they can be used to display hidden symmetries in quantum dynamical problems, specially in soliton dynamics [26]. Note that Lamé potentials are particular cases of the associated Lamé potentials, which have been studied previously in the context of higher-order SUSY QM [27].

In this work we shall deal with the single-gap Lamé potential obtained with \( n = 1 \). The spectrum for the Hamiltonian associated to this specific potential is given by:

$$\text{Sp}(H) = [m, 1] \cup [1 + m, \infty),$$

(37)

i.e., it is composed by a finite energy band \([m, 1]\) plus a semi-infinite one \([1 + m, \infty)\) (see the white region in Fig. [2]). The structure of the resolvent set of \( H \) is similar, namely, there is a semi-infinite energy gap \((-\infty, m)\) plus a finite one \((1, 1 + m)\) (observe the dark zone in Fig. [2]).

As in the previous case, in order to implement the confluent second-order SUSY transformation we are going to use an appropriate seed solution \( u_1 \) associated to a factorization energy \( \epsilon_1 \) which is inside.
one of the energy gaps and such that \( W(u_1, u_2) \neq 0 \) \( \forall x \in \mathbb{R} \). For our example this can be achieved by choosing \( u_1 \) as one of the two Bloch functions associated to \( \epsilon_1 \) \cite{22, 23}, i.e.,

\[
\begin{align*}
    u_1^{\beta} &= \frac{\sigma(\omega')}{\sigma(\delta + \omega')} \frac{\sigma(x + \delta + \omega')}{\sigma(x + \omega')} e^{-x\zeta(\delta)}, \\
    u_1^{1/\beta} &= \frac{\sigma(\omega')}{\sigma(-\delta + \omega')} \frac{\sigma(x - \delta + \omega')}{\sigma(x + \omega')} e^{x\zeta(\delta)},
\end{align*}
\]

(38)

(39)

where \( \omega = K(m) \) and \( \omega' = iK(1 - m) \) are the real and imaginary half-periods of \( \wp(x) \) \cite{28}, and \( \sigma \) and \( \zeta \) are the non-elliptic Weierstrass functions \cite{29}.

Note that \( \beta \) is defined by the relation \( u_1^{\beta}(x + T) = \beta u_1^{\beta}(x) \) and then \( \beta = \exp\left[2\delta\zeta(\omega) - 2\omega\zeta(\delta)\right] \). Besides, by expressing it as \( \beta = \exp(\kappa) \), then \( \kappa = 2i\left[\omega\zeta(\delta) - \delta\zeta(\omega)\right] \) (up to an additive multiple of \( 2\pi i \)) which is known as the quasi-momentum \cite{25}. The displacement \( \delta \) and the factorization energy \( \epsilon_1 \) are related by \cite{23}:

\[
\epsilon_1 = \frac{2}{3} (m + 1) - \wp(\delta). \tag{40}
\]

In order to calculate \( \frac{\partial u_1}{\partial \epsilon_1} \) let us choose the first Bloch function as transformation function, namely, \( u_1 = u_1^{\beta} \). It is worth pointing out that we are using one Bloch state to perform the SUSY transformation, even when these states are not normalized. Nevertheless, one of the advantages of the confluent algorithm is that it does not require normalized states to perform the transformation.

We are going to calculate next its parametric derivative with respect to \( \epsilon_1 \), for which we will employ the following relationships between \( \sigma(x) \), \( \zeta(x) \), and \( \wp(x) \) \cite{29}:

\[
\begin{align*}
    \sigma'(x) &= \sigma(x) \zeta(x), \\
    \zeta'(x) &= -\wp(x), \\
    \wp'(x) &= -\frac{\sigma(2x)}{\sigma^4(x)}. \tag{43}
\end{align*}
\]

Thus, using the chain rule and Equation (40) it is obtained:

\[
\frac{\partial u_1}{\partial \epsilon_1} = \frac{d\delta}{d\epsilon_1} \frac{\partial u_1}{\partial \delta} = -\left(\frac{d\wp}{d\delta}\right)^{-1} \frac{\partial u_1}{\partial \delta}. \tag{44}
\]

An explicit calculation produces:

\[
\frac{\partial u_1}{\partial \delta} = [\zeta(x + \delta + \omega') - \zeta(\delta + \omega') + x\wp(\delta)] u_1, \tag{45}
\]

and thus the Wronskian of Equation (30) can be obtained by using once again Equation (21):

Figure 2: Spectrum of the Lamé potential with \( n = 1 \). The white bands correspond to the allowed energy region, a semi-infinite \([1 + m, \infty)\) and a finite one \([m, 1]\). The dark region corresponds to the energy gaps, a semi-infinite \((-\infty, m)\) and a finite one \((1, 1 + m)\).
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Figure 3: SUSY partner potential $\tilde{V}(x)$ (top) and the probability density of its associated bound state (bottom), generated from the Lamé potential $V(x)$ for $n = 1$. The parameters were taken as $m = 0.5$, $\epsilon_1 = 0.1$, $x_0 = 0$ and $D = -45$.

\[
W\left(u_1, \frac{\partial u_1}{\partial \epsilon_1}\right) = \left(\frac{d\varphi}{d\delta}\right)^{-1} \left[\varphi(x + \delta + \omega') - \varphi(\delta)\right] u_1^2 \equiv f(x) u_1^2, \tag{46}
\]

which defines the auxiliary function $f(x)$.

Finally, from equation (30) the new potential $\tilde{V}$ can be calculated analytically.

\[
\tilde{V} = V + \frac{2 + 4[\zeta(x + \delta + \omega') - \zeta(x + \omega') - \zeta(\delta)](Du_1^{-2} + f)}{(Du_1^{-2} + f)^2}. \tag{47}
\]

Two potentials obtained through this method are shown in the top of Fig. 3 and Fig. 4. They correspond to two different cases, for which either the factorization energy belongs to the infinite gap or to the finite one. Note that the shape of the new potentials (continuous lines) are really different compared to the original one (dashed lines), and between them. Indeed, it can be seen that the new potentials are in general non-periodic, although they become asymptotically periodic. Note that this periodicity defect of $\tilde{V}(x)$ arises due to the creation of a bound state at an energy which coincides precisely with $\epsilon_1$ (inside an initial energy gap). The width and the position of this periodicity defect in general coincides with the $x$–domain where the new bound state

\[
\psi_{\epsilon_1}^{(2)}(x) \propto \frac{u_1}{D + W\left(u_1, \frac{\partial u_1}{\partial \epsilon_1}\right)} \tag{48}
\]

has a non-trivial probability amplitude. For these two cases, the corresponding probability densities $|\psi_{\epsilon_1}^{(2)}(x)|^2$ are shown in the bottom of Fig. 3 and Fig. 4.
Figure 4: SUSY partner potential $\tilde{V}(x)$ (top) and the probability density of its associated bound state (bottom), generated from the Lamé potential $V(x)$ for $n = 1$. The parameters were taken as $m = 0.1$, $\epsilon_1 = 1.05$, $x_0 = 0$ and $D = 20$.

Let us note that a similar physical situation, induced by a non-confluent second-order SUSY transformation, was found elsewhere [22,23]. The main advantage here is that we are using just one seed solution to create a bound state inside a given energy gap. Moreover, the explicit expressions obtained from our treatment become shorter than those derived by the non-confluent algorithm. Particularly interesting is the case in which the factorization energy $\epsilon_1$ is inside the finite gap, so that a bound state is created at this position. In such a situation, if the non-periodic potential $\tilde{V}$ is perturbed by an additional interaction, the new bound state could be used as an intermediate state to perform transitions between the finite energy band and the infinite one. Note that the new bound state of Eq. (48) is known as localized impurity state in solid state physics (see Ch. 5 of [30]).

5 Conclusions

In this article we have introduced a differential version of the confluent second-order SUSY transformation, as an alternative to generate new exactly solvable potentials which avoids the need to evaluate some integrals arising in the formulation elaborated previously [13,14]. Moreover, we have found a differential formula that generalizes the one used in soliton theory [18,19]. The main advantage rests in the fact that families of non-singular potentials can be constructed by appropriately varying the new constant $D$ (see Eq. (30)). We have successfully applied this technique to the free particle and to the single-gap Lamé potential. In the last case it was shown that, although the initial potentials are periodic, the SUSY generated ones are non-periodic, with a periodicity defect arising due to the creation of a bound state inside an initial energy gap. It was proposed that, under certain appropriate circumstances, this bound
state could be used as an intermediate state to perform transitions from the lower energy band to the infinite one.

**Acknowledgement**

The authors acknowledge the financial support of Conacyt (México) through project 152574. DB also acknowledges Conacyt PhD scholarship 219665. NFG thanks the support of SIP project 20111061, IPN-México.

**References**

[1] V.B. Matveev, M.A. Salle. *Darboux Transformations and Solitons*, Springer, Berlin, 1991.

[2] V.G. Bagrov, B.F. Samsonov. Darboux transformation of the Schrödinger equation, *Phys. Part. Nucl.* 28 (1997) 374–397.

[3] B. Mielnik, O. Rosas-Ortiz. Factorization: little or great algorithm?, *J. Phys. A: Math. Gen.* 37 (2004) 10007–10035.

[4] D.J. Fernández, N. Fernández-García. Higher-order supersymmetric quantum mechanics, *AIP Conf. Proc.* 744 (2005) 236–273.

[5] D.J. Fernández. Supersymmetric quantum mechanics, *AIP Conf. Proc.* 1287 (2010) 3–36.

[6] A.A. Andrianov, M. Ioffe, V. Spiridonov. Higher-derivative supersymmetry and the Witten index, *Phys. Lett. A* 174 (1993) 273–279.

[7] A.A. Andrianov, M. Ioffe, F. Cannata, J.P. Dedonder. 2nd-Order derivative supersymmetry, q-deformations and the scattering problem, *Int. J. Mod. Phys. A* 10 (1995) 2683–2702.

[8] D.J. Fernández, M.L. Glasser, L.M. Nieto. New isospectral oscillator potentials, *Phys. Lett. A* 240 (1998) 15–20.

[9] B. Mielnik, L.M. Nieto, O. Rosas-Ortiz. The finite difference algorithm for higher order supersymmetry, *Phys. Lett. A* 269 (2000) 70–78.

[10] A.A. Andrianov, F. Cannata. Nonlinear supersymmetry for spectral design in quantum mechanics, *J. Phys. A: Math. Gen.* 37 (2004) 10297–10321.

[11] M.S. Plyushchay, L.M. Nieto. Self-isospectrality, mirror symmetry, and exotic nonlinear supersymmetry, *Phys. Rev. D* 82 (2010) 065022 (12pp).

[12] M.S. Plyushchay, A. Arancibia, L.M. Nieto. Exotic supersymmetry of the kink-antikink crystal, and the infinite period limit, *Phys. Rev. D* 83 (2011) 065025 (22pp).

[13] D.J. Fernández, E. Salinas-Hernández. The confluent algorithm in second-order supersymmetric quantum mechanics, *J. Phys. A: Math. Gen.* 36 (2003) 2537–2543.

[14] D.J. Fernández, E. Salinas-Hernández, Wronskian formula for confluent second-order supersymmetric quantum mechanics, *Phys. Lett. A* 338 (2005) 13–18.

[15] N. Fernández-García, O. Rosas-Ortiz. Gamow-Siegert functions and Darboux-deformed short range potentials, *Ann. Phys.* 323 (2008) 1397–1414.

[16] P. Dennery, A. Krzywicki. *Mathematics for physicists*, Dover Publications, New York, 1967.
[17] E. Hernández, A. Jáuregui, A. Mondragón. Non-Hermitian degeneracy of two unbound states, *J. Phys. A: Math. Gen.* 39 (2006) 10087–10105.

[18] V.B. Matveev. Generalized Wronskian formula for solutions of the KdV equations: first applications, *Phys. Lett. A* 166 (1992) 205–208.

[19] A.A. Stahlhofen. Completely transparent potentials for the Schrödinger equation, *Phys. Rev. A* 51 (1995) 934–943.

[20] D.J. Fernández, E. Salinas-Hernández. Hyperconfluent third-order supersymmetric quantum mechanics, *J. Phys. A: Math. Theor.* 44 (2011) 365302 (11pp).

[21] F.M. Arscott. *Periodic differential equations*, Cambridge University Press, 1981.

[22] D.J. Fernández, B. Mielnik, O. Rosas-Ortiz, B.F. Samsonov. The phenomenon of Darboux displacements, *Phys. Lett. A* 294 (2002) 168–174.

[23] D.J. Fernández, B. Mielnik, O. Rosas-Ortiz, B.F. Samsonov. Nonlocal supersymmetric deformations of periodic potentials, *J. Phys. A: Math. Gen.* 35 (2002) 4279–4291.

[24] F. Correa, V. Jakubsky, L.M. Nieto, M.S. Plyushchay. Self-Isospectrality, Special Supersymmetry, and their Effect on the Band Structure, *Phys. Rev. Lett.* 101 (2008) 030403 (4pp).

[25] F. Correa, V. Jakubsky, M.S. Plyushchay. Finite-gap systems, tri-supersymmetry and self-isospectrality, *J. Math. Phys. A: Math. Theor.* 41 (2008) 485303 (35pp).

[26] A.A. Andrianov, A.V. Sokolov, Hidden symmetry from supersymmetry in one-dimensional quantum mechanics, *SIGMA* 5 (2009) 064 (26pp).

[27] D.J. Fernández, A. Ganguly. Exactly solvable associated Lamé potentials and supersymmetric transformations, *Ann. Phys.* 322 (2007) 1143–1161.

[28] M. Abramowitz, I.A. Stegun. *Handbook of mathematical functions with formulas, graphs and mathematical tables*, Dover, New York, 1964.

[29] K. Chandrasekharan. *Elliptic functions*, Springer-Verlag, Berlin 1985.

[30] J. Callaway. *Quantum theory of the solid state*, Academic Press, New York, 1974.