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Abstract

A fundamental goal in neuroscience is to understand the relationship between neural activity and behavior. For example, the ability to extract behavioral intentions from neural data, or neural decoding, is critical for developing effective brain machine interfaces. Although simple linear models have been applied to this challenge, they cannot identify important non-linear relationships. Thus, a self-supervised means of identifying non-linear relationships between neural dynamics and behavior, in order to compute neural representations, remains an important open problem.

To address this challenge, we generated a new multimodal dataset consisting of the spontaneous behaviors generated by fruit flies, Drosophila melanogaster—a popular model organism in neuroscience research. The dataset includes 3D markerless motion capture data from six camera views of the animal generating spontaneous actions, as well as synchronously acquired two-photon microscope images capturing the activity of descending neuron populations that are thought to drive actions. Standard contrastive learning and unsupervised domain adaptation techniques struggle to learn neural action representations (embeddings computed from the neural data describing action labels) due to large inter-animal differences in both neural and behavioral modalities. To overcome this deficiency, we developed simple yet effective augmentations that close the inter-animal domain gap, allowing us to extract behaviorally relevant, yet domain agnostic, information from neural data. This multimodal dataset and our new set of augmentations promise to accelerate the application of self-supervised learning methods in neuroscience.

1 Introduction

Recent technological advances have enabled large-scale simultaneous recordings of neural activity and behavior in animals including rodents, macaques, humans and the vinegar fly, Drosophila melanogaster [1, 2, 3, 4, 5, 6]. In parallel, recent efforts have been made it possible to perform markerless predictions of 2D and 3D animal poses [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Video and pose data have been used to segment and cluster temporally related behavioral information [18, 19, 20, 21, 22]. To capture a similarly low dimensional representation of neural activity, most efforts have focused on the application of recurrent state space models [23, 24, 25], or variational autoencoders [26, 4]. By contrast, there has been relatively limited work aimed at extracting behavioral information from neural data [27, 28, 29] and most efforts have focused on identifying linear relationships between these two modalities using simple correlation analysis, or generalized linear models [30, 31, 32]. However, neural action representations—the mapping of behavioral information within neural data—which are particularly crucial for brain-machine interfaces and closed-loop experimentation [33, 34] are highly nonlinear. Therefore, devising a systematic approach for uncovering complex non-linear relationships between behavioral and neural modalities remains an important challenge.
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Contrastive learning is one promising approach to address this gap. It has been used to extract information from multimodal datasets in a self-supervised way, for modalities including audio, speech, and optical flow [35, 36, 37, 38, 39, 40]. Contrastive learning also has been applied to unimodal datasets, including the study of human motion sequences [41, 42, 43], medical imaging [44, 45], video understanding [46, 47], and pose estimation [48, 49]. Thus, contrastive learning holds great promise for application in neuroscience.

One of the largest barriers to applying contrastive learning to behavioral-neural multimodal datasets is the fact that their statistics (e.g., neuron locations and sizes, body part lengths and ranges of motion) often differ dramatically across animals. This makes it difficult to train models that can generalize across subjects. We confront this domain gap when comparing neural imaging datasets from two different flies (Supplementary Fig. S3; Supplementary Videos 1-2). Although multimodal domain adaptation methods for downstream tasks such as action recognition exist [35], they assume supervision in the form of labeled source data. However, labeling behavioral-neural datasets requires expensive and arduous manual labor by trained scientists, and thus often leaving the vast majority of data unlabeled. Similarly, it is non-trivial to generalize few-shot domain adaptation methods to multimodal tasks [50, 51]. Thus, the field of neuroscience needs new computational approaches that can extract information from ever-increasing amounts of unlabeled multimodal datasets that also suffer from extensive domain gaps across subjects.

Here, we address this challenge by extracting domain agnostic action representations from neural data. We measure representation quality using an action recognition task, in which we apply a linear classification head and transfer our pretrained weights to classify action labels. Therefore, we call our representations neural action representations. To best reflect real world conditions, during the unsupervised pre-training phase, we assume access to the paired behavioral-neural data for all domains but without any action labels. Then, we show that a strong domain gap exists across data taken from different animals, rendering standard contrastive methods ineffective. To address this challenge, we propose a set of simple augmentations that can perform domain adaptation and extract useful representations. We find that the resulting model outperforms baseline approaches, including linear models, previous neural representation learning approaches and common domain adaptation techniques. Finally, to accelerate the uptake and development of these and other self-supervised methods in neuroscience, we will release our new multimodal Drosophila behavioral-neural dataset along with associated dense action labels for spontaneously-generated behaviors.

2 Methods

2.1 Problem Definition

We assume a paired set of data \( D = \{(b^n_s, n^n_s)\}_{i=1}^{N} \), where \( b^n_s \) and \( n^n_s \) represent the behavioral and neural information respectively, with \( N \) being the number of samples for animal \( s \in S \). We quantify behavioral information \( b^n_s \) as a set of 3D poses corresponding to a set of frames \( i \) from animal \( s \), and neural information \( n^n_s \) as a set of two-photon microscope images capturing the activity of neurons. We assume that the two modalities are always synchronized (paired), and therefore describe the same set of events. Our goal is to learn a parameterized image encoder function \( f_n \), which maps a set of neural images \( n^n_s \) to a low-dimensional representation. We aim for our learned representation to be representative of the underlying behavioral label, while being modality-agnostic and not representative of the underlying animal identity information \( s \), and therefore effectively removing the domain gap across animals and modalities. We assume that we are not given behavioral labels during unsupervised training.

2.2 Contrastive Representation Learning

For each input pair \( (b^n_s, n^n_s) \), we first draw a random view \( (b^n_s, n^n_s) \) with a sampled transformation function \( t_n \sim \mathcal{T}_n \) and \( t_b \sim \mathcal{T}_b \), where \( \mathcal{T}_n \) and \( \mathcal{T}_b \) represent a family of stochastic image transformation functions for behavioral and neural data, respectively. Next, the encoder functions \( f_b \) and \( f_n \) transform input data into low-dimensional vectors \( h_b \) and \( h_n \), followed by non-linear projection functions \( g_b \) and \( g_n \), which further transform data into the vectors \( z_b \) and \( z_n \). During training, we sample a minibatch of \( N \) input pairs \( (b^n_s, n^n_s) \), and train with the symmetric loss function

\[
\mathcal{L}_{NCE} = -\sum_{i=1}^{N} \log \frac{\exp \left( \frac{\langle z^n_i, z_b^i \rangle}{\tau} \right)}{\sum_{k=1}^{N} \exp \left( \frac{\langle z^n_i, z_b^k \rangle}{\tau} \right)} - \log \frac{\exp \left( \frac{\langle z^n_i, z_b^i \rangle}{\tau} \right)}{\sum_{k=1}^{N} \exp \left( \frac{\langle z^n_i, z_b^k \rangle}{\tau} \right)}
\]

(1)
where \( \langle z^i_n, z^j_n \rangle \) is the cosine similarity between behavioral and neural modalities and \( \tau \in \mathbb{R}^+ \) is the temperature parameter. The loss function maximizes the mutual information between two modalities \([52]\). The symmetric version of the contrastive loss function was previously used in multimodal self-supervised learning \([45, 53]\). An overview of our method for learning \( f_n \) is shown in Supplementary Fig S2.

Although standard contrastive learning bridges the gap between different modalities, it does not bridge the gap between different animals, a fundamental challenge that we address in this work through augmentations described in the following section.

Swapping Augmentation: Given a set of consecutive 3D poses \( b^k_\ast \), for each \( k \in \mathbb{I} \), we stochastically replace \( b^k_\ast \) with one of its nearest pose neighbors in the set of domains \( D_{S/s} \), where \( S \) is the set of all animals. To do so, we first randomly select a domain \( \hat{s} \in S/s \) and define a probability distribution \( P_{b^k_\ast}^{\hat{b}^k_\ast} \) over the domain \( D_{\hat{s}} \) with respect to \( b^k_\ast \),

\[
P_{b^k_\ast}^{\hat{b}^k_\ast}(b^i_\ast) = \frac{\exp(-\|b^i_\ast - b^k_\ast\|^2_2)}{\sum_{b^m_\ast \in D_{\hat{s}}} \exp(-\|b^m_\ast - b^k_\ast\|^2_2)}
\]  

We then replace each 3D pose \( b^k_\ast \) by first uniformly sampling a new domain \( \hat{s} \), and then sampling from the above distribution \( P_{b^k_\ast}^{\hat{b}^k_\ast} \), therefore resulting in \( \hat{b}^k_\ast \sim P_{b^k_\ast}^{\hat{b}^k_\ast} \). In practice, we calculate the distribution \( P \) only over the first \( N \) nearest neighbors of \( b^k_\ast \), in order to sample from a distribution of the most similar poses. We empirically set \( N \) to 128. Swapping augmentation reduces the identity information in the behavioral data without perturbing it to the extent that semantic action information is lost. Each transformed behavioral sample \( \hat{b}^k_\ast \) is composed of multiple domains. This forces the behavioral encoding function \( f_b \) to leave identity information out, therefore merging multiple domains in the latent space. Swapping augmentation is similar to synonym replacement augmentation used in natural language processing \([54]\), where randomly selected words in a sentence are replaced by their synonyms. To the best of our knowledge, we are the first to use swapping augmentation in the context of time-series analysis or for domain adaptation.

Neural Calcium Imaging Data Augmentation: Our neural data was obtained using two-photon microscopy and calcium imaging. The resulting images are only a function of the underlying neural activity, and have temporal properties that differ from the true neural activity. For example, calcium signals from a neuron change much more slowly than the neuron’s actual firing rate. Consequently, a single neural image \( n_t \) includes decaying information concerning neural activity from the recent past, and thus carries information about previous behaviors. This makes it harder to decode the current behavioral state. We aimed to prevent this overlap of ongoing and previous actions. Specifically, we wanted to teach our network to be invariant with respect to past behavioral information by augmenting the set of possible past actions. To do this, we generated new data \( n^\tau_t \), that included previous neural activity \( n^\tau_{t-k} \). To mimic calcium indicator decay dynamics, given a neural data sample \( n_t \) of multiple frames, we sample a new neural frame \( n^\tau_t \) from the same domain, where \( k \notin \mathbb{I} \). We then convolve \( n_t \) with the temporally decaying calcium convolutional kernel \( K \), therefore creating a set of images from a single frame \( n^\tau_t \), which we then add back to the original data sample \( n_t \). This results in \( \hat{n}_t = n^\tau_t + K \ast n^\tau_t \), where \( \ast \) denotes the convolutional operation. In the Appendix, we explain calcium dynamics and our calculation of the kernel \( K \) in more detail.

3 Experiments

In this section we introduce a new dataset consisting of Drosophila melanogaster neural and behavioral recordings as well as the set of downstream evaluation metrics.

3.1 Dataset

Motion Capture and Two-photon Dataset (MC2P): We acquired data from tethered adult female flies, (Drosophila melanogaster). This dataset consists of neural activity recorded using a two-photon microscope \([55]\) from the axons of descending neurons passing through the animal’s cervical connective. It also includes behavioral data recorded using multi-view infrared cameras (Supplementary Fig. S1; Supplementary Videos 1-2). Specifically, behavioral video data of size \( 480 \times 960 \) pixels were acquired at 100 frames-per-second (fps) using a six circular camera network with the animal at its center. The neural data was recorded using a two-photon microscope, yielding images of \( 480 \times 736 \) pixels at 16 fps. Eight animals and 133 trials were recorded, resulting in 8.2 hours of recordings with 2,975,000 behavioral and 476,000 neural frames. The dataset includes manual and dense action labels of eight behaviors: forward walking, pushing, hindleg grooming, abdominal grooming, rest,
foreleg grooming, antennal grooming, and eye grooming. We report the statistics of our dataset in Supplementary Fig. S5. See the Appendix for more details.

3.2 Evaluation

To evaluate our unsupervised pretrained neural encoder $f_n$, we froze its parameters and trained a randomly initialized linear classification layer with with SGD. To compare data efficiency, for each setting we evaluated image encoders with 50% and 100% of the data. We report aggregated results over 4-fold cross-validation evaluations and report the average in each task. We evaluated models on the following tasks:

**Single-Animal Action Recognition:** We performed action recognition on a single domain by training and testing on the same animal. We repeated the same experiment on each of four animals, and report the mean accuracy.

**Multi-Animal Action Recognition:** We evaluated models on their ability to reduce the domain gap. We trained the linear classifier on N-1 animals and tested on the left-out one, leaving each animal out one at a time.

**Identity Recognition:** We classified animal identity from among the eight animals. We sampled 1000 random data-points uniformly across animals and applied 4-fold cross validation. In the case that the learned representations are domain (subject) invariant, we expect that the linear classifier will not be able to detect the domain of the representations, resulting in a lower identity recognition accuracy.

4 Results

We present action recognition results from neural imaging data in Table 1 and identity recognition task results in Table S2. For the supervised baseline, we trained an MLP with manually annotated action labels using cross-entropy loss, with the raw neural data as input, and show the results in the “Raw” section of Table 1. For the “Self-Supervised” section, before using the proposed augmentations, the contrastive method SimCLR performed worse than convolutional and recurrent regression-based methods including the current state-of-art BehaveNet [27]. Although domain adaptation methods MMD (Maximum Mean Discrepancy) and GRL (Gradient Reversal Layer) close the domain gap and lower identity recognition accuracy, they do not position semantically similar points near one another (Supplementary Fig. S4). As a result, domain adaptation-based methods do not result in significant improvements in the action recognition task. Although regression-based methods suffer less from the domain gap problem, they do not produce as discriminative representations as contrastive learning based methods. The same trend is observed in Table S2. Our proposed set of augmentations close the domain gap, while significantly improving the action recognition baseline for self-supervised methods, for both single-animal and multi-animal tasks. We include detailed information about the baselines in the Appendix.

5 Conclusion

We introduced an unsupervised neural action representation framework. We extended previous methods by establishing set of augmentations that we show overcomes the multimodal domain gap in our *Drosophila* behavioral-neural dataset. Finally, we will share in order to dataset to accelerate the application of self-supervised learning methods in neuroscience. In future work, we aim to extend our work for domain generalization.

| Task          | Single-Animal ↑ | Multi-Animal ↑ |
|---------------|-----------------|----------------|
|               | 0.5             | 1.0            |
| Random Guess  | 16.6            | 16.6           |
| Neural (Linear) | Raw           | 29.3           | 32.5           |
| Neural (MLP)  | –               | –              | 18.4           | 18.4           |
| SimCLR [56]   | 54.3            | 57.6           | 46.9           | 50.6           |
| Regression (Recurr.) | 53.6     | 59.7           | 49.4           | 51.2           |
| Regression (Conv.) | 52.6     | 59.6           | 50.6           | 55.8           |
| BehaveNet [27] | 54.6           | 60.2           | 50.5           | 56.8           |
| Ours          | 57.9            | 63.3           | **54.8**       | **61.9**       |

Table 1: Action Recognition Accuracy. Single- and multi-animal action recognition results on the MC2P dataset. Behavioral and Neural MLP results for the single-animal task are removed because single animals often do not have enough labels for every action.
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Appendix for Overcoming the Domain Gap in
Contrastive Learning of Neural Action Representations

A Implementation Details

Aside from the augmentations mentioned in the main text, for the image transformation family $T_n$, we used a sequential application of Poisson noise, Gaussian blur, and color jittering. In contrast with recent work on contrastive visual representation learning, we only applied brightness and contrast adjustments in color jittering because neural images have a single channel that measures calcium indicator fluorescence intensity. We did not apply any cropping augmentation, such as cutout, because action representation is often highly localized and non-redundant (e.g., grooming is associated with the activity of a small set of neurons and thus with only a small number of pixels). We did not apply affine transformations since it removes absolute location information, which is essential for associating neural data with behavioral information (e.g., left-turning is associated with higher activity of descending neurons on the right-side of the connective). We applied the same augmentations to each frame in single sample of neural data.

For the behavior transformation family $T_b$, we used a sequential application of scaling, shear, and random temporal and spatial dropping. We did not apply rotation and translation augmentations because the animals were tethered (i.e., restrained from moving freely), and their direction and absolute location were kept fixed throughout the experiment. We did not use time warping because neural and behavioral information are temporally linked (e.g., fast walking has different neural representations than slow walking).

For all methods, we initialized the weights of the networks randomly unless otherwise specified. To keep the experiments consistent, we always paired 32 frames of neural data with 8 frames of behavioral data. For the neural data, we used a larger time window because the timescale during which dynamic changes occur are smaller. For the paired modalities, we considered data synchronized if their center frames had the same timestamp. We trained contrastive methods for 200 epochs and set the temperature value $\tau$ to 0.1. We set the output dimension of $z_b$ and $z_n$ to 128. We used a cosine training schedule with three epochs of warm-up. For non-contrastive methods, we trained for 200 epochs with a learning rate of $1\times10^{-4}$, and a weight decay of $1\times10^{-5}$, using the Adam optimizer [57].

We ran all experiments using an Intel Core i9-7900X CPU, 32 GB of DDR4 RAM, and a GeForce GTX 1080. Training for a single SimCLR network for 200 epochs took 12 hours. To create train and test splits, we removed two trials from each animal and used them only for testing. For the domain adaptation methods GRL and MMD, we reformulated the denominator of the contrastive loss function. Given a domain function $\text{dom}$ which gives the domain of the data sample, we replaced one side of $L_{\text{NCE}}$ in Eq. 1 with,

$$L_{\text{NCE}} = - \sum_{i=1}^{N} \log \frac{\exp \left( \frac{\langle z^i_b, z^i_n \rangle}{\tau} \right)}{\sum_{k=1}^{N} 1_{\text{dom}(i) = \text{dom}(k)} \exp \left( \frac{\langle z^i_b, z^k_n \rangle}{\tau} \right)},$$

where selective negative sampling prevents forming trivial negative pairs across domains, therefore making it easier to merge multiple domains. Negative pairs formed during contrastive learning try to push away inter-domain pairs, whereas domain adaptation methods try to merge multiple domains to close the domain gap. We found that the training of contrastive and domain adaptation losses together could be quite unstable, unless the above changes were made to the contrastive loss function.

We used the architecture shown in Supplementary Table S1 for the neural image and behavioral pose encoder. Each layer except the final fully-connected layer was followed by Batch Normalization and a ReLU activation function [58]. For the self-attention mechanism in the behavioral encoder (Supplementary Table S1), we implement Bahdanau attention [59]. Given the set of intermediate behavioral representations $S \in \mathbb{R}^{T \times D}$, we first calculated,

$$r = W_2 \tanh \left( W_1 S^T \right) \quad \text{and} \quad a_i = - \log \left( \frac{\exp \left( r_i \right)}{\sum_j \exp \left( r_j \right)} \right)$$
We also expressed the red fluorescent protein, tdTomato, in the same neurons as an anatomical marker. They were then synchronized using a custom Python package \([61]\). We then estimated the motion of translations during animal movements. We recorded neural data using a two-photon microscope (ThorLabs, Germany; Bergamo2) by scanning the cervical connective. This neural tissue serves as a conduit between the brain and ventral nerve cord (VNC) \([3]\). The brain-only GCaMP6s expression pattern in combination with restrictions of recording to the cervical connective allowed us to record a large population of descending neuron axons while also being certain that none of the axons arose from ascending neurons in the VNC. Because descending neurons are expected to drive ongoing actions \([60]\), this imaging approach has the added benefit of ensuring that the imaged cells could, in principle, relate to paired behavioral data.

For neural data processing, raw microscope files were first converted into *.tiff files. These data were then synchronized using a custom Python package \([61]\). We then estimated the motion of the neurons using images acquired on the red (tdTomato) PMT channel. The first image of the first trial was selected as a reference frame to which all other frames were registered. For image registration, we estimated the vector field describing the motion between two frames. To do this, we numerically solved the optimization problem in Eq. 4, where \(\hat{w}\) is the motion field, \(I_t\) is the image being transformed, \(I_r\) is the reference image, and \(\Omega\) is the set of all pixel coordinates \([3, 62]\).

\[
\hat{w} = \arg\min_w \sum_{x \in \Omega} |I_t(x + w(x)) - I_r(x)| - \lambda \sum_{x \in \Omega} ||\nabla w(x)||^2_2
\]

\[eq:4\]
A smoothness promoting parameter $\lambda$ was empirically set to 800. We then applied $\hat{w}$ to the green PMT channel (GCaMP6s). To denoise the motion corrected green signal, we trained a DeepInterpolation network [63] for nine epochs for each fly and applied it to the rest of the frames. We only used the first 100 frames of each trial and used the first and last trials as validation data. The batch size was set to 20 and we used 30 frames before and after the current frame as input. In order to have a direct correlation between pixel intensity and neuronal activity we applied the following transformation to all neural images $F_t - F_0 \times 100$, where $F_0$ is the baseline fluorescence in the absence of neural activity. To estimate $F_0$, we used the pixel-wise minimum of a moving average of 15 frames.

We calibrated the camera rig and extracted 3D poses including 38 landmarks from each animal from RGB video data using DeepFly3D [9]. We then further preprocessed the 3D data by extracting the anchor (thorax-coxa) joints from each leg and and normalizing the range of the data between $[0, 1]$. Finally, we applied inverse kinematics to convert 3D poses into Euler angles using [64]. Unlike human action datasets with scripted actions and a uniform distribution over time, our MC2P dataset is more challenging to analyze because it includes spontaneous and unscripted animal actions with heavy-tailed time and action distributions (Supplementary Fig. S5).

**Calcium Dynamics:** The relationship between the calcium signal $n_t$ and neural activity $s_t$ can be modeled as a first-order autoregressive process

$$n_t = \gamma n_{t-1} + \alpha s_t,$$

where $s_t$ is a binary variable indicating an event at time $t$ (e.g. the neuron firing an action potential). The amplitudes $\gamma$ and $\alpha$ determine the rate at which the signal decays and the initial response to an event, respectively. In general, $0 < \gamma < 1$, therefore resulting in an exponential decay of information pertaining to $s_t$ to be inside of $n_t$. A single neural image $n_t$ includes decaying information from previous neural activity, and hence carry information from past behaviors. For more detailed information on calcium dynamics, see [65, 66]. Assuming no neural firings, $s_t = 0$, $n_t$ is given by $n_t = \gamma t n_0$. Therefore, we define the calcium kernel $K$ as $K_t = \gamma^t$.

### C Baseline Methods

We compare our method with a set of baseline methods previously applied on behavioral-neural datasets.

**Supervised:** We trained a single feedforward network with manually annotated action labels using cross-entropy loss, with the raw data as input. We initialized the network weights randomly. We discarded datapoints that did not have associated behavioral labels. For the MLP baseline, we trained a simple three layer MLP with a hidden layer size of 128 neurons with ReLU activation and without Batch Normalization.

**Regression (Convolutional):** We trained a single fully-convolutional feedforward network for a behavioral reconstruction task, given the set of neural images. We trained with a simple MSE loss. To keep the architectures consistent, the average pooling was followed by a projection layer. We took the input to the projection layer as the final representation.

**Regression (Recurrent):** Similar to convolutional regression, the last projection network was replaced with a two-layer GRU module. The GRU module takes as an input the fixed representation of neural images. At each time step, the GRU module predicts a single 3D pose with a

| Method | Identity Recog. (0.5, Accuracy) | Identity Recog. (1.0, Accuracy) |
|--------|-------------------------------|-------------------------------|
| Random Guess | 12.5 | 12.5 |
| Behavior (Linear) | 88.6 | 89.7 |
| Neural (Linear) | 100.0 | 100.0 |
| SimCLR [56] | 69.9 | 80.3 |
| Regression (Recurrent) | 89.5 | 91.8 |
| Regression (Convolution) | 88.7 | 92.5 |
| BehaveNet [27] | 80.2 | 83.4 |
| Ours | **12.5** | **12.5** |
| SimCLR + MMD [67] | 18.4 | 21.2 |
| SimCLR + GRL [68] | 16.7 | 19.1 |

Table S2: **Identity Recognition task.** Comparison of neural representation learning approaches on an Identity Recognition task. Smaller values reflect better representations.
total of eight steps to predict the eight poses associated with an input neural image. We trained this model with a simple MSE loss. We took the input of the GRU module as the final representation of neural encoder.

**BehaveNet:** BehaveNet uses a discrete autoregressive hidden Markov model (ARHMM) module to decompose 3D motion information into discrete “behavioral syllables.” Similar to regression baseline, the neural information is used to predict the posterior probability of observing each discrete syllable [27]. Unlike the original method, we used 3D poses instead of RGB videos. We skipped compressing the behavioral data using a convolutional autoencoder because, unlike RGB videos, 3D poses are already low-dimensional.

**SimCLR:** We trained the original SimCLR module without the calcium imaging data and swapping augmentations. Similar to our method, we took the features before the projection layer as the final representation [56].

**Gradient Reversal Layer (GRL):** Together with the contrastive loss, we trained a two-layer MLP domain discriminator per modality, $D_b$ and $D_n$, which estimated the domain of the neural and behavioral representations [68]. Discriminators were trained with the loss function

$$L_D = \sum_{x \in \{b,n\}} -d \log (D_m(f_m(x)))$$

where $d$ is the one-hot identity vector. Gradient Reversal layer is inserted before the projection layer. Given the reversed gradients, the neural and behavioral encoders $f_n$ and $f_b$ learn to fool the discriminator and outputs invariant representations across domains. We kept the hyperparameters of the discriminator the same as in previous work [35]. We froze the weights of the discriminator for the first 10 epochs, and trained only the $L_{NCE}$. We trained the network using both loss functions, $L_{NCE} + \lambda_D L_D$, for the remainder of training. We set the hyperparameters $\lambda_D$ to 10 empirically.

**Maximum Mean Discrepancy (MMD):** We replaced adversarial loss with a statistical test to minimize the distributional discrepancy from different domains [67]. Similar to previous work, we applied MMD only on the representations before the projection layer independently on both modalities [35, 50]. Similar to the GLR baseline, we first trained 10 epochs only using the contrastive loss, and trained using the combined losses $L_{NCE} + \lambda_{MMD} L_{MMD}$ for the remainder. We set the hyperparameters $\lambda_{MMD}$ as 1 empirically.

### D Broader Impact

In this work, we have proposed a method that extracts behavioral information from two-photon neural imaging data. In the long run, our work can impact humans through the development of more effective brain machine interface neural decoding algorithms. Here we focus on animal studies because of issues related to human studies, including experimental invasiveness and infringements of personal privacy, therefore we see limited negative societal impact due to our research. Notably, in the long term, by increasing the efficiency of self-supervised learning techniques, these algorithms can also reduce the amount of data needed, and reduce the number of animals for experiments in neuroscience.
E Supplementary Figures

Figure S1: Overview of motion capture and two-photon neural imaging dataset. A tethered fly (*Drosophila melanogaster*) behaves spontaneously while neural and behavioral data are recorded using multi-view infrared cameras and a two-photon microscope, respectively. The dataset includes (A) 2D poses from six cameras (only three are shown), (B) 3D poses, triangulated from multiview 2D poses. Calibration parameters for the markerless motion capture system are included. (C) Synchronized, registered, and denoised calcium imaging data from coronal sections of the cervical connective. Shown are color-coded activity patterns for populations of descending neurons from the brain (red is active, blue is inactive). Data are collected from multiple animals and include action labels.

Figure S2: Overview of our contrastive learning-based neural action representation learning approach. First, we sample a synchronized set of behavioral and neural frames, \((b_i, n_i)\). Then, we augment these data using randomly sampled augmentation functions \(t_b\) and \(t_n\). Encoders \(f_b\) and \(f_n\) then generate intermediate representations \(h^b\) and \(h^n\), which are then projected into \(z^b\) and \(z^n\) by two separate projection heads \(g_b\) and \(g_n\). We maximize the similarity between the two projections using an InfoNCE loss.
Figure S3: **Domain gap between nervous systems.** Neural imaging data from four different animals. Images differ in terms of total brightness, the location of observed neurons, the number of visible neurons, and the shape of axons.

Figure S4: **t-SNE plots of the neural modality.** Each color denotes a different domain (animal). Two red dots are the embeddings of the same action label. (A) Raw neural data (B) SimCLR representation, (C) Domain adaptation using a two-layer MLP discriminator and a Gradient Reversal Layer (D) Ours, aligns multiple domains and keeps the semantic structure.

Figure S5: **Motion Capture and two-photon dataset statistics.** Visualizing (A) the number of annotations per domain and (B) the distribution of the durations of each behavior across domains. Unlike scripted human behaviors, animal behaviors occur spontaneously. The total number of behaviors and their durations do not follow a uniform distribution.

F Supplementary Videos

The following videos are sample behavioral-neural recordings from two different flies. The videos show (left) raw behavioral RGB video together with (right) registered and denoised neural images in their original resolution. The behavioral video is resampled and synchronized with the neural data. A
counter (top-left) shows the time in seconds. The colorbar indicates normalized relative intensity values. Calculation of $\Delta F/F$ values is explained in the Appendix.

Video 1: https://drive.google.com/file/d/1Cepy5xjLj4XiQUITY_yKKu2B4WKdl6nx
Video 2: https://drive.google.com/file/d/1OSszc_fMR2012WkUdjiE4u58rFVaMr6E