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ABSTRACT

This article presents a predictive extended state observer-based repetitive controller (PESO-RC) to simultaneously track and reject periodic signals on systems with long input delay and parameter uncertainties. First, a novel extended state observer (ESO) is proposed to tackle periodic signals on processes with input delay. Then a simple low pass filter is incorporated and tuned to improve robustness against modelling errors. Moreover, the modified repetitive controller (MRC) is integrated to enhance the performance when compensating periodic signals without affecting the overall system’s stability. Stability criteria and robust stability analysis under modelling errors are studied to develop tuning guidelines. Furthermore, validation of the proposed controller and comparison studies are simulated in MATLAB and tested on a brushless DC servo motor which highlight the superior performance of PESO-RC.

1. Introduction

Input delay can be due to various reasons such as transmission, propagation of material or information and computation [1]. Delays are present in many real-world structures such as network control, process control, vision control, etc. The Smith Predictor (SP) technique [2] is one of the original works for input delay compensation. Assuming accurate modelling, SP allows the closed-loop characteristic equation to be delay-free. However, it cannot provide satisfactory performance when external disturbances or model errors are present. Further, the SP can only be utilised for open-loop stable systems with constant delay. Hence, several unified and robust SP methodologies were proposed to accommodate all types of systems with parameter uncertainties and time-varying delays [3–5]. The above controllers can effectively reject step disturbances. However, they have significant errors when rejecting periodic disturbances. Hence, the idea was further improved in [6,7] to allow the rejection of periodic disturbances. However, these controllers are highly reliant on the inverse plant model and are not intended to track and reject periodic signals simultaneously.

As previously mentioned, disturbance and uncertainties exist in all systems and processes, which leads to modelling errors. Hence, proposals of several observer or estimator based controllers to deal with external disturbances and unknown plant dynamics are prominent in academia. Unknown input observers [8], Interval observers [9,10], Extended state observers are popular research areas amongst them. Exceptionally, ESO based controllers can provide significant performance with minimal model information. This allows the observer technique easy to implement, making it an attractive concept for many scholars. Han et al. introduced ESO with nonlinear gains [11], while a simple linear ESO was derived in [12]. In recent years to deal with uncertain time-delay systems, researchers have proposed various ESO based algorithms [13–15]. Remarkably, Smith Predictor based ESO (SPESO) was utilised by Zheng et al. [13] to compensate systems with dominant input delays. Nevertheless, with all techniques mentioned above, a significant error at steady-state is unavoidable when compensating for periodic signals. Authors are not aware of much progress in the field of ESO based controllers to deal with periodic signals on processes with considerable input delay. Although, proposals stated above benefited from the intrinsic capability of ESO to deal with plant parameter uncertainty, robustness against delay uncertainties was not achieved.

The compensation of periodic signals is equally vital and has various applications [16,17] in control...
engineering. Repetitive Control (RC) is a technique explicitly proposed to tackle the requirement mentioned above [18] and was stemmed from the concept of the Internal Model Principle (IMP) [19]. However, RC was initially proposed for systems with no inherent input delay. Hence, researchers have proposed RC structures to compensate systems with input delay [20–22] while dealing with periodic signals. Notably, Na et al. presented a repetitive controller for systems with input delay in [22]. This idea benefited from including an additional delay such that the overall input delay is equal to the smallest positive integer multiple of the period to be tracked and used a Disturbance Observer to deal with disturbance rejection. However, the algorithms proposed above resulted in poor performance to deal with periodic nature on uncertain systems, direct application of these controllers on systems with significant input delay resulted in instability of the overall system.

This paper proposes a novel algorithm to simultaneously track and reject periodic signals on uncertain systems with substantial input delay. Motivated to utilise ESO’s robust nature, a novel ESO based controller is proposed to tackle periodic signals on systems with input delay using SP methodology. To improve robustness against both plant parameter and delay uncertainties, a simple low pass filter (LPF) is suggested with tuning guidelines. PESO-RC is restricted for open-loop stable systems. Utilising the filter proposed in [14], the SP could have been modified to control all types of processes. However, a trivial low pass filter is used to target only the robustness of the controller while maintaining the algorithm’s simplicity. Then MRC is effectively integrated to enhance the performance when tracking or rejecting periodic signals without affecting the overall system’s stability.

Furthermore, PESO-RC is easy to tune with only three tuning parameters. ESO design needs tuning of two parameters to place the controller and observer poles appropriately, while the last parameter will adjust the LPF to improve robustness. The preliminary work of this algorithm was reported in [24], where the controller was developed for first-order plants with input delay to deal with periodic signals.

The remainder of this article is organised as follows. PESO-RC design is demonstrated in section 2. The stability condition of this controller is studied in section 3, and robustness stability analysis is carried out in section 4. Section 5 provides rigorous simulative and experimental comparisons and validations. Finally, the conclusion is stated in section 6.

## 2. Design of PESO-RC

### 2.1. Design of standard ESO

The implementation of ESO is studied on a second-order plant model shown in (1), with a gain of $K$, a damping factor of $D$, a time constant of $T$ and no delays present in the system.

$$
P(s) = \frac{Y_p(s)}{U(s)} = \frac{K}{T^2s^2 + 2DTs + 1} \quad (1)
$$

The above equation can simplify and be written in the time domain as:

$$\hat{y}_p(t) = f(t) + b_0u(t) \quad (2)$$

The sum of internal parameter uncertainties and external disturbances is denoted as $f(t)$, defining the generalised disturbance. Compared to the traditional State Observer, in addition to the estimation of states, ESO delivers an estimate for $\hat{y}_p(t)$, while maintaining the algorithm’s simplicity.
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$$y_p(t) = C_p x_p(t) \quad (5)$$

An ESO represented by the state space equation (6) is necessary to estimate the states of $x_p(t)$.
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where the observer gains are represented as

$$L = \begin{bmatrix} l_1 & l_2 & l_3 \end{bmatrix}^T \quad (7)$$

Assuming precise estimation from ESO, $u(t)$ can be stated as

$$u(t) = \frac{u_0(t) - \hat{f}(t)}{b_0} = \frac{u_0(t) - \hat{x}_p(t)}{b_0} \quad (8)$$
Upon substituting (8) in (2), the plant can reduce to
\[ \dot{y}_p(t) = (f(t) - \hat{f}(t)) + u_0(t) \approx u_0(t) \] (9)

The error between states of the system and the observer is given by
\[ x_e(t) = x_p(t) - \hat{x}_p(t) \] (10)

Subtracting (6) from (5), we obtain
\[ \dot{x}_e(t) = [A_p - LC_p]x_e(t) + E_d\dot{f}(t) \] (11)

The extended state observer is BIBO stable if \([A_p - LC_p]\) has roots in the left half of the s-plane, and \(f(t)\) is Lipschitz. As per the recommendation of [12], all poles of ESO are located in the same position, \(P_{\text{ESO}}\). From this, the controller can be equated as (12).
\[ u_0(t) = k_1(r(t) - \hat{x}_p(t)) - k_2\hat{x}_p(t) \] (12)

where \(k_1\) and \(k_2\) are the controller gains.

2.2. Design of SP based ESO

Conventional ESO implemented on a system consisting of input delay will result in a deviation of estimations from ESO compared to actual states of the plant. If the dead time is significant, it may even result in an unstable overall system. Now let us study the plant discussed in (1) with substantial delay, \(l_p\) in the input channel.

\[ \frac{Y_p(s)}{U(s)} = \frac{K}{T^2s^2 + 2DTs + 1} e^{-sl_p} \] (13)

With the input delay present, there is a timewise misalignment of actual plant output and the output estimated by ESO. The current relationship between the delayed plant output and the ESO output at a steady state is given below.
\[ y_p(t + l_p) = \hat{y}_p(t) \] (14)

With ESO having the state space relationship illustrated in (6), it is clear the observer error does not match in time if the delay influenced plant output, \(y_p(t)\) is used directly. From (14), it can be noticed that the misalignment can be fixed if \(y_p(t)\) is substituted by signal \(y_p(t + l_p)\). Methods of prediction can obtain this. From the concept of SP, the predicted output \(y_{sp}(t)\) can be created as:
\[ y_{sp}(t) = y_p(t) - y_m(t) + y_m(t + l_m) \] (15)

where \(y_m(t)\) and \(l_m\) are nominal models of \(y_p(t)\) and \(l_p\), respectively. With model matching condition assumed, (15) can be written as:
\[ y_{sp}(t) = y_p(t + l_p) = C_p\hat{x}_p(t) \] (16)

As shown above, with the aid of the Smith Predictor, the delay effect on the plant output can be avoided, given that the plant is open-loop stable. This allows both inputs to the ESO to be synchronised in the dimension of time. The modified ESO can now be represented in state-space as below.
\[ \dot{\hat{x}}_p(t) = A_p\hat{x}_p(t) + B_pu(t) + L(y_{sp}(t) - \hat{y}_p(t)) \]
\[ \hat{y}_p(t) = C_p\hat{x}_p(t) \] (17)

The controller assumes accurate modelling. Hence, \(y_{sp}(t)\) is free from delay, resulting in (16). However, when there are modelling errors, the above is not valid, leading to the low robustness of the controller. Moreover, the delay element attached to input disturbance \(w_1(t)\) is not cancelled by the predictor before entering ESO. Hence, the disturbance estimation will occur with a delay of \(l_p\). This does not affect steady-state performance when rejecting step signals but causes an unavoidable error when rejecting periodic signals at steady-state. Moreover, the plant’s output is delayed by \(l_p\), making accurate tracking of periodic signals in time not possible.

2.3. Design of the proposed controller

To deal with periodic signals, a novel predictive ESO based RC technique is proposed. The general design of PESO-RC is illustrated in Figure 1. The input delay of the system is further delayed by an additional delay term \(\tau\), such that the overall delay of the system is equal to \(nT_p\). The period of the signal to be tracked or rejected would be given as \(T_p\), and \(n\) is chosen as the minimum positive integer required to make \(\tau\) greater than zero. The SP is devised to deal with the delay of \(nT_p\) compared to \(l_m\).

The disturbance entering ESO is delayed now by \(nT_p\). Due to the periodic nature of the signals, the actual input disturbance is synchronised in time with the estimated disturbance, allowing good rejection. Besides, the output is now delayed by \(nT_p\), allowing perfect tracking in time.

The effects of modelling errors on \(Y_{sp}(s)\) are exhibited on higher frequencies [25], resulting in potential instability of the overall system. Hence, a LPF \(q_2(s)\) is incorporated into SP to reduce the impact of the model mismatch at high frequencies and improve robustness. The transfer function of predicted output \(Y_{sp}(s)\) can be now constructed as:
\[ Y_{sp}(s) = q_2(s)\{Y_p(s) - Y_m(s)\} + Y_m(s)e^{nl_T} \] (18)

Finally, to further improve the controller’s performance when compensating periodic signals, a plug-in MRC is included in the feed-forward path. The tracking error of the system \(e(t)\) can be written as
\[ e(t) = r(t) - \hat{x}_p(t) \] (19)
MRC can be illustrated with the following transfer function.

\[
G_{rc}(s) = \frac{C(s)}{E(s)} = \frac{q_1(s)e^{-c(t)p}}{1 - q_1(s)e^{-c(t)p}} \quad (20)
\]

If the ESO is precisely designed, (8) can represent the equation of controller, and the control law of PESO-RC can be given as

\[
u_0(t) = k_1[r(t) + c(t) - \hat{x}_{p1}(t)] - k_2\hat{x}_{p2}(t) \quad (21)
\]

### 3. Stability analysis

Let us assume the plant is open-loop stable, with the model matching condition. An equivalent block diagram of the system is depicted in Figure 2.

Since the model matching condition is assumed, there is no limitation on the cut-off frequency of \(q_2(s)\). Hence it can be taken as unit gain. From the above figure, it can be noticed that the system is similar to ESO based ADRC with a plug-in RC in the feedforward path proposed in [23]. However, the output is delayed by \(nT_p\).

Now let us consider the closed-loop system without RC by making \(c(t)\) equal to zero. This is the same as the design of ESO based ADRC explained in section 2.1, but the output is delayed as mentioned above. However, the delay is outside the feedback loop, and only the predicted output is fed to the ESO. This removes the limitation on stability exerted by the delay. The plant and the ESO state-space equation will be as follows

\[
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p u(t) + E_{dl}\hat{f}(t) \\
y_p(t) &= C_p x_p(t)e^{-sT_p} + L(y_p(t) - \hat{y}_p(t)) \\
\hat{y}_p(t) &= C_p \hat{x}_p(t) \quad (22)
\end{align*}
\]

Considering the nominal plant is completely state controllable and observable, then by substituting (21) in (8) with \(c(t)\) equal to zero, we obtain,

\[
u(t) = \frac{1}{b_0}\{k_1(r(t) - \hat{x}_{p1}(t)) - k_2\hat{x}_{p2}(t) - \hat{x}_{p3}(t)\} \quad (24)
\]

Equation (24) can be rewritten as

\[
u(t) = \frac{k_1}{b_0}r(t) - \frac{K}{b_0}\hat{x}_p(t) \quad (25)
\]

where

\[
K = [k_1k_2] \quad (26)
\]

By substituting (25) in (22), we obtain

\[
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p \left(\frac{k_1}{b_0}r(t) - \frac{K}{b_0}\hat{x}_p(t)\right) + E_{dl}\hat{f}(t) \\
\dot{\hat{x}}_p(t) &= (A_p - B_p K)\hat{x}_p(t) + B_p K_0(x_p(t) - \hat{x}_p(t)) + B_p F_r(t) + E_{dl}\hat{f}(t) \quad (27)
\end{align*}
\]

Rearranging (27)

\[
\begin{align*}
\dot{\hat{x}}_p(t) &= (A_p - B_p K_0)\hat{x}_p(t) + B_p K_0 x_c(t) + B_p F_r(t) + E_{dl}\hat{f}(t) \\
\hat{x}_p(t) &= (A_p - B_p K_0)\hat{x}_p(t) + B_p K_0 x_c(t) + B_p F_r(t) + E_{dl}\hat{f}(t) \quad (28)
\end{align*}
\]

where,

\[
\begin{bmatrix} K_0 \\ F_r \end{bmatrix} = \begin{bmatrix} 1 \\ \frac{1}{b_0} \end{bmatrix} \begin{bmatrix} K \\ k_1 \end{bmatrix} \quad (29)
\]

Incorporating error vector from (10) and substituting in to (28) gets

\[
\begin{align*}
\dot{\hat{x}}_p(t) &= (A_p - B_p K_0)\hat{x}_p(t) + B_p K_0 x_c(t) + B_p F_r(t) + E_{dl}\hat{f}(t) \\
\end{align*}
\]
From (28) and (11), state-space representation of system and error can be given as
\[
\begin{align*}
\dot{x}_p(t) & = \begin{bmatrix} A_p - B_p K_0 & B_p K_0 \\ 0 & A_p - L C_p \end{bmatrix} x_p(t) + \begin{bmatrix} B_p F_r \\ 0 \end{bmatrix} \begin{bmatrix} r(t) \\ \dot{f}(t) \end{bmatrix} \\
\dot{x}_e(t) & = \begin{bmatrix} B_p F_r \\ 0 \end{bmatrix} \begin{bmatrix} r(t) \\ \dot{f}(t) \end{bmatrix}
\end{align*}
\]
(31)

The characteristic equation of (31) is given below.
\[
|sI - \begin{bmatrix} A_p - B_p K_0 & B_p K_0 \\ 0 & A_p - L C_p \end{bmatrix}| = 0 \quad \text{and} \quad |sI - \begin{bmatrix} A_p - L C_p \end{bmatrix}| = 0
\]
(32)

From (32), it can be noted that the pole placement for controller and observer can be designed independently of each other to ensure the stability of the overall system. Besides, the system input needs to be bounded. Hence, \( r(t) \) and derivative of \( f(t) \) need to be bounded signals.

Taking Laplace transformation of (23) and (25) will result in the following equation,
\[
s\hat{X}_p(s) = \begin{bmatrix} A_p \hat{X}_p(s) + B_p U(s) + L Y_{sp}(s) - \hat{Y}_p(s) \\ U(s) = F_r R(s) - K_0 \hat{X}_p(s) \end{bmatrix}
\]
(33)

Given \( U(s) = Y_{sp}(s)/P(s) \), we get
\[
Y_{sp}(s) = \frac{C_1(s)F_r P(s)}{1 + C_2(s)P(s)} R(s) = G_{CL}(s)R(s)
\]
(35)

where
\[
C_1(s) = 1 - K_0 (s I - A_p + B_p K_0 + L C_p)^{-1} B_p
\]
(36)
\[
C_2(s) = K_0 (s I - A_p + B_p K_0 + L C_p)^{-1} L
\]
(37)

Figure 3 shows the control system based on ESO, and its closed-loop transfer function is \( G_{CL} \).

Figure 4 depicts the equivalent block diagram of ESO based plug-in RC illustrated in Figure 2.

From Figure 4, the system’s stability is ensured, given that the following are valid [18].

**Condition 1:** \( G_{CL}(s) \) obtained in (35) is stable

**Condition 2:** \( \frac{q_1(s)}{1 + P(s) C_2(s)} \) \( \infty \) < 1

**Remark 3.1:** From (32), \( G_{CL} \) is stable if the \( \text{eig}(A_p - B_p K_0) \) and \( \text{eig}(A_p - L C_p) \) poles in the left half side of the Imaginary axis in the s-plane, satisfying **Condition 1**. This can be achieved when the ESO based controller is designed. Provided **Condition 1** is valid, and **Condition 2** is achieved with the appropriate tuning of the low pass filter \( q_1(s) \), from the Small gain theorem overall system is stable.

### 4. Robustness stability with parameter uncertainties

In real-world applications, parameter uncertainties are unavoidable. In that case, the stability analysis derived in Section 3 is not sufficient as it assumes perfect model matching. From (36), (37) and the assumption of uncertain plant parameters, Figure 1 can be redrawn as Figure 5.

To study the robustness, we will use the Internal Model Control (IMC) interpretation of the PESO-RC based control system. IMC interpretation of the control system is derived in the block diagram illustrated in Figure 6.

We will further simplify to obtain the control system in 2DOF-IMC structure, as illustrated in Figure 7,
From solving above equation, \( k_1 = (P_{CL})^2 \) and \( k_2 = -2P_{CL} \).

(4) To obtain accurate results, the poles of the ESO must be positioned further to the left of \( P_{CL} \). Hence, choose observer poles as \( P_{ESO} \) such that they are 3–5 times greater than \( P_{CL} \). As per bandwidth parameterisation [12], place all observer poles in one location. The observer gains can be obtained by solving the following third order equation

\[
(s - P_{ESO})^3 = s^3 - 3P_{ESO}s^2 + 3P_{ESO}^2s - P_{ESO}^3
\]

From solving above equation, \( l_1 = -3P_{ESO} \), \( l_2 = 3(P_{ESO})^2 \) and \( l_3 = -(P_{ESO})^3 \).

(5) Implement Smith Predictor as illustrated in (18) to synchronise both inputs of the ESO.

(6) With the model matching condition assumed, there is no limitation on the bandwidth of LPF, \( q_2(s) \). Design a low pass filter \( q_1(s) \) such that Condition 2 is true. However, if there is a model mismatch, then the cut-off frequency of LPF \( q_2(s) \) should be chosen, such that (42) is true. For ease of design, the smallest cut off frequency can be chosen as the cutoff frequency for both \( q_1(s) \) and \( q_2(s) \).

5. Simulative and experimental results

Design procedure coupled with simulation and experimental analysis of PESO-RC is presented in this section. Furthermore, this section discusses the comparison of tracking, disturbance rejection and validation of robustness of the proposed controller.

The design procedure for PESO-RC is given below

1. Condition 1
2. Condition 2
3. Condition 3

Remark 3.2: The overall system is robustly stable provided both Condition 1 and Condition 2 are met in addition to achieving Condition 3 by appropriate tuning of the low pass filter \( q_2(s) \). The above is derived from the well-known Small gain theorem.

5.1. Simulated performance without uncertainties

The simulative tracking performance and disturbance rejection are discussed here. Using MATLAB and Simulink, the capability of the proposed controller has been demonstrated. A perfect model matching condition is assumed, and a period of \( T_P = 8 \) s is selected for reference input or disturbances where \( f_p = 1/8 \) Hz. PESO-RC is compared against MSP-PI proposed by Zhou et al. [6] and RCD0 presented by Na et al. [22].

We consider a model of a second-order plant consisting of an input delay with the transfer function:

\[
P_m(s)e^{-slm} = \frac{344.42}{s^2 + 37.12s + 344.42}e^{-3s}
\]

PESO-RC parameters are designed with \( b_0 = 344.42 \) and \( T_{settle} = 0.15 \) s. The other parameters are obtained by design procedures 3, 4 to design a stable ESO based system to satisfy Condition 1. \( \tau \) is set to 5 s such that \( \tau + l_m \) is equal to \( T_P \), which is 8 s. According to procedure 5, the Smith predictor is implemented to ensure synchronisation of the inputs of the ESO. The low pass filter, \( q_1(s) \) in PESO-RC, is designed with a cut off frequency of 20 rad/s to provide adequate bandwidth to handle the harmonics of reference and disturbance signals while ensuring Condition 2 is satisfied. Due to the model matching assumption equation (42) is true when
$g_2(s)$ is unit gain. The cut-off frequency of the LPF in RCDO is tuned to be 20 rad/s to provide similar tuning conditions with an additional delay of 5 s included in the feedforward path. For MSP-PI, the PI controller $G_{c1}$ is set as $0.51 + 9.47/s$ while $\xi$, $N$ and $h$ are chosen as 0.7, 175 and 5 respectively to achieve $G_{c3}$.

To compare tracking performance, a reference signal of a triangular wave as shown in Figure 8 with an amplitude of 1 V is introduced with no input disturbance initially. The results illustrated in Figure 9 clearly shows MSP-PI is not capable of precise tracking in time while PESO-RC provides accurate tracking compared to RCDO.

To analyse the disturbance rejection performance, the effect of four periodic disturbances is studied with no requirement to track a reference signal where $r(t) = 0$. The disturbance signals are introduced as input disturbance $w_1(t)$, where,

\begin{equation}
    d_1(t) = -\frac{1}{2} \sin(2\pi f_{pr} t) 
\end{equation}

\begin{equation}
    d_2(t) = -\frac{1}{2} \sin(2\pi f_{pr} t) - \frac{1}{2} \sin(2\pi (3f_{pr}) t) 
\end{equation}

\begin{equation}
    d_3(t): \text{Triangular wave with an amplitude of } -0.5V \text{ and period of } 8s 
\end{equation}

\begin{equation}
    d_4(t): \text{Sum of triangular signals of period } 8s \text{ and } 4s \text{ with amplitude of } -0.5V 
\end{equation}

Figures 10–13 present the comparative results of simulative tracking errors. Though all controllers can reject periodic signals, from the results below, it is evident that the PESO-RC provides superior disturbance rejection of periodic signals.

On the other hand, to show the performance enhancement by RC, we compare the proposed controller with and without plug-in RC, and the results are illustrated in Figure 14. The control requirement is to track the same reference signal shown in Figure 8 while rejecting the input disturbance of $w_1(t)$ described in (47). From the results, it can be determined that the inclusion of RC improves performance considerably (Figure 15).

### 5.2. Experimental analysis

In order to verify the reliability of the controller further, the proposed controller is applied in a real-world application. A Model 220 Emulator Apparatus from ECP
is chosen as the experimentation system. This consists of an emulator mechanism, actuator and sensors. The hardware also features brushless DC servo motors for load, drive and disturbance generation. The model of the system is not precisely known. We can approximately model it as a second-order plant, and it is given as (51).

\[ P_{m, \text{servo}}(s) = \frac{344.42}{s^2 + 1.6895s} \] (51)

To achieve a stable plant, the system is modified, as suggested in Figure 16. The transfer function of the modified plant can be considered as

\[ P_m(s) = \frac{344.42}{s^2 + 1.6895s + 344.42} \] (52)

In order to validate the controller for time-delay systems, an input delay of 3 s is simulated and added to the forward path of the control system such that

\[ P_m(s)e^{-3s} = \frac{344.42}{s^2 + 1.6895s + 344.42}e^{-3s} \] (53)

The PESO-RC is compared against RCDO and SPESO proposed by Zheng et al. [13]. PESO-RC and SPESO parameters are designed with \( b_0 = 344.42 \) and \( T_{\text{settle}} = 0.25\text{s} \). Design procedures 3 and 4 are used to derive other parameters for designing a stable control system based on ESO to satisfy Condition 1. For PESO-RC, \( \tau \) again is set to 5s. According to procedure 5, Smith predictors are implemented for PESO-RC and SPESO to ensure synchronisation of the inputs of the extended state observer. The cut-off frequency of the LPF, \( q_1(s) \) in PESO-RC is assigned to be 25 rad/s such that Condition 2 is satisfied. As recommended by step 6 of the design procedure, \( q_2(s) \) is also tuned with a cut-off frequency of 25 rad/s to account for the unpredictable dynamics of the experiment system. The low pass filter in RCDO is assigned with a cut-off frequency of 25 rad/s to provide similar tuning conditions with an additional delay of 5 s included in the feedforward path.

The control objective is to simultaneously track the periodic signal shown in Figure 8 while rejecting the disturbances used in the simulative comparison. Figures 17–21 illustrate the experimental tracking errors of the control system with the corresponding input disturbances. RMSE at steady state is compared in Table 1. The error of controllers after the fourth period is used to find steady-state RMSE. Similar to the results obtained from the simulation analysis, PESO-RC has better capacity than RCDO when dealing with periodic signals, while SPESO does not provide satisfactory performance.
5.3. Simulative robustness analysis

The robustness against the modelling error of the proposed controller is validated in this section. Though the plant is modelled by (53), let us consider the actual plant’s transfer function as

\[ P(s)e^{-lp} = \frac{300}{s^2 + s + 300}e^{-3.3s} \]  

(54)

The response is studied by allowing the system to track a reference signal, depicted in Figure 8. The performance of the proposed controller is compared with RCDO.

Accounting for uncertainty and as per design procedure 6, for PESO-RC, both low pass filters \( q_1(s) \) and \( q_2(s) \) are tuned to have cut-off frequencies at 5 rad/s, such that Condition 3 is satisfied. To provide similar tuning conditions to RCDO, the cut-off frequency of the low pass filter is reduced to 5 rad/s. The tracking error of both controllers is illustrated in Figure 22. It is evident that the proposed controller is robust against modelling errors while performing better compared to RCDO.

To show the importance of \( q_2(s) \) on robustness, low pass filter \( q_2(s) \) is replaced with unit gain while no change is made to \( q_1(s) \). The results are shown in Figure 23. It can be noted that the tracking error of the proposed controller designed without consideration for uncertainties has diverged despite the reduction of the cut-off frequency in \( q_1(s) \).

Given,

\[ A(s) = |G_2(s)\Delta P(s)G_1(s)| \]  

\[ B(s) = \left| \frac{1}{q_2(s)} \right| \]  

(55)  

(56)

Figure 24 plots Equation (42) against frequency to verify robustness criterion. This validates the results illustrated in Figure 22 (blue line), where Condition 3 is met compared to Figure 23 (green line) results from failing to meet the robustness condition. Moreover, from Figure 24, it can be established that with the appropriate tuning of the low pass filter \( q_2(s) \), the magnitude of \( B(s) \) can be increased at higher frequencies to satisfy Condition 3 when parameter uncertainties are present in the system.

6. Conclusion

This article recommends a novel controller, PESO-RC, for concurrent tracking and rejecting periodic signals on uncertain systems with significant input delay, proven in simulation and experimental studies. The stability and robustness of the system with the proposed controller are analysed mathematically. From the comparison study, PESO-RC is ideal for compensating periodic signals when accurate performance is required. As future work, other robust observer based control techniques [26,27] will be studied to compensate multibody systems with time delays and aperiodic disturbances.
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