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Abstract

Two constructive proofs on $d$-majorization and thermo-majorization are provided. In the first part, we present a diagrammatic proof of the equivalence between $d$-majorization and the existence of a proper stochastic matrix. We explicitly construct the desired stochastic matrix by using a graphical argument. In the second part, we present a constructive proof of the equivalence between the Gibbs-preserving map and thermal operation in classical systems. We construct the desired thermal operation and a heat bath which emulates any Gibbs-preserving map with arbitrary accuracy.
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1. Introduction

Majorization is an important mathematical research field where we investigate (im)possibility of conversion of probability vectors by some classes of matrices. The problem of majorization was raised by Hardy, Littlewood and Polya [1]. They prove that a probability vector $p$ majorizes another probability vector $p'$ denoted by $p' \prec p$, which is well visualized by using the Lorenz curve [2, 3], if and only if there exists a doubly-stochastic matrix $D$ with $p' = Dp$. There are several proofs on this equivalence [4, 5].

The problem of $d$-majorization, which is raised in various contexts including mathematical statistics (comparison of statistical experiments) [6–8], networks in market [9], chemical

---

1 The name of $d$-majorization is originated in reference [9], where Veinott considers the case of $q = q' = d$. However, in Veinott’s paper, $d$-majorization is named for a slightly different notion from the present one, and what we now call $d$-majorization is called $d'$-majorization in reference [9]. The name of $d$-majorization in the present meaning spreads widely due to the paper of Brandao et al [24].

The problem of $d$-majorization ($d$-majorize) is also called in several names such as more informative [6–8, 17], mixing distance [10, 11], (a special case of) matrix majorization [14], and $r$-majorization or relative majorization [13, 30, 35, 37].
thermodynamics [10, 11], and purely mathematical interests (e.g., matrix analyses and matrix majorization) [12–15], treats transitions or comparisons of pairs of probability vectors \((p, q)\). A pair \((p, q)\) \(\text{d}\)-majorizes another pair \((p', q')\) denoted by \((p', q') \prec (p, q)\) if and only if there exists a stochastic matrix \(T\) with \(p' = Tp\) and \(q' = Tq\). Well-known proofs on this fact employ reduction to the problem of majorization [11] or some non-constructive techniques (relying existence theorems or proving by contradiction) [6, 7, 14, 16, 17]. If the energy of states are defined and both \(q\) and \(q'\) are the Gibbs distribution; \(q = q = p_{\text{Gibbs}}\), the \(\text{d}\)-majorization \((p', q') \prec (p, q)\) is also called as thermo-majorization. Thermo-majorization and other related problems in majorization have been intensively studied as a possible extension of thermodynamics to small systems [18–30], which now becomes a major research field in quantum information theory known as quantum thermodynamics. Combination of information theory and \((\text{d}-\text{})\)-majorization bears rich and profound results from entanglement distillation by LOCC [31, 32], resource theory of coherence [33, 34] to quantum majorization [35–38].

In this paper, we provide two constructive proofs on \(\text{d}\)-majorization and thermo-majorization, both of which have been proven or almost proven in non-constructive ways. In the first part (section 2), we present a diagrammatic construction of the stochastic matrix \(T\) for \(\text{d}\)-majorization. The conventional proof [11] resorts taking the continuum limit and reducing the problem to majorization. However, in this approach how to construct the desired stochastic matrix is not shown explicitly, in particular in case of probability vectors with irrational numbers. In contrast, our approach is irrelevant to the irrationality of probability vectors. The proposed proof is highly intuitive and the nature of \(\text{d}\)-majorization becomes clear through this proof.

In the second part (section 3), we consider the relation between the Gibbs-preserving map and thermal operation in classical systems. The Gibbs preserving map (GPM) is a stochastic map which keeps the Gibbs distribution invariant. The thermal operation (TO) is given by contraction of an energy-conserving map of a composite system of the principal system and a bath system which is initially set as the Gibbs distribution. These two classes of maps are strongly related. In the quantum regime, any TO is also a GPM, while there exists a GPM which cannot be emulated by TO [39]. On the other hand, the GPM and TO are claimed to be equivalent in the classical regime [21]. In the cerebrated paper of Horodecki and Oppenheim [21], a roadmap to emulate GPM by TO is presented. However, an explicit construction is not shown in this paper (some plausible necessary conditions for a bath system are just listed). In addition, since their main concern appears to be on the properties after taking the thermodynamic limit of the bath, the relation between GPM and TO with a large but finite size heat bath is not discussed in detail. In fact, as discussed in appendix A, some of the requirement is not fulfilled in a finite size heat bath, and thus the refinement of arguments is inevitable to reach its asymptotic analysis. In this paper, we clarify the relation between GPM and TO with a large but finite size heat bath. We first briefly show that there exists a GPM which cannot be emulated by TO exactly, while TO can emulate a restricted class of GPM exactly. We then demonstrate that any GPM can be emulated by TO with arbitrary accuracy by explicitly constructing the desired bath system and energy-conserving map. We bound the amount of error (accuracy) rigorously, which tends to zero in the thermodynamic limit. This evaluation yields the minimum speed of convergence of TO to a given GPM.

Before going to our main results, we here clarify some definitions of words. Throughout this paper, we consider a linear stochastic map given by a stochastic matrix \(T\). A matrix \(T\) is a stochastic matrix if all matrix elements are nonnegative \((T_{ij} \geq 0\) for any \(i, j\)) and it satisfies the normalization condition \(\sum_j T_{ij} = 1\) for any \(j\). A matrix \(D\) is a doubly stochastic matrix if \(D\) is a stochastic matrix and \(\sum_i D_{ij} = 1\) is also satisfied for any \(i\). In this paper, we sometimes
say just a map to refer to the linear stochastic map, and we identify the map itself and the corresponding stochastic matrix.

2. Proof of the connection between $d$-majorization and the existence of transition matrix

2.1. Lorenz curve and $d$-majorization

We first introduce the Lorenz curve. Consider a pair of probability distributions $(p, q)$ on a system with $n$ states. For a given pair $(p, q)$, we introduce a permutation $\pi$ on $\{1, 2, \ldots, n\}$ such that

$$\frac{p_{\pi(1)}}{q_{\pi(1)}} \geq \frac{p_{\pi(2)}}{q_{\pi(2)}} \geq \ldots \geq \frac{p_{\pi(n)}}{q_{\pi(n)}}$$

(1)

We define $p^*$ and $q^*$ by re-ordering the probability distribution $p$ and $q$ as $p^*_i = p_{\pi(i)}$ and $q^*_i = q_{\pi(i)}$. We introduce the Lorenz curve of $(p, q)$, which connects point $(0,0)$, $(q^*_1, p^*_1)$, $(\sum_{i=1}^{3} q^*_i, \sum_{i=1}^{3} p^*_i)$, $\ldots$, $(\sum_{i=1}^{n-1} q^*_i, \sum_{i=1}^{n-1} p^*_i)$, $(\sum_{i=1}^{n} q^*_i, \sum_{i=1}^{n} p^*_i)$ = $(1,1)$. The Lorenz curve of $(p, q)$ is also expressed as the graph of $(x, y)$ given by $y = f(x)$ with

$$f(x) = \max_{0 \leq c_i \leq 1, i = \sum_{i} c_i} \sum_{j} c_i p_j$$

(2)

If the Lorenz curve of $(p, q)$ lies above that of $(p', q')$ (as figure 1), we say that $(p, q)$ $d$-majorizes $(p', q')$ and write $(p, q) \succ (p', q')$.

It is well known that $(p, q) \succ (p', q')$ holds if and only if there exists a stochastic matrix $T$ such that $p' = Tp$ and $q' = Tq$. The "if" part is not difficult. Let $y = f'(x)$ be the Lorenz curve of $(p', q')$, and $c^*_i$ be the optimum value of $c_i$ in (2) at a given $x$ (i.e., $f'(x) = \sum_{i} c^*_i p'_i$ and $x = \sum_{i} c^*_i q'_i$ are satisfied). We then have

$$x = \sum_{i} c^*_i q'_i = \sum_{i,j} c^*_i T_{ij} q_j = \sum_{j} d_j q_j$$

(3)
This proof confirms the existence of the stochastic matrix using the Birkhoff’s theorem, and is irrelevant to their rationality in the probability distribution. From the Lorenz curve explicitly. Our construction is not a reduction to majorization (we do not e and f and

By multiplying a proper permutation matrix if needed, without loss of generality we assume

\[ f'(x) = \sum_i c_i \frac{p'_i}{p_i} = \sum_i c_i T_{ij} p_j = \sum_j d_j p_j \] (4)

where we defined \( d'_i := \sum_i c_i T_{ij} \), which satisfies \( 0 \leq d'_j \leq 1 \) owing to the normalization condition \( \sum_i T_{ij} = 1 \). Hence, we conclude

\[ f'(x) = \sum_j d'_j p_j \leq \max_{0 \leq d_j \leq 1} \sum_i d_i p_i = f(x), \] (5)

for any \( x \), where we defined \( f(x) \) as expressing the Lorenz curve of \((p, q)\) by \( y = f(x) \). The relation (5) directly implies \((p, q) \succ (p', q')\).

The more difficult part is the ‘only if’ part: we should show the existence of a stochastic matrix \( T \) such that \( p' = T p \) and \( q' = T q \) under the assumption \((p, q) \succ (p', q')\). The conventional proof of this equivalence takes the continuum limit of \( y \) and reduces the problem to conventional majorization [11]. Since this proof employs continuum limit, how to construct the desired stochastic matrix \( T \) efficiently is still not clear in this proof, in particular for the case that \( q \) or \( q' \) contain irrational numbers.

In this section, we demonstrate a very simple and diagrammatic proof of how to construct \( T \) from the Lorenz curve explicitly. Our construction is not a reduction to majorization (we do not use the Birkhoff’s theorem), and is irrelevant to the irrationality in the probability distribution. This proof confirms the existence of the stochastic matrix \( T \) graphically. We first present a diagrammatic proof, and then provide an analytic proof with mathematical induction, which is an analytical expression of the diagrammatic proof.

### 2.2. Diagrammatic proof

By multiplying a proper permutation matrix if needed, without loss of generality we assume

\[ \frac{p_1}{q_1} \geq \frac{p_2}{q_2} \geq \cdots \geq \frac{p_n}{q_n}, \quad \frac{p'_1}{q'_1} \geq \frac{p'_2}{q'_2} \geq \cdots \geq \frac{p'_n}{q'_n}. \] (6)

To construct the stochastic matrix \( T \), we perform the following procedure iteratively. We denote the Lorenz curves of \((p, q)\) and \((p', q')\) by \( C \) and \( C' \), respectively. The edges of \( C \) and \( C' \) from \((0,0)\) to \((1,1)\) are labeled as \( e_1, e_2, \ldots, e_n \) and \( e'_1, e'_2, \ldots, e'_n \).

We construct \( C_1, C_2, \ldots, C_n \) recursively. At the beginning, \( C_1 \) is set as \( C \). We first construct \( C_2 \) from \( C_1 \) and \( C' \). We elongate \( e'_1 \) to the upper right until it crosses \( C_1 \) (figure 2: top-left). We now modify the curve \( C_1 \) above the elongated line: we apply similarity reduction of the curve of \( C_1 \) above this elongated line to match \( e'_1 \) and the remaining elongated line, as the first row of figure 2. The obtained curve through this procedure is defined as \( C_2 \). We note that this modification keeps the total length of red lines and green lines in figure 2 originated from \( e_1 \) and \( e_2 \), respectively.

We next construct \( C_3 \) from \( C_2 \). We elongate \( e'_2 \) to the upper right until it crosses \( C_2 \). We then apply similarity reduction of the curve of \( C_2 \) above this elongated line to match \( e'_2 \) and the remaining elongated line, as the second row of figure 2. The obtained curve is defined as \( C_3 \). We apply this procedure \( n - 1 \) times and obtain \( C_n \). Note that the curve \( C_n \) touches all corners on \( C' \).

We now construct the stochastic matrix \( T \) by using the curves \( C_n \) and \( C' \). We demonstrate the construction of \( T_{11}, \ldots, T_{nn} \) as an example. The first column of \( T \) corresponds to red lines
originated from $e_1$. We call the red line above $e'_i$ as $\ell_i$. We then define $T_{i1}$ as

$$T_{i1} := \frac{|\ell_{i1}|}{\sum_{j=1}^{n} |\ell_{j1}|} = \frac{|\ell_{i1}|}{|e_1|},$$

where $|\ell|$ represents the length of the line $\ell$ (see also figure 3). The denominator $\sum_{j=1}^{n} |\ell_{j1}|$ is equal to $|e_1|$ because the total length of red lines is invariant. This definition satisfies the normalization condition $\sum_j T_{ji} = 1$. In a similar manner, $T_{ij}$ is defined as

$$T_{ij} := \frac{|\ell_{ij}|}{\sum_{k=1}^{n} |\ell_{kj}|} = \frac{|\ell_{ij}|}{|e_j|}.$$  

We finally demonstrate that this transition matrix $T$ satisfies the desired relations:

$$p' = Tp, \quad q' = Tq.$$  

The essence of this fact is shown in figure 4. The edge $e_1$ can be understood as a vector $(p_1, q_1)$, where we set the direction of vectors as upper right. Since $\ell_{11}$ is $T_{11}$ times of $e_1$, the vector representation of $\ell_{11}$ is $(T_{11}p_1, T_{11}q_1)$. In a similar manner, the vector representation of $\ell_{12}$ is
Figure 3. Schematic of how to define $T_{j1} = \frac{|\ell_j|}{\sum_{k=1}^{4}|\ell_k|}$ from $C_n$ and $C'$.

Figure 4. We show how the stochastic map $T$ converts $p_i$ and $q_i$ to $p'_1$ and $q'_1$.

$(T_{12} p_2, T_{12} q_2)$. On the other hand, the vector representation of $e'_1$ (the black line in figure 4) is $(p'_1, q'_1)$. Comparing these two, we arrive at

$$p'_1 = T_{11} p_1 + T_{12} p_2,$$

$$q'_1 = T_{11} q_1 + T_{12} q_2. \quad (10)$$

The case of all other edges $e'_2, \ldots, e'_n$ can be treated in a similar manner, which confirms the desired relations (9).
2.3. Analytical proof with mathematical induction

We here provide an analytical proof of the equivalence between $d$-majorization and the existence of the stochastic matrix $T$. This proof is essentially the same as the previous diagrammatic proof.

Let $p$ and $q$ be $n$-dimensional vectors, and $p'$ and $q'$ be $m$-dimensional vectors satisfying $\sum_{i=1}^{n} p_i = \sum_{i=1}^{n} p'_i \leq 1$ and $\sum_{i=1}^{m} q_i = \sum_{i=1}^{m} q'_i \leq 1$. We suppose that the subscript has already been rearranged in the descending order:

$$\frac{p_1}{q_1} \geq \frac{p_2}{q_2} \geq \cdots \geq \frac{p_n}{q_n}, \quad \frac{p'_1}{q'_1} \geq \frac{p'_2}{q'_2} \geq \cdots \geq \frac{p'_m}{q'_m}. \tag{12}$$

We introduce a generalized Lorenz curve (g-Lorenz curve) which connects point $(0, 0), (q_1, p_1), (q_1 + q_2, p_1 + p_2), (\sum_{i=1}^{3} q_i, \sum_{i=1}^{3} p_i), \ldots, (\sum_{i=1}^{n} q_i, \sum_{i=1}^{n} p_i)$. This is a generalization of the conventional Lorenz curve to the case of $\sum_{i=1}^{n} p_i \neq 1$ and $\sum_{i=1}^{n} q_i \neq 1$. If the g-Lorenz curve of $(p, q)$ lies above that of $(p', q')$, we also say that $(p, q)$ $d$-majorizes $(p', q')$ and write $(p, q) \succ (p', q')$.

We now construct the desired stochastic matrix $T$ and $4m + 2$ vectors, $p^1, p^2, \ldots, p^{m+1}, q^1, q^2, \ldots, q^{+1}$ and $p'^1, \ldots, p'^{m}, q'^1, \ldots, q'^{m}$. We first set $p^1 = p$, $q^1 = q$, $p'^1 = p'$, and $q'^1 = q'$. We shall construct $p^{k+1}, q^{k+1}, p'^{k+1}, q'^{k+1}$ from $p^k, q^k, p'^k, q'^k$ recursively. As shown below, through this construction $(p^k, q^k) \succ (p'^k, q'^k)$ is satisfied for any $k$.

Due to the condition $(p^k, q^k) \succ (p'^k, q'^k)$, a line $y = \frac{p^k}{q^k} x$ crosses the g-Lorenz curve of $(p^k, q^k)$ other than the origin $(0, 0)$. We denote this point by $(x^*, y^*)$ and let $c_k$ be an integer that the point $(x^*, y^*)$ settles between $(\sum_{i=1}^{ck} q^i, \sum_{i=1}^{ck} p^i)$ and $(\sum_{i=1}^{ck+1} q^i, \sum_{i=1}^{ck+1} p^i)$. In other words, there exists $0 \leq a_k \leq 1$ such that

$$x^* = \sum_{i=1}^{ck} q^i + a_k q^i_{ck+1} \tag{13}$$

$$y^* = \sum_{i=1}^{ck} p^i + a_k p^i_{ck+1} \tag{14}$$

and $y^* = \frac{p^k}{q^k} x^*$ (see figure 5). In case of $p^k_i / q^k_i = p^k_i / q^k_i$ (i.e., the line $y = \frac{p^k_i}{q^k_i} x$ touches the first edge of the g-Lorenz curve of $(p^k, q^k)$), we set $(x^*, y^*) = (p^k_i, q^k_i)$. We note that $(p^k, q^k) \succ (p'^k, q'^k)$ implies $p^k_i \leq x^*$. We then construct $n$-dimensional vectors $p^{k+1}, q^{k+1}$ and $m - k$-dimensional vectors $p'^{k+1}, q'^{k+1}$ as

$$p^{k+1}_i = \begin{cases} 
(1 - \frac{p^k_i}{y^*}) p^k_i & i < c_k \\
(1 - \frac{p^k_i a_k}{y^*}) p^k_{ck+1} & i = c_k + 1 \\
p^k_i & i > c_k + 2
\end{cases} \tag{15}$$
Figure 5. An example of the correspondence between analytic expression and diagrammatic expression.

\[ q_{k+1}^i = \begin{cases} 
(1 - \frac{p_k^i}{y}) q_k^i & i \leq c_k \\
(1 - \frac{p_k^i a_k}{y}) q_{c_k+1}^i & i = c_k + 1 \\
q_i^i & i \geq c_k + 2 
\end{cases} \]  

(16)

and

\[ p_{k+1}^i = p_{k+1}^i \]
\[ q_{k+1}^i = q_{k+1}^i. \]  

(17)

(18)

By construction,

\[ \frac{p_{k+1}^i}{q_{k+1}^i} = \frac{p_k^i}{q_k^i}, \]  

(19)

and

\[ \sum_{i=1}^{s} p_{k+1}^i = \left( \sum_{i=1}^{s} p_k^i \right) - p_k^1 \]  

(20)

\[ \sum_{i=1}^{j} q_{k+1}^i = \left( \sum_{i=1}^{j} q_k^i \right) - q_k^1 \]  

(21)

with any \( s \geq c_k + 1 \) are satisfied, which indicate \((p^{k+1}, q^{k+1}) \succ (p^{k+1}, q^{k+1})\) for the following reason. Let \( y = f_{k+1}(x) \) and \( y = f_{k+1}(x) \) be the Lorenz curves of \((p^{k+1}, q^{k+1})\) and \((p^{k+1}, q^{k+1})\). Then, for \( x \leq x^* - p_k^1 \), we have \( f_{k+1}(x) \leq (p_k^1/q_k^1)x \leq f_{k+1}(x) \). For \( x > x^* - p_k^1 \), both \( f_{k+1}(x) = f_k(x + p_k^1) \) and \( f_{k+1}(x) = f_k(x + p_k^1) \) are satisfied, and hence \((p^k, q^k) \succ (p^{k+1}, q^{k+1})\) (i.e., \( f_{k+1}(x) \leq f_{k+1}(x) \)) implies \( f_{k+1}(x) \leq f_{k+1}(x) \). In conclusion, \( f_{k+1}(x) \leq f_{k+1}(x) \) holds for any \( x \), which is equivalent to \((p^{k+1}, q^{k+1}) \succ (p^{k+1}, q^{k+1})\).

We now construct the desired stochastic matrix \( T \) as

\[ T_{ij} = \frac{p_j^i - p_j^{i+1}}{p_j^i} = \frac{q_j^i - q_j^{i+1}}{q_j^i}. \]  

(22)
which realizes desired relations:

\[ \sum_j T_{ij} p_j = \sum_j (p'_j - p^{i+1}_j) = \sum_j p'^i_j - \sum_j p^{i+1}_j = p'^i_i = p'_i, \quad (23) \]

\[ \sum_j T_{ij} q_j = \sum_j (q'_j - q^{i+1}_j) = \sum_j q'^i_j - \sum_j q^{i+1}_j = q'^i_i = q'_i. \quad (24) \]

3. Proof of emulation of Gibbs-preserving map by thermal operation

3.1. Definitions and claims

In this section, we consider emulations of a map \( A \) by some classes of maps \( S \). We here clarify some definitions which we shall use in this paper:

- A class of maps \( S \) emulates a map \( A \) exactly if there exists a map \( B \in S \) such that \( A_{ij} = B_{ij} \) for any \( i, j \).
- A class of maps \( S \) emulates a map \( A \) with arbitrary accuracy if for any \( \varepsilon > 0 \) there exists a map \( B \in S \) such that \( |A_{ij} - B_{ij}| < \varepsilon \) for any \( i, j \).
- A class of maps \( S \) realizes a state conversion from \( p \) to \( p' \) exactly if there exists a map \( B \in S \) such that \( \sum_j B_{ij} p_j = p'_i \) for any \( i \).

We introduce two important classes of maps, the GPM and TO. Through defining these maps, we implicitly fix an inverse temperature \( \beta \). Let \( \rho^\text{Gibbs}_i := e^{-\beta E_i}/Z \) be a Gibbs distribution, where \( E_i \) is the energy of the state \( i \) and \( Z \) is a constant for normalization. A map \( T \) is a Gibbs-preserving map if the Gibbs distribution \( \rho^\text{Gibbs}_i \) is invariant under this map: \( \rho^\text{Gibbs}_i = T \rho^\text{Gibbs}_i \).

To define a thermal operation, we introduce a bath system, and consider a composite system of the (principal) system and the bath. Throughout this paper, we consider a large but finite size heat bath, not an infinite size heat bath. We denote by \((i, a)\) the state of the composite system where the state of the system is \( i \) and that of the bath is \( a \). We suppose that there is no interaction energy between the system and the bath. A map on the composite system \( D \) is energy conserving if \( D_{(i,a),(j,b)} \) takes a nonzero value only when \( E_i + E_a = E_j + E_b \) is satisfied. A map on the system \( T \) is a thermal operation if there exists a proper bath system and an energy-conserving doubly-stochastic map on the composite system \( D \) such that \( T_{ij} \) is given by

\[ T_{ij} = \sum_{a,b} D_{(i,a),(j,b)} \rho^\text{G,bath}_b, \quad (25) \]

where \( \rho^\text{G,bath}_b \) is the Gibbs distribution of the bath. Note that in quantum systems thermal operation is defined as a classical mixture of \( \Lambda(\rho) = \text{Tr}_B[U_{SB}(\rho \otimes \tau)U_{SB}^\dagger] \), where \( U_{SB} \) is an energy-conserving unitary operator and \( \tau \) is the Gibbs state of the bath. The classical counterpart of unitary operators is the permutation matrix, and Birkhoff’s theorem suggests that the mixture of permutation matrices is equivalent to the doubly-stochastic matrix [5]. Thus, the above definition is a classical counterpart of the conventional definition of thermal operation in quantum thermodynamics.

In this section, we clarify the relation between the GPM and TO in classical systems. We claim that

(a) There exists a pair of states \( p, p' \) such that GPM realizes the state conversion from \( p \) to \( p' \) exactly while TO cannot.
(b) TO emulates any GPM with small off-diagonal elements exactly.
(c) TO emulates any GPM with arbitrary accuracy.

Our main achievement in this section is the claim 3, emulation of GPM by TO with arbitrary accuracy. We explicitly construct the desired TO for any given GPM.

The celebrated paper by Horodecki and Oppenheim [21] presents the basic idea how to construct TO emulating a given (semi-)classical GPM. However, their description is not constructive, and some of their requirement is not fulfilled in a large but finite size bath. Thus, what bath indeed works and how to construct a correct heat bath are not fully clarified. This point is discussed in detail in appendix A. Related to this point, since the main interest of Horodecki and Oppenheim seems to be on infinite size heat baths after taking the thermodynamic limit, the question how large heat bath is needed to achieve the given accuracy of approximation has not yet been addressed. To answer these questions, we explicitly construct TO with a large but finite size bath emulating a given GPM. Our construction accompanies the evaluation of the speed of convergence, and clarifies how large heat bath should be for achieving given accuracy of approximation.

3.2. State conversion realized by GPM but not by TO

Consider a two-level system with states up and down with energy difference $E$. We claim that at finite temperature the map from $p$ to $p'$ with

$$p = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad p' = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

is realized by GPM but not by TO exactly.

This map is realized by the following GPM:

$$T = \begin{pmatrix} 0 & e^{-\beta E} \\ 1 & 1 - e^{-\beta E} \end{pmatrix}. \quad (27)$$

On the other hand, no TO realizes this map exactly. The reason is as follows. This map requires the transition from up to down with probability 1. However, due to the energy conservation law, if the state in the bath has the highest energy, the transition from up to down in the system never occurs. The bath takes the state at the highest energy with finite probability, which prevents exact realization of this map by TO.

3.3. TO exactly emulates GPM with small off-diagonal elements

In the previous subsection, we construct a counterexample to exact emulation of GPM by TO by using large off-diagonal elements. On the other hand, if all the off-diagonal elements of GPM is sufficiently small, there exists TO which emulates this GPM exactly.

Consider a $d$-state system with states $\{0, 1, \ldots, d-1\}$ and their energies $E_0 = 0 \leq E_1 \leq E_2 \leq \cdots \leq E_{d-1}$. Given a GPM $T$ with small off-diagonal elements. The detailed condition for smallness of off-diagonal elements is provided later.

We now construct a bath and a doubly-stochastic matrix on the composite system. The bath is also a $d$-state system with states $\{0, 1, \ldots, d-1\}$ and the energy of the state $i$ is set to $-E_i$. We denote by $(i,j)$ the state of the composite system where the state of the system is $i$ and that of the bath is $j$. We introduce a doubly-stochastic matrix on the composite system $D_{(i,j)}$, whose matrix elements take nonzero values only if $k = l$ and $i = j$. Henceforth, we abbreviate $D_{(i,j)}$ as $D_{ij}$. Using $T_{ij}$, we set $D_{ij}$ ($i \neq j$) as

$$D_{ij} = T_{ij} \frac{\text{Gibbs}}{\overline{Z}}. \quad (28)$$
where \( p^\text{Gibbs}_j \) is the Gibbs distribution of the system
\[
p^\text{Gibbs}_j := \frac{e^{-\beta E_j}}{Z},
\]
and \( Z \) and \( \bar{Z} \) are respectively distribution functions of the system and the bath:
\[
Z := \sum_i e^{-\beta E_i},
\]
\[
\bar{Z} := \sum_i e^{\beta E_i}.
\]
By construction, the dynamics of \( D \) contracted to the system reproduces the dynamics given by \( T \):
\[
D_{ij} \frac{e^{\beta E_j}}{Z} = T_{ij}.
\]
We now clarify the condition of the smallness of the off-diagonal elements of \( T \). We require that \( T \) satisfies
\[
\sum_{i \neq j} T_{ij} p^\text{Gibbs}_j Z \bar{Z} \leq 1
\]
for any \( j \). Under this requirement, the diagonal elements of \( D \) given by
\[
D_{jj} := 1 - \sum_i D_{ij}
\]
satisfy the nonnegativity condition \( D_{jj} \geq 0 \). In addition, since \( T \) is a Gibbs-preserving map, we find that the matrix \( D \) is a doubly-stochastic matrix:
\[
\sum_j D_{ij} = 1 + \sum_{j \neq i} (D_{ij} - D_{ji}) = 1 + \bar{Z} \sum_{j \neq i} (T_{ij} p^\text{Gibbs}_j - T_{ji} p^\text{Gibbs}_i) = 1.
\]

### 3.4. Emulation of general GPM by TO with arbitrary accuracy

In this subsection, we construct a TO which emulates any given GPM with arbitrary accuracy \( (1 > \varepsilon > 0) \). Consider a \( d \)-state system with states \( \{0, 1, \ldots, d - 1\} \) and their energies \( E_0 = 0 < E_1 \leq E_2 \leq \cdots \leq E_{d-1} \). Given a GPM \( T \), we construct a TO emulating \( T \) with accuracy \( \varepsilon \).

We construct the state space of the bath as follows (see also figure 6): the state of the bath is characterized by a pair \((x, m)\) where \( x \) is a \( d - 1 \)-dimensional lattice point \( x = (x_1, x_2, \ldots, x_{d-1}) \) with integers \( x_i \in \{0, 1, 2, \ldots, L\} \) and \( m \) is a label to distinguish degenerated states \( m \in \{1, 2, \ldots, N(x)\} \). A state with the lattice point \( x \) has the energy \( -\sum_i E_i x_i \). The number \( N(x) \) represents the degree of degeneracy at \( x \). We call the set of states at a certain lattice point as island. A single lattice point corresponds to an island.

For given accuracy \( \varepsilon > 0 \), we set \( L \) as satisfying
\[
\left( \frac{L}{L+1} \right)^{d-1} > 1 - \frac{\varepsilon}{16}.
\]
which is fulfilled when \( L > 16(d - 1)/\varepsilon \) is satisfied. We set the number of states at island \( N(x) \) such that in the Gibbs distribution all islands appear with almost the same probability. Toward this goal, we set \( N(x) \) as satisfying

\[
\left| \frac{N(x)e^{\beta E \cdot x}}{\sum_{x'} N(x')e^{\beta E \cdot x'}} \cdot (L + 1)^{d-1} - 1 \right| < \frac{\varepsilon}{32}, \tag{37}
\]

where \( E \cdot x := \sum_i E_i x_i \) is the ordinal inner product. For any \( \varepsilon > 0 \) there exists a set of \( N(x) \) satisfying (37) because the rational number is dense.

Suppose that the initial state of the system is \( i \), and the initial island of the bath is \( x = (x_1, x_2, \ldots, x_{d-1}) \). We express the state–island pair with a square bracket as \([i, x]\). Meanwhile, we forget the micro states in islands and regard an island as a single state of the bath. Let \( e_0 \) be the \( d - 1 \) dimensional unit vector (The \( n \)th element is 1, and others are 0. \( e_0 \) is set to the zero vector), and we define \( x^{ij} := y + e_j \) \((i \in \{0, 1, \ldots, d - 1\}) \). Then, all pairs \([j, x^{ij}]\) with the same \( y \) take the same energy, which can be converted to each other through energy-conserving maps. An example is drawn in figure 7. If the initial state is the pair of the gray state and island, the bath system can take states with solid lines.

In description with \([j, x^{ij}]\), an energy-conserving map keeps \( y \) invariant, and converts only the variable \( j \) \((j \in \{0, 1, \ldots, d - 1\}) \). In other words, the state space is decomposed into subsets of states with the same \( y \) (states with the same energy), and state conversions occur only inside the subsets. On the basis of this observation, we fix \( y \) and construct a \( y \)-dependent transition matrix \( \tilde{T}^y \) on the system, which is close to the given GPM, \( T \), and whose stationary distribution is given by

\[
\tilde{\rho}_y := \frac{N(x^{ij})}{\sum_j N(x^{ij})}, \tag{38}
\]

We fix \( y \), and hereafter we drop the superscript \( y \) for visibility. Note that the stationary dis-

\[ \text{Of course, if energies take rational numbers, there exists accidental coincidence that two pairs with different } y \text{ have the same energy. However, in this case we set all transition probabilities between pairs with different } y \text{ as zero.} \]
If the initial state of the system and the initial island of the bath are the gray circles, the composite system can take only the states and islands on the solid cones. In addition, the system and the bath take the same vertices on the two cones due to the law of energy conservation.

\[ \tilde{p} \] is a rational number approximation of the Boltzmann distribution of the transition matrix \( T \) defined as \( p_i^{\text{Gibbs}} := e^{-\beta E_i}/Z \). Since the condition (37) is equivalent to

\[ \left(1 - \frac{\varepsilon}{32}\right) C < N(x) e^{i E x} < \left(1 + \frac{\varepsilon}{32}\right) C \]  

with \( C := (\sum' N(x') e^{i E x'})/(L + 1)^{d-1} \), we obtain

\[ \left(1 - \frac{\varepsilon}{16}\right) p_i^{\text{Gibbs}} \leq \frac{1 - \frac{\varepsilon}{32}}{1 + \frac{\varepsilon}{32}} p_i \leq \left(1 + \frac{\varepsilon}{32}\right) p_i^{\text{Gibbs}} \leq \left(1 + \frac{\varepsilon}{8}\right) p_i^{\text{Gibbs}}, \]  

and in a similar manner to above we obtain

\[ \left(1 - \frac{\varepsilon}{16}\right) \tilde{p} \leq p_i^{\text{Gibbs}} \leq \left(1 + \frac{\varepsilon}{8}\right) \tilde{p}. \]  

We now define \( \tilde{T}_{ij} \) (\( i \neq j \)) as

\[ \tilde{T}_{ij} := \left(1 - \frac{\varepsilon}{4}\right) \left( T_{ij} - \frac{(T_{ij} \tilde{p}_j - T_{ji} \tilde{p}_i) - (T_{ij} p_i^{\text{Gibbs}} - T_{ji} p_j^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j} \right). \]

By construction, the stationary probability current from \( j \) to \( i \) under \( \tilde{T} \) is \( 1 - \varepsilon/4 \) times of the stationary probability current under \( T \):

\[ (\tilde{T}_{ij} \tilde{p}_j - \tilde{T}_{ji} \tilde{p}_i) = \left(1 - \frac{\varepsilon}{4}\right) (T_{ij} p_j^{\text{Gibbs}} - T_{ji} p_i^{\text{Gibbs}}). \]

The multiplication of \( 1 - \varepsilon/4 \) is necessary in the later evaluation (46). In order to satisfy the normalization condition, we define the diagonal elements of \( \tilde{T} \) as

\[ \tilde{T}_{jj} := 1 - \sum_{i \neq j} \tilde{T}_{ij}, \]
We first check that $\tilde{T}$ is indeed a transition matrix (i.e., $\tilde{T}_{jj}$ is nonnegative). The sum of the second term of (42) over $i$ is bounded from above as

$$
- \sum_{i \neq j} \frac{(T_{ij}\tilde{p}_j - T_{ji}\tilde{p}_i) - (T_{ij}p_{i}^{\text{Gibbs}} - T_{ji}p_{i}^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j}
$$

$$
= - \sum_{i \neq j} \frac{T_{ij}(\tilde{p}_j - p_{j}^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j} + \sum_{i \neq j} \frac{T_{ji}(\tilde{p}_i - p_{i}^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j}
$$

$$
\leq \sum_{i \neq j} \frac{T_{ij}\tilde{p}_j}{\tilde{p}_i + \tilde{p}_j} \frac{\varepsilon}{8} + \sum_{i \neq j} \frac{T_{ji}p_{i}^{\text{Gibbs}} \varepsilon}{8}
$$

$$
= \sum_{i \neq j} T_{ij} \frac{\varepsilon}{8} + \sum_{i \neq j} \frac{T_{ji}p_{i}^{\text{Gibbs}} \varepsilon}{8}
$$

$$
\leq \left(2 + \frac{\varepsilon}{8}\right) \frac{\varepsilon}{8} \sum_{i \neq j} T_{ij},
$$

(45)

where we used $\sum_{i \neq j} T_{ij}p_{i}^{\text{Gibbs}} = \sum_{i \neq j} T_{ji}p_{j}^{\text{Gibbs}}$, the stationary condition for $T$. Hence, by inserting the above inequality to (42), the nonnegativity of $T$ ($\sum_{i \neq j} T_{ij} \leq 1$) leads to the nonnegativity of $\tilde{T}$:

$$
\sum_{i \neq j} \tilde{T}_{ij} \leq \left(1 - \frac{\varepsilon}{4}\right) \frac{1}{4} + \frac{\varepsilon^2}{64} \sum_{i \neq j} T_{ij} \leq \sum_{i \neq j} T_{ij} \leq 1.
$$

(46)

We next demonstrate that $\tilde{T}$ is close to $T$. In case of $i \neq j$, by using $0 \leq T_{ij}, T_{ji} \leq 1$ and equations (40) and (41), the difference between $\tilde{T}_{ij}$ and $T_{ij}$

$$
\tilde{T}_{ij} - T_{ij} = - \frac{\varepsilon}{4} T_{ij} - \left(1 - \frac{\varepsilon}{4}\right) \frac{(T_{ij}\tilde{p}_j - T_{ji}\tilde{p}_i) - (T_{ij}p_{j}^{\text{Gibbs}} - T_{ji}p_{j}^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j}
$$

(47)

is bounded from both above and below as

$$
\tilde{T}_{ij} - T_{ij} \leq \left(1 - \frac{\varepsilon}{4}\right) \frac{T_{ij}\tilde{p}_j}{\tilde{p}_i + \tilde{p}_j} \frac{\varepsilon}{8} + \frac{T_{ji}p_{j}^{\text{Gibbs}} \varepsilon}{8} \leq \frac{3\varepsilon}{16}.
$$

(48)

$$
\tilde{T}_{ij} - T_{ij} \geq - \frac{\varepsilon}{4} - \left(1 - \frac{\varepsilon}{4}\right) \frac{T_{ij}\tilde{p}_j}{\tilde{p}_i + \tilde{p}_j} \frac{\varepsilon}{8} + \frac{T_{ji}p_{j}^{\text{Gibbs}} \varepsilon}{8} \geq - \frac{7\varepsilon}{16}.
$$

(49)

In case of $i = j$, we employ the relation $T_{ii} = 1 - \sum_{j \neq i} T_{ji}$ and $\tilde{T}_{ii} = 1 - \sum_{j \neq i} \tilde{T}_{ji}$, and evaluate $\sum_{j \neq i} T_{ji}$ and $\sum_{j \neq i} \tilde{T}_{ji}$. The bound from below has already been obtained in (46), namely, $0 \leq \tilde{T}_{jj} - T_{jj}$. To obtain the bound from above, we follow a similar calculation to
\( i \neq j \) and arrive at
\[
- \sum_{i \neq j} (T_{ij}\tilde{p}_j - T_{ji}\tilde{p}_i) - (T_{ij}p_i^{\text{Gibbs}} - T_{ji}p_j^{\text{Gibbs}})
\]
\[
= - \sum_{i \neq j} \frac{T_{ij}(\tilde{p}_j - p_i^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j} + \sum_{i \neq j} \frac{T_{ji}(\tilde{p}_i - p_j^{\text{Gibbs}})}{\tilde{p}_i + \tilde{p}_j}
\]
\[
\geq - \left[ \sum_{i \neq j} \frac{T_{ij}\tilde{p}_j}{\tilde{p}_i + \tilde{p}_j} \frac{\varepsilon}{16} + \sum_{i \neq j} \frac{T_{ji}p_i^{\text{Gibbs}}}{\tilde{p}_i + \tilde{p}_j} \frac{\varepsilon}{16} \right]
\]
\[
\geq - \left( 2 + \frac{\varepsilon}{8} \right) \frac{\varepsilon}{16} \sum_{i \neq j} T_{ij},
\]
which implies
\[
\sum_{i \neq j} \tilde{T}_{ij} \geq \left( 1 - \frac{\varepsilon}{4} \right) \sum_{i \neq j} T_{ij} - \left( 1 - \frac{\varepsilon}{4} \right) \left( 2 + \frac{\varepsilon}{8} \right) \frac{\varepsilon}{16} \sum_{i \neq j} T_{ij} \geq \left( 1 - \frac{3\varepsilon}{8} \right) \sum_{i \neq j} T_{ij}.
\]
This inequality yields the bound
\[
\tilde{T}_{ii} - T_{ii} = \sum_{i \neq j} T_{ij} - \sum_{i \neq j} \tilde{T}_{ij} \leq \frac{3\varepsilon}{8} \sum_{i \neq j} T_{ij} \leq \frac{3\varepsilon}{8}.
\]
In conclusion, we obtain the bound from both above and below for any \( i, j \):
\[
- \frac{7\varepsilon}{16} \leq \tilde{T}^y_{ij} - T_{ij} \leq \frac{3\varepsilon}{8},
\]
where we explicitly manifest the \( y \)-dependence of \( \tilde{T} \).

We now explicitly write down the transition rate of TO. Let \((i, (x, m))\) be the initial state of the composite system, and define \( y := x - e_i \). Then, TO can convert the initial state \((i, (x', m))\) to another state which can be expressed as \((j, (x'', m'))\) with the same \( y \). The state space of the composite system is decomposed into subsets of states with the same \( y \), and TO converts states inside the subset. States inside a subset (fixed \( y \)) are determined by the pair of \((i, m)\) \((i \in \{0, 1, \ldots, d - 1\} \text{ and } m \in \{0, 1, \ldots, N(x')\})\).

Since \( y \) is invariant under TO, we can construct doubly-stochastic matrices for each \( y \) independently. Using \( \tilde{T}^y \), we construct a doubly-stochastic matrix \( D^y \) for a fixed \( y \) as
\[
D^y_{(i,m)(k,n)} = \frac{\tilde{T}^y_{ij}}{N(x^y)},
\]
which is independent of \( m, n \) (see also figure 8. We, however, remark that this schematic does not draw the transition line for \( i = j \) for visibility, though the definition of (54) is valid for the case of \( i = j \). We demonstrate that the constructed matrix \( D^y \) is indeed a doubly-stochastic matrix:
Figure 8. A schematic example of connections between islands (left) and transition paths between states in the islands (right). A single line in the right figure implies a possible transition between the two states. We remark that transitions between states in the same island are omitted.

\[ \sum_{i,m} D_{(i,m),n}^y = \sum_i N(x^{i,j}) \cdot \frac{\tilde{T}_{ij}^y}{N(x^{i,j})} = \sum_i \tilde{T}_{ij}^y = 1, \]  

\[ \sum_{j,n} D_{(i,m),n}^y = \frac{1}{N(x^{i,j})} \sum_j \tilde{T}_{ij}^y N(x^{i,j}) = \frac{1}{p_n} \sum_j \tilde{T}_{ij}^y p_j^y = \frac{1}{p_n} \sum_j \tilde{T}_{ij}^y p_j^y = \frac{1}{p_n} \sum_j \tilde{T}_{ij}^y p_j^y = 1, \]  

The desired doubly-stochastic matrix \( D \) is given by the sum of \( D^y \) over all \( y \):

\[ D := \sum_y D^y. \]  

We finally demonstrate that a TO given by \( D \) indeed emulates the GPM \( T \) with accuracy \( \varepsilon \). The dynamics contracted to the system is described by the following stochastic matrix \( D' \):

\[ D'_{ij} = \sum_y \sum_{n,m} D_{(i,m),n}^y \frac{e^{iE x^{i,j}}} {\sum_{x'} N(x')e^{iE x'}} = \sum_y \tilde{T}_{ij}^y \frac{N(x^{i,j})e^{iE x^{i,j}}} {\sum_{x'} N(x')e^{iE x'}}. \]  

We evaluate \( D'_{ij} \) from both above and below. First, \( D'_{ij} \) is bounded from above as

\[ D'_{ij} \leq \sum_y \left( T_{ij} + \frac{3\varepsilon}{8} \right) \frac{N(x^{i,j})e^{iE x^{i,j}}} {\sum_{x'} N(x')e^{iE x'}} \leq T_{ij} + \frac{3\varepsilon}{8}. \]  

Next, we bound \( D'_{ij} \) from below. In this evaluation, we remark that \( x^{i,j} \) takes only \( L_d-1 \) different points with fixed \( j \), though the number of lattice points is \( (L + 1)^{d-1} \). Owing to this fact, in case of some (unfortunate) initial islands the composite system cannot be converted to other states. For example, suppose that the initial state of the system is in the gray circle of figure 9. In this case, if the initial island is in the gray band of figure 9, then the state of the system cannot change. We should estimate the probability of these initial states. By taking this probability
Figure 9. An example when the transition in the system cannot occur. Suppose the initial state of the system is the state 2 (gray circle in the left figure). If the initial island of the bath is one of the islands in the gray band, then the state cannot change. We should evaluate the probability for these bad initial islands.

into account, equations (37) and (36) lead to

$$\sum_{y} \frac{N(x^y)}{\sum_{x'} N(x')} e^{\beta E_{x^y}} \geq \frac{L^d-1}{(L+1)^{d-1}} \left(1 + \frac{\varepsilon}{8}\right) \geq 1 - \frac{\varepsilon}{8},$$  \hspace{1cm} (60)

which directly implies

$$D'_{ij} \geq \sum_{y} \left( T_{ij} - \frac{7\varepsilon}{16} \right) \frac{N(x^y)}{\sum_{x'} N(x')} e^{\beta E_{x^y}} \geq \left( T_{ij} - \frac{7\varepsilon}{16} \right) \left(1 - \frac{\varepsilon}{8}\right) \geq T_{ij} - \frac{9\varepsilon}{16} > T_{ij} - \varepsilon.$$  \hspace{1cm} (61)

Hence, we conclude that $D'$ emulates $T$ with accuracy $\varepsilon$:  

$$|D'_{ij} - T_{ij}| < \varepsilon.$$  \hspace{1cm} (62)

4. Discussion

In the first part, we presented a diagrammatic proof of the construction of the stochastic matrix $T$ satisfying $p' = Tp$ and $q' = Tq$ under the assumption $(p, q) \succ (p', q')$. This proof is graphical and highly intuitive, which confirms the existence of the desired stochastic matrix $T$ with no doubt. Corresponding analytical description in a mathematical form is also provided. Our proof contains Birkhoff’s theorem as its special case (both $q$ and $q'$ are the uniform distribution). This simple constructive proof will be helpful in implementation of the stochastic matrix by numerical simulation.

Simple constructive proofs help our simple and intuitive comprehension, which sometimes deepen our understanding, and therefore such alternative proofs are welcomed even if the problem has already been proven. A possible direction in this line is the problem of catalytic majorization (trumping). In catalytic majorization, the state conversion with catalyst is investigated. Catalytic majorization $p \prec_\alpha q$ is equivalent to $p \otimes r \prec q \otimes r$ with a proper catalyst state $r$. It has been proven that the set of $\alpha$-Renyi entropies serves as monotones for catalytic
majorization [40–42], while these proofs are highly complicated and clear understanding of catalytic majorization has not yet been obtained. Catalytic majorization has various potential applications even when limited to quantum thermodynamic problems [24, 26, 30], and therefore simplified constructive proof of catalytic majorization will help us to find novel relations.

Another possible research direction is quantum $d$-majorization. Unlike classical cases, the known necessary and sufficient condition for quantum $d$-majorization [36] is highly complicated, and a simple necessary and sufficient condition has not yet been discovered [35, 37, 38]. Surprisingly, known simple sufficient (but not necessary) conditions are still very few and weak [25, 29], which prevents us to establish quantum thermodynamics in the fully quantum regime. However, even such weak sufficient conditions are useful in establishing strong relations [28]. The obtained intuitive and schematic proof of classical $d$-majorization may help to find stronger sufficient conditions for quantum $d$-majorization, which will leads to new discoveries in quantum thermodynamics in the fully quantum regime.

In the second part, we presented an explicit construction of thermal operation which emulates any given Gibbs-preserving map. In addition, we clarified the meaning of equivalence of the Gibbs-preserving map and thermal operation in the classical regime. Although some Gibbs-preserving maps cannot be emulated by thermal operation exactly, any Gibbs-preserving map is emulatable by thermal operation with arbitrary accuracy. Our construction is based on the direction manifested in the paper of Horodecki and Oppenheim [21]. In fact, our proof can be understood as filling some vague or abstract points in the argument of reference [21]. Our construction accompanies evaluation of error (accuracy) for finite size systems, which tells the speed of convergence.

This findings will push further the recent recognition of the importance of finiteness of heat baths in quantum thermodynamics; from the correction of second law with finite heat baths [43–48] to the ability of cooling [49–52]. Since an infinite-size heat bath is an ideal setup and real experimental heat bath is always finite-size, the effect of finiteness of heat baths should be taken into account in both theoretical physics and experiments. This point has much importance, in particular when we consider the third law of thermodynamics (approach to absolute zero temperature). In addition, it has been pointed out that finite-speed process leads to effectively finite-size heat bath [53], and thus finite-bath analyses shed new light on the recent research trends on efficiency-power trade-off on heat engines [54–59]. There must exist trade-offs between resources (e.g., athermality) and size of heat baths, which is worth investigating as a future work.
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Appendix A. Some remarks on the results of Horodecki–Oppenheim

We here briefly review and comment on the argument of Horodecki and Oppenheim [21], which claims that the TO emulates any GPM with arbitrary accuracy in (semi-)classical systems.
Although they treat semi-classical quantum systems, since it is equivalent to classical systems, in this section we describe their result in terms of classical probability distributions.

We first summarize their claim. For any given $\delta > 0$, they first suppose a very large heat bath and a set of states of the bath $K$ such that

$$\sum_{i \in K} p_i^{\text{Gibbs}} \geq 1 - \delta$$

(A.1)

and satisfies the following four properties:

(a) Almost all states in $K$ have energy in $[\bar{E} - \sqrt{\bar{E}}, \bar{E} + \sqrt{\bar{E}}]$ with some $\bar{E}$.

(b) Let $N(E)$ be the number of states (degeneracy) with energy $E$. For any $i \in K$, the degeneracy of energy $E_i$ scales exponentially with respect to $E$:

$$N(E_i) \geq e^{cE_i}$$

(A.2)

with a positive constant $c > 0$.

(c) Let $a, b$ be two states of the system with energy $E_a$ and $E_b$. For any states of the system $a, b$ and any state of the bath $i \in K$, there exists a state of the bath $j \in K$ satisfying

$$E_a + E_i = E_b + E_j,$$

(A.3)

(d) For any state of the system $a$ and any state of the bath $i \in K$, the number of states of the bath with energy $E_i$ and $E_i - E_a$ obeys the Boltzmann’s law approximately:

$$\left| \frac{N(E_i)e^{-\beta E_a}}{N(E_i - E_a)} - 1 \right| \leq \delta.$$  

(A.4)

They assume the existence of such a bath, and using these conditions they construct a TO emulating a given GPM with arbitrary accuracy.

Their main concern seems to be on the case of infinite baths which is obtained after taking the thermodynamic limit. However, our interest is on a large but finite size heat bath and its asymptotic behavior (how TO converges to a given GPM as the size of the bath becomes larger). Therefore, we here examine the validity of this assumption in case of a bath with large but finite system size. The most problematic condition is (c). This assumption is justified by resorting the continuity of the energy spectrum of the bath. However, any large but finite size heat bath does not have continuous energy spectrum. This point becomes serious if the energy difference in the system has irrational ratio.

Before going to the irrationality problem, we first clarify the fact that (c) in the literal meaning cannot be fulfilled in any finite size heat bath (regardless of irrationality). The reason is very simple. Since the system has finite number of states, $K$ is also a finite set. On the other hand, (c) requires that $K$ should have states $j$ with energy $E_j = E_i + n(E_a - E_b)$ for any $n \in \mathbb{Z}$, which is possible only when $K$ is an infinite set. This is contradiction. Hence, (c) is violated at least at the edge of the energy band of $K$.

If all the energy of the system is rational numbers, then we can easily construct a heat bath where (c) is violated only at the edge of the energy band of $K$. In contrast, if the energy difference in the system has irrational ratio, the situation is much worse. Consider a three state system \{$a, b, c$\} with $E_a = 0, E_b = 1$ and $E_c = \sqrt{2}$ as an example. Let $E_K^{\text{max}}$ and $E_K^{\text{min}}$ be the maximum and minimum energy of states in $K$. We decompose $K$ into $M = \lfloor (E_K^{\text{max}} - E_K^{\text{min}})/(1 + \sqrt{2}) \rfloor$ sets $K_1, K_2, \ldots, K_M$, where states in $K_n$ ($n \neq M$) have energy in $[E_K^{\text{min}} + (n - 1)(1 + \sqrt{2}), E_K^{\text{min}} + n(1 + \sqrt{2})]$ and states in $K_M$ have energy in $[E_K^{\text{min}} + (M - 1)(1 + \sqrt{2}), E_K^{\text{max}}]$. Let $E_i$
be an energy of a state in the set $K_n$ (i.e., $E_i \in [E_{K_n}^{\min} + (n-1)(1 + \sqrt{2}), E_{K_n}^{\min} + n(1 + \sqrt{2})]$).

We consider the following sequence of $e_m$:

- $e_0 = E_i$.
- If $e_m + 1 \in [E_{K_n}^{\min} + (n-1)(1 + \sqrt{2}), E_{K_n}^{\min} + n(1 + \sqrt{2})]$, then we set $e_{m+1} = e_m + 1$.
- If $e_m + 1 \not\in [E_{K_n}^{\min} + (n-1)(1 + \sqrt{2}), E_{K_n}^{\min} + n(1 + \sqrt{2})]$, then we set $e_{m+1} = e_m - \sqrt{2}$.

This sequence $\{e_m\}$ has infinite length and stays in $[E_{K_n}^{\min} + (n-1)(1 + \sqrt{2}), E_{K_n}^{\min} + n(1 + \sqrt{2})]$. In addition, all $e_m$ take different values for different $n$. Hence, if (c) is satisfied, for any $m$ the set $K_n$ should contain a state with energy $e_m$. However, this is impossible for a finite set $K_n$, which implies the violation of (c) in all $K_n$ ($n = 1, 2, \ldots, M$). In other words, in case of irrational energy difference ratio, (c) is violated in the bulk of the energy band of $K$.

We shall compare the assumed requirements in reference [21] and our construction of thermal operation. The condition (36) along with the structure of the state space of the bath is a counterpart of the requirement (c). The structure of the state space ensures that most of the states (islands) satisfy the condition (c), and the inequality (36) bounds the number of states not satisfying the condition (c). The condition (37) corresponds to the requirement (d). We do not put conditions corresponding to the requirements (a) and (b) explicitly.
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