Abstract

A Markovian modulation captures the trend in the market and influences the market coefficients accordingly. The different scenarios presented by the market are modeled as the distinct states of a discrete-time Markov chain. In our paper, we assume the existence of such modulation in a market and, as a novelty, we assume that it can be anticipative with respect to the future of the Brownian motion that drives the dynamics of the risky asset. By employing these own techniques of enlargement of filtrations, we solve an optimal portfolio utility problem in both a complete and an incomplete market. Many examples of anticipative Markov chains are presented for which we compute the additional gain of the investor who has a more accurate information.
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1 Introduction

We work within the framework of the optimal portfolio problem in a market in which a discrete-time Markov chain $\varepsilon = (\varepsilon_t, 0 \leq t \leq T)$ is modulating the state of the market coefficients. The market is composed of two assets and by market coefficients we refer to the drift and the volatility of the risky asset and the short interest rate of the riskless one, see (2.1) for a detailed definition. The source of randomness driving the dynamics of the risky asset is the Brownian motion $W = (W_t, 0 \leq t \leq T)$. We consider, as one of the main novelties of the paper, that $\varepsilon$ is anticipative with respect to the natural filtration of $W$, denoted by $\mathcal{F}$. This is motivated by the fact that, in a financial market, the change of regime may be noticed by some investors before the rest, due to the presence of anticipative information that creates asymmetry, and, maybe, incompleteness. In this context, we assume that there exists a trader that relies on the information provided by $\mathcal{G} := \mathcal{F} \vee \mathcal{F}^c$, being $\mathcal{F}^c$ the natural filtration generated by $\varepsilon$.

The optimal portfolio problem consists of maximizing the expected utility of an investor’s gains by looking at the optimal strategy within an admissible set. A seminal paper about this problem is [25], where a solution for the logarithmic and CRRA utilities is given for a complete market within the natural information flow $\mathcal{F}$. In [22], the utility function acquires a more general form and the problem is solved both for complete and incomplete market.
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The existence of a Markov chain that modulates the market has been deeply studied. It is often mentioned as a regime-switching model, which leads to a new scenarios where the market coefficients modify their trend for many reasons. A seminal paper is [8], where the same market as in [25] but with the modulation is considered. Explicit solutions for the HARA utilities in the investment/consumption problem are obtained in [29]. In addition, the problem can be stated with a semi-Markov modulation, for example in [16]. In [2], they faced with a non-continuous risky asset, whose dynamics are driven by a Poisson process. In [5], a dynamic programming principle is derived for a Markov-switching jump–diffusion process while in [24], the general modulated stochastic control problem is solved via maximum principle.

Market modulation is also considered in option pricing, see for example [17]. A special case is the American options, where an optimal stopping problem arise, see [10] or [26], the latter is motivated by a subsidy support problem. Nowadays, the modulation of the market is still an interesting research topic, as in [21], where a more complex and realistic optimal consumption/investment problem is formulated.

The goal of our paper is to consider an anticipative Markov chain, to the best of our knowledge, it is never been attempted before. The existing literature about the asymmetric information in the optimal portfolio framework is divided between two approaches. The first one is the theory of enlargement of filtrations, both for the initial and the progressive types, where the so-called Jacod’s hypothesis is assumed in order to guarantee the semimartingale decomposition of $W$ in the bigger filtration, see [28] for a seminal reference. The second one is the anticipative calculus, where the stochastic integral dispenses the measurability assumptions, we refer the monography [13] where in the Chapter 16 they face with the optimal portfolio problem under multiple levels of information. A paper linking both approaches is [19], where the semimartingale property is guaranteed by assuming a weaker absolutely continuous condition related to the Malliavin derivative of the conditional probability in an initial enlargement problem.

In this paper we aim to address the problem of asymmetric information in a modulated market. To the best of our knowledge, it was partially studied only by [6], leaving many questions still to be solved. The authors assumed that the modulation is given by a diffusion process, whose driver is correlated to $W,$ about which they have some future information. In our work, we assume that the modulation is a discrete-time Markov chain and the information is about the immediate future of the risky asset, allowing a larger number of examples to be developed.

The paper is organized as follows. In Section 2 we start by defining the utility maximization problem and introduce the notation, we also state the Jacod’s hypothesis. In Section 3 we address the problem for a complete market, i.e., where the Markov chain at any time is measurable in $\mathcal{F}_T = \sigma(W_t, 0 \leq t \leq T).$ We get the optimal solution in the enlarged filtration $\mathcal{G}$ by adapting the computations of [22]. In addition, we provide a number of novel examples for which we compute the $G$-semimartingale decomposition and the optimal portfolio under the logarithmic utility. In Section 4 we assume that the $\varepsilon$ also depends on another Brownian motion $B$ that creates incompleteness in the market. We get the solution of the utility problem in the incomplete market in $\mathcal{G}$ and we show how to adapt the examples developed in Section 3.

## 2 Anticipative Markov modulated market

As a general set-up we assume to work in a probability space $(\Omega, \mathcal{F}, \mathbb{P}, P)$ where $\mathcal{F}$ is the event sigma-algebra, and $\mathcal{F} = \{ \mathcal{F}_t, t \geq 0 \}$ is an augmented filtration that is generated by the natural filtration of the Brownian motion $W = (W_t, 0 \leq t \leq T)$ and let $T > 0$ be the horizon time. Let $\varepsilon$ be a discrete-time Markov chain whose state space is $E = \{0, 1\}$ and denote by $\mathcal{F}^\varepsilon$ its own filtration. The relation between $\mathcal{F}$ and $\mathcal{F}^\varepsilon$ is unspecified a priori. We assume that an agent can
invest in a market composed just by two assets. The first one is risk-less while the second one is a risky asset, their dynamics are given by the following SDEs,

\[ dD_t = D_t r_{\varepsilon} dt, \quad D_0 = 1 \]  \hspace{1cm} (2.1)

\[ dS_t = S_t (\eta_{\varepsilon} dt + \xi_{\varepsilon} dW_t), \quad S_0 = s_0 > 0, \]  \hspace{1cm} (2.2)

where we are considering the case that the drift, the volatility and the short interest rate can take only two different values, i.e., \( \{\eta_0, \eta_1\}, \{\xi_0, \xi_1\} \) and \( \{r_0, r_1\} \). We assume that \( \xi_0, \xi_1, r_0, r_1 > 0 \) and \( \xi_0 \neq \xi_1 \).

If we try to apply a version of the Itô Lemma we get,

\[ \ln S_t s_0 = \int_0^t (\eta_{\varepsilon} s - \frac{1}{2} \xi_{\varepsilon} s) ds + \int_0^t \xi_{\varepsilon} dW_s, \quad 0 \leq t \leq T. \]

In this case, the stochastic integral is not well defined for any possible \( \mathbb{F}^{\varepsilon} \), so we need to give the correct interpretation of the stochastic integral according to the measurability assumptions on \( \varepsilon \). We consider the following possibilities,

- **a)** \( \mathbb{F}^{\varepsilon} \subset \mathbb{F} \): In this case, the classical Itô integral is well-defined and we recover a modulated version of the Merton problem, solved in [8].

- **b)** \( \varepsilon \perp W \): The independence of the processes guarantees that the classical Itô integral is well-defined (see Section 3.3 of [30]), but the new source of randomness creates incompleteness. This problem can be considered as an special case of [22] and it has partially been solved in [16] or [29].

- **c)** \( \varepsilon_t \in \mathcal{F}_T \) but \( \varepsilon_t \notin \mathcal{F}_t \): In this case the process \( \varepsilon \) is anticipative and the Itô integral may be not well-defined. Usually in the literature the problem is solved by applying one of the following approaches.

  1. **Enlargement of filtrations**: We need to derive the semimartingale decomposition of \( W \) within the bigger filtration \( \mathcal{G} := \mathbb{F} \vee \mathbb{F}^{\varepsilon} \) by imposing the so-called Jacod’s hypothesis.

  2. **Anticipative calculus**: We extend the framework of the integral in order to drop the need of the measurability assumptions. The new possibilities of integrals are the forward integral or the Skorohod integral.

- **d)** \( \varepsilon_t \in \mathcal{G}_T \supset \mathcal{F}_T \) but \( \varepsilon_t \notin \mathcal{F}_t \): The anticipative issue still holds and in addition it is possible that market is incomplete.

In this paper we solve the problems formulated in c) and d) in the Sections 3 and 4, respectively. As we will argue the reason why, we exploit the properties of the binary state-space \( E \) by using the enlargement of filtration techniques.

If we denote by \( X^{\pi} = (X^\pi_t, 0 \leq t \leq T) \) the wealth of the portfolio of the investor under an admissible strategy \( \pi \), we can write its dynamics as the solution of the following SDE, for \( 0 \leq t \leq T \),

\[ \frac{dX^\pi_t}{X^\pi_t} = (1 - \pi_t) \frac{dD_t}{D_t} + \pi_t \frac{dS_t}{S_t}, \quad X_0 = x_0 > 0. \]

Using (2.1), it can be expressed in the following form

\[ dX^\pi_t = (1 - \pi_t) X^\pi_t r_{\varepsilon_t} dt + \pi_t X^\pi_t (\eta_{\varepsilon_t} dt + \xi_{\varepsilon_t} dW_t), \quad X_0 = x_0 > 0. \]  \hspace{1cm} (2.3)

Usually it is assumed that the strategy \( \pi \) makes optimal use of all information at disposal of the agent at each instant, and in general we are going to assume that the agent’s flow of information, modeled by the filtration \( \mathbb{H} = \{\mathcal{H}_t, 0 \leq t \leq T\} \), is possibly larger than filtration \( \mathbb{F} \), that is \( \mathbb{F} \subset \mathbb{H} \).
Definition 2.1. We define the set of admissible strategies \( A(\mathbb{H}) \) which contains all the self-financing portfolios \( \pi = (\pi_t, 0 \leq t \leq T) \) such that,

- \( \pi \) is adapted with respect to the filtration \( \mathbb{H} \)
- \( \int_0^T \xi_t^2 \pi_t^2 \, dt < +\infty, \mathbb{P}\text{-almost surely} \)

where \( \pi_t \) is the proportion of the capital invested in the risky asset at time \( t \).

We define the optimal portfolio \( \pi^H = (\pi_t^H, 0 \leq t \leq T) \) as the solution of the following optimization problem,

\[
\mathbb{V}^H := \sup_{\pi \in A(\mathbb{H})} \mathbb{E}[U(X_T^\pi)] = \mathbb{E}
\left[
U\left(X_T^{\pi^H}\right)
\right] .
\]

The function \( U : \mathbb{R}^+ \to \mathbb{R} \) denotes the utility of the agent and it is assumed to be continuous, strictly increasing and strictly concave in its domain and satisfying \( U(x) = -\infty \) for \( x < 0 \). In addition we assume that it is continuously differentiable, being \( U' \) also strictly increasing and strictly concave in its domain and satisfying the Inada conditions,

\[
U'(0) := \lim_{x \to 0^+} U'(x) = +\infty , \tag{2.5a}
\]

\[
U'(+\infty) := \lim_{x \to +\infty} U'(x) = 0 . \tag{2.5b}
\]

We will write \( \mathbb{G} \) as the minimum filtration which is right-continuous and contains \( \mathbb{F} \cup \mathbb{F}^\varepsilon \). As we consider a discrete-time Markov chain, we assume that it jumps at the set of times \( \{t_0, t_1, \ldots, t_n\} \) with \( t_n = T \). Then, the enlargement \( \mathbb{F} \subset \mathbb{G} = \{\mathcal{G}_t, 0 \leq t \leq T\} \) is a sequence of initial enlargements given by

\[
\mathcal{G}_t = \bigcap_{s > t} (\mathcal{F}_k \vee \sigma(\varepsilon_{t_0}, \ldots, \varepsilon_{t_k})) , \quad t_k \leq t < t_{k+1} , \quad k < n . \tag{2.6}
\]

So we can reduce it to the framework of initial enlargements in each interval \([t_k, t_{k+1})\). Note that, as the quadratic variation of \( S \), \( \int_0^t S_t^2 \xi_t^2 \, ds \), can be observed by the agent, the Markov chain \( \varepsilon \) is also seen because \( \xi \) is bijective. Then the natural information flow of an agent who knows about the modulation of \( \varepsilon \) should be \( \mathbb{G} \) and the enlargement is justified according to the model given by (2.1).

In addition, [4] Example 2.7 assures that the binary random variable always satisfy the following Jacod’s hypothesis.

Assumption 2.2. The conditional distributions \( P(\varepsilon_{t_k} \in \cdot | \mathcal{F}_t) \) for \( t \in [t_k, t_{k+1}) \) almost surely verify the following absolutely continuity condition with respect to \( P(\varepsilon_{t_k} \in \cdot) \),

\[
P(\varepsilon_{t_k} \in \cdot | \mathcal{F}_t) \ll P(\varepsilon_{t_k} \in \cdot) .
\]

This assumption assures the existence of a family of jointly measurable processes \( p^{e,k} \) defined as

\[
p^{e,k}_{t} \overset{\text{def}}{=} \frac{P(\varepsilon_{t_k} = e | \mathcal{F}_t)}{P(\varepsilon_{t_k} = e)} , \quad e \in \{0, 1\} , \quad k \in \{0, 1, \ldots, n - 1\} , \quad t_k \leq t < t_{k+1} .
\]

The crucial point of the filtration enlargement is to guarantee that the \( \mathbb{F} \)-local martingales remain at least \( \mathbb{G} \)-semimartingales, this is known in the literature as the \( (H') \) hypothesis. In [20] Theorem 2.5], it is proven that the former Jacod’s hypothesis implies the \( (H') \) hypothesis. As the process \( p^{e,k} = (p^{e,k}_t, t_k \leq t < t_{k+1}) \) is an \( \mathbb{F} \)-martingale for any \( e \in \{0, 1\} \), see [4] Lemma 2.1], then \( \langle X, p^{e,k} \rangle^\mathbb{F}_t \) is well-defined for any \( \mathbb{F} \)-local martingale \( X \). We introduce the notation,

\[
\langle X, p^{e,k} \rangle^\mathbb{F}_t := \langle X, p^{e,k} \rangle^\mathbb{F}_t \circ \varepsilon_{t_k} , \quad t_k \leq t < t_{k+1} . \tag{2.7}
\]
Proposition 2.3. Let $X = (X_t, 0 \leq t \leq T)$ be an $\mathbb{F}$-local martingale and let $\mathcal{G}$ be as in (2.6). Then,

$$\hat{X}_t = X_t - \int_{t_k}^t \frac{d(X_t p_{\varepsilon_{t_k} p, k})^F}{p_{\varepsilon_{t_k}}}, \quad t_k \leq t < t_{k+1},$$

is a $\mathcal{G}$-local martingale in the interval $[t_k, t_{k+1})$.

3 Complete market

In order to get the completeness of the market, in this section we assume that $\varepsilon_{t_k} \in \mathcal{F}_{t_k}$, for any $k < n$, so there is no more source of randomness in the market than the one provided by the $\mathbb{F}$-Brownian motion $W$. By using the Jacod’s hypothesis we guarantee the $\mathcal{G}$-semimartingale decomposition of $W$. A more explicit expression for the integral process appearing in (2.8) can be obtained in the following result.

Theorem 3.1. If we consider the enlargement defined in (2.6), the $\mathcal{G}$-adapted process

$$\alpha^\varepsilon_t(k) = E[D_t \varepsilon_{t_k} | \mathcal{F}_t] \varepsilon_{t_k} - E[\varepsilon_{t_k} | \mathcal{F}_t] = \frac{E[D_t \varepsilon_{t_k} | \mathcal{F}_t]}{V[\varepsilon_{t_k} | \mathcal{F}_t]} \int_t^{t+1} E[D_s \varepsilon_{t_k} | \mathcal{F}_s] dW_s,$$

satisfies that $W_t - \int_0^t \alpha^\varepsilon_t(k) ds$ is a $\mathcal{G}$-Brownian motion for $t_k \leq t < t_{k+1}$.

Proof. It follows by applying [12, Theorem 2] for binary random variables jointly with the Clark-Ocone formula [13, Theorem 6.35],

$$\varepsilon_{t_k} = E[\varepsilon_{t_k}] + \int_0^{t+1} E[D_t \varepsilon_{t_k} | \mathcal{F}_t] dt,$$

where the Malliavin derivative is considered in the generalized white noise version for any $L^2(\mathbb{P})$-random variable $\mathcal{F}_t$-measurable.

The process $\alpha^\varepsilon_t(k)$ is strongly related with the $\mathbb{F}$-local martingale $p^{\varepsilon, k}$. Indeed, in [7, Remark 5] we can find the following relationship

$$dp^{\varepsilon, k}_t = p^{\varepsilon, k}_t \alpha^\varepsilon_t(k) dW_t.$$

By concatenating the previous theorem and using that $\alpha^\varepsilon_t(k) \in L^2([t_k, t_{k+1}], dt \times \mathbb{P}, \mathcal{G})$ for any $k < n$, we prove the following result in the whole interval time.

Corollary 3.2. In the context of Theorem 3.1,

$$\hat{W}_t := W_t - \int_0^t \alpha^\varepsilon_s ds, \quad \alpha^\varepsilon_t := \sum_{k=0}^{n-1} \mathbf{1}_{(t_k \leq t < t_{k+1})} \alpha^\varepsilon_t(k), \quad 0 \leq t \leq T.$$

is a well-defined $\mathcal{G}$-Brownian motion in $[0, T]$. $\alpha^\varepsilon$ is named the information drift.

Proof. By applying the Jacod’s hypothesis, see Assumption [2,2] and Theorem 3.1, we know that $\hat{W} = (\hat{W}_t, 0 \leq t < T)$ is a $\mathcal{G}$-Brownian motion with $T$ excluded. Moreover, as we are considering only enlargements with purely atomic random variables, by [4, Theorem 4.1], we have that

$$\frac{1}{2} \int_0^T E[(\alpha^\varepsilon_t)^2] dt = -\sum_{i=1}^{n-1} E[H(\varepsilon_{t_k})] < +\infty,$$

being $H(\varepsilon_{t_k})$ the entropy operator of the random variable $\varepsilon_{t_k}$. Then, we can apply [18, Theorem 3.2] and we get that $\hat{W}$ is a $\mathcal{G}$-Brownian motion with $T$ included. \(\square\)
To make a consistent notation with the continuous-time processes, we sometimes consider \( \varepsilon_t := \varepsilon_{t_k} \) for \( t_k \leq t < t_{k+1} \), for example, in the SDE of the assets. In the next lemma, following [22], we construct a \( \mathcal{G} \)-exponential local martingale, usually called a deflator in the literature, see [11, Section 1.4] or [14, Definition 3.1]. We will require the definition of the following process
\[
\theta_t^\varepsilon := \frac{\eta_t^\varepsilon - r_t^\varepsilon}{\xi_t^\varepsilon} + \alpha_t^\varepsilon, \quad 0 \leq t \leq T.
\] (3.3)

**Lemma 3.3.** The process \( D^{-1}ZS = (D_t^{-1}Z_tS_t, 0 \leq t \leq T) \) is a non-negative \( \mathcal{G} \)-local martingale, where
\[
Z_t = \mathcal{E}_t \left( -\int_0^t \theta_s^\varepsilon d\mathcal{W}_s \right),
\] (3.4)
with \( \mathcal{E}_t(\cdot) \) denoting the Doléans-Dade exponential. Moreover, \( D^{-1}ZX \) is also a non-negative \( \mathcal{G} \)-local martingale for any \( \pi \in \mathcal{A}(\mathcal{G}) \).

**Proof.** The proof follows directly by applying the Itô Lemma, a similar one can be consulted in [11, Proposition 3.4(2)].

In the following theorem we solve the utility maximization problem under the filtration \( \mathcal{G} \) in a complete market modulated by \( \varepsilon \). It is one of the main results of the paper, the proof employs techniques similar to those of [3, 22, 27] in the complete case.

**Theorem 3.4.** The solution of the optimal portfolio problem is
\[
\sup_{\pi \in \mathcal{A}(\mathcal{G})} \mathbb{E}[U(X_T^\pi)] = \mathbb{E}[(U \circ I)(\mathcal{Y}(x_0)D_T^{-1}Z_T)],
\] (3.5)
where \( X^\pi \) satisfies (2.3), \( I \) is the inverse of \( U' \) and \( \mathcal{Y}(x_0) \) is the measurable function satisfying
\[
\mathbb{E} \left[ D_T^{-1}Z_TI(\mathcal{Y}(x_0)D_T^{-1}Z_T) \right] = x_0.
\] (3.6)
The optimal portfolio is attained by a strategy \( \pi^G \in \mathcal{A}(\mathcal{G}) \) which hedges the random variable
\[
X_T^{\pi^G} = I(\mathcal{Y}(x_0)D_T^{-1}Z_T).
\]

**Proof.** By the completeness of the market, we know that there exists \( \pi \in \mathcal{A}(\mathcal{G}) \) such that \( X_T^{\pi} = I(\mathcal{Y}(x_0)D_T^{-1}Z_T) \) \( \mathbb{P} \)-almost surely. By applying [22, Lemma 6.2], the process \( D^{-1}ZX \) is a true \( \mathcal{G} \)-martingale. Therefore, denoting by \( X^\pi \) the wealth process for any strategy \( \pi \in \mathcal{A}(\mathcal{G}) \) and using the properties of the concave functions, we get
\[
U(X_T^{\pi}) \geq U(X_T^{\pi^G}) + \mathcal{Y}(x_0)D_T^{-1}Z_T \left( X_T^{\pi} - X_T^{\pi^G} \right).
\]
Taking expectation in both sides we have,
\[
\mathbb{E}[U(X_T^{\pi})] \geq \mathbb{E}[U(X_T^{\pi^G})] + \mathbb{E} \left[ \mathcal{Y}(x_0)D_T^{-1}Z_T \left( X_T^{\pi} - X_T^{\pi^G} \right) \right]
= \mathbb{E}[U(X_T^{\pi^G})] + \mathbb{E} \left[ \mathcal{Y}(x_0)D_T^{-1}Z_T \left( X_T^{\pi^G} - X_T^{\pi} \right) \right]
\geq \mathbb{E}[U(X_T^{\pi^G})] \mathcal{Y}(x_0) \left( x_0 - \mathbb{E}[D_T^{-1}Z_TX_T^{\pi^G}] \right) \geq \mathbb{E}[U(X_T^{\pi^G})],
\]
where, in the last step, we used that \( D^{-1}ZX \) and \( D^{-1}ZX^G \) are respectively a \( \mathcal{G} \)-martingale and a \( \mathcal{G} \)-super martingale, we finally denoted by \( \pi^{G^*} \) the optimal strategy.
Remark 3.5. If the process $\alpha^\varepsilon$ satisfies the Novikov’s condition, i.e.,

$$
E \left[ \exp \left( \frac{1}{2} \int_0^T (\alpha^\varepsilon_t)^2 \, dt \right) \right] < +\infty ,
$$

then (NFLVR)$_G$ holds true and the deflator defines an Equivalent Local Martingale Measure (ELMM), see [14, Proposition 3.2]. An example of enlargement satisfying this condition can be found in [11, Theorem 4.16].

In the following result, we give the value of the additional information of an agent playing with $G$ versus another who is totally unaware of the existence of such modulation.

Proposition 3.6. If we consider the enlargement $F \subset G$, then the price of the information given by $\varepsilon$ under logarithmic utility is

$$
\mathcal{V}^G_T - \mathcal{V}^F_T = - \sum_{k=0}^{n-1} \left( P(\varepsilon_{t_k} = 1) \ln P(\varepsilon_{t_k} = 1) + P(\varepsilon_{t_k} = 0) \ln P(\varepsilon_{t_k} = 0) \right)
$$

$$
+ (M_1 - M_0) \int_0^T E[D_t^\varepsilon] \, dt ,
$$

where we have defined $M_1 := \frac{\eta_1 - r_1}{\xi_1}$, $M_0 := \frac{\eta_0 - r_0}{\xi_0}$.

Proof. As we consider $U(x) = \ln x$, from Theorem 3.4 we conclude that

$$
X_T^\pi^G = x_0 D_T Z^{-1}_T , \quad \pi^G_t = \frac{\theta^\varepsilon_t}{\xi^\varepsilon_t} , \quad 0 \leq t \leq T .
$$

The gains under the filtration $G$ at $T$ are

$$
\mathcal{V}^G_T = E \left[ \ln X_T^\pi^G \right] = \ln x_0 + \int_0^T E[r_t^\varepsilon] \, dt + E \left[ \int_0^T \theta_t^\varepsilon d\hat{W}_t \right] + \frac{1}{2} \int_0^T E \left[ (\theta_t^\varepsilon)^2 \right] \, dt
$$

$$
= \ln x_0 + \int_0^T E[r_t^\varepsilon] \, dt + \frac{1}{2} \int_0^T E \left[ \left( \frac{\eta_t^\varepsilon - r_t^\varepsilon}{\xi_t^\varepsilon} \right)^2 + (\alpha_t^\varepsilon)^2 + 2 \frac{\eta_t^\varepsilon - r_t^\varepsilon}{\xi_t^\varepsilon} \alpha_t^\varepsilon \right] \, dt
$$

$$
= \mathcal{V}^F_T + \frac{1}{2} \int_0^T E \left[ (\alpha_t^\varepsilon)^2 \right] \, dt + \int_0^T E \left[ \frac{\eta_t^\varepsilon - r_t^\varepsilon}{\xi_t^\varepsilon} \alpha_t^\varepsilon \right] \, dt ,
$$

where we have used that $\theta^\varepsilon \in L^2(dt \times P, \mathcal{G})$ in order to conclude the zero expectation of the Itô integral. In order to rewrite the last term, we consider

$$
\frac{\eta_t^\varepsilon - r_t^\varepsilon}{\xi_t^\varepsilon} = (M_1 - M_0) \varepsilon_{t_k} + M_0 , \quad t_k \leq t < t_{k+1} ,
$$
with the previous definition of $M_1, M_0$. Then we get,

$$
\int_0^T \mathbb{E}\left[\frac{\eta_t - r_s \cdot \alpha_t^f}{\xi_t}\right] dt = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{\eta_t - r_s \cdot \alpha_t^f(k)}{\xi_t}\right] dt
$$

$$
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{1}{\xi_t}\left((M_1 - M_0)\xi_t + M_0\right) \alpha_t^f(k)\right] dt
$$

$$
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{1}{\xi_t}\left((M_1 - M_0)\xi_t + M_0\right) \frac{E[D_t \xi_t | \mathcal{F}_t]}{V[\xi_t | \mathcal{F}_t]}\right] \int_t^{t_{k+1}} \mathbb{E}[D_s \xi_t | \mathcal{F}_s] dW_s dt
$$

$$
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{1}{\xi_t}\left((M_1 - M_0)\xi_t + M_0\right) \frac{E[D_t \xi_t | \mathcal{F}_t]}{V[\xi_t | \mathcal{F}_t]}\right] \int_t^{t_{k+1}} \mathbb{E}[D_s \xi_t | \mathcal{F}_s] dW_s dt
$$

$$
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{1}{\xi_t}\left((M_1 - M_0)\xi_t + M_0\right) \frac{E[D_t \xi_t | \mathcal{F}_t]}{V[\xi_t | \mathcal{F}_t]}\right] \int_t^{t_{k+1}} \mathbb{E}[D_s \xi_t | \mathcal{F}_s] dW_s dt
$$

$$
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\frac{1}{\xi_t}\left((M_1 - M_0)\xi_t + M_0\right) \frac{E[D_t \xi_t | \mathcal{F}_t]}{V[\xi_t | \mathcal{F}_t]}\right] \int_t^{t_{k+1}} \mathbb{E}[D_s \xi_t | \mathcal{F}_s] dW_s dt
$$

$$
= (M_1 - M_0) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[D_t \xi_t | \mathcal{F}_t] dt = (M_1 - M_0) \int_0^T \mathbb{E}[D_t \xi_t] dt,
$$

where in the third equality we have used Theorem 3.1 in the fifth one the equation (3.1) and in the eighth one we use that

$$
V[\xi_t | \mathcal{F}_t] = \mathbb{E}[\xi_t - \mathbb{E}[\xi_t | \mathcal{F}_t]^2 | \mathcal{F}_t] = \mathbb{E}\left[\left(\int_t^{t_{k+1}} \mathbb{E}[D_s \xi_t | \mathcal{F}_s] dW_s\right)^2 | \mathcal{F}_t\right] = \mathbb{E}\left[\int_t^{t_{k+1}} (\mathbb{E}[D_s \xi_t | \mathcal{F}_s])^2 ds | \mathcal{F}_t\right].
$$

The rest of the equalities uses basic Itô integral properties. Finally, we compute

$$
\mathbb{E}\left[(\alpha_t^f)^2\right] = \mathbb{E}\left[\left(\sum_{k=0}^{n-1} \mathbbm{1}_{\{t_k \leq t < t_{k+1}\}} \alpha_t^f(k)\right)^2\right] = \sum_{k=0}^{n-1} \mathbbm{1}_{\{t_k \leq t < t_{k+1}\}} \mathbb{E}\left[(\alpha_t^f(k))^2\right]
$$

and by applying [4, Theorem 4.1], we get the result. □

**Remark 3.7.** Although we assume that $\varepsilon$ must be $\mathcal{F}_T$-measurable in order to use the Clark-Ocone formula 3.1, in [13] it was shown that the predictable representation holds in initially enlarged filtrations satisfying the Jacod’s hypothesis, so it can be trivially extended to these filtrations by considering the non-anticipative derivative instead the process $\mathbb{E}[D_t \varepsilon_t | \mathcal{F}_t]$ and taking the $\mathcal{F}_T$-conditional version of [13, Theorem 4.1]. By using [12, Lemma 5], the following representation

$$
\int_0^T \mathbb{E}[D_t \varepsilon_t] dt = P(\varepsilon_t = 1) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\alpha_t^f(k) p_t^f k\right] dt
$$

also holds.
Lemma 3.11. 
Determined by the information drift $\alpha$
As we have seen in the Example 3.8, the optimal strategy under the logarithmic utility is fully
where $\Phi(J)$. Then, a stationary point of $\pi_k$ is a Markov property of the process $W$.

Proof. It follows directly by [12, Remark 6].

By applying the Itô Lemma to (2.3) we obtain

$$
\ln E^{x,\omega}[X_T^W] = \ln x_0 + \int_0^T \left[ r_{\varepsilon_s} + \pi_s \left( \eta_{\varepsilon_s} - r_{\varepsilon_s} + \xi_{\varepsilon_s} \alpha_s^\varepsilon - \frac{1}{2} \xi_{\varepsilon_s}^2 \pi_s \right) \right] ds + \int_0^T \xi_{\varepsilon_s} \pi_s d\hat{W}_s.
$$

As $\hat{W}$ is a $\mathcal{G}$-Brownian motion, the expectation of the utility is reduced to

$$
E[\ln X_T^W] = \ln x_0 + \int_0^T E \left[ r_{\varepsilon_s} + \pi_s \left( \eta_{\varepsilon_s} - r_{\varepsilon_s} + \xi_{\varepsilon_s} \alpha_s^\varepsilon - \frac{1}{2} \xi_{\varepsilon_s}^2 \pi_s \right) \right] ds.
$$

Following the lines of [13, Theorem 16.54], we maximize for each $(s, \omega) \in [0, T] \times \Omega$ the functional

$$
J(\pi) := r_{\varepsilon_s} + \pi \left( \eta_{\varepsilon_s} - r_{\varepsilon_s} + \xi_{\varepsilon_s} \alpha_s^\varepsilon - \frac{1}{2} \xi_{\varepsilon_s}^2 \pi \right).
$$

Then, a stationary point of $J$ satisfies $0 = J'(\pi) = \eta_{\varepsilon_s} - r_{\varepsilon_s} + \xi_{\varepsilon_s} \alpha_s^\varepsilon - \frac{1}{2} \xi_{\varepsilon_s}^2 \pi$, and we obtain the candidate

$$
\pi_t^G = \frac{\eta_{\varepsilon_t}}{\xi_{\varepsilon_t}} + \frac{\alpha_s^\varepsilon}{\xi_{\varepsilon_s}^2} = \sum_{k=0}^{n-1} (k \leq t < k+1) \left( \frac{\eta_{\varepsilon_t}}{\xi_{\varepsilon_t}} + \frac{\alpha_s^\varepsilon(k)}{\xi_{\varepsilon_s}^2} \right).
$$

Since $J$ is concave, the strategy $\pi_t^G$ is a maximum of the optimization problem.

Example 3.10. Let $M = (M_t, 0 \leq t \leq T)$ be the running maximum of $W$, i.e.,

$$
M_t := \sup_{0 \leq s \leq t} W_s.
$$

We use the Markov property of the process $M_t - W_t$ in order to define the following Markov chain $\varepsilon$,

$$
\varepsilon_{\varepsilon_k} = 1_{\{M_{t+k} - W_{t+k+1} > c\}} \ , \ c \in \mathbb{R}^+ \ , \ k \in \{0, 1, ..., n - 1\}.
$$

As we have seen in the Example 3.8, the optimal strategy under the logarithmic utility is fully determined by the information drift $\alpha^\varepsilon$, which is computed in the next lemma.

Lemma 3.11.

$$
\alpha_t^\varepsilon(k) := (1)^{1+\varepsilon} \Phi' \left( \frac{\varepsilon_{\varepsilon_t} + M_{t+k} - W_{t+k+1}}{\sqrt{t_{k+1} - t}} \right) - \Phi' \left( \frac{\varepsilon_{\varepsilon_t} - M_{t+k} + W_{t+k+1}}{\sqrt{t_{k+1} - t}} \right), \ e \in \{0, 1\}, \ t_k \leq t < t_{k+1}.
$$
3 COMPLETE MARKET

Proof. We proceed as before, by computing

\[ p_{t}^{1,k} = \frac{P(M_{t+k+1} - W_{t+k+1} > c|F_t)}{P(M_{t+k+1} - W_{t+k+1} > c)} , \]

we operate separately with the numerator, looking at a more explicit expression. We denote by

\[ M_{s,t} := \sup_{u \in [s,t]} W_u \text{ and } a \lor b := \max\{a,b\}, \text{ then} \]

\[ P(M_{t+k+1} - W_{t+k+1} > c|F_t) = P(M_t \lor M_{t+k+1} - W_{t+k+1} > c|F_t) \]

\[ = P(M_t - W_{t+k+1} > c, M_t > M_{t+k+1}|F_t) + P(M_{t+k+1} - W_{t+k+1} > c, M_t \leq M_{t+k+1}|F_t) \]

\[ = P(M_t - W_{t+k+1} - (W_{t+k+1} - W_t) > c, M_t - W_t > M_{t+k+1} - W_t|F_t) \]

\[ + P(M_{t+k+1} - W_t - (W_{t+k+1} - W_t) > c, M_t - W_t \leq M_{t+k+1} - W_t|F_t) \]

\[ = P(M_t - W_t - (W_{t+k+1} - W_t) > c, M_t - W_t > M_{t+k+1} - W_t) \]

\[ + P(M_{t+k+1} - W_t - (W_{t+k+1} - W_t) > c, M_t - W_t \leq M_{t+k+1} - W_t) . \]

We define \( K_t = M_t - W_t, X = M_{t+k+1} - W_t \) and \( Y = W_{t+k+1} - W_t \). In [23, Proposition 8.1] it is stated that the vector \( (X,Y) \) has the following density function,

\[ p(x, y, t_{k+1} - t) = \frac{2(2x - y)}{\sqrt{2\pi(t_{k+1} - t)^3}} \exp \left( -\frac{(2x - y)^2}{2(t_{k+1} - t)} \right) , \quad x > y \lor 0 . \]

Then,

\[ P(M_{t+k+1} - W_{t+k+1} > c|F_t) = P(Y < K_t - c, X < K_t) + P(X - Y > c, X \geq K_t) \]

\[ = \int_{0}^{K_t} \int_{-\infty}^{K_t - c} p(x, y, t_{k+1} - t)dy \ dx \]

\[ + \int_{K_t}^{+\infty} \int_{-\infty}^{x - c} p(x, y, t_{k+1} - t)dy \ dx \]

\[ = 2 \int_{0}^{K_t} \Phi' \left( \frac{2x - K_t + x}{\sqrt{t_{k+1} - t}} \right) \ dx + 2 \int_{K_t}^{+\infty} \Phi' \left( \frac{x + c}{\sqrt{t_{k+1} - t}} \right) \ dx \]

\[ = \int_{c-K_t}^{+\infty} \Phi' \left( \frac{z}{\sqrt{t_{k+1} - t}} \right) \ dz + 2 \int_{c-K_t}^{K_t} \Phi' \left( \frac{z}{\sqrt{t_{k+1} - t}} \right) \ dz \]

\[ = \Phi \left( \frac{c - K_t}{\sqrt{t_{k+1} - t}} \right) + \Phi \left( \frac{c + K_t}{\sqrt{t_{k+1} - t}} \right) . \]

By defining \( f(t, K_t) := P(M_{t+k+1} - W_{t+k+1} > c|F_t) \) we aim to compute \( df(t, K_t) \) via Itô Lemma. We note that the partial derivatives satisfy the following

\[ \frac{\partial}{\partial K} f(t, K_t) = \frac{1}{\sqrt{t_{k+1} - t}} \Phi' \left( \frac{c - K_t}{\sqrt{t_{k+1} - t}} \right) - \frac{1}{\sqrt{t_{k+1} - t}} \Phi' \left( \frac{c + K_t}{\sqrt{t_{k+1} - t}} \right) \]

\[ 0 = \frac{\partial}{\partial t} f(t, K_t) + \frac{1}{2} \frac{\partial^2}{\partial K^2} f(t, K_t) , \]

and we conclude

\[ df(t, K_t) = \frac{\partial}{\partial K} f(t, K_t) \ dK_t . \]

Note that the process \( M \) is increasing only in the set \( \{ t, K_t = 0 \} \) and then we get \( \frac{\partial}{\partial K} f(t, 0) \ dM_t = 0 \). We have proved the following relationship

\[ df(t, K_t) = -\frac{\partial}{\partial K} f(t, K_t) \ dW_t = \Phi' \left( \frac{c + K_t}{\sqrt{t_{k+1} - t}} \right) \ dW_t . \]
We conclude the following representation
\[ dp^{1,k}_t = p^{1,k}_t \Phi' \left( \frac{\varepsilon + K_i}{\sqrt{k+1 - t}} \right) - \Phi' \left( \frac{\varepsilon - K_i}{\sqrt{k+1 - t}} \right) dW_t \]
and by using (3.2), the result follows when \( \varepsilon = 1 \). We repeat the same reasoning when \( \varepsilon = 0 \). \( \square \)

**Example 3.12.** We consider the enlargement given by the Markov chain
\[ \varepsilon_{t_k} = 1 \{ W_s \leq B_k, s \leq t < t_{k+1} \} , \quad k \in \{0, 1, \ldots, n-1\} . \]
We assume that \( B_k \) is \( F_k \)-measurable and it can be different for any \( k \). Then, the random variables \( \{\varepsilon_{t_k}\}_k \) are independent. This example has been introduced in [7], in the Section 3.3 by the name of Pathwise Conditioning.

**Lemma 3.13.**
\[ \alpha^*_t(k) := \begin{cases} -f_{t,t_{k+1}}(B_k) \frac{\varepsilon_{t_k} - P(\varepsilon_{t_k} = 1|\mathcal{F}_t)}{P(\varepsilon_{t_k} = 1|\mathcal{F}_t)P(\varepsilon_{t_k} = 0|\mathcal{F}_t)} & \text{if } M_{t_k,t} \leq B_k \\ 0 & \text{if } M_{t_k,t} > B_k \end{cases} \]
where we compute \( P(\varepsilon_{t_k} = 0|\mathcal{F}_t) = 1 - P(\varepsilon_{t_k} = 1|\mathcal{F}_t) \) and\[ f_{t,t_{k+1}}(m) = \frac{2}{\sqrt{k+1 - t}} \Phi' \left( \frac{m - W_t}{\sqrt{k+1 - t}} \right) , \quad m \geq W_t \]
\[ P(\varepsilon_{t_k} = 1|\mathcal{F}_t) = \mathbb{1}_{\{M_{t_k,t} \leq B_k\}} \int_{W_t}^{B_k} f_{t,t_{k+1}}(m) dm . \]

**Proof.** We proceed by applying the Theorem 3.1. Note that \( \varepsilon \) can be expressed in terms of the running maximum of \( W \) as follows, \( \varepsilon_{t_k} = \mathbb{1}_{\{M_{t_k,t_{k+1}} \leq B_k\}} \). Then, we compute the Malliavin derivative by applying [11, Corollary 5.3], as it is argued in the Example 5.3 of the same reference, we have
\[ D_t \mathbb{1}_{\{M_{t_k,t_{k+1}} \leq B_k\}} = -\delta_{B_k}(M_{t_k,t_{k+1}}) \mathbb{1}_{\{M_{t_k,t} \leq M_{t_k,t_{k+1}}\}} . \]
And the conditional expectation is computed as follows,
\[ E[D_t \mathbb{1}_{\{M_{t_k,t_{k+1}} \leq B_k\}}|\mathcal{F}_t] = -E[\delta_{B_k}(M_{t_k,t_{k+1}}) \mathbb{1}_{\{M_{t_k,t} \leq M_{t_k,t_{k+1}}\}}|\mathcal{F}_t] \]
\[ = -E[\delta_{B_k}(M_{t_k,t_{k+1}}) \mathbb{1}_{\{M_{t_k,t} \leq M_{t_k,t_{k+1}}\}}|\mathcal{F}_t] \]
\[ = -\int_{M_{t_k,t}}^{+\infty} \delta_{B_k}(m) f_{t,t_{k+1}}(m) dm = -\mathbb{1}_{\{M_{t_k,t} \leq B_k\}} f_{t,t_{k+1}}(B_k) , \]
where \( f_{t,t_{k+1}} \) is the \( \mathcal{F}_t \)-conditional density function of \( M_{t,t_{k+1}} \). To end the example, we compute the conditional probabilities as follows,
\[ P(\varepsilon_{t_k} = 1|\mathcal{F}_t) = P(M_{t_k,t_{k+1}} \leq B_k|\mathcal{F}_t) = P(M_{t_k,t} \leq B_k, M_{t,t_{k+1}} \leq B_k|\mathcal{F}_t) \]
\[ = \mathbb{1}_{\{M_{t_k,t} \leq B_k\}} P(M_{t,t_{k+1}} \leq B_k|\mathcal{F}_t) = \mathbb{1}_{\{M_{t_k,t} \leq B_k\}} \int_{W_t}^{B_k} f_{t,t_{k+1}}(m) dm . \]
Example 3.14. We consider a sequence \( L_0, L_1, \ldots, L_n \) of \( \mathcal{F}_T \)-independent binary random variables with parameters \( p_0, p_1, \ldots, p_n \), and we define the Markov chain
\[
\tilde{\varepsilon}_{tk} = L_k \varepsilon_{tk}, \quad k \in \{0, 1, \ldots, n\},
\]
being \( \varepsilon_{tk} \) any of the Examples 3.8, 3.10 and 3.12. In this case the information of the agent is disturbed by some additional source of noises, provided by the binary random variables \( \{L_j\}_{j=1}^{n} \). Despite the presence of such noise, not \( \mathcal{F}_T \)-measurable, the market maintains its completeness, as proved in [13, Proposition 3.1] for initial enlargements satisfying the Jacod’s hypothesis. Then, we compute
\[
\frac{\partial^{1, k}}{\partial t^{1, k}} = \frac{P(\varepsilon_{tk} = 1 | \mathcal{F}_t)}{P(\varepsilon_{tk} = 1)} = \frac{E[\varepsilon_{tk} | \mathcal{F}_t]}{P(\varepsilon_{tk} = 1)} = \frac{E[L_k \varepsilon_{tk} | \mathcal{F}_t]}{P(\varepsilon_{tk} = 1)} = \frac{E[L_k \varepsilon_{tk} | \mathcal{F}_{tk+1} | \mathcal{F}_t]}{P(\varepsilon_{tk} = 1)}
\]
and we write the differential as \( d\alpha^{1, k}_t = dp^{1, k}_t \) and we immediately have that
\[
\alpha^{1, k}_t(k) = \alpha^{1, k}_t(k),
\]
We conclude that the information of \( \{\varepsilon_{tk} = 1\} \) is the same as in \( \{\varepsilon_t = 1\} \) because \( \{\varepsilon_{tk} = 1\} \subset \{\varepsilon_t = 1\} \). We can then argue in the same way to get \( \alpha^{0, k}_t(k) \) and we get
\[
\frac{\partial^{0, k}}{\partial t^{0, k}} = \frac{P(\varepsilon_{tk} = 0 | \mathcal{F}_t)}{P(\varepsilon_{tk} = 0)} = \frac{1 - P(\varepsilon_{tk} = 1 | \mathcal{F}_t)}{P(\varepsilon_{tk} = 1)} = \frac{1 - p_k P(\varepsilon_{tk} = 1 | \mathcal{F}_t)}{P(\varepsilon_{tk} = 1)}
\]
and we write the differential as
\[
dp^{0, k}_t = p_k \frac{P(\varepsilon_{tk} = 0)}{P(\varepsilon_{tk} = 1)} dp^{0, k}_t
\]
and we conclude
\[
\frac{\partial^{0, k}}{\partial t^{0, k}} = p_k \frac{P(\varepsilon_{tk} = 0)}{P(\varepsilon_{tk} = 1)} \frac{dp^{0, k}_t}{dp^{0, k}_t} = p_k \frac{P(\varepsilon_{tk} = 0)}{P(\varepsilon_{tk} = 1)} \frac{dp^{0, k}_t}{dp^{0, k}_t} = p_k \frac{P(\varepsilon_{tk} = 0 | \mathcal{F}_t)}{P(\varepsilon_{tk} = 1)} dp^{0, k}_t
\]
and \( \tilde{G} \) be the filtration enlarged with the Markov chain \( \tilde{\varepsilon} \). We aim to compare the additional logarithmic price of the information between \( \tilde{G} \) and \( \mathcal{F} \). According to Remark 3.7, [17] assures the representation of \( \tilde{\varepsilon} \), in this case as
\[
\tilde{\varepsilon}_{tk} = L_k E[\varepsilon_{tk}] + \int_0^{t_{k+1}} L_k E[D_t \varepsilon_{tk} | \mathcal{F}_t] dW_t.
\]
Finally, when we use the [4, Theorem 4.1], we apply the non \( \mathcal{F}_T \)-measurable statement and we conclude that
\[
\nu_T^T - \nu_T^1 = -\sum_{k=0}^{n-1} \sum_{b \in \{0, 1\}} E\left[ P(\varepsilon_{tk} = b | \mathcal{F}_{tk+1}) \ln P(\varepsilon_{tk} = b | \mathcal{F}_{tk+1}) \right]
\]
\[
+ (M_1 - M_0) p_k \int_0^T E[D_t \varepsilon_t] dt,
\]
without imposing \( \varepsilon_{t_k} \in \mathcal{F}_{t_{k+1}} \) for any \( k < n \). We rewrite it as
\[
\mathcal{V}_T^{\tilde{G}} - \mathcal{V}_T^F = -\sum_{k=0}^{n-1} \mathbb{E} \left[ \mathbb{1}_{\{\varepsilon_{t_k}=1\}} p_k \ln \left( \mathbb{1}_{\{\varepsilon_{t_k}=1\}} p_k \right) + (1 - \mathbb{1}_{\{\varepsilon_{t_k}=1\}} p_k) \ln \left( 1 - \mathbb{1}_{\{\varepsilon_{t_k}=1\}} p_k \right) \right] \\
+ (M_1 - M_0) p_k \int_0^T \mathbb{E} [D_t \varepsilon_t] \, dt \\
= -\sum_{k=0}^{n-1} P(\tilde{\varepsilon}_{t_k} = 1) (p_k \ln p_k + (1 - p_k) \ln (1 - p_k)) + (M_1 - M_0) p_k \int_0^T \mathbb{E} [D_t \varepsilon_t] \, dt .
\]

Finally, we compute the price between \( \mathbb{G} \) and \( \tilde{\mathbb{G}} \) as follows,
\[
\mathcal{V}_T^{\mathbb{G}} - \mathcal{V}_T^{\tilde{\mathbb{G}}} = -\sum_{k=0}^{n-1} (P(\varepsilon_{t_k} = 1) \ln P(\varepsilon_{t_k} = 1) + P(\varepsilon_{t_k} = 0) \ln P(\varepsilon_{t_k} = 0)) \\
+ \sum_{k=0}^{n-1} P(\tilde{\varepsilon}_{t_k} = 1) (p_k \ln p_k + (1 - p_k) \ln (1 - p_k)) + (M_1 - M_0) p_k \int_0^T \mathbb{E} [D_t \varepsilon_t] \, dt ,
\]
where it can be verified that
\[
0 < h(x, y) := -(x \ln x + (1 - x) \ln (1 - x)) + xy(y \ln y + (1 - y) \ln (1 - y))
\]
for any \( 0 < x, y < 1 \), while the sign of the last term depends on the sign of \( M_1 - M_0 \) and if \( \varepsilon_{t_k} \) is codified as a positive or negative trend of \( W \), as we can see in the previous examples.

## 4 Incomplete market

In this section we assume that the Markov chain \( \varepsilon \) that modulates the market is measurable in a sigma-algebra bigger than \( \mathcal{F}_T \). In particular, the market coefficients are also modulated by a Brownian motion \( B = (B_t, 0 \leq t \leq T) \) as follows,
\[
dD_t = D_t r_{\varepsilon_t} (B_t) \, dt , \quad D_0 = 1 \\
dS_t = S_t (\eta_{\varepsilon_t} (B_t) \, dt + \xi_{\varepsilon_t} (B_t) \, dW_t) , \quad S_0 = s_0 > 0 .
\]

We assume that \( W \) and \( B \) are \( \mathbb{P} \)-independent and we introduce the natural information flow \( \mathcal{E}_t = \{ \mathcal{E}_t, t \geq 0 \} \) induced by \( W \) and \( B \) as
\[
\mathcal{E}_t = \sigma ((W_s, B_s), 0 \leq s \leq t) .
\]

Note that \( (W, B) \) has the predictable representation property in the sense that any \( (\mathbb{P}, \mathbb{E}) \)-local martingale \( m = (m_t, 0 \leq t \leq T) \) can be written as
\[
m_t = m_0 + \int_0^t \varphi_s \, dW_s + \int_0^t \phi_s \, dB_s ,
\]
where \( \varphi, \phi \) are square-integrable \( \mathbb{E} \)-predictable processes. Indeed, for any \( F \in \mathcal{E}_T \)-measurable random variable satisfying \( F \in L^2(\mathbb{P}) \), the following representation holds,
\[
F = \mathbb{E} [F] + \int_0^T \mathbb{E} [D_s^{(1)} F | \mathcal{E}_s] \, dW_s + \int_0^T \mathbb{E} [D_s^{(2)} F | \mathcal{E}_s] \, dB_s ,
\]
where \( D^{(1)} \) and \( D^{(2)} \) represent the Malliavin derivative with respect \( W \) and \( B \) respectively, see [13, Theorem 13.28] for a reference. In this case, the discrete time Markov chain satisfies that \( \varepsilon_{t_k} \)
is $\mathcal{E}_{t_k+1}$-measurable, being $\mathcal{G}$ the same enlargement as in (2.6). As we maintain the binary state space, the Jacod’s hypothesis is still satisfied within the filtration $\mathcal{E}$. The motivation is given by assuming the existence of an additional source of uncertainty in the information flow. This slight modification induces incompleteness in the market and the computations of the Section 3 do not hold.

**Proposition 4.1.** If we consider the enlargement $\mathcal{E} \subset \mathcal{G}$, then

$$
\hat{W}_t := W_t - \int_0^t \alpha^e_s ds,
\quad
\alpha^e_t := \sum_{k=0}^{n-1} \mathbb{1}_{\{t_k \leq t < t_{k+1}\}} \alpha^e_t(k),
\quad
\alpha^e_t(k) := \frac{E[D_t^{(1)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_t]}{P(\xi_{t_k} = e|\mathcal{E}_t)}
$$

$$
\hat{B}_t := B_t - \int_0^t \gamma^e_s ds,
\quad
\gamma^e_t := \sum_{k=0}^{n-1} \mathbb{1}_{\{t_k \leq t < t_{k+1}\}} \gamma^e_t(k),
\quad
\gamma^e_t(k) := \frac{E[D_t^{(2)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_t]}{P(\xi_{t_k} = e|\mathcal{E}_t)}
$$

where $\hat{W}, \hat{B}$ are $\mathcal{G}$-Brownian motions in $[0, T]$.

**Proof.** The result directly follows from Proposition 2.3 and the representation given by (4.3), in particular we get

$$
p_t^{e,k} = \frac{P(\xi_{t_k} = e|\mathcal{E}_t)}{P(\xi_{t_k} = e)} = \frac{E[\mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_t]}{P(\xi_{t_k} = e)} = \frac{P(\xi_{t_k} = e) + E[\int_0^T E[D_s^{(1)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_s]dW_s + \int_0^T E[D_s^{(2)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_s]dB_s|\mathcal{E}_t]}{P(\xi_{t_k} = e)}
$$

Then we write the differential form as

$$
dp_t^{e,k} = \frac{E[D_t^{(1)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_t]}{P(\xi_{t_k} = e|\mathcal{E}_t)} dW_t + \frac{E[D_t^{(2)} \mathbb{1}_{\{\xi_{t_k} = e\}}|\mathcal{E}_t]}{P(\xi_{t_k} = e|\mathcal{E}_t)} dB_t,
$$

and by the independence of $W$ and $B$ it follows that $\langle W, B \rangle_t^{\mathcal{E}} = 0$ and we get the result.

**Lemma 4.2.** Let $L = (L_t, 0 \leq t \leq T)$ be any $(P, \mathcal{G})$-local martingale with $L_0 = 0$. Then, there exist square-integrable and $\mathcal{G}$-predictable processes $\lambda$ and $\nu$ such that

$$
L_t = \int_0^t \lambda_s d\hat{W}_s + \int_0^t \nu_s d\hat{B}_s,
\quad
0 \leq t \leq T.
$$

**Proof.** The result directly follows from (4.3), Proposition 4.1 and [15, Corollary 2.10].

Motivated by the Lemma 4.2 we introduce the exponential $(P, \mathcal{G})$-local martingale

$$
Z_t^{\lambda, \nu} := \exp \left( -\int_0^t \lambda_s d\hat{W}_s - \int_0^t \nu_s d\hat{B}_s - \frac{1}{2} \int_0^t (\lambda_s^2 + \nu_s^2)ds \right),
\quad
0 \leq t \leq T.
$$

**Lemma 4.3.** The family of processes $\{Z_t^{\nu}\}$ with $\nu \in L^2(dt \times P, \mathcal{G})$ satisfies that $D^{-1}Z_t^{\nu}S$ and $D^{-1}Z_t^{\nu}X^\pi$ are non-negative $\mathcal{G}$-local martingales, where we define

$$
Z_t^{\nu} := \exp \left( -\int_0^t \theta_s d\hat{W}_s - \int_0^t \nu_s dB_s - \frac{1}{2} \int_0^t (\theta_s^2 + \nu_s^2)ds \right),
\quad
0 \leq t \leq T.
$$
4 INCOMPLETE MARKET

Proof. By using Itô calculus, we get
\[ Z_t^\lambda \nu D_t^{-1} S_t = S_0 \exp \left\{ \int_0^t \left( \eta_s(B) - r_s(B) - \frac{1}{2} \xi_s^2(B) + \xi_s(B) \alpha_s^- - \frac{1}{2} (\lambda_s^2 + \nu_s^2) \right) \, ds + \int_0^t (\xi_s(B) - \lambda_s) \, d\tilde{W}_s - \int_0^t \nu_s dB_s \right\}, \]
then we differentiate in Itô sense,
\[ \frac{d(Z_t^\lambda \nu D_t^{-1} S_t)}{Z_t^\lambda \nu D_t^{-1} S_t} = \xi_t(B) \left( \frac{\eta_t(B) - r_t(B)}{\xi_t(B)} + \alpha_t^- - \lambda_t \right) \, dt + (\xi_t(B) - \lambda_t) \, d\tilde{W}_t - \nu_t dB_t. \]
By imposing in the previous expression that the drift part is null, we obtain that \( \lambda_t = \theta_t^\nu \).

The Inada conditions (2.5) assure that the function \( I \) is such that \( I(0^+) = \infty \) and \( I(\infty) = 0 \). We define
\[ \hat{U}(y) := \max_{x > 0} \{ U(x) - xy \} = U(I(y)) - yI(y), \quad 0 < y < +\infty, \]
and formulate some assumptions appearing in [22] (see also [27]). The first one excludes the logarithmic utility, but in this case, the optimization problem can be solved explicitly.

**Assumption 4.4.**
- \( U(0) := \lim_{x \to 0^+} U(x) > -\infty. \)
- The function \( h(x) := xu'(x) \) is non decreasing on \( \mathbb{R}^+. \)
- There exist \( \alpha \in (0, 1) \) and \( \beta \in (1, +\infty), \) such that \( \alpha u'(x) \geq u'(\beta x) \), for every \( x \in \mathbb{R}^+. \)
- There exists \( \nu \in L^2(dt \times \mathcal{P}, \mathcal{G}) \) such that \( \mathbb{E}[\hat{U}(yD_T^{-1}Z_{T}^{\nu})] < +\infty \) for any \( y \in \mathbb{R}^+. \)

So, the dual problem of (2.4) is stated as follows
\[ \hat{V}(y) := \inf_{\nu} \mathbb{E}[\hat{U}(yD_T^{-1}Z_{T}^{\nu})]. \tag{4.5} \]
Finally, we introduce the following family of random variables
\[ \xi^\nu(x_0) := I(\mathcal{Y}^\nu(x_0)D_T^{-1}Z_{T}^{\nu}), \quad \nu \in L^2(dt \times \mathcal{P}, \mathcal{G}), \tag{4.6} \]
where \( \mathcal{Y}^\nu(x_0) \) satisfies
\[ \mathbb{E} \left[ D_T^{-1}Z_T^{\nu} I(\mathcal{Y}^\nu(x_0)D_T^{-1}Z_{T}^{\nu}) \right] = x_0. \tag{4.7} \]
The following result, proved in [22], gives the existence of a deflator under which the contingent claim (4.6) is hedgeable and the expectation is preserved.

**Proposition 4.5.** Under Assumption 4.4, there exists \( \lambda \) such that for any \( \nu \)
\[ \mathbb{E} \left[ D_T^{-1}Z_T^{\nu} \xi^\lambda(x_0) \right] \leq x_0 = \mathbb{E} \left[ D_T^{-1}Z_T^{\lambda} \xi^\lambda(x_0) \right]. \tag{4.8} \]
Moreover, the random variable \( \xi^\lambda(x_0) \) is hedgeable and \( \lambda \) is the solution of the problem (4.5) with parameter \( \mathcal{Y}^\lambda(x_0). \)

**Proof.** It is a consequence of Theorem 8.5, Theorem 9.4 and Theorem 12.3 of [22].

**Theorem 4.6.** The solution of the optimal portfolio problem is
\[ \text{ess sup}_{\pi \in \mathcal{A}(\mathcal{G})} \mathbb{E}[U(X_T^\pi)] = \mathbb{E}[U(\xi^\lambda(x_0))]. \tag{4.9} \]
where \( X^\pi \) satisfies (2.3). The optimal portfolio is attained by a strategy \( \pi^G \in \mathcal{A}(\mathcal{G}) \) which hedges the random variable \( \xi^\lambda(x_0) = I(\mathcal{Y}^\lambda(x_0)D_T^{-1}Z_{T}^{\lambda}) \) where \( \lambda \) is defined in Proposition 4.5.
Proof. Using Proposition 4.5 we know that there exists \( \pi^G \in \mathcal{A}(G) \) such that \( X^G_t = \xi_t(x_0) \) \( P \)-almost surely. The rest of the proof is analogous to the complete case, see Proposition 3.4.

Example 4.7. We define
\[
\varepsilon_t = \mathbb{1}\{w_{t+1} > w_t\} \mathbb{1}\{b_{t+1} > b_t\} \quad k \in \{0, 1, ..., n-1\}
\]
We aim to compute the information drifts of \( W \) and \( B \) using Proposition 4.1. We proceed as follows,
\[
\alpha_t^1(k) = \frac{E[D_t^{(1)} \mathbb{1}_{\{\varepsilon_t = 1\}} | \mathcal{E}_t]}{P(\varepsilon_t = 1 | \mathcal{E}_t)} = \frac{E[D_t^{(1)} \mathbb{1}_{\{b_{t+1} > b_t\}} \mathbb{1}_{\{w_{t+1} > w_t\}} | \mathcal{E}_t]}{P(\varepsilon_t = 1 | \mathcal{E}_t)} = \frac{E[E[\mathbb{1}_{\{b_{t+1} > b_t\}} \delta w_t (w_{t+1}) | \mathcal{E}_t] | \mathcal{E}_t]}{P(\varepsilon_t = 1 | \mathcal{E}_t)} = \Phi \left( \frac{B_t - B_{t+1}}{\sqrt{t+1} - \tau} \right) \frac{1}{\sqrt{t+1} - \tau} P'(\varepsilon_t = 1 | \mathcal{E}_t)
\]
Similarly, we compute
\[
\gamma_t^1(k) = \frac{E[D_t^{(2)} \mathbb{1}_{\{\varepsilon_t = 1\}} | \mathcal{E}_t]}{P(\varepsilon_t = 1 | \mathcal{E}_t)} = \Phi \left( \frac{w_t - W_{t+1}}{\sqrt{t+1} - \tau} \right) \frac{1}{\sqrt{t+1} - \tau} P'(\varepsilon_t = 1 | \mathcal{E}_t)
\]
As we have pointed out, the logarithmic utility does not satisfy the Assumption 4.4. However, we can maximize handling with the good properties of the logarithmic, as in Example 3.8. We conclude that the optimal strategy is
\[
\pi_t^G = \frac{\eta_t}{\xi_t} + \frac{\alpha_t^G}{\xi_t^2} = \sum_{k=0}^{n-1} \mathbb{1}_{\{k \leq t < k+1\}} \left( \frac{\eta_t}{\xi_t^2} + \frac{\alpha_t^G(k)}{\xi_t^2} \right)
\]
which is depending only on \( \alpha_t^G(k) \) and not on \( \gamma_t^G(k) \).

5 Conclusion

In this paper we have shown how to incorporate the knowledge about an anticipative market modulation in the information flow of an agent who invests in a two-asset market. In this set-up, we have solved the expected utility optimization problem for both the complete and the incomplete market, using the techniques appearing in [22]. We have also given the gain of the anticipative information for the logarithmic utility. Among the examples we present, we construct one where the information contains an additional noise made by a sequence of Bernoulli independent random variables, i.e., may be wrong. We show that under this framework the market remains complete and that the accurate information assures higher expected profits under a condition on the market coefficient.
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