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ABSTRACT  System-of-Systems (SoS) offer unprecedented potential for new types of emerging services, which significantly exceed the capabilities of the constituting systems. SoS in safety-critical domains (e.g., medical applications, smart grid, disaster recovery, defense) are prominent examples, but they have stringent real-time and reliability requirements. Therefore, a suitable temporal and spatial allocation of resources is required both within each constituent system and in the wide area networks between them. This paper introduces an algorithm for admission control and resources’ allocation, which considers these requirements and the autonomy of the constituent systems. To simulate a realistic admission control and resources’ allocation process of a typical SoS network, a simulated case study with eight constituent systems, six services, and twenty-five processes/requests is developed. The suggested admission control and resources’ allocation process’s performance is measured in terms of gain in the execution time and blockage probability. A sensitivity analysis is carried out to evaluate the influence of the number of constituent systems and the number of services sought by the received processes/requests on the efficacy of the proposed process. The results show that the proposed admission control and resources’ allocation process have very low blockage probability, high gain in the execution time, and high resources’ utilization.

INDEX TERMS  System-of-systems, admission control, resources’ allocation, distributed systems, real-time requirements.

I. INTRODUCTION  System-of-Systems (SoS) have recently gained popularity among the research community, especially with the advent of several emerging and disruptive technologies like the Internet of Things (IoT) [1], cloud computing [2], [3], big data [4], artificial intelligence (AI) [5], etc. Therefore, a new era of applications and services driven by a mixture of these technologies, has been introduced to cope up with our information age, thus research around SoS network architecture and paradigm becomes more in focus. Electronic health care services [6], remote security and monitoring [7], precision agriculture [8], aviation [9] and industrial automation [10] are some examples of these technology driven applications and services which can be effectively integrated and implemented in the context of SoS. However, to establish a reliable and effective SoS infrastructure for these services, the conventional information technology (IT) infrastructure that solely depends on the resources available at one single network, should be revamped in a way to support the diverse resources needed by these services. Thus, the SoS infrastructure requires the integration and collaboration
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of several network service providers. For instance, several safety-relevant applications and scenarios often have stringent requirements such as reliability, security, high availability, and real-time constraints. Capitalizing the resources needed to meet the requirements of these applications and services in one network is very challenging and, in some case, impossible, especially when considering the cost, effectiveness, scalability, reliability, and efficiency aspects. Motivated by the above discussion, SoS architecture was proposed as an efficient and cost-effective solution to these challenges, which in turn will pave the way toward actualizing these services in an affordable manner, taking into account the application requirements and constraints, thus ensuring high-quality SoS services. The SoS initial system architecture was coined in Maier [11] sentimental paper, where the author defined the main taxonomies associated with SoS, along with the principle architecture. Maier emphasized that the SoS architecture is not physical but rather logical, where a set of standard components communicate with each other, to accomplish a certain functionality in a collaborative manner. The fundamental benefit of the SoS architecture lies in the fact that it utilizes the available resources for different systems, that work together as one complete system thus being capable of providing complex functions, which cannot be achieved by the independent systems.

This paper uses the definition of SoS as introduced in [12] and [13], dependent and which are networked together for a period of time to establish emerging services and satisfy requirements that cannot be met by any CS in isolation. Cyberphysical SoS are time-sensitive and include not only the computer system, but also a controlled object and humans [12]. An example of such a system is an intelligent transportation system with vehicle-to-vehicle communication and vehicle-to-infrastructure communication. Another example is a healthcare SoS where patient monitoring and treatment services are dynamically established with patients, medical doctors, hospitals, data centers, and care takers.

For a given application to be deployed in an SoS network architecture, the application is initiated at a CS, which is often named as the initiator CS as will be explained in the SoS section of this paper (section III). The initiator-CS is responsible for resources provision and coordination between the SoS CSs, which involves (1) identifying CSs that can provide the services, (2) optimizing the use of the services driven by extra-functional properties, (3) performing admission control for service-provision, (4) reserving resources for provided services and (5) recursively using services from subcontracted CSs to realize service-provisions [14].

This paper focuses on the admission control challenge in SoS network architecture, which is very crucial for effective and efficient service provisioning. Admission control in SoS ensures that the required resources demanded by the user request are fulfilled taking into consideration many factors such as: the service real-time provisioning, priority, reliability, cost, scalability, security, etc. In our previous works, [15] and [16], an SoS model and architecture were introduced. In [17] and [18], we focused on the security and network resource reservation between different CSs within the SoS utilizing the Multiprotocol Label Switching (MPLS) paradigm. In [19], the SoS network architecture taking into account the services’ provisioning concept for SoS have been described. Furthermore, a preliminary description of a proposed distributed admission control algorithm has been described in [20]. This paper expands our previous work in the field of SoS, mainly the one presented in [20] by expanding the proposed admission control algorithm, where a more detailed description is provided, in addition to presenting a detailed simulation and performance evaluation of the proposed algorithm for SoS network architecture, which addresses the problem of performing admission control for service provisioning utilizing the distributed SoS resources. Further, the paper provides a more holistic view on the network architecture, considering an SoS paradigm, where the resources must be first checked from availability point of view, then reserved and utilized by the requesting service. The proposed algorithm has been evaluated by simulation, which showed the effectiveness of the proposed algorithm. In summary, the original contributions of this work can be summarized as follows:

- The development of an admission control and resources’ allocation algorithm that considers the application under consideration requirements and the autonomy of the CSs.
- The verification of the proposed algorithm with respect to a simulated case study, properly designed to mimic a realistic admission control and resources’ allocation process of a typical SoS network.
- The evaluation of the proposed algorithm’s effectiveness by computing various performance metrics from the literature, such as the gain in the execution time and the blockage probability.
- The investigation of the influence of the number of CSs and the number of services sought by the received processes/requests on the efficacy of the proposed algorithm by a proper sensitivity analysis.

Furthermore, most of the published works in the literature propose admission control algorithms for one system, while this work focuses on proposing an admission control algorithm for distributed services in SoS with real-time requirements.

The rest of the paper is organized as follows: Section II summarizes the state of the art papers. Section III describes the SoS network architecture. Section IV discusses the proposed admission control and resource allocation algorithm. The performance evaluation of the proposed algorithm is presented in Section V. Finally, the paper is concluded in Section VI and future recommendations are stated.

II. LITERATURE REVIEW

The SoS literature covers a wide range of applications, types, and research issues. We limit ourselves to the admission
control and scheduling part. There has been numerous works in the field SoS, however, there is a little work that focuses on and solve issues related to the coordinated and distributed admission control and scheduling for SoS networks.

For example, the authors in [21] tackled the issue of scheduling large size of dependent and independent task requests that reach cloud systems. The work proposed a heuristic scheduling mechanism to reduce the time of large requests scheduling. The results obtained presented an improved performance outcomes when compared to other current solutions in terms of speed-up, make-span, and length ratio scheduling. The dynamic request scheduling and resource allocation within consentient systems are considered in [22] and [23].

The work in [24] presented a data processing platform named Nephele that dynamically assigns resources in cloud systems for executions and scheduling tasks. The proposed platform does not consider quality of service (QoS) requirements and end-to-end deadlines in the scheduling process. Furthermore, reliability and the network inconsistency between the constituent systems are not considered.

A literature survey of resources’ scheduling algorithms for cloud computing systems was discussed and analyzed in [25]. The survey and analysis considered the grouping of resources, evolution of resources scheduling, and different available scheduling algorithms and the associated QoS constraints. The authors indicated that it is still not an easy task to discover the best planning and mapping of workloads capabilities and resources without having effective mechanisms for resource provisioning. Also, it can be observed from the conducted literature review and surveys that most of the existing works consider only scheduling requests and resource allocations on one and only CS, while the requirements for multiple CSs of diverse requests are not taken into consideration. Additionally, the vibrant nature of resources availability and requests are not addressed carefully.

The researchers in [26] provided new awareness into the energy sharing and low-carbon cost-effective scheduling between multiple energy systems from the systems of systems perspective. The relation between admission control and data analytic is also of main concern.

An aircraft fleet planning and architecture framework assessment for air mobility and distribution using a system-of-systems approach is discussed in [27]. The framework provides understanding of the SoS design space and successful deployment or optimization of UAM fleet.

The concept of emergence and its relation to the engineering of SoS and Smart energy grids environmental impact were studied in [28].

A recent work that proposes an algorithm for incremental scheduling with real time requirements for the SoS is discussed in [29]. The authors proposed a two-level cooperating heuristic method using a genetic algorithm (GA) to schedule real-time requests incrementally by adding requests to the time triggered SoS systems. The algorithm deploys and computes the schedule for every new SoS request after its arrival at run-time. Consequently, the computational resources and limited communication must be shared and communicated between different SoS requests and applications released and communicated over time. The blocking time thus is reduced for the shared resources; and as a result, the possible shortage of resources for future applications can be handled. Hence, the authors developed a new resource allocation algorithm for more balanced blocking times of shared resources and supports future resource requests.

The work in Roy et al. [30], proposed two integer linear programming (ILP)-based schemes, namely ILP with explicit time reduced (ILP-ETR) and ILP with non-overlapping constraints (ILP-NC), for optimally scheduling real-time precedence-constrained task graphs (PTGs) on platforms composed of heterogeneous processing elements interconnected through a set of heterogeneous shared buses in contrast to conventional schemes that deal with homogeneous elements and communication channels. The suggested schemes were shown to be realistically efficient when tested on an automotive cruise controller case study. In the same context of a heterogeneous distributed platform, the work of Roy et al. [31], proposed two low-overhead heuristic algorithms, namely global slack aware quality-level allocator (G-SLAQ) and total slack aware quality-level allocator (T-SLAQ) for optimally scheduling real-time directed-acyclic task graph (DTG) combined with multiple quality-level tasks, with convenient computational efforts. The proposed schemes were shown to be more effective than the traditional ILP scheme when tested in an automotive traction controller case study. Similarly, in the work of Roy et al. [32], the authors proposed a low-overhead heuristic algorithm, namely the contention cognizant task and message scheduler (CC-TMS) for optimally scheduling real-time DTG with convenient computational efforts. The proposed scheme was shown to be more effective than the traditional ILP scheme when tested in an automotive traction controller case study.

The authors in [33] illustrated the use of AI to sort space habitation sub-systems for NASA technological groups and to classify applicable sources of data for these sub-systems. The authors demonstrated how AI agents can support the recovery and retrieval of composite information needed to feed existing SoS analytic tools and discussed possible challenges and future steps.

The authors in [34] discussed the problem of managing volatile and unpredictable variations of SoS networks. The authors proposed a dynamic reconfiguration scheme that aims at enhancing the SoS agility to quickly respond from failures. The proposed scheme employs estimated dynamic programming technique to calculate the dynamic reconfiguration choices and decisions that can allow failed or degraded sub-systems to be detached and the allocation of new resources to be changed rapidly.

III. SYSTEM-OF-SYSTEMS ARCHITECTURE
As shown in Fig. 1, a typical SoS consist of several CSs where each CS can deliver certain services provided by its end
systems (ESs), which can be for example a computing device that runs a certain software application to provide services. The ESs are connected with each other via routers. Further, each CS contains a constituent system manager (CSM) that manages the CS resources in terms of admission control, resource allocation and scheduling.

Within this SoS architecture, the envisioned establishment process for dependable SoS-applications as depicted in Fig. 3 is as follows:

A. SoS-APPLICATION REQUEST AND TARGET-CS DISCOVERY
The starting point is a request for an SoS-application at a CS (henceforth called initiator-CS). As part of a graph of services depicted in Fig. 2, the initiator-CS will require services from other CSs (henceforth called target-CS). Therefore, the initiator-CS needs to find CS that provides these services by using a broker (e.g., [35]).

B. SERVICE-OFFER REQUEST
The initiator-CS will send requests for service-offers to the target-CS, which were named as potential providers of the services by the broker.

C. SHORT-TERM SERVICE ADMISSION BY TARGET-CS
Each target-CS will execute a schedulability test and in case of success it will reply with a service-offer and a short-term admission to the initiator-CS. The short-term admission will be associated with an expiration time. Each target-CS can recursively contact other CS if it needs to use other CS-services to provide its own services.

D. OPTIMIZED SELECTION OF TARGET-CS
The initiator-CS checks the service-offers from the target-CSs by considering their available resources and matches it with the requests’ constraints (e.g. end-to-end delay). The initiator-CS selects for each service the winner CS(s) in an optimized manner (e.g., cost, reliability, timing, network delays, network reliability). Confirmation messages will transform the short-term admission into a long-term admission. Short-term admissions without a confirmation from the initiator will expire at the target-CS.

E. LONG TERM ADMISSION AND EXECUTION OF SoS APPLICATION
The selected target-CS will execute a distributed algorithm for the incremental resource reservation of these CSs. Thereafter, the SoS-application is executed based on the allocated resources and the service contracts. Service revocations can occur in case of resource conflicts with SoS-applications of higher criticality.

IV. ADMISSION CONTROL AND RESOURCES ALLOCATION
To establish the process of dependable SoS applications, a coordination protocol needs to be defined that is responsible for resources’ scheduling among CSs in a distributed manner. In the proposed SoS network architecture, several requests...
submitted from different ESs asking for services with diverse requirements such as E2E delay, reliability, security, costs, etc. need to be processed by different CSs. These requests are generated from different CSs that may be issued for the same services at the same time. The coordination protocol must handle these requests dynamically and in a distributed manner such that each CS will handle the received/generated requests and allocate the needed resources in coordination with the other related CSs. This allocation process optimizes the available resources in all CSs to assure that all requests meet their requirements. The challenge in designing the coordination protocol results from the stringent requirements of the architecture and the applications of the SoS. A concurrent, incremental, and distributed scheduling and admission control process is required as described below.

1) Admission control: In SoS, different CSs may generate different requests with specific constraints. Admission control determines whether the requests can be admitted and scheduled according to the available resources, such that the requests’ requirements can be met. To achieve that, CSs must exchange their resource allocation and scheduling policies regularly in order to get a global picture of the available resources and determine if the new request can be admitted taking into account its constraints without jeopardizing the admitted requests.

2) Requests concurrency in mixed-critical systems: CSs can receive multiple requests with different priorities and criticalities at the same time competing for the current available resources. To handle these requests, a prioritization policy has to be implemented in all CSs such that it handles the requests in an optimal manner taking into account their criticalities and the resource availability. For example, some requests should be handled with stringent deadline requirements, since they are related to safety-critical services. These requests are considered more critical than other less stringent requests. This process may cause different challenges that need to be addressed such as deadlocks, request starvation and aging.

3) Revocation of previous admission based on criticality: High priority requests may arrive to CS without being admitted due to the lack of the available resources. To avoid such a case, resources revocation for lower priority admitted requests should take place, which will allow the admission of higher priority requests. This resource allocation and revocation process based on the priority should be done in coordination with all CSs to ensure optimal resource allocation with minimal resources wastage.

4) Handling requests with multiple constraints: Several requests with different constraints (e.g., real-time assurance, reliability, security, cost, etc.) should be handled properly in the resources’ optimization allocation process of different CSs. However, dealing with different constraints increases the admission process complexity. As such, heuristic resource allocation algorithms must be proposed in all CSs to deal with the problem efficiently.

To have an optimal distributed resource allocation between different CSs, a distributed resource allocation protocol is proposed. The protocol runs on all CSs of the SoS and implements the following tasks:

1) Resource Discovery. Each CS must have up-to-date knowledge about the available resources at its ESs with their current status. To achieve that, a resources allocation manager (RAM) is proposed, which runs a periodic resource discovery process to explore any new resources that were added and also to exclude vanished resources. While running the discovery process, a resources allocation table (RAT) should be established which has the following main entries: CS ID, resources ID (RID), resource status (RS), priority level (PL), and process constraints (PCons). In what follows, a brief description of the RAT fields is provided.

- Resources ID: each resource should have a unique ID within the SoS. This ID should indicate its main functionality and the ES that hosts the resource. Moreover, depending on the CS that is hosting the resource, each process will have different processing time. This can be represented using the resource processing time (RPT) entry.
- Resource Status: the RAM should be aware of the status of all resources, which is represented by a tuple of three fields; the Resource Status which can be either busy (B) or free (F), the Process ID that is occupying the resource, and the time slot on which the resource will be busy (busy slot (BS)). For example, if the resource $R_1$ in $CS_0$ is occupied by process ID ($P_{00}$), during the period from [0-75] ms, then the RS of the resource $R_1$ inside $CS_0$ RAT will be as follows: B:$P_{00}$:BS[0-75]. It is important to mention that to maximize the resources utilization, the entries of the RAT of each CS should be regularly updated whenever a new process is admitted or served.
- Priority Level: once a process utilizes resources, its priority level should be saved. A mechanism for determining the process priorities should be implemented.
- Process Constraints: all the process constraints such as E2E delay, fault tolerance, security, reliability, etc. are stored in this field. In addition, this field contains the set of the needed resources by the process at each CS.
- CSs Route: this entry shows the sequence of remaining CSs (including the one that is admitted to), that the process will follow to get all the needed resources and services.
Finally, it is important to emphasize that this table is frequently exchanged with the neighbouring CSs within the SoS, so all the CSs will have a global vision for all the available resources in different CSs. Once the resource discovery process is performed, the path of the CSs that have the needed resources can be identified, which will be used in the path reservation process utilizing the resource reservation protocol (RSVP).

2) Resource Reservation. In order to serve multiple processes with different priorities and requirements, a resource reservation process will take place. To achieve that, a resource reservation protocol (RRP) is proposed. The RRP has the following main functionalities:

- **Process Pre-admission**: When a process arrives to the SoS, the RRP will admit it temporarily till it checks whether it can fulfill its constraints. The RRP will save the received requests in a temporary queue, extract its requirements and check with other SoS for resource availability.
- **Path Determination**: the RRP will consult the CSM of the CS in order to determine all possible paths toward the next CS. Different paths can be utilized to choose the one that can fulfill the process constraints.
- **Resources Reservation**: Once the path of the next CS is determined, the RRP will send a resource reservation request (RRR) with the following fields: The Process ID, which defines the ID of the process that is asking for a resource. The Source CS ID is the ID of the CS that the process belongs to. The Resource ID is the ID of the resource required by the process and the Priority Level defines the process priority level to assess its criticality. The constraints define the process constraints in terms of E2E delay, fault tolerance, security and reliability.
- **Process Admission**: The RRR will be sent to all the required CSs needed by the process. If all the needed CSs can fulfill the process requirements, then the needed resources in all CSs will be reserved, and the process is moved from the pre-admission queue in the receiving CS to the admitted queue. All the CSs will update their RAT to reflect the new admitted processes. However, if the reservation process was unable to fulfill the process requirements and constraints, then another admission process called priority-based admission (PBA) will take place, which is used as a mitigation procedure for the potential failure of the normal admission process. This may happen if the admission process was unable to admit a process since other processes are occupying the available resources. In this case, the process priority should be considered. The flow chart and the unified modeling language (UML) sequence diagram of the admission control algorithm are depicted in Fig. 4, and Fig. 1, respectively. Furthermore, the admission control computational complexity is $O(RsN)$, where $Rs$ is the maximum resources requested by the processes, and $N$ is the number of CSs. This complexity corresponds to the worst case scenario where the initiator CSM has to check with all CSs for all requested resources by the process. Finally, the spatial complexity which corresponds to the
storage needed to store the CSs RAT is $O(T_sN)$, where $T_s$ is the maximum possible RAT table size (which corresponds to the CS that has the most resources. It is apparent that both complexities are polynomial which makes the algorithm feasible from implementation point of view.

A. DEMONSTRATION EXAMPLE

The following example aims at elaborating the proposed process admission and resources reservation protocol, which also highlights the various challenges and requirements that need to be taken into consideration while developing the admission control and resource allocation algorithms.

Fig. 6 shows SoS that consist of four CSs ($CS_1$, $CS_2$, $CS_3$ and $CS_4$). Each CS has a RAT table that shows the current available resources with the CS, and the allocated processes. For example, in $CS_1$, the CS has four different resources ($R_1,R_2$) that are assigned to ES1, and $R_3,R_4$ that are assigned to ES2. The resources processing time for each resources is shown for each CS. For instance, in $CS_1$, the processing time needed for $R_2$ is equal to 100 ms, where it is equal to 50 ms in $CS_2$, which is expected since in $CS_2$, each ES is dedicated for one resource, which in turn will result in less processing time. The example below shows that the SoS is currently handling two processes, $P_0$, and $P_1$. The RAT tables show how the resources are allocated between different CSs. For example, as shown in the Constraints column of RAT1, $P_0$ had the following constraints: an E2E delay equals to 300 ms, and it needs the following resources in order: $R_1, R_2$, and $R_3$. Currently it is scheduled as follows:

It will be served first by $CS_1$: $R_1$, the busy time slot will be from 0 to 75 ms, and the CS-route is as follows: $CS_1, CS_2$, and then $CS_2$ again. One can notice that the needed resources for this process have been reserved in the respected CSs. For instance, after the process is served by $CS_1$: $R_1$, it will be routed to $CS_2$ and be served by $R_2$, the busy time slot for $CS_2$: $R_2$ will be from 75 to 125 ms. Notice that the processing time for $CS_2$: $R_2$ is equal to 50 ms according to the RPT entry. Further, to simplify the scheduling problem, we ignored the communication and transmission delay between CSs. Finally, the process will be delivered to $CS_2$ again, where it will occupy $R_3$ from 125-175 ms. Here the processing time for $CS_2$: $R_3$ is equal to 50 ms.

Once a resource reservation request arrives, the admission control manager at the receiving CS checks the resources utilization trees for all the resources in all CSs, and assigns the required resources to the available ones such that the assignment process will meet the process constraints. In this example, the admission control manager of $CS_1$ will attempt first to assign $P_1$ to $CS_1$, since $CS_1$: $R_3$ is free, then it will attempt to find the second needed resources ($R_1$) to a suitable CS, in this case, there is two available free resources for $R_1$, one in $CS_1$ with RTP equals to 75 ms, and another one in $CS_3$ with RTP equals to 100 ms. The admission control manager will chose the one with lowest RTP (i.e. $CS_3$), after that, the admission control manager will try to allocate the last resource to $P_1$ ($R_4$), which is allocated to $CS_2$. 

![FIGURE 5. The UML sequence diagram of the proposed admission control algorithm.](image-url)
After discussing the RAT tables and entries. We will discuss the process of admitting a new request \( P_2 \) which assumed to arrive at the same time of the previous two processes. The process \( P_2 \) request table is shown where the process was originated from \( CS_0 \), it is requesting the following resources \( R_1, R_2, \) and \( R_5 \), the process has a 250 ms E2E delay constraint. Finally, the process priority is equal to 1.

In order to decided whether the process can be admitted or not, each CS will prepare a Resources Utilization Tree (RUT) for all available resources in the SoSs. As shown in Fig. 7, a sample RUT is constructed for \( R_1 \). The RUT consists of a parent node (the resource ID) and child nodes (CSs that have the resource). On each child node, a resource utilization vector (RUV) in the form of a linked list is established. This RUV has the following entries: the first entry is the RPT of that resource in the respective CS. The second entry is a flag indicating whether the resource is free (F) or busy (B), if it is busy, then the reservation schedule as a function of the RPT is shown. For example, in Fig. 6, \( R_1 \) is reserved in the first time slot (from 0 to 75 ms, marked in red-color), while \( R_1 \) in \( CS_1 \) is busy in the second time slot. Finally, \( R_1 \) in \( CS_4 \) is free in all time slots. Note that the time slot duration is a function of the RPT of the respective CS. Thus it is 75 ms in both \( CS_1 \) and \( CS_3 \), while it is 100 ms in \( CS_4 \).

Note that the assignment process may become more complicated, especially if the goal is to perform the resources allocation in an optimal manner. Another challenge appears more than one request arrive at the same time with different priorities. Then the admission process has to take into account not only the available resources, but also the process priorities. In some case, it may issue a resource revocation command to an assigned process to a specific resource with lower priority, to allow higher priority processes to be served. However, this revocation process should be done without jeopardizing the constraints of the lower priority process. For example, if a new request arrives \( P_3 \) as shown in Table 1, with high priority (PL = 1) and with a very strict E2E delay (150 ms), which requires two resources \( R_1 \) and \( R_2 \). Then if the admission control manager assigns the free available resources that exists on \( CS_4 \), \( CS_1 \), respectively, then the process will miss its E2E delay constraints, since \( R_1 \) and \( R_2 \) in these CSs require 200 ms processing time, which is higher than the 150 ms E2E delay constraints of \( P_3 \). However, according to the priority level of \( P_3 \), the admission control manager will give the priority to \( P_3 \) compared to the \( P_0 \) and \( P_1 \) (priority level is 2 and 3, respectively). Then, the resources requested by \( P_3 \) will have higher priority than \( P_0 \) and \( P_1 \). Thus, \( P_3 \) may get admitted and both \( P_0 \) and \( P_1 \) may get executed later (if they will still meet their E2E delays) or blocked.

V. SIMULATION AND PERFORMANCE EVALUATION

In this section, an SoS network architecture embedded with the proposed admission control process and resources’ allocation has been designed and evaluated. The SoS network architecture has been simulated to mimic an SoS senario.
TABLE 1. Process $P_3$ resources request.

| Process ID | Source SoS ID | Resource ID(s) | Priority level | Constraints |
|------------|---------------|----------------|---------------|-------------|
| $P_3$      | $C_{S0}$      | $R_1, R_2$     | 1             | E2E delay 150 |
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FIGURE 7. An example of the resource utilization tree of resource $R_1$.

...with a realistic admission control and resources’ allocation process. More specifically, the simulated SoS network architecture comprises $N$ CSs, each delivering some services out of $S$ possible services within a certain period of time based on the requirements of $P$ different processes/requests. Moreover, the simulated SoS network has been sufficiently designed to address the dynamic nature of the requests and the availability of the resources at any possible values of $N$, $S$, and $P$.

For illustration purposes, an SoS network architecture with $N = 8$ CSs has been considered: each can deliver a maximum of $S = 6$ services to fulfill $P = 25$ processes/requests within the time horizon. It is worth mentioning that the proposed admission control and resources’ allocation process has been performed with a Matlab based simulator that has been developed for this purpose. This simulator is capable of simulating various SoS network architectures with any possible random values of $N$, $S$, and $P$.

The generalizability of the designed SoS and its admission control and resources’ allocation process entails the following simulation aspects:

A. SERVICES PER CS

- The number of services to be offered by each CS is selected randomly from an arbitrary range that spans the interval $[5, 6]$, to ensure the complexity of the case study being developed, where 5 and 6 are the minimum, maximum number of services that a CS could deliver, respectively.
- The services to be offered by each CS are selected uniformly at random, without replacement, from the available $S = 6$ services.
- Each service is assumed to be delivered by each CS within a period of time that spans the interval $[15, 50]$ ms with a step size of 5 ms, where 15 and 50 are the minimum, maximum time duration, respectively by which a certain CS could deliver the service.

B. SERVICES PER PROCESS/REQUEST

- The number of services to be requested by each process/request is selected randomly from an arbitrary range of values that span the interval $[1, 6]$, where 1.6 are the minimum, maximum number of services that a process could request, respectively.
- The order of services to be requested by each process is randomly initiated.
- The priority level of each request is selected randomly from an arbitrary range of values that span the interval $[1, 3]$, where 1 and 3 are the minimum and the maximum priority level, respectively implied by each process/request.
- The E2E delay of each process/request is selected randomly from an arbitrary range of values that span the interval $[300, 450]$ ms, with a step size of 10 ms, where 300 and 450 are the minimum, maximum E2E delay constraint, respectively implied by each process/request.
- The number of processes/requests to arrive at a time is selected randomly from an arbitrary range of values that span the interval $[1, 2]$, where 1 and 2 are the minimum, maximum number of processes/requests, respectively that could be arrived at a time instant.
- The processes/requests arrive according at Poisson distribution with a parameter ($\lambda$) equals to 20.

For clarification purposes, Table 2 and Table 3 show the randomly generated CSs and processes/requests, respectively. For instance, looking at Table 2, one can notice that the first CS ($C_{S1}$) can deliver the six considered services (i.e., $R_1 - R_6$), each with a particular processing time. For example, the processing time needed for $R_1$ by $C_{S1}$ is equal to 25 ms, whereas the last CS ($C_{S6}$) can only deliver five services (i.e., all except $R_5$), each with a particular processing time. For example, the processing time needed for $R_1$ by $C_{S6}$ is equal to 40 ms.

Furthermore, Table 3 reports the simulated random processes/requests received at the SoS under consideration, their requested constraints, i.e., execution order, priority, and the E2E delay. For instance, the second service ($P_2$) to be received either individually or together with the previous or the other subsequent process (e.g., $P_2$ or $P_2$ in this case, respectively) requires the execution of the following services in a chronological order as follows: $R_1, R_3, R_6$, then $R_4$. It necessitates the execution of the above-mentioned services.
TABLE 2. The simulated CSs and their available services and delivery time.

| Constituent Systems (CSs) | C|S|1 | C|S|2 | C|S|3 | C|S|4 | C|S|5 | C|S|6 | C|S|7 | C|S|8 |
|---------------------------|---|---|---|---|---|---|---|---|---|---|---|---|
| R|1 | 25 | 40 | 30 | NA | 45 | 30 | 45 | 40 |
| R|2 | 30 | 45 | 20 | 35 | 40 | 20 | 45 | 30 |
| R|3 | 25 | 15 | 35 | 15 | 35 | 25 | 25 | 15 |
| R|4 | 15 | 20 | 40 | 25 | 25 | 25 | 15 | 35 |
| R|5 | 45 | 50 | 25 | 40 | 30 | 45 | 30 | NA |
| R|6 | 50 | 30 | 15 | 30 | 15 | 30 | 50 | 15 |

TABLE 3. The simulated processes/requests, execution order, priority, and E2E.

| Process/Request | Requested services and Constraints |
|-----------------|-----------------------------------|
| R|1 | P|1 | 0 | 2 | 4 | 3 | 3 | 1 | 410 |
| R|2 | P|1 | 0 | 2 | 4 | 3 | 3 | 1 | 450 |
| R|3 | P|1 | 1 | 3 | 2 | 0 | 1 | 420 |
| R|4 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|5 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|6 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|7 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|8 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|9 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|10 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|11 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|12 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|13 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|14 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|15 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|16 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|17 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|18 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|19 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|20 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|21 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|22 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|23 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|24 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |
| R|25 | P|1 | 0 | 0 | 0 | 2 | 4 | 3 | 360 |

Gain in Time [ms] = E2E – Actual Execution Time  
Blocking Probability [%] = Number of Blocked Processes * 100%  

FIGURE 8. The gain in time and its characteristics of the executed processes/requests as well as the blocked processes/requests.

TABLE 4. The proposed SoS performance metric.

| Metric | Value |
|--------|-------|
| Minimum gain in time | 28 ms |
| Maximum gain in time | 381 ms |
| Average gain in time | 175.958 ms |
| Blocking probability | 4% |

The admission control process and resources’ allocation continues until the execution (or blocking) of the considered simulated processes/requests (i.e., P = 25). The former (execution) entails that if/there exist(s) CS/CSs that is/are capable of handling the services required by the received process(es) respecting the E2E delay constraint, whereas the latter (blocking) entails that there are no CSs capable of managing the required services while respecting the E2E delay or there are no CSs capable of delivering the requested services.

Once the whole processes/requests are received and managed, the performance of the proposed admission control process and resources’ allocation is evaluated. Fig. 8 shows the executed processes/requests (depicted as bars in the figure) and the blocked processes/requests (depicted as x in the Figure). The order of the received processes/requests in this illustrative example is shown on the x-axis. The Figure also highlights the gain in time of those processes/requests executed by utilizing admission control algorithm. The figure also depicts: the average, minimum and maximum gain in time which are illustrated by a dashed line, a yellow highlighted bar and a red highlighted bar, respectively.

In summary, Table 4 reports the above-mentioned SoS performance metrics used in the simulation which shows a considerable average gain in time (for illustration, the average gain in time is computed as per Eq. (1)) and a low blocking probability (for illustration, the average gain in time is computed as per Eq.(2)), thus illustrating the effectiveness of the proposed admission control algorithm.

Looking at Fig. 9, one can recognize the following:
The time necessities to execute/fulfil the received processes/requests increases with time due to the fact that the resources offered by the available CSs become occupied with time. This is clear while looking at Fig. 9a, i.e., the actual execution time approaches the E2E of the executed/blocked processes/requests, and, consequently at Fig. 9b, i.e., the gain in execution time decreases as long as more processes/requests received and executed/blocked with time.

The processes/request \( P_{24} \) is blocked due to the fact the CSs available to fulfil the process’ services (i.e., six services as per Table 3) require more time (i.e., 411 ms) than the required E2E of the process/request \( P_{24} \) (i.e., 400 ms). Thus, \( P_{24} \) is blocked.

Fig. 10 shows the dynamic nature of the received processes/requests and the availability of the resources. The Figure shows the \( P = 25 \) processes/requests, their requested services (shown in different colors), and their admission control process and resource allocation over the available CSs (i.e., indicated as a number inside each service). The blocked processes/requests is (are) shown in the Figure as well. The remaining processes/requests have continued to be received and executed/blocked on timely basis following a Poisson distribution function depending on the CSs resources availability and their ability to fulfil the processes/request E2E delay constrains. Last, it is worth mentioning that no time slots have been reserved for the blocked \( P_{24} \) process/request.

To further study the performance of the proposed admission control process and resource allocation, a sensitivity test has been carried out. Specifically, the influence of two parameters of the SoS network architecture on the gain in the execution time (in ms) and the blockage probability has been investigated. The two parameters are:

1) The number of CSs. The possible number of CSs is assumed to cover the interval \([1, 10]\), where the lower and upper bounds are the minimum and the maximum number of CSs that could be available in the SoS network architecture, respectively.
2) The number of resources required by each received process (s)/request (s) (RPP). The possible number of resources is assumed to cover the interval [1, 6], where the lower and upper bounds are the minimum and the maximum number of resources that could be requested by each received process (s)/request (s), respectively.

To this aim, the admission control and resource allocation process is simulated 100 times for each possible combination of the two above-mentioned parameters, considering \( P = 10 \) processes/requests to be received adaptively with the time.

Once the 100 simulation trials are completed, the ultimate gain in execution time and the blockage probability are calculated by averaging their values across the 100 simulation results.

Fig. 11 shows the gain in execution time (in ms) versus the possible number of CSs available while varying the number of resources required by each received process (s)/request (s), RPP = 1 to RPP = 6. Looking at Fig. 11, one can recognize the following:
VI. CONCLUSION AND FUTURE WORK

This work studied the admission control and resources’ allocation process in SoS paradigm, which comprise various systems (constitute systems) working independently from each other to fulfill any complex task received. The coordination between these systems is crucial to fulfilling the received task requirements and constraints. To this aim, this work proposes an admission control and resources’ allocation process to effectively manage any complex task received by distributing it among the proper working systems that can fulfill its constraints with fewer efforts. The proposed approach has been verified concerning a simulated case study that was appropriately developed to mimic a realistic SoS paradigm embedded with realistic admission control and resources’ allocation. The performance of the proposed algorithm has been investigated in terms of gain in the execution time and blockage probability. The former entails highlighting the time gained in executing the received task by the available systems of the SoS, whereas the latter entails stating the services that have been requested but blocked due to various reasons, like, for example, the non-availability of the systems that could fulfill the requested services. Further, a sensitivity analysis has been carried out to study the effect of having different possible numbers of available systems and the number of services requested on the overall efficacy of the proposed process. As a future work, we are investigating more complex cases where requests may have multiple constraints that should be fulfilled jointly while maximizing the resources’ utilization and minimizing the blockage probability.
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