LSTM-CNN network for human activity recognition using WiFi CSI data
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Abstract. Human Activity Recognition (HAR) has had a diverse range of applications in various fields such as health, security and smart homes. Among different approaches of HAR, WiFi-based solutions are getting popular since it solves the problem of deployment cost, privacy concerns and restriction of the applicable environment. In this paper, we propose a WiFi-based human activity recognition system that can identify different activities via the channel state information from WiFi devices. A special deep learning framework, Long Short-Term Memory-Convolutional Neural Network (LSTM-CNN), is designed for accurate recognition. LSTM-CNN is going to be compared with the LSTM network and the experimental results demonstrate that LSTM-CNN outperforms existing models and has an average accuracy of 94.14% in multi-activity classification.

1. Introduction
In recent years, with the rise of smart homes [1,2], game entertainment [3] and intelligent medical treatment, Human Activity Recognition (HAR) technology has been applied in numerous fields and has attracted intensive attention. Some obvious benefits have been seen especially in the area of health care. The global aging problem is becoming increasingly serious, and the fall of the elderly has become a serious public health problem [4]. Studies have confirmed that the earlier falls are reported, the lower the morbidity and mortality are [5,6]. However, when the human activity monitoring system is used, the fall of the elderly can be detected and warned real-early and forthwith [7]. In addition to fall detection, this monitoring technology can also detect routine movements of the elderly to obtain their physical status indicators and evaluate the health level, reduce the risk of death, and become the key to intelligent nursing in the future [8].

Nevertheless, there are hinde rs of traditional human body sensing technologies since they usually require some special devices (e.g., wearable sensors [9,10]). As a result, it is generally inconvenient for users to wear or carry sensors all the time, and it also limits the fields that can be applied. Besides, some
video-based behavior recognition methods [11,12] may also trigger privacy concerns or some of them may be affected by environmental factors such as the indoor light condition. Compared with these approaches, WiFi-based human behavior recognition technologies have become a cutting-edge research topic because of their convivence and low-cost infrastructure. With the wide deployment of the commodity WiFi devices installed at home, the device-free behavior recognition technology based on WiFi has received a wide range of attention. It can also solve the problems of deployment cost, privacy infringement and limitation of the application environment.

WiFi-based technology usually includes two kinds of wireless signals, namely RSS (Radio Signal Strength) and CSI (Channel State Information) [13]. RSS describes coarse-grained information about the communication link, while CSI provides fine-grained information about the state of the communication channels. Currently, the most commonly used signal is RSS, which has been widely used in indoor localization [14], tracking [15], as well as Radio Tomographic Imaging (RTM) [16]. However, due to multipath fading and time dynamic characteristics, RSS cannot perform well in complex situations. The other kind of wireless signal, CSI, can be represented as a complex matrix, with each entry recording the amplitude and phase response of the signal transmission channel for each subcarrier. We can calculate the amplitude and phase of the received signal for each channel from a complex number and evaluate the quality of the channel. Thus, the amplitude of a CSI signal demonstrates the signal power attenuation caused by the multipath effect. This has a wider field of application, for example, respiration detection [17], gesture recognition [18] and human behavior recognition [19] and has achieved great performance. Thus, this article concentrates on HAR with CSI-based WiFi signals.

At present, most activity recognition applications combine deep learning algorithm to classify different activities. Deep learning algorithm has several advantages. To be specific, it enables a large amount of data to be processed at the same time. Besides, it can achieve good performance by automatically extracting effective features then feeding them into a neural network and classifying samples. Traditional classification methods include the Support Vector Machine (SVM) [20, 21], the Long Short-Term Memory (LSTM) [22, 23] and the convolutional neural network (CNN) [24, 25]. However, they are not powerful or intelligent enough to extract informative features. To address this issue, we proposed a novel CSI-based system with a deep learning framework, Long Short-Term Memory-Convolutional Neural Network (LSTM-CNN) which integrates both temporal features and spatial features to distinguish activities accurately.

Specifically, our main contributions are summarized as follows:
- We leverage the temporal stability and frequency diversity of CSI and design a CSI-based human activity recognition system.
- We propose a novel deep learning framework Long Short-Term Memory-Convolutional Neural Network (LSTM-CNN) for recognition. It can automatically extract features from both temporal and spatial domains and effectively classify different activities.
- We have conducted extensive experiments with commodity WiFi devices in the indoor environment under various situations. Our system outperforms most current human activity recognition systems.

2. Proposed approach

2.1. Data collection and pre-processing
As for the underlying operating theory, CSI collection consists of a WiFi signal transmitter and a CSI receiver $N_{TX}$ transmitting antennas, $N_{RX}$ receiving antennas, and $N_{SC}$ CSI subcarriers. The transmitter adopts a commercial WiFi device with 5GHz frequency band signals. The receiver adopts the csitool [26] to collect CSI. Finally, we can extract a total of $N_{TX} \times N_{RX} \times N_{SC}$ CSI streams from each data pack. The detection range of the WiFi signal between the transmitter and the receiver constitutes the space for human body motion detection so as to recognize the human activity.
The experiment carries out HAR including two static movements of standing and sitting, and three dynamic movements of falling, standing up and stepping. The five types of activities are observed from five volunteers in a classroom. The existing pieces of literature [10] have proposed that the amplitude of CSI has a positive effect on distinguishing between dynamic and static movements. The phase difference of CSI can more effectively judge the variety of specific human movements in static and dynamic, because the dynamic movements can cause the phase difference fluctuation over time. For example, standing up and falling cause the phase difference to display an obvious conversion from the fluctuation state to the stable one. Therefore, extracting the amplitude and the phase difference from the raw CSI can improve the model classification performance better. We contrast them by inputting CSI with 2 channels and 4 channels, which produce various classification results. The input with 2 channels is the product of CSI amplitudes and the phase differences detected by two antennas and the input with 4 channels is added CSI amplitudes detected by two antennas.

However, the raw CSI collected is quite noisy so that cannot be identified well. It is mainly high-frequency components in the signal. Hence, we use the Butterworth low pass filter to denoise. The valuable features can be extracted from the raw CSI and then converted into corresponding multi-dimensional data with multiple channels to become the form to meet the neural network model.

![Figure 1. The CSI amplitude of the stepping before and after the denoising scheme.](image)

2.2. LSTM-CNN neural network

As a variant of Recurrent Neural Network (RNN), LSTM is suitable for processing time series and it can handle the continuous temporal relationship well. CNN can extract the spatial features and reduce frequency domain changes.[28] The LSTM-CNN model combines the advantages of the two models. It is important that for CSI data input, different variants of LSTM have different effects. We compare LSTM and LSTM-CNN with concrete result to human activity recognition. The structure of LSTM-CNN is shown in figure 2.

As it can be seen, the input passes through the LSTM layer. The information of input is captured from the signal fluctuation changes, and the time-domain features of the original signal are then extracted. The output of LSTM passes through a 2D-CNN convolutional layer. High-dimensional implicit feature extraction is performed by achieving convolution. Next, the results of the convolution pass through a maximum pooling layer to acquire the best feature sequence, which is used as a direct basis for the final classification. Finally, the predicted probability of each type of movement is obtained by using the MLP classifier.

The following section explains data collection, pre-processing and each layer of the network model.
2.2.1. LSTM.
LSTM can tackle the exploding and vanishing phenomenon in gradients as a variant of RNN [29]. Specially, LSTM can extract the hidden relationships of time series, and process the potential time information of the data. It has a great advantage of processing the time features of signals [30]. The basic LSTM unit is shown in figure 3. Each LSTM unit has an input gate layer, a forget gate layer, and an output gate layer to achieve the update and output of the memory state. The formulas of the LSTM unit are as follows:

\[
f_t = \sigma(W_f \times [h_{t-1}, x_t] + b_f) \\
i_t = \sigma(W_i \times [h_{t-1}, x_t] + b_i) \\
\tilde{c}_t = \tanh(W_c \times [h_{t-1}, x_t] + b_c) \\
c_t = f_t \times c_{t-1} + i_t \times \tilde{c}_t \\
o_t = \sigma(W_o \times [h_{t-1}, x_t] + b_o) \\
\hat{h}_t = o_t \times \tanh(c_t)
\]

Where: \(\sigma\) is the logistic sigmoid function; \(\tanh\) is the hyperbolic tangent function; \(h_t\) is the output of the unit; \(b\) is the bias vector; \(W\) is the weight matrix.

The input CSI consists of a 400-length sequence of the 10-batch size. According to the classification result of LSTM on CSI, the input passes through a hidden layer with the number of hidden units setting to 28 to abstract temporal features.

Proper regularization is necessary for network training. Due to the complex training structure of LSTM, the parameters of the previous layer easily affect the changes in the parameters of the latter layer. Any increase in the number of network layers will make the model more complex, so that creates effects on the distribution of results. To prevent overfitting, we add a dropout layer at the end of each layer. The dropout rate is set to 0.2.

The output of the LSTM layer is a type of list data with the size of \(b \times s \times r\). The output of LSTM needs dimensional promotion to form matrix \(Q\) as the input of the CNN layer, because CNN can only accept input of 4-dimensional data. The size of \(Q\) is \(b \times s \times r \times 1\). \(b\) is batch size. \(s\) is the time step. \(r\) is the number of hidden units.
2.2.2. CNN
Convolutional neural network (CNN) is currently one of the most popular architectures for deep learning, which can automatically extract deep high-dimensional features, instead of being limited to some shallow ones. Inspired by [31], we believe that CNN and LSTM are complementary operations in the process of deep learning. LSTM is suitable for time-domain analysis and has a better reaction of short-duration movement, while CNN works mainly on changes in frequency-domain and has a better reaction of long-duration movement. In addition, convolution on a consecutive time series can extract the dominant information [32]. In the convolutional layer, 5 convolution kernels are used for convolution and the size of each convolution kernel is 30×28. The convolution kernel slides on the sequence with a step size of 1 to achieve feature recognition of different position vectors. A filter \( M \) convolves with the vectors validly, through a maxpooling layer, to generate the feature map \( S \) as:

\[
\begin{align*}
    c_j &= ReLU(q_{j,j+k-1} \times m + b) \\
    s_j &= Max(c_j)
\end{align*}
\]

Where \( q_{j,j+k-1} \) is the continuous \( k \) vectors in \( Q \), \( m \) and \( b \) are the weights and bias in the convolution process respectively, the size of \( c_j \) is 371×1, \( s_j \) is the element in \( S \). \( ReLU \) function is used as nonlinear activation function in the convolution layer. The results of the 5 filters are connected to get \( S \), which is used as the direct basis for classification. At this time, we can follow the general design idea of CNN and make the final classification prediction in the output layer. In this part, multi-layer perceptron (MLP) can be used to conduct activity classification.

3. Result

3.1. Data and evaluation metrics
In this section, we try to use several indicators such as accuracy, loss, confusion Matrices to evaluate the two-classification and multi-classification performance of the model. A total of 2800 groups of data for training and testing were collected in the laboratory, including 1020 groups of static data (540 groups for standing and 480 groups for sitting) and 1780 groups of dynamic data (640 groups for falling, 540 groups for standing up and 600 groups for stepping).

3.2. LSTM-CNN model parameter optimization
For the collected WiFi signal data, we select two channels (two parameters of signal amplitude product and phase difference of two antennas) and four channels (signal amplitude of two antennas and their amplitude product and phase difference) input parameters into LSTM-CNN network for binary
classification. When setting the step size to 400 and the number of iterations to 50, the accuracy and loss of the training and verification process are shown in figure 4. It can be seen that the training result of the four-channel input model is better than that of the two-channel input model. The loss value lowers at 0.25 after 42 iterations, and the accuracy rate is stable at 89% after 40 iterations. The highest accuracy rate of the verification set is 90.85%. There is no big difference in accuracy and loss between the training data set and the verification data set. Therefore, over-fitting is limited within the acceptable range.

![Two-channel progress over iterations](image1)

![Four-channel progress over iterations](image2)

Figure 4. Accuracy and loss curves of two-channel and four-channel inputs.

In machine learning, two of the important parameters are the batch size and the learning rate. It can be seen from figure 5, selecting different vectors will result in different classification performances. We finally shift the vector learning rate to 0.001, batch size to 10. As a result, the classification of network at this time shows the best effect. When selecting the parameter iterative for 70 times, the rate tends to be stable, without a significant fluctuation.

![Histogram of classification effect of different parameter models](image3)
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Figure 5. Histogram of classification effect of different parameter models.

3.3. Comparison with other models

In order to verify the classification performance of LSTM-CNN network, we compare it with LSTM network. Both of them have the same number of LSTM hidden layers for input data, and both use TensorFlow package on Python platform. As shown in table 1, LSTM network has better classification effect. The average accuracy rate of binary classification is 94.97%, the loss value is 0.1380, and all indexes are better than LSTM network. The average accuracy of multi-classification is 94.14%, which is slightly lower than the accuracy of two-classification of this network, but better than that of LSTM network by 11.42%. To sum up, the proposed LSTM-CNN network is a simple, efficient and high classification accuracy method.

The confusion matrix of the final results of LSTM-CNN model two classifications and multi-classifications is shown in figure 6. Obviously, the classification effect of falling action is the best, with an accuracy rate of 95.63%, followed by standing action, with an accuracy rate of 94.82%. Among them,
however, the classification effect of "sitting" is relatively poor. It can be seen that some "sitting" actions are divided into "standing", probably because the signals of the two have no obvious classification characteristics and the amplitude is more similar. However, on the whole, the classification accuracy rate is stable at over 93%, which means the classification effect is good.

Table 1. Comparison of LSTM model and other model binary classification results.

| Model     | Average accuracy | Average Loss | Precision | Recall  | F1-score |
|-----------|------------------|--------------|-----------|---------|----------|
| LSTM      | 89.84%           | 0.2354       | 88.98%    | 87.64%  | 88.13%   |
| LSTM-CNN  | 94.97%           | 0.1380       | 91.49%    | 91.55%  | 91.52%   |
| KNN       | 84.29%           |              | 86.93%    | 90.54%  | 84.34%   |
| SVM       | 77.01%           |              | 80.59%    | 75.86%  | 78.05%   |

Table 2. Comparison of LSTM model and other model multi-classification results.

| Model     | Average accuracy | Average Loss | Precision | Recall  | F1-score |
|-----------|------------------|--------------|-----------|---------|----------|
| LSTM      | 82.72%           | 0.5081       | 80.70%    | 79.82%  | 79.95%   |
| LSTM-CNN  | 94.14%           | 0.1269       | 91.03%    | 83.81%  | 87.10%   |
| KNN       | 74.13%           |              | 76.65%    | 74.12%  | 72.28%   |
| SVM       | 71.33%           |              | 78.96%    | 71.02%  | 72.97%   |

Figure 6. The normalized confusion matrix of the LSTM-CNN model for binary classification and multi-classification.

4. Conclusions
In this paper, we have compared architectures of the network models of LSTM and LSTM-CNN. We have compared and contrasted their specific results of HAR for CSI data inputs with two channels and four channels. In addition, we have set up a complete CSI data collection system and perform a series of data pre-processing. The LSTM-CNN can extract the detailed hidden details of time and spatial in the CSI data comprehensively. It shows the ability and reliability of the LSTM and CNN models to process time series CSI data. The classification result indicators of the LSTM-CNN model can prove that it is better than the other models. Therefore, it has a significant effect on the HAR of CSI data.
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