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Abstract: Using the Baum–Connes conjecture with coefficients, we develop a K-theory formula for reduced C*-algebras of strongly 0-E-unitary inverse semigroups, or equivalently, for a class of reduced partial crossed products. This generalizes and gives a new proof of previous K-theory results of Cuntz, Echterhoff and the author. Our K-theory formula applies to a rich class of C*-algebras which are generated by partial isometries. For instance, as new applications which could not be treated using previous results, we discuss semigroup C*-algebras of Artin monoids, Baumslag-Solitar monoids and one-relator monoids, as well as C*-algebras generated by right regular representations of semigroups of number-theoretic origin, and C*-algebras attached to tilings.

1. Introduction

Many prominent classes of C*-algebras, which played an important role in the development of the subject, are generated by partial isometries, for example AF algebras [5,20], Cuntz-Krieger algebras [16], graph algebras [47], tiling C*-algebras [26] or semigroup C*-algebras [15], to mention just a few. The notions of inverse semigroups and inverse semigroup C*-algebras [21,46] provide a natural and powerful framework to study these C*-algebras and their properties. Another very general and powerful concept is given by partial dynamical systems and the corresponding partial crossed product construction (see [22]), which highlights the underlying dynamics at the heart of many C*-algebra constructions, including the ones mentioned above. A connection between inverse semigroups and partial dynamical systems, in particular in view of the corresponding C*-algebra constructions, is provided by the notion of strongly 0-E-unitary inverse semigroups, also called strongly $E^*$-unitary inverse semigroups (see [9,31,40]).

The goal of this paper is to compute K-theory for reduced C*-algebras of strongly 0-E-unitary inverse semigroups, i.e., C*-algebras generated by left regular representations.
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of these inverse semigroups. This is a very natural task, given the important role K-theory plays in classification of C*-algebras [48] and in extracting interesting information from C*-algebra constructions. In many cases, this task is challenging, but at the same time also rewarding as computing K-theory often reveals much of the inner structure of the C*-algebras in question. Our main theorem generalizes the K-theory result in [43], which applied to inverse semigroups which are not only strongly 0-E-unitary but satisfy the stronger property that they are 0-F-inverse semigroups and admit a partial homomorphism to a group which is injective on maximal elements. As mentioned above, the class of C*-algebras arising from strongly 0-E-unitary inverse semigroups is very rich, and therefore, our generalization allows us to treat many new classes of examples. For instance, our K-theory formula applies to C*-algebras of tilings and their inverse semigroups (see for instance [27–30]), which are interesting from the point of view of dynamics as well as physics. While the main K-theoretic result in [43] did not apply to all inverse semigroups attached to tilings, we can now compute K-theory for the reduced C*-algebras of all tiling inverse semigroups.

The main result of this paper can also be reformulated in terms of partial dynamical systems. In this context, it provides a K-theory formula for reduced crossed products of partial dynamical systems which admit an invariant regular basis of compact open sets, in the sense of Definition 2.12. This is the analogue of the corresponding notion for global dynamical systems, as introduced in [13, § 6] and [14, § 2]. Thus the K-theory formula derived in this paper generalizes the results in [13,14] from global dynamical systems to partial dynamical systems. The original result in [13,14] leads for instance to a K-theory formula for crossed products attached to topological full shifts, the topological version of Bernoulli shifts (see [14,36]), while our generalization applies to partial dynamical systems arising for instance from tilings where the original result was not applicable.

The main motivation for the work in [13,14] was to compute K-theory for semigroup C*-algebras, i.e., C*-algebras generated by left regular representations of left-cancellative semigroups. This class of C*-algebras also provides the main motivation for this work. The K-theory formula developed in this paper applies to all semigroups which satisfy the independence condition from [32] (see Definition 2.7) and embed into a group which satisfies the Baum–Connes conjecture with coefficients [2,52]. In other words, the reversibility condition (which is part of the Ore condition) in [13] and—even better—the Toeplitz condition in [14] are no longer needed. As mentioned in [15, § 5.11], such a more general formula would be interesting as it opens the way for new applications. For example, we can now compute K-theory for the semigroup C*-algebras of all Baumslag-Solitar monoids, while the Baumslag-Solitar monoids given by presentations of the form \( \langle a, b \mid a = b^i ab^k \rangle^+ \) with \( k > 1 \) were not accessible previously as they do not satisfy the Toeplitz condition, no matter which group embedding we choose. Other examples where the Toeplitz condition has not been verified but where we can now nevertheless compute K-theory include semigroup C*-algebras of Artin monoids and certain one-relator monoids as well as C*-algebras generated by right regular representations of ax+b-type semigroups of number-theoretic origin. As an application, we present a complete classification result for semigroup C*-algebras of a class of one-relator monoids. The novelty here is that this new classification result for the first time covers a class of semigroups which can be characterized by abstract properties.

Let us now present the main results of this paper.

**Theorem 1.1.** Let \( S \) be a countable inverse semigroup with semilattice of idempotents \( E \). Assume that \( S \) admits an idempotent pure partial homomorphism to a group which satisfies the Baum–Connes conjecture with coefficients. Then the K-theory of the reduced
The \( K\)-theory for semigroup C*-algebras and partial crossed products is given by

\[
K_\ast(C_\lambda^\ast(S)) \cong \bigoplus_{[d] \in S \setminus E} K_\ast(C_\lambda^\ast(S_d)).
\]

Here \( S \setminus E \times \) denotes the set of orbits under the natural action of \( S \) on the non-zero elements \( E \times \) of \( E \), and \( S_d = \{ s \in S : s^{-1}s = ss^{-1} = d \} \). Note that \( S_d \) is a group with identity \( d \). It is worth mentioning that we are free to choose an idempotent pure partial homomorphism, in particular the target group; it does not have to be the universal one. This degree of flexibility turns out to be very useful in order to check the hypothesis of Theorem 1.1, as we will see in concrete examples.

An alternative reformulation of Theorem 1.1 in terms of partial dynamical systems reads as follows: Let \( G \) be a countable discrete group, \( X \) a second countable totally disconnected locally compact Hausdorff space, and \( G \acts X \) a partial dynamical system, given by \( U_g^{-1} \rightarrow U_g \), \( x \mapsto g.x \). A family \( \mathcal{V} \) of compact open subsets of \( X \) is called a \( G \)-invariant regular basis for the compact open subsets of \( X \) if for all \( g \in G \), \( \mathcal{V}_g^{-1} := \{ V \in \mathcal{V} : V \subseteq U_g^{-1} \} \) is a regular basis for the compact open subsets of \( U_g^{-1} \), and we have \( g.\mathcal{V}_g^{-1} = \mathcal{V}_g \) for all \( g \in G \). For instance, as mentioned above, topological full shifts always admit such a basis (see [14, Example 3.1]). Furthermore, partial dynamical systems arising from tilings (as in Sect. 4.5) or left regular representations of semigroups (as in Sects. 4.1–4.4) also admit such bases.

**Theorem 1.2.** Assume that \( G \acts X \) admits a \( G \)-invariant regular basis \( \mathcal{V} \) for the compact open subsets of \( X \) and that \( G \) satisfies the Baum–Connes conjecture with coefficients. Then the \( K \)-theory of the reduced partial crossed product of \( G \acts X \) is given by

\[
K_\ast(C_0(X) \rtimes_r G) \cong \bigoplus_{[\mathcal{V}] \in G \setminus \mathcal{V} \times} K_\ast(C_\lambda^\ast(G\mathcal{V})).
\]

Here \( G \setminus \mathcal{V} \times \) denotes the set of orbits under the \( G \)-action on the non-empty elements \( \mathcal{V} \times \) of \( \mathcal{V} \), and \( G\mathcal{V} = \{ g \in G : g.\mathcal{V} = \mathcal{V} \} \).

Applied to the case of semigroup C*-algebras, we obtain the following corollary of Theorem 1.1:

**Corollary 1.3.** Let \( P \) be a countable subsemigroup of a group which satisfies the Baum–Connes conjecture with coefficients. Assume that \( P \) satisfies the independence condition. Then the \( K \)-theory of the semigroup C*-algebra of \( P \) is given by

\[
K_\ast(C_\lambda^\ast(P)) \cong \bigoplus_{[X] \in P \setminus J_P \times} K_\ast(C_\lambda^\ast(P_X)).
\]

Here \( J_P \times \) is the set of non-empty constructible right ideals of \( P \), as introduced in [32], \( P \setminus J_P \times \) is basically the set of orbits for the natural \( P \)-action on \( J_P \times \) and more precisely the set of equivalence classes of the equivalence relation on \( J_P \times \) generated by \( X \sim pX = \{ px : x \in X \} \) for all \( X \in J_P \times \) and \( p \in P \), and \( P_X \) is the group of bijections \( X \rightarrow X \) which can be expressed as compositions of finitely many maps, each of which given by left multiplication by a fixed semigroup element or the (set-theoretical) inverse of such a left multiplication map.

Note that for every countable subsemigroup of a group which satisfies the Baum–Connes conjecture with coefficients, Theorem 1.1 always gives us—no matter whether...
$P$ satisfies the independence condition or not—a K-theory formula for the reduced C*-algebra of the left inverse hull $I_l(P)$ of $P$, i.e., the inverse semigroup of partial bijections of $P$ generated by the left multiplication maps $P \to pP$, $x \mapsto px$, for $p \in P$.

In the particular case of right LCM monoids (monoids for which all constructible right ideals are principal), the K-theory formula in Corollary 3.21 specializes as follows:

**Corollary 1.4.** Let $P$ be a countable right LCM monoid, and assume that $P$ embeds into a group which satisfies the Baum–Connes conjecture with coefficients. Then the K-theory of the semigroup C*-algebra of $P$ is given by

$$K_*(C^*_\lambda(P)) \cong K_*(C^*_\lambda(P^*))$$

Here $P^*$ is the group of invertible elements in $P$.

In all the above-mentioned results, the K-theory isomorphisms are implemented by concrete homomorphisms. If the groups in question satisfy the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then we can actually replace K-theory isomorphism by KK-equivalence. Moreover, it is worth pointing out that the Baum–Connes conjecture is not really needed for all coefficients, but only for particular coefficients, as we will see. In addition, it is possible to add a coefficient algebra together with an automorphic action as in [14].

As for the proofs of the main results, the main innovation is to utilize the Morita enveloping action [1,22], which allows us to identify up to Morita equivalence—and hence in K-theory—a partial crossed product with an associated global crossed product. However, even if we start with a partial dynamical system on a locally compact Hausdorff space, i.e., on a commutative C*-algebra, the Morita enveloping action will not be on a commutative C*-algebra anymore. This means that the K-theory results in [13,14] do not apply. Nevertheless, it turns out that using the Baum–Connes conjecture with coefficients in the form of the Going-Down principle [10,17,18,39], it is possible to compute K-theory for the crossed product of the Morita enveloping action by comparing it to a discrete version. This part of the proof is in spirit very similar to the strategy in [13,14]. However, even in the setting of [13,14], i.e., for global dynamical systems admitting an invariant regular basis of compact open sets, the proof in the present paper differs from the one in [13,14] because the Morita enveloping action is always (except in trivial cases) defined on a noncommutative C*-algebra. For global dynamical systems, the route in [13,14] is more direct as it is not necessary to pass over to the Morita enveloping action. But for partial dynamical systems which do not admit a globalization in the topological setting, i.e., for which the underlying space of the (topological) enveloping action is not Hausdorff (see [1, § 1] for examples), the passage to the Morita enveloping action is absolutely crucial as it allows us to apply the Going-Down principle.

The paper is structured as follows: We start with a preliminary section (Sect. 2) on strongly 0-E-unitary inverse semigroups, partial dynamical systems, Morita enveloping actions and the Going-Down principle. In the main section, Sect. 3, we introduce the discrete version of the crossed product of the Morita enveloping action, construct a KK-element (both in Sect. 3.1) and show that this element implements a KK-equivalence between the crossed product of the Morita enveloping action and its discrete version. This uses the Going-Down principle as well as inductive limit decompositions (Sect. 3.2) and a careful analysis of the finite-dimensional case, where our KK-element can be described by a finite-dimensional matrix, and showing invertibility boils down to decomposing this matrix into the sum of the identity matrix and a nilpotent matrix (Sect. 3.3).
In Sect. 3.4, we construct explicit homomorphisms which induce the K-theory isomorphisms in Theorems 1.1, 1.2 and Corollaries 1.3, 1.4. We complete the proof of our main theorems in Sect. 3.5. Finally, we present applications in Sect. 4. We compute K-theory for semigroup C*-algebras of Artin monoids, Baumslag-Solitar monoids and one-relator monoids. In the latter case, our K-theory formula leads to a classification result for semigroup C*-algebras. Moreover, we compute K-theory for the C*-algebras generated by right regular representations of $ax+b$-type semigroups of number-theoretic origin. As a consequence, we deduce that for this class of semigroups, the C*-algebras generated by their left and right regular representations are KK-equivalent. This is an interesting phenomenon which already appeared in [14, § 6] and [34, § 4] (see also the discussion in [15, § 5.11]). Finally, we compute K-theory for reduced C*-algebras of tiling and point-set inverse semigroups as well as of another class of closely related inverse semigroups.
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2. Preliminaries

Let us first recall some basic structures and constructions which will play an important role in this paper.

2.1. Inverse semigroups. The interested reader may consult [15,21,22,46] for more details and references concerning the contents of this subsection.

Definition 2.1. An inverse semigroup is a semigroup $S$ with the property that for every $s \in S$, there exists a unique element in $S$, denoted by $s^{-1}$, such that $s = ss^{-1}s$ and $s^{-1} = s^{-1}ss^{-1}$.

An inverse semigroup with zero is an inverse semigroup $S$ together with a distinguished element $0 \in S$ such that $0 \cdot s = 0 = s \cdot 0$ for all $s \in S$.

One way to think about inverse semigroups is to view them as semigroups of partial bijections on a given set. The multiplication is then given by composition of partial bijections (where the domains and ranges have to be adjusted accordingly).

Note that, given an inverse semigroup $S$, we can always construct an inverse semigroup with zero by adding $0$: As the underlying set, consider $S \cup \{0\}$, keep the multiplication on $S$, and define $0 \cdot s := 0$ and $s \cdot 0 := 0$ for all $s \in S$ as well as $0 \cdot 0 := 0$. Therefore, in this paper, we will only consider inverse semigroups with zero. For the sake of brevity, we will simply write “inverse semigroup” instead of “inverse semigroup with zero”.

For the study of semigroup C*-algebras, the following examples of inverse semigroups are important: Let $P$ be a left cancellative semigroup. Let $I_l(P)$ be the smallest inverse semigroup of partial bijections on $P$ containing all partial bijections of the form $P \to pP$, $x \mapsto px$ which are given by left multiplication by a semigroup element $p \in P$ as well as the partial bijection $\emptyset \to \emptyset$. The later element is denoted by $0$ and is the zero element in $I_l(P)$. We call $I_l(P)$ the left inverse hull of $P$.

The following is an important piece of structure in inverse semigroups:

Definition 2.2. The semilattice of idempotents of an inverse semigroup $S$ is given by $E := \{s^{-1}s: s \in S\} = \{ss^{-1}: s \in S\} = \{e \in S: e = e^2\}$.

Given $d, e \in E$, we write $d \leq e$ if $d = d \cdot e$. 
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If we view inverse semigroups as sets of partial bijections, then the semilattice of idempotents can be identified with the domains and ranges of the partial bijections. For example, if our inverse semigroup is given by the left inverse hull $I_L(P)$ as above, then its semilattice of idempotents can be identified with the semilattice of subsets of $P$ which can be obtained from $P$ by finitely many operations, each of which is given by left multiplication by a fixed semigroup element of $P$ or by taking the pre-image under left multiplication by a fixed semigroup element. These subsets are called constructible right ideals of $P$, and we write $\mathcal{J}_P := E(I_L(P))$.

Let us now recall the notion of strongly 0-E-unitary inverse semigroups from [9, 31]. Given an inverse semigroup $S$ with zero 0, set $S^\times := S \setminus \{0\}$ and $E^\times := E \setminus \{0\}$. Let $G$ be a group with identity 1.

**Definition 2.3.** A map $\sigma : S^\times \to G$ is called a partial homomorphism if $\sigma(st) = \sigma(s)\sigma(t)$ for all $s, t \in S^\times$ with $st \in S^\times$.

A map $\sigma : S^\times \to G$ is called idempotent pure if $\sigma^{-1}(1) = E^\times$.

We call $S$ strongly 0-E-unitary if it admits an idempotent pure partial homomorphism to a group.

We recall the following useful observation.

**Lemma 2.4** (Lemma 5.5.7 in [15]). Let $S$ be an inverse semigroup with an idempotent pure partial homomorphism $\sigma : S^\times \to G$. Let $s, t$ be elements of $S^\times$. If $s^{-1}s = t^{-1}t$ and $\sigma(s) = \sigma(t)$, then $s = t$.

For example, suppose $P$ is a subsemigroup of a group $G$. Then for every partial bijection $s \in I_L(P)^\times$, there is a unique element $\sigma(s) \in G$ such that $s(x) = \sigma(s) \cdot x$ for all $x$ in the domain of $s$. This allows us to define a map $\sigma : I_L(P)^\times \to G$ by sending $s \in I_L(P)^\times$ to $\sigma(s)$, and it is easy to see that this is an idempotent pure partial homomorphism.

Let us now construct reduced C*-algebras of inverse semigroups. We start with left regular representations. Let $S$ be an inverse semigroup. For $s \in S$, define $\lambda_s : \ell^2 S^\times \to \ell^2 S^\times$ by $\lambda_s(\delta_x) := \delta_{sx}$ if $s^{-1}s \geq xx^{-1}$ and $\lambda_s(\delta_x) := 0$ otherwise. Here $\delta_x$ is the element of $\ell^2 S^\times$ given by $\delta_x(y) = 1$ if $x = y$ and $\delta_x(y) = 0$ if $x \neq y$. Now we consider the C*-algebra generated by the left regular representation $\lambda$.

**Definition 2.5.** The reduced C*-algebra of $S$ is given by $C^*_\lambda(S) := C^*(\{\lambda_s : s \in S\}) \subseteq \mathcal{L}(\ell^2 S^\times)$.

Note that $C^*_\lambda(S)$ contains $C^*(E) := C^*(\{\lambda_e : e \in E\})$ as a commutative sub-C*-algebra.

If we start with an inverse semigroup and adjoin a zero as we did above, then it is easy to see that the reduced C*-algebra of the original inverse semigroup (as defined in [46]) coincides with our reduced C*-algebra of the new inverse semigroup with zero.

Moreover, it is worth pointing out that there is a full version as well, i.e., the C*-algebra which is universal for all representations of our inverse semigroup as partial isometries. We will not need the full version in this paper. For semilattices, however, the reduced and full versions always coincide, which is why we simply write $C^*(E)$. For simplicity, given $e \in E$, we write $e$ for the element $\lambda_e \in C^*(E)$. Furthermore, there are tight versions of the reduced and full C*-algebras attached to inverse semigroups, which are given by natural quotients.

Let us now recall the construction of reduced semigroup C*-algebras, i.e., C*-algebras generated by left regular representations of left-cancellative semigroups. Given
such a semigroup $P$, define for every $p \in P$ the isometry $V_p : \ell^2 P \to \ell^2 P$ by $V_p(\delta_x) := \delta_{px}$.

**Definition 2.6.** The reduced semigroup C*-algebra of $P$ is given by $C^*_\lambda(P) := C^*(\{V_p : p \in P\}) \subseteq \mathcal{L}(\ell^2 P)$.

Let us now compare $C^*_\lambda(P)$ with $C^*_\lambda(I(P))$. We denote by $p$ the partial bijection $P \cong pP$, $x \mapsto px$, which lies in $I(P)$. As explained in [42, § 3.2] or [15, Lemma 5.6.11], there always exists a surjective homomorphism

$$C^*_\lambda(I(P)) \twoheadrightarrow C^*_\lambda(P)$$

sending $\lambda_p$ to $V_p$. (1)

To explain when this homomorphism is an isomorphism, we need the independence condition from [32].

**Definition 2.7.** A left cancellative semigroup $P$ is said to satisfy the independence condition if for every $X \in \mathcal{J}_P$ and all $X_1, \ldots, X_n \in \mathcal{J}_P$, $X = \bigcup_{i=1}^n X_i$ implies that $X = X_i$ for some $1 \leq i \leq n$.

The following result has been observed in [42] (see also [15, Proposition 5.6.37]):

**Proposition 2.8.** Let $P$ be a subsemigroup of a group. Then the map in (1) is an isomorphism if and only if $P$ satisfies the independence condition.

2.2. Partial dynamical systems. Let us now recall the notion of partial dynamical systems and explain the connection to inverse semigroups. We refer to [1,15,21,22,38] for more details and references concerning the contents of this subsection.

All the groups in this paper are discrete (but see the beginning of Sect. 3 for a discussion about this). Let $G$ be a group with identity 1 and $X$ a topological space (which for us will always be locally compact and Hausdorff).

**Definition 2.9.** A partial dynamical system $G \curvearrowright X$ is given by homeomorphisms $\alpha_g : U^{-1}_g \to U_g$, $x \mapsto g.x$ for all $g \in G$, where $U_g$ are open subsets of $X$, such that $\alpha_1 = \text{id}_X$ (in particular, $U_1 = X$) and for all $g, h \in G$, we have $h.(U_{(gh)^{-1}} \cap U_{h^{-1}}) = U_h \cap U_{g^{-1}}$ and $(gh).x = g.(h.x)$ for all $x \in U_{(gh)^{-1}} \cap U_{h^{-1}}$.

The dual partial action of $\alpha$ is given by $\alpha^*_g : C_0(U_{g^{-1}}) \to C_0(U_g)$, $f \mapsto f(\cdot^{-1}, \cdot u)$. $\alpha^*$ is a partial action of $G$ on $C_0(X)$ in the sense of [38]. Now recall that the reduced crossed product $C_0(X) \rtimes_{\alpha^*} G$ (or just $C_0(X) \rtimes_{\alpha^*} G$ if $\alpha^*$ is understood) is given by the completion of $C_0(X) \rtimes \text{alg} G := \left\{ \sum_g f_g \delta_g \in c_c(G, C_0(X)) : f_g \in C_0(U_g) \right\}$ or $C_0(X) \rtimes \ell^1 G := \left\{ \sum_g f_g \delta_g \in \ell^1(G, C_0(X)) : f_g \in C_0(U_g) \right\}$ under a norm induced by a concrete representation generalizing the construction of reduced crossed products for global dynamical systems. Here the *-algebra structure on $C_0(X) \rtimes \text{alg} G := \left\{ \sum_g f_g \delta_g \in c_c(G, C_0(X)) : f_g \in C_0(U_g) \right\}$ or $C_0(X) \rtimes \ell^1 G := \left\{ \sum_g f_g \delta_g \in \ell^1(G, C_0(X)) : f_g \in C_0(U_g) \right\}$ is given by $(\sum_g f_g \delta_g) \cdot (\sum_h f'_h \delta_h) := \sum_{g,h} \alpha_g^*(f_{g^{-1}}(f'_h)) \delta_{gh}$ as multiplication and $\left( \sum_g f_g \delta_g \right)^* := \sum_g \alpha_g^*(f_{g^{-1}})^* \delta_g$ as involution. We refer for more details to [38] or [15, § 5.5.2]. Again, there is also a notion of full crossed products for partial dynamical systems, which we will not need.
Example 2.10. Suppose that $S$ is an inverse semigroup with an idempotent pure partial homomorphism $\sigma : S^\times \to G$ to a group $G$. Let $E$ be the semilattice of idempotents of $S$. Define $\hat{E}$ to be the space of non-zero homomorphisms $E \to \{0, 1\}$ sending $0 \in E$ to $0$. We equip $\hat{E}$ with the topology of pointwise convergence. It is easy to see that $\hat{E}$ is canonically homomorphic to $\text{Spec}(C^*(E))$. Let us now construct a partial dynamical system $G \curvearrowright \hat{E}$ as follows: The dual partial action $\alpha^* g$ of $G$ on $D := C^*(E) \cong C_0(\hat{E})$ is given by $D_{g^{-1}} := \overline{\text{span}}\{s^{-1}s : s \in S^\times, \sigma(s) = g\}$ and $\alpha^*_g : D_{g^{-1}} \to D_g, s^{-1}s \mapsto ss^{-1}$. To describe the partial action $\alpha$ of $G$ on $\hat{E}$, set $U_g := \text{Spec}(D_g) \subseteq \text{Spec}(D) \cong \hat{E}$.

It is easy to check that $U_{g^{-1}} = \{ \chi \in \hat{E} : \exists s \in S^\times, \sigma(s) = g \text{ such that } \chi(s^{-1}s) = 1 \}$. Given $\chi \in U_{g^{-1}}$ and $s \in S^\times$ with $\sigma(s) = g$ and $\chi(s^{-1}s) = 1$, we then have $\alpha_g(\chi)(e) = \chi(s^{-1}es)$ for all $e \in E$.

As observed in [35] (see also [15, Corollary 5.5.23]), we have an explicit isomorphism $C^*_\chi(S) \cong D \rtimes_r G, \lambda_s \mapsto (ss^{-1})\delta_{\sigma(s)}$ for $s \in S^\times$.

Note that the partial dynamical system $G \curvearrowright E$ restricts to a partial dynamical system $G \curvearrowright E$. To see this, we need the following observation:

Lemma 2.11. $E^\times \cap D_{g^{-1}} = \{ s^{-1}s : s \in S^\times, \sigma(s) = g \}$.

Proof. “$\supseteq$” is clear. To prove “$\subseteq$”, take $e \in E^\times$ with $e \in D_{g^{-1}}$. Since $D_{g^{-1}} := \overline{\text{span}}\{s^{-1}s : s \in S^\times, \sigma(s) = g\}$, there must exist $d_1, \ldots, d_n \in \{ s^{-1}s : s \in S^\times, \sigma(s) = g \}$ such that $\sum_i e(d_i) < 1/2$. Without loss of generality we may assume that $(d_1, \ldots, d_n)$ is multiplicatively closed. Then, by functional calculus, we deduce that $e \in C^*((d_1, \ldots, d_n)) = \text{span}(d_1, \ldots, d_n)$. Hence it follows that $e = \sum_i e(d_i)$. But then [42, Proposition 3.4] implies that $e = ed_i$ for some $1 \leq i \leq n$ (see also [14, Definition 2.6 and Remark 2.7]). Thus $e = ed_i \in \{ s^{-1}s : s \in S^\times, \sigma(s) = g \}$. \hfill $\square$

As a consequence, it follows that $G \curvearrowright E$ restricts to the partial dynamical system $G \curvearrowright E$ given by $E_{g^{-1}} := E \cap D_{g^{-1}} = \{ s^{-1}s : s \in S^\times, \sigma(s) = g \}$ and $g_* (s^{-1}s) = ss^{-1} \in E_g$.

We have thus seen that given an inverse semigroup with an idempotent pure partial homomorphism to a group, we can construct a partial dynamical system of that group such that its reduced crossed product is canonically isomorphic to the reduced $C^*$-algebra of the original inverse semigroup. But which partial dynamical systems arise in this way from inverse semigroups? This question leads to the following generalized notion of invariant regular basis of compact open subsets. The corresponding notion for global dynamical systems has been introduced in [13,14]. For the convenience of the reader, we recall the notion of regular basis from [14, Definition 2.9]: A family $\mathcal{V}$ of non-empty compact open subsets of a totally disconnected locally compact Hausdorff space $U$ is called a regular basis for the compact open subsets of $U$ if $\mathcal{V} \cup \{\emptyset\}$ is closed under finite intersections, $\mathcal{V}$ generates the compact open subsets of $U$, and $\mathcal{V}$ is independent in the sense that whenever $V, V_1, \ldots, V_k \in \mathcal{V}$ satisfy $V = \bigcup_{i=1}^k V_i$, then we must have $V = V_i$ for some $1 \leq i \leq k$.

Definition 2.12. Let $G \curvearrowright X$ be a partial dynamical system. A family $\mathcal{V}$ of compact open subsets of $X$ is called a $G$-invariant regular basis of compact open subsets of $X$ if for all $g \in G$, $\mathcal{V}_{g^{-1}} := \{ V \in \mathcal{V} : V \subseteq U_{g^{-1}} \}$ is a regular basis for the compact open subsets of $U_{g^{-1}}$, in the sense of [14, Definition 2.9], and $g_* \mathcal{V}_{g^{-1}} = \mathcal{V}_g$ (i.e., $g_* \mathcal{V}$ lies in $\mathcal{V}_g$ for all $V \in \mathcal{V}_{g^{-1}}$).
Note that $\mathcal{V} = \mathcal{V}_1$, so that $\mathcal{V}$ is a regular basis for the compact open subsets of $X$ in the sense of [14, Definition 2.9]. In particular, $X$ must be locally compact Hausdorff and totally disconnected.

Let us now explain why the partial dynamical systems appearing in Definition 2.12 are precisely those which arise from inverse semigroups as in Example 2.10. More precisely, the following constructions are—up to isomorphism—inverse to each other:

(•) Given an inverse semigroup $S$ with an idempotent pure partial homomorphism $\sigma : S^\times \to G$ to a group $G$, let $G \curvearrowright X := \tilde{E}$ be as in Example 2.10. Define $\mathcal{V} := \{ \text{supp}(e) : e \in E \}$, where we make use of the canonical isomorphism $D := C^*(E) \cong C_0(X)$ under which $e$ is identified with the characteristic function $1_{\text{supp}(e)}$ on $\text{supp}(e)$.

(••) Given a partial dynamical system $G \curvearrowright X$ and a $G$-invariant regular basis $\mathcal{V}$ for the compact open subsets of $X$, construct an inverse semigroup $\tilde{S}$ by setting $\tilde{S} := \{(g, V) : g \in G, \emptyset \neq V \in \mathcal{V}_{g^{-1}} \} \cup \{0\}$ and by defining multiplication as $(h, W)(g, V) := (hg, g^{-1}(W \cap g.V))$ if $W \cap g.V \neq \emptyset$ and $(h, W)(g, V) := 0$ otherwise. Moreover, define $\tilde{\sigma} : S^\times \to \tilde{G}, (g, V) \mapsto g$.

It is easy to check that these constructions are well-defined. For instance, that $\mathcal{V}_{g^{-1}}$ generates $U_{g^{-1}}$ in (•) follows from $D_{g^{-1}} = \text{span}(E_{g^{-1}})$ and $\mathcal{V}_{g^{-1}} = \{ \text{supp}(e) : e \in E_{g^{-1}} \}$. Moreover, it is easy to see that $S$ as defined in (••) is a well-defined inverse semigroup with $(g, V)^{-1} = (g^{-1}, g.V)$ and semilattice of idempotents given by $\{(1, V) : \emptyset \neq V \in \mathcal{V} \cup \{0\} \}$.

**Lemma 2.13.** The constructions in (•) and (••) are inverse to each other. More precisely, the following are true:

(i) If we start with an inverse semigroup $S$ and an idempotent pure partial homomorphism $\sigma : S^\times \to G$ to a group $G$, construct $G \curvearrowright \mathcal{V}$ as in (•), and then the inverse semigroup $\tilde{S}$ with idempotent pure partial homomorphism $\tilde{\sigma}$ as in (••), then we have an isomorphism $\rho : S \cong \tilde{S}, S^\times \ni s \mapsto (\sigma(s), \text{supp}(s^{-1}s)), 0 \mapsto 0$ such that $\tilde{\sigma} \circ \rho = \sigma$.

(ii) If we start with a partial dynamical system $\alpha : G \curvearrowright X$ and a $G$-invariant regular basis $\mathcal{V}$ for the compact open subsets of $X$, construct $S$ with semilattice of idempotents $E$ as in (••) and then construct a partial dynamical system $\tilde{\alpha} : G \curvearrowright \tilde{X}$ and a $G$-invariant regular basis $\tilde{\mathcal{V}}$ for the compact open subsets of $\tilde{X}$ as in (•), then there is a homeomorphism $\varphi : \tilde{X} \cong X$ sending $\tilde{\chi} \in \tilde{X}$ to the unique point $x \in X$ with the property that for all $V \in \mathcal{V}$, $x$ lies in $\tilde{V}$ if and only if $\tilde{\chi}(1, V) = 1$, and this homeomorphism $\varphi$ gives rise to a conjugacy between $\tilde{\alpha}$ and $\alpha$ sending $\tilde{\mathcal{V}}$ to $\mathcal{V}$.

**Proof.** (i) To see that $\rho$ is a semigroup homomorphism, observe that $(\sigma(s), \text{supp}(s^{-1}s)) = (\sigma(t), \text{supp}(t^{-1}t)) = (\sigma(s)\sigma(t), \sigma(t)^{-1}\sigma(t)\text{supp}(s^{-1}s)\cap\sigma(t)\text{supp}(t^{-1}t))$. So it suffices to show that $\sigma(t)^{-1}\sigma(t)\text{supp}(s^{-1}s)\cap\sigma(t)\text{supp}(t^{-1}t) = \text{supp}(\text{supp}(s^{-1}s)\cap\sigma(t)\text{supp}(t^{-1}t))$. We have $\chi \in \text{supp}(s^{-1}s)\cap\sigma(t)\text{supp}(t^{-1}t)$ if and only if $\chi(t^{-1}t) = 1$ and $\chi(t)\chi^{-1} = 1$ if and only if $\chi \in \sigma(t)^{-1}\sigma(t)\text{supp}(s^{-1}s)\cap\sigma(t)\text{supp}(t^{-1}t)$.

The inverse $\tilde{S} \to S$ of $\rho$ is given as follows: Given $(g, V) \in \tilde{S}^\times$, write $V = \text{supp}(e)$ for some $e \in E^\times$. Then $V \subseteq U_{g^{-1}}$ implies $e \in D_{g^{-1}}$, which by Lemma 2.11 yields that there exists $s \in S^\times$ with $\sigma(s) = g$ and $e = s^{-1}s$. This element $s$ is uniquely determined by Lemma 2.4. Now define $\tilde{S}^\times \to S$ by sending $(g, V)$ to this element $s$ and 0 to 0. By construction, this is the inverse of $\rho$. It is clear that $\tilde{\sigma} \circ \rho = \sigma$. 

(ii) By construction, we have an isomorphism $E \cong V$ sending $(1, V)$ to $V$ and $0$ to $0$. Thus we obtain $\hat{X} = \hat{E} \cong \hat{V} \cong X$, where the first equality is by construction (see $(\ast)$), the first homeomorphism is obtained by dualizing the isomorphism $E \cong V$, and the third homeomorphism is given by the composite $\hat{V} \cong \text{Spec } C^*_\epsilon(1_V : V \in \mathcal{V}) = \text{Spec } C_0(X) \cong X$, where we used that $V$ is a regular basis for the compact open subsets of $X$. Following the definitions, it is easy to check that we indeed get the homeomorphism $\varphi$ as defined in (ii). Clearly, $\varphi(\text{supp}(e, V)) = V$ for all $V \in \mathcal{V}$, so that $\varphi$ sends $\hat{V}$ to $V$. Moreover, if $\varphi(\chi) = x$, then we have $\chi \in \hat{U}_{g^{-1}}$ if and only if there exists $V \in \mathcal{V}_{g^{-1}}$ with $\chi(1, V) = 1$ if and only if there exists $V \in \mathcal{V}_{g^{-1}}$ with $x \in V$ if and only if $x \in U_{g^{-1}}$, where $g \in G$ is arbitrary. This shows that $\varphi$ sends $\hat{U}_{g^{-1}}$ to $U_g$. Finally, suppose we have $\varphi(\chi) = x$ for some $\chi \in \hat{U}_{g^{-1}}$, i.e., there exists $V \in \mathcal{V}_{g^{-1}}$ with $\chi(1, V) = 1$. Then $\tilde{\alpha}_g(\chi)(1, W) = \chi((g, V)^{-1}(1, W)(g, V)) = \chi(1, \alpha_{g^{-1}}(W) \cap V)$ if and only if $x \in \alpha_{g^{-1}}(W) \cap V$ if and only if $\alpha_g(x) \in W$. This implies $\varphi(\tilde{\alpha}_g(\chi)) = \alpha_g(x)$. So this shows that $\varphi \circ \tilde{\alpha}_g = \alpha_g \circ \varphi$ for all $g \in G$, as desired.

\[\square\]

**Remark 2.14.** Under the correspondence in Lemma 2.13, countability of $S$ corresponds to second countability of the base space $X$ of the partial dynamical system $G \acts X$.

### 2.3. The Morita enveloping action

This subsection is based on [1]. We follow the exposition in [22, § 26–§ 28]. Let $G \acts D$ be a partial dynamical system on a C*-algebra $D$ given by isomorphisms $D_{g^{-1}} \cong D_g$, $d \mapsto g.d$. We start by defining $A$ as a sub-C*-algebra of $(D \rtimes_r G) \otimes \mathcal{K}(\ell^2 G)$ by setting

$$A := \overline{\text{span}}\left\{d \delta_{\xi^{-1} \eta} \otimes \epsilon_{\xi, \eta} : \xi, \eta \in G, d \in D_{\xi^{-1} \eta}\right\} \subseteq (D \rtimes_r G) \otimes \mathcal{K}(\ell^2 G).$$

Here $\epsilon_{\xi, \eta}$ is the canonical partial isometry from $C\delta_{\eta}$ to $C\delta_{\xi}$. $A$ is called the smash product in [22, § 26]. Next, we define $\mathfrak{A}$ as a sub-C*-algebra of $(D \rtimes_r G) \otimes \mathcal{K}(\ell^2 G)$ by setting

$$\mathfrak{A} := \overline{\text{span}}\left\{d \delta_{\xi^{-1} \eta} \otimes \epsilon_{\xi, \eta} : \xi, \eta \in G, d \in D_{\xi^{-1}}, d' \in D_{\eta}\right\} \subseteq (D \rtimes_r G) \otimes \mathcal{K}(\ell^2 G).$$

$\mathfrak{A}$ is called the restricted smash product in [22, § 26]. By construction, $\mathfrak{A}$ is a sub-C*-algebra of $A$. $A$ comes with a $G$-action, where $g \in G$ acts via $\text{Ad}(1 \otimes \lambda_g)$. Here $\lambda$ is the left regular representation of $G$ on $\ell^2 G$. This $G$-action $G \acts A$ is called the Morita enveloping action of $G \acts D$. It restricts to a partial action $G \acts \mathfrak{A}$. The natural embedding $\mathfrak{A} \hookrightarrow A$ extends to an embedding $\mathfrak{A} \rtimes_r G \hookrightarrow A \rtimes_r G$, and it is shown in [22, Theorem 28.8] that we can identify $\mathfrak{A} \rtimes_r G$ with a full corner in $A \rtimes_r G$ via this embedding. Hence we obtain a Morita equivalence $\mathfrak{A} \rtimes_r G \sim_M A \rtimes_r G$.

Furthermore, it is shown in [22, Theorem 28.5] that $G \acts D$ is Morita equivalent to $G \acts \mathfrak{A}$, in a $G$-equivariant way. Since we will need the particular form of the imprimitivity bimodule constructed in [22, § 28], let us recall it now. Let $M$ be the subspace $M := \overline{\text{span}}\left\{D_\eta \delta_\eta \otimes \epsilon_{1, \eta} : \eta \in G\right\}$ of $\mathfrak{A}$. Then upon identifying $D = D_1$ with $D_1 \delta_1 \otimes \epsilon_{1,1}$, we obtain a $D$-valued inner product by setting $D_{\langle x, y \rangle} := xy^*$. We obtain an $\mathfrak{A}$-valued inner product by setting $(x, y)_\mathfrak{A} := x^* y$. In this way, together with the canonical module structures, $M$ becomes a $D\mathfrak{A}$-imprimitivity bimodule. To define a partial $G$-action on $M$, define $M_g := \overline{\text{span}}\left\{D_g D_{g^{-1}} \eta \delta_\eta \otimes \epsilon_{1, \eta} : \eta \in G\right\}$ and $M_{g^{-1}} \rightarrow M_g$ by setting $g.(d \delta_h \otimes \epsilon_{1, \eta}) := (g.d) \delta_{gh} \otimes \epsilon_{1,gh}$. It is shown in [22, Theorem 28.7] that $M$ gives rise to a Morita equivalence $D \rtimes_r G \sim_M \mathfrak{A} \rtimes_r G$. Following
the proof of [22, Theorem 28.7], we obtain a concrete \((D \rtimes_r G) - (\mathfrak{A} \rtimes_r G)\)-imprimitivity bimodule as follows: First form the linking algebra \(L = \begin{pmatrix} D & M' \\ M & \mathfrak{A} \end{pmatrix}\) of \(M\). The partial \(G\)-actions on the components of \(L\) give rise to a partial dynamical system \(G \leadsto L\). Then
\[
M \rtimes_r G := \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} L & 0 \\ 0 & 0 \end{pmatrix} \mathfrak{A},
\]
gives rise to the desired \((D \rtimes_r G) - (\mathfrak{A} \rtimes_r G)\)-imprimitivity bimodule. If we denote by \(\Delta_g, g \in G\), the canonical unitaries in (the multiplier algebra of) \(\mathfrak{A} \rtimes_r G, A \rtimes_r G\) and \(L \rtimes_r G\) implementing the \(G\)-actions, then \(M \rtimes_r G\) can be alternatively described as
\[
M \rtimes_r G = \mathfrak{span}\{x\Delta_g : x \in M, \ g \in G\}\) (where we identify \(x\) with \(\begin{pmatrix} 0 \\ x \end{pmatrix}\), with left \(D \rtimes_r G\)-module structure given by \((d\Delta_g) \cdot (x\Delta_h) = g.(\langle g^{-1}.d\rangle x)\Delta_{gh}\), \(D \rtimes_r G\)-valued inner product given by \(D \rtimes_r G \langle x\Delta_g, y\Delta_h \rangle = g.(D\langle g^{-1}.x, h^{-1}.y \rangle)\delta_{gh}\), right \(\mathfrak{A} \rtimes_r G\)-module structure given by \((x\Delta_g) : \langle a\Delta_h \rangle = g.(\langle g^{-1}.x \rangle a)\Delta_{gh}\) and \(\mathfrak{A} \rtimes_r G\)-valued inner product given by \(\langle x\Delta_g, y\Delta_h \rangle_{\mathfrak{A} \rtimes_r G} = g^{-1}(\langle x, y \rangle_{\mathfrak{A}})\Delta_{gh}\).

All in all, we obtain that \(D \rtimes_r G \sim_M \mathfrak{A} \rtimes_r G \sim_M A \rtimes_r G\), so that \(K_*(D \rtimes_r G) \cong K_*(A \rtimes_r G)\). Hence it suffices to compute the K-theory for \(A \rtimes_r G\).

2.4. The Going-Down principle. Let us recall the Going-Down principle from [10, 17, 18, 39] (see also [15, § 3.5]). It will play a crucial role in the proofs of our main results.

Let us focus on the version of the Going-Down principle for discrete groups. (There is also a general version for locally compact groups.) Let \(G\) be a discrete group and \(A\) and \(A\) be \(G\)-algebras. Let \(x \in KK^G(A, A)\). Given a subgroup \(F\) of \(G\), we denote by \(\text{res}^F_G(x) \in KK^F(A, A)\) the restriction of \(x\). We write \(j_G(x) \in KK(A \rtimes_r G, A \rtimes_r G)\) for the descent of \(x\).

**Proposition 2.15.** (1) If \(G\) satisfies the Baum–Connes conjecture for \(A\) and \(A\), and for every finite subgroup \(F\) of \(G\), the Kasparov product with \(j_F(\text{res}^G_F(x))\) induces an isomorphism \(\Box \otimes j_F(\text{res}^G_F(x)) : K_*(A \rtimes_r F) \cong K_*(A \rtimes_r F)\), then the Kasparov product with \(j_G(x)\) induces an isomorphism \(\Box \otimes j_G(x) : K_*(A \rtimes_r G) \cong K_*(A \rtimes_r G)\).

(2) If \(G\) satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], and for every finite subgroup \(F\) of \(G\), \(j_F(\text{res}^G_F(x))\) is a KK-equivalence between \(A \rtimes_r F\) and \(A \rtimes_r F\), then \(j_G(x)\) is a KK-equivalence between \(A \rtimes_r G\) and \(A \rtimes_r G\).

3. K-Theory for Crossed Products of Morita Enveloping Actions

Let us now prove the main results of this paper. We first explain the setting. Let us keep the convention that all our groups are discrete. Thinking about inverse semigroups, which are often viewed as discrete objects, this is a natural assumption. And as we will see, in all our examples, the groups will be discrete. However, the work in [1] on partial dynamical systems and their Morita enveloping actions applies to all locally compact groups, and from that point of view, it is reasonable to expect that our results should extend to the setting of locally compact groups. Let \(S\) be a countable inverse semigroup, \(G\) a group, and \(\sigma : S^\times \rightarrow G\) an idempotent pure partial homomorphism. By restricting to the group generated by the image of \(\sigma\) if necessary, we may always assume that \(G\) is countable. Let \(E\) be the semilattice of idempotents in \(S\). As in Example 2.10, we construct the partial dynamical system \(G \leadsto D = C^*_r(E)\), denoted by \(D_{g^{-1}} \rightarrow D_g, d \mapsto g.d\), and its
restriction $G \curvearrowright E$ (introduced after Example 2.10), denoted by $E_{g^{-1}} \to E_g$, $e \mapsto g.e$. The smash product $A \subseteq (D \rtimes_r G) \otimes \mathcal{K}(\ell^2 G)$ and the Morita enveloping action $G \curvearrowright A$ are defined as in Sect. 2.3.

3.1. The discrete version. We first define discrete versions of $A$ and $G \curvearrowright A$.

**Definition 3.1.** Let $A \subseteq \mathcal{K}(\ell^2(E \times G))$ be given by

$$A := \text{span}(\{e_{(d,\xi)}, (\eta^{-1}\xi \cdot d, \eta) : \xi, \eta \in G, d \in E_{\xi^{-1}\eta}\}).$$

To define a $G$-action $G \curvearrowright A$, we let an element $g \in G$ act on $A$ by $\text{Ad}(1 \otimes \lambda_g)$ under the canonical identification $\ell^2(E \times G) \cong \ell^2 E \otimes \ell^2 G$.

Note that both $G$-actions $G \curvearrowright A$ and $G \curvearrowright A$ are given by conjugation with the same unitaries.

To compare $G \curvearrowright A$ to $G \curvearrowright A$, we construct the following homomorphism.

**Definition 3.2.** We define

$$\Phi : A \to \mathcal{K}(\ell^2 E) \otimes A, e_{(d,\xi)}, (\eta^{-1}\xi \cdot d, \eta) \mapsto e_{d, \eta^{-1}\xi \cdot d} \otimes (d\delta_{\eta^{-1}\xi} \otimes e_{\xi, \eta}).$$

It is easy to see that $\Phi$ is a well-defined homomorphism. For instance, to see that it is multiplicative, first note that $e_{(d,\xi)}, (\eta^{-1}\xi \cdot d, \eta) \cdot e_{(e, \eta')}, (\theta^{-1}\eta' \cdot e, \theta) = 0$ if and only if $\eta^{-1}\xi \cdot d \neq e$ or $\eta \neq \eta'$ if and only if $(e_{d, \eta^{-1}\xi \cdot d} \otimes (d\delta_{\eta^{-1}\xi} \otimes e_{\xi, \eta})) \cdot (e_{\theta^{-1}\eta' \cdot e} \otimes (e\delta_{\eta'^{-1}\theta} \otimes e_{\xi, \theta})) = 0$. If $\eta^{-1}\xi \cdot d = e$ and $\eta = \eta'$, then

$$(e_{d, \eta^{-1}\xi \cdot d} \otimes (d\delta_{\eta^{-1}\xi} \otimes e_{\xi, \eta})) \cdot (e_{\eta^{-1}\xi \cdot d, \theta^{-1}\xi \cdot d} \otimes ((\eta^{-1}\xi \cdot d)\delta_{\eta^{-1}\theta} \otimes e_{\xi, \theta}))$$

$$= e_{d, \theta^{-1}\eta \cdot d} \otimes (d\delta_{\eta^{-1}\theta} \otimes e_{\xi, \theta}).$$

This shows that $\Phi$ is multiplicative. Moreover, if we equip $\mathcal{K}(\ell^2 E) \otimes A$ with the $G$-action given by the tensor product of the trivial $G$-action on $\mathcal{K}(\ell^2 E)$ and the Morita enveloping action $G \curvearrowright A$, then it is easy to see that $\Phi$ is $G$-equivariant. Hence $\Phi$ gives rise to the element

$$x := [\Phi] \in KK^G(A, \mathcal{K}(\ell^2 E) \otimes A).$$

3.2. Inductive limit decompositions. Our goal is to apply the Going-Down principle to the element $x$ we constructed. For that purpose, we have to show that for every finite subgroup $F$ of $G$, $\sqcup \otimes j_F(\text{res}_F G(X)) : K_s(A \rtimes_r F) \to K_s(\mathcal{K}(\ell^2 E) \otimes A \rtimes_r F)$ is an isomorphism. In order to reduce to finite-dimensional subalgebras, we develop inductive limit decompositions in this subsection.

Let us fix a finite subgroup $F$ of $G$. Let us also fix a finite $F$-invariant subset $\Sigma$ of $G$. We show the following three lemmas:

Suppose that we are given a family $\{E_{\xi, \eta}\}_{\xi, \eta \in \Sigma}$ of finite subsets $E_{\xi, \eta}$ of $E_{\xi^{-1}\eta}$. Let us construct a family $\{E_{\xi, \eta}\}_{\xi, \eta \in \Sigma}$ as follows: Divide $\Sigma \times \Sigma$ into pairwise disjoint subsets of the form $\{(\gamma \xi, \gamma \eta) : \gamma \in F\} \cup \{(\eta \xi, \gamma \xi) : \gamma \in F\}$. Start with a pair $(\xi, \eta)$ from one of these subsets. If $\eta^{-1}\xi$ is of finite order, let $E_{\xi, \eta}$ be the smallest sub-semilattice of $E_{\xi^{-1}\eta}$ generated by $\{\eta^{-1}\xi\}$. Let $E_{\xi, \eta} := E_{\xi, \eta}$. If $\eta^{-1}\xi$ is not of finite order, let $E_{\xi, \eta}$ be the smallest sub-semilattice of $E_{\xi^{-1}\eta}$ generated by $E_{\xi, \eta}$, and set $E_{\eta, \xi} := E_{\eta, \xi}$. In either case, let $E_{\gamma \xi, \gamma \eta} := E_{\xi, \eta}, E_{\gamma \xi, \gamma \xi} := E_{\xi, \xi}$ for all $\gamma \in F$. Continue in this way for all the finite subsets whose union is $\Sigma \times \Sigma$. 

Lemma 3.3. The procedure above gives rise to a well-defined family \( \{ E_{\zeta,\eta} \}_{\zeta,\eta \in \Sigma} \) of finite subsemilattices \( E_{\zeta,\eta} \) containing \( E_{\zeta,\eta} \) which satisfies

(a) \( E_{\gamma\zeta,\gamma\eta} = E_{\zeta,\eta} \) for all \( \gamma \in F \) and \( \zeta, \eta \in \Sigma \);
(b) \( E_{\eta,\zeta} = \eta^{-1}\zeta E_{\zeta,\eta} \) for all \( \zeta, \eta \in \Sigma \).

To explain the next construction, we introduce the following notation: Given \( \alpha, \beta \in G, e \in E_{\alpha^{-1}}, \) and \( f \in E_{(\beta\alpha)^{-1}} \), define \( e \bullet (\alpha^{-1} f) := \alpha^{-1}(\alpha.e)f \in E_{(\beta\alpha)^{-1}} \). Now suppose that we are given a family \( \{ E_{\zeta,\eta} \}_{\zeta,\eta \in \Sigma} \) of finite subsemilattices \( E_{\zeta,\eta} \) of \( E_{\zeta^{-1}} \) satisfying a) and b) from Lemma 3.3. Let \( E_{\zeta,\theta} \) be the smallest sub-semilattice of \( E_{\zeta^{-1}} \) generated by

\[
\left\{ e_0 \bullet (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{l-1} e_{l-1}) : \eta_0 = \zeta, \eta_1, \ldots, \eta_{l-1} \in \Sigma, \eta_l = \theta, e_k \in E_{\eta_k,\eta_{k+1}} \forall 0 \leq k \leq l-1 \right\}
\]

Note that we should have written \((\ldots(e_0 \bullet (\zeta^{-1} \eta_1 e_1)) \cdot \ldots) \bullet (\zeta^{-1} \eta_{l-1} e_{l-1})\) to be more precise, but we leave out the parentheses for the sake of readability.

Lemma 3.4. The construction above yields a family \( \{ E_{\zeta,\eta} \}_{\zeta,\eta \in \Sigma} \) of finite subsemilattices \( E_{\zeta,\eta} \) of \( E_{\zeta^{-1}} \) containing \( E_{\zeta,\eta} \) which satisfies a) and b) from Lemma 3.3 as well as

(c) \( E_{\zeta,\eta} \bullet (\zeta^{-1} \eta E_{\eta,\theta}) \subseteq E_{\zeta,\theta} \) for all \( \zeta, \eta, \theta \in \Sigma \).

Lemma 3.5. If \( \{ E_{\zeta,\eta} \}_{\zeta,\eta \in \Sigma} \) is a family of finite subsemilattices \( E_{\zeta,\eta} \) of \( E_{\zeta^{-1}} \) satisfying a), b) from Lemma 3.3 and c) from Lemma 3.4, then

\[
\text{span} \left( \{ d \delta_{\zeta^{-1}} \otimes e_{\zeta,\eta} : d \in E_{\zeta,\eta}, \zeta, \eta \in \Sigma \} \right)
\]

is an \( F \)-invariant finite-dimensional sub-\( C^* \)-algebra of \( A \).

Proof of Lemma 3.3. If \( \eta^{-1}\zeta \) is of finite order, then all \( E_{\gamma\zeta,\gamma\eta} \) coincide and are \( \eta^{-1}\zeta \)-invariant. This is clearly well-defined, and a) and b) are satisfied. If \( \eta^{-1}\zeta \) is not of finite order, then we claim that we have \( (\gamma\zeta, \gamma\eta) \neq (\gamma'\eta, \gamma'\zeta) \) for all \( \gamma, \gamma' \in F \) with \( \gamma \neq \gamma' \). Indeed, suppose that \( \gamma\zeta = \gamma'\eta \) and \( \gamma\eta = \gamma'\zeta \). Then \( \zeta = \gamma^{-1}\gamma'\eta = \gamma^{-1}\gamma'\gamma^{-1}\gamma'g \) and thus \( \eta^{-1}\zeta = \eta^{-1}\gamma^{-1}\gamma'\eta \), and \( (\gamma^{-1}\gamma')(\gamma^{-1}\gamma') = 1 \), in contradiction to our assumption that \( \eta^{-1}\zeta \) is not of finite order. This shows that we can define \( E_{\gamma\zeta,\gamma\eta} := E_{\zeta,\eta}, E_{\gamma\eta,\gamma'\zeta} := E_{\eta,\zeta} \) for all \( \gamma \in F \). Thus \( \{ E_{\zeta,\eta} \}_{\zeta,\eta \in \Sigma} \) is well-defined. Properties a) and b) are satisfied by construction.

Proof of Lemma 3.4. We first show that for all \( \zeta, \eta \in \Sigma \), the semilattice \( E_{\zeta,\eta} \) constructed is finite. For that purpose, we set

\[
\Pi := \left\{ e_0 \bullet (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{l-1} e_{l-1}) : \eta_0 = \zeta, \eta_1, \ldots, \eta_{l-1} \in \Sigma, \eta_l = \theta, e_k \in E_{\eta_k,\eta_{k+1}} \forall 0 \leq k \leq l-1 \right\}
\]

In order to show that \( \Pi \) is finite, we need the following observation.
Lemma 3.6. If in a product
\[
e_0 \cdot (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{l-1} e_{l-1})
\]
two of the factors coincide, i.e., \( \eta_k = \eta_k \) and \( e_k = e_k \) for \( k \neq k \), then we can leave out the \( k \)th factor without changing the product, i.e.,
\[
e_0 \cdot (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}) = e_0 \cdot (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{k+1} e_{k+1}) \cdot \ldots \cdot (\zeta^{-1} \eta_{l-1} e_{l-1}).
\]

Proof of Lemma 3.6. Suppose that \( k < k \). Let us write \( \tilde{e} := e_0 \cdot (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}) \). We want to show that
\[
\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}) \leq \tilde{e} \cdot (\zeta^{-1} \eta_k e_k)
\]
by induction on \( k - k \). The initial step \( k - k = 1 \) is obvious. Now we have
\[
\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1})
\leq \tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-2} e_{k-2}) \leq \tilde{e} \cdot (\zeta^{-1} \eta_k e_k)
\]
where we used the induction hypothesis in the second inequality. Hence we have
\[
\eta_k^{-1} \zeta. (\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1})) \leq \eta_k^{-1} \zeta. (\tilde{e} \cdot (\zeta^{-1} \eta_k e_k))
\]
\[
= (\eta_k^{-1} \zeta. \tilde{e}) e_k = e_\tilde{e}
\]
and thus
\[
\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}) \cdot (\zeta^{-1} \eta_k e_k)
\leq \zeta^{-1} \eta_k^{-1} \zeta. (\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1})) e_\tilde{e}
\]
\[
= \zeta^{-1} \eta_k^{-1} \zeta. (\tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}))
\]
\[
= \tilde{e} \cdot (\zeta^{-1} \eta_k e_k) \cdot \ldots \cdot (\zeta^{-1} \eta_{k-1} e_{k-1}).
\]

Therefore, \( \# \Pi \leq 2^{(#H) \cdot (\Pi_{\zeta, \eta} \in \mathcal{E}_{\zeta, \eta})} \), so that \( \Pi \) is finite, and hence also \( E_{\zeta, \eta} \).

It remains to check a), b) and c). For a), take \( \gamma \in F \). Given \( \eta_0 = \zeta, \eta_1, \ldots, \eta_{l-1} \in \Sigma, \eta_l = \theta \) and \( e_k \in E_{\eta_k, \eta_{k+1}} \) for all \( 0 \leq k \leq l - 1 \), we have \( e_k \in E_{\eta_k, \eta_{k+1}} \) for all \( 0 \leq k \leq l - 1 \) because we have property a) for the family \( \{ E_{\zeta, \eta} \} \) for all \( \zeta, \eta \in \Sigma \), and
\[
e_0 \cdot (\zeta^{-1} \eta_1 e_1) \cdot \ldots \cdot (\zeta^{-1} \eta_{l-1} e_{l-1})
\leq e_0 \cdot ((\gamma \zeta)^{-1}(\gamma \eta_1) e_1) \cdot \ldots \cdot ((\gamma \zeta)^{-1}(\gamma \eta_{l-1}) e_{l-1})
\]
which lies in \( E_{\gamma \zeta, \gamma \theta} \). Hence \( E_{\zeta, \theta} \subseteq E_{\gamma \zeta, \gamma \theta} \) and by symmetry, a) follows.

Next, we prove c). We need another observation.
Lemma 3.7. For all \( \tilde{e} \in E_{\theta^{-1}\zeta} \), \( f \in E_{\mu^{-1}\theta} \) and \( f' \in E \), we have
\[
\tilde{e} \bullet (\xi^{-1}\theta(f \bullet (\mu^{-1}\theta f'))) = (\tilde{e} \bullet (\xi^{-1}\theta f)) \bullet (\xi^{-1}\mu f').
\]

Proof of Lemma 3.7. We have
\[
\tilde{e} \bullet (\xi^{-1}\theta(f \bullet (\mu^{-1}\theta f'))) = \xi^{-1}\theta((\theta^{-1}\xi, \tilde{e})(f \bullet (\mu^{-1}\theta f')))
\]
\[
= \xi^{-1}\theta.(((\theta^{-1}\xi, \tilde{e})f)(\theta^{-1}\mu \cdot (\mu^{-1}\theta f')))
\]
\[
= \xi^{-1}\mu \cdot (\mu^{-1}\theta.((\theta^{-1}\xi, \tilde{e})f)(\theta^{-1}\mu \cdot (\mu^{-1}\theta f')))
\]
\[
= \xi^{-1}\mu \cdot (\mu^{-1}\xi.\tilde{e} \bullet (\xi^{-1}\mu f'))
\]
\[
= (\tilde{e} \bullet (\xi^{-1}\theta f)) \bullet (\xi^{-1}\mu f').
\]

\(\square\)

Now, to prove c), take \( e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1}) \in E_{\zeta, \theta} \) and \( f_0 \bullet (\theta^{-1}\mu_1 f_1) \cdot \ldots \cdot (\theta^{-1}\mu_{n-1} f_{n-1}) \in E_{\theta, v} \). Then we have
\[
(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1}))
\]
\[
\cdot (\zeta^{-1}\theta(f_0 \bullet (\theta^{-1}\mu_1 f_1) \cdot \ldots \cdot (\theta^{-1}\mu_{n-1} f_{n-1}))
\]
\[
= e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1}) \cdot (\zeta^{-1}\theta(f_0 \bullet (\theta^{-1}\mu_1 f_1)
\]
\[
\cdot \ldots \cdot (\theta^{-1}\mu_{n-2} f_{n-2}) \cdot (\zeta^{-1}\mu_{n-1} f_{n-1})
\]
\[
= \ldots = e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1})
\]
\[
\cdot (\zeta^{-1}\theta f_0) \cdot (\zeta^{-1}\mu_1 f_1) \cdot \ldots \cdot (\zeta^{-1}\mu_{n-1} f_{n-1})
\]
which lies in \( E_{\zeta, v} \), as desired. Here we used Lemma 3.7.

Finally, let us prove b). Take \( e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1}) \in E_{\zeta, \theta} \), and proceeding inductively on \( l \) (the case \( l = 1 \) being covered by property b) for \( E_{\zeta, \theta} \), we have
\[
\theta^{-1}\zeta. (e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots \cdot (\zeta^{-1}\eta e_{l-1}))
\]
\[
= \theta^{-1}\zeta. (\zeta^{-1}\eta_{l-1}.(e_{l-1}(\eta_{l-1}^{-1}\zeta.(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots))))
\]
\[
= \theta^{-1}\eta_{l-1}.(e_{l-1}(\eta_{l-1}^{-1}\zeta.(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots)))
\]
\[
= \theta^{-1}\eta_{l-1}.(\eta_{l-1}^{-1}\theta^{-1}\eta_{l-1} e_{l-1}(\eta_{l-1}^{-1}\zeta.(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots)))
\]
\[
= (\theta^{-1}\eta_{l-1} e_{l-1}) \cdot (\theta^{-1}\eta_{l-1}(\eta_{l-1}^{-1}\zeta.(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots))).
\]

By induction hypothesis, \( \eta_{l-1}^{-1}\zeta.(e_0 \bullet (\zeta^{-1}\eta e_1) \cdot \ldots) \) lies in \( E_{\eta_{l-1}^{-1}, \zeta} \), so that the term in (5) lies in \( E_{\theta, \zeta} \) by property c), which we have already established. Hence we have shown \( \theta^{-1}\zeta. E_{\zeta, \theta} \subseteq E_{\theta, \zeta} \), as desired. This completes the proof of Lemma 3.4. \(\square\)

Proof of Lemma 3.5. It is clear that a) implies that (4) defines an \( F \)-invariant subspace. It is \( ^* \)-invariant because
\[
(d\delta_{\zeta^{-1}\eta} \otimes \varepsilon_{\zeta,n})^* = (\delta_{\eta^{-1}\zeta} d\delta_{\zeta^{-1}\eta}) \delta_{\eta^{-1}\zeta} \otimes \varepsilon_{\eta, \zeta} = (\eta^{-1}\zeta).d \delta_{\eta^{-1}\zeta} \otimes \varepsilon_{\eta, \zeta},
\]
and \( \eta^{-1} \zeta . d \) lies in \( E_{\eta, \zeta} \), by b). To see that (4) defines a subalgebra, we compute

\[
(d\delta^{-1}_{\zeta-1} \otimes \varepsilon_{\eta, \zeta})(e\delta^{-1}_{\eta-1} \otimes \varepsilon_{\eta, \theta}) = (d\delta^{-1}_{\zeta-1} e\delta^{-1}_{\theta}) \otimes \varepsilon_{\zeta, \theta} = (d\delta^{-1}_{\zeta-1} e\delta^{-1}_{\eta-1} \delta_{\zeta-1}) \otimes \varepsilon_{\zeta, \theta} = (\delta^{-1}_{\zeta-1} (\delta^{-1}_{\eta-1} d\delta^{-1}_{\zeta-1} e\delta^{-1}_{\eta-1} \delta_{\zeta-1}) \otimes \varepsilon_{\zeta, \theta}) = ((d \cdot (\zeta^{-1} \eta e))\delta_{\zeta-1}) \otimes \varepsilon_{\zeta, \theta}.
\]

Here we used properties (1), (2) and (3) of covariant representations of partial dynamical systems from [38, Definition of covariant representations in § 2]. By c), we know that \( d \cdot (\zeta^{-1} \eta e) \) lies in \( E_{\zeta, \theta} \). This shows that (4) defines a multiplicatively closed subspace, as desired. \( \square \)

With these lemmas, we are now ready to construct inductive limit decompositions of \( A \) and \( \mathcal{A} \). Recall that \( F \) is a fixed finite subgroup of \( G \). Let \( \Sigma_i, i = 1, 2, 3, \ldots \), be an increasing family of finite \( F \)-invariant subsets of \( G \) such that \( G = \bigcup_i \Sigma_i \). For each \( i \), choose a family \( \{ \mathcal{E}_{\zeta, \eta}^{(i)} \} \), \( \zeta, \eta \in \Sigma_i \), of finite subsets \( \mathcal{E}_{\zeta, \eta}^{(i)} \) of \( E_{\zeta, \eta} \) such that \( E_{\xi, \eta} = \bigcup_i \mathcal{E}_{\zeta, \eta}^{(i)} \) for all \( \zeta, \eta \in G \). First follow the procedure described right before Lemma 3.3 to construct families \( \{ \mathcal{E}_{\zeta, \eta}^{(i)} \} \), \( \zeta, \eta \in \Sigma \), of finite subsemilattices \( \mathcal{E}_{\zeta, \eta}^{(i)} \) of \( E_{\zeta, \eta} \) containing \( \mathcal{E}_{\zeta, \eta}^{(i)} \). Then follow the procedure described right before Lemma 3.4 to construct families \( \{ \mathcal{E}_{\zeta, \eta}^{(i)} \} \), \( \zeta, \eta \in \Sigma \), of finite subsemilattices \( \mathcal{E}_{\zeta, \eta}^{(i)} \) of \( E_{\zeta, \eta} \) containing \( \mathcal{E}_{\zeta, \eta}^{(i)} \). Finally, set

\[
A_i := \text{span}(d\delta^{-1}_{\zeta-1} \otimes \varepsilon_{\zeta, \eta} : d \in \mathcal{E}_{\zeta, \eta}^{(i)}, \zeta, \eta \in \Sigma_i).
\]

By Lemma 3.5, \( A_i \) are finite-dimensional sub-C*-algebras of \( A \). By construction, \( A_i \) form an increasing sequence such that \( A = \lim_i A_i \), or more precisely \( A = \bigcup_i A_i \). Moreover, define

\[
\mathcal{A}_i := \text{span}(\varepsilon_{\zeta, \eta, \zeta \cdot (\eta^{-1} \zeta, \cdot, d, \eta)} : \zeta, \eta \in \Sigma_i, d \in \mathcal{E}_{\zeta, \eta}^{(i)}).
\]

By construction, \( \mathcal{A}_i \) are finite-dimensional sub-C*-algebras of \( \mathcal{A} \), which form an increasing sequence such that \( \mathcal{A} = \lim_i \mathcal{A}_i \), or more precisely \( \mathcal{A} = \bigcup_i \mathcal{A}_i \).

What is more, these inductive limit decompositions are \( F \)-equivariant, so that we obtain \( A \times F = \lim_i A_i \times F \) and \( \mathcal{A} \times F = \lim_i \mathcal{A}_i \times F \). Since \( A_i \times F \) and \( \mathcal{A}_i \times F \) are finite-dimensional for all \( i \), we obtain

**Lemma 3.8.** For every finite subgroup \( F \) of \( G \), \( A \times F \) and \( \mathcal{A} \times F \) are AF-algebras.

Next, we define

\[
\Phi_i : \mathcal{A}_i \to K(\ell^2 E) \otimes A_i, \varepsilon_{\zeta, \eta, \zeta \cdot (\eta^{-1} \zeta, \cdot, d, \eta)} \mapsto \varepsilon_{\zeta, \eta \cdot \zeta \cdot d} \otimes (d\delta^{-1}_{\zeta-1} \otimes \varepsilon_{\zeta, \eta}).
\]

It is clear that \( \Phi_i \) is \( F \)-equivariant, so that \( \chi_i := [\Phi_i] \) defines an element in \( KK^F (\mathcal{A}_i, K(\ell^2 E) \otimes A_i) \). By construction, we have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{A}_i & \xrightarrow{\Phi_i} & K(\ell^2 E) \otimes A_i \\
\downarrow & & \downarrow \\
\mathcal{A} & \xrightarrow{\Phi} & K(\ell^2 E) \otimes A
\end{array}
\]
where the vertical arrows are the canonical inclusions. Forming crossed products by $F$, we obtain the commutative diagram

$$
\begin{align*}
\mathcal{A}_i \times F & \xrightarrow{\Phi_i \times F} \mathcal{K}(\ell^2 E) \otimes (\mathcal{A}_i \times F) \\
\downarrow & \\
\mathcal{A} \times F & \xrightarrow{\Phi \times F} \mathcal{K}(\ell^2 E) \otimes (\mathcal{A} \times F)
\end{align*}
$$

Here we used the observation that $F$ acts trivially on the tensor factor $\mathcal{K}(\ell^2 E)$, so that we can pull it out. So we see that $\Phi \times F = \lim_{\to} \Phi_i \times F$. By continuity of K-theory, this means that if $\Phi_i \times F$ induce isomorphisms in K-theory, then so does $\Phi \times F$, i.e., taking Kasparov product with $j_F(\text{res}_F^G(x))$ is an isomorphism. So in summary, we obtain

**Proposition 3.9.** If $x_i = [\Phi_i]$ is invertible in $KK^F(\mathcal{A}_i, \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i)$ for all $i$, then taking Kasparov product with $j_F(\text{res}_F^G(x))$ induces an isomorphism $\sqcup \otimes j_F(\text{res}_F^G(x)) : K_*((\mathcal{A} \times F) \cong K_*((\mathcal{K}(\ell^2 E) \otimes \mathcal{A}) \times F)$.

### 3.3. KK-equivalences for finite subgroups

In the previous subsection, we have explained why it suffices to show that the $KK^F$-elements $x_i = [\Phi_i]$ are invertible in $KK^F(\mathcal{A}_i, \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i)$. Our goal now is to show precisely this.

We start with the following observation, which is straightforward to check.

**Lemma 3.10.** We have an $F$-equivariant isomorphism

$$
\Psi_i : \mathcal{A}_i \rightarrow \mathcal{A}_i, \quad \varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} \mapsto \left( d - \bigvee_{e \in E_{\xi, \eta}^{(i)}, e \leq d} e \right) \delta_{\xi^{-1} \eta} \otimes \varepsilon_{\xi, \eta}.
$$

Its inverse is given by

$$
\mathcal{A}_i \rightarrow \mathcal{A}_i, \quad d \delta_{\xi^{-1} \eta} \otimes \varepsilon_{\xi, \eta} \mapsto \sum_{e \in E_{\xi, \eta}^{(i)}, e \leq d} \varepsilon_{(e, \xi), (\eta^{-1} \xi, e, \eta)}.
$$

Therefore, to show that $x_i = [\Phi_i]$ is invertible it suffices to show that the following composite

$$
\begin{align*}
\mathcal{A}_i & \xrightarrow{\Phi_i} \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i \xrightarrow{id \otimes \Psi_i} \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i \\
\varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} & \mapsto \varepsilon_{d, \eta^{-1} \xi, d} \otimes (d \delta_{\xi^{-1} \eta} \otimes \varepsilon_{\xi, \eta}) \mapsto \varepsilon_{d, \eta^{-1} \xi, d} \otimes \sum_{e \in E_{\xi, \eta}^{(i)}, e \leq d} \varepsilon_{(e, \xi), (\eta^{-1} \xi, e, \eta)}
\end{align*}
$$

yields a $KK^F$-equivalence. Consider

$$
\begin{align*}
I : \mathcal{A}_i & \rightarrow \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i, \quad \varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} \mapsto \varepsilon_{d, \eta^{-1} \xi, d} \otimes \varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} \\
\rho : \mathcal{A}_i & \rightarrow \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i, \quad \varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} \mapsto \varepsilon_{d, \eta^{-1} \xi, d} \otimes \sum_{e \in E_{\xi, \eta}^{(i)}, e \leq d} \varepsilon_{(e, \xi), (\eta^{-1} \xi, e, \eta)}
\end{align*}
$$

$I$ and $\rho$ are $F$-equivariant homomorphisms, and they are orthogonal because $\varepsilon_{(d, \xi), (\eta^{-1} \xi, d, \eta)} \varepsilon_{(e, \xi), (\eta^{-1} \xi, e, \eta)} = 0$ for all $e \leq d$. Moreover, it is clear that $(id \otimes \Psi_i) \circ \Phi_i = I + \rho$.

Fix $f \in E^\times$. Then $\varepsilon_{f, f} \otimes id : \mathcal{A}_i \rightarrow \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i, \quad a \mapsto \varepsilon_{f, f} \otimes a$ is an invertible element in $KK^F(\mathcal{A}_i, \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i)$. This gives us a way to identify $KK^F(\mathcal{A}_i, \mathcal{K}(\ell^2 E) \otimes \mathcal{A}_i)$ with $KK^F(\mathcal{A}_i, \mathcal{A}_i)$. 
Lemma 3.11. Upon identifying $KKF(A_i, \mathcal{K}(\ell^2 E) \otimes A_i)$ with $KKF(A_i, A_i)$ as above, we have that $[I] = 1$ in $KKF$.

Proof. Consider

$$V := \sum_{\zeta \in \Sigma_i, f \in E^{(i)}_{\zeta, \zeta}} \varepsilon_{f, f} \otimes \varepsilon_{(f, \zeta), (f, \zeta)} + \sum_{\zeta \in \Sigma_i, d \in E^{(i)}_{\zeta, \zeta}, d \neq f} \varepsilon_{f, d} \otimes \varepsilon_{(d, \zeta), (d, \zeta)} + \sum_{\zeta \in \Sigma_i, d \in E^{(i)}_{\zeta, \zeta}, d \neq f} \varepsilon_{d, f} \otimes \varepsilon_{(d, \zeta), (d, \zeta)}.$$

$V$ is a self-adjoint partial isometry. Set $U := W + (1 - W^2) \in \mathcal{U}(\mathcal{M}(\mathcal{K}(\ell^2 E) \otimes A_i))$. Then $U$ is a self-adjoint unitary. We claim that $UIU = \varepsilon_{f, f} \otimes \text{id}_{A_i}$. Indeed, we have

$$UI(\varepsilon_{(d, \zeta), (\eta^{-1} \zeta, d, \eta)})U = U(\varepsilon_{f, \eta^{-1} \zeta, d \otimes \varepsilon_{(d, \zeta), (\eta^{-1} \zeta, d, \eta)}}, (\eta^{-1} \zeta, d, \eta))U$$
$$= U(\varepsilon_{f, d} \otimes \varepsilon_{(d, \zeta), (\eta^{-1} \zeta, d, \eta)})U$$
$$= (\varepsilon_{f, d} \otimes \varepsilon_{(d, \zeta), (\eta^{-1} \zeta, d, \eta)})(\varepsilon_{f, d} \otimes \varepsilon_{(\eta^{-1} \zeta, d, \eta)}))$$
$$= \varepsilon_{f, f} \otimes \varepsilon_{(d, \zeta), (\eta^{-1} \zeta, d, \eta)}(\varepsilon_{f, f} \otimes \text{id}_{(\eta^{-1} \zeta, d, \eta)}).$$

Let $L$ be the longest proper chain $d_1 \geq d_2 \geq \ldots \geq d_{L-1} \geq d_L$ in $\bigcup_{\zeta, \eta \in \Sigma_i} E^{(i)}_{\zeta, \eta}$.

Lemma 3.12. Upon identifying $KKF(A_i, \mathcal{K}(\ell^2 E) \otimes A_i)$ with $KKF(A_i, A_i)$ as above, we have that $[\rho]^L = 0$ in $KKF$.

Proof. It suffices to show that

$$(\text{id}^{\otimes (L-1)} \otimes \rho) \circ \ldots \circ (\text{id}^{\otimes 2} \otimes \rho) \circ (\text{id} \otimes \rho) \circ \rho = 0$$

as a homomorphism $A_i \to \mathcal{K}(\ell^2 E)^{\otimes L} \otimes A_i$. The reason is that, writing $\mathcal{K} := \mathcal{K}(\ell^2 E)$ and $\varepsilon := \varepsilon_{f, f}$, we have the following commutative diagram

$$\begin{array}{c}
A_i \xrightarrow{\rho} \mathcal{K} \otimes A_i \xrightarrow{id \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes A_i \xrightarrow{id \otimes id \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes \mathcal{K} \otimes A_i \xrightarrow{id \otimes (L-1) \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes \ldots \otimes A_i \\
\varepsilon \otimes \text{id} \uparrow \quad \varepsilon \otimes \text{id} \uparrow \quad \varepsilon \otimes \text{id} \uparrow \quad \varepsilon \otimes \text{id} \uparrow \\
A_i \xrightarrow{\rho} \mathcal{K} \otimes A_i \xrightarrow{id \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes A_i \xrightarrow{id \otimes (L-2) \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes \ldots \otimes A_i \xrightarrow{id \otimes (L-1) \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes \ldots \\
\varepsilon \otimes \text{id} \uparrow \quad \varepsilon \otimes \text{id} \uparrow \quad \varepsilon \otimes \text{id} \uparrow \\
A_i \xrightarrow{\rho} \mathcal{K} \otimes A_i \xrightarrow{id \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes A_i \xrightarrow{id \otimes (L-1) \otimes \rho} \mathcal{K} \otimes \mathcal{K} \otimes \ldots \otimes A_i \\
\varepsilon \otimes \text{id} \uparrow \\
A_i
\end{array}$$

It shows that $[\rho]^L$ and the $KKF$-class given by $(\text{id}^{\otimes (L-1)} \otimes \rho) \circ \ldots \circ (\text{id}^{\otimes 2} \otimes \rho) \circ (\text{id} \otimes \rho) \circ \rho$ differ only by a $KKF$-equivalence.
We compute

\[
\rho(\varepsilon_{(d_1, \xi)}(\eta^{-1} \xi, d_1, \eta)) = \varepsilon_{d_1, \eta^{-1} \xi, d_1} \otimes \sum_{d_2 \leq d_1} \varepsilon_{(d_2, \xi), (\eta^{-1} \xi, d_2, \eta)}
\]

\[
((\text{id} \otimes \rho) \circ \rho)(\varepsilon_{(d_1, \xi), (\eta^{-1} \xi, d_1, \eta)} = \sum_{d_3 \leq d_2 \leq d_1} \varepsilon_{d_1, \eta^{-1} \xi, d_1} \otimes \varepsilon_{(d_2, \xi), (\eta^{-1} \xi, d_2, \eta)} \otimes \varepsilon_{(d_3, \xi), (\eta^{-1} \xi, d_3, \eta)}
\]

\[
\cdots
\]

\[
((\text{id} \otimes (L-1) \otimes \rho) \circ \cdots \circ \rho)(\varepsilon_{(d_1, \xi), (\eta^{-1} \xi, d_1, \eta)} = \sum_{d_{L+1} \leq d_L \leq \ldots \leq d_2 \leq d_1} \varepsilon_{d_1, \eta^{-1} \xi, d_1} \otimes \varepsilon_{(d_2, \xi), (\eta^{-1} \xi, d_2, \eta)} \otimes \cdots \otimes \varepsilon_{(d_L, \xi), (\eta^{-1} \xi, d_L, \eta)}
\]

\[
\otimes \varepsilon_{(d_{L+1}, \xi), (\eta^{-1} \xi, d_{L+1}, \eta)} = 0
\]

because there are no proper chains of length greater than \( L \).

\[\Box\]

**Corollary 3.13.** For all \( i \), the element \( x_i = [\Phi_i] \) is invertible in \( KK^F(A_i, \mathcal{K}(\ell^2 E) \otimes A_i) \).

**Proof.** As explained above, it suffices to show that \( [\text{id} \otimes \Psi_i] \otimes [\Phi_i] \) is invertible in \( KK^F(A_i, \mathcal{K}((\ell^2 E) \otimes A_i) \). We have \( [\text{id} \otimes \Psi_i] \otimes [\Phi_i] = [I] + [\rho] \) which by Lemma 3.11 is given by \( 1 + [\rho] \) (upon identifying \( KK^F(A_i, \mathcal{K}((\ell^2 E) \otimes A_i) \) with \( KK^F(A_i, A_i) \)), which then by Lemma 3.12 is invertible with inverse \( \sum_{j=0}^{L-1} (-1)^j [\rho] \).

### 3.4. Homomorphisms inducing KK-equivalence.

Let us first analyse \( A \rtimes_r G \). We first need some notation. Given \( d \in E^x \), let \( G(d) := \{ \gamma \in G : d \in E_{\gamma^{-1}} \} \) and \( G_d := \{ \gamma \in G(d) : \gamma \cdot d = d \} \). Choose a set of representatives \( \mathcal{D} \) for \( G \setminus E^x \), i.e., a subset \( \mathcal{D} \subseteq E^x \) such that for every \( e \in E^x \), there exists a unique \( d \in \mathcal{D} \) and some \( \gamma \in G \) with \( e = \gamma \cdot d. \) For \( d \in \mathcal{D} \), define a subalgebra \( \mathcal{A}_d \) of \( \mathcal{A} \) by \( \mathcal{A}_d := \overline{\span{\{ \varepsilon_{(e, \xi), (\eta^{-1} \xi, \eta, \eta) : \xi, \eta \in G, e \in G(d), d \cap E_{\xi^{-1}} \}}} \). We view \( \mathcal{A}_d \) as a subalgebra of \( \mathcal{K}(\ell^2 (G(d) \cdot d \times G)) \). Clearly, we have \( \mathcal{A} = \bigoplus_{d \in \mathcal{D}} \mathcal{A}_d \). Moreover, recall that \( G \) acts on \( \mathcal{A} \) by \( \text{Ad} (1 \otimes \lambda) \). By construction, \( \mathcal{A}_d \) is \( G \)-invariant for all \( d \in \mathcal{D} \). Thus we will focus on one summand \( \mathcal{A}_d \) for a fixed \( d \in \mathcal{D} \).

Let \( \mathcal{R} \subseteq G \) be a set of representatives for \( G / G_d \), and let \( \tau : G / G_d \rightarrow \mathcal{R} \) be a split for the canonical map \( \mathcal{R} \rightarrow G \rightarrow G / G_d \) (i.e., we have \( [\tau[\gamma]] = [\gamma] \) for all \( \gamma \in G \)). Now consider the map

\[
G(d).d \times G \rightarrow G(d) / G_d \times G / G_d \times G_d, \ (\gamma \cdot d, \xi) \mapsto ([\gamma], [\xi \gamma], (\tau[\xi \gamma])^{-1} \xi \tau[\gamma]).
\]

It is a bijection with inverse

\[
G(d) / G_d \times G / G_d \times G_d \rightarrow G(d).d \times G, \ ([\gamma], [\tau], \mu) \mapsto (\tau[\gamma].d, \tau[\mu] \tau[\gamma]^{-1}).
\]

This bijection induces a unitary

\[
\ell^2(G(d).d \times G) \cong \ell^2(G(d) / G_d \times G / G_d \times G_d) \cong \ell^2(G(d) / G_d) \otimes \ell^2(G / G_d) \otimes \ell^2 G_d.
\]
Conjugation by this unitary yields an isomorphism
\[
\Xi_d : A_d \cong \mathcal{K}(\ell^2(G(d)/G_d)) \otimes C_0(G/G_d) \otimes \mathcal{K}(\ell^2G_d)
\]
with
\[
\Xi_d(\varepsilon(e,\xi),(\eta^{-1},e,\eta)) = \varepsilon(\gamma,\eta^{-1}e,\eta) \otimes \varepsilon(\gamma,\eta^{-1}e,\eta) \otimes \varepsilon(\gamma,\eta^{-1}e,\eta)
\]
where \( e = \gamma \cdot d \).

Now let \( l \) denote the \( G \)-action on \( C_0(G/G_d) \) given by left translation.

**Lemma 3.14.** The \( G \)-actions \( \text{Ad} (1 \otimes \lambda) : G \rhd A_d \) and \( \text{id} \otimes l \otimes \text{id} : G \rhd \mathcal{K}(\ell^2(G(d)/G_d)) \otimes C_0(G/G_d) \otimes \mathcal{K}(\ell^2G_d) \) are cocycle conjugate.

**Proof.** Let \( g \in G \), let \( w_g \) be the unitary \( \ell^2(G(d)/G_d) \otimes \ell^2(G/G_d) \otimes \ell^2G_d \cong \ell^2(G(G/G_d) \otimes \ell^2G/G_d) \otimes \ell^2G_d \) induced by the bijection
\[
G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d, \ (\gamma, \tau, \mu) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1}).
\]

Let us show that
\[
\Xi_d \circ \text{Ad} (1 \otimes \lambda_g) \circ \Xi_d^{-1} = w_g (\text{id} \otimes l_g \otimes \text{id}) w_g^*.
\]

\( \Xi_d \circ \text{Ad} (1 \otimes \lambda_g) \circ \Xi_d^{-1} \) is given by conjugation with the unitary which corresponds to the following bijection:
\[
G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d
\]
\[
(\gamma, \tau, \mu) \mapsto (\gamma, \tau, \mu(\gamma)^{-1}) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1}) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1})
\]

\( w_g (\text{id} \otimes l_g \otimes \text{id}) w_g^* \) is given by conjugation with the unitary which corresponds to the following bijection:
\[
G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d
\]
\[
(\gamma, \tau, \mu) \mapsto (\gamma, \tau, \mu) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1})
\]

This shows \( \Xi_d \circ \text{Ad} (1 \otimes \lambda_g) \circ \Xi_d^{-1} = w_g (\text{id} \otimes l_g \otimes \text{id}) w_g^* \), as desired.

It remains to show that \( g \mapsto w_g \) is an \( (\text{id} \otimes l \otimes \text{id}) \)-cocycle. For that purpose, observe that \( w_g (\text{id} \otimes l_g \otimes \text{id})(w_h) \) is the unitary induced by the bijection
\[
G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d \to G(d)/G_d \times G/G_d \times G_d
\]
\[
(\gamma, \tau, \mu) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1}) \mapsto (\gamma, \tau, \mu(\gamma)^{-1} g \tau(\mu)^{-1})
\]

which is precisely the bijection corresponding to \( w_{gh} \). Hence \( w_{gh} = w_g (\text{id} \otimes l_g \otimes \text{id})(w_h) \), as desired. \( \square \)

Let us denote the canonical unitaries in (the multiplier algebra of) \( A \rtimes_r G \) implementing the \( G \)-action by \( \Delta_g \), \( g \in G \). For \( d \in \mathcal{D} \), define the homomorphism \( \kappa_d : C^*_\Lambda(G_d) \to A \rtimes_r G \), \( \lambda_g \mapsto \varepsilon(d,1),(d,g) \Delta_g \).
Proposition 3.15.

\[
\left( \sum_{d \in \mathcal{D}} \kappa_d \right) : \left( \bigoplus_{d \in \mathcal{D}} C^*_\lambda(G_d) \right) \to A \rtimes_r G
\]

induces a Morita equivalence between \( \bigoplus_{d \in \mathcal{D}} C^*_\lambda(G_d) \) and \( A \rtimes_r G \).

**Proof.** Consider the composition

\[
\bigoplus_{d \in \mathcal{D}} C^*_\lambda(G_d) \to \bigoplus_{d \in \mathcal{D}} (\mathcal{K}(\ell^2(G(d)/G_d))) \otimes C_0(G/G_d) \otimes \mathcal{K}(\ell^2(G_d)) \times_{\text{id} \otimes \text{id},r} G \xrightarrow{\cong} \bigoplus_{d \in \mathcal{D}} A_d \rtimes_r G \cong A \rtimes_r G, \tag{6}
\]

where the first map sends \( \lambda_g \in C^*_\lambda(G_d) \) to \((\varepsilon_{[1],[1]} \otimes \varepsilon_{[1],[1]} \otimes \varepsilon_{1,1}) \Delta_g \), the second map is given by the isomorphism sending \( a \Delta_g \in (\mathcal{K}(\ell^2(G(d)/G_d))) \otimes C_0(G/G_d) \otimes \mathcal{K}(\ell^2(G_d)) \times_{\text{id} \otimes \text{id},r} G \) to \((a \varepsilon) \Delta_g \), and the third map is the canonical isomorphism. Now it is clear that the composition in (6) induces a Morita equivalence between \( \bigoplus_{d \in \mathcal{D}} C^*_\lambda(G_d) \) and \( A \rtimes_r G \) (this is as in [14, § 3]). In addition, it is easy to check that the composition in (6) coincides with \( \sum_{d \in \mathcal{D}} \kappa_d \).

If we now define the homomorphisms \( \iota_d : C^*_\lambda(G_d) \to \mathcal{K}(\ell^2 E) \otimes \mathfrak{A} \rtimes_r G \), \( \lambda_g \mapsto (d \delta_g \otimes \varepsilon_{1,g}) \Delta_g \), then the following is easy to check:

**Lemma 3.16.** We have a commutative diagram

\[
\begin{array}{ccc}
\bigoplus_{d \in \mathcal{D}} C^*_\lambda(G_d) & \xrightarrow{\sum_{d} \varepsilon_{d,d} \otimes \iota_d} & \mathcal{K}(\ell^2 E) \otimes \mathfrak{A} \rtimes_r G \\
\sum_{d} \kappa_d \downarrow & & \downarrow \\
A \rtimes_r G & \xrightarrow{\Phi \rtimes_r G} & \mathcal{K}(\ell^2 E) \otimes A \rtimes_r G
\end{array}
\]

where the right vertical arrow is given by the canonical inclusion.

Given \( d \in \mathcal{D} \), define the homomorphism \( \iota_d : C^*_\lambda(G_d) \to D \rtimes_r G \), \( \lambda_g \mapsto d \delta_g \). Let \([M \rtimes_r G]^{-}\) be the element in \( KK(D \rtimes_r G, \mathfrak{A} \rtimes_r G) \) induced by the \((D \rtimes_r G)-\mathfrak{A} \rtimes_r G\) imprimitivity bimodule \( M \rtimes_r G \) introduced in (3) in Sect. 2.3.

**Proposition 3.17.** For every \( d \in \mathcal{D} \), we have \([\iota_d] \otimes [M \rtimes_r G] = [\iota_d] \) in \( KK(C^*_\lambda(G_d), \mathfrak{A} \rtimes_r G) \).

**Proof.** The Kasparov product \([\iota_d] \otimes [M \rtimes_r G]^{-}\) is represented by the right Hilbert \( \mathfrak{A} \rtimes_r G \)-module \( D \rtimes_r G \otimes \tau_{\mathfrak{A} \rtimes_r G} M \rtimes_r G \cong M \rtimes_r G \), with right Hilbert \( \mathfrak{A} \rtimes_r G \)-module as described in Sect. 2.3 and left \( C^*_\lambda(G_d) \)-action given by \( \lambda_g((e \delta \otimes \varepsilon_{1,g}) \Delta_h) = (g,de) \delta \otimes \varepsilon_{1,g} \Delta_h \). The KK-element \([\iota_d]^{-}\) is represented by \( \mathfrak{A} \rtimes_r G \), viewed as a right Hilbert \( \mathfrak{A} \rtimes_r G \) in the obvious way, with left \( C^*_\lambda(G_d) \)-action given by

\[
\lambda_g((e \delta \otimes \varepsilon_{1,g}) \Delta_h) = (d \delta \otimes \varepsilon_{1,g})((g,de) \delta \otimes \varepsilon_{1,g}) \Delta_h
\]

where

\[
\begin{cases}
0 & \text{if } \xi \neq 1, \\
((g,de) \delta \otimes \varepsilon_{1,g}) \Delta_h & \text{if } \xi = 1.
\end{cases}
\]
Without changing the classes in $KK(C^*_\Lambda(G_d), \mathcal{A} \rtimes_r G)$, we can replace the Hilbert modules $M \rtimes_r G$ by $C^*_\Lambda(G_d) \cdot (M \rtimes_r G)$ and $\mathcal{A} \rtimes_r G$ by $C^*_\Lambda(G_d) \cdot (\mathcal{A} \rtimes_r G)$. Then it is straightforward to check that

\[ C^*_\Lambda(G_d) \cdot (M \rtimes_r G) \to C^*_\Lambda(G_d) \cdot (\mathcal{A} \rtimes_r G), \quad (e\delta_\eta \otimes \varepsilon_{1,\eta})\Delta_g \mapsto (e\delta_\eta \otimes \varepsilon_{1,\eta})\Delta_g \]

gives rise to an isomorphism of right Hilbert $\mathcal{A} \rtimes_r G$-modules which intertwines the left $C^*_\Lambda(G_d)$-actions. \hfill \square

3.5. Proofs of main theorems. Let us now prove Theorems 1.1, 1.2 and Corollaries 1.3, 1.4. We actually prove more precise statements. Let us keep the same notations as in previous subsections of Sect. 3. For $d \in \mathcal{D}$, let $i_d : C^*_\Lambda(S_d) \to C^*_\Lambda(S)$ be the homomorphism induced by the canonical embedding $S_d \hookrightarrow S$.

**Theorem 3.18.** (I) If $G$ satisfies the Baum–Connes conjecture for $A$ and $A$, then $\sum_{d \in \mathcal{D}} i_d$ induces a $K$-theory isomorphism $\bigoplus_{d \in \mathcal{D}} K_* (C^*_\Lambda(S_d)) \cong K_* (C^*_\Lambda(S))$.

(II) If $G$ satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then $\sum_{d \in \mathcal{D}} i_d$ induces a KK-equivalence between $\bigoplus_{d \in \mathcal{D}} C^*_\Lambda(S_d)$ and $C^*_\Lambda(S)$.

**Proof.** For every $d \in \mathcal{D}$, $\sigma$ induces an isomorphism $S_d \cong G_d$ and hence a $C^*$-isomorphism $C^*_\Lambda(S_d) \cong C^*_\Lambda(G_d)$. Moreover, it is easy to check that this $C^*$-isomorphism fits into the following commutative diagram:

$$
\begin{array}{ccc}
C^*_\Lambda(S_d) & \xrightarrow{i_d} & C^*_\Lambda(S) \\
\downarrow^{\cong} & & \downarrow^{\cong} \\
C^*_\Lambda(G_d) & \xrightarrow{i_d} & D \rtimes_r G
\end{array}
$$

where the right vertical isomorphism is provided by (2). Hence it suffices to show that $\sum_{d \in \mathcal{D}} i_d$ induces a $K$-theory isomorphism $\bigoplus_{d \in \mathcal{D}} K_* (C^*_\Lambda(G_d)) \cong K_* (D \rtimes_r G)$ in case (I) and a KK-equivalence between $\bigoplus_{d \in \mathcal{D}} C^*_\Lambda(G_d)$ and $D \rtimes_r G$ in case (II).

Let $x := [\Phi] \in KK^G (A, \mathcal{K}(\ell^2 E) \otimes A)$ be as in Sect. 3.1. Corollary 3.13 and Proposition 3.9 imply that taking Kasparov product with $j_F(\text{res}^G_F(x))$ induces an isomorphism $\sqcup \otimes j_F(\text{res}^F_F(x)) : K_* (A \rtimes F) \cong K_* ((\mathcal{K}(\ell^2 E) \otimes A) \rtimes F)$. Since $A \rtimes F$ and $(\mathcal{K}(\ell^2 E) \otimes A) \rtimes F \cong (\mathcal{K}(\ell^2 E) \otimes (A \rtimes F)$ are AF-algebras by Lemma 3.8, they satisfy the UCT, so that we actually obtain that $j_F(\text{res}^G_F(x))$ is a KK-equivalence between $A \rtimes F$ and $(\mathcal{K}(\ell^2 E) \otimes A) \rtimes F$. Therefore, by the Going-Down principle as in Proposition 2.15, we obtain that taking Kasparov product with $j_G(x)$ induces an isomorphism $\sqcup \otimes j_G(x) : K_* (A \rtimes_r G) \cong K_* ((\mathcal{K}(\ell^2 E) \otimes A) \rtimes_r G)$ in case (I) and that $j_G(x)$ is a KK-equivalence between $A \rtimes_r G$ and $(\mathcal{K}(\ell^2 E) \otimes A) \rtimes_r G$ in case (II). Now Lemma 3.16 and Proposition 3.17 imply that the following diagram in KK commutes:

$$
\begin{array}{ccc}
\bigoplus_{d \in \mathcal{D}} C^*_\Lambda(G_d) & \xrightarrow{\sum_d \varepsilon_{d,d} \otimes i_d} & \mathcal{K}(\ell^2 E) \otimes D \rtimes_r G \\
\downarrow^{\sum_d \varepsilon_{d,d} \otimes i_d} & & \downarrow^{1\otimes [M \rtimes_r G]} \\
A \rtimes_r G & \xrightarrow{j_G(x) = [\Phi \rtimes_r G]} & \mathcal{K}(\ell^2 E) \otimes A \rtimes_r G
\end{array}
$$
where the lower right vertical arrow is given by the canonical inclusion. Since \( \sum_{d \in D} \kappa_d \) is a KK-equivalence by Proposition 3.15, and because the two right vertical arrows are KK-equivalences by the discussion in Sect. 2.3, we deduce that \( \sum_{d \in D} \varepsilon_{d,d} \otimes i_d \) must induce a K-theory isomorphism in case (I) and a KK-equivalence in case (II). Since for every \( d \in D \), the KK-elements \( [\varepsilon_d] \) and \( [\varepsilon_{d,d} \otimes i_d] \) coincide upon identifying—up to KK-equivalence—\( D \times r G \) with \( K(\ell^2 E) \otimes D \times r G \), we obtain the desired statement for \( \sum_{d \in D} i_d \) and hence for \( \sum_{d \in D} i_d \).

Clearly, Theorem 3.18 implies Theorem 1.1, once we observe that \( G \setminus E^\times = S \setminus E^\times \).

Now let us come to partial dynamical systems and their reduced crossed products. Let \( G \) be a countable discrete group, \( X \) a second countable totally disconnected locally compact Hausdorff space, and \( G \curvearrowright X \) a partial dynamical system, given by \( U_{g^{-1}} \rightarrow U_g \), \( x \mapsto g.x \). Suppose that \( V \) is a \( G \)-invariant regular basis for the compact open subsets of \( X \). For \( V \in \mathcal{V} \), set \( i_V : C^*_\lambda(G_V) \rightarrow C_0(X) \times_r G \), \( \lambda_g \mapsto 1_V \delta_g \). Here \( G_V = \{ g \in G : g.V = V \} \) and \( 1_V \) denotes the characteristic function on \( V \). Moreover, let \( G \setminus V^\times \) denote the set of orbits under the \( G \)-action on the non-empty elements \( V^\times \) of \( \mathcal{V} \). Apply construction (**) from Sect. 2.2 to construct the inverse semigroup \( S \), together with an idempotent pure partial homomorphism \( \sigma : S^\times \rightarrow G \), attached to \( G \curvearrowright X \) and \( \mathcal{V} \), and let \( A \) and \( A \) be the C*-algebras constructed in \S 2.3 and Sect. 3.1, respectively.

**Theorem 3.19.** (I) If \( G \) satisfies the Baum–Connes conjecture for \( A \) and \( A \), then \( \sum_{[V] \in G \setminus \mathcal{V}^\times} i_V \) induces a K-theory isomorphism \( \bigoplus_{[V] \in G \setminus \mathcal{V}^\times} K_* (C^*_\lambda (G_V)) \cong K_* (C_0(X) \times_r G) \).

(II) If \( G \) satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then \( \sum_{[V] \in G \setminus \mathcal{V}^\times} i_V \) induces a KK-equivalence between \( \bigoplus_{[V] \in G \setminus \mathcal{V}^\times} C^*_\lambda (G_V) \) and \( C_0(X) \times_r G \).

**Proof.** It is easy to check that for \( S \) (with its semilattice \( E \), \( \sigma \) obtained by construction (**) from \( G \curvearrowright X \) and \( \mathcal{V} \), we get a semilattice isomorphism \( E \cong \mathcal{V} \) respecting the partial \( G \)-actions. Now the theorem follows from the isomorphism in (2) and Theorem 3.18. \( \square \)

Before we turn to semigroup C*-algebras, let us record a K-theory formula for reduced C*-algebras of left inverse hulls. Let \( P \) be a subsemigroup of a countable group \( G \). Let \( I_1(P) \) be the left inverse hull of \( P \), as introduced in Sect. 2.1. Let \( A \) and \( A \) be the C*-algebras constructed for \( S = I_1(P) \) in Sects. 2.3 and 3.1. For \( X \in \mathcal{J}_P^\times = E(I_1(P))^\times \), let \( i_X : C^*_\lambda((I_1(P))_X) \rightarrow C^*_\lambda(I_1(P)) \) be the homomorphism induced by the canonical embedding \( (I_1(P))_X \hookrightarrow I_1(P) \).

**Corollary 3.20.** (I) If \( G \) satisfies the Baum–Connes conjecture for \( A \) and \( A \), then \( \sum_{[X] \in I_1(P) \setminus \mathcal{J}_P^\times} i_X \) induces a K-theory isomorphism \( \bigoplus_{[X] \in I_1(P) \setminus \mathcal{J}_P^\times} K_* (C^*_\lambda((I_1(P))_X)) \cong K_* (C^*_\lambda(I_1(P))) \).

(II) If \( G \) satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then \( \sum_{[X] \in I_1(P) \setminus \mathcal{J}_P^\times} i_X \) induces a KK-equivalence between \( \bigoplus_{[X] \in I_1(P) \setminus \mathcal{J}_P^\times} C^*_\lambda((I_1(P))_X) \) and \( C^*_\lambda(I_1(P)) \).

**Proof.** Just apply Theorem 3.18 to \( S = I_1(P) \). \( \square \)

The case of semigroup C*-algebras can now be treated as a special case. Let \( P \) be a left-cancellative semigroup, \( \mathcal{J}_P^\times \) the set of non-empty constructible right ideals of \( P \), as introduced in Sect. 2.1, \( P \setminus \mathcal{J}_P^\times \) the set of equivalence classes of the equivalence relation on \( \mathcal{J}_P^\times \) generated by \( X \sim pX = \{ px : x \in X \} \) for all \( X \in \mathcal{J}_P^\times \) and \( p \in P \),
and, for \( X \in \mathcal{J}_P^\times \), let \( P_X \) be the group of bijections \( X \to X \) which can be expressed as compositions of finitely many maps, each of which given by left multiplication by a fixed semigroup element or the set-theoretical inverse of such a left multiplication map. For \( X \in \mathcal{J}_P^\times \), set \( i_X : C_*^\times (P_X) \to C_*^\times (P) \), \( \lambda_x \mapsto V_x \). As in Sects. 2.3 and 3.1, construct C*-algebras \( A \) and \( \Lambda \) for the left inverse hull \( S := I_l(P) \) of \( P \) (see Sect. 2.1).

**Corollary 3.21.** Suppose that \( P \) satisfies the independence condition from Definition 2.7.

(I) If \( P \) embeds into a countable group which satisfies the Baum–Connes conjecture for \( \Lambda \) and \( A \), then \( \sum_{[X] \in P \setminus \mathcal{J}_P^\times} i_X \) induces a K-theory isomorphism \( \bigoplus_{[X] \in P \setminus \mathcal{J}_P^\times} K_*(C_*^\times (P_X)) \cong K_*(C_*^\times (P)) \).

(II) If \( P \) embeds into a countable group which satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then \( \sum_{[X] \in P \setminus \mathcal{J}_P^\times} i_X \) induces a KK-equivalence between \( \bigoplus_{[X] \in P \setminus \mathcal{J}_P^\times} C_*^\times (P_X) \) and \( C_*^\times (P) \).

**Proof.** This follows from Proposition 2.8 and Corollary 3.20, once we observe that \( \mathcal{J}_P^\times = \{ pP : p \in P \} \). Let us keep the same notations as in Corollary 3.21, and denote by \( P^* \) the group of invertible elements in \( P \).

**Corollary 3.22.** Let \( P \) be a right LCM monoid.

(I) If \( P \) embeds into a countable group which satisfies the Baum–Connes conjecture for \( \Lambda \) and \( A \), then \( i_P \) induces a K-theory isomorphism \( K_*(C_*^\times (P^*)) \cong K_*(C_*^\times (P)) \).

(II) If \( P \) embeds into a countable group which satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then \( i_P \) induces a KK-equivalence between \( C_*^\times (P^*) \) and \( C_*^\times (P) \).

**Proof.** Left-cancellative right LCM monoids satisfy the independence condition by [15, Lemma 5.6.31]. Hence Corollary 3.21 applies and we obtain the desired statement once we identify \( P_P \) in the notation of Corollary 3.21 with \( P^* \). If we identify elements \( u \in P^* \) with the left multiplication maps \( P \to P \), \( x \mapsto ux \), then it is clear that \( P^* \subseteq P_P \). To prove the reverse inclusion, take \( s \in P_P \). Let \( 1 \) denote the identity element of \( P \), and let \( u := s(1) \). Then, by [15, Equation (5.11)], we must have that \( s(x) = ux \) for all \( x \in P \). Thus \( u \) must lie in \( P^* \), and we obtain \( P_P \subseteq P^* \), as desired.

4. Applications

We start with applications of Corollary 3.22 to semigroup C*-algebras of Artin monoids, Baumslag–Solitar monoids and one-relator monoids. We then discuss C*-algebras generated by right regular representations of \( ax + b \)-type semigroups of number-theoretic origin. Finally, we compute K-theory for reduced C*-algebras of inverse semigroups arising in the context of tilings.

4.1. Semigroup C*-algebras of Artin monoids. First of all, let us discuss Artin monoids (sometimes also called Artin–Tits monoids). Let \( S \) be a countable set. For every \( a, b \in S \), let \( m_{a,b} \in \{ 2, 3, \ldots \} \cup \{ \infty \} \) such that \( m_{a,b} = m_{b,a} \). The Artin group \( A_M \) of \( M = (m_{a,b})_{a,b \in S} \) is the group given by the presentation

\[
A_M := \langle S \mid \langle ab \rangle^{m_{a,b}} = \langle ba \rangle^{m_{b,a}} \forall a, b \in S \rangle.
\]
Here \((ab)^{m_{a,b}}\) denotes the alternating word \(abab\cdots\) of length \(m_{a,b}\) in \(a\) and \(b\), starting with \(a\). If \(m_{a,b} = m_{b,a} = \infty\), then the relation \((ab)^{m_{a,b}} = (ba)^{m_{b,a}}\) means that there is no relation involving \(a\) and \(b\). The Artin monoid \(A_M^+\) of \(M\) is the monoid given by the same presentation

\[
A_M^+ := \langle S \mid (ab)^{m_{a,b}} = (ba)^{m_{b,a}} \forall a, b \in S \rangle^+.
\]

The semigroup C*-algebras attached to Artin monoids have been studied in [11, 12, 37]. It is easy to see that \((A_M^+)^* = \{1\}\). Moreover, it is shown in [6] that \(A_M^+\) is right LCM. The main result in [45] says that \(A_M^+\) embeds into \(A_M\) via the canonical map. However, it is not clear whether \(A_M^+ \subseteq A_M\) satisfies the Toeplitz condition in the sense of [33], or in other words, whether \(A_M^+ \subseteq A_M\) is quasi-lattice ordered in the sense of [41]. Hence we cannot apply the K-theory formula from [14]. Nevertheless, Corollary 3.22 applies and yields the following (with \(A\) and \(A\) as in Corollary 3.22):

(I) If \(A_M\) satisfies the Baum–Connes conjecture for \(A\) and \(A\), then \(K_0(C^*_\lambda(A_M^+)) = \mathbb{Z}[1_0]\) and \(K_1(C^*_\lambda(A_M^+)) \cong \{0\}\).

(II) If \(A_M\) satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then the unital embedding \(\mathbb{C} \hookrightarrow C^*_\lambda(A_M^+)^\times\) induces a KK-equivalence between \(\mathbb{C}\) and \(C^*_\lambda(A_M^+)\).

4.2. Semigroup C*-algebras of Baumslag-Solitar monoids. Our second example concerns Baumslag-Solitar monoids. Let \(k, l \in \mathbb{Z}\) be non-zero integers. The Baumslag-Solitar group \(BS(k,l)\) (see [3]) is given by the presentation

\[
BS(k,l) := \langle a, b \mid ab^k = b^l a \rangle.
\]

Baumslag-Solitar monoids are defined in an analogous fashion, but we have to adjust the defining relation in order to avoid inverses. We define the following monoids by presentations:

\[
BS(k,l)^+ := \begin{cases}
\{a, b \mid ab^k = b^la\}^+ & \text{if } k, l > 0.
\{a, b \mid a = b^k ab^{-k}\}^+ & \text{if } k < 0, l > 0.
\{a, b \mid b^{-l}ab^k = a\}^+ & \text{if } k > 0, l < 0.
\{a, b \mid b^{-l}a = ab^{-k}\}^+ & \text{if } k, l < 0.
\end{cases}
\]

The semigroup C*-algebras of \(BS(k,l)^+\) have been studied in [50]. It is easy to see that \((BS(k,l)^+)^* = \{1\}\). Using normal forms (see for instance [49]), it follows that \(BS(k,l)^+\) embeds into \(BS(k,l)\) via the canonical map. Since \(BS(k,l)\) has the Haagerup property by [23, 24] yields that \(BS(k,l)\) satisfies the strong Baum–Connes conjecture. Moreover, it is shown in [50] that \(BS(k,l)^+\) is right LCM.

However, for \(k < -1, l > 0\) (or \(k > 1, l < 0\)), \(BS(k,l)^+\) does not embed into a group \(G\) such that \(BS(k,l)^+ \subseteq G\) satisfies the Toeplitz condition. To show this, it suffices to show that \(BS(k,l)^+ \subseteq BS(k,l)\) does not satisfy the Toeplitz condition (see [15, Corollary 5.8.9]). The latter claim follows essentially from computations in [50]. Indeed, suppose that \(BS(k,l)^+ \subseteq BS(k,l)\) satisfies the Toeplitz condition. Let us write \(P := BS(k,l)^+\) and \(G := BS(k,l)\). Consider the element \(g = aba^{-1} \in G\). Since \(P\) is right LCM, and because we assume that \(P \subseteq G\) satisfies the Toeplitz condition, [33, Lemma 4.2] implies that \(gP \cap P = pP\) for some \(p \in P\). Let \(#a\) count the number of \(as\).
in elements of $P$. If #$_a(p) = 0$, then $p = b^m$ for some $m \geq 0$. So $b^m = p \in gP$ implies that $b^m = aba^{-1}x$ for some $x \in P$. Looking at normal forms, we conclude that $x = ay$ for some $y \in P$. But then $b^m = aby$. Comparing #$_a$ leads to a contradiction. Now it is easy to see that $ab^0 \in gP \cap P$ for all $n \in \mathbb{Z}$ as $ab^{n-1} \in P$. In particular, $a \in pP$, which implies that #$_a(p) \leq 1$ and thus #$_a(p) = 1$. So $p = b^l ab^j$ for some $j \in \mathbb{Z}$. We can always arrange $0 \leq i < l$. Hence, for every $n \in \mathbb{Z}$, there exists $x_n \in P$ with $px_n = ab^n$. Comparing #$_a$, we obtain that $x_n = b^kn$ for some $k_n \geq 0$. So we have for all $n \in \mathbb{Z}$ that $b^l ab^j + k_n = ab^n$, which implies $i = 0$ and $j \leq j + k_n = n$ for all $n \in \mathbb{Z}$. But this is a contradiction.

Even worse, it turns out that $BS(k, l)^+ \subseteq BS(k, l)$ does not even satisfy the weak Toeplitz condition from [14, Definition 4.5]. This is because the argument above shows that no $a \in S$ is redundant, i.e., that $a \neq w$ for every $a \in S$ and every finite word $w$ on $S \setminus \{a\}$. Thirdly, we always assume that $u \neq v$, and even more, that the first letter of $u$ does not coincide with the first letter of $v$. In this case, if we define the corresponding one-relator group by $G = \langle S \mid u = v \rangle^+$, then $P$ embeds into $G$ via the canonical map. The semigroup $C^*$-algebras of such one-relator monoids have been studied in [37]. As observed in [37, § 2.1.4], $P$ is right LCM if $\ell^*(u) = \ell^*(v)$ or if $\ell^*(u) < \ell^*(v)$ and there exists $a \in S$ with $\ell_a(u) > \ell_a(v)$. Here $\ell^*$ stands for word-length and $\ell_a$ counts how many times $a$ appears. It has been shown in [4,44,51] that the one-relator group $G$ satisfies the strong Baum–Connes conjecture. Again, although it is not clear whether $P \subseteq G$ satisfies the Toeplitz condition (or equivalently in this case, whether $P \subseteq G$ is quasi-lattice ordered), Corollary 3.22 nevertheless applies and yields that if $P$ is right LCM, then the unital embedding $\mathbb{C} \hookrightarrow C^*_\lambda(BS(k, l)^+)$ induces a KK-equivalence between $\mathbb{C}$ and $C^*_\lambda(BS(k, l)^+)$. 

4.3. Semigroup $C^*$-algebras of one-relator monoids. Our third example is about more classes of one-relator monoids, i.e., monoids of the form $P = \langle S \mid u = v \rangle^+$, where $S$ is a countable set and $u, v$ are finite words in $S$. In the following, $\equiv$ stands for equality as elements of $P$. We make the following assumptions: First, we always assume that $u \neq \varepsilon \neq v$, where $\varepsilon$ is the empty word. This will imply that the identity is the only invertible element of $P$. Secondly, we assume that no $a \in S$ is redundant, i.e., that $a \neq w$ for every $a \in S$ and every finite word $w$ on $S \setminus \{a\}$. Thirdly, we always assume that $u \neq v$, and even more, that the first letter of $u$ does not coincide with the first letter of $v$. In this case, if we define the corresponding one-relator group by $G = \langle S \mid u = v \rangle^+$, then $P$ embeds into $G$ via the canonical map. The semigroup $C^*$-algebras of such one-relator monoids have been studied in [37]. As observed in [37, § 2.1.4], $P$ is right LCM if $\ell^*(u) = \ell^*(v)$ or if $\ell^*(u) < \ell^*(v)$ and there exists $a \in S$ with $\ell_a(u) > \ell_a(v)$. Here $\ell^*$ stands for word-length and $\ell_a$ counts how many times $a$ appears. It has been shown in [4,44,51] that the one-relator group $G$ satisfies the strong Baum–Connes conjecture. Again, although it is not clear whether $P \subseteq G$ satisfies the Toeplitz condition (or equivalently in this case, whether $P \subseteq G$ is quasi-lattice ordered), Corollary 3.22 nevertheless applies and yields that if $P$ is right LCM, then the unital embedding $\mathbb{C} \hookrightarrow C^*_\lambda(P)$ induces a KK-equivalence between $\mathbb{C}$ and $C^*_\lambda(P)$.

Now assume that $|S| \geq 3$. Then by [37, Corollary 3.5], the boundary quotient $\partial C^*_\lambda(P)$ (see for instance [15, § 5.7] for an introduction) is purely infinite simple, and there is an exact sequence $0 \rightarrow K(\ell^2 P) \rightarrow C^*_\lambda(P) \rightarrow \partial C^*_\lambda(P) \rightarrow 0$ if $3 \leq |S| < \infty$ whereas $C^*_\lambda(P) = \partial C^*_\lambda(P)$ if $|S| = \infty$. As explained in [37, Remark 3.6], our K-theory computation for $C^*_\lambda(P)$ then yields the following K-theory formula for $\partial C^*_\lambda(P)$:

$$(K_0(\partial C^*_\lambda(P)), [1]_0, K_1(\partial C^*_\lambda(P))) \cong \begin{cases} (\mathbb{Z}/(|S| - 2)\mathbb{Z}, 1, \{0\}) & \text{if } 3 \leq |S| < \infty; \\ (\mathbb{Z}, 1, \{0\}) & \text{if } |S| = \infty. \end{cases}$$

Moreover, [37, Corollary 3.5] implies that $\partial C^*_\lambda(P)$ is nuclear if and only if $C^*_\lambda(P)$ is nuclear. If that is the case, then our K-theory computations, together with [48, Chapter 8],
imply that
\[ \partial C^\ast_k(P) \cong \begin{cases} O_{|S|-1} & \text{if } 3 \leq |S| < \infty; \\ O_{\infty} & \text{if } |S| = \infty. \end{cases} \]

In addition, using the notation \( E_n^k \) to denote extension algebras of the form \( 0 \to K \to E_n^k \to \mathcal{O}_n \to 0 \) as in [19, Definition 3.2], [19, Theorem 3.1] implies the following result:

**Corollary 4.1.** If \( C^\ast_k(P) \) is nuclear, then
\[ C^\ast_k(P) \cong \begin{cases} E_{|S|-1} & \text{if } 3 \leq |S| < \infty; \\ E_{\infty} & \text{if } |S| = \infty. \end{cases} \]

In particular, given two one-relator monoids \( P_1 = \langle S_1 \mid u_1 = v_1 \rangle \) and \( P_2 = \langle S_2 \mid u_2 = v_2 \rangle \) as above such that their semigroup \( C^\ast \)-algebras \( C^\ast_k(P_1) \) and \( C^\ast_k(P_2) \) are nuclear, we have \( C^\ast_k(P_1) \cong C^\ast_k(P_2) \) if and only if \( |S_1| = |S_2| \).

Sufficient conditions for nuclearity of \( C^\ast_k(P) \) are given in [37, § 3] (i.e., conditions (1), (2) and (3) by [37, Theorem 3.9]). Concrete examples where Corollary 4.1 applies are given in [37, Example 3.11] and look as follows: Let \( A \) and \( B \) be countable sets with \( |A| + |B| \geq 3 \) and set \( S := A \amalg B \). Choose an arbitrary finite word \( u \) on \( A \) and a finite word \( v \) on \( B \) with the property that a finite word \( x \) on \( S \) for which there exist finite words \( \varepsilon \neq w, y \) on \( S \) with \( v = xy \equiv wx \) must be the empty word, i.e., \( x \equiv \varepsilon \). Then Corollary 4.1 applies to monoids of the form \( A \amalg B \mid u = v \). Other examples where Corollary 4.1 applies include certain HNN extensions as in [25, Corollaries 5.4 and 5.5].

We thank C.F. Sehnem for pointing this out.

4.4. \( C^\ast \)-algebras generated by right regular representations of \( ax+b \)-type semigroups attached to congruence monoids. Our fourth example class is given by \( C^\ast \)-algebras generated by right regular representations of \( ax+b \)-type semigroups attached to congruence monoids. Let us first introduce the setting. Let \( K \) be a number field with ring of algebraic integers \( R \). Each fractional ideal \( a \) of \( K \) can be uniquely written as \( a = \prod_{p \in \mathcal{P}_K} p^{v_p(a)} \), where the product runs over the set \( \mathcal{P}_K \) of non-zero prime ideals of \( R \) and \( v_p(a) \in \mathbb{Z} \) is zero for all but finitely many \( p \). Let \( m = m_\infty m_0 \) be a pair consisting of a non-zero ideal \( m_0 \) of \( R \) and a collection \( m_\infty \) of real places of \( K \). For a real place \( w \) of \( K \), we write \( w \mid m_\infty \) for \( w \in m_\infty \). Set \( R_m := \{ a \in R^\times : v_p(a) = 0 \text{ for all } p \mid m_0 \} \). Moreover, define \( (R/m)^* := \left( \prod_{w \mid m_\infty} (\pm 1) \right) \times (R/m)^* \), and for \( a \in R_m \), let \([a]_m := ((\text{sign}(w(a))))_{w \mid m_\infty}, a + m_0 \) \in (R/m)^* \). Then \( R_m \to (R/m)^* \), \( a \mapsto [a]_m \), is a semigroup homomorphism. If \( \Gamma \) is a subgroup of \( (R/m)^* \), then \( R_{m,\Gamma} := \{ a \in R_m : [a]_m \in \Gamma \} \) is called a congruence monoid. Let \( R \rtimes R_{m,\Gamma} \) be the semi-direct product with respect to the action of \( R_{m,\Gamma} \) on \( R \) by multiplication. The semigroup \( C^\ast \)-algebra of \( R \rtimes R_{m,\Gamma} \), more precisely the \( C^\ast \)-algebra \( C^\ast_k(R \rtimes R_{m,\Gamma}) \) generated by the left regular representation of \( R \rtimes R_{m,\Gamma} \), has been studied in [7] and [8]. In particular, in [8, § 4.1], the K-theory of \( C^\ast_k(R \rtimes R_{m,\Gamma}) \) has been computed. Let us now compute K-theory for the \( C^\ast \)-algebra \( C^\ast_k(R \rtimes R_{m,\Gamma}) \) generated by the right regular representation of \( R \rtimes R_{m,\Gamma} \). Since we can identify \( C^\ast_k(R \rtimes R_{m,\Gamma}) \) with the \( C^\ast \)-algebra \( C^\ast_k((R \rtimes R_{m,\Gamma})^0 p) \) generated
by the left regular representation of the opposite semigroup \((R \rtimes R_{m,\Gamma})^{op}\), we can apply Corollary 3.21 to \((R \rtimes R_{m,\Gamma})^{op}\).

Let \(K_{m,\Gamma} := \{x \in K_m: [x]_m \in \Gamma\}\). By [7, Proposition 3.3], the semigroup \(R \rtimes R_{m,\Gamma}\) is left Ore with group of left quotients equal to \(G(R \rtimes R_{m,\Gamma}) = (R_{m,\Gamma}^{-1} R) \rtimes K_{m,\Gamma}\), where \(R_{m,\Gamma}^{-1} R = \{a/b: a \in R, b \in R_m\} \subseteq K^{\times}\) is the localization of \(R\) at \(R_m\). Hence \(P := (R \rtimes R_{m,\Gamma})^{op}\) also embeds into \(G := (R_{m,\Gamma}^{-1} R) \rtimes K_{m,\Gamma}\). The group \(G\) is solvable, hence amenable, so that it satisfies the strong Baum–Connes conjecture by [24]. For a non-zero ideal \(a\) of \(R\), set \(a_{m,\Gamma} := a \cap R_{m,\Gamma}\). Now it follows from [14, Proposition 6.1] and [7, Proposition 3.9] that \(\mathcal{J}_P^\times = \{R \times a_{m,\Gamma}: (0) \neq a \in R\}\). Furthermore, [7, Proposition 3.9] implies that \(P\) satisfies the independence condition. While it is in general not clear whether \(P \subseteq G\) satisfies the Toeplitz condition, we can nevertheless compute \(K\)-theory of \(C_p^*(R \rtimes R_{m,\Gamma}) \cong C_p^*(P)\) by applying Corollary 3.21. Note that in general, \(P\) is no longer right LCM. In order to present the \(K\)-theory formula, let \(C_m^\Gamma := T_m/K_{m,\Gamma}\) be the quotient of the group \(T_m\) of fractional ideals of \(K\) coprime to \(m_0\) under the multiplication action of \(K_{m,\Gamma}\), and given a fractional ideal \(a\) of \(K\), set \((R : a) := \{x \in K: xa \subseteq R\}\). Moreover, given \(\mathfrak{t} = [a_{\mathfrak{t}}] \in C_m^\Gamma\), set \(i_{\mathfrak{t}} : C_p^*(R : a_{\mathfrak{t}}) \rtimes R_{m,\Gamma}^* \rightarrow C_p^*(R \rtimes R_{m,\Gamma}), \rho_g \mapsto 1_{R \times (a_{\mathfrak{t}})_{m,\Gamma}}(g),\) where \(g \mapsto \rho_g\) and \(p \mapsto \rho(p)\) are the right regular (anti-)representations of \((R : a_{\mathfrak{t}}) \rtimes R_{m,\Gamma}^*\) and \(R \rtimes R_{m,\Gamma}\), respectively, and \(1_{R \times (a_{\mathfrak{t}})_{m,\Gamma}}\) is the characteristic function on \(R \times (a_{\mathfrak{t}})_{m,\Gamma}\), which lies in \(C_p^*(R \rtimes R_{m,\Gamma})\).

We now obtain the following \(K\)-theory formula:

**Corollary 4.2.** \(\sum_{\mathfrak{t} \in C_m^\Gamma} i_{\mathfrak{t}}\) induces a \(KK\)-equivalence between \(\bigoplus_{\mathfrak{t} \in C_m^\Gamma} C_p^*(R : a_{\mathfrak{t}}) \rtimes R_{m,\Gamma}^*\) and \(C_p^*(R \rtimes R_{m,\Gamma})\).

We have \(C_p^*(R \rtimes R_{m,\Gamma}) \sim_{KK} C_p^*(R \rtimes R_{m,\Gamma})\).

**Proof.** For the first claim, it suffices to show that the stabilizer group \(G_{R \times a_{m,\Gamma}} = \{g \in G: (R \times a_{m,\Gamma}) \cdot g = R \times a_{m,\Gamma}\}\) is given by \(G_{R \times a_{m,\Gamma}} = (R : a) \rtimes R_{m,\Gamma}^*,\) for all non-zero ideals \(a\) of \(R\) coprime to \(m_0\). “\(\subseteq\)” is clear. To prove “\(\supseteq\)” take \((b, a) \in G_{R \times a_{m,\Gamma}}\). Looking at the multiplicative component, we see that \(a_{m,\Gamma} \cdot a = a_{m,\Gamma}\). As \(a_{m,\Gamma}\) generates \(a\) as an ideal in \(R\) by [7, Lemma 3.8], it follows that \(a \cdot a = a\). Thus \(a \in R^* \cap K_{m,\Gamma} = R_{m,\Gamma}^*\). Now looking at the additive component, \((R \times a_{m,\Gamma}) \cdot (b, a) = R \times a_{m,\Gamma}\) implies that \(R + a_{m,\Gamma} \cdot b = R\), which is equivalent to \(a_{m,\Gamma} \cdot b \subseteq R\), which in turn is equivalent to \(a \cdot b \subseteq R\) because \(a_{m,\Gamma}\) generates \(a\) as an ideal in \(R\) by [7, Lemma 3.8]. Hence \(b\) must lie in \((R : a)\), as desired.

For the second claim, just observe that, since \(C_m^\Gamma\) is a group under multiplication of ideals, the map \([a] \mapsto [(R : a)]\) defines a bijection on \(C_m^\Gamma\) because it coincides with the map sending a group element of \(C_m^\Gamma\) to its inverse. Now our second claim follows from the first claim and [8, Theorem 4.1].

In [14, §6] and [34, §4], classes of semigroups were found with the property that their left and right semigroup \(C^\ast\)-algebras have the same \(K\)-theory, or are even \(KK\)-equivalent (see also the discussion in [15, §5.11]). Corollary 4.2 identifies more examples with this phenomenon.

### 4.5. \(C^\ast\)-algebras of inverse semigroups from tilings and point-sets.

As a last class of examples, let us discuss tiling inverse semigroups, point-set inverse semigroups and other related constructions. We refer the reader to [27–30] for more details. For our \(K\)-theory computations for the reduced \(C^\ast\)-algebras of the inverse semigroups, it turns out
that it is very helpful to have flexibility in choosing the target group of the idempotent pure partial homomorphism on our inverse semigroup. There is always a universal group (see [30]), but this group can be difficult to determine, so that it is not so easy to check that this group satisfies the Baum–Connes conjecture with the coefficients of interest. However, all we need in order to apply Theorem 3.18 is to find some idempotent pure partial homomorphism whose target group has the desired properties. This is much easier to achieve, as we will see in the examples below.

Let us start with tiling inverse semigroups. A tile is a subset of \( \mathbb{R}^n \) which is homeomorphic to a closed ball in \( \mathbb{R}^n \). A partial tiling is a collection of tiles with pairwise disjoint interiors. The support of a partial tiling is the union of its tiles. A tiling is a partial tiling whose support is all of \( \mathbb{R}^n \). A patch is a finite partial tiling. Let \( T \) be a tiling. Let \( P \) be the set of subpatches of \( T \). Define an equivalence relation on triples of the form \((a, P, b)\) with \( P \in P \), \( a, b \in P \) by setting \((a, P, b) \sim (c, Q, d)\) if and only if there exists \( x \in \mathbb{R}^n \) such that \( a + x = c, b + x = d \) and \( P + x = Q \). Let \([\cdot]\) denote equivalence classes with respect to \( \sim \). Then \( \Gamma(T) := \{(a, P, b) : P \in P, a, b \in P \} \cup \{0\} \) becomes an inverse semigroup under the multiplication \((a, P, b) \cdot [c, Q, d] := [a + x, (P + x) \cup (Q + y), d + y]\) if there exist \( x, y \in \mathbb{R}^n \) such that \( P + x \) and \( Q + y \) are subpatches of \( T \) and \( b + x = c + y \); otherwise define \([a, P, b] \cdot [c, Q, d] := 0\). It is easy to see that \([a, P, b]^{-1} = [b, P, a]\).

We call \( \Gamma(T) \) the tiling inverse semigroup of \( T \). If we replace \( P \) by the set \( P_{\text{conn}} \) of subpatches of \( T \) with connected support and perform the above construction, then we obtain the connected tiling inverse semigroup \( S(T) \).

For each tile \( t \) in \( T \), let us choose a point \( p(t) \) in the interior of \( t \) \((p(t) \) is called the puncture of \( t \)\) such that if for \( x \in \mathbb{R}^n \), both \( t \) and \( t + x \) are tiles in \( T \), then \( p(t + x) = p(t) + x \). Now let \( G := \{(p(t) - p(t') : t, t' \in T)\} \subseteq \mathbb{R}^n \) be the additive subgroup of \( \mathbb{R}^n \) generated by \( p(t) - p(t') \) for \( t, t' \in T \). Since \( T \) is countable, \( G \) is a countable group. It is straightforward to check that \( \sigma : \Gamma(T) \to G \), \((a, P, b) \mapsto p(a) - p(b)\) defines an idempotent pure partial homomorphism. Similarly, the restriction of \( \sigma \) to \( S(T) \) defines an idempotent pure partial homomorphism on \( S(T) \). The group \( G \) is abelian, hence satisfies the strong Baum–Connes conjecture by [24]. Thus we can apply Theorem 3.18 to compute K-theory for \( C^*_\lambda(\Gamma(T)) \) and \( C^*_\lambda(S(T)) \).

To present the K-theory formula, we introduce the equivalence relation \( \equiv \) on \( P \) and \( P_{\text{conn}} \) by setting \( P \equiv Q \) if and only if there exists \( x \in \mathbb{R}^n \) with \( Q = P + x \). Given \( P \in P \), choose \( a \in P \) and denote by \( i_P \) the homomorphism \( \mathbb{C} \to C^*_\lambda(\Gamma(T)) \) \((\mathbb{C} \to C^*_\lambda(S(T)))\) sending \( 1 \in \mathbb{C} \) to \([a, P, a]\). [43, Lemmas 6.1 and 6.2] together with Theorem 3.18 now yield the following:

**Corollary 4.3.** \( \sum_{[P] \in P_{\text{conn}}/\equiv} i_P \) induces a KK-equivalence between \( \bigoplus_{[P] \in P/\equiv} \mathbb{C} \) and \( C^*_\lambda(\Gamma(T)) \).

This generalizes [43, Proposition 6.3]. The reason we can now cover all tiling inverse semigroups is that we no longer need the (much) stronger condition in [43] that our inverse semigroups have to be 0-F-inverse semigroups and must admit a partial homomorphism to a group which is injective on maximal elements.

Let us now discuss point-set inverse semigroups. We start with a countable subset \( D \subseteq \mathbb{R}^n \). Let \( P \) be the set of finite subsets of \( D \). Define an equivalence relation on triples of the form \((a, P, b)\) with \( P \in P \), \( a, b \in P \) by setting \((a, P, b) \sim (c, Q, d)\) if and only if there exists \( x \in \mathbb{R}^n \) such that \( a + x = c, b + x = d \) and \( P + x = Q \). Let \([\cdot]\) denote equivalence classes with respect to \( \sim \). Then \( \Gamma(D) := \{(a, P, b) : P \in P, a, b \in P \} \cup \{0\} \) becomes an inverse semigroup under the multiplication \((a, P, b) \cdot [c, Q, d] := [a + x, (P + x) \cup (Q + y), d + y]\) if there exist \( x, y \in \mathbb{R}^n \) such that \( P + x \) and \( Q + y \) are finite subsets of \( D \) and \( b + x = c + y \); otherwise define \([a, P, b] \cdot [c, Q, d] := 0\). We call \( \Gamma(D) \) the point-set inverse semigroup of \( D \).
Now let $G := \{\{d - d': d, d' \in D\}\} \subset \mathbb{R}^n$ be the additive subgroup of $\mathbb{R}^n$ generated by differences of elements of $D$. Since $D$ is countable, $G$ is a countable group. Moreover, $\sigma : \Gamma(D)^X \to G$, $[a, P, b] \mapsto a - b$ defines an idempotent pure partial homomorphism. As $G$ is abelian, it satisfies the strong Baum–Connes conjecture by [24]. Thus we can apply Theorem 3.18 to compute $K$-theory for $C^*_\lambda(\Gamma(D))$. As above, we introduce the equivalence relation $\approx$ on $P$ by setting $P \approx Q$ if and only if there exists $x \in \mathbb{R}^n$ with $Q = P + x$. Given $P \in P$, choose $a \in P$ and denote by $i_P$ the homomorphism $\mathbb{C} \to C^*_\lambda(\Gamma(D))$ sending $1 \in \mathbb{C}$ to $[a, P, a]$. The analogues of [43, Lemmas 6.1 and 6.2] together with Theorem 3.18 now yield the following:

**Corollary 4.4.** $\sum_{[P] \in P/\approx} i_P$ induces a KK-equivalence between $\bigoplus_{[P] \in P/\approx} \mathbb{C}$ and $C^*_\lambda(\Gamma(D))$.

Finally, let us discuss inverse semigroups of the form $\Gamma(X, G, H)$ from [30, Example 2.1.1 (iii)], which are constructed as follows: Let $H$ be a group, $G$ a subgroup of $H$ and $X$ a subset of $H$ with $1 \in X$. Let $P$ be the set of finite intersections of subsets of $H$ of the form $\{gX : g \in G, 1 \in gX\}$. Define an equivalence relation on triples of the form $(a, P, b)$ with $P \in P$, $a, b \in P$ by setting $(a, P, b) \sim (c, Q, d)$ if and only if there exists $g \in G$ such that $g \cdot a = c$, $g \cdot b = d$ and $g \cdot P = Q$. Let $[-]$ denote equivalence classes with respect to $\sim$. Then $\Gamma(X, G, H) := \{[a, P, b] : P \in P, a, b \in P\} \cup \{0\}$ becomes an inverse semigroup under the multiplication $[a, P, b] \cdot [c, Q, d] := [g \cdot a, (g \cdot P) \cap (h \cdot Q), h \cdot d]$ if there exist $g, h \in G$ such that $g \cdot P = h \cdot Q$ and $g \cdot b = h \cdot c$; otherwise define $[a, P, b] \cdot [c, Q, d] := 0$.

It is straightforward to check that $\sigma : \Gamma(X, G, H)^X \to G$, $[a, P, b] \mapsto ab^{-1}$ defines an idempotent pure partial homomorphism. So we can apply Theorem 3.18 if $G$ is a countable group satisfying the Baum–Connes conjecture with the relevant coefficients or in its strong form. As above, we introduce the equivalence relation $\approx$ on $P$ by setting $P \approx Q$ if and only if there exists $g \in G$ with $Q = g \cdot P$. Given $P \in P$, choose $a \in P$ and denote by $i_P$ the homomorphism $\mathbb{C} \to C^*_\lambda(\Gamma(X, G, H))$ sending $1 \in \mathbb{C}$ to $[a, P, a]$. Let $A$ and $\mathcal{A}$ be the C*-algebras constructed in Sects. 2.3 and 3.1 for the inverse semigroup $\Gamma(X, G, H)$. The analogues of [43, Lemmas 6.1 and 6.2] together with Theorem 3.18 now yield the following:

**Corollary 4.5.** (I) If $G$ is countable and satisfies the Baum–Connes conjecture for $A$ and $\mathcal{A}$, then $\sum_{[P] \in P/\approx} i_P$ induces a $K$-theory isomorphism $\bigoplus_{[P] \in P/\approx} K_*(\mathbb{C}) \cong K_*(C^*_\lambda(\Gamma(X, G, H)))$.

(II) If $G$ is countable and satisfies the strong Baum–Connes conjecture in the sense of [15, Definition 3.4.17], then $\sum_{[P] \in P/\approx} i_P$ induces a KK-equivalence between $\bigoplus_{[P] \in P/\approx} \mathbb{C}$ and $C^*_\lambda(\Gamma(X, G, H))$.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
References

1. Abadie, F.: Enveloping actions and Takai duality for partial actions. J. Funct. Anal. 197(1), 14–67 (2003)
2. Baum, P., Connes, A., Higson, N.: Classifying space for proper actions and $K$-theory of group $C^*$-algebras, $C^*$-algebras: 1943–1993 (San Antonio, TX, 1993), 240–291, Contemp. Math., 167, Amer. Math. Soc., Providence, RI, (1994)
3. Baumslag, G., Solitar, D.: Some two-generator one-relator non-Hopfian groups. Bull. Amer. Math. Soc. 68, 199–201 (1962)
4. Béguin, C., Bettaieb, H., Valette, A.: K-theory for $C^*$-algebras of one-relator groups. K-Theory 16(3), 277–298 (1999)
5. Bratteli, O.: Inductive limits of finite dimensional $C^*$-algebras. Trans. Amer. Math. Soc. 171, 195–234 (1972)
6. Brieskorn, E., Saito, K.: Artin-Gruppen und Coxeter-Gruppen. Invent. Math. 17, 245–271 (1972)
7. Bruce, C.: $C^*$-algebras from actions of congruence monoids on rings of algebraic integers. Trans. Amer. Math. Soc. 373(1), 699–726 (2020)
8. Bruce, C., Li, X.: On $K$-theoretic invariants of semigroup $C^*$-algebras from actions of congruence monoids, preprint, arXiv:1906.00445
9. Bulman-Fleming, S., Fountain, J., Gould, V.: Inverse semigroups with zero: covers and their structure. J. Austral. Math. Soc. Ser. A 67(1), 15–30 (1999)
10. Chabert, J., Echterhoff, S., Oyono-Oyono, H.: Going-down functors, the Künneth formula, and the Baum-Connes conjecture. Geom. Funct. Anal. 14(3), 491–528 (2004)
11. Crisp, J., Laca, M.: On the Toeplitz algebras of right-angled and finite-type Artin groups. J. Aust. Math. Soc. 72(2), 223–245 (2002)
12. Crisp, J., Laca, M.: Boundary quotients and ideals of Toeplitz $C^*$-algebras of Artin groups. J. Funct. Anal. 242(1), 127–156 (2007)
13. Cuntz, J., Echterhoff, S., Li, X.: On the $K$-theory of the $C^*$-algebra generated by the left regular representation of an Ore semigroup. J. Eur. Math. Soc. 17(3), 645–687 (2015)
14. Cuntz, J., Echterhoff, S., Li, X.: On the $K$-theory of crossed products by automorphic semigroup actions. Quart. J. Math. 64(3), 747–784 (2013)
15. Cuntz, J., Echterhoff, S., Li, X., Yu, G.: K-Theory for Group $C^*$-Algebras and Semigroup $C^*$-Algebras, Oberwolfach Seminars, 47. Birkhäuser/Springer, Cham (2017)
16. Cuntz, J., Krieger, W.: A class of $C^*$-algebras and topological Markov chains. Invent. Math. 56(3), 251–268 (1980)
17. Echterhoff, S., Nest, R., Oyono-Oyono, H.: Fibrations with noncommutative fibers. J. Noncommut. Geom. 3(3), 377–417 (2009)
18. Echterhoff, S., Lück, W., Phillips, N.C., Walters, S.: The structure of crossed products of irrational rotation algebras by finite subgroups of $SL_2(Z)$. J. Reine Angew. Math. 639, 173–221 (2010)
19. Eilers, S., Li, X., Ruiz, E.: The isomorphism problem for semigroup $C^*$-algebras of right-angled Artin monoids. Doc. Math. 21, 309–343 (2016)
20. Elliott, G.A.: On the classification of inductive limits of sequences of semisimple finite-dimensional algebras. J. Algebra 38(1), 29–44 (1976)
21. Exel, R.: Inverse semigroups and combinatorial $C^*$-algebras. Bull. Braz. Math. Soc. (N.S.) 39(2), 191–313 (2008)
22. Exel, R.: Partial dynamical systems, Fell bundles and applications, Mathematical Surveys and Monographs, 224. Amer. Math. Soc, Providence, RI (2017)
23. Gal, Š., Januszkiewicz, T.: New a-T-menable HNN-extensions. J. Lie Theory 13(2), 383–385 (2003)
24. Higson, N., Kasparov, G.: $E$-theory and $KK$-theory for groups which act properly and isometrically on Hilbert space. Invent. Math. 144, 23–74 (2001)
25. an Huef, A., Nucinkis, B., Sehram, C.F., Yang, D.: Nuclearity of semigroup $C^*$-algebras. J. Funct. Anal. 280(2), 108793, pp 46 (2021) arXiv:1910.04898
26. Kellendonk, J.: Noncommutative geometry of tilings and gap labelling. Rev. Math. Phys. 7(7), 1133–1180 (1995)
27. Kellendonk, J.: The local structure of tilings and their integer group of coinvariants. Commun. Math. Phys. 187(1), 115–157 (1997)
28. Kellendonk, J.: Topological equivalence of tilings, Quantum problems in condensed matter physics. J. Math. Phys. 38(4), 1823–1842 (1997)
29. Kellendonk, J., Lawson, M.V.: Tiling semigroups. J. Algebra 224(1), 140–150 (2000)
30. Kellendonk, J., Lawson, M.V.: Universal groups for point-sets and tilings. J. Algebra 276(2), 462–492 (2004)
31. Lawson, M.V.: The structure of 0-E-unitary inverse semigroups. I. The monoid case, Proc. Edinburgh Math. Soc. (2) 42 (1999), no. 3, 497–520
32. Li, X.: Semigroup C*-algebras and amenability of semigroups. J. Funct. Anal. 262(10), 4302–4340 (2012)
33. Li, X.: Nuclearity of semigroup C*-algebras and the connection to amenability. Adv. Math. 244, 626–662 (2013)
34. Li, X.: Semigroup C*-algebras of ax+b-semigroups. Trans. Amer. Math. Soc. 368(6), 4417–4437 (2016)
35. Li, X.: Partial transformation groupoids attached to graphs and semigroups. Int. Math. Res. Not. pp. 5233–5259 (2017)
36. Li, X.: K-theory for generalized Lamplighter groups. Proc. Amer. Math. Soc. 147(10), 4371–4378 (2019)
37. Li, X., Omland, T., Spielberg, J.: C*-algebras of right LCM one-relator monoids and Artin-Tits monoids of finite type. Commun. Math. Phys. 381(3), 1263–1308 (2021)
38. McClanahan, K.: K-theory for partial crossed products by discrete groups. J. Funct. Anal. 130(1), 77–117 (1995)
39. Meyer, R., Nest, R.: The Baum-Connes conjecture via localisation of categories. Topology 45(2), 209–259 (2006)
40. Milan, D., Steinberg, B.: On inverse semigroup C*-algebras and crossed products. Groups Geom. Dyn. 8(2), 485–512 (2014)
41. Nica, A.: C*-algebras generated by isometries and Wiener-Hopf operators. J. Operator Theory 27(1), 17–52 (1992)
42. Norling, M.D.: Inverse semigroup C*-algebras associated with left cancellative semigroups. Proc. Edinb. Math. Soc. (2) 57(2), 533–564 (2014)
43. Norling, M.D.: The K-theory of some reduced inverse semigroup C*-algebras. Math. Scand. 117(2), 186–202 (2015)
44. Oyono-Oyono, H.: Baum-Connes conjecture and group actions on trees. K-Theory 24(2), 115–134 (2001)
45. Paris, L.: Artin monoids inject in their groups. Comment. Math. Helv. 77(3), 609–637 (2002)
46. Paterson, A.L.T.: Groupoids, inverse semigroups, and their operator algebras, Progress in Mathematics, 170. Birkhäuser Boston Inc, Boston, MA (1999)
47. Raeburn, I.: Graph algebras, CBMS Regional Conference Series in Mathematics, 103. Amer. Math. Soc, Providence, RI (2005)
48. Rørdam, M.: Classification of nuclear, simple C*-algebras, Classification of nuclear C*-algebras. Entropy in operator algebras, 1–145, Encyclopaedia Math. Sci., 126, Oper. Alg. Non-commut. Geom., 7, Springer, Berlin, (2002)
49. Scott, P., Wall, T.: Topological methods in group theory, Homological group theory (Proc. Sympos., Durham, 1977), pp. 137–203, London Math. Soc. Lecture Note Ser., 36, Cambridge Univ. Press, Cambridge-New York, (1979)
50. Spielberg, J.: C*-algebras for categories of paths associated to the Baumslag-Solitar groups. J. Lond. Math. Soc. (2) 86(3), 728–754 (2012)
51. Tu, J.-L.: The Baum-Connes conjecture and discrete group actions on trees. K-Theory 17(4), 303–318 (1999)
52. Valette, A.: Introduction to the Baum-Connes conjecture, from notes taken by Indira Chatterji, with an appendix by Guido Mislin, Lectures in Mathematics. ETH Zürich. Birkhäuser Verlag, Basel (2002)

Communicated by H.-T.Yau