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An artificially intelligent computer program can now diagnose skin cancer more accurately than a board-certified dermatologist.\(^1\) Better yet, the program can do it faster and more efficiently, requiring a training data set rather than a decade of expensive and labor-intensive medical education. While it might appear that it is only a matter of time before physicians are rendered obsolete by this type of technology, a closer look at the role this technology can play in the delivery of health care is warranted to appreciate its current strengths, limitations, and ethical complexities.

Artificial intelligence (AI), which includes the fields of machine learning, natural language processing, and robotics, can be applied to almost any field in medicine,\(^2\) and its potential contributions to biomedical research, medical education, and delivery of health care seem limitless. With its robust ability to integrate and learn from large sets of clinical data, AI can serve roles in diagnosis,\(^3\) clinical decision making,\(^4\) and personalized medicine.\(^5\) For example, AI-based diagnostic algorithms applied to mammograms are assisting in the detection of breast cancer, serving as a “second opinion” for radiologists.\(^6\) In addition, advanced virtual human avatars are capable of engaging in meaningful conversations, which has implications for the diagnosis and treatment of psychiatric disease.\(^7\) AI applications also extend into the physical realm with robotic prostheses, physical task support systems, and mobile manipulators assisting in the delivery of telemedicine.\(^8\)

Nonetheless, this powerful technology creates a novel set of ethical challenges that must be identified and mitigated since AI technology has tremendous capability to threaten patient preference, safety, and privacy. However, current policy and ethical guidelines for AI technology are lagging behind the progress AI has made in the health care field. While some efforts to engage in these ethical conversations have emerged,\(^9-11\) the medical community remains ill informed of the ethical complexities that budding AI technology can introduce. Accordingly, a rich discussion awaits that would greatly benefit from physician input, as physicians will likely be interfacing with AI in their daily practice in the near future.

This theme issue of the *AMA Journal of Ethics* aims to tackle some of the ethical dilemmas that arise when AI technology is used in health care and medical education. Some of the most exigent concerns raised in this issue include addressing the added risk to patient
privacy and confidentiality, parsing out the boundaries between the physician’s and machine’s role in patient care, and adjusting the education of future physicians to proactively confront the imminent changes in the practice of medicine. Additionally, dialogue on these concerns will improve physician and patient understanding of the role AI can play in health care, helping stakeholders to develop a realistic sense of what AI can and cannot do. Finally, anticipating potential ethical pitfalls, identifying possible solutions, and offering policy recommendations will be of benefit to physicians adopting AI technology in their practice as well as the patients who receive their care.

One major theme to be addressed in this issue is how to balance the benefits and risks of AI technology. There is benefit to swiftly integrating AI technology into the health care system, as AI poses the opportunity to improve the efficiency of health care delivery and quality of patient care. However, there is a need to minimize ethical risks of AI implementation—which can include threats to privacy and confidentiality, informed consent, and patient autonomy—and to consider how AI is to be integrated in clinical practice. Stakeholders should be encouraged to be flexible in incorporating AI technology, most likely as a complementary tool and not a replacement for a physician. In their commentary on a case of implementing an artificially intelligent computer algorithm into a physician’s workflow, Michael Anderson and Susan Leigh Anderson emphasize the importance of user technical expertise in interpreting AI-guided test results and identify potential ethical dilemmas. In a similar case regarding the use of IBM Watson™ as a clinical decision support tool, David D. Luxton outlines benefits, limitations, and precautions in using such a tool. Furthermore, in an empirical study, Irene Y. Chen, Peter Szolovits, and Marzyeh Ghassemi demonstrate that machine learning algorithms might not provide equally accurate predictions of outcomes across race, gender, or socioeconomic status. Finally, in responding to a case that considers the use of an artificially intelligent robot during surgery, Daniel Schiff and Jason Borenstein affirm the importance of proper informed consent and responsible use of AI technology, stressing that the potential harms related to the use of AI technology must be transparent to all involved.

A second major theme in this issue revolves around the role AI can play in medical education, both in preparing future physicians for a career integrating AI and in directly using AI technology in the education of medical students. Steven A. Wartman and C. Donald Combs contend that, given the rise of AI, medical education should be reframed from a focus on knowledge recall to a focus on training students to interact with and manage artificially intelligent machines; this reframing would also require diligent attention to the ethical and clinical complexities that arise among patients, caregivers, and machines. In a related article, C. Donald Combs and P. Ford Combs explore the use of artificially intelligent, virtual patients (VPs) in medical education. With their exciting applications in teaching medical history taking, such as in psychiatric intake evaluation, VPs offer a readily accessible platform with several benefits over traditional...
standardized patients; however, the disadvantages and shortcomings are equally important, emphasizing the need for clarity about the role of VPs in medical education.

A final theme addressed in this issue elucidates the legal and health policy conflicts that arise with the use of AI in health care. Hannah R. Sullivan and Scott J. Schweikart unveil legal issues such as medical malpractice and product liability that arise with the use of “black-box” algorithms because users cannot provide a logical explanation of how the algorithm arrived at its given output. Additionally, Nicole Martínez-Martín uncovers a policy gap governing the protection of patient photographic images as they apply to facial recognition technology, which could threaten proper informed consent, reporting of incidental findings, and data security. Finally, Elliott Crigger and Christopher Khoury report on the American Medical Association’s recent adoption of policy on AI in health care, which calls for the development of thoughtfully designed, high-quality, and clinically validated AI technology, which can serve as a prototypical policy for the medical system.

There is no doubt that AI will have widespread ramifications that revolutionize the practice of medicine, transforming the patient experience and physicians’ daily routines. The use of AI in health care can even extend into unexpected areas such as artistic practice, as investigated by Sam Anderson-Ramos, with new dilemmas emerging from the rise of thinking machines in previously human pursuits. Additionally, Elisabeth Miller visually depicts the potential impact of AI on mechanized human bodies. Nonetheless, there is much work to do in order to lay down the proper ethical foundation for using AI technology safely and effectively in health care. This theme issue of the AMA Journal of Ethics intends to provide such a foundation with an in-depth view of the AI-induced complexities of black-box medicine, exploring patient privacy and autonomy, medical education, and more. Ultimately, patients will still be treated by physicians no matter how much AI changes the delivery of care, and there will always be a human element in the practice of medicine.
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CASE AND COMMENTARY

How Should AI Be Developed, Validated, and Implemented in Patient Care?

Michael Anderson, PhD and Susan Leigh Anderson, PhD

Abstract

Should an artificial intelligence (AI) program that appears to have a better success rate than human pathologists be used to replace or augment humans in detecting cancer cells? We argue that some concerns—the “black-box” problem (ie, the unknowability of how output is derived from input) and automation bias (overreliance on clinical decision support systems)—are not significant from a patient’s perspective but that expertise in AI is required to properly evaluate test results.

Case

Dr A is a pathologist who has been working at the Community Hospital for several years. She begins her day by evaluating biopsy specimens from Ms J, a 53-year-old woman who underwent a lumpectomy with sentinel lymph node biopsy for breast cancer (a procedure to determine whether a primary malignancy has spread). The surgeon removed 4 lymph nodes that were submitted for biopsy. The lymph node samples were processed and several large (multiple gigabytes), high-resolution images were uploaded to the patient’s health record for Dr A’s evaluation and review.

While searching an image for abnormal-appearing cells, Dr A recalled reading about a new artificial intelligence (AI) computer program published by the Google Brain project. This computer program is based on an AI algorithm that is able to scan images at a fraction of a second and find possible cancerous cells. The authors reported that this program’s sensitivity for detecting breast cancer was 92.4%, better than the human eye’s 73.2% sensitivity. As the program is based on a neural network algorithm that is able to learn from its mistakes, it is designed to have the ability to improve its scan sensitivity over time with continued use.

Dr A hopes her team can use this algorithm as a screening tool to help patients like Ms J. This algorithm could help by facilitating the pathology team’s capacity to (1) identify potentially cancerous cells—or positive “hits”—in biopsied tissue images and (2) further evaluate those hits to see whether they truly are metastatic cancer cells. Dr A’s colleagues agree that this technology could increase their power to identify abnormalities in patients’ samples, but some hesitate to advise Community Hospital labs to invest in this technology due to the algorithm’s yet unknown risk for generating false-
positive or false-negative hits. Some are also concerned about automation bias, or overreliance on output from a clinical decision support system after users become accustomed to easier workflow facilitated by the program. Automation bias could result in a human user overlooking potential cancerous cells in an image. The team plans to consider these items at their next pathology department meeting.

Commentary
An AI program’s higher reported success rate for spotting cancer cells compared with a human success rate would support using it to at least augment human pathologists’ identification of cancer cells. It could even be argued that using the AI program could help train pathologists, since it has a higher success rate than the human eye alone at this stage. Why would one not see if the program identifies some cancer cells that might have been missed otherwise? This is a reason for introducing the program. We could imagine a hospital being sued if it were known that such a program existed and would have spotted cancer cells missed by a pathologist and a patient died as a result. However, 2 concerns about predictive algorithms deserve further ethical consideration.

The black-box issue. Since the AI program is based on a neural network algorithm, we don’t know how it spots cancer cells (the “black-box” issue). That is, the AI program cannot identify the actual features it noticed to make a determination that certain cells are cancerous. Nevertheless, if the program is used to augment rather than replace the work of a pathologist, couldn’t it help a pathologist become more knowledgeable about which cells are cancerous? A pathologist’s job could include trying to identify which visual features cancerous (or normal) cells have in common and verbalizing what it is about cancerous cells that prompts the AI program to identify them as cancerous. Doing this job would illuminate the black box, and the transparency achieved could enable pathologists and patients to feel more comfortable relying on the AI program.

But now let us imagine that the AI program is widely used and improves its success rate from 92% to virtually 100%. Would we care so much about how it does it? There certainly would be curiosity among medical personnel, but would it matter to patients—those whose lives are affected by the presence or absence of cancer cells? We think not. This is because the job this program does, in contrast to other AI programs, is factually black or white. It finds cancer, if it is there. All we care about is how successful it is in spotting cancer cells. If it achieved a 100% success rate, with humans still lagging far behind, the program could replace pathologists doing this job, freeing them to do other jobs in which their expertise would be critical. After all, the AI program works much more quickly and isn’t prone to making an incorrect diagnosis because of human weaknesses, like being tired.

We have maintained that the black-box problem isn’t ethically or clinically critical here, especially if the program has 100% accuracy for cancer detection. But when there is a
possibility of an AI program leading to actions that affect human lives in ways that could be thought to be controversial, the black-box problem could still be important. Consider self-driving cars, for example: lives are at stake when a car “decides” whether to swerve left or right when a pedestrian suddenly appears on either side of a narrow road and there’s no time to stop, or when a car must “choose” between braking abruptly to avoid hitting a pedestrian but could injure a passenger. A black box here has to do with understanding why a self-driving car does what it does, and not knowing why would not be ethically acceptable. That is, many of us want the basis for “decisions” made by artificially intelligent agents or devices to be well understood before we tend to feel comfortable using them.

Automation bias. Automation bias refers generally to a kind of complacency that sets in when a job once done by a health care professional is transferred to an AI program. We see nothing ethically or clinically wrong with automation, if the program achieves a virtually 100% success rate. If, however, the success rate is lower than that—92%, as in the case presented—it’s important that we have assurances that the program has quality input; in this case, that probably means that the AI program “learned” from a cross section of female patients of diverse ages and races. With diversity of input secured, what matters most, ethically and clinically, is that that the AI program has a higher cancer cell-detection success rate than human pathologists.

If the goal is to ensure the most accurate diagnosis, as long as neither the AI program nor human diagnosticians have 100% accuracy, it is possible that the highest accuracy could be achieved when human pathologists’ knowledge and skill is augmented by AI. Perhaps when mistakes are made, the program makes different mistakes than humans do; thus, using both methods would seem to yield the most accurate diagnosis.

Hypothetical or Actual?
If the case is to be read as a hypothetical scenario, the facts presented can simply be taken at face value; we’ve taken this approach in the preceding commentary. If the case is to be read as an actual scenario, however, greater care should be taken to verify that the facts presented are indeed correct before any analysis is done. As might be expected, the devil is in the details, and technical details in particular can be difficult for those not well versed in AI. Before considering the inner workings of and evaluation of an AI algorithm, for example, Dr A should consider some facts related to the Google Brain project.

First, it is not the case that Google Brain has published or intends for use at this time the algorithm described for detecting cancer. As stated in the Google AI Blog,

Training models is just the first of many steps in translating interesting research [in]to a real product. From clinical validation to regulatory approval, much of the journey from “bench to bedside” still lies ahead—but
we are off to a very promising start, and we hope by sharing our work, we will be able to accelerate progress in this space.4

Given the natural inclination of developers to showcase their work in the best possible light, it seems prudent to regard their evaluation as an upper bound of our expectations.

Second, it should be made clear that the 73.2% tumor-level sensitivity reported for the human eye is, in fact, a result achieved by a single pathologist on one particular set of slides and, therefore, might not in fact be as indicative of the limits of human performance as the figure suggests.1 Determining such a limit is likely to be an important agenda item for this technology’s developers, as it will certainly influence how we consider the clinical and ethical appropriateness of its uses. As tumor-level sensitivity for the human eye increases, the persuasiveness of the case for replacing its use with an algorithm seems to diminish.

Third, although it would be possible for the AI program to improve through use over time, it does not currently do so as claimed in the case (Y. Liu, written communication, May 2018). Liu states that “having specific ‘frozen’ trained models are better in health care where stability and reproducibility of results are critical.” That is, the reliability of the status quo (ie, the “frozen” AI program) has clinical and ethical value that should be considered upon reviewing the facts of the case presented. However, given that the program does not in fact learn over time, no ethical value should be attached to the alleged training process.

Lastly, information regarding false positives (in which cancer is falsely detected) and false negatives (in which cancer is present but not detected) was in fact reported,1 although the case represents this information as unknown. The program’s false positives are negligible: less than 0.0001% per slide, reported as 8 false positives in each of the 100 000 image patches into which each slide is divided.1 Information about false negatives in the case can be gleaned from the reported sensitivity of 92.4%,1 which implies that the AI system misses 7.6% of the tumors. Given that this data exists, Dr A can unhesitatingly use it to determine if these percentages are sufficient to recommend the program’s use.

From an ethical perspective, there is some concern that the AI program in the case has not gone through a complete validation process. For example, the AI program’s success rate has been compared to that of just one pathologist, with just one set of slides; this comparison doesn’t offer convincing proof that the success rate of the AI program would be better than that of a particular hospital’s diagnosticians. On the other hand, the 92.4% success rate, using a well-established data set, is a high bar to surpass, particularly given that human pathologists are bound to have days when they have difficulty concentrating. Thus, using the AI program would seem to be advisable.
In light of possible misunderstandings about facts of the case or AI program research, we suggest that, just as medical and ethical expertise should be represented in review board decisions regarding medical practice, so AI expertise should be represented in review board decisions regarding use of AI programs in health care. To expect those versed only in medicine to have the understanding required to determine whether such technology should be used seems overly optimistic given its complexities. It is a brave new world unlikely to be successfully negotiated without brave new approaches.
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CASE AND COMMENTARY
Should Watson Be Consulted for a Second Opinion?
David D. Luxton, PhD, MS

Abstract
This article discusses ethical responsibility and legal liability issues regarding use of IBM Watson™ for clinical decision making. In a case, a patient presents with symptoms of leukemia. Benefits and limitations of using Watson or other intelligent clinical decision-making tools are considered, along with precautions that should be taken before consulting artificially intelligent systems. Guidance for health care professionals and organizations using artificially intelligent tools to diagnose and to develop treatment recommendations are also offered.

Case
Ms L is a 63-year-old woman who visits her primary care physician, Dr R, with new-onset fatigue and gum bleeding. After a thorough history and physical examination, Dr R orders a complete blood count, the results of which show anemia, thrombocytopenia, and leukocytosis. Dr R urgently refers Ms L to Dr O in hematology-oncology. Following more testing, Dr O concludes that Ms L has acute myeloid leukemia, admits her to the hospital, and schedules her for induction chemotherapy.

After several weeks of therapy, Ms L seems to be benefitting little from treatment and her condition has worsened since admission. Stumped by what once seemed like a routine case, Dr O recommends to Ms L genetic testing of her cancerous cells, which could offer additional information that could potentially lead to a different diagnosis or treatment plan. Dr O also considers consulting colleagues at the University of Tokyo, who recently used the IBM Watson™ artificial intelligence (AI) system to correctly diagnose a rare form of leukemia in a very similar case.1 Dr O recalls Watson being able to sift through millions of pages of clinical literature as well as being able to incorporate a patient’s genetic background and clinical history to come up with a diagnosis and treatment plan, all in a fraction of the time that it would take a physician to do.

Dr O wonders: Perhaps Watson would come to the same conclusion I did. Or maybe Watson would find something I missed and help save Ms L’s life. Or maybe Watson would be totally unhelpful and waste my and Ms L’s time. Dr O also wonders whether to explain Watson to Ms L and invite her to consider these questions.
Commentary

Watson is an advanced question-answering computer system developed by IBM that can be used as a clinical decision support system (CDSS) to assist health care professionals in making decisions about diagnoses and treatment options.² The system uses a variety of artificial intelligence (AI) approaches including natural language processing, information retrieval, semantic analysis, automated reasoning, and machine learning.² IBM calls its software architecture DeepQA, where QA stands for “question and answering.”² The DeepQA system famously beat 2 Jeopardy game show contestants in a televised exhibition match in 2011.²

Watson is an example of augmented intelligence, whereby normal human intelligence is supplemented through use of technology in order to help people become faster and more accurate at the tasks that they’re performing.² The system works essentially like this: massive amounts of unstructured and semistructured data such as that from the clinical literature, health records, and test results (eg, pathology reports) are fed into the Watson system database. A physician poses a query to the system describing symptoms of a specific patient and other related factors. Watson first parses the input to identify the most important pieces of information and then mines a patient’s data to find relevant facts about the patient’s clinical and hereditary history. The system then examines available data (that were previously inputted) to form and test hypotheses and finally provides a list of individualized, confidence-scored recommendations, such as a patient’s eligibility for specific treatments. The system uses numerous scoring methods and sophisticated algorithms to determine the degree of certainty that retrieved evidence supports the candidate answers. The system can then describe the supporting evidence in text form for its ranked responses.³ Because information is constantly being fed to Watson, the system can learn over time to optimize its recommendations.

IBM Watson Health™ presently offers commercialized applications of the Watson system for genomics, drug discovery, health care management, and oncology.⁴ IBM has partnered with several academic and private institutions to apply Watson to patient care research and treatment. For example, in 2013, IBM partnered with a company called WellPoint to train Watson in utilization management and partnered with Memorial Sloan Kettering Cancer Center to train Watson in extracting and interpreting data related to lung cancer.⁵ And, in 2015, IBM and Manipal Hospitals (a large hospital system in India) announced the launch of IBM Watson for Oncology, which sorts through information and provides insights to physicians and cancer patients to help them identify personalized, evidence-based cancer care options. The service is also made available directly to patients through Manipal Hospitals’ website as a physician-mediated expert second opinion.⁶

Given the potential that Watson and any other intelligent CDSS has for clinical care and research, it’s essential that physicians such as Dr L consider the ethical (and legal)
ramifications regarding their use. Some essential questions are these: (1) Should Watson ever replace the clinical judgment of a physician? (2) What are the liability concerns of professionals who use Watson? (3) What are the limitations of Watson and their ethical implications?

**Watson’s Role**

According to IBM, Watson is intended to assist and enhance the decision making of health care professionals by giving them greater confidence in their diagnostic and treatment decisions for their patients.¹ Thus, the system is not intended to replace the judgment of health care professionals, nor should it be viewed as any kind of authoritative decision-making tool. In the United States, the Food and Drug Administration (FDA) regulates the safety and effectiveness of devices and drugs. Because Watson is considered a management tool under the control of physicians (like a peer-reviewed publication) and not a device, the system does not presently require regulatory oversight.⁷ However, regulatory requirements could change as Watson and other emerging AI systems are used to make diagnoses or treatment decisions with little or no supervision from physicians.⁸

**Liability**

While Watson aims to assist the accuracy of clinical judgment and improve health outcomes, use of the system as an assistant also has potential to increase liability for health care professionals and organizations. As noted by Jacobson,⁹ technological innovations create opportunities for error in diagnosis and treatment, and those errors could result in more visible and potentially detrimental outcomes than what might have happened without the new technology. As a hypothetical example, Watson could recommend a particular medication regimen that a physician decides to pursue while ignoring other contraindicating patient data because of the physician’s assumption that Watson (or any other CDSS like it) had evaluated that information. Such a scenario could result in a malpractice claim against the physician.

While we can hope that advances in technologies such as Watson can improve outcomes for patients, they also have the potential to prematurely contribute to a higher legal standard of care that could put health care professionals at greater risk for negligence.⁵ This is because expectations of the standard of care can shift while the impact of the technology on health outcomes is not yet fully known. For example, if Watson is shown to improve diagnostic accuracy and treatment recommendations for leukemia, then expectations that clinicians who consult Watson will get the diagnosis and treatment recommendation “right” could be raised to a higher level.

Unfortunately, a paucity of clinical trials evaluating every possible diagnosis and treatment approach can limit the reliability and usefulness of Watson. That is, recommendations provided by the system might not be supported by sufficient research
to instill confidence in health care professionals, who could be found liable if their diagnoses or treatment recommendations are shown to be incorrect or possibly prove harmful. Thus, health care professionals who use Watson, such as Dr O in the case example, should do so with an awareness of potential harm that overreliance on the system could cause in the individual case, but also with appreciation for how the system can also improve their decision making.

**Understanding Watson’s Limitations**

There are precautions that should be taken into consideration before consulting Watson. First, it’s important for physicians such as Dr O to understand the technical challenges of accessing quality data that the system needs to analyze in order to derive recommendations. Idiosyncrasies in patient health care record systems is one culprit, causing missing or incomplete data. If some of the data that is available to Watson is inaccurate, then it could result in diagnosis and treatment recommendations that are flawed or at least inconsistent. An advantage of using a system such as Watson, however, is that it might be able to identify inconsistencies (such as those caused by human input error) that a human might otherwise overlook. Indeed, a primary benefit of systems such as Watson is that they can discover patterns that not even human experts might be aware of, and they can do so in an automated way. This automation has the potential to reduce uncertainty and improve patient outcomes.

It is possible, however, that Watson might make a recommendation that is inconsistent with current clinical standards or that contradicts what a physician considers to be the appropriate decision. For example, a clinical standard might be always to prescribe a particular medication with a particular diagnosis, but an intelligent system such as Watson could recommend an alternative (e.g., a nonstandard medication or no medication at all). In such a scenario, physicians must be able to support their decision to follow or not to follow the alternative and to understand the potential clinical and legal consequences. However, systems such as Watson can and should be designed to use a rule base that can limit recommendations to current clinical standards, thus ensuring that recommendations are consistent with treatment guidelines and currently accepted practices.

Inconsistency is associated with another consideration sometimes referred to as the “black-box” problem, whereby developers and users are unable to demonstrate how the system operates or derived its decisions for a particular course of action. For example, Watson’s machine learning algorithms can derive conclusions that are not consistent with a physician’s judgment regarding the diagnosis or prognosis, yet why it derived particular solutions might not be obvious. From an ethical point of view, it is therefore essential that both the developers and the users of AI systems understand (or at least be able to explain) the basis of how the algorithms work to reduce risk of harm to patients.
Requirements for an audit trail with a minimum level of detail to describe the decision process might be one way to address the black-box issue and help ensure public trust.4

Technologies such as IBM Watson also have potential to create unrealistic patient expectations regarding outcomes. For example, a patient such as Ms L might be overly optimistic about her new treatment because her physician consulted Watson, a presumably superintelligent machine that can do things better than humans. Because the foundation of the patient-physician relationship is trust, patients should be informed—by the health care professionals who treat them—about the tools and tests used to make decisions about their health. It is therefore of great importance that clinical computing tools be presented as decision assistants, rather than as decision makers, and that their limitations be communicated effectively.

**Meeting Challenges of Clinical Decision Support Systems**

Historically, the deployment and adoption of technological clinical decision-making tools has been met with some challenges.10,11 Some of the challenges are due to technological limitations (such as those associated with the data problems mentioned in this article), technology adoption issues (eg, usability and workflow integration), and physicians’ perception of the technology when assured capabilities and timelines have not been achieved.10 For example, IBM Watson Health has been criticized for not living up to promises of the system’s ability to transform cancer treatment and outcomes.12,13 Regardless, the need for intelligent automated systems such as Watson is evident given the exponential expansion and complexity of clinical data. For example, IBM has suggested that a person will generate 1 million gigabytes of health-related data in a lifetime—which is equivalent to more than 300 million books.14 Given the amount and complexity of patient data, physicians would be remiss not to consult intelligent systems such as Watson. In the future, it may very well be considered unethical (and create liability) not to consult Watson or intelligent systems like it for a second opinion, assuming that such systems prove effective in what they purport to do.

In conclusion, the emergence of innovative technologies raises familiar and sometimes new legal and ethical ramifications for the health care profession. Health care organizations must educate and train their staff on the capabilities and limitations of technological tools while ensuring that patients are adequately informed of how these tools are used to make decisions about their care. Many of the challenges regarding the adoption and deployment of systems such as Watson have solutions that can be addressed in time. When new technologies become available, it inevitably requires time for the study of their safety and clinical effectiveness. It’s unlikely that intelligent systems such as Watson will one day displace health professionals, but instead they will advance patient care and clinical research beyond its present limits.
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CASE AND COMMENTARY
How Should Clinicians Communicate With Patients About the Roles of Artificially Intelligent Team Members?
Daniel Schiff, MS and Jason Borenstein, PhD

Abstract
This commentary responds to a hypothetical case involving an assistive artificial intelligence (AI) surgical device and focuses on potential harms emerging from interactions between humans and AI systems. Informed consent and responsibility—specifically, how responsibility should be distributed among professionals, technology companies, and other stakeholders—for uses of AI in health care are discussed.

Case
Mr K is a 54-year-old man referred to Dr L’s outpatient spine neurosurgery clinic because he has a 6-week history of left-sided lower back pain, left leg weakness, and shooting pain. Prior to Mr K’s appointment, Dr L reviewed the MRI of Mr K’s lumbar spine, noting herniation of disc between the fifth lumbar vertebra and the first sacral vertebra (L5-S1), which is compressing Mr K’s sacral (S1) nerve root.

“What a classic case,” Dr L murmurs to herself. She grabs her reflex hammer and walks down the hall to exam room 3. After performing a brief evaluation and reviewing Mr K’s MRI with him, Dr L recommends surgery to relieve compression of the S1 nerve.

“Isn’t that a dangerous procedure? Could I end up paralyzed?” Mr K asks.

“There are certain risks, but with the help of the Mazor Robotics Renaissance® Guidance System technology, the procedure is relatively safe.” Dr L explains the surgical planning using the Mazor system: “It employs artificially intelligent software to analyze your images and plan placement of my surgical tools. I’ve been using this technology for about a year now, and I’ve done over 30 surgeries—just like the one I’m recommending for you—with this technology.”

Mr K looks uncomfortable. “I don’t want a robot doing my surgery. I want you to do it all.”

Dr L wonders how to respond.
In this commentary, we examine a hypothetical case involving an assistive surgical device that is in use today, the Mazor Robotics Renaissance Guidance System. It can assist surgeons like Dr L in performing procedures such as spinal fixation. With a complex technology like the Renaissance System, a series of policies and procedures are important for ensuring its ethical use. These measures include well-designed clinical trials; creation and implementation of procedures before, during, and after surgery, especially concerning complications, errors, and robustness measures; training on the technology’s characteristics, uses, and limitations; and how to inform patients about such information. Depending on the type of technology, approval by the US Food and Drug Administration or other regulatory entities might be required.

While these considerations might be relevant to any complex device, several more specific challenges emerge with respect to artificial intelligence (AI) technologies. AI can refer to a range of techniques including expert systems, neural networks, machine learning, and deep learning. Medical ethics has begun to highlight concerns about uses of AI and robotics in health care, including algorithmic bias, the opacity and lack of intelligibility of AI systems, patient-clinician relationships, potential dehumanization of health care, and erosion of physician skill. In response, members of the medical community and others have called for changes to ethical guidelines and policy and for additional training requirements for AI devices.

Given the potential of AI to augment human medical care, the proper role of health care professionals vis-à-vis their digital counterparts is particularly relevant. First, the “black-box” problem—the mystery of how the system derives its outputs—is an issue for any complex and opaque medical technology. It raises questions about how to communicate possible biases, risks, and error rates during the informed consent process. Second, as Mr K’s concerns demonstrate, informed consent can be complex given uncertainties, fears, or even overconfidence about uses of AI. Finally, assigning responsibility and liability when errors occur is also complicated by the technical complexity and opacity of AI and the challenge of distributing responsibility across many parties. We address each of these ethical concerns below.

**Informed Consent and the Black-Box Problem**

One ethical challenge emerging from interactions between Mr K and Dr L in the case pertains to the difficulty of obtaining consent to use a novel AI device. As Appelbaum notes, “Valid informed consent is premised on the disclosure of appropriate information to a competent patient who is permitted to make a voluntary choice.” As is commonly known, relevant information includes the purpose of the treatment, its potential benefits and risks, and possible alternative treatment options. Yet the novelty and technical sophistication of an AI device places additional demands on the informed consent process. When an AI device is used, the presentation of information can be complicated...
by possible patient and physician fears, overconfidence, or confusion. Moreover, for an informed consent process to proceed appropriately, it requires physicians to be sufficiently knowledgeable to explain to patients how an AI device works, which is rendered difficult by the black-box problem.

The black-box problem emerges for at least a subset of AI systems, including neural networks, which are trained on massive data sets to produce multiple layers of input-output connections.\(^9\) The result can be a system largely unintelligible to humans beyond its most basic inputs and outputs.\(^10\) In other words, those interacting with an AI system might not understand to any appreciable degree how it works (ie, its functioning seems like a black box). This challenge pertains not only to neural networks but also to any informationally or technically complex system that may be opaque to those who interact with it, such as Mazor’s advanced and proprietary image recognition algorithms.\(^3\)

The opacity of an AI system can make it difficult for health care professionals to ascertain how the system arrived at a decision and how an error might occur. For instance, can physicians or others understand why the AI system made the prediction or decision that led to an error, or is the answer buried under unintelligible layers of complexity? Will physicians be able to assess whether the AI system was trained on a data set that is representative of a particular patient population? And will physicians have information about comparative predictive accuracy and error rates of the AI system across patient subgroups? In short, if physicians do not fully understand (yet) how to explain an AI system’s predictions or errors, how could this knowledge deficit impact the quality of an informed consent process and medical care more generally?

Ongoing conversations within many professional communities will be needed to grapple with these issues, but recommendations are already emerging. For example, Char et al. state,

> Physicians who use machine-learning systems can become more educated about their construction, the data sets they are built on, and their limitations. Remaining ignorant about the construction of machine-learning systems or allowing them to be constructed as black boxes could lead to ethically problematic outcomes.\(^6\)

Moreover, professional societies are recommending that AI systems be “transparent.”\(^11\)

Assuming Dr L is well informed about the Renaissance Guidance System, she should seek to explain to Mr K the core technologies used, such as the basic nature of the image recognition algorithm. She should clearly distinguish between the roles human caregivers will play during each part of the procedure and the roles the AI/robotic system or device will play. For example, she should explain that she is responsible for the preoperative plan, whereas the Renaissance Guidance System will manually guide
placement of tools or implants. Also, Dr L should clearly state the potential harms that might result from either human or robotic missteps.

**Patient Perceptions of AI**
Interconnected with lack of knowledge about AI systems—including how errors could occur—are varied perceptions patients and health care professionals have about AI technology. Computing experts offer wide-ranging visions of where AI is going, from utopian views in which humanity’s problems are largely solved to dystopian scenarios of human extinction. These visions can influence whether patients, such as Mr K in the case, and physicians embrace AI (perhaps too quickly) or fear it (even though it might improve health outcomes). For example, a 2016 survey of 12,000 people across 12 European, Middle-Eastern, and African countries found that only 47% of respondents would be willing to have a “robot perform a minor, non-invasive surgery instead of a doctor,” with that number dropping to 37% for major, invasive surgeries. These findings indicate that a sizeable proportion of the public has uneasiness about medical AI.

How should a physician respond to patients like Mr K who express concerns about the use of AI? In addition to delineating the role of the AI system, the physician can address the patient’s fears or overconfidence by describing the risks and potential novel benefits attributable to the AI system. For example, beyond merely sharing that she has used this procedure in the past, Dr L should describe studies comparing the Renaissance Guidance System to human surgeons. In this way, the patient’s inaccurate perceptions of AI can be countered with a professional assessment of the benefits and risks involved in a specific procedure. While these 2 recommendations are important for proper informed consent, understanding and responding to patients’ fears is also essential to good patient engagement and medical care. These 2 recommendations are not intended to be an exhaustive list; rather, they are a starting point for addressing sources of serious clinical and ethical concern about AI.

**Medical Errors, AI, and the Problem of Many Hands**
Suppose that Dr L uses the AI device to treat Mr K and a medical error occurs. How might one begin to assign responsibility for the error? Determining who is morally responsible and perhaps legally liable for a medical error involving use of a sophisticated technology is often complicated by the “problem of many hands.” This problem refers to the challenge of attributing moral responsibility when the cause of a harm is distributed among multiple persons—and perhaps organizations—in a way that obfuscates blame attribution. As Harris et al. state, individuals might use a many hands argument in an attempt “to evade personal responsibility for wrongdoing.” Given that many parties are involved in the design, sale, procurement, and use of AI systems in health care, identifying the primary locus of responsibility for a medical error can be difficult. Moreover, the opacity of some AI systems compounds this challenge in new ways. Yet
transparency and clarity about roles and responsibilities can help ensure that the responsibility net is cast neither too narrowly nor too broadly.

A first step towards assigning responsibility for medical errors (thus hopefully minimizing them in the future) is to disentangle which people and professional responsibilities might have been involved in committing or preventing the errors. In the context of health care and AI, we suggest the following as a subset of the actors who could in principle be held ethically responsible for a medical error.

- **Coders and designers.** Coders and designers should be responsible for documenting what they created and, insofar as possible, implementing strategies for making explainable the technology and its underlying processes, such as how the AI is learning from training data.

- **Medical device companies.** Companies should clearly articulate prerequisites for successful application of an AI technology, such as the quality of diagnostics, imaging, and preparation for surgical procedures. Moreover, given black box concerns with AI systems, physicians might require additional information and training. Companies should therefore detail types of errors and side effects, their likelihood and severity, and differences in predictive accuracy and error rates across demographic subgroups, health conditions, and patient histories. Given uncertainties and risks surrounding complex, novel AI technologies in health care, companies should be responsible for providing meaningful information to hospitals and physicians, even if doing so surpasses what the law strictly requires.

- **Physicians and other health care professionals.** Physicians should be responsible for acquiring basic understanding of the AI devices they use and the types and likelihood of errors across subgroups, insofar as this information is available. Physicians should also be responsible for communicating relevant information to patients and health care teams and for adhering to use standards provided by device companies. Thus, if a medical error occurs because instructions for using an AI device were not followed, the primary responsibility could lie with the physician (or team); however, if a medical error occurs because adequate instructions or training were not provided by the company, the primary responsibility could lie elsewhere.

- **Hospitals and health care systems.** Hospitals are key to ensuring proper development, implementation, and monitoring of protocols and best practices for use of AI systems in health care. This organizational responsibility includes providing training, protocols, and best practices related to AI use and properly informing patients about the technology. Hospitals should also be involved in
developing robustness measures (including simultaneous diagnosis and
crosschecking by physicians and AI). Best practice standards are also needed for
error assessment and mitigation in cases of complications and for quality
improvement.

Other actors, including regulators, insurance companies, pharmaceutical companies, and
medical schools, also have important responsibilities. Each actor can take steps to
ensure safe, ethical use of AI systems and encourage others to do so, too. These actions
can help promote coordination among the various stakeholders about the use of AI in
health care and contribute to a clearer sense of how to assign responsibility for
successes as well as errors.

Challenges of AI in Health Care
While the challenges of integrating AI into the health care arena involve variations of
familiar ethical issues, AI nevertheless presents new possibilities and concerns that
deserve renewed attention. We suggest that companies provide detailed information
about AI systems, which can help ensure that physicians—and subsequently their
patients—are well informed. By explaining to patients the specific roles of health care
professionals and of AI and robotic systems as well as the potential risks and benefits of
these new systems, physicians can help improve the informed consent process and
begin to address major sources of uncertainty about AI. Hopefully, the health care
community will collectively meet these goals by encouraging open and robust dialogue
about evaluating new AI technologies and integrating them into training and patient care.
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MEDICAL EDUCATION
Reimagining Medical Education in the Age of AI
Steven A. Wartman, MD, PhD and C. Donald Combs, PhD

Abstract
Available medical knowledge exceeds the organizing capacity of the human mind, yet medical education remains based on information acquisition and application. Complicating this information overload crisis among learners is the fact that physicians’ skill sets now must include collaborating with and managing artificial intelligence (AI) applications that aggregate big data, generate diagnostic and treatment recommendations, and assign confidence ratings to those recommendations. Thus, an overhaul of medical school curricula is due and should focus on knowledge management (rather than information acquisition), effective use of AI, improved communication, and empathy cultivation.

Natural illnesses are cured, but never those which medicine creates, for it knows not the secret of their cure.
Marcel Proust

Information Overload
The system for educating medical students is approaching a crisis driven by 2 compelling forces: growing externalization of available medical knowledge outside the minds of physicians and stress-induced mental illness among learners.

Classically, a physician is defined as a professional who possesses special knowledge and skills derived from rigorous education, training, and experience, but the amount of available medical knowledge now exceeds the organizing capacity of the human mind. What’s known colloquially as “information overload” is caused not only by the volume of biomedical and clinical knowledge, but also by the rapidity of its increase and pressures on learners to achieve board scores high enough on the 3 United States Medical Licensing Examinations® to be chosen for competitive residency positions. Medical practice today requires both high productivity and delivering on expectations for health outcomes—demands that can negatively impact learners’ mental health.
Demands on students within the existing information-based curricula are taking a profound toll on their well-being. Students are confronted with information overload and concerns about never knowing enough. Recently, considerable attention has been paid to the deteriorating mental health of students.\textsuperscript{9,10} While wellness and resilience programs have arisen in many medical schools\textsuperscript{11} as a result, these programs implicitly focus on shortcomings of students and do not adequately address the root of the problem: the demanding learning environment.

Despite broad awareness of these trends, medical education continues to be largely information based, as if physicians are still the only source of medical knowledge. The reality of this web-enabled era is different. Patients readily garner more information, both correct and incorrect, to bring to clinical encounters and expect meaningful discussions with their physicians. These expectations challenge physicians not only to keep current but also to be able to communicate options to patients in a language that speaks meaningfully to their individual concerns and preferences. To do so requires specific training in effective communication as well as gaining deep understanding of the basis of patient decision making, including how patients’ understanding of medical information is influenced by their inherent values and biases.

In addition, the skills required of practicing physicians will increasingly involve facility in collaborating with and managing artificial intelligence (AI) applications that aggregate vast amounts of data, generate diagnostic and treatment recommendations, and assign confidence ratings to those recommendations.\textsuperscript{12,13} The ability to correctly interpret probabilities requires mathematical sophistication in stochastic processes, something current medical curricula address inadequately. In part, the need for more sophisticated mathematical understanding is driven by the analytics of precision and personalized medicine, which rely on AI to predict which treatment will work for a particular disease in a particular subgroup of patients. The long-standing approach of basing diagnostic or treatment choices on the “average patient” in a large population is no longer precise enough to meet the standards of personalized medicine. As a result, treatments for patients with different physical, cultural, and genetic attributes will vary in personalized medicine. As more practicing physicians use AI to support clinical decisions, they will need to be highly skilled in explaining treatment options to their patients. Merely expanding the current curricula to address this shortcoming will not be sufficient.

\textbf{Medicine and AI}

As we pointed out earlier, the increasing incongruence between the organizing and retention capacities of the human mind and medicine’s growing complexity should compel significant re-engineering of medical school curricula. Curricula should shift from a focus on information acquisition to an emphasis on knowledge management and communication.\textsuperscript{14} Nothing manifests this need for change better than the observation that every patient is becoming a big data challenge.\textsuperscript{12} For clinicians, the need to
understand probabilities—such as confidence ratings for diagnostic or therapeutic recommendations generated by an AI clinical decision support system—will likely increase as personalized medicine continues to enlarge its role in practice. The ability to interpret these probabilities clearly and sensitively to patients and their families represents an additional—and essential—educational demand that speaks to a vital human, clinical, and ethical need that no amount of computing power can meet.

Good communication requires in-depth understanding of the psychology of choice, as the pioneering work of Tversky and Kahneman makes clear. These authors explored how different phrasing affected participants’ responses to a hypothetical life-and-death decision. The importance of the so-called “framing effect” has been demonstrated in a wide variety of settings, including health care. Importantly, when potential patients were asked about the role of evidence in medical decision making, personal choice could eclipse medical evidence, and evidence of harm could be perceived as more compelling than evidence of effectiveness. As patients become increasingly knowledgeable about medical information, physicians must be able to assess and respond to the heuristics of decision making. A key point is that the heuristics and biases of both physicians and patients need to be regarded as important parts of clinical encounters that must be skillfully managed to achieve optimal diagnosis and treatment, which is not taught in medical education today.

In 1991, Charles Van Doren wrote: “We have become a nation of passive recipients of services, most of them provided by complex machines whose operations we do not understand.” We agree and further argue that the psychology of choice should be front and center in the reimagined medical school curriculum. This is not to say that basic medical information should be eliminated from the curriculum. Rather, it should be integrated with teaching probability, communication, and empathetic skills.

**Stewardship and Ethics**

A fresh approach to teaching ethics is also called for in this new era, one that focuses on helping students respond to complexities that arise among patients, caregivers, and AI applications. Ethical challenges posed by this phenomenon are not new, but the emphasis on knowledge acquisition and technical competence seems to have diminished the prominence of empathy in curricula. No matter how high the confidence rating for the diagnosis or therapy recommended by an AI program, humans and their reactions to therapy are infinitely variable at the individual level. Physicians must therefore strengthen their capacity to respond to patients’ suffering and express compassion. The late Paul Kalanithi wrote in his book, *When Breath Becomes Air*, “the physician’s duty is not to stave off death or return patients to their old lives, but to take into our arms a patient and family whose lives have disintegrated and work until they can stand back up and face, and make sense of, their own existence.” Anatole Broyard, reflecting on the clinical encounter, stated: “Not every patient can be saved, but illness may be eased by
the way caregivers respond.”21 Broyard and other writers recognize the importance of expressing abiding concern for others by respecting patients’ rights to make choices according to their values and understanding how those values influence decisions. Doing so means having real, tested abilities to provide the uniquely human services patients need—to go beyond probabilities by addressing the complexities of caring for other humans. Perhaps offloading some biomedical and clinical knowledge onto AI applications will provide curricular space for restoring an emphasis on empathy.

Challenges to Curricular Reform
The history of medical education reform amply demonstrates that curricular change has been incremental, reactive, and mostly around the margins.22 Changes that have occurred, such as earlier clinical experiences, more problem-based learning, and clinical skills testing, have not fundamentally altered learning environments and information-retention expectations imposed by medical school curriculum committees, the Liaison Committee on Medical Education, the Accreditation Council for Graduate Medical Education, and the National Board of Medical Examiners testing program.23-26 Given the curricular needs addressed above, changes in 21st-century medical education must be radical, not incremental. The current learning environment, with its excessive information-retention demands, has proven to be toxic and in need of complete overhaul. The speed of technological innovation means that the skills of some faculty members are outdated compared to those of their students. In a recent visit to a medical school by one of the authors (SAW), when students were asked if they were “being taught in the manner in which they prefer to learn,” no student said that this was the case.

Accordingly, we advocate new curricula that respond to the challenges of AI while being less detrimental to learners’ mental health. These curricula should emphasize 4 major features:

1. Knowledge capture, not knowledge retention;
2. Collaboration with and management of AI applications;
3. A better understanding of probabilities and how to apply them meaningfully in clinical decision making with patients and families; and
4. The cultivation of empathy and compassion.

Barriers to such curricular changes are substantial and include long-standing faculty practices and funding streams, university policies and procedures, and a history of incremental reform by regulatory and accreditation bodies. It is our opinion that significant reform cannot take place within the existing regulatory structure. Perhaps changing the accreditation and licensing framework should be foremost among our considerations in reimagining medical education for the 21st century.
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MEDICAL EDUCATION
Emerging Roles of Virtual Patients in the Age of AI
C. Donald Combs, PhD and P. Ford Combs, MS

Abstract
Today’s web-enabled and virtual approach to medical education is different from the 20th century’s Flexner-dominated approach. Now, lectures get less emphasis and more emphasis is placed on learning via early clinical exposure, standardized patients, and other simulations. This article reviews literature on virtual patients (VPs) and their underlying virtual reality technology, examines VPs’ potential through the example of psychiatric intake teaching, and identifies promises and perils posed by VP use in medical education.

Virtual Patients in Medical Education
Over the past 20 years, a revolution has taken place in the use of health care simulation. Technological advances in computational power, graphics, display systems, tracking, interface technology, haptic devices, authoring software, and artificial intelligence (AI) have supported creation of low-cost, user-friendly virtual reality (VR) technology and virtual patients (VPs). VPs are defined by the Association of American Medical Colleges as “a specific type of computer-based program that simulates real-life clinical scenarios; learners emulate the roles of health care providers to obtain a history, conduct a physical exam, and make diagnostic and therapeutic decisions.”1-3 VPs represent a fusion of simulation technologies and VR, which is generally defined as “a three-dimensional, computer-generated environment which can be explored and interacted with by a person.”4

Research has been conducted documenting many settings where VR and VPs add value in education and in clinical practice. No longer merely a prop in a virtual world, VPs are designed to interact in 2D and 3D virtual worlds and to engage in face-to-face dialogues with users.5,6 Artificially intelligent VPs interact verbally and nonverbally, and the most sophisticated VPs approach verisimilitude by engaging in rich conversations, recognizing nonverbal cues, and reasoning about social and emotional factors.7 Learners interact with avatars (computer representations of patients that can speak and answer learner questions) in ways that mimic real and standardized patients. VPs provide a safe, effective means by which learners practice clinical skills before interacting with patients.
This article reviews literature on VPs and their underlying VR technology, examines the application of VPs in teaching psychiatric intake, and identifies promises and perils posed by VPs in medical education. Research suggests that VPs can successfully facilitate learners’ acquisition of core knowledge in psychiatry and help develop their skills in history taking, interviewing, clinical reasoning, decision making, and assessing suicide risk. We use psychiatric intake as an example because psychiatric issues such as opioid overuse, posttraumatic stress syndrome, and suicidality are pervasive. Shortages of mental health professionals and services limit learners’ exposure to these clinical problems, so VPs could play an especially useful role.

The Promise of VPs
Technologically savvy learners have expectations about learning methods that differ from those of previous generations, and some faculty have been slow to respond to this change. Devices such as laptops, tablets, and smartphones linked with sensors and applications through ubiquitous Wi-Fi networks are no longer merely peripheral to learners’ experiences: they have become indispensable elements of education and practice. This evolution coincides with significant changes in the health care sector. An aging, often chronically ill population demands increasing attention from health care practitioners, and stringent clinical productivity expectations can reduce the time available for clinician-educators to participate in traditional teaching models. These trends are exacerbated by patients’ decreasing lengths of stay in hospitals that further limit opportunities for students to participate in longitudinal treatments. One response to these constraints is broader use of VPs.

Use of VPs offers several advantages when compared to traditional methods of teaching clinical skills. Online learning materials, such as VPs, are accessible any time and almost anywhere there is a computer with an internet connection. Once the VP software is developed, it can be reused without additional cost and VP “knowledge” can be updated quickly. VPs also have advantages over standardized patients. VPs are more uniform than standardized patients because there is no variation in VP behavior once the software is completed and, unlike standardized patients, VPs do not need to be physically present with a learner. VPs might also convey more didactic information than standardized patients because there is no variation in VP behavior once the software is completed and, unlike standardized patients, VPs do not need to be physically present with a learner. VPs might also convey more didactic information than standardized patients, who rely on recall. Additionally, VPs combine images, animations, video, and audio clips, which digital natives find more stimulating than textbooks. VPs can help students learn clinical and ethical decision making, basic practitioner-patient communication, and history-taking skills.

Nevertheless, it is important to acknowledge that VPs are not equivalent to real patients and cannot replace traditional clinic-based teaching. Modern state-of-the-art simulations are still limited compared to the reality of symptoms exhibited by patients. Additionally, learning through VPs outside a classroom requires substantial self-discipline, and enthusiasm for learning could deteriorate due to a lack of face-to-face interactions.
feedback from teachers and fellow students. Those observations aside, VR and VPs have uses in patient care (including exposure therapy, autism treatment, and responding to phantom limb pain) and uses in learning anatomical analysis, team training, surgical management, expressing empathy, and facilitating patient wellness.\textsuperscript{17,18}

Using VPs to replicate clinical conditions and settings can provide a useful context for learning. Psychiatric intake, for example, is important because information elicited during the intake process can either be a prelude to accurate diagnosis and appropriate treatment or, to varying degrees, lead to mistakes, misunderstandings, and inappropriate care. A typical intake process includes gathering information on patient characteristics: address, sex, family, income, education, primary care practitioner, other clinicians, past and current health problems, relationship information, current functioning, and mental and physical symptoms.\textsuperscript{19} This information can influence the quality of clinician-patient interactions, the accuracy of a diagnosis, and the effectiveness of a treatment plan. Research suggests that VPs can successfully facilitate learners’ acquisition of core knowledge in psychiatry and help develop their skills in history taking, interviewing, clinical reasoning, decision making, and assessing suicide risk.\textsuperscript{8,9}

The Peril of VPs

VPs have proven useful, but they have shortcomings. Current VPs might not represent the diversity of a population and, when racial or ethnic diversity is represented, VPs with darker skin tone could trigger learners’ unconscious bias.\textsuperscript{20,21} Stigmatizing language used in health records also influences learners’ attitudes towards patients and their medication prescribing behavior.\textsuperscript{22} People who are sincere in renouncing prejudice can remain vulnerable to biased habits of mind. Intentions are not good enough. Studies demonstrate bias affecting nearly every group of people.

If you are Latino, you will get less pain medication than a white patient. If you’re an elderly woman, you will receive fewer life-saving interventions than an elderly man…. If you are an obese child, your teacher is more likely to assume you’re less intelligent than if you were slim.\textsuperscript{23}

Bias is, no doubt, reflected in VP construction as well. Joanna Bryson, an expert in AI, notes that sexist AI could be a consequence of AI programming being done predominantly by “white, single guys from California”\textsuperscript{24} and that it might be addressed, at least partially, by diversifying the software development workforce. According to Bryson, it should come as no surprise that machines express opinions of the people who program them: “When we train machines by choosing our culture, we necessarily transfer our own biases. There is no mathematical way to create fairness. Bias is not a bad word in machine learning. It just means that the machine is picking up regularities.”\textsuperscript{24} This concern about bias applies not only to AI but also to VPs.
In addition to concerns about bias in VP creation and use, there is significant potential for malicious intent in their programming. One example is a virtual human, named Norman, created at the Massachusetts Institute of Technology. Norman illustrates that the data used to teach a machine learning algorithm can significantly influence what is learned and how a VP “behaves.” When the output of an AI algorithm is biased and unfair, the culprit is usually not the algorithm but biased data used in training. Norman was subjected to extended exposure to the darkest corners of Reddit and is called the “world’s first psychopath AI.” He represents a case study of AI gone wrong when biased data is used in machine learning algorithms.

For most users of AI, VR, and VPs, what goes on in the “black box” of programming is unknown and assumed to be trustworthy. As noted by Marc Goodman, a law enforcement agency adviser, “The thing people don’t get is that cybercrime is becoming automated and it is scaling exponentially.” The most dangerous type of AI system and the one most difficult to defend against is an AI system made malevolent on purpose. The easiest method to compromise a user immersed in VR and VPs is for the software programmer to subject the user, unknowingly, to content designed to change, persuade, or influence a user’s decisions in harmful ways. Additionally, any software—including VPs—can be hacked. In 2016, the number of reported data breaches increased by 40% over the previous year.

Malicious intent, embedded bias, and mistaken connections among patient characteristics are all perils of VPs, and they raise interesting legal questions. The implications of using VPs in teaching psychiatric intake, for example, are frighteningly broad. Opportunities to amplify or distort a broad range of variables represented in intake records are numerous and could negatively influence students’ learning.

Evaluating Promises and Perils of VPs

The Nuffield Council on Bioethics released a briefing note in 2018 on what it sees as big ethical questions about uses of AI in health care. Modified to apply to VPs, we ask the following questions:

- What is the danger of VPs providing incorrect feedback?
- Who is responsible when the feedback is flawed?
- What is the potential for the malicious use of VPs?
- Will VPs diminish in-person interactions among teachers and learners?
- What impact does the growing use of VPs have on teaching and learning?

These questions can help clarify our thinking about the appropriate roles of VPs in education, how they should be constructed and used, and how we might increase the promise and decrease the peril of their use.
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HEALTH LAW
Are Current Tort Liability Doctrines Adequate for Addressing Injury Caused by AI?
Hannah R. Sullivan and Scott J. Schweikart, JD, MBE

Abstract
As capabilities of predictive algorithms improve, machine learning will become an important element of physician practice and patient care. Implementation of artificial intelligence (AI) raises complex legal questions regarding health care professionals’ and technology manufacturers’ liability, particularly if they cannot explain recommendations generated by AI technology. The limited literature on liability for innovation provides opportunities to consider possible implications of AI for medical malpractice and products liability and new legal solutions for addressing liability issues surrounding “black-box” medicine.

Liability When Patients Are Injured Through New Technologies
Artificial intelligence (AI) is widely employed in health care, with a recent report showing that 86% of provider organizations, technology vendors, and life science companies use some form of AI.1 AI can be broadly defined as machine intelligence that “performs tasks that normally require human intelligence”2 or “that work[s] to achieve goals.”3 Among the most compelling applications of AI is the use of predictive algorithms in precision medicine. Algorithms in precision medicine guide care by predicting patient risks, making accurate diagnoses, selecting drugs, and even prioritizing patients to preserve or assign limited health resources.4 Significantly, the mechanisms behind such recommendations are unknown and currently undiscoverable; an algorithm that cannot demonstrate the path to its conclusion is ultimately a black box.5,6 The unknowable reasoning of “black-box” AI, often referred to as its opacity, stems from “deep neural networks,” with their “reasoning ... embedded in the behavior of thousands of simulated neurons, arranged into dozens or even hundreds of intricately interconnected layers.”5 When provided with input data, for example, such as an MRI brain scan, a neural network trained on a large data set can find a “complex underlying pattern in the data”7 and produce an output, such as a tumor classification, but is incapable of explaining the reasoning that led to its conclusion.7-9 Modeled after the human brain, the neural network also learns in similar ways, including through self-teaching. When given additional data, the neural network can modify its decision-making process for a more accurate response, without any explanation of how it has done so. Becoming more autonomous with each improvement,
the algorithms by which the technology operates become less intelligible to users and even the developers who originally programmed the technology.  

Given the opaque nature of black-box AI, key legal questions emerge when confronted with possible medical malpractice caused by such technology. For example, consider a situation in which a black-box AI system assists in detection of breast cancer using mammography data and suggests an erroneous diagnosis, resulting in injury to a patient. Are our legal doctrines of tort liability sufficient to handle medical malpractice resulting from the use of black-box AI? If not, what modifications to traditional tort law might be required to address AI systems involved in medical malpractice?

**Traditional Tort Liability**

Liability for medical errors falls under tort law. A tort is a civil claim in which a party requests damages for injuries caused by a harmful, wrongful act of another. Patients may recover compensatory and punitive damages from physicians, health care organizations, pharmaceutical companies, and medical device manufacturers if they are injured as a result of the party’s failure to meet judicially accepted standards. Typical tort claims in the realm of medicine and health include medical malpractice (negligence), *respondeat superior* (vicarious liability), and products liability.

*Physician liability: malpractice (negligence).* Liability for medical errors falls under a negligence framework, the “most publicly visible legal mechanism” for protecting quality of care, which requires physicians to compensate patients for injuries for which the physician is responsible. The legal definition of negligence is “conduct which falls below the standard established by law for the protection of others against unreasonable risk of harm.” In judicial determinations, a physician’s actions are judged not against those of a reasonable *man*, but rather against those of a reasonable *physician*—with the same knowledge, skills, and expertise—under like circumstances. However, courts do not purport to possess the knowledge necessary to determine sound medical judgment. Thus, expert testimony of qualified physicians is required to establish the standard of care or what is “reasonable to expect of a professional given the state of medical knowledge at the time of the treatment in issue.” Given the nature of medical practice, custom is largely dispositive. Expert testimony may be based upon available clinical literature, statements by the Food and Drug Administration (FDA), *practice guidelines* issued by medical societies (providing a ready-made standard), the *Physicians’ Desk Reference*, and expert reliance on research findings. Standards of care evolve over time with advances in medical knowledge and technology, and hence new developments in technology might create uncertainty for physicians about what is the current standard of care.

*Health care organizations: respondeat superior (vicarious liability).* In addition to physician liability, the doctrine of *respondeat superior* places vicarious liability on employers for the
negligent acts of employees acting within the scope of their employment. Under this doctrine, “hospitals can be held vicariously liable for the acts of their employees, including physicians, who commit malpractice.” Alternatively, hospitals and other health care providers may be held separately negligent for failing to exercise due care in hiring, training, or supervising employees, or for failing to maintain adequate facilities and equipment.

Manufacturers and pharmaceutical companies: products liability. Under products liability theory, patients are entitled to recovery when they are injured by products that are “not reasonably safe” due to defective design, manufacture, or warning. The relevant law states that manufacturers of prescription drugs and medical devices, those “that may be legally sold or otherwise distributed pursuant only to a health-care provider’s prescription,” are liable for harm to persons caused by defects. A product is defectively designed “if the foreseeable risks of harm posed by the drug or medical device are sufficiently great in relation to its foreseeable therapeutic benefits” such that reasonable providers would not prescribe it to “any class of patients.” Warnings or instructions are inadequate if they fail to reasonably disclose risks “to prescribing and other health-care providers who are in a position to reduce the risks of harm.” The law reflects the FDA’s determination that prescription medical products have inherent and unavoidable risks and thus require physician approval before use. It also emphasizes that the physician plays an important role in patients’ choices.

Thus, a key difference arises when the products liability doctrine is applied to cases involving medicine and health care, in that such cases are typically subject to the learned intermediary doctrine. The learned intermediary doctrine addresses how patient-focused liability doctrines apply to the use of pharmaceuticals and medical devices, wherein physicians intervene between the manufacturer and the ultimate consumer. Essentially, the learned intermediary doctrine “prevents plaintiffs from suing medical device manufacturers directly,” as the manufacturer has no duty to the patient directly. Under this doctrine, the “physician, rather than the patient, is considered the end consumer of medical devices because the health care provider is in the best position to weigh the risks against the possible benefits of using the device.” The physician as end consumer means that manufacturers may fulfill their duty to warn about the potential dangers of their products by providing warnings to the physicians who will be using them. If a physician subsequently fails to properly warn a patient and adequately disclose the risks and benefits associated with the product, it is the physician who will face liability.

Applying Current Liability Doctrines to AI
Applying the aforementioned tort liability schemes to AI technologies is difficult because, as Yavar Bathaee notes, the law “is built on legal doctrines that are focused on human conduct, which when applied to AI, may not function.” Matthew Scherer explains that a
large source of this difficulty stems from the opaque nature and unforeseeable results of black-box AI. For example, if the designers of AI cannot foresee how it will act after it is released in the world, how can they be held tortiously liable? And if the legal system absolves designers from liability because AI actions are unforeseeable, then injured patients may be left with fewer opportunities for redress.3

One problem with black-box AI’s fitting into current liability schemes is its increased autonomy. According to Mark Chinen, “The more autonomy machines achieve, the more tenuous becomes the strategy of attributing and distributing legal responsibility for their behavior to human beings.”21 As the AI system becomes more autonomous, fewer parties (ie, clinicians, health care organizations, and AI designers) actually have control over it, and legal standards founded on agency, control, and foreseeability collapse—directly impacting opportunities for recovery of damages based on legal theories of negligence and vicarious liability. Additionally, it is challenging to find a responsible party, as so many different entities—software developers, hardware engineers, designers, and corporations—go into the creation of AI systems. As Scherer notes, it may be unfair to “assign blame to the designer of a component whose work was far-removed in both time and geographic location from the completion and operation of the AI system.”3

Also, there are problems in applying the standard products liability model to AI. One is that, as discussed earlier, an injured patient cannot sue a manufacturer directly because of the learned intermediary doctrine. Additionally, products liability claims in the health care context require that the injuring product be deemed a “medical device.”2,4 The “hardware components” of the AI system would be deemed the “device” for products liability purposes, not the software.16 The legal reasoning of not allowing products liability to extend to software is that software, as opposed to hardware, is “technology that helps healthcare providers make decisions by providing them with information or analysis” and that the final decision of care rests with the health care professional,” while “blatant hardware defects” would instead be subject to products liability suit against the manufacturer.16 As AI becomes further integrated into medicine and health care, it becomes clear that current legal standards and doctrines regarding medical malpractice are insufficient. The innovations are unprecedented and solutions to the problems they present are necessary.

Possible Legal Solutions to Address AI Liability
In light of significant challenges in applying the current tort framework to AI, legal and computer science experts have offered possible solutions that involve modifications to the current law or the creation of new legal doctrines.

*AI personhood.* One possible solution is to confer “personhood” on the artificially intelligent machine itself, viewing the machine as an independent “person” under the law. Viewing the machine itself as a person resolves agency questions, which are
important for analysis of vicarious liability claims (i.e., *respondeat superior*), as the machine will be viewed as the “principal” and no longer as an agent.\(^\text{22}\) The machine, deemed a principal under this model of personhood, will have burdens and duties of its own and will then be sued directly for any negligence claims. In such instances, the AI system will be required to be insured (similar to how physicians possess medical malpractice insurance themselves) and such claims will be paid out from the insurance; the AI system will be deemed a quasi-juridical person and treated the “same as any other physician.”\(^\text{16}\) Funding for such insurance may come from users of the AI technology, allowing for a “different form of cost-spreading” that promotes fairness, as its focus extends beyond the technology’s creators and encourages users of such technology to also bear some cost.\(^\text{22}\)

*Common enterprise liability.* A common enterprise theory of liability is another possible solution to harm caused by AI. David Vladeck notes that, instead of assigning fault to a specific person or entity (or trying to determine if there was a fault at all), if some injury is caused by an AI system, then all groups involved in the use and implementation of the AI system should jointly bear some responsibility.\(^\text{22}\) The benefit of this solution is that all parties involved share the burden and that no finding of fault (which may be impossible because of the black-box nature of AI) is required. Instead, an inference of liability is shared among all relevant parties, thus allowing injured parties to be made whole.

*Modify the standard of care.* Another possible solution is to simply modify the duties and standard of care of health care professionals using black-box AI. Nicholas Price suggests a standard that would require facilities and health care professionals to exercise “due care in procedurally evaluating and implementing black-box algorithms.”\(^\text{7}\) Under this standard of care, facilities and clinicians would have a duty to evaluate black-box algorithms and to validate the algorithmic results.\(^\text{7}\) Under this model, health care professionals are responsible for harm if they did not take adequate measures in properly evaluating the black-box AI technologies used in caring for the patient.

**Conclusion**
The rise of black-box AI and its use in medicine complicates application of existing tort law when trying to resolve claims of malpractice. If a patient becomes injured by use of an AI technology (black-box AI in particular), current legal models are insufficient to address the realities of these innovations. New legal solutions that craft novel legal standards and models that address the nature of AI, such as AI personhood or common enterprise liability, are necessary to have a fair and predictable legal doctrine for AI-related medical malpractice.
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Can AI Help Reduce Disparities in General Medical and Mental Health Care?
Irene Y. Chen, Peter Szolovits, PhD, and Marzyeh Ghassemi, PhD

Abstract

Background: As machine learning becomes increasingly common in health care applications, concerns have been raised about bias in these systems’ data, algorithms, and recommendations. Simply put, as health care improves for some, it might not improve for all.

Methods: Two case studies are examined using a machine learning algorithm on unstructured clinical and psychiatric notes to predict intensive care unit (ICU) mortality and 30-day psychiatric readmission with respect to race, gender, and insurance payer type as a proxy for socioeconomic status.

Results: Clinical note topics and psychiatric note topics were heterogenous with respect to race, gender, and insurance payer type, which reflects known clinical findings. Differences in prediction accuracy and therefore machine bias are shown with respect to gender and insurance type for ICU mortality and with respect to insurance policy for psychiatric 30-day readmission.

Conclusions: This analysis can provide a framework for assessing and identifying disparate impacts of artificial intelligence in health care.

Bias in Machine Learning Models

While health care is an inherently data-driven field, most clinicians operate with limited evidence guiding their decisions. Randomized trials estimate average treatment effects for a trial population, but participants in clinical trials often aren’t representative of the patient population that ultimately receives the treatment with respect to race and gender.1,2 As a result, drugs and interventions are not tailored to historically mistreated groups; for example, women, minority groups, and obese patients tend to have generally poorer treatment options and longitudinal health outcomes.3-9

Advances in artificial intelligence (AI) and machine learning offer the potential to provide personalized care by taking into account granular patient differences. Machine learning using images, clinical notes, and other electronic health record (EHR) data has been
successful in several clinical tasks such as detection of diabetic retinopathy\textsuperscript{10} and distinguishing between malignant and nonmalignant skin lesions in dermatoscopic images.\textsuperscript{11} Prior research has established that machine learning using clinical notes to supplement lab tests and other structured data is more accurate than an algorithm using structured data alone in classifying patients with rheumatoid arthritis\textsuperscript{12} and in predicting mortality\textsuperscript{13} and the onset of critical care interventions\textsuperscript{14} in intensive care settings.

This same ability to discern among patients brings with it the risk of amplifying existing biases, which can be especially concerning in sensitive areas like health care.\textsuperscript{15,16} Because machine learning models are powered by data, bias can be encoded by modeling choices or even within the data itself.\textsuperscript{17} Ideally, algorithms would have access to exhaustive sources of population EHR data to create representative models for diagnosing diseases, predicting adverse effects, and recommending ongoing treatments.\textsuperscript{18} However, such comprehensive data sources are not often available, and recent work has demonstrated bias in critical care interventions. For example, recent Canadian immigrants are more likely to receive aggressive care in the ICU than other Canadian residents.\textsuperscript{19}

In contrast to critical care, psychiatry relies more heavily on analysis of clinical notes for patient assessment and treatment. Text is a rich source of unstructured information for machine learning models, but the subjective and expressive nature of the data also makes text a strong potential source of bias.\textsuperscript{20,21} Racism has established impacts on chronic and acute health,\textsuperscript{22} which would affect EHR data. In addition, mental health problems of racial groups often depend heavily on the larger social context in which the group is embedded,\textsuperscript{22} which would also influence clinical prediction based on EHR data.

In prior work, the first author and colleagues formalized a framework for decomposing sources of unfairness in prediction tasks, including an analysis of racial bias for prediction of hospital mortality from clinical notes.\textsuperscript{23} In contrast to human bias, algorithmic bias occurs when an AI model, trained on a given data set, produces results that may be completely unintended by the model creators. The authors used the publicly available Medical Information Mart for Intensive Care (MIMIC-III) v1.4,\textsuperscript{24} which contains de-identified electronic health record data from 53 423 intensive care unit (ICU) admissions for 38 597 adult patients from Beth Israel Deaconess Medical Center from 2001 to 2012. After restricting the data set to ICU admissions lasting over 48 hours and excluding discharge summaries, the researchers created a final data set of 25 879 patient stay notes and demonstrated that prediction errors for patient mortality differ between races.\textsuperscript{23}

In this paper, we explore the potential impacts of bias in 2 algorithms, one for predicting patient mortality in an ICU and the other for predicting 30-day psychiatric readmission in an inpatient psychiatric unit. We expand on the first author’s previous research, discussed above, on bias in ICU patient mortality prediction using the same MIMIC-III
data set cohort with gender and insurance type in addition to race as demographic groups. We also analyzed potential bias in 30-day psychiatric readmission prediction for the same demographic groups.

Because unstructured clinical notes from the EHR contain valuable information for prediction tasks—including information about the patient’s race, gender, and insurance type—we focus on clinical narrative notes in EHR data available for each stay. We examine bias, as measured by differences in model error rates in patient outcomes between groups, and show that in the ICU data set, differences in error rates in mortality for gender and insurance type are statistically significant and that in the psychiatric data set, only the difference in error rates in 30-day readmission for insurance type is statistically significant.

Data and Methods

Data. We analyze prediction error in psychiatric readmissions at a New England hospital in a data set containing 4214 deidentified notes from 3202 patients, collected from stays between 2011 and 2015. We extracted notes, patient race, gender, insurance payer type, and 30-day psychiatric readmission from every patient stay. The data set is racially imbalanced but has relative gender parity. We use the insurance payer type—public, private, and other insurance—as a proxy for socioeconomic status. (See Supplementary Appendix Table S1 for demographic information.)

We also examine prediction error in ICU mortality using the MIMIC-III v1.4 data set with the cohort selection explained earlier. (See Supplementary Appendix Table S2 for demographic information.) For race, gender, and insurance payer type, we compare error rates for psychiatric readmission with error rates for ICU mortality in order to examine unfairness across different data sets and the clinical generalizability of our methods.

Methods. We use topic modeling with latent Dirichlet allocation (LDA) to uncover 50 topics (eg, depression, pulmonary disease; see Supplementary Appendix Tables S3 and S4 for example topics) and corresponding enrichment values for race, gender, and insurance type. We used 1500 iterations of Gibbs sampling to learn the 50 topics of the LDA for each data set. For the psychiatric data set, topics were learned using the LDA Python package whereas for the ICU clinical notes, topics were learned using Mallet. (This difference in software arose from restrictions on the servers hosting the respective data sources.) Following prior work on enrichment of topics in clinical notes, we computed enrichment values for topics for race, gender, and insurance type.

We predict hospital mortality with ICU notes and 30-day psychiatric readmission with psychiatric notes using logistic regression with L1 regularization (implemented by Python package scikit-learn with a hyperparameter of C = 1) using an 80/20 split for training and testing data over 50 trials. For both hospital mortality and psychiatric
readmission, we report the error rate (zero-one loss) of the learned model for each demographic group and the 95% confidence interval. Text was vectorized using TF-IDF30 on the most frequent 5000 words for each data set. We report the area under the receiver operator curve (AUC)31 for overall model performance as well as the generalized zero-one loss as a performance metric.32 Following prior work,23 we use the Tukey range test,33 which allows for pairwise comparisons among more than two groups, to test whether differences in error rates between groups are statistically significant. All Tukey range test error rate comparisons were performed using the Python package statsmodels.34

Our cohort selection code for MIMIC-III v1.4 and our analysis code are made publicly available to enable reproducibility and further study.35

Results: Enrichment of Topic Modeled Notes

Psychiatric note topics. White patients had higher topic enrichment values for the anxiety36 and chronic pain topics, while black, Hispanic, and Asian patients had higher topic enrichment values for the psychosis topic.37 Male patients had higher topic enrichment values than female patients for substance abuse (0.024 v 0.015), whereas female patients had higher topic enrichment values than male patients for general depression (0.021 v 0.019) and treatment resistant depression (0.025 v 0.015), reflecting known clinical findings.38,39 Previous work has shown that those with serious mental illness are more likely to have public insurance than private39; we similarly find that private insurance patients have higher topic enrichment values than public insurance patients for anxiety (0.029 v 0.0156) and general depression (0.026 v 0.017). However, public insurance patients have higher topic enrichment values than private insurance patients for substance abuse (0.022 v 0.016).

ICU note topics. Intensive care unit clinical notes have a different range of topics (see Supplementary Appendix Table S3) and more refined topics than psychiatric notes due to the larger data source (25 879 v 4 214 patients). As in the psychiatric data set, male patients have higher topic enrichment values for substance use than female patients (0.027 v 0.011), whereas female patients have higher topic enrichment values for pulmonary disease than male patients (0.026 v 0.016), potentially reflecting known underdiagnosis of chronic obstructive pulmonary disease in women.40,41 Verifying known clinical trends, Asian patients have the highest topic enrichment values for cancer (0.036), followed by white patients (0.021), other patients (0.016), and black and Hispanic patients (0.015).42 Black patients have the highest topic enrichment values for kidney problems (0.061), followed by Hispanic patients (0.027), Asian patients (0.022), white patients (0.015), and other patients (0.014).42 Hispanic patients have the highest topic enrichment values for liver concerns (0.034), followed by other patients (0.024), Asian patients (0.023), white patients (0.019), and black patients (0.014).43 Finally, white patients have the highest topic enrichment values for atrial fibrillation (0.022), followed
by other patients (0.017), Asian patients (0.015), black patients (0.013), and Hispanic patients (0.011).44

Public and private insurance patients vary mainly in the severity of conditions they are being treated for. Those with public insurance often have multiple chronic conditions that require regular care.45 In particular, compared with private insurance patients, public insurance patients have higher topic enrichment values for atrial fibrillation (0.24 v 0.013), pacemakers (0.023 v 0.014), and dialysis (0.023 v 0.013). However, compared with public insurance patients, private insurance patients have higher topic enrichment values for fractures (0.035 v 0.012), lymphoma (0.030 v 0.015), and aneurysms (0.028 v 0.016).

In sum, our results for gender and race reflect known specific clinical findings, whereas our results for insurance type reflect known differences in patterns of ICU usage between public insurance patients and private insurance patients.

**Results: Quantifying Disparities in Care With AI**

After establishing that findings from the clinical notes reflect known disparities in patient population and experience, we evaluated whether predictions made from such notes are fair. There are multiple definitions of algorithmic fairness46-49; here we compare differences in error rates in ICU mortality and 30-day psychiatric readmission for race, gender, and insurance type.

*Prediction error in the ICU model.* Unstructured clinical notes are a powerful source of information in predicting patient mortality—our models achieve an AUC31 of 0.84 using only the ICU notes. Adding demographic information (age, race, gender, insurance type), improves AUC slightly, to 0.85. As shown in Figures 1 and 2, error rates for gender and insurance type all have nonoverlapping confidence intervals. For gender, female patients have a higher model error rate than male patients; for insurance type, public insurance patients have a much higher model error rate than private insurance patients. All results are statistically significant at the 95% confidence level.
Figure 1. 95% Confidence Intervals for Error Rate (Zero-One Loss) in ICU Mortality for Gender

Figure 2. 95% Confidence Intervals for Error Rate (Zero-One Loss) in ICU Mortality for Insurance Type

Prediction in the psychiatric setting. In contrast to ICU mortality, predicting 30-day psychiatric readmission is significantly more challenging, leading to lower model accuracy. One potential cause could be the importance of unmeasured residential, employment, and environmental factors in predicting short-term psychiatric readmission. Another factor could be the level of hospital intervention, such as outpatient appointments.

Comparison of prediction errors in ICU and psychiatric models. We compare differences in error rates in 30-day psychiatric readmission and ICU mortality for race, gender, and insurance type. Figure 3 shows differences in error rates in psychiatric readmission
between racial groups, which were not statistically significant, with black patients having the highest error rate for psychiatric readmission. Differences in error rates in ICU mortality were also observed between racial groups.\textsuperscript{23}

**Figure 3.** 95\% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric Readmission for Racial Groups

We show consistent gender differences across data sets in Figures 1 and 4, with the highest error rates for female patients, although the difference in error rates between genders was only statistically significant for ICU mortality. Note that because of the smaller size of the psychiatric notes data set, the confidence intervals overlap; however, the heterogeneity in topic enrichment values aligns with the higher error rates for female patients.

**Figure 4.** 95\% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric Readmission for Gender
Interestingly, model prediction errors for insurance type were statistically significant for both data sets (Figures 2 and 5), but the group with highest error rate changes. While public insurance patients have the highest error rate for ICU mortality, private insurance patients have the highest error rate for psychiatric readmission.

**Figure 5.** 95% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric Readmission for Insurance Type

These differences in error rates for insurance type may indicate that insurance type affects patient care in ICU and psychiatric settings differently. We note that public insurance patients have higher baseline hospital mortality rates, whereas private insurance patients have higher baseline 30-day psychiatric readmission (see Supplementary Appendix Table S1). Such variation in baseline rates could be due to the previously noted prevalence of chronic conditions in public insurance patients, making these patients more likely to need the ICU for regular care of multiple chronic conditions. Public insurance patients are also more likely to have serious mental illness than private insurance patients, indicating that they may not come into a psychiatric hospital unless the situation is dire. In both data sets, predictions are better captured by notes for patients in the group that uses the care setting more regularly (ie, public insurance patients in the ICU and private insurance patients in the psychiatric hospital).

**Responding to Algorithmic Biases in Machine Learning**

AI and machine learning may enable faster, more accurate, and more comprehensive health care. We believe a closely cooperative relationship between clinicians and AI—rather than a competitive one—is necessary for illuminating areas of disparate health care impact. For example, a clinician should be able to provide feedback for the algorithm to implement, and the algorithm could actively query the clinician about...
uncertain cases. Indeed, algorithmic scrutiny is vital to both the short-term and long-term robustness of the health care system.

In this paper, we have considered questions related to the disparate impact that AI may have in health care—in particular, on ICU mortality and 30-day psychiatric readmissions. Based on clinical notes, we demonstrated heterogeneity in the topics emphasized across race, gender, and insurance type, which tracks with known health disparities. We also showed statistically significant differences in error rates in ICU mortality for race, gender, and insurance type and in 30-day psychiatric readmission for insurance type.

In light of known clinical biases, how can AI assist in improving patient care? With increasing involvement of machine learning in health care decisions, it is crucial to assess any algorithmic biases introduced by comparing prediction accuracy between demographic groups. Once algorithmic bias is uncovered, clinicians and AI must work together to identify the sources of algorithmic bias and improve models through better data collection and model improvements.
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POLICY FORUM

What Are Important Ethical Implications of Using Facial Recognition Technology in Health Care?

Nicole Martinez-Martin, JD, PhD

Abstract

Applications of facial recognition technology (FRT) in health care settings have been developed to identify and monitor patients as well as to diagnose genetic, medical, and behavioral conditions. The use of FRT in health care suggests the importance of informed consent, data input and analysis quality, effective communication about incidental findings, and potential influence on patient-clinician relationships. Privacy and data protection are thought to present challenges for the use of FRT for health applications.

Promises and Challenges of Facial Recognition Technology

Facial recognition technology (FRT) utilizes software to map a person’s facial characteristics and then store the data as a face template. Algorithms or machine learning techniques are applied to a database to compare facial images or to find patterns in facial features for verification or authentication purposes. FRT is attractive for a variety of health care applications, such as diagnosing genetic disorders, monitoring patients, and providing health indicator information (related to behavior, aging, longevity, or pain experience, for example).

FRT is likely to become a useful tool for diagnosing many medical and genetic conditions. Machine learning techniques, in which a computer program is trained on a large data set to recognize patterns and generates its own algorithms on the basis of learning, have already been used to assist in diagnosing a patient with a rare genetic disorder that had not been identified after years of clinical effort. Machine learning can also detect more subtle correlations between facial morphology and genetic disorders than clinicians. It is thought that FRT can therefore eventually be used to assist in earlier detection and treatment of genetic disorders and computer applications (commonly known as apps) such as Face2Gene have been developed to assist clinicians in diagnosing genetic disorders.

FRT has other potential health care applications. FRT is being developed to predict health characteristics, such as longevity and aging. FRT is also being applied to predict behavior, pain, and emotions by identifying facial expressions associated with depression.
or pain, for example.\textsuperscript{14,15} Another major area for FRT applications in health care is patient identification and monitoring, such as monitoring elderly patients for safety or attempts to leave a health care facility\textsuperscript{16} or monitoring medication adherence through the use of sensors and facial recognition to confirm when patients take their medications.\textsuperscript{17}

As with any new health technology, careful attention should be paid to the accuracy and validity of FRT used in health care applications as well as to informed consent and reporting incidental findings to patients. FRT in health care also raises ethical questions about privacy and data protection, potential bias in the data or analysis, and potential negative implications for the therapeutic alliance in patient-clinician relationships.

**Ethical Dimensions of FRT in Health Care**

*Informed consent.* FRT tools that assist with identification, monitoring, and diagnosis are expected to play a prominent role in the future of health care.\textsuperscript{6,18} Some applications have already been implemented.\textsuperscript{13,19} As FRT is increasingly utilized in health care settings, informed consent will need to be obtained not only for collecting and storing patients’ images but also for the specific purposes for which those images might be analyzed by FRT systems.\textsuperscript{20} In particular, patients might not be aware that their images could be used to generate additionally clinically relevant information. While FRT systems in health care can de-identify data, some experts are skeptical that such data can be truly anonymized\textsuperscript{21}; from clinical and ethical perspectives, informing patients about this kind of risk is critical.

Some machine learning systems need continuous data input to train and improve the algorithms\textsuperscript{22} in a process that could be analogized to quality improvement research, for which informed consent is not regarded as necessary.\textsuperscript{23} For example, to improve its algorithms, FRT for genetic diagnosis would need to receive new data sets of images of patients already known to have specific genetic disorders.\textsuperscript{2} To maintain trust and transparency with patients, organizations should consider involving relevant community stakeholders in implementing FRT and in decisions about establishing and improving practices of informing patients about the organization’s use of FRT. As FRT becomes capable of detecting a wider range of health conditions, such as behavioral\textsuperscript{24} or developmental disorders,\textsuperscript{25} health care organizations and software developers will need to decide which types of analyses should be included in a FRT system and the conditions under which patients might need to be informed of incidental findings.

*Bias.* As with any clinical innovation, FRT tools should be expected to demonstrate accuracy for specific uses and to demonstrate that overall benefits outweigh risks.\textsuperscript{26} Detecting and evaluating bias in data and results should also receive close ethical scrutiny.\textsuperscript{27} In machine learning, the quality of the results reflects the quality of data input to the system\textsuperscript{28}—an issue sometimes referred to as “garbage in, garbage out.” For example, when images used to train software are not drawn from a pool that is
sufficiently racially diverse, the system may produce racially biased results. If this happens, FRT diagnostics might not work as well for some racial or ethnic groups as others. One recent example that gained notoriety was an FRT system used to identify gay men from a set of photos that may have simply identified the kind of grooming and dress habits stereotypically associated with gay men. The developers of this FRT system did not intend it to be used for a clinical purpose but rather to illustrate how bias can influence FRT findings.

Thankfully, potential solutions for addressing bias in FRT systems exist. These include efforts to create AI systems that explain the rationale behind the results generated. Clinicians can also be trained to consider and respond to limitations and biases of FRT systems. In addition, organizations such as the National Human Genome Research Institute have sought to diversify the range of people whose images are included in their image databases.

Patient privacy. FRT raises novel challenges regarding privacy. FRT systems can store data as a complete facial image or as a facial template. Facial templates are considered biometric data and thus personally identifiable information. The idea that a photo can reveal private health information is relatively new, and privacy regulations and practices are still catching up. A few states, such as Illinois, have regulations that limit uses for which consumer biometric data can be collected. The Health Insurance Portability and Accountability Act (HIPAA) governs handling of patients’ health records and personal health information and includes privacy protections for personally identifiable information. More specifically, it protects the privacy of biometric data, including “full-face photographs and any comparable images,” which are “directly related to an individual.” Thus, facial images used for FRT health applications would be protected by HIPAA. Entities covered by HIPAA, including health care organizations, clinicians, and third-party business associates, would need to comply with HIPAA regulations regarding the use and disclosure of protected health information. However, clinicians should advise patients that there may be limited protections for storing and sharing data when using a consumer FRT tool.

Some statutes that protect health information might not apply to FRT. The Genetic Information Nondiscrimination Act (GINA) of 2008, for example, does not apply to FRT for genetic diagnosis, as FRT does not fit GINA’s definition of genetic testing or genetic information. The Americans with Disabilities Act of 1990, which protects people with disabilities from discrimination in public life (eg, schools or employment), would also likely not apply to FRT used for diagnostic purposes if the conditions diagnosed are currently unexpressed. Employers might also be interested in using FRT tools to predict mood or behavior as well as to predict longevity, particularly for use in wellness programs to lower employers’ health care costs.
Broader influence of FRT. There will need to be careful thought and study of the broader impact of FRT in health care settings. One potential issue is that of liability. For example, if FRT diagnostic software develops to the point that it is used not just to augment but to replace a physician’s judgment, ethical and legal questions may arise regarding which entity appropriately has liability.41 Or if FRT is used to monitor compliance, track patients’ whereabouts, or assist in other kinds of surveillance, patients’ trust in physicians could be eroded, undermining the therapeutic alliance. It is therefore important to weigh the relative benefits and burdens of specific FRT uses in health care and to conduct research into how patients perceive its use. On the one hand, the use of FRT to monitor the safety of dementia patients could be perceived as having benefits that outweigh the burdens of surveillance. On the other, FRT medication adherence monitoring might not be sufficiently effective in improving adherence to outweigh the risk of undermining trust in the patient-physician relationship.42

As considered here, numerous applications of FRT in health care settings suggest the ethical, clinical, and legal importance of informed consent, data input and analysis quality, effective communication about incidental findings, and potential influence on patient-clinician relationships. Privacy and data protections are key to advancing FRT and making it helpful.
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MEDICINE AND SOCIETY
Making Policy on Augmented Intelligence in Health Care
Elliott Crigger, PhD and Christopher Khoury, MSc, MBA

Abstract
In June 2018, the American Medical Association adopted new policy to provide a broad framework for the evolution of artificial intelligence (AI) in health care that is designed to help ensure that AI realizes the benefits it promises for patients, physicians, and the health care community.

Responding to Industry Activity on Artificial Intelligence
In June 2018, the American Medical Association (AMA) adopted a new policy, H-480.940, “Augmented Intelligence in Health Care,”1 to provide a broad framework for the evolution of artificial intelligence (AI) in health care that is designed to help ensure that AI realizes the benefits it promises for patients, physicians, and the health care community. In parallel, a wave of scientific and investment activity is cresting, focused on AI and its applications in health care and medicine. Advances in computing power, storage, sensors, and multidisciplinary research have laid the groundwork for the increased development and use of AI techniques in health care.

AI is the ability of a computer to function appropriately and with foresight in its environment, that is, to complete tasks in a manner typically associated with a rational human being. Augmented intelligence is an alternative conceptualization that focuses on AI’s assistive role, emphasizing a design approach and implementation that enhances human intelligence rather than replaces it. Collectively, these areas of scientific research and health care industry activity represent thousands of peer-reviewed studies and, by one estimate, over $2.7 billion in investment across 121 digital health companies and 206 funding deals between 2011 and 2017, just within the United States.2

The background report that informs this new policy focused on 2 fundamental normative conditions for appropriate integration of AI into health care.3 First, health care AI should be understood as a tool to augment professional clinical judgment, not a technology to replace or override it. Second, the development of health care AI tools should attend carefully to the design and evaluation of individual applications, to issues of patient privacy, and to thoughtful clinical implementation.
Ethical Dimensions of AI in Health Care Practice

Design challenges loom large. An AI-derived algorithm is only as good as the data with which it works.

The research, patient care, and insurance records available as training data sets for health care AI can be highly variable. Clinical trials systematically include or exclude participants with certain characteristics; patient charts and insurance records capture information only from those individuals who have access to the health care system.³

Rarely do such records contain information about social determinants of health, for example. AI systems can, invisibly and unintentionally, reproduce or magnify the biases of their human designers or training data sets in ways that risk exacerbating existing health disparities—such as when data reflect only the conditions of individuals who have access to health care to begin with.⁴

Conversely, algorithms properly designed and deployed can help compensate for or minimize human bias. AI algorithms must also be evaluated using criteria that are “clinically relevant and evaluation should be representative of how the algorithm will be applied in practice.”³ Predictive algorithms, for example, should be able to predict events sufficiently in advance to meaningfully influence care decisions and patient outcomes.

Addressing concerns about privacy and security are 2 further challenges for the evolution of health care AI. Existing practices of notifying patients and obtaining consent for data use are not adequate, nor are strategies for de-identifying data effective in the context of large, complex data sets when machine learning algorithms can re-identify a record from as few as 3 data points.⁵ Algorithms can also be vulnerable to cyberattack.⁶ Evolving technical responses to the challenge of ensuring data security and integrity, such as blockchain-style technologies,⁷ are promising, but traditional expectations for health care privacy might no longer be attainable. Rigorous oversight of data use and transfer will be critical to protecting patients’ interests.

To realize its promise, health care AI must be deployed in ways that promote quality of care and minimize potentially disruptive effects. Physicians will need to learn to work effectively with AI systems,³ just as medical students and residents are now trained to work effectively with electronic health records.⁸ If physicians are to base clinical recommendations on AI, “they will need to understand AI methods and systems sufficiently to be able to trust an algorithm’s predictions.”³ Even as technical solutions to the problem of trust evolve, such as algorithms that “explain” to users why a particular prediction has been made, the health care organizations that implement AI systems should vigilantly monitor the operation of those systems to identify and address adverse consequences.
Legal experts and commercial developers of AI tools that aid in diagnosis must also begin to address questions of liability when incorrect diagnoses are made either by humans using augmented intelligence tools or by AI tools directly. Questions also remain about the evolving role of the patient-physician relationship and fiduciary compact in an algorithm-enabled health care environment.9

The AMA’s adoption of H-480.940 suggests the ethical importance of these questions in calling for development of thoughtfully designed, high-quality, clinically validated health care AI that does the following1:

a) is designed and evaluated in keeping with best practices in user-centered design, particularly for physicians and other members of the health care team;
b) is transparent;
c) conforms to leading standards for reproducibility;
d) identifies and takes steps to address bias and avoids introducing or exacerbating health care disparities including when testing or deploying new AI tools on vulnerable populations; and
e) safeguards patients’ and other individuals’ privacy interests and preserves the security and integrity of personal information.

Values of ethical relevance considered in this policy include professionalism, transparency, justice, safety, and privacy.
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Abstract
As with medicine, artistic practice has a historical relationship with technologies. As technology advances, artists and medical practitioners will struggle with the complexities of introducing artificial intelligence into pursuits that have long been defined as fundamentally human. How will intelligent mechanization continue to aid efforts in art and medicine, even as it complicates them? Which new dilemmas will arise as essentially human pursuits are ever more deeply aligned with the rise of thinking machines?

Figure. Design: Camera Obscura, from Encyclopédie (1762-1777), by A. J. Defehrt, after Louis-Jaques Goussier. The Art Institute of Chicago®. This information, which is available on the object page for each work, is also made available under Creative Commons Zero (CCO).
The romantic myth of genius artists toiling away in a garret, painting or sculpting purely from their luminous imagination, has been embraced in the Western tradition at least since the 15th and 16th centuries. However, it was a misleading narrative even then. Not only did artists often not work alone, but they didn’t always use their own hands, much less their own imaginations. The camera obscura harnessed light to project traceable images of nearby objects and was used to great effect by 17th-century Dutch masters. In the 19th century, the photographic camera revolutionized the way artists understood and created images; we are only beginning to see the artistic potential of computers, 3D printers, the internet, and artificial intelligence (AI).

Take, for example, Andy Warhol’s *Big Electric Chair*, a screen print made from a found news photograph of the execution chamber at Sing Sing Correctional Facility in New York State. If you look closely, you notice that the green image doesn’t line up with its linen surface. Instead, it is skewed down and to the right, making for conspicuous green absences on all 4 sides and, in particular, at the bottom left, where the corner is sliced away. What looks like an accident speaks to the mechanized process by which the image was made. What better way to emphasize the artificiality of the screen printing process—anathema to painterly “geniuses” like Jackson Pollock in the 1950s—than to flaunt a byproduct of an art practice more akin to mass production than spontaneous creation? It does not take much to shift from considering the repetitive, assembly line printing process to the violent delivery of death implied by the electric chair itself. What we end up with is a layering of tools or technologies, a continuum that includes the law itself, the prison-industrial complex, the chair that destroys the condemned flesh it touches, the camera that captures the image, and the (commodified) art object that viewers encounter in the gallery. As each layer in this continuum is concerned with justice, a virtue presumably informed by not only judgment but also compassion, Warhol ultimately confronts the reality of a modern industrial process operating as mechanism for suffering and death. *Big Electric Chair* asks: Is American justice ethical?

Warhol did not shy away from embracing mechanization and its attendant technologies—he named his Manhattan studio the Factory, no less—and neither have artists in the 21st century. The question, “What is art?” has been prodded to the point of meaninglessness since Warhol’s time, and the importance of technology in the creative process is largely taken for granted. However, as it does for the medical community, AI poses fresh challenges for the arts. An art object is typically understood as the product of a series of creative choices planned and executed by an individual or group. But what if the entity making the creative choices is an artificial one, such as a highly developed algorithm designed to make judgments based on what it has learned? In this case we are not only asking “What is art?” but also “What is an artist?” and “What is creativity?” The
ensuing cascade of doubts and conundrums is as daunting as any of our most lingering metaphysical dilemmas.

Artistic practice, as with medicine, is a human endeavor, based ultimately on person-to-person communication. AI will permanently complicate that dynamic. Can a computer make artwork that expresses and teaches the human experience? Thankfully, the art world has grown steadily more primed for just such existential debates. In fact, some great art has resulted from them. The Japanese artist Takashi Murakami is notable for combining factory production, commercial distribution, and computer design tools to create work that synthesizes 21st-century pop culture and the arts of classical Japan. Artists like Murakami have been increasingly willing to remove their hands from the creative process, implicitly or explicitly critiquing the role of an artist’s control in their own creative output.

However, the health sector does not deal in hypotheticals. Should a surgeon rely on AI to determine where to make her first incision? If a life is lost as a consequence of utilizing AI, who (or what) should be held accountable? As technologies evolve and become more capable of making their own choices, these issues will only grow more complex, more urgent, and more consequential. We might be on a path toward a future dangerously dependent on intelligent software, a scenario that suggests cause for skepticism, if not resistance. On the other hand, we might be destined for something brighter: a courageous future teeming with brilliant, as yet unimagined, innovations in art and medicine driven by compassion and aided by machines that think.
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Editor's Note
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ART OF MEDICINE
Technological Transformation
Elisabeth Miller

Abstract
Technology has enabled bionics and artificial intelligence, each of which can have important applications in health care. As we continue to substitute body parts with machinery, however, we might wonder, "What makes us human?" This drawing interrogates the relationship between humanity and embodiment, specifically in neck and facial musculature and brain structures.

Figure. Technological Transformation
Media

Water color pencils and black pen on paper.

This image represents humankind’s union with technology. It shows the brain turning into a collection of integrated computer circuits and the neck muscles evolving into mechanization-ready cables, pumps, and wires. In artificial intelligence (AI), boundaries distinguishing life and technology are challenged. We wonder, “Is it possible for machines to think? Are our own brains just complex organizations of biological microchips?” Medical students are well positioned to appreciate how intimately technology is becoming part of human life. From wheelchairs and artificial limbs to new antibiotics and imaging, innovations are constantly growing in number and playing larger roles in our existence. If science unlocks the origins of thought, therapies for patients with neurocognitive or psychiatric problems could be enabled. Progress in AI will generate the need in medicine to explore ontological and ethical relationships among brains, minds, selves, and healing.
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