Abstract—Few-Shot classification aims at solving problems that only a few samples are available in the training process. Due to the lack of samples, researchers generally employ a set of training tasks from other domains to assist the target task, where the distribution between assistant tasks and the target task is usually different. To reduce the distribution gap, several lines of methods have been proposed, such as data augmentation and domain alignment. However, one common drawback of these algorithms is that they ignore the similarity task selection before training. The fundamental problem is to push the auxiliary tasks close to the target task. In this paper, we propose a novel task selecting algorithm, named Optimal Transport Task Selecting (OTTS), to construct a training set by selecting similar tasks for Few-Shot learning. Specifically, the OTTS measures the task similarity by calculating the optimal transport distance and completes the model training via a self-supervised strategy. By utilizing the selected tasks with OTTS, the training process of Few-Shot learning becomes more robust and effective. Other proposed methods including data augmentation and domain alignment can be used in the meantime with OTTS. We conduct extensive experiments on a variety of datasets, including MiniImageNet, CIFAR, CUB, Cars, and Places, to evaluate the effectiveness of OTTS. Experimental results validate that our OTTS outperforms the typical baselines, i.e., MAML, matchingnet, protonet, by a large margin (averagely 1.72% accuracy improvement).
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methods, a teacher model which is trained in other domains is used to design the curriculum. The Reinforcement learning teacher employs reinforcement learning to measure the difficulty of each sample and sort them as curriculum. The existing Transfer Teacher methods show the probability of using a teacher model to sorts the samples with the difficulty. Similar with the transfer teacher models, we can select tasks for Few-Shot learning if we can train a teacher model to measure the similarity between task.

In this paper, we propose a novel task selecting method to solve the Few-Shot task-selecting problem based on optimal transport, which is called Optimal Transport Task Selecting (OTTS). As a Few-Shot problem, the relationships between tasks are more likely contained in the samples instead of the unknowable distribution. And the relationship between samples could be another major difference except for the distribution of samples. Therefore, OTTS measures the similarity of tasks with the relationship between the features of the samples. In the process of OTTS, we build a graph for each task, where the features of the sample are represented as the nodes and the distance between of features are denoted as the edge. After building the graph, a distance based on optimal transport is designed to measure the similarity between tasks. The training of the feature encoder is based on self-supervised comparative learning with the optimal transport distance, which forces the similar tasks to gather while the unsimilar tasks scatter. Then, the OTTS can select the tasks before or during the training of classifier, which is similar to the teacher model of curriculum learning [13]–[16]. In this paper, we conduct a property experiment to verify the correctness of the training process and the distance of tasks. We also conduct an application experiment for the usage of OTTS on Cross-Domain Few-Shot learning. In the properties experiment, OTTS shows its superiority in selecting similar tasks not only from the same dataset but also from other datasets. By utilizing the tasks selected by OTTS, the training process become smoother with higher accuracy and lower loss. The result of the application experiment validates that the OTTS can benefit the Cross-Domain Few-Shot learning by selecting appropriate training tasks. The accuracy of models including protonet and matchingnet on cub, cars and places data sets has been improved by 1.72%.

The main contributions of this paper can be summarized as 4 points below:

- We propose a novel training strategy based on self-supervised learning algorithm called OTTS that can detect the similarity between Few-Shot tasks.
- We propose an application of graph optimal transport distance to measure the similarity of tasks. In the OTTS, this distance is used as loss function during training and selecting criterion.
- We conduct experiments to exam the correctness and verify the property of the OTTS algorithm. Find out the similarity of tasks included in the datasets including CUB, Cars, Places, CIFAR, and MiniImageNet in the view of the network.
- We propose a usage of OTTS for the Cross-Domain Few-Shot learning method, and verify the effect of the usage.

Fig. 1. (a) shows the optimal transport distance (or similarity) between 30000 training tasks with another 1 target task. All of the tasks are from the MiniImageNet dataset. It can be seen that the distribution of the distance is approximate to a Gaussian distribution. (b) is the distribution of 1000 tasks that are randomly selected from the 30000 tasks. The most randomly selected tasks have low similarity with the target task. (c) is the distance distribution between the target task and the tasks selected by our OTTS. The shorter distance means higher similarity, which can benefit the training of the classifier.

network is the most common strategy in recent years. For example, Task2Vec [8] firstly utilizes a probe network which is trained on the task requiring measurement. Then it applies the embedding of the probe network parameters as the feature of the task and measures the distance of tasks with the feature. The measuring method with distribution [10] utilizes Gaussian distribution to fit the distribution of the task samples. Then it adopts the optimal transpose [7], [11], [12] to compute the distance between distributions as the distance between tasks. Although the above mentioned two strategies can measure the distance with tasks, both kinds of methods have high requirements for the number of samples. The tasks with adequate samples have a lower necessity of selecting tasks to assist training. Especially, Few-Shot tasks, which urgently need assist training tasks, are unable to process with the existing methods.

In this case, we noticed Automatic Curriculum Learning (ACL) [13]–[16], which is a learning method that can select samples with the difficulty of samples. The ACL can be roughly divided into three categories, including Self-paced learning [17], [18], Transfer Teacher [19], [20], and Reinforcement learning teacher [21], [22]. With the Self-paced learning methods, model can automatically selecting samples with difficulty for further training. While in Transfer Teacher
In 1998, Rubner et al. proposed a probabilistic embedding method which uses optimal transport distance to compare the distributions. Frogner et al. [12] designed similar OT distance to measure the discrete measures. In 2019, Graph Optimal Transport (GOT) [12] utilized the GOT to alignment two graphs which belong to different domains. Following GOT [7], [12], we utilize GOT to measure the distance between two tasks.

2.2 Contrastive Self-Supervised Learning

Contrastive self-supervised learning [27], which belongs to unsupervised learning, completes the training process by utilizing the training samples information rather than the label information. This method is especially valuable in the situation that plenty of unlabeled samples are available in the training phase. Contrastive methods [28], [29] are commonly used to assemble the same image (“positive pairs”) together and simultaneously scatter the different ones (“negative pairs”).

A slow-moving average target network [29] designs a mixing process to update the parameter of the target network, which is used in many self-supervised learning models. This mixing process can produce stable output of the target network. The mixing process is commonly represented as

\[ \xi \leftarrow \tau \xi + (1 - \tau)\theta, \tau \in (0, 1) \]  

where \( \xi \) is the parameter of the target network which is slow-moving. The \( \theta \) is a set of parameter to update the target network.

Bootstrap Your Own Latent (BYOL) [29] is a typical method of contrastive learning. In BYOL, the feature \( Z_\theta \) is extracted from the training sample \( X \) by the online model \( F_\theta \) with parameter \( \theta \). The feature \( Z_\theta \) is used to predict the feature \( Z_\xi \) extracted by the target model \( F_\xi \). After obtaining the similarity between \( Z_\theta \) and \( Z_\xi \) as the contrastive loss, an optimizer is used to update the parameters of the online model and the parameter of the target model is updated with a mixing process.

\[ \theta \leftarrow \text{optimizer}(\theta, \nabla_\theta L_{\theta,\xi}^{BYOL}, \eta), \]  

\[ \xi \leftarrow \tau \xi + (1 - \tau)\theta \]  

where \( L_{\theta,\xi}^{BYOL} \) is the contrastive loss used in BYOL, \( \eta \) is the target decay rate.

In existed self-supervised learning methods, the samples normally used in the training process are the unlabeled images, sound signals, or sentences. Therefore a natural thought is that the tasks can be processed in a similar way if we can extract their effective feature. Following the same process as contrastive self-supervised learning, we...
can determine which tasks are similar like determining the similarity of samples as shown in Fig. 2.

2.3 Transfer Teacher Model
Transfer Teacher is a popular method in curriculum learning. In Transfer Teacher methods, a strong teacher model is pretrained to measure and sort the difficulty of samples with the performance of the teacher. In existed works, the teacher model could be a larger model than the student [19] or have the same structure with student model [20]. Generally, the teacher models are trained with a large enough dataset to obtain knowledge of label predicting and thus compute the loss of each sample. It can be recognized that the difficulty of the sample is based on the prediction of teacher and label.

With the optimal transport distance and self-supervised learning method mentioned above, we propose OTTS, a task selecting method trained with the self-supervised method, and optimal transport distance by regarding few-shot tasks as graphs. The main idea of the training process of OTTS is similar to self-supervised learning but on the plane of tasks. In OTTS, the positive pairs are tasks which include the same classes of samples. By training with the self-supervised method, OTTS can assemble similar graphs which represent the “features” of similar tasks, and scatter the unsimilar ones. The major difference lies that the teacher models measure the difficulty of samples, while OTTS measures the similarity between tasks.

2.4 Cross-Domain Few-Shot Learning
Cross-Domain Few-Shot (CDFS) Learning [30], [31] is a novel field with increasing popularity recent years. In most CDFS learning methods, researchers adopt the domain generation [6] or transfer learning [32] methods to force the classifier model to adapt to a new domain. In the experimental part of this paper, we use training tasks selected by OTTS to decrease the difficulty of adaptation and improve the performance of existing models.

3 Optimal Transport Task Selection
In this section, we introduce the details of OTTS method. We introduce the definition of the task selecting problem and the structure of OTTS in the subsection 3.1 and 3.2, respectively. Then we describe the training strategy of the feature extractor in the subsection 3.3. In subsection 3.4, we introduce the optimal transport loss function, and make a short prove for the relationship between the optimal transport distance and the loss of classifier.

3.1 Problem Definition
In a Few-Shot task selecting problem, the model need to select a set of support tasks \( \{T_{S_i}^{n}\}_{i} \) from tasks \( \{T_{S}\}_{i} \) in source domain \( D_S \) according to a testing set of target \( \{T_{T_i}\}_{i} \), where \( n_i \) is the selected task “ID” in the \( T_S \). Particularly, each support task is represented as \( T_{S} = \{(x_1^s, y_1^s), \ldots, (x_N^s, y_N^s), (x_{N+K}^s+1, \cdot), \ldots, (x_{N+K+M}^s, \cdot)\} \) and target task is represented as \( T_{T} = \{(x_1^t, y_1^t), \ldots, (x_N^t, y_N^t), (x_{N+K+1}^t, \cdot), \ldots, (x_{N+K+M}^t, \cdot)\} \).

In this case, each task contains K labeled samples for each of the N classes, which is commonly called N-way K-shot task. We assume the target tasks are from an unknowable target domain \( D_T \). The task-selecting model targets to select...
tasks from the source domain $D_S$ which are similar to the target task. By doing this, the OTTS model selects a set of training tasks in which samples are most possibly have the same features or distribution with the target tasks shown in 3.

### 3.2 Structure of OTTS

The structure of OTTS includes a feature extractor $F_\xi$ and a graph builder. The feature extractor is designed to extract the feature of each sample of a task. Then the graph builder can graph with the features. Each graph in this process represents the feature of a task, where the nodes donate the samples feature $Z$ and the edges represent the relationship between samples. The feature extractor is the trainable part of OTTS while the output of the graph builder only depends on the similarity between the features. In the training process, we also use an online model $F_\theta$ which has the same structure with the feature extractor to assist training.

### 3.3 Training Strategy of the Feature Extractor

During the training process, we use a self-supervised training strategy like BYOL but on the planes of tasks. As a task selecting problem, what we need during the training process is a huge number of tasks but not samples. To train OTTS, we prepare $N$-way 2-shots tasks and split each of the tasks into two $N$-way 1-shot tasks $T'$ and $T''$. The samples of $N$-way 1-shot tasks are fed as the input for the online and target models $F_\theta$, $F_\xi$ separately as a pair of positive samples.

The features $\{Z\}_{i=1}^N$ which extracted from each of these samples are then constructed into graphs with the graph builder. In this step, the relationship between samples of the tasks is computed and can be used in the calculation of the loss function. For each $N$-way 1-shot task, we build a graph $G$ with $N$ nodes to represent the “feature of the task”. We consider each pair of the features of the tasks as a pair of different representations of the same tasks. Intuitively, the OTTS model can find the same information between the representation and ignore the differences.

Therefore, in the training process of OTTS, we build an online model $F_\theta$ which is the same as the feature extractor to assist training and the feature extractor is seen as the target model $F_\xi$. We employ the graph $G_\theta$ of task feature $Z_\theta$ which is extracted by the online model $F_\theta$ to predict the graph $G_\xi$ of feature $Z_\xi$ extracted by the target model $F_\xi$. Then exchange the order of the tasks to obtain another pair of graphs $G_\theta$ and $G_\xi$.

$$L_{OTTS} = L_{OT}(G_\theta, G_\xi) + L_{OT}(G_\theta', G_\xi')$$

(6)

And updating the model with the with optimal transport loss function below

$$\theta \leftarrow \text{optimizer}(\theta, \nabla_\theta L_{OTTS}, \eta),$$

$$\xi \leftarrow \tau \xi + (1 - \tau)\theta$$

(7)

(8)

where the $L_{OT}(G_\theta, G_\xi)$ is the optimal transport loss function. The training strategy is shown in Fig. 4.

### 3.4 Optimal Transport Loss Function

The optimal transport loss function used in this paper is the summation of Wasserstein distance and the Gromov-Wasserstein distance. As mentioned above, each task is embedded as a graph, which can be viewed as discrete measures in the graph space. Therefore, the distance between two graphs can be measured by Wasserstein distance:

$$L_W(G_\theta, G_\xi) = \min_{T(G_\theta, G_\xi) \in T} \sum_{i=1}^N \sum_{j=1}^M c_{ij} T_{ij}$$

$$= \min_{T(G_\theta, G_\xi) \in T, T_{ij} \sim T} \sum_{i=1}^N \sum_{j=1}^M \|Z_\theta^i - Z_\xi^j\|$$

(9)

where $c_{ij} = \|Z_\theta^i - Z_\xi^j\|$ is the cost of transport from the feature $Z_\theta^i$ in graph $G_\theta$ and $Z_\xi^j$ in graph $G_\xi$. The Wasserstein distance can compute the similarity between the node of two graphs, which represent the feature of samples. During the training process of the classifier, the classifier loss of each task should be the same if the tasks are similar. The reason is that similar tasks theoretically share the same classifier parameters. Thus we can prove the relationship between the optimal transport distance and the similarity of tasks for classifier:

**Th. 3.1.** Given two graphs $G_\theta, G_\xi$ of sample feature from different tasks. $Z_\theta \in G_\theta$ and $Z_\xi \in G_\xi$ are the features in the graph. For $\forall \epsilon \in \mathbb{R}^+$, $\exists \delta$ such that for all $G_\theta, G_\xi$,

$$L_W(G_\theta, G_\xi) = \min_{T(G_\theta, G_\xi) \in T} \sum_{i=1}^N \sum_{j=1}^M c_{ij} T_{ij} < \delta$$

(10)

implies that

$$|p(y = Y|G_\theta, w) - p(y = Y|G_\xi, w)| < \epsilon$$

(11)

where $w$ is the parameter of the model.

**Proof:** Given $c_{ij}$ is the cost that transport from $Z_\theta^i$ to $Z_\xi^j$. For $T(G_\theta, G_\xi) \in T$ that minimize the loss.

$$|p(y = Y|G_\theta, w) - p(y = Y|G_\xi, w)|$$

$$=|\prod_i p(y^i|Z_\theta^i, w) - \prod_{T_{ij} \sim T(G_\theta, G_\xi)} p(y^i|Z_\xi^j, w)|$$

$$=|\prod_i p(y^i|Z_\theta^i, w) - \prod_{T_{ij} \sim T(G_\theta, G_\xi)} p(y^i|Z_\theta^i, w)p(Z_\xi^j|Z_\theta^i)|$$

$$=|1 - \prod_i p(Z_\xi^j|Z_\theta^i)p(y^i|Z_\theta^i, w)|$$

(12)

The distribution of $Z_\xi^j$ with noise is a Gaussian distribution [33] with $\mu = Z_\xi^j$:

$$p_{Z_\xi^j}(x) = N(Z_\xi^j, \Sigma^j)$$

(13)

The possibility for $x = Z_\theta^i$ is

$$p(Z_\theta^i|Z_\xi^j) = p_{Z_\xi^j}(Z_\theta^i)$$

$$= (2\pi)^{-\frac{d}{2}} |\Sigma^j|^{-1/2} \exp(-\frac{1}{2}(Z_\theta^i - Z_\xi^j)^T \Sigma^j^{-1}(Z_\theta^i - Z_\xi^j))$$

(14)
Set $\lambda_{\text{max}}$ is the max value of the characteristic value of the positive definite matrix $\Sigma^{-1}$, for $c(Z_{\theta}^{i}, Z_{\xi}^{j}) = (Z_{\theta}^{i} - Z_{\xi}^{j})^T (Z_{\theta}^{i} - Z_{\xi}^{j})^{1/2}$

$$
(2\pi)^{-\frac{D}{2}} |\Sigma|^{-(1/2)} \exp(-\frac{1}{2} (Z_{\theta}^{i} - Z_{\xi}^{j})^T (Z_{\theta}^{i} - Z_{\xi}^{j})^{-1} (Z_{\theta}^{i} - Z_{\xi}^{j}))
$$

$$
> (2\pi)^{-\frac{D}{2}} |\Sigma|^{-(1/2)} \exp(-\frac{1}{2} \lambda_{\text{max}}^{T} (Z_{\theta}^{i} - Z_{\xi}^{j})^T (Z_{\theta}^{i} - Z_{\xi}^{j}))
$$

$$
= (2\pi)^{-\frac{D}{2}} |\Sigma|^{-(1/2)} \exp(-\frac{1}{2} \lambda_{\text{max}}^{T} c(Z_{\theta}^{i}, Z_{\xi}^{j})^2)
$$

Substitute (16) into (13), $\lambda_{\text{max}} = \max_{j} \lambda_{\text{max}}^{j}$.

$$
|1 - \prod_{T_{ij}} (2\pi)^{-\frac{D}{2}} |\Sigma|^{-\frac{1}{2}} e^{-\frac{1}{2} \lambda_{\text{max}}^{T} c(Z_{\theta}^{i}, Z_{\xi}^{j})^2} \prod_{i} p(y^{i}|Z_{\theta}^{i}, w)|
$$

$$
< |1 - K e^{-\frac{1}{2} \lambda_{\text{max}}^{T} \Sigma_{T_{ij}} c(Z_{\theta}^{i}, Z_{\xi}^{j})^2} \prod_{i} p(y^{i}|Z_{\theta}^{i}, w)|
$$

$$
< |1 - K e^{-\frac{1}{2} \lambda_{\text{max}}^{T} \Sigma_{T_{ij}} c(Z_{\theta}^{i}, Z_{\xi}^{j})^2} \prod_{i} p(y^{i}|Z_{\theta}^{i}, w)|
$$

$$
< |1 - K e^{-\frac{1}{2} \lambda_{\text{max}}^{T} \Sigma (\delta)^2} \prod_{i} p(y^{i}|Z_{\theta}^{i}, w)| = \epsilon
$$

where $K = ((2\pi)^{-\frac{D}{2}} |\Sigma|^{-\frac{1}{2}})^{T}$. For every $\epsilon$, exist $\delta$ such that $\forall G_{\theta}, G_{\xi}$, $\sum_{T_{ij}} c_{ij} = \sum_{T_{ij}} c(Z_{\theta}^{i}, Z_{\xi}^{j}) < \delta$, the $|p(y = Y|G_{\theta}, w) - p(y = Y|G_{\xi}, w)| < \epsilon$.

In this theory, we proved that if the distance between two tasks is small, the losses of the classifier with the same parameters for each task are also similar. The similar losses on each point would lead to the same solution of classifier parameters. Therefore, training with the tasks which cause similar losses can bring a stable and effective training process for the classifiers.

However, the Wasserstein distance can not express all the information contained in the graph. It can only measure the similarity between features. We hence employ the Gromov-Wasserstein distance to represent the relationship of nodes, which implies the information of the relationship between samples from different classes. Wasserstein distance can help the OTTS model confirm the position of each sample in the task, further correcting the similarity between tasks. The correcting effect has a positive relationship with the number of samples used in the graph.

$$
\mathcal{L}_{GW}(G_{\theta}, G_{\xi}) = \min_{\gamma} \sum_{i,j} \gamma_{ij} \mathcal{L}(G_{\theta}^{i}, G_{\xi}^{j})
$$

$$
\mathcal{L}_{GW}(G_{\theta}, G_{\xi}) = \min_{\gamma} \sum_{i,j} \gamma_{ij} \mathcal{L}(G_{\theta}^{i}, G_{\xi}^{j})
$$

Therefore, the final loss is the sum of WD loss and GWD loss:

$$
\mathcal{L}_{GW}(G_{\theta}, G_{\xi}) = r * \mathcal{L}_{W} + (1 - r) \mathcal{L}_{GW}
$$

where $r \in (0, 1)$. With this optimal transport loss function, the $\mathcal{L}_{GW}$ is more like a regularization term to further limit the structure of the graphs. By training with the loss function with the self-supervised learning method. The tasks which have similar features can be assembled. After the training process, the target model in self-supervised learning and a graph builder are able to extract the task features. The similarity between tasks is calculated with the same similarity function as the training loss. After computing the similarities between the target task and the source tasks, OTTS can select tasks from source tasks as needed.

The details of the training and application process of OTTS is shown in the Algorithm 1.

### 4 Experiment

In this section, we run experiments on several datasets which are commonly used in the Few-Shot and Cross-Domain method [30, 31, 34, 35] to verify the performance of OTTS on Few-Shot and Cross-Domain Few-Shot learning.
The samples in each class is divided into 500 training ages. Each of the classes contains 600 samples of size 32*32 images and testing classes with 8041 images. The dataset is divided into a training set with 8144 which are consist of 16185 images with different kinds of birds images with totally 11788 samples. These samples are the proportion of 64:16:20.

MiniImageNet: The MiniImageNet [36] dataset is a subset of the ImageNet dataset. Specifically, the MiniImageNet contains totally 60000 images, belonging to 100 classes, which have 600 samples per class. The size of each image is 84*84. For fair comparison, we randomly divided the MiniImageNet into training, validation, and testing set with the proportion of 64:16:20.

CIFAR100: The CIFAR [37] includes 100 classes of images. Each of the classes contains 600 samples of size 32*32. The samples in each class is divided into 500 training samples and 100 testing samples.

CUB: The CUB [38] dataset is consist of 200 classes of birds images with totally 11788 samples. These samples are divided into a subset with 5994 samples for training and the rest 5794 samples for testing.

Cars: The Cars [39] dataset contains 196 classes of images which are consist of 16185 images with different kinds of cars. The dataset is divided into a training set with 8144 images and testing classes with 8041 images.

Algorithm 1: The proposed OTTS algorithm

| Input: A set of N-way 2-shot tasks \( T \), Online model \( F_\theta \) and target model \( F_\xi \). A set of target tasks \( T'_S \) and a large set \( T'_S \), which includes a lots of tasks |
| Output: A set of training tasks \( \{T'_S\}_i \) |

1 /*The training process of OTTS */
2 for A batch of \( T \in \{ T \} \) do
3     Divide each N-way 2-shot tasks \( T \) into 2 N-way 1-shot tasks \( T'^0 \), \( T''^0 \);
4     Extract the features \( \{Z_0\} \) of samples in \( T' \) by \( F_\theta \) and the feature \( \{Z'_0\} \) in \( T'' \) by \( F_\xi \);
5     Build graph \( G_\theta \) with \( \{Z_0\} \) and \( G_\xi \) with \( \{Z'_0\} \);
6     Exchange \( T' \) and \( T'' \) and build graphs \( G'_\theta \) and \( G'_\xi \) with the same process above;
7     Compute the optimal transport loss \( \mathcal{L}_{\text{OTTS}} = \mathcal{L}_{\text{OT}}(G_\theta, G_\xi) + \mathcal{L}_{\text{OT}}(G'_\theta, G'_\xi) \);
8     Update the parameter of online model \( F_\theta \) with \( \theta \leftarrow \text{optimizer}(\theta, \nabla_\theta \mathcal{L}_{\text{OTTS}}(G_\theta, G_\xi, \eta)) \);
9     Update the parameter of target model \( F_\xi \) with \( \xi \leftarrow \xi + (1 - \tau) \theta \);
10    Gain a set of parameter \( \xi \) for the target model;
11   /*The application of OTTS */
12   Extract the features \( \{Z'_n\}_i \) of \( T_S \in \{ T'_S \} \), with \( F_\xi \) and build a graph \( G'_n \) for each feature;
13   Compute a set of optimal transport distance \( \{\mathcal{L}_{\text{OT}}(G_i, G'_n)\}_i \) between \( G_i \) and \( G'_n \in \{G'_n\}_i \);
14   Sort the \( \{\mathcal{L}_{\text{OT}}(G_i, G'_n)\}_i \) in an increased order \( \{\mathcal{L}_{\text{OT}}(G_i, G'_n)\}_i \);
15   Select the top \( M \) elements, i.e. \( \{\mathcal{L}_{\text{OT}}(G_i, G'_n)\}_i^{M} \) and the corresponding tasks \( \{T'_S\}_i^{M} \);
16   return Top M elements of the sorted list \( \{T'_S\}_i^{M} \).

4.1 Dataset Description

In this section, we introduced the datasets used in the experiments. We use datasets which are commonly used in few-shot learning and transfer learning to verify the effects of OTTS. The details of the datasets are shown below:

MiniImageNet: The MiniImageNet [36] dataset is a subset of the ImageNet dataset. Specifically, the MiniImageNet contains totally 60000 images, belonging to 100 classes, which have 600 samples per class. The size of each image is 84*84. For fair comparison, we randomly divided the MiniImageNet into training, validation, and testing set with the proportion of 64:16:20.

CIFAR100: The CIFAR [37] includes 100 classes of images. Each of the classes contains 600 samples of size 32*32. The samples in each class is divided into 500 training samples and 100 testing samples.

CUB: The CUB [38] dataset is consist of 200 classes of birds images with totally 11788 samples. These samples are divided into a subset with 5994 samples for training and the rest 5794 samples for testing.

Cars: The Cars [39] dataset contains 196 classes of images which are consist of 16185 images with different kinds of cars. The dataset is divided into a training set with 8144 images and testing classes with 8041 images.

Places: The Places [40] dataset comprises over 10 million images. The images are categorized into more than 400 unique scene classes. Each class includes 5000 to 30000 training images.

The size of the images in CIFAR100, CUB, Cars, and Places are resized to 84*84 to suit the size of images in MiniImageNet.

4.2 Baseline Description

We compare our method with typical baselines, including both metric-based Few-Shot models, i.e., matchingnet [41], protonet [2] and optimization-based model, i.e., MAML [42].

Matchingnet: Matchingnet adopts pair-wise comparisons between the samples in the support set and the new input testing set. The predictions of the Matchingnet are based on the weighted similarity of samples in the support set and testing set.

Protonet: Protonet predicts the label of the testing samples by calculating the distance between the feature of the testing sample and the prototype of each class. The prototype of each class is obtained by all the samples belonging to the class.

MAML: MAML is a Model-Agnostic optimization-based model that uses inner and outer optimization procedure to obtain the second-order gradient. The key idea of MAML is to obtain the ability to fast optimize to new tasks. This ability is tightly related to the similarity between the training and testing tasks.

4.3 Details of OTTS

The training process of OTTS has been introduced above. Resnet-50 [43] is used as the online and target model in the self-supervised training process. In the training process, we used 25600 5-way 2-shot tasks from the training set of MiniImageNet. In each epoch, we input a batch of tasks into the self-supervised model and compute the optimal transport loss of the batch. The size of each batch of tasks is 64. The optimizer used in this process is Adam [44].

After training the OTTS model, we randomly select 30000 tasks from the training set of MiniImageNet as the training set. In the experiments below, these tasks are used if we need any tasks from the training set of MiniImageNet.

4.4 Implementation Details

In the experiments, we utilize both optimization-based and metric-based few-shot models include MAML [42], Matchingnet [41], and Protonet [2] as the baselines. For MAML, we utilize a four-layer CNN (Conv4) as the backbone network. We set the learning rate \( \alpha = 0.02 \) while the meta-learning rate \( \beta = 0.002 \) of MAML. The model is trained for 10 epochs with 400 training tasks from the training set. After the training process of each epoch, we utilize 10 set of testing tasks from MiniImageNet or CIFAR. Each set includes 5 tasks from the testing set to evaluate the performance of the model. The other hyperparameters are the same as the setting in the paper of MAML. To compare the effect of OTTS, we utilize selected training tasks that are similar to testing tasks while the control group uses the random training tasks.
4.5.1 Property experiment

This experiment aims to verify the property of the OTTS method. In this experiment, we randomly select 30 tasks from three datasets in CUB, Cars, and Places, measuring the similarity between every two tasks after a data augmentation for each sample. The final results are shown in Table 1 and Fig. 5.

Table 1 shows the average, maximum and minimum distance in each group of tasks. Each number in the table is computed 10 times, and the mean results are reported. The tasks from the same domain don’t have essential differences with the tasks from the other domains. The Max and Min values show that the similarity of tasks is not totally related with domain. The tasks which are most similar may not be consist in the same domain. The Average distance and the Max distance also show that the cross-domain tasks are more likely to be unsimilar to each other. For example, the tasks in CUB domain have an average similarity of 62.05, while similarity of tasks in CUB and other domains are larger. These reasons provide the probability to select training tasks from the other domains.

Fig. 5 also explains similar property as Table 1. Tasks from the same domain are sometimes less similar than cross-domain tasks. Even worse, we also observe some tasks, which show higher self divergences than either intra-domain or cross-domain tasks. These tasks have lower accuracy for a classifier that trained with the random training set because the feature or distribution of these tasks is different from the training set. This means that if we randomly select training tasks, the distance between the training tasks and the target tasks is expected to be larger than the minimum distance. As we introduced above, some training tasks are unsimilar to each other, the training process may not converge to a fixed optimal result. This may cause the parameters of the model to fluctuate largely. Therefore, random tasks selection may cause high uncertainty during training.

By incorporating the OTTS method, the distance between training and testing tasks can be minimized. Therefore, the optimized training tasks are more likely to be similar with the testing tasks, and guarantee a stable training process. The detail is shown in the next section.

For the Matchingnet and Protonet, we also utilize a Conv4 as the backbone network. The training strategy of Matchingnet and Protonet is Feature-wise Transformation (FT) [45]. Particularly, we train each model via 8 epochs while each epoch includes 10 couples of training tasks. The other settings are the same as the settings in FT [45]. After training the model, we utilize a set of testing tasks from the testing set of the target domain (including CUB, Cars, and Places) to test the result of the training. We utilize the testing tasks and similar training tasks selected by OTTS and the random testing and training tasks to make comparisons.

We adopt two quantitative measurements, i.e., classification accuracy and model loss, to evaluate the classification performance.

For the Matchingnet and Protonet, we also utilize a Conv4 as the backbone network. The training strategy of Matchingnet and Protonet is Feature-wise Transformation (FT) [45]. Particularly, we train each model via 8 epochs while each epoch includes 10 couples of training tasks. The other settings are the same as the settings in FT [45]. After training the model, we utilize a set of testing tasks from the testing set of the target domain (including CUB, Cars, and Places) to test the result of the training. We utilize the testing tasks and similar training tasks selected by OTTS and the random testing and training tasks to make comparisons.

We adopt two quantitative measurements, i.e., classification accuracy and model loss, to evaluate the classification performance.

4.5 Experimental Results

In this section, we compare the OTTS enhanced baseline model with the basic baseline model to verify the property of the OTTS. Then we propose the application of the OTTS on the cross-domain few-shot classification learning.

### Table 1: Distance between datasets.

| Dataset     | Average | Max    | Min    |
|-------------|---------|--------|--------|
| CUB         | 62.05   | 133.57 | 19.86  |
| Cars        | 64.32   | 123.07 | 18.06  |
| Places      | 66.01   | 137.11 | 19.74  |
| CUB vs Cars | 68.37   | 137.17 | 21.09  |
| Cars vs Places | 65.23   | 138.46 | 23.79  |
| Places vs CUB | 69.29   | 141.12 | 23.95  |
| CUB vs MiniImageNet | 64.05 | 136.13 | 20.74  |
| Cars vs MiniImageNet | 68.01 | 130.11 | 25.18  |
| Places vs MiniImageNet | 67.70 | 143.37 | 24.36  |

Fig. 5. Similarity between tasks cross domain: This figure shows the similarity between different cross domains. The darker the color, the more similar the tasks are. Each domain contains 30 tasks, while the diagonal shows the similarity with itself.
In the Table 2, we can find out that the selected tasks can achieve lower loss value in most cases. For the total testing set which contains all 10 sets, our OTTS outperforms the random selection strategy in both metrics, i.e., accuracy and the loss. Because the testing sets from CIFAR have larger differences with training tasks, the improvements of both accuracy and loss value are also larger. This proved that OTTS can benefit training process even though the tasks are from different domains, and the model is not specially designed for cross domain problems. The selected tasks can achieve higher results especially since the domains are different are whole but contains similar tasks.

Fig. 6 reflects the change of loss during the training process of MAML. Owing to the OTTS, the loss attenuation is faster than using the random tasks. In the meantime, selected tasks can make the training process more stable which can be seen as the shadow area of the Fig. 6. It can be noticed that the blue shadow area shrinks fast during the training process while the orange shadow doesn’t follow similar law. This represents that the selected tasks can cause a smoother learning process than random tasks.

These results validate the effectiveness of OTTS with MAML. It can be seen that OTTS can improve the stability of the training process. The multiple examinations validate the stability of OTTS. Selecting multiple training tasks can further reduce the randomness of the task selected by OTTS. During the training process, the training loss converged more stable, and the final loss is lower in most cases by using OTTS selected tasks. In the next section, we will discuss the effect of OTTS on the metric-based model on Cross-domain problems [34], [35].

4.5.3 Cross-Domain Few-Shot experiment
The Cross-Domain Few-Shot experiment selects the tasks from MiniImageNet as training set, while the target tasks are from CUB, Cars, or Places. In this experiment, similar tasks

In this experiment, we compare how similar tasks selected by OTTS influence the training process of MAML. Particularly, we compare the training processes by employing the randomly selected tasks and the OTTS selected tasks. The results of this experiment are shown in Table 2 and Fig. 6.

Table 2 represents the accuracy and the loss with different testing sets from MiniImageNet of CIFAR. Each testing set includes 5 testing tasks that are similar to each other. The training set includes 400 random tasks or selected tasks which are similar to the testing sets. Besides, Table 2 shows that the OTTS can benefit the training process of MAML.

4.5.2 How similar tasks influence the training process
In this experiment, we compare how similar tasks selected by OTTS influence the training process of MAML. Particularly, we compare the training processes by employing the randomly selected tasks and the OTTS selected tasks. The results of this experiment are shown in Table 2 and Fig. 6.
or random tasks are utilized to show the effect of OTTS in Cross-Domain learning. The models used in this experiment are Protonet and Matchingnet. The training strategy is FT. The final results are reported in Table 3, Fig. 7 and Table 4.

In Table 3, the accuracy of each model with OTTS selected training set on Cars, Cub, and Places are higher than the model with a random training set. This elaborates that OTTS can select a training set from the source domain to assist the training for the target domain. By using OTTS, the accuracy of the models increase by 1.72% in average.

Fig. 7 shows the distance relationship between the source support (Ss) tasks and target testing (Tt) tasks. The "✓" in the table represents the distance relationship is limited otherwise with no limits. The source support tasks are selected according to the target support (Ts) tasks. By selecting the source support tasks, the distance between the target testing tasks and the source support tasks can be partly minimized. Additionally, the OTTS selected training set preserves a smaller distribution distance than the random selection strategy. Therefore, the accuracy is higher with the tasks selected by OTTS. It is worth mentioning that the OTTS selected tasks can also deliver more stable distance and accuracy during training.

Furthermore, we investigate the relationship between task similarity and classification accuracy in Table 4. "Ss-Ts" means that we limit the distance between the source support (Ss) tasks and the target support (Ts) tasks, while the "Ss-Tt" is source support (Ss) tasks with target testing (Tt) tasks. It can be recognized that the similarity between the source support (Ss) tasks and target testing (Tt) tasks can largely improve the accuracy of the model. But the similarity between source support (Ss) tasks with target support (Ts) tasks is not significant and would cause a negative impact when we limit both similarities.

In the cross-domain experiments, we prove the effectiveness of OTTS in cross-domain learning. By using OTTS, the tasks from the source domain can be selected to construct a smaller training set which is more efficient for training. The large average distance between sets can be reduced the accuracy of target testing sets. The usage in cross-domain learning area is also a strength of OTTS than the transfer teacher methods, because OTTS can directly optimize the distribution of the training samples.

5 Conclusion

Few-Shot learning problems have received wide attention in recent years aiming to solve a problem that not enough samples can be used in the learning process. Therefore, the Few-Shot problem require extensive samples from other tasks to train the model. However, the samples from other tasks usually have different distribution with the task we wanted to train. Although there are multiple methods to minimize the differences of the tasks, like data augmentation and domain alignment, these methods require either the distribution or the amount of the of samples. To solve these problems, we proposed a novel method, i.e., OTTS, to minimize the differences by selecting similar tasks from the known datasets. In this method, we employed the self-supervised training method and graph optimal transport

### TABLE 3
The accuracy comparison between random strategy and our OTTS algorithm on metric-based models.

| model    | Cars      |          | CUB      |          | Places   |          |
|----------|-----------|----------|----------|----------|----------|----------|
|          | random    | OTTS     | random   | OTTS     | random   | OTTS     |
| matchingnet | 24.74% + 0.33% | 27.70% + 0.42% | 26.91% + 0.39% | 31.31% + 0.41% | 30.74% + 0.47% | 30.11% + 0.45% |
| protonet  | 25.04% + 0.37% | 26.00% + 0.37% | 27.36% + 0.37% | 28.23% + 0.36% | 27.79% + 0.40% | 29.56% + 0.47% |

### TABLE 4
The accuracy of different similarity settings on Cars.

| Ss-Ts | Ss-Tt | Accuracy    |
|-------|-------|-------------|
| ✓     | ✓     | 25.22% + 0.35% |
| ✓     | ✓     | 25.77% + 0.33% |
| ✓     | ✓     | 27.70% + 0.42% |
| ✓     | ✓     | 24.71% + 0.33% |
| ✓     | ✓     | 25.48% + 0.36% |
| ✓     | ✓     | 26.00% + 0.37% |
distance to measure the similarity between tasks. By using OTTS in multiple experiments, we concluded the properties of this method and proposed the application of the OTTS in Cross-Domain Few-Shot classification problems. These experiments validated the effectiveness of OTTS and achieved better results than the baseline methods. Furthermore, OTTS algorithm can not only select the tasks which are most similar to the target tasks but also be employed in a training strategy that use the tasks with different similarities efficiently. We are also looking forward to the further usages of the task selecting methods, e.g., the training process of OTTS can be carried out simultaneously with the training process of classifier.
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