Abstract

In the general AntiFactor problem, a graph $G$ and, for every vertex $v$ of $G$, a set $X_v \subseteq \mathbb{N}$ of forbidden degrees is given. The task is to find a set $S$ of edges such that the degree of $v$ in $S$ is not in the set $X_v$. Standard techniques (dynamic programming plus fast convolution) can be used to show that if $M$ is the largest forbidden degree, then the problem can be solved in time $(M + 2)^{tw} \cdot n^O(1)$ if a tree decomposition of width $tw$ is given. However, significantly faster algorithms are possible if the sets $X_v$ are sparse: our main algorithmic result shows that if every vertex has at most $x$ forbidden degrees (we call this special case AntiFactor$_x$), then the problem can be solved in time $(x + 1)^{O(tw)} \cdot n^O(1)$. That is, AntiFactor$_x$ is fixed-parameter tractable parameterized by treewidth $tw$ and the maximum number $x$ of excluded degrees.

Our algorithm uses the technique of representative sets, which can be generalized to the optimization version, but (as expected) not to the counting version of the problem. In fact, we show that #AntiFactor$_1$ is already #W[1]-hard parameterized by the width of the given decomposition. Moreover, we show that, unlike for the decision version, the standard dynamic programming algorithm is essentially optimal for the counting version. Formally, for a fixed nonempty set $X$, we denote by $X$-AntiFactor the special case where every vertex $v$ has the same set $X_v = X$ of forbidden degrees. We show the following lower bound for every fixed set $X$: if there is an $\epsilon > 0$ such that #X-AntiFactor can be solved in time $(\max X + 2 - \epsilon)^{tw} \cdot n^O(1)$ given a tree decomposition of width $tw$, then the Counting Strong Exponential-Time Hypothesis (#SETH) fails.

1 Introduction

Matching problems and their generalizations form a well studied class of problems in combinatorial optimization and computer science [26]. A perfect matching is a set $S$ of edges such that every vertex has degree exactly 1 in $S$; finding a perfect matching is known to be polynomial-time solvable [16, 21, 32]. In the $f$-FACTOR problem, an integer $f(v)$ is given for each vertex $v$ and the task is to find a set of edges where every vertex $v$ has degree exactly $f(v)$. A simple transformation reduces $f$-FACTOR to finding a perfect matching. Conversely, in $f$-ANTIFACTOR the task is to find a set $S$ of edges where the degree of $v$ is not $f(v)$ [34].
The problems above can be unified under the General Factor (GenFac) problem [10, 27, 30], where one is given a graph $G$ and an associated set of integers $B_v$ for every vertex $v$ of $G$. The objective is to find a subgraph such that every vertex $v$ has its degree in $B_v$. Cornuéjols [10] showed that the complexity of GenFac depends on the maximum gap of the sets $B_v$. The maximum gap of a set $B$ (denoted by max-gap$(B)$) is defined as the largest contiguous sequence of integers not in $B$ but whose boundaries are in $B$. Cornuéjols [10] showed that if max-gap$(B_v) \leq 1$, then GenFac is polynomial-time solvable. In a sense, we can say that this case is the only one that is polynomial-time solvable. Formally, for a fixed, finite set $B$ of integers, $B$-Factor is the special case of GenFac where every vertex has the same set $B_v = B$ of allowed degrees. It follows from a result of Dalmau and Ford [13] that if $B$ is a fixed finite set such that max-gap$(B) > 1$, then $B$-Factor is NP-hard.

Given the hardness of $B$-Factor in general, Marx et al. [30] studied the complexity of the problem on bounded treewidth graphs. Recall the long history of study on treewidth, which is a measure for how “tree-like” a graph is, [3, 4, 6]. For a wide range of hard problems, algorithms with running time of the form $f(k) \cdot n^{O(1)}$ exist if the input graph comes with a tree decomposition of width $k$. In many cases even the best possible form of $f(k)$ in the running time is known (under suitable complexity assumptions, such as the Strong Exponential Time Hypothesis (SETH) [23]). Marx et al. [30] use a combination of standard dynamic programming techniques with fast subset convolution (cf. [36]) to give optimal (under SETH) $(\max B + 1)^{tw} n^{O(1)}$ time algorithms for the decision, optimization, and counting versions.

\textbf{Theorem 1.1 (Theorems 1.3–1.6 in [30]).} Fix a finite, non-empty set $B \subseteq \mathbb{N}$. We can count in time $(\max B + 1)^{tw} n^{O(1)}$ the solutions of a certain size for a $B$-Factor instance if we are given a tree decomposition of width $tw$.

- For any $\epsilon > 0$, there is no $(\max B + 1 - \epsilon)^{pw} n^{O(1)}$ algorithm for the following problems, even if we are given a path decomposition of width $pw$, unless SETH (resp. $\#$SETH) fails:
  - $B$-Factor and Min-$B$-Factor if $0 \notin B$ and max-gap$(B) > 1$,
  - Max-$B$-Factor if max-gap$(B) > 1$,
  - $\#B$-Factor if $B \neq \{0\}$.

We study the complementary problem of $X$-AntiFactor for finite sets $X$ of excluded degrees.

\textbf{Definition 1.2 ($X$-AntiFactor).} Let $x \in \mathbb{N}$ be fixed. AntiFactor$_x$ is the decision problem of finding for an undirected graph $G$ where all vertices $v$ are assigned a finite set $X_v \subseteq \mathbb{N}$ with $|X_v| \leq x$, a set $S \subseteq E(G)$ such that for all $v \in V$ we have $\deg_S(v) \notin X_v$.

For a fixed $X \subseteq \mathbb{N}$ with $|X| = x$, we define $X$-AntiFactor as the restriction of AntiFactor$_x$ to those graphs where all vertices are labeled with the same set $X$.

\textbf{Note.} $\overline{X}$-Factor, the special case of GenFac where every vertex has set $\overline{X}$, precisely corresponds to $X$-AntiFactor where we set $\overline{X} := \mathbb{N} \setminus X$.

The decision and minimization versions are trivially solvable if $0 \notin X$ as the empty set is a valid solution. Further, if $X$ does not contain two consecutive numbers, then $\overline{X}$ has no gap of size at least two. In this case, by results from Cornuéjols [10] and Dudyecz and Paluch [15], the decision, maximization and minimization version of $\overline{X}$-Factor are poly-time solvable.

\textbf{Our Results.} One could expect that similar results can be obtained for $X$-AntiFactor as for $B$-Factor, but this is very far from the truth and the exact complexity of $X$-AntiFactor is much less clear. In the $B$-Factor problem, a partial solution (a set of edges that we intend to further extend to a solution) can have degree at most $\max B$ at each vertex, which
is the main reason one needs \((\max B + 1)^{\tw n^{O(1)}}\) running time. For \(X\text{-AntiFactor}\), a vertex can also have degree larger than \(\max X\) in a (partial) solution, but all degrees larger than \(\max X\) are equivalent in some sense. Therefore, the natural running time we expect is \((\max X + 2)^{\tw n^{O(1)}}\). We show that this running time can be achieved, but requires some modification of the convolution to handle the state “degree more than \(\max X\).”

\textbf{Theorem 1.3.} Let \(X \subseteq \mathbb{N}\) be finite and fixed. Given an \(X\text{-AntiFactor}\) instance and its tree decomposition of width \(\tw\). Then we can count the number of solutions of size exactly \(s\) in time \((\max X + 2)^{\tw n^{O(1)}}\) for all \(s\) simultaneously.

However, there are many cases where algorithms significantly faster than \((\max X + 2)^{\tw n^{O(1)}}\) are possible. At first, this may seem unlikely: at each node of the tree decomposition, the partial solutions can have up to \((\max X + 2)^{\tw + 1}\) different equivalence classes\(^1\) and it may seem necessary to find a partial solution for each of these classes. Nevertheless, we show that the technique of representative sets can be used to achieve a running time lower than the number of potential equivalence classes. Representative sets were defined by Monien [33] for use in an FPT algorithm for \(k\text{-Path}\), and subsequently found use in many different contexts, including faster dynamic programming algorithms on tree decompositions [1, 5, 7, 17, 18, 19, 25, 31, 35]. The main idea is that we do not need to find a partial solution for each equivalence class, but it is sufficient to find a representative set of partial solutions such that if there is a partial solution that is compatible with some extension, then there is a partial solution in our set that is also compatible with this extension. Our main algorithmic result shows that if \(X\) is sparse, then this representative set can be much smaller than \((\max X + 2)^{\tw + 1}\), yielding improved algorithms. In particular, \(\text{AntiFactor}_x\) is FPT parameterized by \(\tw\) and \(x\).

\textbf{Theorem 1.4.} One can decide in time \((x + 1)^{O(\tw)}n^{O(1)}\) whether there is a solution of a certain size for \(\text{AntiFactor}_x\) assuming a tree decomposition of width \(\tw\) is given.

We note that Theorem 1.4 clearly distinguishes \(X\text{-AntiFactor}\) from \(B\text{-Factor}\). By the known lower bounds from Marx et al. [30] (cf. Theorem 1.1), a similar result for \(B\text{-Factor}\) is not possible. In light of Theorem 1.4, it is also far from obvious to determine, the exact complexity of \(X\text{-AntiFactor}\) for a fixed set \(X\). The combinatorial properties of the set \(X\) influence the complexity of the problem in a subtle way and new algorithmic techniques seem to be needed to fully exploit this. Currently, we do not have a tight bound similar to Theorem 1.1 for every fixed \(X\). Instead we propose a candidate for the combinatorial property that influences the complexity: We define a bipartite compatibility graph for every set \(X\) and conjecture that the maximum size of a so-called half-induced matching is the key property to obtain a faster algorithm via representative sets. See Conjecture 4.5 for a formal statement.

We use such half-induced matchings of large size to show a lower bound for \(\text{AntiFactor}_x\) that, assuming SETH, complements the algorithm in Theorem 1.4 up to constant factors in the exponent (see Theorem 5.5). Moreover, if there is a half-induced matching of size \(h\), then, assuming SETH, we show that there is no \((h - \epsilon)^{\tw n^{O(1)}}\) algorithm for \(X\text{-AntiFactor}\) for any \(\epsilon > 0\) (Theorem 5.4). Although, in this case the representative set cannot be smaller than \((h - \epsilon)^{\tw + 1}\) for any \(\epsilon > 0\) (Lemma 4.4) we do not have matching upper bounds at this point. There are two main reasons why it is difficult to obtain tight upper bounds:

\(^1\) Recall that in a graph with treewidth \(\tw\), the largest bag has size \(\tw + 1\).
Representative set bounds. In Theorem 1.4, the upper bound on the size of representative sets are based on earlier algebraic techniques [18, 19, 25, 35]. It is not clear how they can be extended to the combinatorial notion of half-induced matchings.

Join nodes. Even if we have tight bounds on the size of representative sets there is an additional issue that can increase the running time. At join nodes of the tree decomposition, we need to compute from two representative sets a third one. Doing this operation in a naive way results in a running time that is at least the square of the bound on the size of the representative set. If we want to have a running time that matches the size of the representative set, we need a more clever way of handling join nodes.

Representative sets of the form we study here could be relevant for other problems and tight bounds for such representative sets could be of fundamental importance. In particular, the notion of half-induced matchings could be a key property in other contexts as well.

Counting Problems. We also investigate the \#\textsc{AntiFactor} problem, where we need to count the total number of solutions satisfying the degree constraints. The idea of representative sets is fundamentally incompatible with exact counting: if we need to count every solution, then we cannot ignore certain partial solutions even if they can be always replaced by others. Therefore, the algorithm of Theorem 1.4 cannot be extended to the counting version.\footnote{Counting the solutions approximately is a problem of independent interest.} In fact, we show that already \#\textsc{AntiFactor}_1 is unlikely to be FPT by showing the following stronger statement for path decompositions.

\begin{theorem}
There is a fixed constant \(c\) such that \#\textsc{AntiFactor}_1 cannot be solved in time \(O(n^{pw-c})\) on graphs with \(n\) vertices given a path decomposition of width \(pw\), unless \#\text{SETH} is false. Furthermore, \#\textsc{AntiFactor}_1 is \#W[1]-hard parameterized by pathwidth.
\end{theorem}

Recall that \#\text{SETH} (cf. [11, 14]) is actually a weaker assumption than SETH. Hence, the first result is stronger than a version based on SETH. Moreover, the algorithm from Theorem 1.3 is essentially optimal for \#\textsc{X-AntiFactor}.

\begin{theorem}
Let \(X \subseteq \mathbb{N}\) be a non-empty, finite and fixed set. For any constant \(\epsilon > 0\), there is no algorithm that can solve \#\textsc{X-AntiFactor} in time \((\max X + 2 - \epsilon)^{pw} n^{O(1)}\) given a graph along with a path decomposition of width \(pw\), unless \#\text{SETH} fails.
\end{theorem}

Organization. Section 2 presents the algorithm of Theorem 1.4 and Section 3 shows how to compute representative sets. Section 4 introduces half-induced matchings and discusses some combinatorial properties related to representative sets. Sections 5 and 6 present the lower bounds for the decision and counting versions, respectively.

## 2 Algorithms

In this section, we use without loss of generality “nice” tree decompositions that have introduce edge nodes (see, e.g., [12] for formal definitions). When given a node \(t\) of a tree decomposition, we denote by \(B_t\) the bag of \(t\), by \(V_t\) the vertices introduced at the subtree rooted at \(t\), and by \(E_t\) the edges introduced in the subtree rooted at \(t\).

We leave the proof of Theorem 1.3 to the full version of this paper, as many of the details are similar to that in [30].
2.1 Parameterizing by the Number of Excluded Degrees

In this section we prove Theorem 1.4 which shows that AntiFactor$_x$ is FPT parameterized by treewidth and the size $x$ of the set. We first show a naive algorithm, i.e. the standard dynamic programming approach, solving the problem. In a second step we improve this algorithm by using representative sets. That is, we do not store all solutions but only so much information such that we can correctly solve the decision and optimization version.

2.1.1 Naive Algorithm

Let $X_v \subseteq \mathbb{N}$ be the set assigned to vertex $v$ with $|X_v| \leq x$. Let $n$ be the number of vertices of $G$ and $m$ the number of edges. Let $U = [0, n]$ be the universe of the values in the following.

The idea is to fill a table $ParSol[\cdot, \cdot]$ with partial solutions. That is, for all nodes $t$ of the tree decomposition with bag $B_t$ of size $k$ and all $s \in [0, m]$, we have $ParSol[t, s] \subseteq U^{B_t}$ and $a \in ParSol[t, s]$ if and only if there is a set $S \subseteq E_t$ with $|S| = s$ such that $\text{deg}_S(v) \notin X_v$ for all $v \in V_t \setminus B_t$ and $\text{deg}_S(v) = a[v]$ for all $v \in B_t$.

Dynamic Program. Initialize the table $ParSol$ with $\emptyset$ for every entry. We fill the table iteratively for all nodes $t$ of the tree decomposition and all $s \in [0, m]$ in the following way, depending on $s$ and the type of $t$.

Leaf Node. As $B_t = \emptyset$, we set $ParSol[t, 0] := \{\emptyset\}$.

Introduce Vertex Node. Assume $v$ is introduced at $t$, i.e. $B_t = B_v \cup \{v\}$. We define

$$ParSol[t, s] := \{a_{v \rightarrow 0} \mid a \in ParSol[t', s]\}.$$ 

Introduce Edge Node. Assume the edge $e = uv$ is introduced at the node $t$. We combine the cases where $e$ is not selected for the solution and where $e$ is selected. Thus, we define:

$$ParSol[t, s] := ParSol[t', s] \cup \{a_{u \rightarrow a(u)+1, v \rightarrow a(v)+1} \mid a \in ParSol[t', s-1]\}.$$ 

Forget Node. Assume vertex $v$ is forgotten at $t$, i.e. $B_t = B_v \setminus \{v\}$. We define

$$ParSol[t, s] := \{a|_{B_t} \mid a \in ParSol[t', s] : a[v] \notin X_v\}.$$ 

Join Node Assume $t_1$ and $t_2$ are the two children of $t$ with $B_t = B_{t_1} = B_{t_2}$. Then we define

$$ParSol[t, s] := \{a_{1} + a_{2} \mid a_{1} \in ParSol[t_1, s_1], a_{2} \in ParSol[t_2, s_2], s_1 + s_2 = s\}.$$ 

Let $r$ be the root of the tree decomposition with $B_r = \emptyset$. For a given $s \in [0, m]$, the algorithm finally checks if $ParSol[r, s] \neq \emptyset$, i.e. $ParSol[r, s]$ contains the empty vector. Otherwise no solution exists. The correctness of this algorithm follows directly from its definition. Note that the computation might take time $\Omega(n^{tw+1})$ since the largest bag has size $tw + 1$.

2.1.2 Improving the Naive Algorithm

The final algorithm is based on the naive algorithm but makes use of so-called representative sets to keep the size of the set stored for each node of the tree decomposition small.

We first define the notion of representative set to state the final algorithm. In Section 3 we show how to actually compute the representative sets.
Definition 2.1 (H-Compatibility). Let $H = (U \cup V, E)$ be an undirected (potentially infinite) bipartite graph. We say that $a \in U$ is $H$-compatible with $b \in V$, denoted by $a \sim_H b$, if $(a, b) \in E$. \(^3\)

Based on this compatibility notation, we define the $H$-representation of a set.

Definition 2.2 (H-Representation). Let $H = (U \cup V, E)$ be an undirected (potentially infinite) bipartite graph. For any $S \subseteq U$, we say that $S' \subseteq S$ $H$-represents $S$, denoted by $S' \subseteq_{H\text{-rep}} S$ if for every $b \in V$: $\exists a \in S : a \sim_H b \iff \exists a' \in S' : a' \sim_H b$.

For the algorithm we make use of this $H$-compatibility and $H$-representation where we use the following graphs.

Definition 2.3 (Compatibility Graph). For a set $B = \{v_1, \ldots, v_k\}$ of $k$ vertices with sets $X_1, \ldots, X_k$ of excluded degrees, we define the compatibility graph $C_B$ as follows:

- $V(C_B) = U^k \cup V^k$ where the elements in $U, V$ are copies of numbers, i.e. $U, V = \mathbb{N}$.
- $E(C_B) = \{(i_1, \ldots, i_k), (j_1, \ldots, j_k)\} \mid \forall \ell \in [k], i_\ell + j_\ell \notin X_\ell$.

For a node $t$ with bag $B_t$ of the tree decomposition we denote by $C_t$ the graph $C_{B_t}$.

The intuition is that the vertices in $U^k$ represent the degrees of the constructed partial solution. The vertices in $V^k$ correspond to the degrees of some (disjoint) partial solution one might see in the future. The edges then “check” whether both solutions can be combined, i.e. the degree of each vertex is valid with respect to the union of the solutions.

Final Algorithm. The improved algorithm applies the same operations as the naive algorithm to fill a table $c$. Then the algorithm computes a $C_t$-representative set for the table entries and just stores these values in $c$. Only these values are used in the next steps to compute the other table entries. The correctness follows by induction on the tree decomposition.

Claim 2.4. For all $t, s$: $c[t, s] \subseteq_{C_t\text{-rep}} \text{ParSol}[t, s]$.

Lemma 2.5. Assume there is an algorithm that can, for given $B = \{v_1, \ldots, v_k\}$ with $|X_v| \leq x$ for all $v \in B$, compute for a set $S \subseteq [0, n]^k$ a new set $S' \subseteq_{C_B\text{-rep}} S$ of size $\text{Size}(k)$ in time $\text{Time}(k, |S|)$, where $\text{Time}$ and $\text{Size}$ are allowed to depend on $C_B$ and $x$.

Then we can decide for a given $\text{AntiFactor}\_x$ instance, whether there is a solution of size exactly $s$ in time $\text{Time}(tw + 1, (m+1) \cdot \text{Size}(tw+1)^2 n^{O(1)})$ and $\text{Time}(pw+1, 2 \cdot \text{Size}(pw+1)) n^{O(1)}$ given a tree and a path decomposition of width $tw$ and $pw$, respectively.

Proof. We can assume that $\text{Time}$ and $\text{Size}$ are non-decreasing functions and inductively that the size of the given table entries is bounded by $\text{Size}(tw+1)$. The running time follows immediately by bounding the size of $c[t, s]$ and then computing its representative set. The correctness follows directly from Claim 2.4.

3 Computing Representative Sets

As mentioned in the previous section, one can think of $C_t$-compatibility as checking whether the given partial solution of degree $a$ fits together with some partial solution of degree $c$ arriving in the future. This is done via the bipartition of the compatibility graph and the (non-)existence of the edges, i.e. checking if $a + c$ is not in $X$. To compute the representative set we avoid this two step procedure by defining the more standard $k$-$q$-compatibility.

---

\(^3\) Though the graph is undirected, we use tuples to denote the edges. By this the first value denotes the vertex from $U$ and the second value the vertex from $V$. 


Then $U$ (plus one). Since the matroid contains all subset of size at most the rank, we automatically
and a set $U$ it holds that $a[i] \notin b[i]$.

For our purposes we can relate the two compatibility definitions as follows: In $\mathcal{C}_r$-compatibility one computes $a + c$ and checks if $a + c \notin X$. Instead $k$-$q$-compatibility checks if $a \notin X - c$. While both checks are equivalent at this point, the new compatibility version considers all possible sets of size at most $q = |X|$ and not just $X - c$ for all $c$. Hence, $k$-$q$-compatibility is independent from the sets $X_v$ which are assigned to the vertices $v$ of the graph.

We extend the notion of compatibility in the standard way to $k$-$q$-representation.

Definition 3.2 ($k$-$q$-Representation). Let $k, q$ be positive integers. Given a set $S \subseteq \mathbb{N}^k$, and a set $S' \subseteq S$. We say $S'$ $k$-$q$-represents $S$, denoted by $S' \subseteq_{k,q}$ $S$, if and only if for all $b \in \binom{\mathbb{N}^k}{q}$: $\exists a \in S : a \sim_k b \iff \exists a' \in S' : a' \sim_k b$.

For both notations we omit the value $k$ from the notation if $k = 1$. It remains to check that $k$-$q$-compatibility generalizes $\mathcal{C}_r$-compatibility. This follows by folding and unfolding the definitions of the two types of compatibility.

Lemma 3.3. Let $B$ be a set of $k$ vertices where each $v \in B$ is assigned a set $X_v$ such that $|X_v| \leq x$. Then the following holds for all $S, S' \subseteq \mathbb{N}^k$: If $S' \subseteq_{k,q}$ $S$, then $S' \subseteq_{\mathcal{C}_q}$ $S$.

Matroids. For the computation of the representative sets we make use of uniform matroids. They allow us to formally state the operations we are using.

Definition 3.4 (Uniform Matroid). Let $U$ be some universe with $n$ elements and $r \in \mathbb{N}$. Then $U_{r,n} = (U, \binom{U}{r})$ is the uniform matroid of rank $r$, that is the matroid over the ground set $U$ and the independent sets are all subsets of $U$ of size at most $r$.

Later the rank of these uniform matroids corresponds to the number of excluded degrees (plus one). Since the matroid contains all subset of size at most the rank, we automatically consider all possibilities for upcoming solutions.

There are results proving the existence of small representative sets for matroids [18, 19, 25]. Since these results are usually for general matroids, they also apply to uniform matroids which we use here. However, as we are not considering a single matroid but the product of several matroids, the previous results can only be applied partially to our setting. Moreover, one can suspect that these results can be improved by exploiting properties of the uniform matroids. In the following we show one approach to compute the representative sets. A second method, not using matrix multiplication, is given in the full version of the paper [29]. That algorithm yields a slightly faster algorithm when parameterizing by pathwidth.

The Algorithm. We base our method on a previous result for computing representative sets. Despite the fact that the following lemma is a special case of Lemma 3.4 in [25], our proof uses a completely different technique as we exploit that the given matroids are uniform.

Let $\omega$ be the matrix multiplication coefficient in the following, i.e. $\omega < 2.37286$ [2].

Lemma 3.5. Let $M_1, \ldots, M_k$ be $k$ uniform matroids, each of rank $r$, with integer universes $U_1, \ldots, U_k$. Given a set $S \subseteq U_1 \times \cdots \times U_k$ we can find a set $S' \subseteq_{r-1,q}$ $S$ of size $r^k$ in time $O(|S| \cdot r^{k(\omega - 1)} k)$. 
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Proof Idea. We follow the ideas behind the proof of Theorem 12.15 in [12] where a variant of this lemma is shown for \( k = 1 \) with a general matroid.

Let \( M_1, \ldots, M_k \) be \( r \times |U| \) matrices representing the matroids \( M_1, \ldots, M_k \), which are known to exist. Enumerate all \( I \in [r]^k \) in an arbitrary order \( I_1, \ldots, I_n \) and compute for all \( A \in S \) the vector \( v_A \), where for all \( j \in r^k \) we set \( v_A[j] = \prod_{i=1}^{k} M_i[I_j[i], A[i]] \). Construct an \( r^k \times |S| \) matrix \( Q \) with the vectors \( v_A \) as columns and find a column basis \( B_Q \) of \( Q \). Output the set \( S' = \{ A \mid v_A \in B_Q \} \) as solution. Since \( B_Q \) is a basis, it contains at most \( r^k \) elements.

Computing all \( v_A \) takes time \( O(|S| \cdot r^k \cdot k) \) in total. As the computation of the basis takes time \( O(|S| \cdot r^k(\omega - 1)) \), the complete procedure requires time \( O(|S| \cdot r^k(\omega - 1) \cdot k) \).

The basic idea of the correctness proof is to characterize the compatibility by a product of determinants of certain submatrices of each \( M_i \). Then rewrite this by the Laplacian expansion using the \( I_j \) and exploit that \( B_Q \) is a basis. The formal proof is given in the full version as it is rather technical and does not give any insight into the problem. ▶

To finish the algorithm for \( \text{ANTI-FAC-CTOR}_x \) from Theorem 1.4, it remains, by Lemma 3.3, to compute a \( k\times x \)-representative set as \( |X_v| \leq x \). To achieve this we define \( k \) uniform matroids with universe \( \{0, \ldots, n\} \) and rank \( x + 1 \). Then, plugging in the values from Lemma 3.5 into Lemma 2.5, directly gives the following result. Note that we can assume \( x \leq n \).

**Corollary 3.6.** Given a tree and a path decomposition, \( \text{ANTI-FAC-CTOR}_x \) can be solved in time \( (x + 1)^{\omega - 1} \cdot n^{O(1)} \) and \( (x + 1)^k \cdot n^{O(1)} \), respectively.

## 4 Half-Induced Matchings

In this section we introduce half-induced matchings and show relations to compatibility graphs and representative sets. We use these properties later in the lower bounds for the decision and optimization version of \( X\text{-ANTI-FAC-CTOR} \) and \( \text{ANTI-FAC-CTOR}_x \). The proofs of all results in this section are given in Appendix A.

**Definition 4.1 (Half-induced Matching).** Let \( G = (U \cup V, E) \) be a bipartite graph. \( G \) has a half-induced matching of size \( \ell \) if there are pairwise different \( a_1, \ldots, a_\ell \in U \) and pairwise different \( b_1, \ldots, b_\ell \in V \) such that (1) \((a_i, b_i) \in E \) for all \( i \) but (2) \((a_i, b_j) \not\in E \) for all \( j > i \).

By an abuse of notation, \( C_X \) denotes the compatibility graph for a vertex with set \( X \) of forbidden degrees. We show that arithmetic progressions in the set of excluded degrees are sufficient to obtain large half-induced matchings in the corresponding compatibility graph.

**Lemma 4.2.** If \( X \) contains an arithmetic progression of length \( \ell \), but not one of length \( \ell + 1 \), then \( C_X \) has a half-induced matching of size \( \ell + 1 \).

Conversely to the previous lemma, we also prove that arithmetic progressions are necessary to obtain large half-induced matchings.

**Lemma 4.3.** Let \( X \subseteq \mathbb{N} \) with \( |X| = \ell \geq 2 \). Suppose \( C_X \) contains a half-induced matching of size \( \ell + 1 \). Then \( X \) is an arithmetic progression.

For a graph \( C \) and an integer \( k > 1 \), we extend \( \sim_C \) and \( \subseteq_C \) to \( k \) dimensions, denoted by \( \sim^k_C \) and \( \subseteq^k_C \), such that the \( C \)-compatibility must hold for each dimension.

**Lemma 4.4.** Let \( X \subseteq \mathbb{N} \), and \( \epsilon > 0 \) and \( \ell \geq 2 \) be constants. Then there exists a constant \( k \) depending only on \( \epsilon \) and \( \ell \) such that the following holds. Suppose the compatibility graph \( C_X \) contains a half-induced matching of size \( \ell \). Then there is a set \( S \subseteq \mathbb{N}^k \) such that every representative set \( S' \subseteq^k_{C_X} S \) has size \( |S'| \geq (\ell - \epsilon)^k \).
The proof is given in Appendix A but we briefly discuss its implications. The running time of the algorithm for \(X\)-AntiFactor from Theorem 1.4 depends on the size of the representative sets computed. This lemma implies that any such algorithm using representative sets in a similar way takes time at least \((\ell - \epsilon)^{pw}\). This can be seen as an unconditional version of the lower bound for the decision version shown in Theorem 5.4.

We conjecture that the converse of the above lemma is also true. For example, for \(X = \{10, 100, 1000, \ldots\}\) the largest half-induced matching in \(C_X\) is of size three, a constant, (even though \(X\) itself is infinite). Intuitively, the size of the representative set itself must be small because knowing any two forbidden degrees of a vertex in the future solution is enough for us to deduce the degree of the vertex in the partial solution.

\[\textbf{Conjecture 4.5.}\] Let \(X \subseteq \mathbb{N}\) and \(\ell \geq 2\) be a constant. Then there exists a constant \(k\) depending only on \(\ell\) such that the following holds. Suppose the largest half-induced matching in \(C_X\) has size \(\ell\). Then every \(S \subseteq \mathbb{N}^k\) has a representative set \(S' \subseteq_{\text{rep}} S\) with \(|S'| \leq \ell^{k+o(k)}\).

Recall, the runtime of the algorithm in Theorem 1.3 depends on \(\max X\) but the lower bound in Theorem 5.4 on the size \(\ell\) of the half-induced matching. With the conjecture it seems reasonable to get algorithms for the decision and optimization version based on representative sets with a running time depending on \(\ell\). This would complement the lower bound. Note, for the counting version the algorithm is essentially optimal (Theorem 6.3).

\section{5 Lower Bounds for the Decision Version}

In this section we prove the lower bounds for the decision version of \(X\)-AntiFactor and AntiFactor\(_x\). Instead of showing the lower bound directly, we first define the following intermediate problem and show the hardness of this problem.

\[\textbf{Definition 5.1 (X-AntiFactor}\(^R\))\] Let \(X \subseteq \mathbb{N}\) be fixed and finite. Let \(G = (V_S \cup V_C, E)\) be a vertex labeled graph such that
- all vertices in \(V_S\), called simple vertices, are labeled with set \(X\),
- all vertices \(v \in V_C\), called complex vertices, are labeled with a relation \(R_v\) that is given as a truth table such that \(R_v \subseteq 2^{I(v)}\) where \(I(v)\) is the set of edges incident to \(v\) in \(G\).

A set \(\hat{E} \subseteq E\) is a solution for \(G\) if (1) for \(v \in V_S\): \(\deg_{\hat{E}}(v) \notin X\) and (2) for \(v \in V_C\): \(I(v) \cap \hat{E} \subseteq R_v\).

\(X\)-AntiFactor with Relations (\(X\)-AntiFactor\(^R\)) is the problem of deciding if such an instance \(G\) has a solution.

We show our lower bounds based on this problem definition.

\[\textbf{Lemma 5.2 (Lower Bound for X-AntiFactor}\(^R\)).\] Let \(X \subseteq \mathbb{N}\) be a fixed set which contains a half-induced matching of size \(h \geq 2\).

Let \(f_X : \mathbb{N} \rightarrow \mathbb{R}\) be an arbitrary function that may depend on the set \(X\).

For every constant \(\epsilon > 0\), there is no algorithm that can solve \(X\)-AntiFactor\(^R\) in time \((h - \epsilon)^{pw + f_X(\Delta') n^{O(1)}}\), where \(\Delta' = \max_{\text{bag}} B \sum_{v \in B \subseteq V_C} \deg(v)\), even if we are given a path decomposition of width \(pw\), unless SETH fails.

In a second step we remove the relations and replace them by appropriate gadgets. To be able to reuse the reduction later we introduce a slightly more general version of the problem. For two finite sets \(X, Y\subseteq \mathbb{N}\), we define \((X, Y)\)-AntiFactor as the generalization of \(X\)-AntiFactor where we allow the sets \(X\) and \(Y\) to be assigned to the vertices. We show hardness when \(0 \in X\) and when \(\max-gap(X) > 1\). The former is to ensure there are no
trivial solutions and the latter ensures that the problem is not polynomial-time solvable [10]. Recall that max-gap(X) is the size of the largest contiguous sequence of integers not in X but whose boundaries are in X.

Lemma 5.3. Fix a finite set X ⊆ N such that 0 ∈ X and max-gap(X) > 1. Let Y ⊆ N be arbitrary. There is a many-one reduction from Y-ANTI_FACTOR^R to (X,Y)-ANTI_FACTOR such that pathwidth increases by at most f(Δ^*) and size by a factor of f(Δ^*), where Δ^* = max_{bag B} \sum_{v \in B \cap V C} deg(v).

The proof essentially follows a similar approach as the one for the hardness of B-FACTOR given in [30]. However, we deal with the cofinite set X, and thus the constructions do not carry over directly. We do a careful check of their constructions and give necessary modifications in the full version.

By combining the lower bound for the intermediate problem with this reduction, we can show the lower bounds for X-ANTI_FACTOR and ANTI_FACTOR_x.

Theorem 5.4 (Lower Bound for Decision Version I). Fix a finite set X ⊆ N such that 0 ∈ X and max-gap(X) > 1, and X contains a half-induced matching of size h. For every constant \( \epsilon > 0 \), there is no algorithm that can solve X-ANTI_FACTOR in time \((h - \epsilon)^{pw n^{O(1)}}\) even if we are given a path decomposition of width pw, unless SETH fails.

Proof (Sketch). For a given X-ANTI_FACTOR instance we apply Lemma 5.3 with X = Y to obtain the X-ANTI_FACTOR. When applying the fast algorithm to it, one can easily check that this would contradict SETH by Lemma 5.2.

The following theorem extends the previous result to the more general ANTI_FACTOR_x and shows a more informative lower bound.

Theorem 5.5 (Lower Bound for Decision Version II). For all \( x \geq 3, \epsilon > 0 \), ANTI_FACTOR_x cannot be solved in time \((x + 1 - \epsilon)^{pw n^{O(1)}}\) on graphs given with a path decomposition of width pw, unless SETH fails.

Proof. We set \( Y := \{2,4,\ldots,2x\} \) and \( X := \{0,2,3\} \). By Lemma 4.2, Y contains a half-induced matching of size \( x + 1 \). Moreover, \( \overline{X} \) contains a gap of size two.

We use Lemma 5.3 to transform a Y-ANTI_FACTOR^R instance into an (X,Y)-ANTI_FACTOR instance. From \(|X|, |Y| \leq x\) and by the properties of X and Y, the claim follows directly.

5.1 Replacing Finite Sets by Cofinite Sets

In this section we prove Lemma 5.2, i.e. the lower bound for X-ANTI_FACTOR^R, based on a lower bound from [30] for the following intermediate problem.

Definition 5.6 (B-FACTOR^R (Simplified Definition 4.1 in [30])). Let B ⊆ N be fixed of finite size. B-FACTOR WITH RELATIONS (B-FACTOR^R) is the variation of X-ANTI_FACTOR^R, cf. Definition 5.1, where the simple vertices are not labeled with set X but with set B.

A set \( \hat{E} \subseteq E(G) \) is a solution for G if \( \deg_{\hat{E}}(v) \in B \) for all simple vertices v and the relations of the complex vertices are satisfied.

We use the following lower bound and the restrictions to the graph as a starting point for our construction.
The simple vertex \( v \) before the modifications.

The gadget replacing vertex \( v \).

\[ \{h - 1\} \]

\[ \begin{array}{c}
\text{(a) The simple vertex } v \text{ before the modifications.} \\
\text{(b) The gadget replacing vertex } v.
\end{array} \]

**Figure 1** The transformation in the proof of Lemma 5.2. The red, orange, green, and blue edges represent the left-external, left-internal, right-internal, and right-external edges, respectively.

**Lemma 5.7** (Corollaries 4.7 and 4.8 in the full version of [30]). Let \( B \subseteq \mathbb{N} \) be a fixed and finite set. Given a \( B\)-Factor\(^R\) instance

- and its path decomposition of width \( \Delta' = \max_{v \in V} \sum_{v \in B \cap U \setminus C} \deg(v) \),
- moreover all simple vertices are only connected to 2 complex nodes by exactly \( \max B \) (parallel) edges each,
- and we are given the promise that with respect to any solution the degree of the simple vertices is exactly \( \max B \).

Assume \( B\)-Factor\(^R\) can be solved in such a case in \((\max B + 1 - \epsilon)^{pw+f_B(\Delta')} n^{O(1)}\) time for some \( \epsilon > 0 \) and some function \( f_B : \mathbb{N} \to \mathbb{R}^+ \) that may depend on the set \( B \). Then SETH fails. Moreover the result also holds for \#B-Factor\(^R\) and \#SETH.

To show a lower bound for \( X\)-AntiFactor\(^R\), it suffices to replace the simple vertices with set \( B \) by an appropriate gadgets consisting of simple vertices with set \( X \) and complex vertices.

**Modification of the Graph.** Let \( a_0, \ldots, a_{h-1} \) and \( b_0, \ldots, b_{h-1} \) be the labels of the half-induced matching of size \( h \) of \( X \) and \( U \) be the maximum over these labels. Let \( H \) be a \( B\)-Factor\(^R\) instance as stated in Lemma 5.7 with \( \max B = h - 1 \).\(^4\) We replace each simple vertex by the following gadget and keep the other vertices unchanged (see Figure 1).

By assumption, each simple vertex \( v \) is incident to \( 2(h - 1) \) edges which we can partition into two sets of size \( h - 1 \) depending on their endpoints. We call these groups of edges the left-external and right-external edges. We remove \( v \) and connect the left-external edges to a new complex vertex \( v_{\text{left}} \) with relation \( R_{\text{left}} \). The right-external edges are connected similarly to another new complex vertex \( v_{\text{right}} \) with relation \( R_{\text{right}} \). As a last step we create a new simple vertex \( v' \) with set \( X \). We connect \( v' \) by \( U \) (parallel) edges to \( v_{\text{left}} \), call these edges the left-internal edges, and by \( U \) parallel edges to \( v_{\text{right}} \), call these edges the right-internal edges.

The relation \( R_{\text{left}} \) accepts if and only if, for some \( i \in [0, h - 1] \), exactly \( i \) left-external and exactly \( a_{h-1-i} \) left-internal edges are selected. Similarly, \( R_{\text{right}} \) accepts if and only if, for some \( j \in [0, h - 1] \), exactly \( b_j \) right-internal and exactly \( j \) right-external edges are selected.

We claim that the above replacement does not change the existence of solutions. For this we show that the number of selected left-external edges plus the number of selected right-external edges is at most \( h - 1 \) for each such modification. Then, by the properties in Lemma 5.7, they sum to exactly \( h - 1 \) selected edges.

If \( i \) left-external edges are selected, then \( v' \) is incident to \( a_{h-1-i} \) selected left-internal edges, by definition of \( R_{\text{left}} \). As \( R_{\text{right}} \) rejects when \( v_{\text{right}} \) is incident to exactly \( k \) selected right-internal edges where \( k \neq b_j \) for all \( j \), vertex \( v' \) must be incident to \( b_j \) right-internal edges for some \( j \). By the definition of the half-induced matching we get \( a_{h-1-i} + b_j \in X \) if

\(^4\) It actually suffices to set \( B = \{h - 1\} \).
j > h − 1 − i. Thus, some $b_{h-1-i-i'}$ with $h-1-i \geq i' \geq 0$ must be chosen. The relation $R_{\text{right}}$ maps the $b_{h-1-i-i'}$ selected right-internal edges to $h-1-i-i'$ selected right-external edges. Thus, the gadget is incident to $i+(h-1-i-i')=h-1-i'-i \leq h-1$ edges in total.

As $v$ was only adjacent to complex vertices, we can merge the complex vertices $v_{\text{left}}$ and $v_{\text{right}}$ with the existing complex vertices and thus also the corresponding relations.

We analyze how the size and the pathwidth change. Replacing the simple vertices by the gadget does not change the pathwidth of the graph but only increases the degree of the complex vertices (due to the merging of the relations). Hence, $\Delta^*$ increases to $\Delta^* \cdot U$. As $U$ only depends on the set $X$, it can be bounded by $\hat{f}(\max X)$ for some function $\hat{f}$.

**Proof of Lemma 5.2 (Sketch).** For a given $B$-Factor instance with $B = \{h-1\}$, apply the above construction to obtain an $X$-AntiFactor instance $G$. The total degree increases only by a factor depending on $X$, which is a constant as $X$ is fixed. When running the claimed algorithm on $G$ we contradict SETH by Lemma 5.7.

### 6 Lower Bounds for the Counting Version

In this section we prove the two lower bounds for the counting version. While the lower bound for the decision and maximization version of $X$-AntiFactor rely on half-induced matching, we avoid this dependence for #$X$-AntiFactor by using interpolation techniques. This allows us to show a tight lower bound compared to the running time of the algorithm from Theorem 1.3. For the case when $X = \{0\}$, that is #$\text{EdgeCover}$, we show a completely independent but also tight lower bound in the full version of this paper.

We also parameterize by the size of the set, i.e. by $x$. We design a new construction to prove the #$W[1]$-hardness of #$\text{AntiFactor}_x$, even if $x = 1$, when parameterizing by treewidth. Hence, the problem is most likely not fixed-parameter tractable.

Both bounds use the same two-step approach as for the decision and optimization version; we first show the hardness of an intermediate problem which uses arbitrary relations and then remove these relations by a chain of reductions to obtain the actual lower bounds.

**Parameterizing by the Maximum of the Set.** We first show a lower bound for the intermediate problem #$X$-AntiFactor, which is the counting version of $X$-AntiFactor.

**Lemma 6.1 (Lower Bound for #$X$-AntiFactor).** Let $X \subseteq \mathbb{N}$ be a fixed, non-empty and finite set. Let $f_X : \mathbb{N} \to \mathbb{R}^+$ be an arbitrary function that may depend on the set $X$.

For every constant $\epsilon > 0$, there is no algorithm that can solve #$X$-AntiFactor in time $(\max X + 2 - \epsilon)^{\text{pw}+f_X(\Delta^*)}n^{O(1)}$, where $\Delta^* = \max_{\text{bag}} B \sum_{v \in B\cap V_C} \text{deg}(v)$, even if we are given a path decomposition of width pw, unless #SETH fails.

We make use of the following lemma to remove the relations. We extend the definition of $(X,Y)$-AntiFactor in the natural way to the counting version #$\langle X,Y \rangle$-AntiFactor.

**Lemma 6.2.** Let $X \subseteq \mathbb{N}$ be a finite set such that $X \not\subseteq \{0\}$. Let $Y \subseteq \mathbb{N}$ be arbitrary (possibly be given as input).

There is a Turing reduction from #$Y$-AntiFactor to #$\langle X,Y \rangle$-AntiFactor increasing the size from $n$ to $n \cdot f(\max X)$, decreasing $\Delta^*$ to zero, and increasing pw to $\text{pw}+\Delta^* \cdot f(\max X)$.

As for the decision version, the proof of this lemma is based on the reductions in [30] for the counting version of $B$-Factor. The reduction makes use of the Holant framework [8, 9, 20, 22, 24, 28] to formally relate the different steps of the reduction. See Appendix B for the main ideas behind the proof.
Combining these two lemmas, we can prove the first lower bound for the counting version.

**Theorem 6.3 (Lower Bound for Counting Version I).** Let \( X \subseteq \mathbb{N} \) be a finite and fixed set such that \( X \not\subseteq \{0\} \). For every constant \( \epsilon > 0 \), there is no algorithm that can solve \#\( X \)-\textsc{AntiFactor} in time \((\max X + 2 - \epsilon)\text{pw}^\Omega(1)\) even if we are given a path decomposition of width \( \text{pw} \), unless \#\text{SETH} fails.

**Proof (Sketch).** After applying Lemma 6.2 where we set \( X = Y \), the algorithm directly contradicts \#\text{SETH} by Lemma 6.1.

### Parameterizing by the Size of the Set.

If we do not fix the set \( X \) but only the size of the set, the decision and optimization version of \textsc{AntiFactor}_x are still FPT parameterized by treewidth. For \#\text{AntiFactor}_x the following result conditionally rules out such algorithms.

**Lemma 6.4.** There exists a constant \( c \) such that there is no \( O(n^{p^c}) \) algorithm for \#\text{AntiFactor}^x on \( n \)-vertex graphs with \( \Delta \in \mathcal{O}(1) \), even if only one set is used and we are given a path decomposition of width \( p \), unless \#\text{SETH} is false.

Combined with Lemma 6.2 to remove the relations, we get the following hardness result.

**Theorem 6.5 (Lower Bound for Counting Version II).** There exists a constant \( c \) such that there is no \( O(n^{p^c}) \) algorithm for \#\text{AntiFactor}^x on \( n \)-vertex graphs, even if we are given a path decomposition of width \( p \), unless \#\text{SETH} is false.

**Proof.** Let \( G \) be a given \#\text{AntiFactor}^x instance which uses just one set \( Y \subseteq \mathbb{N} \) with \( |Y| = 1 \). Use Lemma 6.2 with \( X = \{2\} \) to transform \( G \) into a \#\text{AntiFactor}_1 instance \( H \). The remaining part of the proof follows in a standard manner by using Lemma 6.4.

We prove Lemma 6.4 by a reduction from the \#\text{W}[1]-hard problem \textsc{Counting Colorful Hitting} \( k \)-\textsc{Sets}. Hence, the following result holds by applying Lemma 6.2 as before.

**Theorem 6.6.** \#\text{AntiFactor}_1 is \#\text{W}[1]-hard.

### 6.1 High-level Construction for SETH Lower Bound

We show the hardness of \#\( X \)-\textsc{AntiFactor}^R by a reduction from \#\text{B-Factor}^R, that is, we prove Lemma 6.1. As for the decision and optimization version, we mainly have to modify the simple vertices to take care of the new set. We design this reduction in three steps.

- The first step is a lower bound for the relation-weighted version of \#\( X \)-\textsc{AntiFactor}^R (cf. Lemma 6.7). For this problem we assign each accepted input of a relation a weight. Then an accepted input contributes by this weight to the solution. The weight of the solution is the product of the weights of the relations. The unweighted problem can be seen as assigning weight 1 to all accepted inputs and weight 0 to all rejected inputs.

- Then in a second step we reduce this problem to the edge-weighted version where the edges are assigned weights by which they contribute to the solution if they are selected (cf. Lemma 6.8). Again, the weight of a solution is the product of the weights of the selected edges.

- The last step then removes these edge-weights by an appropriate Turing-reduction using the technique of interpolation (cf. Lemma 6.9).

We use the Holant framework (cf. [8, 9, 20, 22, 24, 28]) to contextualize several versions of \#\text{AntiFactor}. In the Holant framework, we are given a signature graph \( \Omega = (V,E) \), where every edge \( e \in E \) has a weight \( w_e \). Every vertex \( v \in V \) is labeled with a signature
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\[ f_v : \{0, 1\}^{I(v)} \to \mathbb{Q}, \text{ where } I(v) \text{ is the incidence vector of edges incident to } v. \]

A solution is a subset of edges such that the signature for each vertex is non-zero. The weight of a solution is the product of the weights of all edges in the subset and the signatures of all the vertices. Then the Holant of \( \Omega \) is defined as the sum of the weights of all solutions.

\[
\text{Holant}(\Omega) = \sum_{x \in \{0, 1\}^{E(\Omega)}} \prod_{e \in x} w_e \prod_{v \in V(\Omega)} f_v(x | I(v)).
\]

The Holant problem is easily seen to be a weighted generalization of the counting versions of GenFac and AntiFactor. For example, the problem \( \#X\text{-AntiFactor} \) is a Holant problem on unweighted graphs where every vertex has the following symmetric relation.

\[
f(z) = \begin{cases} 
1 & \text{if } hw(z) \not\in X \\
0 & \text{if } hw(z) \in X
\end{cases}
\]

where \( hw(\cdot) \) is the Hamming weight operator. We call vertices with such functions to be \( HW_{\in X} \) nodes.

For relations \( R_1, \ldots, R_k \), we define \( \text{Holant}(R_1, \ldots, R_k) \) to be the set of Holant problems where every edge is unweighted and every vertex has signature \( R_j \) for some \( j \in [k] \). By an abuse of notation also let \( R_j \) be a family of relations. For example, we may use \( \text{Holant}(\text{HW}_{=1}) \) when every vertex has relation \( \text{HW}_{=1}^{(k)} \) for some \( k \).

The relation-weighted version of \( \#X\text{-AntiFactor}^R \) corresponds to a variant of the Holant problem where all edges have weight 1. Likewise the edge-weighted version of the \( \#X\text{-AntiFactor}^R \) problem corresponds to a variant of the Holant problem where we require that the value of the signatures is either 0 or 1, i.e. they accept or reject.

The Holant framework was extensively used in proving the \#SETH lower bounds for Counting Perfect Matchings [11] and Counting General Factors [30]. We make use of some of their constructions to prove the following lower bound.

\[ \text{Lemma 6.7.} \]

Let \( X \subseteq \mathbb{N} \) be a fixed, non-empty and finite set. Let \( f_X : \mathbb{N} \to \mathbb{R}^+ \) be an arbitrary function that may depend on the set \( X \).

For every constant \( \varepsilon > 0 \), there is no algorithm that can, even if we are given a path decomposition of width \( pw \), solve relation-weighted \( \#X\text{-AntiFactor}^R \) with \( (\max X + 2)^2 \) weights in time \( (\max X + 2 - \varepsilon)^{pw + f_X(\Delta^*)} n^{O(1)} \), where \( \Delta^* = \max_{v \in B} \sum_{e \in V_e} \deg(v) \), unless \( \#SETH \) fails.

We prove the lower bound by a reduction from \( \#B\text{-Factor}^R \) where \( B = \{\max X + 1\} \). When treating the given \( \#B\text{-Factor}^R \) instance \( G \) as a \( \#X\text{-AntiFactor}^R \) instance \( H \), all solution of \( G \) are also a solution for \( H \) because of our choice of \( B \). The converse is not true:
As \( X \) is finite (and thus the set of allowed degree is cofinite), the degree of the solutions for \( H \) can be different from \( \max X + 1 \) (possibly larger or even smaller). We construct a gadget such that the number of selected incident edges is equal to \( \max X + 1 \) and the solution is also valid for the \( B\text{-FACTOR}^R \) instance.

For this we add a weighted relation directly after the simple vertices. We choose the weights such that the entire gadget behaves as the original vertex with set \( B \). For this we exploit the fact that the set \( X \) does not allow certain combinations of selected incident edges.

**Proof of Lemma 6.7.** We start with a \( \#B\text{-FACTOR}^R \) instance \( H \) as stated in Lemma 5.7 where \( B = \{ \max X + 1 \} \) and apply the following transformation, illustrated in Figures 2a and 2b, for each simple vertex \( \hat{v} \).

**Transformation.** By assumption, the incident edges of \( \hat{v} \) can be split into left and right edges (depending on their endpoints). We remove \( \hat{v} \) and create a simple vertex \( v \) and a complex vertex \( u \). Connect the left edges to \( v \) and the right edges to \( u \). We connect \( v \) and \( u \) by \( \max X + 1 \) parallel edges which we call middle edges.\(^5\) We assign the set \( X \) to \( v \) and the relation \( R \) to \( u \), which is defined as follows.

\( R \) requires that the selection of middle and right edges is monotone. That is the first \( k \) edges are selected and the last \( \max X + 1 - k \) edges are not selected. Then for all \( \beta, \gamma \in [0, \max X + 1], R \) accepts \( \beta \) middle and \( \gamma \) right edges with weight \( w_{\beta, \gamma} \).

To define the weights \( w_{\beta, \gamma} \), let \( g(\alpha, \gamma) \) denote the signature of the whole gadget (including \( v \) and \( u \)) when \( \alpha \) left and \( \gamma \) right edges are selected.\(^6\) Based on our construction we get:

\[
g(\alpha, \gamma) = \sum_{\beta=0}^{\max X+1} w_{\beta, \gamma}.
\]

To simulate the original simple vertex \( \hat{v} \) with set \( B = \{ \max X + 1 \} \), we need \( g(i, \max X + 1 - i) = 1 \) for all \( i \in [0, \max X + 1] \) and 0 otherwise. These constraints and the definition of \( g \) describe a system of linear equations with \( (\max X + 2)^2 \) variables and equally many constraints. Assuming that there always exists a solution, we can use Gaussian elimination to compute the solution in time \( O(n^3) \). Since the weights are chosen such that the remaining graph does not see a difference between the vertex \( \hat{v} \) and this new gadget, we can replace all simple vertices by this procedure to get a relation-weighted \( \#X\text{-ANTI-FACtor}^R \) instance.

It remains to prove that such a solution always exists. For a fixed \( \gamma \) the values of \( g(0, \gamma), \ldots, g(\max X + 1, \gamma) \) depend only on the weights \( w_{0, \gamma}, \ldots, w_{\max X + 1, \gamma} \). Moreover, these weights do not appear in the sum of any \( g(i, \gamma') \) where \( \gamma' \neq \gamma \). Hence, we can treat each possible value of \( \gamma \) separately.

For a fixed \( \gamma \), the sums for \( g(\alpha, \gamma) \) and \( g(\alpha + 1, \gamma) \) differ by (at least) one summand, i.e. \( w_{\max X - \alpha, \gamma} \). When starting with the sums for \( \max X + 1 \) and \( \max X \), we can eliminate \( w_{0, \gamma} \) from the system of linear equations. Then we can repeat this process to eliminate \( w_{1, \gamma} \) up to \( w_{\max X + 1, \gamma} \). Hence, there is a solution for a fixed \( \gamma \).

**Lower Bound.** Let \( G \) be the final \( \#X\text{-ANTI-FACtor}^R \) instance. We have \( n_G \leq 2n_H \), \( \Delta_G \leq 2\Delta_H \), and \( pw_G \leq pw_H + \Delta_H \). Assume we run a fast algorithm for relation-weighted \( \#X\text{-ANTI-FACtor}^R \) on the new instance. Then, one can easily check that this directly contradicts \#SETH by Lemma 5.7.

---

\(^5\) Though these parallel edges disappear later, one could place \( \mathbb{E}_2 \) nodes on them to obtain a simple graph.

\(^6\) Note that a signature is normally defined on subsets of edges. As we require the selection of the edges to be monotonous, we also use “signature” to refer to \( g \).
The next step of our reduction removes the weights from the relations by using weighted edges.

**Lemma 6.8.** Let \( X \subseteq \mathbb{N} \) be an arbitrary set (possibly given as input).

We can many-one reduce relation-weighted \(#X\text{-ANTIFACTOR}^R\) with \( r \) different weights to edge-weighted \(#X\text{-ANTIFACTOR}^R\) such that

- the \( r \) weights do not change,
- the size increases by a multiplicative factor of \( O(r) \),
- \( \Delta^* \) increases to \( \Delta^* + r + 1 \),
- and \( pw \) increases to \( pw + 1 \).

**Proof.** We apply the following procedure to each complex vertex \( u \). See Figure 2c for the modification. For this fix some \( u \) and let \( R \) be its relation. Let \( w_1, \ldots, w_\ell \) be the \( \ell \) different weights used by \( R \). Assume w.l.o.g. that \( \ell = r \).

For all \( i \in [r] \), we add a vertex \( u_i \) with relation \( H_{W}^{(i)} \) and make it adjacent to \( v \) by an edge of weight \( w_i \).

Based on \( R \) we design a new relation \( R' \) as follows: Whenever \( R \) accepts the input \( x \) with weight \( w_i \) for some \( i \in [r] \), then \( R' \) accepts \( x \) but additionally requires that the edge to \( u_i \) is selected while the edges to the other \( u_{\ell} \) remain unselected.

One can easily check that this modification does not change the solution. Moreover, the pathwidth increases by at most 1 and the degree of the complex nodes by at most \( r \). ◀

In the next step of our reduction we remove the edge weights from the graph. First observe that we do not have to change edges of weight 1. Furthermore, we can simply remove all edges with weight 0.

**Lemma 6.9.** Let \( X \subseteq \mathbb{N} \) be a finite and non-empty set (possibly given as input). There is a Turing reduction from edge-weighted \(#X\text{-ANTIFACTOR}^R\) with \( r \) different weights to unweighted \(#X\text{-ANTIFACTOR}^R\) running in time \( n^{O(r)} \). The reduction is such that

- the size increases by a multiplicative factor of \( O(\log^2(n)) \),
- the degree of the simple vertices stays the same,
- \( \Delta^* \) increases to \( \Delta^* + O(1) \),
- and \( pw \) increases to \( pw + O(1) \).

The proof of the lemma uses the same interpolation techniques already used in [11] and later in [30] to remove the edge weights. Now we can combine the previous steps and prove the lower bound for \(#X\text{-ANTIFACTOR}^R\).

**Proof of Lemma 6.1 (Sketch).** For a given relation-weighted \(#X\text{-ANTIFACTOR}^R\) instance \( H \) we apply Lemmas 6.8 and 6.9 to obtain polynomially many \(#X\text{-ANTIFACTOR}^R\) instances. It is easy to check that a faster algorithm for \(#X\text{-ANTIFACTOR}^R\) would contradict \#SETH by Lemma 6.7. ◀

---
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A Omitted Proofs from Section 4

We first proof that arithmetic progressions in the set of excluded degrees are sufficient to obtain large half-induced matchings in the corresponding compatibility graph.

Proof of Lemma 4.2. Let \(a, a + d, a + 2d, \ldots, a + (\ell - 1)d \in X\) be an arithmetic progression with \(d \geq 1\) such that \(a + \ell d \not\in X\). We construct the following half-induced matching in \(C_X\) where, for all \(i \in [\ell + 1]\), we set \(a_i := d(i - 1)\) and \(b_i := a + (\ell + 1 - i)d\).

Then for all \(i \in [\ell + 1]\) we have \(a_i + b_i = d(i - 1) + a + (\ell + 1 - i)d = a + \ell d \not\in X\) and hence \((a_i, b_i) \in E(C_X)\). Similarly, for all \(i \in [\ell]\) and all \(i < j \in [\ell + 1]\), we have \((a_i, b_j) \not\in E(C_X)\) because \(a_i + b_j = d(i - 1) + a + (\ell + 1 - j)d = a + (\ell - i - j)d \in X\).

Now we show the converse of the above result. That is, arithmetic progressions are necessary to obtain large half-induced matchings.

Proof of Lemma 4.3. Let \(a_1, \ldots, a_{\ell+1}\) and \(b_1, \ldots, b_{\ell+1}\) be the vertices of the half-induced matching of size \(\ell + 1\) in \(C_X\). Then we have the following constraints:

\[
\begin{align*}
&a_1 + b_2 \in X, &a_1 + b_3 \in X, &\ldots, &a_1 + b_{\ell+1} \in X \\
&a_2 + b_3 \in X, &\ldots, &a_2 + b_{\ell+1} \in X
\end{align*}
\]

Let \(X = \{x_1, x_2, \ldots, x_{\ell+1}\}\) where \(x_i \leq x_{i+1}\). From \(a_1 + b_j \neq a_1 + b_{j'}\) for any \(j \neq j'\), we get

\[\{a_1 + b_2, a_1 + b_3, \ldots, a_1 + b_{\ell+1}\} = X.\]

Now consider the second set of constraints. Assuming \(a_2 - a_1 = d > 0\), we have

\[\{a_2 + b_3, a_2 + b_4, \ldots, a_2 + b_{\ell+1}\} = X \setminus \{x_1\}\]

for some \(i\). Since \(d > 0\), we get \(x_i + d \not\in X\) and thus

\[\{x_1 + d, x_2 + d, x_3 + d, \ldots, x_{\ell-1} + d\} = X \setminus \{x_i\}.\]

Now further observe that \(x_1\) cannot belong to the left-hand side because \(d > 0\) and \(x_1 = \min(X)\). Thus, we have that \(i = 1\). Similarly, when \(a_2 - a_1 = d < 0\) we can argue that \(i = \ell\). Without loss of generality consider the former case. Then we have that \(x_i + d = x_{i+1}\) for all \(i \in [\ell]\). Hence, \(X\) is an arithmetic progression of length \(\ell\).

As the last part of this section, we prove Lemma 4.4 which states that a half-induced matching implies a lower bound for the size of the representative set.

Proof of Lemma 4.4. We set the value of \(k\) later. Let the half-induced matching be between \(A, B \subseteq \mathbb{N}\) with \(A = \{a_1, \ldots, a_\ell\}, B = \{b_1, \ldots, b_\ell\}\). Define indexing functions \(\text{ind}_A\) and \(\text{ind}_B\) such that \(\text{ind}_A(a_i) = \text{ind}_B(b_i) = i\). For \(s \in A^k\), define \(\text{ind}_A(s) = \sum_{i \in [k]} \text{ind}_A(s[i])\). We partition \(A^k\) into sets \(S_q\) with \(q \in [\ell \cdot k]\) such that

\[S_q = \{s \in A^k \mid \text{ind}_A(s) = q\}.\]

Hence, there exists some \(q' \in [\ell \cdot k]\) such that

\[|S_{q'}| \geq \frac{\ell^k}{\ell \cdot k}.\]
Let $S = S_q'$ be the set for which we want to lower bound the size of its representative sets. To simplify notation, let $q = q'$. Consider some $s \in S$. We claim that $s$ is the unique compatible element for $t \in B^k$, where

$$t[i] = b_{\text{ind}_A(s[i])}.$$ 

It is clear that $s \sim_X^k t$. Suppose there is some other $s' \in S$ such that $s' \sim_X^k t$. Then since $\text{ind}_A(s) = \text{ind}_A(s') = q$ and since $s \neq s'$, there is some index $j$ such that $\text{ind}_A(s[j]) > \text{ind}_A(s'[j])$. The $j$th index of $s' + t$ is $a_{\text{ind}_A(s[j])} + b_{\text{ind}_A(s[j])}$ because $s'[j] = a_{\text{ind}_A(s[j])}$. However, observe that this sum must be in $X$ from the fact that there is a half-induced matching between $A, B$ in $C_X$ and $\text{ind}_A(s[j]) > \text{ind}_A(s'[j])$. This is a contradiction, implying that $s$ is the only compatible partner of $t$. Thus, $s$ is forced to belong to any representative set $S' \subseteq_{\text{rep}}^k S$.

Since the above argument holds for all $s \in S$, we conclude that the only representative set for $S$ is itself. Now we set $k$ to be large enough such that $k \log(\ell - \epsilon) \leq k \log(\ell) - \log(\ell \cdot k)$. Then we have

$$|S| \geq \frac{\ell^k}{\ell \cdot k} \geq (\ell - \epsilon)^k.$$

### B Proof of Lemma 6.2: Removing Relations

In this section, we prove the reduction from $\#Y\text{-AntiFactor}^R$ to $(X, Y)$-AntiFactor, i.e. Lemma 6.2, by a chain of reductions (cf. Figure 3). We make use of the Holant framework, which was also used in [30], to formally state the results. The first step uses Lemmas 7.5 and 7.6 from [30]. Observe for this that the lemmas work for $(B)$-Factor even when $B$ is co-finite, that is $(B)$-AntiFactor because the simple vertices of the instance are not changed in any way.

> **Lemma B.1 (Lemma 7.5 and 7.6 in [30]).** There is a polynomial-time Turing reduction from $\#X\text{-AntiFactor}^R$ to Holant($\{\text{Holant}_e \}, \text{Holant}_{w=1}$) such that the maximum degree increases to at least 6 and the pathwidth increases by at most a constant depending only on $\Delta^*$, i.e. the maximum total degree of the complex nodes in any bag of the path decomposition.

**Note.** Observe that Lemma 7.5 in [30] requires that the relation is even, i.e. the Hamming weight of every accepted input is even. We can easily make every relation even by adding an additional input that is selected whenever the parity of the original input is odd. This additional input is then connected to a $\text{EQ}_0$ node, which can easily be realized by forcing $\max X + 1$ edges to a fresh vertex using $\text{Holant}^{(1)}$ nodes.

![Figure 3](image-url)
Before proceeding with the next steps, we define, for all \( x, y \in \mathbb{Z} \), \( w[x, y] \) as a new type of node which has one dangling edge \( e \) and the following signature:

\[
f(e) = \begin{cases} x & \text{if } e \text{ is not selected} \\ y & \text{if } e \text{ is selected} \end{cases}.
\]

Observe that \( \mathbb{W}^{(1)} \) is precisely \( w[0, 1] \) and \( \mathbb{W}^{(1)}_{\emptyset \to \{0, 1\}} \) corresponds to \( w[1, 1] \). In the following constructions we additionally use a \( w[-1, 1] \) node. We use the \( w[x, y] \) notation in the following wherever possible.

\textbf{Lemma B.2.} Let \( X \subseteq \mathbb{N} \) be a finite set such that \( X \not\subseteq \{0\} \). Let \( R_1, \ldots, R_d \) be \( d \) arbitrary relations for some \( d \geq 0 \). There is a polynomial-time Turing reduction from

\[
\text{Holant}(R_1, \ldots, R_d, \mathbb{W}_{\emptyset \to X}, \mathbb{W}_{\emptyset \to \{0\}}) \to \text{Holant}(R_1, \ldots, R_d, \mathbb{W}_{\emptyset \to X}, w[1, 1], w[-1, 1], w[0, 1])
\]

such that \( \Delta \) increases to \( \Delta \cdot f(\max X) \) and \( pw \) increases to \( pw + \Delta \cdot f(\max X) \).

The proof of the lemma is given in the full version [29] and uses three different gadgets depending on \( X \) to realize \( \mathbb{W}_{\emptyset \to \{0\}} \). Next we show that we can realize \( w[x, y] \) nodes. In particular, we can get the \( w[1, 1] \), \( w[-1, 1] \), and \( w[0, 1] \) nodes introduced by Lemma B.2.

\textbf{Lemma B.3.} Let \( X \subseteq \mathbb{N} \) be a fixed, finite set with \( X \not\subseteq \{0\} \). Let \( R_1, \ldots, R_d \) be \( d \) arbitrary relations for some \( d \geq 0 \). The following holds for arbitrary values \( x, y \). There is a polynomial-time Turing reduction from \( \text{Holant}(R_1, \ldots, R_d, \mathbb{W}_{\emptyset \to X}, w[x, y]) \) to \( \text{Holant}(R_1, \ldots, R_d, \mathbb{W}_{\emptyset \to X}) \) such that \( \Delta \) decreases and \( pw \) increases to \( pw + \Delta \cdot f(\max X) \).

\textbf{Proof.} We use Lemma 7.11 from [30] as our prototype. However, some arguments from their proof do not follow in our case.

Let \( U \) be the set of \( w[x, y] \) nodes in the given graph \( G \). Let \( A_i \) denotes the number of possible solutions in \( G \) where for exactly \( i \) of the \( w[x, y] \) nodes the dangling edge is not selected and for the other \( |U| - i \) nodes the dangling edge is selected. Then we have

\[
\text{Holant}(G) = \sum_{i=0}^{|U|} A_i x^i y^{|U| - i}.
\]

We construct graphs \( G_d \) for a new parameter \( d \) from \( G \) where we replace each \( w[x, y] \) node by a gadget \( H_d \) with exactly one dangling edge. The construction of \( H_d \) is given later as it depends on \( X \). Let \( h_0(d) \) denote the number of solutions for \( H_d \) when the dangling edge is not selected and \( h_1(d) \) when the dangling edge is selected. Then we get

\[
\text{Holant}(G_d) = \sum_{i=0}^{|U|} A_i h_0(d)^i h_1(d)^{|U| - i} = h_1(d)^{|U|} \sum_{i=0}^{|U|} A_i \left( \frac{h_0(d)}{h_1(d)} \right)^i.
\]

Assume we can find at least \( |U| + 1 \) values for \( d \) such that for all values the ratios \( h_0(d)/h_1(d) \) are pairwise different. After computing \( \text{Holant}(G_d) \) for these values of \( d \) we can recover the value of each \( A_i \). By Equation (1) we can finally output the value of \( \text{Holant}(G) \).

It remains to construct the gadgets \( H_d \) and to find the values for \( d \). We later construct the gadgets in a way such that there are constants \( F_1, F_2, \) and \( F_3 \) only depending on \( X \) with

\[
h_0(d) := F_0 \cdot h_0(d - 1) + F_1 \cdot h_1(d - 1) \quad h_0(1) := F_0
\] \[h_1(d) := F_1 \cdot h_0(d - 1) + F_2 \cdot h_1(d - 1) \quad h_1(1) := F_1.
\]

Given these properties of \( H_d \), we can use the following proposition to find sufficiently many values for \( d \). The proof is given in the full version [29].
Proposition B.4 (Special Case of Proposition 7.7 in \cite{30}). Given three constants $F_0$, $F_1$, and $F_2$ with $F_0F_2 \neq (F_1)^2$ and $F_0, F_1 \neq 0$. Let $\{A_n\}_{n \in \mathbb{N}}, \{B_n\}_{n \in \mathbb{N}}$ be two sequences with

$$
\begin{bmatrix} A_n \\ B_n \end{bmatrix} = M \cdot \begin{bmatrix} A_{n-1} \\ B_{n-1} \end{bmatrix} = M^n \cdot U \\
\text{where } M = \begin{bmatrix} F_0 & F_1 \\ F_1 & F_2 \end{bmatrix} \quad \text{and} \quad U = \begin{bmatrix} A_0 \\ B_0 \end{bmatrix} = \begin{bmatrix} F_0 \\ F_1 \end{bmatrix}.
$$

Then $\{A_n/B_n\}_{n \in \mathbb{N}}$ is a sequence which does not contain any repetitions.

As a last step we construct the $H_d$ gadgets.

**Case 1:** $0 \in X$ or $1 \not\in X$. We first show how to get a $Hw^{(1)}_{x \in \{0, 1\}}$ node.

- If $0, 1 \not\in X$, then any vertex with a dangling edge acts as a $Hw^{(1)}_{x \in \{0, 1\}}$ node.
- If $0 \in X, 1 \not\in X$, then attach max $X + 1$ pendant vertices to any vertex $v$. Then $v$ acts as a $Hw^{(1)}_{x \in \{0, 1\}}$ node.
- If $0 \in X, 1 \in X$, then take a clique of size $\min(X) + 1$. Split the edge between two vertices into two dangling edges. This now acts as a $Hw^{(2)}_{x \in \{0 \}}$ node. Attaching $\lceil (\max X + 1)/2 \rceil$ many $Hw^{(2)}_{x \in \{0 \}}$ nodes to a new vertex with one dangling edge gives us a $Hw^{(1)}_{x \in \{0, 1\}}$ node.

$H_d$ consists of a path of $d$ vertices with a dangling edge on the first vertex. For an integer $z \geq \max X + 1$ that we will choose later, attach $z$ pendant $Hw^{(1)}_{x \in \{0, 1\}}$ nodes to each vertex in the path. See Figure 4 for an illustration. By this definition we get:

$$
F_0 = \sum_{i \geq 0, i \in X} \left( \begin{array}{c} \sum_{i \geq 0, i \in X} \left( \begin{array}{c} \sum_{i \geq 0, i \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \\ i \end{array} \right) \\ i \end{array} \right), \\
F_1 = \sum_{i \geq 0, i + 1 \in X} \left( \begin{array}{c} \sum_{i \geq 0, i + 1 \in X} \left( \begin{array}{c} \sum_{i \geq 0, i + 1 \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \\ i \end{array} \right) \\ i \end{array} \right), \\
F_2 = \sum_{i \geq 0, i + 2 \in X} \left( \begin{array}{c} \sum_{i \geq 0, i + 2 \in X} \left( \begin{array}{c} \sum_{i \geq 0, i + 2 \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \\ i \end{array} \right) \\ i \end{array} \right).
$$

We claim that there is a $z$ such that assumptions from Proposition B.4 hold. If we can choose $z$ larger than max $X + 1$, then $F_0, F_1$, and $F_2$ are never equal to 0. Now suppose that $F_0F_2 = (F_1)^2$. We will show a contradiction. We first expand the equations above. Then for every $z$,

$$
\left( \sum_{i \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \right)^2 = \left( \sum_{i \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \right)^2,
$$

which implies $2^2 Q_1(z) = Q_2(z)$, where

$$
Q_1(z) = 2 \sum_{i \geq 0, i + 1 \in X} \left( \begin{array}{c} z \\ i \end{array} \right) - \sum_{i \in X} \left( \begin{array}{c} z \\ i \end{array} \right) = \sum_{i \geq 0, i + 2 \in X} \left( \begin{array}{c} z \\ i \end{array} \right),
$$

$$
Q_2(z) = \left( \sum_{i \geq 0, i + 1 \in X} \left( \begin{array}{c} z \\ i \end{array} \right)^2 \right) - \left( \sum_{i \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \right)^2 - \left( \sum_{i \geq 0, i + 2 \in X} \left( \begin{array}{c} z \\ i \end{array} \right) \right)^2.
$$

Figure 4 Gadget to realize $w[x, y]$ nodes in Case 1. Red nodes are $Hw^{(1)}_{x \in \{0, 1\}}$ nodes.
For large enough \( z \), we argue that \( Q_1(z) \) is not identically zero. Observe that the second term in \( Q_1(z) \) gives a non-zero \( z^{\max X} \) monomial whereas the other two terms cannot give a monomial of this degree. Now, since \( X \) is a fixed, finite set, \( Q_1, Q_2 \) are polynomials with constant degree. Thus, \( Q_1(z) \) is zero only for finitely many \( z \). Hence, there are infinitely many (positive) \( z \) such that \( Q_1(z) \) is non-zero. For each such \( z \) we have

\[
|2^z Q_1(z)| = |Q_2(z)|.
\]

This is immediately a contradiction since \( 2^z = \omega(z^c) \) for any constant \( c \) if \( z \) is large enough.

Thus, there is some positive integral value of \( z \) such that \( F_0 F_2 \neq (F_1)^2 \). We use this value of \( z \) in the construction of the gadget. Note that \( z \) only depends on \( X \) and can thus be precomputed.

**Case 2:** \( 0 \not\in X, 1 \in X \). In this case we do not use \( \text{Eq}^{(1)}_{x \in \{0,1\}} \) nodes but \( \text{Eq}_2 \) nodes, i.e. \( \text{Eq}^{(2)}_{x \in \{0,2\}} \) nodes, instead. We still attach \( z \) of these nodes by \( 2z \) edges to the vertices on the path. Then the proof follows similarly to the previous case. The formal proof is given in the full version [29].

**Lemma B.5.** Let \( X \subseteq \mathbb{N} \) be a fixed, finite set with \( X \not\subseteq \{0\} \). Let \( R_1, \ldots, R_d \) be \( d \) arbitrary relations for some \( d \geq 0 \).

There is a polynomial-time Turing reduction from \( \text{Holant}(R_1, \ldots, R_d, \text{Eq}_{x \in X}, w[1,1], w[-1,1], w[0,1]) \) to \( \text{Holant}(R_1, \ldots, R_d, \text{Eq}_{x \in X}) \) such that \( \Delta^* \) decreases and \( pw \) increases to \( pw + \Delta^* \cdot f(\max X) \).

**Proof.** We first use Lemma B.3 to remove the \( w[1,1] \) nodes. Observe that this can alternatively be done by a simple construction using a fresh vertex with \( \max X + 1 \) forced edges. Then we apply the lemma two more times to remove the \( w[-1,1] \) nodes and finally the \( w[0,1] \) nodes.

Now we can prove the reduction from \( \#Y-\text{AntiFactor}^R \) to \( \#(X,Y)-\text{AntiFactor} \).

**Proof of Lemma 6.2.** By the reduction of Lemma B.1 we can reduce \( \#Y-\text{AntiFactor}^R \) to \( \text{Holant}(\text{Eq}_{x \in X}, \text{Eq}_{x = 1}) \). This can trivially be reduced to \( \text{Holant}(\text{Eq}_{x \in X}, \text{Eq}_{x \in X}, \text{Eq}_{x = 1}) \) as we do not have any vertices with relation \( \text{Eq}_{x \in X} \). Then we invoke Lemmas B.2 and B.5 such that the vertices with relation \( \text{Eq}_{x \in X} \) are not changed (or used for any construction). By this we end the reduction with \( \text{Holant}(\text{Eq}_{x \in X}, \text{Eq}_{x \in X}) \) which precisely corresponds to \( \#(X,Y)-\text{AntiFactor} \).