Abstract—Extreme events are occurrences whose magnitude and potential cause extensive damage on people, infrastructure, and the environment. Motivated by the extreme nature of the current global health landscape, which is plagued by the coronavirus pandemic, we seek to better understand and model extreme events. Modeling extreme events is common in practice and plays an important role in time-series prediction applications. Our goal is to (i) compare and investigate the effect of some common extreme events modeling methods to explore which method can be practical in reality and (ii) accelerate the deep learning training process, which commonly uses deep recurrent neural network (RNN), by implementing the asynchronous local Stochastic Gradient Descent (SGD) framework among multiple compute nodes. In order to verify our distributed extreme events modeling, we evaluate our proposed framework on a stock data set S&P500, with a standard recurrent neural network. Our intuition is to explore the (best) extreme events modeling method which could work well under the distributed deep learning setting. Moreover, by using asynchronous distributed learning, we aim to significantly reduce the communication cost among the compute nodes and central server, which is the main bottleneck of almost all distributed learning frameworks.

We implement our proposed work and evaluate its performance on representative data sets, such as S&P500 stock in 5-year period. The experimental results validate the correctness of the design principle and show a significant training duration reduction up to 5×, compared to the baseline single compute node. Our results also show that our proposed work can achieve the same level of test accuracy, compared to the baseline setting.
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I. INTRODUCTION AND BACKGROUND

Events are considered extreme if they have the potential for tremendous impacts on social, ecological, and technical systems [1]. Such events can vary from a coronal mass ejection during solar storms and volcano eruptions, to extreme rainfall, stock market crashes, and pandemics. As we are currently experiencing an extreme event, namely the pandemic caused by the COVID-19 virus outbreak, our interest grew in understanding the current systems used for time-series and extreme event prediction. Furthermore, we also seek to investigate possible areas of improvement in the system training process.

In this project, we mainly focus on time-series prediction using deep recurrent neural network. Analyzing time-series data has yielded some important applications, such as weather forecasting and stock prediction, which often need to obtain high accuracy under specific safety-critical constraints.

In the scope of this research, we mainly focus on extreme events, which have an interesting property in time-series prediction. In practice, extreme events are usually hard to investigate. This comes from the fact that the number of extreme events is negligible in size, compared to other normal events. Hence, this leads to the problem of imbalanced data sets, which still remains an open problem to solve [2]. Specifically, if we use the standard sampling methods, such as window sliding time, randomized events can lead to underfitting issues because an extreme event has a small frequency in appearing as a training sample. However, we can attempt to integrate the events to every single sample, i.e., we duplicate the extreme events to break the imbalanced barrier. By using this trick, our deep learning model can learn the pattern of extreme events occurrences; however, in practice, this trick is shown to suffer from the overfitting issue.

Hence, we will do a sensitivity study on how to tackle the problem of imbalanced data, especially for time-series data sets. Due to the time constraint, we will conduct our research on some common imbalanced data handling tricks, including on the extreme value theory, which provides better predictions on future occurrences of extreme events. Note that there is always a trade-off between the efficiency and the effectiveness of imbalanced data set handling methods. For instance, if we choose a randomized time-series sample, we can significantly accelerate the training process, including by using a distributed learning framework while extreme value theory is shown to achieve a decent performance, but suffers from the computational cost. Therefore, our questions are: how can we effectively and efficiently parallelize the extreme event modeling method with deep recurrent neural network, and which modeling method we can use?

The above analysis raises the question of the distributed deep learning framework. In practice, there is a wide variety of distributed learning frameworks, ranging from distributed multiple cores (process) to distributed multiple compute nodes. Specifically, in distributed multiple cores setting, we use one computer equipped with multiple CPUs or GPUs joining the training process. The information (gradient or the local model) is exchanged through high-speed computer buses while in
distributed multiple compute nodes, the training process is run in local machines and the information is exchanged via the Internet or the local LAN network. In this proposal, we mainly use the second architecture, which uses multiple compute nodes. Moreover, from a synchronous standpoint, we can further classify the distributed learning framework into a synchronous and an asynchronous setting, which might contain synchronous points or not. To fully utilize the computation power of the compute nodes, we prefer to use the asynchronous distributed learning framework in this research proposal.

So, we can summarise our contributions in this research proposal as follows:

1) We perform a sensitivity study on the imbalanced data set handling methods, especially extreme events to investigate which methods we can use in practice.

2) We propose an asynchronous distributed learning for time-series prediction application. Our goal is to show that we can significantly reduce the communication cost while keeping a decent convergence performance, compared to the baseline serial time-series prediction.

II. RELATED WORK

A. Extreme Event Modeling

As mentioned in the introduction, many deep neural networks suffer from overfitting or underfitting in their predictions when trained with imbalanced data. D. Ding, M. Zhang et al. coined the term Extreme Event Problem [2] to refer to this phenomenon. To establish a formal understanding of the Extreme Event Problem, they have introduced an auxiliary indicator sequence [2] \( V_{1:T} = [v_1, ..., v_T] \):

\[
v_t = \begin{cases} 
1 & y_t > \epsilon_1 \\
0 & y_t \in [-\epsilon_2, \epsilon_1] \\
-1 & y_t < -\epsilon_2
\end{cases}
\]

with the large constants \( \epsilon_1, \epsilon_2 > 0 \) as thresholds. For time step \( t \), if \( v_t = 0 \), the output \( y_t \) is defined as a normal event. If \( v_t > 0 \) the output \( y_t \) is defined as a right extreme event. In the case of \( v_t < 0 \) the output \( y_t \) is defined as a left extreme event.

There is a remarkable correlation between the Extreme Event Problem and the shape of the data distribution. Previous work has established this correlation by noticing that real-world data presents a distribution that always appears to be heavy-tailed. If a random variable \( X \) is said to respect a heavy-tailed distribution, then it usually has a non-negligible probability of taking extreme values (larger \( \epsilon_1 \) and smaller than \(-\epsilon_2\)). In fact, modeling with light-tailed parametric distributions including Gaussian and Poisson, as opposed to heavy-tailed distributions such as Pareto and log-Cauchy distribution, will bring inevitable losses in the tail of the data, therefore, addressing the Extreme Event Problem involves adequately modeling the distribution of real-world data, especially the tail distribution, to avoid losing valuable extreme event information.

**Extreme Value Theory (EVT).** Extreme Value Theory takes a step further on studying these heavy-tailed data, making it an important tool for many machine learning and deep learning systems performing extreme event forecasting. Extreme Value Theory focuses on the stochastic behavior of extreme events found in the tails of probability distributions [3]; more specifically, it studies the distribution of maximum in observed samples. A formal definition of the distribution of the maximum is as follows: suppose \( T \) random variables \( y_1, ..., y_T \) are i.i.d sampled from distribution \( F_Y \). The distribution of the maximum is,

\[
\lim_{T \to \infty} P\{\max(y_1, ..., y_T) \leq y\} = \lim_{T \to \infty} F_T(y) = 0
\]

To have \( P\{\max(y_1, ..., y_T) \leq y\} \) non-vanishing, a linear transformation is applied on the maximum. This insight derives a fundamental result in EVT, as a theorem that states that the distribution of \( Y \) after being linearly transformed is always limited to a few cases [2]. This theorem represents the Generalized Extreme Value Distribution \( G(y) \)

\[
G(y) = \begin{cases} 
\exp\left(-\frac{1}{\gamma}y\right)^\gamma, & \gamma \neq 0, 1 - \frac{1}{\gamma}y > 0 \\
\exp(-e^{-y}), & \gamma = 0
\end{cases}
\]

**Modeling the Tail in the Distribution.** Work extending the theorem above models the tail distribution of real-world time-series data with the following equation

\[
1 - F(y) \approx (1 - F(\xi)) \left[1 - \log G\left(\frac{y - \xi}{f(\xi)}\right)\right], y > \xi
\]

where \( y \) represents a random variable sampled from distribution \( F \), and \( \xi > 0 \) is a sufficiently large threshold. Previous researches have shown that the approximation in equation 4 can fit the tail distribution well [4]. Leveraging the EVT to effectively model tailed distributions will alleviate the Extreme Event Problem that deep neural networks often encounter.

**Extreme Value Loss.** Work to use Extreme Value Theory as inspiration to impose approximated tailed distribution on observations provided a classification called Extreme Value Loss (EVL) [2]. To define the Extreme Value Loss function, rather than directly modeling the output, we refer to the extreme event indication defined in equation 1. Using the tail modeling approximation in equation 4, we can write the approximation for right extreme event \( y_t \) as

\[
1 - F(y) \approx (1 - P(v_t = 1)) \log G\left(\frac{y_t - \epsilon_1}{f(\epsilon_1)}\right)
\]

where positive function \( f \) is the scale function. If we consider a binary classification task for determining right extreme events, we can set our predicted indicator as \( u_t \) which can be seen as a hard approximation for \((y_t - \epsilon_1)/f(\epsilon_1)\).
approximation represents weights that we add on each term in binary cross entropy,

\[ EVL(u_t) = -\beta_0 \left[ 1 - \frac{u_t}{\gamma} \right] \gamma v_t \log(u_t) \]

\[ -\beta_1 \left[ 1 - \frac{1 - u_t}{\gamma} \right] (1 - v_t) \log(1 - u_t) \]

(6)

where \( \beta_0 = P(v_t = 0) \) which is the proportion of normal events in the dataset and \( P(v_t = 1) \) is the proportion of right extreme events in the dataset. \( \gamma \) represents the extreme value index in the approximation and is a hyper-parameter. This classification loss function is the Extreme Value Loss. The term \( \beta_0 \) will increase the penalty when the model recognizes the event \( y_t \) as a normal event, and the term \( [1 - u_t/\gamma]^{\gamma} \) will also increase the penalty when the model recognizes the extreme event with little confidence, effectively finding the proper weights by adding approximation on the tail distribution of observations through Extreme Value Theory.

Previous work has introduced a deep neural network framework which combines a memory network module which uses GRU for memorizing the characteristics of extreme events, and the Extreme Value Loss, for modeling tail distribution. While we are not considering integrating the memory network module in this study, we find there to be promise in incorporating the Extreme Value Loss to our distributed deep learning framework to achieve better prediction performance for extreme events in time-series data.

**Another Paradigm for Extreme Event Prediction.** Genetic Programming, a type of evolutionary algorithm, is used to discover solutions to problems which are hard to solve by the best human efforts. Inspired by biological evolution and its fundamental mechanisms, GP software systems implement an algorithm that uses random mutation, crossover, a fitness function, and multiple generations of evolution to resolve a user-defined task. In the context of time-series, genetic algorithms have been used for stock price prediction [5], and for extreme event predictions in particular, genetic programming models have been implemented to downscale extreme rainfall events, showing reasonable accuracy [6]. Although we will not, in the context of this project, delve into investigating in detail the fitness of genetic algorithms, it is noteworthy to mention other types of algorithms are designed to handle the extreme event problem.

**B. Deep Learning time-series Prediction**

**Traditional time-series method.** Traditional methods such as autoregressive moving average (ARMA) [7] and nonlinear autoregressive exogenous (NARX) [8] use statistical models with few parameters to exploit patterns in time-series data.

**Deep recurrent neural network.** Recently, with the celebrated success of Deep Neural Networks (DNN) in many fields such as image classification [9], a number of DNN-based techniques have been subsequently developed for time-series prediction tasks, achieving noticeable improvements over traditional methods [10]. As a basic component of these models, the Recurrent Neural Network (RNN) module serves as an indispensable factor for these note-worthy improvements [11]. Compared with traditional methods, one of the major advantages of RNN structure is that it enables deep non-linear modeling of temporal patterns. In recent literature, some of its variants show even better empirical performance, such as the well-known Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) [12, 13], while the latter appears to be more efficient on smaller and simpler dataset.

**Imbalanced data sets.** Most previously studied DNN are observed to have trouble in dealing with data imbalance [2, 14]. Illustratively, let us consider a binary classification task with its training set including 99% positive samples and only 1% negative samples, which is said to contain data imbalance. Moreover, imbalance in data will potentially bring any classifier into either of two unexpected situations: a. the model hardly learns any pattern and simply chooses to recognize all samples as positive; b. the model memorizes the training set perfectly while it generalizes poorly to test set.

**C. Distributed Deep Learning**

**Synchronous SGD.** Local SGD [15] or Federated Learning (FL) [16, 17] is a distributed machine learning approach which enables training on a large corpus of decentralized data located on devices like mobile phones or IoT devices. While local SGD does not care about the data privacy, federated learning assumes that there is no data shared between any client to prevent data leakage. Original FL requires synchrony between the server and clients (compute nodes). It requires that each client send a full model back to the server in each round and that each client wait for the next computation round. For large and complicated models, this becomes a main bottleneck due to the asymmetric property of internet connection and the different computation power of devices [18, 19].

**Asynchronous SGD.** Asynchronous training [20, 21] is widely used in traditional distributed SGD. Hogwild!, one of the most famous asynchronous SGD algorithms, was introduced in [22] and various variants with a fixed and diminishing step size sequences were introduced in [23, 24, 25]. Typically, asynchronous training converges faster than synchronous training in real time due to parallelism. This is because in a synchronized solution compute nodes have to wait for the slower ones to communicate their updates after which a new global model can be downloaded by everyone. This causes high idle waiting times at compute nodes. Asynchronous training allows compute nodes to continue executing SGD recursions based on stale global models. For non-convex problems, synchronous training [26] and asynchronous training with bounded staleness [20] - or in our terminology, bounded delay - achieves the same convergence rate of \( O(1/\sqrt{nK}) \), where \( n \) is the number of compute nodes and \( K \) is the total number of gradient computations. Another work from [27] introduces the asynchronous SGD with increasing sample sizes to significantly reduce the communication cost. This work analyses and demonstrates the promise of this new technique with the convergence rate guarantee for both i.i.d and heterogeneous data sets.
**Event-triggered SGD.** Event-triggered SGD is a special case of asynchronous SGD, where each client independently computes the SGD recursions and broadcast their SGD computation only to their neighbors. The event-triggered threshold plays an important role in this algorithm since it decides the number of communication cost among clients and the convergence performance. While the work from [28] measures the difference between the current local model and the new one as a threshold to broadcast their new models, other works [29, 30] use the relevant gradient metric from the clients to decide the period when this SGD computation can be sent to other neighbors.

We summarise the setting and information exchanged of some related distributed learning as in Figure 1 and Figure 2. Note that the information exchanged here can be gradients or models. In our work, we also verify which information exchanged can be used with time-series data and deep learning models.

| Type          | Data Training | Collective Learning | Synchrony | Exchanged Information |
|---------------|---------------|---------------------|-----------|-----------------------|
| SGD           | Shared        | No                  | N/A       | Gradients             |
| Hogwild!      | Shared        | Yes                 | Asynchrony | Gradient              |
| Local SGD     | Shared        | Yes                 | Synchrony | Models                |
| Federated     | Separated     | Yes                 | Synchrony | Models                |
| Our Framework | Separated     | Yes                 | Asynchrony | Models                |

Our main insight is that the asynchronous SGD framework based on Hogwild! can resist much larger delays than the natural delays caused by the network communication infrastructure, in fact, it turns out that $\tau(t)$ can scale as much as $\approx \sqrt{t} \ln t$ for strongly convex problems [25, 32]. Here, $t$ is the current iteration and our clients use the diminishing step size scheme. This means that recurrence (7) can be used/exploited in an asynchronous SGD implementation over distributed local data sets where much more asynchronous behavior is introduced by design. Moreover, the work from [27] guarantees that rather than having each round execute the same/constant number of SGD recursions, we can increase the number of SGD iterations performed locally at each compute node from round to round. This reduces the amount of network communication compared to the straightforward usage of recurrence (7) where each compute node performs a fixed number of SGD iterations within each round.

**Definition 1.** We say that the sequence $\{w_t\}$ is consistent with a delay function $\tau$ if, for all $t$, vector $\hat{w}_t$ includes the aggregate of the updates up to and including those made during the $(t - \tau(t))$-th iteration, i.e., $\hat{w}_t = w_0 - \sum_{j \in \Omega} \eta_j \nabla f(\hat{w}_j; \xi_j)$ for some $\Omega$ with $\{0, 1, \ldots, t - \tau(t) - 1\} \subseteq \Omega$.

Our approach is based on the Hogwild! [22, 27, 31] recursion

$$w_{t+1} = w_t - \eta_t \nabla f(\hat{w}_t; \xi_t), \quad (7)$$

where $\hat{w}_t$ represents the vector used in computing the gradient $\nabla f(\hat{w}_t; \xi_t)$ and whose vector entries have been read (one by one) from an aggregate of a mix of previous updates that led to $w_j$, $j \leq t$. In a single-thread setting where updates are done in a fully consistent way, i.e. $\hat{w}_t = w_t$, yields SGD with diminishing step sizes $\{\eta_t\}$. The detailed illustration of Hogwild! algorithm can be found at Figure 3.

Recursion (7) models asynchronous SGD. We define the amount of asynchronous behavior by function $\tau(t)$:

**Remark 1.** Linearly increasing sample sequences: From theory and simulation [27], in order to bootstrap convergence, it is best to start the training process with larger step sizes and start with rounds of small size (measured in the number of local SGD recursions). After that, these rounds should start increasing in size and should start using smaller and smaller step sizes for best performance (in terms of minimizing communication cost). In practice, for non-convex problems, we can choose the sample size sequence $s_i = O(i)$, where $i$ is the current index of the communication round and the corresponding diminishing step size sequence follows $\eta_i \sim O(1/\sqrt{i})$, where $t$ is the number of iterations until communication round $i$-th. We can observe that for a fixed number of gradient computations $K$, the number $T$ of communication rounds satisfies $K = \sum_{j=0}^{T} s_j$. This makes $T$ proportional to $\sqrt{K}$, rather than proportional to $K$ for a constant sample size sequence.

*Recursion (7) defines the $(t + 1)$-th iteration, where $\eta_t \nabla f(\hat{w}_t; \xi_t)$ represents the $(t + 1)$-th update.*
B. Overall system design

Our overall system design is mainly based on the distributed learning framework, shown as in Figure 4 and the linear increasing sample SGD recursions from the work [27] and the delay $\tau$ from the Hogwild! algorithm [22].

\[ w = \text{Aggregate}(U_{i}, U_{m}, U_{n}) \]

\[ w, \frac{8}{3}, \eta \]
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\[ U_{n}, \frac{8}{3}, \eta \]
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Fig. 4. Asynchronous distributed learning framework

As can be seen from Figure 4, we will use multiple compute nodes joining the training process. Here, each compute node can have its own local data set (stock data set in our case) or can share the same data sets. Moreover, each node will run their local SGD independently with other compute nodes. In other words, each node will run one RNN model and exchange the information (gradient or local model) with the central server independent with other compute nodes. Moreover, the compute nodes need to follow the delay $\tau$ constraints in Definition 1.

Other settings, such as the RNN model, the extreme event threshold, the attention layer for RNN model are mainly referenced from the work [2]. We will specify any modification or changes, compared to the baseline method [2] in our report if possible.

Also, we can see two main parts from Figure 4, the compute node (client side) and the central server. Our asynchronous setting is mainly conducted on the compute node’s side. In order to avoid repeating, the pseudo code for the central server and the compute node can be found in Algorithm 4 and Algorithm 5 from the work [27], respectively.

IV. EXPERIMENTS

A. Environmental setting

For simulating the asynchronous distributed learning with extreme event modeling, we use multiple threads where each thread represents one clients joining the training process. The experiments are mainly conducted on Linux-64bit OS, with 16 cpu processor, 32Gb RAM and 2 NVIDIA GPUs. The server and $n$ clients can work in asynchronous fashion with i.i.d or heterogeneous datasets. At the client side, after running each $\kappa$, $\eta$-iteration SGD with stepsize $\eta$. The audience is referred to the paper [27] for a precise description of the algorithm.

B. Data set

The data this example will be using is the S&P500 file in the data folder. This file contains the Open, High, Low, Close prices as well as the daily Volume of the S&P500 Equity Index from January 2012 to September 2017. We split the subset of data set from 2012 to 2014 as training data sets and the subset of data set from 2015 to 2016 as testing data sets. The chosen stocks are GOOGL, FB, AAPL, AMZN, IBM, NFLX, EBAY. In this report, we only show the experimental results for AAPL and AMZN stock.

C. Experimental tasks

From the above analysis, our goal is to try to explore which is the best way to handle imbalanced data sets, and extreme events is our user case. And then we focus on distributing the training process among multiple compute nodes, in order to reduce not only the training duration but also the communication cost. Hence, our experiments can be as follows:

1) Sensitivity study on extreme events modeling.
2) Implementing and adapting the standard RNN model with extreme events modeling.
3) Comparing the effective of the extreme events modeling methods, in terms of the prediction accuracy.
4) Distributing the RNN model with multiple compute nodes. Our goal is to show the significantly communication cost reduction, compared to the baseline local SGD method [15].

D. Experimental results

Simulation environment. For simulating our proposed distributed learning framework, we mainly run our experiments on virtual Linux-64bit machine, with 2 cpu processors, 2Gb RAM and 1 NVIDIA GPU. We use Pytorch library to implement our proposed framework. The baseline method is traditional LSTM on single machine. We will compare our work with the baseline in terms of prediction accuracy and training duration.

Objective function. Our experiments mainly focus on non-convex problems (deep neural networks). For simplicity, we choose a simple LSTM network for stock prediction application. The basic parameter setting is summarized in Table I.

The prediction performance of our work are shown from Figure 5 to Figure 10. As can be seen here, we can obtain the same level of prediction accuracy, compared to the baseline with single compute nodes. These figures again confirm the effectiveness of our proposed work.

Tuning to the speedup ratio, from Table I, we can see that the speedup ratio increases when we increase the number of

1) https://github.com/jaungiers/LSTM-Neural-Network-for-Time-Series-Prediction/tree/master/data
2) The simulation source code can be found at https://drive.google.com/file/d/1esWL8rMP5u3d8/k8WBUqG7qmv/2AvvX/view?usp=sharing
3) The deep network model we used here is Input Layer – 2 LSTM Layers – 3 Fully Connected Layers for prediction.
4) The experimental results for other stocks can be found at https://drive.google.com/drive/folders/1j7kssKkaDj66HugOEequZmdxjNz1a?usp=sharing
TABLE I  
SUMMARY OF THE PARAMETER SETTING

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Initial stepsize $\eta_0$ | 0.01                       |
| Stepsize scheme $\eta_i$  | $\eta_i = \eta_0 \frac{1 + \beta \sqrt{t}}{1 + \beta \sqrt{t}}$; $\beta = 0.01$ |
| # of data points $N_c$    | $\approx 4000$             |
| # of iterations $K$       | 288375                     |
| Linear sample size $s_i$  | $s_i = a \cdot i^p + b$ ($a = 10$, $p = 1$, $b = 0$) |
| Data set                  | S&P500 stock               |
| # of nodes $n$            | $\{1, 2, 5, 10\}$         |
| Sliding window            | 20                         |
| Regularization $\lambda$  | $1/N_c$                    |

Fig. 5. Stock prediction of our work for 2 compute nodes (Apple stock).

Fig. 6. Stock prediction of our work for 2 compute nodes (Amazon stock).

Fig. 7. Stock prediction of our work for 5 compute nodes (Apple stock).

Fig. 8. Stock prediction of our work for 5 compute nodes (Amazon stock).

Fig. 9. Stock prediction of our work for 10 compute nodes (Apple stock).

compute nodes. However, the speedup ratio does not exactly scale up to the number of compute nodes. This can explained by the reason that the central server needs to execute the aggregation operation (of local models) to issue new global
model for the next computation round. The results confirm that there is a speedup saturation in the distributed learning frameworks. In practice, we need to combine with other methods to increase the bound of speedup saturation.

V. DISCUSSION

A. Advantages

From this work, we gain some achievements as follows:

1) We successfully implement the distributed learning for time-series prediction.

2) Our proposed work can significantly reduce the communication cost by using linearly increasing sample sequences and verify its effectiveness by the experimental results.

3) We also do a sensitivity study on the extreme events. This work can be a reference for anyone who start to work on the time-series prediction with attention of extreme event.

B. Disadvantages

However, due to time limit and experimental environment, we have some limitation as below:

1) We are trying to integrate the extreme event loss to the deep learning model. Because this integration is in its earliest stages, we do not have a chance to measure and report the effectiveness of extreme event loss to the prediction accuracy.

2) Our experiments are the simulation artifact. Moreover, the perspective of asynchronous setting is not considered yet. We will extend this kind of experiment when possible.

3) The data set S&P500 is quite simple, we also need to run the experiments for other time-series data sets to verify the performance of our work.

VI. CONCLUSION AND FUTURE WORK

In conclusion, we can (i) speedup the training process by using multiple compute nodes. Moreover, the communication cost can be significantly reduced by using linearly increasing sample sequences. We also (ii) do a sensitivity study on extreme events and its application for time-series prediction. We also note that (iii) the information exchange in our work is the model, not the gradient information. It seems that the distributed learning framework with gradient exchange does not work well for time-series prediction. In nearest future, we plan to extend the experiments for asynchronous settings as well as integrate our proposed framework with the extreme event loss function.
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