Molecular Dynamics Simulations of Binary Sphere Mixtures

Joseph M. Monti\textsuperscript{1} and Gary S. Grest\textsuperscript{1}

\textsuperscript{1}Sandia National Laboratories, Albuquerque, NM 87185, USA
(Dated: November 11, 2022)

Explicit simulations of fluid mixtures of highly size-dispersed particles are constrained by numerical challenges associated with identifying pair-interaction neighbors. Recent algorithmic developments have ameliorated these difficulties to an extent, permitting more efficient simulations of systems with many large and small particles of disperse sizes. We leverage these capabilities to perform molecular dynamics simulations of binary sphere mixtures with elastically stiff particles approaching the hard sphere limit and particle size ratios of up to 50, approaching the colloidal limit. The systems considered consist of 500 large particles and up to nearly 3.6 million small particles with total particle volume fractions up to 0.51. Our simulations confirm qualitative predictions for correlations between large particles previously obtained analytically and for simulations employing effective depletion interactions, but also reveal additional insights into the near-contact structure that result from the explicit treatment of the small particle solvent. No spontaneous crystal nucleation was observed during the simulations, suggesting that nucleation rates in the fluid-solid coexistence region are too small to observe crystal nucleation for feasible simulation system sizes and timescales.

I. INTRODUCTION

The binary hard sphere (BHS) mixture is a conceptually simple model that provides useful context for more complicated systems, including colloidal suspensions [1–5] and granular packing [6–8]. Mapping the phase diagram of BHS mixtures is a classic problem that has garnered experimental [9] and analytical [10–12] treatments. Notably, Dijkstra et al. [12] provided quantitative predictions for the phase boundaries for binary mixtures for a range of large-to-small particle size ratios. The behavior of binary mixtures in the stable fluid and stable fluid-solid coexistence region of the phase diagram is of particular interest as a prototype for colloidal suspensions. Despite the relative simplicity of the BHS model—particles of two diameters interacting via a steep, purely repulsive potential—computational challenges have limited numerical simulations attempting to address this problem to relatively small particle size ratios.

The principal difficulties in simulating systems of particles of highly disparate sizes arises from: (1) the computational inefficiency of conventional neighboring algorithms in determining prospective interaction partners and (2) from the slow migration of large particles induced by collisions with small particles, thus requiring protracted simulation run times. The former is mainly an issue for conventional molecular dynamics (MD) methods while the latter is endemic to all simulation techniques.

Single component systems in which the particles move in an implicit solvent can be easily simulated at essentially arbitrary volume fractions, but modeling large solute particles in an explicit solvent of even a modest number of solvent particles renders most simulation methods intractable. A common mitigation strategy is to develop an effective depletion potential for a single pair of large particles embedded in a small particle fluid [12–17] for use in MD or Monte Carlo simulations [12, 14, 15]. However, these approaches omit three particle and higher order correlations that grow in importance with increasing large particle concentration [18–21]. More accurate explicit simulation methods exist, including event-driven MD [18, 22–27] or cluster-based algorithms [18, 19, 28–30], but numerical studies employing these techniques have been limited to small size ratios and/or low particle volume fractions.

Recent algorithmic developments of efficient particle-size-based neighbor binning styles [31–34] that have been implemented into the MD package LAMMPS [35] permit simulations of unprecedented particle size ratios [8, 36]. This computational framework, which can be applied to both frictionless and frictional particles, is capable of simulating millions of particles and can feasibly reach particle size ratios of order 100 and perhaps larger for binary mixtures. In this work, we use this capability to simulate binary mixtures of hard spheres for a range of particle volume fractions and ratios of particle diameters between large and small particles of up to 50. The simulations use a very stiff, linearly repulsive contact model that opposes particle overlap to approximate the hard sphere limit.

Following Dijkstra et al. [12], we compute the radial distribution functions (RDFs) and structure factors of large particles to show that their correlations increase in magnitude with increasing small particle volume fraction. This phenomenon is evidenced by systematic sharpening and growth of the RDF contact values and the emergence of prominent higher order RDF peaks at separations of up to two large particle diameters, showing strong qualitative agreement with the RDFs computed by Dijkstra et al. [12]. Similarly, the simulations demonstrate that increasing the particle size ratio at fixed small particle volume fraction also increases correlations between large particles. Several of our simulations traverse the fluid-solid phase boundary, for which Dijkstra et al. [12] predicted that a stable large particle fcc crystal coexists with the large particle fluid phase. However, no spontaneous
crystallization is observed in our simulations. Rather, clusters of large particles tend to be transient, meaning that their correlations can only be computed as time-averages. Simulations wherein the large particles are initially arranged into fcc crystallites, conversely, do show varying degrees of resistance to melting for sufficiently high $\eta_s$, supporting the notion that the fcc crystal structure is stable above the phase boundary. We report results for a limited set of these simulations in this work.

The manuscript is organized as follows: Sec. IIA briefly outlines the expected phase behavior of the mixture for the particle volume fraction and size ratio state space explored in this work; Sec. IIB details the contact model and the strengths and limitations of the current approach; Sec. III focuses on calculations of RDFs and their contact values (Sec. IIIA) for varying small particle volume fractions and particle size ratios, and shows structural factors for the same systems (Sec. IIIB). Lastly, Sec. IIIC evaluates the stability of fcc crystallites near the fluid-solid phase boundary.

II. SIMULATION DETAILS

A. Binary mixture configuration

The binary mixture is composed of large and small particles with diameters $\sigma_\ell$ and $\sigma_s$, respectively, with a particle size ratio $q$ denoted by $q \equiv \sigma_s/\sigma_\ell$. The overall particle volume fraction is $\eta = \eta_s + \eta_\ell$ in terms of the volume fractions of the individual species, $\eta_i = \pi N_i \sigma_i^3 / 6 V$, where $i \in \{s, \ell\}$, $N_i$ is the number of particles of each species, and $V$ is the volume of the fully periodic cubic simulation cell. We fix $N_\ell = 500$ for all binary simulations to keep the total particle count $N = N_s + N_\ell$ tractable ($N \lesssim 3.6 \times 10^6$). Where applicable, single component fluid systems are simulated with 3000 particles to improve statistics. Simulations are initialized by randomly placing the particles in the simulation cell without overlaps. Figure 1 depicts two snapshots of exemplar binary mixtures with $q = 0.1$ and with large particle volume fraction $\eta_\ell = 0.35$ for small particle volume fractions $\eta_s = 0.02$ and 0.16.

The space of large and small particle volume fractions bounds the binary hard sphere mixture phase diagram [12] as shown schematically in Fig. 2. Increasing the density of large particles along the $\eta_s = 0$ boundary, the hard sphere fluid has a first order melting transition, with coexisting fluid density $\eta_\ell = 0.494$ and solid density 0.545 [38]. At higher densities, the solid phase is an fcc crystal [39, 40]. As small particles are added, the density $\eta_\ell$ of large particles at the melting transition decreases and the width of the fluid-solid $(F + S)$ coexistence phase increases. The phase boundary generally shifts to smaller $\eta_s$ at a given $\eta_\ell$ as $q$ decreases [12] as shown schematically in Fig. 2. A depletion force imposed by collisions between large and small particles tends to drive large particles closer together than in the single component fluid [12–17]. In the fluid-solid coexistence phase, these forces are predicted to be sufficiently strong to drive a portion of the large particles into a stable fcc crystal, where the proportion between large particles in the fluid and solid phases is governed by the equivalence of the chemical potential between the two phases [12]. Dijkstra et al. [12] also showed that there are metastable fluid-fluid $F + F$ and solid-solid $S + S$ coexistence regions [12] are omitted. Crosses mark the simulations performed for this work.

![FIG. 1. Binary mixtures for size ratio $q = 0.1$ and large particle volume fraction $\eta_s = 0.35$, with small particle volume fractions $\eta_s = 0.02$ and 0.16. Images were rendered in OVITO [37].](image)

![FIG. 2. Schematic of the binary hard sphere mixture phase diagram following Dijkstra et al. [12]. Open symbols represent data taken from simulations reported in Ref. [12] (circles: $q = 0.2$, squares: $q = 0.1$) and lines are drawn to guide the eye. The fluid phase $F$, fluid-solid coexistence phase $F + S$, and solid phase $S$ are indicated. The metastable fluid-fluid $F + F$ and solid-solid $S + S$ coexistence regions are omitted. Crosses mark the simulations performed for this work.](image)
up to \( \eta_s = 0.16 \) in discrete steps. From Dijkstra et al. [12], for \( q = \{0.2, 0.1, 0.05\} \) the phase boundary crosses \( \eta_f = 0.35 \) at \( \eta_s \approx \{0.12, 0.07, 0.05\} \) and \( \eta_f = 0.2 \) at \( \eta_s \approx \{0.20, 0.12, 0.07\} \) (c.f. Fig. 15 of Dijkstra et al. [12]).

Although several of the densest overall systems considered are nominally in the fluid-solid coexistence region, we did not find evidence of large particle crystal formation [18]. Crystal nucleation rates from the mixed fluid are expected to be minuscule for the range of \( \eta_s \) considered [25, 41, 42]. To circumvent challenges associated with nucleation kinetics, we performed additional test simulations initialized by arranging all \( N_v = 500 \) large particles into a \( 5 \times 5 \times 5 \) unit cell fcc crystallite. The crystallites were constructed at the highest fcc density and small particles were permitted to interpenetrate the lattice. Notionally, systems corresponding to state points in the fluid region of the phase diagram should undergo complete melting, while systems in the coexistence region should retain at least part of the crystallite that is in equilibrium with the fluid. The Ackland-Jones technique [43] implemented in OVITO [37] was used to identify large particles that remained specifically in the fcc structure over simulation time. Results for these test simulations are shown for increasing \( \eta_s \) in Sec. III C.

B. Contact model

The simulations of noncohesive particles in the hard sphere limit are conducted using the LAMMPS [35] MD simulation package. An efficient particle-size-based neighbor binning algorithm [31–34] permits the simulation of large maximum particle size ratios [8, 36]. Particles collide elastically via a very stiff Hookean interaction that limits overlap and vanishes when the particles are separated by a distance \( r > \sigma_{ij} = (\sigma_i + \sigma_j) / 2 \), where the \( i \) and \( j \) subscripts label the particle diameters. Throughout this work, a single subscript is used in cases where the interacting particles have identical diameter. The normal force between particles with center-to-center separation \( r_{ij} \) is \( F_{ij} = -K \delta_{ij} \mathbf{n}_{ij} \), where \( K \) is the spring constant, \( \delta_{ij} = r_{ij} - \sigma_{ij} \) is the particle overlap, and \( \mathbf{n}_{ij} \) is the unit vector connecting the particle centers. To approach the hard sphere limit, a large value of \( K \) is used to minimize the particle overlap. Particles are assumed to have unit mass density so that small particles have mass \( M_i = \pi / 6 \) and large particles have mass \( M_f = M_s \sigma_i^3 / \sigma_s^3 \).

Simulations are conducted at dimensionless temperature \( T \) and particle motion is thermally driven by coupling the particles to a Langevin thermostat [44]. For finite spring stiffness, typical particle overlaps can be estimated via the equipartition theorem as \( \langle \delta_{ij}^2 \rangle = T / K \). This expression indicates that overlaps can be mitigated by increasing the spring stiffness \( K \) or by reducing the temperature \( T \). However, the simulation time step must be reduced as \( K \) increases to resolve small-small particle collisions, which have a duration of \( \tau_c = \pi \sqrt{M_s / 2K} \).

Thus, every 10 fold increase in \( K \) increases the required CPU-time per simulation by a factor \( \sim 3 \) if all other parameters are held fixed. Hydrodynamic interactions are omitted from this work, but could be included by following the approach of Wang and Brady [45], for instance.

To quantify the approach of the finite stiffness contact model to the hard sphere limit at fixed \( T = 0.1 \), Fig. 3 shows comparisons of RDFs computed for \( \eta_f = 0.35 \) for increasing values of \( K \) calculated over similar simulation times: for the single component RDF \( g(r) \) in panel (a) and inter-species RDF \( g_{ls}(r) \) for \( q = 0.1 \) in panel (b). The RDFs are essentially independent of \( K \) beyond three particle diameters in the single component case and two small particle diameters outside of

\[
\begin{align*}
K & = 10^3 \quad \text{(a)} \quad (r - \sigma_s) / \sigma_s \\
K & = 10^4 \quad \text{(b)} \quad (r - \sigma_{ls}) / \sigma_s
\end{align*}
\]

FIG. 3. (a) RDFs for a single component system with \( \eta = \eta_f = 0.35 \) with varying contact stiffness \( K \). (b) Inter-species RDFs \( g_{ls}(r) \) obtained for systems with \( \eta_f = 0.35 \) and \( \eta_s = 0.1 \) for \( q = 0.1 \) using the same range of \( K \) as in (a). Note that the \( y \)-axis is shifted above zero in (b). Insets: ratios of \( g(r) \) (a) and \( g_{ls}(r) \) (b) for \( K \neq 10^4 \) with respect to the curves for \( K = 10^4 \). The bin size used to compute the RDFs is \( \delta r = 0.005 \sigma_s \).
contact in the inter-species case, but differences emerge near contact. Both panels of Figure 3 indicate that the contact values \( g(\sigma_s) \) and \( g_{ls}(\sigma_{ls}) \) increase with \( K \), with progressively smaller changes as \( K \) rises. The insets show the ratios of \( g(r) \) and \( g_{ls}(r) \) computed for \( K \neq 10^4 \) to those of \( K = 10^4 \); plotted in this way, \( \lesssim 10\% \) oscillations in correlations are evident for \( K < 10^4 \), while for \( K = 10^5 \) the contact values increase \( \lesssim 2\% \) compared to \( K = 10^4 \). Consequently, in this work we adopt the value \( K = 10^4 \) and \( T = 0.1 \), resulting in maximum overlap of \( \delta_{ij} \approx 0.003\sigma_s \). These values provide an adequate compromise between the constraints of small particle overlaps and simulating diffusive timescales for representative numbers of particles, for systems with \( q \) beyond those that have been numerically tractable previously. Note that the similarity between \( K \)-dependencies for the single component and inter-species RDFs originates from the size independence of the particle interactions. Particle interactions that account for particle size, e.g., the Hertz contact model, are expected to exhibit dependence of the contact values on \( q \).

The simulation time step is \( \Delta t = 0.00032\tau \approx 0.02\tau_c \) in terms of the time unit \( \tau \) and small-small collision duration \( \tau_c \). Temperature is imposed using a Langevin thermostat with a damping time value of \( 100\tau_c \approx 6200\tau_c \). Unless otherwise noted, all simulations are performed for a simulation time of \( 3.2 \times 10^5\tau \approx 2 \times 10^7\tau_c \). Radial distribution function and structure factor calculations were performed by averaging over simulation frames separated by 0.5% of the simulation run time, omitting the first 5% of the run time to allow the initial configuration to equilibrate.

To illustrate large particle diffusive behavior, Fig. 4 shows the large particle mean squared displacement \( \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle \), averaged over all large particles, as a function of time \( t \) for \( q = 0.1 \) and increasing \( \eta_s \). The elapsed simulation time depicted in Fig. 4 represents 10% of the overall simulation time. Mean squared displacement is linear in time in the diffusive regime, and Fig. 4 shows that large particles are able to diffuse many times their diameters in the allotted time. The large particle diffusion coefficient \( D_l \) decreases with increasing \( \eta_s \), resulting in a downwards shift on the double logarithmic axes [2, 24]. The inset shows the computed values of \( D_l \) normalized by the equivalent single component result for \( q = 0.2 \) and 0.1. These results are not meant to be exhaustive and are included here solely to demonstrate that our simulations are able to reach timescales such that computed \( g(r) \) and structure factors \( S(k) \) are representative of equilibrated fluid mixtures. However, we note that the simulation times employed in this study are not sufficient to reach \( \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle > \sigma_l^2 \) for \( q < 0.05 \), and we include the corresponding data in Sec. III primarily to compare with larger \( q \) results.

III. RESULTS

A. Radial distribution functions

For binary mixtures, three distinct RDFs can be defined: \( g_s(r) \) and \( g_l(r) \) for small-small and large-large pair correlations and \( g_{ls}(r) \) for inter-species correlations. Mainly, \( g_s(r) \) is the quantity of interest, and indeed, in systems employing an effective potential between large particles, \( g_l(r) \) is the only RDF available. In this section, we first present calculations of \( g_{ls}(r) \) obtained via simulations of varying particle size ratios \( q \) and small particle volume fractions \( \eta_s \). Unless otherwise noted, the bin size \( 8r \) used to calculate the RDFs satisfies \( \phi dr = 0.01 \). The section is concluded with a brief discussion of \( g_{ls}(r) \) for \( q = 0.2 \) and 0.1.

Figure 5 shows \( g_s(r) \) for \( \eta_s = 0.35 \) and \( q = 0.2, 0.1, \) and 0.05 with \( \eta_s \) varied so that \( 0.35 \leq \eta_s \leq 0.51 \). For the single component fluid, the primary maximum at contact decays monotonically over the range \( r = \sigma_s \) to \( r \approx 1.6\sigma_l \). As \( \eta_s \) increases, pronounced changes in large particle spatial correlations emerge within the first \( \sim 2\sigma_l \) compared to the single component fluid result. Excepting the several smallest \( \eta_s \) for each \( q \), \( g_s(r) \) forms oscillatory features with peaks arising near spacings corresponding to \( 1 \times \) and \( 2 \times \) (for the highest \( \eta_s \)) the small particle diameter. These peaks are associated with configurations in which small particles are trapped in between large particles, thereby preventing their direct contact. The effective depletion force between large particles similarly switches between attraction and repulsion as a result of the layering behavior [12, 13, 15]. Note that for smaller \( q \), the first oscillation may be indistinguishable from the pri-

![Figure 4](https://via.placeholder.com/150)

FIG. 4. Normalized mean squared displacement of large particles \( \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle \) as a function of time \( t \) for systems with \( \eta_s = 0.35 \) and \( q = 0.1 \), averaged over six separate reference states. The dotted black line denotes linear scaling with simulation time. Inset: ratio of the large particle diffusion constant \( D_l \) to the single component value for the indicated \( q \) on double logarithmic axes. Errors in the estimated values of \( D_l \) are comparable to the symbol size.
primary maximum, as it is located near $r/\sigma_{\ell} = 1 + q$. Both
the primary contact peak and the secondary peak located
at $r = 2\sigma_{\ell}$ sharpen with increasing $\eta_s$. Further, for each
of the highest two $\eta_s$ values for $q = 0.1$ and 0.05, which
are nominally in the fluid-solid coexistence region, an
additional peak at $r = \sqrt{3}\sigma_{\ell}$ appears, indicating the formation
of trigonal bi-pyramid configurations [12, 14]. This
peak is absent from results reported by Dijkstra
et al. [12] for simulations employing an effective large-large parti-
cle depletion interaction at volume fractions that simi-
larly traversed the phase boundary, while the primary
and secondary peaks in their work displayed the same
trends shown here. Over the range $1.6 \lesssim r/\sigma_{\ell} \lesssim 2.1$
the highest $\eta_s$ RDFs shown in Fig. 5 are reminiscent of those
obtained for random jammed packings of monodisperse
spheres (c.f. [48], for example), implying that temporary
clusters of large particles are forming. Visual inspection
of the $q = 0.05$, $\eta_s = 0.10$ system did not reveal persist-
ent clusters in immediate contact or evidence of crystal-
lization, but cluster analysis with a cutoff distance cri-
erion outside of contact (in units of $\sigma_s$) revealed that the
fraction of large particles contained in the largest cluster
varied between 0.5 – 0.75 with a cutoff of 0.05 and was
greater than 0.9 with a cutoff of 0.1 [14].

Of particular interest are the values of the RDF at con-
tact $g_{ij}(\sigma_{ij})$ as they are related to the system pressure
and corresponding BHS equations of state. For finite
stiffness Hookean interactions, the strength of the first
neighbor peak is reduced over a width of order the parti-
cle overlap. To estimate the contact values, we used a lin-
ear extrapolation of the RDF values just outside of con-
tact. For the purposes of these calculations, $g_{ij}(\sigma_{ij})$ was
computed using a $q$-independent bin size of $\delta r = 0.005\sigma_s$;
the extrapolation was based on a linear fit to the first
four bins (a range of 0.02σs) outside of contact. Similar contact values were obtained by integrating over the range of RDF values corresponding to overlap. To quantify the error on the contact value estimates, the same extrapolation procedure was performed on a subset of the simulation frames used to compute the overall RDF: for gij(σf) three subsets of equal number were computed and four subsets for gij(σxs). In cases where the range of extrapolated contact values across the subsets is larger than the symbols, error bars are drawn to indicate that range.

Contact value results from earlier simulation studies at the volume fractions considered here are largely absent from the literature. Nevertheless, we simulated a single special system with q = 0.1 and ηs = ηf = 0.1 to compare with the contact value obtained by Malherbe and Krauth [30], who used a selective-pivot sampling algorithm with NC = 66 large spheres. They found gij(σs) = 7.1 ± 0.1 for this system. Using the procedure outlined above and with NC = 500, we obtained gij(σs) ≈ 7.7 representing an approximately 8% increase over the Malherbe and Krauth [30] result, with a range of contact values given by 7.6 ≤ gij(σs) ≤ 8.1 across the three subsets. Note that we simulated this system for double the simulation time of our other simulations to mitigate the longer equilibration times inherent to more dilute mixtures.

For the single component system, contact values can be estimated via the empirical expression due to Kolafa et al. [49], which evaluates to g(σs) ≈ 3.01 for η = 0.35. We obtained g(σs) ≈ 2.91, or 3% smaller for ηs = 0 as shown in Fig. 5. Various other empirical contact value formulae have been derived for the BHS mixture [23, 46, 47, 50, 51], usually building on the Boulik–Mansoori–Carnahan–Starling–Leland (BMCSL) equation of state [52, 53]. We found that expressions due to Viduna and Smith [46, 47] (VS) best fit our data over the expected domain of validity, i.e., relatively high values of q and of NC/N. Written as an expansion in terms of powers of the particle diameters, the VS contact values are [47]

\[ g_{ij}(\sigma_{ij}) = \frac{1}{1 - \eta} + \eta \left( \frac{3 - \eta + \eta^2/2}{2(1 - \eta)^2} \xi_2 \frac{\sigma_i\sigma_j}{\sigma_{ij}} \right) \]

\[ + \eta^2 \left( \frac{2 - \eta - \eta^2/2}{2(1 - \eta)^3} \frac{2k_2^2 + \xi_3}{3\xi_3^2} \left( \frac{\sigma_i\sigma_j}{\sigma_{ij}} \right)^2 \right), \tag{1} \]

where \( \xi_m = (N_s\sigma_m^s + N_f\sigma_m^f)/N \) are moments of the particle size distribution. We also tested the expressions given by Alawneh and Henderson [23] and by Santos et al. [51] but found these showed poorer overall agreement with our data. The VS formula is plotted along with contact values estimated from our data in the insets of each RDF figure. Note that the inset axes are mainly semi-logarithmic, as the contact value grows nearly exponentially with both ηs and σf [23, 51, 54]. By construction, the VS formula (and others) are accurate for the single component system. The accuracy decreases with increasing particle size disparity and as one approaches the fluid-solid coexistence region. This behavior is clear from the insets of Fig. 5: for q = 0.2, the VS formula goes through the data points over the entire range of ηs considered; however, as q decreases to 0.1 and below, the VS formula increasingly deviates from the data. Since increasing particle stiffness slightly increases the contact value (e.g., see Fig. 3) the discrepancy cannot be accounted for by the finite compliance of the simulated particles.

To contrast with the results shown above, results for ηs = 0.20 and the same range of q and ηf are shown in Fig. 6. With the exceptions of the highest single ηs value simulated for q = 0.1 and 0.05, each of these systems are contained within the fluid region of the BHS mixture phase diagram or lie directly on its border. The results in Fig. 6 exhibit many of the same qualitative features and
trends as were apparent for \( \eta_l = 0.35 \) in Fig. 5. Notably, the primary peak and the secondary peak at \( r = 2\sigma_\ell \) once again sharpen with increasing \( \eta_s \), and the oscillatory behavior associated with trapped small particles also emerges. Only the first oscillation near \( r/\sigma_\ell = 1 + q \) is apparent in Fig. 6 at \( \eta_l = 0.20 \). For the single component fluid, we obtained a contact value of 1.75, a less than 1% deviation from the Kolafa et al. [49] value, 1.76. Similar to above, the \( q = 0.2 \) and \( \eta_s = 0 \) VS contact value predictions are in good agreement with the simulation results. Generally, the \( q = 0.1 \) and 0.05 predictions are compatible with our data for \( \eta_s \lesssim 0.1 \) and 0.05, respectively, similar to the ranges shown in Fig. 5.

To showcase the utility of the computational framework used in this study, Fig. 7 shows results of simulations sweeping over \( q \) for \( \eta_l = 0.35 \) and fixed \( \eta_s = 0.02 \) [panel (a)] and \( \eta_s = 0.06 \) [panel (b)]. Results for \( q = 0.05 - 0.2 \) are reproduced from Fig. 5. To our knowledge, the range of \( q \) values considered surpasses those of any explicit binary mixture simulation technique to date. The largest of these systems, \( q = 0.02 \) (\( \sigma_\ell = 50 \)) and \( \eta_s = 0.02 \), contains \( 3.6 \times 10^6 \) particles; each subsequent halving of \( q \) requires an \( 8 \times \) increase in the number of small particles to maintain a constant value of \( \eta_s \). Aside from the behavior at contact, Fig. 7(a) shows no noticeable changes in the RDFs with decreasing \( q \), implying that these mixtures act like single component fluids outside of contact. The most prominent change is an essentially exponential increase in \( g_s(\sigma_\ell) \) with increasing \( \eta_s \) (Fig. 7 inset). In the colloidal limit, any finite volume fraction of small particles produces the fluid-solid coexistence phase [12], thus for sufficiently small \( q \), more pronounced correlations should emerge for \( \eta_l = 0.02 \). The \( \eta_s = 0.06 \) case, shown in Fig. 7(b), differs from that of \( \eta_s = 0.02 \) in that all RDFs are clearly distinct over the radial range depicted, and thus the mixtures do not act like single component fluids. Indeed, more structure is evident near contact and at \( r = 2\sigma_\ell \). A single local minimum and maximum between \( r = \sigma_\ell \) and \( r = 1.0\sigma_\ell \) forms, implying that the depletion potential adopts a small repulsive barrier near contact.

For \( \eta_s = 0.02 \), the VS contact value predictions are surprisingly close to those estimated from the simulation data over the full range, despite the particle size disparity and the proximity of the fluid-solid phase boundary for \( q = 0.03 \) and below, which Ref. [12] predicts to be located at \( \eta_s \approx 0.037 \). However, for \( \eta_s = 0.06 \) only the \( q = 0.2 \) and 0.1 values agree, and the VS expression under predicts \( g_\ell(\sigma_\ell) \) for systems approaching or nominally within the fluid-solid coexistence region, similar to the behavior illustrated in Fig. 5 and Fig. 6.

Explicit simulation of all particles permits the calculation of the inter-species RDF \( g_{e_s}(r) \) in addition to \( g_{e_l}(r) \). Figure 8 shows \( g_{e_s}(r) \) for \( q = 0.2 \) and 0.1, with the particle separation shifted by the average particle diameter \( \sigma \). The main features exhibited by these RDFs bear strong resemblance to those of the large-large RDFs, i.e., increasing contact values, oscillations in \( g_{e_s}(r) \) just outside of contact, and slight sharpening of a secondary peak, in this case located at \( r = \sigma_\ell + \sigma_\ell \). The oscillations are shown most clearly for \( \eta_l = 0.16 \) and are spaced by \( \sigma_\ell \) as above. The contact value increases more gradually with \( \eta_s \) than was observed for \( g_\ell(\sigma_\ell) \), and the agreement with the VS predictions is somewhat poorer overall compared to the corresponding \( g_\ell(\sigma_\ell) \) predictions.

B. Large particle structure factors

The static structure factor \( S(k) \) is computed by summing over the \( N_\ell \) large particle positions as

\[
S(k) = \sum_{m,n}^N \exp[i\mathbf{k} \cdot (\mathbf{r}_m - \mathbf{r}_n)]/N_\ell.
\]

Due to the periodic
boundary conditions, the wavevectors $k$ are limited to $k = 2\pi/L(n_x, n_y, n_z)$, where $L$ is the length of the simulation cell and $n_x$, $n_y$, and $n_z$ are integers. Results for $S(k = |k|)$ are shown in Fig. 9 and Fig. 10 for $\eta_l = 0.35$ and 0.20. The $S(k)$ results strongly mirror those of Dijkstra et al. [12], which were obtained using an effective depletion interaction between large particles (c.f., Fig. 10 and Fig. 12 of Ref. [12]). In each case, data for the corresponding single component fluid are plotted for comparison. The general trend of $S(k)$ with increasing $\eta_s$ evident in both figures is a successive shift to higher $k$ of the peaks located near even integer multiples of $\pi$ and of the troughs located at odd integer multiples. This shift was attributed to interaction potentials with short-ranged attraction [12], and indeed is most pronounced for systems where $g_l(r)$ possesses a local minimum just outside of contact. Initially, the primary peak near $2\pi$ reduces in height compared to the single component fluid, but at higher fractions of small particles, i.e., those corresponding to systems well within the fluid-solid coexistence region, the peak increases again, as do the second and third peaks. Similar to the $S(k)$ shown in Ref. [12], $\eta_l$ dictates the height of the primary and subsequent peaks: decreasing from $\eta_l = 0.35$ to 0.20 reduces the magnitude of the peaks. At higher $k\sigma_l$ (not shown), $S(k) \to 1$ and higher order peaks continually decrease in magnitude.

The other main feature of $S(k)$, also discussed by Dijkstra et al. [12], is the behavior of $S(k \to 0)$ with increasing $\eta_s$. In all cases shown in Fig. 9 and Fig. 10, $S(k)$ for the smallest $k$ increases, signifying that the strength of the depletion forces grows with increasing $\eta_s$ [12, 16]. The overall magnitude of the lowest $S(k)$ is higher for $\eta_l = 0.20$ than for $\eta_l = 0.35$, consistent with the notion that oscillations about unity are more muted for the former. For $\eta_l = 0.35$, $S(k \to 0)$ for the single highest $\eta_l$ values for $q = 0.1$ and $q = 0.05$ show non-monotonic behavior with decreasing $k$. Note that the data are generally more noisy in this regime as a result of the scarcity of $k$ corresponding to wavelengths of order $L$, but in these two specific cases the non-monotonicity is clear. An up-
The absence of large particle crystal formation for state points nominally in the fluid-solid coexistence region may be a result of system size and ergodicity limitations in our simulations. To overcome these limitations, large particles can be arranged directly into an fcc crystallite at the outset (instead of random placement) and the lifetime of the crystallite subsequently tracked as the simulation progresses. We performed lengthy simulations to evaluate the stability of 5 × 5 × 5 unit cell large particle crystallites with \( q = 0.1 \) and \( \eta_s = 0.35 \) for a range of \( \eta_s \) that traversed the corresponding phase boundary, predicted to be at \( \eta_s \approx 0.07 \). Figure 11 shows the number fraction of (non-surface) large particles identified as belonging to the fcc structure by the Ackland-Jones technique [43] over time. For \( \eta_s \leq 0.10 \), the crystallite fully melted over increasingly long time spans, implying that \( \eta_s \) is too small for the fluid and solid phases to coexist. However, for \( \eta_s \geq 0.12 \), at least a portion of the crystallite persisted to long simulation times and the number fraction appears to plateau, signaling coexistence between the two phases. Steady state variations in the fcc fraction occur due to equilibrium between particles being dislodged from the crystallite and reattaching some time later. For \( \eta_s = 0.16 \), only particles placed near the cube corners, which have the fewest neighbors, are dislodged, and the crystallite rotates as a rigid object in the small particle fluid. Note that for \( \eta_s = 0.16 \), with total particle density \( \eta = 0.51 \), the dynamics of both small and large particles are quite slow, so the fcc fraction shown in Fig. 11 may not represent the equilibrium number fraction of fluid-solid coexistence.

The discrepancy between the predicted location of the phase boundary at \( \eta_s \approx 0.07 \) and our results indicating \( \eta_s \approx 0.10 \)–0.12 may arise from the small number of large particles employed in the simulations. Predicted coexistence densities from Dijkstra et al. [12] (see Fig. 15 of that work) imply that most large particles are in the fluid phase for \( \eta_s = 0.35 \) and \( 0.07 \leq \eta_s \leq 0.10 \) (i.e., the large particle fluid coexistence density is close to \( \eta_{lf} \)), with only a small number fraction of large particles expected to exist at the fcc density \( \approx 0.74 \). This suggests that the equilibrium crystallite size for systems at or just above the phase boundary likely contains too few unit cells for \( N_L = 500 \) to be stable with respect to fluctuations. We hypothesize that for \( \eta_s \geq 0.10 \), the large particle fluid coexistence density is low enough compared to \( \eta_{lf} \) that the number fraction of particles in the crystallite is appreciable and measurable via simulation, leading to the overestimate of \( \eta_s \) for the phase boundary that we observe. Thus, simulations employing significantly greater large and overall particle counts are needed to confirm numerical predictions for the phase boundary.

C. Stability of fcc crystallites

Large-scale molecular dynamics simulations were performed leveraging a recently implemented neighbor-binning algorithm that permits the explicit numerical treatment of highly asymmetric binary fluid mixtures of spherical particles. A stiff, linearly repulsive spring interaction acting between particles was employed to approach the hard sphere limit. The simulations were conducted over diffusive timescales and were used to extract large-large and large-small radial distribution functions, their associated contact values, and large-large structure factors. The results compared favorably with previous numerical work involving binary hard sphere mixtures with relatively modest particle size disparity and with other simulation approaches employing effective depletion interactions. Comparisons with predictions from empirical expressions for the large-large and large-small radial distribution function contact values were also shown. The simulations probed overall particle volume fractions that were largely unexplored, including volume fractions located within the predicted fluid-solid coexistence region, and considered particle size disparities greater than can be found in previous simulation studies of binary fluid mixtures to date. The stability of the predicted fcc crystal near the fluid-solid phase boundary was also tested. The simulation capability described in this work opens the door to more robust numerical treatment of particle interactions in the colloidal limit, including inter-particle friction and cohesion/adhesion, and arbitrary particle size distributions, without ncessi-
tating the use of effective interactions obtained by integrating out small particle degrees of freedom.
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