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Abstract

A test of the QED process $e^+e^- \rightarrow \gamma\gamma(\gamma)$ is reported. The data analysed were collected with the DELPHI detector in 1998 and 1999 at the highest energies achieved at LEP, reaching 202 GeV in the centre-of-mass. The total integrated luminosity amounts to 375.7 pb$^{-1}$. The differential and total cross-sections for the process $e^+e^- \rightarrow \gamma\gamma$ were measured, and found to be in agreement with the QED prediction. 95% Confidence Level (C.L.) lower limits on the QED cut-off parameters of $\Lambda_+ > 330$ GeV and $\Lambda_- > 320$ GeV were derived. A 95% C.L. lower bound on the mass of an excited electron of 311 GeV/c$^2$ (for $\lambda_\gamma = 1$) was obtained. s-channel virtual graviton exchange was searched for, resulting in 95% C.L. lower limits on the string mass scale, $M_S$: $M_S > 713$ GeV/c$^2$ ( for $\lambda = 1$) and $M_S > 691$ GeV/c$^2$ ( $\lambda = -1$).

(Submitted to Physics Letters B)
1 Introduction

An analysis of two-photon final states using the high energy data sets collected with the DELPHI detector in 1998 and 1999 is reported. The data analysed were collected at $e^+e^-$ collision energies ranging from 188.6 GeV up to 201.6 GeV, corresponding to a total integrated luminosity of 375.7 pb$^{-1}$.

Final states with two photons are mainly produced by the standard process $e^+e^- \rightarrow \gamma\gamma(\gamma)$. This reaction is an almost pure QED process; at orders above $\alpha^2$, it is mainly affected by QED corrections, such as soft and hard bremsstrahlung and virtual corrections, compared to which the weak corrections due to the exchange of virtual massive gauge bosons are very small \cite{1,2,3}. Therefore, any significant deviation between the measured and the QED cross-section could unambiguously be interpreted as the result of non-standard physics.

The Born cross-section for $e^+e^- \rightarrow \gamma\gamma(\gamma)$ is given by

$$\sigma_{\text{QED}}^0 = K \cdot \frac{2\pi\alpha}{s}. \tag{1}$$

K depends on the angular acceptance for the final state photons, $\alpha$ is the electromagnetic coupling constant and s is the centre-of-mass energy squared.

Since $\sigma_{\text{QED}}^0$ scales with $s^{-1}$, the combination of measurements taken at different centre-of-mass energy values is straightforward and data taken at neighbouring values of $\sqrt{s}$ can be combined by applying this scaling function.

Previous DELPHI results concerning the process $e^+e^- \rightarrow \gamma\gamma(\gamma)$, using LEPI and LEPII data, can be found in references \cite{4,5}. The most recently published results from the other LEP experiments can be found in references \cite{6,7,8}.

2 Data sample and apparatus

The data analysed were taken at $e^+e^-$ collision energies of 188.63 $\pm$ 0.04 GeV, 191.6 $\pm$ 0.04 GeV, 195.5 $\pm$ 0.04 GeV, 199.5 $\pm$ 0.04 GeV and 201.6 $\pm$ 0.04 GeV \cite{9}, corresponding to integrated luminosities of 151.9 $\pm$ 0.9 pb$^{-1}$, 25.1 $\pm$ 0.1 pb$^{-1}$, 76.1 $\pm$ 0.4 pb$^{-1}$, 82.6 $\pm$ 0.5 pb$^{-1}$ and 40.1 $\pm$ 0.2 pb$^{-1}$ respectively. The luminosity was measured by counting the number of Bhabha events at small polar angles, recorded with DELPHI’s luminometer: the Small angle TIle Calorimeter (STIC), made of two modules located at $|z| = 220$ cm from the interaction point and with polar angle coverage between $2^\circ$ and $10^\circ$ ($170^\circ$ and $178^\circ$).

Photon detection and reconstruction relies on the trigger and energy measurement based on two electromagnetic calorimeters: the High density Projection Chamber (HPC) in the barrel region and the Forward ElectroMagnetic Calorimeter (FEMC) in the endcaps. The HPC is a gas-sampling calorimeter, made of 144 modules, each one with 10 lead layers in $R\phi$ embedded in a gas mixture. It covers polar angles between $42^\circ$ and $138^\circ$. The FEMC is a lead glass calorimeter, covering the polar angle region $[11^\circ, 35^\circ]$ and its complement with respect to $180^\circ$. The barrel DELPHI electromagnetic trigger requires coincidence between scintillator signals and energy deposits in HPC while in the forward region the electromagnetic trigger is given by energy deposits in the FEMC lead-glass counters.

The tracking system allows the rejection of charged particles and the recovery of photons converting inside the detector. The DELPHI barrel tracking system relies on the Vertex Detector (VD), the Inner Detector (ID), the Time Projection Chamber (TPC)
and the Outer Detector (OD). In the endcaps, the tracking system relies also on the VD and the TPC (down to about 20° in polar angle), and on the Forward Chambers A and B (FCA, FCB). The VD plays an important role in the detection of charged particle tracks coming from the interaction point. A more detailed description of the DELPHI detector, of the triggering conditions and of the readout chain can be found in [10].

3 Photon reconstruction and identification

The process \( e^+e^- \rightarrow \gamma\gamma(\gamma) \) yields not only neutral final states but also final states characterized by the presence of charged particle tracks from photon conversions.

Photons converting inside the tracking system, but after the Vertex Detector, are characterized by charged particle tracks and will be referred to as converted photons. Photons reaching the electromagnetic calorimeters before converting, yielding no reconstructed charged particle tracks, will be referred to as unconverted photons. According to this classification, two different algorithms were applied in the photon reconstruction and identification.

The main contamination to \( e^+e^- \rightarrow \gamma\gamma(\gamma) \) final states comes from radiative Bhabha (\( e^+e^- \rightarrow e^+e^- (\gamma) \)) events with one non-reconstructed electron and the other electron lost in the beam pipe, and from Compton (\( e^\pm\gamma \)) events. Compton events are produced by the scattering of beam electrons by a quasi-real photon radiated by another incoming electron, resulting mostly in final states with one photon and one electron in the detector, the remaining \( e^\pm \) going undetected through the beam-pipe. Both the Bhabha and the Compton backgrounds can however be dramatically reduced if the Vertex Detector is used as a veto for charged particles coming from the interaction point. The event generator used to simulate \( e^+e^- \rightarrow \gamma\gamma(\gamma) \) was that of Berends and Kleiss [1], while the Bhabha and Compton event generators are BHWiDE and TEEG, described in references [11] and [12] respectively. The generated samples were processed through the full DELPHI simulation and reconstruction chains [10].

3.1 Unconverted photons

Unconverted photon candidates were reconstructed by applying an isolation algorithm to energy deposits in the calorimeters. The algorithm relied on a double cone centered on each energy deposit, with internal and external half angles of 5° and 15° respectively, where the vertices of both cones correspond to the geometric centre of DELPHI. Showers were considered isolated if the total energy inside the double cone was less than 1 GeV. The energy of the isolated neutral particles was re-evaluated as the sum of the energy of all associated deposits inside the inner cone where no charged particles of more than 250 MeV/c were allowed. The direction of the isolated showers was the energy weighted mean of the directions of all associated energy deposits. Such particles, with a total energy above 3 GeV, were identified as photons if the following criteria were fulfilled:

- The polar angle of the energy deposit was inside [25°, 35°], [42°, 88°], [92°, 138°] or [145°, 155°], in order to reduce VD and calorimeter edge effects.
- No VD track element pointed to the direction of the energy deposit within 3° (10°) in azimuthal angle in the barrel (forward) region of DELPHI (a VD track element was defined as at least two hits in different VD layers aligned within an azimuthal angle interval of 0.5°).
• If more than 3 GeV of hadronic energy was associated to a deposit, then at least 90% of it had to be in the first layer of the Hadronic CALorimeter (HCAL).
• For an energy deposit in the HPC, there had to be at least three HPC layers with more than 5% of the total electromagnetic energy, unless the deposit was within 1 degree of the HPC azimuthal intermodular divisions.

3.2 Converted photons

Converted photon candidates were reconstructed with the help of a jet clustering algorithm: all particles in the event, with the exception of isolated neutral particles, were forced to be clustered in jets (isolated charged particles were not treated as single particles but as low multiplicity jets). The DURHAM jet algorithm \[13\] was applied, using as resolution variable \(y_{\text{cut}} = 0.003\). Low multiplicity jets with less than 6 charged particles were treated as converted photon candidates. These candidates were recovered if they were associated to energy deposits above 3 GeV fulfilling the photon identification criteria described in section 3.1. The requirement that no correlated signals were observed in the VD was a particularly important criterion for the rejection of electrons.

4 Two photon events: \(e^+e^- \rightarrow \gamma\gamma(\gamma)\)

The selected \(\gamma\gamma(\gamma)\) sample consisted of events with at least two photons, where at most one was converted. The electromagnetic calorimeters (HPC and FEMC), the TPC and the VD were required to be nominally operational. The analysis was performed in the polar angle interval corresponding to \(|\cos\theta^*| \in [0.035, 0.731] \cup [0.819, 0.906]\), where the variable \(\theta^*\) stands for the polar angle of the photons relative to the direction of the incident electron in the centre-of-mass of the \(e^+e^-\) collision after allowing for ISR. The two most energetic photons were required to have energies above 15% of the collision energy and isolation angle of 30° (the isolation angle is the minimum of the angles between the photon and the remaining reconstructed particles in the event). No other particles (with exception of isolated photons) with energy above 3 GeV were allowed in the event. The application of these criteria resulted in an almost pure \(\gamma\gamma\) sample, where the contamination from Bhabha and Compton events is about 0.3% and 3% respectively.

The radiation of a third hard photon constrains the two harder photons to be produced at effective \(\sqrt{s}\) values which have been tested more accurately using lower energy data. Since the aim of this analysis is to test the QED \(e^+e^- \rightarrow \gamma\gamma\) reaction at the highest available energies, such final states were not allowed in the selected sample: events with a third hard bremsstrahlung photon can be considered as a higher order contribution to \(e^+e^- \rightarrow \gamma\gamma\) (like the soft bremsstrahlung and the virtual contributions), which can be deconvoluted from data by applying a radiative correction factor when evaluating the \(e^+e^- \rightarrow \gamma\gamma\) Born cross-section. Moreover, the \(e^+e^- \rightarrow \gamma\gamma\gamma\) contribution can be dramatically reduced if the spatial angle between the two most energetic photons is required to be large. Therefore, a final selection criterion, consisting in requiring that the acollinearity between the two most energetic photons was below 30°, was applied, eliminating most events with a third visible hard photon, and reducing the Compton background to 0.3%. The acollinearity distribution prior to the cut is shown in figure \[\text{a}\] for the full data sample, and compared to the \(e^+e^- \rightarrow \gamma\gamma(\gamma)\) simulation and to the remaining background.

\[1\] The HPC modules are distributed in 6 rings of 24 modules located at \(\text{mod}(\phi, 15°) = 7.5°\).

\[2\] The parameterization of the photon polar angle with \(\theta^*\) enables the cross-section measurement to be insensitive to photons lost in the beam pipe.

\[3\] The acollinearity between two directions is the complement to \(\pi\) of the spatial angle between them.
expectations. After imposing all selection criteria, the contamination from Bhabha and Compton events to the selected $\gamma\gamma$ sample was estimated to be 0.6%, and taken into account in the systematic uncertainty.

4.1 $\gamma\gamma$ trigger and selection efficiencies

The trigger efficiency for neutral two-photon final states was computed with Bhabha events using the redundancy of the electromagnetic trigger with the track trigger. It was calculated for each centre-of-mass energy as a function of $|\cos \theta^*|$. The global values obtained for the barrel and endcaps are displayed in table 1.

Final states with one converted photon are triggered by the single track coincidence trigger, whose efficiency is known to be near 100%. Two dedicated samples of Compton ($e^\pm\gamma$) events, one with a triggered FEMC photon and another with a triggered HPC photon, were used to cross-check the track trigger efficiency in the barrel and endcaps. The global efficiency for triggering events with one converted photon was confirmed to be above 99% in both regions of the detector, for all data sets, and the resulting uncertainty was taken into account in the global systematic uncertainty.

The selection efficiency for the two-photon event sample was evaluated as a function of $|\cos \theta^*|$ using events from the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ generator of Berends and Kleiss [1] passed through the full DELPHI simulation and reconstruction chains [2]. The effect of the calorimeter requirements on the selection efficiency obtained from simulation was cross-checked using a sample of $e^+e^-$ events. These events were selected using information coming exclusively from the tracking detectors. The efficiency was defined as the ratio between the number of events in the subsample of $e^+e^-$ final states fulfilling the calorimetric selection and the total number of selected $e^+e^-$ events. This efficiency was computed as a function of $|\cos \theta^*|$ for both real and simulated Bhabha events. The difference observed between the efficiency for the data and for the simulation was taken as a systematic uncertainty in the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ selection efficiency determination.

The global values for the selection efficiency, both in the barrel and in the forward region of DELPHI, are displayed in table 2 along with their statistical and systematic uncertainties. A change in the forward DELPHI particle reconstruction algorithms resulted in a better performance for $\gamma\gamma$ final states for the 1999 data processing compared with that of 1998. However, there was an increase of the systematic uncertainty in the $\gamma\gamma$ selection efficiency.

4.2 $e^+e^- \rightarrow \gamma\gamma$ cross-section

The retained $|\cos \theta^*|$ acceptance was divided into 8 bins: the barrel part of the detector, corresponding to $|\cos \theta^*| \in [0.035, 0.731]$ with 7 bins, (each covering $|\Delta \cos \theta^*| = 0.101$, except for the last bin, for which $|\Delta \cos \theta^*| = 0.09$) and the forward region with one bin, $|\cos \theta^*| \in [0.819, 0.906]$. The number of events found in data for each centre-of-mass energy and the expected contribution from the QED process $e^+e^- \rightarrow \gamma\gamma(\gamma)$ (corrected for trigger efficiency) are displayed in table 3 as a function of $|\cos \theta^*|$.

The Born cross-section for the reaction $e^+e^- \rightarrow \gamma\gamma(\gamma)$ was evaluated through expression (2) for each centre-of-mass energy value,

$$\sigma^0_{\text{dat}} = \frac{N^{\gamma\gamma}}{L\varepsilon R} \text{[pb]}.$$  

$N^{\gamma\gamma}$ is the number of selected events after background subtraction, $L$ is the integrated luminosity, $\varepsilon$ is the product of the selection and trigger efficiencies and $R$ is a radiative
correction factor. The radiative correction factor was evaluated using the Monte Carlo generator of [1]. It was taken as the ratio between the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ cross-section computed up to order $\alpha^3$ to the Born cross-section ($O(\alpha^2)$) and found to be of the order of 1.07 (1.04) for high (low) photon scattering angles.

A combined value of the Born cross-section at an average centre-of-mass energy of 193.8 GeV, corresponding to a total integrated luminosity of 375.7 pb$^{-1}$, was obtained through expression (2). The average value of the centre-of-mass energy is obtained weighting the integrated luminosities of the different samples by the corresponding $s^{-1}$ factor.

$N^{\gamma\gamma}$ is taken as the total number of selected events in the five data samples. The average trigger and selection efficiencies were obtained by weighting the global trigger and selection efficiencies of each data set by the corresponding integrated luminosities. The measured Born cross-section for each of the five centre-of-mass energies and the combined result are compared to the QED predictions in table 4 and in the upper right corner of figure 2. The $\chi^2$ of the measured values for the cross-section for the different centre-of-mass energies with respect to the QED prediction was 5.5 with 5 degrees of freedom.

The Born cross-section values for the five centre-of-mass energies measured in the region $0.035 < |\cos\theta^*| < 0.731$, were corrected to the full barrel acceptance of DELPHI, $0.000 < |\cos\theta^*| < 0.742$, and the obtained values are presented in table 4. These are also displayed in figure 3 as a function of the centre-of-mass energy, along with the previously published results, which include LEP I data collected between 1990 and 1992 [4] and former LEP II data collected between 1995 and 1997 [5].

The total systematic errors were obtained by adding in quadrature the uncertainties on the selection efficiency, trigger efficiencies, residual background, luminosity determination and on the radiative corrections (amounting to ±0.5%). The systematic uncertainty in the selection efficiency determination is the dominant contribution to the systematic error; with a typical value of ±2.5%. This uncertainty reflects residual differences between the real detector response and the simulated one. It is due to effects that cannot be fully described by the detector simulation such as detector instabilities and edge effects of calorimeters. The uncertainty in the luminosity determination was ±0.56%. It was obtained by adding in quadrature the ±0.5% systematic uncertainty in the luminosity measurement and the ±0.25% theoretical error in the Bhabha cross-section determination [14].

The $e^+e^- \rightarrow \gamma\gamma$ differential Born cross-section was computed as:

$$\frac{d\sigma^0_i}{d\Omega} = \frac{\sigma^0_i}{2\pi\Delta \cos\theta^*_i} \text{ [pb/str]}, \quad (3)$$

where $\sigma^0_i$ stands for the measured Born cross-section in each $|\cos\theta^*_i|$ interval, (i).

The differential cross-section was computed for each centre-of-mass energy, taking into account the $|\cos\theta^*_i|$ dependence of trigger and selection efficiencies, radiative corrections and their respective uncertainties. Comparisons between the measured and predicted Born differential cross-sections for each centre-of-mass energy are shown in figure 3. The deficit of $\gamma\gamma$ events for $|\cos\theta^*_i|$ between 0.237 and 0.338 for $\sqrt{s}=195.5$ GeV was concluded to be a statistical fluctuation: the trigger efficiency for this region was estimated to be about 98% and the counting of energy deposits associated to Bhabha electrons in the same $|\cos\theta^*_i|$ region showed a good agreement with the simulation expectations.

The differential cross-section extracted from the combined data sets (corresponding to $\sqrt{s_{eff}} = 193.8$ GeV), is compared to the QED prediction in table 5 and in figure 4.
\( \chi^2 \) of the differential cross-section binned distribution at the mean centre-of-mass energy with respect to the QED prediction was 3.6 with 8 degrees of freedom.

### 4.3 Deviations from QED

Possible deviations from QED are described in the context of several models, which express the Born differential cross-section for \( e^+e^- \rightarrow \gamma\gamma \) as the sum of the QED term and of a deviation term:

\[
\frac{d\sigma^0}{d\Omega} = \frac{\alpha^2}{s} \left( 1 + \cos^2 \theta^* \right) + \left( \frac{d\sigma}{d\Omega} \right)^D.
\]  

(4)

Among the models predicting deviations from QED are those described in table 6. The most general parameterization consists of introducing a cut-off parameter in the electron propagators (\( \Lambda \)), reflecting the energy scale up to which the e\( \gamma \) interaction can be described as point-like [15,16].

Deviations from QED could also follow from the t-channel exchange of an excited electron, which, in composite models [17], is parameterized as a function of \( \lambda_{\gamma}/M^2_e \) (the ratio between the coupling of the excited electron to the photon and to the electron and the excited electron mass) and of a kinematic factor, \( H(\cos^2 \theta^*) \),

\[
H(\cos^2 \theta^*) = \frac{2M^2_e}{s} \cdot \frac{\left( \frac{2M^2_e}{s} + \frac{1 - \cos^2 \theta^*}{1 + \cos^2 \theta^*} \right)}{\left( 1 + \frac{2M^2_e}{s} \right)^2 - \cos^2 \theta^*}. \]

(5)

Deviations from the QED \( e^+e^- \rightarrow \gamma\gamma \) cross-section due to s-channel exchange of virtual gravitons were also probed. These can be parameterized as a function of \( \lambda_{s} M^4_s \), where \( M_s \) is the string mass scale, which in some string models could be of the order of the electroweak scale [18,19]. \( \lambda \) is a parameter entering Quantum Gravity models, conventionally taken to be \( \pm 1 \). The ratio \( |\lambda|/M^4_s \) follows the notation of [20] and is related to the Quantum Gravity scale, \( \Lambda_T \), in reference [18] via:

\[
\frac{|\lambda|}{M^4_s} = \frac{\pi}{2} \frac{1}{\Lambda_T^4} [\text{GeV}^{-4}].
\]

(6)

The 95% C.L. limits were extracted for the free parameters in these models. This was achieved using a binned maximum likelihood function, by renormalizing the joint probability to the physical region of each parameter according to the Bayesian approach described in [21]. The cross-section parameterization for the models considered, the chosen estimators (\( \xi \)) and the results of the likelihood function maximization are displayed in table 6 along with the 95% C.L. lower limits on each model parameter, \( \Lambda, M^*_e \) and \( M_s \). The changes in the differential cross-section resulting from the range of fitted parameters are indicated by the dotted lines in figure 4. The final results presented in table 6 and in figure 4 were obtained by combining the results of the present analysis with results published previously [4]. The latter are based on LEP I data taken between 1990 and 1992, and on LEP II data collected between 1995 and 1997. Their centre-of-mass energies range from 91.2 GeV up to 182.7 GeV, corresponding to an integrated luminosity of 115.1 pb\(^{-1}\).

### 5 Summary

The reaction \( e^+e^- \rightarrow \gamma\gamma(\gamma) \) was studied using the LEP 1998 and 1999 high energy data, collected with the DELPHI detector at centre-of-mass energies of 188.6 GeV, 191.6
GeV, 195.5 GeV, 199.5 GeV and 201.6 GeV, corresponding to integrated luminosities of 151.9 pb$^{-1}$, 25.1 pb$^{-1}$, 76.1 pb$^{-1}$, 82.6 pb$^{-1}$ and 40.1 pb$^{-1}$ respectively. The differential and total cross-sections for the process $e^+e^- \rightarrow \gamma\gamma$ were measured. Good agreement between the data and the QED prediction for this process was found. Lower limits on possible deviations from QED were derived by combining the present analysis result with a previously published one [5]. The 95% C.L. lower limits on the QED cut-off parameters of $\Lambda_+ > 330$ GeV and $\Lambda_- > 320$ GeV were obtained. In the framework of composite models, a 95% C.L. lower limit for the mass of an excited electron, $M_{e^*} > 311$ GeV/c$^2$, was obtained considering an effective coupling value of 1 for $\lambda_\gamma$. The possible contribution of virtual gravitons to the process $e^+e^- \rightarrow \gamma\gamma$ was probed, resulting in 95% C.L. lower limits in the string mass scale of $M_S > 713$ GeV/c$^2$ and $M_S > 691$ GeV/c$^2$ for $\lambda = 1$ and $\lambda = -1$ respectively (where $\lambda$ is a $O(1)$ parameter of Quantum Gravity models).
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Table 1: Trigger efficiencies (using the redundancy of the Bhabha trigger) for $\gamma\gamma$ neutral final states in the barrel and forward regions of the detector for the different data sets.

| $\sqrt{s}$ [GeV] | $\epsilon_{\gamma\gamma}^B$ | $\epsilon_{\gamma\gamma}^{Fw}$ |
|------------------|----------------------|----------------------|
| 188.6            | 0.985 ± 0.002        | 1.0000 ± 0.0003      |
| 191.6            | 0.977 ± 0.007        | 1.00 ± 0.002         |
| 195.5            | 0.977 ± 0.004        | 0.9995 ± 0.0005      |
| 199.5            | 0.968 ± 0.005        | 0.9995 ± 0.0005      |
| 201.6            | 0.983 ± 0.005        | 1.00 ± 0.001         |

Table 2: Selection efficiencies for $\gamma\gamma(\gamma)$ final states in the barrel and forward regions of the detector, with their statistical and systematic uncertainties, for the two data taking periods.

| $\sqrt{s}$ [GeV] | $\epsilon_{\gamma\gamma+\gamma\gamma}$ |
|------------------|----------------------------------------|
| 188.6            | 0.754 ± 0.004 ± 0.032 ± 0.003         |
| 191.6 - 201.6    | 0.756 ± 0.004 ± 0.029 ± 0.012         |
| $|\cos \theta^*|\ $ | $N^\gamma\gamma^\gamma c_{dat} (N_{QED} \pm \Delta N_{stat})$ | $N^\gamma\gamma^\gamma c_{dat} (N_{QED})$ | $d\sigma_{dat}^{\gamma\gamma^\gamma c}/d\Omega [\text{pb/str}]$ |
|----------|-----------------|-----------------|-------------------|
| 0.035-0.136 | 46 (41.5 ± 1.4) | 5 (6.2) | 0.65 ± 0.10 ± 0.05 |
| 0.136-0.237 | 48 (47.9 ± 1.5) | 3 (3.8) | 0.62 ± 0.09 ± 0.01 |
| 0.237-0.338 | 64 (52.6 ± 1.6) | 5 (6.4) | 0.84 ± 0.11 ± 0.04 |
| 0.338-0.439 | 57 (54.8 ± 1.5) | 5 (6.2) | 0.81 ± 0.11 ± 0.03 |
| 0.439-0.540 | 77 (71.1 ± 1.8) | 11 (8.5) | 0.97 ± 0.11 ± 0.03 |
| 0.540-0.641 | 76 (90.0 ± 2.0) | 19 (10.8) | 1.01 ± 0.12 ± 0.04 |
| 0.641-0.731 | 108 (111.7 ± 2.3) | 11 (15.8) | 1.59 ± 0.15 ± 0.04 |
| 0.819-0.906 | 176 (170.3 ± 2.8) | 47 (53.4) | 4.27 ± 0.32 ± 0.06 |
| total | 652 (639.7 ± 5.4) | 106 (111.1) | |
| 0.035-0.136 | 6 (6.4 ± 0.3) | 2 (0.9) | 0.53 ± 0.22 ± 0.09 |
| 0.136-0.237 | 6 (7.2 ± 0.3) | 0 (0.7) | 0.52 ± 0.21 ± 0.05 |
| 0.237-0.338 | 8 (8.5 ± 0.3) | 1 (0.9) | 0.62 ± 0.22 ± 0.04 |
| 0.338-0.439 | 6 (9.9 ± 0.3) | 1 (1.1) | 0.48 ± 0.20 ± 0.03 |
| 0.439-0.540 | 10 (12.4 ± 0.4) | 1 (1.5) | 0.79 ± 0.25 ± 0.05 |
| 0.540-0.641 | 14 (14.7 ± 0.4) | 5 (1.8) | 1.09 ± 0.29 ± 0.09 |
| 0.641-0.731 | 13 (17.8 ± 0.4) | 1 (2.7) | 1.17 ± 0.32 ± 0.03 |
| 0.819-0.906 | 27 (31.3 ± 0.6) | 8 (7.7) | 3.42 ± 0.66 ± 0.09 |
| total | 90 (108.2 ±1.1) | 19 (17.3) | |
| 0.035-0.136 | 21 (19.3 ± 0.8) | 4 (2.5) | 0.61 ± 0.13 ± 0.03 |
| 0.136-0.237 | 29 (21.5 ± 0.8) | 5 (2.1) | 0.80 ± 0.15 ± 0.04 |
| 0.237-0.338 | 9 (24.6 ± 0.9) | 0 (2.5) | 0.23 ± 0.08 ± 0.01 |
| 0.338-0.439 | 23 (27.4 ± 0.9) | 4 (3.2) | 0.64 ± 0.13 ± 0.02 |
| 0.439-0.540 | 48 (36.6 ± 1.1) | 2 (4.4) | 1.23 ± 0.18 ± 0.03 |
| 0.540-0.641 | 47 (43.2 ± 1.2) | 6 (5.3) | 1.21 ± 0.18 ± 0.06 |
| 0.641-0.731 | 58 (51.7 ± 1.7) | 12 (7.9) | 1.72 ± 0.23 ± 0.04 |
| 0.819-0.906 | 102 (91.0 ± 1.7) | 28 (22.6) | 4.29 ± 0.42 ± 0.08 |
| total | 337 (315.3 ± 3.1) | 61 (50.5) | |
| 0.035-0.136 | 19 (21.2 ± 0.8) | 3 (2.5) | 0.51 ± 0.12 ± 0.03 |
| 0.136-0.237 | 17 (23.0 ± 0.9) | 0 (2.5) | 0.42 ± 0.10 ± 0.03 |
| 0.237-0.338 | 28 (23.7 ± 0.9) | 2 (2.4) | 0.70 ± 0.13 ± 0.04 |
| 0.338-0.439 | 34 (25.0 ± 0.9) | 3 (3.7) | 0.93 ± 0.16 ± 0.05 |
| 0.439-0.540 | 39 (35.2 ± 1.1) | 1 (4.5) | 0.91 ± 0.15 ± 0.03 |
| 0.540-0.641 | 45 (45.4 ± 1.2) | 4 (6.3) | 1.11 ± 0.16 ± 0.05 |
| 0.641-0.731 | 40 (54.9 ± 1.4) | 9 (6.8) | 1.07 ± 0.17 ± 0.03 |
| 0.819-0.906 | 88 (96.0 ± 1.8) | 29 (24.4) | 3.37 ± 0.36 ± 0.09 |
| total | 310 (324.3 ±3.3) | 51 (53.1) | |
| 0.035-0.136 | 14 (10.7 ± 0.4) | 2 (1.2) | 0.72 ± 0.19 ± 0.06 |
| 0.136-0.237 | 8 (10.9 ± 0.4) | 0 (1.2) | 0.40 ± 0.14 ± 0.04 |
| 0.237-0.338 | 17 (11.7 ± 0.4) | 4 (1.2) | 0.84 ± 0.20 ± 0.08 |
| 0.338-0.439 | 12 (13.3 ± 0.5) | 1 (1.8) | 0.60 ± 0.17 ± 0.03 |
| 0.439-0.540 | 13 (16.6 ± 0.5) | 0 (2.1) | 0.63 ± 0.17 ± 0.03 |
| 0.540-0.641 | 21 (21.7 ± 0.6) | 1 (3.0) | 1.06 ± 0.23 ± 0.04 |
| 0.641-0.731 | 19 (26.1 ± 0.6) | 4 (3.2) | 1.05 ± 0.24 ± 0.03 |
| 0.819-0.906 | 43 (45.6 ± 0.9) | 15 (11.6) | 3.39 ± 0.52 ± 0.10 |
| total | 147 (156.6 ±1.6) | 27 (25.3) | |

Table 3: Number of events selected from data as a function of $|\cos \theta^*|$ and number of expected events (in parenthesis) from QED corrected for trigger efficiency. The uncertainties associated to the QED predictions are statistical only. In the third column the number of events with one converted photon is given along with the QED simulation prediction. In the fourth column the measured Born differential cross-section is displayed.
Table 4: Measured Born cross-sections for $e^+e^- \rightarrow \gamma\gamma$ (with statistical and systematic uncertainties) at the different centre-of-mass energies, for the analysis $\cos \theta^*$ acceptance and for the barrel region ($42^\circ < \theta^* < 138^\circ$), compared to the corresponding QED predictions. In the last line the combined results are displayed along with the QED cross-sections at a centre-of-mass energy of 193.8 GeV.

| $\sqrt{s}$ [GeV] | $\sigma^\text{dat}_0$ [pb] | $\sigma^\text{QED}_0$ [pb] | $\sigma^\text{dat}_0$ [pb] | $\sigma^\text{QED}_0$ [pb] |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| 188.6           | 6.34 ± 0.25 ± 0.16 | 6.27            | 4.27 ± 0.20 ± 0.14 | 4.28            |
| 191.6           | 5.09 ± 0.54 ± 0.13 | 6.08            | 3.43 ± 0.43 ± 0.11 | 4.15            |
| 195.5           | 6.31 ± 0.34 ± 0.13 | 5.83            | 4.22 ± 0.28 ± 0.09 | 3.98            |
| 199.5           | 5.34 ± 0.30 ± 0.17 | 5.60            | 3.73 ± 0.25 ± 0.14 | 3.82            |
| 201.6           | 5.14 ± 0.42 ± 0.16 | 5.49            | 3.50 ± 0.34 ± 0.13 | 3.74            |
| 193.8           | 5.89 ± 0.15 ± 0.16 | 5.94            | 4.00 ± 0.12 ± 0.12 | 4.05            |

Table 5: Measured and predicted Born differential cross-section (the measured cross-section uncertainties are statistical and systematic) for the QED process $e^+e^- \rightarrow \gamma\gamma$ at a mean centre-of-mass energy of 193.8 GeV obtained by combining the data sets corresponding to centre-of-mass energies of 189.6 GeV, 191.6 GeV, 195.5 GeV, 199.5 GeV and 201.6 GeV.

| $|\cos \theta^*|$ | $d\sigma^\text{dat}_0/d\Omega$ [pb/str] | $d\sigma^\text{QED}_0/d\Omega$ [pb/str] |
|-----------------|-----------------|-----------------|
| 0.035-0.136     | 0.61 ± 0.06± 0.04 | 0.56            |
| 0.136-0.237     | 0.58 ± 0.06± 0.03 | 0.59            |
| 0.237-0.338     | 0.67 ± 0.06± 0.03 | 0.65            |
| 0.338-0.439     | 0.75 ± 0.07± 0.03 | 0.75            |
| 0.439-0.540     | 0.96 ± 0.07± 0.03 | 0.90            |
| 0.540-0.641     | 1.08 ± 0.08± 0.04 | 1.14            |
| 0.641-0.731     | 1.41 ± 0.09± 0.03 | 1.53            |
| 0.819-0.906     | 3.90 ± 0.19± 0.08 | 3.76            |
\[
\frac{d\pi^D}{d\Omega}(1 + \cos^2\theta^*) \cdot \xi \quad \frac{d\pi^D}{d\Omega}(1 + \cos^2\theta^*)H(\cos^2\theta^*) \cdot \xi \quad \frac{d\pi^D}{d\Omega}(1 + \cos^2\theta^*) \cdot \xi + \mathcal{O}(\xi^2)
\]

| \(\xi\) | \(\xi^{+\sigma+}\) (1998-1999) | \(\xi^{-\sigma-}\) (1990-1999) |
|---|---|---|
| \(\pm 1/\Lambda_4\) | \((0.034^{+0.547}_{-0.336})10^{-10}\) | \((-0.131^{+0.515}_{-0.501})10^{-10}\) |
| \((\lambda_\gamma/M^2_{e^*})^2\) | \((0.048^{+0.679}_{-0.611})10^{-10}\) | \((-0.176^{+0.654}_{-0.599})10^{-10}\) |
| \(\lambda/M^4_s\) | \((0.015^{+0.251}_{-0.243})10^{-11}\) | \((-0.060^{+0.236}_{-0.230})10^{-11}\) |

Table 6: Parameterization for each model predicting a deviation from QED, chosen estimator \((\xi)\), output of the likelihood function maximization for the results of the present analysis and for their combination with those previously published [4], resulting in 95\% C.L. lower limits on each model parameter. Both in the case of the excited electron and of the string mass scale, the values given for \(\xi\) correspond to setting \(\lambda_\gamma\) and \(|\lambda|\) to 1.

Figure 1: Acollinearity distribution for the \(\gamma\gamma(\gamma)\) sample selected at all centre-of-mass energies (dots), before imposing the 30° acollinearity cut (arrow). The histograms represent the QED \(e^+e^-\rightarrow\gamma\gamma(\gamma)\) simulation (grey area) and the remaining background (white area). The latter is mainly due to Compton \((e^\pm\gamma)\) events.
Figure 2: Born cross-section for $e^+e^- \rightarrow \gamma\gamma$ in the barrel region of DELPHI, $42^\circ < \theta^* < 138^\circ$, as a function of the centre-of-mass energy, for 1990-1992 LEP I data (white star), LEP II data collected between 1995 and 1997 (black stars), and for the data collected during 1998 and 1999 (dots), compared to the QED prediction. The Born cross-section measured within the analysis acceptance region for the real data collected during 1998 and 1999 (dots) and the cross-section resulting from the combination of these data sets at an average centre-of-mass energy of 193.8 GeV (square) are compared to the QED prediction in the upper right plot.
Figure 3: Differential Born cross-section distributions obtained for the five centre-of-mass energies compared to the corresponding QED theoretical predictions.
Figure 4: Born differential cross-section obtained by combining all data sets at an effective centre-of-mass energy of 193.8 GeV (dots), compared to the QED theoretical distribution (full line). The dotted lines represent the allowed 95% C.L. deviations from the QED differential cross-section, which correspond to 95% C.L. lower limits on $\Lambda_+$ and $\Lambda_-$ of 330 GeV and 320 GeV respectively, to a 311 GeV/c$^2$ 95% C.L. lower limit on the excited electron mass (for $\lambda_\gamma = 1$), and to 95% C.L. lower limits on the string mass scale of 713 GeV/c$^2$ (for $\lambda = 1$) and 691 GeV/c$^2$ (for $\lambda = -1$).