Towards An Autonomous Landing System in Presence of Uncertain Obstacles in Indoor Environments
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Abstract: The landing task is fundamental to Micro air vehicles (MAVs) when attempting to land in an unpredictable environment (e.g., presence of static obstacles or moving obstacles). The MAV should immediately detect the environment through its sensors and decide its actions for landing. This paper addresses the problem of the autonomous landing approach of a commercial AR. Drone 2.0 in presence of uncertain obstacles in an indoor environment. A localization methodology to estimate the drone’s pose based on the sensor fusion techniques which fuses IMU and Poxyz signals is proposed. In addition, a vision-based approach to detect and estimate the velocity, position of the moving obstacle in the drone’s working environment is presented. To control the drone landing accurately, a cascade control based on an Accelerated Particle Swarm Optimization algorithm (APSO) is designed. The simulation and experimental results demonstrate that the obtained model is appropriate for the measured data.
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1 Introduction

Autonomous navigation is an essential requirement for intelligent mobile platforms [1], [2], [3]. Nowadays, intelligent autonomous navigation at low or super low-altitude is an important requirement for aircraft that must complete missions close to the ground, and such ability is extensively desired. Search and rescue operations allow benefit points at low altitudes. Similarly, Unmanned Aerial Vehicles (UAVs) performing reconnaissance, the military must fly at low altitude in the presence of known and unknown obstacles. Until now, UAVs have to land on a prepared position with prior knowledge of obstacle-free trajectories. In order to land on a location at which the safety requirement is unknown (e.g., presence of static obstacles or moving obstacles), the UAV should immediately detect the environment through its sensors and decide its actions for landing [4].

An interesting survey of advances in guidance, navigation, and control of UAV systems is described in [5]. The paper first presents the main research groups, then the development of frameworks and algorithms. These algorithms and systems are classified into different categories based on the autonomy level. In [6], a feasible trajectory for landing is investigated to make the decision during flight time to guarantee safety. In addition, the authors proposed the formula to reduce computation time. A required translation of the operating bounds of the aircraft is the disadvantage of this work. In [7], landing on a moving target has been simulated. The optimal trajectory is determined based on the Variational Hamiltonian and Euler-Lagrange equations. The kinematic model of the helicopter is used to derive an optimal controller to track and land on an arbitrary moving target. However, this model is a simplified version, therefore, there are some drawbacks in this research.

The Autonomous landing of a UAV on static and mobile platforms in absence of GPS is presented in [8]. Among different strategies, electro-optical sensors have been the most popular modality for landing site evaluation [9]. In [10], a vision system is used for control, terrain reconstruction, and tracking. Another study is in [11], where the UAV altitude is obtained by fusing GPS signals with stereo vision. Another safe landing area system based on multiple impulse-radio ultra-wide-band (IR-UWB) radar is proposed in [12]. In which, the detecting of ground property methodologies (slope and roughness) and obstacles using IR-UWB are studied.

Light Detection and Ranging (LIDAR) sensors have been broadly studied for safe landing-area determination for small helicopters [13], [14] and fixed-wing airplanes [15] while Global Positioning System (GPS) is chosen for navigation of aircraft [16], [17], [18]. An intelligent system, based on image segmentation procedures to recognize the relative orientation of the UAV and a platform, is presented in [19]. In [20], a robust adaptive nonlinear guidance and control design based on neuron-adaptive design philosophy is presented for the robust landing operation. The numerous simulations using the six-degrees-of-freedom nonlinear model of a prototype UAV is used to verify the proposed methodology. In which,
wind disturbances and ground effects are investigated. In [21], a biomimetic system is proposed that determines terrain appearances, such as large obstacles and precipitous slopes by using a monocular camera. In [23], a nonlinear controller model for take-off and landing purpose (VTOL) of a UAV is described using measurement optical flow. This method enables the UAV to hover and land on a moving platform, such as the deck of a sea-going vessel. Two different assignments are concerned in that study: (1) the stabilization of the UAV; (2) the regulation of automatic landing of the UAV onto a moving platform.

A dynamic target tracking and obstacle avoidance of a UAV is studied in [24]. A method of cooperation between two UAVs at different high and low altitudes is presented in [25] for autonomous navigation and landing. Based on the high flexibility and extensive vision, the higher UAV measures the position of the lower UAV and controls it to track the marker and land on it. In [26], a pose estimation process of a UAV using parallel image technique is studied. The system performs the capabilities of a high-performance Graphics Processing Unit/ Central Processing Unit (CPU/GPU) embedded system to provide safely autonomous take-off and landing processes.

In this study, the UAV landing is performed in presence of uncertain obstacles using sensor fusion which fuses Pozyx and onboard sensors’ signals. In order to use Pozyx, some modifications had to be made to the drone which caused an imbalance at hovering. Additionally, we developed an algorithm to estimate the moving obstacle’s velocity based on the onboard vision system. This velocity information can help autonomous UAV to interpret for the landing task in complex situations. The main contributions of this article are:

- the development of an autonomous landing system for a UAV.
- the design and implementation of sensor fusion technique.
- the estimation of moving obstacle’s velocity based on vision approach.
- the design and implementation of a cascade control APSO algorithm for the drone landing task.

This paper is organized as follows. Section II provides a description of the setup system and localization method using onboard sensors, Pozyx, and sensor fusion method. The obstacle detection and landing algorithm are briefly outlined in Section III. Section IV presents the PID controller based on an APSO algorithm using transfer functions obtained by the identification process. Section V demonstrates simulations and experiment results based on the proposed approach. Section VI presents the conclusions and future works.
2 System Setup and Localization Method

In this section, the system setup and proposed localization based on sensor fusion are presented. Assume that the UAV performs the landing task for the victim’s rescue application in presence of uncertain static and moving obstacles (Lego Robot) with the designed target (victim) position (marked as the blue star) as shown in Fig. 1.

Our approach consists of three major components running on a laptop (ground station) connected to the UAV via wireless communication. The first component is Pozyx localization, which allows the UAV to determine its coordinates in a working space. The second component is an inertial measurement unit (IMU) data process, which delivers and receives signals between the quadrotor and the ground station. To calculate a more accurate position of the UAV, the sensor fusion method is implemented. The last component is a cascade control based on the APSO algorithm. The ground station is a laptop Intel Core i7-6600U, 2.81Hz, 64-bit operating system.

In outdoor applications, GPS usually provides a reasonable estimation however, it is not an effective tool for indoor applications. There are several options for indoor position estimation such as visual navigation, the onboard IMU data, or extra sensors. This section concerns the state estimation of the UAV in an indoor environment using IMU, Pozyx, and sensor fusion techniques.

![Figure 1](image-url)
2.1 **IMU Data Processing**

The IMU measures the roll, pitch, and yaw angles. The velocity estimations are obtained by fusing the information from a 3-axis gyroscope with the information from a 3-axis accelerometer and a magnetometer. Position estimations can then be obtained by integrating the velocities. The $x$ position of the drone is calculated in Equation 1.

$$x_k = x_{k-1} + \begin{bmatrix}
\cos(y) & -\sin(y) & 0 \\
\sin(y) & \cos(y) & 0 \\
0 & 0 & 1 \\
\end{bmatrix} V \Delta t$$

where: $V$ is the velocity of the drone; $x_k$, $x_{k-1}$ are position of the drone in $x$-direction at sample $k$, $k - 1$; $\Delta t$ is sample time.

The $y$ position is calculated in a similar approach. A better estimation of the height can be obtained by fusing the velocity in $z$-direction with the information from the ultrasonic sensor.

2.2 **Pozyx**

In this study, the drone is equipped with *Pozyx* as shown in Figure 2. The position estimation is obtained accurately by using ultra-wideband technology. Please refer to [27].

![Pozyx on AR.Drone 2.0](image)

Three anchors are placed in a room. The anchors should not be placed on one line or one plane. The absolute position of these anchors needs to be known in advance. By measuring the distance between the *Pozyx* tag and each anchor, the position of the *Pozyx* tag (UAV position) can be estimated. These were filtered out by defining a maximum allowed deviation of the current position compared to the previous one. When the deviation exceeds the threshold value, the current position is set equal to the previous one. The *Pozyx* offers a robust position estimation. However, this signal is noisy so that it is not recommended to use the *Pozyx* as the only source of information. The results obtained by unfiltered and filtered *Pozyx* are shown in Figure 3.
2.3 Sensor Fusion

To combine the advantage of IMU and *Pozyx*, there is opted to use a Kalman filter to fuse these signals. The Kalman filter combines the information of different sensors and the expected state from the physical model to estimate the state, \((x; y; z; v_x; v_y; v_z)^T\)

There are two phases in the Kalman filter: the prediction phase and the update phase. In the first phase, the Kalman filter estimates the position and its uncertainty based on the physical model.

\[
\hat{x}_k = A\hat{x}_{k-1} \tag{2}
\]

\[
P_k = AP_{k-1}A^T + Q \tag{3}
\]

where

\(\hat{x}_k, \hat{x}_{k-1}\) are estimated current state and previous state respectively;

\(A\) is the state-transition model;

\(Q\) is the covariance of process noise;

\(P_k, P_{k-1}\) are current and previous estimate co-variance.

In the second phase, the observed measurements are implemented to find the new best estimate as the following equations.

\[
K = P_kC^T(CP_kC^T + R)^{-1} \tag{4}
\]

\[
\hat{x}_k = \hat{x}_k + K(z_k - C\hat{x}_k) \tag{5}
\]

\[
P_k = P_{k-1} - KP_k \tag{6}
\]
Where

$K$ is the Kalman gain;

$C$ is the observation model which converts the true state space into the observed space;

$R$ is the co-variance of observation noise;

$z_k$ is the measurement signal.

The transition matrix $A$ was chosen as in Equation 7. The variable $dt$ is equal to the mean execution time of the loop. With the used sensors, it is possible to directly measure the states; therefore, the measurement matrix $C$ is equal to a unity matrix.

$$A = \begin{bmatrix}
1 & 0 & 0 & dt & 0 & 0 \\
0 & 1 & 0 & 0 & dt & 0 \\
0 & 0 & 1 & 0 & 0 & dt \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
dt & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$$  \hspace{1cm} (7)

$$C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}$$  \hspace{1cm} (8)

In order to design the Kalman filter, the process noise covariance $Q$ and the measurement noise covariance $R$ are added. The co-variances of the $Pozyx$ were then tuned manually until the desired result was obtained.

$$Q = \begin{bmatrix}
0.1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.3
\end{bmatrix}$$  \hspace{1cm} (9)

$$R = \begin{bmatrix}
10 & 0 & 0 & 0 & 0 & 0 \\
0 & 10 & 0 & 0 & 0 & 0 \\
0 & 0 & 10 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.05 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.05 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.05
\end{bmatrix}$$  \hspace{1cm} (10)

Figure 4 shows an estimation of the position with the Kalman filter, $Pozyx$, and the IMU. In this experiment, the drone starts at $x \approx 0$ m, then goes around 21 seconds to $x \approx 1$ m, and finally goes around 30 seconds to $x \approx 2$ m. As the IMU estimation drift very quickly, it is not possible to use it as the pure reference
resource. The disadvantage of Pozyx is its noise. The proposed sensor fusion method which combines the advantages of both signals is a better option with robust estimation without noise.

Figure 4
The comparison of the different localization methods

3 Obstacle Detection and Landing

Obstacle detection is one of the key functionalities of a fully autonomous drone. For autonomous landing applications, both static obstacles and moving obstacles should be detected.

3.1 The Static Obstacle Detection

In order to detect static obstacles, a solution based on distance measurement is proposed. The algorithm uses the difference between absolute height (the distance to the ground level \( h_a \)) and relative height (the distance to the nearest obstacle \( h_r \)) to detect an obstacle. A graphical representation of the heights can be found in Figure 5.

![Figure 5](image)

The static obstacle detection based on the absolute and relative heights
3.2 The Moving Obstacle Detection

The idea behind the detection of moving obstacles is to interpret complex situations and to make appropriate decisions of the UAV based on this additional information. In the experiment, a Lego Mindstorms EV3 was used to represent a moving obstacle. The moving obstacle is marked with red paper. Based on color detection, it is possible to extract the coordinates of the obstacle in the image frame. These coordinates need to be converted to real-world coordinates to obtain the obstacle’s position/velocity information. Figure 6 presents moving obstacle detection using color segmentation. The images were acquired by using the bottom camera of the drone.

![Figure 6](image_url)

Color-based tracking moving obstacle

In order to convert obstacle positions from an image coordinate to a world coordinate, the calculation is implemented based on the diagram as shown in Figure 7. In which, \( M \) is the center point of the received image. \( P \) is the position of the Lego robot in the image frame. \( AOV_x \) is the angle of field of view and \( D \) presents the bottom camera of the AR.Drone 2.0. \( O \) is the projection point of \( D \) in the horizontal plane. \( W \) is the intersection point between \( DP \) and the horizontal plane. The following formulas are applied.

\[
|DM| = \frac{|KM|}{\tan(AOV_x/2)}
\]  
\[
\alpha = \frac{|PM|}{|DM|}
\]
The conversion from the image coordinates to the real-world coordinates is given by:

\[
\beta = \begin{cases} 
\theta + \alpha & \text{if } X_P > X_M \\
\theta - \alpha & \text{if } X_P < X_M 
\end{cases}
\]  

(13)

We define \( \alpha' \) as:

\[
\alpha' = \arctan\left(\frac{X_P - X_M}{|DM|}\right)
\]

(14)

We have:

\[
\beta = \theta + \alpha'
\]

(15)

\[
x_W = \tan(\beta) \cdot h
\]

(16)

With \( DO = h \)

The absolute world \( x \)-coordinate of the object is:

\[
x_{obj} = x_{drone} + \cos(\gamma) \cdot x_W - \sin(\gamma) \cdot y_W
\]

(17)

Where:

- \( x_W, y_W \): the world coordinates in \( x \) and \( y \) directions of point \( W \);
- \( x_{obj} \): the absolute world \( x \)-coordinate of the object;
- \( x_{drone} \): the absolute world \( x \)-coordinate of the drone;
- \( \gamma \): the yaw angle of the drone.

In a similar approach, the \( y \)-coordinate of the object (the moving obstacle) is:

\[
y_{obj} = y_{drone} + \cos(\gamma) \cdot y_W + \sin(\gamma) \cdot x_W
\]

(18)

where:

- \( y_{obj} \): the absolute world \( y \)-coordinate of the object;
- \( y_{drone} \): the absolute world \( y \)-coordinate of the drone;
The moving obstacle’s velocity is estimated as follows:

\[
v_{obj}(t) = \sqrt\left(\frac{x_{obj}(t) - x_{obj}(t-1)}{\Delta t}\right)^2 + \left(\frac{y_{obj}(t) - y_{obj}(t-1)}{\Delta t}\right)^2
\]

(19)

### 3.3 Landing Algorithm

In our approach, the landing algorithm based on the above obstacle detection method is presented in Figure 8. In which, depending on specific situations, the drone decides the best location for the landing task.

Figure 9 presents an example of a UAV landing application for victim rescue purposes [28]. Assume the map of the horizontal landing plane is presented as in Figure 9a with the purple area occupied by obstacles and the green area free for landing. Take into account the dimension of the drone, the area that is marked as “obstacle” should be extended by the drone’s (rounded up) radius. Therefore, the real possible landing spot is the green locations as shown in Figure 9b. As the landing map is a binary matrix, the optimal landing spot can quickly be found by checking for every possible landing point the distance to the target location. The optimal landing spot is then the one with the smallest distance to the victim’s location. Figure 9c presented an optimal landing spot in terms of the distance to the target location (victim’s position).
4 Control Design Based on an Accelerated Particle Swarm Optimization Algorithm

In this section, the control approach for the drone is presented. The cascade control includes an outer loop and an inner loop. For more details about the main characteristics of the Ar.Drone 2.0, please refer [29]. The outer loop transforms the landing commands into the AR.Drone 2.0. The high layer consists of a C++ application in Visual Studio, which allows accessing all drone’s communication channels, therefore, enabling functions to send commands or set configurations, receive and store data from sensors and videostream. The inner loop is considered a black-box. The identification method is used to identify the transfer functions of this black-box as shown in Figure 10.

As the drone is complicated to control as it is a multiple-inputs and multiple-outputs system (MIMO). However, it can be considered as a Linear Time-Invariant (LTI) System. Therefore, it is decomposed into multiple single input and single output (SISO) systems.
Quadrotor layers: the low layer represents the electronic assistance and the embedded operative system on the AR.Drone; the high layer represents the pilot.

The parametric identification using the prediction error method (PEM) and Pseudo-Random Binary Signal (PRBS) input signals is used to identify the system. The results are:

\[ H_x(s) = \frac{V_{out}^x(s)}{V_{in}^x(s)} = \frac{7.27}{(1.05s + 1)} \]
\[ H_y(s) = \frac{V_{out}^y(s)}{V_{in}^y(s)} = \frac{7.27}{(1.05s + 1)} \]
\[ H_{altitude}(s) = \frac{\dot{z}_{out}(s)}{\dot{z}_{in}(s)} = \frac{0.72}{(0.23s + 1)} \]  
(8)

For the outer loop controller, the inputs are the setpoints for speed \((V_{in}^x(s), V_{in}^y(s), \dot{z}_{in}(s))\) and the outputs are the response of the internal control to follow those setpoints \((V_{out}^x(s), V_{out}^y(s), \dot{z}_{out}(s))\). The drone provides an estimation by using its equipped sensors, making it also possible to obtain the position by integrating the relative speeds.

For each drone, specific transfer functions are archived. The validation of the AR.Drone 2.0’s transfer functions is shown in Figure 11. The results prove that drone movements are properly approximated.

In this study, the controllers of the AR.Drone 2.0 are designed based on a multi-objective particle swarm optimization (MOPSO) [33]. This method is implemented to facilitate convergence to an optimal set of PID. In the traditional PSO, the particle’s positions are found based on two values: (1) the current global best \(Gb\) and (2) the personal best \(Pb\) [32].

In our approach, only the global best is used to accelerate the convergence of the algorithm. The diversity of each particle is simulated by using randomness.
The velocity and position vectors are designed as:

\[ V_i(t + 1) = V_i(t) + c_1 r + c_2 (G_b(t) - X_i(t)) \]  \hspace{1cm} (10)

\[ X_i(t + 1) = X_i(t) + V_i(t + 1) \Delta t \]  \hspace{1cm} (11)

where:

- \( c_1 \in [0.1 \ 0.5] \times (UB - LB) \);
- \( c_2 \in [0.1 \ 0.7] \);
- \( r \): a random number in \([0,1]\).
- \( G_b(t) \): the global best position of iteration \( t \);
- \( V_i(t); V_i(t + 1) \): the velocities of the particles \( i \) of iteration \( t, t+1 \);
- \( X_i(t); X_i(t+1) \): the positions of the particles \( i \) of iteration \( t, t+1 \);
- \( LB, UB \): the lower and upper bounds of \( X \).
The value of $c_1$ can be designed as the following formula to reduce the randomness.

$$c_1 = c_0 \xi^t (UB - LB)$$  \hspace{1cm} (12)

Where:

$c_1 \in [0.1 \hspace{0.1cm} 0.5]$ is the initial value of the randomness parameter while $t$ is the number of the iterations and $\xi \in (0 \hspace{0.1cm} 1)$ is a control parameter. For more detail, please refer [33] for more detail.

![The block diagram of the accelerated MPSO-based PID controller](image)

In this study, the controller parameters $K_p; K_i; K_d$ are considered as an optimal set of MPSO algorithm. They are chosen to satisfy prescribed performance criteria regarding the settling times ($T_s$), the overshoot ($OS$), and the steady-state error ($SSE$). The objective functions are designed as:

$$J_1(X) = |SSE|$$

$$J_2(X) = OS$$

$$J_3(X) = T_s$$  \hspace{1cm} (13)

where:

$X$ is a set of parameters that is optimized, $X = (K_p; K_i; K_d)$.

Figure 12 depicts the block diagram of the controller approach based on MPSO. In this study, the dimension of the particle is 3. In the beginning, the algorithm generates arbitrary values of $K_p; K_i; K_d$ and calculates the objectives function. It continuously updates the set of parameters until it reaches the optimal set. The compositied objective optimization is designed as follows.
\[ J(X) = \beta_1 J_1(X) + \beta_2 J_2(X) + \beta_3 J_3(X) \]  \hspace{1cm} (14)

Where: \( \beta_1, \beta_2, \beta_3 \) are positive values, in this study, those values are set as \( \beta_1 = 0.3, \beta_2 = 0.25, \beta_3 = 0.45 \). The swarm size \( N = 50 \). The maximum number of iterations \( T_{max} = 50; c_0 = 0.2; c_2 = 0.7; \xi = 0.97 \).

The results of the x, y, z position controllers for the drone are presented in Figure 13, Figure 14, Figure 15 respectively. It can be observed that the measured position accurately follows the simulated one which correctly tracks the reference without overshoot. The control efforts are reasonable. The position errors between real and desired positions in x; y; z coordinates are presented in Figure 16.
Figure 15
PID controlled Altitude (Z) position (m)

Figure 16
Position errors (m) between real and desired positions in x, y, z coordinates

Figure 17
Wind disturbance X(Y) response comparison
In this study, the stabilization of the drone under wind gust conditions is considered. The UAV’s controller should handle the disturbance rejection problem approximately. Figure 17 and Figure 18 illustrate the wind disturbance to the step response where wind gusts are 0.1 m/s; 0.2 m/s; 0.3 m/s during 5s respectively. The results show that the designed controllers are stable with wind gust disturbance.

5 Experiment Results

In this section, the results of moving obstacle velocity estimation of the AR.Drone 2.0 are illustrated. In addition, the landing processes in environments with the presence of unknown static/dynamic obstacles are validated.

5.1 Velocity Estimation of Moving Obstacles Results

For safe landing in a dynamic environment, an essential requirement is the perception of the moving object’s velocity. To validate our approach, the velocity estimation system setup consists of a Lego Mindstorm that is driving with a constant speed of 0.2 m/s and an AR.Drone 2.0 that estimates the velocity of the robot using its bottom camera. To obtain a proper velocity estimation, a cumulative moving average filter is applied in this application. The result shows that the measurement is reasonable at the first stage as shown in Figure 19. After that, the velocity estimation is quite accurate as shown in Figure 20.
The experiment shows that velocity estimation based on a vision system is feasible from a drone. Even considering delays, accurate velocity estimations of moving obstacles are possible. This speed information can help autonomous UAV to interpret complex situations to find a suitable position for its landing.
5.2 Autonomous Landing Results

The idea for autonomous landing task of the drone is to find the position in the environment at which there are no static/potential moving obstacles and has the shortest distance to the target. As soon as the drone detects a static obstacle by its ultrasonic sensor, the position of that obstacle is provided by the sensor fusion method. The drone’s velocity information is provided as stated in the previous subsection.

Case I: Landing in presence of static obstacles

The experiment for the landing process in presence of static obstacles is conducted in a room with full furniture such as sofa, chair, table, etc.; the target (victim) location is marked as a blue rectangle on the ground (see Figure 21). The outcomes prove that the drone is able to avoid all obstacles on its path and autonomous landing on the optimal position (victim’s position).

![Figure 21](image)

Landing in presence of static obstacles results in the sequence of time. a) fly over a static obstacle (sofa); b) fly over a static obstacle (table); c) fly to the target position; d) closer to the target; e) prepare to land; f) landing

Case II: Landing in presence of moving obstacles

In this experiment, a Lego Mindstorms EV3 was used to represent a moving obstacle. The moving obstacle is marked with a red marker and the target (victim’s position) location is marked as the blue area on the ground as shown in Figure 22. Based on the color detection algorithm, it is possible to extract the obstacle’s position in the image frame. In Figure 22a, the drone detects the Lego robot as a moving obstacle. As the target position on the robot path, the UAV stills follow the robot and flies to the position near the target. However, it did not decide to land immediately. The drone hovers and waits until the robot passes the target position then it lands safely.

The conducted experiments prove that the proposed approach allows the UAV to land on the optimal position safely in GPS denied environments with the presence of uncertain obstacles.
Conclusions

This paper presents a novel autonomous landing approach of a commercial AR.Drone 2.0 in presence of uncertain obstacles with GPS denied environment. The main achievements are: (i) the development of an autonomous navigation system to assistant landing for UAV in term of avoiding unknown and dynamic obstacles; (ii) the proposed unknown static obstacle and dynamic obstacle detection approach; (iii) the effective estimation of moving obstacle’s velocity based on the drone’s vision system; (iv) the development of cascade control based on an accelerated particle swarm optimization algorithm which allows the drone to land safely. The results show that the obtained model fits well with the measured data. Furthermore, the designed control strategy is capable of controlling the drone properly. In addition, the proposed autonomous landing strategy can guide the UAV to avoid static/dynamic obstacles and land on the optimal position. However, only considering moving obstacles with constant speed is the limitation of this work. Future work includes an extension of the proposed approach to multiple UAVs and a combination of multiple ground vehicles moving with variable speeds.
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