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Abstract—Deep Neural Networks are built to generalize outside of training set in mind by using techniques such as regularization, early stopping and dropout. But considerations to make them more resilient to adversarial examples are rarely taken. As deep neural networks become more prevalent in mission critical and real time systems, miscreants start to attack them by intentionally making deep neural networks to misclassify an object of one type to be seen as another type. This can be catastrophic in some scenarios where the classification of a deep neural network can lead to a fatal decision by a machine. In this work, we used GTSRB dataset to craft adversarial samples by Fast Gradient Sign Method [1] and Jacobian Saliency Method [2], used those crafted adversarial samples to attack another Deep Convolutional Neural Network and built the attacked network to be more resilient against adversarial attacks by making it more robust by Defensive Distillation [3] and Adversarial Training [4].
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1 INTRODUCTION

With the availability of more computational resources and abundance of data, there has been a huge resurgence of using deep neural networks to do object recognition and classification but several machine learning models, including state-of-the-art deep neural networks, consistently misclassify adversarial examples, which are inputs formed by applying small, but intentionally engineered, worst-case perturbations to input images. These perturbations are indiscernible for humans, but they can make deep neural networks to make wrong classifications with very high confidence. The problem becomes more concerning with the advent of self-driving cars which does automatic detection and classification of road signs to do path planning, adjusting speed or driving behaviors. If the Convolutional Neural Network which detects road signs in a self-driving car is fooled with adversarial inputs, even though it is obvious for a human to classify it correctly, the network may make an egregious misclassification of that road sign. This can result in self-driving cars making erroneous decisions.

In this work, ways to create adversarial examples from road sign images are explored in order to use them to fool the state-of-the-art neural networks and an effort to build more robust neural networks to be resilient against these attacks is made. In Section 2 some of the previous work that has been done related to adversarial examples is addressed. Explanations of the methods that were used to craft adversarial examples and the ways used to build more robust neural networks to be resilient against adversarial samples are presented in Section 5. The dataset used and the data augmentation processes are also described in 5. Experimental results are shown in Section 4 and finally, further discussions on the weakness of this work as well as the possible future extensions of this work are discussed in Section 5. Finally, the scope of the work is concluded in Section 6.

2 RELATED WORK

The work by Nguyen et al. [4] was the inception of fooling state-of-the-art neural networks. In this work, it is shown that deep neural networks are easily fooled to classify images which are not recognized by humans as belonging to particular classes with high confidence. [5] first showed how state-of-the-art machine learning models, including neural networks, are vulnerable to adversarial examples. Based on the work of [5], [1] presented how to generate adversarial examples with Fast Gradient Sign Method, how adversarial training can result in further regularization than dropout and how adversarial examples generalize across different deep neural network models. [2] further explores the reason behind adversarial attacks and presented how imperfections in the training phase of deep neural networks can make them vulnerable to adversarial samples. [2] formalizes the space of adversaries against deep neural networks and introduces a novel class of algorithms to craft adversarial samples. [6] addressed the issue of black-box adversarial attacks which aligns with the problem space that our work is aiming to address. Not only are adversarial samples crafted by perturbing pixels in the image, [7] and [8] explored how adversarial examples can be transferred to the physical world, such as adversarial printed road signs with graffiti like art on top of it. These road signs seem like they are being vandalized but for neural networks those graffiti overlays lead the classification astray from the correct prediction. Nonetheless, recent work by [9] and [10] stated that standard detectors such as FasterRCNN [11] and YOLO [12] are not fooled by physical adversarial stop signs.

Based on the method knowledge distillation described in [13], Papernot et al proposed a method of making neural networks more resilient to adversarial samples in [3]. But [14] stated that defense against adversarial samples by defensive distillation does not work. Since, the field of adversarial sample crafting and defense against adversarial at-
The motivation behind building two CNNs with different architectures is as follows: assume that an adversary wants to attack a neural network which is doing a traffic sign classification in a self-driving car. The adversary does not know the architecture nor the weights of the neural network but knows the input and output pairs. For example, the attacker knows that given a stop sign image, the network predicts the class label of a stop sign. Therefore, the attacker will try to build a replica network with different architecture and try to generate adversarial samples which can potentially attack a deeper, more complex network in a black box fashion. If we compare the architecture of DeepCNN (Table 2) and AdversarialCNN (Table 1), it can be seen that DeepCNN is deeper and has more representational power. The reason for making AdversarialCNN less complex and less powerful is to make the task of generating adversarial examples as hard as possible to attack a deeper and more complex model. This emulate a more realistic scenario where a deployed neural network is likely to be more complex when compared to a replica network which a miscreant would have built for attacking it.

3.2 Dataset

For this work, the German Traffic Sign Recognition Benchmark (GTSRB) dataset was used which is popular benchmark for deep learning problems. This dataset is composed of more than 20,000 images, each image belonging to one of 43 classes. The dataset is split into training set and
Fig. 2. Histogram of samples over 43 classes. Class imbalance is visible in original dataset (Upper histogram). Histogram of samples over 43 class after data augmentation (Lower histogram). The mean samples per class is chosen as the cutoff for augmenting samples in classes which are lower than the mean samples per class.

3.2.1 Data Augmentation

It is well known that the more data machine learning algorithms have access to, the more effective they are. A common way of doing data augmentation is by performing of affine transformations [16] on each image. An affine transformation is any transformation that can be expressed as a matrix multiplication and a vector addition. They can be used to perform rotations, translations and scale operations on images so they are basically a relation between to images using the following 2x3 matrix:

\[ M = \begin{bmatrix} A & B \end{bmatrix} = \begin{bmatrix} a_{00} & a_{01} & b_{00} \\ a_{10} & a_{11} & b_{10} \end{bmatrix} \] (1)

In order to transform a vector \([x, y]^T\) using \(M\), the following must be done:

\[ x_{\text{trans}} = A \begin{bmatrix} x \\ y \end{bmatrix} + B = M \begin{bmatrix} x \\ y \\ 1 \end{bmatrix}^T \] (2)

It is possible to generate new training examples by applying these transformations using \(M\). Since it is infeasible to generate training data in a manual way, an automatic data augmentation process was done by applying small random perturbations to the base points and using these new ones in order to obtain different transformation matrices. An image generated by this process is shown in Figure 3.

3.3 Network Architecture

The detailed architectures for AdversarialCNN and DeepCNN are described in Table 1 and Table 2. Both networks take in 3-channel RGB image of width 32 pixels and height 32 pixels. AdversarialCNN is fairly shallow Convolutional Neural Network compared to DeepCNN. The main motivation behind intentionally making AdversarialCNN less complex than DeepCNN is depicted in Section 3.1. DeepCNN has a penultimate layer called Temperature layer with tunable parameter \(T\). This layer is the implementation of the concept depicted in Section 3.5.1.

| Layer Name | Specification |
|------------|---------------|
| Input      | Shape: 32x32x3 |
| Conv 1     | Kernel Size: 8x8 Number of filters: 64 Stride (x, y): (2, 2) Padding: zero-padding |
| Activation | ReLU          |
| Conv 2     | Kernel Size: 6x6 Number of filters: 128 Stride (x, y): (2, 2) Padding: No Padding |
| Activation | ReLU          |
| Conv 3     | Kernel Size: 6x6 Number of filters: 128 Stride (x, y): (1, 1) Padding: No Padding |
| Activation | ReLU          |
| Dense 1    | Nodes: 1024   |
| Output     | Nodes: 43     |

Fig. 3. Generation of a new training image by the application of an affine transformation
3.4 Adversarial Example Crafting

An adversarial sample is an input crafted to impact deep learning algorithms output integrity. That could be an input that is deliberately built to cause the Artificial Neural Network to misclassify the input to a different class than what it is supposed to be or at least to reduce the output confidence. Such attacks could be targeted or untargeted. Targeted attack aims to cause a particular output class for an input while untargeted attack aims to misclassify the output to any other class regardless what is it. Crafting adversarial samples do not require any modification of the training process as they are created after the model has been fully trained.

The linear structure of most neural networks suggests weakness to linear perturbations in the images [1]. Equation 3 explains this phenomenon on how a small perturbation $\eta$ plus the original image $x$ affects the predictions of a classifier $w^T \hat{x}$. A larger sized vector results a substantial change in the classifier.

$$w^T \hat{x} = w^T x + w^T \eta$$  \hspace{1cm} (3)

Adversarial attacks capabilities could be grouped into five categories defined by the information held by the adversary [6].

| Layer Name       | Deep CNN Specification          |
|------------------|---------------------------------|
| Input            | Shape: 32x32x3                  |
| Conv 1           | Kernel Size: 3x3; Number of filters: 32; Stride(x, y): (1, 1); Padding: Zero Padding |
| Activation       | ReLU                            |
| Conv 2           | Kernel Size: 3x3; Number of filters: 32; Stride(x, y): (1, 1); Padding: Zero Padding |
| Activation       | ReLU                            |
| Max Pool 1       | Window Size: 2x2; Stride(x, y): (2, 2) |
| Dropout 1        | Probability: 0.25               |
| Conv 3           | Kernel Size: 3x3; Number of filters: 64; Stride(x, y): (1, 1); Padding: Zero Padding |
| Activation       | ReLU                            |
| Conv 4           | Kernel Size: 3x3; Number of filters: 64; Stride(x, y): (1, 1); Padding: Zero Padding |
| Activation       | ReLU                            |
| Dropout 2        | Probability: 0.25               |
| Dense 1          | Nodes: 256                      |
| Dropout 3        | Probability: 0.5                |
| Dense 2          | Nodes: 43                       |
| Activation       | ReLU                            |
| Temperature Layer| Temp: 1                         |
| Output           | 43                              |

### 3.4.1 Fast Gradient Sign Method

Fast gradient sign method (FGSM) is a mathematical method of generating adversarial examples by derivation of parameters of the neural network [1]. Equation 4 formulates this perturbation by taking the derivative of the cost function $J(\theta, x, y)$ to find the direction of the perturbation with a nominal size of $\epsilon$. This cost function is the confidence of label $y$ of image $x$. The resulting perturbations $\nu$ are added as in equation 5. Let equation 5 be defined as the gradient of an image at a certain place $t_x, i_y$.

$$\eta = \epsilon * \text{sign}(\nabla J(\theta, x, y))$$ \hspace{1cm} (4)

$$d(\theta, x, y, t_x, i_y) = \text{sign}(\nabla J(\theta, x, t_x, i_y))$$ \hspace{1cm} (5)

Figure 4 shows an image example on how equations 3 and 4 generates an adversarial example that misclassifies the 20 km/h road sign to an 80 km/h road sign. By examination of the adversarial example itself, a user would have difficulties discerning whether this is an adversarial image. Some images of different $\epsilon$’s (in section 3) are perceptible adversarial examples.

User perceptibility is defined as the ability to perceive an adversarial attack on an image. For FGSM, user perceptibility depends on the size of the feature vector and the choice of the parameter $\epsilon$. Here the feature vector is the image dimension $n \times n$. Imperceptible adversarial examples are easier to craft from larger dimension images.

### 3.4.2 Jacobian-based Saliency Map Method

Jacobian-based saliency map method was first introduced by Papernot et al. [17]. This method is based on identifying small set of pixels candidates for perturbation in order to perform a class targeted attack. Equation 6 describes how Jacobian-based Saliency works. Let $F : X \rightarrow Y$ be the function learned from a trained neural network, where $X$ is a legitimate sample, $Y^*$ is a targeted class and $\delta_x$ is the
small perturbation added to $X$. The objective is to perform optimization where $\delta_x$ is minimized and still satisfying the Equation 6. Figure 5 illustrates this example of adding a perturbation $\delta_x$ to the original image $x$. 

$$\arg\min_{\delta_x} \|\delta_X\| \quad \text{s.t.} \quad F(X + \delta_X) = Y^* \quad (6)$$

This entails calculating the forward derivative of a neural network in order to build a saliency map that distinguishes the potential features for perturbation. Such perturbation would lead to the desired adversarial output. This approach is of category 2 attack (the adversary needs to know the network architecture and weight parameters to craft adversarial samples). In our research, we were able to produce a category 3 attack (training data is known but not the architecture) with high rate of success by generating the adversarial samples on different (and simpler) architecture.

To summarize this approach is processed is processed through these four steps:

1) Compute the Jacobian matrix of $F$ evaluated at input $X$.
2) Use Jacobian to find which features of input should be perturbed.
3) Create $X^*$ by perturbing the features found in Step 2 on $X$.
4) Repeat while $X^*$ is not misclassified and perturbation is still small.

### 3.4.3 Using Jacobian-based Saliency Map Approach to Craft Category 3 Attacks

As we have mentioned, Jacobian-based saliency map approach assumes knowing the network architecture and weight parameters in order to build the saliency map that identifies the set of input features candidate for perturbation (category 2 attack). In our research, we show that even without knowing the network architecture we were able to craft adversarial samples if we have access to the training data (Category 3 attack). Even though the attacker does not know the architecture and weights of the network he wants to attack, the attacker can build a replica network which does the same classification task. The attacker would then be able to craft adversarial samples using his knowledge in his own network architecture and weights.

### 3.5 Building Robust Neural Networks

#### 3.5.1 Defensive Distillation

Defensive distillation smooths the models decision surface in adversarial directions exploited by the adversary [3]. The idea behind defensive distillation is based on knowledge distillation which was first coined by Hinton et al. [3]. Knowledge distillation is a training procedure where one model is trained to produce entropic outputs using the original one-hot encoded training labels and the second model uses those entropic soft target outputs as the training label. In the original work, the main motivation behind knowledge distillation is to distill the knowledge from bigger network to a smaller network which can be deployed on mobile devices but still having the equivalent representative power of a bigger network.

In the case of defensive distillation, there is no need to have a smaller model as the main goal is not compression but more robust networks. Therefore, in the setting of defensive distillation, the network of same architecture is trained twice; first, with the original one-hot encoded labels to produce entropic predictions by tuning a temperature parameter (described in next paragraph) and second, using those entropic soft targets as training labels which are fed back into the same network and retrained from scratch with new labels. Distillation makes the final model’s responses smoother, and therefore, it works even if two models are of the same size. Using the same network architecture to produce the outputs which will be fed back to the same network for training may sound counterintuitive but the reason it works is that the first model is trained with hard labels (100% probability that an image is a 80km/h road sign rather than a stop sign) and then provides soft labels (70% probability that an image is a 80km/h, 20% probability that an image is a 60km/h, etc) which are used to train the second model. This implicitly makes the network to be less confident of its predictions. Having a network with less confident predictions is useful when the network is making wrong predictions. It is more desirable to have network with less confident wrong predictions than a network with very confident wrong predictions. Even if the network is making wrong predictions, it is better to make wrong predictions which are semantically similar to the actual class or have the actual class showing up as second or third top prediction. Figure 4.3 (a) and (b) shows the resulting predictions of a confident network (i.e, network trained without defensive distillation). Figure 4.3 (c) and (d) shows the resulting predictions of a less confident network. The second and third predictions of the less confident network is more semantically related to the actual class label compared to the second and third predictions of a very confident classifier. Therefore, in the setting of adversarial sample crafting, small tugs of perturbations can lead the network to make confident incorrect classifications if the adversary can find the sharp edges in the manifold of the class boundaries.

**Temperature:** To perform distillation, a Convolutional Neural Network network whose output layer is a softmax is first trained on the original dataset. The description of the original network is described in Section 3.3. Consider $Z(X)$, the logit outputs produced by the last hidden layer of the CNN, right being trasformed to normalized probabilities with softmax function $F(X)$. The outputs obtained from $F(X)$ describe the probability how likely that data $X$ is class $N$. Within the softmax layer, a given neuron corresponding to a class indexed by $i \in 0..N-1$ (where $N$ is the number of classes, 43 in our case) computes the component $i$ of the
following output vector $F(X)$:

$$F(x) = \left[ \frac{e^{z_i(X)}/T}{\sum_{i=0}^{N-1} e^{z_i(X)/T}} \right]_{i \in 0...N-1}$$

(7)

The parameter $T$ is a tunable parameter and can be implemented as an additional layer between softmax and final fully connected layer of the size $N$ nodes. This additional layer only needs to perform element-wise division to the output row vector from the fully connected layer.

3.5.2 Adversarial Training

Using adversarial examples generated with Fast Gradient Sign Method and Jacobian Saliency Map Method, we split the training adversarial set and testing adversarial set which is the same as GTSRB dataset train and test split. Training adversarial samples are fed back in the neural network as new training samples. Adversarial training is similar to brute force approach of solving more robust neural networks but generating more adversarial samples are expensive and not is not scalable. Therefore, adversarial training is used as a supplement to help defensive distillation which is more scalable since it only needs one parameter (temperature $T$) to be tuned.

4 RESULTS

Experimental results based on stated methodology are obtained and discussed separately each for adversarial crafting, attack on DeepCNN, Defensive Distillation and Adversarial Training.

4.1 Adversarial Examples: Fast Gradient Sign Method

The adversarial neural network described in section 3.3 was trained with the GTSRB data. The resulting accuracy of the network is 93.49%. By back-propagation of the network, we initiate the fast gradient sign method attack with help of the Cleverhans library. 23,000 adversarial examples were generated for each changing parameter $\epsilon$ (eq. 4) 0.01 to 0.30 with a step of 0.01.

Figure 6 shows the resulting adversarial examples generated from 2 images with increasing $\epsilon$. The last column explains whether the image has been either classified or misclassified. We can see that increasing $\epsilon$ changes the magnitude of perturbation as well as increasing the chances for misclassification of the image. Let $d(\theta, x, y, i_x, i_y)$ be the direction of perturbation of each pixel $i_x, i_y$ as defined in equation 5. For each changing $\epsilon$ in figure 6, we can observe that the direction of perturbation $d(\theta, x, y, i_x, i_y)$ is constant. In other words, the perturbed image retained a constant pattern through each iteration $\epsilon$.

Perceptibility means whether a user can classify the image as an attack on the neural network. The result is dependent on the image itself and the subjectivity of the person viewing the image. Compare images 1 and 2 for $\epsilon = 0.1$. Qualitatively by the authors assessment, the image on the left is perceptible and the image on the right is imperceptible.

Another result to consider is shown in Figure 7 which plots the accuracy of the neural network with increasing epsilons. Here accuracy is defined based on the number of images correctly classified from the total of images tests. We can see an exponential decay of accuracy with increasing $\epsilon$'s.

4.2 Adversarial Examples: Jacobian Saliency Map Method

The simple neural network to generate adversarial examples uses parameters described in section 3.3 trained using the GTSRB data, three channels RGB. In order to generate adversarial samples, we first chose 43 samples, one of each class, and then for each one, we tried to make a targeted attack to all other classes. In total we have generated $43 \times 42 = 1806$ samples. The success rate, which is percentage of adversarial samples that were successfully
4.3 Deep CNN and Attack on DeepCNN

During the initial training step of DeepCNN, temperature parameter \( T \) is set to 1. When temperature parameter is set to 1 the Temperature layer (Penultimate layer in Table 2) is analogous to identity mapping. Moreover, the network is not restricted to produce entropic softmax predictions and therefore, after 20 epochs, the network becomes very confident with its predictions.

The summary of training and testing cross entropy losses, percent correct accuracy and entropy of softmax predictions are tabulated in Table 3. Deep CNN achieved high test accuracy of 98.765%. The entropy of softmax outputs of training images is 9.79495. This indicates that the network is very confident not only when it is making correct predictions but also when it is making wrong predictions. An example of DeepCNN making very confident predictions can be seen in Figure 4.3 (a) and (b).

Then we used adversarial examples generated with Fast Gradient Sign Method and Jacobian Saliency Map Method to test our DeepCNN. The test accuracy went down to 50.8859% and cross entropy loss rose up to 3.68216. Table 4 summarizes the difference between the test statistics on legitimate samples and adversarial samples. Figure 10 shows some samples of road signs which were initially correctly classified but were misclassified when they are perturbed with Fast Gradient Sign Method and Jacobian Saliency Map Attack.

This indicates that adversarial examples generate by different network (AdversarialCNN) with no knowledge of the architecture and weights of another network (DeepCNN), can still attack the network up to a certain extent. The only shard knowledge between two networks is training data and training labels. This signifies our primary purpose of trying to attack Deep Neural Networks for a particular classification works without knowing the architecture, weights and parameters of that network.

4.4 Defensive Distillation and Adversarial Training

In order to train DeepCNN with defensive distillation, temperature parameter \( T \) is set to 100 which forces the network to produce more entropic outputs. An example of the softmax outputs of distilled network can be seen in Figure 4.3 (c) and (d). When trained with defensive distillation, even when the network is making a mistake (Figure 4.3 (c)), it is not very far off from the correct prediction. Opposed to that when the network is trained without distillation, the network is very confident on the first prediction but the second prediction is semantically far away from the correct class (Figure 4.3 (a)).

After training DeepCNN with defensive distillation method, the network’s output accuracy on test set went down (Table 5 \( T = 100 \) column) but not considerably. But now the network is making more entropic outputs as it can be seen in Table 5 Entropy of Training Softmax...
predictions at $T = 100$ as well as Figure 4.3 (c) and (d). This indicates that the network is less confident when making right predictions as well as less confident when it is making wrong predictions.

Right after the network is trained with defensive distillation, the network is fed with adversarial training set. Using the adversarial training set, the network is trained once again with defensive distillation.

When testing on adversarial samples, the deterioration of test accuracy and cross entropy loss is less dramatic than when compared to DeepCNN without defensive distillation and adversarial training. This effect can be seen in Table 5. Some of the samples which were misclassified by DeepCNN before defensive distillation and adversarial training but got correctly classified after defensive distillation and adversarial training can be seen in Figure 11.

Defensive distillation smoothen the model learned by a DeepCNN during training by helping the model generalize better to samples outside of its training dataset. Distillation generates smoother classifier models by reducing their sensitivity to input perturbations. These smoother classifiers are found to be more resilient to adversarial samples and have improved class generalizability properties.

5 Discussion

The methods of crafting adversarial examples described in the paper is successful in generating a black box attack on a Deep neural network. The disadvantages of our method is the absence of a measurement parameter user perceptibility. While parameters such as $\epsilon$ from FGSM and distortion rate from Jacobian Saliency can be chosen, the perceptibility depends on the original image itself. Extensive studies on parameterizing the perceptibility of adversarial perturbation and increasing/decreasing the feature vector size of the images can be explored in future work.

Furthermore, more comparisons can be made on visual differences of the FGSM method and the Jacobian saliency map method. The first method applies minuscule perturbations to almost all the pixels in the image while the latter applies very distinct perturbation to only a small amount of pixels. This can either be advantageous or disadvantageous depending on the situation. For example in [8], the authors used more distinct modifications for physical adversarial examples as it is easier to apply.

Defense against adversarial samples are not analogous to reducing the variance of the mode by regularization because adversarial examples are not traditional overfitting problem [1]. Previous work has showed that a wide variety of traditional regularization methods including dropout and weight decay either fail to defend against adversarial examples or only do so by seriously harming accuracy on the original task.

Another weakness of making more robust neural networks in our work is that after defensive distillation and adversarial training, the test accuracy cannot reach the original test accuracy on non-adversarial samples. Moreover, early stopping with respect to a threshold parameter have affects on how well defensive distillation can work on adversarial samples.

Since the data that we used for our work is cropped 32x32 images, much research should be done when the input is the image of the whole scene and only some perturbations are done around and on the object of interest in the scene.
TABLE 3
DeepCNN trained without defensive distillation \((T = 1)\) and with defensive distillation \((T = 100)\). Temperature parameter \(T\) is tuned to give the best test accuracy while ensuring that the softmax predictions are as entropic as possible.

| \(T\) | Training Cross Entropy Loss | Test Cross Entropy Loss | Testing Accuracy | Testing Accuracy |
|------|----------------------------|------------------------|-----------------|-----------------|
| 1    | 0.01953                    | 0.02043                | 99.866%         | 99.4563%        |
| 100  | 0.01945                    | 0.01885                | 98.7650%        | 98.2999%        |

On adversarial samples, building a deep Convolutional Neural Network which achieves a near state-of-the-art test set accuracy on GTSRB dataset, using the adversarial examples to attack a near state-of-the-art network without any prior knowledge of its architecture and building a more robust neural network to be more resilient to those adversarial examples. We have successfully crafted adversarial samples on GTSRB dataset using Fast Gradient Sign Method and Jacobian Saliency Map Method. Using those adversarial samples, we were able to fool a different network in a black box manner since we did not have access to the internal weights and architecture of that network. Finally we have successfully made that network more robust by defensive distillation and adversarial training. Our work serves as an aggregated implementation of work done by previous literature on adversarial sample crafting and defense against adversarial attack methods. Our work also differs from previous work on adversarial sample crafting and defense against adversarial samples in a way that we are aggregating, applying and verifying the previous methods in the context of traffic signs rather than on MNIST or on CIFAR10 which is mostly used by previous literature \([1, 3, 2]\).
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