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Abstract

Elementary net systems (ENS) are the most fundamental class of Petri nets. Their synthesis problem has important applications in the design of digital hardware and commercial processes. Given a labeled transition system (TS) $A$, feasibility is the NP-complete decision problem whether $A$ can be equivalently synthesized into an ENS. It is well known that $A$ is feasible if and only if it has the event state separation property (ESSP) and the state separation property (SSP). Recently, these properties have also been studied individually for their practical implications. A fast ESSP algorithm, for instance, would allow applications to at least validate the language equivalence of $A$ and a synthesized ENS. Being able to efficiently decide SSP, on the other hand, could serve as a quick-fail preprocessing mechanism for synthesis. Although a few tractable subclasses have been found, this paper destroys much of the hope that many practically meaningful input restrictions make feasibility or at least one of ESSP and SSP efficient. We show that all three problems remain NP-complete even if the input is restricted to linear TSs where every event occurs at most three times or if the input is restricted to TSs where each event occurs at most twice and each state has at most two successor and two predecessor states.

1 Introduction

Synthesis of elementary net systems (ENS) is a mechanism that transforms a transition system (TS) $A$, which has a global concept of states, into an ENS $N$ having a local concept of states. More precisely, $A$ is an automaton with states $S$ and arcs labeled by an event set $E$ and $N$ is supposed to be a Petri net, a network with a bipartite node set consisting of the events $E$ and so-called places $P$ which are linked by a flow arc set $F$. In $N$, every state of $S$, including initial state $s_0$, corresponds to a marking, a specific subset of the places. For every arc $s \xrightarrow{e} s'$ of $A$ the flow $F$ needs to translate the marking $M \subseteq P$ of $s$ into the marking $M' \subseteq P$ of $s'$ in case the event $e$ occurs. This means that the deallocated places $M \setminus M'$ have to be the inputs $p$ of $e$, that is, where $(p, e) \in F$, and that the occupied places $M' \setminus M$ have to be the outputs $p'$ of $e$, where $(e, p') \in F$.

The act of synthesizing an elementary net systems (ENS) is useful in the description of processes, as for instance in digital hardware and commercial businesses. ENSs provide a lot of useful properties for the specification, verification, and synthesis of asynchronous or self-timed circuits [3][11]. Their inherent concepts of choice and causality also make ENSs the ideal starting point for process modeling languages like the Business Process Modeling Notation (BPMN) or the Event Driven Process Chains (EPC) [7]. Their simplicity is especially useful for the specifications of workflow management systems like MILANO [1].

Not every TS $A$ can be transformed into an ENS $N$ as described above. Hence, the feasibility problem of ENS synthesis is a relevant decision problem. Traditionally it is approached by the following properties: The state separation property, SPP, asserts that different states of $A$ correspond to different markings in $N$. The event state separation property, ESSP, makes sure that events $e$ are disabled in markings of $N$ where the corresponding state of $A$ has no outgoing $e$-labeled arc. By [3], $A$ is feasible if and only if it satisfies both properties. Yet, the SSP and ESSP are worth studying even when considered alone. TSs having only
the ESSP can still be synthesized for ENSs that implement the given behavior but have less states [3]. Accordingly, state faithful ENSs that, however, generalize requested behavior, result from synthesizing TSs where only the SSP holds.

Deciding the SSP or ESSP is NP-complete [3]. Naturally, feasibility is NP-complete [2], too. Despite this, practice needs efficient synthesis algorithms for relevant TSs. Free-Choice Acyclic ENSs, for instance, are applied in workflow modeling and, fortunately, can be synthesized in polynomial time [1]. There is hope that feasibility or any of the SSP or ESSP could be decided efficiently for many other reasonably large subclasses of TSs with practical significance.

In this paper, we propose two natural fundamental parameters of TSs that, at first glance, should have a positive impact on the synthesizing complexity when being put restrictions on. We formalize these parameters as follows:

**Event manifoldness** of a TS $A$ is the maximum amount $k$ of edges in $A$ that can be labeled with the same event. Accordingly, we shall speak about $k$-fold TSs and the problems $k$-SSP, $k$-ESSP, and $k$-feasibility.

**State degree** of a TS $A$ is the maximum amount $g$ of in- and, respectively, out-edges at the states of $A$. Then, the decision problems where input is restricted to so called $g$-grade TSs are refered to as $g$-grade SSP, $g$-grade ESSP, and $g$-grade feasibility. In case of $g = 1$ where, additionally, the initial state has no predecessor we use the term *linear*.

Linear TSs where the cardinality of the event set is bounded by $2$ have already been studied in [4]. Their feasibility can be decided by a letter counting algorithm in quadratic time when the sought net is a place/transition Petri net.

Our work shows that even simultaneous and extreme restrictions of event manifoldness and state degree do not help reducing ENS synthesis complexity. In fact, this paper establishes that all three problems, SSP, ESSP, and feasibility, remain NP-complete for linear $k$-fold TSs if $k \geq 3$ and for $g$-grade $k$-fold TSs if $g \geq 2$ and $k \geq 2$.

On the other hand, 1-SSP, 1-ESSP, and 1-feasibility, that is, when events occur only once, are all trivial and therefore tractable even for unbounded state degree. In this paper, we show that SSP can also be solved in polynomial time for linear 2-fold TSs. Hence, with respect to the two TS parameters, linear 2-fold TSs are the only non-trivial inputs that are not entirely intractable. However, it remains for future work to answer if linear 2-ESSP and linear 2-feasibility are also efficiently solvable. We believe that this is the case as the three problems proved to be equivalently challenging for all other examined input restrictions. Figure 1 shows an overview of our findings.

This paper is organized as follows: The following two sections introduce preliminary notions. Section 3 gives a polynomial time reduction of cubic monotone one-in-three 3-SAT to linear 2-ESSP. Moreover, it shows that, for linear TSs, the ESSP implies the SSP. That means, for this class of TSs, feasibility and ESSP are equivalent. Section 5 provides a polynomial time reduction of linear 3-ESSP to linear 3-SSP. Taking these three results together, we have already shown that feasibility, ESSP, and SSP remain NP-complete on $g$-grade $k$-fold TSs for all $g \geq 1$ and $k \geq 3$.

As 1-fold TSs are trivial, this just leaves the classes of 2-fold TSs as unanswered questions. Therefore, Section 6 introduces a polynomial time reduction of cubic monotone one-in-three 3-SAT to 2-grade 2-ESSP. Our reduction makes sure that if the produced TS instances have the ESSP then they always have the SSP, too. In this way, ESSP and feasibility become the same problem with respect to the generated instances. Next, Section 7 applies the NP-completeness of linear 3-feasibility from Section 3 and reduces this problem to 2-grade 2-SSP in polynomial time. Consequently, feasibility, ESSP, and SSP are also NP-complete.
for $g$-grade 2-fold TSs where $g \geq 2$.

At this point, nearly all cells of the chart in Figure 1 are filled. Linear 2-fold TSs are left as the only remaining case of interest. To attack this last survivor, Section 8 presents an algorithm that, given a linear 2-fold input TS $A$ and two states $s_i, s_j$ of $A$, computes a separating region for $s_i, s_j$ in quadratic time.

For the sake of readability we transfer some rather technical proofs from Section 4 and Section 6 to Section 10.

## 2 Preliminaries

In this paper, we deal with (deterministic) transition systems (TS) $A = (S, E, \delta, s_0)$ which are determined by finite disjoint sets $S$ of states and $E$ of events, a partial transition function $\delta : S \times E \rightarrow S$, and an initial state $s_0 \in S$. Usually, we think of $A$ as an edge-labelled directed graph with node set $S$ and where every triple $\delta(s, e) = s'$ is interpreted as an $e$-labelled edge $s \xrightarrow{e} s'$ from $s$ to $s'$. To improve readability, we say that an event $e$ occurs at a state $s$ if $\delta(s, e) = s'$ for some state $s'$ and we formally abbreviate this with $s \xrightarrow{e} s'$. Aside from determinism, TSs are required to be simple, that is, there are no multi-edges $s \xrightarrow{e_1} s'$ and $s \xrightarrow{e_2} s'$, loop-free, which rules out instant state recurrence like $s \xrightarrow{e} s$, reachable, where every state can be reached from $s_0$ by a directed path, and reduced, which means free of unused events in $E$. To describe subclasses of TSs we formally introduce the parameters event manifoldness and state degree. We say that $A$ is a $k$-fold TS, if every event labels at most $k$ edges, that is, the cardinality of the set $\{(s, s') \mid \delta(s, e) = s'\}$ is at most $k$ for all $e \in E$. Moreover, $A$ is a $g$-grade TS, if the states of $A$ have at most $g$ successors, respectively predecessors, that is, the cardinalities of the sets $\{s' \mid \exists e \in E : \delta(s', e) = s\}$ and $\{s' \mid \exists e \in E : \delta(s, e) = s'\}$ are at most $g$ for all $s \in S$.

We use the term linear for 1-grade TS where the initial state has no predecessor. A linear TSs can be defined by $A = s_0 \xrightarrow{c_1} s_1 \xrightarrow{c_2} \ldots \xrightarrow{c_t} s_t$, the sequence of states and events starting with $s_0$ and ending at a terminal $s_t$. The only present arcs $s_{i-1} \xrightarrow{c_i} s_i$ link consecutive states for $i \in \{1, \ldots, t\}$. The events are $E = \bigcup_{i=1}^{t} \{c_i\}$. Of course, defining linear TSs like this assures determinism, simplicity, loop-freeness, reachability and reducedness.

The key concept for following notions are regions of TSs. A set of states $R \subseteq S$ is called a region of a TS $A$ if it permits a so-called signature $\text{sig} : E \rightarrow \{-1, 0, 1\}$. This means, all

| $g$ | Problem $\backslash k$ | 1       | 2       | 3       | 4       | $\ldots$ |
|-----|----------------------|---------|---------|---------|---------|----------|
| 1   | SSP                  | P       | P       | NPC     | NPC     | $\ldots$ |
|     | ESSP                 | P       | open    | NPC     | NPC     | $\ldots$ |
|     | Feasibility          | P       | open    | NPC     | NPC     | $\ldots$ |
| 2   | SSP                  | P       | NPC     | NPC     | NPC     | $\ldots$ |
|     | ESSP                 | P       | NPC     | NPC     | NPC     | $\ldots$ |
|     | Feasibility          | P       | NPC     | NPC     | NPC     | $\ldots$ |

* Figure 1 Overview of our results regarding the complexity of SSP, ESSP, and feasibility depending on the parameters event manifoldness $k$ and state degree $g$. 

\[ \text{TS} \]
edges s \overset{e}{\rightarrow} s' have to satisfy the equation \( R(s') = \text{sig}(e) + R(s) \), where, by a little abuse of notation, \( R(s) = 1 \) if \( s \in R \) and otherwise \( R(s) = 0 \) for all \( s \in S \). It is easy to see that every region \( R \) has a unique signature which is therefore called the signature \( \text{sig}_R \) of \( R \). We use \( \text{enter}_R = \{ e \mid \text{sig}_R(e) = 1 \} \), \( \text{exit}_R = \{ e \mid \text{sig}_R(e) = -1 \} \), and \( \text{obey}_R = \{ e \mid \text{sig}_R(e) = 0 \} \) to cumulate events according to their orientation with respect to \( R \)'s border. Analogously, we say an event \( e \) exits (enters) \( R \) when \( e \in \text{exit}_R \) (\( e \in \text{enter}_R \)) or, otherwise, obeys. By \( \mathcal{R}(A) \) we refer to the set of all regions of \( A \).

Based on the previous definition, we say that two states \( s, s' \in S \) are separable in \( A \) if there is a region \( R \in \mathcal{R}(A) \) with \( R(s) \neq R(s') \). Moreover, an event \( e \in E \) is called inhibitable at state \( s \in S \) if there is a region \( R \in \mathcal{R}(A) \) with either \( R(s) = 0 \) and \( \text{sig}_R(e) = -1 \) or \( R(s) = 1 \) and \( \text{sig}_R(e) = 1 \).

Using these notions, we are able to define the conditions of TSs studied in this paper. Formally, a TS \( A \) has the state separation property (SSP), if all states of \( A \) are pairwise separable. For the event state separation property (ESSP), all events \( e \) of \( A \) are required to be inhibitable at all states \( s \) that have no occurrence of \( e \), that is, where \( s \) is not fulfilled. We also say that \( A \) is feasible if and only if it has the SSP and the ESSP.

For convenience, we reuse the names SSP and ESSP for the computational problems of deciding the respective property while we use the new term feasibility for the decision if a given TS is feasible. To study the problems for restricted event manifoldness, we define \( k \)-SSP, \( k \)-ESSP, and \( k \)-feasibility for all naturals \( k \) where input is restricted to \( k \)-fold TSs. Analogously, for all naturals \( g \), we get \( g \)-grade SSP, \( g \)-grade ESSP, and \( g \)-grade feasibility be the decision problems with input restricted to \( g \)-grade TSs. Needless to say that for all, SSP, ESSP, and feasibility, the \( g \)-grade \( k \)-problem restricts the input to TSs where the event manifoldness is bounded by \( k \) and, at the same time, the state degree is bounded by \( g \).

In this context it is noteworthy that the set of \( g \)-grade \( k \)-fold TSs is a subclass of \( g' \)-grade \( k' \)-fold TSs in case \( k \leq k' \) and \( g \leq g' \). Hence, hardness results for a specific class propagate to higher classes of the hierarchy and an efficient algorithm that solves a particular case is also a legitimate solution for lower classes.

Elementary net systems (ENS), as the computational objective of synthesis, play a surprisingly secondary role in the argumentation of our paper. The reason is that we approach the problem rather by the SSP and ESSP which are defined on the basis of TSs. As a consequence, we postpone their definition to Section 4, the only place in this paper where it is really needed. For the interested reader, we recommend the monograph of Badouel, Bernardinello, and Darondeau that gives an excellent introduction to the topic.

## 3 Unions, Transition System Containers

NP-completeness proofs are often built on gadgets to modularize arguments. We introduce the concept of unions to allow the independent creation of gadget TSs with specific properties. In a union they can be grouped together and treated as if they were parts of the same big TS. A final joining operation puts together the independent parts of a union and, in the process, preserves the SSP and feasibility in the joined TS; however not necessarily the ESSP.

Formally, if \( A_0 = (S_0, E_0, \delta_0, s_0^0), \ldots, A_m = (S_m, E_m, \delta_m, s_0^m) \) are TSs with pairwise disjoint states then we say that \( U(A_0, \ldots, A_m) \) is their union. By \( S(U) \) we denote the entirety of all states in \( A_0, \ldots, A_n \) and \( E(U) \) is the aggregation of all events. The joint
transition function \( \Delta^U = \bigcup_{i=0}^m \delta_i \) of \( U \) is defined as

\[
\Delta^U(s,e) = \begin{cases} 
\delta_i(s,e), & \text{if } s \in S_i \text{ and } e \in E_i, \\
\text{undefined}, & \text{else}
\end{cases}
\]

for all \( s \in S(U) \) and all \( e \in E(U) \). If every event in \( E(U) \) occurs at most \( k \) times in \( U \), not necessarily as part of the same TS, we say that \( U \) is \( k \)-fold.

For their versatility, we allow to build unions recursively as follows: First of all, we identify any TS \( A \) with the union consisting only of \( A \), that is, we let \( U(A) = A \). Next, assume we have a collection of unions \( U_1 = U(A_0^1, \ldots, A_{m_1}^1) \) to \( U_n = (A_0^n, \ldots, A_{m_n}^n) \). Notice that, by the equalization of monadic unions and the respective TSs, this collection possibly includes plain TSs, namely for all \( i \in \{1, \ldots, n\} \) where \( m_i = 0 \). Finally, the complex union \( U(U_1, \ldots, U_n) \) is simply defined as the flattened union \( U(A_0^1, \ldots, A_{m_1}^1, \ldots, A_0^n, \ldots, A_{m_n}^n) \). This allows us to nest unions for the sake of a higher degree of modularity.

The merit of unions is to combine independent TSs with specific functions and treat them as if they were part of the same TS. To this end, we lift the concept of regions as well as the SSP and ESSP to unions as follows: Let \( U = U(A_0, \ldots, A_m) \) be a union of the TSs \( A_0, \ldots, A_m \). We say that \( R \subseteq S(U) \) is a region of \( U \) if and only if it permits a signature \( \text{sig}_R : E(U) \to \{-1, 0, 1\} \). Hence, for all \( i \in \{0, \ldots, m\} \) the subset \( R_i = R \cap S_i \) of \( R \), coming from the states \( S_i \) of \( A_i \), has to be region of \( A_i \) with a signature \( \text{sig}_{R_i} \) that resembles \( \text{sig}_R \) on the events \( E_i \) of \( A_i \). This means \( \text{sig}_{R_i}(e) = \text{sig}_R(e) \) for all \( e \in E_i \). Then, \( U \) has the SSP if and only if for all distinct \( s, s' \in S(U) \) we have one of the following conditions: Either \( s \) and \( s' \) are part of different TSs or, if both are in \( A_i \), there is a region \( R \) of \( U \) such that \( R \cap S_i \), the subregion of \( A_i \), separates \( s \) and \( s' \). Moreover, \( U \) has the ESSP if and only if for all events \( e \in E(U) \) and all states \( s \in S(U) \) we are in one of the following cases: Either \( A_i \), the TS that contains \( s \), fulfills \( s \underset{e}{\rightarrow} s' \) or there is a region \( R \) of \( U \) such that \( R_i = R \cap S_i \), the subregion of \( A_i \), inhibits \( e \) at \( s \), that is, \( R_i(s) = 0 \) and \( \text{sig}_{R_i}(e) = -1 \) or \( R_i(s) = 1 \) and \( \text{sig}_{R_i}(e) = 1 \). Naturally, \( U \) is called feasible if it has both, the SSP and ESSP.

Finally, we need to merge the elements of a given union \( U \) into one TS \( A \) that preserves the behavior of \( U \). To this end, let \( U = U(A_0, \ldots, A_m) \) be a union of the TSs \( A_0, \ldots, A_m \) and let \( s_0^0, \ldots, s_0^m \) be the respective initial states. Moreover, for all \( i \in \{0, \ldots, m - 1\} \), let \( t^i \) be an arbitrary but fixed discretionary state of \( A_i \) that has been chosen to support the respective construction. Then we define the joining \( A(U) = (S(U) \cup Z, E(U) \cup Y, \delta, s_0^0) \) to be the TS with additional connector events and states

\[
Y = \bigcup_{i=1}^m \{y_1^i, y_2^i\} \text{ and } Z = \{z^1, \ldots, z^m\}
\]

which link together the loose elements of \( U \) by

\[
\delta(s,e) = \begin{cases} 
\Delta^U(s,e), & \text{if } s \in S(U) \text{ and } e \in E(U), \\
\delta_i(s,e), & \text{if } s = t^{i-1} \text{ and } e = y_1^i, \\
\delta^j, & \text{if } s = t^i \text{ and } e = y_2^i, \\
\text{undefined}, & \text{else}
\end{cases}
\]

Notice that the construction of \( A(U) \) preserves determinism, simplicity, loop-freeness, reachability, and reducedness.

In this paper, we refer to \( t^i \) as the terminal state of \( A_i \). In particular, for a linear TS \( A_i \) the state \( t^i \) is the actual terminal state \( s_t \). Therefore, joining a union of linear TSs
\[ A(U) = A_0 \xrightarrow{y_1^1} z^1 \xrightarrow{y_1^2} A_1 \xrightarrow{y_2^1} z^2 \xrightarrow{y_2^2} \ldots \xrightarrow{y_m^1} z^m \xrightarrow{y_m^2} A_m. \]

To justify the replacement of bulky composite TSs with modular unions, we use the following lemma:

\textbf{Lemma 1.} If \( U = U(A_0, \ldots, A_m) \) is a union of TSs \( A_0, \ldots, A_m \) then \( U \) has the SSP, respectively is feasible, if and only if the joining \( A(U) \) has the SSP, respectively is feasible.

\textbf{Proof.} If: Projecting a region separating \( s \) and \( s' \), respectively inhibiting \( e \) at \( s \), in \( A(U) \) to the component TSs yields a region separating \( s \) and \( s' \), respectively inhibiting \( e \) at \( s \) in \( U \). Hence, the (E)SSP of \( A(U) \) trivially implies the (E)SSP of \( U \).

Only if: A region \( R \) of \( U \) separating \( s \) and \( s' \), respectively inhibiting \( e \) at \( s \), can be completed to become an equivalent region of \( A(U) \) by setting

\[ R(z^i) = 0, \quad \text{and} \quad \text{sig}_{R}(y_1^i) = -R(t_i^{-1}), \quad \text{and} \quad \text{sig}_{R}(y_2^i) = R(s_i^0) \]

for all \( i \in \{1, \ldots, m\} \), where \( t_i \) is the transfer state of \( A_i \). Notice that \( R \) also inhibits \( e \) at all connector states. Hence, constructing one region for every event as demonstrated inhibits all events at all connector states.

For the (E)SSP of \( A(U) \) it is subsequently sufficient to analyze (event) state separation concerning the connector states (events). In fact, to find a region \( R^i \) separating \( z^i \) and another state \( s \in S \cup Z \) we select \( R^i(z^i) = 1 \) and \( R^i(s') = 0 \) for all other states \( s' \in S \cup Z \), and all events become obeying except for \( \text{sig}_{R^i}(y_1^i) = 1 \) and \( \text{sig}_{R^i}(y_2^i) = -1 \). This means, if \( U \) has the SSP then \( A(U) \) has the SSP, too. Moreover, notice that this region \( R^i \) also inhibits \( y_2^i \) at all required states of \( A(U) \). Hence, constructing a region \( R^i \) for every \( i \in \{1, \ldots, m\} \) inhibits all secondary connector events in \( A(U) \).

Let \( U \) be feasible, which implies that \( A(U) \) has the SSP. To get that \( A(U) \) is feasible, \( A(U) \) needs the ESSP, where only the inhibition of \( y_1^i \) at all appropriate states is left to show for all \( i \in \{1, \ldots, m\} \). Firstly, the set \( S_i \) of states from component \( A_i \) is a region of \( A(U) \) that makes sure that \( y_1^i \) is inhibited at all required states in \( S \setminus S_i \). Secondly, the event \( y_1^i \) can be inhibited at any state \( s \in S_i \) as follows: As \( A(U) \) has the SSP, there is a region \( R \) of \( A(U) \) with \( R(s) = 0 \) and \( R(t_i') = 1 \). If \( R(z^i) = 0 \) then \( R \) already inhibits \( y_1^i \) at \( s \). Otherwise, as each connector event is unique in \( A(U) \), we simply get what we need by removing \( z^i \) from \( R \) which yields a region \( R' = R \setminus \{z^i\} \) which behaves like \( R \) except for \( R'(z^i) = 0, \text{sig}_{R'}(y_1^i) = -1 \) and \( \text{sig}_{R'}(y_2^i) = R'(s_i^0) \).

Unfortunately, it is not easy to merge a union \( U \) and preserve the ESSP of \( U \) for \( A(U) \). Generally, this works only in case \( U \) has the SSP. Therefore, reductions to the unions ESSP problem introduced in this paper need to make sure that generated instances always have the SSP.

\section{The Hardness of Linear 3-Feasibility and Linear 3-ESSP}

This section starts with feasibility and the ESSP and shows that both problems remains hard even if the input is restricted to linear 3-fold TSs:

\textbf{Theorem 2.} The feasibility problem and the ESSP problem are NP-complete on \( g \)-grade \( k \)-fold transition systems for all \( g \geq 1 \) and all \( k \geq 3 \).
To prove Theorem 2 we present a polynomial time reduction of a cubic monotonic set $\varphi$ of boolean 3-clauses to a 3-fold union $U^\varphi$ of linear TSs such that $\varphi$ has a one-in-three model $M$ if and only if $U^\varphi$ has the ESSP. As deciding the existence of $M$ is NP-complete [8] we thereby deduce that it is NP-complete to decide if a 3-fold union of linear TSs has the ESSP. However, as discussed in Section 3 it is difficult to preserve the ESSP when going from union $U^\varphi$ to joining $A(U^\varphi)$. To solve this issue, this section shows that unions of linear TSs inherit their SSP from the ESSP. This means, a union of linear TSs that has the ESSP, automatically gets the SSP and, thus, turns feasible. As, reversely, a feasible union of TS has the ESSP by definition, the problems feasibility and ESSP become equivalent on unions of linear TSs. Feasibility, however, is preserved by $A(U^\varphi)$ according to Lemma [1]. Hence, we are allowed to conclude that NP-completeness of deciding the ESSP, respectively feasibility, passes from $U^\varphi$ to $A(U^\varphi)$.

To start the reduction, we let, in compliance to [8], $\varphi$ be a set $\{K_0, \ldots, K_{m-1}\}$ of $m$ clauses. Each clause $K_i$ is a subset of exactly three elements from $V(\varphi)$, the set of all boolean variables in $\varphi$. Moreover, every variable occurs in exactly three clauses of $\varphi$ which implies $|V(\varphi)| = m$. Hence, we assume a numbering of $V(\varphi)$ such that every clause $K_i = \{X_a, X_b, X_c\}$ can be specified by three distinct indices $a, b, c \in \{0, \ldots, m - 1\}$. A one-in-three model $M$ of $\varphi$ is a subset of the variables $V(\varphi)$ such that $|M \cap K_i| = 1$ for all $i \in \{0, \ldots, m - 1\}$.

The development of union $U^\varphi = U(B, T)$ is divided into the subunions $B$ and $T$. Basically, $B$ provides all basic components for the translation of one-in-three satisfiability to ESSP. It implements a single key ESSP instance, that is, a key event $k$ which is inhibited at a certain key state of $B$ by a unique region $R^B$. By design, $R^B$ fixes a negative signature for an event series called the key copies.

In $T$, the fixed signature of key copies is used for the actual translation of one-in-three satisfiability to ESSP. In fact, a region $R$ of $U^\varphi$ inhibiting $k$ at the key state has to extend the unique region $R^B$ of $B$ by a region $R^T$ of $T$ that has a consistent signature for all events shared by $B$ and $T$. As the only shared events are exactly the key copies which in $T$ occur, $R^T$ inherits their negative signature from $R^B$.

Next, $T$ applies the exiting key copies to make sure that $R^T$ exists if and only if $\varphi$ has a one-in-three model. To this end, $T$ encodes all variables $X_j \in V(\varphi)$ as an event $X_j \in E(T)$ and every clause $K_i = \{X_a, X_b, X_c\}$ is implemented by a translator union $T_i$. In $T_i$, the three events of $K_i$ are arranged in such a way that, if the key copies exit then exactly one of $X_a, X_b, X_c$ has a positive signature while the other two obey. As this happens simultaneously for all $i \in \{0, \ldots, m - 1\}$, there is a region $R^B \cup R^T$ that inhibits $k$ at the key state if and only if exactly one event $X_a, X_b$ or $X_c$ enters in every translator $T_i$ if and only if a variable subset $M \subseteq V(\varphi)$ intersects every clause $K_i = \{X_a, X_b, X_c\}$ in exactly one element if and only if there is a one-in-three model $M$ of $\varphi$.

The behavior of $B$ and $T$ is created by several gadget TSs. A single master $M$ provides the key event and the key state. Next, there are $6m$ refreshers $F_j$ and $6m$ duplicators $D_j$ that generate the negative signature of all key copies. Hence, the union $B = U(M, F_0, \ldots, F_{6m-1}, D_0, \ldots, D_{6m-1})$ consists of altogether $12m + 1$ TSs. The union $T = U(T_0, \ldots, T_{m-1})$ comprises $m$ translators, each a union $T_i = U(T_i, T_{i,1}, T_{i,2})$ of three linear TSs. To create a complete picture of our reduction, we subsequently introduce the details of all these gadget TSs:

**Master** $M$ is a linear TS providing the key event $k$ and the key state $m_6$. Figure 2(a) defines $M$ and shows $R^M$ the part of region $R^B$ belonging to $M$. Notice that the region $R^M$ that inhibits $k$ at $m_6$ is unique. The so-called opposites $o_0, o_1$ enter and the zero
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\[ a) m_0 \xrightarrow{k} m_1 \xrightarrow{z_0} m_2 \xrightarrow{o_0} m_3 \xrightarrow{k} m_4 \xrightarrow{h} m_5 \xrightarrow{z_0} m_6 \xrightarrow{v_1} m_7 \xrightarrow{k} m_8 \]

\[ b) f_{j,0} \xrightarrow{o_{2j}} f_{j,1} \xrightarrow{k_3} f_{j,2} \xrightarrow{o_{2j+1}} f_{j,3} \xrightarrow{k_{3j+1}} f_{j,4} \xrightarrow{o_{2j}} f_{j,5} \xrightarrow{k_{3j+2}} f_{j,6} \xrightarrow{o_{2j+1}} f_{j,7} \]

\[ c) d_{j,0} \xrightarrow{k_3} d_{j,1} \xrightarrow{z_{2j}} d_{j,2} \xrightarrow{h_1} d_{j,3} \xrightarrow{k_3} d_{j,4} \xrightarrow{z_{2j+1}} d_{j,5} \xrightarrow{h_1} d_{j,6} \xrightarrow{z_{2j+2}} d_{j,7} \xrightarrow{k_{3j+1}} d_{j,8} \]

\[ \begin{array}{c}
\text{Figure 2} \text{ Gadgets of union } B \text{ together with their parts of the region } R^B. \text{ States in the respective region are shown with a gray background.} \\
\text{ (a) } M \text{ with } R^M, \text{ (b) } F_j \text{ mit } R^{F_j}, \text{ (c) } D_j \text{ with } R^{D_j}. \\
\end{array} \]

$z_0$ obeys. These events initialize the setup of the key copies’ negative signature. The subsequent refreshes and duplicators implement this synchronization in an assembly line fashion.

More precisely, for all $j \in \{0, \ldots, 6m - 1\}$ refreshers $F_j$ take the two previously prepared opposites $o_{2j}, o_{2j+1}$ and forces a negative signature onto the key copies $k_3j, k_{3j+1}, k_{3j+2}$. This consumes both remaining applications of $o_{2j}, o_{2j+1}$ such that no further opposites are available at this point. Every refresher, however, is accompanied by a duplicator $D_j$ that eats up the remaining two applications of $k_{3j}, k_{3j+1}$ and consumes one application of $k_{3j+2}, z_{2j}$. As a result, $D_j$ generates the next opposites $o_{2j+2}, o_{2j+3}$ and the next zero $z_{2j+2}$, which prepares the work of $F_{j+1}$ and $D_{j+1}$.

Main result of step $j$, however, is the event $k_{3j+2}$ which has a negative signature and one free application. Therefore, the whole process chain produces $6m$ key copies $k_2, k_5, \ldots, k_{18m-1}$, each of them free to be applied one more time.

**Refreshers** $F_j$ are linear TSs that consume the opposites $o_{2j}, o_{2j+1}$ to generate key copies $k_{3j}, k_{3j+1}, k_{3j+2}$. The definition of $F_j$ together with its fraction $R^{F_j}$ of region $R^B$ is given in Figure 2(b). Lemma 3 shows that, if the input opposites enter, there is no other way to choose $R^{F_j}$ and that this leads to exiting $k_{3j}, k_{3j+1}, k_{3j+2}$.

**Duplicators** $D_j$ are linear TSs that take $k_{3j}, k_{3j+1}, k_{3j+2}, z_{2j}$ to provide the next opposites $o_{2j+2}, o_{2j+3}$ and zero $z_{2j+2}$. Figure 2(c) introduces $D_j$ as well as the part $R^{D_j}$ of region $R^B$. Lemma 3 verifies that, if the input key copies exit and $z_{2j}$ obey, $R^{D_j}$ is the only possible region of $D_j$.

The following lemma summarizes the functionality of union $B$:

**Lemma 3.** Let $R^M = \{m_0, m_3, m_7\}$ and let $R^{F_j} = \{f_{j,1}, f_{j,3}, f_{j,5}, f_{j,7}\}$ and $R^{D_j} = \{d_{j,0}, d_{j,3}, d_{j,6}, d_{j,7}, d_{j,10}, d_{j,13}\}$ for all $j \in \{0, \ldots, 6m - 1\}$. Except for the complement, the set of states

\[ R^B = R^M \cup R^{D_0} \cup \ldots \cup R^{D_{6m-1}} \cup R^{F_0} \cup \ldots \cup R^{F_{6m-1}} \]

is the only region of $B$ that inhibits $k$ at $m_6$. For all $i \in \{0, \ldots, 18m - 1\}$ the signature of the key copy $k_i$ is exiting, that is, $\text{sig}_{R^B}(k_i) = -1$.

**Proof.** As Figure 2(a) shows, $R^M$ is a region of $M$ that inhibits $k$ at $m_6$. Moreover, Figure 2(b,c) demonstrates that the set $R^{F_j} \cup R^{D_j}$ is a region of $U(F_j, D_j)$ with exiting key copies, obeying zeros obey and entering opposites. The master $M$ shares events only with
By definition, the signature of these events agree with respect to $R^M$ and $R^{F_k} \cup R^{D_k}$. Furthermore, for all $i \neq j$, the unions $U(F_i, D_i)$ and $U(F_j, D_j)$ do not share events except for the zeros $z_{2j}, z_{2j+1}$ and the opposites $o_{2j}, o_{2j+1}$ in case $i+1 = j$. By definition, the signature of these events agree with respect to $R^{F_k} \cup R^{D_k}$ and $R^{F_j} \cup R^{D_j}$.

Hence, $R^{D_k}$ is a region of $B$ that inhibits $k$ at $m_6$ where all key copies exit.

Next, assume that $R$ is a region of $B$ that inhibits $k$ at $m_6$ where, without lost of generality, $\text{sig}_R(k) = -1$ and $R(m_6) = 0$. That $R \cap \{m_0, \ldots, m_4\} = R^M$ follows simply from $\text{sig}_R(k) = -1$ forcing $R(m_0) = R(m_3) = R(m_7) = 1$ and $R(m_1) = R(m_4) = R(m_8) = 0$, which, in turn, yields $\text{sig}_R(z_0) = 0$ and by that $R(m_2) = R(m_5) = 0$. By inductively iterating $j$ over the sequence $0, \ldots, 6m - 1$, we show that $R \cap \{j, 0, \ldots, f, j, 7\} = R^{F_j}$ and $R \cap \{d, j, 0, \ldots, d, j, 14\} = R^{D_j}$: For a start, we get $\text{sig}_R(o_0) = \text{sig}_R(a_1) = 1$ and $\text{sig}_R(z_0) = 0$ from the master. As $o_{2j}, o_{2j+1}$ enter it follows immediately that $R(f, j, 1) = R(f, j, 3) = R(f, j, 5) = R(f, j, 7) = 1$ and $R(f, j, 0) = R(f, j, 2) = R(f, j, 4) = R(f, j, 6) = 0$ which provides exiting $k_{3j}, k_{3j+1}, k_{3j+2}$. Together with obeying $z_{2j}$ the just fixed exiting key copies imply $R(d, j, 0) = R(d, j, 3) = R(d, j, 7) = R(d, j, 10) = R(d, j, 13) = 1$ and $R(d, j, 1) = R(d, j, 2) = R(d, j, 4) = R(d, j, 8) = R(d, j, 11) = R(d, j, 14) = 0$. This also gives $\text{sig}_R(h_j) = 1$, which, in turn, means $R(d, j, 5) = 0$ and $R(d, j, 6) = 1$ and by that $\text{sig}_R(z_{2j+1}) = \text{sig}_R(z_{2j+2}) = 0$. Using the obeying zeros $R(d, j, 8) = R(d, j, 11) = 0$ follows.

After $B$ has finished the job, we have 6$m$ key copies with one free application, namely the events $k_{3j+2}$ for all $j \in \{0, \ldots, 6m - 1\}$. In the construction of $T$, we need a sequence of six free key copies for every translator $T_i$. Consequently, we assign to $T_i$ the events $k_{18i+2+3\ell}$ for all $\ell \in \{0, \ldots, 5\}$. We continue with the description of our gadgets:

Translators $T_i = U(T_{i,0}, T_{i,1}, T_{i,2})$ are unions that represent the clauses $K_i = \{X_a, X_b, X_c\}$ of $\varphi$. Figure 3 defines the three linear TSs $T_{i,0}, T_{i,1}, T_{i,2}$ of $T_i$ and presents $R^{T_i}_{b}$, a possible part of a region of $T$. In the remainder of this section, we argue that a negative signature of the key copies makes sure that exactly one of the variable events $X_a, X_b, X_c$ gets a positive signature while the other two obey. In fact, $R^{T_i}_{b}$ selects the event $X_b$ and there are two other regions $R^{T_i}_{c}$ and $R^{T_i}_{a}$ of $T_i$ for the selection of $X_a$, respectively $X_c$.

The TSs $T_{i,1}$ and $T_{i,2}$ create a copy of $X_b$, namely the event $\tilde{X}_b$, and guarantee that the signature of both events cannot be negative. To achieve this, both TSs surround a sequence, $X_b, p_i$ or, respectively, $\tilde{X}_b, p_i$, with key copies. As the proxy event $p_i$ and the key copies behave equally in both TSs, $X_b$ and $\tilde{X}_b$ have to be equal, too. Moreover, the negative signature of the key copies makes sure that their neighboring events $X_b, \tilde{X}_b, p_i$ cannot exit.

The TS $T_{i,0}$ is simply the event sequence $X_a, \tilde{X}_b, X_c$ surrounded by key copies. Again, the negative signature of key copies prevents a negative signature for their neighboring events, $X_a$ and $X_c$. The exiting key copies also imply that the signature of the event sequence $X_a, \tilde{X}_b, X_c$ has to add up to one. Hence, by the equality of $\tilde{X}_b$ and $X_b$, exactly one of $X_a, X_b, X_c$ enters.

Lemma 4. Let $R^T$ be a region of $T$ where all contained key copies exit, that is, where $\text{sig}_{RT}(k_{3j+2}) = -1$ for all $j \in \{0, \ldots, 6m - 1\}$. Then $R^T = \bigcup_{i=0}^{m-1} R^{T_i}$ with $R^{T_i}$ being one of

\[
R^{T_i}_{c} = \{t_{i,0,0}, t_{i,0,4}, t_{i,1,0}, t_{i,1,3}, t_{i,2,0}, t_{i,2,3}\},
\]

\[
R^{T_i}_{b} = R^{T_i}_{c} \cup \{t_{i,0,3}, t_{i,1,2}, t_{i,2,2}\},
\]

\[
R^{T_i}_{a} = R^{T_i}_{c} \cup \{t_{i,0,2}, t_{i,0,3}\}
\]
for all \( i \in \{0, \ldots, m - 1\} \). Hence, for all clauses \( K_i = \{X_a, X_b, X_c\} \) there is exactly one variable event \( X \in K_i \) such that \( \text{sig}_{R^T}(X) = 1 \).

Proof. In this proof, we use that a region \( R \) of a linear TS \( A = s_0 \stackrel{c_1}{\longrightarrow} \cdots \stackrel{c_t}{\longrightarrow} s_i \) fulfills \( \sum_{k=i+1}^{j} (e_k) = R(s_j) - R(s_i) \) for any subsequence determined by a starting state \( s_i \) and a final state \( s_j \). This trivial fact does not need a proof and is called signature aggregation.

If \( R \) is a region of \( T_i \) such that the key copies of \( T_i \) exit then \( R(t_{i,0}) = R(t_{i,1}) = R(t_{i,5}) = R(t_{i,1,1}) = R(t_{i,2,1}) = R(t_{i,4}) = R(t_{i,2,4}) = 0 \) and \( R(t_{i,0,0}) = R(t_{i,1,0}) = R(t_{i,2,0}) = R(t_{i,1,2}) = R(t_{i,2,3}) = 1 \). Hence, of all \( \text{sig}_{R}(X_a) \), \( \text{sig}_{R}(X_b) \), \( \text{sig}_{R}(X_c) \), \( \text{sig}_{R}(\tilde{X}_b) \), \( \text{sig}_{R}(p_i) \) are not negative. Moreover, by signature aggregation, \( \text{sig}_{R}(X_a) + \text{sig}_{R}(p_i) = 1 = \text{sig}_{R}(\tilde{X}_b) + \text{sig}_{R}(p_i) \) implying \( \text{sig}_{R}(X_b) = \text{sig}_{R}(\tilde{X}_b) \). Again by signature aggregation, we obtain \( \text{sig}_{R}(X_a) + \text{sig}_{R}(\tilde{X}_b) + \text{sig}_{R}(X_c) = 1 \) which, by the equality of \( X_b \) and \( \tilde{X}_b \) and the non-negativity of \( X_a, X_b, X_c \) means that exactly one of \( X_a, X_b, X_c \) enters while the other two obey. If \( \text{sig}_{R}(X_c) = 1 \) and \( \text{sig}_{R}(X_a) = \text{sig}_{R}(X_b) = \text{sig}_{R}(\tilde{X}_b) = 0 \), we immediately obtain that \( R = R^T_i \). If \( \text{sig}_{R}(X_b) = \text{sig}_{R}(\tilde{X}_b) = 1 \) and \( \text{sig}_{R}(X_a) = \text{sig}_{R}(X_c) = 0 \) we have \( R(t_{i,3}) = R(t_{i,1,2}) = R(t_{i,2,2}) = 1 \), that is, \( R = R^T_b \). Otherwise, \( \text{sig}_{R}(X_a) = 1 \), \( \text{sig}_{R}(X_c) = \text{sig}_{R}(X_b) = \text{sig}_{R}(\tilde{X}_b) = 0 \) implies \( R(t_{i,0,2}) = R(t_{i,0,3}) = 1 \) and \( R(t_{i,2,2}) = 0 \) meaning \( R = R^T_i \).

Finally, if \( R^T_i \) is a region of \( T \) where all key copies exit, by definition and the above argumentation, it has to be a unification of regions \( R^T_i \) for all subregions \( T_i \).

The following lemma establishes the foundation for the correctness of our reduction:

Lemma 5. In the union \( U^\varphi \), the key event \( k \) is inhibitable at the key state \( m_0 \) if and only if \( \varphi \) has a one-in-three model.

Proof. If: If \( M \) is a one-in-three model of \( \varphi \), we firstly define a region \( R^T = \bigcup_{i=0}^{m-1} R^T_i \) of \( T \) by adding \( R^T_j \) for every \( T_j \) where \( X_j = M \cap K_i \) is the one variable \( X_a, X_b \) or \( X_c \) of \( K_i \) covered by \( M \). By definition, this lets all contained key copies exit. By Lemma 3 the region \( R^B \) of \( B \) inhibits \( k \) at \( m_0 \) and lets all key copies exit, too. As key copies are the only events shared by \( B \) and \( T \), the two regions are compatible and \( R^B \cup R^T \) is a region of \( U^\varphi \) inhibiting \( k \) at \( m_0 \).

Only if: If \( R \) is a region of \( U^\varphi \) that inhibits \( k \) at \( m_0 \) then Lemma 3 states that, without loss of generality, \( R \) contains \( R^B \) as subregion for \( B \). This implies that all key copies exit. By Lemma 1 every \( i \in \{0, \ldots, m-1\} \) exactly defines one variable event \( X \in K_i = \{X_a, X_b, X_c\} \) that has \( \text{sig}_{R}(X) = 1 \), while \( \text{sig}_{R}(Y) = 0 \) for the other two \( Y \in K_i \setminus X \). This yields a one-in-three model \( M = \{X \mid X \in V(\varphi), \text{sig}_{R}(X) = 1\} \).
Having constituted the connection between the key region and the original satisfiability problem, it remains to show for all other combinations of event e and state s that, independent of the existence of a one-in-three-model, e can be inhibited at s. That this is possible, is stated in the following Lemma:

\textbf{Lemma 6.} For all events \( e \in E(U^\psi) \) and all states \( s \in S(U^\psi) \) that fulfill \( (e, s) \neq (k, m_0) \) and \(-\psi(s \xrightarrow{e} ) \) there is a region inhibiting \( e \) at \( s \).

The proof of Lemma \textbf{6} is pretty long and technical. Therefore it has been split into multiple lemmas and moved to the auxiliary proofs in Section \textbf{10}. Since, furthermore, the polynomial running time of our reduction is obvious, we have established the NP-completeness of deciding the ESSP for 3-fold unions of linear TSs.

It remains to show that the NP-completeness of deciding the ESSP reaches the joining \( A(U^\psi) \). The principal element for this is the following Lemma \textbf{7} showing that, in case of linear TS, the ESSP implies the SSP. More precisely, if there is a subset \( R \subseteq R(A) \) of regions that suffices for the ESSP of \( A \) then \( R \) also contains enough regions to separate all states of \( A \). For the following formalism, we call a set \( R \subset R(A) \) a witness for the ESSP of \( TS \ A \), if for all states \( s \) and all events \( e \) of \( A \) that fail \( s \xrightarrow{e} \) there is a region in \( R \) inhibiting \( e \) at \( s \). Analogously, \( R \subset R(A) \) a witness for the SSP of \( A \), if for all states \( s, s' \) there is a region in \( R \) separating \( s \) and \( s' \).

\textbf{Lemma 7.} If \( A \) is a linear TS and \( R \subseteq R(A) \) is a witness for the ESSP of \( A \) then \( \overline{R} \) is a witness for the SSP of \( A \).

Before we prove the lemma, we include some additional definitions and facts from \textbf{[3]} that are only relevant for this section: Let \( A = (S, E, \delta, s_0) \) be a TS. First of all, the language of \( A \) is defined as the set

\[ L(A) = \{ e_0 \ldots e_m \in E^* \mid s_0 \xrightarrow{e_1} \ldots \xrightarrow{e_m} s_m \text{ is a (maybe not simple) directed path of } A \}. \]

Notice, that the language is trivially finite if \( A \) is linear. If \( R \subseteq R(A) \) is a subset of \( A \)'s regions then the \( R \)-restricted synthesized net \( SN_R(A) = (P, T, F, M_0) \) of \( A \) is defined as follows: The set \( P \) of places equals \( R \) and the set \( T \) of transitions is just \( E \). The set of flow arcs is defined by \( F = \{(R, e) \mid R \in R, e \in exit_R\} \cup \{(e, R) \mid R \in R, e \in enter_R\} \). A marking \( M \subseteq P \) is a subset of places and \( M_0 \) is the initial marking given by \( M_0 = \{ R \in R \mid R(s_0) = 1 \} \). A marking \( M \) reaches marking \( M' \) by transition \( e \in T \), denoted by \( M[e > M'] \), if and only if the input \( \{ R \mid (R, e) \in F \} \) of \( e \) is exactly \( M \setminus M' \) and the output \( \{ R \mid (e, R) \in F \} \) of \( e \) is exactly \( M' \setminus M \).

The reachability graph of \( SN_R(A) \) is the TS \( RG(SN_R(A)) = (S', E', \delta', s'_0) \) with states \( S' = \{ M \subseteq P \mid \exists e_1, \ldots, e_m \in T : M_0[e_1 > \ldots > e_m > M] \} \), the set of all reachable markings of \( SN_R(A) \), including the initial state \( s'_0 \) which equals \( M_0 \). For all \( M \in S' \) and all \( e \in E \), the transition function is defined as \( \delta'(M, e) = M' \) if and only if \( M[e > M'] \). The states of TS \( A \), the reachable markings of a \( R \)-restricted synthesized net \( SN_R(A) \) and the states of the reachability graph \( RG(SN_R(A)) \) are related as follows: For every \( s \in S \) we have \( R_s = \{ R \in R \mid R(s) = 1 \} \), the set of all regions in \( R \) containing \( s \), is a reachable marking of \( SN_R(A) \). Moreover, for each reachable marking \( M \) of \( SN_R(A) \) there is a state \( s \in S \) such that \( M = R_s \). As markings become states in \( RG(SN_R(A)) \), we get that \( S' = \{ R_s \mid s \in S \} \).

A set \( R \subseteq R(A) \) is a witness for the ESSP of \( A \) if and only if the function \( \psi : S \longrightarrow S' \) with \( \psi(s) = R_s \) for all \( s \in S \) is a surjective morphism between \( A \) and \( RG(SN_R(A)) \). That means, for every arc \( s \xrightarrow{e} s' \) in \( A \) there is an arc \( \psi(s) \xrightarrow{e} \psi(s') \) in \( RG(SN_R(A)) \). This is equivalent to \( L(A) = L(RG(SN_R(A))) \). \[ \square \]
Proof of Lemma 7. Let \( A = s_0 \xrightarrow{e_1} \cdots \xrightarrow{e_n} s_n \) and \( \mathcal{R} \subset \mathcal{R}(A) \) be witness for the ESSP of \( A \). Then we have a surjective morphism \( \psi : S \rightarrow \{ R_s \mid s \in S \} \) implying \( L(A) = L(RG(SN_{\mathcal{R}}(A))) \). Assume we have states \( s_i, s_j \in S \) that are not separable by any region of \( \mathcal{R} \). Without loss of generality, let \( i < j \). Then, for every region \( R \in \mathcal{R} \) we get \( R{s_i} = R{s_j} \). From \( s_0 \xrightarrow{e_1} \cdots \xrightarrow{e_i} s_i \xrightarrow{e_{i+1}} \cdots \xrightarrow{e_j} s_j \) in \( A \) we can deduce that \( \psi(s_0) \xrightarrow{e_1} \cdots \xrightarrow{e_i} \psi(s_i) \xrightarrow{e_{i+1}} \cdots \xrightarrow{e_j} \psi(s_j) \) is in \( RG(SN_{\mathcal{R}}(A)) \), where \( \psi(s_i) = R{s_i} = R{s_j} = \psi(s_j) \). Because of \( s_i \neq s_j \) we have that \( |e_{i+1} \cdots e_j| \geq 1 \). In particular, we get \( \{ e_1 \cdots e_i (e_{i+1} \cdots e_j)^m \mid m \in \mathbb{N} \} \) as a subset of \( L(RG(SN_{\mathcal{R}}(A))) \). This contradicts \( L(A) = L(RG(SN_{\mathcal{R}}(A))) \) because \( L(A) \) is finite. □

Assume that \( U^\varphi \) has the ESSP. To complete the proof of this section’s theorem, we can now use Lemma 7 to deduce the SSP of \( U^\varphi \). We define for all TSs \( A = (S,E,\delta,s_0) \) in \( U^\varphi \) the region set \( R_A = \{ R \cap S \mid R \in \mathcal{R}(U^\varphi) \} \). By definition, \( R_A \) is a witness for the ESSP of \( A \). According to Lemma 7, \( R_A \) is a witness for the SSP of \( A \), too. Consequently, for any states \( s, s' \in S(U^\varphi) \) coming from the same TS \( A \), there is a region \( R \in \mathcal{R}(U^\varphi) \) such that \( R \cap S \in R_A \) is a region of \( A \) that separates \( s, s' \). Hence, \( U^\varphi \) has the SSP.

By Lemma 4, we obtain that \( U^\varphi \) is feasible, respectively has the ESSP, if and only if \( A(U^\varphi) \) is feasible, respectively has the ESSP. This proves Theorem 2.

5 The Hardness of Linear 3-SSP

If SSP was of a lesser complexity than ESSP, it could serve as a fast fail preprocess for feasibility. That means, if a linear TS fails the efficient SSP test in question one could save the costly ESSP test. However, this possibility is ruled out by a polynomial time reduction of linear 3-ESSP to linear 3-SSP provided in this section:

\[ \text{Theorem 8. To decide the SSP is NP-complete on g-grade k-fold transition systems for all } g \geq 1 \text{ and all } k \geq 3. \]

Given a linear 3-fold TS \( A = (S,E,\delta,s_0) \), our reduction creates a separate union \( U^e_s \) of linear 3-fold TSs for every pair of event \( e \in E \) and state \( s \in S \) that do not fulfill \( s \xrightarrow{e} \). By construction, \( U^e_s \) has two key states that are separable if and only if \( e \) can be inhibited at \( s \) in \( A \). Then, as the unions get mutually disjoint state and event sets by design, they can be smoothly merged into an aggregate union \( U^A = U(U^e_s \mid e \in E, s \in S, \neg(s \xrightarrow{e}) \) \). If \( U^A \) has the SSP then the key states of \( U^e_s \) are separable for all relevant \( (e, s) \), which implies the ESSP for \( A \). Reversely, if \( A \) has the ESSP, we use Lemma 7 to get the SSP for \( U^A \).

Finally, we join the TSs of \( U^A \) simply by concatenating the individual linear components, which results in a linear 3-fold TS \( A' \). Applying Lemma 4, we get that \( A' \) has the SSP if and only if \( U^A \) has the SSP if and only if \( A \) has the ESSP.

Having an outline of the primal reduction approach, the remainder of this section focuses on the introduction of \( U^e_s \) for event \( e \in E \) and state \( s \in S \) failing \( s \xrightarrow{e} \). Basically, \( U^e_s \) installs a TS \( M \) with two key states \( m_0, m_1 \) and a TS \( C \) representing a copy of \( A \) such that, effectively, \( m_0 \) and \( m_1 \) can be separated only by a key region \( R \) that has \( e \) as leaving event and excludes \( s \). Hence, the separability of \( m_0 \) and \( m_1 \) implies that \( e \) is inhibitable at \( s \) and vice versa. One difficulty with this idea is to get along with just three assignments of event \( e \). The union solves this by including additional TSs that exploit properties of a key region to copy the signature of \( e \) to other events subsequently serving as replacements for \( e \). To become more specific, we go into the details of the applied gadget TSs:
The correctness of the given reduction is based on the following argumentation. Firstly, the following lemma formalizes that separation of key states implies a unique key region that inhibits $e$ at $s$:
Lemma 9. If \( R \) is a region of \( U_s^e \) with \( m_0 \in R \) and \( m_1 \not\in R \) then
1. \( R \cap \{m_0, \ldots, m_5\} = R^M = \{m_0, m_2, m_4\} \),
2. \( R \cap \{d_{j,0}, \ldots, d_{j,13}\} = R^D_j = \{d_{j,1}, d_{j,3}, d_{j,5}, d_{j,7}, d_{j,10}, d_{j,12}\} \) for all \( j \in \{0, \ldots, 4\} \),
3. \( R \cap \{p_0, \ldots, p_5\} = R^P = \{p_0, p_2, p_5, p_7\} \),
4. \( \text{sig}_R(e) = \text{sig}_R(e_0) = \cdots = \text{sig}_R(e_9) = -1 \),
5. \( \text{sig}_R(v_0) = \cdots = \text{sig}_R(v_{11}) = 1 \),
6. \( \text{sig}_R(h_1) = 1 \), and \( \text{sig}_R(h_2) = -1 \), and
7. the set \( R' = R \cap S \) is a region of \( A \) inhibiting \( e \) at \( s \).

Proof. By \( m_0 \in R \) and \( m_1 \not\in R \) it is easy to see that \( \text{sig}_R(e) = -1 \), which implies \( m_2, m_4 \in R \) and \( m_1, m_3, m_5 \not\in R \) and, thus, \( \text{sig}_R(v_0) = \text{sig}_R(v_1) = 1 \). Iterating through the duplicators for \( j \in \{0, \ldots, 4\} \), we get from \( \text{sig}_R(v_{2j}) = \text{sig}_R(v_{2j+1}) = 1 \) that \( d_{j,0}, d_{j,2}, d_{j,4}, d_{j,6} \not\in R \) and \( d_{j,1}, d_{j,3}, d_{j,5}, d_{j,7} \in R \) and \( \text{sig}_R(e_{2j}) = \text{sig}_R(e_{2j+1}) = -1 \), which in turn means that \( d_{j,8}, d_{j,10}, d_{j,12} \in R \) and \( d_{j,9}, d_{j,11}, d_{j,13} \not\in R \) and that \( \text{sig}_R(v_{2j+2}) = \text{sig}_R(v_{2j+3}) = 1 \). Finally, using \( \text{sig}_R(e_7) = \text{sig}_R(e_9) = -1 \) and \( \text{sig}_R(v_{10}) = \text{sig}_R(v_{11}) = 1 \) we get \( p_0, p_2, p_5, p_7 \in R \) and \( p_1, p_3, p_4, p_6 \not\in R \) which means that \( \text{sig}_R(h_1) = 1 \) and \( \text{sig}_R(h_2) = -1 \).

To see the correctness of statement 7, recall that, by definition, \( R \) provides a (sub) region \( R^C \) for \( C \). If \( C \) had not been modified with \( e \)-copies and \( s \) basic copies \( s' \) we basically could use \( R^C \) as a region of \( A \). However, as \( \text{sig}_R(e) = \text{sig}_R(e_1) = \text{sig}_R(e_3) = \text{sig}_R(e_5) = -1 \), we get that the signature of \( e \) is negative and appropriately translated into \( R' \). Moreover, by \( \text{sig}_R(h_1) = 1 \) and \( \text{sig}_R(h_2) = -1 \), we correctly have \( s, s' \not\in R \) which means that \( s \not\in R' \) and that, in case the edge \( s \rightarrow q \), \( q \) exists, \( \text{sig}_R(x) = \text{sig}_{R'}(x) \).

Hence, as the part \( R^C \) basically is a region of \( A \) that inhibits \( e \) at \( s \), the SSP for \( U^A \), which includes the separability of the key states in \( U_s^e \) for all relevant \((e, s)\), implies the ESSP of \( A \).

Next, the following lemma makes sure that every region \( R \) of \( A \) can be translated into a meaningful region \( R' \) of \( U_s^e \). Meaningful is to say that \( R' \) is a region that adopts the signature of \( A \) for the according events of \( C \). We take care that the translation works in a way that forces as many events of \( U^A \) as possible to be included in \( \text{obey}_{R'} \). This will make it easier to conclude the SSP of \( U^A \) from the ESSP of \( A \).

Lemma 10. If \( R \) is region of \( A \), then the set \( R' = R^C \cup R^U \) with

\[
R^U = \begin{cases} \bigcup_{j=0}^{2} \{d_{j,6}, d_{j,7}, d_{j,11}, d_{j,12}, d_{j,13}\}, & \text{if } \text{sig}_R(e) = -1, \\ \emptyset, & \text{if } \text{sig}_R(e) = 0, \end{cases}
\]

\[
R^C = \begin{cases} R, & \text{if } s \not\in R, \\ R \cup \{p, s'\}, & \text{otherwise,} \end{cases}
\]

is a region of \( U_s^e \) if for all \( x \in E \setminus \{e\} \) it is true \( \text{sig}_{R'}(x) = \text{sig}_R(x) \) and \( \text{sig}_R(e) = \text{sig}_R(e_1) = \text{sig}_R(e_3) = \text{sig}_R(e_5) \) and \( R(y) = R'(y) \) for all \( y \in S \) and \( R'(s) = R'(p) = R'(s') \).

Proof. We start by showing that \( R^U = R' \cap S(U) \) is a region of the union \( U = U(M, D_0, \ldots, D_4, P) \) and that \( R^C = R' \cap S^C \) is a region of the TS \( C \) having state set \( S^C \). Subsequently, we argue that the signatures \( \text{sig}_{R'} \) and \( \text{sig}_{R^C} \) merge into an aggregate signature \( \text{sig}_{R'} \) such that \( R' \) becomes a region of \( U_s^e \).
For \( R^U \) it is easy to check that it admits the signature

\[
\text{sig}_{R^U}(x) = \begin{cases} 
0, & \text{if } x \in \{e, e_0, e_2, e_4, e_6, \ldots, e_9, h_1, h_2, v_0, \ldots, v_{11}, b, b_0, \\
& b_2, b_4, b_6, \ldots, b_9 \}; \\
\text{sig}_R(e), & \text{if } x \in \{e_1, e_3, e_5\}; \\
-\text{sig}_R(e), & \text{if } x \in \{b_1, b_3, b_5\} 
\end{cases}
\]

and therefore is a region of \( U \).

Next, to show that \( R^C \) is a region of \( C \) is pretty straightforward as \( C \) is an enhanced copy of \( A \) and \( R^C \) is a superset of \( R \), a region of \( A \). It is sufficient to argue that, (1) with respect to events \( E \setminus \{e\} \), the signature \( \text{sig}_R \) can be kept for \( R^C \), (2) the \( e \)-copies \( e_1, e_3, e_5 \) inherit their signature from \( e \), and (3) the signature of \( h_1 \) and \( h_2 \) is simply zero. Observe, \( s, p \) and \( s' \) are either all in \( R^C \) or all not in \( R^C \) such that a possible edge \( s' \xrightarrow{e'} q \) in \( C \) behaves just like the original edge \( s \xrightarrow{e} q \) and therefore fulfills \( \text{sig}_{R^C}(e') = \text{sig}_R(e') \). Hence, \( R^C \) admits the signature

\[
\text{sig}_{R^C}(x) = \begin{cases} 
\text{sig}_R(x), & \text{if } x \in E \setminus \{e\}, \\
\text{sig}_R(e), & \text{if } x \in \{e_1, e_3, e_5\}; \\
0, & \text{if } x \in \{h_1, h_2\} 
\end{cases}
\]

and, consequently, is a region of \( C \). Having \( R^U \) as a region of \( U \) and \( R^C \) as a region of \( C \), it remains to show that \( R' = R^U \cup R^C \) is a region of \( U^e = U(U, C) \). This requires to show that the signatures \( \text{sig}_{R^U} \) and \( \text{sig}_{R^C} \) coincide on shared events and, thus, can be merged to a signature \( \text{sig}_{R^U} \). However, by construction, the only events shared by \( U \) and \( C \) are \( e_1, e_3, e_5, h_1, h_2 \) which, by definition, have equal signatures in both regions.

In the following argumentation, Lemma 10 is used to show that the ESSP of \( A \), which by Lemma 7 also provides the SSP of \( A \), implies the SSP of \( U^A \), too. But before we aim for \( U^A \), we show the property for \( U^e \):  

► **Lemma 11.** If \( A \) has the ESSP, then for every event \( e \in E \) and state \( s \in S \) with \( \neg(s \xrightarrow{e} ) \) the union \( U^e \) has the SSP.

**Proof.** In this proof we need the following mechanism which follows immediately from the definition of regions: If \( R \) is a region of union \( U = U(A_1, \ldots, A_m) \) and \( A_{m+1}, \ldots, A_n \) are linear TSs such that, for all \( i \in \{m+1, \ldots, n\} \), there is at most one arc \( s' \xrightarrow{e'_i} z_i \) in \( A_i \) where the signature \( \text{sig}_R(e'_i) \) is defined and not zero, then \( R \) can be enhanced to a region \( R' \) of union \( U(A_1, \ldots, A_m, A_{m+1}, \ldots, A_n) \) with \( \text{sig}_R = \text{sig}_R \). In fact, we get \( R' = R \cup R^{m+1} \cup \cdots \cup R^n \) by defining for all \( i \in \{m+1, \ldots, n\} \) the set \( R' \) relative to \( P_i \), the set of \( s' \) and all its predecessor states or, in case \( s' \) does not exist, \( P_i = \emptyset \). Then \( R' = S_i \setminus P_i \) if \( \text{sig}_R(e'_i) = 1 \), where \( S_i \) is the state set of \( A_i \), and otherwise, \( R' = P_i \). This mechanism is summarized in Lemma 21 in the auxiliary proof section.

Using region enhancement, we show that all pairs of states of \( U^e \) are separable. If the states originate from different TSs of \( U^e \) then they are separable by definition. Hence, we have to consider four cases, namely that both come from the same TS, either \( M, D_j, P \), or \( C \).

We start with \( M \) and in particular the key states \( m_0 \) and \( m_1 \). To separate them, we use \( R^U = M \cup R^{o'} \cup \cdots \cup R^{o'} \cup R^P \), which is a region of union \( U = U(M, D_0, \ldots, D_4, P) \) as easily verified by Figure 4. Notice that \( \text{sig}_{R^U}(e_1) = \text{sig}_{R^U}(e_3) = \text{sig}_{R^U}(e_5) = \text{sig}_{R^U}(h_2) = \)}
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Moreover, as \( A \) has the ESSP, we can find a region \( R \) inhibiting \( e \) at \( s \) such that \( \text{sig}_R(e) = -1 \) and \( R(s) = 0 \) and enhance it to \( R^C = R \cup \{ p \} \). It is easy to see that \( R^C \) is a region of \( C \) with \( \text{sig}_{R^C}(e_1) = \text{sig}_{R^C}(e_3) = \text{sig}_{R^C}(e_5) = \text{sig}_{R^C}(h_2) = -1 \) and \( \text{sig}_{R^C}(h_1) = 1 \). Clearly, the regions are compatible on the events \( e_1, e_3, e_5, h_1, h_2 \) shared by \( U \) and \( C \) and we can combine them to the key region \( R_{key} = R^U \cup R^C \) of \( U_s^e \) that separates the key states.

Moreover, in \( M \) the region \( R_{key} \) separates every state in \( \{ m_0, m_2, m_4 \} \) from every state in \( \{ m_1, m_3, m_5 \} \). Here, it remains to show that \( m_i \) and \( m_j \) are separable if they originate from the same of the both sets, that is, if \( i \) and \( j \) are of the same parity. Consider the region \( R_0 = \{ m_0, m_1, d_0,0, d_0,4 \} \) of \( U \) having just obeying events except for \( \text{sig}_{R_0}(v_0) = -1 \) and \( \text{sig}_{R_0}(b_0) = 1 \). As \( v_0 \) and \( b_0 \) do not occur in \( C \), region \( R_0 \) can be enhanced to a region \( R_0^* = U(U,C) \). Obviously, \( R_0^* \) separates all states in \( \{ m_0, m_1 \} \) from all states in \( \{ m_2, \ldots, m_5 \} \). Consider the region \( R_1 = \{ m_0, \ldots, m_3, d_0,0, d_0,1, d_0,2, d_0,4, d_0,5, d_0,6 \} \) of \( U \) where again all events are obeying except for \( \text{sig}_{R_1}(v_0) = -1 \) and \( \text{sig}_{R_1}(v_1) = 1 \). The TS \( C \) does not contain \( v_0 \) and \( v_1 \) and, consequently, region \( R_1 \) can be enhanced to a region \( R_1^* \) for \( U_s^e \) that separates \( m_2 \) from \( m_4 \) and \( m_3 \) from \( m_5 \).

Next, we consider two states \( s_1, s_2 \) of \( C \). We firstly assume both states \( s_1 \) and \( s_2 \) to be in the state set \( S \) of \( A \). Then, we use the fact that, by Lemma \([7]\), \( A \) inherits the SSP from the ESSP. Let \( R \) be a region of \( A \) separating \( s_1 \) and \( s_2 \). By Lemma \([10]\), we can use the according region \( R' \) that separates \( s_1 \) and \( s_2 \) in \( C \). If exactly one of the states, without loss of generality \( s_1 \), is in \( S \setminus \{ s \} \) and \( s_2 \in \{ p, s' \} \) then let \( R \) be a region of \( A \) separating \( s_1 \) and \( s \). Again, we can enhance region \( R \) for a region \( R' \) that separates \( s_1 \) and \( s \) in \( C \). As \( s, p \) and \( s' \) are not separated by this region, \( R' \) separates \( s_1 \) and \( s_2 \), too. The states \( s \) and \( p \) respectively \( s' \) and \( p \) are separated by the key region \( R_{key} \) introduced above. Finally, for \( s \) and \( s' \) we can generate a separating region of \( U_s^e \) as follows: We let \( R^U = \{ p_0, p_1 \} \) and \( R^C \) is the set of states from \( S \) that are predecessors of or equal to \( s \) in \( A \). It is easy to see that \( \text{sig}_{R^U}(h_1) = \text{sig}_{R^C}(h_1) = -1 \) and for all other events, both signatures are zero. Hence, the set \( R^U \cup R^C \) is a region of \( U_s^e \) that contains \( s \) but not \( s' \).

In the following, we investigate \( D_j \) for \( j \in \{ 0, \ldots, 4 \} \) as well as \( P \). The key region \( R_{key} \) already separates every state of \( \{ d_{j,0}, d_{j,2}, d_{j,4}, d_{j,6}, d_{j,9}, d_{j,11}, d_{j,13} \} \) from every state of \( \{ d_{j,1}, d_{j,3}, d_{j,5}, d_{j,7}, d_{j,8}, d_{j,10}, d_{j,12} \} \) in \( D_j \) and in \( P \) every state of \( \{ p_0, p_2, p_5, p_7 \} \) from every state of \( \{ p_1, p_3, p_4, p_6 \} \). The argumentation for the remaining state pairs always works like already seen for \( M \): We define a region \( R \) of \( U \) by specifying the signature of all non-obeying events, we observe that \( C \) has at most one edge labelled with such an event, we enhance region \( R \) to a region of \( U_s^e = U(U,C) \), and we list two sets of states \( X \) and \( Y \) such that
every state in $X$ is separated from every state of $Y$ by $R$:

| Signature | $X$                         | $Y$                         |
|-----------|-----------------------------|-----------------------------|
| $R_2$     | $\text{sign}_R(b_2) = -1$   | $\{d_{j,0}, \ldots, d_{j,3}\}$ | $\{d_{j,4}, \ldots, d_{j,13}\}$ |
| $R_3$     | $\text{sign}_R(b_{2j+1}) = -1$ | $\{d_{j,4}, \ldots, d_{j,7}\}$ | $\{d_{j,8}, \ldots, d_{j,13}\}$ |
| $R_4$     | $\text{sign}_R(e_{2j+1}) = -\text{sign}_R(e_{2j}) = 1$ | $\{d_{j,0}, d_{j,1}, d_{j,8}, d_{j,11}\}$ | $\{d_{j,3}, \ldots, d_{j,9}, d_{j,10}\}$ |
| $R_5$     | $\text{sign}_R(e_{2j+1}) = -\text{sign}_R(b_{2j}) = 1$ | $\{d_{j,8}, d_{j,9}\}$ | $\{d_{j,12}, d_{j,13}\}$ |
| $R_6$     | $\text{sign}_R(b) = -1$ | $\{p_0, \ldots, p_3\}$ | $\{p_4, \ldots, p_7\}$ |
| $R_7$     | $\text{sign}_R(h_3) = -1$ | $\{p_0, p_1\}$ | $\{p_2, p_3\}$ |
| $R_8$     | $\text{sign}_R(b) = -\text{sign}_R(b_2) = 1$ | $\{p_4, p_5\}$ | $\{p_6, p_7\}$ |

This completes the proof.

Before we can put together the proof of Theorem 8 there is one last thing that we have to consider: Our idea is to create a union $U^A = (U^A_s \mid e \in E, s \in S, \neg s \overset{e}{\rightarrow})$ to finish the reduction for input $A$. However, in the given form, the unions $U^A_s$ would not have mutually disjoint state and event sets. To resolve the name clash, we do the following renaming:

**Lemma 12.** Let $U^A_s = U(M, D_0, \ldots, D_4, P, C)$ be a union of TSs as defined above. Then, we let $\tilde{U}^A_s = U(\tilde{M}, \tilde{D}_0, \ldots, \tilde{D}_4, \tilde{P}, \tilde{C})$ be the rectified union where, for all TSs $T = (S, E, s_0, \delta)$ in $\{M, D_0, \ldots, D_4, P, C\}$, we define $\tilde{T} = (\tilde{S}, \tilde{E}, \tilde{s}_0, \tilde{\delta})$ by $\tilde{S} = \{(e, s, x) \mid x \in E\}$ and $\tilde{E} = \{(e, s, x) \mid x \in E\}$ and $\tilde{s}_0 = (e, s, s_0)$ and

$$\tilde{\delta}((e, s, x), (e, s, y)) = \begin{cases} (e, s, \delta(x, y)), & \text{if } \delta(x, y) \text{ is defined,} \\ \text{undefined,} & \text{otherwise} \end{cases}$$

for all $(e, s, x) \in \tilde{S}$ and all $(e, s, y) \in \tilde{E}$. Then $R$ is a region of $U^A_s$ if and only if $\tilde{R} = \{(e, s, x) \mid x \in R\}$ is a region of the rectified union $\tilde{U}^A_s$.

The proof of this lemma is straightforward and therefore omitted. However, as the rectified unions have mutually disjoint state and event sets, the union $U^A$ can now be defined as

$$U^A = (\tilde{U}^A_s \mid e \in E, s \in S, \neg s \overset{e}{\rightarrow}).$$

**Proof of Theorem 8.** We start by showing that $A$ has the ESSP if and only if $U^A$ has the SSP. If $U^A$ has the SSP then, for every $e \in E$ and every $s \in S$ with $\neg(s \overset{e}{\rightarrow})$, there is a region $\tilde{R}$ of $U^A$ separating the key states $(e, s, m_0), (e, s, m_1)$ in $\tilde{U}^A_s$. This means, by definition and by Lemma 12 that

$$R^e_s = \{x \mid (e, s, x) \in \tilde{R} \cap S(\tilde{U}^A_s)\}$$

is a region of $U^A_s$ separating $m_0$ and $m_1$. Lemma 9 provides that $e$ is inhibitable at $s$. Hence, $A$ has the ESSP.

Reversely, if $A$ has the ESSP then, by Lemma 11, $U^A_s$ has the SSP for all $e \in E$ and all $s \in S$ where $\neg(s \overset{e}{\rightarrow})$. Using Lemma 12, we get for all $e \in E$ and all $s \in S$ where $\neg(s \overset{e}{\rightarrow})$ that $\tilde{U}^A_s$ has the SSP. As these union are pairwise disjoint with respect to states and events, this implies, by definition, that $U^A$ has the SSP, too.

Given $A$, we can now create a linear 3-fold TS $A' = A(U^A)$ by joining the individual TSs of $U^A$. To make $A'$ linear, we basically concatenate the linear components of $U^A$ by
selecting the terminal states as discretionary joining points. With the help of Lemma 1, we subsequently get that \( A' \) has the SSP if and only if \( U^A \) has the SSP if and only if \( A \) has the ESSP. As creating \( A' \) out of \( A \) is obviously doable in polynomial time, we get that linear 3-ESSP \( \leq_p \) linear 3-SSP. In Section 3 we show that ESSP of linear 3-fold TSs is NP-complete and [2] states that SSP is in NP, which, together with our argumentation, imply that linear 3-SSP is NP-complete.

\[\]

6 The Hardness of 2-Grade 2-Feasibility and 2-Grade 2-ESSP

In this section we present our result, that feasibility and the ESSP remain NP-complete for 2-grade 2-fold TSs.

\[\]

\[\]

\[\]

▶ Theorem 13. The feasibility problem and the ESSP problem are NP-complete on \( g \)-grade \( k \)-fold transition systems for all \( g \geq 2 \) and all \( k \geq 2 \).

Here, we again use the cubic monotone one-in-three 3-SAT problem as a reduction source to argue that 2-grade 2-ESSP is NP-complete. The definitions of a cubic monotone set \( \varphi \) of boolean 3-clauses as well as according one-in-three models is given in Section 4.

Given \( \varphi \), we again construct a union \( U^\varphi \) in polynomial time. However, this time \( U^\varphi \) is a 2-fold union of 2-grade TSs. Hence, every event is used at most twice and, even after joining the components in \( A^\varphi = A(U^\varphi) \), every state has at most two predecessors and two successors. We will show that if \( U^\varphi \) has the ESSP then it has the SSP, too. This makes ESSP and feasibility the same problem, even for \( A^\varphi \) which is affirmed by Lemma 1. By that, we simultaneously get the NP-hardness of both problems for the input class of 2-grade 2-fold TSs.

With the rough proof outline in mind, we can take a closer look on the construction of \( U^\varphi \): First of all, the union \( U^\varphi \) installs a TS \( H \), called the headmaster. The headmaster initializes the connection between the satisfiability problem and the ESSP by introducing a key event \( k \) that is supposed to be inhibitable at a certain key state if and only if \( \varphi \) has a one-in-three model. In order to achieve this behavior, \( U^\varphi \) basically adds, for every clause \( K_i \), a similar translator \( T_i \) as in Section 4. Again, for a key region, one that inhibits \( k \) at the key state, \( T_i \) translates the one-in-three condition of \( K_i \) into the ESSP vocabulary. This means that \( T_i \) applies events that represent the three variables of \( K_i \) and exactly one of them has a positive signature while the other two obey. Consequently, there is a key region where every gadget \( T_0, \ldots, T_{m-1} \) has exactly one entering variable event if and only if there is a one-in-three model of \( \varphi \).

Like before, the main problem is to get along with, in this case, just two occurrences of every event. The problem is again solved by adding TSs that, for a key region, generate helper and replacement events with predefined signatures, leaving, entering, or obeying. See Figure 5 to visualize the technical elaborations of the following detailed description of our gadget TSs.

**Headmaster** \( H \) is a TS that introduces the key event \( k \) and the key state \( h_{0,8} \). Moreover, \( H \) cooperates with the subsequent duplicator gadgets to prepare the key copies, the event series with negative signature needed by the translators. To this end, \( H \) works with a production line of \( 14m \) submodules \( H_j \), each cooperating with a duplicator to initialize one key copy. More precisely, for a key region, \( H_j \) prepares three events for the duplicator \( D_j \). Two so-called vice events \( v_{2j}, v_{2j+1} \) have a positive signature, that is, vice with respect to the signature of \( k \). Then there is one obeying wire event \( w_{2j} \) used to communicate the condition of one duplicator state to another. In return, the duplicator...
provides two key copies \(k_{3j},k_{3j+1}\) and one obeying accordance event \(a_j\). In \(H_{j+1}\) the three resulting events are used for the synchronization of the next vice and wire events. The main result of \(D_j\), however, is \(k_{3j+2}\), one of the 14\(m\) key copies that are free to be in translators and other gadgets.

See Figure 5 a) for a definition of \(H\) together with an illustration of \(H\)'s part of a key region, \(R^H\). Observe that there are reachability events \(r_0,\ldots,r_{14m-2}\) which make every state of \(H\) reachable from the initial state \(h_{0,0}\). Moreover, for \(R^H\), every module \(H_j\) receives the key copies \(k_{2j-2},k_{2j-1}\) and the obeying accordance event \(a_{j-1}\) from duplicator \(D_{j-1}\). Thanks to \(a_{j-1}\), the state \(h_{j,8}\) behaves according to the key event \(h_{0,8}\) and is excluded from \(R^H\). Because of the exiting key copy \(k_{2j-2}\) the state \(h_{j,1}\) is not in \(R^H\). The last two facts together imprint a zero signature on the zero events \(z_{2j},z_{2j+1}\).

The exiting key copy \(k_{2j-1}\) puts \(h_{j,4}\) into \(R^H\) and excludes \(h_{j,5}\) which, together with the obedience of \(z_{2j},z_{2j+1}\), takes care that \(v_{2j},v_{2j+1}\) are entering and that \(w_{2j},w_{2j+1}\) are obeying.

**Duplicators** \(D_j\) are TSs that, for a key region, generate three key copies \(k_{3j},k_{3j+1},k_{3j+2}\) and one obeying accordance event \(a_j\) using the vice events \(v_{2j},v_{2j+1}\) with positive signature and the obeying wire event \(w_{2j}\).

Figure 5 b) defines \(D_j\) and demonstrates the duplicator fraction \(R^{D_j}\) of a key region. It is obvious, that the predefined positive signature of the two vice events puts \(d_{j,2},d_{j,4}\) into \(R^{D_j}\) and exclude \(d_{j,1},d_{j,3}\). The obedience of the wire event is used to signal the condition of \(d_{j,4}\) to \(d_{j,0}\) forcing it into \(R^{D_j}\), too. By design, \(k_{3j},k_{3j+1},k_{3j+2}\) turn into entering events and \(a_j\) becomes obeying.

As \(H\) consumes only \(k_{3j},k_{3j+1}\) and \(a_j\), we keep the remaining duplicate \(k_{3j+2}\) of \(k\). As we create 14\(m\) duplicators, we get 14\(m\) free key copies.

**Barters** \(B_q\) are TSs that, for a key region, barter two key copies \(k_{q,1},k_{q,2}\) for one obeying so-called consistency event \(c_q\). Here, the indexes \(q_1 = 6q + 18m + 1\) and \(q_2 = q_1 + 3\) are chosen to select from the last \(4 \cdot 2m\) free items in the list of generated key copies.

The use of consistency events is to make the signature of three events consistent for every variable \(X\) of \(\phi\). The reason is that we cannot represent three occurrences of \(X\) by an event that can only be used twice. This is a crucial difference with respect to Section 4 where every variable can be represented by the three occurrences of one event. Here, we require multiple synchronized events to represent \(X\), which is enabled by the consistency events.

Figure 5 c) introduces \(B_q\) and shows a respective key region part \(R^{B_q}\). Clearly, as both key copies are leaving, we get \(b_{q,0},b_{q,2} \in R^{B_q}\) which makes \(c_q\) obeying. Altogether, we add 4\(m\) barters that can be used twice to generate 4\(m\) consistency events.

**Variable manifolders** \(X_i\) are TSs that essentially represent one variable \(X_i \in V(\phi)\). They are used to synchronize three variable events for \(X_i\) to be used in the translators. In particular, if \(\alpha,\beta,\gamma \in \{0,\ldots,m-1\}\) specify the clauses \(K_\alpha,K_\beta,K_\gamma\) that contain variable \(X_i\) then the TS \(X_i\) provides three events \(X_i^\alpha,X_i^\beta,X_i^\gamma\). The condition of \(U^\varphi\) assures that, for a key region, these events have equal signatures such that they can be treated like manifestations of the same event representing \(X_i\).

The definition of TS \(X_i\) as well as an illustration of a possible key region fragment \(R^{X_i}\) are given in Figure 5 d). To create the event equivalence, \(X_i\) applies four consistency events, \(c_{4i},c_{4i+1},c_{4i+2},c_{4i+3}\). The obedience of \(c_{4i}\) and \(c_{4i+1}\) condemns the states \(x_{i,0},x_{i,1},x_{i,2}\) to a consistent behavior with respect to \(R^{X_i}\), that is, either all or none of them are part of the region. The same follows for \(x_{i,3},x_{i,4},x_{i,5}\) from the obedience of \(c_{4i+2}\) and \(c_{4i+3}\). It is easy to see that this makes the signature of all three events \(X_i^\alpha,X_i^\beta,X_i^\gamma\) equal.
Translators \( T_i \) are unions \( T_i = U(T_{i,0}, T_{i,1}, T_{i,2}) \) of three TSs, that, in accordance to the translators of Section 4, implement the clauses \( K_i = \{ X_a, X_b, X_c \} \). This means, \( T_i \) represents the three variables by the representation events \( X^i_a, X^i_b, X^i_c \) generated for clause \( K_i \) and makes sure that exactly one of these events has a positive signature. Figure 5 defines the three TSs and introduces a possible key region fragment \( R_j^i \) that assigns a positive signature to event \( X_j^i \) representing \( X_b \). The methods of \( T_i \) are the same as in Section 4 except that every variable event \( X_j \), being unique in \( T_i \), is replaced by the representer event \( X_j^i \) of clause \( K_i \).

Altogether, the construction results in the union

\[
U^\varphi = U(H, D_0, \ldots, D_{4m-1}, B_0, \ldots, B_{4m-1}, X_0, \ldots, X_{m-1}, T_0, \ldots, T_{m-1})
\]

In the following, we establish the proof of the announced equivalence between the existence of a one-in-three model for \( \varphi \) and the ESSP of \( U^\varphi \), respectively, the feasibility of \( U^\varphi \).

We start with a formalization of the properties of key regions:

**Lemma 14.** If \( R \) is a key region of \( U^\varphi \) inhibiting \( k \) at \( h_{0,8} \), that is, where, without loss of generality, \( \text{sig}_R(k) = -1 \) and \( h_{0,8} \notin R \) then

1. for all \( j \in \{0, \ldots, 14m - 1\} \) the region contains \( h_{j,0}, h_{j,4} \) and excludes \( h_{j,1}, h_{j,2}, h_{j,3}, h_{j,5}, h_{j,6}, h_{j,7}, h_{j,8} \),
2. for all \( j \in \{0, \ldots, 14m - 1\} \) the region contains \( d_{j,0}, d_{j,2}, d_{j,4} \) and excludes \( d_{j,1}, d_{j,3} \),
3. all key copies exit, that is, for all \( j \in \{0, \ldots, 14m - 1\} \) the events \( k_{3j}, k_{3j+1}, k_{3j+2} \) have a negative signature,
4. for all \( q \in \{0, \ldots, 4m - 1\} \) the region contains \( b_{q,0}, b_{q,2} \), excludes \( b_{q,1}, b_{q,3} \), and defines \( \text{sig}_R(c_q) = 0 \),
5. for all \( i \in \{0, \ldots, m - 1\} \) the variable \( X_i \), which occurs in clauses \( K_\alpha, K_\beta, K_\gamma \), is represented by events \( X_i^\alpha, X_i^\beta, X_i^\gamma \), that is, they have the same signature

\[
\text{sig}_R(X_i^\alpha) = \text{sig}_R(X_i^\beta) = \text{sig}_R(X_i^\gamma)
\]

6. for all \( i \in \{0, \ldots, m - 1\} \) the clause \( K_i = \{ X_a, X_b, X_c \} \) is realized in translator \( T_i \) by making exactly one of the events \( X_i^a, X_i^b, X_i^c \) enter while the other two obey.

**Proof.** Observe that the demonstrated regions of Figure 5 introduce a key region.

We show by induction over \( j \): For a start, let \( j = 0 \): From \( \text{sig}_R(k) = -1 \) we have \( R(h_{0,0}) = R(h_{0,4}) = 1 \) and \( R(h_{0,1}) = 0, R(h_{0,5}) = 0 \). By \( R(h_{0,1}) = 0 \) we get \( \text{sig}_R(z_0), \text{sig}_R(z_1) \in \{0, 1\} \) and by \( R(h_{0,5}) = 0 \) we get \( \text{sig}_R(z_0), \text{sig}_R(z_1) \in \{-1, 0\} \) resulting in \( \text{sig}_R(z_0) = \text{sig}_R(z_1) = 0 \). This implies \( R(h_{0,2}) = R(h_{0,3}) = 0 \) and \( R(h_{0,6}) = R(h_{0,7}) = 0 \) making \( v_0, v_1 \) entering and \( w_0, w_1 \) obeying. From the entering signature of \( v_0, v_1 \) we have that \( R \) includes \( d_{0,2}, d_{0,4} \) and excludes \( d_{0,1}, d_{0,3} \). As \( R(d_{0,4}) = 1 \) and \( w_0 \) obeys, we get \( R(d_{0,0}) = 1 \). By \( R(d_{j,0}) = R(d_{j,4}) = 1 \) and \( R(d_{j,1}) = 0 \) we obtain that \( k_1, k_2 \) exit. By \( R(d_{j,1}) = R(d_{j,0}) = 1 \) and \( R(d_{j,2}) = 1 \) we have that \( k_0 \) exits and \( a_0 \) obeys.

Now assume that hold for all indices less \( j \): As \( R(h_{j-1,8}) = 0 \) and \( R(a_{j-1}) = 0 \) we have that \( R(h_{j,8}) = 0 \). Furthermore, we have the exiting \( k_{3(j-1)}, k_{3(j-1)+1} \). Hence, we basically have the same situation as in \( H_0 \) and \( D_0 \). Consequently, a similar argument as for the induction start yields that \( R \) contains exactly the states \( h_{j,0}, h_{j,4} \) of \( H_j \) and \( d_{j,0}, d_{j,2}, d_{j,4} \) of \( D_j \). This makes the vice events \( v_{2j}, v_{2j+1} \) enter and the wire events \( w_{2j}, w_{2j+1} \) obey. Moreover, \( D_j \) lets the key copies \( k_{3j+1}, k_{3j+2} \) have a negative signature and \( a_j \) obeys. This concludes the induction step.

The statement is trivially implied by 3.
can say that the existence of key region for Lemma 14 states that the structure of a key region defines a model of \( R(4) \), that is, \( R(4) \) to the task of six key copies. Using six key copies, we can implement the clause \( k(a) = 6 \). Here, \( k(2) \) is the number of available consistency events. c) The translator \( T_i \) implementing the clause \( K_i \). All \( m \) translators together consume the remaining \( 6m \) key copies.

For [5], it follows immediately from the obedience of the consistency events, given in [4], that \( R(x_{i,0}) = R(x_{i,1}) = R(x_{i,2}) \) and \( R(x_{i,3}) = R(x_{i,4}) = R(x_{i,5}) \). This implicates \( R(x_{i,3}) - R(x_{i,0}) = R(x_{i,4}) - R(x_{i,1}) = R(x_{i,5}) - R(x_{i,2}) \). Consequently, the variable events \( X_i^0, X_i^1, X_i^2 \) have the same signature.

Finally, [6] is shown analogously to Lemma 4 using signature aggregation.

Lemma 14 states that the structure of a key region defines a model of \( \varphi \). That is why we can say that the existence of key region for \( U^\varphi \) implies the one-in-three satisfiability of \( \varphi \):
\textbf{Lemma 15.} If there is a key region of $U^\varphi$ then $\varphi$ has a one-in-three model.

\textbf{Proof.} If $R_{\text{key}}$ is a key region of $U^\varphi$ then, by Lemma 14, we obtain for all variables $X_i$ and their three occurrences in clauses $K_a, K_b, K_c$ that the respective events have

\[ \text{sig}_{R_{\text{key}}} (X_i^a) = \text{sig}_{R_{\text{key}}} (X_i^b) = \text{sig}_{R_{\text{key}}} (X_i^c). \]

Moreover, for every clause $K_i = \{X_a, X_b, X_c\}$ it is true that exactly one of the events $X_i^a, X_i^b, X_i^c$ has a positive signature while the other two obey. Then, a variable $X_i$ is put into set $M$ if and only if their synchronized events $X_i^a, X_i^b, X_i^c$ have positive signature. It clearly follows for all clauses $K_i$ that $|M \cap K_i| = 1$ which makes $M$ a one-in-three model of $\varphi$. ▶

The other way around, the proof of the equivalence requires to derive a key region from a one-in-three model. We have to argue that working our way backwards through the construction ends up in a region that inhibits $k$ at the key state.

\textbf{Lemma 16.} If $\varphi$ has a one-in-three model then there is a key region of $U^\varphi$.

\textbf{Proof.} Let $M \subseteq V(\varphi)$ be a one-in-three model of $\varphi$. We progressively build a region $R$ by following the requirements of every individual gadget: First of all, for every variable $X_i$ with occurrences in clauses $K_a, K_b, K_c$ we take care that $\text{sig}_R (X_i^a) = \text{sig}_R (X_i^b) = \text{sig}_R (X_i^c) = M(X_i)$ where we define $M(X_i) = 1$ if $X_i \in M$ and $M(X_i) = 0$, otherwise. To this end, we create a sub region $R^{X_i}$ for $TS X_i$ and let $x_{i,0}, x_{i,1}, x_{i,2} \notin R^{X_i}$ if and only if $X_i \in M$. Notice that this makes the consistency events $c_{4i}, c_{4i+1}, c_{4i+2}, c_{4i+3}$ obey. As different variable manifolders do not share states or events, the regions $R^{X_0}, \ldots, R^{X_m-1}$ are pairwise compatible.

For every clause $K_i = \{X_a, X_b, X_c\}$ the model $M$ selects exactly one variable. By the $M$-conform construction of $R^{X_a}, R^{X_b}, R^{X_c}$ we get that exactly one of the events $X_i^a, X_i^b, X_i^c$ enters and the others obey. We let the key copies of $T_i$ be exiting and easily generate a sub region $R^{T_i}$ as in Section 3. Observe that unions $T_i$ and $T_j$ share no event if $i \neq j$, which makes $R^{T_0}, \ldots, R^{T_m-1}$ pairwise compatible. As the variable events are selected in compliance with the variable manifolders and as translators and manifolders do not share further events, their sub regions are also compatible.

Next, as all consistency events are obeying, we can define a sub region $R^{B_q}$ of $B_q$ for every $q \in \{0, \ldots, 4m - 1\}$ in compliance to Figure 5c. This makes the used key copies exiting. As different barters have no event in common, share only the obeying consistency events with variable manifolders and share no events at all with translators, their regions are pairwise compatible.

Headmaster and duplicators only share key copies with translators and barters. As we have defined all key copies exiting and as the provided sub regions meet the conditions given in Lemma 14 we can use the lemma as a description on how to build compatible sub regions $R^H, R^{D_0}, \ldots, R^{D_{4m-1}}$ for headmaster and duplicators. Altogether, we have that

\[ R = R^H \cup R^{D_0} \cup \cdots \cup R^{D_{4m-1}} \cup R^{B_0} \cup \cdots \cup R^{B_{4m-1}} \cup R^{X_0} \cup \cdots \cup R^{X_{m-1}} \cup R^{T_0} \cup \cdots \cup R^{T_{m-1}} \]

is a region of $U^\varphi$ inhibiting $k$ at $h_{0,8}$. ▶

The proof of Theorem 13 is based on the previous lemmas, that is, that $\varphi$ has a one-in-three model $M$ if and only if there is a key region for $U^\varphi$. In particular, the $if$ direction of this statement follows directly from Lemma 15. Reversely, having $M$, Lemma 16 only allows to inhibit $k$ at the key state. For the remaining events $e$ and states $s$ of $U^\varphi$ we have to show that $e$ is inhibitable at $s$:
Lemma 17. If \( \varphi \) has a one-in-three model, then there is region inhibiting \( e \) at \( s \) for all events \( e \in E(\varphi) \) and all states \( s \in S(\varphi) \) that fulfill \( (e, s) \neq (k, h_{0,8}) \) and \( \neg(s \rightarrow e) \).

The proof of Lemma 17 is very technical which makes it tedious and not much edifying. Therefore, we split it into multiple lemmas and move it to Section 10.

Finally, we want to join the TSs of \( \varphi \) to obtain a combined TS \( A(\varphi) \). See Figure 9 to be convinced that the initial state of every gadget has at most one predecessor state and that we can always find a state with at most one successor state. More precisely, for \( H \) we select \( t^H = h_{0,8} \), every duplicator \( D_j \) designates \( t^{D_j} = d_{j,0} \), the barters \( B_k \) use \( t^{B_k} = b_{q,1} \), variable manifolders \( X_i \) have \( t^{X_i} = x_{i,5} \), and the translator TSs apply \( t^{T_i} = t_{i,0,5} \), \( t^{I_j} = t_{i,1,4} \), and \( t^{I,2} = t_{i,2,4} \). Using these terminal states, the definition of a joining makes sure that \( A(\varphi) \) does not exceed the state degree of two. Moreover, as \( \varphi \) is 2-fold and \( A(\varphi) \) just introduces additional unique connector events, \( A(\varphi) \) is a 2-grade 2-fold TS.

To transfer the hardness of ESSP for \( \varphi \) to the joining \( A(\varphi) \), feasibility and the ESSP should again be the same problem for generated unions \( \varphi \). This would allow to use Lemma 1 in order to transfer feasibility, and by that also the ESSP, from \( \varphi \) to \( A(\varphi) \). This time, however, we cannot use the linearity of the used gadget TSs. However, the design of the union \( \varphi \) of this section guarantees the following lemma:

Lemma 18. If the union \( \varphi \) has the ESSP then it has the SSP.

The proof of Lemma 18 bases crucially on the fact that, besides of the zeros in \( H \), all events of a given TS \( A \) of \( \varphi \) are unique in \( A \). Additionally, there is at most one state without successor in \( A \). Therefore, given two states \( s, s' \) at least one of them, say \( s \), is the source of an event \( e \), that is, \( s \leftarrow e \). As \( e \) is inhibitable at \( s' \) by a region \( R \) of \( \varphi \), that is, \( \text{sig}_R(e) = -1 \) and \( R(s') = 0 \), as \( s \) is the source of \( e \), we have that \( R \) separates \( s \) and \( s' \). This argument doesn’t work for the sources of the zeros in \( H \). By proving Lemma 17 in Section 10 we gain appropriate regions for these remaining states. As we need to refer to these regions, we move the detailed proof of Lemma 18 to Section 10 too.

Hence, if \( \varphi \) has the ESSP then it is automatically feasible. Reversely, if it is feasible, it has the ESSP by definition. This makes both problem equivalent, again. If \( \varphi \) has a one-in-three model then \( \varphi \) has the ESSP by Lemmas 10 and 17 which, by the additional SSP from Lemma 18 implies that \( \varphi \) is feasible. By Lemma 1 \( A(\varphi) \) is feasible and, therefore, has the ESSP.

Reversely, let \( A(\varphi) \) have the ESSP. As \( \varphi \) has the SSP, Lemma 1 provides \( A(\varphi) \) with the SSP making it feasible. The use of Lemma 1 again makes \( \varphi \) feasible and, thus, provides the union with the ESSP. By Lemma 15 we can then derive a one-in-three model for \( \varphi \).

As our construction can easily be done in polynomial time we have shown Theorem 13.

7 The Hardness of 2-Grade 2-SSP

Here we prove the hardness of 2-grade 2-SSP by a reduction using linear 3-SSP, shown NP-complete in Section 5 as a source:

Theorem 19. The SSP is NP-complete on \( g \)-grade \( k \)-fold transition systems for all \( g \geq 2 \) and all \( k \geq 2 \).

Proof. For a linear 3-fold TS \( A = (S, E, \delta, s_0) \), we construct a union \( U^A \) of 2-grade 2-fold TSs such that the SSP holds for \( A \) if and only if it holds for \( U^A \). By \( E_3 \) we denote the subset of \( E \) containing all events of \( A \) that actually occur three times in \( A \). For each of these events
there is exactly one $s \neq u$ having $i \leq v < j$ and $v \not< e$.

**Theorem 20.** A linear 2-fold TS $A$ has the SSP if and only if $A$ has no exact 2-fold subsequence.
Proof. Only-if: Let \( A = s_0 \overset{e_1}\longrightarrow \cdots \overset{e_i}\longrightarrow s_t \) be a linear 2-fold TS that has the SSP. Assume \( A_j = s_i \overset{e_{i+1}}\longrightarrow \cdots \overset{e_j}{\longrightarrow} s_j \) is an exact 2-fold subsequence of \( A \) where \( \{e_{i+1}, \ldots, e_j\} \) are the \( q = \frac{j-i}{2} \) events occurring in \( A_j \). As \( A \) has the SSP, the states \( s_i, s_j \) are separable. Without loss of generality let \( R \) be a separating region of \( A \) with signature \( \text{sig}_R \), such that \( R(s_i) = 1 \) and \( R(s_j) = 0 \). Using signature aggregation, we get that \( \sum_{k=i+1}^{j} \text{sig}_R(e_k) = R(s_j) - R(s_i) = -1 \). Without a contradiction to \( 2(\text{sig}_R(e_{i+1}) + \cdots + \text{sig}_R(e_{j})) \equiv 0 \mod 2 \). Hence, \( A_j \) cannot exist.

If: Let \( A = s_0 \overset{e_1}\longrightarrow \cdots \overset{e_i}\longrightarrow s_t \) be a linear 2-fold TS that has no exact 2-fold subsequence and let \( s_i, s_j \) be two arbitrary states of \( A \) such that \( i < j \). We prove the properties to be separable by an exhausted case analyses:

**Case 1** There is an unique event \( e \in E \) and a state \( u \in A \) such that \( i \leq u < j \) and \( u \overset{e}\longrightarrow \).

Then a separating region \( R \) is defined by the signature \( \text{exit}_R = \{e\} \).

**Case 2** Otherwise, as \( A \) has no exact 2-fold subsequence, there has to be an event \( e \in E \) and states \( s_u, s_v \) with \( s_u \overset{e'}\longrightarrow, s_v \overset{e'}\longrightarrow \) such that \( u < i \leq v < j \) or \( i \leq u < j \leq v \). Then we have an event between \( s_i, s_j \) whose second occurrence is the „leftmost“. More exactly, we have an event \( e_{\text{min}} \) and states \( s_a, s_b \) with \( s_a \overset{e_{\text{min}}}\longrightarrow, s_b \overset{e_{\text{min}}}\longrightarrow \) such that \( a < i \leq b < j \) and for all events \( e \) and states \( s_u, s_v \) with \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) such that \( u < i \leq v < j \) we have that \( a \leq u \). If there is an unique event \( e \) and a state \( s_a \) with \( \overset{e'}\longrightarrow \) such that \( a < u < i \) or if there is an event \( e \) and states \( s_u, s_v \) with \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) such that \( a < u < i \leq b < j < v \) or \( u < a < v \leq i \leq b < j \). Then it is easy to check that a separating region \( R \) is defined by the signature given by \( \text{enter}_R = \{e\} \) and \( \text{exit}_R = \{e_{\text{min}}\} \). Otherwise, all events occurring between \( s_u \) and \( s_i \) occur twice between \( s_u \) and \( s_j \), that is, for all events \( e \) and states \( s_u, s_v \) with \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) we have if \( a < u < i \) then \( a < u < j \). As there is no exact 2-fold subsequence in \( A \) and no unique event between \( s_i, s_j \) there has to be an event between \( s_i, s_j \) whose second occurrence is on the right side of \( s_j \).

Consequently, we have an event \( e_{\text{max}} \) and states \( s_a', s_{b'} \) with \( s_a' \overset{e_{\text{max}}}\longrightarrow, s_{b'} \overset{e_{\text{max}}}\longrightarrow \) such that \( i < a < j \leq b' \) and for all events \( e \) and states \( s_u, s_v \) with \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) such that \( i \leq u < v \) we have that \( v < b' \). As there is no exact 2-fold subsequence in \( A \) there has to be an unique event \( e \) and a state \( s_a \) with \( \overset{e'}\longrightarrow \) such that \( j \leq u < b' \) or there has to be an event \( e \) and states \( s_a, s_v \) with \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) such that \( u < a < i < a' < j \leq b' \) or \( i \leq a' < j \leq u < b' < v \). It is easy to check that a separating region \( R \) is defined by the signature given by \( \text{enter}_R = \{e\} \) and \( \text{exit}_R = \{e_{\text{max}}\} \).

**Case 3** Finally, we have to deal with the case, when neither an event between \( s_i, s_j \) occur once nor has a second occurrence on the left side of \( s_i \). We have no \( e, s_u, s_v \) such that \( u < i \leq v < j \). As argued above, we must have \( e, s_u, s_v \) such that \( \overset{e'}\longrightarrow, \overset{e'}\longrightarrow \) and \( i \leq u < j \leq v \). Again, we have an event \( e_{\text{max}} \) as defined in the previous case and analogously we can argue for the separability of \( s_i, s_j \).

This analysis is comprehensive and proves the lemma. \( \square \)

It is easy to see that this property can be checked by a straight forward algorithm in time \( O(|S|^3) \). Moreover, the proof of Theorem 20 implicitly motivates the algorithm SEPARATOR in Figure 6 that, given a linear 2-fold TS \( A \) that has the SSP and two states \( s_i, s_j \), returns a separating region \( R \) for \( s_i, s_j \) with at most two non-obeying events. For \( A = s_0 \overset{e_1}\longrightarrow \cdots \overset{e_n}{\longrightarrow} s_n \), this algorithm uses a function \( I_A(k) \) that, given an index \( k \in \{0, \ldots, n-1\} \), returns the index of the second occurrence of event \( e_{k+1} \) if it exists and \( -1 \) otherwise. This function can be preprocessed as an array in at most \( O(|S| \log |S|) \) time and queried in constant time. If the input TS has a exact 2-fold subsequence, SEPARATOR fails at least for non-separable states and return \((0, 0)\)
Input: 2-fold TS $A = s_0 \xrightarrow{e_1} \cdots \xrightarrow{e_n} s_n$, $i, j : 0 \leq i < j \leq n$

Output: pair $(exit_R, enter_R)$ of sets of events defining a region $R$ of $A$ that separates $s_i, s_j$

1: preprocess $I_A$;
2: $a := -1, b := -1$;
3: for $k = i$ to $j - 1$ do
4: if $I_A(k) == -1$ then
5: return $\{e_{k+1}\}, \emptyset$
6: end if
7: end for
8: for $k = 0$ to $i - 1$ do
9: if $i \leq I_A(k) \leq j - 1$ then
10: $a := k$; $b := I_A(k)$;
11: break
12: end if
13: end for
14: if $a \neq -1$ then
15: for $k = a + 1$ to $i - 1$ do
16: if $I_A(k) == -1$ or $I_A(k) < a$ or $I_A(k) \geq j$ then
17: return $\{e_{a+1}\}, \{e_{k+1}\}$
18: end if
19: end for
20: end if
21: for $k = n - 1$ to $j$ do
22: if $i \leq I_A(k) \leq j - 1$ then
23: $a := I_A(k)$; $b := k$;
24: break
25: end if
26: end for
27: for $k = j$ to $b - 1$ do
28: if $I_A(k) == -1$ or $I_A(k) < i$ or $I_A(k) > b$ then
29: return $\{e_{b+1}\}, \{e_{k+1}\}$
30: end if
31: end for
32: return $\emptyset, \emptyset$

\textbf{Figure 6} Algorithm separator finding, for a linear 2-fold TS $A$ having the SSP, a separating region for given states $s_i, s_j$. 
The correctness and termination of Algorithm 6 follows from the proof of Theorem 20. For its time complexity, we observe, that the for-loops starting at the lines 3, 8, 15, 21, 27 query \( I_A \) at most \(|S|\) times. The costs of subsequent comparisons are constant. Consequently, after preprocessing, \textsc{Separator} returns a separating region for two input states \( s_i, s_j \) in \( O(|S|\log |S|) \) time.

To check if \( A \) has the SSP, \textsc{Separator} can be called for all state pairs. As we have to investigate \( \frac{|S|(|S|-1)}{2} \) input pairs this takes \( O(|S|^3) \) time as the preprocessing is done only once.

9 Conclusion

With the present work on feasibility, ESSP, and SSP of ENS synthesis we attempt to demonstrate the surprisingly high difficulty of this kind of Petri net synthesis, which is convincingly illustrated by Figure 1. While general intractability has been known before, we show that even simultaneously fixing two obvious input parameters, the restrictions of event occurrence and state degree, has no positive effect on the complexity of synthesis or even one of the subproblems SSP and ESSP. In fact, as we can narrow down the hardness barrier of ENS synthesis close to trivial inputs, it actually becomes tough to think of other promising parameters. In a narrow sense, bringing intractability even to linear TSs actually makes many obvious considerations of restricting the TS graph structure futile, too. Consequently, our results rule out many straightforward approaches from \textit{fixed parameter tractability}.

10 Auxiliary Proofs

In the following two subsections we proof Lemma 6 (Subsection 10.1) and Lemma 17 (Subsection 10.2). In both cases we present a series of lemmata that investigate successively every type of event that occur in the appropriate reduction. In particular, for each type of event we provide inhibiting regions by specifying the signature of the non-obeying events. More exactly, these regions are presented in tables with columns

- **States**: states are listed at which the investigated event is inhibited by the current region,
- **Exit**: all exiting events of the current region,
- **Enter**: all entering events of the current region,
- **Affected TS**: transition systems in which at least one of the events listed in Exit or Enter occur.

It is easy to check, that, on the one hand, the non-obeying events define a region of the union \( U^\rho \) recursively build from the affected TSs and, on the other hand, each of the listed states are excluded by the current region. By definition, this inhibits the current event at the appropriate states in \( U^\rho \).

Moreover, it is easy to see that if \( A_1, \ldots, A_n \) are TSs with event sets \( E_1, \ldots, E_n \) and \( B_1, \ldots, B_m \) are TSs with event sets \( E'_1, \ldots, E'_m \) and \( E_i \cap E'_j = \emptyset \) holds for all \( i, j \) and \( R = R^1 \cup \ldots \cup R^n \) is a region of \( U = U(A_1, \ldots, A_n) \) then \( R \) is a region of \( U(U, B_1, \ldots, B_m) \). We obtain the permitted signature by simply defining \( \text{additionally } \text{sig}_R(e) = 0 \) for all events of \( e \in E'_1 \cup \ldots \cup E'_m \).

With respect to a selected row of a table, this aspect allows us to consider an event \( e \) which is listed in the Exit-cell as inhibited at each state of each transition system which is not mentioned in the Affected TS-cell. The following lemma states another situation when we can easily lift a region \( R \) of a union \( U \) to a region \( R' \) of a union \( U(U, A_{m+1}, \ldots, A_n) \):
Lemma 21. Let $U = U(A_1, \ldots, A_m)$ be a union with region $R$ and let $A_{m+1}, \ldots, A_n$ be linear TSs such that for all $i \in \{m+1, \ldots, n\}$ there is at most one edge $s_i \xrightarrow{e_i} s_i'$ in $A_i$ where $\text{sig}_R(e_i)$ is defined and $\text{sig}_R(e_i) \neq 0$. Moreover, for all $i \in \{m+1, \ldots, n\}$, let $P_i$ be the set of $s_i$ and all its predecessor states and let $P_i = \emptyset$ if case $s_i$ does not exist. Then there is a region $R' = R \cup R_{m+1} \cup \cdots \cup R_n$ of union $U(A_1, \ldots, A_m, A_{m+1}, \ldots, A_n)$ with $\text{sig}_{R'} = \text{sig}_R$ such that, for all $i \in \{m+1, \ldots, n\}$, the region is extended by $R_i = S_i \setminus P_i$ if $\text{sig}(e_i) = 1$, where $S_i$ is the state set of $A_i$, and otherwise, the region is extended by $R_i = P_i$.

### 10.1 Proof for Lemma 6

Before we start, we explain how we use indices of refreshers and duplicators in this section. In particular, for a pair $(D_j, F_j)$ with $j \in \{0, \ldots, 6m-1\}$ we use the equivalent representation of the index in terms of $j = 6i + l$ where $l \in \{0, \ldots, 5\}$. That relates $(D_j, F_j)$ better with the translators of clause $K_i$ that make use of events provided by $(D_j, F_j)$, namely a key event copy $k_{3(6i+l)+2}$.

Lemma 22. The key event $k$ is inhibitable in $U^\varphi$.

**Proof.** The key event is already inhibited in the master by the key region. It remains to show, that $k$ is inhibitable in all the other TSs.

| States | Exit | Enter | Affected TS |
|--------|------|-------|-------------|
| $d_{0,1}, d_{0,2}$ | $k$, $k_0$ | $a_0, h, h_0$ | $M, F_0, D_0$ |
| $d_{0,0}, d_{0,3}$ | $k$, $h_0$ | $z_0, z_1$ | $M, D_0$ |
| $d_{0,4}, d_{0,14}$ | $k$, $k_0$ | $z_0$ | $M, D_0$ |

Lemma 23. The helper events are inhibitable in $U^\varphi$.

**Proof.** We start with regarding the helper event $h$ once occurring in master $M$.

| States | Exit | Enter | Affected TS |
|--------|------|-------|-------------|
| $m_5, \ldots, m_8$ | $h$ | | $M$ |
| $m_0, m_3$ | $h, a_0$ | $k, a_1$ | $M, F_0$ |
| $m_1, m_2$ | $h, k_0$ | $a_0, h_0$ | $M, F_0, D_0$ |

We proceed with inhibiting $h_0$ which indirectly affects the master segment $M$.

| States | Exit | Enter | Affected TS |
|--------|------|-------|-------------|
| $d_{0,3}, d_{0,4}, d_{0,6}, \ldots, d_{0,8}$ | $h_0$ | $z_1$ | $D_0$ |
| $d_{0,0}, d_{0,1}$ | $h_0, h$ | $z_0, z_1$ | $D_0, M$ |
| $d_{0,9}, \ldots, d_{0,14}$ | $h_0$ | $k_0$ | $D_0, F_0$ |

Next, for $i \in \{0, \ldots, m-1\}$ and $l \in \{0, \ldots, 5\}$, assuming that one of $i$ or $l$ is different from zero, we regard the helper event $h_{6i+l}$. For readability, we set $x = 6i + l$. 

Lemma 24. The key-copy events are inhibitable in $U^\varphi$.

Proof. For $i \in \{0, \ldots, m - 1\}$ and $l \in \{0, \ldots, 5\}$ we distinguish three cases indicated by (the different types of indices of): $k_{3(6i+l)}, k_{3(6i+l)+1}, k_{3(6i+l)+2}$. For abbreviation we set $x = 6i + l$. Firstly, we present regions of $U^\varphi$ which altogether inhibit $k_{3x}$ in $U^\varphi$. We observe, that $k_{3x}$ occurs in $F_x$ at state $f_{x,1}$ and in $D_x$ at the states $d_{x,0}$ and $d_{x,3}$.

| States          | Exit      | Enter     | Affected TS |
|-----------------|-----------|-----------|-------------|
| $d_{x,0}, d_{x,1}, d_{x,3}, d_{x,4}$ | $h_x, z_{2x-1}$ | $z_{2x}, z_{2x+1}$ | $D_{x-1}, D_x$ |
| $d_{x,6}, \ldots, d_{x,8}$ | $h_x$ | $k_{3x}$ | $F_x, D_x$ |
| $d_{x,9}, \ldots, d_{x,14}$ | $h_x$ | $k_{3x}$ | $F_x, D_x$ |
| $d_{x,6}, \ldots, d_{x,14}$ | $k_{3x}, z_{2x-1}$ | $z_{2x}$ | $D_{x-1}, D_x, F_x$ |
| $f_{x,0}$ | $k_{3x}$ | $o_{2x}, h_x$ | $D_{x-1}, F_x, D_x$ |

Secondly, we present regions of $U^\varphi$ which altogether inhibit $k_{3x+1}$ in $U^\varphi$ which occurs in in $F_x$ at state $f_{x,3}$ and in $D_x$ at the states $d_{x,7}$ and $d_{x,10}$. For $i = 0 = l$, we have no $D_{x-1}$ (second row). In this case the opposite event $o_{2x+1} = o_1$ occurs in $M$ exactly once.

| States          | Exit      | Enter     | Affected TS |
|-----------------|-----------|-----------|-------------|
| $f_{x,4}, \ldots, f_{x,7}$, $d_{x,0}, \ldots, d_{x,4}, d_{x,8}$, $d_{x,11}, \ldots, d_{x,14}$ | $k_{3x+1}$ | $z_{2x+1}$ | $F_x, D_x$ |
| $f_{x,0}, \ldots, f_{x,2}$ | $k_{3x+1}$ | $z_{2x+1}, o_{2x+1}$ | $F_x, D_x, D_{x-1}, (M)$ |
| $d_{x,5}, d_{x,6}, d_{x,9}$ | $k_{3x+1}, k_{3(x+1)}$ | $z_{2x+2}, o_{2x+2}$ | $F_x, D_x, F_{x+1}, D_x+1$ |

Thirdly, we present regions of $U^\varphi$ which for $l \in \{0, 1, 2\}$ altogether inhibit $k_{3(6i+l)+2}$ in $U^\varphi$ which occurs in $F_x$ at state $f_{x,5}$, in $D_x$ at the state $d_{x,13}$ and in $T_{i,0}, T_{i,1}, T_{i,2}$ at the states $t_{i,0,0}, t_{i,1,0}$ or $t_{i,2,0}$, respectively.

For abbreviation, we set $x = 6i + l$.

| States          | Exit      | Enter     | Affected TS |
|-----------------|-----------|-----------|-------------|
| $d_{x,0}, \ldots, d_{x,12}, d_{x,14}$, $t_{i,1}, t_{i,1,4}, (t_{i,1,5})$ | $k_{3x+2}, k_{3x+4}$ | $o_{2x+3}, z_{2x+3}$ | $F_x, D_x, T_{i,l}, F_{x+1}, D_{x+1}$ |
| $f_{x,0}, f_{x,2}, \ldots, f_{x,4}$, $f_{x,6}, f_{x,7}$ | $k_{3x}, k_{3x+2}$ | $o_{2x}, h_x$ | $F_x, D_x, T_{i,l}, (D_{x-1}, M)$ |
| $f_{x,1}$ | $k_{3x+2}$ | $o_{2x+1}$ | $F_x, D_x, T_{i,l}, (D_{x-1}, M)$ |

Now, we present regions of $U^\varphi$ inhibiting $k_{3(6i+3)+2}$ in $U^\varphi$ which occurs in $F_x$ at state $f_{x,5}$ in $D_x$ at the state $d_{x,13}$ and in $T_{i,0}$ at the state $t_{i,0,4}$ where $x = 6i + 3$.

The translator $T_i$ represents the clause $K_i = \{X_a, X_b, X_c\}$, where $a, b, c \in \{0, \ldots, m-1\}$.
As $\varphi$ is cubic and monotone, there are exact two further clauses $K_j$ and $K_l$ such that $X_c \in K_j \cap K_l$. Consequently, $X_c$ occurs exactly once in $T_j$ as well as in $T_l$. By the uniqueness of $X_c$ in $T_j$ respectively $T_l$ and Lemma 21 we need no further investigations at which state of $t_{j,0.1}, t_{j,0.3}, t_{j,1.1}$ or $t_{l,0.1}, t_{l,0.3}, t_{l,1.1}$ the event $X_c$ occurs a second respectively a third time in $U^\varphi$, for proving that the following table provides reliable regions of $U^\varphi$. Inhibiting regions for $k_{3x+2}$ are given by

| States          | Exit        | Enter     | Affected TS               |
|-----------------|-------------|-----------|---------------------------|
| $k_{3x+2}$      | $k_{3x+5}$  | $o_{2x+3}$| $C_x$, $F_x$, $T_x$       |
| $k_{3x+2}$      | $k_{3x+5}$  | $o_{2x+3}$| $p_i$, $F_x$, $T_x$       |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |

Finally, we represent regions of $U^\varphi$ inhibiting $k_{3(6i+l)+2}$, $l \in \{4, 5\}$, in $U^\varphi$ which occurs in $F_x$ at state $f_{x,5}$, in $D_x$ at the state $d_{x,13}$ and in $T_{i,1}$, $T_{i,2}$ at the states $t_{i,1,3}$ or $t_{i,2,3}$, respectively. We abbreviate $x = 6i + l$ and $y = l - 3$, $l \in \{4, 5\}$. Inhibiting regions for $k_{3x+2}$ are given by

| States          | Exit        | Enter     | Affected TS               |
|-----------------|-------------|-----------|---------------------------|
| $k_{3x+2}$      | $k_{3x+5}$  | $o_{2x+3}$| $p_i$, $F_x$, $T_x$       |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |
| $k_{3x+2}$      | $o_{2x+1}$  |           | $F_x$, $T_x$              |

> **Lemma 25.** The zero events are inhibitable in $U^\varphi$.

**Proof.** First, we consider the special case of $z_0$ which occurs in the master segment $M$ at $m_1$ and $m_5$ and in the duplicator $D_0$ at $d_{0,1}$. Appropriate regions are defined by:

| States          | Exit        | Enter     | Affected TS               |
|-----------------|-------------|-----------|---------------------------|
| $m_0$, $m_2$, $m_3$, $q$, $m_7$ | $z_0$ | $k$ | $M$, $D_0$ |
| $m_0$, $m_2$, $m_3$, $q$, $m_7$ | $z_0$ | $h$, $k_0$ | $M$, $D_0$, $D_0$ |

Secondly, we consider for $i \in \{1, \ldots, m\}$ and $l \in \{0, \ldots, 5\}$ (not both of them zero) the event $z_{2(6i+l)}$ occurring in the duplicators $D_{x-1}$ and $D_x$ at the states $d_{x-1,6}$, $d_{x-1,11}$ and $d_{x,1}$, respectively, where $x = 6i + l$. The following table represent regions which altogether inhibit $z_{2x}$ in $U^\varphi$.

| States          | Exit        | Enter     | Affected TS               |
|-----------------|-------------|-----------|---------------------------|
Lemma 26. The opposite events are inhibitable in $U^\varphi$.

Proof. Firstly, we investigate the opposite event $o_0$ occurring in the master $M$ and refresher $F_0$ at the states $m_2$ and $f_{0,0}, f_{0,4}$.

Secondly, we investigate the opposite event $o_1$ occurring in the master $M$ and refresher $F_0$ at the states $q$ and $f_{0,2}, f_{0,6}$. 

| States | Exit | Enter | Affected TS |
|--------|------|-------|-------------|
| $d_{x-1,0}, \ldots, d_{x-1,4}$ | $z_{2x}$ | $z_{2x-1}$ | $D_{x-1}, D_x$ |
| $d_{x-1,7}, d_{x-1,8}$ | $d_{x-1,12}, \ldots, d_{x-1,14}$ |
| $d_{x,2}, \ldots, d_{x,14}$ |
| $d_{x-1,5}, d_{x-1,9}$ | $z_{2x}, k_{3(x-1)}, k_{3x+1}$ | $h_{x-1}, o_{2x}, z_{2x+1}$ | $D_{x-1}, F_{x-1}, D_x, F_x$ |
| $d_{x-1,10}, d_{x,0}$ | $z_{2x}, o_{2x}$ | $k_{3x-2}, k_{3x}$ | $D_{x-1}, F_{x-1}, D_x, F_x$ |
| $d_{x,1}, d_{x,12}, \ldots, d_{x,14}$, $t_{1,0,0}, t_{1,0,1}, t_{1,0,3}$ | $z_{2x+1}$ | $h_x$ | $D_x$ |
| $d_{x,7}$ | $z_{2x+1}$ | $k_{3x+1}$ | $D_x, F_x$ |
| $m_{3}, \ldots, m_8$, $f_{0,1}, \ldots, f_{0,3}$, $f_{0,5}, \ldots, f_{0,7}$, $d_{0,0}, \ldots, d_{0,7}$ | $o_0, o_2, h_1$ | $k_1, k_3$ | $M, D_0, F_0, D_1, F_1$ |
| $m_{0, m_1}$, | $o_0, z_1$ | $z_0, k_1$ | $M, F_0, D_0, T_{0,0}$ |
| $d_{0,8}, \ldots, d_{0,14}$ | $o_0, h_0$ | $k_0$ | $M, F_0, D_0$ |
| $m_{0, m_1, m_5, m_7, m_8}$, $f_{0,3}, \ldots, f_{0,5}, f_{0,7}$ | $o_1, h, o_2, h_1$ | $z_0, k_2, k_3$ | $M, D_0, F_0, D_1, F_1, T_{0,0}$ |
| $m_{2}, \ldots, m_4, f_{0,0}, f_{0,1}$ | $o_1, h_0$ | $h, k_0, k_2$ | $M, F_0, D_0, T_{0,0}$ |
| $d_{0,0}, \ldots, d_{0,14}$ | $o_1$ | $o_0$ | $M, F_0$ |
Thirdly, we present inhibiting regions for the event \(o_{2x+2}\) occurring in \(D_x\) and \(F_{x+1}\) at the states \(d_{x,9}, f_{x+1,0}\) and \(f_{x+1,4}\), where \(x = 6i + l\) for \(i \in \{0, \ldots, m\}\) and \(l \in \{0, \ldots, 5\}\).

| States                  | Exit       | Enter       | Affected TS |
|-------------------------|------------|-------------|-------------|
| \(d_{x,10}, \ldots, d_{x,12}, f_{x+1,1}, f_{x+1,2}, f_{x+1,5}, f_{x+1,6}\) | \(o_{2x+2}\) | \(o_{2x+3}\) | \(D_x, F_{x+1}\) |
| \(d_{x,3}, d_{x,4}, d_{x,6}, \ldots, d_{x,8}, d_{x,13}, d_{x,14}, f_{x+1,7}\) | \(h_x, o_{2x+2}, h_{x+1}\) | \(z_{2x+1}, k_{3x+1}(x+1)\) | \(D_x, F_{x+1}, D_{x+1}\) |
| \(d_{x,0}, \ldots, d_{x,2}, d_{x,5}, f_{x+1,3}\) | \(o_{2x+2}, o_{2x+4}, h_{x+2}\) | \(k_{3x+1}, k_{3x+4}, k_{3x+6}\) | \(D_x, F_x, D_{x+1}, F_{x+1}, D_{x+2}, F_{x+2}\) |

Finally, we investigate the state \(o_{2x+3}\) occurring in \(D_x\) and \(F_{x+1}\) at the states \(d_{x,12}\) and \(f_{x+1,2}\) and \(f_{x,6}\), where \(x = 6i + l\) for \(i \in \{0, \ldots, m\}\) and \(l \in \{0, \ldots, 5\}\). We observe, that \(z_{2x+1}\) and \(z_{2x+3}\) never occur simultaneously in an \(T_{i,0}\).

| States                  | Exit       | Enter       | Affected TS |
|-------------------------|------------|-------------|-------------|
| \(d_{x,0}, \ldots, d_{x,9}, d_{x,13}, d_{x,14}, f_{x+1,0}, f_{x+1,3}, f_{x+1,4}, f_{x+1,7}\) | \(o_{2x+3}\) | \(o_{2x+2}\) | \(D_x, F_{x+1}\) |
| \(d_{x,10}, d_{x,11}\) | \(z_{2x+1}, z_{2x+3}, o_{2x+3}\) | \(z_{2x+2}, k_{3x+4}\) | \(D_x, F_{x+1}, D_{x+1}\) |
| \(f_{x+1,1}, f_{x+1,5}\) | \(o_{2x+3}, h_{x+1}\) | \(k_{3x+3}, k_{3x+5}\) | \(D_x, D_{x+1}, F_{x+1}\) |

Lemma 27. If \(i \in \{0, \ldots, m-1\}\) and \(K_i = \{X_a, X_b, X_c\}\) is the clause that is represented by the translator \(T_i\) then the event \(X_b\) occurring at \(t_{i,0,2}\) and \(t_{i,2,1}\) is inhibitable in \(U^\varphi\).

**Proof.** The translator \(T_i\) represents the clause \(K_i = \{X_a, X_b, X_c\}\), where \(a, b, c \in \{0, \ldots, m-1\}\). As \(\varphi\) is cubic and monotone, there are exactly two further clauses \(K_j\) and \(K_l\) such that \(X_a \in K_j \cap K_l\). Consequently, \(X_a\) occurs exactly once in \(T_j\) as well as in \(T_l\). By the uniqueness of \(X_a\) in \(T_j\) and Lemma 21, we need no further investigations at which state of \(t_{j,0,1}, t_{j,0,3}, t_{j,1,1}\) the event \(X_a\) occurs a second respectively a third time in \(U^\varphi\), for proving that the following table provides reliable regions of \(U^\varphi\).

| States                  | Exit       | Enter       | Affected TS |
|-------------------------|------------|-------------|-------------|
| \(t_{i,0,0}, t_{i,0,1}, t_{i,0,3}, \ldots, t_{i,0,5}, t_{i,2,0}, t_{i,2,2}, \ldots, t_{i,2,4}\) | \(X_b\) | \(X_a, k_{18i+8}\) | \(F_{6i+2}, D_{6i+2}, T_{i,0}, T_{i,2}, (T_j, T_l)\) |
| \(X_b\) | | | \(T_{i,0}, T_{i,2}\) |

Lemma 28. The proxy events are inhibitable in \(U^\varphi\).

**Proof.** Let \(i \in \{0, \ldots, m-1\}\) arbitrary but fixed. The event \(p_t\) occurs once in the translator \(T_{i,0}\) at the state \(t_{i,1,2}\) and in \(T_{i,2}\) at \(t_{i,2,2}\). The translator \(T_i\) represents the clause \(K_i = \{X_a, X_b, X_c\}\), where \(a, b, c \in \{0, \ldots, m-1\}\). As \(\varphi\) is cubic and monotone, there are exactly two further clauses \(K_j\) and \(K_l\) such that \(X_b \in K_j \cap K_l\). Consequently, \(X_b\) occurs exactly
once in $T_j$ as well as in $T_i$. By the uniqueness of $X_b$ in $T_j$ ($T_i$) and Lemma 21, we need no further investigations at which state of $t_{j,0,1}, t_{j,0,3}, t_{j,1,1}$ (respectively $t_{i,0,1}, t_{i,0,3}, t_{i,1,1}$) the event $X_b$ occurs a second respectively a third time in $U^\varphi$, for proving that the following table provides reliable regions of $U^\varphi$.

| States | Exit  | Enter | Affected TS          |
|--------|-------|-------|----------------------|
| $t_i,0.0, . . . , t_i,0.2, t_i,1.0, t_i,1.1$ | $p_i$ | $X_b, \bar{X}_b$ | $T_i,0, . . . , T_i,2; (T_j, T_l)$ |
| $t_i,1.3, t_i,1.4, t_i,2.0, t_i,2.1$ |       |       |                      |
| $t_i,2.3, t_i,2.4$ |       |       |                      |
| $t_i,0.3, . . . , t_i,0.5$ | $p_i$ |       | $T_i,1, T_i,2$      |

**Lemma 29.** The variable events are inhibitable in $U^\varphi$.

**Proof.** Let $i \in \{0, . . . , m-1\}$ arbitrary but fixed. The translator $T_i$ represents the clause $K_i = \{X_a, X_b, X_c\}$, where $a, b, c \in \{0, . . . , m-1\}$. As $\varphi$ is cubic and monotone, if $Z \in \{X_a, X_b, X_c\}$ there are exact two further clauses $K_j$ and $K_l$ such that $Z \in K_j \cap K_l$ and $j, l \in \{0, . . . , m-1\}$. Consequently, $Z$ occurs exactly once in $T_j$ as well as in $T_l$. We proceed as follows. If $Z \in \{X_a, X_b, X_c\}$ is arbitrary but fixed and $T_j$ and $T_l$ are the translators where the second and third occurrence of $Z$ appear, then we show that $Z$ is inhibitable in $U^\varphi \setminus \{T_j, T_l\}$ with regions of $U^\varphi$. Then it follows directly, that $Z \in \{X_a, X_b, X_c\}$ is inhibitable in $U^\varphi$, regardless at which state of $t_{j,0,1}, t_{j,0,3}, t_{j,1,1}$ respectively $t_{i,0,1}, t_{i,0,3}, t_{i,1,1}$ the event $Z$ occurs it second or third time, respectively. Observe, that for all presented regions at most the event $Z$ is non-obeying in $T_j$ and $T_l$ and, considered $T_j (T_l)$ in isolation, it is unique. Therefore, by Lemma 21 the following tables present reliable regions of $U^\varphi$.

Firstly, we show $X_a$, occurring in $T_{i,0}$ at state $t_{i,0,1}$, is inhibitable in $U^\varphi \setminus \{T_j, T_l\}$ on the basis of regions of $U^\varphi$.

| States | Exit  | Enter | Affected TS          |
|--------|-------|-------|----------------------|
| $t_{i,0,0}, t_{i,0,2}, . . . , t_{i,0,5}$ |       | $X_a$ | $k_{18i+2}$ $T_{i,0}, F_{6i}, T_j, T_l$ |
| $X_a$ |       |       |                      |
|       |       |       | $T_{i,0}, T_j, T_l$ |

Secondly, we show $X_b$, occurring in $T_{i,1}$ at state $t_{i,1,1}$, is inhibitable in $U^\varphi \setminus \{T_j, T_l\}$ with regions of $U^\varphi$.

| States | Exit  | Enter | Affected TS          |
|--------|-------|-------|----------------------|
| $t_{i,1,0}, t_{i,1,2}, . . . , t_{i,1,4}$ | $X_b$ | $k_{18i+8}$ | $D_{6i+3}, F_{6i+3}$ $T_{i,1}, T_j, T_l$ |
| $X_b$ |       |       |                      |
|       |       |       | $T_{i,1}, T_j, T_l$ |

Finally, we show $X_c$, occurring in $T_{i,0}$ at state $t_{i,0,3}$, is inhibitable in $U^\varphi \setminus \{T_j, T_l\}$ with regions of $U^\varphi$.

| States | Exit  | Enter | Affected TS          |
|--------|-------|-------|----------------------|
| $t_{i,0,0}, . . . , t_{i,0,2}$ |       | $X_c$ | $X_b$ $T_{i,0}, T_{i,2}$ $T_{a,j}, T_{b,l}$ |
| $t_{i,0,4}, t_{i,0,5}$ |       |       |                      |
10.2 Proof of Lemma 17

As in case of Lemma 17 we have to refer to some regions, the tables of this subsection are additionally equipped with a column Name where the name of the current region is listed. Moreover, in the sequel, if the context is clear we refer with a little abuse of notation with $A$ to both the TS $A$ itself and the states of $A$ only. In such a way we can refer easily to subsets of the states of $A$. For example, by $H \setminus \{H_0\}$ we mean all states of the headmaster excluding all states belonging to the part $H_0$.

Lemma 30. The key event is inhibitable in $U^\varphi$.

Proof. First, we show that $k$ is inhibitable in $H$ by regions of $U^\varphi$. Second, we represent a region of $U^\varphi$ where $k$ exits such that all non-obeying events occur only in $H$ inhibiting $k$ at all states of $U^\varphi \setminus H$. Event $k$ is already inhibited at certain states by the key region. By Figure 5 the states left in $H$ for investigation are $h_{j,0}, h_{j,4}$ for $j \in \{1, \ldots, 14m - 1\}$.

| States                          | Exit          | Enter          | Affected TS |
|---------------------------------|---------------|----------------|-------------|
| Remaining states of $H$ except $h_{1,0}$ | $k, k_0, a_0, r_1$ | $z_0, v_1, w_1$ | $H, D_0$   |
| $h_{1,0}$                      | $k, r_0, k_1, a_1, k_3, r_2, w_4, w_5, k_2, k_8,$ | $z_0, v_1, w_1, z_2, z_3, k_4, a_2, k_6, k_5$ | $H, D_0, D_1, D_2, T_0$ |
| $U^\varphi \setminus H$        | $k$           | $z_0, z_1$     | $H$         |

Lemma 31. The key event copies are inhibitable in $U^\varphi$.

Proof. Let $j \in \{0, \ldots, 14m - 1\}$. The following two regions show that $k_{3j}$ to is inhibitable in $U^\varphi$. In both regions, the event $k_{3j+2}$ has a non-obeying signature and except for $D_j$ it might occur in a translator or a barter where, in both cases, it is unique. Because of its uniqueness, in both cases, the appropriate region of the translator respectively the barter can be chosen such that $k_{3j+2}$ is the only non-obeying event. That is, at all states of the translator respectively barter where $k_{3j}$ is not inhibited when $k_{3j+2}$ is exiting (first region) it is inhibited when $k_{3j+2}$ is entering (second region) simply by complementation. This justifies the third row of the table.

| Nom   | States                          | Exit          | Enter          | Affected TS            |
|-------|---------------------------------|---------------|----------------|------------------------|
| $R_{1}^{k_{3j}}$ | $H \setminus \{h_{j,4}, h_{j,5}, h_{j,0}\}, D_j \setminus \{d_{j,4}\}$ | $w_{2j}, w_{2j+1}, k_{3j}$, $r_{j+1}, k_{3j+2}$ | $v_{2j}, v_{2j+1}, r_j$ | $H, D_j$, a single translator/barter |
| $R_{2}^{k_{3j}}$ | $h_{j,4}, h_{j,5}, d_{j,4}$ | $r_{j-1}, k_{3j}, a_j$ | $w_{2j}, w_{2j+1}, k_{3j+2}$, $r_j$ | $H, D_j$, a single translator/barter |
| $R_{1}^{k_{3j}}, R_{2}^{k_{3j}}$ states of the single translator/barter where $k_{3j+2}$ occur | | | | |
The next table shows the inhibiting regions for $k_{3j+1}$. Observe, that the key region inhibits $k_{3j+1}$ at all states of $H$ except for $h_{i,0}, h_{i,4}, i \in \{0, \ldots, 14m - 1\}, i \neq j$.

| Nom $R^1_{3j+1}$ | States | Exit | Enter | Affected TS
|------------------|--------|------|-------|---------|
| remaining states in $H \setminus \{h_{j-1,0}, h_{j,0}\}$, $D_j$ | $z_{2j-2}, z_{2j-1}$, $r_{j-2}, w_{2j-2}, w_{2j-1}$ | $r_{j-2}, w_{2j-2}, w_{2j-1}$ | $H, D_j$ |
| $R^2_{3j+1}$ | $h_{j-1,0}, h_{j,0}$ | $k_{3j+1}, k_{3j+4}, k_{3j+2}$ | $k_{3j}, w_{2j}, w_{3j}, a_{j-1}$, $z_{2j+2}, z_{2j+2}, r_{j+1}$ | $H, D_j, D_{j+1}$, a single translator/barter |

Proving that $k_{3j+2}$ is inhibitable in $U^g$ let us face the special challenge to examine all possible cases where, instead of $D_j$, the event $k_{3j+2}$ can occur a second time. Roughly said, $k_{3j+2}$ occurs its second time either in a translator or in a barter. In a translator it can occur either at the first or the last position. These two cases require different investigations concerning the variable representers or the proxy events, respectively. If a variable manifolder is affected, we have to distinguish different cases concerning the consistency events. In a barter $B_n$ event $k_{3j+2}$ can occur at $b_{n,0}$ or $b_{n,2}$. In both cases we have to observe different effects on the variable manifolders. We firstly list all possible cases and give them names implied by the listing. Then we show a table where for each possible case an appropriate region is presented.

There is an $i \in \{0, \ldots, m - 1\}$ such that

1. $k_{3j+2}$ occurs in $T_i$ at $t_{i,0,0}$ or $t_{i,1,0}$ or $t_{i,2,0}$.
2. $k_{3j+2}$ occurs in $T_i$ at $t_{i,0,4}$, and the variable representer at $t_{i,0,3}$ is $X_i$.
   2.1 The second occurrence of the variable representer $X_i$ is at $x_{c,0}$.
   2.2 The second occurrence of the variable representer $X_i$ is at $x_{c,1}$.
   2.3 The second occurrence of the variable representer $X_i$ is at $x_{c,2}$.
3. $k_{3j+2}$ occurs in $T_i$
   3.1 at $t_{i,1,3}$.
   3.2 at $t_{i,2,3}$.
4. There is an $n \in \{0, \ldots, 4m - 1\}$ and there is an $i \in \{0, \ldots, m - 1\}$ such that $k_{3j+2}$ occurs in $B_n$
   4.1 at $b_{n,0}$ where $n = 4i$ or $n = 4i + 2$.
   4.2 at $b_{n,0}$ where $n = 4i + 1$ or $n = 4i + 3$.
   4.3 at $b_{n,2}$ and $n = 4i$ or $n = 4i + 2$.
   4.4 at $b_{n,2}$ and $n = 4i + 1$ or $n = 4i + 3$.

Observe, that $k_{3j+2}$ is inhibited by the key region at all states of $H$ except for $h_{i,0}, h_{i,4}$ for $i \in \{0, \ldots, 14m - 1\}$. It also inhibits $k_{3j+2}$ at the states $d_{j,0}, d_{j,1}, d_{j,3}$.

| Nom $R_1$ | States | Exit | Enter | Affected TS |
|-----------|--------|------|-------|-------------|
| Remaining states of $H \setminus \{h_{j,4}, h_{j,5}, h_{j+1,0}\}$, $d_{j,0}, T_i$ | $w_{2j}, w_{2j+1}, k_{3j}$, $r_{j, k_{3j+2}}$ | $v_{2j}, v_{2j+1}, r_{j-1}$ | $H, D_j, T_i$ |

| Nom $R_{2.1}$ | States | Exit | Enter | Affected TS |
|---------------|--------|------|-------|-------------|
| Remaining states of $H \setminus \{h_{j,4}, h_{j,5}, h_{j+1,0}\}$, $d_{j,0}, d_{j,1}, d_{j,3}, T_i$, | $w_{2j}, w_{2j+1}, k_{3j}$, $r_{j, k_{3j+2}}, c_{4c+2}$ | $v_{2j}, v_{2j+1}, r_{j-1}$ | $H, D_j, T_i, X_c$, $B_{4c+2}$ |
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\[ R_{2.2} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2, c_{4j+3}}, x_{4j+2}, c_{4j+3} \}, w_{2j, w_{2j+1, k_{3j}}, v_{2j, v_{2j+1, r_{j-1}}, H, D_j, T_i, X_c, B_{4j+2}, B_{4j+3}} \]

\[ R_{2.3} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, T_i \}, w_{2j, w_{2j+1, k_{3j}}, v_{2j, v_{2j+1, r_{j-1}}, H, D_j, T_i, X_c, B_{4j+3}} \]

\[ R_{3.1} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, T_i \}, w_{2j, w_{2j+1, k_{3j}}, v_{2j, v_{2j+1, r_{j-1}}, H, D_j, T_i} \]

\[ R_{3.1} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, T_i \}, w_{2j, w_{2j+1, k_{3j}}, v_{2j, v_{2j+1, r_{j-1}}, H, D_j, T_i}} \]

\[ R_{4.1} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, c_{4j}, c_{4j+2}, B_{4j+2}} \]

\[ R_{4.2} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, c_{4j}, c_{4j+3}, B_{4j+3}} \]

\[ R_{4.3} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, c_{4j+2}, B_{4j+2}} \]

\[ R_{4.4} \quad \text{Remaining states of } \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, R_{j,3, j+2}, c_{4j+3}, B_{4j+3}} \]

\[ R_{1.2.3} \quad \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, d_{j,2}, t_{1,3, t_{2,4}}, k_{3j+4}, k_{3j+2}, a_{j, k_{3j}, w_{2j+2}, z_{2j+4}}, z_{2j+5}, r_{j+2}} \]

\[ R_{4} \quad \{h_{j,4, h_{j,5, h_{j+1,1,0}}}, d_{j,2}, k_{3j+1}, k_{3j+2}, a_{j, k_{3j}, w_{2j+2}, z_{2j+4}}, z_{2j+5}, r_{j+2}} \]

\[ \Rightarrow \text{Lemma 32. The zero events are inhibitable in } U^p. \]

**Proof.** Because of the two occurrences of \( k \) in \( H_0 \) we have to investigate the events \( z_0, z_1 \) in isolation. The region \( R_{z_0 k z_1} \) of the following table shows that \( z_0, z_1 \) are inhibitable in \( U^p \) except for the states \( h_{0,6}, h_{0,7} \). The region \( R_{z_0} (R_{z_1}) \) proves \( z_0 (z_1) \) to be inhibitable at \( h_{0,7} (h_{0,6}) \).

| Nom       | States                                      | Exit     | Enter     | Affected TS |
|-----------|---------------------------------------------|----------|-----------|-------------|
| \( R_{z_0 k z_1} \) \( H \setminus \{h_{0,6}, h_{0,7}\} \) | \( z_0, z_1 \)                              | \( k \)   | \( H \)    |             |
| \( R_{z_0} \) \( h_{0,7} \) | \( z_0, v_1, r_0 \)                         | \( w_0, k_2 \) | \( H, D_0, T_0 \) |
| \( R_{z_1} \) \( h_{0,6} \) | \( r_0, v_0, z_1 \)                         | \( w_1, k_0, w_2, k_5 \) | \( H, D_0, D_1, T_0 \) |

For \( j \in \{1, \ldots, 14m - 1 \} \) we decide the two cases \( z_{2j} \) and \( z_{2j+1} \). The region \( R_z \) proves
that both of \( z_{2j}, z_{2j+1} \) are inhibitable at the stated states. The region \( R_{z_{2j}} (R_{z_{2j+1}}) \) proves \( z_{2j} (z_{2j+1}) \) to be inhibitable at the remaining states. We assume \( i \in \{0, \ldots, j - 1 \} \).

| Nom | States | Exit | Enter | Affected TS |
|-----|--------|------|-------|-------------|
| \( R_z \) | \( H_j \ \setminus \{h_{j,6}, h_{j,7}\}, \) \( H_{j+1}, \ldots, H_{14m-1} \) | \( z_{2j}, z_{2j+1}, v_{2i}, z_{2i+1}, w_{2i}, w_{2i+1} \) | \( k, k_{2i}, k_{2i+1}, k_{2j}, k_{2j+1} \) | \( H, D_i \) |
| \( R_{2j} \) | \( h_{j,7}, H_0, \ldots, H_{j-1} \) | \( z_{2j}, r_{j-1}, v_{2j}, r_{j-1}, v_{2j+1} \) | \( k_{3j+1}, k_{3j+3} \) | \( H, D_{j+1} \) |
| \( R_{2j+1} \) | \( h_{j,7}, H_0, \ldots, H_{j-1} \) | \( r_j, z_{2j+1}, w_{2j+1}, r_j, v_{2j+1} \) | \( k_{3j+2} \) | \( H, D_j, a \) single transl./barter |

\[ \blacktriangleright \textbf{Lemma 33.} \textit{The wildcard events are inhibitable in } U^\varphi. \]

**Proof.** Because of \( k \) in \( H_0 \) we have to treat \( w_0, w_1 \) separately. Region \( R_{w_0,w_1} \) inhibits \( w_0, w_1 \) simultaneously at the listed states. Region \( R_{w_0} (R_{w_0}) \) concerns \( w_0 \) (\( w_1 \)) only.

| Nom | States | Exit | Enter | Affected TS |
|-----|--------|------|-------|-------------|
| \( R_{w_0,w_1} \) | \( H \ \setminus \{h_{0,4}, h_{1,0}\}, \) \( d_0, d_0, d_0, d_0, d_0, d_0, d_0, d_0, d_0 \) | \( w_0, w_1, k_0, r_1 \) | \( v_0, v_1, r_0 \) | \( H, D_0 \) |
| \( R_{w_0} \) | \( h_{0,4}, h_{1,0}, d_0, d_0 \) | \( v_0, z_1, w_0, z_2, z_3 \) | \( k, k_0, k_1 \) | \( H, D_0 \) |
| \( R_{w_1} \) | \( h_{0,4}, h_{1,0} \) | \( z_0, v_1, w_1 \) | \( k \) | \( H \) |

For \( j \in \{1, \ldots, 14m - 1 \} \) we decide the two cases \( w_{2j} \) and \( w_{2j+1} \). The region \( R_w \) proves that both of \( w_{2j}, w_{2j+1} \) are inhibitable at the listed states. The region \( R_{w_{2j}} (R_{w_{2j+1}}) \) proves \( w_{2j} (w_{2j+1}) \) to be inhibitable at the remaining states. We assume \( i \in \{0, \ldots, j - 1 \} \).

| Nom | States | Exit | Enter | Affected Segments |
|-----|--------|------|-------|-------------------|
| \( R_w \) | \( H \ \setminus \{h_{j,4}, h_{j,3+1}, d_0, d_0, d_0, d_0, d_0, d_0, d_0, d_0 \} \) | \( w_{2j}, w_{2j+1}, k_{3j} \) | \( v_2j, v_{2j+1}, r_j \) | \( H, D_j, a \) single transl./barter |
| \( R_{w_{2j}} \) | \( h_{j,4}, h_{j,3+1}, d_0, d_0 \) | \( r_0, w_{2i}, w_{2i+1} \) | \( k_{3j+1}, r_j, k_{3j+1} \) | \( H, D_0, \ldots, D_j \) |
| \( R_{w_{2j+1}} \) | \( h_{j,4}, h_{j,3+1}, d_0, d_0 \) | \( r_0, w_{2i}, w_{2i+1} \) | \( k_{3j+1}, r_j, k_{3j+1} \) | \( H, D_0, \ldots, D_j \) |

\[ \blacktriangleright \textbf{Lemma 34.} \textit{The vice events are inhibitable in } U^\varphi. \]

**Proof.** For \( j \in \{0, \ldots, 14m - 1 \} \) we investigate the two cases \( v_{2j} \) and \( v_{2j+1} \) separately. The following table proves \( v_{2j} \) to be inhibitable in \( U^\varphi \).

| Nom | States | Exit | Enter | Affected TS |
|-----|--------|------|-------|-------------|
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**Proof.** Because of the special role of $k$ we have to treat the cases $r_0$ and $r_j, j \in \{1, \ldots, 14m - 1\}$ separately. The next table proves $r_0$ to be inhibitable in $U^\varphi$.

| Nom | States \( \varphi \) | Exit \( \{ j \} \) | Enter \( \{ j \} \) | Affected TS \( \{ j \} \) |
|-----|------------------|------------------|------------------|------------------|
| \( R^1_{r_0} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{0,3}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_0, v_0, v_1 \) | \( w_0, k_2 \) | \( H, D_0, T_{0,0} \) |
| \( R^2_{r_0} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_0, k_1, k_2 \) | \( v_0, v_1, w_0, z_2, z_3 \) | \( H, D_0, T_{0,0} \) |
| \( R^3_{r_0} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_0, k_1, k_2 \) | \( v_0, v_1, w_0, z_2, z_3 \) | \( H, D_0, T_{0,0} \) |

The following table proves $v_{2j+1}$ to be inhibitable in $U^\varphi$.

| Nom | States \( \varphi \) | Exit \( \{ j \} \) | Enter \( \{ j \} \) | Affected TS \( \{ j \} \) |
|-----|------------------|------------------|------------------|------------------|
| \( R^1_{2j+1} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_j, z_2j+1, v_{2j+1} \) | \( r_{j-1}, w_2j+1, k_{3j+2} \) | \( H, D_{j+1}, D_{j+1} \) |
| \( R^2_{2j+1} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_j, z_2j+1, v_{2j+1} \) | \( r_{j-1}, w_2j+1, k_{3j+2} \) | \( H, D_{j+1}, D_{j+1} \) |
| \( R^3_{2j+1} \) | \( h_{0,0}, h_{0,1}, h_{0,2}, h_{1,0}, \ldots, H_{14m-1} \) | \( r_j, z_2j+1, v_{2j+1} \) | \( r_{j-1}, w_2j+1, k_{3j+2} \) | \( H, D_{j+1}, D_{j+1} \) |

\( \blacktriangleright \) **Lemma 35.** The reachability events are inhibitable in $U^\varphi$.
construction admits to chose $k_{3j+2}$ to be the only non obeying event in the TS. Therefor, by complementation we can assure that $r_j$ is inhibitable at the appropriate TS.

| Nom | States | Exit | Enter | Affected TS |
|-----|--------|------|-------|-------------|
| $R_{h_j}^1$ | $H \setminus H_{j-1}, H_{j-1} \setminus \{h_{j-1,4}, h_{j-1,5}\}$, $d_{j-1,0}, d_{j-1,1}, d_{j-1,3}$ | $w_{2j-2}, w_{2j-1}, r_j$, $k_{3j-3}, k_{3j-1}$ | $v_{2j-2}, v_{2j-1}, r_{j-1}$ | $H, D_{j-1}$, single transl./barter |
| $R_{h_j}^2$ | $h_{j-1,4}, h_{j-1,5}$, $d_{j-1,0}, d_{j-1,2}$ | $r_{j-2}, v_{2j-2}, a_{j-1}$, $z_{2j-2}, w_{2j-1}, r_{j-1}$ | $z_{2j-2}, w_{2j-1}, k_{3j-2}, k_{3j-1}$ | $H, D_{j-1}, D_j$ |

**Lemma 36.** The accordance events are inhibitable in $U^\varphi$.

**Proof.** The following table proves $a_j$ to be inhibitable in $U^\varphi$. In $R_{h_j}^4$ the key copy $k_{3j-1}$ exits and $k_{3j+2}$ enters. Both them can occur a second time in a translator or a barter. If they occur in different TSs the set of states of these TSs can be chosen in a way that $k_{3j-1}$ and $k_{3j+2}$ are the only non obeying events. A special case occur when both of them are in the same TS. For avoiding a tedian detailed case analyses we give a brief justification for $R_{h_j}^4$ being a region in that case. If $k_{3j-1}, k_{3j+2}$ occurin the same TS, then, by construction, they occur in a barter $B_0$ since no consecutive „free to use“ copies occur in the same translator. Again by construction, $k_{3j-1}$ occur at $b_{n,0}$ and $k_{3j+2}$ occur at $b_{n,2}$. Consequently, by the signature of these events, the event $c_n$ must have a negative signature. Now there is an $i \in \{0, \ldots, m - 1\}$ such that $n \in \{4i, 4i + 1, 4i + 2, 4i + 3\}$. If $n \in \{4i, 4i + 2\}$ we chose both $c_{4i}, c_{4i+2}$ as the only exiting events of $X_i$ which assures that no variable representer is concerned. It is easy to see that the choice of the signature of the second consistency event, which is not $c_n$, can be done such that it is the only non obeying event in the barter where it occur. Similarly, if $n \in \{4i+1, 4i + 3\}$ we chose both of them as the only exiting events of $X_i$ which surely is possible by construction. Again, the second consistency event is the only non obeying event in the barter where it occur. Therefor, the regions of all the concerned barter and the variable manifolder can be chosen compatible with the signature given in $R_{h_j}^4$.

| Nom | States | Exit | Enter | Affected TS |
|-----|--------|------|-------|-------------|
| $R_{h_j}^4$ | $h_{j,6}, h_{j,7}$ | $r_{j-1}, r_{j+2}, a_j, k_{3j}$ | $r_j, w_{2j}, w_{2j+1}$ | $H, D_j$, single transl./barter |
| | $H_{j+1} \setminus \{h_{j+1,0}\}$, $H_{j+2}, \ldots, H_{14m-1}$ | $k_{3j-2}, a_j, r_{j+1}$, $k_{3j}, k_{3j-1}$, possibly $c_{4i}, c_{4i+2}$ or $c_{4i+1}, c_{4i+3}$ | $k_{3j-3}, w_{2j}, w_{2j+1}$, $a_{j-1}, r_j, k_{3j+2}$ | $H, D_{j-1}, D_j$, some transl./barter/var. manifld. |
| $R_{h_j}^3$ | $H_0, \ldots, H_{j-1}$ | $k_{3j-2}, a_j, r_{j+1}$, $k_{3j}, k_{3j-1}$, possibly $c_{4i}, c_{4i+2}$ or $c_{4i+1}, c_{4i+3}$ | $k_{3j-3}, w_{2j}, w_{2j+1}$, $a_{j-1}, r_j, k_{3j+2}$ | $H, D_{j-1}, D_j$, some transl./barter/var. manifld. |
| $R_{h_j}^4$ | $h_{j+1,0}$, $D_j$ | $r_{j-1}, v_{2j}, a_j$, $z_{2j}, w_{2j+1}$ | $z_{2j}, w_{2j+1}, k_{3j+2}$ | $H, D_j, \ldots, D_{14m-1}$, single transl./barter |

\[\text{\&}\]
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\[ R^2_{ma_j} \] sink of \( k_{3j+2} \)  
\[ r_{j-1}, k_{3j-2}, a_j, \quad z_{2j}, v_{2j+1}, w_{2j+1}, r_j \quad H, D_j \]
\[ r_{j+1}, k_{3j} \]

Lemma 37. The consistency events are inhibitable in \( U^\varphi \).

Proof. Before we show the consistency events to be inhibitable, we remind in which way the indices of the parts of the headmaster, the duplicators, the translators and the barters are connected. The duplicator \( D_j \) forces with the aid of the events \( v_{2j}, v_{2j+1}, w_{2j} \), occurring a second time in \( H_j \), the key copies \( k_{3j}, \ldots, k_{3j+2} \) to exit where \( k_{3j+2} \) is for free use elsewhere. For each clause \( K_i \in \{ K_0, \ldots, K_{m-1} \} \) the concerning union \( T_i \) needs six key copies. That is, for \( i \in \{ 0, \ldots, m - 1 \} \) the duplicators \( D_{6i}, \ldots, D_{6i+5} \) provides the six key copies \( k_{3(6i)+2}, k_{3(6i+1)+2}, \ldots, k_{3(6i+5)+2} \) for \( T_i \) with the aid of the vice events from \( H_{6i}, \ldots, H_{6i+5} \). Each of the \( 4m \) barter \( B_0, \ldots, B_{4m-1} \) provides exactly one of the consistency events \( c_0, \ldots, c_{4m-1} \) with the aid of 2 key copies. That is, the duplicator \( D_{6(m-1)+6} = D_{6m} \) provides the first key copy for free use in a barter. More exactly, with \( y = 6m \), by our aforementioned considerations we have that the duplicators \( D_{y+2j} \) and \( D_{y+2j+1} \) provides the 2 key copies \( k_{3(y+2j)+2} \) and \( k_{3(y+2j+1)+2} \) for the barter \( B_j \) with the aid of the vice events provided by \( H_{y+2j} \) and \( H_{y+2j+1} \). Eventually, for each \( c_j \), where \( j \in \{ 0, \ldots, 4m - 1 \} \), there is a unique \( i \in \{ 0, \ldots, m - 1 \} \) and a unique \( l \in \{ 0, \ldots, 3 \} \) such that \( j = 4i + l \). It depends on \( l \) at which state of \( X_i \) the event \( c_j \) occurs. With \( R_{4i}, \ldots, R_{4i+3} \) we refer to these cases.

| Nom | States | Exit | Enter | Affected TSs |
|-----|--------|------|-------|-------------|
| \( R^1_{4i} \) | \( X_i, B_{4i} \), \( d_{y+8i,0}, \ldots, d_{y+8i,3} \) | \( c_{4i}, X^o_i \), \( r_{y+8i-1} \), \( v_{2(y+8i)+1} \) | \( H, D_{y+8i}, B_{4i}, X_i \), \( T_\alpha \) |
| \( R^2_{4i} \) | \( d_{y+8i,4}, T_\alpha \) | \( c_{4i}, c_{4i+2} \) | \( B_{4i}, B_{4i+2} \) |
| \( R^1_{4i+1} \) | \( X_i, B_{4i+1} \), \( d_{y+8i+2,0}, \ldots, d_{y+8i+2,3} \) | \( c_{4i+1}, X^o_i \), \( r_{y+8i+2} \), \( v_{2(y+8i+2)+1} \) | \( H, D_{y+8i+2}, B_{4i+1} \), \( X_i, T_\beta \) |
| \( R^2_{4i+1} \) | \( d_{y+8i+2,4}, T_\beta \) | \( c_{4i+1}, c_{4i+3} \) | \( X_i, B_{4i+1}, B_{4i+3} \) |
| \( R^1_{4i+2} \) | \( X_i, B_{4i+2} \), \( d_{y+8i+4,0}, \ldots, d_{y+8i+4,3} \) | \( c_{4i+2}, r_{y+8i+4} \), \( v_{2(y+8i+4)+1} \) | \( H, D_{y+8i+4}, B_{4i+2} \), \( X_i, T_\alpha \) |
| \( R^2_{4i+2} \) | \( d_{y+8i+4,4}, T_\alpha \) | \( c_{4i+1}, c_{4i+2} \) | \( B_{4i}, B_{4i+2} \) |
| \( R^1_{4i+3} \) | \( X_i, B_{4i+3} \), \( d_{y+8i+6,0}, \ldots, d_{y+8i+6,3} \) | \( c_{4i+3}, r_{y+8i+6} \), \( v_{2(y+8i+6)+1} \) | \( H, D_{y+8i+6}, X_i \), \( B_{4i+2}, B_{4i+3}, T_\beta \) |
| \( R^2_{4i+3} \) | \( d_{y+8i+6,4}, T_\beta \) | \( c_{4i+1}, c_{4i+3} \) | \( X_i, B_{4i+1}, B_{4i+3} \) |

Lemma 38. The variable events are inhibitable in \( U^\varphi \).
Proof. On the one hand we have to distinguish between \(X^α_i, X^β_i, X^γ_i\), where \(i \in \{0, \ldots, m - 1\}\), and on the other hand, we have to investigate different cases arising by the different possible positions at which a variable representer can occur. By definition, \(T_α\) is the translator where the variable representer \(X^α_i\) occur. We show the inhibition of \(X^α_i\) in \(T_α\) for every position where it can occur, that is, either at \(t_{α,0,1}\) (\(R_{α,0,1}\)), at \(t_{α,0,3}\) (\(R_{α,0,3}\)) or at \(t_{α,1,1}\) (\(R_{α,1,1}\)).

Observe that, as each variable occur in exactly three clauses, the inhibition of each of \(X^α_i, X^β_i, X^γ_i\) is inhibitable at all other states, at which inhibition isn’t done by one of the regions of \(R_{α,0,1}, R_{α,1,1}, R_{α,0,3}\), the inhibition of each of \(X^α_i, X^β_i, X^γ_i\) is shown explicitly by the regions \(R_{X^α_i}, R_{X^β_i}, R_{X^γ_i}\).

| Nom States | Exit | Enter | Affected TSs |
|-------------|------|-------|--------------|
| \(R_{t_{α,0,1}}\) \(T_{α,0}\) | \(X^α_i, X^β_i, X^γ_i\) | \(z_{12α+1}, k_{18α+2}\) | \(X_i, T_{α,0}, T_β, T_γ\) |
| \(R_{t_{α,1,1}}\) \(T_{α,1}\) | \(X^α_i, X^β_i, X^γ_i\) | \(r_{6α+1}, v_{12α+1}\) | \(D_{6α+1}\) |
| \(R_{t_{α,0,3}}\) \(T_{α,0}\) | \(X^α_i, X^β_i, X^γ_i\) | \(z_{12α+3}, k_{18α+5}\) | \(X_i, T_{α,0}, T_β, T_γ\) |
| \(R_{X^α_i}\) remaining | \(X^α_i\) | \(c_{4i}\) | \(X_i, B_{4i}, T_α\) |
| \(R_{X^β_i}\) remaining | \(X^β_i\) | \(c_{4i}\) | \(X_i, B_{4i}, B_{4i+1}, T_β\) |
| \(R_{X^γ_i}\) remaining | \(X^γ_i\) | \(c_{4i+1}\) | \(X_i, B_{4i+1}, T_γ\) |

\[\updownarrow\]

Lemma 39. The proxy events are inhibitable and the event \(\tilde{X}^i_b\) is inhibitable in \(U^ϕ\) for each \(i \in \{0, \ldots, m - 1\}\).

Proof. We show that \(\tilde{X}^i_b\) is inhibitable in \(U^ϕ\) where \(i \in \{0, \ldots, m - 1\}\). Let \(X^j_a\) be the variable representer occurring at \(t_{i,0,1}\) and \(X^j_a\) be the second and third representation of the variable \(X_a\).

| Nom States | Exit | Enter | Affected TSs |
|-------------|------|-------|--------------|
| \(R_{X^i_b}\) \(T_i\) | \(\tilde{X}^i_b\), \(r_{6i+1}, v_{12i+5}\) | \(z_{12i+5}, w_{12i+4}\), \(k_{18i+8}\) | \(H, D_{6i+2}, X_a\), \(T_i, T_j, T_l\) |
| \(R_{X^i_b}\) remaining | \(\tilde{X}^i_b\) | \(H, D_{6i+2}, X_a\), \(T_i, T_j, T_l\) |

We show that \(p_i\) is inhibitable in \(U^ϕ\) where \(i \in \{0, \ldots, m - 1\}\). Let \(X^j_b\) be the variable representer occurring at \(t_{i,1,1}\) and \(X^j_b, X^i_b\) be the second and third representation of the variable \(X_b\).

| Nom States | Exit | Enter | Affected TSs |
|-------------|------|-------|--------------|
| \(R_{p_i}\) \(T_i\) \(\setminus\{t_{0,0,3}, \ldots, t_{0,0,5}\}\) | \(p_i, r_{6i}, v_{12i+3}\) | \(X^i_b, X^j_b, X^j_b\), \(z_{12i+3}, w_{12i+2}\), \(k_{18i+5}\) | \(H, D_{6i+1}, X_b\), \(T_i, T_j, T_l\) |
| \(R_{p_i}\) remaining | \(p_i\) | \(H, D_{6i+1}, X_b\), \(T_i, T_j, T_l\) |
10.3 Proof of Lemma [18]

Proof. The observation of the following features for each transition system $A$ in $U^e \setminus H$ will help us to see easily, that each SSP instance $(s, s')$ of $U^e \setminus H$ is solvable in $U^e$ if $U^e$ has the ESSP:

- Each event occurring in $A$ is unique in $A$.
- There is at most one state in $A$ having no successor.

Now let $s, s'$ be two states of $A$, a TS of $U^e \setminus H$. The second feature assures that at least one of $s, s'$ is the source of an event $e$. Without lost of generality we assume $s$. By the first feature we have that $(s', e)$. As $U^e$ has the ESSP, we have that $e$ is inhibitable at $s'$ by a region of $U^e$. That is, there is a region $R$ of $U^e$ such that $\text{sig}_R(e) = -1$, implying $R(s) = 1$, and $R(s') = 0$, witnessing the separability of $s$ and $s'$. Hence, it only remains to proof with regions of $U^e$ that $H$ has the SSP, too. We observe that for each $j \in \{0, \ldots, 14m - 1\}$ the events $r_j, v_{2j}, v_{2j+1}, w_{2j}, w_{2j+1}, a_j$ are unique in $H$ and that $z_{2j}$ and $z_{2j+1}$ occur only in the part $H_j$ of $H$. Moreover, the state $h_{14m-1,8}$ is the only state of $H$ without successor.

With the same arguments stated before we have that each state of $s$ or $H \setminus \{h_{j, 0, 6, 6, 7}\}$ is separable from each state of $H \setminus \{s\}$ and, furthermore, each of $\{h_{j, 1, 6, 6, 7}\}$ is additionally separably from each state of $H \setminus H_j$.

Consequently, it remains to show, that $\{h_{j, 1, 6, 6, 7}\}$ are pairwise separably. Section [17] yields us appropriate regions: For all $j \in \{0, \ldots, 14m - 1\}$ the region $R_{z_{2j}}$ separates the states $h_{j, 0, 7}$ and $h_{j, 6, 7}$ and the region $R_{z_{2j+1}}$ separates $h_{j, 1}$ and $h_{j, 6}$.
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