A Wireless Communication System for Urban Water Supply Networks Based on Guided Acoustic Waves
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ABSTRACT
The structural complexity of real-world pipeline networks makes it difficult to derive physics-based models of acoustic propagation. This work deals with the design of a communication system based on the propagation of acoustic waves in water-filled pipes. A method based on the experimental characterization of the communication channel is proposed. This approach is applied to an urban water distribution pipeline, and a black-box model representing its frequency response is obtained. The derived two-port model is used for the simulation of a complete communication system, comprising transmitter and receiver models, with the aim of using the water pipe as a wireless communication channel. It is shown that the choice of modulation parameters is critical in order to deal with issues such as the frequency selectivity of the channel and multipath wave propagation. A communication system is presented and the experimental results of the communicated data are provided.
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I. INTRODUCTION
Communication systems based on non conventional channels are increasingly used, mostly in industrial environments. They provide an alternative for data transmission in scenarios where traditional wireless or wired channels cannot be used because they are unavailable or ineffective. Prior research has investigated the use of media ranging from soil [1], [2] and a lifeline cable [3] in mining environments, to pipes meant for the transportation of water, gas or oil [4], [5], [6], [7]. Applications include, but are not limited to, systems for communication in the post-accident scenario, structural health monitoring and tracking of the operating conditions of an industrial plant.

Recently, in-pipe data transmission has acquired increasing interest from researchers, since Urban Water Supply Systems (UWSSs) provide a readily available infrastructure made of pipes, which has a large spatial extension and can reach areas not covered by traditional communication infrastructures.

Four major communication methods can be identified for the underwater case, including radio frequency (RF), free-space optical (FSO), magnetic induction (MI) and acoustic wave (AW) [8]. Among these, RF is not suitable for use in underground environments due to its absorption by the soil while FSO is vulnerable to absorption, scattering and dispersion, and is affected by the turbidity of the water [9]. AW has become the most popular due to its ability to overcome the above mentioned issues and reach over a long propagation distance [10].

In the last decades, extensive research has focused on acoustic underwater communication, which poses great challenges due to its characteristics of multipath propagation, band limitation and reduced speed [11], [12], [13]. Open sea acoustic channels are classified as horizontal or vertical and as shallow or deep sea [12]. In shallow and horizontal channels the main reason for signal distortion is reflection from the bottom and the surface of the sea, while in vertical
and deep sea channels, ray bending due to changes in the propagation speed with depth, produces the dominant effect. Furthermore, the channel characteristics vary with time and are highly dependent on the location of the transmitter and the receiver as well.

Reverberation can result in time spreading, amplitude and phase distortion and frequency shifting [12], [14], [15]. Countermeasures such as beam-steering, focusing, or phase correction with adaptive equalizers are required to decrease these effects, as well as a careful choice of the frequency content of the signal to be transmitted.

On the contrary, for in-pipe acoustic communication, the distribution of the acoustic energy is affected by the pipe boundary, giving rise to a guided wave propagation, which results in an increased complexity in the description of the phenomenon. Hence the in-pipe waveguide requires more sophisticated modeling techniques, while for the open sea case geometric ray-tracing theory is sufficient to model the acoustic channel [12], [16]. Most theoretical analyses of guided wave propagation decompose the wave into various forms of propagation, which are called modes [6], [12], [17] and can be longitudinal, torsional and flexural in hollow, fluid-filled, elastic cylinders.

The problem is formally studied by deriving the wave equation for the pressure variations and finding its solutions. Different degrees of approximation can be employed with the most common approach being that of considering the perfectly rigid pipe case initially, and next the flexible pipe embedded in soil. The rigid pipe hypothesis can be suitable when the pipe wall material is much stiffer than the internal fluid, and the two have a large acoustic impedance difference [6], [12]. For this case it is found that a fundamental mode exists which travels in the axial direction and has wavefronts with constant phase across the cylinder cross section [12]. In addition, higher order modes, which are dispersive, arise as the frequency increases in a similar fashion to electromagnetic waveguides [18].

The model of flexible pipe embedded in soil takes into account the effect of pipe stiffness and soil properties. In this case wave energy can be radiated to the pipe wall and surrounding soil, causing additional attenuation and multipath propagation. The delayed arrivals of the propagating signal through different paths may overlap destructively, causing severe signal attenuation, also known as fading [12]. Moreover, the wave propagation properties are influenced by many physical parameters such as distance, pipe diameter, surrounding soil properties, damping, wall thickness, positioning of transmitter and receiver and so forth.

A number of publications have dealt with the in-pipe acoustic wave propagation for communication purposes. Among these, [4], [5], [9] employed waves in the ultrasonic range to induce an elastic wave in the pipe wall, while [6] provided an investigation on channel characterization for guided propagation in straight pipes. All provided practical implementations of the communication system, although the experimental demonstration was performed on a lab scaled version of a pipe in all cases. Mode-based analytical models were employed in [6] and [9] for the prediction of propagation phenomena. However, the proposed modeling is of limited practical utility due to the complex physical structure of real-world pipelines. In fact, mode-based models are usually derived for simple geometric cases, such as straight-line cylindrical pipes, while real-world pipelines are structurally very complex, since they can include joints, shafts, curves and branches. Moreover, even in cases of simple geometry, the propagation phenomena are largely dependent on the physical parameters of the pipe, such as the internal diameter, wall material and thickness, as well as on the properties of the surrounding soil, which might be unknown in practical cases.

To the authors’ knowledge, the only large-scale communication system, based on acoustic wave propagation through a real-world pipeline is presented in [7]. The work reported on the design and implementation of a communication system over a distance of 70 m. The authors presented a characterization phase in which an optimal frequency of around 500 Hz was identified for the carrier frequency and different data modulation schemes were evaluated. However, the presented results for the channel response included the frequency response of the transducers, making it difficult to understand the frequency selectivity of the acoustic channel alone. Furthermore, the employed transducers were magnetically attached to the exterior of the pipe, which, although presenting the advantage of a non invasive installation, may not guarantee a good coupling of the actuator to the acoustic medium. Moreover, the noise floor was only 4 dB below the received signal, in only a narrow band, which may result in an unreliable communication.

The present work proposes a methodology that can be applied to the design of communication systems based on guided acoustic waves. A channel characterization procedure based on experimental measurements is presented, which can be used for modeling purposes and carrying out the system design. The proposed approach is presented in II, while in III its application to a case study is shown. A real-world UWSS was chosen in order to highlight the validity of the proposed approach. The experimental measurements performed for the channel characterization are then employed in III-B to build a black-box model of the channel, in order to enable the communication system simulation for the evaluation of different modulation schemes. This is presented in IV, where parametric simulations are performed in order to identify a suitable set of modulation parameters resulting in a low BER (Bit Error Rate) communication. Finally, in V the practical implementation of the communication system is described and experimental results are provided.

II. SYSTEM DESIGN METHODOLOGY

This section presents a new design procedure for the communication system, which is based on a model derived from experimental measurements of the communication channel.
A. CHANNEL CHARACTERIZATION

The basic idea behind the acoustic channel characterization procedure is that of measuring the complex frequency response of the channel under examination, in a certain frequency range. Assuming the channel is a real-world pipeline, if two entry points are identified, it can be described by means of the relation existing between fluid properties at the ports of the system.

For a linear, time-invariant system, frequency domain characterization can be performed. The motivation behind frequency characterization is the complicated behavior of the guided wave propagation, which can present reflections, echoes etc. Characterization of the channel in the frequency domain allows one to account for all these effects, in the complex transfer characteristics of the channel.

The time-invariance assumption is justified by the fact that time variation of environmental variables is minimal in the pipeline, with only daily or seasonal temperature variations slightly affecting the channel properties [12].

The linearity assumption instead, is justified in what follows. The presence of a sound wave produces changes in density, pressure, and temperature in the fluid, of which the time variation of environmental variables is minimal in the frequency range. Assuming the channel is a real-world pipeline, the acoustic quantities [20] and it can be described by (2) in the phasorial domain

$$
I_0 = \left(\frac{1}{\frac{1}{sL} + \frac{A^2 K_A}{Z_m}}\right) V_0 - \frac{A^2 K_A}{Z_m} p_0
$$

$$
U_0 = -\frac{A^2 K_A}{Z_m} V_0 + \frac{A^2}{Z_m} p_0
$$

where $V_0$ and $I_0$ are the input voltage and current, respectively, while $p_0$ and $U_0$ are the pressure and volume velocity at the moving surface at the acoustical side of the actuator. $L_0$ represents the input inductance, while the transduction factor is given by $K_A$ and $A$ is the area of the moving surface applying work on the acoustic medium. Finally, $Z_m$ is a mechanical impedance given by the series model

$$
Z_m = R + sM + \frac{1}{sC}
$$

where $M$ is the moving mass, $R$ is the mechanical resistance modeling losses and $C$ is the compliance or the reciprocal of the elastic constant. The pressure to voltage transducers are named “Hydrophone 1” and “Hydrophone 2”, and are modeled as ideal dependent sources, with sensitivity $k_{S1}$ and $k_{S2}$, respectively.

The characterization procedure allows one to get the complex frequency response points, which can be used in the subsequent channel modeling phase. The procedure is carried out by probing the channel at fixed frequencies, after selecting a set of $M$ values, with step equal to $\Delta f$. Voltages $v_{i,m}[n]$ are acquired with a sampling frequency $f_s$, where $i \in (0, 1, 2)$ is the voltage index, $m \in (0, 1, 2, \ldots, M - 1)$ is the test frequency index and $n \in (0, 1, 2, \ldots, N - 1)$ is the discrete-time index. The probing frequency step should be chosen so that it is an integer multiple of the frequency resolution, that is

$$
\frac{\Delta f}{f_s} N \in \mathbb{N}.
$$

After sampling, the signals are elaborated by means of the Discrete Fourier Transform (DFT), yielding the frequency-domain sample arrays

$$
V_{i,m}[k] = \sum_{n=0}^{N-1} v_{i,m}[n] \cdot e^{-j2\pi\frac{k}{N} n}
$$

where $k \in (0, 1, 2, \ldots, N - 1)$ is the discrete-frequency index. The frequency-domain evaluation of the signal allows one to consider only the component at the frequency of interest ($f_m$), i.e. the one which has been excited by the actuator. The complex transfer function between the input voltage of the actuator and the output voltage of the second hydrophone can be evaluated as

$$
H_C[m] = \frac{V_{2,m}[k]}{V_{0,m}[k]} \in \mathbb{C},
$$
where
\[ k = \frac{\Delta f}{f_S} \cdot m \cdot N \] (7)
is the index of the excited frequency. After evaluation, the probing frequency is increased and the procedure is repeated until the bandwidth of interest is covered. The presence of the hydrophone 1 allows for the evaluation of the pressure transfer function
\[ H_P[m] = \frac{p_{2,m[k]}}{p_{1,m[k]}} = \frac{V_{2,m[k]}}{V_{1,m[k]}} \cdot k_{S1} \cdot k_{S2} \in \mathbb{C}, \] (8)
nulling the effect of the mechanical impedance of the actuator, which can be difficult to estimate.

### B. CHANNEL MODELING

Using the frequency characterization data points, a model reproducing the input-output behavior of the system under examination can be built. One popular approach for modeling tabular frequency dependent data, without relying on a priori knowledge of the underlying system is vector fitting [21]. This method is well suited for fitting measured frequency domain responses by means of rational function approximations.

Given a set of frequency-domain complex samples, the vector fitting procedure allows one to find the approximating rational function
\[ H(s) \simeq \sum_{q=1}^{Q} \frac{c_q}{s - a_q} + d + sh \] (9)
where \( Q \) is the order of the approximating function, \( c_q \) and \( a_q \) are respectively residues and poles and \( d \) and \( h \) are real quantities. The found rational function minimizes the distance from the measurement data in the least squares sense.

### C. DATA MODULATION SCHEME EVALUATION

Once completed the modeling of the transfer function, numeric simulations can be carried out in order to evaluate the performance of different modulation schemes, aiming at the identification of the most suitable one. A block diagram representation of the system to be simulated is shown in Fig. 2. Models for the transmitter and the receiver can be included in order to evaluate the overall performance of the communication system. The channel is represented by the experimentally built black-box model, with Additive White Gaussian Noise (AWGN) at its output, which is one of the most used models for communication channels [22]. A figure of merit such as the BER can then be evaluated as the parameters of the modulation are varied. Besides performance, other parameters such as power consumption and implementation complexity should be taken into account when selecting a certain modulation scheme for the communication system.

### III. CASE STUDY

The application of the proposed methodology to a practical case study is presented in what follows.

#### A. CHANNEL CHARACTERIZATION EXPERIMENTAL SETUP

The system under test was a water pipeline, a view from above of which is shown in Fig. 3. The pipeline under investigation has a near-rectangular shape and it is buried underground at a depth of about 1 m. Its physical properties are given in Table 1.

The characterization of the system under investigation was carried out in a frequency range of (40 Hz, 200 Hz), which...
was selected based on the frequency response of the actuator. The experimental setup used for the channel characterization can be seen in Fig. 4. The number of samples for each acquisition was $N = 8000$ and the sampling frequency $f_S = 4$ kHz, resulting in a frequency step of 0.5 Hz. In Fig. 5 waveforms at single frequency at the transmitter and at the receiver are shown for the case of a 47 Hz frequency. From the time-domain waveforms the propagation time of the signal can be noticed, which has been indicated as $t_P$ in Fig. 5. The signal propagation speed can be computed in this case, as the length of the shortest path is known, i.e.,

$$c = \frac{L_1}{t_P} = \frac{73 \text{ m}}{170 \text{ ms}} = 429 \text{ m/s}. \quad (10)$$

This result is in good agreement with measurements from [23] for buried polyethylene pipes. Since the length of the secondary path is also known in this case, the secondary fly time can be evaluated as

$$t_{P,sec} = \frac{L_2}{c} = \frac{165 \text{ m}}{429 \text{ m/s}} = 384 \text{ ms}. \quad (11)$$

This time instant corresponds to a second arrival which can be noticed in the received signal. The distance between the two arrivals has been marked as $\sigma_t$ in Fig. 5 and equals 214 ms.

By comparison between the two transfer functions it results that the pipe is the main responsible for the frequency-dependent attenuation, while the transducers account for an attenuation factor with a slight frequency dependence.

A low-pass behavior of the channel frequency response can be noticed, with the magnitude decreasing for frequencies above 120 Hz. Below 120 Hz, the magnitude shows a highly frequency-selective behavior with several deep notches, reflecting the multipath propagation characteristics observed in the time domain. Fig. 6 also shows a less attenuated band between 40 Hz and 50 Hz, which, however, corresponds to a frequency range in which the actuator does not operate in an efficient manner.

**B. MODEL BUILDING AND VALIDATION**

Channel modeling was performed by fitting the acquired frequency-domain data with two rational functions, in order to derive the complex transfer functions $H_C(s)$ and $H_P(s)$. In accordance with the measurement results previously presented, a frequency interval (50 Hz, 120 Hz) was chosen for the fitting with model orders of $Q_C = 42$ and $Q_P = 38$, which showed to be sufficient for a good approximation of both magnitude and phase. The fitting result is shown in Fig. 7 for $H_P(s)$. An analysis of the singularities showed that all poles are in the left half of the complex plane for both models.

The derived model was validated by comparison of measurement and time-domain simulation, with an amplitude modulated signal at the input. The carrier frequency was set to 71 Hz, which corresponds to a local maximum of the transfer function, and the comparison results are shown in Fig. 8. Transient simulations were performed by feeding at the system input the measured input signal of the actuator. In general, a good agreement is achieved between the simulated and the measured signals. In particular, although the signal at the far end hydrophone has some slight amplitude mismatch ($v_2$), the model correctly predicts the arrival of both measuring the pressures $p_1$ and $p_2$, so that

$$k_{S1} = k_{S2} \quad (12)$$

and the pressure transfer function of the pipeline is given by

$$H_P[m] = \frac{V_{2,m}[k]}{V_{1,m}[k]} \frac{k_{S1}}{k_{S2}} = \frac{V_{2,m}[k]}{V_{1,m}[k]} \frac{k_{S1}}{k_{S2}}. \quad (13)$$
the primary and secondary pulses through the two propagation paths. The irregular magnitude mismatch is likely due to the superposition of low frequency noise onto the measured signal, which can be ascribed to environmental noise.

**IV. COMMUNICATION LAYER SIMULATION**

The extracted model enables the simulation of data transmission over the characterized channel with the aim of evaluating the performance of various modulation schemes. Popular data modulation techniques used in previous works, based on acoustic guided wave propagation [4], [5], [7], [9], are the binary digital modulations such as Amplitude Shift Keying (BASK), Frequency Shift Keying (BFSK) and Phase Shift Keying (BPSK), or their variations. While binary modulations provide the lowest bandwidth efficiency, carrying just one bit per symbol, they require a lower complexity than M-ary schemes to be implemented. On vice versa, the symbols are maximally spread for binary modulations, which increases the robustness to noise of the modulated signal. The complexity element is an important one in view of a low-cost and low-power system implementation. Indeed, as the complexity of the communication scheme increases, so does the performance of the required elaboration units needed for its implementation. Hence, when choosing the scheme to be used, a trade off has to be made between performance and complexity.

A simulation bench was built in Matlab, for the performance evaluation of the BASK, BFSK and BPSK data modulation schemes, which included a modulation block, the experimentally obtained channel model and a demodulation block. The BER was evaluated as parameters such as the carrier frequency \( f_c \), symbol time duration \( T_{SYM} \) and added noise level were varied. Another degree of freedom was added by allowing the carrier duration, in correspondence of the “one” symbol, to be different from the symbol time, with \( T_{HIGH} \leq T_{SYM} \). The BER was evaluated after applying a sequence of 100 casually generated symbols at the channel input. Results of BER simulations for the ASK scheme, in its On-Off Keying (OOK) version, following parameters sweep, are presented in Fig. 9. The demodulation in this case was performed in a non coherent fashion, by energy detection and threshold comparison. The carrier frequency was swept inside the modeled range and the symbol time duration was varied from 4 to 128 carrier cycles per symbol. Simulation results showed that the BER is virtually zero for longer symbol times, independently from the carrier frequency choice. This is in good agreement with the nature of the available channel, which exhibited the multipath fading characteristics in its transfer function. It is understood that increasing the symbol duration beyond the coherence bandwidth of the channel results in lower BER [22]. At shorter symbol time duration, the small coherence bandwidth of the channel would require equalization in order to compensate for the non flat channel transfer function. Although selecting a longer symbol time reduces the BER, this choice also lowers the symbol-rate, which for binary modulations is the same as the bit-rate and is defined as

\[
BR = \frac{1}{T_{SYM}}. \tag{14}
\]

At lower symbol time duration the BER varied with the carrier frequency and it was larger for frequencies at which the magnitude of the transfer function is smaller, such as the 69 Hz case. The effect of the additive white noise at the channel output, after fixing the carrier frequency at 71 Hz, at various symbol time duration, can also be observed in Fig. 9. The BER increased as the added noise level increased, while the behavior as a function of the symbol time duration was similar to the previous case, meaning that shorter symbol duration led to larger BER. Finally, the BER behavior as a function of the symbol duration was investigated, while varying also the duration of \( T_{HIGH} \). The simulation results are plotted in Fig. 10. The SNR was fixed at \(-5 \text{ dB}\) in order to avoid a low error rate at higher SNR. Results showed that the BER was virtually zero for symbol duration longer than 32 cycles of carrier frequency. For shorter symbol duration the BER was the lowest if \( T_{HIGH} = 0.5 \cdot T_{SYM} \). The observation of the probable symbols after demodulation, prior to bit detection, revealed that the BER improvement for the case \( T_{HIGH} = 0.5 \cdot T_{SYM} \) is related to the reduction of Inter-Symbol Interference (ISI), which is caused by the secondary propagation path. Indeed, at \( T_{HIGH} = T_{SYM} \), every time a “1-0” sequence is present, the “1” symbol interferes with the subsequent “0”, causing the error probability at the receiver to increase. The choice \( T_{HIGH} = 0.5 \cdot T_{SYM} \) showed to be a good trade-off.
between ISI reduction and strength of the primary pulse, which should be detected. Furthermore, decreasing $T_{\text{HIGH}}$ while keeping $T_{\text{SYM}}$ fixed, has the advantage of lowering the energy needed for the transmission, which lowers the overall power consumption of the system. Simulations were carried out in a similar way for the BFSK scheme in which the carrier frequencies were fixed at 65 Hz and 75 Hz and the other parameters were swept. The demodulation was performed in non coherent fashion, following two bandpass filters centered at the carrier frequencies. The resulting BER, as the parameters were swept, is shown in Fig. 11. The results look similar to those obtained with the OOK modulation, as far as the SNR $- T_{\text{SYM}}$ is concerned, with the largest error rate corresponding to large noise levels and short symbol time duration. On the other hand, a decreasing $T_{\text{HIGH}}$ did not result in lower BER. This is due to the representation of both symbols with a sinusoidal pulse, which reduces the severity of the ISI as the bits are detected by means of threshold comparison. Finally, the performance of the BPSK was evaluated. In this case the demodulation was performed in coherent fashion, assuming the recovery of a synchronized local carrier is possible. BER results, as the parameters were swept, are represented in Fig. 12. Results showed a reduced sensitivity of the BER with respect to the carrier frequency choice, as compared to the OOK case. Also, the absolute error figures were much lower, as compared to the other modulation schemes. This is likely related to the demodulation, since it is generally accepted that coherent demodulation yields better performance as compared to non coherent one [22]. It can also be observed that, at fixed carrier frequency, the BER is virtually zero as the SNR, shown in Fig. 12, was swept. It appears from these simulations that, among the simple binary modulation schemes, the BPSK has the best performance, in terms of BER. However, this scheme requires the most complex demodulation technique, in which the carrier recovery has to be performed. The other two schemes, on the other hand, showed similar performance, with the BFSK presenting the drawback of requiring two bandpass filtering blocks in the demodulator, as compared to the one required by the OOK. These schemes are more suitable for software implementation on board of low-cost and low-power microcontrollers, which typically have reduced computational capabilities. It was also observed that the ISI-related errors can be mitigated in the OOK scheme by reducing the carrier-on duration in the “1” symbol.

V. SYSTEM IMPLEMENTATION
The detailed description of the communication system implementation, according to the proposed methodology, is presented in this section.

A. NOISE CHARACTERIZATION
Noise measurements were carried out for an extended period of time, aiming to understand the ambient noise levels in a real-world pipeline, which is the one presented in III. The measurement system in this case only included a hydrophone and relative signal acquisition circuitry, placed at “Loc 1” in Fig. 3. The hydrophone had a sensitivity of $S = -80$ dB rel V/Pa. Data records of $2^{14}$ samples with a sampling rate of $f_s = 4.4$ kHz were acquired periodically and transferred to a remote server for later processing. The acquired data records were then analyzed through the DFT in order to assess the energy distribution of the noise inside the considered bandwidth. Some of the loudest acquisitions in a 10-day period are represented in Fig. 13. It results that the most noisy frequency band is the one between 10 Hz and 200 Hz, with the observed noise magnitude in the interval $(-80$ dBV/NBW,$-60$ dBV/NBW), where the noise bandwidth is $\text{NBW} = 0.405$ Hz. In the spectra, the presence of the odd harmonics from the mains can also be noticed.

B. HARDWARE DESIGN
Conversely from several other works [6], [7], in which piezoelectric actuators were employed, a solenoid transducer was
used here. The main reason for this is the low frequency of operation, allowing for the generation of low frequency waves, which are more suitable for long distance propagation inside pipes [12].

Based on the noise observations previously shown, a worst-case acquisition was considered, which showed an RMS value of $e_{n,RMS} = 3.7 \text{ mV}$ across the whole Nyquist bandwidth. According to the hydrophone sensitivity, the equivalent pressure noise inside the pipe results

$$p_{n,RMS} = \frac{e_{n,RMS}}{S} = 37 \text{ Pa}. \quad (15)$$

Fixing a Signal to Noise ratio (SNR) of 20 dB, in the worst case, yields the pressure signal magnitude that is needed at the hydrophone, as

$$p_{rx,RMS} = 10 \cdot p_{n,RMS} = 370 \text{ Pa}, \quad (16)$$

which corresponds to a received voltage $v_{rx,RMS} = 37 \text{ mV}$. Previous research related to the acoustic wave propagation in buried pipes showed that attenuation values for the fundamental propagation mode can be between 0.05 dB/m and 0.23 dB/m [24], [25], [26] and a reasonable value of $\alpha = 0.2 \text{ dB/m}$ is assumed in what follows. Hence, being the transmitter-receiver distance $L_1 = 73 \text{ m}$, the pressure that should be generated at the transmitting side results

$$p_{tx,RMS} = p_{rx,RMS} \cdot 10^{\alpha \frac{L_1}{r}} \simeq 2 \text{ kPa}, \quad (17)$$

which, for a circular radiating surface with radius $r = 20 \text{ mm}$, corresponds to a force of $F_{tx,RMS} = 2.5 \text{ N}$.

As far as the signal acquisition is concerned, the noise specification of the employed hydrophone is $e_{n,h,RMS} = 12 \mu\text{V}$, which yields a dynamic range of

$$\text{DR} = 20 \cdot \log \left( \frac{37 \text{ mV}}{12 \mu\text{V}} \right) = 70 \text{ dB} \quad (18)$$

for the measurement chain.

C. SYSTEM OPERATION DESCRIPTION

The developed communication system consists of two identical nodes, which are represented by the block diagram in Fig. 14. The block diagram shows that each node contains both acquisition and generation chains, hence being able to achieve bidirectional communication. The operation is governed by a general purpose microcontroller, which manages signal acquisition and generation, as well as the acquisition of other quantities such as water temperature and pressure. A photograph of one of the developed modules can be seen in Fig. 15. Although the BPSK modulation scheme showed good performance in the simulation phase, the implementation of the coherent detection proved difficult in the presence of large noise levels and at such low carrier frequency. Aiming at implementing the scheme on board a low-cost microcontroller, a non coherent demodulation was chosen, while the modulation scheme was the OOK, due to its simpler implementation and reduced energy demands with respect to the BFSK. A block diagram of the complete communication system is shown in Fig. 16, while a picture of one of the nodes mounted onto the plant can be seen in Fig. 17.

D. EXPERIMENTAL RESULTS

Experimental communication tests were performed at the same test site as in III. Two nodes were mounted, specifically, “Node 1” and “Node 2” of Fig. 16 at “Loc 1” and “Loc 2” of Fig. 3, respectively. OOK data modulation was performed with $f_C = 71 \text{ Hz}$, $T_{SYM} = 400 \text{ ms}$ and $T_{HIGH} = 150 \text{ ms}$ and the data packet had the structure shown in Fig. 18. A record of the received signal at various stages of the demodulation chain, as presented in Fig. 16, is shown in Fig. 19. It can be

FIGURE 13. Some of the loudest noise records in a 10-day period, along with the acquisition dates.
FIGURE 16. Block diagram of the communication system. The shaded rectangles represent software blocks. Node 1 is shown in transmitter mode, while Node 2 in receiver mode.

FIGURE 17. One of the developed nodes mounted onto the water pipe. The actuator is covered by the case, underneath the ECU.

FIGURE 18. Structure of the data packet. Two ones are inserted at the head and tail of the packet. A byte is added at the beginning for the frame synchronization at the receiver.

Although the transfer function of the channel can be time-variant, due to the temperature dependence of the water properties [19], communication tests performed in December 2021 and April 2022, with environmental temperatures of 5 °C and 17 °C, respectively, resulted in successful data transmission.

VI. CONCLUSION

This work reported on a design approach for communication systems based on guided pressure waves in fluid-filled pipelines. The proposed methodology is based on the experimental characterization of the plant, prior to the system design, by measuring the pressure transfer function between two ports of the system. The characterization technique was applied to a practical case study and the results highlighted the dispersive nature of the acoustic channel. The collected data was then employed in the building of a black-box model, which was used for the data modulation simulation. The simulations showed a high dependence of the data modulation schemes on parameters such as the carrier frequency and the symbol time duration. In particular, the carrier frequency should be selected far from the notches present in the pressure transfer function, while the symbol time duration should be long enough to cope with the small coherence bandwidth of the channel. A reduction of the carrier-on duration also showed beneficial effects in reducing the effect of the multipath propagation. Finally, a practical implementation of the communication system was presented and experimental results showed the effectiveness of the proposed approach.
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