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Abstract. We present a graph-based variational algorithm for classification of high-dimensional data, generalizing the binary diffuse interface model to the case of multiple classes. Motivated by total variation techniques, the method involves minimizing an energy functional made up of three terms. The first two terms promote a stepwise continuous classification function with sharp transitions between classes, while preserving symmetry among the class labels. The third term is a data fidelity term, allowing us to incorporate prior information into the model in a semi-supervised framework. The performance of the algorithm on synthetic data, as well as on the COIL and MNIST benchmark datasets, is competitive with state-of-the-art graph-based multiclass segmentation methods.
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1 Introduction

Many tasks in pattern recognition and machine learning rely on the ability to quantify local similarities in data, and to infer meaningful global structure from such local characteristics \cite{8}. In the classification framework, the desired global structure is a descriptive partition of the data into categories or classes. Many studies have been devoted to the binary classification problems. The multiple-class case, where data are partitioned into more than two clusters, is more challenging. One approach is to treat the problem as a series of binary classification problems \cite{1}. In this paper, we develop an alternative method, involving a multiple-class extension of the diffuse interface model introduced in \cite{4}.

The diffuse interface model by Bertozzi and Flenner combines methods for diffusion on graphs with efficient partial differential equation techniques to solve binary segmentation problems. As with other methods inspired by physical phenomena \cite{3,17,21}, it requires the minimization of an energy expression, specifically the Ginzburg-Landau (GL) energy functional. The formulation generalizes the GL functional to the case of functions defined on graphs, and its minimization is related to the minimization of weighted graph cuts \cite{4}. In this sense, it...
parallels other techniques based on inference on graphs via diffusion operators or function estimation [14,13,28,25,15].

Multiclass segmentation methods that cast the problem as a series of binary classification problems use a number of different strategies: (i) deal directly with some binary coding or indicator for the labels [9,28], (ii) build a hierarchy or combination of classifiers based on the one-vs-all approach or on class rankings [14,13] or (iii) apply a recursive partitioning scheme consisting of successively subdividing clusters, until the desired number of classes is reached [25,15]. While there are advantages to these approaches, such as possible robustness to mislabeled data, there can be a considerable number of classifiers to compute, and performance is affected by the number of classes to partition.

In contrast, we propose an extension of the diffuse interface model that obtains a simultaneous segmentation into multiple classes. The multiclass extension is built by modifying the GL energy functional to remove the prejudicial effect that the order of the labelings, given by integer values, has in the smoothing term of the original binary diffuse interface model. A new term that promotes homogenization in a multiclass setup is introduced. The expression penalizes data points that are located close in the graph but are not assigned to the same class. This penalty is applied independently of how different the integer values are, representing the class labels. In this way, the characteristics of the multiclass classification task are incorporated directly into the energy functional, with a measure of smoothness independent of label order, allowing us to obtain high-quality results. Alternative multiclass methods minimize a Kullback-Leibler divergence function [23] or expressions involving the discrete Laplace operator on graphs [30,28].

This paper is organized as follows. Section 2 reviews the diffuse interface model for binary classification, and describes its application to semi-supervised learning. Section 3 discusses our proposed multiclass extension and the corresponding computational algorithm. Section 4 presents results obtained with our method. Finally, section 5 draws conclusions and delineates future work.

2 Data Segmentation with the Ginzburg-Landau Model

The diffuse interface model [4] is based on a continuous approach, using the Ginzburg-Landau (GL) energy functional to measure the quality of data segmentation. A good segmentation is characterized by a state with small energy. Let $u(x)$ be a scalar field defined over a space of arbitrary dimensionality, and representing the state of the system. The GL energy is written as the functional

$$\text{GL}(u) = \frac{\epsilon}{2} \int |\nabla u|^2 \ dx + \frac{1}{\epsilon} \int \Phi(u) \ dx,$$

(1)

with $\nabla$ denoting the spatial gradient operator, $\epsilon > 0$ a real constant value, and $\Phi$ a double well potential with minima at $\pm 1$:

$$\Phi(u) = \frac{1}{4} (u^2 - 1)^2.$$

(2)
Segmentation requires minimizing the GL functional. The norm of the gradient is a smoothing term that penalizes variations in the field $u$. The potential term, on the other hand, compels $u$ to adopt the discrete labels of $+1$ or $-1$, clustering the state of the system around two classes. Jointly minimizing these two terms pushes the system domain towards homogeneous regions with values close to the minima of the double well potential, making the model appropriate for binary segmentation.

The smoothing term and potential term are in conflict at the interface between the two regions, with the first term favoring a gradual transition, and the second term penalizing deviations from the discrete labels. A compromise between these conflicting goals is established via the constant $\epsilon$. A small value of $\epsilon$ denotes a small length transition and a sharper interface, while a large $\epsilon$ weights the gradient norm more, leading to a slower transition. The result is a diffuse interface between regions, with sharpness regulated by $\epsilon$.

It can be shown that in the limit $\epsilon \to 0$ this function approximates the total variation (TV) formulation in the sense of functional ($\Gamma$) convergence [18], producing piecewise constant solutions but with greater computational efficiency than conventional TV minimization methods. Thus, the diffuse interface model provides a framework to compute piecewise constant functions with diffuse transitions, approaching the ideal of the TV formulation, but with the advantage that the smooth energy functional is more tractable numerically and can be minimized by simple numerical methods such as gradient descent.

The GL energy has been used to approximate the TV norm for image segmentation [4] and image inpainting [9,10]. Furthermore, a calculus on graphs equivalent to TV has been introduced in [12,25].

Application of Diffuse Interface Models to Graphs

An undirected, weighted neighborhood graph is used to represent the local relationships in the data set. This is a common technique to segment classes that are not linearly separable. In the $N$-neighborhood graph model, each vertex $v_i \in V$ of the graph corresponds to a data point with feature vector $x_i$, while the weight $w_{ij}$ is a measure of similarity between $v_i$ and $v_j$. Moreover, it satisfies the symmetry property $w_{ij} = w_{ji}$. The neighborhood is defined as the set of $N$ closest points in the feature space. Accordingly, edges exist between each vertex and the vertices of its $N$-nearest neighbors. Following the approach of [4], we calculate weights using the local scaling of Zelnik-Manor and Perona [29],

$$w_{ij} = \exp\left(-\frac{||x_i - x_j||^2}{\tau(x_i) \tau(x_j)}\right).$$

(3)

Here, $\tau(x_i) = ||x_i - x_i^M||$ defines a local value for each $x_i$, where $x_i^M$ is the position of the $M$th closest data point to $x_i$, and $M$ is a global parameter.

It is convenient to express calculations on graphs via the graph Laplacian matrix, denoted by $L$. The procedure we use to build the graph Laplacian is as follows.
1. Compute the similarity matrix \( W \) with components \( w_{ij} \) defined in (3). As the neighborhood relationship is not symmetric, the resulting matrix \( W \) is also not symmetric. Make it a symmetric matrix by connecting vertices \( v_i \) and \( v_j \) if \( v_i \) is among the \( N \)-nearest neighbors of \( v_j \) or if \( v_j \) is among the \( N \)-nearest neighbors of \( v_i \) [27].

2. Define \( D \) as a diagonal matrix whose \( i \)th diagonal element represents the degree of the vertex \( v_i \), evaluated as 

\[
d_i = \sum_j w_{ij}.
\]  

(4)

3. Calculate the graph Laplacian: 

\[
L = D - W.
\]

Generally, the graph Laplacian is normalized to guarantee spectral convergence in the limit of large sample size [27]. The symmetric normalized graph Laplacian \( L_s \) is defined as

\[
L_s = D^{-1/2} L D^{-1/2} = I - D^{-1/2} W D^{-1/2}.
\]

(5)

Data segmentation can now be carried out through a graph-based formulation of the GL energy. To implement this task, a fidelity term is added to the functional as initially suggested in [11]. This enables the specification of a priori information in the system, for example the known labels of certain points in the data set. This kind of setup is called semi-supervised learning (SSL). The discrete GL energy for SSL on graphs can be written as [4]:

\[
\text{GL}_{\text{SSL}}(u) = \frac{\epsilon}{2} \langle u, L_s u \rangle + \frac{1}{\epsilon} \sum_{v_i \in V} \Phi(u(v_i)) + \sum_{v_i \in V} \mu(v_i) \left( u(v_i) - \hat{u}(v_i) \right)^2
\]

(6)

\[
= \frac{\epsilon}{4} \sum_{v_i, v_j \in V} w_{ij} \left( \frac{u(v_i)}{\sqrt{d_i}} - \frac{u(v_j)}{\sqrt{d_j}} \right)^2 + \frac{1}{\epsilon} \sum_{v_i \in V} \Phi(u(v_i)) + \sum_{v_i \in V} \frac{\mu(v_i)}{2} \left( u(v_i) - \hat{u}(v_i) \right)^2.
\]

(7)

In the discrete formulation, \( u \) is a vector whose component \( u(v_i) \) represents the state of the vertex \( v_i \), \( \epsilon > 0 \) is a real constant characterizing the smoothness of the transition between classes, and \( \mu(v_i) \) is a fidelity weight taking value \( \mu > 0 \) if the label \( \hat{u}(v_i) \) (i.e. class) of the data point associated with vertex \( v_i \) is known beforehand, or \( \mu(v_i) = 0 \) if it is not known (semi-supervised).

Minimizing the functional simulates a diffusion process on the graph. The information of the few labels known is propagated through the discrete structure by means of the smoothing term, while the potential term clusters the vertices around the states \( \pm 1 \) and the fidelity term enforces the known labels. The energy minimization process itself attempts to reduce the interface regions. Note that in the absence of the fidelity term, the process could lead to a trivial steady-state solution of the diffusion equation, with all data points assigned the same label.

The final state \( u(v_i) \) of each vertex is obtained by thresholding, and the resulting homogeneous regions with labels of \( +1 \) and \( -1 \) constitute the two-class data segmentation.
3 Multiclass Extension

The double-well potential in the diffuse interface model for SSL drives the state of the system towards two definite labels. Multiple-class segmentation requires a more general potential function $\Phi_M(u)$ that allows clusters around more than two labels. For this purpose, we use the periodic-well potential suggested by Li and Kim [21],

$$\Phi_M(u) = \frac{1}{2} \{u\}^2 (\{u\} - 1)^2,$$

where $\{u\}$ denotes the fractional part of $u$,

$$\{u\} = u - \lfloor u \rfloor,$$

and $\lfloor u \rfloor$ is the largest integer not greater than $u$.

This periodic potential well promotes a multiclass solution, but the graph Laplacian term in Equation (6) also requires modification for effective calculations due to the fixed ordering of class labels in the multiple class setting. The graph Laplacian term penalizes large changes in the spatial distribution of the system state more than smaller gradual changes. In a multiclass framework, this implies that the penalty for two spatially contiguous classes with different labels may vary according to the (arbitrary) ordering of the labels.

This phenomenon is shown in Fig. 1. Suppose that the goal is to segment the image into three classes: class 0 composed by the black region, class 1 composed by the gray region and class 2 composed by the white region. It is clear that the horizontal interfaces comprise a jump of size 1 (analogous to a two class segmentation) while the vertical interface implies a jump of size 2. Accordingly, the smoothing term will assign a higher cost to the vertical interface, even though from the point of view of the classification, there is no specific reason for this. In this example, the problem cannot be solved with a different label assignment. There will always be an interface with higher costs than others independent of the integer values used.

Thus, the multiclass approach breaks the symmetry among classes, influencing the diffuse interface evolution in an undesirable manner. Eliminating this inconvenience requires restoring the symmetry, so that the difference between two classes is always the same, regardless of their labels. This objective is achieved by introducing a new class difference measure.

![Fig. 1. Three-class segmentation. Black: class 0. Gray: class 1. White: class 2.](image-url)


3.1 Generalized Difference Function

The final class labels are determined by thresholding each vertex \( u(v_i) \), with the label \( y_i \) set to the nearest integer:

\[
y_i = \left\lfloor u(v_i) + \frac{1}{2} \right\rfloor.
\]  

(10)

The boundaries between classes then occur at half-integer values corresponding to the unstable equilibrium states of the potential well. Define the function \( \hat{r}(x) \) to represent the distance to the nearest half-integer:

\[
\hat{r}(x) = \left| \frac{1}{2} - \{x\} \right|.
\]  

(11)

A schematic of \( \hat{r}(x) \) is depicted in Fig. 2. The \( \hat{r}(x) \) function is used to define a generalized difference function between classes that restores symmetry in the energy functional. Define the generalized difference function \( \rho \) as:

\[
\rho(u(v_i), u(v_j)) = \begin{cases} 
\hat{r}(u(v_i)) + \hat{r}(u(v_j)) & y_i \neq y_j \\
|\hat{r}(u(v_i)) - \hat{r}(u(v_j))| & y_i = y_j
\end{cases}
\]  

(12)

Thus, if the vertices are in different classes, the difference \( \hat{r}(x) \) between each state’s value and the nearest half-integer is added, whereas if they are in the same class, these differences are subtracted. The function \( \rho(x, y) \) corresponds to the tree distance (see Fig. 2). Strictly speaking, \( \rho \) is not a metric since it does not satisfy \( \rho(x, y) = 0 \Rightarrow x = y \). Nevertheless, the cost of interfaces between classes becomes the same regardless of class labeling when this generalized distance function is implemented.

\[
\text{Fig. 2. Schematic interpretation of generalized difference: } \hat{r}(x) \text{ measures distance to nearest half-integer, and } \rho \text{ is a tree distance measure.}
\]

The GL energy functional for SSL, using the new generalized difference function \( \rho \) and the periodic potential, is expressed as

\[
\text{MGL}_{\text{SSL}}(u) = \frac{\epsilon}{2} \sum_{v_i \in V} \sum_{v_j \in V} \frac{w_{ij}^2}{d_i d_j} \left[ \rho(u(v_i), u(v_j)) \right]^2 +
\]
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\[
\frac{1}{2\epsilon} \sum_{v_i \in V} \{u(v_i)\}^2 \left(\{u(v_i)\} - 1\right)^2 + \\
\sum_{v_i \in V} \frac{\mu(v_i)}{2} \left(u(v_i) - \hat{u}(v_i)\right)^2.
\]  \tag{13}

Note that the smoothing term in this functional is composed of an operator that is not just a generalization of the normalized symmetric Laplacian \( L_s \). The new smoothing operation, written in terms of the generalized distance function \( \rho \), constitutes a non-linear operator that is a symmetrization of a different normalized Laplacian, the random walk Laplacian \( L_w = D^{-1}L = I - D^{-1}W \) \[27\].

The reason is as follows. The Laplacian \( L \) satisfies

\[
(Lu)_i = \sum_j w_{ij} (u_i - u_j)
\]

and \( L_w \) satisfies

\[
(L_wu)_i = \sum_j \frac{w_{ij}}{d_i} (u_i - u_j).
\]

Now replace \( w_{ij}/d_i \) in the latter expression with the symmetric form \( w_{ij}/\sqrt{d_id_j} \). This is equivalent to constructing a reweighted graph with weights \( \hat{w}_{ij} \) given by:

\[
\hat{w}_{ij} = \frac{w_{ij}}{\sqrt{d_id_j}}.
\]

The corresponding reweighted Laplacian \( \hat{L} \) satisfies:

\[
(\hat{L}u)_i = \sum_j \hat{w}_{ij} (u_i - u_j) = \sum_j \frac{w_{ij}}{\sqrt{d_id_j}} (u_i - u_j),
\]  \tag{14}

and

\[
(u, \hat{L}u) = \frac{1}{2} \sum_{i,j} \frac{w_{ij}}{\sqrt{d_id_j}} (u_i - u_j)^2.
\]  \tag{15}

While \( \hat{L} = \hat{D} - \hat{W} \) is not a standard normalized Laplacian, it does have the desirable properties of stability and consistency with increasing sample size of the data set, and of satisfying the conditions for \( I^- \)-convergence to TV in the \( \epsilon \to 0 \) limit \([2]\). It also generalizes to the tree distance more easily than does \( L_s \).

Replacing the difference \( (u_i - u_j)^2 \) with the generalized difference \( [\rho(u_i, u_j)]^2 \) then gives the new smoothing multiclass term of equation \(13\). Empirically, this new term seems to perform well even though the normalization procedure differs from the binary case.

By implementing the generalized difference function on a tree, the cost of interfaces between classes becomes the same regardless of class labeling.
3.2 Computational Algorithm

The GL energy functional given by (13) may be minimized iteratively, using gradient descent:

$$u^{n+1}_i = u^n_i - dt \left[ \frac{\delta MGL_{SSL}}{\delta u_i} \right],$$

(16)

where $u_i$ is a shorthand for $u(v_i)$, $dt$ represents the time step and the gradient direction is given by:

$$\frac{\delta MGL_{SSL}}{\delta u_i} = \epsilon \hat{R}(u^n_i) + \frac{1}{\epsilon} \Phi'_M(u^n_i) + \mu_i (u^n_i - \hat{u}_i)$$

(17)

$$\hat{R}(u^n_i) = \sum_j \frac{w_{ij}}{\sqrt{d_i d_j}} \left[ \hat{r}(u^n_i) \pm \hat{r}(u^n_j) \right] \hat{r}'(u^n_i)$$

(18)

$$\Phi'_M(u^n_i) = 2 \left\{ u^n_i \right\}^3 - 3 \left\{ u^n_i \right\}^2 + \left\{ u^n_i \right\}$$

(19)

The gradient of the generalized difference function $\rho$ is not defined at half integer values. Hence, we modify the method using a greedy strategy: after detecting that a vertex changes class, the new class that minimizes the smoothing term is selected, and the fractional part of the state computed by the gradient descent update is preserved. Consequently, the new state of vertex $i$ is the result of gradient descent, but if this causes a change in class, then a new state is determined.

Specifically, let $k$ represent an integer in the range of the problem, i.e. $k \in [0, K-1]$, where $K$ is the number of classes in the problem. Given the fractional part $\left\{ u_i \right\}$ resulting from the gradient descent update, find the integer $k$ that minimizes $\sum_j \frac{w_{ij}}{\sqrt{d_i d_j}} \left[ \rho(k + \left\{ u_i \right\}, u_j) \right]^2$, the smoothing term in the energy functional, and use $k + \left\{ u_i \right\}$ as the new vertex state. A summary of the procedure is shown

\begin{algorithm}
\SetAlgoLined
Require: $\epsilon, dt, N_D, n_{\text{max}}, K$
Ensure: out = $u$
\For{$i = 1 \rightarrow N_D$}
\uIf{$\mu_i > 0$,}{$u^0_i \leftarrow \text{rand}(0, K) - \frac{1}{2}$}
\EndIf
\EndFor
\For{$n = 1 \rightarrow n_{\text{max}}$}
\For{$i = 1 \rightarrow N_D$}
$u^{n+1}_i \leftarrow u^n_i - dt \left( \epsilon \hat{R}(u^n_i) + \frac{1}{\epsilon} \Phi'_M(u^n_i) + \mu_i (u^n_i - \hat{u}_i) \right)$
\uIf{$\text{Label}(u^{n+1}_i) \neq \text{Label}(u^n_i)$}{\textbf{end if}}
$\hat{k} = \arg \min_{0 \leq k \leq K} \sum_j \frac{w_{ij}}{\sqrt{d_i d_j}} \left[ \rho(k + \left\{ u_i^{n+1} \right\}, u_j^n) \right]^2$
$u^{n+1}_i \leftarrow \hat{k} + \left\{ u_i^{n+1} \right\}$
\EndIf
\EndFor
\EndFor
\end{algorithm}
in Algorithm [1] with \( N_D \) representing the number of points in the data set and \( n_{\text{max}} \) denoting the maximum number of iterations.

4 Results

The performance of the multiclass diffuse interface model is evaluated using a number of data sets from the literature, with differing characteristics. Data and image segmentation problems are considered on synthetic and real data sets.

4.1 Synthetic Data

Three Moons. A synthetic three-class segmentation problem is constructed following an analogous procedure to the one used in [5] for “two moon” binary classification. Three half circles (“three moons”) are generated in \( \mathbb{R}^2 \). The two top circles have radius 1 and are centered at \((0, 0)\) and \((3, 0)\). The bottom half circle has radius 1.5 and is centered at \((1.5, 0.4)\). 1,500 data points (500 from each of these half circles) are sampled and embedded in \( \mathbb{R}^{100} \). The embedding is completed by adding Gaussian noise with \( \sigma^2 = 0.02 \) to each of the 100 components for each data point. The dimensionality of the data set, together with the noise, make this a nontrivial problem.

The symmetric normalized graph Laplacian is computed for a local scaling graph using \( N = 10 \) nearest neighbors and local scaling based on the \( M = 10^8 \) closest point. The fidelity term is constructed by labeling 25 points per class, 75 points in total, corresponding to only 5% of the points in the data set. The multiclass GL method was further refined by geometrically decreasing \( \epsilon \) over the course of the minimization process, from \( \epsilon_0 \) to \( \epsilon_f \) by factors of \( 1 - \Delta \epsilon \) (\( n_{\text{max}} \) iterations per value of \( \epsilon \)), to allow sharper transitions between states as in [4]. Table 1 specifies the parameters used. Average accuracies and computation times are reported over 100 runs. Results for \( k \)-means and spectral clustering (obtained by applying \( k \)-means to the first 3 eigenvectors of \( L_s \)) are included as reference.

| Method                  | Parameters                             | Correct % (stddev %) | Time [s] |
|-------------------------|----------------------------------------|----------------------|----------|
| \( k \)-means           | –                                      | 72.1 (0.35)          | 0.66     |
| Spectral clustering     | 3 eigenvectors                         | 80.0 (0.59)          | 0.02     |
| Multiclass GL           | \( \mu = 30, \epsilon = 1, dt = 0.01, \)\n|                         | \( n_{\text{max}} = 1,000 \)         | 95.1 (2.33)          | 0.89     |
| Multiclass GL (adaptive \( \epsilon \)) | \( \mu = 30, \epsilon_0 = 2, \epsilon_f = 0.01, \)\n|                         | \( \Delta \epsilon = 0.1, dt = 0.01, \)\n|                         | \( n_{\text{max}} = 40 \)            | 96.2 (1.59)          | 1.61     |

Table 1. Three-moons results
Segmentations obtained for spectral clustering and for multiclass GL with adaptive $\epsilon$ methods are shown in Fig. 3. The figure displays the best result obtained over 100 runs, corresponding to accuracies of 81.3% (spectral clustering) and 97.9% (multiclass GL with adaptive $\epsilon$). The same graph structure is used for the spectral clustering decomposition and the multiclass GL method.

For comparison, we note the results from the literature for the simpler two-moon problem (also $\mathbb{R}^{100}$, $\sigma^2 = 0.02$ noise). The best results reported include: 94% for $p$-Laplacian \cite{5}, 95.4% for ratio-minimization relaxed Cheeger cut \cite{25}, and 97.7% for binary GL \cite{4}. While these are not SSL methods, the last of these does involve other prior information in the form of a mass balance constraint. It can be seen that our procedures produce similarly high-quality results even for the more complex three-class segmentation problem.

It is instructive to observe the evolution of label values in the multiclass method. Fig. 4 displays $\mathbb{R}^2$ projections of the results of multiclass GL (with fixed $\epsilon$) at 100, 300 and 1,000 iterations. The system starts from a random configuration. Notice that after 100 iterations, the structure is still fairly inhomogeneous, but small uniform regions begin to form. These correspond to islands around fidelity points and become seeds for further homogenization. The system progresses fast, and by 300 iterations the configuration is close to the final result: some points are still incorrectly labeled, mostly on the boundaries, but the classes form nearly uniform clusters. By 1,000 iterations the procedure converges to a steady state and a high-quality multiclass segmentation (95% accuracy) is obtained.

In addition, the energy evolution for one typical run is shown in Fig. 4(d) for the case with fixed $\epsilon$. The figure includes plots of the total energy (red) as well as the partial contributions of each of the three terms, namely smoothing (green), potential (blue) and fidelity (purple). Observe that at the initial iterations, the principal contribution to the energy comes from the smoothing term, but it has a fast decay due to the homogenization taking place. At the same time, the potential term increases, as $\rho$ pushes the label values toward half-integers. Eventually, the minimization process is driven by the potential term, while small local adjustments are made. The fidelity term is satisfied quickly and has almost
negligible influence after the first few iterations. This picture of the “typical” energy evolution can serve as a useful guide in evaluating the performance of the method when no ground truth is available.

**Swiss Roll.** A synthetic four-class segmentation problem is constructed using the Swiss roll mapping, following the procedure in [24]. The data are created in $\mathbb{R}^2$ by randomly sampling from a Gaussian mixture model of four components with means at $(7.5, 7.5)$, $(7.5, 12.5)$, $(12.5, 7.5)$ and $(12.5, 12.5)$, and all covariances given by the $2 \times 2$ identity matrix. 1,600 points are sampled (400 from each of the Gaussians). The data are then converted from 2 to 3 dimensions, with the following Swiss roll mapping: $(x, y) \rightarrow (x \cos(x), y, x \sin(x))$.

### Table 2. Swiss roll results

| Method          | Parameters       | Correct % (stddev %) | Time [s] |
|-----------------|------------------|----------------------|----------|
| $k$-means       | -                | 37.9 (0.91)          | 0.05     |
| Spectral Clustering | 4 eigenvectors | 49.7 (0.96)          | 0.05     |
| Multiclass GL   | $\mu = 50$, $\epsilon = 1$, $dt = 0.01$, $n_{\text{max}} = 1,000$ | 91.0 (2.72) | 0.75     |
As before, we construct the weight matrix for a local scaling graph, with $N = 10$ and scaling based on the $M = 10^{th}$ closest neighbor. The fidelity set is formed by labeling 5% of the points selected randomly.

Table 2 gives a description of the parameters used, as well as average results over 100 runs for $k$-means, spectral clustering and multiclass GL. The best results achieved over these 100 runs are shown in Fig. 5. These correspond to accuracies of 50.1% (spectral clustering) and 96.4% (multiclass GL). Notice that spectral clustering produces results composed of compact classes, but with a configuration that does not follow the manifold structure. In contrast, the multiclass GL method is capable of segmenting the manifold structure correctly, achieving higher accuracies.

4.2 Image Segmentation

We apply our algorithm to the color image of cows shown in Fig. 6(a). This is a 213 $\times$ 320 color image, to be divided into four classes: sky, grass, black cow and red cow. To construct the weight matrix, we use feature vectors defined as the set of intensity values in the neighborhood of a pixel. The neighborhood is a patch of size 5 $\times$ 5. Red, green and blue channels are appended, resulting in a feature vector of dimension 75. A local scaling graph with $N = 30$ and $M = 30$ is constructed. For the fidelity term, 2.6% of labeled pixels are used (Fig. 6(b)). The multiclass GL method used the following parameters: $\mu = 30$, $\epsilon = 1$, $dt = 0.01$ and $n_{\text{max}} = 800$. The average time for segmentation using different fidelity sets was 19.9 s. Results are depicted in Figs. 6(c)-6(f). Each class image shows in white the pixels identified as belonging to the class, and in black the pixels of the other classes. It can be seen that all the classes are clearly segmented. The few mistakes made are in identifying some borders of the black cow as part of the red cow, and vice-versa.
4.3 Benchmark Sets

**COIL-100.** The Columbia object image library (COIL-100) is a set of 7,200 color images of 100 different objects taken from different angles (in steps of 5 degrees) at a resolution of $128 \times 128$ pixels [22]. This image database has been preprocessed and made available by [6] as a benchmark for SSL algorithms. In summary, the red channel of each image is downsampled to $16 \times 16$ pixels by averaging over blocks of $8 \times 8$ pixels. Then 24 of the objects are randomly selected and partitioned into six arbitrary classes: 38 images are discarded from each class, leaving 250 per class or 1,500 images in all. The downsampled $16 \times 16$ images are further processed to hide the image structure by rescaling, adding noise and masking 15 of the 256 components. The result is a data set of 1,500 data points, of dimension 241.

We build a local scaling graph, with $N = 4$ nearest neighbors and scaling based on the $M = 4^{th}$ closest neighbor. The fidelity term is constructed by labeling 10% of the points, selected at random. The multiclass GL method used the following parameters: $\mu = 100$, $\epsilon = 4$, $dt = 0.02$ and $v_{\text{max}} = 1,000$. An average accuracy of 93.2%, with standard deviation of 1.27%, is obtained over 100 runs, with an average time for segmentation of 0.29s.

For comparison, we note the results reported in [23]: 83.5% ($k$-nearest neighbors), 87.8% (LapRLS), 89.9% (sGT), 90.9% (SQ-Loss-I) and 91.1% (MP). All these are SSL methods (with the exception of $k$-nearest neighbors which is supervised), using 10% fidelity just as we do. As can be seen, our results are of greater accuracy.

**MNIST Data.** The MNIST data set [20] is composed of 70,000 $28 \times 28$ images of handwritten digits 0 through 9. The task is to classify each of the images into the corresponding digit. Hence, this is a 10-class segmentation problem.
The weight matrix constructed corresponds to a local scaling graph with $N = 8$ nearest neighbors and scaling based on the $M = 8^{th}$ closest neighbor. We perform no preprocessing, so the graph directly uses the $28 \times 28$ images. This yields a data set of 70,000 points of dimension 784. For the fidelity term, 250 images per class (2,500 images, corresponding to 3.6% of the data) are chosen randomly. The multiclass GL method used the following parameters: $\mu = 50$, $\epsilon = 1$, $dt = 0.01$ and $n_{\text{max}} = 1,500$. An average accuracy of 96.9%, with standard deviation of 0.04%, is obtained over 50 runs. The average time for segmentation using different fidelity sets was 60.89 s.

Comparative results from other methods reported in the literature include: 87.1% (p-Laplacian [5]), 87.64% (multicut normalized 1-cut [15]), 88.2% (Cheeger cuts [25]), 92.6% (transductive classification [26]). As with the three-moon problem, some of these are based on unsupervised methods but incorporate enough prior information that they can fairly be compared with SSL methods. Comparative results from supervised methods are: 88% (linear classifiers [19,20]), 92.3-98.74% (boosted stumps [20]), 95.0-97.17% (k-nearest neighbors [19,20]), 95.3-99.65% (neural/convolutional nets [19,20]), 96.4-96.7% (nonlinear classifiers [19,20]), 98.75-98.82% (deep belief nets [16]) and 98.75-98.82% (SVM [19]). Note that all of these take 60,000 of the digits as a training set and 10,000 digits as a testing set [20], in comparison to our approach where we take only 3.6% of the points for the fidelity term. Our SSL method is nevertheless competitive with these supervised methods. Moreover, we perform no preprocessing or initial feature extraction on the image data, unlike most of the other methods we compare with (we have excluded from the comparison, however, methods that explicitly deskew the image). While there is a computational price to be paid in forming the graph when data points use all 784 pixels as features, this is a simple one-time operation.

5 Conclusions

We have proposed a new multiclass segmentation procedure, based on the diffuse interface model. The method obtains segmentations of several classes simultaneously without using one-vs-all or alternative sequences of binary segmentations required by other multiclass methods. The local scaling method of Zelnik-Manor and Perona, used to construct the graph, constitutes a useful representation of the characteristics of the data set and is adequate to deal with high-dimensional data.

Our modified diffusion method, represented by the non-linear smoothing term introduced in the Ginzburg-Landau functional, exploits the structure of the multiclass model and is not affected by the ordering of class labels. It efficiently propagates class information that is known beforehand, as evidenced by the small proportion of fidelity points (2% – 10% of dataset) needed to perform accurate segmentations. Moreover, the method is robust to initial conditions. As long as the initialization represents all classes uniformly, different initial random configurations produce very similar results. The main limitation of the method
appears to be that fidelity points must be representative of class distribution. As long as this holds, such as in the examples discussed, the long-time behavior of the solution relies less on choosing the “right” initial conditions than do other learning techniques on graphs.

State-of-the-art results with small classification errors were obtained for all classification tasks. Furthermore, the results do not depend on the particular class label assignments. Future work includes investigating the diffuse interface parameter $\epsilon$. We conjecture that the proposed functional converges (in the $L^p$-convergence sense) to a total variational type functional on graphs as $\epsilon$ approaches zero, but the exact nature of the limiting functional is unknown.
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