A Profit Maximization Inventory Model: Stock-Linked Demand Considering Salvage Value with Tolerable Deferred Payments
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Abstract: Every business owner wishes that all sales were made on a cash basis, but in a cutthroat market, it is not always feasible. To entice buyers to purchase their goods, dealers may need to offer sales with credit terms. Unfortunately, selling with deferred payment conditions introduces a completely new facet of business management. Additionally, the salvage amount or value is significant for determining depreciation and can have an impact on the company’s overall depreciable amount used in its depreciation schedule. This study looks at an inventory model with the best possible pricing and ordering policy for retailers. Research is derived from when inventory is subjected to a constant deterioration rate and associated with appropriate salvage value. A perishable payments strategy inventory model is created, with the demand as a function of the stock level as well as selling price. Manufacturers provide to the retailer a tolerable deferred payment scheme to repay against the purchase products. That the cycle length and order size will rise under tolerable deferred period is refuted. The study’s goal is to determine the optimal replenishment cycle length and selling price to optimize retailer’s net income. With reference to cycle length and selling price, we developed an algorithm with a numerical example to optimize the net profit. The results are mathematically proven, and data is provided to validate the aforementioned model. Numerical examples are used to validate the model, and sensitivity analysis was performed. Using mathematical tools, a 3D graph will be used to demonstrate the concavity of the objective function.
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1. Introduction

People are concerned about trends when progress is hurried along, in addition to quality. Many inventory management systems assume that demand will remain steady during the whole planning horizon, although this is not the case in reality. Selling price, advertising, degree of deterioration, discount level, stock availability, etc. can all have an impact on demand. Despite being new, cutting-edge technology in today’s commercial activities, inventory modelling places a high priority on concerns of protection and consciousness. Salvage value is a modest measure used by businesses and organizations to lower the overall cost. Additionally, people are drawn to businesses with a lot of product availability since there are more options for payment methods and a higher rate of consumption as a result. Additionally, buyers prefer to purchase products that are related to the selling price, so the selling price of the product has a significant impact on the consumption rate. A
higher asking price will result in less demand, and vice versa. Fruits, vegetables, milk, and other products like those lose their quality and originality over time after being stored in the company. Losses will result both physically and financially as a result of the products’ failure to meet the criterion. This can be defined as deterioration. One should not neglect the rate of deterioration if one wants to examine the system correctly. The corporation provides an all-units discount, or a reduction in the unit purchase cost based on various order size intervals, to offset the damage caused by degradation. This tactic boosts sales while also increasing popularity. Moreover, companies frequently employ the proverb “buy now, pay later” to entice customers. The trade credit policy, which permits a merchant to purchase goods without paying for them upon receipt of the items since the manufacturer has provided a credit time to repay the debts, in fact matches this statement precisely. Retailers, especially the smaller ones, are drawn to this policy because it gives them a chance to keep the products on the market for longer, make sales, and build interest. The manufacturer, meanwhile, experiences constant demand. The manufacturer may impose a higher interest rate if the merchant does not pay the bill in full within the credit duration. Since the retailer is required to pay the account at the appointed period, the manufacturer and retailer’s agreement is known as a full trade credit. In actuality, some suppliers may decide to use a partial trade credit in order to improve their cash flow and maintain business continuity. Simply said, the retailer makes a partial payment for the items when they are received, and the remaining balance is paid over the manufacturer’s designated credit period. This benefits smaller manufacturers and retailers who might not appreciate cash flow disturbances. As a result, a partial trade credit policy is preferable to a complete trade credit policy for both the producer and the store. A perishable inventory model is created with all of these scenarios in mind, with the demand as a function of selling price and stock level. The total profit function is maximized with regard to selling price and cycle time using an algorithm that is provided with an example. To depict the effects of various inventory characteristics on choice variables and the profit function, a sensitivity analysis is performed. In this paper, we have developed mathematical model which maximized the retailer’s profit while taking cycle length and selling price into account. Moreover, stock level- and selling price-dependent demand make the model more realistic. The aim of this paper is to maximize the retailer’s profit for deteriorating items.

The rest of the paper is set up as follows: Previous research on the subject is presented in Section 2. Basic notations, assumptions, decision variables, the mathematical model formulation, calculation of the optimal cycle time and solution method are described in Section 3. An algorithm to solve the inventory model is described in Section 4. A numerical example, some observations as well as managerial insights and sensitivity analysis are used to validate the problem in Section 5. Section 6 comprises the discussions of the proposed model. At last, the conclusion and future scope comprise Section 7.

2. Literature Review

To promote sales and lure new customers, the provider utilizes a promotional strategy known as “trade credit”. By “trade credit”, we mean that if the debtor did not pay within the permissible credit period, an interest would be imposed on the unsold items according to the agreed-upon terms and conditions. So, the interest is earned by the retailer on revenue from the sale of products and the payment deferred up to the moratorium period provided by manufacturer. These promotional tools result retailer’s cost reduction, minimize the amount of capital investment in goods and services during the time allocated for trade credit, but offer the deferred payment scheme which amplifies the default risk borne by the manufacturer. Dave and Goyal produced articles on when late payments are sustainable [1,2]. Aggarwal and Jaggi looked at the influence of units on the offered credit period [3]. Jamal et al. have developed a generalized inventory model to settle an account for degrading coefficients and shortages [4]. Hwang and Shinn have calculated optimal pricing and ordering procedures under the situation of trade credit for the retailer [5]. Liao et al. have calculated a model when demand depends on stock as well as the producer’s
offered credit period [6]. Jamal et al. as well as Sarker et al. reflect interest gained on the sales price and advise that the vendor clear their account relatively sooner as the unit sales price grows analogously to the acquisition cost per unit [7,8]. Chang and Dye derived a model of inventory to allow for deterioration and partial backlog [9]. Chang et al. studied the effect of deterioration of units on a delayed payment scheme [10]. Teng demonstrated that it is profitable for a well-established buyer to place small-scale orders and avail benefits on the sanctioned trade credit [11]. For deteriorating goods, Chang et al. created an EOQ (economic order quantity) model where the length of the deferred payment is dependent to the consignment [12]. When product demand is deterministic, constant, and degrading, Teng et al. derived an ideal trading strategy (order and price) [13]. Huang et al. developed a derivative-free inventory model of limited storage and two tiers of trade credit [14]. Shah and Patel created a trading strategy from the retailer’s point of view for when demand links to stock [15]. In a supply chain system for a two-level trade credit policy which is dependent on the order quantity, Chung created straightforward solution processes [16]. An inventory model with quadratic demand and price-sensitive salvage value was developed by Rangavajhala and Mohan [17]. Chen et al. regarded retailers as having an EOQ (economic order quantity) as the manufacturer gives a conditionally acceptable payment delay linked to the order amount [18]. Using particle swarm optimization, Bhunia et al. developed two levels warehouse inventory model of degrading goods under allowable trade credit. [19]. Bardhan et al. investigated the effects of an inventory model based on investments in preservation technology and a replenishment plan for non-immediately deteriorating goods when demand depends on stock [20]. Sen and Saha developed an inventory model including deterioration, shortages, and time-dependent holding costs under a permissible payment delay [21]. The challenge of identifying the ideal order quantity to minimize the total cost function with variable holding costs and stock-dependent demand was investigated by Pervin et al. [22]. Tripathi and Tomar as well as Kumar created an inventory strategy in which the demand rate is controlled by time-sensitive holding costs with parabolic time links and salvage value [23,24]. For demand that is influenced by price, stock, and time, Chen et al. developed a pricing and replenishment method [25]. Lu et al. developed a multistage sustainable production–inventory model with carbon emission reductions and price-dependent demand under Stackelberg game [26]. Saren et al. derived an application of various price discount policies for deteriorated products and delays in payments in an advanced inventory model [27]. An economic order quantity model was developed by Tripathi and Tomar for commodities with declining demand that has a delay period and salvage value [28]. A price- and stock-related demand model with shortages and investment in preservation technology was created by Khanna and Jaggi [29]. Miah et al. investigated a discount technique-based inventory management for an electronic products supply chain [30]. Pando et al. developed an inventory model with stock-dependent demand rate and maximization of the return on investment [31]. Pando et al. investigated profitability index maximization in an inventory model with a price- and stock-dependent demand rate in a power form [32]. When demand is trapezoidal, Mondal et al. devised a deterministic economic order quantity model of depleting products [33].

The present paper creates a model from the perspective of a retailer when inventory units depreciate at a constant rate. A reasonable time for deferred payment is allowed by the manufacturer. The salvage value for damaged goods is considered. The volume of items on hand and the price at which they are sold affect demand. The decision variables for the retailer are the unit selling price, order quantity, as well as cycle length. To maximize net income for the retailer, first we calculate the maximum cycle length for the given price after this, obtaining the maximum selling cost. The analytic findings show that while using authorized trade credit, the order replenishment cycle time and order size both falls. Higher tolerable deferred payments permitted have the effect of decreasing the unit selling price while boosting net profit.

We looked into the research on perishable payment strategies, stock level- and selling cost-dependent demand functions, and learning theories for deteriorating goods that
are covered in the literature review section. Table 1 displays the authors’ contribution breakdown. According to a review of the literature, numerous research papers have been published that discuss the acceptable credit period under various payment strategies, but there are none that discuss the trade credit period for stock level and selling price-sensitive demand with salvage value under the learning concept for deteriorating goods. A salvage value is a modest measure done by businesses and nonprofits to lower the overall cost and raise the overall profit. Due to the degrading nature of the product, the effect of salvage value on the model is also researched. In this concept, the salvage value is also taken into account. The goal of the current work is to create an inventory model that accounts for the learning effect for deteriorating goods and perishable credit term, and stock-level and selling price-dependent demand functions. Our input is displayed in Table 1’s bottom row with the designated keywords. With the current effort, we have attempted to close this research gap.

Table 1. The model-related contributions of various researchers.

| Authors               | Stock- Dependent Demand | Deterioration | Trade Credit | Salvage Value |
|-----------------------|-------------------------|--------------|--------------|---------------|
| Liao et al. (2000)    | ✓                       | ✓            | ✓            |               |
| Sarker et al. (2000)  | ✓                       |              |              |               |
| Chang et al. (2003)   | ✓                       | ✓            | ✓            |               |
| Teng et al. (2005)    | ✓                       |              |              | ✓             |
| Shah and Patel (2009) | ✓                       |              |              |               |
| Chen et al. (2014)    | ✓                       |              |              |               |
| Pervin et al. (2017)  | ✓                       | ✓            |              |               |
| Sen and Saha (2018)   | ✓                       | ✓            | ✓            |               |
| Chen et al. (2019)    | ✓                       | ✓            | ✓            | ✓             |
| Tripathi and Tomar (2020) | ✓                 | ✓            | ✓            | ✓             |
| Khanna and Jaggi (2021)| ✓                      | ✓            | ✓            | ✓             |
| Our Paper             | ✓                       | ✓            | ✓            | ✓             |

3. Assumptions, Notations, Decision Variables, Mathematical Model Formulation and Calculation of the Optimal Cycle Time

To develop the research, we use the below assumptions, notations, and decision variables. Mathematical formulation is also described in detail, with calculation of the optimal cycle time.

3.1. Assumptions

In order to develop the model, we use below assumptions:

1. Considers only single product in the inventory system.
2. There is no lead time and an endless replenishment rate.
3. Shortages are not tolerated.
4. The demand function is high in value as display stock raises at the display area (super mall or shop) also low according to the selling price of the goods. It is defined as $D(S, Q(t)) = a(1 + bQ(t))S^{−\delta}$, where a positive constant demand $a$ is large enough that $b$, displayed goods, depends on the change in demand rate $b \in [0, 1)$ and constant mark-up $\delta > 1$.
5. The retailer has a variety of options for how to use the sales revenue, including expansion, the creation of new products, the upgrading of gear and software, and others. For the sake of simplicity, let us imagine that retailers pay out the money for something other than paying down the debt. Sales revenue is generated and placed in an interest generating account while an account is not resolved. At the end of this period, the retailer starts paying interest on the goods in stock, pays for all sold goods, maintains the balance for future use and then starts paying for all units purchased. The retailer begins to build up profit in the meantime, which will be used for the other activities. Here, the manufacturer offers an N-days-deferred period to the retailer. The
produced revenue is put into the retailer’s account during the deferred period. When the deferred period finishes, the retailer pays off for all sold units, keeping the rest for daily expenses as well as for spending on the unsold goods for which retailer starts paying the interest charges.

6. \( \theta \) (\( 0 \leq \theta < 1 \)) Assuming that the deterioration rate is constant, it begins as soon as the objects are added to the inventory. Additionally, damaged things cannot be repaired or replaced for the duration of the cycle.

7. Salvage cost \( \gamma(D,C), 0 \leq \gamma < 1 \) is connected to deteriorated components throughout the purchase period.

3.2. Notations

We make the following assumptions:

- \( C_H \) Unit holding cost
- \( C_P \) Unit purchase cost
- \( C_A \) Cost of Order per cycle
- \( \theta \) Deterioration rate, \( 0 \leq \theta < 1 \)
- \( I_C \) Interest charged/ annum by the manufacturer
- \( I_e \) Interest earned/ annum by the retailer where \( I_C > I_e \)
- \( Q(t) \) Inventory at time \( t \), where \( 0 \leq t \leq T \).
- \( \pi(S, T) \) Net income per unit of time

3.3. Decision Variables

We make the following decision variables:

- \( S \) Unit selling price, where \( S > C_P \)
- \( K \) Order size
- \( T \) Length of replenishment cycle

3.4. Mathematical Model Formulation

This section develops an inventory model of perishable goods for stock-linked and selling price-dependent demand, with a constant rate of degradation in such situations. In light of the simultaneous effects of demand rate and degradation rate, the inventory level \( Q \) and order size \( K \) are decreasing when \( t = 0 \). At the end of the cycle time \( T \), an inventory level drops to be zero i.e., \( Q(T) = 0 \). Additionally, salvage value is applied to the defective objects.

The rate of inventory depletion related to demand and rate of degradation, recognizing the following connection with a boundary condition \( Q(T) = 0 \) when \( 0 \leq t \leq T \):

Therefore, the inventory system can be described as below.

\[
\frac{dQ(t)}{dt} = -D(S, Q(t)) - \theta Q(t), \quad 0 \leq t \leq T \tag{1}
\]

Solve above the first-order differential Equation (1), the rate of inventory depletion as below,

\[
Q(t) = \frac{aS^{-\delta}}{(abS^{-\delta} + \theta)} \left[ e^{(abS^{-\delta} + \theta)(T-t)} - 1 \right], \quad 0 \leq t \leq T \tag{2}
\]

The total order quantity is given by at the time \( t = 0 \),

\[
K = Q(0) = \frac{aS^{-\delta}}{(abS^{-\delta} + \theta)} \left[ e^{(abS^{-\delta} + \theta)T} - 1 \right], \quad 0 \leq t \leq T \tag{3}
\]

Now, the retailer’s net income per unit time as below,

\( \pi(S, T) = \) Retailer’s whole income from all sources (sales revenue + salvage value for imperfect goods) – ordering cost – holding cost – deteriorating cost + rate of interest earned—rate of interest charged.
The profit function’s parameters have all been computed numerically as follows with both the cases of trade credit.

1. The total income, which is determined by the retailer’s demand rate throughout the course of the period, yields the overall revenue.
   
   Sales revenue:
   \[
   S.R = \frac{S}{T} \int_0^T D(S, Q(T)) dt = a S^{-\delta + 1}
   \]  
   (4)

2. Ordering cost per cycle:
   
   \[
   O.C = \frac{C_A}{T}
   \]  
   (5)

3. Holding charge:
   
   \[
   H.C = \frac{C_H}{T} \int_0^T Q(t) dt = \frac{C_H a S^{-\delta}}{T(abS^{-\delta} + \theta)} \left[ e^{T(abS^{-\delta} + \theta)} - T(abS^{-\delta} + \theta) - 1 \right]
   \]  
   (6)

4. Deterioration cost:
   
   \[
   D.C = \frac{C_D}{T} \left( K - \int_0^T D(S, Q(t)) dt \right) = \frac{C_D a S^{-\delta} \delta}{T(abS^{-\delta} + \theta)} \left[ \theta e^{T(abS^{-\delta} + \theta)} - \theta T(abS^{-\delta} + \theta) - \theta \right]
   \]  
   (7)

5. Salvage value:
   
   \[
   S.V = \gamma (D.C) = \gamma \left\{ \frac{C_D a S^{-\delta} \delta}{T(abS^{-\delta} + \theta)} \left[ \theta e^{T(abS^{-\delta} + \theta)} - \theta T(abS^{-\delta} + \theta) - \theta \right] \right\}
   \]  
   (8)

The objective function is continuous according to selling cost (S), and cycle length (T). For interest earned (I.E), two cases are calculated and interest charged (I.C) as per the length of replenishment cycle time as well as deferred period of N days. Both the cases are shown in following Figure 1.

![Inventory Level](image1)

(a) T \leq N  

![Inventory Level](image2)

(b) T \geq N

**Figure 1.** Graphical representation according to deferred period and replenishment cycle time.

**Case 1.** T \leq N

From the Figure 1a, retailer sells TD(S, Q(T)) units and their account is credited by $ S D(S, Q(T)) T$ to pay $ S C_p D(S, Q(T)) T$ to the manufacturer when the cycle is finished at the end of the N-days-deferred period.

Therefore, as shown in Figure 1a interest charged (I.C) is zero and interest earned (I.E) is calculated as below
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\[ I.E_1 = \frac{S.L}{T} \left[ \int_0^T D(S, Q(t))t \, dt + D(S, Q(t)) \, T \, (N - T) \right] \]

\[ = \frac{S.L a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \frac{\theta t^2}{2} - \frac{ab S^{-\delta}}{ab S^{-\delta} + \theta} - \frac{ab S^{-\delta} e^{(ab S^{-\delta} + \theta)T}}{(ab S^{-\delta} + \theta)^2} + S L a S^{-\delta} (N - T) \right] \]

So, we get the net profit per cycle is as below

\[ \pi_1(S, T) = S.R - O.C - H.C - D.C + S.V + I.E_1 \]

\[ = a S^{-\delta+1} - \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ e^{T(ab S^{-\delta} + \theta)} - T(ab S^{-\delta} + \theta) - 1 \right] \]

\[ - \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \theta e^{T(ab S^{-\delta} + \theta)} - \theta T(ab S^{-\delta} + \theta) - \theta \right] \]

\[ + \gamma \left\{ \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ e^{T(ab S^{-\delta} + \theta)} - T(ab S^{-\delta} + \theta) - 1 \right] \right\} \]

\[ + \frac{S.L a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \frac{\theta t^2}{2} - \frac{ab S^{-\delta}}{ab S^{-\delta} + \theta} - \frac{ab S^{-\delta} e^{(ab S^{-\delta} + \theta)T}}{(ab S^{-\delta} + \theta)^2} + S L a S^{-\delta} (N - T) \right] \]

\[ + S L a S^{-\delta} (N - T) \]

Case 2. \( T \geq N \).

According to the assumption and Figure 1b, the retailer sells \( ND(S, I(N)) \) units during \([0, N]\) and their account is credited by \( S \, D(S, I(N)) \). This is smaller than the total purchase cost paid for \( K \) units so, manufacturer charged at the interest rate \( I_c \) for the unsold units in stock during \([N, T]\).

So, as shown in Figure 1b, the interest charge \((I.C_2)\) is calculated as below

\[ I.C_2 = \frac{C_p a L}{T (ab S^{-\delta} + \theta)} \left[ \int_0^N Q(t) \, dt \right] \]

\[ = \frac{C_p a L}{T (ab S^{-\delta} + \theta)} \left[ e^{(ab S^{-\delta} + \theta)(T - N)} - (T - N)(ab S^{-\delta} + \theta) - 1 \right]. \]

Products sold by the retailer, and their account receives the generated income during the deferred period \([0, N]\), this incurs interest at the rate \( I_c \) per annum.

Hence, as shown in Figure 1b interest earned is calculated as below

\[ I.E_2 = \frac{S.L}{T} \left[ \int_0^T D(S, Q(t))t \, dt \right] \]

\[ = \frac{S.L a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \frac{\theta N^2}{2} - \frac{ab S^{-\delta} N e^{(ab S^{-\delta} + \theta)(T - N)}}{(ab S^{-\delta} + \theta)^2} - \frac{ab S^{-\delta} e^{(ab S^{-\delta} + \theta)T}}{(ab S^{-\delta} + \theta)^2} \right] \]

Therefore, we get the net profit per cycle is as below

\[ \pi_2(S, T) = S.R - O.C - H.C - D.C + S.V - I.C_2 + I.E_2 \]

\[ = a S^{-\delta+1} - \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ e^{T(ab S^{-\delta} + \theta)} - T(ab S^{-\delta} + \theta) - 1 \right] \]

\[ - \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \theta e^{T(ab S^{-\delta} + \theta)} - \theta T(ab S^{-\delta} + \theta) - \theta \right] \]

\[ + \gamma \left\{ \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ e^{T(ab S^{-\delta} + \theta)} - T(ab S^{-\delta} + \theta) - 1 \right] \right\} \]

\[ - \frac{C_p a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ e^{(ab S^{-\delta} + \theta)(T - N)} - (T - N)(ab S^{-\delta} + \theta) - 1 \right] \]

\[ + \frac{S.L a S^{-\delta}}{T (ab S^{-\delta} + \theta)} \left[ \frac{\theta N^2}{2} - \frac{ab S^{-\delta} N e^{(ab S^{-\delta} + \theta)(T - N)}}{(ab S^{-\delta} + \theta)^2} - \frac{ab S^{-\delta} e^{(ab S^{-\delta} + \theta)T}}{(ab S^{-\delta} + \theta)^2} \right] \]

Hence, the net profit \( \pi(S, T) \) is as below for both the cases

\[ \pi(S, T) = \begin{cases} \pi_1(S, T) & ; \ T \leq N \\ \pi_2(S, T) & ; \ N \leq T \end{cases} \]
Hence, it is clear that, when deferred period is same as the length of replenishment cycle then \( \pi_1(S, N) = \pi_2(S, N) \).

So, \( \pi(S, T) \) is continuous function of the length of replenishment cycle, either in \((0, N]\) or \((N, \infty)\) but not in both intervals.

### 3.5. Calculation of the Optimal Cycle Time

We use the series expansion in the Equations (10) and (13) for a small value of stock-dependent parameter and deterioration rate. Therefore, approximated profits are as below

\[
A \pi_1(S, T) = aS^{\delta+1} - \frac{C_A}{T} - \frac{C_HaTS^{-\delta}}{2} - \frac{(1-\gamma)C_p\theta TS^{-\delta}}{2} + SI_aS^{-\delta} \left( N - \frac{T}{2} \right) \tag{15}
\]

And

\[
A \pi_2(S, T) = aS^{\delta+1} - \frac{C_A}{T} - \frac{aTC_HS^{-\delta}}{2} - \frac{(1-\gamma)C_p\theta TS^{-\delta}}{2} - \frac{aC_pI_cS^{-\delta}T}{2} + aNC_pI_cS^{-\delta} - \frac{(C_pI_c - SI_c)aN^2S^{-\delta}}{2T}. \tag{16}
\]

Hence, the approximation of overall income can be represented for both the cases as

\[
A \pi(S, T) = \begin{cases} 
A \pi_1(S, T) & ; \ T \leq N \\
A \pi_2(S, T) & ; \ N \leq T
\end{cases} \tag{17}
\]

A blocked shape solution is produced by the approximation for the cycle time as per the following section.

### 3.6. Solution Method

We maximize the retailer’s overall profit in this segment. The complex equations are solved using the Maple 12 software tool. The necessary condition for optimum net income will be \( \frac{\partial A \pi_1(S)}{\partial S} = 0 \) and \( \frac{\partial A \pi_2(S, T)}{\partial T} = 0 \). Obtained the cycle length \( T = T_1 \) (suppose), then the second-order derivative \( \frac{\partial^2 A \pi_1(S, T)}{\partial T^2} \) is evaluated and after substituting the value of \( T = T_1 \) in the second-order derivative, we obtain \( \frac{\partial^2 A \pi_1(S, T)}{\partial T^2} \leq 0 \), so \( T = T_1 \) is considered as maximum value of \( T \), which is an optimal cycle length. As the concavity of net income \( A \pi(S) \) is represented graphically in Figure 2 for both cases. Solving the \( A \pi(S) \) with the help of mathematical tools to obtain retailer’s cycle length and net income.

![Figure 2](image-url)  

\((a) \ T \leq N \quad (b) \ T \geq N\)

**Figure 2.** Representation of net income per unit time (concave function of \( T \)).

As mentioned above, required calculations to find optimum cycle length (decision variable) and maximum profit are presented as below:
By differentiating the Equations (15) and (16) we get,

\[
\frac{\partial A_1(S, T)}{\partial T} = \frac{C_A}{T^2} - \frac{as^{-\delta}}{2}[C_H + C_P(1 - \gamma)\theta + SL_e] \quad (18)
\]

\[
\frac{\partial A_2(S, T)}{\partial T} = \frac{1}{T^2} \left[ C_A + \frac{(C_P I_c - S L_e) a N^2 S^{-\delta}}{2} \right] - \frac{as^{-\delta}}{2}[C_H + C_P(1 - \gamma)\theta + CP I_c] \quad (19)
\]

\[
\frac{\partial^2 A_1(S, T)}{\partial T^2} = -\frac{2C_A}{T^3} < 0 \quad (20)
\]

\[
\frac{\partial^2 A_2(S, T)}{\partial T^2} = -\frac{2}{T^3} \left[ C_A + \frac{(C_P I_c - S L_e) a N^2 S^{-\delta}}{2} \right] < 0 \quad (21)
\]

Therefore, for a fixed S become \( A_1(S, T) \) as concave function of T. It is shown in Figure 2a for the case I.

Hence, using the Equation (18) and with the help of solution method \( \frac{\partial A_1(S)}{\partial S} = 0 \), we get \( T = T_1 \) as follows

\[
T_1 = \sqrt{\frac{2C_A}{h_1 a S^{-\delta}}} \quad (22)
\]

where

\[
h_1 = C_H + S L_e + C_P(1 - \gamma)\theta \quad (23)
\]

To ensure \( T_1 \leq N \), we substitute the value of \( T_1 \) as per the Equation (22) in the inequality \( T_1 \leq N \). It gives us if and only if inequality

\[
2C_A \leq (C_H + S L_e + C_P(1 - \gamma)\theta) a S^{-\delta} N^2. \quad (24)
\]

Hence, the optimum order size \( K_1 \) is for the case I as

\[
K_1 = \sqrt{\frac{2C_Aa S^{-\delta}}{h_1}} + \frac{C_A(ab S^{-\delta} + \theta)}{h_1} \quad (25)
\]

Using the value of \( T_1 \) as per the Equation (22) in Equation (15), we get net income \( A_1(S) \) for the case I considered as a function of selling price S (decision variable) only.

Now for the case II apply the same procedure:

Therefore, from the Equation (21), for a fixed S become \( A_2(S, T) \) as concave function of T. It is shown in Figure 2b for the case II.

Hence, using the Equation (19) and with the help of solution method \( \frac{\partial A_2(S)}{\partial S} = 0 \), the value of \( T = T_2 \) is as

\[
T_2 = \sqrt{\frac{2g}{h_2 a S^{-\delta}}} \quad (26)
\]

where,

\[
g = C_A + \frac{(C_P I_c - S L_e) a N^2 S^{-\delta}}{2} \quad (27)
\]

\[
h_2 = C_H + C_P(1 - \gamma)\theta + CP I_c \quad (28)
\]

Substituting the value of \( T_2 \) as per the Equation (26) in inequality \( T_2 \geq N \) gives

\[
2C_A \geq (C_H + S L_e + C_P(1 - \gamma)\theta) a S^{-\delta} N^2 \quad (29)
\]

Hence, the optimal order size \( K_2 \) is as

\[
K_2 = \sqrt{\frac{2ga S^{-\delta}}{h_2}} + \frac{g(ab S^{-\delta} + \theta)}{h_2} \quad (30)
\]
Substitute the value of $T_2$ as per the Equation (26) in Equation (16) to reduce the profit function $A \pi_2(S, T)$ into function of selling price $S$ (decision variable) only.

When $\beta = 0, \theta = 0$ and $\gamma = 0$, developed model reduces to the model of Teng et al. (2005). We have next theorem using (24) and (29).

**Theorem 1.** For the small value of stock related parameter and degradation rate,

1. If $2C_A < (C_H + SL_e + CP(1 - \gamma)\theta)a S^{-\delta}N^2$ then optimal cycle time is $T_1$
2. If $2C_A > (C_H + SL_e + CP(1 - \gamma)\theta)a S^{-\delta}N^2$ then optimal cycle time is $T_2$
3. If $2C_A = (C_H + SL_e + CP(1 - \gamma)\theta)a S^{-\delta}N^2$ then optimal cycle time is $N$

**Proof.** As a result of (24) and (29). Find $S_0$ by solving

$$2C_A = (C_H + S_0I_e + CP(1 - \gamma)\theta)a S_0^{-\delta}N^2$$

(31)

In Section 4, we get approximated net profit function of only $S$.

i.e., $A\pi(S) = \begin{cases} A\pi_1(S) = A\pi_1(T_1(S), S) & S \leq S_0 \\ A\pi_2(S) = A\pi_2(T_2(S), S) & S \geq S_0 \end{cases}$

(32)

The optimal value of selling price $S$ is determined by simplifying $\frac{\partial A\pi(S)}{\partial S} = 0$ as per

the following computational algorithm. □

4. **Computational Algorithm**

We created the following solution algorithm to get the best answer for the approximate model based on the explanation in Section 3 (Teng et al. (2005)). The following steps are recommended to settle most favorable scheme for retailer:

1. Determine $S_0$ by solving the Equation (31).
2. Calculate $S_1$ by taking $\frac{\partial A\pi_1(S)}{\partial S} = 0$. If there exist $S_1$ such that $S_1 \leq S_0$ and $S_1$ satisfies both the first-order derivative according to the Equation (18) and the second-order derivative for concavity according to the Equation (20), then we determine $T_1(S)$ by Equation (22) and $A\pi_1(S, T_1(S))$ by Equation (15). Otherwise, we set $A\pi_1(S, T_1(S)) = 0$.
3. Calculate $S_2$ by taking $\frac{\partial A\pi_2(S)}{\partial S} = 0$. If there exist $S_2$ such that $S_2 \geq S_0$ and $S_2$ satisfies both the first-order derivative according to the Equation (19) and the second-order derivative for concavity according to the Equation (21), then we determine $T_2(S)$ by Equation (26) and $A\pi_2(S, T_2(S))$ by Equation (16). Otherwise, we set $A\pi_2(S, T_2(S)) = 0$.
4. If $A\pi_1(S, T_1(S)) \geq A\pi_2(S, T_2(S))$ then $A\pi_1(S, T_1(S))$ is an optimal net annual profit so stop. Otherwise, an optimal net annual profit is $A\pi_2(S, T_2(S))$, and stop.
5. Calculate related cycle time as well as net profit per cycle.

5. **Numerical Investigation**

To validate the derived research, we use the parametric values in appropriated units are $[a, C_A, CP, C_H, I_e, I_c, \delta, b] = [5000, 100, 50, 15, 0.09, 0.06, 1.5, 0.05]$. We calculate the amount of decision variables, as well as objective function for the different deferred period days (N), using the computational algorithm. The results are demonstrated in Tables 2 and 3 when $\gamma$ is equal to 0.15 and 0.25 respectively. Moreover, the graphical representation based on Tables 2 and 3 is shown in Figure 3. The below observations are made by using Tables 2 and 3 and Figure 3.
Table 2. Variations in net profit when $\gamma = 0.15$ as well as $\theta = 0.15$ and 0.20
$[a, C_A, C_P, C_H, I_c, I_c, \delta, b] = [5000, 100, 50, 15, 0.09, 0.06, 1.5, 0.05]$.

| N—Days | $\theta$ | $S_0$ | $S$ | $T$ | $K(T)$ | $\pi(S, T)$ |
|---------|---------|-------|-----|-----|--------|------------|
| 10      | 0.15    | 0.5444| $S_2 = 4.0606$ | $T_2 = 0.1130$ | 188 | 769 |
|         | 0.20    | 0.2300| $S_2 = 4.9804$ | $T_2 = 0.1264$ | 138 | 703 |
| 20      | 0.15    | 1.3740| $S_2 = 3.2908$ | $T_2 = 0.0986$ | 253 | 825 |
|         | 0.20    | 1.4635| $S_2 = 4.1028$ | $T_2 = 0.1110$ | 179 | 746 |
| 30      | 0.15    | 2.3636| $S_2 = 3.2571$ | $T_2 = 0.1000$ | 277 | 860 |
|         | 0.20    | 2.5174| $S_2 = 3.9221$ | $T_2 = 0.1101$ | 197 | 778 |
| 40      | 0.15    | 3.4758| $S_2 = 3.5468$ | $T_2 = 0.1109$ | 256 | 874 |
|         | 0.20    | 3.7018| $S_2 = 4.1419$ | $T_2 = 0.1177$ | 192 | 793 |
| 50      | 0.15    | 4.0714| $S_1 = 3.5696$ | $T_1 = 0.1117$ | 255 | 876 |
|         | 0.20    | 4.3359| $S_1 = 4.3119$ | $T_1 = 0.1227$ | 186 | 796 |
| 60      | 0.15    | 4.6908| $S_1 = 3.5581$ | $T_1 = 0.1115$ | 256 | 879 |
|         | 0.2     | 4.9954| $S_1 = 4.2979$ | $T_1 = 0.1224$ | 187 | 798 |
| 70      | 0.15    | 5.9961| $S_1 = 3.5351$ | $T_1 = 0.1109$ | 258 | 883 |
|         | 0.20    | 6.3850| $S_1 = 4.2702$ | $T_1 = 0.1218$ | 189 | 802 |
| 80      | 0.15    | 7.3831| $S_1 = 3.5123$ | $T_1 = 0.1104$ | 260 | 887 |
|         | 0.20    | 7.8613| $S_1 = 4.2427$ | $T_1 = 0.1213$ | 190 | 806 |
| 90      | 0.15    | 8.8456| $S_1 = 3.4897$ | $T_1 = 0.1099$ | 262 | 892 |
|         | 0.20    | 9.4177| $S_1 = 4.2154$ | $T_1 = 0.1207$ | 192 | 810 |

Table 3. Variations in net profit when $\gamma = 0.25$ as well as $\theta = 0.15$ and 0.20
$[a, C_A, C_P, C_H, I_c, I_c, \delta, b] = [5000, 100, 50, 15, 0.09, 0.06, 1.5, 0.05]$.

| N—Days | $\theta$ | $S_0$ | $S$ | $T$ | $K(T)$ | $\pi(S, T)$ |
|---------|---------|-------|-----|-----|--------|------------|
| 10      | 0.15    | 0.5316| $S_2 = 3.7539$ | $T_2 = 0.1081$ | 213 | 796 |
|         | 0.20    | 0.5633| $S_2 = 4.5382$ | $T_2 = 0.1201$ | 159 | 732 |
| 20      | 0.15    | 1.3417| $S_2 = 3.0302$ | $T_2 = 0.0944$ | 290 | 857 |
|         | 0.20    | 1.4217| $S_2 = 3.7075$ | $T_2 = 0.1051$ | 209 | 781 |
| 30      | 0.15    | 2.3081| $S_2 = 3.0466$ | $T_2 = 0.0981$ | 305 | 894 |
|         | 0.20    | 2.4456| $S_2 = 3.5963$ | $T_2 = 0.1057$ | 228 | 815 |
| 40      | 0.15    | 3.3943| $S_1 = 3.3351$ | $T_1 = 0.1081$ | 287 | 906 |
|         | 0.20    | 3.5964| $S_1 = 3.8519$ | $T_1 = 0.1144$ | 219 | 829 |
| 50      | 0.15    | 4.5809| $S_1 = 3.3135$ | $T_1 = 0.1078$ | 215 | 832 |
|         | 0.20    | 4.8533| $S_1 = 3.9411$ | $T_1 = 0.1173$ | 216 | 834 |
| 60      | 0.15    | 5.8558| $S_1 = 3.2921$ | $T_1 = 0.1071$ | 291 | 915 |
|         | 0.20    | 6.2035| $S_1 = 3.9157$ | $T_1 = 0.1167$ | 218 | 838 |
| 70      | 0.15    | 7.2106| $S_1 = 3.2709$ | $T_1 = 0.1066$ | 293 | 920 |
|         | 0.20    | 7.6382| $S_2 = 3.8905$ | $T_1 = 0.1161$ | 219 | 842 |
| 80      | 0.15    | 8.6391| $S_1 = 3.2498$ | $T_1 = 0.1060$ | 296 | 924 |
|         | 0.20    | 9.1507| $S_1 = 3.8406$ | $T_1 = 0.1150$ | 223 | 851 |
| 90      | 0.15    | 10.1368| $S_1 = 3.2290$ | $T_1 = 0.1055$ | 298 | 929 |
|         | 0.20    | 10.7362| $S_1 = 3.8406$ | $T_1 = 0.1150$ | 223 | 851 |
5.1. Sensitivity Analysis

In order to perform a sensitivity analysis, parameters are changed by up to 10%, 10%, 20%, 20%. Table 4 illustrates the relationship between decision variables and the net income. Also, Figure 4 represents the variation in total profit due to the change in parameters.

**Table 4. Sensitivity analysis.**

| Parameter | % Changes | S     | T     | K(T) | \(\pi(S, T)\) |
|-----------|-----------|-------|-------|------|---------------|
| A         | −20%      | 5.557 | 0.1737| 124  | 557           |
|           | −10%      | 5.422 | 0.1695| 128  | 572           |
|           | 10%       | 3.499 | 0.1096| 263  | 894           |
|           | 20%       | 3.432 | 0.107 | 273  | 912           |
| b         | −20%      | 3.569 | 0.112 | 220  | 876           |
|           | −10%      | 3.569 | 0.112 | 238  | 878           |
|           | 10%       | 3.569 | 0.112 | 272  | 880           |
|           | 20%       | 3.569 | 0.112 | 289  | 883           |
| γ         | −20%      | 3.645 | 0.113 | 246  | 867           |
|           | −10%      | 3.670 | 0.112 | 250  | 872           |
|           | 10%       | 3.532 | 0.111 | 259  | 881           |
|           | 20%       | 3.495 | 0.110 | 264  | 886           |
| δ         | −20%      | Infeasible | | |   |
|           | −10%      | 5.728 | 0.139 | 175  | 1299          |
|           | 10%       | 2.384 | 0.088 | 383  | 598           |
|           | 20%       | 1.375 | 0.057 | 819  | 426           |
| θ         | −20%      | 3.157 | 0.105 | 313  | 933           |
|           | −10%      | 3.360 | 0.108 | 282  | 904           |
|           | 10%       | 3.785 | 0.115 | 231  | 851           |
|           | 20%       | 4.006 | 0.1183| 210  | 826           |
| C_H       | −20%      | 2.640 | 0.096 | 427  | 1021          |
|           | −10%      | 3.087 | 0.104 | 326  | 934           |
|           | 10%       | 4.086 | 0.119 | 203  | 818           |
|           | 20%       | 4.637 | 0.126 | 164  | 767           |
| C_P       | −20%      | 3.157 | 0.105 | 314  | 933           |
|           | −10%      | 3.360 | 0.108 | 282  | 904           |
|           | 10%       | 3.785 | 0.115 | 231  | 851           |
|           | 20%       | 4.006 | 0.094 | 145  | 1244          |
Table 4. Cont.

| Parameter | % Changes | S     | T     | K(T) | \(\pi(S, T)\) |
|-----------|-----------|-------|-------|------|---------------|
| \(C_A\)  | -20%      | 2.289 | 0.071 | 372  | 1100          |
|           | -10%      | 2.895 | 0.090 | 304  | 976           |
|           | 10%       | 4.313 | 0.135 | 217  | 795           |
|           | 20%       | 5.126 | 0.160 | 189  | 727           |
| \(I_c\)  | -20%      | 3.595 | 0.113 | 253  | 874           |
|           | -10%      | 3.582 | 0.112 | 254  | 875           |
|           | 10%       | 3.556 | 0.111 | 256  | 877           |
|           | 20%       | 3.544 | 0.110 | 257  | 876           |
| \(I_e\)  | -20%      | 2.289 | 0.071 | 372  | 1100          |
|           | -10%      | 2.895 | 0.090 | 304  | 976           |
|           | 10%       | 4.313 | 0.135 | 217  | 795           |
|           | 20%       | 5.126 | 0.160 | 189  | 727           |

Figure 4. Sensitive analysis for different parameters.

5.2. Observations and Managerial Insights

We obtained the computational outcomes for various values of \(N\) days using the algorithmic technique mentioned above. The following discussions are made according to Tables 2 and 3 and Figure 3. Moreover, by examining the sensitivity analysis table (Table 4) and Figure 4, the following consequences were witnessed.

1. For \(N \leq T\) higher value of fix display parameter, salvage value and degradation component during the deferred payment period increases the net profit per cycle but decreases cycle length and optimal selling price.
2. When \(N \leq T\) (optimal), there is a decrease in optimum lot size and an increase in the deferred payment period \(N\).
3. If \(T\) (optimal) \(\leq N\), then there were increases in optimum order quantity as higher value in the deferred payment period \(N\).
4. Higher value in display parameter and degradation component as well as lower in salvage value decrease the overall income per cycle and order size. This happens due to more degradation and less salvage value in inventory system. Moreover, higher value in stock-linked parameter raises selling price.
5. The rise in order size is evident when the stock-dependent parameter is increased. With rising stock levels, the profit function rises. Therefore, increasing \(b\) is recommended.
6. One of the main elements in the inventory model that has a direct impact on both the cycle time and the overall profit function is holding cost. Increased cycle times brought on by higher holding costs result in a decline in profit margin.

7. It is not advisable to raise the interest rate because doing so will directly reduce the retailer’s profit when the selling price rises.

8. A higher interest rate is advised since it will immediately optimize the retailer’s profit while lowering the selling price and cycle time.

9. Increased rates of deterioration cause objects to lose their usefulness. The profit function will suffer as a result of the increased unit deterioration.

6. Discussions

In the developed inventory model, we have established from the retailer’s perspective an optimal trading scheme related to ordering and pricing policy for stock-linked demand. The manufacturer recommends a deferred period to the retailer to promote the sales and to attract new customers. The items considered in inventory systems degrade at a steady rate. In addition, the salvage value holds an important role in the calculation of depreciation and can affect the total depreciable amount used by the manufacturer in its depreciation schedule, which is considered for damaged goods in the calculation of the net profit. The observations suggest that salvage value is affected by cycle length (T) as well as selling price (S). Moreover, salvage value directly affects a retailer’s net income. The salvage value provided positive effects on the retailer’s total profit. Optimal cycle time is directly dependent on the value of order. The Taylor series expansion is used to obtain the explicit closed-form optimal solution after the necessary and sufficient conditions for the one and only optimal replenishment interval have been established. We next derive the first- and second-order derivatives to find an optimal pricing policy and construct an algorithm to validate the problem. We also prove Theorem 1m by taking a close look at the explicit criterion, which provides us with a simple method for figuring out the ideal replenishment interval which is shown in Figure 2. Then, the corresponding profit maximization problem is developed. We evaluated the analytic solutions to calculate the retailer’s optimal scheme.

7. Conclusions

The main contributions of this paper as regards the previous research in the field is the development of an inventory model with the best possible pricing and ordering policy for retailers for a constant deteriorating item with the stock- and selling price-dependent demand. Results clearly shown credit period is directly related to net profit and inversely related to selling cost and cycle time. We have derived a method to find ideal replenishment interval for trade credit. Finally, total profit is optimized simultaneously for decision variables cycle length and selling price, which followed a graphical representation of convexity. This model gives win–win situation for both manufacturer and retailer. It helps managers which relate with the industries like FMCG, cosmetic etc. It is possible to expand the research to include time-linked holding costs, time-dependent deterioration rates, order-linked delay periods, inflation, unit cash discounts, tolerable shortages, etc. Using the parameters as fuzzy numbers is another development of this work. Some of the parameters in the proposed model that can be determined through pertinent surveys can be used to assist make the model more accurate.
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