A New Heterodyne Megasonic Piezoresponse Force Microscopy with High-frequency Excitation beyond 100 MHz
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ABSTRACT

Piezoresponse Force Microscopy (PFM), as a powerful nanoscale characterization technique, has been extensively utilized to elucidate diverse underlying physics of ferroelectricity. However, the intensive study of conventional PFM has revealed a growing number of concerns and limitations which are largely challenging its validity and application. Herein, we developed a new advanced PFM technique, named Heterodyne Megasonic Piezoresponse Force Microscopy (HM-PFM), which uniquely uses $10^6$ to $10^8$ Hz high-frequency excitation and heterodyne method to measure the piezoelectric strain at nanoscale. We report that HM-PFM can unambiguously provide standard ferroelectric domain and hysteresis loop measurements, and an effective domain characterization with excitation frequency up to ~110 MHz has been realized. Most importantly, owing to the high-frequency and heterodyne scheme, the contributions from both electrostatic force and electrochemical strain can be significantly minimized in HM-PFM. Furthermore, a special difference-frequency piezoresponse frequency spectrum (DFPFS) measurement is developed on HM-PFM and a distinct DFPFS characteristic is observed on the materials with piezoelectricity. It is believed that HM-PFM can be an excellent candidate for the piezoelectric or ferroelectric studies where the conventional PFM results are highly controversial.

With the growing demands of high density, miniaturization and high integration for devices, micro- and nanoscale ferroelectric structures or phenomena have attracted extensive attention from fundamental science to applications.\textsuperscript{1,2} Although numerous theories have already been established for ferroelectrics at macroscale, many essential mysteries with respect to micro- or nanoscale ferroelectric behaviors, such as the polarization dynamics, domain growth kinetics and the surface-screening mechanisms, still remain ambiguous and pending to be elucidated.\textsuperscript{3,4} Piezoresponse Force Microscopy (PFM), as an important branch of Scanning Probe Microscopy (SPM), has evolved as the mainstream technique towards unveiling these underlying ferroelectric physics since its inception in 1992.\textsuperscript{2-7} In recent years, however, the extensive application of PFM has revealed a growing number of challenges and concerns about this technique, which is greatly challenging its validity in many ferroelectric studies recently.\textsuperscript{6,8,9} Among these concerns, the signal source issue is pressingly pending to be addressed because the source of the signal is of fundamental importance for reaching correct interpretation of the PFM results.\textsuperscript{5,8,9}

Electrostatic force is one of the most intractable issues which continuously influences the PFM results since its invention. Because the existence of the electrostatic force can give rise to significant artifacts or misinterpretations in PFM-based ferroelectric studies, resulting large numbers of ferroelectric-like observations in numbers of non-
ferroelectric materials. Therefore, a large amount of research work has been implemented to eliminate or quantify the electrostatic force contribution in PFM measurements. It has been proved that the electrostatic contribution can be relatively minimized by various methods, such as imaging the materials with strong piezoelectricity, using stiff or shielded probes and applying DC compensation voltage. Furthermore, considering the difficulties in technically eliminating the electrostatic force, off-line analysis strategies or complementary experiments (such as contact Kelvin Probe Force Microscopy) are proposed to quantify the electrostatic force contribution thus achieving a correct interpretation of the PFM results. However, each of these methods is subjected to specific limitations, and so far more effective approaches respect to addressing the electrostatic force issue are still highly necessitated. In addition, in some materials, the electrochemical Vegard strain caused by the diffusion and electromigration of the mobile ions can also affect the PFM measurements significantly. Due to the similarity of the electrochemical and piezoelectric strains, it is difficult to differentiate the electrochemical and piezoelectric signals especially if the property of the sample is unknown beforehand, i.e., whether the material is piezoelectric or not. Although attentions have been paid by researchers to identify the true PFM signal, these approaches are restricted by the materials and the co-existence of electrostatic force during the measurements. By far, attributing the signal source of PFM to piezoelectric or electrochemical strains mainly relies on the material’s property, and the effective ways to reduce the influence of electrochemical strain are still pending to be explored. Except for the electrostatic force and electrochemical strain, the electrostrictive coupling also contributes to the PFM signal. Since the electrostriction shows a quadratic relationship with respect to the applied electric field, its influence on PFM is similar to that of the electrostatic force. Moreover, there may be multiple other electric field-induced effects which can directly or indirectly induce responses in PFM measurements, including electrochemical dipoles, charge injection, field effect, electrochemical reactions, flexoelectricity and Joule heating and so on. Obviously, the issue on signal sources causes large complexity and uncertainty in current PFM measurements, which greatly challenges its application especially for the materials with unknown properties. Even though huge effort has been made to purify the PFM signal, the inherent complexity of electrochemical coupling phenomena still pressingly requires further substantial progresses to achieve an ideal PFM measurement.

Recently, high-frequency PFM working at high eigenmodes of the cantilever has been put forward to effectively minimize the electrostatic force contribution. But the associated decrease of detection sensitivity, laser spot size effect, large bandwidth requirement for photodetector and lock-in amplifier make the application of high-frequency PFM very limited. Despite high-frequency PFM has seldom received attentions due to the current technical restrictions, using high-frequency excitation to detect piezoelectric strain does provide a meaningful
instruction for the development of advanced PFM methods. In this study, by performing an overall assessment of using high-frequency excitation in PFM, it is found that several substantial improvements can be realized simultaneously, including minimizing the electrostatic force-induced cantilever vibration, attenuating electrochemical Vegard strain and electrostriction effects as well as reducing the influence of dynamic electrochemical processes. Most importantly, to effectively break the technical limitations and realizing PFM measurements at much higher frequency, heterodyne detection scheme has been introduced to PFM. Based on using high-frequency excitation and heterodyne detection, a new advanced PFM technique which focuses on detecting high-frequency piezoelectric strain is developed here. This technique, that we name as Heterodyne Megasonic Piezoresponse Force Microscopy (HM-PFM), utilizes both electrical and mechanical drives with MHz frequency to probe the surface piezoelectric vibration at nanoscale via heterodyne detection method. Conventional ferroelectric materials are used to test the basic ferroelectric domain characterization, switching spectroscopy and high-frequency operation capabilities of the HM-PFM. The influence of electrostatic force in the HM-PFM measurement is systematically studied and compared with the results from conventional PFM. The results unambiguously reveal that HM-PFM can obtain ideal ferroelectric domain image, standard ferroelectric hysteresis loop and operate up to as high as ~110 MHz, at the same time, the electrostatic force contribution has been significantly minimized. Finally, the special measurement offered by HM-PFM, the difference-frequency piezoresponse frequency spectrum (DFPFS), is demonstrated on three types of functional materials including dielectric, Lithium-ion battery and ferroelectric materials. The DFPFS results do show a remarkable difference between the piezoelectric and non-piezometric materials tested here. At the same time, the results also indicate that the electrochemical strain has been considerably attenuated in HM-PFM.

**Results**

**High-frequency excitation.** In HM-PFM, the excitation frequency for tip and sample are both located within high-frequency region, typically $10^6$ Hz to $10^8$ Hz. As mentioned above, to operate PFM at high frequency does provide substantial improvement for numbers of signal source issues, which include minimizing the electrostatic force-induced cantilever vibration, attenuating electrochemical Vegard strain and electrostriction effects as well as reducing the influence of dynamic electrochemical processes, and bellow are detail analyses.

The electrostatic force-induced cantilever vibration can be significantly minimized when sample is excited by high-frequency electric filed. For the frequently used free rectangular AFM cantilever, the flexural vibration in air can be described by the classical Euler-Bernoulli beam theory, the effective force constant $k_n$ and quality factor $Q_n$ of $n$th eigenmode are respectively given by (ignoring the internal damping).
where $E$, $I$, $L$ and $m$ are Young's modulus, moment of inertia, length and mass per unit length of the cantilever, respectively; $c$ is the hydrodynamic damping coefficient and $\xi_n$ is the wave numbers ($\xi_1 = 1.875$, $\xi_2 = 4.694\ldots$) of the infinite flexural vibration modes which increases linearly with the mode number.\(^{46}\) Equations (1) and (2) indicate that the effective force constant $k$ will increase with the 4th power of the mode number, while quality factor $Q$ only increase quadratically with the mode number (see Supplementary Fig. 1). Therefore, even ignoring the internal damping, the excitation of high eigenmodes will become more and more difficult. A detail calculation for the amplitude response of AFM cantilever as a function of excitation frequency has been performed and presented in the Supplementary Information (Supplementary Note 1). The results clearly show that the oscillation amplitude decays dramatically with increasing frequency, implying that the electrostatic force induced cantilever vibration will be significantly minimized if PFM is operated at high frequency.

With high-frequency excitation, the contribution from the Electrochemical Vegard strain to PFM results can also be largely reduced. The Vegard strain is resulted from the tip voltage-induced diffusion and electromigration of mobile ions. Since the motion of ion is highly frequency dependent, it is possible to change the magnitude of Vegard strain by changing the excitation frequency. In a typical PFM operation frequency range (~300 kHz), the relationship between Vegard strain caused surface displacement and tip voltage frequency is employed as follows\(^{35, 47}\)

$$u_3 = \frac{2(1 + \nu)\beta \sqrt{D} V_{ac}}{\eta \sqrt{\omega}}$$

where $u_3$, $\nu$, $\beta$, $D$, $V_{ac}$ and $\omega$ are the amplitude of the surface displacement, Poisson’s ratio, effective Vegard coefficient, the diffusion coefficient of the ion, amplitude and frequency of AC voltage, respectively, and $\eta$ represents the linear relation between chemical potential and applied electric field. According to Equations (3), the surface displacement is proportional to the reciprocal of the square root of the frequency, implying that the Vegard strain effect can be effectively suppressed at high frequency.\(^{13, 48}\) Furthermore, if the modulation frequency is very high, i.e., far higher than the cut-off frequency of the ionic diffusion, the electrochemical Vegard strain is expected to become negligible, as the ions cannot diffuse as fast as the applied AC voltage (i.e., the ions are in a quasi-static state).\(^{13, 48, 49}\) Both theoretical and experimental results have already demonstrated the attenuation of Vegard strain with increasing frequency for several lithium-containing materials.\(^{50, 51}\)

In addition, increasing the frequency of probing wave can decrease the influences from electrostriction and dynamic electrochemical processes in the PFM measurement as well. Considering the deformation along the direction
of applied electric field $E_{\text{elec}} = E_0 + E_{ac}\sin(\omega t)$, the electrostriction strain $S = Q_{es}(P_0 + \varepsilon E_{\text{elec}})^2$ and the first-harmonic strain which contributes to the piezoresponse signal is $S_\omega = 2Q_{es}(\varepsilon P_0 E_{ac} + \varepsilon^2 E_0 E_{ac})\sin(\omega t)$, where $Q_{es}$ is the polarization related electrostrictive coefficient, $P_0$ is an static net polarization (e.g. spontaneous polarization) and $\varepsilon$ is the dielectric constant.\textsuperscript{37, 38} It has been found that the electrostrictive effect is usually governed by the dielectric constant instead of electrostrictive coefficient, and large electrostriction mainly exists in the materials with pretty large dielectric constant.\textsuperscript{52, 53} According to the Debye relaxation-based dielectric dispersion relationship, the dielectric constant (real part) will gradually decrease with increasing frequency.\textsuperscript{54} Therefore, increasing the frequency of the electric field, the electrostrictive strain will attenuate due to the decrease of dielectric constant. Furthermore, some other dynamic electrochemical processes, such as the formation of defects under the sample surface, water-splitting reaction, nano-oxidation, surface redox reaction and certain unusual electrochemical phenomena may also affect the PFM measurement especially in the ambient environment.\textsuperscript{8, 41, 42, 55, 56} Typically, the majority of these electrochemical processes are dominated by the motion of the ions, defects and vacancies, etc. Since the motion of these particles have a specific temporal scale, it is safe to predict that once the motion of the particles cannot follow the variation of the drive voltage, the associated dynamic electrochemical processes will be largely suppressed.\textsuperscript{41, 50}

**Heterodyne detection.** As the direct high-frequency detection is subjected by multiple limitations as precious discussion, we therefore introduce an indirect scheme, the heterodyne detection, to break those limitations. Heterodyne detection is an extensively used method in the measurement and analysis of high-frequency signals. The heterodyne process is to down-convert the high-frequency signal to a lower, easily measurable frequency by mixing it with a known reference signal.\textsuperscript{57} In multi-frequency SPM, the heterodyne detection plays an essential role in the measurement of high-frequency signals since the direct high-frequency detection is usually difficult or impractical in SPM.\textsuperscript{58, 59} To realize heterodyne detection in PFM, a high-frequency reference is required. In the designed HM-PFM here, the reference is provided by mechanically driving the cantilever via the holder transducer. Considering both tip and sample surface have a vibration, $A_\text{ts}\sin(2\pi f_t t + \phi_t)$ and $A_\text{s}\sin(2\pi f_s t + \phi_s)$ respectively, the time-dependent tip-sample interaction force now is given by:

$$F_{ts}(z,t) = F_0 \left[ z_0 + A_\text{ts}\sin(2\pi f_t t + \phi_t) - A_\text{s}\sin(2\pi f_s t + \phi_s) \right]$$

where $z$ and $z_0$ are the instantaneous and equilibrium tip-sample separations, respectively. Since the tip-sample interaction force $F_{ts}$ depends non-linearly with $z$, under the condition of small vibration amplitudes, $F_{ts}$ can be approximately expressed by a Taylor series at $z = z_0$ up to second order:

$$F_{ts}(z,t) \approx F_{ts}(z_0) + F'_{ts}(z_0)(z - z_0) + \frac{1}{2} F''_{ts}(z_0) (z - z_0)^2$$
Combining Equation (4) and (5) and ignoring all the static and high-frequency items, the difference-frequency force is given by (see details in Supplementary Note 2):

\[ F_{ts}(z)_{diff} = -\frac{1}{2} F_{ns}(z_0) A_s \cos \left( 2\pi f_{diff} t + \phi_s - \phi_t \right) \]  

(6) in which \( f_{diff} = f_s - f_t \). If the drive frequencies of tip and sample are set to be close, the difference-frequency force \( F_{ts}(z)_{diff} \) will be located at low-frequency range and can normally drive the cantilever to oscillate and then detected by conventional SPM set-up, even though very high frequencies are used. For the purpose of ferroelectric characterization, revealing the contrasts of sample vibration amplitude \( A_s \) and phase \( \phi_s \) are necessary because the information of interest (such as domain wall and polarization direction) is included in \( A_s \) and \( \phi_s \). From Equation (6), it is clear to see if the 2nd-order force gradient, tip vibration amplitude and phase are constant, the sample vibration amplitude and phase can be extracted via detecting the difference-frequency cantilever vibration (see more details in Supplementary Note 2). As the tip always keeps a constant force on sample surface during contact scanning, the above-mentioned requirements can be achieved especially when scanning area is flat and uniform. Therefore, by using heterodyne detection, the limitations in previous high-frequency PFM have been removed and the characterization of ferroelectric domain with very high excitation frequency now become possible (as the ~110 MHz realized in this study).

**Experimental set-up.** In this study, the model HM-PFM system is constructed on a commercial SPM system (SPA400, Seiko Instruments Inc.). The complete set-up of this model system is depicted in Fig. 1. In the HM-PFM designed here, tip is set to be grounded while the drive signal for stimulating electromechanical strain is sent to the conductive substrate of the sample. In order to mechanically drive the cantilever at high frequency, the original probe holder is specially modified to enable an effective external high-frequency excitation. During measurement, the tip vibration is stimulated by the holder transducer via holder drive \( V_{holder} \) at frequency \( f_t \), while and the sample vibration is excited by the sample drive \( V_s \) at frequency \( f_s \). The difference-frequency oscillation (here we call it difference-frequency piezoresponse, DFP) generated from the heterodyne process is detected by the position sensitive detector (PSD) and then demodulated by the lock-in amplifier. A home-made analog multiplier and a low-pass filter (LPF) are used to produce difference-frequency reference signal for coherent demodulation. Alternatively, the reference signal can be provided internally by synchronizing the clocks of signal source and lock-in amplifier. The demodulation results, i.e. amplitude and phase, of the DFP signal are sent to the controller of AFM and then synchronously imaged with the topography (all the amplitude images here are shown in dimension of a.u.). In order to enhance the signal-to-noise ratio (SNR) of the DFP signal, the tip drive frequency \( f_t \) is typically set to close the eigenfrequency of a high eigenmode (typically in MHz range) to generate a stronger vibration; the difference
frequency \(f_{\text{diff}}\) is usually set to a value near the 1st or 2nd-order contact resonance frequency of the cantilever, where the resonance amplification can be utilized;\(^{58}\) then the sample drive frequency \(f_s\) is set to \(f_t + f_{\text{diff}}\). The determination of \(f_t\) and \(f_s\) are completed via a self-developed frequency-selecting program which typically works within 1 MHz to 200 MHz.

**Ferroelectric domain characterization and switching spectroscopy.** In this study, the periodically poled lithium niobate (PPLN) single crystal is used as the standard test sample, similar to other PFM characterization.\(^{28,60}\) Fig. 2a-c shows the typical scanning results of the PPLN by HM-PFM with the operating frequencies \(f_t = 8.356\) MHz, \(f_s = 8.63959\) MHz (\(f_{\text{diff}} = 283.59\) kHz) and other scanning parameters are nearly the same with that used in conventional PFM.\(^{61}\) From the amplitude and phase images of the DFP signal, the domain walls between the two adjacent domains can be clearly observed in the amplitude image (Fig. 2b), and the periodical domains with alternative upward and downward polarization are distinctly revealed in the phase image (Fig. 2c). Meanwhile, Fig. 2b and 2c indicate a uniform amplitude distribution and a nearly 180° phase difference between the domains with opposite polarization, which agrees well with the characteristics of the proposed “ideal” PFM measurements of ferroelectric materials.\(^{28}\) An additional ferroelectric material, Pb(Zn\(_{1/3}\)Nb\(_{2/3}\))O\(_3\)-9%PbTiO\(_3\) (PZN-9%PT) single crystal, is also studied here to test the HM-PFM. The PZN-9%PT sample tested here has spontaneously polarized domains in which the polarization is along thickness direction, and the upward and downward domains are randomly distributed.\(^{62}\) Typical topography and simultaneously obtained HM-PFM results of the PZN-9%PT sample are shown in Fig. 2d-f, where the operation frequencies are: \(f_t = 8.395\) MHz, \(f_s = 8.6813\) MHz (\(f_{\text{diff}} = 286.3\) kHz). Clear labyrinthine domain pattern and ~180° phase difference between the upward and downward domains can be observed, which are highly consistent with the reported results,\(^{62-64}\) thereby once again confirming the validity of HM-PFM in ferroelectric domain characterization.

The measurement of hysteresis loop by using HM-PFM switching spectroscopy is further performed here. The switching spectroscopy in HM-PFM is similar with that from conventional PFM.\(^{11,44,65}\) A continuous or pulse triangular wave-like DC bias sequence is superimposed on the AC drive and then applied to the sample to induce the polarization switching, while at the same time, measuring the DFP signal as a function of DC bias. Two ferroelectric materials are measured here, the first one is 300 nm Pb(Zr,Ti)O\(_3\) (PZT) film, and the other is PZN-9%PT. A continuous triangular DC probing wave with a step duration of 1 ms is employed to measure the hysteresis loops, which is similar with the macroscale polarization-electric field hysteresis loop measurement.\(^{66}\) Fig. 2g,h display the attained hysteresis loops of PZT and PZN-9%PT, respectively. Both the HM-PFM amplitude loops (blue curves) of PZT (Fig. 2g) and PZN-9%PT (Fig. 2h) show the expected butterfly shape which is the common characteristic of ferroelectricity.\(^{8,10,66}\) Meanwhile, the DFP (red curves), calculated by amplitude × cos(phase), on both PZT (Fig. 2g)
and PZN-9%PT (Fig. 2h) manifest the typical ferroelectric hysteresis with applied DC bias. Therefore, the results shown in Fig. 2g,h well demonstrate that HM-PFM switching spectroscopy can provide standard hysteresis loop measurement for the study of local polarization dynamics.

High-frequency operation. As the HM-PFM uses the heterodyne method to detect the piezoelectric strain, the excitation frequency for sample now is no longer limited by the bandwidth of conventional optical lever system. According to the advantages provided by high-frequency excitation, one can expect a more unambiguous measurement for piezoelectric or ferroelectric information if higher frequencies are used. Herein, PPLN and PZN-9%PT are still used to explore the high-frequency detection capability of the HM-PFM. Fig. 3 displays the amplitude and phase images of the DFP signal with drive frequencies ranging from ~30 MHz to ~110 MHz. Without loss of generality, each pair of amplitude and phase images are obtained by using different tips and scanning on different areas (including both clean and contaminated areas). From the results of PPLN shown in Fig. 3a-f, clear domain wall, uniform amplitude distribution and a near 180° phase difference between the domains with opposite polarization can be observed under the excitation frequencies of $f_s = 28.1882$ MHz (Fig. 3a,b), 40.4823 MHz (Fig. 3c,d) and 62.61 MHz (Fig. 3e,f). Similar results can also be observed on PZN-9%PT sample, which are shown in Fig. 3i,j ($f_s = 28.13966$ MHz) and Fig. 3k,l ($f_s = 42.975$ MHz). Surprisingly, it is found that an effective ferroelectric domain characterization for PPLN can still be achieved even when the drive frequency is increased to $f_s = 109.137$ MHz (Fig. 3g,h). Although the amplitude and phase images shown in Fig 3g,h display a deviation from the “ideal” PFM measurements, the periodical domain structure are still presented unambiguously. The deviation indicates that a background signal with the same frequency of $f_{\text{diff}}$ gets involved into the DFP signal, thus causing an obvious amplitude contrast and a non-180° phase difference between the upward and downward domains. This background signal actually comes from the radio-frequency radiation effect due to the ~110 MHz high frequency and imperfect electromagnetic shielding of the holder transducer. If the holder transducer can be well electromagnetically shielded, this background signal will be minimized (see Supplementary Note 6). However, even under the influence of radio-frequency radiation, the domain structure of PPLN can still be clearly revealed by our model HM-PFM system with ordinary AFM probes at the excitation frequency up to ~110 MHz. It is still possible to further improve the operation frequency by optimizing the model HM-PFM system, such as enhancing electromagnetic shielding, using special AFM probes and increasing the center frequency of the holder transducer, etc. To our best knowledge, this ~110 MHz is about 100 to 1000 times higher than the frequency used in conventional PFM and 10 times higher than the highest excitation frequency (~10 MHz) used in high-frequency PFM previously.
**Electrostatic force contribution.** One of the most important considerations concerning using high frequency in PFM is to minimize the electrostatic force contribution. Herein, the electrostatic force contribution in the piezoresponse signal of HM-PFM is investigated and compared with that from conventional PFM. PPLN is still selected as the test sample, as it is reported that its PFM measurements can be affected by electrostatic force significantly.\textsuperscript{17-19} When the sample drive voltage \( V_{ss} \sin(2\pi f_st) \) with a DC bias \( V_{dc} \) is applied between the tip and the sample, the resultant electrostatic force \( F_{EF} \) is given by \( C'(V_{dc} - V_{cpd} + V_{ss} \sin(2\pi f_st))^2 / 2 \), where \( C' \) is the capacitance gradient of tip-sample capacitor and \( V_{cpd} \) is the contact potential difference between tip and sample surface. In conventional PFM, the piezoelectric strain signal is demodulated from the first-harmonic response, thus the first-harmonic component of the electrostatic force, \( F_{EF-\omega} = C'(V_{dc} - V_{cpd})V_{ss} \sin(2\pi f_st) \), will naturally get involved into the demodulation result. Obviously, \( F_{EF-\omega} \) varies with the applied DC bias, so that the contribution of electrostatic force in PFM can be revealed by changing the DC bias. Fig. 4a,b show the single-frequency PFM amplitude and phase images of the PPLN under DC biases of 0 V and ±15 V. It is evident that when DC bias is 0 V, the expected standard amplitude and phase contrasts can be obtained. However, when DC bias is changed to ±15 V, striking amplitude contrast appeared and only slight phase difference can be observed between the domains with opposite polarization. Since ±15 V bias will not cause polarization switching due to the high coercive field of the PPLN,\textsuperscript{69} this phenomenon is ascribed to the significant contribution from electrostatic force.\textsuperscript{17-19} To make the comparison, exactly the same experiment is performed in situ by using HM-PFM and the results are displayed in Fig. 4c-f. In comparison to the remarkable change of amplitude and phase contrasts in the single-frequency PFM measurement, the results obtained by HM-PFM under two different operating frequencies (\( f_s = 8.422 \text{ MHz} \) in Fig. 4c,d and \( f_s = 7.45915 \text{ MHz} \) in Fig. 4e,f) show almost no change when ±15 V DC biases are applied. To further examine the dependence of amplitude and phase with varying DC bias, the same DC spectroscopy experiments are performed at the same position by single-frequency PFM and HM-PFM. The amplitude and phase as a function of DC voltage measured by scanning the DC bias within ±10 V in single-frequency PFM are shown in Fig. 4g and 4h, respectively. Obviously, the V-shaped amplitude curve and near 180° phase change indicate that the first-harmonic electrostatic force is affecting the piezoresponse signal of PPLN significantly. By contrast, completely different variation trends of the amplitude and phase can be observed in the measurement of HM-PFM (Fig. 4i,j). It is evident that, even using various excitation frequencies, almost all of the amplitude and phase signals keep a constant magnitude with the changing DC bias. The same experiments have also been conducted on X-cut quartz single crystal additionally, and the results also show a similar constant trend (see Supplementary Fig. 6), which strongly indicates that the contribution from the electrostatic force in HM-PFM measurement has been significantly minimized.

The mechanism of minimizing electrostatic force contribution in HM-PFM can be understood from the
piezoresponse signal generation process shown in Fig. 5. The tip is excited to have a vibration of $A_s \sin(2\pi f_1 t + \phi_s)$ by the mechanical wave $A_{\text{wave}} \sin(2\pi f_1 t + \phi_{\text{wave}})$ generated from the holder transducer. The sample vibration $A_s \sin(2\pi f_1 t + \phi_s)$ is stimulated by the sample drive via inverse piezoelectric effect. Considering the influence of first-harmonic electrostatic force $C'(V_{dc} - V_{cpd}) V_s \sin(2\pi f_1 t)$, which causes a second tip vibration $A_{\text{EF}} \sin(2\pi f_1 t + \phi_{\text{EF}})$ through the cantilever transfer function $H_{\text{EF}}(\omega)$. With these three vibration items, the time-dependent tip-sample interaction force now becomes

$$F_n(z,t) = F_n \left[ z_0 + A_s \sin(2\pi f_1 t + \phi_s) + A_{\text{EF}} \sin(2\pi f_1 t + \phi_{\text{EF}}) - A_s \sin(2\pi f_1 t + \phi_s) \right]$$

Applying the same mathematical process of Equations (4) to (6), two difference-frequency forces controlled by sample vibration ($F_n(z)_{\text{diff}-s}$) and electrostatic force ($F_n(z)_{\text{diff}-\text{EF}}$) will be generated, which are respectively given by:

$$F_n(z)_{\text{diff}-s} = -\frac{1}{2} F_n^* (z_0) A_s A_s \cos(2\pi f_{\text{diff}} t + \phi_s - \phi_s)$$

$$F_n(z)_{\text{diff}-\text{EF}} = \frac{1}{2} F_n^* (z_0) A_{\text{EF}} A_s \cos(2\pi f_{\text{diff}} t + \phi_{\text{EF}} - \phi_s)$$

$F_n(z)_{\text{diff}-s}$ and $F_n(z)_{\text{diff}-\text{EF}}$ then drive the cantilever to vibrate at $A_{\text{diff}-s} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff}-s})$ and $A_{\text{diff}-\text{EF}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff}-\text{EF}})$ respectively via cantilever transfer function $H_{\text{EF}}(\omega)$. Finally, these two difference-frequency vibrations $A_{\text{diff}-s} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff}-s})$ and $A_{\text{diff}-\text{EF}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff}-\text{EF}})$ vectorially synthesize to the final HM-PFM DFP signal $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$. Note that the cantilever transfer functions $H_{\text{wave}}(\omega)$, $H_{\text{EF}}(\omega)$ and $H_{\text{diff}}(\omega)$ are different due to the difference of excitation schemes, which are mechanical wave, electrostatic force and local tip-sample interaction force excitations, respectively. As $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$ is the vector sum of $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$ and $A_{\text{diff-\text{EF}}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-\text{EF}}})$, $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$ can be dominated by $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$ (i.e., the electrostatic force contribution is negligible) if $A_{\text{diff-s}}$ is far larger than $A_{\text{diff-\text{EF}}}$. Since $A_{\text{diff-s}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-s}})$ and $A_{\text{diff-\text{EF}}} \sin(2\pi f_{\text{diff}} t + \phi_{\text{diff-\text{EF}}})$ are stimulated by $F_n(z)_{\text{diff}-s}$ and $F_n(z)_{\text{diff-\text{EF}}}$ via an identical cantilever transfer function, $A_{\text{diff-s}}$ and $A_{\text{diff-\text{EF}}}$ are actually governed by the magnitudes of $F_n(z)_{\text{diff}-s}$ and $F_n(z)_{\text{diff-\text{EF}}}$. Further comparing the Equations (8) and (9), it is obvious to see that the ratio of these two forces is fundamentally determined by sample voltage-induced piezoelectric vibration $A_s$ and the electrostatic force-induced tip vibration $A_{\text{EF}}$. As a consequence, by controlling the relative magnitudes of $A_s$ and $A_{\text{EF}}$, it is able to make $A_{\text{diff-s}}$ far larger than $A_{\text{diff-\text{EF}}}$ thus realizing the minimization of electrostatic force contribution. Fortunately, for a given sample drive and electrostatic force, $A_{\text{EF}}$ is governed by the cantilever transfer function $H_{\text{EF}}(\omega)$ while $A_s$ is separately determined by the piezoelectric coefficient $d_{33}$. Under high-frequency excitation, due to the significant inertial stiffening and internal damping effect, the transfer function $H_{\text{EF}}(\omega)$ will dramatically attenuate $A_{\text{EF}}$ both for on- and off-resonance states, which has been verified by theoretical calculation and experiment (see details in Supplementary Note 4). On the contrary, the piezoelectric coefficient $d_{33}$ is not expected to decrease within MHz frequency band, indicating that $A_s$ can almost keep constant under MHz high-frequency excitation. This
huge difference in the frequency dependences of $H_{\text{EF}}(\omega)$ and piezoelectric coefficient now allows to significantly reduce $A_{\text{EF}}$ while keeping $A_s$ unchanged (i.e., to make $A_{\text{diff-EF}}$ far larger than $A_{\text{diff}}$) by just increasing the excitation frequency (Supplementary Fig. 7). Typically, in HM-PFM measurement, the drive frequency of tip $f_t$ is near the eigenfrequency of a high eigenmode, while the sample drive frequency $f_s$ is set as $f_t + f_{\text{diff}}$, which is usually located within off-resonance region thus $A_{\text{EF}}$ will not get the resonance amplification (i.e., $A_{\text{EF}}$ is attenuated both by high frequency and off-resonance). Therefore, the HM-PFM amplitude and phase in Fig. 4i,j and Supplementary Fig. 6 can keep constant when electrostatic force is largely changed, this is because, under the high-frequency excitations, $A_s$ is dominantly larger than $A_{\text{EF}}$ and the contribution from electrostatic force is negligible.

For comparison, the piezoresponse signal generation mechanism in conventional PFM had also been analyzed in Supplementary Note 4. Although increasing the excitation frequency to minimize the electrostatic force contribution can also be employed in conventional PFM, compromise must be made to avoid significant decrease of the sample vibration signal since the transfer functions $H_{\text{EF}}(\omega)$ and $H_{\text{ts}}(\omega)$ are correlated (Supplementary Fig. 5). Meanwhile, the electrostatic force consists of two parts, the distributed part along the whole cantilever and the local part around the tip apex. Increasing drive frequency in conventional PFM is mainly able to reduce the contribution from the distributed electrostatic force, thus this method will be effective when the distributed electrostatic force is significant. Whereas if the local part dominates, increasing drive frequency is hard to effectively minimize the electrostatic force contribution due to the correlation of $H_{\text{EF}}(\omega)$ and $H_{\text{ts}}(\omega)$ (see details in Supplementary Note 3). However, this situation is different in HM-PFM, where both distributed and local electrostatic force contributions can be largely minimized at high frequency due to the heterodyne detection scheme (Supplementary Fig. 7). In short, introducing heterodyne detection to PFM has changed the conventional piezoresponse signal generation mechanism, and breaks the direct coupling between piezoelectric and electrostatic force signals, which greatly supports to minimize the electrostatic force contribution by using high-frequency excitation.

**Difference-frequency piezoresponse frequency spectrum.** As the electrostatic force issue has been well addressed in HM-PFM, then according to the principle of HM-PFM, if an obvious DFP signal can be observed in HM-PFM, it will strongly indicate the existence of a true sample vibration. We therefore examine the DFP signal by scanning the drive frequency $f_t$ and $f_s$ simultaneously (keep $f_{\text{diff}}$ constant) to observe the amplitude peaks of the DFP signal. As the tip vibration will get resonance amplification when $f_t$ is near the eigenfrequency of each eigenmode, if sample has detectable DFP, multiple amplitude peaks will emerge when $f_t$ and $f_s$ are changed. Accordingly, we develop this approach as a special HM-PFM measurement, which is called difference-frequency piezoresponse frequency spectrum (DFPFS). To test the validity of DFPFS, three types of materials are selected here, including dielectric
materials (SiO$_2$ and glass), Lithium battery materials (LiCoO$_2$ and LiMn$_2$O$_4$) and ferroelectric materials (PPLN and PZN-9%PT), and the X-cut quartz single crystal with thickness of 0.1 mm is also tested here as a reference. Before measuring DFPFS, the tip is electrically tuned on each sample to measure the first-order contact resonance frequency $f_{CR0}$ by using conventional PFM set-up. When performing DFPFS measurement, the same tip is used for all samples, the holder drive amplitudes and sample drive amplitudes are set to be uniform respectively for all samples. Fig. 6 shows the DFPFS measured on the above 7 samples with tip frequency from 2 to 14 MHz ($f_{diff}$ is set as the $f_{CR0}$ on each sample and all the contact resonance curves are shown in Supplementary Fig. 9). Firstly, for the quartz reference sample (with $d_{33} = 2.3$ pm/V), its DFPFS shows several observable resonance-like peaks, indicating that the DFP is detectable on materials with such weak piezoelectricity. Conspicuously, the DFPFS of the dielectric and Lithium battery samples manifest a dramatic difference with that of the ferroelectric materials. For the ferroelectric samples tested here, many resonance-like peaks have emerged in the entire of the spectrums which corresponds to a strong DFP. However, there are almost no noticeable (or very weak) peaks shown in the spectrums of dielectric and Lithium battery samples, indicating that there is no DFP or the DFP is too weak to be detected. According to the signal generation mechanism of the HM-PFM, very weak DFP signal implies that the sample vibration is hard to be excited by the applied high-frequency voltages. For the dielectric glass and SiO$_2$, it is easy to understand that there is no apparent first-order electromechanical coupling in these two materials thus no sample strain and DFP will be excited. Note that although obvious contact resonance can be observed on SiO$_2$ and glass by using conventional PFM (Supplementary Fig. 9), this contact resonance actually is induced by electrostatic force instead of electromechanical coupling, thus the DFPFS results obtained here clearly indicate that pure electrostatic force can produce ideal piezoresponse in conventional PFM but cannot induce noticeable DFP in HM-PFM. Note that for the Lithium-ion battery samples, the motion of the Li$^+$ in these materials will cause the electrochemical Vegard strain thus it is expected to generate a detectable DFP if referring to previous studies by Electrochemical Strain Microscopy (ESM). However, concerns has been raised regarding the veracity of the ESM where the formation of ionic (e.g., Li$^+$) concentration gradients is expected to be too slow to contribute to the ESM signal at typical frequencies operated in ESM (~300 kHz). In addition, a newly developed metrological PFM technique, the laser doppler vibrometer PFM, which allows to quantify the real sample vibration has revealed a pretty weak electrochemical strain signal on ceria where the ESM signal is strong. Therefore, the true electrochemical strain may be quite small per se under general ~300 kHz excitation, now this small strain will be further attenuated due to the 10 to 100 times higher frequencies used in HM-PFM, hence it is reasonable that the Lithium-ion battery materials tested here show almost no (or very weak) DFP signal in the DFPFS measurement. These results indicate that the high-frequency design in HM-PFM indeed goes into effect for minimizing both the electrostatic force and electrochemical strain contributions.
Meanwhile, the DFPFS does manifest a distinct characteristic for true sample vibration, thus it can potentially be regarded as a powerful evidence for identifying the true piezoelectricity in unknown materials. We are still conducting further study on DFPFS by using more functional materials and the results will be revealed and discussed elsewhere.

Discussion
To summarize, in this study, we have introduced a new advanced PFM technique, *Heterodyne Megasonic Piezoresponse Force Microscopy or HM-PFM*, which uses $10^6$ to $10^8$ Hz high-frequency excitation and heterodyne method to measure the piezoelectric strain at nanoscale. It has been confirmed that the HM-PFM can provide standard measurements for ferroelectric domain and hysteresis loop, and an effective domain characterization with excitation frequency up to $\sim$110 MHz has been achieved in our model system. With using high-frequency excitation and heterodyne scheme, the contribution of electrostatic force has been significantly minimized in HM-PFM. Meanwhile, the electrochemical Vegard strain is also largely attenuated by using high frequency, thus the electrochemical artifacts can be effectively reduced when using HM-PFM to study the piezoelectric or ferroelectric properties, especially for those unknown materials. Finally, the special measurement offered by HM-PFM, difference-frequency piezoresponse frequency spectrum or DFPFS, has been demonstrated and a distinct DFPFS characteristic is observed on materials with piezoelectricity. In brief, HM-PFM has simultaneously minimized the influences from multiple signal sources, thus making the target piezoelectric signal considerably purified. Given the challenges and concerns encountered in conventional PFM, especially the signal source issue, the unique advantages of HM-PFM make it an excellent candidate for the piezoelectric or ferroelectric studies where conventional PFM measurements are highly controversial. Moreover, HM-PFM successfully opens an access to high-frequency piezoelectric vibration, thus it can potentially be used to explore the unknown electromechanical coupling phenomena or ferroelectric switching processes under high-frequency electric field. As an extension, HM-PFM can be easily modified to realize the detection of high-order electromechanical coupling, such as the 2nd-order coupling of electrostriction (Supplementary Note 7).44 Conventional PFM-based method used to measure the electrostrictive strain may suffer the effects of 2nd-harmonic electrostatic force and Joule heating,33, 37, 39, 55 while both of these two effects can be minimized in the HM-PFM-based method thus the measurement is expected to be more unambiguous (Supplementary Note 7).

Methods
HM-PFM setup. The model HM-PFM system was established on a commercial SPM system (SPA400, Seiko Instruments Inc.). All the AC excitation signals with frequency less than 30 MHz were generated by the arbitrary waveform generator (Keysight 33522B, Keysight Technologies). For the generation of AC signals with frequency higher than 30 MHz, a programable direct
digital synthesizer (AD9959, Analog Devices Inc.) equipped with a radio-frequency power amplifier was used. An embedded field programmable gate array (FPGA) controller (NI cRIO-9064, National Instruments) equipped with one digital acquisition card (NI 9775, National Instruments) was utilized to realize the signal acquisition. DC bias was generated by using a digital source meter (Keithley 2450, Tektronix Inc.), and the superposition of DC bias to AC drive was finished by a bias-tee. The demodulation of the AC signals was completed by using a lock-in amplifier (MFLI, Zurich Instruments Ltd.). The home-made analog multiplier, low pass filter and instrumentation amplifier were used to generate the reference signal for the DFP signal demodulation and amplification. All the programmable instruments were controlled by the self-developed HM-PFM control program based on LabVIEW™ and LabVIEW™ FPGA.

SPM characterization. For the characterization of ferroelectric properties, two types of conductive probes were used: Pt coated probe (240AC-PP, OPUS) with a force constant of ~2 N/m and free resonance frequency of ~70 kHz; Pt-Ir coated probe (PPP-CONTSCPt, Nanosensors) with a force constant of ~0.2 N/m and free resonance frequency of ~25 kHz. All the measurements were conducted by contact AFM mode with tip grounded in ambient environment. The drive amplitudes were typically set to 6 ~ 20 Vpp for holder transducer and 2 ~ 10 Vpp for sample.

Sample preparation. A commercially available periodically poled lithium niobate (PPLN) sample was used (AR-PPLN test sample, Asylum Research, Oxford Instruments), which consists of a 3 mm × 3 mm transparent die with a thickness of 0.5 mm. The PZN-9%PT single crystal (supplied by Microfine Materials Technology Pte. Ltd., Singapore) with respective orientations of [100]L/[010]W/[001]T was cut into small pieces and the surface of the samples was polished with SiC papers and alumina powder using water-cooled polisher. After the polishing processes, the dimension of the samples is approximately 4 mm (width) × 4 mm (length) × 0.5 mm (thickness). SiO₂ is the 300 nm thermal oxide layer on Si⁺ wafer, and the glass sample is the ordinary soda lime glass coverslip with 0.1 mm thickness. LiCoO₂ and LiMn₂O₄ samples were prepared from the commercially available powders, and the powders were firstly dispersed in ethanol and then coated on SiO₂/Si⁺ substrate. The PZT 20/80 film with thickness of 300 nm was grown in SrRuO₃-buffered SrTiO₃ substrate with (001) orientation using pulsed laser deposition (KrF excimer laser, λ = 248 nm). The SrRuO₃ layer (~50 nm) was firstly deposited on the SrTiO₃ substrate at a temperature of 680°C and an oxygen pressure of 15 Pa. Then the PZT layer was grown on top of the SrRuO₃ layer at a temperature of 600°C and same 15 Pa oxygen pressure. After growth, the film was cooled to room temperature at 10°C/min in an oxygen atmosphere of 1 atm.

Data availability. The authors declare that all relevant data supporting the findings of this study are available in this article and the Supplementary Information file. Any source data deemed relevant is available from the corresponding author upon request.
Acknowledgements

This research is supported by Ministry of Education (MoE) Singapore through National University of Singapore (NUS) under the Academic Research Fund (AcRF) of R-265-000-596-112. Q. Z. greatly acknowledge the financial support from MoE Singapore through NUS under AcRF of R-265-100-596-112. Q. Z. and K. Z. gratefully acknowledge the help of Prof. Chee Kong Chui and Dr. Chng Chin Boon (NUS). Q. Z. would like to thank Prof. Huarong Zeng and Dr. Kunqi Xu (Shanghai Institute of Ceramics, Chinese Academy of Sciences) for fruitful discussion about the SPA400 AFM. We would also like to thank Prof. Li Lu (NUS) for great support of the Li-ion battery materials and SPA400 SPM in this study.

Author contributions

Q. Z. designed and constructed the model HM-PFM system, conducted all of the experimental measurements and calculations, analyzed the results and wrote the article. H. W. prepared the PZN-9%PT sample. Q. H. and Z. F. prepared the PZT film sample. K. Z. led the project and directed all experimental research. Q. Z. and K. Z. conceived the original idea. All authors commented on the manuscript and approved its submission.

Additional information

Competing interests: The authors declare no competing interests

References

1. Scott JF. Applications of Modern Ferroelectrics. *Science* **315**, 954-959 (2007).
2. Gruverman A, Kholkin A. Nanoscale ferroelectrics: processing, characterization and future trends. *Rep. Prog. Phys.* **69**, 2443-2474 (2006).
3. Kalinin SV, Morozovska AN, Chen LQ, Rodriguez BJ. Local polarization dynamics in ferroelectric materials. *Rep. Prog. Phys.* **73**, 056502 (2010).
4. Kalinin SV, Kim Y, Fong DD, Morozovska AN. Surface-screening mechanisms in ferroelectric thin films and their effect on polarization dynamics and domain structures. *Rep. Prog. Phys.* **81**, 036502 (2018).
5. Gruverman A, Auciello O, Tokumoto H. Imaging and Control of Domain Structures in Ferroelectric Thin Films via Scanning Force Microscopy. *Annu. Rev. Mater. Sci.* **28**, 101-123 (1998).
6. Gruverman A, Alexe M, Meier D. Piezoresponse force microscopy and nanoferroic phenomena. *Nat. Commun.* **10**, 1661 (2019).
7. Güthner P, Dransfeld K. Local poling of ferroelectric polymers by scanning force microscopy. *Appl. Phys. Lett.* **61**, 1137-1139 (1992).
8. Vasudevan RK, Balke N, Maksymovych P, Jesse S, Kalinin SV. Ferroelectric or non-ferroelectric: Why so many materials exhibit “ferroelectricity” on the nanoscale. *Appl. Phys. Rev.* **4**, 021302 (2017).

9. Seol D, Kim B, Kim Y. Non-piezoelectric effects in piezoresponse force microscopy. *Curr. Appl. Phys.* **17**, 661-674 (2017).

10. Balke N, et al. Differentiating ferroelectric and nonferroelectric electromechanical effects with scanning probe microscopy. *ACS Nano* **9**, 6484-6492 (2015).

11. Hong S, et al. Principle of ferroelectric domain imaging using atomic force microscope. *J. Appl. Phys.* **89**, 1377-1386 (2001).

12. Kim B, Seol D, Lee S, Lee HN, Kim Y. Ferroelectric-like hysteresis loop originated from non-ferroelectric effects. *Appl. Phys. Lett.* **109**, 102901 (2016).

13. Collins L, Liu Y, Ovchinnikova OS, Proksch R. Quantitative Electromechanical Atomic Force Microscopy. *ACS Nano* **13**, 8055-8066 (2019).

14. Seol D, Kang S, Sun C, Kim Y. Significance of electrostatic interactions due to surface potential in piezoresponse force microscopy. *Ultramicroscopy* **207**, 112839 (2019).

15. Qiao H, Kwon O, Kim Y. Electrostatic effect on off-field ferroelectric hysteresis loop in piezoresponse force microscopy. *Appl. Phys. Lett.* **116**, 172901 (2020).

16. Eliseev EA, et al. Electrostrictive and electrostatic responses in contact mode voltage modulated scanning probe microscopies. *Appl. Phys. Lett.* **104**, 232901 (2014).

17. Kim S, Seol D, Lu X, Alexe M, Kim Y. Electrostatic-free piezoresponse force microscopy. *Sci. Rep.* **7**, 41657 (2017).

18. MacDonald GA, DelRio FW, Killgore JP. Higher-eigenmode piezoresponse force microscopy: a path towards increased sensitivity and the elimination of electrostatic artifacts. *Nano Futures* **2**, 015005 (2018).

19. Gomez A, Puig T, Obradors X. Diminish electrostatic in piezoresponse force microscopy through longer or ultra-stiff tips. *Appl. Surf. Sci.* **439**, 577-582 (2018).

20. Kalinin SV, Rar A, Jesse S. A decade of piezoresponse force microscopy: progress, challenges, and opportunities. *IEEE Trans. Ultrason., Ferroelectr., Freq. Control.* **53**, 2226-2252 (2006).

21. Kalinin SV, et al. Nanoscale Electromechanics of Ferroelectric and Biological Systems: A New Dimension in Scanning Probe Microscopy. *Ann. Rev. Mater. Res.* **37**, 189-238 (2007).

22. Balke N, Jesse S, Yu P, Ben C, Kalinin SV, Tselev A. Quantification of surface displacements and electromechanical phenomena via dynamic atomic force microscopy. *Nanotechnology* **27**, 425707 (2016).

23. Balke N, Maksymovych P, Jesse S, Kravchenko II, Li Q, Kalinin SV. Exploring Local Electrostatic Effects with Scanning Probe Microscopy: Implications for Piezoresponse Force Microscopy and Triboelectricity. *ACS Nano* **8**, 10229-10236 (2014).

24. Balke N, et al. Quantification of in-contact probe-sample electrostatic forces with dynamic atomic force microscopy. *Nanotechnology* **28**, 065704 (2017).

25. Seal K, Jesse S, Rodriguez BJ, Baddorf AP, Kalinin SV. High frequency piezoresponse force microscopy in the 1-10 MHz range.
regime. *Appl. Phys. Lett.* **91**, 232904 (2007).

26. Denning D, Guyonnet J, Rodriguez BJ. Applications of piezoresponse force microscopy in materials research: from inorganic ferroelectrics to biopiezoelectrics and beyond. *Int. Mater. Rev.* **61**, 46-70 (2016).

27. Jesse S, Baddorf AP, Kalinin SV. Dynamic behaviour in piezoresponse force microscopy. *Nanotechnology* **17**, 1615-1628 (2006).

28. Proksch R. In-situ piezoresponse force microscopy cantilever mode shape profiling. *J. Appl. Phys.* **118**, 072011 (2015).

29. Kim Y, *et al.* Origin of surface potential change during ferroelectric switching in epitaxial PbTiO$_3$ thin films studied by scanning force microscopy. *Appl. Phys. Lett.* **94**, 032907 (2009).

30. Proksch R. Electrochemical strain microscopy of silica glasses. *J. Appl. Phys.* **116**, 066804 (2014).

31. Sekhon JS, Aggarwal L, Sheet G. Voltage induced local hysteretic phase switching in silicon. *Appl. Phys. Lett.* **104**, 162908 (2014).

32. Sharma P, *et al.* Electromechanics of Ferroelectric-Like Behavior of LaAlO$_3$ Thin Films. *Adv. Funct. Mater.* **25**, 6538-6544 (2015).

33. Chen QN, Ou Y, Ma F, Li J. Mechanisms of electromechanical coupling in strain based scanning probe microscopy. *Appl. Phys. Lett.* **104**, 242907 (2014).

34. Kim Y, *et al.* Ionically-Mediated Electromechanical Hysteresis in Transition Metal Oxides. *ACS Nano* **6**, 7026-7033 (2012).

35. Seol D, *et al.* Determination of ferroelectric contributions to electromechanical response by frequency dependent piezoresponse force microscopy. *Sci. Rep.* **6**, 30579 (2016).

36. Jesse S, Lee HN, Kalinin SV. Quantitative mapping of switching behavior in piezoresponse force microscopy. *Rev. Sci. Instrum.* **77**, 073702 (2006).

37. Yu J, *et al.* Quadratic electromechanical strain in silicon investigated by scanning probe microscopy. *J. Appl. Phys.* **123**, 155104 (2018).

38. Damjanovic D. Ferroelectric, dielectric and piezoelectric properties of ferroelectric thin films and ceramics. *Rep. Prog. Phys.* **61**, 1267-1324 (1998).

39. Kim Y, *et al.* Nonlinear Phenomena in Multiferroic Nanocapacitors: Joule Heating and Electromechanical Effects. *ACS Nano* **5**, 9104-9112 (2011).

40. Lu H, *et al.* Mechanical Writing of Ferroelectric Polarization. *Science* **336**, 59-61 (2012).

41. Kumar A, Chen C, Arruda TM, Jesse S, Ciucci F, Kalinin SV. Frequency spectroscopy of irreversible electrochemical nucleation kinetics on the nanoscale. *Nanoscale* **5**, 11964-11970 (2013).

42. Kumar A, *et al.* Probing surface and bulk electrochemical processes on the LaAlO$_3$-SrTiO$_3$ interface. *ACS Nano* **6**, 3841-3852 (2012).

43. Yao J, *et al.* Atomic-Scale insight into the reversibility of polar order in ultrathin epitaxial Nb: SrTiO$_3$/BaTiO$_3$ heterostructure
and its implication to resistive switching. *Acta Mater.* **188**, 23-29 (2020).

44. Zeng K, Zeng Q. Heterodyne Megasonic Piezoresponse Force Microscopy. Singapore Non-Provisional Patent Application No. 10202003740V (2020).

45. García R. *Amplitude modulation atomic force microscopy*. Wiley-VCH Verlag & Co. KGaA (2010).

46. Rabe U, Janser K, Arnold W. Vibrations of free and surface-coupled atomic force microscope cantilevers: Theory and experiment. *Rev. Sci. Instrum.* **67**, 3281-3293 (1996).

47. Balke N, et al. Nanoscale mapping of ion diffusion in a lithium-ion battery cathode. *Nat. Nanotech.* **5**, 749-754 (2010).

48. Tselev A, Morozovska AN, Udod A, Eliseev EA, Kalinin SV. Self-consistent modeling of electrochemical strain microscopy of solid electrolytes. *Nanotechnology* **25**, 445701 (2014).

49. Collins L, et al. Probing charge screening dynamics and electrochemical processes at the solid-liquid interface with electrochemical force microscopy. *Nat. Commun.* **5**, 3871 (2014).

50. Morozovska A, Eliseev E, Balke N, Kalinin SV. Local probing of ionic diffusion by electrochemical strain microscopy: Spatial resolution and signal formation mechanisms. *J. Appl. Phys.* **108**, 053712 (2010).

51. Morozovska A, Eliseev E, Kalinin SV. Electromechanical probing of ionic currents in energy storage materials. *Appl. Phys. Lett.* **96**, 222906 (2010).

52. Damjanovic D, Newnham R. Electrostrictive and piezoelectric materials for actuator applications. *J. Intell. Mater. Syst. Struct.* **3**, 190-208 (1992).

53. Li F, Jin L, Xu Z, Zhang S. Electrostrictive effect in ferroelectrics: An alternative approach to improve piezoelectricity. *Appl. Phys. Rev.* **1**, 011103 (2014).

54. Juarez-Perez EJ, et al. Photoinduced Giant Dielectric Constant in Lead Halide Perovskite Solar Cells. *J. Phys. Chem. Lett.* **5**, 2390-2394 (2014).

55. Chen B, et al. Large electrostrictive response in lead halide perovskites. *Nat. Mater.* **17**, 1020-1026 (2018).

56. Garcia R, et al. Nanopatterning of carbonaceous structures by field-induced carbon dioxide splitting with a force microscope. *Appl. Phys. Lett.* **96**, 143110 (2010).

57. Verbiest GJ, Rost MJ. Beating beats mixing in heterodyne detection schemes. *Nat. Commun.* **6**, 6444 (2015).

58. Cantrell SA, Cantrell JH, Lillehei PT. Nanoscale subsurface imaging via resonant difference-frequency atomic force ultrasonic microscopy. *J. Appl. Phys.* **101**, 114324 (2007).

59. Shekawat GS, Dravid VP. Nanoscale Imaging of Buried Structures via Scanning Near-Field Ultrasound Holography. *Science* **310**, 89-92 (2005).

60. Labuda A, Proksch R. Quantitative measurements of electromechanical response with a combined optical beam and interferometric atomic force microscope. *Appl. Phys. Lett.* **106**, 253103 (2015).

61. Jesse S, Mirman B, Kalinin SV. Resonance enhancement in piezoresponse force microscopy: Mapping electromechanical
activity, contact stiffness, and Q factor. *Appl. Phys. Lett.* **89**, 022906 (2006).

62. Wang H, Zeng K. Domain structure, local surface potential distribution and relaxation of Pb(Zn1/3Nb2/3)O3-9%PbTiO3 (PZN-9%PT) single crystals. *J. Materiomics* **2**, 309-315 (2016).

63. Kalinin SV, et al. Direct evidence of mesoscopic dynamic heterogeneities at the surfaces of ergodic ferroelectric relaxors. *Phys. Rev. B* **81**, 064107 (2010).

64. Wang H, Zeng K. Characterization of domain structure and imprint of Pb(Zn1/3Nb2/3)O3-4.5%PbTiO3 (PZN-4.5%PT) single crystals by using PFM and SS-PFM techniques. *Ceram. Int.* **46**, 4274-4279 (2020).

65. Jesse S, Baddorf AP, Kalinin SV. Switching spectroscopy piezoresponse force microscopy of ferroelectric materials. *Appl. Phys. Lett.* **88**, 062908 (2006).

66. Chen PJ, Montgomery ST. A macroscopic theory for the existence of the hysteresis and butterfly loops in ferroelectricity. *Ferroelectrics* **23**, 199-207 (1980).

67. Jungk T, Hoffmann Á, Soergel E. Quantitative analysis of ferroelectric domain imaging with piezoresponse force microscopy. *Appl. Phys. Lett.* **89**, 163507 (2006).

68. Kawakatsu H, et al. Towards atomic force microscopy up to 100 MHz. *Rev. Sci. Instrum.* **73**, 2317-2320 (2002).

69. Kim S, Gopalan V, Gruverman A. Coercive fields in ferroelectrics: A case study in lithium niobate and lithium tantalate. *Appl. Phys. Lett.* **80**, 2740-2742 (2002).
Figure 1 | Schematic diagram of HM-PFM. The diagram schematically shows the set-up of the model HM-PFM system (not on scale). Tip is mechanically driven by the holder transducer with a frequency $f_t$, while the sample is electrically driven by the electric field between grounded tip and conductive substrate with a frequency $f_s$. The DFP signal generated from the non-linear tip-sample interaction has a frequency of $f_{\text{diff}} = f_s - f_t$. 
Figure 2 | Ferroelectric domain characterization and hysteresis loop measurement. a Topography, b HM-PFM amplitude image and c HM-PFM phase image of the PPLN sample. d Topography, e HM-PFM amplitude image and f HM-PFM phase image of the PZN-9%PT. g Hysteresis loop of PZT film and h PZN-9%PT measured by HM-PFM switching spectroscopy. Blue and red curves are amplitude and DFP (= amplitude \times \cos(\text{phase})) as a function of applied DC voltage, respectively, and the arrows denote the direction of the loops. Measurement conditions: (b, c) \(f_t = 8.356\) MHz and \(f_s = 8.63959\) MHz; (e, f) \(f_t = 8.395\) MHz and \(f_s = 8.6813\) MHz; g \(f_t = 13.516\) MHz and \(f_s = 13.82158\) MHz; h \(f_t = 15.451\) MHz and \(f_s = 15.75504\) MHz. Scale bar in (a-f), 2 \(\mu\)m, image size = 10 \times 10 \(\mu\)m².
Figure 3 | Ferroelectric domain characterization with high-frequency excitation. (a-g) HM-PFM amplitude image (a, c, e, g) and the respective HM-PFM phase image (b, d, f, h) of PPLN sample. (i-l) HM-PFM amplitude image (i, k) and the respective HM-PFM phase image (j, l) of PZN-9%PT sample. Measurement conditions: (a, b) $f_t = 27.9$ MHz and $f_s = 28.1882$ MHz; (c, d) $f_t = 40.195$ MHz and $f_s = 40.4823$ MHz; (e, f) $f_t = 62.255$ MHz and $f_s = 62.61$ MHz; (g, h) $f_t = 108.95$ MHz and $f_s = 109.137$ MHz; (i, j) $f_t = 27.871$ MHz and $f_s = 28.13966$ MHz; (k, l) $f_t = 42.9$ MHz and $f_s = 42.975$ MHz. Scale bar in (a-g), 2 $\mu$m and image size = $10 \times 10$ $\mu$m$^2$; scale bar in (i-l), 1 $\mu$m and image size = $5 \times 5$ $\mu$m$^2$. 
Figure 4 | Electrostatic force contribution in the measurement of PFM and HM-PFM on PPLN. a Single-frequency PFM amplitude image and b phase image with 0 V, +15 V and -15 V DC bias applied. (c-f) HM-PFM amplitude image (c, e) and the respective HM-PFM phase image (d, f) with 0 V, +15 V and -15 V DC bias applied. g Typical single-frequency PFM amplitude and h phase as a function of DC voltage. i HM-PFM amplitude and j phase as a function of DC voltage under various excitation frequencies (measured at the same position with g and h). Measurement conditions: (c, d) $f_t = 8.14$ MHz and $f_s = 8.422$ MHz; (e, f) $f_t = 7.176$ MHz and $f_s = 7.45915$ MHz. Scale bar in (a-f), 500 nm and image size = $3 \times 3$ μm².
Figure 5 | Schematic of DFP signal generation mechanism in HM-PFM with electrostatic force. 1 Mechanically excited tip vibration $A_s \sin(2\pi f_t + \phi)$, 2 sample piezoelectric vibration $A_s \sin(2\pi f_s t + \phi)$, 3 electrostatic force excited tip vibration $A_{EF} \sin(2\pi f_t + \phi_{EF})$ and 4 instantaneous tip-sample separation ($4 = 1 + 2 - 3$). $G(\omega)$ is the transfer function of holder transducer and $u = \pm d_{33} V$ represents the linear piezoelectric effect. $H_{wave}(\omega)$, $H_{EF}(\omega)$ and $H_s(\omega)$ are cantilever transfer functions under the excitations of mechanical wave, electrostatic force and local tip-sample interaction, respectively. The X-Y plane schematically depicts the vectorial synthesis of $A_{diff-s} \sin(2\pi f_{diff} t + \phi_{diff-s})$ and $A_{diff-EF} \sin(2\pi f_{diff} t + \phi_{diff-EF})$. 
Figure 6 | HM-PFM DFPFS measurements on different materials. Measurement conditions: sample drive, 10 Vpp; holder transducer drive, 12 Vpp; sample drive frequency $f_s = f_t + f_{diff}$ and $f_{diff}$ is set as the first-order contact resonance frequency of the cantilever on each sample respectively. Note all the spectrums are offset for clarity.
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Supplementary Note 1. Frequency response analysis for rectangular cantilever

Supplementary Fig. 1 shows the normalized force constant \( k_n \) and quality factor \( Q_n \) as a function of mode number (both are normalized with respect to the first eigenmode). Compared with \( Q_n \), \( k_n \) shows a much faster increase with the mode number, indicating that the resonance is more and more difficult to be stimulated with increasing frequency.

Supplementary Fig. 1 | Dependence of force constant and Q factor with mode number. Normalized force constant a and (b) normalized Q factor as a function of mode number, both shown logarithmically.

The amplitude response has been calculated here to show the cantilever dynamic property. According to the Euler-Bernoulli beam theory, for a rectangular cantilever, the equation of motion along its longitudinal axis is

\[
EI \frac{\partial^4 w(x,t)}{\partial x^4} + c \frac{\partial w(x,t)}{\partial t} + m \frac{\partial^2 w(x,t)}{\partial t^2} = 0
\]  

(S1)

where \( E \) is Young’s modulus of the cantilever, \( I \) is the moment of inertia, \( c \) is the hydrodynamic damping coefficient, \( m \) represents the mass per unit length, and \( w(x, t) \) is the vertical displacement of the cantilever at the longitudinal position \( x \) and time \( t \). Assuming that a point force drive \( f(t) \) is applied at the cantilever end \( (x = L) \), the boundary conditions are given by

\[
w(0,t) = 0, \quad w'(0,t) = 0, \quad w''(L,t) = 0, \quad w'''(L,t) = -f(t) / EI
\]  

(S2)

Performing Laplace transform to Equation (S1) and (S2), the motion equation and boundary conditions becomes

\[
EI \frac{\partial^4 W(x,s)}{\partial x^4} + (cs + ms^2)W(x,s) = 0
\]  

(S3)

\[
W(0,s) = 0, \quad W'(0,s) = 0, \quad W''(L,s) = 0, \quad W'''(L,s) = -F(s) / EI
\]  

(S4)

The solution of Equation (S3) can be expressed as

\[
W(x,s) = e^{\lambda x} \left[ C_1 \sin(\lambda x) + C_2 \cos(\lambda x) \right] + e^{-\lambda x} \left[ C_3 \sin(\lambda x) + C_4 \cos(\lambda x) \right]
\]

\[
\lambda = \sqrt{\frac{cs + ms^2}{4EI}}
\]  

(S5)
where $C_1$, $C_2$, $C_3$ and $C_4$ are undetermined constants. The amplitude response at the cantilever end is defined as

$$A_R(s) = \frac{W(L,s)}{F(s)} \quad (S6)$$

**Supplementary Table 1 | Parameter values used in the calculation**

| Parameter | $E$ | $W$ | $h$ | $L$ | $\rho$ | $c$ |
|-----------|-----|-----|-----|-----|-------|-----|
| Value     | 179 GPa | 40 μm | 2.6 μm | 240 μm | 2330 kg/m$^3$ | 5.6×10$^{-4}$ kg/(m.s) |

**Supplementary Fig. 2 | Amplitude response at $x=L$ as a function of excitation frequency.** The amplitude is shown in linear (up) and logarithmic (down) scales respectively.

Then using the parameters from AFM tip (240AC-PP, OPUS) and a hydrodynamic damping of $5.06 \times 10^{-4}$ kg/(m$\cdot$s)$^3$ (shown in Supplementary Table 1) to solve the Equation (S3) to (S6) analytically using MATLAB, the amplitude response $A_R(s)$ can be obtained and its magnitude in frequency domain is plotted in Supplementary Fig. 2.

**Supplementary Note 2. Heterodyne detection principle of HM-PFM**

Considering both tip and sample surface have a vibration, $A_t \sin(\omega_t t + \phi_t)$ and $A_s \sin(\omega_s t + \phi_s)$ respectively (here use the angular frequency, $\omega_t = 2\pi f_t$, $\omega_s = 2\pi f_s$, and similarly hereinafter), the time-dependent tip-sample interaction force is given by

$$F_{zt}(z,t) = F_{zt}[z_0 + A_t \sin(\omega_t t + \phi_t) - A_s \sin(\omega_s t + \phi_s)] \quad (S7)$$

Expanding the tip-sample interaction with a Taylor series at $z=z_0$ up to second order gives
To further process the Equation (S8), the tip-sample interaction force can be expressed by the sum of the components with different frequencies

\[
F_n(z,t) \approx F_{ts}(z)_{\text{static}} + F_{ts}(z)_{1\omega} + F_{ts}(z)_{2\omega} + F_{ts}(z)_{\text{sum}} + F_{ts}(z)_{\text{diff}}
\]  

(S9)

where the \( F_{ts}(z)_{\text{static}} \), \( F_{ts}(z)_{1\omega} \), \( F_{ts}(z)_{2\omega} \), \( F_{ts}(z)_{\text{sum}} \) and \( F_{ts}(z)_{\text{diff}} \) represent the static, first harmonic, second harmonic, sum-frequency and difference-frequency components of the tip-sample interaction force, respectively, which are given by

\[
\begin{align*}
F_{ts}(z)_{\text{static}} &= F_{st}(z_0) + \frac{1}{4} F_{st}(z_0) \left( A_s^2 + A_t^2 \right) \\
F_{ts}(z)_{1\omega} &= F_{st}(z_0) A_t \sin(\omega t + \phi_t) - F_{st}(z_0) A_t \sin(\omega t + \phi_t) \\
F_{ts}(z)_{2\omega} &= -\frac{1}{4} F_{st}(z_0) A_s^2 \cos(2\omega t + 2\phi_t) - \frac{1}{4} F_{st}(z_0) A_s^2 \cos(2\omega t + 2\phi_t) \\
F_{ts}(z)_{\text{sum}} &= \frac{1}{2} F_{st}(z_0) A_s A_t \cos[(\omega_s + \omega_t) t + \phi_t + \phi_s] \\
F_{ts}(z)_{\text{diff}} &= -\frac{1}{2} F_{st}(z_0) A_s A_t \cos(\omega_{\text{diff}} t + \phi_t - \phi_s)
\end{align*}
\]  

(S10)

in which \( \omega_{\text{diff}} = \omega_s - \omega_t \) is the difference frequency. For ferroelectric domains with upward and downward polarization, there is a 180° phase difference between the tip voltage-induced piezoelectric strain, thus the vibration of sample surface has a 180° phase difference between up- and downward domains, which are schematically shown in Supplementary Fig. 3. From Equation (S11), when the drive signals applied to the tip and sample remain constant, the difference-frequency tip-sample interaction force on upward and downward...
ferroelectric domains are calculated by

\[ F_{ts}(z)_{\text{diff-down}} = -\frac{1}{2} F^\prime_{ts}(z_0) A_z A_s \cos(\omega_{\text{diff}} t + \phi_s - \phi_1) \]  

\[ F_{ts}(z)_{\text{diff-up}} = -\frac{1}{2} F^\prime_{ts}(z_0) A_z A_s \cos(\omega_{\text{diff}} t + \phi_s - \phi_1 + 180°) \]

Obviously, there is a theoretical 180° phase difference between \( F_{ts}(z)_{\text{diff-up}} \) and \( F_{ts}(z)_{\text{diff-down}} \), implying that the heterodyne-based PFM has the same capability with conventional vertical PFM with respect to characterizing the polarization of ferroelectric domain.

Supplementary Note 3. Transfer functions of cantilever

To compare the difference of cantilever dynamics under electrostatic force and sample vibration excitations, the cantilever transfer functions have been calculated here. Since the AFM tip is always in contact with sample surface during PFM measurements, the vertical tip-sample coupling is modelled as a spring in parallel with a dashpot (Kelvin-Voigt model) and no lateral contact coupling is considered for simplicity.5, 6 Supplementary Fig. 4 shows the mechanical models used in these calculations. Considering there is only a sample vibration \( u(t) \) (Supplementary Fig. 4b), the cantilever is driven by the local tip-sample interaction, the equation of motion and the corresponding boundary conditions are:6

![Supplementary Fig. 4](image-url)  
**Supplementary Fig. 4 | Mechanical models of AFM probe in contact with the sample.** a Schematic illustration of the AFM probe in contact with the sample. Mechanical models for the calculation of cantilever transfer function with the excitation of b sample vibration and c electrostatic force.
in which $k_n$ and $\gamma$ are tip-sample contact stiffness and contact damping constant, respectively. Performing Laplace transform to Equation (S14),

$$
\left\{ \begin{array}{l}
\frac{EI}{c^4} \frac{\partial^4 w(x,t)}{\partial x^4} + c \frac{\partial w(x,t)}{\partial t} + m \frac{\partial^2 w(x,t)}{\partial t^2} = 0 \\
w(0,t) = 0, \quad w'(0,t) = 0, \quad w^s(L,t) = 0, \quad w'''(L,t) = \frac{1}{EI} \left[ k_n (w(L,t)-u(t)) + \gamma \frac{\partial}{\partial t} \left( w(L,t)-u(t) \right) \right]
\end{array} \right.
$$

(S14)

Performing Laplace transform to Equation (S14),

$$
\left\{ \begin{array}{l}
\frac{EI}{c^4} \frac{\partial^4 W(x,s)}{\partial x^4} + \left( cs + ms^2 \right) W(x,s) = 0 \\
W(0,s) = 0, \quad W'(0,s) = 0, \quad W^s(L,s) = 0, \quad W'''(L,s) = \frac{(k_n + \gamma s) [W(L,s) - U(s)]}{EI}
\end{array} \right.
$$

(S15)

and defining the transfer function for sample vibration (also the local tip-sample interaction) excitation as

$$
H_w(s) = \frac{W(L,s)}{U(s)}
$$

(S16)

The solution of Equation (S15) has exactly the same form of Equation (S5), thus by solving Equation (S15), (S5) and (S16) analytically in MATLAB, the transfer function in Laplace domain $H_w(s)$ can be obtained and the frequency domain form $H_w(\omega)$ can be transformed from $H_w(s)$ via $s = i\omega$. Using the parameters shown in Table 1 and assuming $k_n = 100k_c = 100 \times 3EI / L^3$, $\gamma = 0.1 \times (Em)^{0.5} / L$ (dimensionless damping constant of 0.1)$^7$, the calculated transfer function $H_w(\omega)$ is plotted in Supplementary Fig. 5.

For the electrostatic force, it is usually considered as the sum of two parts, the distributed part along the whole cantilever $f_{EF-cant}$ and the local part around the tip apex $f_{EF-tip}$, thus under the electrostatic force excitation, the equation of motion and the corresponding boundary conditions now become

$$
\left\{ \begin{array}{l}
\frac{EI}{c^4} \frac{\partial^4 w(x,t)}{\partial x^4} + c \frac{\partial w(x,t)}{\partial t} + m \frac{\partial^2 w(x,t)}{\partial t^2} = \frac{f_{EF-cant}(t)}{L} \\
w(0,t) = 0, \quad w'(0,t) = 0, \quad w^s(L,t) = 0, \quad w'''(L,t) = \frac{1}{EI} \left[ k_n w(L,t) + \gamma \frac{\partial w(L,t)}{\partial t} - f_{EF-tip}(t) \right]
\end{array} \right.
$$

(S17)

Performing Laplace transform to Equation (S17),

$$
\left\{ \begin{array}{l}
\frac{EI}{c^4} \frac{\partial^4 W(x,s)}{\partial x^4} + \left( cs + ms^2 \right) W(x,s) = \frac{F_{EF-cant}(s)}{L} \\
W(0,s) = 0, \quad W'(0,s) = 0, \quad W^s(L,s) = 0, \quad W'''(L,s) = \frac{(k_n + \gamma s) (W(L,s) - F_{EF-tip}(s))}{EI}
\end{array} \right.
$$

(S18)

and a particular solution of Equation (S18) is $\frac{F_{EF-cant}(s)}{L(cs + ms^2)}$, thus the solution of Equation (S18) can be written as

$$
W(x,s) = e^{ix} \left[ C_1 \sin(\lambda x) + C_2 \cos(\lambda x) \right] + e^{-ix} \left[ C_3 \sin(\lambda x) + C_4 \cos(\lambda x) \right] + \frac{F_{EF-cant}(s)}{L(cs + ms^2)}
$$

(S19)

Since the local and distributed electrostatic force are correlated, here for simplicity, a constant ratio $\alpha$ is introduced
to relate $f_{EF\text{-}cant}$ and $f_{EF\text{-}tip}$

\[ f_{EF\text{-}tip}(s) = \alpha f_{EF\text{-}cant}(s), \quad F_{EF\text{-}tip}(s) = \alpha F_{EF\text{-}cant}(s) \]  
(S20)

then the transfer function for the electrostatic force excitation can be defined as

\[ H_{EF}(s) = \frac{W(L,s)}{F_{EF\text{-}cant}(s)} \]  
(S21)

Using the same parameters and calculation method mentioned above to solve Equation (S18) to (S21), the transfer function in frequency domain $H_{EF}(\omega)$ can be obtained. As the relative magnitude between $f_{EF\text{-}cant}$ and $f_{EF\text{-}tip}$ depends on specific experiment, three values of $\alpha$, 0.001, 0.1 and 10, are used to calculate $H_{EF}(\omega)$ and the results are all plotted in Supplementary Fig. 5.

Comparing the transfer function $H_{EF}(\omega)$ (dot line in Supplementary Fig. 5) and $H_{ts}(\omega)$ (red solid line in Supplementary Fig. 5), it is clear to see that both curves show a decay trend with increasing frequency, while $H_{EF}(\omega)$ obviously decreases faster than $H_{ts}(\omega)$, thus using high frequency in conventional PFM can minimize the contribution of electrostatic force. Furthermore, when $\alpha$ is small, i.e. the electrostatic force is dominated by the distributed part $f_{EF\text{-}cant}$, $H_{EF}(\omega)$ (green dot line) shows a large difference with $H_{ts}(\omega)$ and it decays much faster than $H_{ts}(\omega)$, indicating that high frequency can largely minimize the electrostatic force contribution. However, when $\alpha$ is large, i.e. local part $f_{tip\text{-}cant}$ dominates the electrostatic force, $H_{EF}(\omega)$ (black dot line) is very close to $H_{ts}(\omega)$, this is because $f_{tip\text{-}cant}$ and sample vibration both belong to local tip-sample interaction excitation. Therefore, if $f_{tip\text{-}cant}$ dominates the electrostatic force, using high frequency in conventional PFM cannot effectively minimize the electrostatic force contribution as the target piezoresponse signal varies synchronously with electrostatic force signal.

Supplementary Fig. 5 | Calculated transfer functions of cantilever. The magnitudes of the transfer functions are all normalized with respect to the low-frequency responses respectively.
Supplementary Note 4. Principle of minimizing the contribution of electrostatic force

X-cut quartz single crystal with thickness of 0.1 mm has been tested here to examine the contribution of electrostatic force in HM-PFM. By scanning DC bias within ±10 V, the amplitude and phase of the difference-frequency piezoresponse (DFP) signal under various excitation frequencies are recorded and the results are all shown in Supplementary Fig. 6. Similar with the Fig. 4i,j in main text, here all of the amplitude and phase signals also keep constant with changing DC bias, implying that, even on material with weak piezoelectricity, the contribution of electrostatic force can still be neglected in HM-PFM.

**Supplementary Fig. 6 | HM-PFM DC spectroscopy of X-cut quartz single crystal.** a Amplitude and b phase of the DFP signal as a function of DC bias under various drive frequencies.

The key factor that enables the minimization of electrostatic force contribution in HM-PFM is the difference between frequency dependences of cantilever transfer function $H_{ct}(\omega)$ and piezoelectric strain. Here, still using the same parameters and calculation method described in Supplementary Note 3, and assuming the total electrostatic force is 10 nN, the amplitude of the electrostatic force excited tip vibration $A_{EF}$ can be calculated. Supplementary Fig. 7a shows the calculated $A_{EF}$ as a function of frequency under $\alpha = 0.1$ and 10. For a typical PFM measurement on PPLN sample, the amplitude of the sample vibration $A_s$ is ~10 pm, as the piezoelectric strain does not change apparently within MHz frequency region, the amplitude $A_s$ is schematically plotted by a horizontal line in Supplementary Fig. 7a. By comparing $A_{EF}$ and $A_s$, it is obvious that there exists a huge difference between their frequency dependences, $A_{EF}$ gradually decays with increasing excitation frequency, and in particular, $A_{EF}$ attenuates dramatically at off-resonance or anti-resonance states (such as the shadow area). For low frequency, $A_{EF}$ is larger.
than $A_s$, implying that the electrostatic force contribution is significant or even dominant. But at high frequency, by properly choosing the frequency (e.g. in the shadow area), $A_{EF}$ (with $\alpha = 0.1$ and 10 both) can be largely attenuated to be much smaller than $A_s$, thus realizing significant minimization of electrostatic force contribution no matter the electrostatic force is dominated by distributed or local part. Note that the calculation of $A_{EF}$ here is based on multiple assumptions, such as ignoring the internal damping and the frequency dependence of contact damping, the practical attenuation of $A_{EF}$ is much more rapid. Supplementary Fig. 7b shows the experimentally measured tip vibration amplitude (the amplitude of cantilever deflection signal) as a function of excitation frequency. This curve is measured on clean SiO$_2$ surface by conventional PFM set-up with the same AFM tip used for the calculation (i.e., 240AC-PP).

Supplementary Fig. 7 | Electrostatic force excited amplitude as a function of excitation frequency. a Calculated amplitude $A_{EF}$ (at $x=L$) as a function of excitation frequency, a piezoelectric vibration with amplitude $A_s=10$ pm is schematically shown by the horizontal dot line. b Amplitude of the deflection signal as a function of excitation frequency (measured by single-frequency PFM on SiO$_2$ Sample).

As the SiO$_2$ is the pure dielectric layer of Si wafer, the measured tip vibration is actually stimulated by the electrostatic force. It is obvious that the practical electrostatic force excited tip vibration decays very fast, just from the 1$^{st}$ to 3$^{rd}$ eigenmode, the resonant amplitude has already attenuated ~100 times, which highly indicates that at much higher frequency, the practical $A_{EF}$ will further decrease to be far smaller than $A_s$. Therefore, HM-PFM can achieve almost an ideal minimization of electrostatic force contribution.
Supplementary Fig. 8 | Schematic of piezoresponse signal generation mechanism in conventional PFM.

Supplementary Fig. 8 shows that, in the conventional PFM, the tip voltage stimulated piezoelectric vibration will cause a local varying tip-sample interaction force $F_{ts}'(z_0)\sin(\omega_{st} + \phi_s)$, this force will drive the cantilever to vibrate and generate the piezoelectric signal $A_{ps}\sin(\omega_{st} + \phi_{ps})$ via the cantilever’s transfer function $H_{ts}(\omega)$. At the same time, the first harmonic electrostatic force $C'(V_{dc} - V_{cpd})V_{ac}\sin(\omega_{st})$ directly drive the cantilever to vibrate, generating the electrostatic force signal $A_{EF}\sin(\omega_{st} + \phi_{p-EF})$ via transfer function $H_{EF}(\omega)$. Finally, the piezoelectric signal $A_{ps}\sin(\omega_{st} + \phi_{ps})$ and electrostatic force signal $A_{EF}\sin(\omega_{st} + \phi_{p-EF})$ will vectorially synthesis to the final piezoresponse signal $A_p\sin(\omega_{st} + \phi_p)$. Although multiple methods, such as using probes with large force constant and operating at high frequency or higher eigenmodes,$^5,10-12$ are proposed to minimize the contribution of electrostatic force, these methods in principle are based on the difference between $H_{ts}(\omega)$ and $H_{EF}(\omega)$. However, as shown in Supplementary Fig. 5, $H_{ts}(\omega)$ and $H_{EF}(\omega)$ belong to the same cantilever and are correlated internally, it is almost impossible to change $H_{EF}(\omega)$ only while keeping $H_{ts}(\omega)$ unaffected especially when the electrostatic force is dominated by the local part. Therefore, compromise must be made to avoid significant damage to the target piezoelectric signal when addressing the electrostatic force issue in conventional PFM. Similarly, as the Electrochemical Strain Microscopy (ESM) has exactly the same set-up with that of the conventional PFM, the signal generation mechanism discussed above is also applied to ESM where the electrostatic force is also an important issue.$^{13,14}$

Supplementary Note 5. Contact resonance curves measured by single-frequency PFM

Supplementary Fig. 9 shows the contact resonance curves of the 7 samples discussed in the Fig. 6 of the main text, in which are all measured by single-frequency PFM with sample drive amplitude of 2 ~ 10 V$_{pp}$. The resonance frequencies are all fitted from the resonance curves by using simple harmonic oscillator model.$^{15}$
Supplementary Fig. 9 | Contact resonance curves measured by single-frequency PFM.

Supplementary Note 6. Influence of the radio-frequency radiation

With increasing the excitation frequency of the holder transducer, the radio-frequency radiation around the transducer increases, causing an additional electric field $E_{RF}$ between the tip and substrate. This radiated electric field $E_{RF}$ has the same frequency with the transducer drive. Assuming that $E_{RF}$ is caused by an equivalent AC voltage $V_{RF}\sin(\omega_{t}t)$ applied between tip and substrate, the total voltage between tip and substrate is (ignoring the DC bias and phase here)

$$V_{total} = V_{s}\sin(\omega_{t}t) + V_{RF}\sin(\omega_{t}t)$$  \hspace{1cm} (S22)

Then the total electrostatic force under the radiation is given by:

$$F_{EF}^* = \frac{1}{2}c'\left(V_{total} - V_{RF}^2\right)^2$$  \hspace{1cm} (S23)

Substituting Equation (S22) into (S23) and rearranging:

$$F_{EF}^* = \frac{1}{2}c'\left(V_{s}^2 + \frac{1}{2}V_{s}^2 + \frac{1}{2}V_{RF}^2\right)$$

$$-\frac{1}{2}c'V_{RF}\left[V_{s}\sin(\omega_{t}t) + V_{RF}\sin(\omega_{t}t)\right]$$

$$-\frac{1}{4}c'\left(V_{s}^2\cos(2\omega_{t}t) + V_{RF}^2\cos(2\omega_{t}t)\right)$$

$$-\frac{1}{4}c'V_{s}V_{RF}\cos\left[(\omega_{s} + \omega_{t})t\right]$$

$$+\frac{1}{4}c'V_{s}V_{RF}\cos(\omega_{diff}t)$$  \hspace{1cm} (S24)

From Equation (S24), it is evident that there is a difference-frequency component in $F_{EF}^*$, $c'V_{RF}\cos(\omega_{diff}t)/4$, which has the same frequency with DFP signal thus it can drive the cantilever and affect the HM-PFM results. However, if
the radiation is effectively shielded, $V_{RF}$ will be closed to zero thus the contribution from the difference-frequency electrostatic force can be neglected.

**Supplementary Note 7. Measurement of electrostriction**

The HM-PFM developed here can be easily modified to measure the high-order electromechanical coupling, such as the important 2\textsuperscript{nd}-order coupling of electrostriction. Conventional PFM-based method has been extensively used to study the electrostriction\textsuperscript{16-19} while this method is typically influenced by the 2\textsuperscript{nd}-harmonic electrostatic force and Joule heating. Obviously, the 2\textsuperscript{nd}-harmonic electrostatic force contribution can be largely minimized in HM-PFM-based method by similar means of the 1\textsuperscript{st}-harmonic electrostatic force. Then due to the periodical temperature variation decays with increasing frequency,\textsuperscript{20} the Joule heating-induced thermal strain can also be diminished in HM-PFM-based measurement. Supplementary Fig. 10 shows the modified HM-PFM set-up for the measurement of electrostriction,\textsuperscript{21} in which the main modification is the reference signal generation circuit. However, if the reference signal is provided internally by synchronizing the clocks of signal source and lock-in amplifier, no hardware change is needed. As the electrostriction is a quadratic effect, the target electrostrictive vibration locates at the 2\textsuperscript{nd}-harmonic of the sample drive. Therefore, after heterodyne process, the electrostrictive vibration information is included in the cantilever deflection signal with frequency of $2f_s - f_t$. In a similar fashion, the 3\textsuperscript{rd}-order electromechanical coupling information should reside in the signal with frequency of $3f_s - f_t$ and the $n$\textsuperscript{th}-order is in $nf_s - f_t$. If the clocks of signal source and lock-in amplifier can be synchronized, then detecting these high-order electromechanical couplings by HM-PFM-based method will be quite straightforward.

**Supplementary Fig. 10 | Schematic of the modified HM-PFM set-up for the measurement of electrostriction.**
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