A new correction method for quasi-Keplerian orbits
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Abstract A pure two-body problem has seven integrals including the Kepler energy, the Laplace vector and the angular momentum vector. However, only five of them are independent. When the five independent integrals are preserved, the two other dependent integrals are naturally preserved from a theoretical viewpoint; but they may not necessarily be from a numerical computational viewpoint. Because of this, we use seven scale factors to adjust the integrated positions and velocities so that the adjusted solutions strictly satisfy the seven constraints. Noticing the existence of the two dependent integrals, we adopt the Newton iterative method combined with singular value decomposition to calculate these factors. This correction scheme can be applied to perturbed two-body and N-body problems in the solar system. In this case, the seven quantities associated with each planet slowly vary with time. More accurate values can be given to the seven slowly-varying quantities by integrating the integral invariant relations of these quantities and the equations of motion. They should be satisfied with the adjusted solutions. Numerical tests show that the new method can significantly reduce the rapid growth of numerical errors for all orbital elements.
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1 INTRODUCTION

Numerical integration methods are convenient tools to study complex nonlinear dynamics problems. (e.g. Wu & Huang 2003; Wu et al. 2006a; Wu & Zhang 2006; Wu & Xie 2007, 2008; Huang & Wu 2014; Wu & Huang 2015; Wu et al. 2015; Li et al. 2019). Above all, geometric integration algorithms can preserve some physical or geometric properties. Therefore, they have been widely applied in celestial mechanics, general relativity, cosmology and post-Newtonian spinning compact binaries. Here, we list some classes of geometric algorithms. As one of the geometric integration algorithms, symplectic integrators (Ruth 1983; Forest & Ruth 1990; Wisdom & Holman 1991; Zhong et al. 2010; Wu & Xie 2010; Mei et al. 2013b,a) can maintain the symplectic structure of the system. Extended phase-space methods (Pihajoki 2015; Liu et al. 2016; Luo et al. 2017; Li & Wu 2017), as explicitly symplectic-like or symmetric schemes, are mainly utilized for inseparable Hamiltonian systems. Energy-preserving algorithms (Bacchini et al. 2018, 2019; Hu et al. 2019) are generally implicit and nonsymplectic. Furthermore, they can exactly conserve the energy integral of a conservative Hamiltonian. The manifold correction schemes (Nacozy 1971; Han & Liao 2007) adopt invariant manifolds to correct errors in the numerical solutions. In this paper, we only focus on the manifold correction schemes.

Nacozy’s manifold correction scheme (Nacozy 1971) uses the least-squares method and pulls the solution back to the original integral hypersurface along the shortest path. In this way, the error of an integral given by the correction method doubles that given by the uncorrected method. This is why Nacozy’s manifold correction scheme can improve the precision of numerical integration. However, Hairer et al. (1999) found that this algorithm was not effective in the simulation of a five-body problem involving the Sun and four outer planets. Wu et al. (2006b, 2007) pointed out that this algorithm does not work very well if only the total energy integral is preserved, but can exhibit good performance if all the individual quasi-integrals are corrected. The quasi-integrals are slowly-varying quantities of each body that moves in a Keplerian orbit affected by a small perturbation. The slowly-varying quantities obtained from their integral-invariant relations
(Huang & Innanen 1983; Mikkola & Innanen 2002) are regarded as reference values to correct the numerical solution. This is because they are more accurate than those that are directly determined by the integrated positions and velocities. Here are some details of the related manifold correction methods as follows. For the pure Keplerian problem, there are seven conserved quantities including five dependent integrals in relative coordinates, the Kepler energy $K$, the momentum vector $L$ and the Laplace vector $P$. The seven conserved quantities are closely related to the orbital elements. The Kepler energy directly determines the semimajor axis and the mean anomaly. The eccentricity is calculated from the magnitude of $P$, in the first step, the rotation matrix $(v)$, the argument of perihelion is determined by the $z$ component of $P$. The orbital inclination and longitude of ascending node are given by the magnitude and three components of $L$. It means that the precision of orbital elements for each body can be improved effectively if the Kepler energy $K$, the Laplace vector $P$ and the angular momentum vector $L$ are conserved simultaneously at each integration step. For an $N$-body problem, these integrals are no longer invariant quantities. However, with the help of the integral invariant relations, the varying quantities can also be used as the correction reference values. Nacozy’s manifold correction method is still effective. Based on this, numerous extended Nacozy’s manifold correction methods have been developed. Some examples are the velocity-position scaling method (Fukushima 2003c; Liu & Liao 1994; Fukushima 2003a,b, 2004; Ma et al. 2008b) and velocity scaling method (Ma et al. 2008ca; Wu et al. 2007). These methods have greatly improved the accuracy of numerical integration. The manifold correction scheme of Ma et al. (2008b) has been applied to elliptic restricted three-body problems (Wang et al. 2016) and dissipative circular restricted three-body problems (Wang et al. 2018). As a point to note, there are two correction methods, the linear transformation with single-axis rotation method of Fukushima (2004) and the extended approximate manifold correction method of Ma et al. (2008b). It has been reported that they can improve the accuracy of all the orbital elements of each body. The first method (Fukushima 2004) is a rigorous method that requires two steps to maintain the Kepler energy $K$, the momentum vector $L$ and the Laplace vector $P$. In the first step, the rotation matrix $R: (r, v) \rightarrow (r', v')$ is introduced to maintain the consistency of the orbital angular momentum vector, so as to adjust the direction of position $r$ and velocity $v$. In the second step, the rotated position $r'$ and velocity $v'$ are linearly transformed $(r', v') \rightarrow (s_x r', s_y (v' - \alpha r'))$, so that the corrected position and velocity strictly satisfy the three equations related to $K$, $P$ and $L$. Unlike the method of Fukushima (2004), the method of Ma et al. (2008b) is a one-step correction method. Five independent integrals, $K$, the three components of $L$ ($L_x$, $L_y$, $L_z$) and the $z$-component of $P$ ($P_z$) are approximately and simultaneously satisfied in the method of Ma et al. (2008b). The consistency of these integrals means the improvement of errors for all the orbital elements of each body.

Unlike the methods of Fukushima (2004) and Ma et al. (2008b), a new manifold correction method will be described in this paper. The correction vector of the new method is obtained directly by solving a set of nonlinear equations. Although the nonlinear equations are underdetermined, the Newton iterative method with singular value decomposition (SVD) is helpful to solve them.

2 A NEW MANIFOLD CORRECTION SCHEME FOR PURE KEPLERIAN SYSTEMS

In this section, we construct a new correction scheme for a pure Keplerian problem and evaluate the effectiveness of the new scheme.

2.1 A Pure Keplerian System

A pure Keplerian problem is a two-body problem without perturbation. In the relative coordinate system, the Kepler energy is

$$K = \frac{v^2}{2} - \frac{\mu}{r}. \tag{1}$$

$K$ is an integral constant. The equation of the relative motion is

$$\frac{dv}{dt} = -\left(\frac{\mu}{r^3}\right) r, \tag{2}$$

where $r = (x, y, z)^T$, $v = (\dot{x}, \dot{y}, \dot{z})^T$, $\mu = G(M + m)$ and $r = |r|$ represent position vector, velocity vector, the gravitational parameter and radius, respectively.

Clearly, the angular momentum vector and the Laplace vector are also integral constants in the pure Keplerian problem. They are written as

$$L \equiv r \times v, \quad P \equiv v \times L - \left(\frac{\mu}{r}\right) r. \tag{3}$$

In fact, only five of these conserved quantities are completely independent because

$$P \cdot L = 0, \quad P - 2KL = \mu^2. \tag{4}$$

Note that, $K$, $L$ and $P$ can directly determine the orbital elements $a, e, I, \omega, e$ and $\Omega$.

$$a = -\frac{\mu}{2K}, \quad e = \frac{P}{\mu},$$

$$I = \arccos \left(\frac{L_z}{L}\right), \quad \omega = \arcsin \left(\frac{P_z}{e \sin I}\right),$$

$$\Omega = \arctan \left(\frac{L_x}{L_y}\right).$$
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Here, \( I, \Omega \) and \( \omega \) are in the ranges of \( 0 < I < \pi, 0 < \Omega < 2\pi \) and \( 0 < \omega < 2\pi \), respectively. The location of \( \Omega \) on the orbital plane is decided by the signs of \( P_2 \) and \( P_2 \cos \Omega + P_y \sin \Omega \). For the sixth orbital element, the mean anomaly \( M \) is related to the mean motion specified by the Keplerian energy.

### 2.2 Construction of the Algorithm

For the pure Keplerian system, \( \phi = (K, L_x, L_y, L_z, P_2, P_y, P_z)^T \) are conserved quantities and can be expressed as \( (\phi_1(x), \phi_2(x), ..., \phi_7(x))^T \). They are

\[
\Delta \phi(x) = \phi(x) - c = 0,
\]

where \( \phi(x) = (\phi_1(x), \phi_2(x), ..., \phi_7(x))^T \), \( x = (x, y, z, \dot{x}, \dot{y}, \dot{z})^T \) and \( c = (c_1, c_1, ..., c_7)^T \) represent the seven conserved quantities, the state vector and the integral constant vector, respectively. However, usually \( \Delta \phi(x) \neq 0 \) because of the errors in the numerical calculation.

In order to pull the solution back to the hypersurface, the seven parameters \( s = (s_1, s_2, s_3, s_4, s_5, s_6, s_7)^T \) are introduced to construct a correction vector \( \varepsilon(s) = (s_1, S_2, s_3, s_4, s_5, s_6, s_7)^T \). \( \varepsilon(s) \) values are utilized to adjust the numerical solution \( x_1 \) with the form of

\[
x^* = \left( \begin{array}{c} r^* \\ v^* \end{array} \right) = \left( \begin{array}{c} r_1 \\ v_1 \end{array} \right) + \varepsilon(s),
\]

which satisfies Equation (6)

\[
\Delta \phi(x^*(s)) = 0.
\]

Equation (8) can also be written as

\[
K - \frac{v^*}{2} - \frac{\mu}{r^*} = 0,
\]

\[
L - r^* \times v^* = 0,
\]

\[
P - v^* \times L - \left( \frac{\mu}{r^*} \right) r^* = 0.
\]

Obviously, Equation (8) can be expanded to a set of nonlinear equations about \( s \)

\[
\Delta \phi(s) = \frac{1}{2} (s_1 x_1 + s_2 x_2)^2 + (s_1 x_1 + s_7 x_7)^2 (s_6 x_1 + s_7 x_7)^2)
\]

\[
\frac{\sqrt{(s_1 x_1 + s_2 x_2)^2 + (s_1 x_1 + s_7 x_7)^2}}{s_1 x_1 + s_2 x_2} - K = 0
\]

\[
s_2 y_1 (s_1 x_1 + s_7 x_7) - s_1 z_1 (s_1 x_1 + s_7 x_7) = 0
\]

\[
s_2 z_1 (s_1 x_1 + s_7 x_7) - s_1 y_1 (s_1 x_1 + s_7 x_7) = 0
\]

\[
s_1 x_1 (s_1 x_1 + s_7 x_7) - s_2 y_1 (s_1 x_1 + s_7 x_7) = 0
\]

\[
P_x = 0
\]

\[
L_x (s_1 x_1 + s_7 x_7) - L_y (s_1 x_1 + s_7 x_7)
\]

\[
\frac{\sqrt{(s_1 x_1 + s_2 x_2)^2 + (s_1 x_1 + s_7 x_7)^2}}{s_1 x_1 + s_2 x_2} - P_x = 0
\]

\[
P_y = 0
\]

\[
L_y (s_1 x_1 + s_7 x_7) - L_z (s_1 x_1 + s_7 x_7)
\]

\[
\frac{\sqrt{(s_1 x_1 + s_2 x_2)^2 + (s_1 x_1 + s_7 x_7)^2}}{s_1 x_1 + s_2 x_2} - P_y = 0
\]

\[
P_z = 0.
\]

Because only five of the seven equations are completely independent, Equation (10) is underdetermined. A method to solve such a problem is described in Appendix A. When \( s \) is obtained, the adjusted vector \( x^*(s) \) will be used as the initial solution for the next step in the integration. For simplicity, we call the new method “M1”. Note that the form of the correction vector is not arbitrary, and the reason for such an operation will be elaborated on in Section 2.4.

For comparison, the existing methods of Fukushima (2004) and Ma et al. (2008b) will be called “M2” and “M3” in the next section, respectively.

### 2.3 Numerical Tests

In order to evaluate the numerical performance of M1, we take the simplest two-body problem (1) with \( \mu = 1 \) as a test model. The initial orbital elements are \( a = 2, e = 0.1, I = 23^\circ, \Omega = 50^\circ, \omega = 30^\circ \) and \( M = 40^\circ \). A fifth-order Runge-Kutta integrator (RK5) with a fixed time step of 1/100 for the period \( T \) is selected as a basic numerical integrator. The analytical solution is taken as the reference value in the pure Keplerian problem.

As plotted in Figure 1, the accuracies of all orbital elements are greatly improved for M1, M2 and M3, compared to those for RK5. However, M1, M2 and M3 have some differences in the corrections of individual orbital elements. In Figure 1(a) and 1(b), M1, M2 and M3 have the same performance in suppressing the error of the semimajor axis \( a \) to the order of the machine epsilon. However, at the end of integration, the accuracy of the mean anomaly \( M \) for M3 is lower in magnitude by about two orders than that for M2, and the error in \( M \) for M1 gradually approaches that for M2. The reason is that the adjusted numerical solution accurately satisfies the Keplerian energy \( K \) in M2, while approximately satisfying the equation of \( K \) through the iterative method in M1. However, M3 linearly satisfies the equation of \( K \), so the correction of \( K \) by M3 is poorer than that by M1 and M2. In Figure 1(c) and 1(d), M1 is slightly better than M2 and M3 in the correction of eccentricity \( e \), and the readjustment of the argument of perihelion \( \omega \) by M1 and M2 is slightly better than by M3. That is, M3 is the poorest in correcting the Laplace vector \( P \). Here is an explanation for these different results. The three components of \( P \) are kept for M1, and the two related components are conserved for M2. However, only \( P_z \) is preserved for M3. Finally, as displayed in Figure 1(e)–1(f), M1, M2 and M3 have the same effect on the errors of orbital inclination \( I \) and longitude of ascending \( \Omega \), and the errors almost reach the order of the machine epsilon. That means that M1, M2 and
M3 have the same performances in the conservation of the angular momentum vector $L$.

As seen from the relative position errors in Figure 2, the difference between M1 and M2 is not obvious when the integration time spans $10,000T$. The methods M1 and M2 have higher accuracies in magnitude by about six orders than RK5, and in magnitude of about two orders than M3.

Therefore, M1 and M2 are superior to M3 in the correction of the relative position.

Next, let us consider the influence of the variation of eccentricities on the correction effectiveness. We fix initial orbital elements $a = 2, I = 23^\circ, \Omega = 50^\circ, \omega = 30^\circ$ and $M = 40^\circ$, but let the orbital eccentricity be altered from 0.1 to 0.7 with an interval of 0.01. The integration time of each orbit is $10,000T$. It can be seen from Figure 3 that for
any one of the three correction methods, the errors of $a, I$ and $\Omega$ can remain stable with an increase in the eccentricity $e$, and the accuracies of $\omega$ and $e$ gradually increase, but that of $M$ decreases.

2.4 Discussions

An appropriate choice of the conserved quantities and the modified vector is very important. As stated in Equation (4), there are seven conserved quantities, but only five of them are completely independent. In the theory, if the five independent integrals are kept well, the two other dependent integrals are also. However, they may not be from a numerical viewpoint. This is why the conservation of the seven dependent and independent integrals, called the method M1, is considered. Besides M1, the conservation of six dependent and independent integrals (called method M1$'$) and that of five independent integrals (called method M1$''$) are also considered. The details of M1, M1$'$ and M1$''$ are listed in Table 1. For M1$'$, we use six parameters $s' = (s'_1, s'_2, ... , s'_6)^T$ to construct a new correction vector $\epsilon'(s') = (s'_1x_1, s'_2y_1, s'_2z_1, s'_3x_1, s'_3y_1, s'_3z_1)^T$, and obtain the corrected solution $x^* = x_1 + \epsilon'(s')$ to satisfy the six conserved quantities $K, L_x, L_y, L_z, P_z$ and $P_2$. Then, a problem is how to solve such a set of nonlinear equations about $s'_i (i = 1, 2, ..., 6)$. The iterative method described in Appendix A is still used. In this way, the readjusted solution is obtained. For M1$''$, the modified solutions $x'' = x_1 + \epsilon''(s'')$ satisfy the five integrals $K, L_x, L_y, P_z$ and $P_2$. Here, $s'' = (s''_1, s''_2, ..., s''_5)^T$ is the parameter vector and $\epsilon''(s'') = (s''_1x_1, s''_2y_1, s''_2z_1, s''_3x_1, s''_3y_1 + s''_4y_1, s''_4z_1 + s''_5z_1)^T$ is the corresponding new correction vector. Similarly, the corrected solution is obtained by the iterative method solving a five-dimensional nonlinear system. Now, let us estimate the correction effectiveness of the three methods.

The above Kepler problem is still used to check the numerical performance of M1$, M1''$ and M1. The initial conditions and the basic numerical integrator are the same as those in Section 2.3. Figure 4 depicts the growth of the errors in the conserved quantities for an orbit with eccentricity $e=0.1$. First, M1$'$ and M1 achieve almost the same good effectiveness in controlling the errors of all the conserved quantities in Figure 4. The error $\Delta P_y$ is slightly larger in magnitude by 0.1~0.2 orders for M1$'$ than for M1 in Figure 4(f). That is to say, although $P_y$ is not directly contained in M1$'$, it can be auto-corrected to a large degree. However, the higher-precision results that are obtained in this case cannot be guaranteed in any other cases. However, they are always ensured for M1, and the cost of additional computation is negligible. Therefore, M1 is a prior choice. By comparing M1$''$ and M1, we find that the accuracies of M1$''$ are lower in magnitude by about one order than those of M1 in the correction of $L_x$ and $L_y$. In addition, M1$''$ is slightly poorer than M1 for the corrections of $L_x, P_z$ and $P_y$. In fact, five integrals are not well maintained by M1$''$. To clearly demonstrate this, we list the singular values of the three methods when the linear equations are decomposed by SVD at some times in Table 2. Five singular values of the equations are nonzero in M1 and M1$'$. Equivalently, the corresponding five integrals can be maintained well. However, one of the five singular values is zero in M1$''$. This implies that only four of the five integrals are validly preserved in the calculation. It is obvious that M1 is superior to M1$''$. These results are consistent with those in Figure 4. As a consequence, the selection of the correction vector $\epsilon(s)$ in M1 is appropriate.

3 EXTENSION TO QUASI-KEPLERIAN SYSTEMS

In the following, our new scheme is extended to quasi-Keplerian orbits. Here, the quasi-Keplerian orbits represent the Kepler orbits affected by small perturbations.

3.1 The Perturbed Two-body System

For a perturbed two-body problem, the relative motion is controlled by

$$\frac{dv}{dt} = - \left( \frac{\mu}{r^3} \right) r + a. \quad (11)$$

Here $a$ is a perturbing acceleration.

It should be noted that $K, P$ and $L$ are no longer integral constants and become slowly-varying quantities in this system. Like those in Section 2.2, the seven slowly-varying quantities can be written as $\phi_i(t, x) \equiv c_i(t) (i = 1, 2, ..., 7)$. Now, let us construct the new correction vector $\epsilon'(s')$ based on these seven quantities. Similarly, we use eight parameters $s' = (s'_1, s'_2, ... , s'_8)^T$ to construct a new correction vector $\epsilon'(s') = (s'_1x_1, s'_2y_1, s'_2z_1, s'_3x_1, s'_3y_1, s'_3z_1, s'_4x_1, s'_4y_1 + s'_5y_1, s'_5z_1 + s'_6z_1)^T$ and obtain the corrected solution $x^* = x_1 + \epsilon'(s')$ to satisfy the eight conserved quantities $K, L_x, L_y, L_z, P_z, P_{2', 3', 4'}$ and $P_{5}', P_2', P_3', P_4$. Then, a problem is how to solve such a set of nonlinear equations about $s'_i (i = 1, 2, ..., 8)$. The iterative method described in Appendix A is still used. In this way, the readjusted solution is obtained. For M1$'$, the modified solutions $x'' = x_1 + \epsilon''(s'')$ satisfy the five integrals $K, L_x, L_y, P_z$ and $P_2$. Here, $s'' = (s''_1, s''_2, ..., s''_5)^T$ is the parameter vector and $\epsilon''(s'') = (s''_1x_1, s''_2y_1, s''_2z_1, s''_3x_1, s''_3y_1 + s''_4y_1, s''_4z_1 + s''_5z_1)^T$ is the corresponding new correction vector. Similarly, the corrected solution is obtained by the iterative method solving a five-dimensional nonlinear system. Now, let us estimate the correction effectiveness of the three methods.

The above Kepler problem is still used to check the numerical performance of M1', M1'' and M1. The initial conditions and the basic numerical integrator are the same as those in Section 2.3. Figure 4 depicts the growth of the errors in the conserved quantities for an orbit with eccentricity $e=0.1$. First, M1' and M1 achieve almost the same good effectiveness in controlling the errors of all the conserved quantities in Figure 4. The error $\Delta P_y$ is slightly larger in magnitude by 0.1~0.2 orders for M1' than for M1 in Figure 4(f). That is to say, although $P_y$ is not directly contained in M1', it can be auto-corrected to a large degree. However, the higher-precision results that are obtained in this case cannot be guaranteed in any other cases. However, they are always ensured for M1, and the cost of additional computation is negligible. Therefore, M1 is a prior choice. By comparing M1'' and M1, we find that the accuracies of M1'' are lower in magnitude by about one order than those of M1 in the correction of $L_x$ and $L_y$. In addition, M1'' is slightly poorer than M1 for the corrections of $L_x, P_z$ and $P_y$. In fact, five integrals are not well maintained by M1''. To clearly demonstrate this, we list the singular values of the three methods when the linear equations are decomposed by SVD at some times in Table 2. Five singular values of the equations are nonzero in M1 and M1'. Equivalently, the corresponding five integrals can be maintained well. However, one of the five singular values is zero in M1''. This implies that only four of the five integrals are validly preserved in the calculation. It is obvious that M1 is superior to M1''. These results are consistent with those in Figure 4. As a consequence, the selection of the correction vector $\epsilon(s)$ in M1 is appropriate.
The forms of $M_1$, $M_1'$, and $M_1''$ are presented in this table. Here, $s$ is a parameter vector, $\varepsilon$ is the correction vector and $\phi$ is a set of conserved quantities.

| Method  | $s$ | $\varepsilon$ | $\phi$ |
|---------|-----|----------------|--------|
| $M_1$   | $(s_1, s_2, s_3, s_4, s_5, s_6, s_7)^T$ | $(s_1 x_1, s_2 y_1, s_3 z_1, s_4 x_2 + s_7 x_1, s_5 y_1 + s_7 y_2, s_6 z_1 + s_7 z_1)^T$ | $K, L_x, L_y, L_z, P_\varepsilon, P_P, P_\phi$ |
| $M_1'$  | $(s_1', s_2', s_3', s_4', s_5', s_6')^T$ | $(s_1' x_1, s_2' y_1, s_3' z_1, s_4' x_2 + s_7' x_1, s_5' y_1 + s_7' y_2, s_6' z_1 + s_7' z_1)^T$ | $K, L_x, L_y, L_z, P_\varepsilon, P_P, P_\phi$ |
| $M_1''$ | $(s_1'', s_2'', s_3'', s_4'', s_6'')^T$ | $(s_1'' x_1, s_2'' y_1, s_3'' z_1, s_4'' x_2 + s_7'' x_1, s_5'' y_1 + s_7'' y_2, s_6'' z_1 + s_7'' z_1)^T$ | $K, L_x, L_y, L_z, P_\varepsilon, P_P, P_\phi$ |

Fig. 3 Dependence of the eccentricity on the integration errors in the Keplerian elements for several algorithms. The magnitude of the orbital eccentricity varies from 0.1 to 0.7 with an interval of 0.01, and each orbit is integrated till the time reaches $10000T$. 

Table 1 The forms of $M_1$, $M_1'$ and $M_1''$ are presented in this table. Here, $s$ is a parameter vector, $\varepsilon$ is the correction vector and $\phi$ is a set of conserved quantities.
Fig. 4 The errors in the conserved quantities for a pure Keplerian orbit with eccentricity $e = 0.1$, given by RK5 and its correction $M_1'$, $M_1''$, and $M_1$. 
were presented in the singular values of the equations are listed from the largest to the smallest when decomposing the linear equations with SVD at some times.

| Method | Time (T) | 9   | 3252 | 5927 | 8308 | 1000 |
|--------|----------|-----|------|------|------|------|
| M1     |          | 3.12201220558961 | 2.78181812405576 | 3.12201221280423 | 3.12201221566548 | 2.78181816346293 |
|        |          | 1.94250895238320 | 1.86827315178044 | 1.94250885128877 | 1.94250881212345 | 1.86827303596444 |
|        |          | 0.70370562034336 | 0.75498345941559 | 0.70370562270884 | 0.70370562364391 | 0.75498346482571 |
| M1'    |          | 0.48166011136037 | 0.46906269203175 | 0.48166010261385 | 0.48166009916065 | 0.46906269352241 |
|        |          | 0.28811443481869 | 0.34689399251316 | 0.28811443914503 | 0.28811442803126 | 0.34689399516191 |
|        |          | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 |
|        |          | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 | 0.00000000000000 |

Table 2: The singular values of the equations are listed from the largest to the smallest when decomposing the linear equations with SVD at some times.

The right-hand sides of Equations (12) are usually small quantities, so we insert \( \Delta K = K - K_0, \Delta L = L - L_0, \Delta P = P - P_0 \) instead of \( K, L, P \) at the left-hand sides of the equations so as to reduce round-off errors. \( K_0, L_0 \) and \( P_0 \) are the initial values of \( K, L \) and \( P \) which are respectively provided by the initial positions and velocities. It has been reported that the values of \( K, L, P \) obtained by simultaneously integrating Equations (11) and (12) are more precise than those yielded by substituting the numerical solution \( (r_1, v_1) \) into Equation (1) and Equations (3) \( (Huang & Innanen 1983; Mikkola & Innanen 2002) \). Therefore, the reference values of the slowly-varying quantities are given by the integral-invariant relations (12). For the perturbed two-body problem, the calculations are the same as those in the pure Keplerian problem, but the difference lies in that the conserved quantities for the latter are replaced by

\[
\frac{dK}{dt} = v \cdot a, \quad \frac{dL}{dt} = r \times a, \quad \frac{dP}{dt} = 2(a \cdot v)r - (r \cdot a)v - (r \cdot v)a. \quad (12)
\]
Each body in a multi-body problem is a perturbed two-body problem. Similarly, it has the equations of motion like Equation (11) and the evolution equations of the slowly-varying quantities like Equation (12). Therefore, the correction method of the solution of the perturbed two-body problem is also suitable for that of each body of the multi-body problem.

3.2 The Inner Solar System

To compare the effects of M1, M2 and M3 in a multi-body system, we take the inner solar system composed of the Sun, Mercury, Venus, Earth and Mars (here, “Earth” refers to the Earth-Moon barycenter) as an example of multi-body problems. In a heliocentric frame, each planet is viewed as a point mass $m_i$ with position $r_i$. The Newtonian equation of motion for each planet is written

$$\frac{d^2 r_i}{dt^2} = -\frac{G(M_\odot + m_i)}{r_i^3} r_i + a_i \quad (i = 1, 2, ..., 4). \quad (13)$$
where $a_i$ is the perturbed acceleration of each planet.

The initial conditions of each planet and the related physical parameters are obtained from those in the JPL planetary ephemeris ($t_0=\text{JD2440400.5}$), DE430. The basic integrator still uses RK5. The fixed time step is one day which is about 1/88 of Mercury’s orbital period, and the length of integration time is $10^4$ yr. The higher precision reference solutions are provided by a 12th-order Adams–Cowell method. The errors in the orbital elements of each planet are shown in Figures 5–8. The related results are presented in the following.

The accuracies of all the orbital elements for M1 are consistent with those for M2 and are higher in magnitude by about three orders than those for RK5. M3 is not as good as M1 and M2 in the accuracies of some orbital elements. This is because the seven slowly-varying quantities of each body are satisfied simultaneously in M1 and M2, but not in M3.

As stated in Ma et al. (2008b), the effects for improving all elements of every planet in the perturbed
problem are less than that those in the pure Keplerian problem. The effects are also influenced by the semimajor axes. Mercury, Venus, Earth and Mars have different semimajor axes corresponding to different periods. For the same step size, a smaller period means that the uncorrected integrator exhibits poorer performance, but the corrected method has better effects.

The errors in the relative positions of Mercury, Venus, Earth and Mars are presented in Figure 9. Here, the results in Figure 9 are almost the same as those in Figures 5–8. To more clearly demonstrate the effectiveness of the correction schemes, we list the errors of the position and velocity in Table 3. As expected, M1 and M2 exhibit typically better performance than M3. However, M1 and M2 have no obvious differences.

4 CONCLUSIONS

Unlike the rotation and linear transformation method of Fukushima (2004) (M2) and the correction approach of Ma et al. (2008b) (M3), a new extension scheme has been established here. For a pure Keplerian system, we
introduce seven parameters $s = (s_1, s_2, ..., s_7)^T$ to the modified vector $\varepsilon$, and make the readjusted solution satisfy the seven independent and dependent quantities including the Kepler energy, three components of the angular momentum vector and three components of the Laplace vector. Then, the problem is how to solve such a set of nonlinear equations about $s$. The Newton iterative method combined with SVD is used to solve these underdetermined equations, and the corrected numerical solutions are obtained. The new method can be extended to a perturbed two-body or multi-body system. In the perturbed case, the reference solutions of $K$, $P$ and $L$ are calculated by the integral-invariant relations of $K$, $P$ and $L$.

To evaluate the performance of the new method, we take the pure two-body problem and the inner solar system as tested models. For the new scheme, the errors of all orbital elements can achieve the order of the machine epsilon in the pure Keplerian problem. In addition, the accuracies of all the Keplerian elements for each planet in the inner solar system can be improved typically by the new correction method, compared with the uncorrected
is an underdetermined system of linear
Equation (A.2). The specific operation process is as follows. Assume that \( \Delta \phi(s) = 0 \) has an approximate root \( s_k \), and the set of nonlinear equations is expanded at this root. Then, we have

\[
\Delta \phi(s) \approx \Delta \phi(s_k) - \Delta \phi'(s_k)(s - s_k). \tag{A.1}
\]

In fact, \( \Delta \phi(s) = 0 \) can be approximated as

\[
\Delta \phi(s_k) - \Delta \phi'(s_k)(s - s_k) = 0. \tag{A.2}
\]

Equation A.2 is an underdetermined system of linear equations. That is to say, \( \Delta \phi'(s_k) \) is a singular matrix whose inverse does not exist. In this case, the SVD method is used to solve its pseudo inverse \( \Delta \phi'^+ (s_k) \). That is

\[
\Delta \phi'^+(s_k) = V(s_k)\Sigma^+(s_k)U^T(s_k). \tag{A.3}
\]

Here, \( V \) is a \( 7 \times 7 \) unitary matrix, \( U \) is a \( 7 \times 7 \) unitary matrix and \( \Sigma \) is a \( 7 \times 7 \) diagonal matrix with positive or zero elements (the singular values). Setting \( s_{k+1} = s \), we have the following iterative formula

\[
s_{k+1} = s_k - \Delta \phi'^+(s_k)\Delta \phi(s_k), k = 0, 1, \ldots \tag{A.4}
\]

In this way, the roots \( s^* \) of Equation (8) can be obtained. Finally, \( x^* = x_1 + \varepsilon(s^*) \) is given.

Fig. 9 Errors of the relative positions for the four inner planets. Subfigures (a), (b), (c) and (d) respectively depict the errors in relative positions of Mercury, Venus, Earth and Mars.
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**Appendix A: AN ITERATIVE METHOD**

Equation (8) is underdetermined. It means that the number of independent equations is less than that of unknown variables. The Newton iteration method cannot solve this kind of system of equations. Fortunately, the SVD method is helpful to solve the underdetermined linear equations (Press et al. 1992). Thus, the Newton iterative scheme combined with the SVD method is applied to solve Equation (8). The specific operation process is as follows. Assume that \( \Delta \phi(s) = 0 \) has an approximate root \( s_k \), and the set of nonlinear equations is expanded at this root. Then, we have

\[
\Delta \phi(s) \approx \Delta \phi(s_k) - \Delta \phi'(s_k)(s - s_k). \tag{A.1}
\]

In fact, \( \Delta \phi(s) = 0 \) can be approximated as

\[
\Delta \phi(s_k) - \Delta \phi'(s_k)(s - s_k) = 0. \tag{A.2}
\]

Equation A.2 is an underdetermined system of linear equations. That is to say, \( \Delta \phi'(s_k) \) is a singular matrix whose inverse does not exist. In this case, the SVD method is used to solve its pseudo inverse \( \Delta \phi'^+ (s_k) \). That is

\[
\Delta \phi'^+(s_k) = V(s_k)\Sigma^+(s_k)U^T(s_k). \tag{A.3}
\]

Here, \( V \) is a \( 7 \times 7 \) unitary matrix, \( U \) is a \( 7 \times 7 \) unitary matrix and \( \Sigma \) is a \( 7 \times 7 \) diagonal matrix with positive or zero elements (the singular values). Setting \( s_{k+1} = s \), we have the following iterative formula

\[
s_{k+1} = s_k - \Delta \phi'^+(s_k)\Delta \phi(s_k), k = 0, 1, \ldots \tag{A.4}
\]

In this way, the roots \( s^* \) of Equation (8) can be obtained. Finally, \( x^* = x_1 + \varepsilon(s^*) \) is given.
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