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Abstract This paper provides the first empirical attempt of linking firms’ profits and investment in R&D revisiting Knight’s (Risk, uncertainty and profit, Hart, Schaffner & Marx, Boston, 1921) distinction between uncertainty and risk. Along with the risky profit-maximising scenario, identifying a second, off-setting, unpredictable bias that leads to heterogeneous returns to R&D investments is crucial to fully understand the drivers of corporate profits. Consis-tently with the Knightian theory that relates risk to profitability, we model the impact of risk and uncer-tainty on profits and provide a first empirical attempt to model the effect of ambiguity, a particular type of uncertainty, on R&D returns.
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1 Introduction

The expected returns to R&D investment are typically subject to strong uncertainty. Innovations can be thought as unique events, and the process aimed at producing them (i.e. R&D investment) is an intrinsically uncertain economic activity.

In R&D intensive industries, market failures are a consequence of, among other reasons, uncertainty/risk and appropriability of a firm’s results of its R&D efforts. Although the terms risk and uncertainty are often used interchangeably (Alvarez and Barney 2007), they have different meanings and cause different types of market failure. While uncertainty (the lack of information and predictability of outcomes) hinders the decision making, risk results in a reduction of the total R&D investment or in a shift to short-term projects, at the expenses of longer-term projects which could potentially have higher social return rates (Tassey 1997). This distinction becomes relevant in the field of entrepreneurship.

Because uncertainty is at the base of the emergence of new opportunities, information and technological resources can be even more critical than financial ones in explaining entrepreneurial outcomes (Kuratko et al. 2015). Therefore, both from an entrepreneurial and innovation policy development perspective, it is key to understand and explain the separate effects that uncertainty and risk have on business outcomes.
Using the EU Industrial R&D Investment Scoreboard data on a sample of the top corporate R&D investors worldwide, this paper provides the first empirical attempt of linking firms’ profits and investment in R&D revisiting Knight’s (1921) distinction between uncertainty and risk. In particular, Knight used the word ‘risk’ to describe the “measurable uncertainty”, where the possible outcomes are known and they can be classified in groups with assigned probabilities “either through calculation a priori or from statistics of past experience” (Knight 1921, p. 232). The ‘true’ uncertainty, on the other hand, applies to situations where no probability can be computed, as agents do not have the information necessary to assign a probability measure “because the situation dealt with is in a high degree unique” (Knight 1921, p. 233). For Knight, such uncertainty is the essence of entrepreneurial activity, without which there could be no profits in a (perfectly) competitive setting, since the probabilistically predictable extra margins profits would be eliminated (Noorderhaven 2003; Freytag and Thurik 2007).

Bronk (2011) named “ontological uncertainty” the implausibility to imagine a firm having a model of well-founded expectation of the additional benefits it may derive from future-generation products whose nature is not yet known. This type of uncertainty is emblematically associated with radical innovations that shift the parameters of the market. The future opportunities and risks are simply not known and learnt only at the times of discoveries. Standard models in economics assume that agents use probabilities to quantify types of uncertainty regardless of their source or nature. Specifically, the literature of economics of innovation on the returns to R&D investments either omits the uncertainty from the drivers of profitability (Hall et al. 2010; Coad and Rao 2010; Bogliacino and Pianta 2013) or it captures only the measurable uncertainty, i.e. risk (Dixit and Pindyck 2012; Bloom and Reenen 2002; Doraszelski and Jaumandreu 2013). Recently, Ghosal and Ye (2014) showed that uncertainty has a different impact on employment growth for firms of different size, with negative effects mainly found for smaller businesses.

With this paper, we contribute to the literature on corporate entrepreneurship (Ireland et al. 2009; Morris et al. 2011; Kuratko et al. 2015) by examining the returns to entrepreneurial investment such as R&D, and by exploring the effect of both risk and Knightian or ‘true’ uncertainty. In particular, additional to the ‘predictable’ part of the uncertainty faced by the company, we consider what the economic analysis refers to as ambiguity. The notion of ambiguity derives from the interpretation of uncertainty as the lack of predictability due to the lack of sufficient information (think of the Schrödinger’s cat hypothetical experiment; Schrödinger 1935) or to the complexity of information.

Our main contribution consists in testing some of the hypotheses that have been advanced by the theoretical literature on industrial and innovation economics. The first set of conjectures concerns the impact of risk and uncertainty on profits. The Shumpeterian theory relating risk to profitability assumes that entrepreneurs require a higher return for taking on more risk, a so-called “risk premium” (Tobin 1958). Using profit volatility as a measure of risk (Markowitz 1952; Hurdle 1974), we test whether its correlation with the profits is positive as predicted by the ‘risk-premium hypothesis’. Concerning the impact of uncertain and ambiguous investment environment on profits, theoretical predictions point to a negative relationship. In fact, to cope with the highly unpredictable discovery process, firms tend to adopt a routinised behaviour when facing times of strong uncertainty and tend to lower their R&D effort. The lowered R&D effort may result in a lower innovation rate and, ultimately, in lower profits (Cozzi and Giordani 2011; Becker 2004; Dosi and Egidii 1991).

The second set of hypotheses regards the effect of risk and uncertainty on R&D returns. The hypothesis concerning the impact of risk on the returns to R&D follows the risk-bearing rationale (Chambers et al. 2002; Chan et al. 2001), i.e., the presence of risk yields to positive R&D returns. Additionally, using a proxy of ambiguity, we advocate the work of Chen and Epstein (2002) that shows how asset returns can be expressed as a sum of a risk premium and an ambiguity premium, i.e. the presence of both risk and ambiguity may lead to higher R&D returns than when ambiguity is not taken into account. Furthermore, similarly to Ghosal and Ye (2014), we verify whether the impact of risk varies across firm size.

In what follows, we test these assumptions and present evidence on the relation between R&D investment, risk and the uncertainty of future benefits from those investments. In the next Section, we discuss the difference between risk and uncertainty and briefly
review both theoretical and empirical literatures that have dealt with the relationship between uncertainty and R&D. Section 3 describes the data and the empirical methodology. Section 4 presents and discusses the results. Section 5 concludes.

2 Risk, uncertainty and ambiguity

In his famous dissertation “Risk, Uncertainty and Profit” (1921) Frank H. Knight made its central distinction between measurable risk and immeasurable uncertainty. Risk is a situation where it is possible to calculate the probabilities associated with a range of scenarios, while uncertainty is a situation where neither its probability distribution nor its mode of occurrence is known, because, for example, the situation is unique. Few years later, Keynes (1936) focused on forecast and valuation over the expected returns to investments and stated that they “cannot be uniquely correct, since our existing knowledge does not provide a sufficient basis for a calculated mathematical expectation”. Although the differentiation between risk and uncertainty has been somewhat overlooked by the neo-classical literature (Hodgson 2011), it may be crucial to understand the variability of profits. Bronk (2011) and Lane and Maxfield (2005) examined and discussed the nature and sources of immeasurable uncertainty. In particular, Bronk (2011) made the relevant distinction between ‘ontological’ and ‘epistemological’ uncertainty. Figure 1 reports an exemplification of the taxonomy of uncertainty, classifying various types of uncertainty according to the knowledge of events or outcomes, and to the knowledge of the probability.

Ontological uncertainty refers to a situation where the nature of an event and its associated probability to happen are not known. This type of uncertainty “implies the impossibility of knowing even the categories and possible nature of what has yet to be created or yet to evolve” (Bronk 2011, p. 9). Very few studies investigated the impact that this sources of uncertainty have on R&D investment and innovation. One of the first economist to tackle the impact of this type of uncertainty on R&D and profitability is Sutton (2006), who offered a theoretical framework to address the fundamental difference between a probabilistic setting and one in which the firm faces a set of unique, unrepeatable circumstances. Sutton (2006) explored the relationship between firm’s investment in capabilities (e.g. know-how), profitability and survival using a model of Knightian uncertainty.1 Sutton’s (2006) theoretical model predicts that, in a Knightian uncertain environment, investing in capabilities matters for the firm’s survival, but depending upon the costs of “mastering know-how”, it may or may not lead to higher profitability.

Epistemological uncertainty, or ambiguity, relates to a situation where things could be in principle known but they are not known in practice, due to the lack or the complexity of information that agents need to handle.2 To make an example, the first time an

---

1 Sutton’s (2006) modelling of Knightian uncertainty rests on the hypothesis of rational, profit-maximising firms facing an environment that cannot be described probabilistically. Subjective probabilities can be assigned to outcomes, but these cannot be updated.

2 The term complexity can refer to the massive amount of information to which economic agents are exposed (market characteristics, technological information, etc.) and the unmanageable costs both in terms of money and time that would be necessary to collect and analyse the relevant data in order to make an optimal decision. The term complexity can also refer to the difficulty of making ex-ante predictions in dynamic non-linear systems. In fact, the economy is permanently in disruptive motion as agents explore, interact, learn, and adapt. These disruptions snowball into larger phenomena. One driver of disruption is technological change, and “a novel technology is not just a one-time disruption to equilibrium, it is a permanent ongoing generator and demander of further technologies that themselves generate and demand still further technologies” (Arthur 2009). This is a more technical definition of complexity that belongs to complexity economics literature. The interested reader is referred to Arthur (2009) for a review.
economy had undergone an economic crisis, the event was unknown and unpredictable. Once the economic crisis has been observed (see “Discovery” in Fig. 1), it is plausible to assume that there is going to be another one, but the data necessary to form a forecast and the complexity of factors influencing a future crisis render the event known but unpredictable.

Ellsberg (1961) introduced the notion of ‘ambiguity’ to refer to situations in which the likelihoods of events are too imprecise to be properly summarised by probabilities because the available information is incomplete and/or imperfect. The sensitivity towards uncertainty, i.e. ambiguity attitude, has been intensively investigated by the literature on decision under uncertainty (Gilboa and Schmeidler 1989; Gajdos et al. 2008). According to this strand of studies, when objective probabilities are not known, they can be replaced by subjective ones, so that problems of decision under uncertainty are reduced to simpler problems of decision under risk. The embodiment of subjective expected utilities theories in the empirical framework have found two channels (de Palma et al. 2008): experiments in the field of cumulative prospect theory (Tversky and Kahneman 1992) and random utility models (McFadden 2001) applied to discrete choice models. In this latter econometric literature (see Train 2003), the ambiguity enters in the form of a weighting function that scales the individual-specific utility functions by their perceptions and beliefs. These weighting functions take usually a parametric form, and the estimated parameters confirm that the perception of a risky event shape the weighting function (Loomes et al. 2002; Abdellaoui et al. 2011). Generally the results confirm the aversion of individuals towards ambiguity.

In the fields of economics of uncertainty and financial economics, many studies have reported evidence of anomalies in the returns to equity. The so-called “equity risk-premium puzzle” (ERP puzzle), or variance premium puzzle, is an observed anomaly for which the equity returns are excessive with respect to risk (Mehra and Prescott 1985). Studies on ambiguity aversion have tried to explain the ERP puzzle. The suggested hypothesis is that if ambiguity is present in decision-making process, the overall attitude towards risk may be accentuated, which will increase the ERP level (Chen and Epstein 2002; Bollerslev et al. 2009; Miao and Wang 2011).

The literature on R&D and real option valuation of R&D projects offers both theoretical and empirical predictions. Cozzi and Giordani (2011) incorporated the economic agents’ ambiguous beliefs about the innovative process in a neo-Schumpeterian growth framework. Their theoretical model predicts that when agents (e.g. companies) face “a complex and changing environment, a relatively high \( \alpha \) (ambiguity aversion) embodies a cautious evaluation of profitable opportunities of investment, and gives rise to a persistently low R&D-effort behaviour, and viceversa” (Cozzi and Giordani 2011, p. 306). The authors alleged that the lowered investment in R&D could lead to lower profits. Their theoretical prediction helps to explain the evidence of the heterogeneous R&D efforts across countries due to different cultural/country-specific attitudes towards ambiguity, and the impact on the variability of profits. Dobbelraere et al. (2008) and Pennings and Sereno (2011) calculated the probability to start a R&D project and its option value, respectively, given the presence of ‘technical’ and economic uncertainty. In Dobbelraere et al. (2008), the authors showed, both theoretically and empirically, that when firms operate in favourable ‘technical’ (cost) uncertainty and market uncertainty conditions (i.e., a firm experiences an increase in demand or a decrease in the cost of R&D), an increase of market volatility increases the likelihood of undertaking R&D. The good and bad states of technical and market uncertainty are modelled as independent lotteries, and the firm does not have a priori knowledge on the outcome. Pennings and Sereno (2011), with a case study on one of the largest oncology-focused R&D companies in Europe, show that both types of uncertainty have a positive impact on the R&D option value. However, in their modelling framework, what they define as technological uncertainty, often interchanging the terminology, is the measurable risk of failure of pharmaceutical R&D projects at different stages of the project.3

Aside from the aforementioned few papers that discussed and empirically tackled the issue of ‘true’ uncertainty relative to R&D and profitability of

3 In Pennings and Sereno (2011), the risk of failure and abandoning the project is modelled as a function on the “arrival intensity of important information” (Pennings and Sereno 2011, p. 376) which is depending on the firm’s estimations of the probabilities of success of the previous stages.
R&D projects, most of the literature focused on the relation between measurable uncertainty (e.g., volatility, risk), and the returns to physical and intangible investments, such as R&D. The results across literatures are heterogeneous. For example, Czarnitzki and Toole (2011) using the variance of the firms’ revenues to proxy for the market volatility found that uncertainty about market returns significantly reduces firm-level R&D investment. Differently, the empirical finance literature (Chan et al. 2001; Chambers et al. 2002; Pastor and Pietro 2003; Vo 2013) reported evidence of higher returns to R&D investments when the investment scenario involves more risk and volatility. In particular, Chan et al. (2001) pointed at the mispricing rationale for this positive correlation between risk, R&D intensity and firms’ profitability. The hypothesis of mispricing suggests that when R&D expenditure is high, investors tend to understate profits because it is recorded as an expense on the accounting balance sheets, and overstate the earnings when R&D is low. Thus, the value created by the R&D spending tends to be understated in the period in which it takes place, but results in higher future excess returns. Chambers et al. (2002), Pastor and Pietro (2003), and Vo (2013) tested both the hypotheses of mispricing and the risk-bearing hypothesis that R&D intensive firms will earn high returns as a consequence of a risk premium. In general, their empirical results suggest that the positive association between R&D levels and returns is mainly due to the compensation for bearing risk. They find that high R&D intensity companies (which generally have poor past returns) tend to earn larger excess returns (in excess of the risk-free returns). They also find R&D intensity to be positively associated with return volatility. Although these studies control for size, none of them explores if and how the impact of risk or uncertainty changes across firms of different size. A relevant exception is represented by Ghosal and Ye (2014), who find that the impact of uncertainty on employment growth is different for small and large businesses.

Taking stock of both the theoretical and the empirical work, we test some of the hypotheses advanced in these literatures concerning the role played by risk and ambiguity in business activities and explore differences between small and large businesses.

3 Empirical setting

In this section we propose an empirical framework to disentangle the impact of risk, firm-level and country-level ambiguity attitude on companies’ profits and on investment returns. After a brief description of the dataset, we discuss the measure used to proxy ambiguity and the regression model.

3.1 Data

We estimate the corporate returns to R&D and to physical capital using a sample of firms contained in the EU Industrial R&D Investment Scoreboard. This is a scoreboard analysis of top corporate R&D investors worldwide, which the Institute of Prospective Technological Studies (Joint Research Centre, European Commission) has conducted annually since 2004. The dataset contains economic and financial data of the top 2000 world R&D investors and covers the 2004–2012 period. In particular, starting from top ranked companies for 2012, historical financial data are collected to analyse their trajectories along the time period considered. Data are collected from the companies’ published accounts and refer to the ultimate parent company in the case of consolidated groups. The key variable of the EU R&D Scoreboard is the cash investment in R&D (as from international accounting standards) that the companies funded themselves, excluding those undertaken under contract for customers such as government or other companies. Given that the R&D figures refer to R&D expenditures of conglomerates, companies are likely to run different R&D projects. The observed R&D expenditure may refer to an unobserved number of projects at different project stages. Therefore, with the available data we are likely to capture the average impact of risk and ambiguity rather than the specific impact at different project stages.

In addition to R&D, data on net sales, operating profit, capital expenditure, number of employees and market capitalisation are reported. The EU R&D Scoreboard economic data are nominal and expressed in Euros with all foreign currencies converted at the exchange rate of the year-end closing date (31 December). The country attributed to a given company
refers to the country where the headquarter is located. Although headquarters are concentrated in a relatively small set of countries, the subsidiaries of top corporate R&D investors are located in more than 200 economies, where the levels of risk and uncertainty may be different. However, corporate R&D performers seemingly concentrate the majority of their subsidiaries in the very same area where the headquarters are located (see Dernis et al. 2015; Tübbe et al. 2015 for a focus on European based companies), where most of the R&D decisions are typically taken.

All the economic figures have been deflated using the GDP deflators published by the World Bank, and using 2004 as the reference year. For companies located in the Cayman Islands, we applied the World average deflator. In the case of companies based in Taiwan (Chinese Taipei), we used the “Implicit GDP Price Indices” taken from the OECD-MSTI database. The EU R&D Scoreboard covers nearly all the more important players in terms of R&D investments in the World (especially in mid-high and high-tech sectors) and accounts for nearly 90% of the total world corporate R&D expenditure (European Commission 2013).

3.2 Risk and uncertainty proxies

Among the approaches to deal with risk, we advocate that of Markowitz (1952) who used variance of losses as a risk measure. Similarly, in this paper, to obtain an idiosyncratic deviation risk measure, we take the standard deviation of operating profits as “severe” a type of uncertainty deriving from the information gap between an ‘estimate’ and a ‘possibility’. An info-gap model of uncertainty can be formulated as follows. Let \( \bar{r}(\text{R&D, PhyCap}, \omega) \) denote the expected profits as a function of investment in R&D, physical capital and other quantities \( \omega \), such as human capital, managerial ability, industry diversification, macroeconomic shocks such as policy changes etc., based on the best available information. The actual profit function \( r(\text{R&D, PhyCap}, \omega) \) deviates in an unknown manner from the estimated model \( \bar{r}(\text{R&D, PhyCap}, \omega) \). As we do not have information on the likelihood of the various alternative profit functions, a simple info-gap model can be formulated as the unbounded family of sets of all functions whose deviation from \( \bar{r}(\text{R&D, PhyCap}, \omega) \) is not larger than a fixed value \( x \):

\[
\mathcal{R}(x, \bar{r}) = \{ r(\text{R&D, PhyCap}, \omega) : |r(\text{R&D, PhyCap}, \omega) - \bar{r}(\text{R&D, PhyCap}, \omega)| \leq x \}, \quad x \geq 0
\]  

(1)

The parameter \( x \) represents the epistemological uncertainty horizon. The larger the value of \( x \), the greater the range of unknown variation. To retrieve an estimate of the functions whose deviation is nowhere greater than \( x \), we use the following empirical interpretation of the info-gap model in (1) and define an ambiguity parameter, \( \text{amb}_{it} \), as follows:

\[
\text{amb}_{it} \equiv |\text{OP}_{it} - E(\text{OP}_{it} | \text{R&D}_{it-1}, \text{PhyCap}_{it-1}, \omega_{it})|,
\]  

(2)

where we take the absolute deviation of the residual term of a regression that estimates the expected returns to R&D and to physical capital and other control variables \( \omega_{it} \). We assume that the set of functions deviating from the entrepreneur’s forecast model is bounded and corresponds to the forecast error, which includes both the expected ranges of favourable and unfavourable business scenarios. The ambiguity parameter also captures the individual attitude towards ambiguity, i.e. how the companies react to the self-assessed \( \text{amb}_{it} \).

The number of factors influencing both profits and investments (physical capital and R&D) dynamics can be large, ranging from firm-level characteristics, such as the availability of human capital resources, or global industry diversification strategies, to sectoral and macroeconomic characteristics. With the
available data, we can only control for a limited set of such characteristics. In particular, the vector of control variables
\[ \omega_t = (\gamma_t, \delta_t, \theta_t) \]
includes firm random effects, \( \gamma_t \), to proxy for unobserved individual level characteristic, such as the corporate structure or the managerial ability, time dummies, \( \delta_t \), to approximate macroeconomic shocks common to all companies, and the volatility of the public opinion of a company’s net worth (market capitalisation), \( \theta_t \). This is defined as the firm-level standard deviation of market capitalisation normalised by the industry-level standard deviation, i.e. \( \theta_t = \sigma_i(\text{MarketCap})/\sigma_j(\text{MarketCap}) \), and it is meant to control for the variation in market specific factors which is not necessarily related to the company.

The variable \( \theta_t \) is assumed to capture the shareholders’ incomplete information over the profitability of the company. In fact, according to the ERP puzzle rationale (observed returns on stocks higher than expected), \( \theta_t \) may include also the subjective return expectations of the shareholders.

Ghosal and Ye (2014) use a similar methodology to proxy for the unsystematic, or unforeseeable component of GDP, inflation, fuel and stock market indexes evolution. In their paper, they use the squared error from a second-order autoregressive model to examine the impact of uncertainty on employment dynamics.

3.3 Empirical specification

In line with the literature on R&D returns, we examine the returns to physical capital and R&D investment when companies face a risky, uncertain, complex and dynamic environment. To assess the impact of risk and ambiguity on companies’ profits and profitability of R&D, we adopt a mediated linear regression model (Pearl 2001; Imai et al. 2010a, b). The theoretical predictions reviewed in Sect. 2 suggests that ambiguity may have both a direct impact on the firm profits, but also it can account for part of the relationship between R&D investment and operating profits (see Fig. 2). In this context, the aim of mediation analysis is to disentangle the average direct and indirect impact of ambiguity on operating profits. A simple way to obtain estimates of the causal path in Fig. 2 is to multiply the regression coefficients of two models (Sobel 1982).

The product of coefficients approach proposed by Sobel (1982) is constructed as follows:

\[ M1 : \quad \text{OP}_t = \beta_0 + \beta_1 \text{OP}_{t-1} + \beta_2 \log(\text{R&D})_{t-1} \]
\[ + \beta_3 \log(\text{PhyCap})_{t-1} + \gamma_1 \text{risk}_t \]
\[ + \gamma_2 \Delta \text{risk}_t + \gamma_3 \text{amb}_t + \epsilon_t \]
\[ M2 : \quad \text{amb}_t = \delta_0 + \delta_1 \log(\text{R&D})_{t-1} + \nu_t , \]

where \( \text{OP} \) are the operating profits arising from the sale/disposal of businesses or fixed assets, \( \log(\text{R&D}) \) is the logarithm of the cash R&D investment founded by the companies themselves. The logarithm of physical capital, \( \log(\text{PhyCap}) \), is the (capitalised) expenditure used by a company to acquire or upgrade physical assets.

In the Sobel approach, the indirect effect is obtained by multiplying the partial regression effect of ambiguity at time \( t \) (amb\( _t \)) on \( \text{OP} \), \( \gamma_3 \), and the simple regression coefficient of the second model where the lagged R&D investment predicts the level of ambiguity, \( \delta_1 \). Therefore, the indirect effect is given by \( \gamma_3 \delta_1 \). Alternatively, to obtain the indirect effect of the change in ambiguity on profits, we plug in the estimated direct impact of R&D on ambiguity,

\[ \text{IE}(\text{amb})_t = \delta_1 \log(\text{R&D})_{t-1} , \]

in the first model (M1). The coefficient is obtained through a first-differences estimation, as there could be firm-level characteristics that are correlated.

Our profit estimation model for a company \( i \) at time \( t \) becomes

\[ \text{OP}_t = \beta_0 + \beta_1 \text{OP}_{t-1} + \beta_2 \log(\text{R&D})_{t-1} \]
\[ + \beta_3 \log(\text{PhyCap})_{t-1} + \gamma_1 \text{risk}_t + \gamma_2 \Delta \text{risk}_t + \gamma_3 \text{amb}_t + \epsilon_t \]
\[ x'_t = (\text{risk}_t, \Delta \text{risk}_t, \text{IE}(\text{amb})_t) . \]

where we control for both indirect effect of R&D mediated by ambiguity and for the direct impact of the change in ambiguity on operating profits. In fact, the vector \( x \) contains the measures of firm-level and

![Fig. 2 Mediation model. Source: Own construction](https://example.com/fig2.png)
industry-level risk, the first difference in firm-level ambiguity, \( \Delta \text{Amb}_{it} \), and the intermediate variable that measures the indirect contribution of ambiguity in explaining the impact of R&D on operating profits. The remainder term, \( \delta_t + \eta_j + \zeta + \epsilon_{it} \), accounts for yearly, sectoral, country effects, and a measurement error, respectively. Despite Sect. 2 identified a number of channels through which ambiguity and risk may increase or reduce the profitability of R&D, the presented empirical set up has the ability to derive only their net effects.

Summary statistics of the variables used for the empirical analysis are presented in Table 1, where averages, medians, standard deviations and numbers of observation are shown. The dependent variable, the operating profits, OP, the investment in R&D, R&D, and the investment in physical capital, PhyCap, are expressed in Euro billion. The \( \log(R&D) \) and \( \log(\text{PhyCap}) \) are the natural logarithms of these variables. All the variables expressed in levels are left-skewed.

Below the summary statistics, we also report the Pearson’s correlation matrix to facilitate the understanding of the relationship between variables, without a priori causation implication. Firm-specific risk, tangible and intangible investments (physical capital and R&D) and operating profits are correlated. However, only physical capital and R&D have a high correlation value (0.62). Also, the firm-level ambiguity indicator is negatively associated with the operating profits.

### 4 Results and discussion

Most of the literature in innovation economics focused on the relationship between firm performance and R&D adopting either a knowledge capital production function à la Griliches (1979) (Doraszelski and Jaumandreu 2013), or an accounting approach, where the focus is on the relationship between accounting-based performance measures and R&D investments (Lev 2000). Our paper adopts this latter approach, as we estimate Eq. (3) to quantify the impact of investment in intangible and tangible assets, risk and ambiguity on firm future profits, using financial data on the top world R&D investors contained in the EU R&D Scoreboard.

To alleviate potential endogeneity problems due to simultaneity of the decision to invest and profits, we take lagged control variables. The first differences of firm-level ambiguity are taken at time \( t \), i.e. the same time in which the company observes its current level of profits. The estimation results of the mediated linear regression model are reported in Table 2, where results from six alternative specifications are displayed. We control for fixed industry effects, for macroeconomic shocks that might affect the firms in the sample, and for macro geographical region rather than for country effect, given the under-representation of some countries.

We find that the partial elasticities of tangible and intangible assets (physical capital and R&D, respectively) are all positive and we report the computed elasticities\(^5\) at the bottom of Table 2. The R&D elasticities vary from 0.023 (column 2) to 0.065 (column 1). It is hard to compare our results with those of Lev and Sougiannis (1996), Sougiannis (1994) or Lev (2000). Although we adopt the same methodology (earnings depend on tangible and non-tangible assets),

\[^{5}\text{The elasticities of R&D and physical capital are derived as } \frac{\partial \log(\text{OP})}{\partial \log(R&D)} \text{ and } \frac{\partial \log(\text{OP})}{\partial \log(\text{PhyCap})}, \text{ respectively.}\]
Lev and Sougiannis (1996) deflate all the variables by annual sales, while we deflate using the GDP deflator. Moreover, they control for additional advertising expenses, and their sample is made of 2600 manufacturing companies in the period 1975–1991. For distinct reasons, comparing our results with the literature measuring the returns to R&D can be misleading. In fact, Doraszelski and Jaumandreu (2006), adopting a production function approach, found that the coefficients vary between 0.017 and 0.075. The correspondence of our estimates to theirs is coincidental as Doraszelski and Jaumandreu (2006)
regressed the deflated revenue on a set of factor inputs (tangible, intangible assets, and labour). In general, our results partially confirm the findings of Hall et al. (2010) who reviewed many studies on the returns to R&D: we find that the private returns to R&D are strongly positive, but not “somewhat higher than those for ordinary capital”. In fact, we do not find any statistically significant difference between the two. In the first column, the assets elasticities are statistically significantly larger than in the other five columns (p<0.1 or less). We believe that in the first specification the estimated coefficients are overestimated due to the lack of control for any degree of uncertainty. In this scenario, the econometrician assumes that a company is neither aware of risk nor of ambiguity, or simply ignores them, leading to an optimistic scenario of inflated tangible and intangible asset coefficients.

The specifications in columns 2 and 3 control for risk. In line with the risk-premium hypothesis, and as Chambers et al. (2002), Pennings and Sereno (2011), and Vo (2013) we find a positive effect of the risk on the earnings of companies. Both columns report positive coefficients for firm- and industry-level risk. Controlling for firm-level risk in firms’ earnings. Larger companies are not only better placed to hedge against the risk of falling profits (e.g. by producing a wider range of products and/or operating in more markets), but they also enjoy a higher return to risk (34–38 % higher) than their medium or small counterparts (0.340 vs 0.114 or 0.129, respectively). We believe that in the first specification the estimated coefficients are overestimated due to the lack of control for any degree of uncertainty. In this scenario, the econometrician assumes that a company is neither aware of risk nor of ambiguity, or simply ignores them, leading to an optimistic scenario of inflated tangible and intangible asset coefficients.

This results somehow complement those of Ghosal and Ye (2014). Larger companies are not only better equipped to resist the negative impact of uncertainty on employment growth, but they also get higher returns in presence of risk. Furthermore, Montesor and Vezzani (2015) show that smaller companies get higher returns to R&D, because they benefit from more innovative R&D projects with high technical specialisation (Acs and Audretsch 1987). This suggests that further investigation on the interplay between R&D and size-premium (Reinganum 1981) is crucial for a better understanding of the entrepreneurial process.

Column 4 presents the estimated regression equations controlling for firm-level ambiguity change. The indicator of firm-level ambiguity change, point to a negative ambiguity-profits relationship (−0.319). This result is in part explained by Cozzi and Giordani (2011) and Mazzucato and Tancioni (2013), whose theoretical studies suggested that the higher the ambiguity (and ambiguity aversion), the more cautious the evaluation of the expected R&D and innovation returns. This gives rise to two distinct effects. On the one hand, it decreases the profits as a consequence of a more “routinised” R&D investment behaviour which slows down the innovation process and, in turn, the profits of the firm. On the other hand, generalising the mispricing hypothesis advanced by Chan et al. (2001) to ambiguity, its presence might lead to higher returns to R&D. This is due to the fact that the value generated by R&D investment is even further understated by the shareholders in an ambiguous scenario, but results in higher future excess returns. To investigate this indirect effect of ambiguity on R&D returns, we control for the mediated impact of ambiguity as discussed in Sect. 3.3. Column 5 reports the full specification as in (3), where the indirect effect of ambiguity is calculated. The coefficient (1.238) measures the fraction of R&D returns due to ambiguity. The implied R&D elasticity of the marginal effect of IE(amb) is 0.2 % (s.e. 0.0009). This means that 6 % (0.2/3.3 %) of the returns to R&D are due to ambiguity. In other words, our findings suggest the presence of two distinct mechanisms. On the one hand, ambiguity lowers the company’s profits as a consequence of a more cautious innovative investment decision. On the other hand, when facing an ambiguous scenario, the R&D effort yields an additional premium to the investing companies. This provides the first empirical validation of the hypothesis that the observed disproportionate assets risk-premium (Chen and Epstein 2002) is deriving from the sum of a premium for risk and a separate premium for ambiguity (Mehra and Prescott 1985; Chen and Epstein 2002; Bollerslev et al. 2009; Miao and Wang 2011).

As a robustness check, in column 6 we also control for country-specific attitudes towards uncertainty. In particular, we include the Uncertainty Avoidance Indicator (UAI) developed by Hofstede (1980). The index measures the attitude of a society towards uncertainty and it is used as a measure of national uncertainty aversion. 6 It was derived from a cross-

---

6 See Rapp et al. (2010) for a review of the studies that incorporated Hofstede’s uncertainty avoidance construct.
country psychology survey of 88,000 IBM employees across more than 70 countries and constructed by considering three dimensions related to people’s attitude towards uncertainty: rule orientation, employment stability, and stress. Although Hofstede claims national cultures to be extremely stable over time, a common critique to this measure of ambiguity is that the index might have lost relevance over the years. Nonetheless, the UAI has been used in some empirical applications in economics (Huang 2008; Cozzi and Giordani 2011) and in international business (see Rapp et al. 2010). The coefficient measuring the impact of country-specific ambiguity attitude (UAI) is not statistically significant; this could be due to the fact that it varies only across countries and not over time. Therefore, the inclusion of macro-regional fixed effects could already control for most of the country-specific ambiguity attitude. More important is the fact that the coefficients attached to the other variables remain statistically unchanged, confirming the robustness of our results. Particularly relevant from an innovation policy point of view is that the returns to R&D are higher in presence of ambiguity, but profits are lower, making firms more likely to be cash-constrained. Corporate investments in R&D and innovation have a number of characteristics that make it more difficult to finance, and this is particularly true for smaller, technology intensive firms operating in an environment characterised by uncertainty (Hall et al. 2016). Moreover, largest firms are also better placed to get higher return in presence of risk. Therefore, policies should not only target smaller firms to facilitate their access to finance, but should also help solving information asymmetries (especially in periods of high uncertainty), thus providing smaller companies with other critical resources for the entrepreneurial outcomes (Kuratko et al. 2015).

5 Conclusions

This paper proposes a first empirical framework to examine the returns to R&D investment when companies face a risky and ambiguous environment. We contribute to the literature on the returns to R&D stemming from the work of Schumpeter.

First, consistently with the Knightian theory that relates risk to profitability, we model the impact of risk and uncertainty on profits. We find a positive effect of risk on companies’ earnings, in line with the so-called “risk-premium” hypothesis (Tobin 1958). Moreover, we show that the premium is increasing with the size of the company, suggesting that larger firms are not only better placed to hedge against the risk of falling profits, but they also enjoy a higher return to risk than their medium or small counterparts.

Second, we provide the first empirical attempt to model the effect of uncertainty on R&D returns. We advocate the theoretical predictions of ERP puzzle literature that shows how asset returns can be expressed as a sum of a risk premium and an ambiguity premium, i.e. the presence of both risk and ambiguity may lead to higher R&D returns. Taking stock of the info-gap theory (Ben-Haim 2006), we construct an indicator of firm-level ambiguity to assess the impact of risk and ambiguity on companies’ profits and profitability of R&D. Ambiguity may have a direct impact on the firm profits, but it also can account for part of the relationship between R&D investment and operating profits. To take into account these direct and indirect (through R&D) effects, we adopt a mediated linear regression model (Pearl 2001; Imai et al. 2010a, b).

On the one hand, we find that ambiguity lowers the company’s profits as a consequence of a more cautious innovative investment decision. On the other hand, when facing an ambiguous scenario, the R&D effort yields an additional premium to the investing companies. Thus, we confirm the hypothesis that the observed disproportionate assets risk-premium is deriving from the sum of a premium for risk and a separate premium for ambiguity. This ambiguity premium is mediated by the innovative effort of companies.

R&D investment is crucial when uncertainty and turbulence are high. In this context, R&D policies could be particularly effective by preventing firms to lower their R&D efforts (as a consequence of ambiguity) especially when returns to R&D are expected to be higher.
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