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Abstract
For a quantum harmonic oscillator, an explicit expression that describes the energy distribution as a coordinate function is obtained. The presence of the energy function poles is shown for the quantum system in domains where the Wigner function has negative values.
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1 Introduction

The Wigner function [1] is one of the most effective tools for describing quantum systems in phase space. The Wigner function is a quasi-probability density set in phase space. It is widely used in quantum tomography [2], quantum communication and cryptography [3], quantum informatics [4], and signal processing problems [5]. The traditional definition of the Wigner function is given in terms of the density matrix of a quantum system:

$$W(\vec{r}, \vec{p}, t) = \frac{1}{(2\pi\hbar)^3} \int_{(\infty)}^{(\infty)} \exp \left( -\frac{i\vec{p} \cdot \vec{r}}{\hbar} - \frac{\vec{p} t}{2} \frac{\hat{\rho}(t) \vec{r} - \frac{3}{2} \vec{p}}{2} \right) d^3 s.$$ (1)

For a quantum system described by the wave function $\Psi(\vec{r}, t)$ or $\tilde{\Psi}(\vec{p}, t)$, the integration of the function $W$ over the space of momenta and coordinates gives the correct relations for the functions $|\Psi|^2$ and $|\tilde{\Psi}|^2$, respectively:

$$\int_{(\infty)}^{(\infty)} W(\vec{r}, \vec{p}, t) d^3 p = |\Psi(\vec{r}, t)|^2, \quad \int_{(\infty)}^{(\infty)} W(\vec{r}, \vec{p}, t) d^3 r = |\tilde{\Psi}(\vec{p}, t)|^2.$$ (2)

This shows that this definition (1) is consistent with a natural property inherent in classical distribution functions. However, both estimations for the integral (1) and direct calculation of the Wigner functions according to this definition show that it can take negative values. This fact does not allow us to consider it as a rigorous distribution function. The question of the negativity of the quasi-probability density has been discussed in many works [6–9].

As an alternative to the Wigner function for some classes of problems, various variants of $P, Q$—distribution functions are phenomenologically constructed [10–13]. The $Q$—function is positive in the phase space. The $P$—function is positive for coherent and temperature states and can be negative for the Fock and entangled states. A property similar to (2) no longer holds for $P, Q$—functions.

Thus, in the quantum case, the use of any distribution function on the phase space leads to the violation of one or the other requirements of the classical probability theory. The problems regarding the search for positive
quasi-distribution functions as well as possible interpretations of negative quasi-probability values remain to be challenging today.

It should be noted that a quantum system in the phase space can be described in terms of the formalism of the Vlasov infinite self-linked chain of equations [14, 15]. This approach clearly demonstrates the relationship between classical and quantum physics. Below are basic equations from the Vlasov formalism for quantum mechanics in the phase space which lie in the background of the present paper.

A.A. Vlasov obtained an infinite self-linked chain of equations for the distribution density functions of higher kinematic quantities \( f_1(\vec{r}, t), f_2(\vec{r}, \vec{v}, t), f_3(\vec{r}, \vec{v}, \vec{v}, t), \ldots \) [16–18]. Let us consider the first two equations from the infinite self-linked Vlasov equations chain for the probability density distribution functions \( f_1(\vec{r}, t) \) and \( f_2(\vec{r}, \vec{v}, t) \):

\[
\frac{\partial f_1(\vec{r}, t)}{\partial t} + \text{div} \left[ \left( \vec{v} \right) f_1(\vec{r}, t) \right] = 0, \tag{3}
\]

\[
\frac{\partial f_2(\vec{r}, \vec{v}, t)}{\partial t} + \text{div} \left[ \left( \vec{v} \vec{v} \right) f_2(\vec{r}, \vec{v}, t) \right] + \text{div} \left[ \left( \vec{v} \vec{v} \right) f_2(\vec{r}, \vec{v}, t) \right] = 0, \tag{4}
\]

where

\[
f_1(\vec{r}, t) = \int_{(\infty)} f_2(\vec{r}, \vec{v}, t) d^3v, \quad N(t) = \int_{(\infty)} f_1(\vec{r}, t) d^3r, \tag{5}
\]

\[
f_1(\vec{r}, t) \langle \vec{v} \rangle (\vec{r}, t) = \int_{(\infty)} \vec{v} f_2(\vec{r}, \vec{v}, t) d^3v, \quad f_2(\vec{r}, \vec{v}, t) \langle \vec{v} \rangle (\vec{r}, \vec{v}, t) = \int_{(\infty)} \vec{v} f_2(\vec{r}, \vec{v}, \vec{v}, t) d^3v.
\]

For the first Vlasov equation (3), the following Hamilton-Jacobi equation is valid [14, 19]:

\[
-\hbar \frac{\partial \chi_1}{\partial t} = \frac{m}{2} \left| \langle \vec{v} \rangle \right|^2 + e \chi_1 = H_1, \tag{6}
\]

\[
e^\chi_1 = U_1 + Q_1 + \frac{e^2}{2m} |\vec{A}|^2, \quad Q_1 = \frac{\alpha_1}{\beta_1} \frac{\Delta |\Psi_1|}{|\Psi_1|} = -\hbar^2 \frac{\Delta |\Psi_1|}{2m |\Psi_1|}, \tag{7}
\]

where \( \vec{A} \) is the vector potential; \( U_1 \) is the potential from the Schrödinger equation; \( Q_1 \) is the phase of wave function \( \Psi_1 \); \( f_1 = |\Psi_1|^2; \alpha_1 = -\frac{\hbar}{2m}, \beta_1 = \frac{1}{\hbar} \); and quantity \( Q_1 \) is the quantum potential from the de Broglie–Bohm theory of the “pilot wave” [20–23]. The quantum potential \( Q_1 \) allows us to determine the quantum pressure tensor \( P^{ij}_1 \):

\[
-\frac{1}{f_1} \frac{\partial P^{ij}_1}{\partial x^j} = 2\alpha^2_1 \frac{\partial}{\partial x^i} \left( \frac{1}{\sqrt{f_1}} \frac{\partial^2 \sqrt{f_1}}{\partial x^i \partial x^j} \right) = 2\alpha_1 \beta_1 \frac{\partial Q_1}{\partial x^i}. \tag{8}
\]

The motion equations are as follows [14, 19]:

\[
\frac{d}{dt} \langle \vec{v} \rangle = -\gamma_1 \left( \vec{E}_1 + \langle \vec{v} \rangle \times \vec{B}_1 \right), \tag{9}
\]

\[
\vec{E}_1 = -\frac{\partial}{\partial t} \vec{A}_1 - \nabla \chi_1, \quad \vec{B}_1 = \frac{\partial \vec{A}_1}{\partial t} - \frac{3}{2} \nabla \times \vec{E}_1.
\]

The vector fields \( \langle \vec{v} \rangle (\vec{r}, t) \) and \( \langle \vec{v} \vec{v} \rangle (\vec{r}, \vec{v}, t) \) correspond to the speed and acceleration of the probability flows. The function \( N(t) \) determines the number of particles in the system, which can be non-integer [16]. For a constant number of particles \( (N = \text{const}) \), the value \( N \) is used as a normalizing factor when calculating the total probability. The distribution function \( f_2(\vec{r}, \vec{v}, \vec{v}, t) \) satisfies the third Vlasov equation. Note that the variables \( \vec{r}, \vec{v}, \vec{v}, \vec{v}, \ldots \) are independent kinematic quantities.

It is shown [19] that the first Vlasov equation (3) and the first principles (on the base of the Helmholtz theory for a vector field \( \langle \vec{v} \rangle (\vec{r}, t) \)) can be used to derive the Schrödinger equation for a scalar particle in electromagnetic field.

For the first Vlasov equation (3), the following Hamilton-Jacobi equation is valid [14, 19]:

\[
-\hbar \frac{\partial \chi_1}{\partial t} = \frac{m}{2} \left| \langle \vec{v} \rangle \right|^2 + e \chi_1 = H_1, \tag{6}
\]

\[
e^\chi_1 = U_1 + Q_1 + \frac{e^2}{2m} |\vec{A}|^2, \quad Q_1 = \frac{\alpha_1}{\beta_1} \frac{\Delta |\Psi_1|}{|\Psi_1|} = -\hbar^2 \frac{\Delta |\Psi_1|}{2m |\Psi_1|}, \tag{7}
\]

where \( \vec{A} \) is the vector potential; \( U_1 \) is the potential from the Schrödinger equation; \( Q_1 \) is the phase of wave function \( \Psi_1 \); \( f_1 = |\Psi_1|^2; \alpha_1 = -\frac{\hbar}{2m}, \beta_1 = \frac{1}{\hbar} \); and quantity \( Q_1 \) is the quantum potential from the de Broglie–Bohm theory of the “pilot wave” [20–23]. The quantum potential \( Q_1 \) allows us to determine the quantum pressure tensor \( P^{ij}_1 \):

\[
-\frac{1}{f_1} \frac{\partial P^{ij}_1}{\partial x^j} = 2\alpha^2_1 \frac{\partial}{\partial x^i} \left( \frac{1}{\sqrt{f_1}} \frac{\partial^2 \sqrt{f_1}}{\partial x^i \partial x^j} \right) = 2\alpha_1 \beta_1 \frac{\partial Q_1}{\partial x^i}. \tag{8}
\]

The motion equations are as follows [14, 19]:

\[
\frac{d}{dt} \langle \vec{v} \rangle = -\gamma_1 \left( \vec{E}_1 + \langle \vec{v} \rangle \times \vec{B}_1 \right), \tag{9}
\]

\[
\vec{E}_1 = -\frac{\partial}{\partial t} \vec{A}_1 - \nabla \chi_1, \quad \vec{B}_1 = \frac{\partial \vec{A}_1}{\partial t} - \frac{3}{2} \nabla \times \vec{E}_1.
\]
with the Vlasov–Moyal approximation [16] of the vector acceleration field \( \vec{\ddot{v}}(\vec{r}, \vec{v}, t) \):

\[
\langle \vec{\ddot{v}} \rangle = \sum_{n=0}^{+\infty} \left( -\frac{1}{m} \frac{\partial}{\partial n} \left( \frac{E}{n+1} \right) \right) \frac{1}{m^2 + 1} \frac{\partial^2 f_2}{\partial v^2} \frac{n+1}{2} ! \frac{\partial^2 f_2}{\partial v^2} \frac{n+1}{2} !
\]

(13)

This implies a direct connection between the Wigner function and the second Vlasov quasi-distribution function \( f_2(\vec{r}, \vec{v}, t) \). However, the Vlasov formalism has its advantages. Firstly, it is based on the first principle—the probability conservation law, and does not contain phenomenological constructions such as the phenomenological Wigner function (1) definition. Secondly, it applies to the distribution functions depending on kinematic quantities of all orders \( \vec{r}, \vec{v}, \vec{v}, \vec{v}, ... \) And this circumstance can be used to generalize quantum mechanics to the case of higher-order kinematic quantities [14].

The well-known Wigner function of a harmonic oscillator with potential 2 has the following form:

\[
f_{2,n}(x, v) = \frac{(-1)^n m}{\pi \hbar} e^{-\frac{p^2}{2m} + \frac{m \omega^2 x^2}{2}} L_n \left( \frac{2m}{\hbar \omega} (v^2 + \omega^2 x^2) \right),
\]

(14)

where \( L_n \) are the Laguerre polynomials. The function \( f_{2,n}(x, v) \) is related to the Wigner function from its definition (1) as \( W_n(x, p) = \frac{1}{m} f_{2,n}(x, \frac{p}{m}) \).

Note that function (14) can be written as \( f_{2,n}(x, v) = F_n(\varepsilon(x, mv)) \):

\[
F_n(\varepsilon) = \frac{(-1)^n m}{\pi \hbar} e^{-\frac{p^2}{2m} + \frac{m \omega^2 x^2}{2}} L_n(4\varepsilon),
\]

(15)

where

\[
\varepsilon(x, p) = \frac{1}{\hbar \omega} \left( \frac{p^2}{2m} + \frac{m \omega^2 x^2}{2} \right).
\]

(16)

The second Vlasov equation (4) for a harmonic oscillator takes the form:

\[
v \frac{\partial f_{2,n}(x, v)}{\partial x} - \omega^2 x \frac{\partial f_{2,n}(x, v)}{\partial v} = \int_{-\infty}^{+\infty} f_{2,n}(x, v) dv = f_{1,n}(x).
\]

(17)

Averaging over the velocity space of the Vlasov–Moyal approximation (12) will give the classical Vlasov approximation [16] for equation (10):

\[
\langle \vec{\dot{v}} \rangle = \frac{1}{m} \frac{\partial U}{\partial x}.
\]

(18)

It was shown [14] that function (14) can be obtained not only from the definition (1), but also, directly, from the evolution equation of the quasi-distribution function which can be represented by either the Moyal equation (12) or the second Vlasov equation (17) with Vlasov–Moyal approximation (13). Regardless of the obtaining method, the Wigner function (14) allows one to perform quantum averaging in the same way as it is done in classical statistical physics. Thus, in the case of quantum mechanics, one can formally introduce analogs of such quantities as potential and kinetic energy. Despite the seeming formality of such constructions, the results obtained can be interpreted in an interesting way.

The present paper has the following structure. In Sect. 1, we consider the obtaining of explicit expressions for the average (in coordinate/velocity) kinematic quantities corresponding to the “kinetic” and “potential” energy of a quantum harmonic oscillator. In Sect. 2, it is shown that the average values of the energies \( \langle \varepsilon \rangle, \langle x \rangle, \langle \dot{\varepsilon} \rangle, \langle v \rangle \) have poles located in the regions where the Wigner function takes negative values. The energy poles \( \langle \varepsilon \rangle, \langle x \rangle \) form infinite potential barriers which number increases along with the growth of the state number \( n \) of the quantum system. The conclusion section contains an interpretation of the main results. The details of mathematical transformations are presented in “Appendix.”

### 2 §1 Average kinematic values calculation

Knowing the distribution function \( f_{2,n}(x, v) \) (13), it is possible to calculate the average value of the energy \( E \) is given by expressions (1.2) and (1.3) are equal for each state, the standard deviation energy (1.3) is the same. In this case, the distances between the average values \( E_n \) of the energy according to expressions (1.2) and (1.3) are equal. Thus, from the standpoint of quantum mechanics various (continuous spectrum) energy values \( \varepsilon \) “exist” in the phase space, but the set of their average values (according to the Wigner distribution function) is countable and coincides with the eigenvalues of the Hamiltonian. The use of phase space allows for a visual interpretation of the relationship between classical and quantum mechanics.
x, velocity v, or over the entire phase space (over both variables x, v). Let us find the values of $\langle x^2 \rangle$, $\langle v^2 \rangle$, $\langle x^2 v^2 \rangle$, $\langle x^2 \rangle$ for different states n of the system which are described by the distribution function $f_{2,n}(x,v)$ (13). Note that due to the symmetry of the distribution function $f_{2,n}(x,v)$, the average values of $\langle x \rangle = \langle x \rangle = 0$ and $\langle v \rangle = \langle v \rangle = 0$

For convenience purposes, we introduce designations of $\sigma^2_x = \frac{\hbar}{2m\nu_0}$ and $\sigma^2_v = \frac{\hbar\nu_0}{2m}$, which correspond to the standard deviation for the ground state ($n = 0$) of a harmonic oscillator. The quantities $\sigma_x, \sigma_v$ are related to the Heisenberg uncertainty principle

$$\sigma_x \sigma_v = |\alpha| = \frac{\hbar}{2m}, \quad \omega = \frac{\sigma_v}{\sigma_x}. \tag{1.4}$$

Using the quantities $\sigma_x$ and $\sigma_v$, the expression for the energy (15) and the representations of the distribution functions (5) and (13) can be rewritten in the form:

$$2\varepsilon(x,p) = \varepsilon(x,v) = \frac{v^2}{2\sigma^2_v} + \frac{x^2}{2\sigma^2_x}. \tag{1.5}$$

Performing calculations, we find $\langle v^2 \rangle$ [Appendix A]:

$$\langle v^2 \rangle_{v,n}(x,v) = \sigma^2_v \sum_{k=0}^{n} C_k H_k^2\left(\frac{v^2}{\sigma^2_v}\right), \tag{1.6}$$

where $C_k = (-1)^k \sum_{j=0}^{k} \frac{1 + \eta(j)}{2} \frac{H^2_{2k-2j}(0) + 2(k-j)H_{2k-2j-1}(0)}{2^{k-j}(k-j)!},$

and

$$\tilde{C}_k = (-1)^k \sum_{j=0}^{k} \frac{1 + \eta(j)}{2} \frac{H^2_{2k-2j}(0) - 2(k-j)H_{2k-2j-1}(0)}{2^{k-j}(k-j)!}.$$

Note that $\eta(s)$ is the Heaviside function. To calculate the coefficients $\tilde{C}_{2k}$, it is convenient to use the properties of the zeros of the Hermite polynomials:

$$H_{2k}^2(0) = \frac{(2k)!}{k!^2}, \quad H_{2k+1}^2(0) = 0. \tag{1.7}$$

The index v in expression (1.6) indicates the averaging over the space of velocities, and the index n corresponds to the state number of the quantum harmonic oscillator.

Due to the symmetry of the function $f_{2,n}$ with respect to the variables x and v, similarly as with expression (1.6) we can obtain an expression for $\langle x^2 \rangle_{x,n}$ when averaging over the coordinate space x [Appendix A]:

$$\langle x^2 \rangle_{x,n}(v) = \sigma^2_x \sum_{k=0}^{n} C_k L_{n-k}^2\left(\frac{v^2}{\sigma^2_v}\right). \tag{1.8}$$

3 §2 The Energy function poles distribution in the phase space

Let us analyze the obtained distributions (1.6) and (1.8). A peculiarity of expressions (1.6) and (1.8) is the presence of poles for the coordinate and velocity, respectively. Figure 1 shows the oscillator energy dependence

$$\langle \varepsilon \rangle_{v,n}(x,v) = \frac{v^2}{2\sigma^2_v} + \frac{x^2}{2\sigma^2_x}. \tag{2.1}$$

![Fig. 1 Energy density distribution $\langle \varepsilon \rangle_{v,n}(x)$](image-url)
Figure 3 demonstrates a formal overlay of the graphs of the density of probability distribution \( f_{1,n}(x) \) and the density of energy distribution \( \langle \varepsilon \rangle_{v,n}(x) \) for the states \( n = 0, 1, 2, 3 \), respectively.

Figure 3 shows that the poles actually “break” the potential well into several potential wells, each of which formally has its own oscillatory process. Indeed, in Fig. 2 there are no poles for the ground state \( (n = 0) \). Therefore, there is only one initial potential well in which there is a Gaussian probability density distribution \( f_{1,0} \). Having \( n = 1 \), the kinetic energy has a pole at zero (Figs. 1 and 3), which leads to the presence of an energy “barrier” and the division of the distribution function \( f_{1,0} \) into two symmetric distributions relative to zero in the form of a distribution function \( f_{1,1} \) (Fig. 3). A similar situation is observed for states with \( n = 2, 3 \ldots \) (Fig. 3).

For a harmonic oscillator, the transition from one quantum state with a number \( n \) to a state with a number \( n + 1 \) is associated with the presence of negative values in the Wigner function.

It is in the domain of negative values that the kinetic (1.6) and potential energies (1.8) have poles which lead to energy barriers (Figs. 1, 2, and 3) and formally “create” one more oscillator.

Let us calculate the standard deviations \( \langle \langle x^2 \rangle \rangle_n \) and \( \langle \langle v^2 \rangle \rangle_n \) [Appendix B]:

\[
\langle \langle v^2 \rangle \rangle_n = \sigma_v^2(2n + 1), \quad \langle \langle x^2 \rangle \rangle_n = \sigma_x^2(2n + 1). \quad (2.2)
\]

In expression (2.2), it can be seen that for the ground state \( (n = 0) \), the standard deviations \( \sqrt{\langle \langle v^2 \rangle \rangle_0} = \sigma_v \) and \( \sqrt{\langle \langle x^2 \rangle \rangle_0} = \sigma_x \) or in other words coincide with the values \( \sigma_v \) and \( \sigma_x \) introduced formally above (1.4). Consequently, notation (1.4) has a clear interpretation. As the state number \( n \) increases, the quantities (2.2) grow. Knowing \( \langle \langle x^2 \rangle \rangle_n \) and \( \langle \langle v^2 \rangle \rangle_n \), we can calculate the total average energy of the harmonic oscillator (1.2) in the state \( n \):

\[
E_n = \frac{m v^2}{2} + \frac{m o^2 x^2}{2},
\]

\[
E_n = \frac{m}{2} \sigma_v^2(2n + 1) + \frac{m o^2}{2} \sigma_x^2(2n + 1) = m \left( n + \frac{1}{2} \right) (\sigma_v^2 + o^2 \sigma_x^2),
\]

\[
E_n = h o \left( n + \frac{1}{2} \right), \quad (2.3)
\]

where relations (1.4) are taken into account. The resulting expression (2.3) completely coincides with expression...
Thus, despite the incorrectness of reasoning about the kinetic and potential energy separately from the standpoint of the Heisenberg uncertainty principle such contradictions are leveled out for quantum mechanics in the phase space.

4 Conclusions

From a physical point of view and intuition, one can be under an illusion that the presence of the poles of the energy density $\langle \tilde{\varepsilon} \rangle_{v,n}(x)$ is stipulated by “possible” poles of quantum potential $Q(x)$ (6). The denominator of quantum potential (6) is obviously represented by the function $f_{1,n}(x)$ that goes to zero at the poles of function $\langle \tilde{\varepsilon} \rangle_{v,n}(x)$ That is why it would be logical to assume that the quantum potential $Q(x)$ itself will have poles at these points. But this really is not true. It can be shown as follows. Since the Wigner function $f_{2,n}(x,v)$ (13) is even, the velocity of average probability flow is expressed as $\langle \tilde{v} \rangle(x) = 0$ because of

\[
\int_{-\infty}^{+\infty} v f_{2,n}(x,v) dv = 0.
\]

Taking into account (3.1), (7), and (17), the motion equation (10) takes the following form:

\[
U_1(x) + Q(x) = \text{const.}
\]

where $U_1(x) = \frac{m \omega^2 x^2}{2}$. Thus, quantum potential $Q(x)$ is an analytical function having no poles for any quantum state $n$. The constant value in expression (3.2) according to the Hamilton–Jacobi equation (5) represents the energy $E_n$ (2.3).

\[
Q_n(x) = -\frac{m \omega^2 x^2}{2} + \hbar \omega \left( n + \frac{1}{2} \right).
\]

This fact (3.3) can also be derived by substituting the function $f_{1,n}(x)$ in the expression for quantum potential $Q(x)$ (6) [Appendix C]. From a mathematical point of view, both the denominator and the numerator of the quantum potential $Q(x)$ around the zero points of $f_{1,n}(x)$ are infinitesimals of the same order. Thus, the quantum potential does not “feel” energy density poles $\langle \tilde{\varepsilon} \rangle_{v,n}(x)$ and even more of the function $\langle \tilde{\varepsilon} \rangle_{v,n}(v)$.

The zero value of the function $f_{1,n}(x)$ at $x_k$ means that (5)
\[ f_{1,n}(x_k) = \int_{-\infty}^{+\infty} f_{2,n}(x_k, v) dv = 0. \] (3.4)

Let us assume that the Wigner function \( f_{2,n}(x_k, v) \) is non-negative \((f_{2,n}(x_k, v) \geq 0)\) (Fig. 4). Then, from expression (3.4) it means that \( f_{2,n}(x_k, v) = 0 \) almost everywhere for \( v \in (-\infty, +\infty) \). Solution (15) \( f_{2,n}(x, v) = F_n(\epsilon(x, v)) \) of the Moyal equation (or the second Vlasov equation) (17) can be represented via characteristics \( \epsilon = \text{const} \) (16). Hence, the function \( f_{2,n}(x, v) \) is non-zero over the whole phase space outside the ellipse.

\[
\frac{1}{\hbar \omega} \left( \frac{p^2}{2m} + \frac{m \omega^2 x^2}{2} \right) = \epsilon(x_k, 0) = \frac{\max^2}{2\hbar} = \epsilon(0, v_k) = \frac{v^2}{2\hbar}\omega,
\] (3.5)

and is only not equal to zero inside the phase ellipse (3.5) (Fig. 4). Thus, this is a contradiction, showing that the Wigner function \( f_{2,n}(x, v) \) takes negative values along the line \( x = x_k (v = v_k) \).

The position of poles of the expressions \( \langle \vec{F}\rangle_{\epsilon,n}(v) / \langle \epsilon \rangle_{\epsilon,n}(v) \) in the domains where the corresponding Wigner function \( f_{2,n}(x, 0)/f_{2,n}(0, v) \) has negative values is associated with the presence of zeros for the functions \( f_{1,n}(x) = |\Psi_n(x)|^2 / f_{1,n}(v) = |\Psi_n(v)|^2 \). This statement will remain true for a quantum system with a higher-order polynomial potential [16, 18, 25]. In the case of the second degree potential, the position of the energy poles \( \langle \vec{F}\rangle_{\epsilon,n}(x) / \langle \epsilon \rangle_{\epsilon,n}(x) \) is determined by the zeros of the Hermite polynomials (1.5) and (1.7).

Applying the asymptotic methods to the Hermite and Langer polynomials, it is possible to show that zero values of \( f_{1,n}(x) \) function are located within the range of negative values of \( f_{2,n}(x, 0) \) function. Using Stirling’s approximation [26]:

\[
L_n(x) = \frac{e^{x^2}}{\sqrt{\pi(nx)^{1/4}}} \sin \left( 2\sqrt{n\pi + \frac{\pi}{4}} \right) + O(n^{-3/4}). \] (3.6)

\[
e^{-\frac{x^2}{2}} H_n(x) \sim \left( \frac{2m}{e} \right)^{n/2} \sqrt{2} \cos \left( x\sqrt{2n} - \frac{\pi n}{2} \right) \left( 1 - \frac{x^2}{2n+1} \right). \]

After simple manipulations, we can estimate the location of zero points of the polynomials \( H_n \left( \frac{x}{\sigma_n^2} \right) \) and \( L_n \left( \frac{x^2}{\sigma_n^2} \right) \), respectively:

\[
x_k = \frac{\pi \sigma_n}{2\sqrt{n}} \left\{ \begin{array}{ll}
2k+1, & k = 0, \ldots, n - 1, \ n - even \\
2k, & k = 0, \ldots, n - 1, \ n - odd
\end{array} \right. \] (3.7)

\[
x_l = \frac{\pi \sigma_l}{2\sqrt{n}} \left( l + \frac{3}{4} \right), \ l = 0, \ldots, n - 1.
\]

From (3.7), it is obvious that between the two zero values of \( f_{1,n}(x_k) \) function, there are always two zero values of \( f_{2,n}(x, 0) \) function, which comply with Fig. 2

**Appendix A**

From equations (6), (8), (9), (10), (17) and (16) for a harmonic oscillator, it follows that

\[
\frac{1}{\hbar} \frac{\partial P}{\partial x} = \frac{1}{\hbar} \int_{-\infty}^{+\infty} \frac{\partial f_{2,n}}{\partial x} dv = -\frac{1}{m} \frac{\partial U_1}{\partial x} = -\omega^2 x,
\]

where in the one-dimensional case (9) the notation of \( P_{\mu,\lambda} \) is changed to \( P \)

\[
\frac{x}{\sigma^2} \int_{-\infty}^{+\infty} \frac{\partial F_n}{\partial x} dv = -\omega^2 x f_{1,n} = -\omega^2 x \int_{-\infty}^{+\infty} F_n(\epsilon) dv.
\]

\[
0 = \int_{-\infty}^{+\infty} (v^2 F_n' + \sigma_n^2 \omega^2 F_n) dv = \int_{-\infty}^{+\infty} \left( v^2 \frac{\partial S_{2,n}}{\partial \epsilon} + \sigma_n^2 \omega^2 \right) F_n(\epsilon) dv = f_{1,n} \left( v^2 \frac{\partial S_{2,n}}{\partial \epsilon} + \sigma_n^2 \omega^2 \right).
\]
\[
\left< v^2 \frac{\partial S_{2,n}}{\partial \varepsilon} + \sigma^2 \frac{\partial^2 S_{2,n}}{\partial x^2} \right> = 0, \quad \left< v^2 \frac{\partial^2 S_{2,n}}{\partial \varepsilon^2} \right> = -\sigma^2 \omega^2, \quad \tag{A.1}
\]

where \( S_{2,n} = \text{Ln}f_{2,n} \). Rewriting condition (7) in the form
\[
P_{\mu,k} = -\alpha^2 f_{1,n} \frac{d}{d\varepsilon} f_{1,n}, \quad S_{1,n} = \text{Ln}f_{1,n},
\]
we obtain
\[
\frac{1}{f_{1,n}} \int_{-\infty}^{\infty} v^2 f_{2,n}(x) dv = -\alpha^2 \frac{\partial^2 S_{1,n}}{\partial \varepsilon^2}. \tag{A.2}
\]

Substitute the distribution functions (14) into expressions (A.1) and (A.2). Let us start with expression (A.1).
\[
S_{2,n} = \text{Ln}f_{n}(\varepsilon) = \text{Ln}B_n - \varepsilon + \text{Ln}L_n(2\varepsilon), \quad \frac{\partial S_{2,n}}{\partial \varepsilon} = -1 + 2 \frac{L'_n(2\varepsilon)}{L_n(2\varepsilon)}, \tag{A.3}
\]
where \( B_n = \frac{(-1)^n}{2\pi \sigma_n^2} \). Averaging expression (A.3) using (A.1), we obtain
\[
\sigma^2 \omega^2 = \frac{B_n}{f_{1,n}} \int_{-\infty}^{\infty} v^2 e^{-\varepsilon^2} \left( L_n(2\varepsilon) + 2L^{(1)}_{n-1}(2\varepsilon) \right) dv. \tag{A.4}
\]
where we take into account that \( L'_n = L'_{n-1} - L_{n-1} \),
\[
\sum_{\mu=0}^{(\mu+1)} \frac{L^{(\mu)}_n}{L'_{n-1}} \text{Considering the expression}
\]
\[
L^{(\mu)}(x) = L^{(\mu+1)}(x) - L^{(\mu+1)}(x) \text{ which at } \mu = 0 \text{ will be}
\]
\[
L_n(x) = L^{(1)}_n(x) - L^{(1)}_{n-1}(x), \text{ expression (A.4) will take the form:}
\]
\[
\sigma^2 \omega^2 = \frac{B_n}{f_{1,n}} \int_{-\infty}^{\infty} v^2 e^{-\varepsilon^2} \left( L^{(1)}_n(2\varepsilon) + L^{(1)}_{n-1}(2\varepsilon) \right) dv \tag{A.5}
\]

The generalized Laguerre polynomials satisfy the relations

\[
J_k = (-1)^k \frac{\sqrt{\pi}}{2^k k!} H^2_k(0) + (-1)^k \frac{\sqrt{\pi}}{2^k (k-1)!} H^2_{k-1}(0) + 2J_{k-2} - 2 \int_{-\infty}^{\infty} \tau^2 e^{-\tau^2} L'_{k-2}(2\tau^2) d\tau \tag{A.11}
\]

Then, let us carry out a similar substitution procedure for the integrals \( J_{k-2} \) and \( J_{k-3} \):

\[
J_k = (-1)^k \frac{\sqrt{\pi}}{2^k k!} H^2_k(0) + (-1)^k \frac{\sqrt{\pi}}{2^k (k-1)!} H^2_{k-1}(0) + \frac{\sqrt{\pi}}{2^{k-2} (k-2)!} H^2_{k-2}(0) - \int_{-\infty}^{\infty} \tau^2 e^{-\tau^2} L'_{k-3}(2\tau^2) d\tau. \tag{A.12}
\]
\[ J_k = (-1)^k \frac{\sqrt{\pi}}{2^{k+1}k!} H_k^2(0) + (-1)^k \frac{\sqrt{\pi}}{2^{k-1}(k-1)!} H_{k-1}^2(0) + \sum_{s=1}^{\infty} \frac{(-1)^s}{2^{s-1}(k-s)!} H_{k-s}^2(0) + \sum_{s=1}^{\infty} 2J_{k-s} - 2 \int_{-\infty}^{+\infty} t^2 e^{-t^2} L_{k-s}(2t^2) dt. \] (A.13)

The expression for \( J_0 \) has the form

\[ J_0 = \int_{-\infty}^{+\infty} t^2 e^{-t^2} J_0(2t^2) dt = \frac{1}{2\sqrt{2\pi}} \int_{-\infty}^{+\infty} \sqrt{2\pi} \sqrt{2} \frac{\sqrt{2}}{2}. \] (A.14)

Let us consider the even \( (k = 2m) \) and odd \( (k = 2m + 1) \) values for the expression \( J_k \) Proceeding with the iterative procedure expression (A.13) for \( J_{2m} \) takes the form:

\[ J_{2m} = \frac{\sqrt{\pi}}{2^{2m+1}(2m)!} H_{2m}^2(0) + \sqrt{\pi} \sum_{s=1}^{2m} \frac{H_{2m-s}^2(0)}{2^{2m-s}(2m-s)!}. \] (A.15)

Similarly, for \( J_{2m+1} \) we obtain

\[ J_{2m+1} = \frac{\sqrt{\pi}}{2^{2m+2}(2m+1)!} H_{2m+1}^2(0) - \sqrt{\pi} \sum_{s=1}^{2m+1} \frac{H_{2m+1-s}^2(0)}{2^{2m+1-s}(2m+1-s)!}. \] (A.16)

Comparing (A.15) and (A.16), we obtain a general expression for \( J_k \)

\[ J_k = (-1)^k \sqrt{\pi} \left\{ \frac{1}{2^{k+1}k!} H_k^2(0) + \sum_{s=1}^{k} \frac{H_{k-s}^2(0)}{2^{k-s}(k-s)!} \right\}. \] (A.17)

Expression (A.19) can be rewritten in a compact form using the Heaviside function

\[ \eta(s) = \begin{cases} 0, & s = 0, \\ 1, & s > 0. \end{cases} \] (A.20)

Using (A.20), expression (A.19) takes the following form:

\[ \frac{(-1)^n}{2^{n+1}n!} H_n^2 \left( \frac{x}{\sqrt{2\sigma}} \right) = \sum_{k=0}^{n} \tilde{C}_k L_{n-k} \left( \frac{x^2}{\sigma^2} \right), \] (A.21)

where

\[ \tilde{C}_k = (-1)^k \frac{1 + \eta(s) H_{k-s}^2(0) - 2(k-s)H_{k-s-1}^2(0)}{2^{k-s}(k-s)!}. \]

Now let us consider expression (A.2). First of all, we calculate the expression \( \frac{\partial^2 S_1}{\partial x^2} \) in (A.2)

\[ \frac{\partial^2 S_1}{\partial x^2} = -\frac{1}{\sigma^2} \left( 1 - \frac{H_n''}{H_n} + \left( \frac{H_n'}{H_n} \right)^2 \right). \] (A.22)

And find \( \langle \psi^2 \rangle \)

\[ \langle \psi^2 \rangle \]

To transform expression (A.7), let us calculate the sum \( J_k + J_{k-1} \) using (A.17)

\[ J_k + J_{k-1} = (-1)^k \sqrt{\pi} \left\{ \frac{H_k^2(0) - 2kH_{k-1}^2(0)}{2^{k+1}k!} + \sum_{s=1}^{k-1} \frac{H_{k-s}^2(0) - 2(k-s)H_{k-s-1}^2(0)}{2^{k-s}(k-s)!} \right\}. \] (A.18)

Substituting (A.18) into (A.7), we get

\[ \frac{(-1)^n}{2^{n+1}n!} H_n^2 \left( \frac{x}{\sqrt{2\sigma}} \right) = \frac{1}{2} L_n \left( \frac{x^2}{\sigma^2} \right) + \sum_{k=1}^{n} \frac{(-1)^k}{2^{k+1}k!} \frac{H_k^2(0) - 2kH_{k-1}^2(0)}{2^{k+1}k!} + \sum_{s=1}^{k} \frac{H_{k-s}^2(0) - 2(k-s)H_{k-s-1}^2(0)}{2^{k-s}(k-s)!}. \] (A.19)
where relations (1.4) are taken into account. Substituting (C.1) and (C.3) into (6), we get

\[
Q_n(x) = -\frac{\hbar^2}{2m} \frac{\sqrt{f_{1,n}(x)\cdot\text{sgn}H_n}}{\sqrt{f_{1,n}}} [y^2 - (2n + 1)]
\]

where relations (1.4) are taken into account.
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