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Abstract

Alloying is a successful strategy for tuning the phases and properties of two-dimensional (2D) transition metal dichalcogenides (TMDCs). To accelerate the synthesis of new TMDC alloys, we present a method for generating temperature-composition equilibrium phase diagrams by combining first-principles total energy calculations with thermodynamic solution models. This method is applied to three representative 2D TMDC alloys: an isostructural alloy, MoS$_2$(1-$x$)Te$_2x$, and two heterostructural alloys, Mo$_{1-x}$W$_x$Te$_2$ and WS$_2$(1-$x$)Te$_2x$. We show that the mixing enthalpy of the entire composition range of these binary alloys can be reliably represented using a sub-regular solution model fitted to the total energy of a small number of compositions — that are calculated using density-functional theory on special quasi-random structures. The sub-regular solution model uses a cubic fit that captures three-body effects that are important in these TMDC alloys having hexagonal structures. By comparing both isostructural and heterostructural phase...
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diagrams generated with this method to those calculated with cluster expansion methods, we demonstrate that this method can be used to rapidly design phase diagrams of TMDC alloys, and related 2D materials.

**Introduction**

Monolayer transition metal dichalcogenides (TMDCs) form a large class of two-dimensional (2D) materials displaying a diverse array of properties, including direct band gaps [1], superconductivity [2], topological insulation [3], spin and valley polarization [4-6], and charge density waves [7,8]. TMDCs have a stoichiometry of $MX_2$, where $M$ is a transition metal and $X$ is a chalcogen (S, Se, and Te). The combinatorics of the available transition metal and chalcogen choices, and the variety of crystal structures TMDCs can adapt are responsible for their diverse properties. Consequently, alloying two or more transition metals or chalcogens has been a successful method for improving their performance in electronics [9,10] and optoelectronics [11-13], and as catalysts for a variety of reactions including hydrogen evolution [14], carbon dioxide reduction [15,16], and oxygen evolution and reduction [15]. Not only the properties, but the alloy structure or phase is also sensitive to composition. Common polytypes of monolayer TMDCs include the $2H$ phase where the transition metal is in a trigonal prismatic coordination of the chalcogen atoms, the $1T$ phase where the transition metal in an octahedral coordination, and $1T'$ phase with the metal atoms in a distorted octahedral coordination. For a given composition, different polytypes can have vastly different properties. For example, monolayer MoS$_2$ in the $2H$ phase is a direct band gap semiconductor with a lack of inversion symmetry that imparts a valley degree of freedom [17]; its $1T$ phase is metallic, which makes it attractive for electrocatalysis [18]; and its $1T'$ phase is a topological insulator protected by inversion symmetry [3]. By alloying two
TMDCs with different ground state polytypes, a process referred to as heterostructural alloying, it is possible to stabilize an otherwise metastable polytype, and obtain new functionalities [19]. This method of phase engineering through heterostructural alloys has been used to stabilize the 2H and 1T' phases in WSe$_{2(1-x)}$Te$_x$ [12].

For isostructural and heterostructural alloys alike, identifying regions in the temperature-composition space where a single phase of the alloy is stable can accelerate their synthesis. This relationship is summarized quantitatively through equilibrium temperature-composition phase diagrams. Isostructural alloys typically have the same crystal structure as their end members, although there are exceptions [20]. Hence, their phase diagrams are relatively straightforward and provide a miscibility temperature above which the alloy is stable in a single phase. Such phase diagrams can be generated from thermodynamic quantities obtained using first-principles density-functional-theory (DFT) calculations [20-22]. Isostructural alloys of monolayer TMDCs have received widespread attention following reports of their theoretical phase diagrams. Kang et al. reported one of the first phase diagrams of 2D chalcogen alloys of group VI transition metals having the 2H phase [23,24]. A recent work reported the experimental realization of several isostructural TMDC alloys involving group V and VI transition metals, with alloying at both the metal- and chalcogen-sites, using theoretically predicted phase diagrams [15]. In contrast to isostructural alloys, heterostructural TMDC alloys — where the end members have different crystal structure — are starting to garner attention only recently [25-30]. The phase diagrams of heterostructural alloys are comparatively nontrivial, having multiple phase boundaries. There are only a handful of examples of phase diagrams of heterostructural 2D TMDC alloys; many of them have been obtained using time-consuming growth experiments at different temperatures and compositions followed by characterization [25,30]. Relatively few diagrams have been predicted.
theoretically, such as the report on Mo_{1-x}W_xTe_2, a heterostructural alloy of 2H MoTe_2 and IT' WTe_2, by Duerloo et al. [31].

In this Letter, we present an efficient framework to generate equilibrium phase diagrams of 2D TMDC alloys that are based on a limited number of DFT calculations. We fit the mixing enthalpy of the alloys with a cubic sub-regular solution model that can capture the important interactions between the triplet clusters in TMDCs. We apply this method to generate the phase diagrams of heterostructural TMDC alloys Mo_{1-x}W_xTe_2 and WS_{2(1-x)}Te_{2x}, and the isostructural alloy MoS_{2(1-x)}Te_{2x}, for contrast. The phase diagram of Mo_{1-x}W_xTe_2 is found to closely match the one derived using time-consuming cluster expansion models [31]. Similarly, the phase diagram of the isostructural alloy MoS_{2(1-x)}Te_{2x} shows good agreement with that generated by Kang et al using cluster expansion models [23,24]. The phase diagram of Mo_{1-x}W_xTe_2 has a large region of metastability with no unstable region and a cross-over from 2H to IT' ground state at x \sim 0.33, making it a good candidate for phase engineering. In contrast, WS_{2(1-x)}Te_{2x} has a large region where the alloys are unstable and are expected to segregate, and a cross-over from 2H to IT' phase at x = 0.9. This indicates that the IT' phase is difficult to stabilize in WS_2, but a large concentration of Te can be added to WS_2, while maintaining the semiconducting 2H phase. This method can be rapidly applied to the large space of TMDC alloys with various polytypes, and other related 2D materials such as MXenes.

**Methodology**

A standard method for generating equilibrium phase diagrams is by using semi-grand canonical ensemble lattice Monte Carlo simulations to determine phase boundaries directly
through thermodynamic integration [32]. These Monte Carlo simulations are typically carried out through the cluster expansion method [33,34]. Cluster expansions decompose the internal energy of an alloy into a sum over cluster contributions. This method is useful if the sum converges quickly with respect to the maximum cluster size included. By performing \textit{ab initio} DFT calculations on many relatively small supercells with varying alloy configurations, the energy of 1-, 2-, and 3-body clusters can be fit with least squares regression. These simulations can individually be quite expensive and cumulatively are even more so as many are required to perform the thermodynamic integration.

A more straightforward method to generate phase diagrams is to use the common tangent construction and metastability analysis on analytical expressions of the Gibbs free energies of all the relevant alloy phases. Specifically, the free energy of mixing of the alloy with respect to its end members, $\Delta G_{\text{mix}}$, is required for all intermediate compositions, $x \in (0,1)$. The Gibbs free energy is composed of two terms:

$$\Delta G_{\text{mix}} = \Delta H_{\text{mix}} - T\Delta S_{\text{mix}},$$

where $\Delta H_{\text{mix}}$ and $\Delta S_{\text{mix}}$ are the enthalpy and the entropy of mixing, respectively, and $T$ is the temperature. The mixing entropy, $\Delta S_{\text{mix}}$, can be approximated with the configurational entropy:

$$\Delta S = -k_B[x \ln x + (1 - x) \ln (1 - x)].$$

Here, $k_B$ is the Boltzmann constant. One method to get an analytical form for $\Delta H_{\text{mix}}$ is to use a cluster expansion as outlined before. Replacing the correlation functions present in a cluster expansion sum with the statistical values in a random alloy gives a polynomial expression for $\Delta H_{\text{mix}}$. The degree of the polynomial directly corresponds to the largest cluster size included in
the expansion where using up to $N$-element clusters corresponds to a $N^{th}$ degree polynomial. This procedure has been used before for constructing phase diagrams of binary TMDC alloys [23,31].

An alternative method to get an expression for mixing enthalpy is to directly perform a polynomial fit — that emulates a thermodynamic solution model — to calculated enthalpies at various compositions. A brute force approach is to create large supercells with pseudorandom occupation of sites corresponding to many composition values and fitting the results to a polynomial as has been applied for bulk semiconductor alloys [35]. A more convenient method is to use special quasirandom structures (SQS’s) [36,37], which are relatively small supercells having site occupations that closely mimic the distribution of clusters found in a random alloy with the same composition. This means that properties that can be expressed as a sum of small clusters will be accurately calculated from the SQS. Because enthalpy expressions can be determined with a relatively small number of moderately-sized SQS’s, we chose this method. The generation of SQS’s was facilitated by a reverse monte Carlo method implemented in the Alloy Theoretic Automated Toolkit (ATAT) [34]. Because SQS’s suitably mimic the clusters of a theoretical alloy, only one calculation is required per composition value, and because they are significantly smaller than pseudorandomly occupied supercells required for similar accuracy, they are advantageous in terms of computation time [37,38]. These considerations make SQS’s a powerful tool for scalable generation of equilibrium phase diagrams.

With an expression for the free energy, the composition space can be divided into different regions of stability for a fixed temperature. This procedure is repeated over a grid of temperatures to fully develop the phase boundaries and determine the full equilibrium phase diagram. For an isostructural alloy, there can be three regions: stable, metastable, and unstable. The stable region is the set of compositions where the single-phase alloy is on the convex hull. Outside of this region,
metastability is determined by the curvature of the free energy, i.e., $\frac{d^2}{dx^2} \Delta G_{\text{mix}}$. When the curvature is positive and the free energy itself is not on the convex hull, the free energy of the alloy is lower than the average energy of two infinitesimally close compositions on the adjacent side of the alloy. Therefore, in this region, the single-phase alloy is metastable in the sense that it is stable to small fluctuations. However, if the curvature of the free energy is negative, infinitesimal phase decompositions lower the free energy compared to the single-phase alloy. Therefore, the metastable and unstable regions correspond to positive and negative curvatures of the free energy, respectively, outside the convex hull. The binodal boundary between these regions is demarked by an inflection point. This treatment is easily generalized to multiple structural phases by including multiple free energy surfaces in the convex hull analysis leading to different stable regions for each morphology.

**Computational Details**

Disordered 2D alloys were studied using $6 \times 6$ and $3 \times 6$ supercells of the primitive cell of $2H$-phase and $1T'$-phase TMDCs, respectively. Slab models with vacuum along the out-of-plane direction were used to simulate 2D layers. To eliminate interaction between image 2D layers, a vacuum spacing of >15 Å in the out-of-plane direction was used. Total energies were calculated using DFT as implemented in the Vienna Ab-initio Simulation Package (VASP) using the Perdew-Burke-Ernzerhof exchange-correlation functional [39,40]. For the SQS’s, geometric relaxation was conducted at only the Γ-point in reciprocal space. A subsequent static calculation for the electronic structure was performed using a Γ-centered $3 \times 3 \times 1$ k-points mesh generated using the Monkhorst-Pack method [41]. Pure TMDCs were studied using a k-points grid of $8 \times 8 \times 1$
for geometry optimization and $24 \times 24 \times 1$ for static calculations. A kinetic energy cutoff of 450 eV was used for all the calculations.

**Results and Discussion**

A recent paper by Hemmat et al. used the common-tangent construction method to generate equilibrium phase diagrams for 25 TMDC isostructural alloys with the $2H$ phase [15]. In that work, chalcogens were restricted to S and Se because many tellurides have the $1T'$ phase as their ground state. Here, we expand the method to generate phase diagrams for heterostructural TMDC alloys. We started with an isostructural TMDC alloy having Te, $\text{MoS}_2(1-x)\text{Te}_2x$. While bulk MoTe$_2$ can exist in either a distorted octahedral $1T'$ phase or the triangular prismatic $2H$ phase, monolayer MoTe$_2$ prefers the $2H$ phase [42,43]; and so does 2D MoSe$_2$. An equilibrium phase diagram of $\text{MoS}_2(1-x)\text{Te}_2x$ generated using the cluster expansion method shows that it exists in the $2H$ phase for all compositions, $x$ [23]. We use this alloy as a benchmark to compare the phase diagram generated using a solution model fitted to the energy of disordered SQSs. The mixing enthalpy of $\text{MoS}_2(1-x)\text{Te}_2x$, calculated using SQS, is shown in FIG. 1a. Because the mixing enthalpy is positive, the alloy is not miscible; that is, entropy is required to obtain a stable alloy in a single-phase.
FIG. 1. Enthalpy of mixing of MoS$_2$(1-x)Te$_2x$ fitted to different solution models and atomic models justifying the need for a sub-regular solution model. (a) Mixing enthalpy from DFT calculation of SQS’s at various compositions, shown as datapoints, with a quadratic regular solution model fit (dashed line) and cubic sub-regular solution model fit (solid line). (b) Visualizations of the 2H and 1T’ phases showing how 3-body clusters are essential in 2D TMDCs. Transition metals are shown in purple and chalcogen atoms are shown in gold. Solid arrows indicate direct interactions between two sites, while dashed arrows indicate indirect interactions through a third site.

While the enthalpy of some alloys and solutions can be modeled as a regular solution with a quadratic fit, the asymmetry of the enthalpy in FIG. 1a clearly precludes this option. The regular solution model can be represented mathematically by the following equation:

$$\Delta H_{\text{mix}} = \Omega x(1 - x).$$

Assuming nearest neighbor interactions, the fitting parameter, $\Omega$, represents the relative bonding strength between generic alloyed elements $A$ and $B$ in $A_{1-x}B_x$ compared to the $A$–$A$ and $B$–$B$ bonds. This can be expressed as:
\[ \Omega = n \left( U_{AB} - \frac{1}{2} U_{AA} - \frac{1}{2} U_{BB} \right), \]  
(4)

where \( n \) is the coordination number and the \( U \)'s are bonding energy contributions to the enthalpy. See Supplemental Materials for the derivation of Eq. (4) [44]. The regular solution model for this system is illustrated in FIG. 1a with a dashed line, which shows a poor fit. To capture the asymmetry of the enthalpy with respect to composition, a cubic sub-regular solution model is used. Such a model has the following general form:

\[ \Delta H_{\text{mix}} = [\Omega_1 (1-x) + \Omega_2 x] x (1-x). \]  
(5)

In this form, the cubic sub-regular solution model can be seen as an average of two regular solution models weighted by \( x \). A skewing of the enthalpy maximum to the right, i.e., \( x > 0.5 \), corresponds to \( \Omega_2 > \Omega_1 \). Similar to Equation (4), the fitting parameters in (5), \( \Omega_1 \) and \( \Omega_2 \), have a microscopic interpretation related to the relative cluster energies. For a triangular lattice, the fitting parameters are given by:

\[ \Omega_1 = 6 \left( U_{AB} - \frac{1}{2} U_{AA} - \frac{1}{2} U_{BB} + U_{AAB} - \frac{2}{3} U_{AAA} - \frac{1}{3} U_{BBB} \right), \]  
(6)

and

\[ \Omega_2 = 6 \left( U_{AB} - \frac{1}{2} U_{AA} - \frac{1}{2} U_{BB} + U_{ABB} - \frac{1}{3} U_{AAA} - \frac{2}{3} U_{BBB} \right). \]  
(7)

See the Supplemental Material for a detailed derivation [44].

Just as the terms of the form \( U_{XY} \) correspond to the bonding energy between species \( X \) and \( Y \), terms of the forms \( U_{XYZ} \) correspond to a three-body contribution to the enthalpy that is supplementary to the three corresponding two-body terms. Equations (6) and (7) can be seen as corrections to the coefficient defined by Equation (4). The additional correction terms themselves take on a similar form to Equation (4), corresponding to a difference between an alloy energy term.
and a weighted average of the pure elemental terms. Therefore, a skewing of the enthalpy maximum to the right will correspond to a greater relative energy contribution from $A$-$B$-$B$ triplets compared to $A$-$A$-$B$ triplets. An opposite skew will correspond to an opposite relationship between the triplet energies.

We postulate that the requirement for a cubic fit of the enthalpy of $\text{MoS}_2(1-x)\text{Te}_2x$ is a natural consequence of the coordination of the $2H$ phase. While the regular solution model is derived from 2-body energy contributions, cubic terms become important when 3-body interactions cannot be ignored. FIG. 1b demonstrates why 3-body interactions are naturally important in quasibinary alloying of the $2H$ and $1T''$ phases compared to strictly binary alloys. The solid arrows represent an interaction between two alloyed sites. In quasibinary TMDC alloys, either the TM site or the chalcogen site can be alloyed. In either case, the interaction is facilitated through an intermediate chalcogen pair or transition metal, respectively. Connected to this intermediate is another TM or chalcogen — that we refer to as the tertiary site. The occupation of this tertiary site will affect the bonding properties of the intermediate site, making 2-body interactions insufficient as visualized by the dashed arrows. In the case of $1T''$ phase, there are many types of nearest neighbor 3-body clusters, but this does not change the argument for including a cubic term in the enthalpy. In the case of $\text{MoS}_2(1-x)\text{Te}_2x$, FIG. 1a shows the mixing enthalpy peak is shifted to the right, indicating that $\Omega_2 > \Omega_1$. From Equations (6) and (7), this asymmetry is determined to be caused by the relatively high energy of S-Te-Te clusters compared to S-S-Te clusters.

To show that fitting a sub-regular solution model to SQSs also works for heterostructural alloys, we applied it to the TM-site and chalcogen-site alloys $\text{Mo}_{1-x}\text{W}_x\text{Te}_2$ and $\text{WS}_{2(1-x)}\text{Te}_{2x}$, respectively. The steps for creating equilibrium phase diagrams for heterostructural alloys follow a very similar recipe of common tangent construction with the additional complication that free
energy curves must be determined for both endpoint phases. Furthermore, the appearance of the plotted mixing enthalpy takes on a qualitatively different form because it is calculated with respect to the ground state phase of the end points. FIG. 2a shows the calculated mixing enthalpy of Mo$_{1-x}$W$_x$Te$_2$ in the 2H and 1T' phases with cubic fits. The mixing enthalpies are positive, indicating that the alloy is immiscible, but the curvature is positive everywhere, indicating that a single-phase alloy is at worst metastable, i.e., it does not have any unstable region. In contrast, the mixing enthalpy of WS$_{2(1-x)}$Te$_{2x}$, shown in FIG. 2b, is seen to be comparatively high and has a negative curvature (concave down). This means that stabilization of a single phase will require a higher temperature and that there will be an unstable region where the alloy will be driven to phase segregation.
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**FIG. 2.** Enthalpy of mixing for two heterostructural TMDC alloys with cubic sub-regular solution model fits. (a) Mo$_{1-x}$W$_x$Te$_2$, a TM-site heterostructural alloy. (b) WS$_{2(1-x)}$Te$_{2x}$, a chalcogen-site heterostructural alloy. The vertical dashed line denotes the composition where the stable phase changes.
With analytical expressions for the enthalpy of mixing for the isostructural and heterostructural alloys, we have half of the expression for the Gibbs free energy. The other half requires an analytical expression for the entropy of mixing. The entropy of an alloy is a sum of configurational entropy and other sources of entropy such as from vibrations. If we assume that these other contributions extrapolate linearly from the end-member materials, the configurational entropy is the primary contribution to $\Delta S_{\text{mix}}$. Because configurational entropy has a simple functional form (Equation (1)), we have an expression for the free energy. FIG. 3a and FIG. 3b show the free energies of isostructural MoS$_{2(1-x)}$Te$_{2x}$ and heterostructural Mo$_{1-x}$W$_x$Te$_2$, respectively, at 400 K. Through the common tangent construction, the dashed lines show the free energy of a phase segregated alloy. In the case of MoS$_{2(1-x)}$Te$_{2x}$, this indicates segregation into an S-rich 2H phase and a Te-rich 2H phase. For Mo$_{1-x}$W$_x$Te$_2$, the dashed line indicates segregation into an Mo-rich 2H phase and a W-rich 1T$'$ phase. In alloys where the curvature of the free energy is negative, this region is further divided into a metastable and an unstable region corresponding to positive and negative curvature of the free energy, respectively. This boundary is demarked in FIG. 3a with vertical dashes at the inflection points. Because the curvature of the mixing enthalpy of Mo$_{1-x}$W$_x$Te$_2$ is negative (FIG. 2b), there is no inflection point in the free energy and no unstable region. Repeating this analysis of the free energy over a grid of temperature values gives boundaries dividing the different regions of stability which define the equilibrium phase diagram.
FIG. 3. Free energy of an isostructural and a heterostructural alloy at 400 K. (a) MoS$_{2(1-x)}$Te$_{2x}$, an isostructural alloy. Vertical black dashes indicate the boundary between the unstable and metastable regions (inflection points). (b) Mo$_{1-x}$W$_x$Te$_2$, a heterostructural alloy. The colored dash lines denote the free energy of a mixed phase.

The equilibrium phase diagrams for MoS$_{2(1-x)}$Te$_{2x}$, Mo$_{1-x}$W$_x$Te$_2$, and WS$_{2(1-x)}$Te$_{2x}$ are shown in FIG. 4. The equilibrium phase diagram for MoS$_{2(1-x)}$Te$_{2x}$ is shown in FIG. 4a. Because the alloy is isostructural, the phase diagram is relatively straightforward with a single stable region and a single unstable region with two metastable regions connected at the critical point. The temperature at the critical point is known as the miscibility temperature, the temperature above which the alloy is stable at all compositions. We note that the slight asymmetry of the enthalpy in FIG. 1a led to more substantial asymmetry in the phase diagram, making Te-rich alloys more difficult to synthesize in a single phase. The predicted asymmetries in the phase diagram of some 2H TMDC alloys was experimentally verified in a previous work [15]. This phase diagram generated with the SQS method is nearly identical in miscibility temperature and asymmetry to previous cluster expansion-based works where the metastable region was omitted [23,24].
FIG. 4. Equilibrium phase diagrams for three representative TMDC alloys. (a) MoS$_{2(1-x)}$Te$_{2x}$, an isostructural alloy. (b) Mo$_{1-x}$W$_x$Te$_2$, a heterostructural alloy without an unstable region. (c) WS$_{2(1-x)}$Te$_{2x}$, a heterostructural alloy with an unstable region. Vertical dashed lines in (b) and (c) correspond to the composition where the stable phase changes.

The equilibrium phase diagram of Mo$_{1-x}$W$_x$Te$_2$ shown in FIG. 4b is more complicated because of its heterostructural nature. One simplification is that there is no unstable region due to the positive curvature of the mixing enthalpy (FIG. 2b) for all $x$. The large metastable region and the near-equimolar cross-over concentration makes this a promising material for phase engineering. These results are qualitatively similar to a work using cluster expansions, quadratic fits, and thermal expansion considerations [31].

Lastly, the phase diagram for WS$_{2(1-x)}$Te$_{2x}$ is shown in FIG. 4c. This heterostructural alloy produces the most complex phase diagram of the three because of its unstable region. Because the curvature of the mixing enthalpies corresponding to the two phases are different, the unstable region is defined piecewise with an ambiguous crossover region. WS$_2$ strongly favors the $2H$ phase with the DFT-calculated difference in energy of $2H$ and $1T'$ phase, $\Delta E_{(1T' - 2H)} = 542$ meV/f.u. Therefore, the crossover region for the alloy is at a very high Te content, indicating that the $1T'$
phase of the alloy is difficult to realize experimentally. This could possibly be overcome by using Se instead of S because WSe$_2$ is less energetically opposed to the $1T'$ phase with $\Delta E_{(1T' - 2H)} = 279$ meV/f.u.. While to our knowledge this is the first generation of a heterostructural phase diagram for WS$_{2(1-x)}$Te$_{2x}$, a phase diagram for this alloy assuming only the $2H$ phase shows agreement with our unstable region [23,24].

### Conclusion

Recent work has shown that the generation of equilibrium phase diagrams can successfully lead to the discovery of new miscible 2D alloys and in guiding the synthesis of immiscible 2D alloys [15]. Furthermore, heterostructural 2D alloys have become a promising platform for tuning properties and phase engineering. We have presented a method for generating these phase diagrams that is standardized and only requires a few calculations of moderately sized SQS’s. We showed that this method is applicable to both isostructural and heterostructural alloys and it produces results that agree with previous works using more computationally intensive methods. This method of generating equilibrium phase diagrams has the potential to accelerate the expanding field of 2D alloys by providing guidance for the synthesis of new 2D materials, such as high-entropy alloys of TMDCs and MXenes [16,45].
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