The electronic structure of pyrite-type cobalt phosphosulfide (CoSP) is studied using density-functional theory. The calculated band structure reveals the non-magnetic semiconducting character of the compound. The electronic structure is described using the electronic band structure and the densities of states. A band gap of 1.14 eV is computed within standard GGA, a value which is enhanced using hybrid functional. It separates the upper part of the valence band dominated by Co-3d-t_{2g} states from the lower part of the conduction band made exclusively of Co-3d-e_{g} above of which lie S-3p and P-3p ones. The obtained values are suitable for applications in solar cells, according to Shockley–Queisser theory of light-to-electric conversion efficiency. The origin of the larger CoSP band gap, with respect to the one of the promising FeS_{2} compound, is explained and the chemical bonding properties are addressed. A comparative picture is established where several similarities are found, suggesting that CoSP could be of great practical interest in photovoltaics.

1. Introduction

Pyrite-type iron disulfide (FeS_{2}) is considered as a promising material for photovoltaic applications. The non-toxicity and the abundance on the earth surface, as a mineral, make this compound very interesting for practical usage and technology. Another important advantage is its high optical absorption, which is one of the key requirements in solar cell applications. The role of surface states, defects, and non-stoichiometry with respect to their implications on the photovoltaic performance have been recently addressed, by means of ab initio methods. Moreover, FeS_{2} has attracted much interest in other areas. For instance, it has been investigated in recent years as a hydrogen evolution reaction (HER)catalyst. It was also found that it could be a candidate for thermoelectricity, due to its good thermopower, compared to other materials intended for practical use. The efficiency and the performance of a thermoelectric material is characterized by its figure of merit (zT) which is proportional to the square of the thermopower (S^2).

For photovoltaic applications, however, an important handicap for single junction cells applications comes from its gap magnitude (experiments give 0.9 eV) which is smaller than the optimal value predicted by Shockley–Queisser theory. Recently, tabulated values for the maximum efficiency of light-to-electric power conversion have been provided as function of the solar cell band gap. The highest one of \approx 33.16% is reached at 1.34 eV of this latter, and conversion efficiencies above 30% can be obtained for band gaps between 1 and 1.7 eV. From this, the FeS_{2} one is 0.44 eV smaller than the optimal one. In this context, a lot of efforts have been devoted to increase its gap and to improve its other physical properties.

A well-known scheme for tuning electronic properties of semiconductors, such as band gap, is alloying via substitution. In pyrite-type transition metal disulfides TS_{2} (T=Mn, Fe, Co, and Ni), it is rather the metallic substitution which is mostly considered and commonly explored. Particularly, a large variety is reported in literature about iron pyrite giving rise to Fe_{1-x}T_{x}S_{2} alloys with different properties (see refs. [17, 19, 20] and references therein). On the other side, however, much less attention has been given to non-metallic, that is, sulfur substitution. Nevertheless, alloying with oxygen to form FeS_{2-x}O_{x} has been recently reported. By replacing about 10% of the sulfur atoms, a band gap in a range from about 1.2 to 1.3 eV has been obtained. In addition to some few investigations in electrocatalysis, there is no much reports dealing with light elements, such as first and second row elements (C, O, Al, Si, P, etc.), replacing sulfur.

In view of the growing interest to enhance FeS_{2} properties, it appears highly desirable to find new candidates with similar interest and suitable properties for photovoltaics and thermoelectrics. Starting from the neighboring isostructural cobalt disulfide CoS_{2}, a hardly known semiconductor was identified in early 1960s by replacing one sulfur atom with one phosphorus, that is, the cobalt monophosphosulfide Co_{1-x}S_{1-x}P_{x}. In recent experimental study, Acevedo et al. have confirmed that this compound remains in the pyrite crystal structure, and could be of great interest as high-performance catalyst for hydrogen production. According to the authors, its crystal structure can be described by Co^{2+} octahedra and S-P dumbbells, with a homogeneous distribution of P^{5-} and S^{1-} atoms. Having one electron less than CoS_{2}, ternary CoSP is iso-electronic to FeS_{2}, which is consistent with the observed semiconducting character. The reported lattice constant (\(a = 5.422 \text{ Å}\)) is almost equal to the FeS_{2} one (\(a = 5.415 \text{ Å}\), while being smaller than the CoS_{2} corresponding...
constant (α = 5.538Å). Except these mentioned structural data, we did not find much works in literature on this cobalt phosphosulfide compound. Its physical properties (electronic, optical, etc.) remain unexplored both experimentally as well as theoretically.

To study correctly the optical properties (usually more difficult within standard DFT and needs going beyond one particle approximation), a complete and clear picture of the electronic structure is necessary beforehand. That is, we restrict our present study to the electronic properties of CoSP compound, through the computation of band structure and densities of states. Further insights are given by comparing the results with well-established ones of FeS₂.

The paper is organized as follows: In Section 2, we describe the theoretical method and the computational details. In Section 3, we present our results and a summary is finally given in Section 4.

2. Computational Method

The ab initio calculations are carried out in the framework of density-functional theory (DFT).[26,27] The electronic properties (band structure and densities of states), have been obtained with the projector augmented wave (PAW) method[28] as implemented originally in the CP-PAW code. The PAW method is an all-electron electronic structure method, where the full wave functions including their nodal structure are properly defined. The PAW formalism combine and generalize ideas of both pseudopotentials (USPP)[29] and the linearized augmented-plane-wave (LAPW) method.[30] The method recovers the missing link between both approaches. Compared to the former, PAW is more rigorous, and can be made exactly by converging series expansions. A thorough description of the method can be found in the original paper by P. E. Blöchl.[29]

The exchange-correlation effects are accounted within the generalized gradient approximation (GGA) of Perdew–Burke–Ernzerhof.[28] Moreover, we also performed calculations using the hybrid PBE0r functional, which replaces a fraction of the exchange term of the PBE functional with the exact Fock term.[12,23] Unlike in PBE0,[31] it uses the idea of range-separated (screened) hybrid functional,[32] where the slowly decaying long-range part of the Fock exchange interaction is replaced by the corresponding part of the PBE counterpart. The PBE0r functional has been developed by Blöchl et al.[16,37] where the range separation correction is restricted to the onsite interactions in a local orbital basis. The scaling of the on-site terms combined with the truncation of off-site terms approximates the screening of the interaction in the exchange term in the spirit of the random phase approximation. The double counting term or the removal of the GGA exchange is done consistent with choice of the screened U-tensor used in the Fock term.[19] The mixing parameter for the exchange can be chosen independently for each atom. So far, the best agreement with spectral properties has been obtained with a mixing factor close to 1/2, and PBE0r functional has shown to be accurate for transition-metal oxides with a partially filled d-shell.[38]

CP-PAW employs the framework of Car–Parrinello ab initio molecular dynamics (AIMD)[39] for the optimization of wave functions and atomic structure. It is based on a fictitious Lagrangian from which a set of Euler–Lagrange-type equations of motion are derived for the electronic wavefunctions as well as for the atomic positions. In the Car–Parrinello method, the electronic wavefunctions and atomic positions are treated on an equal footing, and the groundstate is simulated by applying friction.

For the augmentation, we used a s¹p¹d¹ set of projector functions for all atoms, where the superscripts denotes the number of projector functions angular momentum channel. The convergence of the total energy minimization is reached when the difference between two successive iterations is less than 10⁻⁷ Hartree (also known as the self-consistency convergence criterion). On the other hand, the convergence of the total energy versus two important parameters, which are the plane wave cutoff (wavefunction and density) and the number of k-points in the Brillouin zone, has been also obtained carefully. For the former, several increasing cutoff values (30, 40, 60, up to 70 Ry) have been considered. With values higher than 40 Ry, the variation in the computed total energy is less 10⁻⁴ Hartree which is always considered as a very good accuracy in the field of DFT calculations. The Brillouin zone integration has been performed with the linear tetrahedron method[40,41] and the so-called Blöchl corrections.[42] As for plane wave cutoff, in order to ensure the convergence of the total energy versus the k-points sampling, the calculations have been carried out with increasing grids (4 × 4 × 4 up to 7 × 7 × 7). With a 6 × 6 × 6 mesh, leading to 112 k-points in the irreducible Brillouin zone, an accuracy of 10⁻⁴ Hartree has been reached. All structural parameters (lattice constant and atomic positions) have been optimized.

3. Results and Discussions

We address here the structural and electronic properties of the cobalt phosphosulfide CoSP. In the following, we give an exhaustive discussion of the electronic band structure and densities of states (DOS). Simultaneously, differences and similarities with the well-established electronic structure of FeS₂ are highlighted.

The calculated lattice constant and bond lengths (Co, S, O, P, and S-P) within GGA for CoSP are given in Table 1, in addition to the calculated corresponding data for FeS₂ and CoS₂. The latter, as well as the experimental data shown within parentheses, are included for the sake of comparison. The calculated values are in very good agreement with experimental ones. The results
obtained with hybrid functional are very close, (only 0.1% larger) and consequently have been omitted in the table. As it can be noticed, the Co–S(P) bond lengths lie between the corresponding ones of the pure compounds, being much closer to Fe–S than to Co–S. This is consistent with the lattice constant values of the three compounds. On the other hand, however, the non-metallic S–P dumbbell distance in CoSP is almost equal to the S–S one in CoS₂. It is relatively shorter than the corresponding one in FeS₂, and this will have very important effects, especially on the gap property.

It has been shown that a very small change of the S–S bond length in FeS₂ could influence drastically the band gap magnitude (and even its nature). Only small shortening could lead to a substantial increase of the band gap. In view of the structural results (see Table 1), we expect an enhanced band gap in CoSP compared to FeS₂. As a matter of fact, this is confirmed in a first step within GGA framework. The plots of electronic band structure along the first Brillouin zone high-symmetry points of the simple cubic unit cell is illustrated in Figure 1. The filled (core and valence) bands are shown in black color and the empty conduction bands are shown in blue color. The maximum of the former VBMAX is separated by a gap \( E_g \approx 1.14 \text{ eV} \) from the minimum of the latter CBMIN. The individual contribution of the atomic species cobalt, sulfur and phosphorus to the bands occupation will appear in the next paragraph through the DOS plots.

From Figure 1, we notice that the CoSP band gap is an indirect one. This latter feature is common to FeS₂ compound, as well as the whole trend of the bands distribution which seems very similar (see refs. [19,46]). These similarities could be attributed to the fact that both compounds are isostructural, but more important are isoelectronic, that is, they have the same valence configuration. The extra electron brought by cobalt with respect to iron, is lost when one sulfur is replaced by phosphorus. Finally, we mention taking into account the spin polarization results in a zero magnetic moment of the unit cell, as well as for individual atomic species, leading to non-magnetic semiconductor.

The properties of FeS₂ are well established both experimentally and theoretically. We just recall that it is a semiconductor, with an indirect band gap and most of the experimental measurements give \( E_g \approx 0.9 \text{ eV} \) ([1,44,45] a good account of the computed and measured FeS₂ gap is reported in ref. [46]). In a previous work on Fe(Mn, Ni)S₂ alloys ([19] our GGA calculations gave \( E_g \approx 0.35 \text{ eV} \), much smaller than experimental value. The filled Fe-t₂g states form narrow subbands in the top of the valence band, whereas the Fe-e_g ones in the bottom of the conduction band are empty. An important detail to mention, however, is that the lowest edge of the conduction band has an S-p character.

The main difference in CoSP concerns this latter (CBMIN in Figure 1) which is made of Co-e_g type making the gap exclusively between cobalt metallic states. As pointed out above, the short bond length of S–P dumbbell (compared to S–S one in FeS₂), shifts up the p-states of sulfur and phosphorus in the conduction band to higher energies above the Co-e_g ones, and consequently leads to a wider band gap. This mechanism proposed first on the basis of DFT calculations, has been exploited in recent experiments where an improved FeS₂ gap was achieved through oxygen substitution (oxygen is isoelectronic of sulfur). [47]

This underestimation of band gaps in solids is a well known failure of the Kohn–Sham DFT framework. [48] One way to cure this discrepancy is the use of hybrid functional. With a fraction of 10% of (exact) Fock exchange, we have reproduced the correct value for FeS₂. Following the same procedure here, that is, assuming the same weight of the Fock term, a gap of \( E_g \approx 1.65 \text{ eV} \) has been calculated. Therefore, we expect the experimental gap to be around the latter value, with the GGA’s value being a lower limit (\( \approx 1.14 \text{ eV} \)). Regarding this gap value property in particular, the compound could attract a great interest for photovoltaic single-junction in solar-cell energy production. As pointed out in the introduction, according to Shockley–Queisser theory, [15,16]
The electronic densities of states (DOS) are shown in Figure 2. Since phosphorus and sulfur are neighboring atomic species (i.e., \( \text{P} \) has one electron less than \( \text{S} \)), their states lie in the same energy window. The bottom of the valence band constituted mainly by \( s \)-states of \( \text{P} \) and \( \text{S} \) are not shown here (the corresponding bands are, however, visible between \(-9\) and \(-15\) eV in Figure 1). As shown in the upper panel, the non-metallic contribution (i.e., \( s \) and \( p \) states) dominate from \(-7\) to \(-4\) eV, whereas a large part of cobalt states are concentrated as one block in narrow energy window between \(-2\) and \(-0.8\) eV. In addition, the metallic states still contribute with a large part, with a small mixture of \( S \) and \( P \) ones in the middle region from \(-3\) to \(-2\) eV. In the lower panel of Figure 2, the crystal field splitting of cobalt \( d \)-states to its \( t_{2g} \) and \( e_{g} \) contributions is illustrated, where a quite clear separation between them is noticeable. The former is almost exclusively located in the narrow energy window of the top of the valence band with a small admixture of \( e_{g} \) states. These latter are in one hand spread in the middle between \(-5\) and \(-2\) eV, and on the other hand, dominate the bottom of the empty conduction bands around \(+2\) eV. Thus, the cobalt \( t_{2g} \) subbands are fully occupied, whereas \( e_{g} \) ones are only half occupied.

The behavior of the chemical bonding in CoSP compound is described in Figure 3 with the help of a sketch in the form of a molecular orbitals diagram. It has to be mentioned that this is just a qualitative illustration of the average trend and not a quantitative study of the chemical bonding of the system. It can be decomposed into three main different regions. In the lower part, from \(-7\) to \(-4\) eV, a clear hybridization between \( p \)-type states of sulfur and phosphorus is involved, leading to a strong \( S(P)-ppσ \) bond. In the middle of the valence band (from \(-4\) to \(-1\) eV), we find the weaker \( S(P)-ppσ \) bond and its counterpart antibonding \( S(P)-ppπ^* \) one. This latter is mainly mixed with a small fraction of bonding \( Co-\sigma^* \) states. An important non-bonding block of \( Co-\sigma \) orbitals dominate the top of the valence band from \(-1.5\) eV until the gap. Finally, an important antibonding \( Co-\pi^* \) states occupy the lower part of the conduction bands up to \(+3\) eV. They coexist with the antibonding \( S(P)-ppπ^* \) which are spread to higher energies and dominate the region above \(+5\) eV.

Finally, we mention that except the improved value of the gap, the behavior and the features of the band structure, the densities of states, and the chemical bonding obtained with the hybrid functional are almost identical to those obtained with GGA. Therefore, both frameworks give the same description of the compound and so the same discussion holds.

Before summarizing, we want to point out an important point related to the optical properties, already mentioned in FeS\(_2\)-O\(_x\) study.\(^{[47]}\) In this latter, the optical absorption comes mainly from transitions between metallic states (from \( t_{2g} \) to \( e_{g} \) states). It is found that the insertion of oxygen replacing sulfur, reducing the local symmetry of \( Fe-e^* \) bands, improves the whole absorption. Such situation is almost identical here with CoSP, and consequently, we expect similar interesting optical properties (high optical absorption and suitable band gap for efficient light–electricity conversion). A study dedicated to these latter is in progress.

### 4. Conclusion

To conclude, we explored using first-principles calculations, the electronic structure, and chemical bonding of CoSP semiconductor crystallizing in pyrite type crystal structure.

Being isometric and isoelectronic to Fe\(_{3}\), interesting optical properties like those of this latter are expected. CoSP compound has been found to have a larger band gap. It is estimated to \( \approx 1.14\) eV, within GGA and a value of \( \approx 1.65\) eV is obtained using hybrid functional. These values are highly suitable for practical usage in solar cell as predicted by Shockley–Queisser theory, since they belong to the highest range of light-to-electric conversion efficiencies. Therefore, CoSP could be considered as a promising compound for photovoltaic applications, and experimental data are called for to confirm our predictions.

The whole trend of the electronic structure is similar to FeS\(_2\), where the effect of the crystal field on the cobalt \( 3d \)-states is clearly visible. The important hybridization of the \( p \)-states within \( S-P \) dumbbell gives rise to a strong \( σ \)-bond in the bottom of the valence band, largely split from its counterpart \( π^* \)-antibond in the conduction band. Like in iron pyrite, the cobalt \( t_{2g} \) states form a narrow non-bonding block dominating the top of the valence band.

The most important and noticeable feature in CoSP concern the lowest edge of the conduction band which is of \( Co-e^* \) character and the larger value of the gap. This feature is attributed to the \( S-P \) bond length which is found to play a crucial role.
Its shorter magnitude (compared to S–S one FeS$_2$) shifts up the S(P)-p$_z$ states to higher energy. This results in a wider band gap which now separate exclusively metallic states, that is, Co-t$_{2g}$ states (VB$_{\text{MAX}}$) from the Co-e$_g$ ones (CB$_{\text{MIN}}$).
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