Exponential Moving Average Normalization for Self-supervised and Semi-supervised Learning

Zhaowei Cai, Avinash Ravichandran, Subhransu Maji, Charless Fowlkes, Zhuowen Tu, Stefano Soatto
Amazon Web Services
{zhaoweic,ravinash,smmaji,fowlkec,ztu,soattos}@amazon.com

Abstract

We present a plug-in replacement for batch normalization (BN) called exponential moving average normalization (EMAN), which improves the performance of existing student-teacher based self- and semi-supervised learning techniques. Unlike the standard BN, where the statistics are computed within each batch, EMAN, used in the teacher, updates its statistics by exponential moving average from the BN statistics of the student. This design reduces the intrinsic cross-sample dependency of BN and enhances the generalization of the teacher. EMAN improves strong baselines for self-supervised learning by 4–6/1–2 points and semi-supervised learning by about 7/2 points, when 1%/10% supervised labels are available on ImageNet. These improvements are consistent across methods, network architectures, training duration, and datasets, demonstrating the general effectiveness of this technique. The code is available at https://github.com/amazon-research/exponential-moving-average-normalization.

1. Introduction

Supervised learning has achieved remarkable success on a variety of visual tasks, benefiting from the availability of large-scale annotated datasets such as ImageNet [37], MSCOCO [31], and ShapeNet [6]. However, in some domains such as medical imaging, large amounts of annotations are expensive or time-consuming to collect. Learning effective representations with small amounts (semi-supervised) or no (unsupervised or self-supervised) manual annotation is thus an important problem in computer vision [3, 8, 9, 17, 19, 28, 29, 39, 41, 45].

Although many choices exist for semi- and self-supervised learning [3, 15, 29, 34, 50], an effective approach is the family of student-teacher models [9, 17, 19, 22, 28, 41, 47], where the outputs of the teacher are used to guide the learning of the student on the unlabeled data. Within this family, a common approach is to update the teacher using exponential moving average (EMA) of the student parameters over its training trajectory [41], which we call EMA-teacher, as shown in Figure 1 (left). As discussed in [1, 24, 26], the temporally averaged teacher, as interpreted as the temporal ensembling of the student checkpoints, can improve generalization. Due to this property, it has been adopted in recent self-supervised learning methods [17, 19].

While the objective and the update mechanisms are different for the student and the teacher, both networks use the standard batch normalization (BN) [25], as in the early EMA-teacher frameworks [41]. However, this can lead to two potential problems:

1. Cross-sample dependency. This is an intrinsic property of BN where the output of a sample is dependent on all other samples in the same batch. This cross-sample information leakage may allow the model to “cheat” in semi- or self-supervised learning. To avoid this, some special designs on normalization were applied in [8, 17, 19, 21]. For example, [21] switched to layer normalization [2]; MoCo [19] designed ShuffleBN where a mini-batch uses BN statistics from other randomly sampled mini-batch; and SimCLR [8] and BYOL [17] used Synchronized BN (SyncBN).

2. Model parameter mismatch. In the teacher network, its
parameters are averaged from the student parameters of previous iterations, but the batch-wise BN statistics are instantly collected at current iteration. This could lead to potential mismatch between the model parameters and the BN statistics in the parameter space.

We present a simple replacement for standard BN used in the EMA-teacher framework, called exponential moving average normalization (EMAN). As shown in Figure 1 (right), the EMAN statistics (mean \( \mu' \) and variance \( \sigma'^2 \)) in the teacher are exponentially moving averaged from the student BN statistics, similar to the other parameters. The EMAN is simply a linear transform, without batch-wise statistics computation, and thus has removed cross-sample dependency presented in BN in the teacher. Since the normalization statistics and model parameters are both updated using EMA, we expect this to improve stability of training by reducing the potential model parameter mismatches when using BN. This simple design requires only a few lines of code, and can replace other complex normalization schemes (e.g. ShuffleBN, SyncBN, etc.) within various semi- and self-supervised learning techniques.

We have evaluated EMAN within various EMA-teacher frameworks, including recent state-of-the-art semi-supervised learning (FixMatch [39]) and self-supervised learning (MoCo [19] and BYOL [17]) techniques. On self-supervised learning, EMAN improves the performance of MoCo/BYOL by 4-6/1-2 points when 1%/10% labels are available on ImageNet [37]. On semi-supervised learning, EMAN improves the performance of FixMatch by about 7/2 points for 1%/10% points, leading to the new state-of-the-art performances of 63.0/74.0 top-1 accuracy for 1%/10% labels on ImageNet. These improvements are consistent across methods, network architectures, training duration, and datasets, demonstrating the effectiveness of EMAN as a general technique. In addition, EMAN is just as efficient as standard BN, and does not require cross-GPU communication or synchronization of ShuffleBN or SyncBN. We thus believe that EMAN can be of interest for other future student-teacher variants.

2. Related Work

Semi-supervised learning leverages unlabeled data to improve the model performance, and has a long history in machine learning [7, 51]. We primarily focus on recent deep-learning based approaches. Pseudo-Labeling [29] generates synthetic labels from the confident predictions to learn on the unlabeled data. Temporal ensembling of predictions was proposed to improve robustness in [28]. Consistency regularization based methods [28, 33, 39, 41] learn by requiring the predictions to be consistent after perturbations on inputs and/or model parameters. For example, II-model [28] perturbs the model weights, uses dropout [40], and enforces that the clean and noisy predictions be consistent. Mean-teacher [41] proposed the EMA-teacher framework, and learns by enforcing consistency between the student and teacher models. FixMatch [39] assumes consistency between the weakly and strongly augmented inputs. A broader survey of semi-supervised learning techniques can be found in [7, 51].

Unsupervised or self-supervised learning aims to learn representations from data without annotations. It has been particularly effective in natural language processing [12, 36]. Early self-supervised learning approaches in computer vision were based on proxy tasks, e.g. solving jigsaw puzzles [34], colorization [50] and rotation prediction [15]. Recently, the contrastive learning [18] using instance discrimination has achieved promising results [8, 9, 19, 32, 42, 45]. For example, MoCo [19] and SimCLR [8, 9] have narrowed the gap between supervised and unsupervised learning in some domains. BYOL [17] found that, instead of a contrastive loss, optimizing a feature regression loss can achieve better results than prior work [8,9,19]. An extensive survey of self-supervised learning can be found in [27].

The student-teacher framework was first introduced in [4] and developed in [22] to distill knowledge from the pretrained teacher model to the new student model. While in [9,22], the teacher is a pretrained and frozen model, other variants are available for different purposes. For example, in [39] the teacher and the student are identical; in [38] the teacher is an ensemble of multiple networks; in [4,9,22] the teacher is a more complex network than the student for model compression; in [28] the teacher is a temporal ensemble of student checkpoints with the step of one epoch; in [17,19,41], the teacher is a more smoothly temporal ensemble than [28] by exponential moving average.

Normalization is a critical component to enable faster convergence and reduce the dependency on initialization for modern deep networks. While BN [25] is widely used, it introduces some issues, such as requiring large batch sizes for accurate statistics, and mismatch between how BN is used during training and inference. To address these, other normalization techniques have been proposed. Layer Normalization (LN) [2] normalizes along the channel and spatial dimension, Instance Normalization (IN) [43] along only the spatial dimension, and Group Normalization (GN) [44] operates similar to LN but divides the channels into groups. MABN [48] shares some similarities with our EMAN, but mainly focuses on the stability of small batch size training and updates its statistics inside a single network. In self-supervised learning, to avoid the possible information leakage via BN, [21] used LN, SimCLR [8] and BYOL [17] use SyncBN, and MoCo [19] uses ShuffleBN where a minibatch uses BN statistics from other randomly sampled minibatch. Although these normalization schemes work well in some specific cases, our experiments will show that they do not generalize well across various semi- and self-supervised
3. Preliminaries

3.1. EMA-Teacher Framework

The EMA-teacher framework, with architecture shown in Figure 1 (left), was first introduced in the Mean Teacher [41], to improve the non-smooth temporal ensembling of [28]. The teacher parameters \( \theta' \) are updated by exponential moving average (EMA) from the student parameters \( \theta \),

\[
\theta' := m \theta' + (1 - m) \theta,
\]

where the momentum \( m \) is a number close to \( 1 \), e.g. 0.999. The student network is exactly the same as the standard supervised network, where the parameters \( \theta \) are learned by standard SGD. In general, there is no gradient backpropagation through the teacher model, and the teacher model is discarded once training finished.

This EMA teacher can be interpreted as a smooth temporal ensembling of the student checkpoints along the training trajectories. As discussed in [1,24,26], this temporal weight averaging mechanism can stabilize training trajectories and present better performances than the standard SGD update. In consistency based semi- and self-supervised learning, training could be less stable [41], where the EMA-teacher framework with improved generalization can help. Due to its good performance, this EMA-teacher has derived different variants for different tasks [17,19].

While the EMA-teacher has the special update rule for the learnable parameters, it does not for its normalization operators. Instead, the standard BN is used in both student and teacher models as in [41].

3.2. Batch Normalization

BN [25] can stabilize the learning and enable faster convergence, and thus has been widely adopted. It has different training and inference modes. During training, BN first computes the mean and the variance of the layer inputs for the current batch \( \{x_i\}_{i=1}^n \),

\[
\mu_B = \frac{1}{n} \sum_{i=1}^n x_i, \\
\sigma^2_B = \frac{1}{n} \sum_{i=1}^n (x_i - \mu_B)^2,
\]

where \( n \) is batch size. Next, every sample \( x \) in the current batch is normalized using the batch-wise statistics \( \mu_B \) and \( \sigma^2_B \), and then an affine transformation with learnable parameters \( \gamma \) and \( \beta \) is applied,

\[
\hat{x} = BN(x) = \gamma \frac{x - \mu_B}{\sqrt{\sigma^2_B + \epsilon}} + \beta,
\]

where \( \epsilon \) is a small constant for numerical stability.

At inference, however, it is not desirable to use the batch-wise statistics, \( \mu_B \) and \( \sigma^2_B \), since the output of an input should be deterministic and not dependent on other inputs in the same batch. The population statistics, \( E[\mu] \) and \( E[\sigma^2] \), should be used instead. But this requires an additional stage of statistics gathering on a large sample population, which could be undesirable. In many implementations, a more practical and efficient strategy is widely used, collecting the proxy statistics \( \mu \) and \( \sigma^2 \) by exponential moving average during training,

\[
\mu := \alpha \mu + (1 - \alpha) \mu_B, \\
\sigma^2 := \alpha \sigma^2 + (1 - \alpha) \sigma^2_B,
\]

where the momentum \( \alpha \) here is usually 0.9. With the proxy statistics \( \mu \) and \( \sigma^2 \), the BN at inference becomes

\[
\hat{x} = BN(x) = \gamma \frac{x - \mu}{\sqrt{\sigma^2 + \epsilon}} + \beta,
\]

which differs from its training mode of (3). This practical strategy is very common in many implementations, e.g. as default in PyTorch and TensorFlow.

4. Exponential Moving Average Normalization

In the EMA-teacher framework, as introduced in Section 3.1, both the student and the teacher use the standard BN during training,

\[
y = f(BN(x), \theta), \\
y' = f(BN(x), \theta'),
\]

where \( f \) is the intermediate layers of relu-conv, which takes the output of normalization as input. The standard BN is well aligned with the model parameters for a typical network (e.g. the student) which is updated by SGD, since the parameters are optimized with those batch-wise statistics. However, it is no longer the case for the teacher that is updated by EMA. Two reasons suggested that. First, the teacher is used to generate pseudo ground-truth to guide the learning of the student. With batch-wise BN, these generated pseudo labels will be cross-sample dependent, which is not desirable. For example, the pseudo label of \( x_1 \) is dependent on \( x_2 \) if \( x_1 \) and \( x_2 \) are in the same training batch. Second, there is a possible mismatch between the model parameters \( \theta' \) and batch-wise BN statistics (\( \mu_B \) and \( \sigma^2_B \)) in the teacher model. The former is averaged from the student parameters of previous iterations, but the latter is instantly collected at current iteration, and the former is not optimized for the latter. This mismatch could lead to non-smoothness in the parameter space.

To resolve these issues, we propose using exponential moving average normalization (EMAN) for the teacher during training (student still uses BN),

\[
y' = f(EMAN(x), \theta'),
\]
where

$$\hat{x} = EMAN(x) = \frac{x - \mu'}{\sqrt{\sigma'^2 + \epsilon}} + \beta, \quad (8)$$

where $\mu'$ and $\sigma'^2$ are also exponentially moving averaged from the student $\mu$ and $\sigma^2$, in the same way of (1).

$$\mu' := m\mu + (1 - m)\mu, \quad \sigma'^2 := m\sigma^2 + (1 - m)\sigma^2. \quad (9)$$

The key difference between (3) and (8) is the normalization factors. They are batch-wise $\mu_B$ and $\sigma^2_B$ in (3), but EMA updated $\mu'$ and $\sigma'^2$ in (8). This new normalization technique for the teacher is simply a linear transform which is no longer dependent on the model parameters ($\theta'$) and its normalization factors ($\mu'$ and $\sigma'^2$). Note that although the student is still cross-sample dependent, this is a less serious issue than the cross-sample dependency in the teacher. EMAN is better aligned with the EMA-teacher framework than the standard BN (and probably other normalization), and as we show next, it is generally applicable in different EMA-teacher variants for different tasks [17, 19, 39, 41].

4.1. Applications

We have applied EMAN to recent state-of-the-art semi-supervised learning (FixMatch [39]) and self-supervised learning (MoCo [19] and BYOL [17]) methods. Applying EMAN to these three techniques is simple, requiring a few lines of code change, as shown in Algorithm 1, where the learnable parameter update is adopted as in [17, 19, 41].

**Algorithm 1 PyTorch-like Pseudocode of EMAN Update**

```python
# f_s, f_t: encoder networks for student and teacher
params_s = f_s.parameters()  # learnable parameters
params_t = f_t.parameters()  # learnable parameters
for s, t in zip(params_s, params_t):
    t = momentum*t + (1-momentum)*s
buffers_s = f_s.buffers()  # BatchNorm proxy statistics
buffers_t = f_t.buffers()
for s, t in zip(buffers_s, buffers_t):
    t = momentum*t + (1-momentum)*s
```

The teacher

MoCo [19] has bridged the gap between supervised and unsupervised learning in multiple visual tasks. It can be interpreted as a variant of EMA-teacher, where the key (teacher) model is EMA updated from the query (student) model, and a contrastive loss is constructed between their outputs. MoCo also found it problematic to use BN in both student and teacher, due to possible information leakage. The model would probably "cheat" with local BN statistics to find a low-loss trivial solution rather than learning good representations. Instead, MoCo uses ShuffleBN in the teacher, in which the batch-wise BN statistics are computed inside a randomly shuffled mini-batch samples across distributed GPUs. This ensures that the batch statistics used to compute the query and the key come from two different subsets, avoiding the cheating issue to some extent.

BYOL [17] can also be interpreted as an EMA-teacher variant similar to MoCo, although the student/teacher is named as online/target network. It differs from the other contrast based self-supervised learning [8, 19, 45] by formulating the self-supervised learning problem as a regression task, bridging the student and teacher outputs with a simple L2 loss. [14] hypothesizes that the reason why BYOL does not need contrastive loss is BN also plays an role of implicit contrast term, not just normalization. To have stronger implicit contrast and avoid knowledge leakage, SyncBN is adopted in both student and teacher models, in which the BN statistics are collected globally across GPU cards and machines. This requires efficient synchronization technique and leads to slower training speed.

Our experiments show that using standard BN in both teacher and student models results in poor performances in all these three techniques. Although different solutions have been proposed to avoid that, e.g. Shuffle BN in MoCo and SycnBN in BYOL, they do not generalize well in other techniques as will be shown in our experiments. To have a general and simpler solution, we apply EMAN in all
three techniques, as in Figure 1 and 2. EMAN can improve over the standard BN by a large margin, and even surpass the ShuffleBN/SyncBN counterparts, universally in FixMatch/MoCo/BYOL. In addition, the training will be simpler and more efficient since EMAN requires no cross-GPU communication or synchronization as needed in ShuffleBN/SyncBN. We expect EMAN to be applicable to other student-teacher variants.

5. Experiments

ImageNet [37] is mainly used in all experiments, which contains ~1.28 million images for training and 50K images for validation. The proposed EMAN has been evaluated on the state-of-the-art self-supervised learning (MoCo [19] and BYOL [17]) and semi-supervised learning (FixMatch [39]). For MoCo, the official implementation was used, but FixMatch and BYOL were reimplemented in PyTorch [35]. The default network is ResNet-50 [20] and the default hyperparameters in the corresponding papers were used, unless noted otherwise. For FixMatch, the batch size for labeled (unlabeled) images is 64 (320) with initial learning rate 0.03. For BYOL, the batch size is 512 with initial learning rate 0.9. All experiments were run on a machine with 8 V100 GPU cards. The self-supervised pretrained models were evaluated by 1) linear classification following [8, 9, 17, 19]; and 2) kNN classification with $k = 20$ following [5, 30, 45, 52], on top of the frozen representation. The other settings will be introduced in the following specific experimental sections. More experimental details can be found in the appendix.

5.1. The Effect of EMAN

The effect of the proposed EMAN was evaluated. For FixMatch, only 10% labels were used and the rest data as unlabeled. For MoCo and BYOL, we showed the accuracies of the kNN classifier along the training, since it is too expensive to train additional linear classifier. The kNN classifier used 10% train (50% val) as training set (query) for efficiency purpose (the observations are consistent with all train/val data). FixMatch/MoCo/BYOL was trained for 100/100/50 epochs, where FixMatch drops learning rate by 10 times at 60th and 80th epoch, and MoCo/BYOL uses cosine learning schedule. All training uses linear warm-up learning rate for 5 epochs.

FixMatch was reframed to the EMA-teacher framework as in Figure 2, using standard BN, denoted as “BN” in Figure 3 (a). However, this architecture change leads to much worse performance than the baseline FixMatch (“baseline”). Switching to standard BN also leads to worse performance than the baseline MoCo (ShuffleBN) and BYOL (SyncBN), as shown in Figure 3 (b) and (c). By simply changing the standard BN to the proposed EMAN in the teacher model, significant boosts are available in all FixMatch/MoCo/BYOL, e.g. roughly 10/6/7 points. This simple change also surpassed all three very strong baseline FixMatch/MoCo/BYOL by about 2/4/3 points.

To check the generalization, SyncBN and ShuffleBN were also evaluated in the other techniques, as shown in Table 1, where MoCo and BYOL were measured by linear classification on 10% labeled data. Although they work well within their own technique (i.e., ShuffleBN in MoCo and SyncBN in BYOL), they do not generalize very well across techniques. For example, SyncBN is 1.1 points worse than ShuffleBN in MoCo and even 6.9 points worse than BN in FixMatch: and ShuffleBN is 2.8 points worse than SyncBN in BYOL and even 3.1 points worse than BN in FixMatch. In contrast, EMAN generalizes very well in

| student     | teacher    | FixMatch | MoCo | BYOL |
|-------------|------------|----------|------|------|
| default     | default    | 67.1     | 54.4 | 55.4 |
| BN          | BN         | 58.9     | 52.5 | 52.0 |
| SyncBN      | SyncBN     | 52.0     | 53.3 | 55.4 |
| BN          | ShuffleBN  | 55.8     | 54.4 | 52.6 |
| GN          | GN         | 63.3     | 49.3 | failed |
| IN          | IN         | 61.3     | 46.5 | failed |
| BN          | EMAN       | 69.2     | 55.8 | 56.2 |

Table 1. Accuracy with different normalization.
all three techniques and achieved the best results. Other cross-sample independent normalization techniques were also evaluated in Table 1, including Group Normalization (GN) [44] and Instance Normalization (IN) [43]. But they all lead to inferior performances. Also note that EMAN is as simple as BN, unlike ShuffleBN in MoCo and SyncBN in BYOL which rely on cross-GPU communication or synchronization. For example, switching SyncBN to EMAN in BYOL, the training can be sped up by about 30% with PyTorch implementation on a machine with 8 GPUs.

### 5.2. Self-supervised Evaluation

We self-supervised pre-train MoCo and BYOL models with EMAN on unlabeled data and then evaluate learned representations on multiple downstream classification tasks.

#### Linear Classification and Finetuning

The linear and finetuning evaluation were on different percentages of labeled ImageNet data, including 1%, 10% and 100%. Only the labeled data were used in these experiments. For 1% (10%) labels, five (three) different sets of samples were run and the averaged numbers are shown in Table 2. We searched the best learning rate from \{0.5, 0.1, 0.001\} (\{15, 30, 60\}) \{0.2, 0.4, 0.8\}) for MoCo (BYOL) linear evaluation, since they are quite sensitive in these experiments. When finetuning, we found it was important to have different learning rates for the pre-trained encoder and the randomly initialized top classifier. We thus used learning rate of 1.0 (0.1) for top classifier for 1% (10%) labels, and searched the best learning rate from \{0.0001, 0.001, 0.01\} for the pretrained encoder when finetuning. All experiments were trained for 50 epochs, with learning rate dropped by 10 times at 30th and 40th epoch.

For linear evaluation in Table 2, while EMAN models have comparable performances as the baselines for 100% labels, they improve over the baselines by 1-2 points of top-1 accuracy for 10% labels. The gains become bigger (4-5 points) when only 1% labels are available. The observations are consistent across different techniques (MoCo and BYOL), different architectures (ResNet-50 and ResNet-50 of 2x width), and different epochs (200 and 800). Note that the evaluation on 1%/10% labels is more practical than that on 100% labels, since when full dataset is annotated, the advantage of self-supervised pretraining will be reduced. For example, compared with supervised baseline, the self-supervised models are usually worse for 100% labels, but have significant gains (\{30/10 points\}) for 1%/10% labels, indicating the self-supervised pretraining is much more useful when there is insufficient supervision available.

Finetuning usually achieved better results than the linear classification, in Table 2, with increasing gains for more annotations, but they could be worse if the hyperparameters are not carefully tuned as introduced above, especially for fewer labels. The gains by EMAN over those strong baselines are still consistent with the linear classification, and even larger in most of the experiments with 1% labels.

#### Comparison with the State-of-the-art

The EMAN models were compared with the state-of-the-art self-supervised learning methods for 1%/10% labels in Table 3. To have fair comparison, only the results of ResNet-50 was shown where possible. The reported BYOL [17] was pretrained for 1000 epochs, with 53.2/68.8 top-1 accuracy for 1%/10% labels, but our BYOL-EMAN achieved 55.1/68.1, which was pretrained only for 200 epochs. Our MoCo-EMAN achieved the accuracy of 57.4 for 1% labels, which is much higher than the other methods in the table, and 68.1 for 10% labels. Note that, the comparison between these methods is not completely fair. For example, the SwAV [5], with higher accuracy for 10% labels, used much more expensive multi-crop strategy, which could also benefit our EMAN models.

| Method          | Arch | Epochs | 1% labels | 10% labels |
|-----------------|------|--------|-----------|------------|
|                 |      |        | top-1     | top-5      | top-1     | top-5      |
| Supervised [3,20]| res50| 100    | 25.4      | 48.4       | 56.4      | 80.4       |
| MoCo            | res50| 100    | 57.4      | 82.3       | 68.1      | 88.5       |
| MoCo-EMAN       | res50| 100    | 55.4      | 79.3       | 64.0      | 85.3       |
| MoCo (2x)       | res50| 100    | 51.5      | 77.6       | 64.2      | 86.0       |
| MoCo-EMAN (2x)  | res50| 100    | 56.8      | 80.4       | 65.7      | 86.4       |
| MoCo (800)      | res50| 100    | 50.4      | 76.6       | 63.0      | 85.4       |
| MoCo-EMAN (800) | res50| 100    | 55.4      | 79.3       | 64.0      | 85.3       |
| BYOL            | res50| 100    | 51.3      | 76.3       | 64.8      | 86.2       |
| BYOL-EMAN       | res50| 100    | 55.1      | 78.9       | 66.7      | 87.3       |
| MoCo            | res50| 100    | 44.8      | 73.4       | 63.3      | 86.1       |
| MoCo-EMAN       | res50| 100    | 50.4      | 77.8       | 64.9      | 87.1       |
| MoCo (2x)       | res50| 100    | 53.1      | 79.9       | 67.9      | 88.6       |
| MoCo-EMAN (2x)  | res50| 100    | 59.2      | 83.7       | 69.7      | 89.8       |
| MoCo (800)      | res50| 100    | 50.9      | 78.1       | 66.3      | 87.7       |
| MoCo-EMAN (800) | res50| 100    | 57.4      | 82.3       | 68.1      | 88.5       |
| BYOL            | res50| 100    | 52.1      | 77.3       | 67.7      | 88.5       |
| BYOL-EMAN       | res50| 100    | 54.6      | 78.6       | 68.1      | 88.6       |

Table 3. Comparison with other self-supervised models.
kNN Classification and Image Retrieval Although the linear classification is a common strategy to evaluate the self-supervised models in recent years [8,17,19], it requires additional training, which is not the most direct way to evaluate the representations. Instead, we also compared the kNN accuracies on full train/val data in Table 4, following [5, 30, 45, 52]. With this more direct evaluation, the EMAN still has consistent improvements over the MoCo and BYOL baselines. And they also outperform [45, 52] and recent PCL [30] and SwAV [5].

We also evaluate on the task of image retrieval (find the most relevant entries for each query) on ImageNet which also requires no additional training. This task is a practical application of self-supervised pretraining, since the accurate annotations are usually unavailable in many scenarios of image retrieval. We used train as the retrieval database and val as queries, and followed [49] to use the top 1000 retrievals for the evaluation of mean averaged precision (mAP) and recall. Table 4 shows the EMAN also has consistent and nontrivial improvements over the baselines for this task. The PCL [30] and SwAV [5] are compared, but they have shown much worse results.

It has also been shown that the unsupervised learning is still lagging behind supervised learning for kNN classification and image retrieval, although SwAV [5] has presented minor gap to supervised learning for linear evaluation. However, the EMAN models can learn better feature representations for these two tasks.

Low-shot Classification Given the superior performances of EMAN in the regimes of few annotations in Table 2, low-shot classification was evaluated, with \( k \) samples per class. Following [16, 30], we trained linear SVMs [11] on top of the frozen representations. We searched the best SVM cost parameter \( C \in [2^{-5}, 5] \), and averaged the numbers of 5 different sets of samples.

The results in Table 5 have demonstrated that EMAN still improves the MoCo/BYOL baselines in low-shot cases, as low as \( k = 1 \) sample per class. For example, in the experiments of ImageNet, MoCo-EMAN is about 4-6 points better than MoCo. The gains for BYOL are smaller, but still 1-3 points. Note that, our MoCo-EMAN can achieve 35.8% top-1 accuracy for 1000-way 1-shot ImageNet, which is 12.3 points higher than SwAV [5]. Pascal VOC2007 [13] and iNaturalist [23] have also been tested. Since the domain of VOC is similar to ImageNet, we directly used the frozen ImageNet representations for VOC experiments. However, it is not the case for iNaturalist, where ImageNet representations have poor performances, so we train MoCo/BYOL from scratch on iNaturalist for 1000/200 epochs. The improvements by EMAN are still consistent on both datasets.

5.3. Semi-supervised Evaluation

The semi-supervised learning experiments of FixMatch are shown in Table 6, where “1×” means training 50 (100) epochs with learning rate dropped at 30/40th (60/80th) epoch.
epoch, for 1% (10%) labels. For 10% labels, the top-1 accuracy is improved to 69.2 by EMAN from the baseline of 67.1. No results were reported for 1% labels since the default hyperparameters do not work very well. The default FixMatch is trained from scratch. However, as seen in Section 5.2, the self-supervised pretrained models can be a significant help for semi-supervised scenarios. Therefore, we also trained FixMatch initialized from the self-supervised pretrained models, with initial learning rate of 0.003. When finetuned from MoCo, the $1 \times$ baseline FixMatch has 3.1 points of improvement and FixMatch-EMAN 2.8 points for 10% labels. For 1% labels, the gains by EMAN over the baseline FixMatch become bigger (~7 points). When finetuned from MoCo-EMAN, additional gains are available, which is consistent with the observations of Section 5.2. Finally, we have trained $3 \times$ longer models with cosine learning rate schedule, and the improvements are still consistent.

### Comparison with the State-of-the-art

The FixMatch-EMAN models are compared with the state-of-the-art semi-supervised methods in Table 7. For 10% labels the proposed FixMatch-EMAN achieves 74.0 top-1 accuracy, beating out the original FixMatch [39] by 2.5 points. Note that this is very close to the fully supervised learning accuracy of 76.1 in Table 2. For 1% labels, the best previously reported results are SimCLR-v2 of roughly 60.0, with knowledge distillation being trained for 300 epochs after self-supervised pretraining and semi-supervised finetuning. Our FixMatch-EMAN achieved 63.0, which is about 3.0 points higher than SimCLR-v2, with simpler pipeline and fewer epochs (150). Finally, we note the specifically designed semi-supervised learning algorithms (in Table 7) outperform self-supervised pre-training followed by semi-supervised finetuning (in Table 3) for annotation insufficient scenarios.

### 5.4. Ablation Studies

The ablation experiments, with results in Table 8, followed the experimental settings of Table 1. MoCo and BYOL were evaluated by linear classification as in Section 5.2 on 10% labeled data.

### EMAN Momentum

We have tested different EMAN momentums of (9), but the momentum for parameter update of (1) is remained the same 0.9999 as in [19, 41]. When $m = 0.9$ of EMAN, the statistics are updated much faster than the parameters, and the accuracy drops for MoCo but remains almost the same for FixMatch. When $m = 0.99999$, the statistics are updated much slower, and both MoCo and FixMatch have much worse performances. These have shown that the normalization statistics should well aligned with the parameters to ensure stable performance.

### Other EMAN-similar Designs

Two other designs, achieving similar goals of EMAN in Section 4, were also evaluated. Both of them use (8) in the teacher during training, but the difference is what proxy statistics $\mu'$ and $\sigma'^2$ to use. The first design is to use the collected proxy statistics of the teacher following (4) up to the previous iteration. This is similar to run the inference mode (5) during training in standard BN, but update the proxy statistics using (4) on the fly. The second design is to simply copy the proxy statistics from the student, by setting $m = 0$ in (9). They are denoted as “teacher PN” and “student PN” in Table 8, respectively. When using the default BN momentum $\alpha = 0.9$, both designs usually lead to worse performance than EMAN. By setting $\alpha = 0.999$ to have better aligned statistics with the parameters, better results are available, and the “student PN” achieved very close performances to EMAN.

### 6. Conclusion

In this paper, we proposed a simple normalization technique, exponential moving average normalization (EMAN), for EMA-teachers based semi- and self-supervised learning. It resolves the issues of cross-sample dependency and parameter mismatch when using the standard BN in EMA-teacher framework. This simple design improves the state of the art in semi- and self-supervised learning. These improvements are consistent across different techniques, network architectures, training duration, and datasets, showing that EMAN is generally applicable.
A. Appendix

A.1. FixMatch

We re-implemented FixMatch in PyTorch, and followed the exactly same hyperparameter settings as in the official FixMatch [39] \(^1\). The number of labeled (unlabeled) images in a batch is 64 (320). The loss weight for the supervised (unsupervised) loss is 1.0 (10.0). The EMA momentum \(m = 0.999\). The number of epoch is counted on unlabeled images.

As discussed in [1, 24, 26], the EMA updated teacher model can present more reliable results. We show the accuracy curves of the teachers (with EMAN) for both baseline FixMatch and FixMatch-EMAN on ImageNet validation in Figure 4. Although the baseline FixMatch did not use the EMA-teacher framework, we can collect its EMA updated model (both model parameters and BN statistics) during training for the purpose of inference only. It can be found that the EMA teacher indeed has higher and more stable accuracy, especially during the former epochs. This is the reason why we reformulate the baseline FixMatch to EMA-teacher framework.

A.2. MoCo

We used the code and followed the exactly same settings as in the official MoCo-v2 [10] \(^2\). When using EMAN, the training will become less stable at the beginning, because the whole network, including the normalization statistics, is slowly updated, with momentum \(m = 0.999\). In this case, the warn-up learning rate schedule is more important. Without it, MoCo-EMAN will have worse performance in our experiments. In addition, as seen in Figure 3 (b), the kNN accuracy of MoCo-EMAN will have a slight decrease in the last training epochs, because the learning rate is too small. This behavior is quite consistent in our MoCo-EMAN experiments, and the best model is usually at around 90% training epochs. To avoid the decrease, we simply used the 90%-th epoch checkpoint for the evaluation of other downstream tasks. Another solution is to set the minimum learning rate to a not-too-small value, e.g. 0.001, in the cosine learning rate schedule. These two strategies achieved very close performances in our experiments.

In Figure 5 (a) and (b), we show the curves of loss and instance discrimination accuracy of MoCo during training. Although they do not directly relate to the actual representations power, they can help to understand what is happening during training. It can be found that the training behaviors are quite different between MoCo-ShuffleBN and MoCo-EMAN. EMAN will make the self-supervised learning task of MoCo more difficult, and lead to higher training loss and lower instance discrimination accuracy. It suggests that EMAN can better prevent the MoCo model from cheating, and could potentially improve the representation power.

A.3. BYOL

We re-implemented BYOL in PyTorch, and followed some hyperparameter settings as in the official BYOL [17] \(^3\). The official implementation chooses different hyperparameters for experiments of different numbers of epochs. To be consistent, we set weight decay as 0.000001, and initial EMA momentum as 0.98, for experiments of both 50 and 200 epochs. The initial learning rate was set as 0.9 (1.8) for 50 (200) epochs. In all BYOL experiments, the batch size was 512 on a machine with 8 GPUs.

The training loss curves of BYOL are also shown in Figure 5 (c). Similar to the observations from MoCo curves, EMAN will make the self-supervised learning task of BYOL more difficult, and result in higher training loss. It suggests that EMAN can better prevent the BYOL model from cheating, and could potentially improve the representation power.

A.4. Other Settings

ImageNet Sampling We sample 1% (10%) images per class for the semi-supervised learning experiments of 1% (10%) labels, which are 12,820 (128,118) images in total.

Linear and Finetuning Evaluation In addition to the details in Section 5.2, weight decay = 0 and momentum = 0.9 for linear evaluation, and weight decay = 0.0001, and momentum = 0.9 for finetuning. The standard data augmentation (RandomResizedCrop and RandomHorizontalFlip) was used during training. At inference, the center 224×224 crop was used.

---

\(^1\)https://github.com/google-research/fixmatch

\(^2\)https://github.com/facebookresearch/moco

\(^3\)https://github.com/deepmind/deepmind-research/tree/master/byol
kNN Evaluation Different from [45, 52], we did not use the weighting mechanism. Instead, it was just a standard kNN classifier with top $k = 20$ neighbors, where a query will be classified to the majority class of neighbor samples. The center 224×224 crop was used, also in the experiments of Image Retrieval and Low-shot Classification.
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