Abstract—While Deep Neural Networks (DNNs) deliver superior performance in many tasks, it comes at the cost of massive training resources. To save the cost, collecting data from the Internet and hiring a third party to train a model become common practices. Unfortunately, recent studies show that these operations provide a path for injecting a concealed backdoor into a DNN. An infected model behaves normally on benign inputs, whereas its prediction will be forced to an attack-specific target on adversarial data. Several detection methods have been developed to distinguish inputs to defend against such attacks. The common hypothesis that these defenses rely on is that there are large statistical differences between the latent representations of clean and adversarial inputs extracted by the infected model. However, although it is important, comprehensive research on whether the hypothesis must be true is lacking.

In this paper, we focus on it and study the following relevant questions: 1) What are the properties of the statistical differences? 2) How to effectively reduce them without harming the attack intensity? 3) What impact does this reduction have on difference-based defenses? Our work is carried out on the three questions. First, by introducing the Maximum Mean Discrepancy (MMD) as the metric, we identify that the statistical differences of multi-level representations are all large, not just the highest level. Then, we propose a Statistical Difference Reduction Method (SDRM) by adding a multi-level MMD constraint to the loss function during training a backdoor model to effectively reduce the differences. Last, three typical difference-based detection methods are examined. The F1 scores of these defenses drop from 90%-100% on the regularly trained backdoor models to 60%-70% on the models trained with SDRM on all two datasets, four model architectures, and four attack methods. The results indicate that the proposed method can be used to enhance existing attacks to escape backdoor detection algorithms.
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and the main contributions of this paper include:

- A vast number of detection methods [14, 15, 21, 22] address this problem by distinguishing adversarial inputs from clean benign ones. For example, Chen et al. [14] proposed the activation clustering, which is based on the observation that the projected activations of the last hidden layer break out into two distinct clusters. Tran et al. [15] proposed to calculate an outlier score for each input by performing the singular value decomposition on the representations and removing inputs with the top scores. An illustrating example is shown in Figure 1.

- It can be seen that the above detection methods all rely on a common hypothesis: the latent representations of clean and adversarial inputs, which are extracted by the infected model, belong to two dissimilar distributions. For convenience, we call the degree of this dissimilarity a statistical difference. One might wonder whether the hypothesis must be true. Although it is crucial for studying the effective scope of many previous defenses, few works have paid attention to it. To the best of our knowledge, there is only one most relevant study, from Tan and Shokri [23]. They used a generative adversarial network to increase the indistinguishability of the activations of the last convolutional layer between poisoned and clean inputs to bypass backdoor detection algorithms. However, due to lack of the exploration of the properties of the statistical differences, models trained with their reduction method can still be employed to detect adversarial inputs. For example, methods to escape backdoor detection algorithms. However, due to lack of the exploration of the properties of the statistical differences, models trained with their reduction method can still be used to distinguish adversarial data, as long as the detection algorithm is slightly modified. We will discuss it in Section 5 and Section 6.

In this paper, we conduct a comprehensive study on the above hypothesis and mainly focus on the following questions:

- What are the properties of the statistical differences?
- How to effectively reduce them without harming the attack intensity?
- What impact does this reduction have on difference-based defenses?

Our work is carried out on the above three questions, and the main contributions of this paper include:

- We introduce a kernel-based metric, the Maximum Mean Discrepancy (MMD), to explicitly quantify the statistical differences between clean and adversarial inputs in the latent space and identify several properties. The most important one is that the differences of multi-level representations are all large. It inspires us to consider the multi-level features instead of just the outputs of the last hidden layer when designing a reduction method.
- A Statistical Difference Reduction Method (SDRM) is proposed by adding a multi-level MMD constraint to the loss function during training a backdoor model. The experimental results indicate that, within a certain range, the differences can be comprehensively reduced by the method without compromising the attack power.
- We test the effects of several difference-based detection methods on the infected models trained with SDRM, and show that the performance of these defenses is significantly degraded compared to on the regularly trained backdoor models. It indicates that the proposed method can enhance existing attack methods to escape backdoor detection algorithms.

The rest of this paper is organized as follows. In Section 2, we briefly introduce the background necessary to this paper. Section 3 gives the experimental setup used in the next three sections. Section 4, Section 5 and Section 6 are our research about the three questions, respectively. Some open issues are discussed in Section 7. Related works are reviewed in Section 8. This paper is concluded in Section 9.

2 Background

2.1 Deep Neural Networks

A deep neural network is composed of multiple layers and can be defined as \( f_\theta = f_1 \circ f_2 \circ \ldots \circ f_m \), where \( \theta \) denotes the parameters of the model, \( f_1, f_2, \ldots, f_{m-1} \) denote the \( m-1 \) hidden layers, and \( f_m \) denotes the output layer. For convenience, let \( z_i = f_1 \circ f_2 \circ \ldots \circ f_i \). We denote the structure from the input layer to the \( i \)-th hidden layer and \( z_i(x) \) denotes the extracted representation of the input \( x \). Given a training set \( D = \{(x, y)\} \), the procedure of training a DNN for a classification task can be formulated as

\[
\theta^* = \arg\min_{\theta} \frac{1}{|D|} \sum_{(x, y) \in D} L(f_\theta(x), y),
\]

where \( (x, y) \) denote the input data and its ground-truth label, and \( L \) denotes a loss function. The trained model is expected to perform well on a test set \( T \) and \( D \cap T = \emptyset \) is required.

2.2 Backdoor Adversary

We consider injecting a hidden backdoor into a DNN through data poisoning [16, 17, 18, 24, 25]. Similar to the regular classification task, let \( U \) and \( V \) denote the poisoned training and test sets, respectively. The generation of poisoned data is associated with a target class \( t \), a backdoor trigger \( b \), and a fusion function \( G \). For a clean sample pair \((x, y)\), the corresponding adversarial pair is \((x', t)\), where \( x' = G(x, b) \) and \( t \neq y \). To train a DNN with a backdoor, one can optimize

\[
\theta^* = \arg\min_{\theta} \left[ \frac{1}{|D|} \sum_{(x, y) \in D} L(f_\theta(x), y) + \frac{1}{|U|} \sum_{(x', t) \in U} L(f_\theta(x'), t) \right],
\]

and suppose the trained model can generalize to the test sets \( T \) and \( V \). In data poisoning, the ratio of poisoned samples to clean samples in training data, i.e., \( r = |U|/|D| \), is an important hyper-parameter.
### 2.3 Statistical Differences

Given an infected DNN $f_\theta$, let $Z^T_{ij} = \{ z_i(x)(x, y) \in T \land f_\theta(x) == j \}$ and $Z^V_{ij} = \{ z_i(x')(x', t) \in V \land f_\theta(x') == j \}$ denote the extracted features of clean and adversarial inputs, which are classified into the same category $j$ by the infected model, respectively. A statistical difference refers to the degree of the dissimilarity between the distributions of $Z^T_{ij}$ and $Z^V_{ij}$. In particular, since a well-trained infected model classifies almost all adversarial inputs into the target category $t$, we mainly focus on the difference between $Z^T_{ii}$ and $Z^V_{ii}$. Some previous detection methods \cite{14, 15, 21, 22} assume that the differences are large enough to distinguish poisoned data.

### 2.4 Maximum Mean Discrepancy

Gretton et al. \cite{26} introduced a kernel-based metric to quantify the distance between two statistical objects. Formally, let $X_1 \sim p$ and $X_2 \sim q$ denote two sample sets drawn from the distributions $p$ and $q$, respectively. In practice, MMD can be formalized as

$$MMD^2(X_1, X_2) = \frac{1}{|X_1|(|X_1|-1)} \sum_{x_1 \in X_1} \sum_{x_1' \in X_1} k(x_1, x_1') + \frac{1}{|X_2|(|X_2|-1)} \sum_{x_2 \in X_2} \sum_{x_2' \in X_2} k(x_2, x_2') - \frac{2}{|X_1||X_2|} \sum_{x_1 \in X_1} \sum_{x_2 \in X_2} k(x_1, x_2)$$

where $k$ is a kernel function and $k(x_1, x_2) = \langle \phi(x_1), \phi(x_2) \rangle$, $\phi$ denotes a feature mapping. It can be seen that this metric does not require knowing the form of distributions and can be computed on high-dimensional data.

### 2.5 Threat Model

Our threat model considers that a user utilizes a DNN trained in an untrusted environment, e.g., a third party, to build a system to provide an external service. This mode is very common among companies, such as car manufacturers and autonomous driving solution providers. We assume that the attacker has full control over the training data and the training procedure. The goal of the defender is to distinguish malicious instances from inputs during the service time. The defender does not know any prior knowledge about the trigger, but can access to the parameters of the trained model and keep a few clean validation data.

### 3 Experimental Setup

#### 3.1 Datasets

Two image datasets, CIFAR-10 \cite{27} and CelebA \cite{28}, which are often used in the research of backdoor learning \cite{25, 29, 30}, are selected. For CelebA, following the configuration in some previous studies \cite{25, 30}, we use the three most balanced attributes, i.e., “Heavy Makeup”, “Mouth Slightly Open”, and “Smiling”, to create eight categories for the image classification task.

#### 3.2 DNN Architectures

Four DNN architectures, VGG-11 (V-11) \cite{31}, VGG-16 (V-16) \cite{31}, ResNet-18 (R-18) \cite{32}, and PreActResNet-18 (P-18) \cite{33}, are used in our experiments. Since the activations of the hidden layer need to be extracted as the representations of inputs, we define $s_1, s_2, s_3$ to represent three locations in the network structure. $z_{s_1}(x)$, $z_{s_2}(x)$, $z_{s_3}(x)$ denote the extracted features of $x$ from the corresponding levels. Specifically, we set $s_1$, $s_2$, $s_3$ to the 14th, 21st, 28th layers for V-11, the 23rd, 33rd, 43rd layers for V-16, and the 27th, 39th, 51st layers for R-18 and P-18.

#### 3.3 Attack Methods

Four poisoning-based attack methods are considered, including the patch-based attack (Patched) \cite{17}, the blending-based attack (Blended) \cite{16}, SIG \cite{24}, and the warping-based attack (Warping) \cite{25}. The main differences between these attacks are the trigger $t$ and the fusion function $G$. The forms of generating backdoor samples are shown in Table 1 and some poisoned examples from CelebA are shown in Figure 2. Except for the different ways of constructing adversaries, we keep the other setting the same. The target $t$ is set to the 0th category and the poisoning data ratio, $r$, is set to 0.1.

#### 3.4 Defense Methods

Four defenses are tested in this paper, three of which are difference-based detection methods. It should be noted that some of these methods are proposed to filter data during the training phase, but we use them on test data here and find that they also have good performance. Besides, the original detection methods mainly utilize the outputs of the last hidden layer to distinguish data, we extend them to multiple levels for a more thorough analysis.
3.4.1 Activation Clustering

Chen et al. [14] proposed the activation clustering to detect poisoned data, which does not require verified and trusted data. The author first observed that the features of clean and adversarial inputs, which are classified into the same category by the poisoned model, visually show two distinct clusters. Then they proposed to filter poisoned data with three steps: 1) perform the independent component analysis on the latent representations to reduce the dimensionality, 2) use the k-means algorithm to cluster the reduced features into two clusters, and 3) analyze whether each cluster is clean or adversarial through the exclusionary reclassification, the relative size comparison, or the silhouette score.

3.4.2 Spectral Signatures

Tran et al. [15] identified a new property, called spectral signatures, of backdoor attacks. A spectral signature is a detectable trace in the spectrum of the covariance of the representations that these attacks tend to leave behind. Then, they presented an algorithm to show that one can use this trace to remove adversarial inputs: 1) perform the singular vector decomposition on the centered features, 2) calculate the outlier scores with the top right singular vector, and 3) remove data with the top-k scores.

3.4.3 Subspace Reconstruction

The core idea of the subspace reconstruction for detecting a backdoor is to construct a subspace learned from a small number of clean features, and assume that projecting adversarial features into this space will cause a lot of information to be lost. Therefore, these features have higher reconstruction losses than clean ones. Javaheripi et al. [34] first introduced this idea into their Trojan detection framework.

3.4.4 Neural Cleanse

Wang et al. [35] presented the neural cleanse, a detection and mitigation system for backdoor attacks. In the detection step, the method first uses the reverse engineering to obtain potential triggers towards every category, and then determine the final synthetic trigger according to its $l_1$ norm. Wang et al. [35] introduced three techniques, i.e., the input filtering, the neuron pruning, and the unlearning, in the mitigation step to remove the backdoor with the synthetic trigger. Because the input filtering is similar to the three detection methods described above, the unlearning needs to retrain the model, we apply the neuron pruning as the mitigation technique in this paper.

3.5 Evaluation Metrics

Evaluation metrics adopted in this paper are introduced here. We use the Benign Accuracy (BA) and the Attack Success Rate (ASR) to denote the performance of an infected model on the test sets $T$ and $V$, respectively. For a difference-based detection method, we use the F1 score to evaluate its performance [36].

3.6 Implementation Details

For all experiments, we adopt the stochastic gradient descent with momentum of 0.9 and weight decay of 5e-4 as the optimizer. The batch size is set to 256 and the total training duration is 100 epochs for CIFAR-10 and 40 epochs for CelebA. The initial learning rate is set to 0.01 and is dropped by 10 after 50 and 70 epochs for CIFAR-10, 20 and 30 epochs for CelebA. All images are resized to 32x32 and normalized between 0 to 1. Our experiments are implemented with PyTorch [37] and run on a Tesla V100 GPU.

4 Exploration of the Properties

What are the properties of the statistical differences? In this section, we try to answer this question. Before exploring the properties, we need to quantify the differences first. We notice that the representations are high dimensional data and their distributions are hard to solve explicitly. These reasons prompt us to choose MMD as the distance metric.

To analyze the differences comprehensively, we calculate the MMD values on the test data at multiple levels, i.e., $MMD^2(Z_{it}^T, Z_{it}^V)$, where $i = \{s_1, s_2, s_3\}$ and a Gaussian mixture kernel is adopted. To give intuitive comparisons, for each type of attack, we provide the intra-class and minimal inter-class distances between clean samples as two baselines, that is, $MMD^2(Z_{it}^c, Z_{it}^c)$ and $\min_{j \neq i} MMD^2(Z_{it}^c, Z_{it}^c)$. For the intra-class distance, we sample two sets from $Z_{it}^c$ to calculate the value. The quantification results are presented in Table 2.

Some properties can be identified from the above results:

- The statistical differences of multi-level features are all large. We observe that, for all types of backdoor attacks, all model architectures, and both two datasets, there are strong increases in the MMD values compared to the corresponding intra-class distances, at all three levels. The comparison with the minimal inter-class distances is more intuitive, where the values between clean and adversarial representations are greater than the inter-class ones. Both of the two observations provide strong evidence of this property.

- The statistical differences are related to the model architecture, the form of the trigger, and the dataset. Compared to V-11 and V-16, R-18 and P-18 have smaller values in almost all cases. This seems to indicate that the models using these architectures are more difficult to defend. The warping-based attack tends to leave larger traces in the feature space than the other three attacks. This inspires us to consider whether one can reduce the differences by designing the form of the trigger. We will discuss it in Section 7. Besides, in general, the infected models trained on CelebA have larger MMD values than the models trained on CIFAR-10.

To this paper, the first property is more helpful. Since the statistical differences are large at multi-levels features, does it mean that the previous detection methods can be extended to multiple levels? We conduct experiments on it and find that this is indeed the case. The results are shown in Figure 5, Figure 6, and Figure 7, where the F1 scores of
| Dataset | Method | V-11 | V-16 | R-18 | P-18 |
|---------|--------|------|------|------|------|
|         | s₁     | s₂  | s₃  | s₁     | s₂  | s₃  | s₁     | s₂  | s₃ |
| Patched | 0.408  | 0.134 | 0.013 | 0.354 | 0.134 | 0.013 | 0.354 | 0.134 | 0.013 |
| Intra-class | 0.013 | 0.013 | 0.013 | 0.013 | 0.013 | 0.013 | 0.013 | 0.013 | 0.013 |
| Inter-class | 0.201 | 0.012 | 0.002 | 0.201 | 0.012 | 0.002 | 0.201 | 0.012 | 0.002 |
| Blended | 0.265 | 0.012 | 0.002 | 0.265 | 0.012 | 0.002 | 0.265 | 0.012 | 0.002 |
| Intra-class | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 |
| Inter-class | 0.199 | 0.012 | 0.002 | 0.199 | 0.012 | 0.002 | 0.199 | 0.012 | 0.002 |
| SIG | 0.274 | 0.939 | 3.383 | 0.274 | 0.939 | 3.383 | 0.274 | 0.939 | 3.383 |
| Intra-class | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 |
| Inter-class | 0.184 | 0.012 | 0.002 | 0.184 | 0.012 | 0.002 | 0.184 | 0.012 | 0.002 |
| Warped | 0.729 | 1.474 | 3.627 | 0.729 | 1.474 | 3.627 | 0.729 | 1.474 | 3.627 |
| Intra-class | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 |
| Inter-class | 0.194 | 0.012 | 0.002 | 0.194 | 0.012 | 0.002 | 0.194 | 0.012 | 0.002 |
| Patched | 0.605 | 2.349 | 3.152 | 0.605 | 2.349 | 3.152 | 0.605 | 2.349 | 3.152 |
| Intra-class | 0.022 | 0.022 | 0.022 | 0.022 | 0.022 | 0.022 | 0.022 | 0.022 | 0.022 |
| Inter-class | 0.092 | 0.543 | 1.479 | 0.092 | 0.543 | 1.479 | 0.092 | 0.543 | 1.479 |
| Blended | 0.257 | 1.769 | 3.503 | 0.257 | 1.769 | 3.503 | 0.257 | 1.769 | 3.503 |
| Intra-class | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 |
| Inter-class | 0.084 | 0.565 | 1.375 | 0.084 | 0.565 | 1.375 | 0.084 | 0.565 | 1.375 |
| SIG | 0.299 | 2.161 | 3.774 | 0.299 | 2.161 | 3.774 | 0.299 | 2.161 | 3.774 |
| Intra-class | 0.018 | 0.018 | 0.018 | 0.018 | 0.018 | 0.018 | 0.018 | 0.018 | 0.018 |
| Inter-class | 0.093 | 0.536 | 1.491 | 0.093 | 0.536 | 1.491 | 0.093 | 0.536 | 1.491 |
| Warped | 0.826 | 2.698 | 3.880 | 0.826 | 2.698 | 3.880 | 0.826 | 2.698 | 3.880 |
| Intra-class | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 | 0.020 |
| Inter-class | 0.093 | 0.597 | 1.304 | 0.093 | 0.597 | 1.304 | 0.093 | 0.597 | 1.304 |

The three defenses at three levels on the regularly trained models are all high. It provides guidance for us to design the reduction method.

5 Reducing the Differences

In this section, we try to answer the question of how to effectively reduce the statistical differences. According to the analysis in Section 4, we can know that the differences of multi-level features are all large and can be used to distinguish adversarial data. So we propose a method, named SDRM, to reduce the differences by adding a multi-level MMD constraint to the loss during training a backdoor model. The proposed method can be formulated as:

$$\theta^* = \arg\min_{\theta} \frac{1}{|D|} \sum_{(x,y) \in D} L(f_\theta(x), y) + \frac{1}{|U|} \sum_{(x',t) \in U} L(f_\theta(x'), t) + \frac{1}{|I|} \sum_{i \in I} MMD^2(Z_{it}^D, Z_{it}^U),$$

where $I$ is a set of levels, and $\lambda$ is a hyper-parameter that controls the constraint strength. From the formula, the optimization goal consists of three parts, where the first two are included in the regular backdoor training, as shown in Equation [2]. We add the third item in the training to achieve the purpose of reducing the statistical differences. In practice, we adopt the mini-batch training and the procedure is presented in Algorithm [1].

In the experiments, we consider two settings of $I$, namely $I = \{s_3\}$ and $I = \{s_1, s_2, s_3\}$, which correspond to constraining the features of the last hidden layer (SDRM-L) and all three levels (SDRM-A), respectively. We set $\lambda = \{0.0, 0.1, 0.2, 0.3\}$, where $\lambda = 0.0$ stands for the Regular Backdoor Training (RBT). For convenience, we use
the \{A,B,C\} model to denote the infected model trained on dataset A with architecture B and attack method C. The experimental results on the \{P-18\} models are shown in Figure 3. The results on other structures are similar and are shown in Appendix.

Some observations are summarized as follows:

- The statistical differences at multi-level features can be significantly reduced by the proposed SDRM-A without harming the attack power. For example, when $\lambda = 0.3$, the poisoned models sacrifice averaged 0.15% of $BA$ and 0.11% of $ASR$ for averaged 84.6%, 91.2%, and 97.7% reduction of $MMD^2$ at $s_1$, $s_2$, and $s_3$ for CIFAR-10, and sacrifice averaged 0.53% of $BA$ and 0.96% of $ASR$ for averaged 69.6%, 94.9%, and 98.0% reduction of $MMD^2$ at $s_1$, $s_2$, and $s_3$ for CIFAR-10, and sacrifice averaged 0.15% of $BA$ and 0.11% of $ASR$ for CIFAR-10.

- Constraining only the features of the last hidden layer, i.e., SDRM-L, causes the features of other intermediate layers to still have large differences. Also take the case of $\lambda = 0.3$ as an example, the averaged reductions at $s_1$, $s_2$, and $s_3$ for SDRM-L are -89.9%, -360.0%, and 97.1% for CIFAR-10, and -48.0%, 19.2%, and 98.1% for CelebA, respectively. It can be seen that the differences at the first two levels may be greatly increased with SDRM-L, which preserves the...
possibility for using these features to defend. These results demonstrate that the method of constraining only the last layer \([23]\), is not sufficient.

In order to show the differences more intuitively, we use the dimensionality reduction to visualize the features, as shown in Figure 5. In the model trained with RBT, the features of clean and adversarial inputs can obviously be divided into two groups. For the model trained with SDRM-A, these two types of features almost overlap at all three levels. The first two levels of features are still distinguishable for the model trained with SDRM-L. The visualization results support our observations.

6 Experiments on Defense Methods

Since the proposed SDRM is feasible in reducing the statistical differences effectively without harming the attack intensity, in this section, we consider what impact this reduction has on difference-based defenses. Four typical methods, including the Activation Clustering (AC) \([14]\), the Spectral Signatures (SS) \([15]\), the Subspace Reconstruction (SR) \([34]\), and the Neural Cleanse (NC) \([35]\), are selected as the test subjects. The first three ones are difference-based detection methods and the last one is not. We use the infected models trained with RBT, SDRM-A, and SDRM-L to examine these defenses, where \(\lambda = 0.3\).

6.1 Results of AC, SS, and SR

AC, SS, and SR are all difference-based detection methods that distinguish adversarial data from clean ones by using the latent representations of inputs extracted by the infected model. In our experiments, these methods are performed on the three levels of representations, i.e., \(s_1\), \(s_2\), and \(s_3\), respectively. Because the effects of the three methods are affected by the number of samples \(N\) and the ratio of poisoned inputs to clean inputs \(r\), we set up four combinations for each defense. The detection performance of AC, SS, and SR is measured by the F1 score, and the results on the \{P-18\} models are shown in this section. The results on other architectures are similar and are presented in Appendix. Below we first show the results of each defense separately and then make a unified summary.

6.1.1 Activation Clustering

As suggested in \([14]\), we first adopt the independent component analysis to reduce the dimensionality of the latent representations of inputs to obtain the vectors of length 20. Then we use the k-means algorithm to cluster the reduced representations into two groups. The results of AC on the \{P-18\} models are shown in Figure 6.

6.1.2 Spectral Signatures

Following the same steps in \([15]\), we first take the singular value decomposition of the latent representations and then use the top right vector to compute an outlier score for each input. The results of SS on the \{P-18\} models are shown in Figure 6.

6.1.3 Subspace Reconstruction

We choose 1% clean data as the filtered benign samples and construct a subspace that can restore 90% of the energy of these samples. Subsequently, for the representation of each input, we perform the projection and reconstruction steps with the learned subspace and compute the \(l_2\) norm as the reconstruction loss for that sample. By adjusting the threshold, the max F1 score for each model is calculated, and the results are shown in Figure 7.

6.1.4 Summary

The experimental results of the above three defense methods are similar and are summarized as follows:

- The representations at \(s_1\) and \(s_2\) levels can be used by these methods to distinguish data. For example, when \(N = 100\) and \(r = 1.0\), the averaged F1 scores of AC at the three levels for RBT are 0.978, 0.991, and 0.948 on the \{CIFAR-10, P-18\} models, and 0.898, 0.983, and 0.993 on the \{CelebA, P-18\} models. It confirms the conclusion in Section 4.

- The performance of difference-based detection methods is dropped on the infected models trained with SDRM-A. For example, when \(N = 500\) and \(r = 1.0\), the averaged F1 values of AC at the three levels for SDRM-A drop from 0.986, 0.997, and 0.979 to 0.598, 0.546, and 0.645 on the \{CIFAR-10, P-18\} models, and from 0.965, 0.975, and 0.988 to 0.630, 0.618, and 0.613 on the \{CelebA, P-18\} models. The results of SS and SR are similar.

- The models trained with SDRM-L can still be utilized by these defenses to detect adversarial data. For example, when \(N = 500\) and \(r = 1.0\), the averaged F1 scores of AC, SS, and SR at \(s_0\) level for SDRM-L are 0.962, 0.985, and 0.867 on the \{CIFAR-10, P-18\} models, and 0.977, 0.998, and 0.856 on the \{CelebA, P-18\} models. Sometimes, the values are higher than on the models trained with RBT. It indicates that only constraining the activations of the last hidden layer, which is adopted by the previous method \([25]\), is not enough for bypassing backdoor detection algorithms.

6.2 Results of NC

NC consists of two steps, i.e., the trigger synthesis and the neuron pruning, to complete the detection and mitigation of the backdoor. We conduct experiments on the above two steps separately.

6.2.1 Trigger Synthesis

Wang et al. \([35]\) defined a generic form of backdoor sample generation with a 3D trigger pattern and a 2D location mask. Then they formulated an optimization problem to reverse a pattern and a location for each category. The final synthetic trigger is selected by calculating the \(l_1\) norm of all candidate masks. Because the form defined above is mainly used to reverse the patching-based attack \([17]\), we carry out experiments on the \{Patched\} models. The results are shown in Figure 8 and some reversed triggers on the \{CIFAR-10, Patched\} models are shown in Figure 9.

As we can see, whether it is from the distinguishability of the \(l_1\) norm or the intuitive feeling, the infected models
trained with SDRM can still be used to reverse the triggers. It indicates that the trigger synthesis relies on a different principle from difference-based methods to defend against backdoor attacks. However, this method seems to be easily affected by the dataset, such as the performance on the \{CelebA, Patched\} models is not as good as on the \{CIFAR-
Neuron Pruning

After obtaining the reversed trigger, Wang et al. [35] used it to patch the infected model by the neuron pruning. In our experiments, to rigorously test the proposed method, we use the real trigger instead of the reversed one for pruning. The results are shown in Figure 10.

It can be seen that the curves of BA and ASR are affected by SDRM-A. For example, on the {CIFAR-10, V-11, Warped} models, the two curves almost overlap, showing similar downward trends. On the {CelebA} models, in most cases, BA and ASR quickly drop to low values simultaneously. The results indicate that the performance of the neuron pruning is reduced on the models trained with SDRM-A compared to on the models trained with RBT. We think these results are reasonable, because the neuron pruning essentially assumes that the backdoor behavior is encoded into some neurons, which is similar to the hypothesis of the statistical differences.

Kernels

Considering that the choice of a kernel in MMD may have an impact on the training of the backdoor model, we conduct experiments on different kernels, including the Gaussian Kernel (GK), the Gaussian Mixture Kernel (GMK),
The proposed method in this paper is to reduce the statistical differences by adding a constraint to the loss function during training a backdoor model. It requires the attacker to have permission to train the model. Another more relaxed setting is that the attacker only provides data, and the user trains the model on the data. So can the statistical differences still be reduced in this case? Based on two reasons, we argue the answer is positive. First, our work demonstrates that it is achievable to greatly reduce the differences without affecting the strong attack. Second, the experimental results in Section 5 indicate that the differences are affected by the form of trigger. However, by trying to combine the optimized triggers \(40\) and MMD, we make a preliminary attempt and find it is not easy. We optimize a trigger on a trained benign model, so that adding the trigger to a clean sample can not only force the model’s output into a specified category, but also minimize the statistical differences of the latent representation. Subsequently, we use this optimized trigger to construct a poisoning training set, and train an infected model on these data with RBT. The new model can always optimize parameters that are easier to complete the task but are less concealed. We plan it in future work.

8 \textbf{RELATED WORK}

8.1 Backdoor Attacks

Since Gu et al. \([17]\) first explored the backdoor vulnerability in deep learning models, many variants have been proposed. From the way of injecting the hidden threat, backdoor attacks can be roughly divided into two categories, i.e., poisoning-based attacks and non-poisoning-based attacks. Poisoning-based methods \([16]\), \([17]\), \([18]\), \([25]\), \([29]\), \([39]\), \([41]\) execute the Trojan horse implantation by mixing a small number of malicious samples into the training data and learning an infected model from the mixed dataset. How to construct more concealed and effective poisoned samples is the research focus of this type of attack. The primary method \([17]\) uses a static local patch as the trigger. To obtain better attack performance, Liu et al. \([18]\) built a Trojan method, in which the trigger is optimized rather than pre-defined. Liao et al. \([38]\) argued that the triggers of the previous attacks \([17], 18]\ are all visually visible, which undermines the concealment of the backdoor. Then they proposed to add an imperceptible perturbation mask to the clean image to generate its backdoor adversary. However, these attacks ignore that the inconsistency of the instance and its label can increase the risk of disclosure. Turner et al. \([29]\) first pointed out this problem and proposed the label-consistent backdoor attacks by leveraging adversarial examples and generative models. In addition to the above-mentioned digital attacks, some studies focus on the physical world. Chen et al. \([16]\) adopted a pair of glasses as the physical trigger to fool a face recognition system. Li et al. \([42]\) suggested that physical transformations should be considered when training a backdoor model.

Non-poisoning-based methods \([43], 44, 45, 46, 47\) encode the backdoor functionality into deep models by transfer learning or weight perturbations. Dumford and Scheirer \([45]\) first explored the possibility of injecting the backdoor without poisoning, where they proposed to modify the model’s parameters directly. Different from \([43]\), Tang
et al. [46] proposed a training-free method by inserting a malicious module into the target model instead of perturbing the parameters.

The method we proposed in this paper can be used to enhance the above attacks to escape difference-based backdoor detection. As shown in Equation 4, SDRM adds a constraint item to the loss function without affecting the regular backdoor training.

### 8.2 Backdoor Defenses

Several defense approaches have been proposed to defend against these attacks, such as backdoor detection [7], [14], trigger synthesis [35], [48], model reconstruction [40], [49], and model diagnosis [50], [51]. Among them, a vast number of defenses [14], [19], [21], [22], [23], [54] distinguish backdoor samples from the clean ones by exploiting the statistical differences between clean and adversarial representations. Three typical methods have been introduced above, we here add some others. Chou et al. [53] leveraged the power of visualization tools, such as Grad-CAM [55], to inspect the backdoor behavior of poisoned models. Soremekun et al. [54] proposed a detection method similar to the activation clustering [14], which uses t-SNE as the dimensionality reduction and the mean-shift as the clustering algorithm. Hayase et al. [22] argued that the previous defense [15] works only when the spectral signature is large and proposed a method, SPECTRE, using robust covariance
estimation to amplify the signature of poisoned data.

However, our work demonstrates that the performance of difference-based detection methods can be greatly reduced when using infected models trained with SDRM. It calls for the need to study more powerful defense methods.

9 CONCLUSION

Our work studies the statistical differences between the features of clean and adversarial inputs in the infected model, which is the hypothesis of many detection methods. We identify that the statistical differences of multiple levels are all large enough to be used to distinguish inputs. Therefore, we propose a multi-level MMD reduction method and demonstrate that the differences can be significantly reduced without harming the attack intensity. Finally, the experimental results of three difference-based defenses, i.e., the activation clustering, the spectral signatures, and the subspace reconstruction, indicate that the defense effects decrease drastically as the differences reduce. The proposed method can enhance existing attacks to escape backdoor detection algorithms.
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**APPENDIX**
(a) CIFAR-10, Patched
(b) CIFAR-10, Blended
(c) CIFAR-10, SIG
(d) CIFAR-10, Warped
(e) CelebA, Patched
(f) CelebA, Blended
(g) CelebA, SIG
(h) CelebA, Warped

Fig. 12: Results of SDRM on the \{V-11\} models with different $\lambda$. X-axis: the value of $\lambda$. Y-axis: the value of each indicator.

(a) CIFAR-10, Patched
(b) CIFAR-10, Blended
(c) CIFAR-10, SIG
(d) CIFAR-10, Warped
(e) CelebA, Patched
(f) CelebA, Blended
(g) CelebA, SIG
(h) CelebA, Warped

Fig. 13: Results of SDRM on the \{V-16\} models with different $\lambda$. X-axis: the value of $\lambda$. Y-axis: the value of each indicator.
Fig. 14: Results of SDRM on the \{R-18\} models with different \(\lambda\). X-axis: the value of \(\lambda\). Y-axis: the value of each indicator.

Fig. 15: F1 score of AC on the \{V-11\} models. X-axis: the level of features. Y-axis: the value of \(F1\).
Fig. 16: F1 score of AC on the \{V-16\} models. X-axis: the level of features. Y-axis: the value of F1.

Fig. 17: F1 score of AC on the \{R-18\} models. X-axis: the level of features. Y-axis: the value of F1.
Fig. 18: F1 score of SS on the \{V-11\} models. X-axis: the level of features. Y-axis: the value of F1.

Fig. 19: F1 score of SS on the \{V-16\} models. X-axis: the level of features. Y-axis: the value of F1.
Fig. 20: F1 score of SS on the \{R-18\} models. X-axis: the level of features. Y-axis: the value of F1.

Fig. 21: F1 score of SR on the \{V-11\} models. X-axis: the level of features. Y-axis: the value of F1.
Fig. 23: F1 score of SR on the {V-16} models. X-axis: the level of features. Y-axis: the value of F1.

Fig. 22: F1 score of SR on the {V-16} models. X-axis: the level of features. Y-axis: the value of F1.