A note on power allocation for optimal capacity

Shravan Mohan
17-004, Mantri Residency, Bannerghatta Main Road, Bangalore.

Abstract—The problems of determining the optimal power allocation, within maximum power bounds, to (i) maximize the minimum Shannon capacity, and (ii) minimize the weighted latency are considered. In the first case, the global optima can be achieved in polynomial time by solving a sequence of linear programs (LP). In the second case, the original non-convex problem is replaced by a convex surrogate (a geometric program), using a functional approximation. Since the approximation error is relatively low, the optima of the surrogate is close to the global optimal point of the original problem. In either cases, there is no assumption on the SINR range. The use of LPs and geometric programming make the proposed algorithms numerically efficient. Computations are provided for corroboration.
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I. INTRODUCTION

Consider a system with $M$ links, which can interfere with each other. Suppose that the channel gain matrix is given by $G$, and that the maximum power that can be transmitted from the $i$th link is given by $P_i$. Let $p_i$ be the power transmitted by the $i$th transmitter and $\sigma_i^2$ be the noise power at the $i$th receiver. In that case, the signal to interference and noise ratio at the receiver for the $i$th link is given by (see [1]):

$$\text{SINR}_i = \frac{G_{i,j}p_j}{\sum_{j \neq i} G_{j,i}p_j + \sigma_i^2}.$$  \hspace{1cm} (1)

The Shannon capacity of link $i$ is then given by (see [2]):

$$C_i = \log (1 + \text{SINR}_i).$$  \hspace{1cm} (2)

Typically, the objective in such problems is to optimize a metric such as: (i) maximizing the capacity of a particular link, (ii) minimizing the total power consumed, (iii) maximizing a weighted sum of link capacities, (iv) maximizing the minimum capacity across links, or (v) minimizing a weighted sum of latencies experienced in the links, among others (see [1]). It is well known that the problems (ii) and (iii) can be easily solved using convex methods, while (ii) poses a tough challenge [1]. In this paper, the problems of (iv) maximizing the minimum capacity across links, and (v) minimizing a weighted sum of latencies, are considered. These shall be referred to as case (1) and case (2), respectively.

The problem of optimal power allocation has received considerable attention from researchers. In [1], the authors use geometric programming (see [3]) to solve the whole suite of problems (by approximating $\log(1 + \text{SINR}) \approx \log(\text{SINR})$) under the assumption of high SINR. However, in the low/medium SINR range, the approximation fails and

Fig. 1: The approximation error percentage when $(e^x - 1)^{\frac{1}{20}}$ is approximated as $\left(9.959 \times 10^{-1} x^{\frac{1}{20}} + 2.859 \times 10^{-2} x^{\frac{2}{20}} + 1.817 \times 10^{-3} x^{\frac{4}{20}} + 4.874 \times 10^{-6} x^{\frac{6}{20}}\right)$.

they resort a successive approximation method to attain a local optima. In [4], the authors propose a method based on monotonic optimization, where the constraint set is repeatedly approximated using normal sets. Since the cost functions are monotonic too, the maximum at each step is found out by evaluation at the boundary vertices. However, achieving global optima can be quite time consuming (see [5]). In [5], the authors formulate the problems of weighted capacity maximization, and that of maximizing minimum of link capacities, as DC programming problems. These are solved using standard routines akin to SQP (see [6]). Although their method is not guaranteed to lead to the global optima, it does quite well in practice with impressive convergence rates.

In contrast to the papers mentioned above, the method proposed in this paper (i) yields the global optima using linear programming for case (1), and (ii) in case (2), can get close to global optima of the original non-convex problem depending on the posynomial approximation error of $(e^x - 1)^{\frac{1}{20}}$, over the range $[0, 20]$. These aspects shall be discussed in detail.

II. ALGORITHMS

The constraints in the two optimization problems considered in this paper would be (a) the maximum transmit power, and (b) the minimum desirable rate in the links. In case (1), only (a) shall be considered, while in case (2), both shall be considered. In addition to this, a constraint on outage probability can also be included [1]. However, this will not be used in this paper for ease of exposition. Note that in case (2), the feasibility of a problem with a given set of constraints can be ascertained by solving a LP with those constraints and an arbitrary linear cost function [1].
A. Maximizing minimum capacity across links

Consider the following optimization problem

$$\begin{align*}
\max & \quad \min w_i C_i \\
\text{sub to} & \quad 0 \leq p_i \leq P_i, \forall i.
\end{align*}$$

(6)

The optimization problem as such is non-convex and hence hard to solve. However, a transformation of this problem leads to a procedure to obtain the globally optimal solution. So, for a given $t$, consider the following feasibility problem

$$G_{i,i}p_i \geq \left( e^{\frac{t}{\sigma_i^2}} - 1 \right) \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right), \forall i$$

(7)

$$0 \leq p_i \leq P_i, \forall i.$$

Naturally, the optimal solution to the original problem is the largest $t$ for which the above feasibility problem has a solution. Note that the existence of such a feasible point, for any given $t$, can be ascertained using the following LP:

$$\begin{align*}
\min & \quad \sum p_i \\
G_{i,i}p_i & \geq \left( e^{\frac{t}{\sigma_i^2}} - 1 \right) \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right), \forall i
\end{align*}$$

(8)

$$0 \leq p_i \leq P_i, \forall i.$$

Now, if there is no feasible point satisfying the above linear inequalities for a given $t$, then for any $\delta > 0$, there is no feasible point for $t + \delta$. This can be proved by contradiction. Suppose there was a feasible point for $t + \delta$, then the same would be a feasible point for $t$, too, a contradiction to the earlier assumption. This implies that the largest $t$ where a feasible solution exists can be determined using bisection search, between 0 and $t_{\text{max}}$, at which there is no feasible point. The determination of the quantity $t_{\text{max}}$, in turn, requires the maximization of each of the SINRs. For maximizing any one of the SINRs, one can use Dinkelbach’s algorithm [6]. That is, for the link $i$, start with $\lambda_i = 1$, and solve the following convex optimization problem:

$$\begin{align*}
\max & \quad G_{i,i}p_i - \lambda_i \sum_{j \neq i} G_{j,i}p_j \\
\text{sub to} & \quad 0 \leq p \leq P,
\end{align*}$$

(16)

Set $\lambda_i = \frac{G_{i,i}p_i^*}{\sum_{j \neq i} G_{j,i}p_j^*}$, where $p^*$ is the optimal solution to the above problem. Solve the problem with this new $\lambda_i$ and repeat till convergence. Applying Dinkelbach’s algorithm to all the links, one can choose $t_{\text{max}} = \min_i \{\lambda_i + 1\}$. It is clear that there is no feasible point at $t_{\text{max}}$. With $t_{\text{max}}$, the bi-section search can be carried out as usual (see [6]); the complete algorithm is presented in [2]. Thus, the optimal power allocation that leads to the max-min data rate can be determined in polynomial time (polynomial in the number of links and $\log(\epsilon)$, where $\epsilon$ is the numerical tolerance; see [6]).

B. Minimizing weighted sum of latencies

The optimal power allocation for weighted data rate maximization, which is stated below, is more challenging a problem than the max-min data rate problem:

$$\begin{align*}
\min & \quad \sum_{k=1}^{M} w_i R_i \\
\text{sub to} & \quad R_i = \log \left( 1 + \text{SINR}_i \right) \geq r_i, \forall i \\
0 & \leq p_i \leq P_i, \forall i.
\end{align*}$$

(17)

The solution approach proposed here uses geometric programming, by replacing some terms with appropriate polynomials. It will be assumed that the maximum achievable SINR is $20\text{dB}$, which is excellent signal quality in practice. Now, consider the constraint

$$G_{i,i}p_i \geq \left( e^{t_i} - 1 \right) \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right)$$

(18)

for some $i$. A naive way to make this constraint amenable to geometric programming is to approximate $e^{t_i} - 1$ as $\sum_{k=1}^{K} \frac{t_i^k}{k!}$, for some large $K$. However, if $t_i$ were in the range $[0, 20]$ (as per the earlier assumption), one would need $K = 20$ for a reasonably good approximation. However, the coefficient $\frac{1}{20!}$ becomes too small for numerical purposes. A possible way to get around this is to change it to:

$$(G_{i,i}p_i)^{\frac{1}{20}} \geq \left( e^{t_i} - 1 \right)^{\frac{1}{20}} \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right)^{\frac{1}{20}}.$$

(19)

If $(e^{t_i} - 1)^{\frac{1}{20}}$ can be approximated well as $\sum_{k=1}^{K} c_k t_i^k$, for an appropriate choice rational exponents and positive coefficients, then the constraint becomes amenable to geometric programming. Intuitively, note that around $x = 0$, the function $(e^{t_i} - 1)^{\frac{1}{20}}$ behaves like $x^{\frac{1}{20}}$. And around $x = 20$, the function behaves like $e^x$ behaves around $x = 1$. So, one can expect a reasonably good approximation with lower order terms. Now, the Newton-Puiseux (see [7]) series guarantees the existence of a globally convergent fractional power series representation of the function in consideration. This series only includes terms with powers of the form $k+1/20$, $k \in \mathbb{Z}$ and incidentally, the coefficient of the first four terms are positive. This already yields a good approximation over the desired range. However, one can compute a better approximation by determining the set of non-negative coefficients that minimize the total squared approximation error for the given terms in the posynomial. That is, by solving the following convex problem (for a particular choice of $K$, typically 4):

$$\begin{align*}
\min_{c \geq 0} & \quad e^T Ac + b^T c, \quad \text{where} \\
A_{i,j} &= (1 + I(i \neq j)) \int_{t_{\text{min}}}^{t_{\text{max}}} x^{d_i + d_j} dx, \quad \text{and} \\
b_i &= -2 \int_{t_{\text{min}}}^{t_{\text{max}}} (e^x - 1)^{\frac{1}{20}} x^{d_i} dx.
\end{align*}$$

(20)
1) Solve the following to determine $t_{\min}$ and $t_{\max}$:

$$t_{\min} = \min_i \left( w_i \log \left( \frac{G_{i,i}P_i}{\sum_{j \neq i} G_{j,i}P_j + \sigma_i^2} + 1 \right) + 1 \right),$$

and

$$t_{\max} = \min_i \left( w_i \log \left( \max_{0 \leq p \leq P} \left( \frac{G_{i,i}P_i}{\sum_{j \neq i} G_{j,i}P_j + \sigma_i^2} + 1 \right) + 1 \right) \right).$$

2) For $t = \log \left( \frac{e^{t_{\min}} + e^{t_{\max}}}{2} \right)$, determine if the following LP has a feasible solution:

$$\min_{0 \leq p \leq P} 1 \ \text{sub to} \ \left\{ G_{i,i}P_i \geq \left( \exp \left( \frac{t}{w_i} \right) - 1 \right) \left( \sum_{j \neq i} G_{j,i}P_j + \sigma_i^2 \right), \forall i \right\}.$$ 

3) If for $t$ the LP is feasible, then set $t_{\min} = t$, else set $t_{\max} = t$. Go to step 2 as long as $(t_{\max} - t_{\min}) \geq \epsilon$.

---

**Fig. 2: The Max-Tree Algorithm**

### TABLE I. Parameters and results pertaining to two examples for maximization of minimum capacity.

| Gain Matrix | $P$ (mW) | $x^*$ (mW) | $\varepsilon$ | Rates Achieved |
|-------------|----------|------------|---------------|----------------|
| $G_i$       | [0.0207, 0.0199, 0.0200, 0.0200] | [0.2070, 0.1990, 0.2000, 0.2000] | [0.01, 0.01, 0.01, 0.01] | [0.0118, 0.1277, 0.2302, 0.9999] |

### TABLE II. Parameters and results pertaining to two examples for minimization of latencies.

| Gain Matrix | $P$ (mW) | $x^*$ (mW) | $\varepsilon$ | Rates Achieved |
|-------------|----------|------------|---------------|----------------|
| $G_i$       | [0.0207, 0.0199, 0.0200, 0.0200] | [0.2070, 0.1990, 0.2000, 0.2000] | [0.01, 0.01, 0.01, 0.01] | [0.0095, 0.0286, 0.1387, 1.0000] |

---

The approximation error percentage is shown (in log scale) in [1] which is certainly within acceptable range. With that, the optimization problem can be reformulated as the following geometric program:

$$\min_{p, i, z} \sum_i w_i t_i$$

subject to

$$G_{i,i}p_i \geq \left( 2^{t_i} - 1 \right) \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right), \forall i,$$

$$(G_{i,i}p_i)^{1/\delta} \geq \left( \sum_{k=1}^K c_k t_i \right)^{1/\delta}, \forall i,$$

$$z_i \geq \left( \sum_{j \neq i} G_{j,i}p_j + \sigma_i^2 \right), \forall i, \ 0 \leq p \leq P. \quad (21)$$

Therefore, the global optima of the above optimization problem can be found in polynomial time (polynomial in the number of links and log(\varepsilon), where \varepsilon is the numerical tolerance) [6].

Note that at optimality, the set of constraints (13) and (14) involving the variables $z$ will be tight. That can be proved by contradiction. Firstly, since the variables $t$ appear in the denominator, for any $z^*$ at optimia, each element of $t^*$ should be the maximum possible. Secondly, note that the set of constraints (13) and (14) are not mixed in $t$ or $z$. Thus, the set of constraints (13) must be tight at optimality. Now, if (14) were not all tight, then a reduction in one of the variables in $z$, say $z_i$, will lead to an increase in $t_i$, thereby leading to a smaller cost. A contradiction to the assumption of optimality. Thus, the set of constraints (14) must also be tight at optimality. The tightness of these constraints at optimality establishes the equivalence between the original non-convex optimization problem and the geometric program. Finally, since $(2^t - 1)^{1/\delta}$ is approximated well by a posynomial, the global optima of the geometric program will be close to the global optima of the original non-convex problem. The complete algorithm is presented in [3]. The algorithm will also detect infeasibility, if such a case occurs.

### III. Computations

Two examples are used from [4], and the parameters of the system and the outputs (from CVXPY [8] in case (1) and CVX using Octave [6] in case (2)) are shown in [1] and
The polishing step yields only marginal improvements. However, it has been observed that this algorithm can be used as a starting point for a gradient-based optimization. The obtained solution from the auxiliary variables is very close to the optima of the original problem. In both cases, the method does not make any assumptions on the SINR range. Computations were provided for corroboration.
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**Fig. 3:** The Latency Minimization Algorithm

The parameters and results presented in I are related to minimizing the minimum weighted capacity, while those presented in II relate to minimizing a weighted summation of latencies. As expected, in case (2), all constraints involving the auxiliary variables $z$ (that is, (13) and (14)) are tight at optimality for case (2). The obtained solution from the algorithm can be used as a starting point for a gradient-based algorithm to further improve the cost in the original non-convex problem. However, it has been observed that this polishing step yields only marginal improvements.

**IV. CONCLUSIONS**

This paper presented a convex optimization approach to solving the power allocation problem for achieving optimal capacity. Two cases were considered, i.e., (i) maximize the minimum capacity among the links, and (ii) minimize the weighted sum of latencies across links. The global optima for the first problem was obtained in polynomial by solving a sequence of linear programs. In the second case, the original non-convex optimization problem was replaced by another convex (a geometric program), by using a functional approximation. Since the functional approximation error is relatively low, the optima of the surrogate would also be very close to the optima of the original problem. In both the cases, the method does not make any assumptions on the SINR range. Computations were provided for corroboration.