A stochastic dynamic programming model for hydropower scheduling with state-dependent maximum discharge constraints
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ABSTRACT
We present a medium-term hydropower scheduling model that includes inflow- and volume-dependent environmental constraints on maximum discharge. A stochastic dynamic programming algorithm (SDP) is formulated to enable an accurate representation of nonconvex relationships in the problem formulation of smaller hydropower systems. The model is used to assess the impact of including state-dependent constraints in the medium-term hydropower scheduling on the calculated water values. The model is applied in a case study of a Norwegian hydropower system with multiple reservoirs. We find that the maximum discharge constraint significantly impacts the water values and simulated operation of the hydropower system. A main finding is that the nonconvex characteristics of the environmental constraint are reflected in the water values, implying a nonconvex objective function. Operation according to the computed water values is simulated for cases with and without the environmental constraint. Even though operation of the system changes considerably when the environmental constraint is included, the total electricity generation over the year is kept constant, and the total loss in expected profit is limited to less than 0.8%.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Through the European Green Deal, the EU has set ambitious targets for both climate change mitigation and broader environmental sustainability [1]. To align capital flows with these policy goals, the EU is in the process of defining requirements for environmentally sustainable activities. Hence, power producers have strong incentives to operate in an environmentally sustainable way.

Like all power plants, hydropower operations may modify the surrounding ecosystems [2]. The environmental concerns of hydropower operations are often related to alteration of the flow regime downstream the plant [3], but can also be related to the changes in water temperatures or changed water volumes in the reservoirs. To protect ecological and recreational interests, regulation often imposes mitigation measures and limitations on operation, see e.g., Refs. [4,5].

Environmental regulation should be incorporated as constraints in optimisation-based hydropower scheduling models. Omitting such constraints can result in misestimation of hydropower electricity generation, revenues, and the amount of flexibility hydropower can provide to the electricity system [6]. The need for flexible resources is expected to increase as the transition of the European power system moves forwards. In the transition towards a low-carbon system, hydropower can play an important role as a flexibility provider by responding to rapid fluctuations in intermittent renewable generation and load [7]. Additional constraints on operation may reduce this flexibility potential. To correctly represent hydropower operation requires properly accounting for environmental constraints imposed on hydropower production.

In this research we are concerned with operational hydropower scheduling, i.e., the sequence of decisions that are made leading up to the actual operation of the system. Due to the computational complexity, the scheduling problem is normally solved for different planning horizons and technical details. Medium-term hydropower scheduling considers reservoir management under uncertainty over a planning horizon of several months up to a few years. In contrast, short-term scheduling usually concerns operational decisions over a period of days to weeks, and typically accounts for more technical details. In the decentralised Nordic system, medium-term scheduling models are used to compute water values, which are an essential input to the operational short-term models [8]. The purpose of water values is to reflect the long-term value of short-term operational decisions.

State-of-the-art methods to solve the medium-term scheduling of hydropower systems use stochastic dual dynamic programming...
(SDDP) [9] algorithms. These algorithms decompose the problem without discretising the state variables (such as reservoir volume and inflow), making it computationally tractable for systems with multiple reservoirs. For medium-term scheduling in the Nordic market, the combined SDP/SDDP method described in Ref. [10] is widely used. It combines SDP with an outer layer based on stochastic dynamic programming (SDP) [11] to treat uncertainty in market prices. Still, a major drawback of the method is that nonconvexities cannot be easily treated in a convex model.

Nonconvex problem formulations are typically needed to represent the complex interaction between power output and water [12], and unit commitment of generators [13]. The challenge of representing nonconvex relationships in the SDDP algorithm has frequently been addressed in the literature by the use of approximations, e.g., Refs. [14–17]. A few studies also consider accurate modelling of non-convexities by the use of SDP [18] or stochastic dual dynamic integer programming (SDDIP), such as in Refs. [19,20].

SDP was used early on in hydropower planning, as it allows for explicit representation of uncertainty, e.g., in inflow and price [21–23]. The method has the advantage that it can represent nonconvex and nonlinear relationships. The main drawback of the method is that the state variables have to be discretised, causing the problem to grow exponentially in size with the number of state variables (e.g., reservoirs). The method is therefore best suited to solve systems with a small number of reservoirs, unless an aggregation technique is used like in Refs. [24–26]. Despite of this weakness, the SDP method is very well suited for accurate scheduling of hydropower systems with pronounced nonconvexities.

Regulators have imposed a wide range of environmental constraints on hydropower systems. Ecological flow requirements and maximum ramping rates are often applied, and may have significant impact on the flexibility of the hydro system. These constraints have been extensively studied in the technical literature, see e.g., Refs. [27–29], and can be included in hydropower scheduling models without compromising the convexity requirement of the SDDP algorithm. However, fewer research studies consider environmental constraints that involve state-dependencies or logical conditions, which can not easily be treated in a convex model.
formulation [30]. Furthermore, only a very limited number of studies discuss the impact of environmental constraints on water values. To the best of our knowledge, the impact of environmental constraints on water values has only been discussed in Refs. [31,32]. In Ref. [32], an SDP-based model is used to evaluate the sensitivity of the water values to environmental values. To the best of our knowledge, the impact of environmental constraints on water values has only been discussed in Refs. [31,32].

In Ref. [32], an SDP-based model is used to evaluate the sensitivity of the water values to environmental values. To the best of our knowledge, the impact of environmental constraints on water values has only been discussed in Refs. [31,32]. In Ref. [32], an SDP-based model is used to evaluate the sensitivity of the water values to environmental values. To the best of our knowledge, the impact of environmental constraints on water values has only been discussed in Refs. [31,32].

2. Hydropower scheduling model

In the following we present a medium-term hydropower scheduling model that is formulated for a hydropower cascade operated by a single hydropower producer assumed to be a risk-neutral price taker. The model maximises profit from operating the hydropower system for a presumed stationary future system state. The operation of the system is optimised for weekly decision stages over a horizon of one year.

The hydropower scheduling problem is a multi-stage stochastic optimisation problem. To solve the problem, we decompose the overall problem into several smaller subproblems, using the principles of SDP [11]. By decomposing the problem, we obtain one separate decision problem for each stage and state of the system. The SDP algorithm solves the decision problem, described in Section 2.1, for all stages and system states until convergence, as described in Section 2.4. The scope of potential system states is divided into a set of discrete states. The discrete states include all the information that is passed between the decision stages, from \( t \) to \( t \). The set of states comprises subsets of endogenous states \( \mathcal{S} \) and exogenous stochastic state variables \( \mathcal{S}^0 \). The storage volume in the reservoirs is the endogenous state variable. The stochastic state variables are: the weekly average energy price \( \lambda \), the weekly total inflow into the system \( \bar{Z} \) and the environmental state variable \( \bar{\xi} \). The stochastic variables are represented by a discrete Markov chain, as described in Section 2.3. The environmental state variable indicates if the so-called “low-inflow” period has ended. In practice, the variable indicates whether the inflow level has exceeded a certain threshold over a shorter period of time. The extension of the discrete Markov chain to include an environmental state variable is explained further in Section 2.3, while the environmental constraint is described thoroughly in Section 2.2. The implementation of the environmental constraint in the SDP algorithm is described in Section 2.4.

2.1. The weekly decision problem

The decision problem is solved for all system states, i.e., combinations of discrete reservoir volumes and stochastic nodes in the Markov chain. Since the stochastic variables are known at the beginning of the stage, each single decision problem is solved as a deterministic problem. The stochastic nature of the problem is managed in the SDP algorithm. Uncertainty is represented through the price and inflow states, and the uncertainty of future realisations of the stochastic variables is reflected in the expected water values. Each stage is divided into \( K \) number of time steps.

The objective function (1) maximises the immediate profit of the decisions and the impact on the expected future profit given by \( \alpha_{t-1} \).

The expected future profit is a function of the stochastic state of the system and the resulting storage volume in the reservoirs at the end of the stage. Spillage of water is penalised according to a low cost \( \mathcal{C} \). Furthermore, operation of the reservoirs below a filling degree of 10% is penalised to represent risk-aversion of the producer.

\[
    \alpha_t(s^0, s^t) = \max \left\{ \lambda_t \sum_{k \in K} F_k h_k \sum_{h \in H} p_{k,h} - C_R \sum_{k \in K} \sum_{h \in H} f_{k,h} \right\} - C^R \sum_{k \in K} \sum_{h \in H} u_{k,h} + \alpha_{t-1} (\psi_{h \in H, k \in K, s^t}) \right\}
\] (1)

The energy production is a function of the discharge, \( q_{k,h,d} \), from...
each of the reservoirs, as given in (2). The maximum and minimum discharge is limited by (3) and (4). Furthermore, the discharge is bounded by the availability of water in the reservoirs. The reservoir balance (5), keeps track of the change in water volume in each reservoir, where the volumes, \( v_{k,h} \), are bounded by (6). To calibrate the reservoir management, a soft-constraint on minimum reservoir volume is used to reflect the risk-aversion of the producer.

\[
p_{k,h} - \sum_{d \in D_h} \eta_{h,d} q_{k,h,d} = 0 \quad \forall \ k \in K, h \in \mathcal{H} \tag{2}
\]

\[
q_{k,h,d} \leq Q_{k,d}^{\max} \quad \forall \ k \in K, h \in \mathcal{H}, d \in D_h \tag{3}
\]

\[
\sum_{d \in D_h} q_{k,h,d} \geq Q_{k,h}^{\min} \quad \forall \ k \in K, h \in \mathcal{H} \tag{4}
\]

\[
v_{k,h} - v_{k-1,h} + F^c \left( \sum_{d \in D_h} q_{k,h,d} + f_{k,h} \right)
- F^c \sum_{j \in N_h^p} \left( \sum_{d \in D_j} q_{j,k,d} + f_{j,k} \right) = \phi_k Z_h \tag{5}
\]

\[
V_{h}^{\min} + 0.1 \left( V_{h}^{\max} - v_{h}^{\min} \right) \leq v_{k,h} + u_{k,h} \leq V_{h}^{\max} \quad \forall \ k \in K, h \in \mathcal{H} \tag{6}
\]

While (1)-(6) describes the general decision problem, the following equations present the interpolation in the expected future profit function for a system with two reservoirs. The expected future profit \( \alpha_{t+1} \) is a function of the storage volume in the reservoirs at the end of the stage, and is bounded by (7)-(12). A two-dimensional, piecewise-linear approximation obtained by the triangle method is used to represent \( \alpha_{t+1} \). The triangle method approximates multidimensional functions by the use of linear triangles, see e.g., Refs. [34,35]. The method was chosen for its ability to approximate nonconvex functions and its simplicity [36]. The formulation can be adapted to larger hydropower systems by expanding the dimensions of the expected future profit approximation.

The optimal expected future profit is obtained by convex combination of the expected future profit points \( F_{V_{n,m}} \) using the weighting variables \( \gamma_{n,m} \), as given by (7)-(9). The points are calculated for each of the discrete reservoir states in the previous stage, and given as input to the optimisation problem. The sum of the weighting variables in each dimension are used to find the total weight of the discrete volume segments for each reservoir in (10)-(11), binding the expected future profit to the storage volumes in the reservoirs at the end of the stage.

\[
\alpha_{t+1} - \sum_{n \in N} \sum_{m \in N} \gamma_{n,m} F_{V_{n,m}} = 0 \tag{7}
\]

\[
\sum_{n=1}^{N} \sum_{m=1}^{N} \gamma_{n,m} = 1 \tag{8}
\]

\[
\gamma_{n,m} \leq 1, \quad \forall \ n \in N, m \in N \tag{9}
\]

\[
\beta_{l,h} = \sum_{\{n,m\} \in N_{l-h}^{\text{seg}}} \ \gamma_{n,m} \quad \forall \ l \in N, h \in \mathcal{H} \tag{10}
\]

\[
v_{k,h} - \sum_{n \in N} \sum_{h \in \mathcal{H}} \beta_{h,n} V_{h,n}^{\text{seg}} = 0 \quad \forall \ k = K, h \in \mathcal{H} \tag{11}
\]

\[
\chi_{g} = \sum_{\{n,m\} \in N_{g}^{\text{seg}}} \gamma_{n,m} \quad \forall \ g \in G \tag{12}
\]

Nonconvex characteristics in the expected future profit function are dealt with by restricting the weighing variables \( \gamma \). In the optimal solution, a maximum of two adjacent weights \( \gamma \) in each dimension can have non-zero values, thereby forming a square of adjacent weighting variables that can be active. Such behaviour can be enforced by special ordered sets of type 2 (SOS2) [37]. In SOS2, only two adjacent variables in the set can be non-zero. SOS2 are included in most commercial solvers, such as CPLEX, which is used in this research. In (14), \( \beta \) is defined as one SOS2 for each dimension \( h \) (i.e., for each reservoir). By using four weights to describe a point in two dimensions, the model is given the freedom to decide which points to use. To ensure one unique solution, we force the model to use a predefined set of weights (3 out of 4) by defining the set \( \chi \) to be a SOS2 in (15) [37]. The set \( \chi \) comprises the sum of the weights \( \gamma \) in the diagonal direction, hence forming a triangle of adjacent weighting variables. Piecewise-linear formulations of functions in two and three dimensions are thoroughly discussed in Ref. [35]. The SOS2 defined in (14) and (15) can be removed if the future profit function is concave, changing the formulation from an MILP to an LP:

\[
\beta_h \text{ SOS - 2} \quad \forall \ h \in \mathcal{H} \tag{14}
\]

\[
\chi \text{ SOS - 2} \tag{15}
\]

2.2. Activation of the environmental regulation

The purpose of the considered state-dependent maximum discharge regulation is to meet the needs of ecological habitat and recreational use for high water levels in the hydropower reservoir in summer. Due to high seasonal and yearly variations in inflow, time-dependent minimum reservoir level constraints may lead to inefficient reservoir management during the low-inflow, winter period and increased system costs. To avoid this, the regulation is rather formulated as a state-dependent restriction on discharge from the reservoir. As discussed in section 1, formulations that include state-dependencies can present modelling challenges. We here present a general formulation of the regulation where a selection of different requirements can be included:

- Other than to honour minimum flow obligations, no discharge is allowed within a given period of time, unless the storage volume in the reservoir reaches a given threshold. If the required threshold is reached, discharge is permitted as long as the storage volume is kept above the threshold.
- The constraint can be activated by a given date or by the end of the “low-inflow period”, i.e., inflow levels above a given threshold over a short period. This is normally the beginning of the snow-melting in spring.
- From a given date and until the end of the restriction period, discharge from the reservoir is permitted as long as the storage volume in the reservoir does not decrease.

The above regulation can be expressed mathematically by a set of constraints. The activation and/or deactivation criteria defined in
the regulation are often formulated as logical conditions dependent on the state variables, i.e., storage volume in the reservoirs and inflow. The state-dependent conditions are illustrated in Fig. 1. The dependencies on both inflow and storage volume in the reservoir are handled in the SDP algorithm, as described in section 2.4.

The different types of constraints imposed by the maximum discharge regulation are described by (16)-(19). Depending on the current state of the system, the constraints are added to the formulation before the decision problem is solved. The first part of the environmental regulation is a regulatory maximum discharge capacity constraint. When the constraint period is initiated, (16) replaces (3) to restrict release from the reservoir only to serve downstream requirements for minimum river flows. The constraint is activated by inflow above a certain threshold (in $t_A$) or by a given date, $t_C$.

$$\sum_{d \in T_h} q_{k,h,d} \leq Q_{h}^{lim} \quad \forall \quad k \in \mathcal{K}, h = H$$  \hspace{1cm} (16)

When (and if) the storage volume in the reservoir reaches the predefined threshold $V_{h}^{lim}$, constraint (16) is relaxed and replaced with a minimum reservoir level regulation. (17)–(18), (17) is active for the first week the storage volume in the reservoir reaches the wanted threshold (in $t_C$), while (18) becomes active from the following week. When (17) or (18) are active, discharge is permitted but the storage volume in the reservoir must be kept above the threshold.

$$v_{k \rightarrow K, h} \geq V_{h}^{lim} \quad \forall \quad h = H$$  \hspace{1.5cm} (17)

$$v_{k \rightarrow h} \geq V_{h}^{lim} \quad \forall \quad k \in \mathcal{K}, h = H$$  \hspace{1cm} (18)

Finally, for a given period, $t_P$–$t_C$, the storage volume in the reservoir is not permitted to decrease. This constraint is shown in (19). The formulation ensures that the storage level in the reservoir at the end of a stage is equal or higher than the storage level at the beginning of the stage. The storage level could also be bounded over each time step $k$.

$$v_{k \rightarrow h} \geq V_{h} \quad \forall \quad k \in \mathcal{K}, h = H$$  \hspace{1.5cm} (19)

The formulation assumes that the reservoir level can be maintained once above the threshold. This can be challenging in some hydropower systems due to minimum flow requirements or negative inflow (e.g., evaporation). While we did not encounter feasibility issues, these can be avoided by including a slack-variable that is penalised in the objective function in (18) and (19).

### 2.3. Stochastic variables

We consider three exogenous stochastic variables in this research; the total weekly inflow into the system, the weekly average energy price and the environmental state, i.e., if the inflow has been above a certain threshold. Inflow normally has a strong weekly correlation, while inflow and price tend to be negatively correlated in hydro-dominated systems. The environmental state variable is an extension of the inflow state. For computational simplicity, we assume that the stochastic variables can be described by discrete nodes using a Markov decision process. The following procedure is used to generate the Markov chain:

- Inflow and price data is given as input to the model, e.g., historical or forecasted data.
- An auto-regressive model is fitted to the input data. Serial correlation in inflow and cross-correlation between inflow and price is considered.
- 10 000 scenarios are sampled from the auto-regressive model.
- A given number of discrete nodes per week are generated from the scenarios, using K-means clustering. Each node represents one inflow value and one price value.
- The transition probabilities are determined by counting the share of scenarios transitioning between the different nodes from one week to the next.

In addition, information on the environmental state is required. The environmental state represents a binary variable, indicating whether the inflow has been above a certain threshold. For the weeks when this is applicable, the Markov chain is expanded with an additional environmental state (activated and not activated) in each of the nodes, as illustrated in Fig. 2. The transition probabilities are updated by multiplying with the probability of inflow above (or below) the threshold in each node, presuming that the inflow level has not previously been above the threshold. Once the environmental state is activated, it can only be deactivated by the reservoir storage level reaching above the given threshold or by a given date.

### 2.4. Solution strategy

The hydropower scheduling problem is solved using the SDP algorithm described in Algorithm 1. The algorithm is based on backwards recursion and solves the decision problem for each stage and state of the system for a planning horizon of one year. To account for end-of-horizon effects, an iterative approach is used until the water values in the last and first stage converge. The algorithm

![Fig. 1. Illustration of the state-dependent conditions in the environmental regulation. Within the orange shaded period, the constraint can be activated by inflow above a defined threshold, illustrated by point $t_A$. Similarly, the no discharge restriction can be deactivated within the green shaded area by storage volume above the reservoir threshold, as illustrated by point $t_C$.](image1)

![Fig. 2. Illustration of a Markov chain with two nodes per stage representing unique price and inflow states and an additional environmental state in $t \sim 3$ to 4. The additional nodes are illustrated in yellow.](image2)
iterates over all stages \((T)\), all reservoir states \((S^p)\) and all stochastic states \((S^u)\) in lines 4–6. \(S^p\) comprises all combinations of discrete storage volumes for the reservoirs in the system. The stochastic variables are updated in line 7, while reservoir specific data is updated for each hydropower plant in lines 8–11. The expected future profits for all end reservoir states are updated in line 12.

The decision problem is solved in line 13 following the

\[ \text{Algorithm 1: SDP Algorithm} \]

\begin{algorithm}
\begin{align*}
1 & j \leftarrow 0, \Delta \leftarrow \infty, \alpha_{t=T(...)} \leftarrow 0 \\
2 & \textbf{while } \Delta > \epsilon \text{ or } j < J \textbf{ do} \\
3 & \hspace{1em} j \leftarrow j + 1 \\
4 & \hspace{2em} \textbf{for } t = T:t:1 \textbf{ do} \\
5 & \hspace{3em} \textbf{for } s^p \in S^p \textbf{ do} \\
6 & \hspace{4em} \textbf{for } s^u_t \in S^u \textbf{ do} \\
7 & \hspace{5em} \{\lambda_t, \tilde{Z}_t, \xi_t\} \leftarrow \text{stochVar}(s^u_t) \\
8 & \hspace{6em} \textbf{for } h \in \mathcal{H} \textbf{ do} \\
9 & \hspace{7em} V_h \leftarrow \text{resVolume}(s^p, h) \\
10 & \hspace{8em} Z_h \leftarrow \omega_h \times \tilde{Z}_{t, s^u_t} \\
11 & \hspace{6em} \textbf{end} \\
12 & \hspace{5em} FV \leftarrow \Phi_{j,t}({\{1, ..., P\}, s^p_t}) \\
13 & \hspace{4em} \alpha_t(s^p, s^u_t) \leftarrow \text{solveProblem}(t, \xi_t, V_{h=\hat{h}}, Z_{h=\hat{h}}) \\
14 & \hspace{2em} \textbf{end} \\
15 & \hspace{1em} \textbf{for } s^u_{t-1} \in S^u \textbf{ do} \\
16 & \hspace{2em} \Phi_{j,t-1}(s^p, s^u_{t-1}) \leftarrow \sum_{s^u_{t-1}} \mathcal{P}(s^p_s | s^u_{t-1}) \alpha_t(s^p, s^u_t) \\
17 & \hspace{2em} \textbf{if } s^p > 1 \textbf{ then} \\
18 & \hspace{3em} \Psi_{j,t-1}^{h=\mathcal{H}}(s^p - 1, s^u_{t-1}) \leftarrow \\
19 & \hspace{4em} \text{getWV}(\Phi_{j,t-1}({\{1, ..., s^p\}, s^u_{t-1}})) \\
20 & \hspace{2em} \textbf{end} \\
21 & \hspace{1em} \textbf{end} \\
22 & \hspace{1em} \Delta \leftarrow |\Psi_{j,t=T}^h(s^p, s^u_t) - \Psi_{j,t=0}^h(s^p, s^u_t)|, \quad s^p \in S^p, s^u_t \in S^u, h \in \mathcal{H} \\
23 & \hspace{1em} \textbf{if } \Delta > \epsilon \textbf{ then} \\
24 & \hspace{2em} \Psi_{j+1,t=T}^h(s^p, s^u_t) \leftarrow \Psi_{j,t=0}^h(s^p, s^u_t), \quad s^p \in S^p, s^u_t \in S, h \in \mathcal{H} \\
25 & \hspace{2em} \Phi_{j+1,t=T}^h(s^p, s^u_t) \leftarrow \Phi_{j,t=0}^h(s^p, s^u_t), \quad s^p \in S^p, s^u_t \in S^u \\
26 & \hspace{1em} \textbf{end} \\
27 & \textbf{end} \\
28 & \textbf{end}
\end{align*}
\end{algorithm}
procedure described in algorithm 2. The algorithm checks if any of the environmental conditions described in Section 2.2 are met, and solves the associated decision problem with the corresponding constraints included, i.e., (16), (17), (18) or (19). The inflow dependent early activation of the constraint is included as a stochastic state $\xi$ in the discrete Markov chain. The environmental constraints are only included in a selection of the subproblems, but the non-concave characteristics of the expected future profit function may carry down to earlier stages before fading out. For efficiency, the expected future profit approximation is checked for concavity before each subproblem is solved. If the function is concave, (14) and (15) are relaxed and the problem is solved as an LP. If the problem is solved for a system without the environmental regulation, the decision problem is an LP described by (1)-(13).

The solution of the optimisation problem for all stochastic states $s_t^q$ is used to calculate the expected future profit, in line 16. The expected future profit is stored to matrix $\Phi$. The water values are calculated and stored to the water value matrix $\Psi$ in line 18, following a similar approach as in Ref. [18]. When an iteration is completed, convergence is determined in line 23, by comparing the calculated water values in the last and first stage. If the algorithm has not converged in iteration $j$, the water value matrix and the expected future profit matrix for the last stage $t$ is updated with the values from the first stage in iteration $j$, in lines 25 and 26, before the next iteration.

Algorithm 2: Function solveProblem($\ldots$)

Input: $t, V_{w,b}, Z_{w,b}; \xi$
1. if $(t_0 \leq t < t_p) \land (V_{w,b} \geq V_{h_{\text{min}}})$ then
2. \hspace{0.5cm} $\alpha_{t_0} \leftarrow$ Optimise (1) - (15), (18)
3. else if $(t_0 \leq t < t_p) \land (V_{w,b} + Z_{w,b} \geq V_{h_{\text{min}}})$ then
4. \hspace{0.5cm} $\alpha_{t_0} \leftarrow$ Optimise (1) - (15), (17)
5. else if $t_0 \leq t < t_4$ then
6. \hspace{0.5cm} $\alpha_{t_0} \leftarrow$ Optimise (1) - (15), (19)
7. else if $t < t_p \land \xi$ then
8. \hspace{0.5cm} $\alpha_{t_0} \leftarrow$ Optimise (1) - (15), (16)
9. else
10. \hspace{0.5cm} $\alpha_{t_0} \leftarrow$ Optimise (1) - (15)
11. end

Output: $\alpha_{t_0}($...$)$

3. Case study

3.1. Case Description

This case study assesses the impact of the state-dependent maximum discharge regulation on water values, simulated reservoir operation and profit from the simulated operation of the system. First, water values are calculated in the SDP model, before optimal operation of the system is simulated for a selection of scenarios.

The described model is applied to the hydropower system shown in Fig. 3. The hydropower system is based on Bergsdalsvassdraget in Western Norway. The system comprise several hydropower reservoirs and power plants, of which the two upper reservoirs and power plants are modelled here. The modelled part of the system has a total generation capacity of approximately 55 MW and a reservoir storage capacity of up to 360 Mm$^3$.

The lower of the two modelled reservoirs has a state-dependent environmental maximum discharge constraint. The constraint is of the type described in Section 2.2. The discharge limitation can be activated by inflow above the weekly average from week 15 and, at the latest, in week 19. The discharge limitation is active until week 32, or until the storage volume in the reservoir is above 146 Mm$^3$. If the storage volume in the reservoir reaches 146 Mm$^3$, discharge is permitted as long as the water level stays above the threshold. From week 33 to week 35, the reservoir storage is not allowed to be reduced. The constraint is deactivated in week 35. In addition, a minimum discharge of 3 m$^3$/s is imposed on the lower reservoir.

Two cases are considered; without the environmental regulation, wo/Env, and with the environmental regulation, w/Env. In the w/Env case, the decision problem is solved with the environmental regulation, as given in Section 2.4. The SDP model is solved for one year of weekly decision stages, comprising three price periods of 56 h each. A high intra-week price variation is assumed. Each of the reservoirs are discretised into 20 equidistant points, giving 400 combinations of reservoir states. Since the focus of this research is on the modelling of the environmental constraint, a relatively coarse representation of uncertainty and time discretization is included. A discrete Markov chain with 10 nodes per stage is used, each comprising a unique price and inflow value. In the weeks when early activation of the environmental constraint could occur, the environmental state variable is added, leading to a total of 20 nodes per stage.

The discrete Markov chain is generated using inflow data from 58 historical years and power prices generated based on the same inflow data. Alternatively, forecasted weather data from climate models can be used, see e.g., Ref. [38]. The power prices were provided from the long-term hydropower scheduling model EMPS [25], based on a low emission dataset of the European power system for 2030 [39]. The penalty cost of spilling water is set low, $C_5 = 10^{-3}$ €/Mm$^3$. The cost of drawing down the reservoir below 10% of the storage capacity is set to approximately 150 €/Mm$^3$ and 580 €/Mm$^3$ for the lower and upper reservoirs, respectively.

The simulation is conducted as weekly decisions in a sequence, solving the decision problem formulated in Section 2.1 as a short-term operational problem for each week. The same technical
details as in the SDP model are included. The water values calculated in the SDP model are used as input to the weekly decision problem to evaluate the value of the water in the reservoir at the end of each week. For the w/Env case, the logical conditions for activating the environmental constraint, as described in Section 2.2, are checked each time the weekly decision problem is solved. When (and if) the conditions are met, the associated constraints, i.e., (16), (17), (18) or (19), are added to the decision problem.

The model was implemented in Julia v1.5 using the Jump package [40] and the CPLEX 12.10 solver [41]. The relative MIP gap is set to zero and the absolute MIP gap to 10−6. The case study was carried out on an Intel Core i7-8650U processor with 16 GB RAM. One iteration of the wo/Env case solved 208k decision problems in approximately 440 s. One iteration of the w/Env case solved 224k decision problems in approximately 1860 s, whereof approximately 40% of the decision problems were solved as MILP. By reducing the number of problems solved as MILP, the solution time of the w/Env case was reduced with around 30%. The algorithm converged in 16–20 iterations with a convergence criterion of 10−3 eg. Advanced tuning of the applied MIP solver and use of parallel processing could serve to improve the computational efficiency [42].

3.2. Water values

The water values are the main result from the SDP model. We are especially interested in how the water values change when including the state-dependent maximum discharge constraint. This is of high importance in real-life hydropower scheduling, as the water values provide essential information for short-term decision making.

The upper reservoir is not directly impacted by the environmental regulation in the w/Env case but can be actively used to help manage the regulation. If it is optimal to adjust the reservoir management of the upper reservoir to reach the threshold in the lower reservoir more rapidly, this would be reflected in the water values of the upper reservoir. However, only minor or no changes were seen in the water values for the upper reservoir, implying that it is not economically profitable to release more water from the upper reservoir to reach the reservoir threshold in the lower reservoir earlier. This result is sensitive to several factors, such as the expected power prices in the weeks when the constraint is active, the strictness of the constraint and the efficiency of the lower power plant compared to the upper power plant. Since small or no changes were seen in the water values of the upper reservoir, the rest of this section only considers the water values of the lower reservoir. The water values presented for the lower reservoir are given for a medium storage level in the upper reservoir (i.e., ~85 Mm3).

Fig. 4 shows the calculated water values for the wo/Env case and the w/Env case. The water values change with the storage volume in the reservoir and the week of the year. In the wo/Env case, the water values are non-increasing with increasing storage volume in the reservoir. This will always be the result from linear hydropower scheduling models where the expected future profit is a concave function. For low storage volumes in the reservoir, the water value is high because of the risk of emptying the reservoir. For higher storage volumes in the reservoir, the water value decrease as the risk of spilling water increase. The water value is zero when water has to be spilled because of full reservoirs. In the w/Env case, the same behaviour of high and low water values can be observed for low and high storage volumes, respectively. However, the water values also sometimes increase with increasing storage volumes. For this case, the expected future profit is therefore a nonconcave function.

The increasing water values with increasing reservoir storage volumes in the w/Env case are a direct result of the state-dependent maximum discharge constraint. The largest differences in the water values between the two cases can be seen when the strictest part of the environmental regulation is active (week 18–32) and backwards in time (towards week 1). In the weeks when the constraint is active and the storage volume in the reservoir is lower than the threshold (146 Mm3), the water values are higher in the w/Env case than in the wo/Env case. Since discharge from the reservoir is strictly limited over a longer period, the model cannot take advantage of the potential high prices within this period, unless the threshold is reached. As a result, the water values are higher in the w/Env case compared to the wo/Env case for storage volumes where the maximum discharge capacity restriction can be deactivated early.

The water values are calculated from the last to the first week of the year, hence the impact of the constraint on the water values from later weeks affects the earlier weeks. Week 32 is the last week when the maximum discharge capacity restriction is active. Fig. 5 compares the water values from the two cases for selected weeks. No large differences can be seen after the constraint is deactivated; this is, for example, shown in Fig. 5a. In week 32 (Fig. 5b), the difference between the water value curves for the two cases becomes more distinct. The local peak in the water value curve for the w/Env case in Fig. 5b is a result of discharge being permitted when the storage volume in the reservoir reaches the threshold. Moving forwards in time, this effect is being shifted towards lower storage volumes, as shown in Fig. 5c and d.

3.3. Simulation results

Simulations were run for 1000 scenarios, randomly selected from the originally sampled scenarios. The wo/Env case and the w/Env case were simulated for the same scenarios, using water values from the SDP model for each of the cases accordingly. The final simulations are conducted to test the calculated water values in an operational decision-making setting, as well as to demonstrate the effect of the environmental constraint on operation of the system.

The activation and deactivation of the maximum discharge capacity restriction varies between the scenarios because of the state-dependent nature of the conditions. Fig. 6 shows when the maximum discharge constraint is activated and deactivated in the w/Env case for the simulated scenarios. In approximately 85% of the scenarios, the storage volume in the reservoir reaches the threshold before week 33, deactivating the maximum discharge constraint. The discharge limitation is activated by high inflow before week 19 in 50% of the scenarios. Even so, inflow-dependent activation was found to only have muted impact on the strategy and simulated economic results for the case considered. Still, under other price assumptions inflow-dependent activation could be of higher importance.

The results from the simulations show a considerable change in optimal operation when the environmental constraint is included. Fig. 7 compares the change in storage volume in the lower reservoir over a year for the w/Env and w/Env cases. In general, the storage volume in the reservoir is kept higher in the w/Env case. The largest difference can be seen in the spring and summer weeks, when the environmental regulation is active. In this period, no discharge is permitted if the storage level is below the reservoir threshold. For several weeks in this period, the median reservoir storage volume is raised from below 100 Mm3 in the wo/Env case to over 150 Mm3 in the w/Env case, demonstrating the effectiveness of the constraint to achieve the underlying purpose of reaching the threshold.

For most of the simulated scenarios, the storage volume in the
lower reservoir reaches the reservoir threshold in week 25–30 in the w/Env case. This means that the optimal operation of the reservoirs lies within the reservoir volume segments where the maximum discharge capacity constraint has the largest impact on the water values, indicating the importance of including the constraint in the calculation of the water values. Furthermore, the reservoir storage volume is also kept higher in the autumn and winter weeks in the w/Env case compared to the wo/Env case. Higher storage volumes throughout the year, and not only when the constraint on discharge is active, can be explained by the
differences in water values. Higher water values for higher storage volumes in the w/Env case give the model an incentive to keep more water in the reservoir when coming into the constraint period.

A selection of average numeric results from the completed simulations are given in Table 1. The total yearly profit from the system is reduced by around 72 k€(0.8%) in the w/Env case compared to the wo/Env case. In the period when the constraint is active, week 19–35, the total profit from electricity generation is reduced by approximately 17% or 406 k€. By shifting the electricity generation, the model manages to keep the total generation in the w/Env case close to the total generation in the wo/Env case, significantly reducing the total loss in profit. This means that the loss in profit is mainly caused by a lower average realised price of electricity, and not reduced sales of electricity. Still, it should be mentioned that the economic results are sensitive to the power price assumptions used in the simulations. Higher power prices in the constrained period can increase the cost of restricting production in this period, and vice versa.

4. Conclusion

We present a medium-term hydropower scheduling model comprising an accurate representation of inflow- and volume-dependent environmental constraints on maximum discharge. Such constraints cause a pronounced nonconvexity in the scheduling problem. The proposed model can solve nonconvex model formulations for smaller systems, by applying an SDP-algorithm, where binary variables are only required to represent the nonconvex characteristics of the expected future value function. By dynamically checking for nonconvexities in the value function, we find that the number of weekly decision problems solved as MILPs can be reduced significantly. Still, the required discretization of the state space leads the SDP-algorithm to scale poorly for larger systems with more reservoirs.

The model is applied to a case study of a Norwegian hydropower system with multiple reservoirs. Simulations of the system with and without the environmental constraint show a substantial difference in operation of the reservoir to which the constraint is imposed. In the case with the environmental constraint, the storage volume in the reservoir reaches the wanted threshold for most of the scenarios. Still, the total electricity generation over the year is maintained and total loss in profit is limited to approximately 0.8%.

The calculated water values were found to change considerably when the state-dependent maximum discharge constraint was included in the SDP model. For the reservoir to which the constraint was imposed, the water values were found to both increase and decrease with increasing storage volumes in the reservoir, reflecting that the expected future profit function is nonconcave. The distinct changes in the calculated water values when the environmental regulation was considered show the importance of accurate modellings of such regulations. This conclusion is further strengthened by the optimal reservoir operation being within the nonconvex area of the expected future profit function for most of the simulated scenarios, as demonstrated by the simulation results. If the future profit function is used as boundary condition in operational short-term scheduling models, the nonconcave shape may impact the results substantially.

The substantial impact on the calculated water values and reservoir operation observed in this study support further research on nonconvex environmental constraints. To strengthen the findings from this study, future research should investigate the impact of using accurate water values, compared to water values based on simplified problem formulations, in operation of hydropower systems with environmental regulation. Furthermore, a wider selection of cases and hydropower watercourses with different variations of the state-dependent maximum discharge constraint could be analysed. Finally, a broader analysis to evaluate how well the constraint meets the underlying purpose of the environmental regulation, as well as other unintended consequences like flood risk, could be of interest.
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