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Abstract The performance of a multigrid solver for time-harmonic electromagnetic problems in geophysical settings was investigated. With the low frequencies used in geophysical surveys for deeper targets, the light-speed waves in the earth can be neglected. Diffusion of induced currents is the dominant physical effect. The governing equations were discretised by the Finite-Integration Technique. The resulting set of discrete equation was solved by a multigrid method. The multigrid method provided excellent convergence with constant grid spacings, but not on stretched grids. The slower convergence rate of the multigrid method could be compensated by using bicgstab2, in which case multigrid acted as a preconditioner. Still, the overall performance was less than satisfactory with substantial grid stretching.

1 Introduction

The use of low-frequency electromagnetic signals for exploration was conceived by Conrad Schlumberger in 1912. He and his brother founded the company by that name. The technique was applied for mineral detection, for logging in boreholes [10,23], and for oil and gas exploration from the surface [19,29,30,32]. Controlled-source electromagnetic (CSEM) measurements in marine environments were pioneered by the Scripps Institution of Oceanography [8,9,36], and the Universities of Toronto [6,11] and Cambridge [20]. The technique was commercialised under the name seabed logging [12,13]. With the oil industry’s move to increasingly deeper water, marine CSEM has gained some interest, in particular because in some cases the presence of hydrocarbon reservoirs could be related to anomalies that were extracted directly from data at a single frequency, without the need for inversion [2,13].

In a typical experiment, currents are injected into the sea water by a wire that is towed by a ship. Detectors are placed at the sea bottom and record the horizontal components of the electric and magnetic fields. Resistive bodies can be detected by comparing data at large source-receiver distances to reference data, measured in a nearby area without hydrocarbon reservoirs or computed for an accurate background model without resistive bodies. The presence of oil and gas tends to increase the effective resistivity of the rock relative to formations that only contain some salty water in their pores. Modelling and inversion software is required for a more detailed interpretation of the data.

The propagation of electromagnetic waves in the earth can be described by Maxwell’s equations combined with Ohm’s law. At the low frequencies that are typically used, of the order of 1 Hz, the light-speed waves have very small amplitudes and wavelengths that exceed the domain size. Diffusion is the dominant effect in the earth. This includes magneto-tellurics where the natural atmospheric background signals are used as well as controlled-source EM problems, but excludes ground penetrating radar applications.
In two-dimensions, the problem can be reduced to a Poisson-type equation which can be solved either by a direct method using, among others, nested dissection [15], or iteratively by, for instance, the multigrid method. In three space dimensions, a direct solver may soon become too costly for large-scale problems and iterative methods are preferred.

The large null-space of the curl–curl operator that occurs in the equations may lead to problems. A system of Poisson-type equations can be obtained by a Helmholtz decomposition of the electric field into potentials [4,5,17]. This decomposition is unnecessary, because the problem of the null-space can be handled either explicitly by a divergence correction [18,28], or implicitly by solving small local systems [3]. The last approach is used here. The equations are discretised by the finite-integration technique [7,33], which can be viewed as a finite-volume generalisation of Yee’s scheme [35] for tensor-product Cartesian grids with variable grid spacings. The scheme is reviewed in Sect. 2.1. The multigrid solver is outlined in Sect. 2.2. It is a special case of the method presented in [14], but with a different restriction operator.

The multigrid method can be applied as a stand-alone solver or as a preconditioner for a Krylov subspace method. The latter may be necessary if the multigrid scheme has difficulties to remove certain type of errors. Here, we study convergence both for stand-alone multigrid and bicgstab2 [16,31] preconditioned by multigrid.

A number of numerical tests are presented in Sect. 3. We start with an artificial, unphysical test problem based on sines and cosines. Next, a current source in a homogeneous formation and a realistic marine example are considered. Particular attention is paid to the effect of grid stretching.

A discussion of the numerical experiments and the main conclusions can be found in Sect. 4.

## 2 Method

### 2.1 Discretisation

The Maxwell equation for conducting media in the frequency domain at an angular frequency $\omega$ can be written as

$$\io\omega\varepsilon_0 \delta \mathbf{E} - \nabla \times \mu_r^{-1} \nabla \times \mathbf{E} = -\io\omega\varepsilon_0 \mathbf{J}_s,$$

where the vector $\mathbf{E}(\omega, \mathbf{x})$ represents the electric field components as a function of angular frequency and position, and $\mathbf{J}_s(\omega, \mathbf{x})$ is a current source. Other quantities are $\delta(\mathbf{x}) = \sigma - \io \varepsilon_0 \varepsilon_r$, with $\sigma(\mathbf{x})$ the conductivity, $\varepsilon_r(\mathbf{x})$ the relative permittivity, $\mu_r(\mathbf{x})$ the relative permeability, and $\varepsilon_0$ and $\mu_0$ their vacuum values. SI units will be used.

For geophysical measurements at frequencies around 1 Hz, the term $\io \omega \varepsilon_0 \delta$ can be neglected relative to $\sigma$, except in air. There, the wavelengths corresponding to this term exceed the Earth’s size. Therefore, the problem remains definite and multigrid may be expected to work. In the examples presented later, we will use $\varepsilon_r = 1$ in the geophysical examples, although $\varepsilon_r = 0$ will be considered in the artificial, unphysical test problems.

The equations are discretised by the finite-integration technique on a tensor-product cartesian grid allowing for grid stretching. The grid points define block-shaped cells. The electric field components are defined as edge averages. The magnetic field components are obtained by taking the curl of the electric field.}
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multigrid solver, it was convenient to multiply the material properties by the cell volumes. This simplified the coarsening of material properties and residuals in the multigrid method.

To describe the averaging in more detail, we denote the nodes of the \( N_x \times N_y \times N_z \) cells by \( x_k \) (\( k = 0, \ldots, N_x \)), \( y_l \) (\( l = 0, \ldots, N_y \)), and \( z_m \) (\( m = 0, \ldots, N_z \)). If

\[
V_{k+\frac{1}{2},l+\frac{1}{2},m+\frac{1}{2}} = (x_{k+1} - x_k)(y_{l+1} - y_l)(z_{m+1} - z_m),
\]

is the volume of a cell, we define

\[
S_{k+\frac{1}{2},l+\frac{1}{2},m+\frac{1}{2}} = V_{k+\frac{1}{2},l+\frac{1}{2},m+\frac{1}{2}} \tilde{\sigma}_{k+\frac{1}{2},l+\frac{1}{2},m+\frac{1}{2}}.
\]

For the discretisation of, for instance, \( \tilde{\sigma} E_1 \) at the edge \((k + \frac{1}{2}, l, m)\), we use \( S_{k+\frac{1}{2},l,m} E_{1,k+\frac{1}{2},l,m} / V_{k+\frac{1}{2},l,m} \) with

\[
S_{k+\frac{1}{2},l,m} = \frac{1}{4} \left( S_{k+\frac{1}{2},l-\frac{1}{2},m-\frac{1}{2}} + S_{k+\frac{1}{2},l+\frac{1}{2},m-\frac{1}{2}} + S_{k+\frac{1}{2},l-\frac{1}{2},m+\frac{1}{2}} + S_{k+\frac{1}{2},l+\frac{1}{2},m+\frac{1}{2}} \right),
\]

and

\[
V_{k+\frac{1}{2},l,m} = (x_{k+1} - x_k)d^x_1 d^y_1 d^z_1.
\]

Here \( d^x_1 = x_{k+\frac{1}{2}} - x_{k-\frac{1}{2}} \), \( d^y_1 = y_{l+\frac{1}{2}} - y_{l-\frac{1}{2}} \), and \( d^z_1 = z_{m+\frac{1}{2}} - z_{m-\frac{1}{2}} \) are the lengths of the edges of the dual cells. Note that in the interior, \( V_{k+\frac{1}{2},l,m} \) is the intersection of the two dual cells containing edge \((k + \frac{1}{2}, l, m)\) with the four cells surrounding that edge, as sketched in Fig. 3. In the implementation, it was convenient to work with \( S_{k+\frac{1}{2},l,m} E_{1,k+\frac{1}{2},l,m} \), meaning that the residual for the first component was multiplied by \( V_{k+\frac{1}{2},l,m} \). We will call this volume the dual edge-volume of that edge. The other two components are dealt with in a similar way.

To obtain the magnetic field components from the curl of the electric field, we need \( 1/\mu_r \) at the faces of the original cells. This requires averaging of \( 1/\mu_r \) over an edge of the dual cells [27]. For values that are piecewise constant per cell, this is the same as volume-weighted averaging of the values of \( 1/\mu_r \) from the two cells adjacent the face where the curl of the electric field lives. The volume-weighted averaging is based on the volumes of the two neighbouring cells.

We have assumed that the material properties are given as averages per cell. A more accurate approach incorporates variations of the material inside the cell into the averaging procedure [7]. That approach was not considered here.

The components of the current source \( J_s \) can be associated with the edges in the same way as the electric field components. The components represent averages over the faces of the dual cells, the same as involved in the curl of the magnetic field components. If the integral of a component of \( J_s \) over the dual face is also multiplied by the length of the edge on which it lives, we obtain a discretisation of the current-source component times the dual edge-volume.

With this discretisation, the solution has second-order accuracy for constant coefficients [22]. This also holds when the coefficients vary across the domain, except for a discontinuous \( \mu_r \) which, in general, leads to a first-order error in the solution [27].

Perfectly electric conducting boundary conditions were used for the numerical experiments in this paper.

2.2 Multigrid

The multigrid method resembles the one described by Feigh et al. [14], but here the natural coarsening of eight fine-grid cells contained in a single coarse-grid cell will
be used. The material properties multiplied by their cell volumes are just added for restriction and used for a coarse-grid operator that is based on the same discretisation as the fine-grid operator. For the restriction of the residual, two restriction operators were initially considered. The first amounts to integrating over all the dual edge-volumes contained in the coarse-grid volume of a given edge, with suitable scaling proportional to the fractions of the fine-grid dual edge-volumes contained inside the coarse-grid dual edge-volumes. This reduces to full weighting if the cells have fixed widths.

To explain in this in some detail, we consider the simple case of \( N_x \times N_y \times N_z \) cells with \( N_x = N_y = N_z = 2^M \) and integer \( M \geq 1 \). A coarse grid is defined by selecting every other point of \( x_k (k = 0, \ldots, N_x) \), \( y_l (l = 0, \ldots, N_y) \), and \( z_m (m = 0, \ldots, N_z) \). The coarse-grid nodes become \((x_{2k}, y_{2l}, z_{2m})\) with \( K = 0, \ldots, N_x/2 \), \( L = 0, \ldots, N_y/2 \), and \( M = 0, \ldots, N_z/2 \). To describe the restriction operator, we only look at the first component of the residual \( \mathbf{r} \). As mentioned before, the residuals were multiplied by the dual edge-volumes. The components of the residual reside on the same edges as the components of the electric field. The first coarse-grid component is \( r_{1, K+\frac{1}{2}, L, M}^{2h} \), where the superscript \( 2h \) is used to denote the coarse-grid values. Let the index \( K \) on the coarser grid correspond to \( k = 2K \) on the fine grid. Likewise, \( l = 2L \) and \( m = 2M \) on the fine grid. The restriction of this component is given by

\[
r_{1, K+\frac{1}{2}, L, M}^{2h} = \sum_{j_2=-1}^{1} \sum_{j_3=-1}^{1} w_{L,j_2}^{y} w_{M,j_3}^{z} \left( r_{1, k+\frac{1}{2}, j_2, m+j_3}^{h} + r_{1, k+\frac{1}{2}, j_2, m+j_3}^{h} \right),
\]

(2)

where

\[
w_{L,-1}^{y} = \left( y_{l+\frac{1}{2}}^{h} - y_{l-\frac{1}{2}}^{2h} \right) / \Delta y_l^{-1},
\]

\[
w_{L,0}^{y} = 1,
\]

\[
w_{L,1}^{y} = \left( y_{l+\frac{1}{2}}^{2h} - y_{l+\frac{1}{2}}^{h} \right) / \Delta y_l^{-1},
\]

and

\[
w_{M,-1}^{z} = \left( z_{m+\frac{1}{2}}^{h} - z_{m+\frac{1}{2}}^{2h} \right) / \Delta z_m^{-1},
\]

\[
w_{M,0}^{z} = 1,
\]

\[
w_{M,1}^{z} = \left( z_{m+\frac{1}{2}}^{2h} - z_{m+\frac{1}{2}}^{h} \right) / \Delta z_m^{-1}.
\]

The restriction operators for the other components of the residual follow in a similar way.

The second, simpler restriction operator agrees with [14] and amounts to an addition of the fine-grid residuals residing on a coarse-grid edge, with a suitable scaling to account for the dual edge-volume. For the first component of the residual, we have

\[
r_{1, K+\frac{1}{2}, L, M}^{2h} = w_{L}^{y} w_{M}^{z} \left( r_{1, k+\frac{1}{2}, j_2, l}^{h} + r_{1, k+\frac{1}{2}, j_2, l}^{h} \right),
\]

with \( w_{L}^{y} = (y_{l+\frac{1}{2}}^{2h} - y_{l-\frac{1}{2}}^{2h}) / \Delta y_l^{-1} \), and \( w_{M}^{z} = (z_{M+\frac{1}{2}}^{2h} - z_{M+\frac{1}{2}}^{h}) / \Delta z_m^{-1} \). Numerical experiments on stretched grids showed that this restriction operator led to divergence in some cases. The examples presented in the next section were all computed with the other restriction operator.

For the prolongation of the coarse-grid corrections to the electric field components, piecewise constant interpolation was used in the direction of the component, and linear and bilinear interpolation in the plane perpendicular to the component. This is the same as the adjoint of Eq. (2).

Symmetric block Gauss–Seidel (SBGS) [3] in lexicographical ordering was applied as a smoother in F-cycles with two post-smoothing sweeps, being one SBGS relaxation step. In the examples where multigrid acts as a preconditioner, a single F-cycle was performed.

3 Examples

3.1 Artificial test problem

A test problem based on eigenfunctions can be found in [4]. Here, this problem is modified to allow for the use of perfectly electric conducting (PEC) boundary conditions. The domain is \( \Omega = [0, 2\pi]^3 \) m\(^3\). Define \( \psi = \sin k x \sin l y \sin m y \), with \( k, l, \) and \( m \) positive integers. Let the exact solution be

\[
E_1 = a_1 \partial_x \psi, \quad E_2 = a_2 \partial_y \psi, \quad E_3 = a_3 \partial_z \psi.
\]

(3)

The domain \( \Omega \) is split into parts \( \Omega_1 \) with \( z < \pi \) and \( \Omega_2 \) for \( z > \pi \), so that \( \Omega \) is the union of their closure. The conductivity \( \sigma = \sigma_0 + \sigma_1 (x + 1)(y + 1)(z - \pi)^2 \) in \( \Omega_1 \), and \( \sigma = \sigma_0 \) in \( \Omega_2 \). We set \( \epsilon_r = 0 \), which is unphysical, \( \mu_r = 1 \), and \( \omega = 10^6 \) Hz. The other parameters are chosen to be \( a_1 = a_2 = -2 \) V, \( a_3 = 1 \) V, \( k = l = m = 1 \), \( \sigma_0 = 10 \) S/m, and \( \sigma_1 = 1 \) S/m. Note that \( \psi \) is based on sine functions, causing the tangential components of the electric field to vanish at the boundaries in agreement with the PEC boundary conditions. The current source is defined by \( \mathbf{J}_s = -\sigma \mathbf{E} + \nabla \times (i \omega \mu)^{-1} \nabla \times \mathbf{E} \), using the exact solution. This results in
The tests were carried out with \( \sigma_0 = 10 \text{ S/m} \) and \( \sigma_1 = 1 \text{ S/m} \). Table 1 lists the number of iterations and errors. The number of cells in each coordinate direction is given by \( N_x = N_y = N_z = N \). For each grid, the number of iterations with stand-alone multigrid (MG) and with multigrid as preconditioner for bicgstab2 (bi) is given. Note that bicgstab2 costs a bit more per iteration because it requires an additional evaluation of the residual. Also, each bicgstab2 step is counted as two iterations because it involves two multigrid cycles. Because convergence checks are carried out halfway and at the end of a full iteration step, the method may stop after on odd number of iterations. The iterations were stopped when the \( \ell_2 \)-norm of residual had dropped by a factor \( 10^{-8} \) from its original value for a zero solution.

The error in the numerical solution is listen in the 2-norm and maximum norm. If the grid has \( N_x \times N_y \times N_z \) cells with nodes \((x_k,y_l,z_m)\), where \( k = 0,\ldots,N_x, l = 0,\ldots,N_y, \) and \( m = 0,\ldots,N_z \), the 2-norm of the first electric-field component can be defined as

\[
||E_1||_2 = \left[ \sum_{k=0}^{N_x-1} \sum_{l=0}^{N_y} \sum_{m=0}^{N_z} |E_{1,k+\frac{1}{2},l,m}|^2 V_{k+\frac{1}{2},l,m} \right]^{1/2},
\]

and similarly for the other components. The solution error is

\[
\ell_2 = \left[ \sum_{n=1}^{3} ||E_n - E_n^{\text{exact}}||_2^2 \right]^{1/2},
\]

and the relative error

\[
\epsilon_2 = \ell_2 \left[ \sum_{n=1}^{3} ||E_n^{\text{exact}}||_2^2 \right]^{-1/2}.
\]

For the maximum norm, we have

\[
||E_1||_{\text{max}} = \max_{k=0,\ldots,N_x-1} \max_{l=0,\ldots,N_y} \max_{m=0,\ldots,N_z} |E_{1,k+\frac{1}{2},l,m}|,
\]

and similarly for the other components. The maximum error is denoted by

\[
\ell_{\text{max}} = \max_{n=1,2,3} ||E_n - E_n^{\text{exact}}||_{\text{max}}.
\]

and the corresponding relative error by

\[
\epsilon_{\text{max}} = \ell_{\text{max}} \left[ \max_{n=1,2,3} ||E_n^{\text{exact}}||_{\text{max}} \right]^{-1}.
\]

For the exact solution, the point-values at the edge-midpoints were used.

The results in the Table 1 show grid-independent convergence for the multigrid method. The number of iterations with bicgstab2 is smaller, but this is hardly worth the extra cost in terms of cpu-time and storage. The six bicgstab2 iterations for the grid with \( 128^3 \) cells, for instance, took only 10\% less cpu time than the eight iterations with stand-alone multigrid. The errors confirm the second-order accuracy of the solution. The errors were divided by the square of the largest cell width \( h_{\text{max}} \), which is the maximum value over all the cell widths in the three coordinate directions.

Next, the effect of grid stretching was investigated. The grid stretching is carried out in such a way that the ratio between neighbouring cell widths in each coordinate is \( 1 + \alpha \) when marching away from the origin (see power-law stretching in Appendix). An equidistant grid is obtained for \( \alpha = 0 \). Results for grid stretching with \( \alpha = 0.04 \) are listed in Table 2. Apparently, the grid-independent convergence rates of the multigrid scheme are lost. The bicgstab2 method now pays off, as it is able to deal with the slowly converging components of the solution. The errors measured by \( \epsilon_2 \) and \( \epsilon_{\text{max}} \) agree with the expected second-order accuracy of the solution.

We conclude that grid stretching does not do a whole lot of good for the current problem in terms of convergence speed.

| \( N \) | \( h_{\text{max}} \) | MG | bi | \( \epsilon_2/h_{\text{max}} \) | \( \ell_{\text{max}}/h_{\text{max}}^2 \) |
|---|---|---|---|---|---|
| 16 | 0.39 | 8 | 6 | 8.6 \times 10^{-2} | 0.21 |
| 32 | 0.20 | 8 | 7 | 8.8 \times 10^{-2} | 0.24 |
| 64 | 0.098 | 8 | 7 | 8.9 \times 10^{-2} | 0.24 |
| 128 | 0.049 | 8 | 6 | 8.9 \times 10^{-2} | 0.24 |

| \( N \) | \( h_{\text{max}} \) | MG | bi | \( \epsilon_2/h_{\text{max}} \) | \( \ell_{\text{max}}/h_{\text{max}}^2 \) |
|---|---|---|---|---|---|
| 16 | 0.45 | 9 | 7 | 8.2 \times 10^{-2} | 0.18 |
| 32 | 0.26 | 11 | 8 | 8.0 \times 10^{-2} | 0.16 |
| 64 | 0.17 | 12 | 14 | 7.4 \times 10^{-2} | 0.15 |
| 128 | 0.13 | 83 | 33 | 6.9 \times 10^{-2} | 0.14 |
3.2 Variable permittivity

The same domain is considered as before, with conductivity $\sigma = 1\, \text{S/m}$ and the unphysical choice of $\epsilon_r = 0$. The permittivity is piecewise constant with $\mu_r(z) = \mu_r^L$ for $z < \pi$ and $\mu_r(z) = \mu_r^R$ for $z > \pi$. The source terms are set to

$$J_1 = \cos(x) \sin(y) \sin(z)[1 - 3/(i \omega \mu_0 \mu_r(z))],$$

$$J_2 = \sin(x) \cos(y) \sin(z)[1 - 3/(i \omega \mu_0 \mu_r(z))],$$

$$J_3 = -2 \sin(x) \sin(y) \cos(z)[1 - 3/(i \omega \mu_0 \mu_r(z))].$$

The solution is

$$E_1 = -\cos(x) \sin(y) \left[ \sin(z) + c g_1(z) \right],$$

$$E_2 = -\sin(x) \cos(y) \left[ \sin(z) + c g_1(z) \right],$$

$$E_3 = 2 \sin(x) \sin(y) \left[ \cos(z) + c g_3(z) \right].$$

Let $q^{L,R} = \sqrt{2 - i \omega \mu_0 \mu_r^{L,R}}$. Then

$$g_1^L(z) = 2 \sinh(q^L z),$$

$$g_3^L(z) = -2 \cosh(q^L z)/q^L,$$

for $z < \pi$, whereas for $z > \pi,$

$$g_1^R(z) = 2a \sinh(q^R(2\pi - z)), $$

$$g_3^R(z) = 2a \cosh(q^R(2\pi - z))/q^R.$$

Here $a = \sinh(q^L \pi)/\sinh(q^R \pi)$ and

$$c = \frac{3}{2 \omega \mu_0} \left( \frac{1}{\mu_r^R} - \frac{1}{\mu_r^L} \right) \left\{ \frac{\cosh(q^L \pi)}{q^L} + a \frac{\cosh(q^R \pi)}{q^R} \right\}.$$

Note that $g_1(z)$ is continuous across $z = \pi$, with a discontinuous derivative, and $g_3(z)$ is discontinuous across $z = \pi$.

We ran tests with $\mu_r^L = 1$ and $\mu_r^R = 2$. Convergence results are listed in Tables 3 and 4. Again, convergence is slower on stretched grids. The errors suggest that the solution has second-order accuracy in this example.

3.3 Homogeneous problem with current source

An example that is slightly more realistic from a geophysical point of view, is a point current source in a homogeneous formation. We choose the following parameters: $\omega/2\pi = 10\, \text{Hz}$, $\sigma = 1\, \text{S/m}$, $\mu_r = 1$, and $\epsilon_r = 1$. The domain is the cube $[-1,1] \times [-1,1] \times [-1,1]\, \text{km}^3$. The current source $J_s = (0 \, 0 \, 1)^T \delta(x) \, \text{A/m}^2$ is placed at the origin.

The problem is discretised on an equidistant grid with $N_x = N_y = N_z = N$. Also, power-law grid stretching (Appendix) is considered with cell widths increasing away from the source. For the discrete source representation, the adjoint of trilinear interpolation is used. The iterations are stopped if the $L_2$-norm of the residual has dropped by a factor $10^{-8}$ from its initial value for a zero solution.

The exact solution can be found in [32]. The PEC boundary conditions do not agree with this solution, but still can be used if they are placed sufficiently far away from the source. Because the exact solution has a $r^{-3}$ singularity at the source, we will not observe a decrease of the error under grid refinement. The point current source is effectively represented as finite-length source, with a length that depends on the edge or edges on which the source lives. In the present example, the source position coincides with a node and is represented by contributions on the edges just above and below that node. Changing the length of these edges will strongly affect the near field, resulting in a loss of second-order accuracy. The far field will not depend of the details of the source, only on its properties in an average sense.

By measuring the error only outside the central cube $[-250,250]^3\, \text{m}^3$, the results shown in Tables 5, 6, and 7 were obtained. Excellent iteration counts are observed without grid stretching. If the amount of stretching is increased above a few percent, convergence rates deteriorate.

### Table 3: Number of iterations and solution errors for the problem with constant $\sigma$ and variable $\mu_r$, without grid stretching

| $N$ | $h_{max}$ | MG | bi | $\epsilon_2/h_{max}^2$ | $\epsilon_{max}/h_{max}^2$ |
|-----|-----------|----|----|----------------|-----------------|
| 16  | 0.39      | 11 | 8  | 0.13           | 0.19            |
| 32  | 0.20      | 10 | 7  | 0.13           | 0.22            |
| 64  | 0.098     | 9  | 7  | 0.13           | 0.24            |
| 128 | 0.049     | 9  | 7  | 0.13           | 0.25            |

### Table 4: Number of iterations and solution errors for the problem with constant $\sigma$ and variable $\mu_r$, using grid stretching with $\alpha = 0.04$

| $N$ | $h_{max}$ | MG | bi | $\epsilon_2/h_{max}^2$ | $\epsilon_{max}/h_{max}^2$ |
|-----|-----------|----|----|----------------|-----------------|
| 16  | 0.45      | 12 | 9  | 8.6 $\times 10^{-2}$ | 1.3 $\times 10^{-1}$ |
| 32  | 0.26      | 14 | 10 | 6.3 $\times 10^{-2}$ | 1.0 $\times 10^{-1}$ |
| 64  | 0.17      | 30 | 16 | 5.1 $\times 10^{-2}$ | 6.0 $\times 10^{-2}$ |
| 128 | 0.13      | 177| 38 | 5.0 $\times 10^{-2}$ | 5.7 $\times 10^{-2}$ |

### Table 5: Number of iterations and solution errors in a subset of the domain for the homogeneous test problem with a current point source and no stretching

| $N$ | $h_{max}$ | MG | bi | $\epsilon_2/h_{max}^2$ | $\epsilon_{max}/h_{max}^2$ |
|-----|-----------|----|----|----------------|-----------------|
| 16  | 125       | 10 | 8  | 2.4 $\times 10^{-5}$ | 4.1 $\times 10^{-5}$ |
| 32  | 63        | 13 | 9  | 2.7 $\times 10^{-5}$ | 7.1 $\times 10^{-5}$ |
| 64  | 31        | 13 | 9  | 2.4 $\times 10^{-5}$ | 6.8 $\times 10^{-5}$ |
| 128 | 16        | 13 | 9  | 2.8 $\times 10^{-5}$ | 7.2 $\times 10^{-5}$ |
the interval between current source with normalised strength was placed on point source and power-law grid stretching with of the domain for the homogeneous test problem with a current dimensions are $13,500 \times 128 50 185 47 1.9$.

### 3.4 Marine example

A more realistic subsurface model was constructed by modifying the SEG/EAGE salt model \cite{1}. This model was designed for simulating seismic wave propagation and contains a complex salt body surrounded by sediments. The sea water has depths around 120 m. Its dimensions are $13,500 \times 13,480 \times 4,680$ m. Because CSEM requires a deeper sea than provided by this model, the water depth was increased with 500 m by moving down the model. Next, velocities were replaced by conductivities. The water velocity of 1,500 m/s was replaced by 1/0.3 S/m. Velocities above 4,000 m/s, indicative of salt, were replaced by 1/30 S/m. Below 3,956 m, basement was set to 500 S/m. The conductivity of the sediments was determined by $\sigma_{sed} = (\nu/1700)^{-3.88}$ S/m, with the velocity $\nu$ in m/s. This choice was motivated by \cite{21}. For air, $\sigma$ was set to $10^{-10}$ S/m. The conductivity was mapped to a new grid with hyperbolic cosine stretching. The horizontal dimensions were the same as for the original model, whereas $z$ ranged from $-5,000$ to $5,000$ m. A total of 31 receivers were positioned at the sea-bottom between $x = 4,000$ and $10,000$ m at 200 m spacing and with $y = 0$ m. Depths ranged between 605 and 625 m. A subset of the model is displayed in Fig. 4. For its discrete representation, the exact cell averages are computed. The frequency is $\omega/2\pi = 5$ Hz. A finite-length current source with normalised strength was placed on the interval between $(x, y, z) = (6,400, 6,500, 500)$ and $(x, y, z) = (6,600, 6,500, 500)$, all in meters.

Convergence results for a grid with $128^3$ cells are listed in Table 8. The grid stretching is controlled by the hyperbolic cosine function (Appendix), using a smallest

### Table 6

| $N$ | $h_{\max}$ | MG | bi | $\epsilon_2/h_{\max}^2$ | $\epsilon_{\max}/h_{\max}^2$ |
|-----|------------|----|----|-----------------|-----------------|
| 16  | 134        | 11 | 8  | $2.0 \times 10^{-5}$ | $7.0 \times 10^{-5}$ |
| 32  | 72         | 13 | 9  | $1.6 \times 10^{-5}$ | $8.0 \times 10^{-5}$ |
| 64  | 42         | 13 | 9  | $7.9 \times 10^{-6}$ | $2.9 \times 10^{-5}$ |
| 128 | 27         | 13 | 9  | $6.2 \times 10^{-6}$ | $7.4 \times 10^{-6}$ |

### Table 7

| $N$ | $h_{\max}$ | MG | bi | $\epsilon_2/h_{\max}^2$ | $\epsilon_{\max}/h_{\max}^2$ |
|-----|------------|----|----|-----------------|-----------------|
| 16  | 147        | 11 | 8  | $1.6 \times 10^{-5}$ | $5.4 \times 10^{-5}$ |
| 32  | 88         | 14 | 10 | $6.5 \times 10^{-6}$ | $2.9 \times 10^{-5}$ |
| 64  | 60         | 26 | 14 | $2.2 \times 10^{-6}$ | $4.0 \times 10^{-6}$ |
| 128 | 50         | 185| 47 | $1.9 \times 10^{-6}$ | $8.9 \times 10^{-7}$ |

### Table 8

| $h_{\min}$ | $\alpha$ | $10^{-6}$ | $10^{-8}$ |
|-------------|----------|-----------|-----------|
| 50          | 0.035    | 7         | 15        |
| 20          | 0.059    | 30        | 75        |
| 10          | 0.074    | 76        | 163       |
| 5           | 0.089    | 157       | 409       |

The largest ratio of cell widths between neighbouring cells is given by $1 + \alpha$. Results are given for a drop of the residual by a factor of $10^{-6}$ and $10^{-8}$, respectively.

### Table 9

| $h_{\min}$ | $x : k_0$ | $b$     | $x : k_0$ | $b$     | $z : k_0$ | $b$ |
|-------------|-----------|---------|-----------|---------|-----------|-----|
| 50          | 63.0      | 0.035   | 63.0      | 0.035   | 67.5      | 0.027|
| 20          | 63.4      | 0.057   | 63.4      | 0.057   | 66.0      | 0.050|
| 10          | 63.5      | 0.071   | 63.5      | 0.071   | 65.5      | 0.065|
| 5           | 63.6      | 0.085   | 63.6      | 0.085   | 65.3      | 0.079|

cell width $h_{\min}$. The resulting parameters are listed in Table 9. The largest ratio between neighbouring cells is given by $1 + \alpha$. The values of $\alpha$ can be found in Table 8. Multigrid has been used as a preconditioner for bicgstab2. Again, we observe a performance degradation with increased grid stretching.

Cross-sections of the electric field components for $h_{\min} = 20$ m are displayed in Figs. 5, 6, and 7. The amplitude and phase of the electric and magnetic field components at the sea-bottom receivers are shown in Fig. 8, for the grid with a smallest cell width of 20 m. The vertical component is not measured in practice.

### 4 Discussion and conclusions

A multigrid method for a finite-integration technique discretisation of the diffusive electromagnetic equations on tensor-product cartesian grids was applied to number of test problems. Textbook convergence rates were observed on equidistant grids. Convergence rates deteriorated on stretched grids, unless very mild stretching was used.
The stretching introduces anisotropy in the discrete equations, which is well-known problem for multigrid methods. There are several potential remedies:

- A Krylov subspace method can be used to remove solution components that cause slow convergence. Here, it was found that bicgstab2 helped, but not enough.
- Line-relaxation, for instance symmetric line Gauss-Seidel, can be used to remove the effects of strong anisotropy. An example can be found in [24]. For 3D problems, plane relaxation may be required, which is rather costly.
- Semi-coarsening can accomplish the same. In the standard approach, the grid is coarsened in only one coordinate at the time. A scheme that uses all directions simultaneously was introduced in [25]. The associated cost increase may be reduced by skipping some of the coarser grids.
- The adverse effects of strongly varying coefficients can be reduced by using operator-weighted restriction and prolongation operators [34].
- Another approach is to use a different way of defining coarser grid, for instance by not coarsening cells if they have large widths relative to the smallest cell [26], or by using coarser grids with nodes that do not coincide with the finer grid [14].
- An alternative is the computer-science solution of local grid refinement on equidistant grids. This should give very good convergence rates while still allowing for finer grids where necessary, at the expense of increased code complexity.

All of these methods will increase the cost of a multigrid iteration. It remains to be studied which is the most cost-effective one.

**Appendix: Grid stretching**

Here, we consider two types of grid stretching, based on a power-law and on the hyperbolic cosine function.
We start with former. The grid starts at $x = x_{\text{min}}$ and ends at $x = x_{\text{max}}$. The grid is stretched with respect to some reference point $x_0$ inside the domain. There are $n_L$ cells to the left of $x_0$ and $n_R$ to the right, with a total of $n = n_L + n_R$ cells. The grid spacings or cell widths are given by

\[
h_k = \frac{h a^{(n_L - 1 - k)}}{a - 1}, \quad \text{for } k = 0, \ldots, n_L - 1, \\
h_k = \frac{h a^{(k - n_L)}}{a - 1}, \quad \text{for } k = n_L, \ldots, n - 1.
\]

Here $a = 1 + \alpha$. After summation, we have

\[
\frac{a^{n_R} - 1}{a - 1} = \frac{(x_{\text{max}} - x_0)}{h}, \quad \frac{a^{n_L} - 1}{a - 1} = \frac{(x_0 - x_{\text{min}})}{h}.
\]

To determine $n_L$ and $n_R = n - n_L$, we determine the smallest integer $n_L$ that minimises

\[
|\left(a^{(n-n_L)} - 1\right)/(a^{n_L} - 1) - r|,
\]

where

\[
r = \frac{(x_{\text{max}} - x_0)}{(x_0 - x_{\text{min}})}.
\]

Next, $h$ is determined such that $\sum_{k=0}^{n-1} h_k = x_{\text{max}} - x_{\text{min}}$. For the hyperbolic cosine function, the grid spacing obeys $h_k = h_r \cosh(b(k - k_0 + \frac{1}{2})), k = 0, \ldots, n - 1$. For integer $k_0$, we have
\[ x_0 - x_{\text{min}} = \sum_{k=0}^{k_0-1} h_k = \frac{1}{2} h_r \sinh(bk_0) / \sinh(\frac{1}{2} b), \]

\[ x_{\text{max}} - x_0 = \sum_{k=k_0}^{n-1} h_k = \frac{1}{2} h_r \sinh(b(n - k_0)) / \sinh(\frac{1}{2} b). \]

Using the same \( r \) as before, we compute

\[ k_0 = \frac{1}{2} n + b^{-1} \sinh^{-1}\left[ (1-r) \sinh(\frac{1}{2} bn) \right] / \sqrt{1 + r^2 + 2r \cosh(bn)}, \]

which generally is not an integer. This is ignored and the \( h_k \) are rescaled by a constant factor such that \( \sum_{k=0}^{n-1} h_k = x_{\text{max}} - x_{\text{min}}. \)
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