Fugacity versus chemical potential in nonadditive generalizations of the ideal Fermi-gas
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Abstract

We compare two approaches to the generalization of the ordinary Fermi-statistics based on the nonadditive Tsallis $q$-exponential used in the Gibbs factor instead of the conventional exponential function. Both numerical and analytical calculations are made for the chemical potential, fugacity, energy, and the specific heat of the ideal gas obeying such generalized types of statistics. In the approach based on the Gibbs factor containing the chemical potential, high temperature behavior of the specific heat significantly deviates from the expected classical limit, while at low temperatures it resembles that of the ordinary ideal Fermi-gas. On the contrary, when the fugacity enters as a multiplier at the Gibbs factor, the high-temperature limit reproduces the classical ideal gas correctly. At low temperatures, however, some interesting results are observed, corresponding to non-zero specific heat at the absolute zero temperature or a finite (non-zero) minimal temperature. These results, though exotic from the first glance, might be applicable in effective modeling of physical phenomena in various domains.
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1 Introduction

Nonextensive and nonadditive generalizations of entropy originated in the information theory [1,2] and were introduced in physical problems by Tsallis [3]. The approaches based on Tsallis’s generalization are applicable to problems, where, for instance, long-range interactions or non-Markovian memory effects are essential [4]. These include both physical phenomena [5–7] and interdisciplinary applications [8–13].

Various formulations of nonadditive generalizations are known for quantum Bose- and Fermi-distributions [14–21]. Note that the Bose-systems are studied to a larger extent, perhaps due to the fascinating Bose-condensation phenomenon [22,23]. While the deformations of the Fermi-statistics are often studied alongside the Bose-statistics, in some works deformed fermions are a sole subject of analysis [15,19,24].

In the present paper, we use a phenomenological model previously studied for nonadditive generalizations of the fractional Polychronakos statistics [25] and the ideal Bose-gas [26]. To obtain thermodynamic properties as functions of temperature $T$, we apply the standard procedure linking the number of particles $N$ in a system with chemical potential $\mu$ or fugacity $z = e^{\mu/T}$:

$$N = \sum_j n(\varepsilon_j, z, T) = \int_0^\infty d\varepsilon \ g(\varepsilon)n(\varepsilon, z, T), \quad (1)$$

where $n(\varepsilon, z, T)$ are mean occupation numbers, given in the conventional Fermi-statistics by

$$n(\varepsilon, z, T) = \frac{1}{z^{-1}e^{\varepsilon/T} + 1}. \quad (2)$$

The density of states $g(\varepsilon)$ is introduced for convenience to substitute the summation over all levels $\varepsilon_j$ with integration over energies $\varepsilon$. To cover a vast diversity of problems, the density of states can be written as

$$g(\varepsilon) = NA\varepsilon^{s-1}, \quad (3)$$

where, for instance, $s = D/2$ for free particles in a $D$-dimensional space, $s = D$ for $D$-dimensional harmonic oscillators oscillators, etc. Note that for convergence of the integral in Eq. (1) we must require that $s > 1$. The factor $A$ is a constant independent of energy and is
defined by such parameters as concentration of particles, mass of particles, harmonic oscillator frequencies, etc., depending on the specific system under consideration.

With the chemical potential or fugacity as functions of temperature, we can calculate the total energy

\[ E = \sum_j \epsilon_j n_j(\epsilon_j, z, T) = \int_0^\infty d\epsilon \epsilon g(\epsilon)n(\epsilon, z, T) \]  

and the isochoric heat capacity

\[ C_V = \left( \frac{\partial E}{\partial T} \right)_V. \]  

The abovementioned functions, \( \mu(T) \), \( z(T) \), \( E(T) \), and \( C_V(T) \) are in the focus of the present paper. In the following sections, we apply two different procedures to introduce nonadditive generalizations of the Fermi-distribution \([2]\), provide numerical results for the whole temperature range and then analyze low- and high-temperature regimes analytically.

## 2 Deforming the Gibbs factor

We analyze two approaches to the generalization of the Fermi-distribution using the nonadditive Tsallis \( q \)-exponential \([27]\)

\[ e^x_q = \begin{cases} 
e^x & \text{for } q = 1, \\
[1 + (1 - q)x]^{1/(1-q)} & \text{for } q \neq 1 \text{ and } 1 + (1 - q)x > 0, \\
0^{1/(1-q)} & \text{for } q \neq 1 \text{ and } 1 + (1 - q)x \leq 0. \end{cases} \]  

As the first modification, we consider the following substitution of the Gibbs factor \( e^{(\epsilon-\mu)/T} \) in the Fermi-distribution:

\[ n_1(\epsilon, \mu, T) = \frac{1}{e_q^{(\epsilon-\mu)/T} + 1}. \]  

The second modification is very similar, namely

\[ n_2(\epsilon, z, T) = \frac{1}{z^{-1}e_q^{\epsilon/T} + 1}. \]
Figure 1: Occupation numbers $n_1$ and $n_2$ at different values of $q$ and temperature $T$. The chemical potential and fugacity are fixed by Eq. (1).
Since the factorization rule breaks for the $q$-exponentials, $e^{x+y}_q \neq e^x_q e^y_q$, one cannot establish a simple connection between the chemical potential and fugacity similar to $z = e^{\mu/T}$ for the ordinary case. Moreover, even if we can introduce a deformed fugacity as $z_q = e^{\mu/T}_q$, its inverse would not be related to the chemical potential in a simple manner either, $z_q^{-1} \neq e^{-\mu/T}_q$. To be precise, the following relations hold for the Tsallis $q$-exponentials [28]:

\[(e^x_q e^y_q)^{1-q} = (e^{x+y}_q)^{1-q} + (1 - q)^2 xy, \quad [e^x_q]^{-1} = e^{-x}_{2-q}. \quad (9)\]

In Figure 1 the functions $n_1$ and $n_2$ are shown for different values of $q$ and temperature $T$. Here and further, for numerical calculations we set in the density of states (3) constant $A = 1$ and power $s = 3/2$.

In the case of the modification $n_1$ involving the chemical potential, it is quite straightforward to demonstrate that the limit of $T \to 0$ yields a standard Fermi step. Indeed, for $q < 1$, the expression $\left[1 + (1 - q)(\varepsilon - \mu) / T\right]$ is negative for $\varepsilon < \mu$ yielding zero when raised to the positive power $1/(1-q)$, according to Eq. (6). And vice versa, for $q > 1$ we have a positive infinity to the negative power, hence zero as well. A direct analysis of the second modification, $n_2$ involving fugacity, is a bit more complicated and we will postpone it for subsequent sections.

3 Numerical results

The temperature dependences of the chemical potential $\mu$ and fugacity $z$ calculated numerically are shown in Figs. 2 and 3. They are by solving numerically the equation

\[N = \int_0^\infty g(\varepsilon)n_{1,2}(\varepsilon, \cdot, T) d\varepsilon, \quad (10)\]

where the dot stands for the chemical potential $\mu$ in the case of $n_1$ and for the fugacity $z$ in the case of $n_2$. 
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Figure 2: Chemical potential as a function of temperature $T$ at different values of $q$ for the first model.

Figure 3: Fugacity as a function of temperature $T$ at different values of $q$ for the second model.
We then calculate energy

\[ E = \int_{0}^{\infty} \varepsilon g(\varepsilon) n_{1,2}(\varepsilon, \cdot, T) \, d\varepsilon \quad (11) \]

and the isochoric heat capacity \( C_V \). The results for the isochoric specific heat \( C_V/N \) are shown in Fig. 4.

![Figure 4: Specific heat as a function of temperature \( T \) at different values of \( q \). Models 1 and 2 demonstrate different behavior in low and high-temperature limits.

The results of numerical calculations give us some hints facilitating analytical derivations presented in the next sections. In particular, the behavior of \( \mu \) and \( z \) for different values of the statistics parameter \( q \) in Figs. 2 and 3 suggests that there is a smooth transition between the domains of \( q < 1 \) and \( q > 1 \) separated by the ordinary Fermi-gas corresponding to \( q = 1 \).

The most interesting, however, is the graph for the specific heat. One would expect that in the high-temperature limit the value of \( C_V \) tends to a constant (equal to \( sN \) in the case of an ordinary ideal gas). But the first model, where the modified Gibbs factor contains the chemical potential, the heat capacity seems to increase infinitely if \( q < 1 \) and to tend to zero if \( q > 1 \), as shown for the nonadditive
ideal Bose-gas [26]. For the second model, with \( z \), the classical limit is a constant depending on \( q \).

The low-temperature domain has its own peculiarities. Namely, the temperature behavior of first model nearly coincides with that of the ordinary Fermi-gas, while for the second model two unexpected results are observed. For \( q < 1 \), the value of the heat capacity does not approach zero at \( T \to 0 \). For \( q > 1 \), the heat capacity becomes zero at a finite (non-zero) temperature. We confirm these observations analytically in subsequent sections.

4 High temperatures and classical limit for the first model

In [26] it was shown how to obtain the high-temperature behavior of the ideal Bose-gas satisfying the nonadditive modification of the Gibbs factor involving the chemical potential, with \( e^{(\varepsilon-\mu)/T} \) substituted by \( e^{(\varepsilon-\mu)/T} \). The same approach can be used for the respective Fermi-gas model.

From Fig. 2 we can see that, naturally, the ordinary Fermi-gas separates cases \( q < 1 \) and \( q > 1 \). For fermions, the chemical potential tends to the classical limit as \( T \to \infty \),

\[
\frac{\mu}{T} = -\frac{|\mu|}{T} \to -\infty. \quad (12)
\]

So,

\[
N = N A \int_0^\infty \frac{\varepsilon^{s-1} d\varepsilon}{e^{(\varepsilon-\mu)/T} + 1} \simeq NAT^s e^{\mu/T} \int_0^\infty dx x^{s-1} e^{-x}. \quad (13)
\]

We have thus the high-temperature limit

\[
\mu \simeq -sT \ln T. \quad (14)
\]

Now we consider the deformed case for \( q < 1 \). The number of particles equals

\[
N = N A \int_0^\infty \frac{\varepsilon^{s-1} d\varepsilon}{e^{(\varepsilon-\mu)/T} + 1} \simeq NAT^s \int_0^\infty dx x^{s-1} \left[ e^{x+|\mu|/T} \right]^{-1}. \quad (15)
\]
since the unity in the denominator is small comparing to the $q$-exponential. In the same fashion, the energy yields

$$E = NA \int_0^\infty \frac{e^\varepsilon}{e_{q(\varepsilon-\mu)/T} + 1} d\varepsilon \approx NAT^{s+1} \int_0^\infty dx \, x^s \left[ e_{q(\mu+\mu)/T}^{-1} \right].$$

(16)

After simple calculations \[26\] we arrive at the following high-temperature behavior for the chemical potential

$$\mu = -\left[ A(1-q)^{\frac{1}{q-1}} B \left( s, \frac{1}{1-q} - s \right) \right]^{\frac{q-1}{T+q(q-1)} T^{(1-q)s}} T^{(1+s(q-1))},$$

(17)

where $B(x, y)$ is Euler’s beta-function, energy

$$\frac{E}{N} = \frac{B \left( s + 1, \frac{1}{1-q} - s - 1 \right) |\mu|}{B \left( s, \frac{1}{1-q} - s \right)},$$

(18)

and, respectively, the specific heat:

$$\frac{C_V}{N} \propto T^{\frac{(1-q)s}{1+s(q-1)}} = T^\gamma.$$  

(19)

The case of $q > 1$ is a bit more tricky. The definition of the $q$-exponential \[6\] implies a finite upper limit of integration,

$$N = NAT^s \int_0^{\frac{1}{q-1} - \frac{|\mu|}{T}} x^{s-1} dx$$

(20)

and the condition $\frac{|\mu|}{T} < \frac{1}{q-1}$. Setting

$$\frac{|\mu|}{T} = \frac{1}{q-1} - \delta,$$

(21)

where $\delta$ is a small number tending to zero at large temperatures, we can apply the procedure similar to the one described above for the $q < 1$ case and finally obtain

$$\mu = \frac{1}{1-q} + \left[ A(q-1)^{\frac{1}{q-1}} B \left( s, \frac{1}{q-1} + 1 \right) \right]^{\frac{q-1}{T+q(q-1)} T^{(1+s(q-1))}}$$

(22)

yielding the same temperature dependence for the specific heat as in \[19\]. Obviously, the ordinary exponential corresponding to $q = 1$ ensures $C_V = \text{const}$ as $T \to \infty$.

The respective temperature behavior at high temperatures is shown in Figs. 5 and 6.
Figure 5: Chemical potential as a function of temperature $T$ at different values of $q$ at high temperatures. Dotted lines show the asymptotic behavior.

Figure 6: Specific heat as a function of temperature $T$ at different values of $q$ at high temperatures. Dotted lines show the asymptotic behavior.
5 High temperatures and classical limit for the second model

For the model involving fugacity, the same analysis can be made as for the nonadditive Bose gas [26]. Since $z \to 0$ at high temperatures, the number of particles and energy are written as

\[
N = NA \int_0^\infty \frac{e^{s-1} \, dx}{z^{-1} e^{x/T} + 1} \simeq zNAT^s \int_0^\infty dx \, x^{s-1} \left[ e^{x} \right]^{-1}
\]

and

\[
E = NA \int_0^\infty \frac{e^{1} \, dx}{z^{-1} e^{x/T} + 1} \simeq zNAT^{s+1} \int_0^\infty dx \, x^{s} \left[ e^{x} \right]^{-1}.
\]

The leading term in the fugacity behavior is thus

\[
z_0 = \left[ A \frac{1}{(1-q)^s} B \left( s, 1 - q - s \right) \right]^{-1} T^{-s}
\]

for $q < 1$ and

\[
z_0 = \left[ A \frac{1}{q-1)^s} B \left( s, 1 - q + 1 \right) \right]^{-1} T^{-s}
\]

for $q > 1$.

Simple manipulations yield the classical limits [26]:

\[
E = \frac{s}{q(s+1) - s} NT.
\]

and

\[
C_V = \left( \frac{\partial E}{\partial T} \right)_V = \frac{s}{q(s+1) - s} N,
\]

for both $q < 1$ and $q > 1$. As expected, the case of $q = 1$ corresponds to $E = sNT$.

Adding more terms in the expansions for the number of particles (23) and energy (24), we can obtain corrections to the classical limits for fugacity, energy, and specific heat.

For $q < 1$, from (23) we have

\[
N \simeq zNAT^s \frac{1}{(1-q)^s} \sum_{k=0}^\infty (-1)^k x^k B \left( s, \frac{k}{1-q} - s \right)
\]

(29)
and

\[ E \simeq zNAT^{s+1} \frac{1}{(1-q)^{s+1}} \sum_{k=0} \frac{(-1)^k z^k}{s} B \left( s+1, \frac{k}{1-q} - s - 1 \right). \]  

(30)

The expression for the fugacity up to two terms is

\[ z = z_0 + \Delta z = z_0 + \frac{z_0^2}{B \left( s, \frac{1}{1-q} - s \right)} B \left( s, \frac{2}{1-q} - s \right), \quad (31) \]

where the correction \( \Delta z \propto T^{-2s} \), yielding energy

\[ \frac{E}{N} = \frac{s}{q(s+1)-sT} + \frac{AT^{s+1}}{(1-q)^{s+1}} \Delta z B \left( s+1, \frac{q}{1-q} - s \right) = \frac{s}{q(s+1)-sT} + \text{const} \, T^{1-s}, \quad \text{where const} > 0. \]  

(32)

The high-temperature correction to the classical specific heat limit (28) is thus negative (since \( s > 1 \)) and proportional to \( T^{-s} \). The case of \( q > 1 \) can be analyzed in a similar way [note the differences between expressions (25) and (26) for \( z_0 \)] with the same temperature dependence obtained.

6 Limit of \( T \to 0 \) for the second model

The low-temperature limits of the first model, with the definition involving the chemical potential, are very similar to those of the ordinary Fermi-gas. In particular, it is straightforward to show that at \( T = 0 \) the chemical potential achieves the value

\[ \mu_0 \equiv \mu \bigg|_{T=0} = \left( \frac{s}{A} \right)^{1/s} \]  

(33)

independent of \( q \).

The second model involving fugacity, on the other hand, reveals much more interesting properties at \( T \to 0 \). They are studied in detail in the reminder of this section.

The behavior of the fugacity \( z \) in the low-temperature limit is obtained as follows. The integral in the expression defining the fugacity

\[ AT^s \int_0^\infty \frac{x^{s-1} \, dx}{z^{-1}e^x + 1} = 1 \]  

(34)
can be split into two parts,
\[ \int_0^\infty \frac{x^{s-1}}{z^{-1} e^x + 1} \, dx = \int_0^{x_1} \frac{x^{s-1}}{z^{-1} e^x + 1} \, dx + \int_{x_1}^\infty \frac{x^{s-1}}{z^{-1} e^x + 1} \, dx \]  
\[ (35) \]
where \( e^{x_1} = z \) or equivalently, \( x_1 = \ln_q z \) with the \( q \)-logarithm defined as
\[ \ln_q x \equiv \frac{x^{1-q} - 1}{1 - q} \]
yielding in particular \( \ln_1 x = \ln x \). (36)

In view of different convergence radii, the two integrals are expanded into the following series:
\[ \int_0^{x_1} \frac{dx}{x^{s-1}} \left[ 1 + z^{-1} e^x \right]^{-1} + \int_{x_1}^\infty \frac{dx}{x^{s-1}} z (e^x)^{-1} \left[ 1 + z (e^x)^{-1} \right]^{-1} \]
\[ = \int_0^{x_1} \frac{dx}{x^{s-1}} \sum_{k=0}^{\infty} (-1)^k \frac{1}{z^k} (e^x)^k + \int_{x_1}^\infty \frac{dx}{x^{s-1}} \sum_{k=1}^{\infty} (-1)^{k+1} z^k (e^x)^{-k} \].
\[ (37) \]

In the limit of \( T \to 0 \), the fugacity tends to infinity, and so does \( x_1 \). We thus are interested in the leading contributions from the respective integrals,
\[ \int_0^{x_1} \frac{dx}{x^{s-1}} (e^x)^k = \frac{(1 - q)^{s+\frac{k}{1-q}}}{k + (1 - q)s} x_1^{s + \frac{k}{1-q}} + \ldots , \]
\[ (38) \]
\[ \int_{x_1}^\infty \frac{dx}{x^{s-1}} (e^x)^{-k} = \frac{(1 - q)^{s+\frac{k}{q-1}}}{k + (q - 1)s} x_1^{s + \frac{k}{q-1}} + \ldots . \]
\[ (39) \]

Taking into account that for large \( z \) the \( q \)-logarithm reduces to the power function,
\[ x_1 = \ln_q z \simeq \frac{z^{1-q}}{1 - q} , \]
we finally obtain from (34):
\[ A (T \ln_q z)^s (1 - q) \left[ \sum_{k=0}^{\infty} \frac{(-1)^k}{k + (1 - q)s} - \sum_{k=1}^{\infty} \frac{(-1)^k}{k + (q - 1)s} \right] = 1. \]
\[ (41) \]
This expression can be rewritten using the so called Lerch transcendent $\Phi(a; b; c)$ being a generalization of Riemann’s and Hurwitz zeta-functions:

$$
\Phi(a; b; c) = \sum_{k=0}^{\infty} \frac{a^k}{(b + c)^k},
$$

namely

$$
\lim_{T \to 0} T \ln_q z = \left\{ A(1 - q) \left[ \Phi(-1; 1; (1 - q)s) + \Phi(-1, 1, 1 + (q - 1)s) \right] \right\}^{-1/s}.
$$

Note that in the limit of $q \to 1 - 0$

$$
\Phi(-1; 1; (1 - q)s) + \Phi(-1, 1, 1 + (q - 1)s) = \frac{1}{(1 - q)s} + \ldots,
$$

where only the leading term is written, so at $T = 0$

$$
\mu = T \ln_z = (s/A)^{1/s},
$$

which coincides with expression [33] for the Fermi energy.

Denoting

$$
\phi(q, s) = (1 - q) \left[ \Phi(-1; 1; (1 - q)s) + \Phi(-1, 1, 1 + (q - 1)s) \right],
$$

so that

$$
\lim_{T \to 0} T \ln_q z = [A\phi(q, s)]^{-1/s},
$$

we can also write immediately the low-temperature limit for energy $E$, where the integral contains $x^s$ instead of $x^{s-1}$ for $N$. Thus,

$$
E_0 \equiv \lim_{T \to 0} E = NA(T \ln_q z)^{s+1} \phi(q, s + 1) = N \frac{\phi(q, s + 1)}{[\phi(q, s)]^{1/s+1}}.
$$

After some lengthy derivations one can show that the subsequent term is linear in temperature,

$$
E \bigg|_{T \to 0} = E_0 + T \alpha(q, s) + O(T)^2,
$$

where $\alpha(q, s)$ is a complex expression satisfying $\alpha(1, s) = 0$. The deviation of $\alpha(q, s)$ from zero is linked to the violation of the relation
\[ e^{-x} = [e^x]^{-1} \] for the Tsallis \( q \)-exponentials, \( e_q^{-x} \neq [e^x]^{-1} \), cf. the analysis of the degenerate Fermi gas in [29, Chap. V].

As a consequence of (49) we have an obvious result,

\[ C_V \bigg|_{T \to 0} = \alpha(q, s) \neq 0 \quad \text{for} \quad q < 1. \tag{50} \]

Certainly, this violates the third law of thermodynamics. However, non-zero heat capacities at absolute zero are known for non-equilibrium systems as well as in glasses [30] or some magnetic systems [31].

In the limit of \( T \to 0 \), we have for fugacity from (47)

\[ z = e^{\frac{1}{T} [A \phi(q, s)]^{-1/s}} \tag{51} \]

so the occupation numbers after simple transformations become

\[ n_2(\varepsilon, z, T) = \frac{1}{\left(\frac{\varepsilon}{[A \phi(q, s)]^{-1/s}}\right)^{1/(1-q)} + 1} \tag{52} \]

demonstrating thus a smooth step, unlike the ordinary Fermi-gas, which is obtained from the above expression in the limit of \( q \to 0 \).

For \( q > 1 \), fugacity becomes infinite as some temperature \( T_0 \) yielding zero heat capacity as \( T_0 \). To obtain \( T_0 \), consider the relation

\[ N = NAT_0^s \int_0^{\infty} \frac{x^{s-1} \, dx}{z^{-1} e_q^{-x} + 1} = NAT_0^s \int_0^{x_0} \frac{x^{s-1} \, dx}{z^{-1}[1 + (1 - q)x]^{1/(1-q)} + 1}. \tag{53} \]

The finite upper limit of integration is obtained from the condition \( 1 + (1 - q)x_0 = 0 \), see definition [30]. So, for \( z \to \infty \),

\[ T_0 = (q - 1) \left( \frac{s}{A} \right)^{1/s}. \tag{54} \]

Thus, in the case of \( q > 1 \) there exists a finite non-zero minimal temperature \( T_0 \) in the model. It becomes zero in the limit of \( q \to 1 \), as expected.

To complete this section, we consider what would be the appropriate definition of the chemical potential in the second model, namely how it is connected with fugacity. In our derivations, the relation \( T \ln_q z \) occurs naturally, which corresponds to \( \mu = T \ln z \). We thus can define the quantity

\[ \mu_q = T \ln_q z \tag{55} \]
as an equivalent of the chemical potential. On the other hand, from 
\[ z^{-1} = e^{\mu/T}, \]
substituting the ordinary exponential with the Tsallis one, we arrive at
\[ \tilde{\mu}_q = -T \ln_q z^{-1}. \]
(56)

In Figure 7, different definitions of the chemical potentials in the second model are shown in comparison with the chemical potential in the first model. As one can see, the first suggested definitions \(55\) has the behavior most similar to ordinary chemical potential.

![Figure 7: Various definitions of the chemical potential in the second model as a function of temperature \(T\) compared to the chemical potential in the first model and in the ordinary Fermi-gas.](image)

7 Discussion

We have analyzed two phenomenological approaches to the generalization of the Fermi-distribution using the nonadditive Tsallis \(q\)-exponential. The first model obtained by substitution of the Gibbs factor \(e^{(\varepsilon - \mu)/T} \rightarrow e_q^{(\varepsilon - \mu)/T}\) demonstrates the behavior at high temperatures, which significantly deviates from the classical limit. Namely, the heat capacity is not constant but instead grows infinitely for \(q < 1\) or tends to zero for \(q > 1\). The low-temperature limits of this model,
on the other hand, closely resemble those of the ordinary ideal Fermi-gas.

The second model was obtained by substituting $e^{(\varepsilon-\mu)/T} = z^{-1}e^{\varepsilon/T} \rightarrow z^{-1}e^{\varepsilon/T}$. Note that properties of the Tsallis $q$-exponential do not allow factorization $e_q^{(\varepsilon-\mu)/T} \neq e_q^{-\mu/T}e_q^{\varepsilon/T}$. The differences with the first model appear fundamental. In particular, at high temperatures the specific heat tends to a constant value. The most interesting results, however, are obtained in the low-temperature domain.

For $q < 1$ in the second model, the isochoric specific heat tends to a positive constant value at $T = 0$. This property might be useful in modeling magnetic systems [31] or non-ergodic systems like glasses [30]. Moreover, extrapolation of the $C_V$ curve to achieve zero value would mean negative absolute temperatures, which appeared recently in some cosmological models [32, 33] but are not limited to those [31, 35].

A finite (non-zero) minimal temperature obtained for $q > 1$ in the second model is another exotic result though found in the literature [36]. Such behavior might be used in effective description of systems with so-called minimal momentum [37, 38].

Prospects of the presented research include studies of interacting systems and analysis of other types of deformed exponentials, like the Kaniadakis $\kappa$-exponential [39, 40], or some other types of statistics deformation [41, 42].
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