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Abstract

Applications designed for simultaneous speech translation during events such as conferences or meetings need to balance quality and lag while displaying translated text to deliver a good user experience. One common approach to building online spoken language translation systems is by leveraging models built for offline speech translation. Based on a technique to adapt end-to-end monolingual models, we investigate multilingual models and different architectures (end-to-end and cascade) on the ability to perform online speech translation. On the multilingual TEDs corpus, we show that the approach generalizes to different architectures. We see similar gains in latency reduction (40% relative) across languages and architectures. However, the end-to-end architecture leads to smaller translation quality losses after adapting to the online model. Furthermore, the approach even scales to zero-shot directions. Index Terms: multilingual online speech translation, zero-shot

1. Introduction

Recent advances in speech translation (ST) has been driven by Transformer based models [1]. It has led to end-to-end (E2E) systems that have delivered state-of-the-art performance on several benchmarks [2]. In certain instances, cascaded systems that use automatic speech recognition (ASR) followed by a machine translation (MT) model, have delivered a better performance when optimized by techniques such as back translation [3]. Speech translation also benefits from multilingual models which enable knowledge transfer across various languages and alleviate the issue of data scarcity. Moreover, they allow zero-shot translation across language pairs without training data [4].

In spoken language translation, there is often a need to produce translations simultaneously, without waiting for the speaker to finish. Offline ST systems are unsuited for the task as they are trained on full sequences and try to generate complete sentences for partial inputs [5]. Fine-tuning with partial input sequences followed by implementing a decoding strategy that outputs translated text by comparing consecutive output sequences and displaying parts that agree can be utilized to adapt offline systems for online ST [6]. This is an efficient technique as compared to re-training from scratch it requires lesser time and resources. Moreover, it is achieved without task-specific external training data while retaining the model’s ability to perform offline ST. Hence, we explore if the adaptation procedure can be utilized to build multilingual online ST models with various architectures.

The key findings from our experiments are:

- In multilingual models, there is similar improvement in latency (40% relative) for different languages in both cascade and end-to-end systems post adaptation
- The adaptation to streaming inputs generalized to zero-shot directions not seen in training

2. Related work

Multilingual ST Previous work on multilingual systems included constructing a cascaded pipeline of (mono or multilingual) ASR and (bi or multilingual) MT models [7]. Advances in sequence-to-sequence modeling led to end-to-end systems that outperformed bilingual models [8]. Multilingual ST models have been further enhanced by using multi-modal data inputs and multi-task (ASR, ST, and MT) learning [9].

Simultaneous ST Low latency ST has evolved from statistical methods [10] to neural models [12]. Recent work has shown that a better quality latency trade-off can be achieved by utilizing an RNN Transducer based architecture [13]. Research also focuses on decoding strategies. A prominent approach to dealing with partial input sequences is streaming where the decoder appends the output to a growing hypothesis as new inputs are available [15][16]. Among the various streaming strategies, the local agreement of hypotheses is shown to have a very good accuracy latency trade-off [6].

3. Offline to online speech translation

Offline ST systems generate a translation only after a speech sentence is completed. To reduce latency, one approach to online ST is to ingest inputs in fixed-size chunks and perform chunk-level decoding. In this approach, chunks at the beginning of the input sequence and individual chunk tails have lesser information due to lack of future context. Moreover, the decoder is autoregressive and errors due to earlier chunks can further affect the predictions downstream. Thus, displaying chunk level outputs as it is can lead to a poor quality translation. One common solution is to use a decoding strategy that selects a partial hypothesis to display instead of the entire output for each input chunk. The subsequent outputs are then conditioned based on the partial hypotheses through forced decoding. By committing to the selected partial hypotheses it can be ensured that the output is stable. There are several decoding strategies that follow different approaches to partial hypothesis selection. We use the local agreement of hypotheses as it balances quality and latency efficiently [6].

Local agreement strategy, illustrated with an example in Table[1] is based on the principle that partial hypotheses that remain the same for two consecutive chunk level outputs are more likely to be accurate. A chunk level output is compared to the previous output and the longest common sequence starting from
the first token that matches is selected as the partial hypothesis. Naturally, for the first chunk, we do not display any output since there is no previous output to compare to. From the second chunk onwards we display the output based on agreement with the predecessor and use the selected partial hypothesis to condition the future outputs.

Table 1: Example of chunk-based decoding outputs for the local agreement strategy. The ground-truth transcription for the utterance is “Nature can tell us”

| Input  | Displayed | Chunk Output | Agreement |
|--------|-----------|--------------|-----------|
| (1)    | ∅         | Nature can   | ∅         |
| (1,2)  | ∅         | Nature can not | Nature    |
| (1,2,3) | Nature     | can tell a   | Nature    |
| (1,2,3,4) | Nature can | tell us     | Nature can tell |

3.1. Partial input training

Offline ST systems can get efficient at online ST by learning to translate partial input streams. Hence, we create a training corpus with partial inputs using the training data of the offline models. For each training instance, we randomly choose a partial translation ranging from 10% to 40% of the total number of tokens starting from the first token. From the audio, we choose an equal proportion of frames (or source text for MT). The ratio is maintained low so that the model learns from partial sequences lacking full input context. Subsequently, based on the multi-task training scheme described in [6], we generate a dataset with a 1:1 mix of full and partial sequences for all language pairs. The full sequences in the data ensure that the models retain their ability to perform offline ST after the adaptation procedure.

We continue training the offline ST and MT models from the last saved checkpoint using the partial input training corpora. The learning rate is reduced to a quarter of before. The original full sequence mTEDx validation set is used for checking the model performance. The final model is the average of the model weights from the last 5 best checkpoints.

3.2. Latency measurement

Latency is the measure of time taken for a translation to be generated after the utterance of the speech. Broadly, it is dependent on the engineering design and functioning of the model. We will focus on the latter and examine the latency of a system assuming that the computational resources are equal [6].

For an output sequence \( w_1 \ldots T \) the average latency is

\[
\frac{1}{T} \sum_{t=1}^{T} \text{outputTime} (w_t) - \text{inputTime} (w_t) \tag{1}
\]

which can be rewritten as

\[
\frac{1}{T} \sum_{t=1}^{T} \text{outputTime} (w_t) - \frac{1}{T} \sum_{t=1}^{T} \text{inputTime} (w_t) \tag{2}
\]

The first term indicates when the translated word \( w_t \) was generated and the second refers to when the word was uttered (both averaged across all words in the output sequence). Since most ST datasets do not contain a word-level alignment of output translated text to input speech, equation (2) cannot be calculated. Hence, we assume that all output words correspond to the ground truth and drop the second term while calculating latency as it is constant for all systems. While we do not quantify in absolute terms, we can compare the latency of two online ST systems by measuring the difference.

Latency, the first term in equation (2), can be calculated by measuring the timestamps of output words. In the online decoding framework described previously, input sequences are divided into fixed-size chunks and decoded sequentially. The output text is then displayed at the end of processing each chunk. Therefore, the timestamp for a word can be measured as the chunk index multiplied by the fixed time interval chosen as the chunk size. Finally, it is averaged for all words in the output sequence to give latency in seconds for an online ST system.

4. Experimental setup

4.1. Data

All experiments are performed on the multilingual TEDx corpus for speech recognition and translation [17]. Table 2 outlines the corpus statistics of the training data.

Table 2: Speech transcription and translation data in the mTEDx training set

| Source | Transcription (hour, #utts) | Target (hour, #utts) |
|--------|-----------------------------|----------------------|
| en     | 178, 102k                   | es 4k, 21k, 6k       |
| es     | 176, 116k                   | fr 20k, 13k, -       |
| fr     | 153, 90k                    | pt - , -             |
| it     | 101, 50k                    | - , - , -            |

4.2. Offline ST models

Pre-trained offline ST models used in the experiments are multilingual ST systems from [13]. All are Transformer [19] based encoder-decoder models.

We use end-to-end systems jointly trained on ASR and ST data described in Table 2. We select a model trained on all directions using pseudo-labeled data created by translating ASR transcriptions using an MT system. Another end-to-end model trained only on supervised directions is used for zero-shot experiments. Cascaded systems are built using an end-to-end model as the ASR component followed by an MT model[1]. The MT model was trained on the data described in Table 3 in both forward and reverse directions.

Table 3: Text-to-text translation training data from mTEDx corpus across language pairs in number of sentences

| en | es | fr | it | pt |
|----|----|----|----|----|
| 30k| 30k| 6k | 21k|    |
| 30k| 24k| 6k | 21k|    |
| 13k| -  | -  | -  |    |
| -  | -  | -  | -  |    |

[1] Models mentioned have IDs E4, E2, and M1 respectively in [18].
5. Experiments and results

End-to-end monolingual models can be adapted for online ST using the technique described in Section 5.6. We investigate if it also works for cascaded systems and compare it with end-to-end models. Additionally, we study the impact of the approach across multiple languages. We also analyze the effect of adaptation on zero-shot directions.

To facilitate online ST, we divide the audio input into 0.5 second chunks before feeding it to the system. BLEU scores are used to measure the quality of translation and latency is quantified as described in Section 3.2.

5.1. Cascade

When offline ST systems are used for online ST without adaptation, we see a significant drop in performance in Table 3. Adapting only MT or ASR component leads to no improvement in translation quality as both segments need to learn to handle partial inputs. Adapting both components reduces the relative loss from 1.87 to 0.99 BLEU on online ST. Thus, we are able to reduce the loss in translation quality from offline to online ST model by 50% relative.

Table 5: Translation quality of multilingual cascaded systems averaged over all directions in the mTEDx test set

| Cascade Model | Avg. BLEU | Δ BLEU ↓ |
|---------------|-----------|----------|
| Offline ST    | 29.70     | 0        |
| Online ST unadapted | 27.83     | 1.87     |
| MT only adapted | 27.70     | 2.00     |
| ASR only adapted | 26.47     | 3.23     |
| MT & ASR adapted | 28.71     | 0.99     |

5.2. Cascade vs. end-to-end

We compare the performance of ASR and MT adapted cascaded system with an end-to-end model adapted with partial ASR and ST data in all directions in Table 4. We see that the adaptation in both architectures improves the translation quality and reduces the loss due to online translation by 50% relative. However, the loss in translation quality relative to offline ST model of 0.99 BLEU for the cascaded system is greater compared to the end-to-end model by 3.90 seconds for cascaded and end-to-end models respectively. It is likely that improvement in latency is independent of loss or gain in translation quality and choice of architecture.

5.3. Multilingual translation

We analyze the effect of adaptation in cascaded and end-to-end models for all languages in Table 4. Relative gains in latency for the adapted models are not only similar for both architectures but are also consistent across languages. Most translation directions gain around 40% in latency compared to offline systems.

On the other hand, translation quality is different for various languages as observed by the inconsistency of relative loss in BLEU. End-to-end models have similar or lower loss than cascaded systems for all language pairs except es-fr. In Table 5, we see that es-fr has the least ST training data which hampers the translation for the end-to-end system. However, the cascaded system has the least relative loss for es-fr among all directions due to a large number of es-es ASR transcriptions and es-fr MT translations available as seen in Tables 5 and 6 respectively.

Similar trends can be observed for it-en and it-es. Both directions have a high relative loss in BLEU for the cascaded system as it-it has the least amount of ST data in Table 4. On the contrary, end-to-end systems have the least relative loss in BLEU for it-en and it-es. They greatly benefit from training with pseudo labeled data created by translating it-en ASR transcriptions using the MT system specifically since no ST data was available for Italian audio. Therefore, it is evident that the quality of translation is resource-dependent while latency is not.

5.4. Zero-shot translation

Multilingual models can translate in language directions that do not exist in the training data. So we investigate the impact of the adaptation procedure on online zero-shot ST in Table 7. We compare the performance of the model trained on all directions to the model trained only on supervised directions. First, we observe that the adapted models have similar relative gains in average BLEU compared to the unadapted models in the supervised direction for both architectures. This confirms the efficacy of the technique. Interestingly, gains in average BLEU in zero-shot directions for the model trained only on supervised directions is comparable to the model trained on all directions for cascade and end-to-end systems. The knowledge gained in translating partial sentences is transferred to zero-shot directions while performing online ST.

6. Conclusion

Multilingual simultaneous speech translation applications have the potential to reduce communication barriers by enabling a diverse population to follow live discussions and programs in
real-time. Training an offline ST system with partial training data followed by implementing a local agreement decoding strategy is one approach to building such a system. It is capable of handling quality latency trade-off for a monolingual end-to-end system and we demonstrated the effectiveness of the method for online ST in cascaded systems. Additionally, we showed that cascaded systems had a larger relative loss in translation quality upon adaptation than end-to-end systems while gains in latency were similar. We analyzed the effect of the adaptation technique leads to gains in translation quality in zero-shot to-end systems. Furthermore, we demonstrated that the adaptation procedure can be built using the adaptation procedure. Importantly, the technique is simple to implement. It is model agnostic, does not require external data curated for online ST, and by leveraging a pre-trained model it is time and resource efficient. Moreover, we can ensure that the final adapted model retains its offline ST performance. We hope that our research will contribute to the development of hybrid multilingual offline and low-latency online ST models for practical applications.
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