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ABSTRACT
We constrain the dark energy equation of state parameter, \( w \), using the power spectrum of the thermal Sunyaev-Zeldovich (tSZ) effect. We improve upon previous analyses by taking into account the trispectrum in the covariance matrix and marginalising over the foreground parameters, the correlated noise, the mass bias \( B \) in the Planck universal pressure profile, and all the relevant cosmological parameters (i.e., not just \( \Omega_m \) and \( \sigma_8 \)). We find that the amplitude of the tSZ power spectrum at \( \ell \lesssim 10^3 \) depends primarily on \( F \equiv \sigma_8(\Omega_m/B)^{0.40} h^{-0.21} \), where \( B \) is related to more commonly used variable \( b \) by \( B = (1 - b)^{-1} \). We measure this parameter with 2.6% precision, \( F = 0.460 \pm 0.012 \) (68% CL). By fixing the bias to \( B = 1.25 \) and adding the local determination of the Hubble constant \( H_0 \) and the amplitude of the primordial power spectrum constrained by the Planck Cosmic Microwave Background (CMB) data, we find \( w = -1.10 \pm 0.12, \sigma_8 = 0.802 \pm 0.037, \) and \( \Omega_m = 0.265 \pm 0.022 \) (68% CL). Our limit on \( w \) is consistent with and is as tight as that from the distance-alone constraint from the CMB and \( H_0 \). Finally, by combining the tSZ power spectrum and the CMB data we find, in the \( \Lambda \) Cold Dark Matter (CDM) model, the mass bias of \( B = 1.71 \pm 0.17 \), i.e., \( 1 - b = 0.58 \pm 0.06 \) (68% CL).
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1 INTRODUCTION
Clusters of galaxies are the largest gravitationally bound objects in the universe and constitute compelling probes for cosmological studies. In particular, the angular power spectrum of the thermal Sunyaev-Zeldovich (tSZ) effect (Sunyaev & Zeldovich 1972) depends sensitively on the amplitude of matter fluctuations (Komatsu & Kitayama 1999; Komatsu & Seljak 2002). While at large multipoles \( (\ell \gtrsim 10^3) \) the power spectrum depends also on the details of pressure profiles within halos, at smaller multipoles the dependence is much weaker (Komatsu & Kitayama 1999; McCarthy et al. 2014). This makes the tSZ power spectrum at \( \ell \lesssim 10^3 \) a powerful probe of cosmology.

Dark energy slows down structure formation (see Weinberg et al. 2013, for a recent review). A less negative value of the dark energy equation of state (EoS) parameter, \( w \), makes dark energy dominate at higher redshifts, suppressing the growth of structure, hence the present-day matter amplitude parameter \( \sigma_8 \). Using this anti-correlation between \( w \) and \( \sigma_8 \) (Komatsu et al. 2009), we can constrain the nature of dark energy. We achieve this by comparing the amplitude of matter fluctuations in a late time universe with that at the last scattering surface of the cosmic microwave background (CMB).

The Planck Collaboration delivered an all-sky map of the Compton \( y \) parameter as well as an estimate of the angular power spectrum up to \( \ell \simeq 1300 \) (Planck Collaboration 2013b, 2015). They obtained a constraint on the parameter combination \( \sigma_8\Omega_m^{1/2} \), with the nuisance parameters such as the foreground contaminants and residual correlated noise marginalised over, but with the mass bias and all the other cosmological parameters fixed, and with the power spectrum covariance matrix containing only a Gaussian term. Horowitz & Seljak (2017) revisited the Planck analysis by including the trispectrum term in the covariance, but held the nuisance parameters fixed at the best-fitting values obtained by the Planck Collaboration. Hurier & Lacasa (2017) varied the mass bias, included the trispectrum in the covari-
 ance but used a different method for the tSZ power spectrum estimation. Salvati et al. (2017) included the trispectrum and varied the mass bias and all the relevant cosmological parameters, but not the amplitude of the foreground contaminants and correlated noise.

In this paper, we obtain constraints on the parameter combination that determines the amplitude of the tSZ power spectrum at \( \ell \lesssim 10^3 \) and \( w \) by including the trispectrum in the covariance, as we as by varying the mass bias, the nuisance parameters, and all the relevant cosmological parameters.

The rest of the paper is organized as follows. In section 2 we describe main steps of our calculation of the tSZ power spectrum and its numerical implementation. In section 3 we find the parameter combination that scales the amplitude of the tSZ power. In section 4 we present settings of our likelihood analysis and show importance of the non-Gaussian contribution to the covariance matrix. In section 5 we present our cosmological constraints. We conclude in section 6.

2 MODEL FOR THE TSZ POWER SPECTRUM

Our model consists of the halo mass function (HMF) and the pressure profile of the intra-cluster medium (ICM). We have developed a version of the publically-available package class (Lesgourgues 2011; Blas et al. 2011) augmented with a tSZ module in C. The code is dubbed class_s2z and is available on the internet\(^1\). Our code builds upon and improves performance of the previous code szfast in Fortran 90 (Komatsu & Seljak 2002; Dolag et al. 2016).

The tSZ angular power spectrum is calculated via

\[
C^\text{tSZ}_\ell = \int_{z_{\text{min}}}^{z_{\text{max}}} \frac{dz}{dz} \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{d\ln M}{d\ln M} |y_\ell(M, z)|^2, \tag{1}
\]

where \( y_\ell \) is the two dimensional Fourier transform of an electron pressure profile, \( d\ln M/d\ln M \) is the HMF, and \( M \) is a characteristic mass of dark matter halos which will be defined more precisely later. The integration over mass is performed using a Gaussian quadrature method within the mass range of \( M_{\text{min}} = 10^{11} h^{-1} M_\odot \) and \( M_{\text{max}} = 5 \times 10^{15} h^{-1} M_\odot \), where \( h \equiv H_0/100 \) is the reduced Hubble constant and \( M_\odot \) is the solar mass. This mass range is chosen so that the integral over the mass converges. In Eq. (1), \( V \) is the comoving volume of the universe and its derivative with respect to redshift \( z \) and solid angle \( \Omega \) is given by

\[
\frac{dV}{dz} = (1+z)^2 \frac{d_\text{A}(z)}{c} H(z), \tag{2}
\]

where \( c \) is the speed of light, \( d_\text{A}(z) \) is the physical angular diameter distance, and \( H(z) \) the Hubble expansion rate.

The integration over redshift is carried out with a simple trapezoidal rule from \( z_{\text{min}} = 0 \) and up to \( z_{\text{max}} = 6 \). At higher redshift the number density of halos is vanishingly small.

Using Limber’s approximation, the two dimensional Fourier transform of an electron pressure profile \( P_\ell \) is given by (see, e.g., Komatsu & Seljak 2002)

\[
y_\ell = \frac{\sigma_T^2}{m_e c^2} \frac{4 \pi r_{500}^2}{\ell_{500}^2} \int_{z_{\text{min}}}^{z_{\text{max}}} \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{d\ln x}{d\ln M} \sin \left( \frac{\pi}{\ell_{500}} x \right) P_\ell(x), \tag{3}
\]

where \( \sigma_T \) is the Thomson scattering cross section, \( m_e \) is the electron mass, \( x \equiv r/r_{500} \) with \( r \) being the radial distance to the center of the halo, \( r_{500} \) the radius of a sphere containing the over-density mass \( M_{500} \) of 500 times the critical density of the universe, and \( \ell_{500} \equiv d_\text{A}/r_{500} \). The integral in Eq. (3) is performed with Romberg’s method between \( x_{\text{min}} = 10^{-6} \) and \( x_{\text{max}} = 10 \).

For the pressure profile, we use a standard generalized Navarro-Frenk-White parametrization:

\[
P_\ell(x) = C \times P_0((c_{500} x)^{-\gamma} + (c_{500} x)^{\alpha} (\gamma - \beta) / \alpha), \tag{4}
\]

where \( \{\gamma, \alpha, \beta, P_0, c_{500}\} \) are set to their best-fitting values obtained by Planck Collaboration (2013a). The reader is referred to Appendix D of Komatsu et al. (2011) for further details regarding this parameterization. We do not vary these parameters in this paper, which allows us to speed up our likelihood analysis by tabulating \( y_\ell \). The coefficient \( C \) depends on mass as

\[
C = 1.65 \left( \frac{h}{0.7} \right)^2 \left( \frac{H_0}{0} \right)^{\gamma / 2} \left[ \frac{(h/0.7) M_{500c}}{3 \times 10^{14} M_\odot} \right]^{\gamma + 0.12} \text{eV cm}^{-3}. \tag{5}
\]

The mass used in Eq. (5), \( M_{500c} \), is not necessarily the true mass but may contain a bias due to non-thermal pressure, observational effects, etc. To account for a possible bias, we relate the true mass to \( M_{500c} \) as \( M_{500c} = M_{500c}/B \). In the literature, a different variable \( b \) is often used (Planck Collaboration 2013b), and it is related to \( B \) via \( B = (1 - b)^{-1} \).

Note that this rescaling not only affects the normalisation of the pressure profile but also its scale dependence via \( \ell_{500} \) because it modifies \( r_{500} \sim \ell_{500}^{1/3} \).

---

\(^1\) website: https://github.com/borisbolliet/class_s2z_public

---

\[
\begin{array}{c|cccccccc}
\text{Table 1. Parameters for the halo mass functions (HMF).} & A_0 & a_0 & b_0 & c_0 & A_z & a_z & b_z & c_z \\
Bocquet et al. (2016) & 0.228 & 2.15 & 1.69 & 1.30 & 0.285 & -0.058 & -0.366 & -0.045 \\
Tinker et al. (2008) & 0.186 & 1.47 & 2.57 & 1.19 & -0.14 & -0.06 & -0.011 & 0 \\
Tinker et al. (2010) & 0.368 & 0.589 & 0.864 & -0.243 & -0.729 & 0 & 0.2 & -0.01 & 0.27 & -0.08
\end{array}
\]
The HMF in Eq. (1) depends on both mass and redshift and is written as

\[
\frac{dn}{d\ln M} = -\frac{1}{2} f(\sigma, z) \frac{\rho_m}{M} \frac{d\ln \sigma^2}{d\ln M},
\]

where \(\rho_m\) is the present-day mean mass density of the Universe, \(\sigma^2\) is the variance of the matter over-density field smoothed by a sphere of radius \(R \equiv [3M/4\pi \rho_m]^{1/3}\), i.e.,

\[
\sigma^2(M, z) \equiv \int_{k_{\text{min}}}^{k_{\text{max}}} \frac{dk}{k} \frac{k^3}{2\pi^2} P(k, z) W^2(kR),
\]

where \(P(k)\) is the linear matter power spectrum, with \(k_{\text{min}} = 10^{-4} \text{ hMpc}^{-1}\) and \(k_{\text{max}} = 50 \text{ hMpc}^{-1}\). \(W\) is the three dimensional Fourier transform of a top-hat window function and \(f(\sigma, z)\) is often measured from N-body simulations. We shall specify the form of \(f(\sigma, z)\) later.

Since the HMF is generally parameterized in terms of the over-density mass \(M_X\), we write

\[
\frac{dn}{d\ln M} = \frac{dn}{d\ln M_X} \frac{dn}{d\ln M_X} = \frac{d\ln M_X}{d\ln M} \frac{1}{8\pi R_X^2} \frac{d\ln \sigma^2}{d\ln X} f(\alpha, z)
\]

with \(R_X \equiv [3M_X/4\pi \rho_m]^{1/3}\) and use an approximation \(d\ln M_X/d\ln M \approx 1\) (see, e.g., Komatsu & Seljak 2001).

We have implemented four different parameterisations of the HMF: the Bocquet et al. (2016) fitting formula obtained from the Magneticum simulation with the impact of baryons; the Tinker et al. (2008) formula; the Tinker et al. (2010) formula, an updated version of the former; the Jenkins et al. (2001) formula. In particular, the Bocquet et al. (2016) and Tinker et al. (2008) HMFs are expressed as

\[
f(\sigma, z) = A \left[ \left( \frac{\sigma}{\sigma_0} \right)^{-\alpha} + 1 \right] \exp \left( -\frac{c}{\sigma^2} \right). \tag{8}
\]

The Tinker et al. (2010) HMF is parameterized as

\[
f(\nu, z) = \alpha \left( \left( \frac{\beta \nu}{\beta \nu_0} + 1 \right)^{\nu_0} \exp \left( -\frac{\nu}{2} \right) \right)^{1/2}, \tag{9}
\]

where \(\nu\) is defined via \(\sigma = 1.685 \sqrt{\nu}\). The fitting parameters of these HMFs depend on redshift and are reported in table 1. The Jenkins et al. (2001) formula for the HMF evaluated at \(M_{200m}\) (over-density mass of 200 times the mean matter density) does not have an explicit redshift dependence and reads as \(f(\sigma) = 0.301 \exp \left( -0.64 - \ln [\sigma]^{3.82} \right)\).

The HMF is often given for various over-density masses \(M_X\). This could be, e.g., \(M_{200m}\) (over-density mass of 200 times the mean matter density), \(M_{180m}\) or \(M_{500c}\). There have been two approaches to treat the differences in the mass definitions:

(i) Planck Collaboration (2015); Salvati et al. (2017); Hurier & Lacasa (2017) use \(M_{500c}\) in the integral of Eq. (1). Then, no conversion is needed to compute the pressure profile which often takes \(M_{500c}\) as an input. For the HMF they used Tinker et al. (2008) which provides fitting formulae for various over-density masses with respect to the mean mass density, but not for the critical over-density mass \(M_{200c}\); thus, using tables 2 and B3 of the reference they interpolated the HMF parameters at \(M_{500c}\) at every redshift.
(ii) The papers that follow Komatsu & Seljak (2002) use the virial mass $M_{\text{vir}}$ in the integral of Eq. (1). Conversion from the virial mass to the over-density mass is needed twice: for the HMF and for the pressure profile. The conversion is carried out using the so-called concentration-mass relation for dark matter halos. We have implemented four concentration-mass relations, including Duffy et al. (2008), i.e., $c_{\text{vir}} = 7.85 \times (M_{\text{vir}}/10^{12})^{0.81} \times (1 + z)^{-0.71}$, where $M_{\text{vir}}$ is in units $h^{-1} M_{\odot}$; Klypin et al. (2011), i.e., $c_{\text{vir}} = c_0 \times (M_{\text{vir}}/10^{12})^{-0.075} \times [1 + (M_{\text{vir}}/M_0)^{-0.26}]$, where $c_0$ and $M_0$ are functions of redshift and whose tabulation can be found in table 3 of the reference; Sánchez-Conde & Prada (2014), which uses concentrations at the over-density mass $M_{200c}$ of 200 times the critical density of the universe instead of $M_{\text{vir}}$, i.e., $c_{200} = \sum_{i} c_i \times \ln(M_{200c})/\ln(200c)$, where the values for the coefficients $c_i$ are given below Eq. 1 of the reference; and Zhao et al. (2009) which computes it numerically at every redshift with the mandc code\textsuperscript{2}. In this case, we ran mandc for the Planck 2015 best-fitting cosmological parameters and for several redshift values and tabulated the concentration for subsequent interpolation.

The original motivation behind the second approach was that the HMF was thought to be more universal (i.e., the function $f(\sigma, z)$ is a function of $\sigma$ only, with explicit dependence on $z$) when using $M_{200c}$. However, Tinker et al. (2008) showed that the HMF is not universal for all masses. This then motivates the first approach, which calibrates the HMF directly for the relevant mass definition for the pressure profile, such as $M_{500c}$. These two strategies have led to different conclusions regarding the cosmological parameter constraints obtained from the SZ power spectrum data. In particular, the work based on the second approach has found a higher value of $\sigma_8$ than the Planck Collaboration that uses the first approach, by about two standard deviations. Here we show that this discrepancy is not due to the use of different HMFs, but to the ambiguity of the use of the concentration-mass relation.

In figure 2, we show how the cosmological parameters and the mass bias affect the tSZ power spectrum, computed with the Tinker et al. (2008) HMF evaluated at $M_{500c}$ so that no mass conversion is needed. When we vary $h$, $\Omega_m$, $w$, and $n_s$, we hold $\sigma_8$ fixed by adjusting the primordial scalar amplitude parameter $A_s$. For the multipole range of interest ($\ell < 10^3$), the EoS of dark energy $w$ (bottom middle panel) and the spectral index $n_s$ (bottom right panel) have a minor effect on the amplitude of the tSZ power spectrum, in agreement with Komatsu & Seljak (2002). The mass bias $B$ as well as $h$, $\sigma_8$, and $\Omega_m$ affect the amplitude of the power spectrum significantly. We find that the scaling of the power spectrum is well approximated by

$$C_{\ell}^{\text{tSZ}} \propto \sigma_8^2 \Omega_m^{3/2} B^{-3/2} h^{-1.7} \text{ for } \ell \lesssim 10^3.$$ (10)

The dependence on $\sigma_8$ and $\Omega_m$ agrees with that of Planck Collaboration (2015). We now add extra dependence on $B$ and $h$. We can understand the dependence on $B$ approximately by looking at how $y_\ell$ at small multipoles scales as $B$, i.e., $y_\ell \propto \gamma_{\ell,500c}^{M_{500c}}$, which gives $C_{\ell}^{\text{tSZ}} \propto B^{-3.6}$. In this paper we simplify Eq. (10) as

$$F \equiv \sigma_8 (\Omega_m/B)^{0.40} h^{-0.21},$$ (11)

and find a constraint on $F$.

### 3 WHAT DETERMINES THE AMPLITUDE OF THE POWER SPECTRUM?

In figure 2, we show how the cosmological parameters and the mass bias affect the tSZ power spectrum, computed with the Tinker et al. (2008) HMF evaluated at $M_{500c}$ so that no mass conversion is needed. When we vary $h$, $\Omega_m$, $w$, and $n_s$, we hold $\sigma_8$ fixed by adjusting the primordial scalar amplitude parameter $A_s$. For the multipole range of interest ($\ell < 10^3$), the EoS of dark energy $w$ (bottom middle panel) and the spectral index $n_s$ (bottom right panel) have a minor effect on the amplitude of the tSZ power spectrum, in agreement with Komatsu & Seljak (2002). The mass bias $B$ as well as $h$, $\sigma_8$, and $\Omega_m$ affect the amplitude of the power spectrum significantly. We find that the scaling of the power spectrum is well approximated by

$$C_{\ell}^{\text{tSZ}} \propto \sigma_8^2 \Omega_m^{3/2} B^{-3/2} h^{-1.7} \text{ for } \ell \lesssim 10^3.$$ (10)

The dependence on $\sigma_8$ and $\Omega_m$ agrees with that of Planck Collaboration (2015). We now add extra dependence on $B$ and $h$. We can understand the dependence on $B$ approximately by looking at how $y_\ell$ at small multipoles scales as $B$, i.e., $y_\ell \propto \gamma_{\ell,500c}^{M_{500c}}$, which gives $C_{\ell}^{\text{tSZ}} \propto B^{-3.6}$. In this paper we simplify Eq. (10) as

$$F \equiv \sigma_8 (\Omega_m/B)^{0.40} h^{-0.21},$$ (11)

and find a constraint on $F$.

### 4 MAXIMUM LIKELIHOOD ANALYSIS

We derive cosmological constraints from the power spectrum of the Planck Collaboration (2015) Compton $y$ map. To this end we sample the parameter space by the Markov Chain Monte Carlo (MCMC) method and extract joint posterior probability distributions of the parameters.

We use the effective multipole range of $10 \lesssim \ell_{\text{eff}} \lesssim 959.5$. The effective multipoles are defined to be the middle of the eighteen bins spanning this interval and used in the Planck Collaboration (2013b) and Planck Collaboration (2015) (PLC15) tSZ analyses.

| Parameter | Min. | Max. |
|-----------|------|------|
| $10^3 A_s$ | 1.8  | 2.7  |
| $n_s$     | 0.8  | 1    |
| $\tau_{\text{reio}}$ | 0.04 | 0.12 |
| $1000 \sigma$ | 1.03 | 1.05 |
| $\Omega_b h^2$ | 0.0199 | 0.0245 |
| $\Omega_c h^2$ | 0.09 | 0.15 |
| $w$       | $-2$ | $-0.5$ |
| $B$       | 1.11 | 1.67 |
| $A_{c_1}$ | 0    | 10   |
| $A_{c_2}$ | 0    | 10   |

Table 2. Uniform priors on parameters of the MCMC analysis.

\(\text{website: http://202.127.29.4/dzhao/mandc.html}\)

MNRA 000. 000–000 (0000)
We assume a flat universe and the standard number of neutrino species \( N_{\text{eff}} = 3.046 \), with \( \Sigma m_{\nu} = 0.06 \) eV. Although neutrinos play an important role on non-linear scales because they slow down gravitational collapse, we ignore their effect on the halo mass function in this paper (as was done in the Planck SZ analyses). Given the low value of the neutrino mass we consider, this is an acceptable approximation: a careful treatment would affect the determination of \( F \) by less than one percent, see Costanzi et al. (2013).

We vary \( B, \, A_s, \, n_s, \) and \( w \), as well as the optical depth to electron scattering during re-ionisation \( \tau_{\text{reio}} \), the angular size of the sound horizon at decoupling \( \theta_s \), the baryon density \( \Omega_b h^2 \), the cold dark matter density \( \Omega_c h^2 \), and the nuisance parameters \( (A_{\text{CIB}}, \, A_{\text{IR}}, \, A_{\text{RS}}) \) that will be described below. The other parameters, \( h, \sigma_8 \), and \( \Omega_m \), are derived parameters.

We split these parameters into the so-called "fast" and "slow" parameters as
\[
A_s, n_s, \, \tau_{\text{reio}}, \, \theta_s, \, \Omega_b h^2, \, \Omega_c h^2, \, w, \, B, \, A_{\text{CIB}}, \, A_{\text{IR}}, \, A_{\text{RS}}. \tag{12}
\]
\[
C_l^{\text{SZ}: \text{ slow param.}} , \quad C_l^{\text{FG}: \text{ fast param.}}.
\]

This splitting makes MCMC exploration of the parameter space efficient (Lewis 2013). We use Montepython (Audren et al. 2013) for the sampling. We impose weak uniform priors on the parameters to avoid unrealistic regions of the parameter space. See table 2 for the priors we adopt. The prior on the mass bias \( B \) is motivated by the scatter of the results from numerical simulations (it corresponds to \( 0.1 < b < 0.4 \)). For the other parameters, the allowed range is wide enough so that changing the upper or lower bound does not affect our posterior likelihood.

We start by fitting the total power spectrum of the Compton y map, \( C_l^y \), which includes contributions from tSZ, three foreground components (the cosmic infrared background (CIB), radio sources (RS) and infrared point sources (IR)), and a correlated noise (CN) term. Our model is
\[
C_l^y = C_l^{\text{SZ}} + A_{\text{CIB}} C_l^{\text{CIB}} + A_{\text{IR}} C_l^{\text{IR}} + A_{\text{RS}} C_l^{\text{RS}} + A_{\text{CN}} C_l^{\text{CN}}, \tag{13}
\]
where \( C_l^{\text{CIB}}, \, C_l^{\text{IR}}, \, C_l^{\text{RS}}, \) and \( C_l^{\text{CN}} \) are templates of the foreground and correlated noise terms, respectively (see table 3). Since the correlated noise term dominates over the other terms at high multipoles, we use the highest multipole data at \( \ell = 2742 \) to determine \( A_{\text{CN}} \), i.e., \( A_{\text{CN}} = \hat{C}_l^{\text{CN}}/\hat{C}_l^{\text{CIB}} \approx 0.903 \). We then fit for and marginalise over the amplitudes of the foreground term, \( A_{\text{CIB}}, A_{\text{IR}}, A_{\text{RS}} \).

In fact, there is a physical upper bound on the total foreground power; namely, the sum of the tSZ power from resolved sources (CIB and IR) and the total foreground power cannot exceed the \( C_l^{y} \) data. Thus,
\[
A_{\text{CIB}} C_l^{\text{CIB}} + A_{\text{IR}} C_l^{\text{IR}} + A_{\text{RS}} C_l^{\text{RS}} + A_{\text{CN}} C_l^{\text{CN}} < \hat{C}_l^y - \hat{C}_l^{\text{RC}}. \tag{14}
\]
We use this upper bound as follows. At each step of the MCMC, we ensure that the foreground amplitudes \( \{C_{\text{CIB}}, \, A_{\text{IR}}, \, A_{\text{RS}}\} \) satisfy Eq. (14) in the seven multipole bins between \( \ell_{\text{eff}} = 257.5 \) and 1247.5; the proposed step in the MCMC is rejected otherwise. This multipole range is chosen because above \( \ell_{\text{eff}} = 1247.5 \), \( C_l^{\text{RC}} \) is significantly affected by the resolution of the y-map, while below \( \ell_{\text{eff}} = 257.5 \), statistical and systematic uncertainties are important and Eq. (14) is no longer applicable.

### Table 3. Planck 2015 data points and Gaussian error bars of the y² power spectrum \( C_l^y \), the tSZ power spectrum from resolved clusters \( C_l^{\text{RC}} \), and templates for the foreground contributions: CIB, IR, and RS. The last column is the power spectrum of correlated noise (CN).

These data were taken from Planck Collaboration (2015). Note that we used \( D_l \equiv |(\ell+1)/2\pi| \hat{C}_l \).
The likelihood is computed according to
\begin{equation} \tag{15} \chi^2 = \sum_{a \leq a'} \left( \sigma^2_{\ell a} - \tilde{\sigma}^2_{\ell a} \right) \left[ M^{-1} \right]_{aa'} \left( \sigma^2_{\ell a'} - \tilde{\sigma}^2_{\ell a'} \right), \end{equation}
where \(a, a'\) are indices for the multipole bins running from \(a = 1\) to \(a = 18\), \(\sigma^2_{\ell a}\) is given by Eq. (13), \(\tilde{\sigma}^2_{\ell a}\) are the data points, \(M\) is the binned covariance matrix, and \(|M|\) is its determinant. The elements of the binned covariance matrix are
\begin{equation} M_{aa'} = \left( \sigma^2_{\ell a} \right)^2 \delta_{aa'} + \tilde{\ell}_{aa'} (\ell_{aa} + 1) f_{\text{sky}} (\ell_{aa} + 1) \frac{T_{aa}}{4\pi^2} \frac{1}{4\pi f_{\text{sky}}}, \end{equation}
where \(\sigma^2_{\ell a}\) are the measured error bars (third column of table 3) which comes from both the sampling variance and Gaussian instrumental noise, \(f_{\text{sky}} = 0.47\) is the Planck sky coverage, and \(T_{aa}\) is the binned trispectrum given by
\begin{equation} T_{aa} = \sum_{\ell \leq a} \sum_{\ell' \leq a} \frac{T_{\ell \ell'}}{N_a N_{a'}}. \end{equation}
where \(a\) and \(a'\) denote two multipole bins containing respectively \(N_a\) and \(N_{a'}\) multipoles. The unbinned trispectrum \(T_{\ell \ell'}\) is assumed to be dominated by the tSZ effect contribution. We follow Komatsu & Seljak (2002) and calculate
\begin{equation} T_{\ell \ell'} = \int dz \frac{dV}{dz d\Omega} \int d\ln \frac{dn}{d\ln M} |y_e(M, z)|^2 |y_e'(M, z)|^2, \end{equation}
where the redshift and mass ranges are the same as for the power spectrum, see Eq. (1).

In the left panel of figure 3 we compare the trispectrum and Gaussian contributions to the covariance matrix. As found by Komatsu & Seljak (2002), the trispectrum dominates over the Gaussian term at low multipoles (when binned linearly in multipoles). This is due to large massive halos at low redshift covering a large fraction of the sky. Adding a few large halos in the sky increase the tSZ power significantly at many multipoles, producing a large multipole-to-multipole correlation. We find that the binned and unbinned trispectra are similar; thus, to save computational time we use the unbinned trispectra evaluated at \(\ell_{\text{eff}}\).

As both the power spectrum and trispectrum depend on the cosmological parameters, we compute them at each step of the MCMC sampling. In principle, we would also need to vary the Gaussian term of the covariance matrix at each step; however, since the total variance is dominated by the trispectrum at low multipoles and by Gaussian instrumental noise at high multipoles, we use the values derived by the PLC15 analysis.

5 RESULTS

In subsection 5.1 we compare constraints on \(F\) with and without trispectrum in the covariance matrix. In subsection 5.2 we obtain the mass bias that reconciles the tSZ and primary CMB data within the context of \(\Lambda\)CDM. Finally, in subsection 5.3 we present our results on dark energy.

5.1 Constraints on \(F\)

To illustrate importance of the trispectrum, we first obtain a constraint on \(F\) without it. Marginalising over all the relevant cosmological, foreground, and mass bias parameters, we find \(F = 0.473 \pm 0.005\) (68\% CL). When the trispectrum is included, the 68\% C.L. error bar increases by a factor of more than two. We find \(F = 0.460 \pm 0.012\) (68\% CL), and \(A_{\text{CMB}} = 0.53 \pm 0.16\), \(A_{\text{R}} = 2.05 \pm 0.18\), \(A_{\text{RS}} = 0.34^{+0.07}_{-0.06}\).
In the right panel of figure 3 we show the best-fitting power spectra of the tSZ and foregrounds, as well as the original $\sigma^2_y$ data points. We show the correlations among $F$ and foreground parameters in figure 4. In the left panel of figure 5 we show the derived tSZ power spectrum data points (with the foregrounds subtracted and marginalised over; black points, see table 4 for the data). In the right panel of figure 5 we compare our derived tSZ power with those of the PLC15 (grey points) and the ACT (Hasselfield et al. 2013) and SPT (George et al. 2015) measurements at $\ell = 3000$. Our tSZ data points at $\ell \gtrsim 300$ are significantly smaller than the PLC15, and we attribute this difference to our including the trispectrum in the analysis. We also show the tSZ power spectrum computed from the Magneticum simulation (Dolag et al. 2016) with $\Omega_m = 0.308$, $\sigma_8 = 0.815$, $h = 0.704$, $n_s = 0.963$, and $\Omega_b = 0.0456$. While this power spectrum agrees well with the PLC15 data points, as claimed by the authors, our best-fitting model is approximately 2/3 of their power spectrum.

5.2 Mass bias in $\Lambda$CDM

Given a cosmological model, we can constrain the mass bias $B$ by combining the tSZ likelihood with the Planck CMB data. Assuming a flat $\Lambda$CDM and using the Planck CMB "TT+lowP" chains (Planck Collaboration 2016a), we find $\sigma_B \Omega_m^{0.49} h^{-0.21} = 0.568 \pm 0.015$ (68% CL). Comparing this to the above constraint on $F$, we derive the mass bias as $B = 1.71 \pm 0.17$ (68% CL), or $(1 - b) = 0.58 \pm 0.06$.

The origin of this mass bias is not known. It is possible that a part of the bias comes from non-thermal pressure support because $M_{500c}$ in the universal pressure profile was derived assuming hydrostatic equilibrium with thermal gas pressure (Arnaud et al. 2010). However, the value of $B$ we find appears to be significantly larger than expected from both analytical calculations and some numerical simulations (e.g., Shi & Komatsu 2014; Shi et al. 2015, and references therein), but see Henson et al. (2017) for the simulation.
Figure 4. Marginalised (1D and 2D) joint posterior probability distributions of the $F$-parameter (Eq. (11)) and the foreground amplitudes (CIB, IR, and RS). The black and blue contours show the results with and without trispectrum in the covariance, respectively.

Figure 5. (Left panel) Best-fitting tSZ (solid black line) and total foreground (dashed line) power spectra. The solid grey line shows their sum. The open circles show the contribution from resolved clusters. The grey circles show the original data points with error bars including the trispectrum, whereas the black filled circles show the data points with the foreground spectra marginalised over. (Right panel) The black line and circles are the same as those in the left panel. See figure 3 for the best-fitting model parameters, and table 4 for the tabulated values. The grey circles show the foreground-marginalised data points obtained by the Planck 2015 SZ analysis. We also show the ACT and SPT data points for comparison, as well as the simulation results of Dolag et al. (2016) (DKS16, grey dotted line).
work pointing towards a larger mass bias. It is also possible that hydrostatic equilibrium does not hold even when we add both thermal and non-thermal pressure, though this is not expected to be significant for $M_{500c}$ (Lau et al. 2009). Finally, the bias may be due to non-physical effects such as instrumental and analysis systematics of the X-ray data used to derive $M_{500c}$ in the universal pressure profile.

Observationally, the mass bias we find is consistent with a recent weak lensing constraint, $(1 - b) = 0.73 \pm 0.10$ (Penna-Lima et al. 2017), as well as with the Planck tSZ cluster number counts analysis which yields $(1 - b) = 0.58 \pm 0.04$ (Planck Collaboration 2016b).

Alternatively, such a large mass bias required within the context of $\Lambda$CDM hints that the mass bias is not a culprit but a modification to $\Lambda$CDM, such as dark energy that is

As dark energy slows down structure formation, we can constrain the dark energy EoS $\omega$ by comparing the amplitude of fluctuations at $z = 1000$ measured by the CMB and that in a low redshift universe measured by tSZ. Specifically, the CMB constraint gives $\sigma_8$ as a function of $\omega$, or $F$ as a function of $\omega$ and $B$; thus, we can trade $B$ for $\omega$. In this section we constrain $\omega$ within the framework of a flat $\Lambda$CDM model.

The black contours in figure 6 show marginalised joint posterior probability distributions of $\omega$, $\sigma_8$, $\Omega_m$, and $h$ from the tSZ power spectrum alone. As expected we cannot constrain individual parameters using the tSZ power spectrum alone, but a constraint on the parameter $F$ (Eq. (11)) for $w$CDM, $F = 0.460 \pm 0.013$ (68% CL), is similar to that for $\Lambda$CDM.

To constrain $\omega$, we now add to our likelihood some external constraints on the primordial scalar amplitude $A_s$ and $h$. The latter is needed because $F$ contains $h$. We apply a Gaussian prior on $h = 0.72 \pm 0.03$ from local measurements of the Hubble constant (see Bernal et al. 2016, and references therein). The CMB temperature anisotropy (without CMB lensing) data do not constrain $A_s$, but only a combination $A_s e^{-2\tau_{\text{reio}}}$ because a small fraction of CMB photons from $z = 1090$ are re-scattered in a re-ionised universe at $z \lesssim 20$. While the exact constraint on $A_s e^{-2\tau_{\text{reio}}}$ is somewhat model dependent, we follow the procedure of the “WMAP amplitude prior” (Komatsu et al. 2009) to find a robust Gaussian prior on $10^3 A_s e^{-2\tau_{\text{reio}}} = 1.878 \pm 0.014$ from the Planck 2015 data. See table 5 for summary. Finally, we use a Gaussian prior on the optical depth, motivated by the latest Planck measurement, i.e., $\tau_{\text{reio}} = 0.06 \pm 0.01$ (see Calabrese et al. 2017, footnote 1), to obtain a prior on $A_s$.

The mass bias also needs to be constrained before we can measure $\omega$. With the flat prior given in table 2, $1.11 < B < 1.67$, motivated by the scatter of results from numerical simulations, we find $w = -1.15 \pm 0.15$ (68% CL). The blue contours in figure 6 show 2d marginalised distributions. If we further assume a fixed value for the mass bias, for instance we assume that $\sigma_8$ of the mass bias is due to non-thermal pressure and take $B = 1.25$ as in Dolag et al. (2016), we find

$$w = -1.10 \pm 0.12 \ (68\% \ \text{CL}),$$  \hspace{1cm} (19)

as well as $\sigma_8 = 0.802 \pm 0.037$ and $\Omega_m = 0.265 \pm 0.022$.

Table 5. Constraints on $10^3 A_s e^{-2\tau_{\text{reio}}}$ at $k = 0.05\text{Mpc}^{-1}$ from the publicly available Planck 2015 chains assuming four different cosmological models. The last row shows our summary for the amplitude prior.

| $\Omega_k = 0$ and $w = -1$ | $1.880 \pm 0.014$ |
| $\Omega_k \neq 0$ and $w = -1$ | $1.872 \pm 0.014$ |
| $\Omega_k = 0$ and $w \neq -1$ | $1.880 \pm 0.014$ |
| $\Omega_k = 0$ and $w = -1$ and $m_\nu > 0$ | $1.881 \pm 0.014$ |

The yellow contours in figure 6 show 2d marginalised distributions. In particular, the contours in the $h-w$ plane show a strong correlation. Hence, the central value of our constraint on the EoS depends primarily on the prior on $h$. A smaller Hubble parameter would lead to a less negative $w$.

How does this “amplitude-derived” constraint on $w$ compare with a more common “distance-derived” constraint on $w$? To this end we form a compressed likelihood (or a distance prior) of the distance information from CMB data following the previous work (Mukherjee et al. 2008; Komatsu et al. 2009; Wang & Dai 2016). The likelihood includes the shift parameter $R$ and the angular scale of the sound horizon at last scattering $\chi_{\text{reio}}$, as well as the baryon density. We emphasise that the compressed likelihood ignores the effect of dark energy on large scale perturbations, i.e., the late integrated Sachs-Wolfe effect, as it uses only the distance information. As a result, the dark energy constraint from the compressed likelihood is slightly weaker than the full analysis (though by not much). A comprehensive discussion on this point can be found in section 5.4 of Komatsu et al. (2009).

At each step of the MCMC, we compute

$$\chi^2_{\text{CMB}} = \sum_{i,j=1}^{3} (P - \bar{P})_i [C^{-1}]_{ij} (P - \bar{P})_j,$$  \hspace{1cm} (20)

where $P \equiv \{R, \chi_{\text{reio}}, \Omega_m h^2\}$ contains the proposed values of the parameters and $\bar{P}$ contains the posterior mean values of the $w$CDM “lowTEB+lensing” chains (Planck Collaboration 2016a). The covariance matrix is given by $C_{ij} = \sigma_i \sigma_j D_{ij}$. The posterior mean, the standard deviation $\sigma_i$, and the correlation matrix $D_{ij}$ are given in the first three rows of table 6. To this we add a prior on $h$ from the above, and form the total $\chi^2$ of $\chi^2_{\text{CMB}} + \chi^2_{\text{Hubble}}$. We find $w = -1.13 \pm 0.10$ and $\Omega_m = 0.274 \pm 0.023$ (68% CL), in good agreement with the tSZ+H0 results. This shows that the tSZ power spectrum is a compelling probe for dark energy, complementary to distance-only constraints.

The predicted value of the matter fluctuation amplitude from the $w$CDM $CMB+H0$ is $\sigma_8 = 0.844 \pm 0.030$ (68% CL). We obtained this by adding the information on the primordial power spectrum to our compressed likelihood (see last two rows of table 6). This is larger than what we find from the tSZ+H0 with $B = 1.25$. Had we chosen a larger mass bias, this apparent tension on $\sigma_8$ would be alleviated, at the expense of making $w$ more negative.
Figure 6. Marginalised (1D and 2D) joint posterior probability distributions of $w$, $\sigma_8$, $\Omega_m$, and $h$. The black contours show the constraints from the tSZ power spectrum alone, while the blue contours show those from the tSZ combined with a local measurement of the Hubble constant, the Planck amplitude prior (see table 5), and $\tau_{\text{reio}} = 0.06 \pm 0.01$, for a flat prior on the mass bias. We fix the mass bias to $B = 1.25$ for the yellow contours.

| $R$                  | $\ell_A$ | $\Omega_b h^2$ | $10^9 A_s$ | $n_s$ |
|----------------------|----------|-----------------|------------|-------|
| $1.7447 \pm 0.0068$  | 1        | $-0.66$        | $-0.58$    | $-0.85$ |
| $301.70 \pm 0.14$    | 0.51     | $-0.44$        | $-0.37$    | $-0.45$ |
| $0.02228 \pm 0.00024$| $-0.66$  | $-0.44$        | 1          | 0.39   | 0.61   |
| $2.1108 \pm 0.0713$  | $-0.58$  | $-0.37$        | 0.39       | 1      | 0.60   |
| $0.9681 \pm 0.0057$  | $-0.85$  | $-0.45$        | 0.61       | 0.60   | 1      |

Table 6. Posterior mean and covariance matrix derived from the Planck 2015 “lowTEB+lensing” chains of $wCDM$. The second column gives the mean values and 68%CL standard deviations. The last five columns are the elements of cross-correlation coefficients $D_{ij}$.

### 6 SUMMARY AND CONCLUSIONS

In this paper we have improved upon the calculation and likelihood analysis of the tSZ power spectrum of resolved and unresolved galaxy clusters and groups in a number of ways, and derived a competitive constraint on the dark energy EoS parameter $w$ from the amplitude of matter fluctuations.

First we identified the source of differences in the analyses based on the approach of Komatsu & Seljak (2002) and that of the Planck collaboration (Planck Collaboration 2013b, 2015); it is due to conversion of the virial mass to various over-density masses using some concentration-mass relations such as Duffy et al. (2008). Using HMF fits for $M_{500c}$ eliminates sensitivity to the choice of concentration-mass relations.
For the first time we incorporated all the important elements of the likelihood analysis; namely, we include trispectrum in the tSZ power spectrum covariance matrix and vary the mass bias, the nuisance parameters, and all the relevant cosmological parameters in the MCMC exploration of parameters. The derived tSZ power spectrum with the nuisance parameters marginalised over is significantly lower than that derived from the Planck 2015 analysis (Planck Collaboration 2015), which did not include trispectrum, at $\ell \gtrsim 300$. We find that the tSZ power spectrum amplitude at $\ell \lesssim 10^3$ primarily depends on $F = \sigma_8 (\Omega_m / B)^{0.40} \lambda^{-0.21}$. Using the tSZ power spectrum data alone we find $F = 0.460 \pm 0.012$ (68% CL). In ACDM this implies a mass bias of $B = 1.71 \pm 0.17$ or $1 - b = B^{-1} = 0.58 \pm 0.06$ (68% CL) when combined with the Planck CMB data. This value agrees with that derived from the tSZ based cluster number counts (Planck Collaboration 2016b).

As dark energy slows down structure formation, we constrain $w$ by combining the tSZ power spectrum, the primordial scalar amplitude constrained by the Planck CMB data, and local Hubble constant measurements. We find $w = -1.15 \pm 0.15$ (68% CL) for $1.11 < B < 1.67$ and $w = -1.10 \pm 0.12$ (68% CL) for $B = 1.25$. These constraints are consistent with, and competitive and complementary to, more commonly studied distance-only constraints on $w$ from CMB+$H_0$.
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