The prevalence of dust on the exoplanet HD 189733b from Hubble and Spitzer observations
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ABSTRACT

The hot Jupiter HD 189733 b is the most extensively observed exoplanet. Its atmosphere has been detected and characterised in transmission and eclipse spectroscopy, and its phase curve measured at several wavelengths. This paper brings together the results of our campaign to obtain the complete transmission spectrum of the atmosphere of this planet from UV to infrared with the Hubble Space Telescope, using the STIS, ACS and WFC3 instruments. We provide a new tabulation of the transmission spectrum across the entire visible and infrared range. The radius ratio in each wavelength band was re-derived, where necessary, to ensure a consistent treatment of the bulk transit parameters and stellar limb-darkening. Special care was taken to correct for, and derive realistic estimates of the uncertainties due to, both occulted and unocculted star spots.

The combined spectrum is very different from the predictions of cloud-free models for hot Jupiters: it is dominated by Rayleigh scattering over the whole visible and near infrared range, the only detected features being narrow sodium and potassium lines. We interpret this as the signature of a haze of condensate grains extending over at least five scale heights. We show that a dust-dominated atmosphere could also explain several puzzling features of the emission spectrum and phase curves, including the large amplitude of the phase curve at 3.6 µm, the small hot-spot longitude shift and the hot mid-infrared emission spectrum. We discuss possible compositions and derive some first-order estimates for the properties of the putative condensate haze/clouds.
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1 INTRODUCTION

Transiting exoplanets are giving us our first glimpse into planetary atmospheres beyond the Solar System. Observational biases make short-orbit gas giants (hot Jupiters) most accessible to observations (see Haswell 2010, for a textbook-level introduction). The planet HD 189733b (Bouchy et al. 2005, Bakos et al. 2006, Agol et al. 2010) occupies a place of choice among the observable targets, because of its bright host star and large planet-to-star radius ratio. HD 189733b has been observed abundantly with both the Hubble and Spitzer space telescopes in order to characterise its atmosphere. It epitomises both the promises and challenges of these observations.

1.1 The hot Jupiter HD 189733b

HD 189733b is a 1.15 M_Jup gas giant, orbiting its K-dwarf host star in 2.2 days. Due to the relatively small size of the star, a 0.77 R_⊙ K dwarf, the transit signal is deep (2.4%).
Three types of observations can be used to characterise the atmosphere of the planet: the transmission spectrum along the limb during transits, the day-side emission spectrum during secondary eclipses, and the day-night temperature contrast with the orbital phase curve. One atmospheric scale height projects to about $1 \times 10^{-4}$ in transmission spectroscopy. The secondary eclipse is $3 \times 10^{-3}$ deep at 8 $\mu$m, and the phase curve amplitude is $1 \times 10^{-3}$ at 4 $\mu$m. Data on the atmosphere of HD 189733b using these three methods have been gathered using the Hubble Space Telescope (“HST”), the Spitzer Space Telescope (“Spitzer”) and large ground-based telescopes.

### 1.2 Expectations from atmosphere models

The irradiation temperature (equilibrium temperature at the sub-stellar point) of HD 189733b is 1700 K, making the zero-albedo equilibrium temperature 1200 to 1400 K depending on the efficiency of heat transfer from the day side to the night side. At these temperatures, the hot Jupiter atmosphere models of [Fortney et al. 2008](#) predict a clear, dark atmosphere, dominated by absorption by neutral sodium and potassium in the visible, and molecular bands of water, ammonia, carbon monoxide, carbon dioxide and methane in the infrared. In the blue and near UV, scattering by hydrogen molecules is expected to become the dominant source of opacity. In chemical-equilibrium models, the temperature in the atmosphere is too cold to sustain titanium oxide and vanadium oxide vapours, that can provide high opacities in the visible for hotter atmospheres. Vigorous vertical mixing could bring these species up from the hotter depths (see e.g. [Spiegel et al. 2009](#)).

The dominant source of heat in the atmosphere is the stellar irradiation, which far exceeds the internal heat leakage from the interior of the planet. As a result of the injection of heat from above, the atmosphere is expected to be vertically stable, with radiative transfer being the dominant mechanism of vertical energy exchange [Showman & Guillot 2002](#). This would tend to inhibit the formation of dust clouds by condensation. However, the atmospheric temperature of the planet is close to the condensation temperature of several abundant components, including silicates and iron. The possible presence of dust was considered early on [Seager & Sasselov 1998](#). According to models, condensates would make the spectral features weaker, or mask some of them, depending on the height of the cloud deck [Marley et al. 1999](#) [Seager & Sasselov 2000](#) [Sudarsky et al. 2003](#) [Fortney 2005](#) studied the effect of condensates on the transmission spectrum specifically. That paper proposes that high-altitude condensates may be ubiquitous in hot Jupiter atmospheres and concludes with the following statement: “We assert that transmission spectroscopy will continue to yield abundances of expected chemical species far below those predicted for a clear atmosphere”.

Smaller grains or partly transparent hazes can also imprint some features on the spectrum, such as Rayleigh scattering in the blue or silicate absorption features in the mid-infrared.

Photochemistry may also play a role in producing condensates, for instance sulphur or carbon compounds, that could affect the spectral signatures of the planetary atmosphere (e.g. [Zahnle et al. 2009b](#)).

### 1.3 Observation of the atmosphere of HD 189733b

The transit spectrum of HD 189733b has been measured from 300 nm to 1 $\mu$m with the STIS and ACS instruments aboard the (HST), and in five infrared passbands between 3.6 and 24 $\mu$m with Spitzer and MIPS on Spitzer (Ehrenreich et al. 2007) [Désert et al. 2009](#) [Knutson et al. 2007a,b](#) [2009](#) [Agol et al. 2010](#). The transmission spectrum has been measured in the five IRAC and MIPS passbands and from 8 to 13 $\mu$m with Spitzer’s IRS [Agol et al. 2010](#) [Grillmair et al. 2008](#) [Désert et al. 2009](#) [2011](#). The phase curve along the orbit has been measured in the 3.6, 4.5 and 8 $\mu$m channels of IRAC, and around 24 $\mu$m with MIPS [Knutson et al. 2007a,b](#) [2009](#) [2012](#). The signature of Rayleigh scattering [Pont et al. 2008](#) [Sing et al. 2011](#) and the sodium doublet [Redfield et al. 2008](#) [Knutson et al. 2012](#) have been detected in the UV and visible. Claims of detection of molecular features in the infrared [Swain et al. 2008](#) have not been confirmed by subsequent measurements and analyses [Sing et al. 2009](#) [Désert et al. 2009](#) [2011](#) [Gibson et al. 2011](#) [2012b](#).

Inferring atmospheric properties from the present observations is a challenge. The signals remain small even by the standard of space observations, and the uncertainties are generally dominated by complex instrumental effects. It has not been uncommon for new observations, and even new analysis of existing observations, to contradict earlier results. In the infrared, the wavelength coverage is sparse (imposed by the Spitzer passbands in space and the water absorption gaps from the ground). With a handful of passbands for as many molecules, interpretation often admits several possibilities.

In the emission spectrum, the planetary flux data in Spitzer passbands were compatible with a temperature profile decreasing with height and the presence of water and other molecules. However, new phase curves at 3.6 and 4.5 $\mu$m and a re-analysis of the previous Spitzer data by [Knutson et al. 2012](#) have also overhauled previous results on the emission spectrum. The eclipse depth at 3.6 $\mu$m from [Charbonneau et al. 2008](#), crucial to constrain the temperature profile and water abundance, turn out to be incorrect by more than 3 sigma, due to the complex Spitzer instrumental systematics (the “ramp effect” and “pixel phase effect” affecting high-accuracy flux measurements). The amplitude of the phase curves and depth of the eclipses at 3.6 and 4.5 $\mu$m are no longer amenable to a simple interpretation. [Knutson et al. 2012](#) mention non-equilibrium chemistry and slowed day-night recirculation as possible explanations of the anomalies in the data.

Overall, the current interpretation of the ensemble data is of an atmosphere corresponding to dust-free models with molecular absorption and without a stratospheric temperature inversion. A thin layer of haze at high altitude produces the Rayleigh scattering signature in the visible in the transmission spectrum, but because the grains are small, it does not affect the emission spectrum, the transmission spectrum in the infrared or the global energy budget of the atmosphere.
Dust in the atmosphere of HD 189733b

1.4 HST programme GO-11740 and present paper

Our HST programme with STIS and WFC3 (GO-11740) was designed to put this interpretation to the test. This programme was aimed at filling the wavelength gaps in transmission spectroscopy, providing a continuous coverage from the UV to near infrared to address the discrepancies between the different datasets and lift some ambiguities in interpretations. It provides the observational basis of the present paper. The explanation in terms of a thin layer of haze at high altitude requires the transmission spectrum to evolve sharply from a featureless slope to deep molecular features in the 1–2 μm interval between the ACS and NICMOS measurements. The STIS measurements have shown the featureless slope to extend beyond the range probed initially by ACS, suggesting that Rayleigh scattering dominates the transmission spectrum over at least five atmospheric scale heights. The finding that Rayleigh scattering dominates the transmission spectrum continuously from the UV to the near infrared opens the possibility that the optically thick haze layer is more than a marginal phenomenon affecting only the very low-pressure parts of the atmosphere, and may affect the radiative transfer and spectrum throughout the atmosphere.

In this paper, we present the global results of the HST GO-11740 programme to obtain a complete transmission spectrum from UV to near-IR with HST. Results for individual instruments were presented in Gibson et al. (2012a) and Sing et al. (2011). We concentrate here on combining the different wavelength ranges into a single coherent scale. This is rendered difficult primarily because HD 189733 presents variability at the 1–2% level in the visible due to star spots, so that measuring the transmission spectrum of the planet implies first disentangling the effect of the star spots, which has a similar amplitude. We then consider the whole ensemble of data on the atmosphere of HD 189733b, including the key update by Knutson et al. (2012) on secondary eclipses and phase curves. We explore the possibility that the dust detected in the transmission spectrum has a large impact on the atmosphere as a whole.

Section 2 presents the collection and modelling of the transit measurements of the GO-11740 programme and other programmes pertaining to the transmission spectrum. Section 3 tackles the crucial but somewhat technical issue of accounting for star spots on the parent star. Section 4 presents the global UV-to-infrared transmission spectrum obtained by combining the datasets in a consistent manner. Section 5 discusses the influence of haze and clouds in the atmosphere data as a whole, including emission and phase curve information. In Section 6 we explore the possibility that of the atmosphere of HD 189733b is dominated by condensates, and examine the observable consequences.

2 ATMOSPHERE TRANSMISSION SPECTRUM: COLLECTING AND MODELLING TRANSIT OBSERVATIONS

The transmission spectrum of the atmosphere of a transiting planet can be measured by monitoring the transit in spectroscopy. In principle the method is simple: since the depth of the transit is proportional to the square of the planet-to-star radius ratio, measuring the depth of the transit at different wavelengths records the opacity of the atmosphere to grazing star light at those wavelengths, yielding a transmission spectrum.

As outlined in the Introduction, the transit depth of the HD 189733 system has been measured precisely over many wavelengths from 0.3 to 24 μm. On paper, the potential of these measurements is impressive. The expected amplitude of the atmospheric features is about 5 · 10⁻⁴ as a fraction of the stellar flux, and the photon-shot noise integrated over the whole transit is smaller than 1 · 10⁻⁴ at all wavelengths up to 8 μm. Such measurements are able to constrain the atmospheric structure and composition in significant detail.

However, in practice, transit spectroscopy of HD 189733b has had to contend with two obstacles. The first is the ubiquity of complex instrumental effects at and above the 10⁻⁴ level in flux measurements, particularly with infrared detectors. The second obstacle is the fact that HD 189733 is an active, spotted star, which introduces an additional signal in the relation between transit depth and planet size.

These issues are discussed in Pont et al. (2008), Desert et al. (2009), Sing et al. (2011) and Gibson et al. (2011). They prevent an easy comparison of the transit radius in different wavelength ranges, so that producing a global estimate of the UV-to-IR transmission spectrum requires a detailed combined analysis of all data sets. This analysis makes up the rest of the present Section.

In contemplating the possibility of measuring a global transmission spectrum for HD 189733b from measurements widely separated in time, we make the assumption that intrinsic variations in the atmosphere of the planet over time are smaller than the present observational uncertainties. This assumption is discussed in Paragraph 3.3.

2.1 Transmission spectroscopy datasets

Table 2 gives the journal of the space-based observations of the transit of HD 189733b considered in this paper. The primary focus of this study is addressed by our spectroscopic measurements with the STIS, ACS and WFC3 instruments on HST, to provide a continuous transmission spectrum from the near UV (300 nm) to the near IR (1.2 μm). This covers the interval between high-altitude atomic lines in the UV and molecular lines near the photosphere in the infrared, encompassing the part of the atmosphere involved in the bulk of the energy exchange between the stellar irradiation and the planetary atmosphere. We also include spectroscopic and photometric measurements with the NICMOS camera on HST, as well as broadband photometric measurements with the IRAC and MIPS instruments on Spitzer.

The individual datasets, presented separately in the publications mentioned in the previous section, are briefly summarised below.

2.1.1 STIS (HST)

Five transits of HD 189733 were observed with STIS on the refurbished HST in two contexts, at low resolution from the present programme, and at medium resolution around the sodium doublet (GO-11111). The results of the first observations are published in Sing et al. (2011) and the second in
The broad-band data showed a featureless spectrum over the 300-600 nm range, with absorption rising bluewards. The medium-resolution data resolved both components of the sodium doublet, showing strong narrow cores and an absence of broad wings for the sodium feature.

2.1.2 ACS (HST)

Three transits were observed with the ACS camera on HST, using Grism G800L (0.6-1 μm) on May 22, May 26 and July 14, 2006. The results were published in Pont et al. (2007) for the time series and Pont et al. (2008) for the transmission spectrum.

One important issue for the present study is the measurement of potassium absorption. A very large line with extended wings is expected in a clear atmosphere from theoretical models, but was not clearly seen in the broadband data analysis of Pont et al. (2008). The ACS measurements do not have the resolution to detect the narrow core of the potassium line, and is only sensitive to its total equivalent width over a larger wavelength band. Here we present a new pixel-by-pixel reanalysis of the ACS data, with the intent of placing more stringent constraints on the presence of potassium.

We find excess absorption located close to the expected position of the core of the potassium doublet, but the resolution is too low and the noise on pixel-by-pixel decorrelation of systematics too high to give a measurement of the width of the detection. We therefore fit the amplitude of a potassium line model to the pixel-by-pixel data, with the model used in Huitson et al. (2012) to fit the potassium line and surrounding Rayleigh scattering slope, which is based upon the analytic expression from Lecavelier Des Etangs et al. (2008). As with the sodium feature, for the potassium cross-section we neglected pressure broadening due to the observed lack of broad line wings. We fixed the abundance to an arbitrary level, which is unconstrained as the haze has an unknown composition, and fit for the baseline altitude of a 900 Å spectral region surrounding the sodium doublet, as well as the model temperature, assumed to be isothermal. A 900 Å width was chosen such that the baseline altitude was well measured, while also ensuring that the best-fit model temperature was not sensitive to the broadband Rayleigh slope. The result is shown on Fig. 1. The potassium feature in the ACS data is 2.5-σ significant. The model temperature scales to fit the amplitude of the potassium feature, with a best-fit value of 1800 ± 720 K.

Thus, while the lack of high-resolution data around the potassium line prevents very specific constraints, the best-fit solution is compatible with the presence of the line to the same level as the sodium line or higher, i.e. with a possible line core but no broad wings. The possible presence of potassium in the ACS data is in contrast to the findings of Jensen et al. (2011) who did not detect potassium using high-resolution ground-based spectroscopy. However, the different resolutions, wavelength range, and planetary altitudes probed combined with the low signal-to-noise of both studies makes a direct comparison difficult.

Figure 1. ACS transmission spectrum of HD 189733b in a 900 Å region surrounding the potassium doublet. Also plotted is a best-fit model (both unbinned and binned to the data) which includes Rayleigh scattering and sodium absorption.

2.1.3 WFC3 (HST)

Two transits were observed with the WFC3 camera on the refurbished HST as part of our programme GO-11740, covering the wavelength interval 1.1–1.7 μm. The results are presented in Gibson et al. (2012a). Due to saturation and non-linearity affecting the brightest (central) pixels of the spectrum, light curves were extracted from the blue and red ends of the spectra only, corresponding to wavelength ranges of 1.099–1.168 and 1.521–1.693 μm for the first visit, and 1.082–1.128 and 1.514–1.671 μm for the second. To account for instrumental systematics, the light curves were fitted using a Gaussian-process model whilst simultaneously fitting for the transit parameters.

2.1.4 NICMOS (HST)

Transit spectroscopy data for HD189733b has been gathered by NICMOS in two modes: spectroscopic and photometric. The first is presented in Swain et al. (2008), the second in Sing et al. (2009). The two datasets reach incompatible conclusions. Gibson et al. (2011), and Gibson et al. (2012b) reanalyse the spectroscopic data, and discuss this issue. The reader is referred to these papers for details. We adopt the method of Gibson et al. (2012b) to calculate the uncertainties of the spectroscopic data. These use a Gaussian process model to model the instrumental systematics, which avoids the restrictive assumption of linear basis models and performs the inference in a Bayesian way, therefore mitigating against over-interpreting systematics.

2.1.5 IRAC (Spitzer)

We use Désert et al. (2009), Désert et al. (2011) and Knutson et al. (2012) for measurements in the 3.6-μm, 4.5-μm and 5.8 μm channels of IRAC on Spitzer, and Agol et al. (2010) for the 8-micron channel.
slight discrepancies between theoretical and observed limb from the data itself, independently of stellar models. Some curate enough to provide a constraint on limb darkening and UV. Fortunately, the HST data on HD 189733b is ac-

2.2 Limb-darkening

These measurements of radius ratio used to construct the transmission spectrum are determined as part of a model transit light curve fit, that also includes other parameters of the system, namely the orbital ephemeries, the stellar density and the orbital inclination. Any offset in these quantities will result in a difference in the inferred radius ratio. This difference will be slightly wavelength-dependent, first, because of the corresponding changes in the effect of stellar limb darkening, and second, because different parts of the transit were measured with different instruments, so that the covariance between the transit depth and other orbital parameters will vary. Because different values for the system parameters have been used in separate studies, the resulting planet radius values cannot be compared directly.

Fortunately, in the case of HD189733b, the orbital pa-

2.2.2 Limb-darkening

Stellar limb darkening modifies the shape of a planetary transit, and therefore affects the radius determination. This is important when measuring the transmission spectrum, because limb darkening has a strong wavelength dependence. The effect of limb darkening on the measurement of the transmission spectrum gets stronger towards shorter wave-

Table 1. Orbital parameters adopted for the re-analysis in this paper, from [Agol et al. 2010], timing of transit, orbital period, impact parameter, tangential velocity during the transit.

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Transit central time       | 2454279.436714 [BJD]   |
| Orbital period             | 2.21857567 days        |
| Impact parameter           | 0.6631                 |
| Tangential velocity        | 25.125 R_\,\text{days}^{-1} |

2.2.3 Instrumental effects

In most of our data sets, the amplitude of residual instrumental systematics is similar to the signal expected from the planetary atmosphere. A careful consideration of the correction of instrument effects is therefore essential. The discus-

Table 2. List of the transit observations of HD 189733 from space used in the present study. (\*: only the edges of the wave-

| Instrument | Grism or filter | Number of transits used | Wavelength range [nm] |
|------------|----------------|-------------------------|-----------------------|
| STIS       | G430L          | 2                       | 290 – 570             |
| STIS       | G750M          | 3                       | 580 – 637             |
| ACS        | G800L          | 1                       | 550 – 1050            |
| NICMOS     | G206           | 1                       | 1400 – 2500           |
| NICMOS     | F166N          | 2                       | 1649 – 1667           |
| NICMOS     | F187N          | 2                       | 1864 – 1884           |
| WFC3       | G141           | 2                       | 1083 – 1693*          |
| IRAC       | 1              | 3                       | 3200 – 4000           |
| IRAC       | 2              | 2                       | 4000 – 5000           |
| IRAC       | 3              | 1                       | 5100 – 6500           |
| IRAC       | 4              | 7                       | 6400 – 9300           |
| MIPS       |                | 1                       | 19500 – 28500         |

The remaining uncertainties on limb darkening coefficients is not a significant source of error for our combined transmission spectra.
be tracked as precisely as the pointing and focus changes. The Spitzer measurements are affected by a ramp effect and a pixel phase effect, that have been abundantly discussed in the relevant literature and limit the maximum accuracy of transit and eclipse measurements (none of these instruments had been originally designed for high-accuracy time series photometry of bright sources).

Among the infrared datasets for HD 189733b, the NICMOS photometric measurements are the ones least beset by these problems. Since they are passband-integrated photometric measurements rather than spectra, the instrumental effects have no wavelength-dependent component. The drawback is that the observations in different wavelengths are not simultaneous, rendering transmission spectrum measurements degenerate with changes in the star or in the planetary atmosphere. The NICMOS grism measurements are affected by time- and wavelength-dependent systematics, that are difficult to correct entirely because their relation with measured instrumental parameters is much lesser than for ASC and STIS. Gaussian-process models of these effects show that linear decorrelation is not sufficient, and that non-linear relations between the measured instrumental parameters and their effect on the measured fluxes must be considered (see Gibson et al. 2011, 2012b).

In Spitzer measurements, the instrumental effects are generally larger than the atmospheric signatures. This has been a severe limitation in the context of the measurement of secondary eclipses and day-side surface brightness for many exoplanets. A much better understanding of these effects has now been reached (see Désert et al. 2009, 2011, Knutson et al. 2012) for HD 189733. There are two effects, a gradual increase of the detector’s sensitivity during the exposure, strongest in the shorter-wavelength channels, and a dependence on pointing, causing flux variations when the satellite pointing varies, because of intra-pixel sensitivity variations in the detector.

### 2.2.4 Flux from the planet

When converting transit depths into planet-to-star radius ratio, we consider the contribution of the emission from the night side of the planet to the total flux. We use a $T = 900$ K blackbody distribution for the planetary emission (appropriate for the night side of the planet seen during transit), and a $T = 5000$ K blackbody for the stellar emission. The relation between the observed and true radius ratio $r$ is:

$$ r_{\text{obs}}^2 = \frac{R_{\text{pl}}^2}{R^2 + R_{\text{pl}}^2 B_{\lambda}^T/R_{\text{star}}^2} $$_{\text{obs}}^2$$

$$ \approx \left( \frac{R_{\text{pl}}}{R_{\text{star}}} \right)^2 \left( 1 + \left( \frac{R_{\text{pl}}}{R_{\text{star}}} \right)^2 \frac{B_{\lambda}^T}{B_{\lambda}^T} \right) $$

$$ = r_{\text{true}}^2 \left( 1 - r_{\text{true}}^2 \frac{B_{\lambda}^T}{B_{\lambda}^T} \right) $$

This correction amounts to $1.2 \cdot 10^{-4}$ on the radius ratio at $8 \mu$m, $0.27 \cdot 10^{-4}$ at $3.6 \mu$m. It is negligible in the visible, and smaller than the other sources of uncertainty at all wavelengths. As neither the planet nor the star are perfect blackbody radiators, these values are indicative (stellar models can be different in flux from a blackbody by $\approx 20\%$).

$$ Figure 2. Effect of stellar spots on a planetary transit light curve. Spots not occulted by the planet produce a deeper transit. Spots occulted by the planet produce flux rises on the timescale of the transit ingress/egress.

### 3 IMPACT OF STELLAR VARIABILITY AND STAR SPOTS

HD 189733 is an active K dwarf. Star spots modulate the total brightness of the star along the $\sim$12-days rotation cycle of the star (Winn et al. 2007). Coincidentally, the dimming from star spots on HD 189733 in the visible, 1–2 %, is comparable to the dimming produced by the planetary transit. Accounting for the presence of star spots when calculating the transmission spectrum is therefore essential. Figure 3 illustrates the effect of star spots on transit depth measurements. For a planetary transit across an unspotted star, the depth of the flux dimming is proportional to the fraction of the stellar disc occulted by the planet, i.e. to the square of the radius ratio:

$$ d \propto \frac{A_{\text{pl}}}{A_{\text{star}}} = \frac{R_{\text{pl}}^2}{R^2} $$

If the surface of the star is spotted, then the relation becomes:

$$ d \propto \frac{\alpha R_{\text{pl}}^2}{\alpha' R^2} $$

where $\alpha$ is the mean brightness of the part of the star occulted by the planet, and $\alpha'$ is the mean brightness of the stellar surface compared to a spot-free equivalent.

Thus there are two distinct ways for star spots to affect the recovered radius ratio:

- first, star spots occulted by the planet during the transit reduce the transit depth, leading to an underestimation of the transit radius by a factor $\sqrt{\alpha}$.

- second, star spots not occulted by the planet but situated on the side of the star visible during the transit will lead to an overestimation of the planetary radius by a factor $\sqrt{\alpha'}$.

Both effect have a similar amplitude - they are proportional to the fraction of the stellar flux blocked by star spots. Both effects are also wavelength-dependent, because star spots have a different temperature and a different spectral energy distribution than the rest of the stellar disc, so that they modify not only the recovered radius ratio, but also the inferred transmission spectrum. For more quantitative details see Pont et al. (2008) and Sing et al. (2011).
The present description neglects two further effects of variability on the transit light curve: the limb darkening of the spots, and the effect of brighter active regions on the star, faculae and plages. The first effect is negligible to our level of accuracy. The second could be important, but none of the space and ground-based monitoring of the HD 189733b system available shows a significant signature of the crossing of a brighter region. This is coherent with our understanding of the variability of cool stars and the Sun. Dark spots are well-defined, large regions of lower flux, while faculae and plages are distributed more evenly across the stellar surface and tend to average out in the global flux.

To recover the planetary radius from the transit data, we must estimate $\alpha$ and $\alpha'$ for each transit, including their wavelength dependence.

Fortunately, a large body of data has now been gathered on the variability of HD 189733 and the characteristics of its spots, and we are in a position to introduce corrections for these effects and assess their uncertainty in a much more solid way than was possible in earlier studies.

We describe below how the spot corrections are calculated and implemented. It is necessary to delve in some details, since they constitute a dominant source of uncertainty on the final transmission spectrum.

### 3.1 Correction for spots not crossed by the planet

Spots on the visible surface of the star affect the transmission spectrum by causing the occulted and unocculted parts of the star to have different spectra. This is the factor $\alpha'$ in Equation (1).

We assume that the mean spectrum of the spots does not change with time. Then:

$$\alpha' = 1 - f(t)\alpha$$

where $f(t)$ is the flux dimming due to spots at some reference wavelength $\lambda_0$, and $\alpha$ the ratio of the effect of spot between $\lambda$ and the reference wavelength $\lambda_0$.

#### 3.1.1 Estimating $f(t)$

The factor $f(t)$ is estimated, as in previous studies, by monitoring the variability of HD 189733. We benefit from an almost continuous photometric monitoring of the star with the APT photometer [Henry 1999] over more than 5 years to measure the level of unocculted spots during the HST observations. We use Gaussian processes to interpolate the variability data in time, as detailed in Appendix A. Gaussian processes allow a Bayesian interpolation of the data variability data in time, as detailed in Appendix A. Gaussian processes allow a Bayesian interpolation of the data.

$$f(t) = \text{Gaussian-process interpolation}$$

The resulting factors $f(t)$ at the epochs corresponding to space observations are given in Table 3. The reference wavelength is that used in the APT photometry, the mean of the $s$ and $y$ Strömgren filters (approx. 4500-4900 Å and 5300-5700 Å respectively).

| Instrument     | Date [BJD-2450000] | $\Delta f$ | $\sigma_f$ |
|----------------|---------------------|------------|------------|
| ACS (G800L)    | 3877.20             | 0.0021     | 0.0012     |
| WFC3 (G141)    | 5510.09             | −0.0037    | 0.0010     |
| WFC3 (G141)    | 5443.52             | −0.0022    | 0.0046     |
| NICMOS (F166N) | 4589.36             | 0.0033     | 0.0033     |
| NICMOS (F187N) | 4571.65             | 0.0054     | 0.0016     |
| NICMOS (G206)  | 4219.98             | 0.0100     | 0.0033     |
| Spitzer (IRAC1)| 4429.68             | −0.0016    | 0.0029     |
| Spitzer (IRAC1)| 4039.22             | 0.0147     | 0.0018     |
| Spitzer (IRAC1)| 5559.55             | −0.0093    | 0.0045     |
| Spitzer (IRAC2)| 4427.47             | −0.0003    | 0.0028     |
| Spitzer (IRAC3)| 4429.68             | −0.0016    | 0.0029     |
| Spitzer (IRAC4)| 4281.00             | 0.0027     | 0.0035     |

Table 3. Values of stellar flux variation used in the spot corrections, calculated from the Gaussian-process interpolation of the APT photometry. Note: the stellar flux could not be derived for the STIS measurement. These were connected to the ACS measurements using the overlap in wavelength (see text).

The ground-based light curve and its Gaussian-process interpolation produce an estimate of $f(t)$ relative to an arbitrary reference level. To translate that into a value of $f(t)$ that can be used to correct the spectroscopic data, it is also necessary to know the level of flux corresponding to an entirely spot-free surface. This reference level cannot be measured directly. It does not correspond to the maximum of the light curve, since it is possible – indeed likely – that even at its maximum flux the visible surface of the star is still affected by spots.

Fortunately there are several ways to estimate this reference level indirectly, and several lines of evidence suggest a value of the order of 1-2 % of the flux.

(i) The statistics of spot-crossing events during the HST observations suggests a 1-2 % reference level (see Sing et al. 2011 for details). This is valid if the portion of the star crossed by the planet is typical of the whole stellar surface in terms of spot coverage.

(ii) Agirain et al. (2012) find that in stochastic star spot simulations as well as in the Sun, the reference level is above the maximum of the light curve by a value that is comparable to the variance of the light curve itself. A much higher value requires unnatural spot configurations, and in the case of HD 189733 these configurations would have to survive for many spot cycles in order to maintain the observed variance of the light curve much below the reference level.

(iii) The transmission spectrum in the visible does not show any spectral feature associated with star spots, most notably the broad wings of the stellar sodium line and the MgH line, which have a steep temperature dependence (see Sing et al. 2011 figure 10). This would be expected if the reference level was much higher than 1-2 percent.

#### 3.1.2 Estimating $c_\lambda$

To estimate $c_\lambda$, we use the same procedure as Pont et al. (2008) and Sing et al. (2011). As far as can be gathered from the spectrum changes during the spot crossings observed with STIS and ACS, a mean temperature of 4250 ± 250 K
provides a good model of the spectral energy distribution of spots.

We model the spot-free photosphere using a MARCS stellar model (Gustafsson et al. 2008) with solar metallicity, log g = 4.5 and Teff = 5000 K. For the spots, we used similar models, but with cooler temperatures (4000, 4250 and 4500 K). We refer to each spectrum by its temperature, for example F4000(λ) is the 4000 K spectrum. We compute a model spectrum for a star with a fraction δ of the projected visible area covered in spots at temperature T:

\[ F_{\text{spotted}}(\delta, \lambda, T) = (1 - \delta)F_{5000}(\lambda) + \delta FT(\lambda) \]

where we have ignored limb-darkening.

We then compute the resulting flux relative to the spot-free case for a given observational setup:

\[ f_i(\delta, T) = \frac{\int F_{\text{spotted}}(\delta, \lambda, T)L_i(\lambda)d\lambda}{\int F_{5000}(\delta, \lambda, T)L_i(\lambda)d\lambda} \]

where \( L_i(\lambda) \) is the combined instrument, filter and detector throughput for observational setup \( i \). Where available, we used resolved transmission curves, linearly interpolated to the resolution of the MARCS spectra. Otherwise we used top-hat functions for the relative spectral response curve (in W/nm), specifying only the minimum and maximum wavelengths.

To combine the out-of-transit photometry from different observatories, we need the ratio between the amplitude of the brightness variations in two observational setups. This is given by:

\[ R_{ij}(\delta, T) = \frac{1 - f_i(\delta, T)}{1 - f_j(\delta, T)} \]

We report these ratios in Table 4 where \( i \) is always the APT. Note that the value of \( \delta \) has minimal impact on the amplitude ratios, provided \( \delta \ll 1 \). We used \( \delta = 0.01 \) to obtain the ratios reported in the table.

3.1.3 Discrepant APT season

Fig. 4 shows the APT photometry for the three comparison stars relative to each other. This suggests that one of the seasons is of markedly lower quality than the others (between JD 2455150 and 2455400) and may have an incorrect zero-point for HD 189733. This corresponds to the season with the most discrepant behaviour of the Gaussian process interpolation for HD 189733 (Fig. 3). The Gaussian process approach does not include a model of a zero-point change (which would be completely degenerate with a change in flux of HD 189733). We therefore choose not to use the data for this season.

Only the STIS spectrum was taken during this season, and indeed, if we re-scale the STIS and ACS observation using the Gaussian process interpolation, we observe a large discrepancy between the two spectra over the wavelength range at which they overlap. Since we do not consider actual change in atmospheric properties at this level (“weather”) to be plausible, we suspect higher uncertainties in the measurement of the stellar flux during the lower-quality season to be responsible for the mismatch.

Like in Sing et al. (2011), we therefore use the assumption that the spectrum has to be compatible across the over-
lapse in wavelength and choose the spot level that correctly connects the STIS and ACS spectra.

### 3.2 Corrections for spots crossed by the planet

Occultations of star spots by the planet are clearly seen in the ACS and STIS transit curves. Figures 5 and 6 show the residuals around the best-fit transit model (with the same system parameters for all data sets), for visible and infrared data respectively. One remarkable feature of the ensemble data is that each single visit in the visible shows the signature of occulted star spots. No such events are seen in the infrared. The signal-to-noise ratio of spot occultations is much lower in the infrared data, both because the noise on individual data points is higher, and because the spot-to-photosphere contrast becomes lower at longer wavelengths. This strongly suggests that undetected spot crossings are present in the infrared data as well. Figure 7 shows quantitatively how star spots can be missed in the infrared data.

At visible wavelengths, we use only the parts of the data that appear unaffected by significant star spot crossings. This corresponds to using $\alpha = 1$ in Equation 1.

In the infrared, since individual spot crossings cannot be identified, we must rely on an estimate of the average effect of occulted spots. If the spots are randomly distributed on the surface of the star, the effect of occulted and unocculted spots will compensate each other on average ($\alpha = \alpha'$ on average). The effect of spot crossing by the planet will be to increase the error in this estimate, due to the low-number statistics of individual spot crossings.

Table 4. The scaling factors for the effect of star spots at three different temperature, 4000, 4250 and 4500 K.

| Instrument | Wavelength(nm) | $c_{4000}$ | $c_{4250}$ | $c_{4500}$ |
|------------|----------------|------------|------------|------------|
| STIS (G430L) | 290 – 370 | 1.130 | 1.244 | 1.403 |
| STIS (G430L) | 370 – 420 | 1.082 | 1.160 | 1.255 |
| STIS (G430L) | 420 – 470 | 1.049 | 1.072 | 1.106 |
| STIS (G430L) | 470 – 520 | 1.037 | 1.065 | 1.087 |
| STIS (G430L) | 520 – 570 | 0.965 | 0.955 | 0.946 |
| STIS (G75M) | 581 – 592 | 0.958 | 0.930 | 0.902 |
| STIS (G75M) | 592 – 603 | 0.936 | 0.897 | 0.863 |
| STIS (G75M) | 603 – 615 | 0.908 | 0.880 | 0.856 |
| STIS (G75M) | 615 – 626 | 0.947 | 0.908 | 0.864 |
| STIS (G75M) | 626 – 637 | 0.917 | 0.881 | 0.845 |
| STIS (G75M) | 588 – 590 | 1.047 | 1.067 | 1.049 |
| STIS (G75M) | 589 – 589 | 1.086 | 1.168 | 1.230 |
| ACS (G800L) | 550 – 600 | 0.948 | 0.922 | 0.898 |
| ACS (G800L) | 600 – 650 | 0.916 | 0.884 | 0.850 |
| ACS (G800L) | 650 – 700 | 0.882 | 0.849 | 0.808 |
| ACS (G800L) | 700 – 750 | 0.811 | 0.789 | 0.760 |
| ACS (G800L) | 750 – 800 | 0.762 | 0.746 | 0.721 |
| ACS (G800L) | 800 – 850 | 0.724 | 0.714 | 0.691 |
| ACS (G800L) | 850 – 900 | 0.702 | 0.692 | 0.664 |
| ACS (G800L) | 900 – 950 | 0.675 | 0.665 | 0.638 |
| ACS (G800L) | 950 – 1000 | 0.660 | 0.647 | 0.619 |
| ACS (G800L) | 1000 – 1050 | 0.653 | 0.636 | 0.603 |
| WFC3 (G141) | 1099 – 1153 | 0.601 | 0.575 | 0.545 |
| WFC3 (G141) | 1500 – 1694 | 0.484 | 0.438 | 0.330 |
| NICMOS (G206) | 1463 – 1520 | 0.525 | 0.408 | 0.365 |
| NICMOS (G206) | 1520 – 1578 | 0.504 | 0.365 | 0.32 |
| NICMOS (G206) | 1578 – 1635 | 0.470 | 0.320 | 0.283 |
| NICMOS (G206) | 1635 – 1693 | 0.459 | 0.299 | 0.263 |
| NICMOS (G206) | 1693 – 1750 | 0.429 | 0.290 | 0.255 |
| NICMOS (G206) | 1750 – 1807 | 0.447 | 0.289 | 0.254 |
| NICMOS (G206) | 1807 – 1865 | 0.441 | 0.286 | 0.250 |
| NICMOS (G206) | 1865 – 1922 | 0.431 | 0.280 | 0.244 |
| NICMOS (G206) | 1922 – 1980 | 0.447 | 0.297 | 0.254 |
| NICMOS (G206) | 1980 – 2037 | 0.436 | 0.289 | 0.250 |
| NICMOS (G206) | 2037 – 2094 | 0.418 | 0.276 | 0.241 |
| NICMOS (G206) | 2094 – 2152 | 0.411 | 0.274 | 0.241 |
| NICMOS (G206) | 2152 – 2209 | 0.397 | 0.267 | 0.235 |
| NICMOS (G206) | 2209 – 2267 | 0.393 | 0.270 | 0.238 |
| NICMOS (G206) | 2267 – 2324 | 0.388 | 0.278 | 0.251 |
| NICMOS (G206) | 2324 – 2381 | 0.391 | 0.293 | 0.267 |
| NICMOS (G206) | 2381 – 2439 | 0.392 | 0.303 | 0.278 |
| NICMOS (G206) | 2439 – 2496 | 0.404 | 0.305 | 0.272 |
| NICMOS (F166N) | 1649 – 1667 | 0.455 | 0.298 | 0.263 |
| NICMOS (F187N) | 1864 – 1884 | 0.423 | 0.271 | 0.236 |
| Spitzer (3.6) | 3200 – 3900 | 0.306 | 0.272 | 0.234 |
| Spitzer (4.5) | 4000 – 5000 | 0.283 | 0.253 | 0.230 |
| Spitzer (5.8) | 5100 – 6500 | 0.266 | 0.246 | 0.224 |
| Spitzer (8.0) | 6400 – 9300 | 0.267 | 0.242 | 0.210 |

Throughout this paper we designate as “visible” the observations shortwards of 1 µm, and “infrared” beyond. This does not correspond to human eye sensitivity, but rather to the use of CCD-detectors for the first category and infrared-array detector for the second, which separates the observations into different categories for the purpose of reduction and analysis.
Figure 5. Residuals compared to the transit model for the STIS and ACS visits, integrated over all wavelengths. The vertical axes are scaled so that the same star spot would produce an effect of the same amplitude (using the wavelength scaling in Table 4 with $T_{\text{spot}} = 4250$ K).

Figure 6. Residuals compared to the transit model for the NICMOS photometric visits, integrated over all wavelengths. The data was binned by groups of 7 points to make the temporal coverage comparable to the ACS and STIS data of Fig. 5. The vertical axis are scaled so that the same star spot would produce an effect of the same amplitude (using the wavelength scaling in Table 4 with $T_{\text{spot}} = 4250$ K).
Figure 7. Left: residuals around a transit model from the three medium-resolution STIS HST visits, showing the ubiquitous effect of occulted spots. Right: Same residuals, with the spot effect scaled to the expected amplitude at 8 µm, and added errors corresponding to those of Spitzer measurements at 8 µm (3.7 × 10^{-4} per minute).

each other, given that the second is the sum of the contribution of the occulted star spots with the effect of unocculted star spots (of the same amplitude on average) and the instrumental systematics. A scatter of 0.3 % at 8 µm on α due to unrecognised star spot crossings is compatible with all three.

We therefore use 0.3 % at 8 µm as an additional uncertainty in the depth measurement of individual transits due to unidentified spot crossings, and use α = <α'> to calculate our best estimate of the transit radius in the infrared data. This value is scaled with the factors in Table 4 at other wavelengths.

3.3 Limitations of the spot corrections

Several lines of evidence and cross-checks allow us to build some confidence on the spot corrections. We have also stayed as conservative as possible in our assumptions about the effect of unseen spots in the infrared data. As a result, the uncertainties in the infrared measurements are significantly larger than in previous studies.

Nevertheless, some coincidences and compensating effects remain possible. We identify some of them here.

The mean effective temperature of spots is calculated from the large spot crossings in the ACS and STIS data. It is possible that this temperature is only representative of larger spots, and that there is a large population of smaller spots with a weaker temperature difference. Such a "leopard skin" model for HD 189733 would modify the transmission spectrum in ways that would be virtually impossible to correct with the available data. Nevertheless, with smaller and more numerous spots, the effects of occulted and unocculted spots tend to average out over the scale of a full transit.

The level of unocculted spots, that we have estimated to be 1-2% in the previous section, could be much higher. This scenario requires a certain number of coincidences to remain compatible with the observations. First, the spots must be preferentially situated out of the path taken by the planet across the star during the transit (the planet crosses the 31-55° latitude range of the star, see Fig. 8), so as to reproduce the statistics of crossed spots and the variability of measured depth at 8 µm. This is possible with a large polar spot region, for instance. The spot configuration would also have to remain remarkably stable, to reproduce the variability of the APT light curve over more than five years. Also, the MgH feature expected with such a high spot dimming (see Fig. 10 of Sing et al. [2011]) is not seen, which requires the spot spectrum to be anomalous and different from a cooler stellar photosphere (this last point is not as unlikely as it sounds, the TrES-1 spot occultation observed with ACS in Rabus et al. [2009] for instance show a spectrum for the spot that seems flatter than expected, and in our STIS spectrum, the expected MgH spectral feature of the spot near 5000 Å seems absent).

The distribution of spots could also be strongly uneven in latitude, undermining the α = <α'> relation used for the infrared transit. This would bias the connection of the infrared and visible parts of the transmission spectrum.

We consider these situations less likely than our default assumptions, and will leave them as possible caveat unless they are supported by empirical evidence.

3.4 “Weather” variability

Reconstructing a unique transmission spectrum from data taken at different times rests on the assumption that in-
trinisc variations in the planetary spectrum (“weather”) are smaller than the observational uncertainties.

Any variation between different runs at the same wavelength could be explained by actual variations in the transmission spectrum of the atmosphere of the planet. Nevertheless, in our most accurate datasets (ACS, STIS, NICMOS filters), radius measurements repeated with the same instrument agree with each other within the uncertainties without intrinsic variations in the planet (in the infrared, the uncertainties related to spot and instrument effect corrections are larger than the variations between different measurements).

Moreover, the radius variations that we measure span several atmospheric scale heights, which is much larger than the expected variations due to planetary weather.

We therefore assume that the observed variations are due to the mean atmospheric transmission spectrum around the planet combined with observational uncertainties, rather than the actual variations of the atmospheric transmission spectrum.

Building a single transmission spectrum from our data sets rests on this assumption.

4 RESULTS

4.1 Combined UV-to-IR transmission spectrum

Table 6 and Figure 10 give the resulting values for the planet size as a function of wavelength, after applying the spot correction and uncertainty estimates detailed in the previous Section, using $T_{\text{spots}} = 4250 \pm 250$ K.

In Table 6 and Figure 10, the spectrum data is averaged over a limited number of passbands, arbitrarily chosen when combining data from different instruments. A condensate-free model of the transmission spectrum of HD 189733b from Fortney et al. (2010) is plotted for comparison.

The passband-average data in Table 6 are given for comparison with broad-brush models of the dependence of transit radius on wavelength. Detailed models of the transmission spectrum should be compared to the full data in Table 6 rather than the binned version, adding, if necessary, the detailed shape of the sodium line reported in Huitson et al. (2011) and Huitson et al. (2012). The overall slope is compatible with Rayleigh scattering by solid or liquid particles (with sizes below 0.1 μm), with a $\lambda^{-4}$ dependence of the cross section, evenly distributed in an atmosphere at $T \sim 1300$K. The increasing slope towards the UV and the height of the sodium line suggest a temperature rise in the upper atmosphere. The core of the sodium doublet, and possibly the sodium doublet, are visible above the haze Rayleigh signature and constrain the altitude at which the haze is seen: low enough to leave the core of the lines seen, but high enough to cover the pressure-broadened wings of the sodium and potassium doublets.

The infrared data is compatible with a featureless spectrum, as well as with the presence of muted molecular features. With the addition of the uncertainties for undetected spot crossings, none of the measured variations in radius in the infrared exceeds the uncertainties. We note that our multi-instrument, multi-transits approach is not best suited to the detection of features in specific spectral ranges. This is better done by analysing data from a single instrument, preferably acquired during a single transit. The issue of infrared features is discussed in detail in Gibson et al. (2011) for the 1-2 μm range and Desert et al. (2011) at longer wavelengths.

It is remarkable, though, that the more data sets accumulate, the nearer they evolve towards a featureless continuum, similar to the visible. Indeed, the most economical inference from the observations would be a monotonic decrease of the transit radius towards longer wavelengths, with no spectral feature rising above the noise level.

By contrast, clear-atmosphere models struggle to reproduce the observed transmission spectrum of HD 189733b. This is most obvious in the visible, but is also the case in the infrared. Clear-atmosphere models with molecules predict water features between 1 and 2 μm that are incompatible with the NICMOS filter data (Sing et al. 2009), and a rising opacity and larger transit radius at 8 μm than at 4.5 μm, that the data do not suggest. An entirely flat spectrum in the infrared produces a comparable fit to the passband-averaged data than the clear-atmosphere model plotted in Figure 10 (reduced chi-square near 0.9 in both cases).
### Table 5.

Transmission spectroscopy results for all data sets. Note that the uncertainties on the transit radius are not independent (i.e. the uncertainties on the differences between two values of the radius ratio measured with the same instrument at the same epoch is smaller than the combination of the uncertainties on the absolute radius ratios given above).
4.2 Simple extended-haze model

The 0.6-1 μm transmission spectrum from ACS was interpreted by Lecavelier Des Etangs et al. (2008) and subsequently as the signature of a single high-altitude layer of scattering haze. The grains must be abundant enough to provide a higher opacity than the wings of the sodium and potassium lines, and transparent enough in the visible so that the Rayleigh slope dominates over absorption. Dust and clouds have been considered as a possible important components in the atmosphere of hot Jupiters since the first atmosphere models and observations. The atmospheric temperature of hot Jupiters like HD 189733b correspond to spectral type L and T for brown dwarfs, and observations have shown that these objects have very red colours (Kirkpatrick et al. 2000), interpreted as due to the effect of dust in their atmosphere (Chabrier et al. 2000). Several common grain-forming elements have condensation temperatures above the temperature of late L-type objects, including enstatite (MgSiO$_3$), forsterite (Mg$_2$SiO$_4$), corundum (Al$_2$O$_3$) and elemental iron (Fe). Of these, only enstatite is transparent over the visible wavelength range (Dorschner et al. 1995, Lecavelier Des Etangs et al. 2008).

The explanation of the ACS result in terms of a thin, high-altitude layer of enstatite haze made specific predictions about the rest of the spectrum that were not borne out by the observations. The spectrum was expected to flatten towards the UV, as the wavelength becomes comparable...
to the size of the grains and therefore moves to the flat part of the Mie scattering curve. It was also expected to drop sharply towards the infrared, where the line of sight reaches regions below the haze layer. Measuring these two features was the main motivation of the HST observing programme GO-11740. Neither was corroborated by the new observations with STIS and WFC3.

The ACS and STIS observations are compatible with the $\lambda^{-4}$ dependence of Rayleigh scattering over more than 5 atmospheric scale heights, i.e. more than two orders of magnitude in pressure (see Figure 10). In the infrared the spectrum becomes flatter, and remains above the extension of the Rayleigh slope.

An extension of the haze hypothesis can account for these observations. Condensates not confined to a high-altitude layer, but extending over most of the atmosphere, can be expected to produce this type of spectrum. At higher altitudes, small grains produce the Rayleigh slope. At lower altitudes, grains become larger, and their size gets closer to the wavelength, producing a flatter spectrum, until a cloud deck layer is reached that entirely scatters or absorbs the incoming star light.

A full model of the transmission spectrum of HD 189733b in terms of haze and clouds is beyond the scope of this paper, and probably unwarranted given the present amount of observational constraints. We develop here a first-order, qualitative model to account for the observed spectrum with few assumptions and free parameters.

### 4.2.1 Rayleigh slope

The Rayleigh scattering cross section evolves as:

$$\sigma = \frac{2\pi^5}{3} \left( \frac{n^2 - 1}{n^2 + 2} \right)^2 a^6 \lambda^3$$

(5)

where $a$ is the grain size and $n$ the refraction index. Since the dependence on grain size is very steep, $\sigma \propto a^6$, for most grain size distributions, the largest grains will dominate the scattering cross section. In the case of HD 189733b, the transmission spectrum implies that the maximum grain size remains similar over five scale heights or more in the upper atmosphere. It also implies that their abundance remains approximately constant. Therefore, keeping the Rayleigh slope in the transmission spectrum over such a large wavelength range requires well-mixed grains with a constant size cutoff.

### 4.2.2 Settling regime

The size distribution of grains with altitude for condensates in a planetary atmosphere is controlled by a balance between the timescale for the gravitational settling of the grains, and the timescale for replenishment of the grain population.

At a given altitude, the maximum grain size $a_{\text{max}}$ sustained will be the one for which the two timescales coincide:

$$\tau_{\text{set}}(a_{\text{max}}) = \tau_{\text{rep}}(a_{\text{max}})$$

(6)

where $\tau_{\text{set}}$ and $\tau_{\text{rep}}$ are the settling and replenishment timescales.

Following Ackerman & Marley (2001) and Woitke & Helling (2003), we estimate the settling timescale by calculating the time taken for grains to cross one atmospheric scale height at their terminal fall velocity.

The terminal velocity of the particles is obtained by balancing the pull of gravity against the drag of the gas flow:

$$\tau_{\text{set}} = H/v_{\text{fall}}$$

(7)

where $H = \frac{kT}{m \nu g}$ is the atmospheric scale height ($k$ is the Bolzmann constant, $T$ the temperature, $\mu$ the mean molecular weight, $m_a$ the atomic mass unit, $g$ the gravity in the atmosphere). $v_{\text{fall}}$ is the terminal velocity for particles of a given size due to atmospheric drag.

Different expressions for the atmospheric drag can be used depending of the flow regime affecting the grains. For low gas densities, the flow is molecular (Brownian motion). The transition from molecular to viscous flow is described by the Knudsen number, defined as the ratio of the mean free path to the particle size:

$$K_n = \frac{l}{2a}$$

(8)

Values of $K_n$ near 1 separate molecular flow, where individual impacts dominate the dynamics of the particle, from laminar flow, where the gas is dense enough to be treated as a viscous fluid.

For the grain sizes, gas pressures and temperatures relevant here ($a < 10 \mu m$, $p < 1 \text{ bar}, T \geq 1000 \text{ K}$), the Knudsen number is much larger than unity, so that the flow is closer to molecular than to viscous. In that case (Woitke & Helling 2003):

$$v_{\text{fall}} = \sqrt{\frac{2 \gamma kT}{\mu \rho_{\text{gas}}}} \frac{\rho_{\text{cond}} g}{c_T}$$

(9)

where $\rho_{\text{cond}}$ and $\rho_{\text{gas}}$ are the density of the grains and gas, and $c_T$ is the sound speed in the gas:

$$c_T = \sqrt{\frac{\gamma kT}{\mu m_a}}$$

(10)

Using the ideal gas equation of state, $\rho_{\text{cond}} = 3.2 \times 10^{-4} \text{ kg m}^{-3}$ (Ackerman & Marley 2001, for enstatite) and the following parameters for HD 189733b, $T=1200 \text{ K}$, $g = 21 \text{ m s}^{-2}$, $\mu = 2.35$, $\gamma = 7/3$, gives for molecular flow:

$$\tau_{\text{set}} = \frac{p}{1 \text{ bar}} \left( \frac{a}{1 \mu m} \right)^{-1} 2 \cdot 10^6 \text{s}$$

(11)

Thus, for instance, the settling timescale for 0.1 $\mu m$ at 10 mbar is about eight months.

For the purpose of a first-order understanding of the transmission spectrum, the important parts of the expressions above for $v_{\text{fall}}$ is its dependence on particle size and gas pressure:

$$v_{\text{fall}} \propto a^1 \rho_{\text{gas}}^{-1}$$

(12)

The replenishment timescale $\tau_{\text{rep}}$ cannot be estimated robustly from present models and observations. Equilibrium 1-D atmosphere models do not predict the formation of any condensates, because the atmosphere is vertically stable against convection. 3-D models tracking the motion of grains have not been constructed yet for hot Jupiters, although this is expected to change soon.

Two processes could account for grain formation: a vertical exchange of mass in the atmosphere, due to the vigorous day-night atmospheric circulation, for instance via eddy diffusion, or the formation of photochemical haze through...
the direct action of the stellar irradiation. In both cases, the grain formation timescale is not known at present. We therefore leave $\tau_{\text{rep}}$ as a free parameter.

In the case of vertical mixing, note that this parameter can be directly linked to the vertical momentum diffusion parameter $K_{zz}$, used for instance in Spiegel et al. (2009) and Youdin & Mitchell (2010) to parameterise vertical mixing in hot Jupiters:

$$\tau_{\text{rep}} = \frac{H^2}{K_{zz}}$$

Values of $K_{zz}$ are found to be $10^3 - 10^5 \text{ cm}^2 \text{ s}^{-1}$ in brown dwarf models (Freytag et al. 2010). Spiegel et al. (2009) find that values up to $10^{11} \text{ cm}^2 \text{ s}^{-1}$ are required to keep TiO aloft in hot Jupiters and produce a stratospheric inversion (note that in this context, $K_{zz}$ is used simply to parametrize the amount of vertical mixing, regardless of the actual process responsible for the transport).

A value of $K_{zz} = 10^{11}$ corresponds to a replenishment timescale of 1 hour for HD 189733b, a value of $K_{zz} = 10^3$ to $10^4$ years. Note that there is no physical reason for $K_{zz}$ to be constant as a function of height in the atmosphere. On the contrary, large changes are to be expected. Convective mixing for instance tends to produce $K_{zz} \propto \rho^{-1/3}$.

If the formation process produces grains of all sizes, and the size distribution at any given height is dominated by the balance between settling and replenishment, then in the molecular regime, the size distribution at any given height is dominated by a grain size constant. In that case, the amount of vertical mixing remains constant as a function of height in the atmosphere. On the contrary, large changes are to be expected. Convective mixing for instance tends to produce $K_{zz} \propto \rho^{-1/3}$.

If the formation process produces grains of all sizes, and the size distribution at any given height is dominated by the balance between settling and replenishment, then in the molecular regime, $\tau_{\text{set}} \propto a p^{-1/3}$ implies, assuming a constant $\tau_{\text{set}},$

$$a_{\text{max}}(p) \propto p$$

This relation between particle size and pressure corresponds to:

$$dR = -4/7d \ln(\lambda)$$

if the initial grain size distribution is assumed to be flat in terms of number of grains ($n(a) \propto 1$), and

$$dR = -d \ln(\lambda)$$

if the initial grain size distribution is assumed to be flat in terms of mass fraction of grains of difference sizes ($n(a) \propto a^{-1/3}$). The derivation of these relations is given in Appendix C.

### 4.2.3 Cloud deck

A third possible regime is a “cloud deck” dominated by large grains. The effect of a layer of clouds with large grains is well approximated by a linear cut at a given height in the transmission spectrum (Seager & Sasselov 2000).

### 4.2.4 Haze+cloud scenario

Figure 11 illustrates these three regimes in the transmission spectrum, (i) Rayleigh scattering by well-mixed small grains, (ii) settling grains, and (iii) cloud deck. It illustrates how a haze+cloud scenario could account for the broad features of the observed spectrum.

This haze+cloud scenario is partly inspired from examples in the Solar System. Venus and Saturn for instance have an atmosphere dominated by clouds, with a layer of haze above the clouds made of smaller particles, that dominates the opacity to incoming sunlight in the visible (e.g. Knollenberg & Hunten 1980).

We note that the observed transmission spectrum suggests a “bottleneck” effect on $K_{zz}$. From a certain point upwards, the vertical mixing must grow faster than the settling timescale (thus faster than $p^{-1}$) to keep the maximum grain size constant. In that case, the largest grains that can stay aloft above the cloud deck (~0.1 µm in size) are well mixed all the way to the highest layers. It is the simplest way to produce a constant Rayleigh slope over several scale heights, as observed.

### 5 HAZE AND CLOUDS IN THE PHASE CURVE AND ECLIPSE DATA

#### 5.1 New/revised eclipse and phase curve data

Information on the atmosphere of HD 189733b is also available from measurements of the secondary eclipse and phase curve in several infrared channels. The secondary eclipse in a given passband measures the brightness temperature integrated over the whole day hemisphere of the planet. The phase curve measures the day-night contrast in brightness temperature. The phase curve also measure the shift of the hottest spot on the planet, due to the jets redistributing heat from the day side to the night side.

The realisation that the transmission spectrum from UV to mid-infrared is very different from clear-atmosphere predictions leads us to revisit these eclipse and phase curve data as well. It would be surprising that the haze/cloud/dust component were to dominate the transmission spectrum entirely around the whole planetary limb, and have no effect on the emission spectra measured by the eclipse and phase curve. Condensates will not only affect the shape of the emergent spectrum, but by modifying the radiative transfer, affect the redistribution of heat around the planet as well.

Knutson et al. (2012, hereafter K12) presents new eclipse and phase curve data, and a re-discussion of previous data sets, in the Spitzer passbands at 3.6, 4.5, 8 and 24 µm. Their results are summarised in Table 2. The seminal results of Knutson et al. (2007b) showed that at 8 µm, the Spitzer light curve indicates an eastward shift of the hot point of $16 \pm 6^o$, and a day-night temperature contrast of $\sim 350$ K (K12 show that instrumental systematics make this last number unreliable). The phase curves at 3.6, 4.5 and 24 µm present eastward shifts (listed in Table 2) that at compatible with the finding at 8 µm.

#### 5.2 Puzzling features explained by the haze/clouds scenario

Intriguingly, there are several features of the secondary eclipse and phase curve information that the clear-atmosphere models in K12 struggle to explain, and that would be natural consequences of an atmosphere dominated by haze opacity.

K12 do not include the condensates in their modelling and discussion of the eclipse and phase curve data. The reason, presumably, is that the emission spectrum probes...
Figure 11. Spectrum and model as in previous figure. The dotted lines, from left to right, indicate the effect of Rayleigh scattering at 2000K, 1300 K, a cloud with grain sizes increasing linearly with pressure, and an opaque cloud deck.

Table 7. Day-night temperature contrast, day-side temperature, and hot-spot eastward longitude shift, observed and expected from a circulation model, for HD 189733b. The temperatures are geometric means over the planetary disc. Data from Knutson et al. (2012) except the 8 µm and 24 µm day-side temperatures from Cowan & Agol (2011). The uncertainty of the temperature amplitude at 8 µm is unreliable because of instrumental systematics. (*) according to our re-analysis in Appendix B, the uncertainties of the day-night temperature differences at 3.6 and 4.5 µm should be ± 150 K and ±78 K.

| Wavelength [µm] | ΔT [K] | T_{day} [K] | φ_{hotspot} observed | φ_{hotspot} model |
|-----------------|--------|--------------|----------------------|-------------------|
| 3.6             | 503 (21*) | 1328 (11)   | 35° (6)              | 53°               |
| 4.5             | 264 (24*) | 1192 (9)    | 20° (5)              | 52°               |
| 8               | 350 (– )  | 1259 (7)    | 23° (3)              | 49°               |
| 24              | 188 (48)  | 1202 (46)   | 37° (8)              | 49°               |

5.2.1 Larger phase curve amplitude at 3.6 microns than in other passbands

Atmosphere models predict that the amplitude of the day-night temperature contrast increases with altitude, because the radiative timescale increases with higher densities much faster than the speed of the wind decrease (see e.g. Showman & Guillot 2002; Cooper & Showman 2005). In such case, a larger day-night temperature contrast indicates that we see the flux coming from a higher layer in the atmosphere.

The day-night temperature contrast at 3.6 µm is almost double that measured in other Spitzer passbands (see Table 7). K12 note that this is puzzling for a clear atmosphere dominated by absorption from molecular bands. In any non-pathological configuration, a higher temperature contrast indicates a higher-altitude contribution function. But all models based on molecules abundant in a hot Jupiter atmosphere suggest that the opacity at 4.5 µm should be higher than at 3.6 µm. The 4.5 µm band should therefore sample a higher layer of the atmosphere, and show a larger temperature contrast. The opposite is observed.

Equilibrium-chemistry models of hot Jupiters suggest that the opacity at 4.5 µm should be higher than at 3.6 µm (the non-equilibrium models of Moses et al. 2011 find a similar opacity in the two bands, but significantly underpredict the flux at longer wavelengths measured with Spitzer for HD 189733b).

This is arguably the observation in the Spitzer data that is the most robust and tightly connected to the physics of...
the atmosphere. It is left unexplained in K12. It also affects the interpretation of the day-side emission spectrum, because the assumption of a higher opacity at 4.5 μm is the foundation of the measurement of the temperature inversion in the atmosphere from the Spitzer passbands.

However, the presence of condensates can make the atmosphere more opaque at 3.6 μm than at 4.5 μm in spite of molecular absorption. A decrease of opacity with wavelength extending to the near infrared is suggested by the transmission spectrum.

In Section 5.2.3 below and Appendix B, we note that the uncertainties of the phase curve amplitudes at 3.6 and 4.5 μm may have been underestimated by a large factor in K12, due to an overestimation of the capacity of the gaussian-process interpolation to predict the flux variations on the timescale of the planetary orbit. If our re-assessment is correct, then the difference between the two amplitudes is reduced to the 1-2 σ significance level. Confirming this amplitude difference may be a good case for future Spitzer observations.

5.2.2 Reduced hot spot shift

The longitude of the eastward shift of the hot spot is expected to result from a competition between the heat transfer timescale and the heat loss timescale (identified in hot Jupiters to the advective timescale τ_{adv} and the radiative timescale τ_{rad}, e.g. Showman & Guillot 2002).

The observed eastward shift of the hot spot in the atmosphere is about half the expected values in the Spitzer channel. K12 discuss several possible explanations: a planet rotating slower than tidal circularisation, enhanced heavy-element abundances in the atmosphere, and an increased atmospheric drag. A slow-rotating planet or increased drag would increase τ_{adv} by slowing the atmospheric heat redistribution, whereas more heavy elements would reduce τ_{rad} by allowing more rapid cooling through atomic line emission.

An extended haze cover, however, would naturally bring the hot spot nearer to the sub-stellar point. Increased opacities move the photosphere to lower pressures, where the radiative timescale is shorter. To first order the eastward drift of the hot spot depends on the ratio τ_{rad}/τ_{adv}. τ_{rad} changes much more rapidly than τ_{adv} with pressure in hot Jupiters, to first order τ_{rad} \propto p^{-1} in the upper atmosphere, whereas τ_{adv} \propto p^{0.1}.

Therefore, raising the photosphere by about one scale height will result in decreasing the hot spot shift by 1/e. This is compatible with the indications from the transmission spectrum. The infrared opacities are roughly one scale height higher in the transmission spectrum than the clear-atmosphere expectations, which would predict a latitude for the hot spot reduced by the same factor compared to the clear-atmosphere models, as suggested by the observations.

5.2.3 Large brightness temperatures at 8 μm and 24 μm

K12 conclude that the observed 8 μm and 24 μm brightness temperatures are larger than the values predicted by clear-atmosphere models, both on the day side and on the night side. They are nearer to a black-body curve than to the expected spectrum sculpted by molecular absorption lines (see Fig. 12). K12 find the observations impossible to fit even with the added free parameters of a high-altitude grey absorber and non-equilibrium chemistry. Only modifying the planet rotation rate and the elemental abundances produces a satisfactory fit.

However, a brightness temperature at 8 and 24 μm closer to the shorter wavelengths than for a clear-atmosphere models is a natural prediction of a haze and cloud-deck configuration. Scattering and absorption by condensates shorten the altitude differences sampled by the different wavelengths. For a given temperature gradient with altitude, the brightness temperatures will be correspondingly closer, bringing the emergent spectrum nearer to a blackbody.

5.2.4 Flat spectrum at 5-14 μm

The observations at 3.6, 4.5, 5.8, 8, 16 and 24 μm with Spitzer are passband-integrated time series, and therefore do not provide information on the local shape of the emissions spectrum. Grillmair et al. (2007) observed the eclipse spectrum between 5 and 14 μm with the IRS spectrograph on Spitzer. These results show a less marked feature than in clear-atmosphere models (see figure 10 of K12, repeated in Fig. 12). Molecular features are predicted to cause a drop in the flux ratio beyond 10 μm that is not observed in data. In best-fit model from K12, for instance, the uncertainties must be stretched to make the observed spectrum marginally compatible with the model. While this configuration produces a satisfactory χ² statistics, it is improbable: random errors do not usually conspire to erase spectral features.

Again, lower-amplitude features are a natural prediction of cloudy/haze models. Reducing the amplitude of molecular feature is an observed effect of condensates in L-type brown dwarf spectra.

5.3 “Dusty” scenario for HD 189733b

Altogether, the simplest scenario compatible with the transmission spectrum – i.e. a gentle overall decrease of the opacity with wavelength – also explains observed anomalies in the emission and phase curve data. A global haze/cloud, with grains large enough near the infrared photosphere to affect radiative transfer, moves the photosphere upwards, reduces the hot spot shift, and damps the differences between the depth of the contribution functions for the different Spitzer channels. It may also make the atmosphere more opaque at 3.6 μm than at longer wavelengths.

K12 explain the above features in a piecemeal fashion, invoking several additional ingredients, such as enhanced metallicity, non-equilibrium chemistry, absence of tidal synchronisation. All these explanations are plausible. Still, none of the clear-atmosphere models can explain a high day-night contrast at 3.6 μm.

The introduction of “dusty” models was a leap forward in the study of brown dwarfs (see e.g. Allard et al. 2001 Kirkpatrick 2005 Saumon & Marley 2005), and our results suggests that a similar effort may be useful for hot planets like HD 189733b.
Observation                                      Dusty atmosphere | Clear atmosphere
---                                             ---             | ---
Shortwave transmission spectrum                ok              | no
Higher day-night contrast at 3.6 \(\mu\)m     ok?             | no
Longwave day-side brightness                   ok              | no
Featureless IRS spectrum                       ok              | difficult
Low hot-spot IRS spectrum                     difficult       | ok?
High transmission opacity at 4.5 \(\mu\)m      difficult       | ok?

Table 8. Compared capacity of “dusty” and “clear” atmosphere scenarios to account for observations. *: requires non-equilibrium CO absorption according to K12.

5.4 Remaining discrepancies

Some features of the observations do not fit neatly in the simplest models, even when including the possible effects of condensates.

One is the marginal indication in the transmission spectrum that the radius at 4.5 \(\mu\)m is larger than at 3.6 \(\mu\)m. Uncertainties due to the effect of star spots on the transit depth (discussed in Section 3) imply that this is only at the \(\sim 1 - \sigma\) significance level, and both K12 observe a larger radius at 4.5 \(\mu\)m.

This would be difficult to reconcile with the phase curve amplitude being larger at 3.6 \(\mu\)m. Only large changes in the relative opacities between the two channels around the planet could account for both features. There is also a marginal indication of a lower opacity at 3.6 \(\mu\)m from the higher hot spot shift. The simplest haze model would predict the phase shift to decrease with increased opacity. This is a less stringent constraint than the day-night temperature contrast though, because the longitude of the hot spot depends on the details of the atmospheric circulation, and the \(\frac{\tau_{adv}}{\tau_{rad}}\) approximation is rather crude.

We note that there is a tension between the phase curve, hot point shift and transit depth results at 3.6 and 4.5 \(\mu\)m in K12, in both the clear and dusty scenario. Given the importance of star spots and instrumental effects, it is possible that one of these results will turn out to be modified in light of further observations.

K12 give the highest significance to the phase curve amplitude, and consequently this observation has a strong weight in our interpretation. However, the phase curve of the planet is entangled with the variability of the hot star in the infrared light curves. K12 use the Gaussian-process interpolation of the APT light curve given in Appendix A to constrain the variation in the stellar flux during the planetary orbit to recover the phase curve. There are two pitfalls with this procedure though. The first is that there is no APT measurements close in time to the Spitzer measurements, so that a large extrapolation over time is required. The second is that the time sampling of the APT light curve (one point per day typically) is not adapted to resolving the curvature of the light curve on the time scale of the planetary orbit (2.2 days). This implies that the constraint on the shape of the stellar contamination to the measured phase curve will depend mainly on the assumptions made on the covariance kernel of the Gaussian process, rather than on the data itself.

In Appendix B, we study how these two factors may have led to an under-estimation of the uncertainties on the phase curve amplitudes at 3.6 and 4.5 \(\mu\)m in K12. We are helped by the availability of one month of precise continuous monitoring of HD 189733b with the MOST satellite. This provides an empirical check on the capacity of the Gaussian-process interpolation to constrain the curvature of the stellar light curve over the time scale of the planetary orbit.

We find that indeed, the capacity of the Gaussian-process interpolation to constrain the stellar contribution is severely limited. Consequently, we recalculate the uncertainties on the phase curve amplitude as \(27 \times 10^{-5}\) and \(25 \times 10^{-5}\) for 3.6 and 4.5 \(\mu\)m respectively (instead of \(6 \times 10^{-5}\) and \(9 \times 10^{-5}\) in K12). This translates in uncertainties of \(\pm 150\) K and \(\pm 78\) K on the temperature contrasts (instead of \(\pm 21\) K and \(\pm 24\) K).

The details are given in Appendix B. With these uncertainties, the phase curve amplitude at 3.6 \(\mu\)m is still larger than at 4.5 \(\mu\)m, but with a significance reduced to \(\sim 2\sigma\).

6 A NEW PICTURE OF THE ATMOSPHERE OF HD189733B

In this Section we explore some consequences of the haze+cloud scenario for the planet HD189733b.

6.1 Is a hot stratosphere ruled out?

The presence of an inverted temperature profile near the photosphere has been inferred for several hot Jupiters from the relative fluxes in the 3.6 and 4.5 \(\mu\)m bands (Fortney et al. 2010). Since the opacity at 4.5 \(\mu\)m is assumed to be higher because of molecular bands, a higher surface temperature at 4.5 \(\mu\)m is interpreted as a sign of a temperature increasing with height in the atmosphere. Some hot Jupiters are thus thought to possess “hot stratospheres”, likely caused by a visible-light absorber at high altitude.

Since the brightness temperature observed for HD 189733b at 4.5 \(\mu\)m is smaller than at 3.6 \(\mu\)m, a normal temperature profile (i.e. decreasing with height) is inferred.

However, the “dusty” scenario puts this argument on its head. If the opacity difference between the two bands is inverted, as suggested by the phase curve results, then the relation between the 3.6/4.5 temperature difference and the temperature profile is inverted as well. A smaller brightness temperature at 4.5 \(\mu\)m now implies a temperature profile increasing with height, i.e. a “hot stratosphere”. In this interpretation, HD 189733b would have an inverted temperature profile as well. The relation between the temperature brightness at 3.6 and 4.5 \(\mu\)m would be caused by an inverted ratio of opacities, combined with a rising temperature with altitude.
We note that an inverted temperature profile is a natural consequence of the “dusty” picture. If the opacity decreases from visible to near-infrared, it implies that the incoming flux from the star is absorbed higher than the outgoing thermal flux is emitted, i.e. an “anti-greenhouse” situation. This tends to produce a temperature inversion above the infrared photosphere (like the ozone layer on Earth).

In the transmission spectrum, the opacity in the visible is clearly higher than in the infrared, by about an order of magnitude. If that extends to deeper layers, the anti-greenhouse effect will be very strong.

To first order, the sign of the T-P profile near the photosphere for a hot Jupiter is set by the ratio of opacities at the wavelengths of the incident starlight to the opacity at the wavelengths of the outgoing thermal radiation from the planet. In the notation of Hubbard et al. (2001), a “Greenhouse factor” $\gamma$ can be defined as $\gamma = \kappa_s/\kappa_l$ where $\kappa$ are the flux-weighted opacities and $s$ and $l$ denote the shortwave and longwave opacities. $\gamma > 1$ corresponds to inverted temperature profiles.

This picture is modified, however, if the dust affects the opacities by a mixture of scattering and absorption. Heng et al. (2012) considered the effect of scattering in the simplified analytical framework of Guillot (2010). Then the temperature-pressure profile will depend on the absorption to scattering ratio.

We computed the expected T-P profile from the Heng et al. (2012) relation, assuming that the haze is purely scattering and that the absorption is dominated by the atomic and molecular lines expected from the models. This corresponds to $\gamma = 10$ and $\xi = 0.1$ in the notation of Heng et al. (2012). $\xi$ parameterises the ratio of scattering to absorption in the shortwave. Figure 13 shows the resulting T-P profile. A gradient of $dT/d(z/H) \sim 200$ K is found between the longwave and shortwave photospheres (we note that the analytical approximation predicts an isothermal profile near the infrared photosphere, but this is a probably unrealistic feature due to the two-band approximation used in separating the flux into a shortwave and longwave component).

This value is compatible with the measured dayside temperature difference between 3.6 and 4.5 $\mu$m (136 ± 14 K) combined with the pressure difference inferred from the phase curve amplitude ($\sim 2$), which corresponds to $dT/d(z/H) \sim 136/(2/e) = 184$ K.

The green line on Fig. 12 shows the expected secondary eclipse spectrum obtained from a model inspired entirely from the observations, without assumptions from atmosphere models. The opacity is assumed to be constant with wavelength throughout the infrared, following the transmission spectrum, except in the 3.6 $\mu$m channel. At 3.6 $\mu$m the photosphere is assumed to be one scale height higher in pressure, as suggested by the observed day-night temperature contrast. The temperature gradient near the photosphere is taken to be $+200$ K per scale height, as given by the analytic expression with a scattering haze. We adopted a T=5000 K Kurucz spectrum for the star.

The result is remarkably close to the observed Spitzer data, given the lack of tuneable parameters.

### 6.2 Pervasive dust

We therefore converge on the following model for the “dusty” scenario of the atmosphere of HD 189733b:

- Grains are present throughout the transparent part of the atmosphere. The mean size of grains decreases towards lower pressures, because of the balance between uplifting by vertical mixing, and gravitational settling.

- Scattering by dust dominates the transmission spectrum, causing the transit radius to diminish monotonically from 300 nm to 1 $\mu$m, and possibly all the way to the mid-infrared, masking the pressure-broadened wings of alkali-metal absorption and most molecular bands.

- Dust scattering and absorption in the visible, above the level of the thermal-infrared photosphere, causes a temperature inversion. The corresponding anti-greenhouse effect cools the mid atmosphere.

- The opacity decreases significantly from 3.6 to 4.5 $\mu$m because of large dust grains, causing the phase curve to be more pronounced in the first passband than in the second, contrary to expectations if molecules dominate the infrared opacities.
Because the heat is deposited and transported at lower pressure than in the clear-atmosphere case, the radiative timescales are lower, and the eastward shift of the hot-spot consequently lower. Another observable consequence of the same phenomenon is that the day-night amplitude is higher than expected from clear-atmosphere models, particularly at 3.6 μm.

Such highly modified opacities compared to a dust-free model, especially in the visible, will have significant consequences for the atmospheric circulation. Overall, the deposition of incoming starlight will be moved to lower pressures, lowering the radiative timescale. This will tend to make the redistribution of heat by atmospheric winds less efficient. Perna et al. (2012) have studied the first order effect of varying the ratio of visible to infrared opacities on the circulation and the eastward drift of the longitude of the hot spot.

The higher deposition of stellar energy in the atmosphere will also affect the energy budget of the planet. Many hot Jupiters have anomalously large radii, and this is thought to be due to a transformation of some of the incoming stellar radiation energy into internal entropy in the planet. The exact mechanism for this transformation is not yet determined. The two leading candidates are (i) deep dissipation of the day-night currents (Showman & Guillot 2002) (ii) magnetic drag (Batygin & Stevenson 2010; Perna et al. 2010). If the deposition of incoming starlight is moved to lower pressure, the efficiency of both mechanisms could drop considerably.

Obviously, the “dusty” interpretation of HD 189733b is at this stage only a possibility. The issue is under-constrained by the present data. Given the complexity of planetary atmospheres, the patchiness of the observations, and the difficulty of controlling instrumental effects in the data, a clear-atmosphere interpretation with various additional effects remains a valid option.

What kind of observations could allow us to discriminate between the two pictures? One prime candidate is the observation of the reflection spectrum of the planet in the visible and near-infrared. This is challenging but within reach of HST. A high albedo in the visible would indicate that scattering by condensates affects the zenith geometry as well as the grazing incidence. On the contrary, a very dark albedo would suggest that the hazes seen in the transmission spectrum are restricted to a high altitude and do not affect the visible opacities near the photosphere. The colour dependence of the albedo would provide a clue on the importance and grain size distribution of the clouds. Berdyugina et al. (2008, 2011) have claimed the detection of a high albedo in polarized light for HD 189733b, however these results were not confirmed (Wiktorowicz 2009).

Given the large amount of observations devoted to this planet, and the difficulty of correcting for the variability of the parent star, another way forward is to collect similar observations for other planets, in the hope that, as happened for brown dwarfs, ensemble data will be suggestive of the overall effect of condensates if they are a dominant factor for some hot Jupiters. Ongoing HST and Spitzer observation campaigns will address this issue. A dozen hot Jupiters may soon be observed with enough accuracy for a tentative examination of the “dusty atmosphere” hypothesis.

6.3 Origin and composition of the condensates

Thermal condensates are the most obvious candidate for the haze and clouds of HD 189733b. Scattering needs to dominate over absorption in the visible for the small, high-altitude grain, which favours < 0.1 μm enstatite grains. A solar abundance of silicates provides enough grains to account for the observed height of the scattering (see Lecavelier Des Etangs et al. 2008).

Since the condensation temperature of silicates is above 1500 K and the photosphere temperatures in HD189733b are in the 900-1400 K range, these grains would have to form in deeper parts of the planetary envelope, then be transported upwards. This is more difficult to conceive in hot Jupiters than in brown dwarfs, because the strong stellar forcing suppresses convection in the atmosphere. However, the day-night recirculation may imply a substantial amount of vertical motion, that can mix condensates where they would not form under equilibrium condition (Parmentier et al. 2013). In some models, convection operates in the cooler night side (Burkert et al. 2005; Dobbs-Dixon & Lin 2008). Gas-phase silicates dredged up from the night side could spread to the whole atmosphere, in equilibrium with gravitational settling.

One drawback of this scenario is that silicates are strongly absorbent in the mid infrared (beyond 8 μm), but the transmission data does not suggest increased absorption in the 8 μm and 24 μm bands.

Another type of candidate for condensates in hot Jupiter atmospheres are photochemical compounds, for instance sulphur and carbon soots produces by stellar UV radiation in the upper part of the atmosphere. Because HD 189733 is a very active star, the planet receives a large amount of UV, making photochemistry more likely. According to Zahnle et al. (2009a,b) though, carbon photochemical products are expected to be highly absorbent, and sulphur products should produce a large feature shortwards of 400 nm, neither of which correspond to the observed transmission spectrum of HD 189733b.

These two possibilities are not exclusive. Photochemical hazes can seed the formation of condensate clouds. This kind of interaction is known to operate on Earth and in planetary atmospheres in the Solar System.

6.4 Re-interpreting the two classes of hot Jupiter atmospheres

There is a stark contrast between the two hot Jupiters for which extensive spectroscopic data has been obtained, HD 189733b and HD 209458b. The atmosphere of HD 209458 b appears very transparent, with a low albedo, and sodium and possibly titanium oxide absorption in the red, and so transparent in the blue that scattering by the Hydrogen molecule becomes detectable. By contrast, the haze on HD 189733 b is sufficient to elevate the effective transit radius to a few millibars.

HD 209458b is the prototype of the inverted temperature profile hot Jupiters (measured by T_{3.6} < T_{4.5}), while HD 189733b represents the class with T_{3.6} > T_{4.5}. Fortney et al. (2008) used this dichotomy to separate hot Jupiters in two classes, the ”pM” and ”pL” classes, in analogy with the M and L spectral types of brown dwarfs. They spec-
ulate that in the hotter pM atmosphere, gaseous TiO and VO absorbs the visible star light above the infrared photosphere, thus causing a temperature inversion, whereas in the pL classes, the temperature is low enough for TiO and VO to condensate out of the gas phase.

Subsequent data have not supported a clean correlation between atmospheric temperature and the $T_{3.6}/T_{4.5}$ ratio. Knutson et al. (2010) has noted a strong correlation between activity in the host star and apparent temperature inversion inferred from the emission spectrum, which could correlate the temperature inversion with the UV flux of the star instead.

However, according to our results, it is possible that both HD 189733b and HD 209458b have inverted temperature profiles, the difference being that dust on HD 189733b modifies the opacities so that the effective temperatures in the 3.6 and 4.5 μm bands are swapped (see paragraph 6.1). Could this dichotomy be representative of two important classes of hot Jupiters? In that case, the two categories of hot Jupiters in $T_{3.6}/T_{4.5}$ ratio would not be caused by a temperature inversion, but by an opacity inversion between the two bands, relative to clear-atmosphere models.

HD 209458b and HD 189733b are representative of their class in terms of stellar activity as well as temperature. The host star HD 209458b is very quiet, while HD 189733 is very active. Thus we need spectroscopic data for more object to understand if the presence of condensates responds to temperature or to UV irradiation. A dependence with temperature would suggest condensation clouds, whereas a link with UV activity would suggest photochemical processes.

The two categories of hot Jupiters would then correspond to clear atmospheres around quiet stars, and dusty atmosphere around active stars. This hypothesis can be tested on present and future observations of hot gas giant planets with Spitzer and HST.

6.5 Link with brown dwarfs and young Jupiters

The temperatures in the atmospheres of hot Jupiters is comparable to that of L-T type brown dwarfs. It is thought that the colours of L dwarfs are explained by the appearance of clouds, which then sink below the photosphere and become invisible in T dwarfs (Burgasser et al. 2006; Saumon & Marley 2008; Stephens et al. 2009).

Brown dwarf atmospheres have two fundamental differences compared to hot Jupiters: the gravity is much higher, and the dominant source of energy transfer is convection rather than radiation and advection. Nevertheless, the similarities in temperature and composition are sufficient for brown dwarf studies to inform our understanding of gas giant planets (Currie et al. 2011).

HD 189733b has a temperature that falls in the T-type range (700-1400 K). However Marley et al. (2012) pointed out that, from the point of view of clouds, planets and brown dwarf temperatures should not be compared directly. Other things being equal, the effect of a smaller gravity allows for the persistence of clouds above the photosphere at lower temperature. The fundamental reason is that, at lower gravity, a given pressure corresponds to more mass. Because the opacity of grains is independent of gas pressure, while the opacity of atomic and molecular lines grows with pressure, cloud opacity will remain important longer at lower gravity.

Figure 14 shows the position of some brown dwarfs, hot Jupiters and directly imaged planets in a temperature-gravity diagram. The dashed line shows the gravity dependence of the disappearance of clouds below the photosphere according to Marley et al. (2012). Grey zones and grey symbols indicate the possibly “dusty” objects, i.e. atmospheres where haze/cloud opacities seem required to explain the observed spectra. The atmosphere of the wide-orbit, young planets found by direct imaging around HD 8799 (e.g. Marois et al. 2008) have temperatures similar to HD 189733b. The presence of clouds has been inferred in their atmosphere from their infrared colours (Currie et al. 2011).

This provides another angle to tackle the behaviour of clouds in the gravity-irradiation plane of sub-stellar objects. In spite of the fundamental difference in irradiation regime and gravity, the observations suggest the default hypothesis that the same kind of clouds form in hot Jupiters than in less irradiated young planets of the same temperature, and hotter brown dwarfs.

As more planets and brown dwarfs are characterised by direct-imaging observations, and more spectroscopic data are collected on hot Jupiters and cooler transiting Jupiters, we may hope to obtain a fuller picture of this hot substellar class of atmospheres and the role of high-temperature clouds.

7 SUMMARY AND CONCLUSION

In this paper we have attempted to build a complete transmission spectrum of the atmosphere of the hot Jupiter HD 189733b from the UV to the infrared. We have used three different instrument on HST to cover the range from 300 nm to 1 μm. Other HST and Spitzer observations extend the coverage to 24 μm in a sparser manner.

The presence of star spots on the surface of the host star HD 189733, and of instrumental systematics in the space data at the high level of precision required, dominate the error budget. We have devoted much care to accounting for these two factors. In both cases, we have used Gaussian processes to model the nuisance factors in a non-parametric and Bayesian way. These approach yields larger but, we believe, more realistic uncertainties than the usual parametric fits to both the instrumental systematics and the star spot variability.

We find that the atmospheric transmission spectrum of HD 189733b is globally featureless from 300 nm to 1 μm, rising towards the blue with a slope compatible with Rayleigh scattering by small (< 0.1μm) grains of condensates. The strong cores of the sodium and (possibly) potassium doublets are the only features rising above the continuum.

In the infrared, 1 - 24 μm, we find that the uncertainties preclude any definite conclusion about the shape of the transmission spectrum. The data is compatible with an extension of the featureless spectrum in the visible, with a flattening of the slope, or with weak molecular features. Individual datasets not provide evidence for the clear-atmosphere, solar-abundance models.

Overall the transmission spectrum suggests an extended presence of haze/clouds in the atmosphere of the planet.

We then combine the information from the transmission spectrum with the indications from the day-side emission...
Figure 14. Brown dwarfs and planets in a temperature-gravity diagram, showing the approximate position in temperature of the four classes of brown dwarf spectra, M, L, T and Y. Grey areas show the domains where the infrared colours are believed to indicate the presence of clouds, i.e. L type and possibly Y type. Ellipses show the position of the direct-imaging planets HD 8799c,d, HD 189733b, and two other well-studied hot Jupiters, HD209458b and WASP-12b. Grey ellipses indicate objects possibly dominated by clouds. The gravity dependence of cloud effects on brown dwarf and planets is from Marley et al. (2012). The dotted line shows the $M = 13M_J$ planet/brown dwarf limit for $R = 1R_J$. Data for HR 8799 from [Marley et al. (2012)], for HD 189733b from [Knutson et al. (2012)], for HD 209458b and WASP-12b from [Cowan & Agol (2011)].

Overall, while several interpretations remain possible, we find that the present data suggest the possibility that opacity from condensates dominates the atmosphere of HD 189733b, with important consequence not only on the transmission and emission spectrum, but also on the atmospheric structure, circulation and evolution. In particular, the dichotomy between hot Jupiters with "hot stratospheres" (i.e. temperature inversion near the photosphere) and without, may in that case be instead a dichotomy of hot Jupiters with and without dust, both classes having a hot stratosphere.

Placing HD 189733b in the wider context of gas giant planets and brown dwarfs, we suggest two possibilities:

1. The two classes of hot Jupiters corresponds to clear-atmosphere planets and to planet in which a high UV flux from the active parent star trigger the formation of a photochemical haze and clouds.

2. Hot Jupiters like HD 189733b have the same silicate/iron clouds as L-type brown dwarfs, and as young planets found by direct imaging like the companions of HR 8799.

Both hypothesis are testable in the near future by new observations. It is necessary to stress that the interpretation of the data on HD 189733b presented here is tentative, and is not unique. Observational uncertainties are large and sometimes poorly constrained, some observations are only marginally compatible with others, and the models have many parameters since they have to account for global features of the whole planet. A large amount of space-telescope time has been devoted to HD 189733b, and it is probable that definite progress will have to wait for a new generation of observatories, such as JWST or dedicated space projects. In the meantime, more insight may come from the characterisation of other comparable planets. A few more hot Jupiters are accessible to spectroscopic characterisation with HST,
and new young planets are expected to be discovered in the coming years by direct-imaging programmes.

Our results also have implications for the study of exoplanet spectra, and the search for biomarkers on terrestrial exoplanets in the longer terms. By necessity, information is often inferred for exoplanets by fitting suites of model spectra in a Bayesian fashion to a few Spitzer passbands, sometimes complemented by a few ground-based measurements at shorter wavelength (Madhusudhan et al. 2011; Lee et al. 2012). These “spectral retrieval” suites generally do not include condensates and clouds (which would make the Bayesian integration intractable and too dependent on prior assumptions about the properties of the clouds). If our experience with HD 189733b is any guide, we caution against taking these results too seriously. Those results may be invalidated by the contribution of hazy clouds. The implication of the case of HD 189733b could be summed up as: beware of incomplete spectra. It is clear that fitting a suite of synthetic spectra to a restricted subset of the data considered in this paper would lead to very misleading conclusions. Each time more extended data has been forthcoming, it has flatly defeated the expectation.

This has implications for the design of instruments and space missions for the study of exoplanet atmospheres. It would tilt the balance towards an extended spectral coverage, not too narrowly focussed on expected features and model predictions, and keeping the possible presence of condensates in mind when calculating detection capabilities. This may also extend to the search for biomarkers in habitable exoplanets.

Our results suggest several lines of investigation for hot Jupiter atmosphere models. 3-D circulation models can trace the formation and circulation of dust in a hot Jupiter like HD 189733b, and test whether the distribution implied by the transmission spectrum can result from silicate grains. Atmosphere structure models can add haze/clouds opacities to the radiative transfer terms and study the consequences on the observable signatures, such as phase curve, photosphere temperature and wind speed. Models of photochemical pathways can explore the possibility that small, transparent grains can be produced by stellar UVs in the upper atmosphere of hot Jupiters.
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APPENDIX A: GAUSSIAN PROCESS INTERPOLATION OF THE STELLAR FLUX

In this Appendix, we explain how we used ground-based observations of the brightness of HD 189773, collected over several years, to evaluate the impact of unocculted star-spots on transmission spectra obtained during the same period with HST and Spitzer. Our goal is to estimate the fraction of the stellar disk that is covered in spots at the time of each transit observation, and the resulting dimming of the star (relative to the unspotted flux, which is not known) in the relevant bandpass.

We proceed as follows:

(i) combine long-term out-of-transit monitoring of HD 189733 from several observatories in different bandpasses;
(ii) model the resulting time-series using a quasi-periodic Gaussian process (GP) model;
(iii) estimate the star’s brightness at the time of each transit observation, relative to a putative un-spotted brightness;
(iv) convert this to the bandpass of each observation;
(v) use the results to convert the measured planet-to-star radius ratio in each band.

There are 2 free parameters in this process: the spot temperature, used in steps (i) and (iv), and the un-spotted flux, used in step (iii).

Combining datasets

Our main source of out-of-transit data for HD 189733 is the long-term monitoring program carried out with the 0.8-m Automated Patrol Telescope (APT) at Fairborn Observatory (Henry & Winn 2008). The APT uses photomultiplier tubes to gather photometry in the Strømgren \( b \) and \( y \) filters simultaneously, resulting in an effective ‘\( b+y \)’ bandpass. This program started in 2005 and is ongoing, with two-month-long breaks each semester (in August and January). There are typically one or two points per night, resulting in a total of 868 observations.

We also used observations taken with the 40-inch telescope at Wise Observatory in November 2009 using the Bessel \( R \) filter (Sing et al. [2011]). There were 24 observations, with a typical sampling of 1 point per night. To account for the difference in bandpass with the APT data, the Wise data were scaled by a factor 1.12. This factor is simply \( R_{\text{mag}}(\delta,T) \), as defined in Section 2.2.4, where \( \delta = 0.01, i \) and \( j \) corresponding to the Wise \( R \) and APT \( b+y \) bandpasses respectively, and we adopted \( T = 4250 \) K for the spots. Furthermore, a constant offset was added to the Wise data, to bring its median magnitude level with that of the APT data in the two nearest semesters.

GP regression basics

We model the out-of-transit brightness variations of HD 189733 as a GP, which enables us to interpolate these measurements to the times of the HST and Spitzer observations, subject to certain smoothness constraints. Specifically, we use a quasi-periodic kernel to account for the fact that the spot-induced variability has a dominant periodicity (the rotation period of the star), but its amplitude and phase evolve. An important feature of the GP model is that it predicts a probability distribution for the star’s magnitude at any specific date, i.e. our interpolates are associated with robust error bars.

Here we summarise the main steps in GP regression very succinctly. The interested reader will find an excellent textbook-level introduction to GPs in Rasmussen & Williams (2006), and a more detailed description of the GP regression process as applied to astrophysical time-series in the appendix of Gibson et al. (2012).

Under a GP model, the joint probability distribution of any finite set of \( N \) outputs (in the present example, out-of-transit brightness measurements for HD 189733) is assumed to be a multi-variate Gaussian distribution. This distribution is fully specified by an \( N \)-element vector of mean values, and an \( N \times N \) covariance matrix. In the present application, the mean vector was assumed to be constant and the covariance matrix is used to describe both the intrinsic brightness variations of the star and the observational noise.

The elements of the covariance matrix are specified by a covariance function or kernel, which takes a pair of inputs (in the present case, the observation times) and returns the covariance between the corresponding pair of outputs. This function is controlled by a number of parameters, which are known as the hyper-parameters of the GP, since they specify the covariance properties of the GP, rather than directly specifying an output value at a particular time. Together, the kernel function and hyper-parameters specify a prior distribution over random functions sharing the same covariance properties. Once this prior is conditioned on the data, it gives a probability distribution for the expected output(s) at any given set of input(s), which is also Gaussian. The choice of kernel function and of hyper-parameters are clearly critical, and need to reflect whatever information we have about the underlying physical process. As we will see below, there are many different ways of comparing kernels and hyper-parameters, ranging from a fully Bayesian to maximum likelihood and other, more ad-hoc methods.

Constructing a kernel for star spot variability

We seek a kernel which appropriately describe the kind of brightness variations arising from a time-evolving distribution of spots on a rotating stellar surface. We take the following commonly used kernels as our basic building blocks. White noise with standard deviation \( \sigma \) is represented by:

\[
k_{\text{WN}}(t,t') = \sigma^2 I, \tag{A1}\]

where \( I \) is the identity matrix. The squared exponential (SE) kernel is given by:

\[
k_{\text{SE}}(t,t') = A^2 \exp \left( -\frac{(t-t')^2}{2l^2} \right) \tag{A2}\]

where \( A \) is an amplitude and \( l \) is a length scale. This gives rather smooth variations with a typical time-scale of \( l \) and r.m.s. amplitude \( A \). The rational quadratic (RQ) kernel is given by:

\[\text{RQ}(t,t') = A^2 \left( 1 + \frac{(t-t')^2}{2\sigma^2} \right)^{-\alpha} \]

where \( \alpha \) and \( \sigma \) are hyper-parameters.

In fact, the time-series was median-subtracted before modelling, and the mean vector was set to zero.
\[ k_{\text{RQ}}(t,t') = A^2 \left( 1 + \frac{(t-t')^2}{2\alpha l^2} \right)^{-\alpha} \]  

where \( \alpha \) is known as the index. [Rasmussen & Williams (2006)] show that this is equivalent to a scale mixture of SE kernels with different length scales, distributed according to a Beta distribution with parameters \( \alpha \) and \( l^{-2} \). This gives variations with a range of time-scales, the distribution peaking around \( l \) but extending to significantly longer periods (but remaining rather smooth). When \( \alpha \to \infty \), the RQ reduces to the SE with length scale \( l \). There are many more types of covariance functions in use, including some (such as the Matérn family) which are better suited to model rougher, less smooth variations. However, the SE and RQ kernels already offer a great degree of freedom with relatively few hyper-parameters, and covariance functions based on these are sufficient to model the data of interest satisfactorily.

A periodic covariance function can be constructed from any kernel involving the squared distance \((t-t')^2\) by replacing the latter with \(\sin^2[\pi(t-t')/P]\), where \(P\) is the period. For example, the following:

\[ k_{\text{per.SE}}(t,t') = A^2 \exp \left( -\frac{\sin^2[\pi(t-t')/P]}{2L^2} \right) \]  

(A4)

gives periodic variations which closely resemble samples drawn from a squared exponential GP within a given kernel. The length scale \( L \) is now relative to the period, and letting \( L \to \infty \) gives sinusoidal variations, whilst increasingly small values of \( L \) give periodic variations with increasingly complex harmonic content. Similar periodic functions could be constructed from any kernel. Other periodic functions could also be used, so long as they give rise to a symmetric, positive definite covariance matrix – \(\sin^2\) is merely the simplest.

As described by [Rasmussen & Williams (2006)], valid covariance functions can be constructed by adding or multiplying simpler covariance functions. Thus, we can obtain a quasi-periodic kernel simply by multiplying a periodic kernel with one of the basic kernels described above. The latter then specifies the rate of evolution of periodic signal. For example, we can multiply equation (A3) with yet another SE kernel:

\[ k_{\text{QP.SE}}(t,t') = A^2 \exp \left( -\frac{\sin^2[\pi(t-t')/P]}{2L^2} - \frac{(t-t')^2}{2l^2} \right) \]  

(A5)

to model a quasi-periodic signal with a single evolutionary time-scale \( l \). In the case of activity-induced stellar brightness variations, which are caused by the evolution and rotational modulation of active regions, one may expect a range of both periodic covariance scales \( L \) and evolutionary time-scales \( l \), corresponding to different active region sizes and life-times respectively. This can be achieved by replacing one or both of the SE kernels in equation (A3) by RQ kernels.

Finally, we can also allow for correlated noise on short to moderate time-scales by including a separate, additive SE or RQ kernel.

**Training the GP and comparing kernels**

The marginal likelihood, which is the product of the predictive probabilities for the observed outputs, provides a ‘goodness of fit’ measure which can be used to optimise the hyper-parameters for a given kernel (this is known as training the GP). When doing this, we exploited the fact that simple analytical expressions exist for the derivatives of the marginal likelihood with respect to the hyper-parameters to speed up the optimisation using conjugate gradient methods.

However, the marginal likelihood surface can be rather complex, specially for (quasi-)periodic kernels. This means that there is a tendency for the optimiser used to become trapped in local optima. When studying a particular dataset, as in the present case, this is circumvented by (a) carefully choosing the initial guesses for the hyper-parameters, based on a visual inspection of the data, and (b) repeating the GP training process using different initial guesses.

Ideally, we would prefer to map out the entire marginal likelihood surface, to ensure that we have found the global optimum, and to enable us to marginalise with respect to the hyper-parameters in order to compare different kernels. There are several ways of doing this: evaluating the marginal likelihood at a grid of points in the hyper-parameter space, using global optimisers, Markov Chain Monte Carlo (MCMC) methods, or Bayesian quadrature (which consists in modelling the likelihood surface itself, for example using a GP, in order to evaluate the integrals involved in the marginalisation process). Each evaluation of the marginal likelihood is computationally costly, making MCMC approaches prohibitive. We experimented with global optimisers, but with limited success. The Bayesian quadrature option is certainly the most promising, but a significant amount of code development would be needed to implement the necessary nested hierarchical models. Therefore, the results presented in this document are based on grid sampling around a manually selected initial guess, combined with a local optimiser.

We used two methods to compare different kernels: comparing the marginal likelihood obtained with the best-fit hyper-parameters in each case, and leave-one-out cross-validation (LOO-CV). Cross-validation consists in training the model on a subset of the data and then testing its ability to predict the remaining subset. In the case of GP, this is done by measuring the likelihood of the test set given the partially trained GP, as given by the predictive distribution for that subset. This process is carried out repeatedly, excluding different subsets in turn, and multiplying the results together to obtain a ‘pseudo-likelihood’. Rather than measuring the ‘goodness of fit’, as the marginal likelihood does, this pseudolikelihood measures the predictive ability of the model. Given that our task is making predictions at times where we do not have observations, this seems an appropriate way of comparing kernels. LOO-CV is a special case where each data point is ‘left-out’ in turn. This is generally prohibitive computationally, as the model must be trained anew for each data point that is excluded. However, in the case of GP’s there is a neat shortcut that allows the pseudo-likelihood for LOO-CV to be computed directly from the inverse of the full covariance matrix, making it a workable proposition.

**Choosing a model for HD 189733**

We modelled the HD 189733 data with all the individual kernels detailed above, as well as a number of different com-
We also want an estimate of the uncertainty associated with the predicted flux at two input times, which is just the difference between the corresponding elements of the mean vector.

Here we are interested in estimating the difference between the predicted flux of the GP away from observations, as it allows for a small amount of covariance on long time-scales, even if the dominant evolution time-scale is relatively short. On the other hand, we were not able to distinguish between SE and RQ kernels for the periodic term (the two give virtually identical best-fit marginal likelihoods and pseudo-likelihoods), and therefore opted for the simpler SE kernel.

To describe the observational noise, we experimented with a separate, additive SE kernel as well as a white noise term. However, we found that this did not significantly improve the marginal or pseudo-likelihood, and the best-fit length-scale was comparable to the typical interval between consecutive data points. We therefore reverted to a white-noise term only. The final kernel was thus:

\[
k_{\text{QP, mixed}}(t, t') = A^2 \exp \left( -\frac{\sin^2(\pi(t-t'/\tau))}{2\sigma^2} \right) \times \left( 1 + \frac{(t-t')^2}{2\sigma^2} \right)^{-\alpha} + \sigma^2 \mathbf{I}.
\]  

The best-fit hyperparameters were \( A = 6.68 \text{ mmag}, \) \( P = 11.86 \text{ days}, \) \( L = 0.91, \) \( \alpha = 0.23, \) \( l = 17.80 \text{ days}, \) and \( \sigma = 2.1 \text{ mmag}. \) Our period estimate is in excellent agreement with Henry & Winn (2008). We note that very similar best-fit hyperparameters were obtained with the other kernels we tried (where those kernel shared equivalent hyperparameters). The relatively long periodic length-scale \( L \) indicates that the variations are dominated by fairly large active regions. The evolutionary term has a relatively short time-scale \( l \) (about 1.5 times the period) but a relatively shallow index \( \alpha \), which is consistent with the notion that individual active regions evolve relatively fast, but that there are preferentially active longitudes where active regions tend to be located (as inferred from better-sampled long-duration CoRoT light curves for similarly active stars).

**Results**

Once the GP has been trained and conditioned on the available data, we can compute a predictive distribution for any desired set of input times. This predictive distribution is a multi-variate Gaussian, specified by a mean vector and a covariance matrix (see e.g. Gibson et al. [2012b] for details). Here we are interested in estimating the difference between the predicted flux at two input times, which is just the difference between the corresponding elements of the mean vector. We also want an estimate of the uncertainty associated with this predicted difference. This can be obtained directly from the covariance matrix of the predictive distribution:

\[
\sigma^2_{y_2|y_1} = \text{cov}(x_1, x_1) + \text{cov}(x_2, x_2) - 2\text{cov}(x_1, x_2).
\]  

The results are reported in Table 3. We take as our reference the maximum flux predicted by the GP at any time throughout the 5+ years of monitoring with the APT. Assuming that the spots are dark, this represents a lower limit on the spot-free flux. The flux differences relative to this level can readily be converted to differences relative to another, arbitrarily higher flux by adding a constant to all of them. Note that we worked in magnitude units when training and conditioning the GP, but have been careful to convert the results to flux units before tabulating them. We computed the flux drop values assuming a spot temperature of 4000 K. Changing the spot temperature changes the training data very slightly, because it changes the conversion factor between the Wise and APT bandpasses. However, this makes only a very small difference to the flux estimates for transit observations occurring during the same season as the Wise observations, and none at all for the other transit observations, so we have not tabulated the estimated flux differences assuming other spot temperatures. This does not preclude trying out various spot temperatures when converting the flux drops reported in Table 3 to the bandpasses of the various transit observations.

**APPENDIX B: UNCERTAINTIES ON PHASE CURVE AMPUTUATIONS DUE TO STELLAR ACTIVITY**

In Knutson et al. [2012], the quasi-periodic GP trained on the ground-based APT data (as described in Appendix A) was used to predict whether the stellar flux during the Spitzer observations was linear or underwent an inflection, and if so what direction the inflection went. An MCMC code was then used to adjust the coefficients of a model that contained these terms for the stellar variability, plus a series of systematics terms, plus planetary phase-curve terms. The final uncertainties on the phase curve amplitudes were derived directly from these MCMC runs.

Here we try to address two questions:

(i) Is the predictive capability of the GP model sufficient to use it in that way?

(ii) To what extent can HD 189733’s variability mimic a phase curve? How does that compare with the errors on the amplitude reported in the K12 paper?

**Predictive power of the GP**

As shown in Fig. [31] reproduced from K12, the Spitzer observations at 3.6 and 4.5μm each occur after the end of a ground-based monitoring season. As a result, the GP’s ability to predict the overall level, amplitude and phase of the quasi-periodic modulation of the stellar flux during the Spitzer observations is somewhat limited. This is illustrated by Fig. [32] where we have drawn random samples from the GP around the time of the Spitzer observations.

Nonetheless, this exercise can be used to check what...
fraction of the time the GP samples are better fit by a linear or quadratic function, and to check if the quadratic term tends to be positive or negative. This is what was done in K12 in the case of the 3.6-µm passband, the GP samples tend to undergo a minimum, so K12 used a quadratic term and forced it to be positive. In the case of the 4.5-µm passband, the GP samples tend to decrease monotonically, so K12 used only a linear term.

One limitation of the approach above is that the samples are still drawn from a single GP, whose covariance hyper-parameters were trained on the APT data. The uncertainty on these hyper-parameters is not accounted for. In particular, the rather sparse sampling of the APT data (one point every day or two during the observing seasons) means that we cannot constrain the periodic length scale well. The best-fit GP has a fairly large periodic length scale, making it rather smooth, with only one or two inflections per period. But if there were more short-term variations in a period, we would not be able to distinguish them from white noise using the APT data alone. Since the phase curve signal operates on the time scale of the planet orbital period (2.2 days), these short-term variations would affect the phase curve measurements.

We can use the 2007 observations of HD189733 by the MOST space mission (kindly provided by Bryce Croll), which have much better precision and time sampling than the APT data, and were taken outside the APT observing season, to test the importance of the limitations noted above. The MOST data provides continuous coverage of the brightness of HD189733 over one month. The transits of HD189733b had already been removed from these data, and a linear trend of order 10^-4 mag per day, suspected to be of instrumental origin, had been subtracted. We scaled the MOST magnitude variations by a factor 1/0.987 to account for the difference between the MOST and APT passbands (the former was crudely approximated by a top-hat throughput function from 350 to 700 nm), and added a constant to the MOST dataset to bring its median magnitude level with that of the surrounding two semesters of APT observations. Finally, we binned up the MOST data (from ~1 point per hour to ~2 points per day, resulting in a total of 69 data points).

In Fig. B3 we have trained the GP (adjusted its hyper-parameters) on the APT data, but then conditioned it (adjusted the mean and covariance, but keeping the hyper-parameters fixed) on the MOST data (shown in green, after removing the transits, and binning to two points per day for clarity). The GP is clearly unable to follow the more rapid variations in the MOST flux. This shows that the GP trained on the APT data does not capture the short-timescale variability. In fact the variability it fails to capture is precisely on the 1-2 day timescales relevant to the phase curve measurements. Additionally, we also performed a more stringent test, where the GP was trained and conditioned only on the APT data, and compared to the MOST observations without conditioning it on the latter. The results are shown in Fig. B4. They show very clearly that, although the gap between the APT and MOST observations is only around one stellar rotation period (much like the gap between the APT and Spitzer observations), this is enough for the GP to lose its ability to predict the phase and, to a lesser extent, the amplitude of the signal. In the light of this new test, we are compelled to question the validity of using the GP to constrain the Spitzer fits, even in the very conservative fashion adopted in K12.
time-series, extracted sections lasting 2.7 days (approximate duration of the *Spitzer* phase curve observations) and fit them with a model containing a polynomial (order 1 or 2) to represent the stellar variability, and a sum of sines and cosines at the period and half the period of the planet, to represent a potential planetary phase curve. The phase of the sinusoidal terms was always fixed so that the transit would have occurred in the middle of the data segment used (as in the *Spitzer* observations). Figure B5 shows histograms of the amplitude of the phase-curve component of the fitted model. Regardless of the order of the polynomial term, the stellar variability can mimic phase curve signals at the level of at least 0.1% in the optical. This needs to be divided by a factor of 3.7 and 3.9 to convert it from the MOST to the Spitzer channel 1 and 2 bandpasses respectively. To summarise, stellar variability induces an uncertainty on the *Spitzer* phase curve amplitudes of at least 0.027 and 0.025% at 3.6 and 4.5 μm, respectively. For comparison, the phase curve amplitude and uncertainties adopted in K12, derived from constrained MCMC fits to the *Spitzer* light curves, were 0.124 ± 0.006 and 0.098 ± 0.009% respectively.

To understand the implications for this in terms of atmospheric physics, we need to convert the phase curve amplitudes to temperature contrasts. This gives uncertainties of 150 and 78 K for the brightness temperatures at 3.6 and 4.5 μm, respectively. Thus the new value for the day-side brightness temperatures measured during the secondary eclipses become: 1328 ± 150 K at 3.6 μm, and 1192 ± 78 K at 4.5 μm.

Our revised error estimates do not bring the detection of a phase modulation into question (both remain > 4σ), but it does substantially decrease the significance level of the difference between the day-night contrast in the two passbands.

**APPENDIX C: SLOPE OF THE TRANSMISSION SPECTRUM WITH SETTLING GRAINS**

We calculate the slope of the transmission spectrum, in other words the dependence of the effective transit radius $r$ as a function of wavelength $\lambda$, when the opacity is dominated by Rayleigh scattering from grains of condensates of effective size $a$, with the density and maximum size of the grains varying with pressure (“settling grains” case in Section 4.2.2).

We use the usual approximation that the effective transit radius corresponds to the height in the atmosphere at which the opacity reaches a critical value $\tau_{crit}$.

If $\xi(z)$ is the abundance of grains at height $z$ in the atmosphere, then

$$\tau(z, \lambda) \propto \int_a n(z) \sigma(a, \lambda) da = \int_a \rho(z) \xi(z) \sigma(a, \lambda) da$$

where $n$ is the number density of grains, $\rho$ the atmospheric density and $\sigma$ the cross-section of individual grains.

For Rayleigh scattering,

$$\sigma(a, \lambda) \propto a^6 \lambda^{-4}$$

Because of the very steep dependence of the cross-section on grain size, the largest grains at a given height dominate. We therefore use:

$$\sigma(z, \lambda) \propto \sigma_{\max}^6(z) \lambda^4$$

---

**Figure B4.** MOST (green dots) and APT (black dots) observations of HD 189733 (green dots) together with the predictive mean (red line) and standard deviation (pink shaded area) of the GP model trained and conditioned on the APT data alone.

**Figure B5.** Histograms of the amplitude of the phase-curve component of the fitted model (in parts per thousand). The two colours correspond to linear and quadratic models for the variability terms. The x-axis is in parts per thousand.

---

**Estimating the activity-induced error on the phase curve amplitude:**

We know that stellar variability contributes to the uncertainty on the phase-curve amplitude, but we have shown, using the MOST data, that the GP cannot be used to correct for this effect reliably. On the other hand, the same MOST observations can be used to evaluate the contribution of activity to the uncertainty on the phase curve amplitude, again making use of the MOST data. Stellar variability is expected to be by far the dominant contribution to the brightness fluctuations observed with MOST; any orbital phase variations of planetary origin (arising, from example, from starlight reflected by the planet) are expected to be tiny, and certainly much smaller than the infrared phase-curve amplitudes. Thus, if all we observe is stellar variability, but we try to model as is a combination of a planetary and a stellar signal, as done in K12, what phase curve amplitudes do we obtain? This can be used to estimate the contribution from stellar variability to the error on the phase curve amplitude (after applying a suitable scaling for the difference in bandpasses).

To perform this test, we took the (un-binned) MOST
Dust in the atmosphere of HD 189733b

\[ \tau_{\text{crit}} \propto \rho(z) \xi(z) a_{\text{max}}^6 \lambda^{-4} \]  

(C4)

In the ideal-gas, isothermal approximation,

\[ \rho(z) \propto p(z) \]  

(C5)

and

\[ p(z) \propto e^{-z/H} \]  

(C6)

where \( p \) is the gas pressure and \( H \) is the atmospheric scale height.

For the scenarios in Section 2 we assume \( a_{\text{max}}(z) \propto p(z) \) (settling grains in the molecular regime), and use the following dependence of \( a_{\text{max}} \) on \( p \):

\[ \xi(a_{\text{max}}) \propto a^\beta \]  

(C7)

with \( \beta = 0 \) corresponding to a flat distribution of grain sizes, and \( \beta = -3 \) corresponding to an equal partition of mass across all grain sizes. This gives

\[ \tau_{\text{crit}} = \rho(z) \xi(z) a_{\text{max}}^6 \lambda^{-4} \]

\[ = p(z) p(z)^\beta p(z)^6 \lambda^{-4} = p^{(7+\beta)} \lambda^{-4} \]

\[ = e^{-(7+\beta)z/H} \lambda^{-4} \]

Taking the logarithm gives:

\[ z = -\frac{4}{7+\beta} H \ln \lambda \]  

(C8)

Therefore the slope of the transmission spectrum, in units of atmospheric scale height \( H \) per \( \ln \lambda \), is \(-4/7\) in the case of flat grain size distribution \((\beta = 0)\), and \(-1\) in the case of constant mass fraction distribution of grain sizes \((\beta = -3)\).