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Abstract

It has been a common practice to adopt the ResBlock, which learns the difference between blurry and sharp image pairs, in end-to-end image deblurring architectures. Reconstructing a sharp image from its blurry counterpart requires changes regarding both low- and high-frequency information. Although conventional ResBlock may have good abilities in capturing the high-frequency components of images, it tends to overlook the low-frequency information. Moreover, ResBlock usually fails to felicitously model the long-distance information which is non-trivial in reconstructing a sharp image from its blurry counterpart. In this paper, we present a Residual Fast Fourier Transform with Convolution Block (Res FFT-Conv Block), capable of capturing both long-term and short-term interactions, while integrating both low- and high-frequency residual information. Res FFT-Conv Block is a conceptually simple yet computationally efficient, and plug-and-play block, leading to remarkable performance gains in different architectures. With Res FFT-Conv Block, we further propose a Deep Residual Fourier Transformation (DeepRFT) framework, based upon MIMO-UNet, achieving state-of-the-art image deblurring performance on GoPro, HIDE, RealBlur and DPDD datasets. Experiments show our DeepRFT can boost image deblurring performance significantly (e.g., with 1.09 dB improvement in PSNR on GoPro dataset compared with MIMO-UNet), and DeepRFT+ even reaches 33.23 dB in PSNR on GoPro dataset.

1. Introduction

Image deblurring aims at removing blurring artifacts to recover sharp images [10]. The blurring/degradation of an image can be caused by many factors, e.g., irregular camera and/or objects movement, out-of-focus optics, etc. The blurry image leads to visually low quality and hampers subsequent high-level vision tasks, ranging from security, medical imaging to object recognition [6].

Substantial research works have been done over the past decades to explore accurate and efficient image deblurring approaches. But, due to the ill-posed nature of the subject, image deblurring is still an unsolved problem. Kernel-based methods try to estimate the latent sharp image and the blur operator simultaneously, given a blurry image [4, 32, 36, 40, 43]. But kernel-related problems usually hamper its usage in effective image deblurring, e.g., kernel estimation is sensitive to noise, and there often exist various constraints to model characteristics of blur which are not practical in real scenarios.

DeepDeblur [27], pioneers the technique of end-to-end trainable methods, directly mapping a blurry image to its
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paired sharp image by a Convolutional Neural Network (CNN). It designs a multi-scale architecture, and uses a modified residual network structure [14] called ResBlock to focus on learning the difference between blurry and sharp image pairs. Thereafter, ResBlock is proven to be effective in image deblurring, and becomes a widely accepted module in various end-to-end image deblurring architectures [5, 10, 29, 42, 49, 51, 56]. Though these methods have furthered the efficacy compared with most kernel-based methods, there are still severe limitations yet to be tackled: (1) ResBlock is commonly instantiated by CNNs, whose effective receptive field size is limited, especially in early layers. Thereon, ResBlock techniques proposed in literature corpus usually fail to felicitously model the global information which is non-trivial in learning discrepancy between blurry and sharp image pairs, e.g., the context for understanding the global structure of the blur. (2) These methods rarely delicately design the ResBlock tailored to capture the true discrepancy between blurry and sharp image pairs from the perspective of frequency domain, which should be paid more attention to for image deblurring. Concretely, we notice that compared with the blurry image, the sharp image contains much less low-frequency information and more high-frequency information. (see Fig. 1). As is known, CNNs are prone to capture elementary visual features from edges or contours, especially in lower layers, while the higher layers tend to combine these features [50].

As also suggested by a more recent work [44], we conclude that ResBlock may be armed with good abilities in learning high-frequency components, and might lack a powerful representation ability in modeling low-frequency information.

To alleviate the problems mentioned above, in this work, we propose a Residual Fast Fourier Transform with Convolution Block (Res FFT-Conv Block), a conceptually simple, effective and plug-and-play block, leading to remarkable performance gains in different image deblurring architectures. The Res FFT-Conv Block contains two streams for residual learning: (1) The FFT-Conv stream uses a 1 × 1 convolution after converting the spatial feature map to the frequency domain, enabling both the low and high frequency learning. Due to the properties of FFT, it also allows the image-wide receptive field that covers the entire image starting from early layers. It captures the global discrepancy between blurry and sharp image pairs effortlessly, which is crucial for high resolution image deblurring. (2) The normal convolution stream focuses on the local details and prone to learn high-frequency differences.

We further present a Deep Residual Fourier Transformation (DeepRFT) framework, by plugging our Res FFT-Conv Block into MIMO-UNet [10]. MIMO-UNet is one of the most recent ResBlock-based models with remarkable speed advantages among existing networks. In order to achieve noticeable deblurring performance improvement compared with state-of-the-arts, we additionally replace convolution operation by Depthwise Over-parameterized Convolution (DO-Conv) [3] in DeepRFT. Over-parameterization has been proven as a way to accelerate the training of deep networks. We show that DO-Conv can introduce some performance gains for image deblurring without incurring extra parameters for inference.

The effectiveness of Res FFT-Conv Block is compared and verified by plugging in different architectures. We also verify our proposed DeepRFT on GoPro [27], HIDE [37] RealBlur [33], and DPDD [1] datasets. Without bells and whistles, DeepRFT achieves 32.82 dB in terms of PSNR on GoPro datasets, with 1.09 dB improvement compared with MIMO-UNet, and DeepRFT+ reaches 33.23 dB. Our model noticeably improves MIMO-UNet without introducing too many parameters, while maintaining a low computational complexity. The PSNR vs. Params (M) and PSNR vs. FLOPs (G) compared with state-of-the-art methods are shown in Fig. 2.

2. Related Work

2.1. Deep Image Deblurring

Deep learning methods have achieved significant success in image deblurring [10, 19, 20, 27, 40, 42, 49, 56] as well as other low-level vision tasks such as image denoise [7, 48], image deraining [16] and image super-resolution [11, 13, 26, 54]. Sun et al. [40] propose to estimate the spatially-varying kernels of motion blur by a CNN. But, since the characteristics of blur are complex, the blur kernel estimation method is not practical in real scenarios. Later, DeepDeblur [27], without estimating the blur kernel, directly maps a blurry image to its sharp counterpart. Scale-recurrent network [42] proposes an encoder-decoder structure to yield training feasibility. Adversarial training has also been extensively studied [19, 20]. Most of these networks perform CNNs on the spatial domain to recover the sharp image from its blurry image. But, after MPRNet [49], performances of methods based upon the spatial domain fall into the bottleneck. The performance of MPRNet on GoPro dataset [27] is hard to be surpassed. To address this problem, we propose to learn the knowledge from both the spatial and the frequency domain, which is able to achieve 0.57 dB improvement in PSNR with much less FLOPs and runtime compared with MPRNet.

Transformer/non-local has strong global context modeling ability and has shown its great promise in various computer vision tasks. A few transformer-based image restoration methods have been proposed, such as SwinIR [23]. But its considerable computational complexity usually hampers its usage in efficient image restoration. We test the model...
of SwinIR [23] on GoPro dataset, which takes 1.99s per image, even two times slower than MPRNet.

2.2. End-to-end Deblur Model with ResBlock

DeepDeblur [27] designs a residual block (ResBlock) based on Conv-ReLU-Conv structure. Thereafter, ResBlock has become one fundamental block in image deblurring [10, 29, 42, 51]. Various efforts have been devoted to modifying the ResBlock, e.g., the content-aware processing module proposed by SAPHN [39], the channel attention block proposed by MPRNet [49], the HIN block proposed by HINet [5], and the dilated conv block proposed by SDWNet [56]. All mentioned methods focus on extracting information from the spatial domain, and overlook important discrepancies in the frequency domain. We propose a Res FFT-Conv Block from the perspective of image’s frequency, capturing both high- and low-frequency discrepancies.

2.3. Applications of Fourier Transform

In recent years, some methods extracted information from the frequency domain to fulfill different tasks are proposed [9, 31, 34, 41, 46, 55]. FDA [46] swaps the low-frequency spectrum between images to mitigate the influence caused by the images’ style change for image segmentation. GFNet [31] learns long-term spatial dependencies in the frequency domain for image classification. LaMa [41] applies the structure of fast Fourier convolution [8] to image inpainting. In image deblurring, SDWNet [56] introduces wavelet transform into deep networks. Inspired by the success of Fast Fourier Transform (FFT), we propose a Res FFT-Conv Block which can effectively model the frequency information to deblur an image.

3. Methodology

3.1. ResBlock

Before introducing our proposed method, we first revisit the residual building block in image deblurring tasks, which is called ResBlock. Specifically, ResBlock consists of two $3 \times 3$ convolutional layers and one ReLU layer in between, as shown in Fig. 3 (a). ResBlock enables deeper architecture, larger receptive field size, and fast convergence speed at training time.

The success of ResBlock suggests that properly learning the difference of blurry and sharp image pairs improves model performance. As discussed in Sec. 1 and Fig. 1, both the high-frequency and low-frequency discrepancy should be modeled in ResBlock. A convolutional operator has good abilities in learning high-frequency details, as it usually captures informative features from edges. Thus, it may lack a powerful representation ability in modeling low-frequency information. Moreover, to reconstruct a high quality sharp image from its blurry counterpart, the ability of understanding the content globally is non-trivial. Though the effective receptive field size can be enlarged by stacking more ResBlocks, a big receptive field size in the early layer is still missing, and the computation complexity can be largely increased by stacking. In addition, techniques which capture long-range dependencies such as non-local has been explored in low level vision tasks [26], the efforts to reduce high memory requirements may lead to suboptimal solutions, as discussed in [39].

3.2. Residual Fast Fourier Transform Block

We propose a Residual Fast Fourier Transform with Convolution Block (Res FFT-Conv Block) to replace the ResBlock. Such building block enjoys benefits from modeling both high-frequency and low-frequency discrepancies between blurry image and sharp image pairs, while capturing both long-term and short-term interactions. As shown in Fig. 3 (b), besides a normal spatial residual stream, we simply add another stream based on a channel-wise FFT [2] to account for the global context in the frequency domain. Discrete Fourier Transform (DFT) is widely used in modern signal processing algorithms, whose 1D version can be derived by:

$$X[k] = \sum_{n=0}^{N-1} x[n] e^{-j \frac{2\pi}{N} kn},$$  \hspace{1cm} (1)$$

where $x[n]$ is a sequence of $N$ complex numbers, $X[k]$ indicates the spectrum at the frequency $\omega_k = 2\pi k/N$, and $j$ represent the imaginary unit. It is clear that the spectrum at any frequency has global information. Noted that the DFT of a real signal $x[n]$ is conjugate symmetric, i.e.,

$$X[N-k] = \sum_{n=0}^{N-1} x[n] e^{-j \frac{2\pi}{N} (N-k)n} = X^*[k].$$ \hspace{1cm} (2)$$

The same applies to 2D DFT, which performs sequential row and column 1D DFT on a 2D signal whose size is $M \times N$, i.e., $X[M-u, N-v] = X^*[u, v]$. Since the results of a real array’s DFT has symmetric properties, the...
right half of the results can be derived from the left half. The FFT algorithms reduce the complexity and calculates the DFT in a more efficient way. Let \( Z \in \mathbb{R}^{H \times W \times C} \) be the input feature volume, where \( H, W, \) and \( C \) indicate the height, width and channel of the feature volume. The left most stream in Res FFT-Conv Block (see Fig. 3 (b)) is processed as follows:

1. computes 2D real FFT of \( Z \) and obtain \( \mathcal{F}(Z) \in \mathbb{C}^{H \times W \times 2C} \);
2. concatenates the real part \( \mathcal{R}(\mathcal{F}(Z)) \) and the imaginary part \( \mathcal{I}(\mathcal{F}(Z)) \) along the channel dimension to acquire \( Z = \mathcal{R}(\mathcal{F}(Z)) \circ_C \mathcal{I}(\mathcal{F}(Z)) \in \mathbb{R}^{H \times W / 2 \times 2C} \), where \( \circ_C \) represents concatenation through the channel dimension;
3. uses two stacks of \( 1 \times 1 \) convolution layers (convolution operator \( * \)) with a ReLU layer in between: \( f(Z; \Theta^{(1)}, \Theta^{(2)}) = \text{ReLU}(\mathcal{F}(Z) * \Theta^{(1)} * \Theta^{(2)}) \in \mathbb{R}^{H \times W / 2 \times 2C} \), and \( f(Z; \Theta^{(1)}, \Theta^{(2)}) \) will be termed as \( f \) for simplicity;
4. applies inverse 2D real FFT to transform \( f = f^{\text{real}} \circ_C f^{\text{img}} \) back to spatial domain: \( \mathbf{Y}^{\text{fin}} = \mathcal{F}^{-1}(f^{\text{real}} + j f^{\text{img}}) \in \mathbb{R}^{H \times W \times C} \), where \( f^{\text{real}}, f^{\text{img}} \in \mathbb{R}^{H \times W \times 2C} \).

Here, all frequencies share the identical convolution kernel, enabling the modeling of all frequencies’ information and correlations. Then the final output of Res FFT-Conv Block is calculated via \( \mathbf{Y} = \mathbf{Y}^{\text{fin}} + \mathbf{Y}^{\text{res}} + \mathbf{Z} \), where \( \mathbf{Y}^{\text{res}} \) uses the same computation as that in the original ResBlock.

### 3.3. Deep Residual Fourier Transform Framework

Our Deep Residual Fourier Transformation (DeepRFT) framework is designed based upon MIMO-UNet [10], a multi-input multi-output U-Net [35] architecture for efficient multi-scale image deblurring. The overall framework of our DeepRFT is depicted in Fig. 4. We replace all ResBlocks in MIMO-UNet by our Res FFT-Conv Blocks. In order to achieve noticeable deblurring performance gains compared with all state-of-the-art methods, we additionally replace convolution operation by DO-Conv [3].

**Depthwise over-parameterized convolution** DO-Conv has shown its potential in many high-level vision tasks such as image classification, semantic segmentation and object detection [3]. DO-Conv speeds up the training with more parameters and achieves better performance by augmenting a convolutional layer with a depthwise convolution. We will show in the experiment that adding DO-Conv to image deblurring can help converge to a slightly lower loss. Meanwhile, DO-Conv is two adjacent linear operations, which can be combined into a traditional convolution operation during inference time. Inspired by this, we replace all non \( 1 \times 1 \) convolutions with DO-Conv.

#### Loss Function

Let \( k \in \{0, \ldots, K - 1 \} \), \( \hat{S}_k, S_k \) and \( \varepsilon \) denote the \( k \)th level in DeepRFT, the \( k \)th reconstructed image, the \( k \)th groundtruth sharp image, and a constant value \( 10^{-3} \), respectively. In order to train DeepRFT, three kinds of loss functions are adopted:

1. **Multi-Scale Charbonnier (MSC) loss** [49]:
   \[
   L_{\text{msc}} = \sum_{k=0}^{K-1} \sqrt{||\hat{S}_k - S_k||^2 + \varepsilon^2}.
   \]
2. **Multi-Scale Edge (MSED) loss** [49]:
   \[
   L_{\text{mased}} = \sum_{k=0}^{K-1} \sqrt{||\Delta(\hat{S}_k) - \Delta(S_k)||^2 + \varepsilon^2},
   \]
where \( \Delta \) denotes the Laplacian operator.
3. **Multi-Scale Frequency Reconstruction (MSFR) loss** [10], which evaluates the difference of the multi-scale reconstructed images and the groundtruth sharp images in the frequency domain:
   \[
   L_{\text{msfr}} = \sum_{k=0}^{K-1} ||\mathcal{F}\hat{T}(\hat{S}_k) - \mathcal{F}\mathcal{T}(S)||_1,
   \]

where \( \mathcal{F} \) represents the FFT operation. Finally, the loss function for DeepRFT is:
\[
L = L_{\text{msc}} + \alpha_1 L_{\text{mased}} + \alpha_2 L_{\text{msfr}},
\]
where \( \alpha_1 \) and \( \alpha_2 \) are trade-off-parameters and are empirically set to 0.05 as in [49] and 0.01, respectively.

### 4. Experiments

#### 4.1. Dataset and Implementation Details

In this section, we evaluate DeepRFT on four datasets: GoPro [27], HIDE [37], RealBlur [33] and DPDD [1] datasets. Since existing methods adopt different experimental settings, we summarize them and report four groups of results: (I) train on 2,103 pairs of blurry and sharp images in GoPro dataset, and test on 1,111 image pairs in GoPro (follow [10]), 2,025 image pairs in HIDE (follow [49]), 980 image pairs in RealBlur-R test set, and 980 image pairs in RealBlur-J test set (follow [49]), respectively; (II) train on 3,758 image pairs in RealBlur-R, and test on 980 image pairs in RealBlur-J (follow [49]); (III) train on GoPro and RealBlur-J training sets, and test on RealBlur-J test set [10] to compare with the results reported in MIMO-UNet [10]; (IV) train and test on the defocus deblurring dataset: DPDD [1], where 500 dualpixel images are split into training, validation, and testing sets, each of which contains 350, 74 and 76 scenes (follow [22]).

We adopt the training strategy used in MPRNet [49] unless otherwise specified. I.e., the network training hyper-parameters (and the default values we use) are patch size \((256 \times 256)\), batch size \((16)\), training epoch \((3,000)\), optimizer (Adam [18]), initial learning rate \((2 \times 10^{-5})\).
Figure 4. The framework of DeepRFT. DeepRFT is designed based upon MIMO-UNet [10], which takes multi-scale input blurry images and generates multi-scale output sharp images. The ResBlocks are replaced by Res FFT-Conv Blocks. Non 1×1 convolutional layers are replaced by DO-Conv. AFF, SCM, EB and DB are short for asymmetric feature fusion, shallow convolutional module, encoder block and decoder block, respectively.

4.2. Experimental Results

Evaluation metric:
The average performance of PSNR and SSIM over all testing sets are computed and compared by using the official software released by [49] unless otherwise specified. We also report number of parameters, FLOPs, and testing time per image on a workstation with Intel Xeon Gold 6240C CPU, NVIDIA GeForce RTX 3090 GPU.

Evaluation of Res FFT-Conv Block:
Our Res FFT-Conv Block is a plug-and-play block. In order to show its effectiveness in improving image deblurring performance in various architectures, we plug it into U-Net and ORSNet (two backbone networks used in MPRNet [49]); MPRNet-small [49], whose number of channels is three times smaller than original MPRNet due to limited computation resource; and MIMO-UNet [10]. For U-Net, ORSNet and MPRNet-small, we train 1000 epochs with a patch size of 256. The loss function is a combination of Charbonnier loss and Edge loss, followed by [49]. For MIMO-UNet, we use the same training strategy as illustrated in Sec. 4.1, with a combination of MSC loss, MSED loss and MSFR loss as the loss function. PSNR/SSIM on GoPro and HIDE datasets in Group I setting are summarized in Table 1. Replacing ResBlock by our Res FFT-Conv Block leads to remarkable performance gains in various architectures. E.g., for ORSNet, w/ Res FFT-Conv Block outperforms w/ ResBlock by 2.43 dB in PSNR on the GoPro dataset.

Table 1. Evaluation of Res FFT-Conv Block on GoPro [27] and HIDE [37] (Group I setting). FFT indicates whether the ResBlock in the original architecture is replaced by our Res FFT-Conv Block. ✓ means the results are obtained by the original architecture. All models are trained by ourselves for fair comparison.

| Model           | FFT | PSNR | SSIM | PSNR | SSIM |
|-----------------|-----|------|------|------|------|
| U-Net [49]      | ✓   | 29.87| 0.930| 28.45| 0.906|
| ORSNet [49]     | ✓   | 31.13| 0.946| 29.51| 0.924|
| MPRNet-small [49]| ✓  | 31.77| 0.953| 30.10| 0.930|
| MIMO-UNet [10]  | ✓   | 31.92| 0.953| 29.65| 0.925|

E.g., for ORSNet, w/ Res FFT-Conv Block outperforms w/ ResBlock by 2.43 dB in PSNR on the GoPro dataset.
Next, we show Res FFT-Conv Block captures more low-frequency discrepancy than ResBlock. We visualize the average magnitudes of 2D FFT of the residual features in Fig. 5. The features are extracted from the last ResBlock in the well-trained MIMO-UNet (Fig. 5(a)), and the last Res FFT-Conv Block in the well-trained MIMO-UNet w/ Res FFT-Conv Block model (Fig. 5(b)) on GoPro dataset [27]. Y^{res} learns much more low-frequency information than Y^{res}. It is also interesting to observe that the learned Y^{res} in MIMO-UNet w/ Res FFT-Conv Block is armed with more low-frequency information than Y^{res} in MIMO-UNet. The reason may be that the former Y^{res} contains low-frequency information learned via Res FFT-Conv Blocks in lower layers.

**Evaluation of DeepRFT:**

We compare our DeepRFT with state-of-the-art methods. MIMO-UNet has three variants, i.e., MIMO-UNet (8 residual blocks for each EB and DB), MIMO-UNet+ (20 residual blocks for each EB and DB), and MIMO-UNet++ (estimate MIMO-UNet+ with the geometric self-ensemble method [24]). Since we cannot access the specific augmentations which are exploited in MIMO-UNet++, we only design DeepRFT based upon the first two variants, acquiring DeepRFT and DeepRFT+. Besides, we reduce the number of Res FFT-Conv block to 4 for each EB and DB, and obtain an extra model termed as DeepRFT-small.

PSNR, SSIM and number of parameters in inference on GoPro and HIDE datasets of Group I setting are shown in Table 2. Our DeepRFT-small outperforms MIMO-UNet by 0.57 dB PSNR with 1.7M less parameters. DeepRFT+ achieves the best performance, and even outperforms an eight-time assembled model MIMO-UNet++ with a clear margin (0.55 dB PSNR). For a fair comparison with SDWNet [56], we use the same PSNR/SSIM computation codes released by [56], and report the results in Table 3.

Following the experimental setting used in [49], we directly test the model (trained on GoPro dataset) on RealBlur-R and RealBlur-J datasets (Group I setting). The quantitative comparisons on RealBlur datasets are shown in top regions in Table 4. DeepRFT and DeepRFT+ achieve the state-of-the-art results on two datasets with 36.06 dB PSNR and 28.97 dB PSNR, respectively. MPRNet [49] yields the 2nd best result in RealBlur-R dataset. It is worth mentioning that the FLOPs number of MPRNet is 777.01G, which is much larger than ours (80.21G for DeepRFT and 187.04G for DeepRFT+, see Table 6).

We also train and test on RealBlur dataset [49] (Group II setting). Results are compared in Table 4 with symbol $\dagger$. 0.53 dB and 0.43 dB PSNR performance gains are achieved on RealBlur-R and RealBlur-J compared with MPRNet.

Besides, to compare with MIMO-UNet [10] who uses the GoPro and RealBlur-J training datasets for training models and RealBlur-J test datasets for testing, we conduct experiments following the Group III setting. Detailed comparisons are illustrated in the bottom region in Table 4 with symbol $\ddagger$. Our DeepRFT+ achieves improvement of 0.23 dB PSNR compared with MIMO-UNet++.

To show the effectiveness of DeepRFT in single image defocus deblurring, we train and test our model on the
DPDD dataset. Results computed using the codes released by IFAN [22] are shown in Table 5. Our DeepRFT surpasses all state-of-the-arts in PSNR, SSIM and MAE with less number of parameters. DeepRFT achieves comparable LPIPS compared with IFAN [22]. It is worth mentioning that IFAN is specifically designed for dealing with defocus deblur, and uses dual-pixel stereo images for training. We only use blur images.

Some of the predicted sharp images from the GoPro datast are shown in Fig. 6. Results from competitors are tested by using their released models. DeepRFT is more successful in deblurring local details and structures compared with others.

FLOPs and runtime comparison:
We compare FLOPs and runtime with the state-of-the-arts (see Table 6). FLOPs number is calculated using pt-flops‡ with the input size of 256×256 [56]. Runtime is measured by using the released test code of each method to run the entire GoPro [27] testing dataset, and obtaining the average runtime (second) per image on our environment with a single NVidia 3090 GPU. Our DeepRFT+ is about 3 times faster than MIMO-UNet++ and about 2 times faster than MPRNet, while achieving 0.55 dB and 0.57 dB improvements in terms of PSNR, respectively.

Ablation study and discussion:
We conduct ablation experiments on the GoPro dataset [27] to show the effectiveness of each module in DeepRFT. As shown in Table 7, Res FFT-Conv Block significantly boosts PSNR by 0.74 dB. Replacing convolutional layers by DO-Conv further improves the results by 0.08 dB, without introducing more parameters or runtime in inference. Using only the FFT stream in Res FFT-Conv Block leads to performance drop (see ✓∗∗ in Table 7). We also try to replace Res FFT-Conv Block by a recently developed fast Fourier convolutions [8] operator which has shown its potential in image inpainting [41], but it does not help in improving image deblurring performance.

Fig. 7 shows training curves corresponding to the first (i.e., MIMO), second and fourth row in the result part of Table 7. Res FFT-Conv Block and DO-Conv converge faster and to lower losses, especially the Res FFT-Conv Block.
In this paper, we present Deep Residual Fourier Transformation (DeepRFT) for image deblurring, where we propose a plug-and-play residual block called Res FFT-Conv Block, integrating both spatial and frequency residual information. Res FFT-Conv Block allows the image-wide receptive field which is able to capture the long-term interaction. By plugging Res FFT-Conv Block into MIMO-UNet, our DeepRFT achieves remarkable superior performance compared with all state-of-the-arts. Experiments are evaluated on four image deblurring datasets.

**Limitations and broader impacts.** The proposed method has accomplished a primary exploration of the frequency domain. The Res FFT-Conv Block introduces slightly more parameters than ResBlock. A great many studies are worth exploring by following our work, to acquire even faster speed and better performance. Besides, the proposed model may generate details used to pry into other people’s privacy. Thus, the model should be used in a right way.
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