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Abstract—Goal-conditioned reinforcement learning is a crucial yet challenging algorithm which enables agents to achieve multiple user-specified goals when learning a set of skills in a dynamic environment. However, it typically requires millions of the environmental interactions explored by agents, which is sample-inefficient. In the paper, we propose a skill learning framework DR-GRL that aims to improve the sample efficiency and policy generalization by combining the Disentangled Representation learning and Goal-conditioned visual Reinforcement Learning. In a weakly supervised manner, we propose a Spatial Transform AutoEncoder (STAE) to learn an interpretable and controllable representation in which different parts correspond to different object attributes (shape, color, position). Due to the high controllability of the representations, STAE can simply recombine and recode the representations to generate unseen goals for agents to practice themselves. The manifold structure of the learned representation maintains consistency with the physical position, which is beneficial for reward calculation. We empirically demonstrate that DR-GRL significantly outperforms the previous methods in sample efficiency and policy generalization.

In addition, DR-GRL is also easy to expand to the real robot.

Index Terms—Reinforcement Learning, Representation Learning, Deep Learning for Visual Perception.

I. INTRODUCTION

REINFORCEMENT learning (RL) is a promising algorithm that enables agents to learn a skill by optimizing a specific reward function. Impressive works have been proposed, from playing Atari [1], Go [2], [3] and chess [4] to learning robotics manipulation skills [5]–[7]. Standard RL algorithms can only acquire one skill at a time. However, agents are expected to achieve multiple user-specified goals in an unstructured real environment. In this paper, we aim to study goal-conditioned reinforcement learning (GRL) to achieve this by maximizing the average success rate conditioned on diverse goals.

The core issue of goal-conditioned RL is to improve the sample efficiency. Setting multiple goals during training requires agents to explore millions of interactive samples, which is exacerbated by visual observations. To this end, the previous works [8], [9] are dedicated to learning an expressive low-dimensional representation from high-dimensional observations. During training, it’s laborious to manually set various visual goals for the agent. Therefore, the representations can also be used to generate new goals to train the agent. However, these representations without additional constraints have no explicit physical meaning, and it cannot be explained whether these representations focus on the task-relevant information. Moreover, the goals generated based on these representations become uncontrollable and sometimes ineffective. These goals would confuse the agent, thereby making training efficiency lower and policy performance worse. If the agent can learn an interpretable and controllable representation, it can imagine reasonable goals on top of it to practice itself, which would improve the learning efficiency.

We draw inspiration from the disentangled representation learning in computer vision. Disentangled representation learning (DRL) [10]–[12] has developed in recent years, which investigates how to learn the disentangled representations of attributes, e.g. the object shape, color or position. However, in this paper, there are two key differences: (i) In RL, the concern is whether the change in the disentangled representation space maintains monotonously consistency with the change of real physical attributes. For example, the distance between representations should increase as the spatial distance of objects increases. (ii) Vanilla methods require samples to provide attribute templates to generate new samples, but we expect to generate goals with attributes out of the position distribution.

To this end, we propose a skill learning framework DR-GRL to learn an object-oriented Disentangled Representation...
in a weakly supervised manner to improve the efficiency and generalization of goal-conditioned RL. The overall framework DR-GRL is shown in Fig. 1. We propose a spatial transform autoencoder (STAE) to learn a representation that disentangles the shape, color, and position of the object without the definite attribute labels. The manifold structure of the learned representation maintains consistency with the physical position, which facilitates efficient reward calculation. By recombing and recoding the disentangled representation, STAE can generate unseen objects at any position of the image. The corresponding representation can be used as goals for agents to practice and to relabel data in replay buffer. It is worth noting that by aligning the position encoding of the simulation and the real world, DR-GRL can transfer the policy to the real world without fine-tuning. We perform experiments on the pushing cup task in the simulation and the real world. The empirical results demonstrate that DR-GRL significantly improves the efficiency and generalization of the goal-conditioned visual reinforcement learning.

Our main contributions are as follows:
1) We propose DR-GRL to learn an interpretable and controllable disentangled representation that enables goal-conditioned visual RL to improve the sample efficiency and policy generalization.
2) We design STAE to make the disentangled representation consistent with the physical position. By simply recombing and recoding the representation, STAE can generate diverse goals out of the distribution.
3) We empirically demonstrate the effectiveness of our DR-GRL in pushing cup task in both simulation and the real world.

II. RELATED WORKS

A. Goal-conditioned Reinforcement Learning

Many prior works on GRL are devoted to learning goal-conditioned policies that can enable agents to achieve diverse goals. To increase sample efficiency, Schaul et al. [13] provide a simple mechanism to substitute for the old goals in off-policy settings. Andrychowicz et al. [14] propose Hindsight Experience Replay (HER) to relabel goals with the future goal spaces. However, these methods are only suitable for the state input, e.g. object coordinates rather than visual input. They can directly change the state as a new goal, which is difficult to implement in visual input. Nair et al. [8] learn a representation by a variational autoencoder (VAE) [15] to adapt to visual GRL, which samples latent representation as new goals for training. However, vanilla VAE cannot generate valid and feasible goal images. Later, Nair et al. learn a context-conditioned VAE in [16] and a Vector Quantised-Variational VAE [17] in [18] to solve this issue by generating more consistent and reasonable goal images. Wang et al. [19] learn an object-VAE to encode the object segmentation, which can sample the goal embeddings only related to the target object. However, these methods cannot flexibly control the object generation to unseen positions, which limits the generalization of the policy. By conveniently recoding the learned encoding, our DR-GRL can generate unseen objects at any position of the image, which is out of the training distribution.

B. Representation Learning for Vision-based control

For vision-based control tasks, many related works aim to learn an expressive representation to improve the sample efficiency of visual RL. Park et al. [20] learn the se(3) constrained features to directly represent the object pose for geometric imitation of object manipulation. However, this method requires certain supervision signals in the learning process. Srinivas et al. [9] propose a framework that integrates contrastive learning with model-free RL. Pathak et al. [21] learn visual representations by roughly segmenting objects in an unsupervised manner. Kulkarni et al. [22] learn the object keypoints for control from videos without supervision. Zhang et al. [23] learn invariant representations with the properties of bismulation metrics for effective downstream control. However, the above learned representations have ambiguous physical meanings. In contrast, our DR-GRL learns the representations which can disentangle different attributes of the objects in a weakly supervised manner.

C. Disentangled Representation in Computer Vision

In computer vision, disentangled representation learning has been explored by prior works [10], [24], [25]. Niemeyer et al. [26] propose a novel method for generating scenes in a controllable and photorealistic manner. Yunhao et al. [27] disentangle different attributes into a representation by swapping operations to synthesize new samples. However, the disentangled representation in computer vision research field cannot be consistent with the physical positions of objects in the images. Our DR-GRL introduces a spatial transform module to learn the representations maintaining the manifold structure of the physical positions, which is empirically demonstrated in IV-D.

III. METHOD

DR-GRL is a skill learning framework for combining disentangled representation learning with the goal-condition RL. In DR-GRL, we design a spatial transform autoencoder (STAE) to learn interpretable representations to disentangle the latent space in a weakly supervised manner. In the following, we start by introducing the architecture and components of STAE, then show our weakly supervised progressive swap strategy of STAE for representation learning, and finally describe how the representation is applied to goal-conditioned RL.

A. Architecture of Spatial Transform Autoencoder

The goal of STAE is to take weakly labeled samples as input and train an autoencoder which achieves controllable
There are three stages including zero swap, one swap and cycle swap. All of these operations only use the reconstruction loss to optimize STAE. The core of the progressive swap strategy is to swap representations and reconstruct the original image, thereby disentangling the encoding of different attributes.

Disentangling in the latent space. The architecture of STAE is shown in Fig. 2. Give a source observation $o \in \mathbb{R}^{C \times H \times W}$ and a robot observation in random pose $o_{robot} \in \mathbb{R}^{C \times H \times W}$ we perform two steps of data augmentation on it, as is described as follow:

$$
\hat{o} = t(m(o, o_{robot}) = t(\lambda_{mixup} \cdot o + (1 - \lambda_{mixup}) \cdot o_{robot})
$$

where $m$ means the mixup operation (28) and $t$ means other common data augmentations such as CenterCrop and Resize. $\lambda_{mixup}$ is a parameter to balance the weight of the two images. The mixup operation $m$ is designed to eliminate the interference of the robot pose on the disentangled representation, since the representation focuses on effective information about the object. Then, we input the mixed image $\hat{o} \in \mathbb{R}^{C \times H \times W}$ to the encoder $Enc$ to extract various attributes of the object into the latent representations $z$. In our setting, we wish to disentangle the latent representations $z_{s,c,p}$ related to three attributes of the shape, color and position of the cup.

Different from the general disentangled representation learning methods, robot tasks pay more attention to the position attributes of objects. We want position encodings to be highly consistent with the real position of objects, rather than the abstract encodings. So the latent representations here are divided into two parallel branches. $z_{s,c}$ of the shape and color attributes are input to the decoder $Dec_{pair}$ to reconstruct the cup $o_{object} \in \mathbb{R}^{C \times H \times W'}$. In particular, here we generate the cup in the middle of the table, focusing only on the shape and color rather than the position.

In the other branch, the spatial transform (ST) module takes the position representation $z_{p}$ as input and predicts the translation parameters to translate $o_{object}$ to $o'_{affine} \in \mathbb{R}^{C \times H \times W'}$. Finally, we perform an inverse data augmentation on $o'_{affine}$ and add it to a basic background image $o_{bg} \in \mathbb{R}^{C \times H \times W}$ to obtain the final reconstructed image $o'_{recon}$, which is described as follow:

$$
o_{recon} = t^{-1}(o'_{affine}) + o_{bg}
$$

where $o_{bg}$ can be easily obtained in many ways, such as using Gaussian Mixture-based Background Segmentation algorithm (19), (29) implemented in OpenCV (30). In this paper, we simply record $o_{bg}$ before the task is performed.

The ST module is introduced to allow CNNs to perform affine transformation without additional supervision signal inspired by [31]. The affine transformation can be expressed by the following matrix operation:

$$
\begin{pmatrix}
x' \\
y' \\
1
\end{pmatrix} = \begin{bmatrix}
\vartheta_1 & \vartheta_2 & \vartheta_3 \\
\vartheta_4 & \vartheta_5 & \vartheta_6 \\
0 & 0 & 1
\end{bmatrix} \begin{pmatrix}
x \\
y \\
1
\end{pmatrix}
$$

where $\vartheta$ is the affine transformation matrix parameter. $x'$ and $y'$ are pixel coordinates in the original 2D plane while $x$ and $y$ are pixel coordinates after transformation. Unlike [31], we set the first two columns of the matrix as the identity matrix and only predict a two-dimensional vector $[\vartheta_3, \vartheta_6]$ to realize translation transformation. Such a specific design aims to give stronger semantic information to the position representation in the process of reconstructing images, which is highly relevant to the robot task. In addition, interpretable position representation can help improve the controllability and generalization of goal sampling in RL, which will be described in Section III-C.

### B. Weakly Supervised Progressive Swap Strategy for Disentangled Representation Learning

While training our STAE, we implement a weakly supervised progressive swap strategy to learn the disentangled representations. Weak supervision means we only know which attributes are the same between different samples without the definite attribute labels. The schematic diagram of the weakly supervised progressive swap strategy is shown in Fig. 3.

There are three stages in our learning strategy, which are zero swap, one swap and cycle swap. In the zero swap stage, the encoder $Enc$ first encodes $o_{A}$ to the representations $z_{s,c,p} = Enc(o_{A}) = [z_{x}, z_{c}, z_{p}]$, and then the global decoder $Dec_{g}$ decodes to reconstruct the original input. We wish the representations $z_{s,c,p}$ can contain as much information of the original image as possible. The objective of optimization here, just like common autoencoder, is zero swap reconstruction loss $L_{oxr} = ||o_{A} - o_{A_{recon}}||1$.

In the one swap stage, given a pair of inputs $(o_{A}, o_{B})$ with one same attribute, e.g. the color, the encoder encodes them to the representations. If the representations are disentangled, the different segments of the representations are wished to represent different object attributes. When two samples share the same color attribute, we swap each other’s color encodings $z_{c}$ and keep other attribute encodings unchanged. If the swap attribute encodings are disentangled enough and do not contain the information of other attributes, the decoder can still reconstruct their original images. We perform one swap operation for all three attributes. The objective is the one swap loss, which is denoted as

$$
L_{oxr} = ||o_{A} - \bar{o}_{A_{recon}}||1 + ||o_{B} - \bar{o}_{B_{recon}}||1
$$

In the cycle swap stage, we repeat the operation of the previous stage twice. We encode two images, swap encodings, decode, encode again, swap again to restore the original feature and decode again. The difference is that the objects in two input images do not need to have the same attributes. Without additional supervision on the intermediate images $o_{recon}$, we only train the network by the cycle swap reconstruction loss $L_{oxr}$ of the final generated images, which is denoted as

$$
L_{oxr} = ||o_{A} - \bar{o}_{A_{recon}}||1 + ||o_{C} - \bar{o}_{C_{recon}}||1
$$
The cycle swap loss enforces our STAE to disentangle the different semantics of different parts on the latent representations. It ensures that the representations of one attribute do not contain information about other attributes.

Zero swap operation ensures the representation containing enough information of the original images. One swap operation can disentangle the shape and color attributes of the objects, while the cycle swap operation can further improve the disentangling effect. Through the weakly supervised progressive swap strategy, STAE can disentangle the representations corresponding to different object attributes. In addition, by recombining shape and color representations and recoding the position representation, STAE can render an unseen cup to any position of the image, which can be used to sample diverse goals for the agent to practice itself.

C. Goal-conditioned RL with Learned Representations

Goal-conditioned RL aims to train a policy that can achieve a set of goals. In principle, Goal-conditioned RL can model the variable goal \( g \) into any standard reinforcement learning algorithm. We choose SAC which is an effective off-policy RL algorithm. With our modification, SAC learns a policy \( \pi \) and two Q-value critics \( Q_{\phi_1}, Q_{\phi_2} \) with respect to a goal distribution \( g \sim G \). We input the learned position representation as observation embeddings into \( \pi \). The goal-conditioned critics \( Q_{\phi} \) are learned by optimizing the Bellman error in Eq. 6 while the expected return of its action in Eq. 7.

\[
L(\phi, R) = \mathbb{E}_{d \sim R}[\min_{i=1,2} Q_{\phi_i}(o, a, g) - \alpha \log \pi_{\phi}(a | o) - (r + \gamma(1 - d)T)]
\]

\[
T = \min_{i=1,2} Q_{\phi_i}(o', a', g') - \alpha \log \pi_{\phi}(a' | o')
\]

\[
L_{\phi} = \mathbb{E}_{o \sim \pi}[Q_{\phi}(o, a, g) - \alpha \log \pi_{\phi}(a | o)]
\]

where \( d = (o, a, o', g, r, d) \) is a tuple with observation \( o \), action \( a \), observation at the next moment \( o' \), goal \( g \), reward \( r \) and done signal \( d \) in the replay buffer. \( R \) is a positive entropy coefficient to balance the value function and entropy maximization.

1) Reward Specification: We define a goal-conditioned reward function \( r(o, g) \) for the vision-based RL. Due to the real-time lighting changes in the real scene, the Euclidean distance in the pixel space may cause a large variance in the reward. All we care about is whether the object reaches the goal position \( z_g \), which can be reflected in the learned disentangled representation. Therefore, we use the Euclidean distance of the position representations to calculate the reward, which is denoted as

\[
r(o, g) = -||Enc(o) - z^o_g||_1
\]

In particular, the distance in our disentangled representation space is consistent with the real position of the object. This consistency cannot be guaranteed in the representation space learned by vanilla autoencoders since there are no additional constraints on representation in training. We empirically show that taking our disentangled representation distance as a reward can significantly improve the training efficiency of RL.

2) Goal Generation and Relabeling: We generate various goals to train the policy \( \pi \) during training. For vision-based settings, it is not convenient to collect specific images as goals in both simulation and the real world. The previous method \cite{8} generates goals by sampling the latent features of VAE, which lacks semantic consistency and generalization of new positions. Our STAE can achieve zero-shot goal generation in a highly controllable manner. STAE recomposes the shape and color representations to render new objects. Furthermore, STAE can recode the position representation by randomly sampling within the specified range to generate objects to any desired position of the images. And the interpretability ensures the validity of the generated goals.

For a tuple \( d = (o, a, o', g, r) \) in the replay buffer \( R \), we can relabel the tuple with the generated goal \( g' \) and reward function \( r(o, g) \). Therefore, more tuples like \( d' = (o, a, o', g', r) \) can be obtained without the time-consuming rollouts. Previous methods \cite{8}, \cite{14} are proposed to sample goals from a trajectory or from learned priors, which brings bias to the goal distribution. We use highly controllable disentangled representations to generate goals under uniform distribution \( g' \sim U(g) \) in the position representation space. The empirical results demonstrate that the goals generated from the disentangled representations greatly improve the sample efficiency.

3) Algorithm Summary: We summarize the whole algorithm of disentangled representations for goal-conditioned reinforcement learning (DR-GRL) in Algorithm 1. We first collect data including different attributes of objects. Then, by the weakly supervised progressive swap strategy, STAE is trained on the data to learn a disentangled representation. We use the obtained disentangled representation space for the goal space, observation embedding and reward calculation in GRL. For every tuple in replay buffer, we can relabel the tuple by sampling new goals and calculating new rewards using Eq. 9. At last, we use the adapted SAC \cite{32} to learn a goal-conditioned policy and critics by Eq. 8.
IV. EXPERIMENTS

To verify the effectiveness of our DR-GRL, we perform experiments on the pushing cup task by simulation and real robotic arms respectively. We train our DR-GRL on 4 NVIDIA TITAN X GPUs. We build a Mujoco simulation environment, named UR Pusher, which must push the cup to a target position. In the real world, we perform experiments on a UR5 robotic arm and a 2F Robotiq gripper. Our experiments address the following questions: (1) Does STAE in DR-GRL disentangle the object attributes and generate unseen images as goals for GRL? (2) How does our DR-GRL compare with other methods in improving the sample efficiency and performance of GRL? (3) Can the disentangled representation maintain consistency with the physical position? (4) Is each component of our DR-GRL really effective for skill learning? (5) Can DR-GRL conveniently realize the policy transfer from sim to real?

To verify the disentangling of the learned representations, we train our STAE by the dataset on cups with different attributes collected in the UR Pusher simulation. There are 4 shapes, 4 colors and 16 positions for the cup under 5 different lighting conditions in the dataset. The qualitative results are given in Fig. 5. As is shown, given the example of each attribute, our STAE can combine the specific attribute to synthesize a new and clear image, which means that the learned representation only contains information about the corresponding attribute.

We expect to control disentangled representation to generate unseen goals for GRL. We compare STAE with other generative models, including VAE [15] used in RIG [8] and CCV AE used in CCRIG [16]. As is shown in Fig. 5, VAE can generate some blurred cups, while CCV AE can generate more clearly. However, both of them can only generate cups in the positions that have appeared in the training data. For comparison, by recoding the position encoding, STAE can render the cup to the position out of the training distribution, even anywhere in the images. The highly controllable generation allows goal-conditioned agents to imagine diverse goals during training, which can improve the generalization of the policy.

C. Simulation experiments of pushing cups

To answer the second question, we compare DR-GRL with previous methods in UR Pusher. RIG: [8] trains a VAE to learn a latent representation for visual GRL. CURL: [9] combines RL with representation learning to improve the sample efficiency. CCRIG: [16] trains a CCV AE to generate more reasonable goal images for visual GRL. STATE-SAC: vanilla SAC [32] with access to object coordinates, which is used as the upper bound of visual RL algorithms. Since CURL [9] and STATE-SAC [32] are only trained to achieve a single goal, we adapt them to diverse goals by modifying the goal-conditioned actors and critics. In addition, for these methods can’t generate new goals, we artificially set some goals from the same goal distribution in their representation space during training. For a fair comparison, we use SAC as the same RL algorithm to train DR-GRL, RIG, CURL, CCRIG and STATE-SAC.

The simulation results are shown in Fig. 6. We normalize the reward on top of the representation spaces learned by different methods. We define success within 1cm from the goal position, and normalize the representation distance between the success boundary and the goal to -1. The results demonstrate...
that compared with RIG, CCRIG and CURL, our DR-GRL converges faster and significantly achieves a better performance. In addition, our DR-GRL is more stable during training. We suspect that used for observation embedding and reward calculation, the disentangled representation can focus on task-relevant information, thereby improving the convergence and stability of DR-GRL. Furthermore, without access to the object state, our DR-GRL achieves almost the same performance as STATE-SAC.

**TABLE I**

| Methods  | Success rate(%) / Reward |
|----------|--------------------------|
|          | seen cups                | unseen cups               |
| STATE-SAC (as upper bound) | 89.33 / -0.18 ± 0.11 | 89.33 / -0.18 ± 0.11 |
| RIG [8] | 16.00 / -2.47 ± 0.32 | 5.33 / -4.62 ± 0.25 |
| CCRIG [16] | 28.67 / -1.63 ± 0.24 | 25.33 / -1.81 ± 0.25 |
| CURL [9] | 20.67 / -2.03 ± 0.29 | 10.67 / -4.55 ± 0.27 |
| DR-GRL  | 85.33 / -0.21 ± 0.19 | 84.00 / -0.28 ± 0.21 |

During testing, each method samples 30 goals from the same distribution and tests 5 times. Some successful trajectories in simulation are pictured in Fig. 7. We evaluate the performance of each method by comparing the average success rate and reward on the seen cups and unseen cups respectively, which is shown in Table I. The seen cups and unseen cups vary in shape and color. And the positions of cups are sampled from the uniform distribution. We notice that both RIG and CURL can only push the seen cups to several goals, and can hardly push the unseen cups. We suspect that the representations learned by these methods cannot disentangle the shape of the cup from the entire image, so they have no generalization ability to the unseen object. CCRIG can push seen and unseen cups with similar success rates, but struggles to achieve a wider range of goals. We consider that it’s not possible for CCRIG to train agents by sampling goals whose positions are out of the training distribution. In addition, the inconsistency problem of other methods also makes the learning more difficult, which illustrates in IV-D. We can see that DR-GRL can push seen and unseen cups with the success rate of 85.33% and 84.00%, which is more than 3x higher than RIG, CCRIG and CURL. Even if STATE-SAC has access to the coordinate states of the cup and the target, our DR-GRL can still achieve particularly close performance.

**D. Consistency of Disentangled Representation and Physical Position**

To answer the third question, we visualize the representations learned by different methods in Fig. 8. The dimension is reduced to 2 using t-SNE [35]. We use dots to indicate the cup samples at 20*20 positions, and use colors to indicate the position changes. As is shown, the representations of RIG and CURL are rather messy, which is unable to distinguish the samples with different physical positions. When the distance between the cup position and the goal becomes larger, the reward calculated in the feature space of RIG and CURL may become smaller, which makes the agent confused and learn sub-optimal actions. The representations of CCRIG are relatively better, but the representation distance and physical positions are not monotonically changing.

By contrast, regardless of whether the physical position changes horizontally or vertically, our position representations can well maintain the manifold structure of the original samples. When used for reward calculation, the distance in the disentangled representation space of DR-GRL can directly reflect the actual physical distance between the current state and the goal, which significantly improves the sample efficiency of the GRL.

**E. Ablation Experiments**

![Fig. 9. Some reconstruction results through STAE with or without the mixup operation. The results demonstrate that our STAE without the mixup operation cannot clearly reconstruct the task-relevant images.](image)

To answer the fourth question, we train several ablation STAEs to evaluate the contribution of each swap strategy, which is shown in Table II. The swap strategies include one swap operation(OS) and cycle swap operation(CS). We compute the distance between ground truth and the generated images based on three attribute examples. We use Peak Signal to Noise Ratio (PSNR) to measure the image quality and use Learned Perceptual Image Patch Similarity (LPIPS) [36] to indicate the perceptual difference. The larger PSNR and the smaller LPIPS indicate the better image quality. We also use the success rate to evaluate different models.
As is shown, STAE w/o OS struggles to generate the correct image and STAE w/o CS performs a bit better. Our full STAE with OS and CS has the highest PSNR of 34.76 and minimum LPIPS of 0.028. With the improvement of disentangling effect, the performance of the policy also gets better. We consider that OS helps disentangle the shape and color of the objects and CS can further help to disentangle attributes, which can improve the performance of the policy.

![Diagram of seen cups and unseen cups.](image)

**TABLE III**

| Model                  | Success rate(%) / Reward |
|------------------------|--------------------------|
| DR-GRL w/o M           | 0.00 / -4.53 ± 0.37      |
| DR-GRL w/o STm,UR      | 18.67 / -1.88 ± 0.32     |
| DR-GRL w/o UR          | 75.33 / -0.37 ± 0.23     |
| DR-GRL                 | 85.33 / -0.21 ± 0.19     |

We also conduct several experiments to analyze the influence of each component in our DR-GRL, which is shown in Table III. The components of our DR-GRL include mixup (M), spatial transform module (STm) and uniform relabeling (UR). We add the checked component in turn to train the models and test them to push seen cups 30 times with 5 seeds.

As we can see, DR-GRL w/o M can’t complete the task since the different poses of the robot may seriously affect the disentangled representations without the mixup operation. We show the images after mixup operation and reconstructed images in Fig. We mixup robot images with different poses into the original images. The results show our STAR can clearly reconstruct the task-relevant cup images without being disturbed by the robot.

Since uniform relabeling is uniformly sampled in the representation space, which is learned through ST module, the model cannot remove ST module and retain the UR operation. DR-GRL w/o STm and UR achieves a success rate of 18.67%. Although the model can achieve several goals, the learned representation is inconsistent with the physical position. We believe that the distance in this representation space cannot represent the completion degree of the task.

As is shown in Table III, DR-GRL w/o UR significantly improves the success rate. We consider that the introduction of ST module makes the disentangled representation consistent with the state of the cups. In addition, uniform relabeling can further improve the performance of our DR-GRL since agents can imagine and explore diverse possibilities during training by uniform relabeling.

**F. Real-world Vision-based Manipulation**

DR-GRL can easily transfer the control policies from simulation to the real world by separating perception and control. In our DR-GRL, STAE focuses on the visual deviation of the relative position of the object and the center of the console. By simply mapping the position representation, the policy learned in simulation can be directly deployed on real robots without fine-tuning.

We train the STAE of DR-GRL with 90 real images, including 5 cups in 9 positions under 2 lighting conditions. Then we perform a simple linear mapping on the position representation of the simulation and real images. We test on UR5 30 times to push the seen and unseen cups respectively. The seen and unseen cups vary in shape and color, as shown in Fig. And the positions of cups are sampled from the uniform distribution in the representation space. The success trajectory is shown in Fig. and the quantitative results are shown in As is demonstrated, our DR-GRL achieve success rate of 73.33% to push seen cups and 70.00% to push unseen cups. Since disentangling the appearance and position representation, DR-GRL can focus on the position attributes of objects and generalize to new objects.

**V. CONCLUSIONS**

We propose a skill learning framework DR-GRL, which learns an object-oriented disentangled representation in a weakly supervised manner to improve the efficiency and generalization of goal-conditioned RL. We design a spatial transform autoencoder (STAE) to learn an interpretable and controllable representation in which different parts correspond to the object attributes (shape, color, position). The representation maintains consistency with the physical positions, which facilitates efficient reward calculation. By simply recoding the learned position representation, STAE can render unseen objects at any position of the image. As a result, the agent can imagine diverse goals to practice itself. We empirically demonstrate the effectiveness of our DR-GRL. In addition, the framework can conveniently transfer the control policy from simulation to the real world.

For the task of pushing cups, we can accomplish the task only by focusing on the cup attributes. In the future, we may consider more complex tasks that require attention to the body movement and objects simultaneously, which requires the method to disentangle the manipulator poses into the representation. In addition, how to disentangle multiple objects in more complex scenes is an unsolved issue. Perhaps investigating unsupervised detection of objects in turn or exploiting sequential information would be beneficial.
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