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Abstract
The second Wind Forecast Improvement Project (WFIP2) is an 18-month field campaign in the Pacific Northwest U.S.A., whose goal is to improve the accuracy of numerical-weather-prediction forecasts in complex terrain. The WFIP2 campaign involved the deployment of a large suite of in situ and remote sensing instrumentation, including eight 915-MHz wind-profiling radars, and surface meteorological stations. The evolution and annual variability of the daytime convective planetary-boundary-layer (PBL) height is investigated using the wind-profiling radars. Three models with different horizontal grid spacing are evaluated: the Rapid Refresh, the High-Resolution Rapid Refresh, and its nested version. The results are used to assess errors in the prediction of PBL height within the experimental and control versions of the models, with the experimental versions including changes and additions to the model parametrizations developed during the field campaign, and the control version using the parametrizations present in the National Oceanic and Atmospheric Administration/National Centers for Environmental Prediction operational version of the models at the start of the project. Results show that the high-resolution models outperform the low-resolution versions, the experimental versions perform better compared with the control versions, model PBL height estimations are more accurate on cloud-free days, and model estimates of the PBL height growth rate are more accurate than model estimates of the rate of decay. Finally, using surface sensors, we assess surface meteorological variables, finding improved surface irradiance and, to a lesser extent, improved 2-m temperature in the experimental version of the model.
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1 Introduction

The second Wind Forecast Improvement Project (WFIP2) is a Department of Energy (DOE) and National Oceanic and Atmospheric Administration (NOAA) sponsored program (including partners from public and private institutions) whose goal is to improve the accuracy of numerical-weather-prediction (NWP) forecasts in complex terrain. WFIP2 includes an 18-month field campaign in the Pacific Northwest U.S.A. During the WFIP2, a large set of instruments was deployed in the states of Washington and Oregon, U.S.A., particularly in the Columbia River Gorge and basin area, to improve understanding of flows in complex terrain, and to assess and improve the accuracy of several of NOAA’s weather forecast models. This area is well known for its high wind-energy generation, with approximately 6 GW of total installed capacity in the WFIP2 study region at the time of the field campaign. This area is also unique for planetary-boundary-layer (PBL) processes driven or affected by the local topography, which are not always easy to forecast. Among these phenomena are cold pools (Whiteman et al. 2001; Zhong et al. 2001; McCaffrey et al. 2019), gap flows, both westerly (Sharp and Mass 2002, 2004; Banta et al. 2019), and easterly (Neiman et al. 2018, 2019), mountain waves (Durran 1990, 2003; Draxl et al. 2021), topographic wakes, and convective outflows. The 18-month duration of the campaign (October 2015–March 2017) allowed the sampling of the above-mentioned atmospheric phenomena that are important in this area throughout the annual cycle.

Details on the campaign, both from the observational and from the model perspectives, are presented in Shaw et al. (2019), Wilczak et al. (2019a, b), and Olson et al. (2019a). The objectives of the campaign were to strategically deploy suites of instruments to characterize the physical processes that drive key atmospheric phenomena in this area of complex terrain, to assess the shortcomings of the models at forecasting these particular processes, and finally to improve the model parametrizations, particularly with the scope of improving the forecast of the wind-turbine hub-height wind speed (hub-height wind-speed-model output is at 80 m; more specifically, Wiser and Bolinger 2018, mention that the average hub height of turbines installed in the U.S.A. in 2018 was 88.1 m).

The principal NWP models investigated during the WFIP2 campaign were NOAA’s shorter-range models that are reinitialized and run on an hourly basis: the Rapid Refresh (RAP, 13-km grid spacing), the High-Resolution Rapid Refresh (HRRR, 3-km grid spacing) and its nested version (HRRRNEST, 750-m grid spacing). For the duration of the campaign, the models were continuously monitored and compared with the observations using the WFIP2 real-time model evaluation website (http://wfip.esrl.noaa.gov/psd/programs/wfip2/) which helped in the selection of case studies. Using these case studies, tests were iteratively performed on the model parametrizations, modifying them or adding completely new parametrizations in the process. The final parametrizations selected at the end of this process were then included in the experimental versions of the models, including revisions to the local and non-local turbulent mixing, subgrid-scale clouds and coupling to radiation, the addition of surface drag due to subgrid-scale (SGS) orography, and modification of the horizontal diffusion. Olson et al. (2019a, b) detail all these changes and additions to the model parameterizations, which are also summarized below.

---

1 A distribution of the wind turbines in the study area can be found here: https://eerscmap.usgs.gov/uswtdb/viewer/#6.48/46/-120).
To measure the final impact of these parametrization improvements and additions, toward the end of the campaign specific periods were selected to compare the experimental and control versions of the RAP, HRRR, and HRRRNEST models. These specific periods consisted of two 10-day periods in winter and summer 2016 (hereafter referred to as retrospective runs), and one 6-week period for each season (hereafter referred to as reforecast runs).

Although the main goal of the project was to improve the hub-height wind speed (with results presented in Bianco et al. 2019; Olson et al. 2019a; Pichugina et al. 2019,2020), robust model improvement occurs only if other forecast variables were not sacrificed. Several parallel studies were performed to assess how other key variables in the boundary layer were affected. For instance, Olson et al. (2019a) used surface observations to compare 2-m temperature and 10-m wind speed from the upgraded models with their previous versions over the entire contiguous U.S.A. domain, as well as the same set of wind-profiling radars (WPRs) (and their associated radio acoustic sounding systems, RASS) to assess model improvements on wind speed and temperature through the entire boundary layer. Mean absolute errors on wind speeds were found to be reduced over all four reforecast periods in the WFIP2 domain, especially at night and in winter (stable atmospheric conditions), and particularly in the rotor layer (layer of the atmosphere in which the rotor blades of the wind turbines rotate). Improved temperatures are mostly found in winter, particularly in cold-pool events, during which the performance of the models was originally poor, but largely improved due to WFIP2-led efforts. Improvements in the model performance during cold-pool events are particularly important for the wind energy, since during these events the stagnant cold layer of air, persisting over multiple days, often reduces wind-energy production to near zero. Olson et al. (2019a) also found a beneficial impact in the reduction of large model errors in wind-speed forecasting, with the largest improvements in the autumn and winter. In another study, Djalalova et al. (2020) analyzed the impact of the model modifications at forecasting wind-power ramp events, while Pichugina et al. (2019) compared a full year of wind profiles from Doppler lidars at three WFIP2 sites to the operational (at the time of their study) HRRR-NCEP (National Centers for Environmental Prediction) runs, showing how model errors varied from site to site, and highlighting several aspects of where the HRRR-NCEP model needed improvement. Finally, Pichugina et al. (2020) evaluated the performance of the HRRR and HRRRNEST models during the reforecast periods at forecasting the wind speed in the lowest 1 km of the atmosphere using scanning, pulsed Doppler lidars at three of the WFIP2 sites. Additionally, several studies using WFIP2 observations and model runs have been performed or are in preparation investigating other phenomena, such as surface fluxes (Grachev et al. 2020), cloud cover, and the surface energy balance.

Model forecast errors are generally interdependent, as explained in Benjamin et al. (2016). For example, in the boundary layer, insufficient cloud coverage in the model can result in excessive downward solar irradiance, causing warm and dry conditions near the surface, which in turn contributes to more turbulent mixing and to an excessive growth of the PBL, with entrainment of dry air from the free atmosphere into the PBL, which may further reduce the PBL-top cloudiness in a positive-feedback mechanism. For this reason, any improvement at any step of this positive feedback process taking place in the boundary layer should be beneficial to the other atmospheric variables as well.

Other studies have validated PBL height estimations from models using observations, such as Doppler lidars and radiosondes (Banks et al. 2015; Collaud Coen et al. 2014; Lee and De Wekker 2016 and reference within). The unique aspect of the present study is the
availability of a network of daytime PBL height observations collected over a long period of time and in complex terrain.

In this study, we assess improvements in the diurnal evolution and annual variability of the convective PBL height in the models, using eight 915-MHz WPRs deployed during the WFIP2 campaign, but we also take advantage of additional available meteorological measurements to evaluate the impact of model improvements on selected surface variables.

In Sect. 2, the observational and NWP model datasets as well as the differences between the retrospective and reforecast run configurations are described, Sect. 3 details the PBL height estimation methods for the observational and model datasets, Sect. 4 presents results for the retrospective and reforecast runs, and Sect. 5 presents the conclusions.

2 Dataset Description

The WFIP2 campaign was held in the states of Washington and Oregon, U.S.A., in an area of complex terrain dominated by the Cascade Mountains, the Columbia River basin to their east, and the Columbia River Gorge that transects the Cascades. The topographic features of the study area are presented in Fig. 1, where the locations of the eight sites considered in this study are represented with the yellow diamonds. Latitude, longitude, elevation, institution in charge of the instrument, and the operational period at each site for each instrument are provided in Table 1.

2.1 Observational Dataset

2.1.1 Wind-Profiling Radars

The 915-MHz WPRs at the eight sites presented in Fig. 1 were deployed for nearly the entire duration of the WFIP2 campaign, with the exception of those in Goldendale, Walla Walla, and Yakima, which started operation a few months later. The primary information derived by these instruments is from the first moments of the Doppler spectra, which gives measurements of the wind components over the lowest few kilometres.
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Table 1  List of the instruments used in this study with site name, site identification name, latitude (°N), longitude (°W), elevation (m above sea level, a.s.l.), institution in charge, and period of operation

| Site name        | Instrument type          | Latitude (°N) | Longitude (°W) | Elevation (m a.s.l.) | Institution        | Time in operation |
|------------------|--------------------------|---------------|----------------|---------------------|--------------------|-------------------|
| Boardman, OR (BOR) | WPR                      | 45.82         | 119.81         | 112                 | NOAA/ARL           | 10/2015–03/2017   |
|                  | Met Station and Micro-barograph |              |                |                     | NOAA/ARL           | 10/2015–03/2017   |
| Condon, OR (CDN)  | WPR                      | 45.24         | 120.17         | 891                 | NOAA/PSL           | 10/2015–03/2017   |
|                  | Surface Radiation        |               |                |                     | NOAA/GML           | 02/2016–03/2017   |
|                  | Met Station and Micro-barograph |            |                |                     | NOAA/PSL           | 10/2015–03/2017   |
| Goldendale, OR (GDL) | WPR                       | 45.81         | 120.85         | 501                 | DOE/ANL            | 03/2016–03/2017   |
| Prineville, OR (PVE) | WPR                       | 44.29         | 120.90         | 991                 | NOAA/PSL           | 10/2015–03/2017   |
|                  | Met Station               |               |                |                     | NOAA/PSL           | 10/2015–03/2017   |
| Troutdale, OR (TDE) | WPR                       | 45.55         | 122.39         | 12                  | NOAA/PSL           | 10/2015–03/2017   |
|                  | Met Station and Micro-barograph |            |                |                     | NOAA/PSL           | 10/2015–03/2017   |
| Wasco, OR (WCO)   | WPR                      | 45.59         | 120.67         | 462                 | NOAA/PSL           | 10/2015–03/2017   |
|                  | Surface Radiation        |               |                |                     | NOAA/GML           | 02/2016–03/2017   |
|                  | Met Station and Micro-barograph |            |                |                     | NOAA/PSL           | 10/2015–03/2017   |
| Walla Walla, WA (WWL) | WPR                       | 46.10         | 118.27         | 383                 | DOE/ANL            | 03/2016–03/2017   |
| Yakima, WA (YKM)  | WPR                      | 46.57         | 120.55         | 330                 | DOE/ANL            | 03/2016–03/2017   |

Oregon and Washington are abbreviated as OR and WA, and meteorological is abbreviated as Met ARL, Air Resources Laboratory; PSL, Physical Science Laboratory; GML, Global Monitoring Laboratory; ANL, Argonne National Laboratory

of the atmosphere (Strauch et al. 1984; Ecklund et al. 1988). In addition, WPRs are also often used for derived products, such as to detect strong gap flows (Neiman et al. 2018) or, including the information contained in the other spectral moments, to compute the eddy dissipation rate (McCaffrey et al. 2017), melting-layer height (White et al. 2002), and the PBL height (White 1993; Angevine et al. 1994; Coulter and Holdridge 1998; Cohn and Angevine 2000; Bianco et al. 2008). The WPRs are often operated in two modes (high resolution and low resolution), which cover different height ranges with different vertical resolutions. For this study, the high-resolution mode, covering between about 100 m and 2500 m, was chosen because it provides the highest vertical resolution available (about 60-m resolution), while extending high enough to cover the entire boundary layer in the study region.
2.1.2 Meteorological Stations and Microbarographs

Surface meteorological stations were available at five of the eight WPR sites (Boardman, Condon, Prineville, Troutdale, and Wasco) using diverse instruments for measuring quantities related to meteorology such as pressure, temperature, humidity, precipitation, and solar and net irradiance near the Earth’s surface. Four of these five sites (Boardman, Condon, Troutdale, and Wasco) also had available measurements of surface pressure from high-precision fast-response barometers combined with Nishiyama–Bedard quad-disk pressure probes (Nishiyama and Bedard 1991), hereafter referred to as “microbarographs”.

The measurements of 2-m temperature, solar irradiance, mixing ratio, and pressure from the meteorological stations were used to expand the analysis of these meteorological variables at these sites. Since these microbarographs measure pressure with higher accuracy than the meteorological stations, the data from the microbarographs were used for pressure observations at the four sites where they were available.

2.1.3 Surface Irradiance Measurements

Two of the eight sites with WPRs (Wasco and Condon) also had complete surface irradiance measurements from collocated stations that were operational at the sites within a few months of the official campaign start date. The station at the Wasco site recorded the four components for net irradiance (upwelling and downwelling shortwave and longwave irradiance) as well as diffuse and direct solar irradiance. The station at the Condon site recorded downwelling shortwave and longwave as well as diffuse and direct shortwave irradiance. Both these stations have the necessary inputs for the RadFlux analysis (Long and Ackerman 2000; Long et al. 2006) that produces a clear-sky identification and calculation of clear-sky irradiance components.

We used the data collected at these two sites to expand the analysis into model PBL height evaluation for clear-sky versus cloudy days.

2.2 Numerical Weather Prediction

The WFIP2 models targeted for improvement are the RAP (13-km horizontal grid spacing, Benjamin et al. 2016), the HRRR (3-km horizontal grid spacing), and its nested version, the HRRRNEST model (750-m horizontal grid spacing). Improvements in a number of model components include:

- A PBL mixing-length revision, which allows the mixing length to be independent of the height above ground and forces the turbulent eddies to be smaller than the depth of the model vertical grid interval in strong stratification;
- A mass flux addition to the Mellor–Yamada–Nakanishi–Niino (MYNN) PBL parametrization, which allows for direct coupling of the sub-cloud convective cores and the cloud layer above, improving coverage of shallow cumulus and profiles of temperature and humidity;
- A SGS coupling of clouds and radiation, which improves the downward shortwave forcing in shallow cumulus and stratocumulus conditions, improving the surface energy balance, which can in turn drive the turbulent mixing more accurately;
• A representation of drag associated with SGS orography;
• A representation of wind-farm drag, which reduces a high wind speed bias within and downwind of wind farms.

Moreover, because of the need for high-resolution simulations in complex terrain, special attention was paid to incorporate scale-adaptive physics into the MYNN eddy diffusivity-mass flux and gravity-wave-drag parametrizations. More details on the improved model configurations (which were then made operational after adding some minor adjustments) are provided in Olson et al. (2019a, b).

To measure the impact of these improvements, two 10-day retrospective periods (one in February 2016, and one in August 2016) were chosen to test the experimental and control versions of the models. Moreover, four (one for each season) 6-week reforecast periods were selected, over which the HRRR and HRRRNEST models were reassessed in comparison to the observations. Time frames for the retrospective and reforecast runs are presented in Table 2, and a description of these two sets of simulations is provided in the next section. The two sets of simulations are evaluated independently for their respective time periods.

2.2.1 Retrospective Runs

Two 10-day retrospective periods (Table 2) were chosen over which the RAP, HRRR, and HRRRNEST models were run in fully-cycled forecast-system mode, using the same data-assimilation and cycling procedures that exist in the operational RAP and HRRR models, for both the RAP (21 forecast horizons, i.e. 21 h into the future from the model initialization time), and HRRR (18 forecast horizons) models. The HRRRNEST model had no additional data assimilation, but was initialized off the 3-h HRRR forecast and ran concurrently with the HRRR run. The RAP model was run every hour, but the HRRR and HRRRNEST models were only run every third hour. All model forecast runs provided output every hour.

Due to the differences between the RAP, HRRR, and HRRRNEST model initialization and cycling designs, for the RAP retrospective runs we can create hourly model PBL height estimation time series for each forecast horizon (which can be used for a comprehensive model evaluation), while for the HRRR and HRRRNEST retrospective runs, the time series of the model PBL height for each forecast horizon contains values every third hour. Because of this, the number of PBL height estimations for the HRRR and HRRRNEST reforecast runs is significantly reduced compared with the RAP runs, producing noisier results. Also, the comparison to the RAP model would not be adequate unless we undersampled the RAP output to align with the other models, which would degrade the quality of the results for this model as well. Therefore, we do not include these two models, but rather only look at the statistical performances of the RAP runs in the retrospective run analysis. Figure 2a presents a schematic representation of the RAP configuration for the retrospective runs.

| Table 2 | List of the periods chosen to test the experimental and control versions of the models |
|---------|-----------------------------------------------|
| Retrospective periods | February 2016 | August 2016 |
| | 10–20/2 | 14–23/8 |
| Reforecast periods | Spring 2016 | Summer 2016 | Autumn 2016 | Winter 2017 |
| | 25/3–7/5 | 24/6–7/8 | 24/9–7/11 | 25/12/2016–7/2/2017 |
2.2.2 Reforecast Runs

Four 6-week reforecast periods (Table 2) were chosen for which the HRRR and HRRRNEST models were run in control and experimental configurations, for 24 forecast horizons. The models were initialized every 12 h (at 0000 UTC and at 1200 UTC, hereafter referred to as the 0000 and 1200 initialized runs, respectively). All model forecast runs provided predictions every hour, which were used for comparison with the observations. The HRRR model was run in a "cold-start" configuration, where initial conditions were supplied from the RAP model without additional data assimilation or antecedent cycling. Since there is a spin-up period associated with the model atmosphere adjusting to the higher resolution terrain, the HRRR model atmosphere is allowed to spin-up for 3 h before the HRRRNEST model is initialized from the HRRR 3-h forecast. This causes the first HRRRNEST model output to have a 3-h spin-up delay (see Fig. 2b for a schematic representation of the reforecast run configurations).

For the reforecast runs, we can compute statistics on each hour of the day for the 0000 and 1200 initialized runs, but it is not possible to calculate statistics as a function of the forecast horizon because there are only two initialization times per day. Nevertheless, we can still look at the statistical performances of the HRRR and HRRRNEST models, control and experimental runs.

In both retrospective and reforecast runs, model output fields at the site locations are obtained by bilinearly interpolating the model grid-level output using the four closest grid points.

3 Estimated Planetary-Boundary-Layer Heights

3.1 Observed Planetary-Boundary-Layer Heights

Although WPRs are primarily used to measure the vertical profile of the horizontal wind vector (Strauch et al. 1984; Ecklund et al. 1988), it has been widely demonstrated that the information contained in the zeroth and second moments can be used for identifying the
top of the convective boundary layer (White 1993; Angevine et al. 1994; Coulter and Holdridge 1998; Cohn and Angevine 2000; Bianco and Wilczak 2002; Bianco et al. 2008). During the measurement campaign, two methods were used to retrieve the hourly PBL height estimates from the WPRs. The first method is the fuzzy-logic algorithm of Bianco et al. (2008) incorporating information on the returned signal-to-noise ratio (SNR) and the hourly variance and spectral width of the vertical velocity component. The PBL height is defined as the top of the lowest layer of the atmosphere that is directly affected by the surface and is continuously turbulent.

The second method, henceforth called the SNR approach, uses the automated algorithm of Coulter and Holdridge (1998). This method looks for the first and second peaks in the vertical profile of the SNR from the WPR hourly consensus measurements, and the first and second maxima in the ratio of the SNR differences above and below each range gate. The heights corresponding to these peaks are reported as four PBL height estimates. The algorithm then chooses the most frequently identified value, if any, as the PBL height (if one of the first two estimates coincides with one of the second two). If all four estimates are different, the closest value to the preceding PBL height estimate (larger from the previous estimate during the day, and smaller than the previous estimate from 1700 local standard time—at the site of interest—to sunset) is chosen.

The automated estimations of the PBL height with both the fuzzy-logic and the SNR approaches were also visually inspected to eliminate any outliers. Both methods are only effective for detecting the daytime convective PBL heights, because the WPRs have a range resolution that does not allow resolving the stable nocturnal PBL heights, which also frequently falls below the lowest height of the WPR device. Thus, the PBL height estimations are only available for times between sunrise and sunset, when the boundary layer is convective and deeper than the lowest WPR height (approximately 100 m). Moreover, PBL height estimations are not provided during precipitation times as in these cases the signal from precipitation overpowers that of clear air.

An intercomparison of the PBL heights with both methods conducted at the Condon site for the four 6-week reforecast periods (spring 2016, summer 2016, autumn 2016, winter 2017) generally shows reasonable agreement. An example of this can be seen in Fig. 3a, showing the time–height cross-section of the range-corrected SNR
with superimposed PBL height estimations using the fuzzy-logic (red dots) and the SNR (white dots) methods on 25 June 2016, with very good agreement from local sunrise to sunset, both realistically capturing the PBL height based on visual inspection of the SNR and spectral width profiles by subject-matter experts. However, occasionally the SNR approach places the PBL height consistently 100–200 m higher than the fuzzy-logic approach, as in the case of 28 September 2016 (Fig. 3b). In such cases, the composite fuzzy-logic approach, with the additional information from variance and spectral width of vertical velocity component, more realistically captures the top of the convective PBL, as confirmed by visual inspection of the SNR and spectral width profiles.

The correlation coefficients of the PBL heights determined by the SNR and the fuzzy-logic methods, and the mean difference between the two methods at the Condon site during the four reforecasting periods are $R = 0.86$ (5.8 m) for spring 2016, $R = 0.90$ (−6.25 m) for summer 2016, and $R = 0.79$ (45 m) for autumn 2016, with the number of simultaneous PBL height estimates involved in the statistics being 355, 250, and 254, respectively. While the differences between the two methods are similarly small in spring and summer, the SNR method places the PBL height lower in summer compared with the composite fuzzy-logic method (negative bias). Over winter 2017, when PBL height estimations are more challenging, both the fuzzy-logic and the SNR methods provide far fewer PBL height estimates compared with the other periods, only offering 18 simultaneous PBL heights, which prevents us from drawing conclusions on the general agreement of the two approaches during this season.

As the PBL height estimates obtained with both the fuzzy-logic and the SNR algorithms overall agree well, below only the convective PBL height estimates of the composite fuzzy-logic approach are considered.

### 3.2 Modelled Planetary-Boundary-Layer Heights

The models use the MYNN PBL parametrization, whose modifications require the PBL height as an internal variable, therefore its estimation needs particular attention. LeMone et al. (2013, 2014) showed that a potential temperature-based ($\theta$-based) definition of PBL height is generally accurate for convective boundary layers, and a turbulence kinetic energy-based (TKE-based) definition performs well for stable boundary layers. Olson et al. (2019b) expanded on this idea, using the $\theta$-based definition of PBL height of Nielsen-Gammon et al. (2008), and blending it with a TKE-based definition that uses criteria specified by Kosović and Curry (2000) and also used in Cuxart et al. (2006).

Specifically, the models search the lowest 250 m of the atmosphere for the minimum in $\theta$ ($\min \theta$) and the maximum in TKE ($\max \text{TKE}$), and determine the height where $\theta > (\min \theta + 1) \, ^\circ C$, and the height where the TKE decreases below a threshold value (chosen to be 5%) of the maximum near-surface TKE $< 5\%$ maximum TKE. Ultimately, these two definitions are blended by a hyperbolic-tangent function so that the $\theta$-based PBL height definition dominates for neutral and unstable conditions (when the $\theta$-based PBL height definition is $> 250$ m), while the TKE-based definition dominates for stable conditions (when the $\theta$-based PBL height definition is $\leq 250$ m), using a transition-layer depth of 300 m. This hybrid-PBL height algorithm has been shown to accurately diagnose the PBL height throughout the diurnal cycle (Fitch et al. 2013).
Results

4.1 Retrospective Runs

An example is presented in Fig. 4 of how the RAP model (forecast horizon 1, of all hourly initialized runs) PBL heights compare to the fuzzy-logic heights for three days at the Condon site during the August 2016 retrospective run. Figure 4 represents the WPR observed range-corrected SNR, vertical velocity component, and spectral width of the vertical velocity component, the combination of which is used in the fuzzy-logic automated method to derive the PBL heights. Averaged over the three-day period, sunrise is at 1306 UTC, solar noon is at 2004 UTC, and sunset at 0301 UTC. Between sunrise and sunset, it is easy to detect the development of the convective boundary layer, which presents larger values of SNR at its top (identifiable in Fig. 4a), strong updrafts and downdrafts during the convective period (Fig. 4b), and larger values of the spectral width of the vertical velocity component (Fig. 4c) due to the turbulent nature of the boundary layer during convective periods. Figure 4 shows that the model PBL heights (RAP control and experimental shown in red and blue triangles and lines, respectively) are visually in good agreement with those obtained by the WPR (in black circles) over the daily cycle, with some instances where the model PBL heights are higher compared with those observed (for instance, during the hours 1600–2000 UTC of 16 August, and 2000–2200 of 18 August 2016 when the boundary layer was rapidly growing). During the late afternoon hours, the decay of the boundary layer sometimes occurs too early in the models (0000–0300 UTC of 17 August 2016) while on other days it is delayed (0100–0300 UTC of 19 August 2016). It can also be noted that although during night-time stable conditions the WPR PBL heights are not available for comparison, the RAP control estimations (red triangles) tend to result in much deeper and probably unrealistic values, which are lowered in the RAP experimental (blue triangles).

Statistical results for the February 2016 and August 2016 retrospective runs are presented in Fig. 5 for the RAP runs, all as a function of the forecast horizon. For both periods, as expected, we notice an increase in bias and mean absolute error (MAE), and a decrease in the value of $R$ as a function of the forecast horizon (although the decrease in $R$
is less evident for the August 2016 retrospective period). The bias and the value of MAE are larger in August 2016 (red lines) compared with the February 2016 (black lines), as the PBL height estimates are also larger in summer compared with winter, due to stronger convective motions; in addition, the value of $R$ is higher in August 2016 compared with February 2016, as during the wintertime the identification of the PBL height is more challenging. Also, the number of points involved in the statistics and presented in Fig. 5b for each forecast horizon (in red for the August 2016 and in black for the February 2016 retrospective periods) is much lower for February 2016 period compared with August 2016.

All model runs show an overestimation of the PBL height (positive bias). For the February 2016 retrospective run, the bias is similarly positive in both runs, but the magnitude of MAE improves in the experimental runs compared with the control runs (black bars, Fig. 5b), as well as $R$ (black-dashed line above the solid-black line, Fig. 5c). For the August 2016 retrospective run, the bias and the MAE improve in the experimental run compared
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with the control run (red-dashed line below the solid-red line in the bias, Fig. 5a, and positive improvements denoted by the red bars, Fig. 5b), while the value of $R$ is similar in the two runs. Overall the RAP experimental run provides better statistics compared with the RAP control run in both retrospective periods.

4.2 Reforecast Runs

An example of how the HRRR and HRRRNEST control PBL heights (in connected blue and red triangles respectively) compare to the WPR observations (in black circles) for three days during the summer 2016 reforecast run is presented in Fig. 6 for the Prineville site. We show only the forecast horizons of the 0000 initialization runs, as the other runs behave similarly. Visible in this figure is the HRRRNEST model output 3-h spin-up delay, while the HRRR model output gap at 0200 UTC is due to a missing output in the model. As in Fig. 4, the daily evolution of the convective boundary layer is clearly identifiable from the WPR observations (averaged over the three-day period, sunrise is at 1241 UTC, solar noon is at 2007 UTC, and sunset at 0333 UTC). It can be seen that while the models capture the daily cycle of the PBL heights well, there is some overestimation in comparison to the observations, particularly during periods of rapid boundary-layer growth on 1400–2000 UTC of 22/7/2016, and during the hours of boundary-layer decay on 0100–0200 UTC of 24/7/2016.

Statistical results of PBL height for the reforecast runs as a function of season are presented in Fig. 7 for the HRRR control and experimental runs (red solid and dashed lines, respectively) and for the HRRRNEST control and experimental runs (blue solid and dashed lines respectively). The 0000 and 1200 initialization time statistics are averaged together. For all periods, the experimental runs of both models result in a smaller bias and magnitude of MAE compared with the control runs, while the value of $R$ is very similar between the control and experimental runs (except in winter). Also, the HRRRNEST model, with its smaller grid spacing, provides a smaller bias and value of MAE compared with the HRRR model. The winter 2017 reforecast period has significantly fewer points used in the statistics, as the identification of the PBL height from WPRs is in general more challenging in winter or stable conditions.
Overall, for both the HRRR and HRRRNEST models, the experimental runs provide better statistics compared with their respective control runs, as visible in the bars presented in Fig. 7b, and the HRRRNEST model generally performs better than the HRRR model in both control and experimental runs.

Results showing the skill of the models at forecasting the time rate of change of PBL height over a period of an hour, in comparison to those observed, for all reforecast periods, are shown in the scatterplots of Fig. 8. In this case we use 1200 initialized runs, because the HRRRNEST model, with its 3-h spin-up delay, misses most of the afternoon decaying part of the PBL height development in its 0000 initialized runs. The correlation coefficients are very similar between the models (HRRR and HRRRNEST models versus observations) and between the control and experimental runs (versus observations). However, we note that positive values of the rate of change (a growing boundary layer) show better agreement with the observations compared with the negative values of the rate of change (a decaying boundary layer). Part of this larger discrepancy may be caused by the challenging
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**Fig. 7** PBL height statistical results for the HRRR model (in red) and HRRRNEST model (in blue) for the four reforecast periods for the control (solid line) and experimental (dashed) runs. The panels in the figure show: (a) the bias (model-observations), (b) MAE (denoted with the lines, left axis; and the improvements of MAE of the experimental versus control runs in %, right axis), and (c) the correlation coefficient ($R$) between the PBL height from the model runs and the observations for the four reforecast periods. The number of points involved in the statistics are presented in (b) with red numbers for the HRRR model and blue numbers for the HRRRNEST model (averaged for each model for the 0000 and 1200 initialization times).
task of determining the PBL height in its decaying boundary-layer phase, when typically, it is less well defined and difficult to capture accurately. Moreover, during the decaying phase, the modelled deep boundary layer is gradually replaced by a newly forming shallow stable boundary layer. However, because all observed PBL height estimations were visually inspected, instilling a high level of confidence in their values, the larger differences also reflect the sensitivity of the decaying boundary layer to small changes in surface heat flux and lapse rate that are difficult to model precisely. An additional model variable, independent of the PBL parametrization, is the subsidence rate, which can affect boundary-layer growth during the morning, but has a significant effect on boundary-layer decay during the afternoon. Despite the larger scatter for the decaying boundary layer, the models have little bias, accurately representing on average the late afternoon collapse of the boundary layer.

4.2.1 Clear-Sky Days Versus Cloudy Days

Cloud-topped convective boundary layers are more difficult to observe and to understand than cloud-free boundary layers. Grimsdell and Angevine (1998) analyzed the ability of WPRs to measure cloud-free and cloud-topped mixing heights compared with radiosonde observations. While the agreement was better in cloud-free conditions, even in cloud-topped conditions the correlation coefficient is 0.77. They also found that the peak in the radar return tends to be slightly higher (47 m, in their study) than the calculated cloud base determined from ceilometer data. They attribute this to increased turbulence within the cloud and to the effect of sharp moisture gradients at all edges of the cloud. For clouds higher than those analyzed by Grimsdell and Angevine (1998), above the PBL height, Wang et al. (2016) found that their presence does not influence the boundary-layer structure and therefore the WPR remains a good instrument for the estimation of PBL height.

In regard to the model PBL height estimations, the hybrid-PBL height diagnostic described in Olson et al. (2019a) uses the same diagnostic for both cloudy and clear conditions, but since the liquid and ice virtual potential temperature ($\theta_v$) is less than $\theta_v$ in the presence of liquid water or ice, the PBL height is often diagnosed higher than in clear conditions (all other things being equal).
Using the information from the surface radiation stations that were deployed at the Condon and Wasco sites, we repeated the analysis presented in Fig. 7, separating the clear-sky days from cloudy days. The fractional sky cover is a derived variable, calculated from broadband shortwave radiometer measurements using the algorithm developed by Long and Ackerman (2000) and Long et al. (2006). This algorithm uses surface measurements of downwelling total and diffuse shortwave irradiance for estimating fractional sky cover for an effective 160° field-of-view. The clear-sky days are here defined as those with a fractional sky cover over the entire daylight hours being less than 10%, regardless if these clouds are coupled to the boundary layer or not. All the other days are considered cloudy days. The number of clear-sky days identified at the two sites is summarized in Table 3 for the four reforecast periods. Due to the limited number of clear-sky days points going into the statistics of the winter 2017 reforecast period (27 for the HRRR model, and 33 for the HRRRNEST model), the statistics for this period during clear-sky days is less significant.

Results for the clear and cloudy-day analysis are presented in Fig. 9 (left panels are for the clear-sky days, right panels for the cloudy days). The number of points available in each season is presented in Fig. 9c, d for each of the four reforecast periods, with red numbers for the HRRR model and blue numbers for the HRRRNEST model (averaged for each model for the 0000 and 1200 initialization times).

Using the information from the surface radiation stations that were deployed at the Condon and Wasco sites, we repeated the analysis presented in Fig. 7, separating the clear-sky days from cloudy days. The fractional sky cover is a derived variable, calculated from broadband shortwave radiometer measurements using the algorithm developed by Long and Ackerman (2000) and Long et al. (2006). This algorithm uses surface measurements of downwelling total and diffuse shortwave irradiance for estimating fractional sky cover for an effective 160° field-of-view. The clear-sky days are here defined as those with a fractional sky cover over the entire daylight hours being less than 10%, regardless if these clouds are coupled to the boundary layer or not. All the other days are considered cloudy days. The number of clear-sky days identified at the two sites is summarized in Table 3 for the four reforecast periods. Due to the limited number of clear-sky days points going into the statistics of the winter 2017 reforecast period (27 for the HRRR model, and 33 for the HRRRNEST model), the statistics for this period during clear-sky days is less significant.

Results for the clear and cloudy-day analysis are presented in Fig. 9 (left panels are for the clear-sky days, right panels for the cloudy days). The number of points available in each season is presented in Fig. 9c, d for each of the four reforecast periods, with red numbers for the HRRR model and blue numbers for the HRRRNEST model (averaged for each model for the 0000 and 1200 initialization times).

With the exception of winter 2017 when fewer points are available for the analysis, the biases in the control version of the models at the two sites are close to zero in cloud-free conditions (Fig. 9a), and significantly positive in cloudy conditions (Fig. 9b). In comparison, the experimental versions of the models have near zero biases in spring, summer, and autumn 2016 for cloud-free conditions, and in summer and autumn 2016 in cloudy conditions. For the MAE (Fig. 9c, d) the experimental versions of the models perform similarly
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to the control versions (as expected from the analysis presented in the middle panel of Fig. 7), with generally smaller MAE values during clear-sky days (Fig. 9c) compared with cloudy days (Fig. 9d). Finally, values for the correlation coefficient are similar in Fig. 9e, f for both clear-sky days and cloudy days and for all model runs (as expected from the analysis presented in the lower panel of Fig. 7). When the rates of growth and decay were examined for clear-sky days and cloudy days separately (similar to the scatterplots presented in Fig. 8, but not shown) a slightly higher correlation was found for clear-sky days compared with cloudy days (for the HRRR runs $R \approx 0.7$ for clear-sky days versus $R \approx 0.6$ for cloudy days; while for the HRRRNEST runs $R \approx 0.65$ for clear-sky days versus $R \approx 0.57$ for cloudy days), with the differences between the correlation coefficients being statistically significant ($p=0.030$) due to the large sample sizes (approximately 500).

While the models clearly simulate the PBL height somewhat less accurately in cloudy conditions, the difference from the errors found on clear-sky days is not dramatic. Some additional improvements in the models are likely needed in cloudy conditions (coupled or not to the PBL), to improve the PBL-height forecast skill through the positive feedback process taking place in the boundary layer described previously.

4.2.2 Impact of Surface Meteorological Variables

Other studies are in progress using observations and model runs from the WFIP2 dataset analyzing in detail cloud cover, the surface energy balance, and surface fluxes. Nevertheless, since pressure measurements from microbarographs were available at four of the WPR sites (Boardman, Condon, Troutdale, and Wasco), and measurements of 2-m temperature, surface irradiance, mixing ratio, and pressure from meteorological stations were available at the four sites with microbarographs plus at the Prineville site, we include a basic evaluation of them.

Figure 10 compares the composite wind speed, lapse rate of potential temperature, and TKE from the HRRR control (left) and HRRR experimental (right) 0000 runs, for all the...
days of the spring 2016 reforecast period (as an example), averaged at all five sites. In these panels PBL height estimations from the model (in black) and observations (in red) are superimposed, showing better agreement for forecast horizons 20–23 (2000–2300 UTC) between the observations and the HRRR experimental 0000 initialized run, compared with the HRRR control 0000 initialized run.

The differences between the control and experimental model runs are easily observed by comparing the left and right panels. The first difference that we note is between Fig. 10a and b, where the low-level jet visible between 0100 and 0700 UTC, and centred around 500 m, is stronger in the experimental. This is found in summer as well (not shown). In Fig. 10c, d, we notice that the convective mixing of the boundary layer during daytime is more limited in height in the experimental version of the model (as denoted by the contour lines plotted for the same values of lapse rate in the control and experimental versions of the model), with the experimental version of the model PBL height estimations in closer agreement with the observations. The differences between the two versions of the model are particularly well pronounced in terms of TKE, with higher values for the HRRR experimental run in the convective boundary layer. The tendency of increased TKE in the convective boundary layer for the experimental (Fig. 10f) compared with the control runs (Fig. 10e) is found for all seasons and for both the HRRR and HRRRNEST runs (not shown). The increase in TKE is due to the addition of the TKE source term in the wind-farm parametrization and the mixing-length revision.

Figure 11 shows the diurnal variation of 2-m water vapour mixing ratio (a), 2-m pressure (b), 2-m temperature (c), and the downward solar irradiance (d) averaged over all five sites, for the observations and the model runs. Figure 11a, b shows that both the mixing ratio and pressure are overestimated in both the control and experimental versions of the model, with no visible improvement in the experimental version of the model, at least for the spring 2016 reforecast period presented here (a more comprehensive analysis on all the reforecast periods is presented below). The offset in pressure in Fig. 11a, b may be due to differences in terrain elevation between the models and observations, however, the models do accurately reproduce the diurnal variation in pressure. Figure 11c and d shows that both models tend to overestimate the observed downward solar irradiance, but maintain
very small biases in 2-m temperature at long forecast horizons (which in this case, since we show the 0000 initialization runs, match the clock time). Improvements in downward solar irradiance should result in a reducing of the daytime temperatures, but this is offset by warming induced by increases in entrainment, which can come from more resolved-scale mixing (larger vertical velocities, not shown) and/or parametrized mixing (increased TKE). The net effect appears to improve the PBL height estimations in the experimental runs compared with the control.

The statistics MAE and bias, and improvements in the MAE, for 2-m temperature, solar irradiance, mixing ratio and pressure over the four reforecast periods at the five above-mentioned sites, are presented in Tables 4 and 5. Results of the 0000 and 1200 model runs models are averaged together, and also site-averaged, over the entire daily cycle. From the values presented in Table 4 it is evident that the value of MAE for the 2-m temperature is slightly worse in spring 2016 and unchanged in autumn and summer 2016, but it is dramatically improved for winter 2017 (for the experimental versus control runs of both HRRR and HRRRNEST models). For solar irradiance, improvements in the value of MAE are found for all reforecast periods, with improvements of 13.7% for the HRRR experimental versus HRRR control runs, and 13.1% for the HRRRNEST experimental versus HRRRNEST control runs, when averaged over the four reforecast periods. Improvements in the value of MAE for the water vapour mixing ratio, while showing averaged positive values, are only found in autumn. Similarly, differences in model 2-m pressure MAE are zero for all seasons except spring for the HRRR model, and winter for the HRRRNEST model, where they are negative.

From Table 5, the 2-m temperature bias is small (just a few tenths of a °C) for all the seasons, and the experimental version of the models does not improve it, which can also be said regarding the biases of mixing ratio and 2-m pressure. However, improvements are large in the bias of downward solar irradiance for all reforecast periods, which is on average reduced by half in the experimental versus the control version of both the HRRR and HRRRNEST models.

This analysis of the surface measurements shows that the main improvements in PBL height are related to improvements in downward solar irradiance, but not so much in the mixing ratio, pressure, and temperature. This is also confirmed in the analysis of the RASS data presented in Olson et al. (2019a), who showed that improved temperatures were mostly found in winter, but not in the other seasons. As mentioned in Sect. 2.2, one of the modifications included in the experimental version of the models involves SGS coupling of clouds and radiation, which we believe is the main reason for the improvement found in the solar irradiance. Additional studies using WFIP2 observations and model runs are underway to analyze clouds and radiation in more detail. This analysis was directed to understand how changes in the model parametrizations impact the various interconnected meteorological variables, and to make sure that the improvements in one variable would not deteriorate another variable, but rather add a positive feedback in the forcing mechanisms of the boundary layer.

While performing the analysis presented in Tables 4 and 5, the surface variables were also analyzed at specific locations, and while the behaviours are mostly consistent at the various locations for the 2-m temperature, downward solar irradiance, and mixing ratio, it was found (not shown) that the pressure of the HRRR model yields a positive bias on the east side of the Cascades (Boardman, Condon, Prineville, and Wasco sites), and a negative bias on the site located to the west of the Cascades (Troutdale).

Differences in site elevations between models and observations can contribute to the pressure bias at the single sites, as for example, the HRRR model, with its 3-km horizontal
| Model MAE  | Variable                | Spring 2016 | Summer 2017 | Autumn 2016 | Winter 2017 | All averaged |
|------------|-------------------------|-------------|-------------|-------------|-------------|--------------|
| HRRR       | 2-m $T$ (°C)            | Control     | 1.9         | 1.7         | 1.6         | 2.8          | 2.0          |
|            | Experimental            | 2.0         | 1.7         | 1.6         | 2.3         | 1.9          |
|            | Improvements            | −5.2%       | 0.0%        | 0.0%        | 17.9%       | 3.2%         |
| Solar radiation (W m$^{-2}$) | Control     | 45          | 36          | 31          | 27          | 35           |
|            | Experimental            | 38          | 32          | 28          | 22          | 30           |
|            | Improvements            | 15.6%       | 11.1%       | 9.7%        | 18.5%       | 13.7%        |
| Pressure (mb) | Control     | 1.9         | 2.1         | 1.6         | 2.0         | 1.9          |
|            | Experimental            | 2.1         | 2.1         | 1.6         | 2.0         | 1.9          |
|            | Improvements            | −10.0%      | 0.0%        | 0.0%        | 0.0%        | −2.5%        |
| Mixing ratio (g kg$^{-1}$) | Control     | 1           | 0.8         | 0.8         | 0.5         | 0.8          |
|            | Experimental            | 1           | 0.8         | 0.7         | 0.5         | 0.7          |
|            | Improvements            | 0.0%        | 0.0%        | 12.5%       | 0.0%        | 3.1%         |
| HRRRNEST   | 2-m $T$ (°C)            | Control     | 2.0         | 1.7         | 1.6         | 2.6          | 2.0          |
|            | Experimental            | 2.1         | 1.7         | 1.6         | 2.2         | 1.9          |
|            | Improvements            | −5.0%       | 0.0%        | 0.0%        | 15.4%       | 2.6%         |
| Solar radiation (W m$^{-2}$) | Control     | 46          | 36          | 34          | 29          | 36           |
|            | Experimental            | 39          | 32          | 31          | 24          | 31           |
|            | Improvements            | 15.2%       | 11.1%       | 8.8%        | 17.2%       | 13.1%        |
| Pressure (mb) | Control     | 0.7         | 0.8         | 1.0         | 1.0         | 0.9          |
|            | Experimental            | 0.7         | 0.8         | 1.0         | 1.1         | 0.9          |
|            | Improvements            | 0.0%        | 0.0%        | 0.0%        | −10.0%      | −2.5%        |
| Mixing ratio (g kg$^{-1}$) | Control     | 1           | 0.9         | 0.8         | 0.5         | 0.8          |
|            | Experimental            | 1           | 0.9         | 0.7         | 0.5         | 0.8          |
|            | Improvements            | 0.0%        | 0.0%        | 12.5%       | 0.0%        | 3.1%         |

Improvements in the experimental versus control versions are in bold. Lower section: Bias of surface temperature, solar radiation, pressure, and mixing ratio for the different model runs (0000 and 1200 initialized runs averaged together) for the four reforecast periods and averaged over them all. Improvements in the experimental versus control versions are in bold.
Table 5  Bias of surface temperature, solar radiation, pressure, and mixing ratio for the different model runs (0000 and 1200 initialized runs averaged together) for the four reforecast periods and averaged over them all

| (Model-Obs) Bias | Variable                  | Spring 2016 | Summer 2017 | Autumn 2016 | Winter 2017 | All averaged |
|------------------|---------------------------|-------------|-------------|-------------|-------------|--------------|
| HRRR             | 2-m T (°C)                | Control     | 0.2         | 0.3         | 0.1         | −0.5         | 0.0          |
|                  |                           | Experimental| 0.3         | 0.4         | 0.2         | −0.1         | 0.2          |
|                  | solar radiation (Wm⁻²)    | Control     | 34          | 29          | 15          | 18           | 24           |
|                  |                           | Experimental| 13          | 21          | 5           | 11           | 12           |
|                  | pressure (mb)             | Control     | 1.3         | 1.5         | 1.2         | 1.5          | 1.4          |
|                  |                           | Experimental| 1.5         | 1.5         | 1.2         | 2.1          | 1.6          |
|                  | mixing ratio (g kg⁻¹)     | Control     | 1.7         | 0.2         | −0.3        | 0.0          | 0.4          |
|                  |                           | Experimental| 0.8         | 0.2         | −0.2        | 0.0          | 0.4          |
| HRRRNEST         | 2-m T (°C)                | Control     | 0.2         | 0.4         | 0.0         | −0.8         | 0.0          |
|                  |                           | Experimental| 0.3         | 0.6         | 0.2         | −0.2         | 0.2          |
|                  | solar radiation (Wm⁻²)    | Control     | 36          | 32          | 18          | 19           | 26           |
|                  |                           | Experimental| 17          | 23          | 7           | 11           | 14           |
|                  | pressure (mb)             | Control     | 0.6         | 0.7         | 0.5         | 0.9          | 0.7          |
|                  |                           | Experimental| 0.6         | 0.6         | 0.3         | 1.1          | 0.6          |
|                  | mixing ratio (g kg⁻¹)     | Control     | 0.7         | 0.2         | −0.3        | −0.1         | 0.1          |
|                  |                           | Experimental| 0.8         | 0.2         | −0.2        | 0.0          | 0.2          |

Improvements in the experimental versus control versions are in bold
grid spacing, resolves the terrain less accurately than the HRRRNEST model with its 750-m horizontal grid spacing. On the other hand, the lack of accuracy in the HRRR model at forecasting the gradient in pressure between the west and east side of the Cascades can be important in other applications, as for example when validating the model at forecasting the intensity of gap flows usually present in this area of complex terrain through the gorge in the Cascade mountains (Banta et al. 2019), with consequences also in the forecast of wind up-ramp and down-ramp events, which are important in this area with large wind-energy production (Djalalova et al. 2020). Future studies are being conducted to address this topic.

5 Conclusions

Data collected during the second Wind Forecast Improvement Project (WFIP2, October 2015—March 2017, in the Pacific Northwest U.S.A.) are used to evaluate the impact of improvements and additions made to the RAP, HRRR, and HRRRNEST model parametrizations on simulating the PBL height, as well as surface meteorological forcing variables that influence the evolution of the PBL. Of interest were the RAP (13-km grid spacing), the HRRR (3-km grid spacing), and the HRRRNEST (750-m grid spacing) control and experimental models, with the experimental configuration including all the improvement to the parametrizations. We find that:

- Higher-resolution model versions outperform the lower-resolution versions in estimating the convective PBL height (with the HRRRNEST, with its smaller grid spacing, providing a smaller bias and value of the MAE compared to the HRRR);
- Experimental versions of the models with improved physical parametrizations perform better than control versions in estimating the convective PBL height (with improvements in the value of the MAE between 5–15% for the RAP model, depending on the forecast horizon-time after model initialization, and between a few percent to 8% in the HRRR and HRRRNEST models, depending on the season);
- All model runs estimate the rate of growth of PBL height more accurately than the rate of decay;
- During cloud-free days (days with fractional sky cover over the entire daylight hours being less than 10%) the NWP models have greater accuracy at simulating the PBL height than on cloudy days (days with fractional sky cover over the entire daylight hours being more than 10%);
- Downward solar irradiance MAE and bias are found to be improved in the experimental runs compared with the control for both the HRRR and HRRRNEST models. To a lesser extent, this is also true for 2-m temperature. The impact on the surface mixing ratio and pressure of the experimental version of the models is negligible.

Subsequent model development has been initiated to further alleviate the systematic biases noted above, including additional refinements to the SGS clouds and their interaction with the radiation to reduce the lingering solar radiation biases, and adding heating from compensational subsidence to the plume mixing in the mass-flux scheme to help reduce the high surface pressure biases in the Columbia Basin. The degree of success of these model development tasks will be investigated in the future.
While the main goal of this analysis was to evaluate model improvements at forecasting PBL heights, the rich dataset collected during the WFIP2 campaign allowed for a deeper investigation in the mechanisms controlling the PBL growth, providing insights into how the model can be further improved. Other studies are in preparation, going further into the details of cloud cover, surface radiation budget, and surface fluxes on the WFIP2 dataset.
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