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Abstract

Estimating the 2D human poses in each view is typically the first step in calibrated multi-view 3D pose estimation. But the performance of 2D pose detectors suffers from challenging situations such as occlusions and oblique viewing angles. To address these challenges, previous works derive point-to-point correspondences between different views from epipolar geometry and utilize the correspondences to merge prediction heatmaps or feature representations. Instead of post-prediction merge/calibration, here we introduce a transformer framework for multi-view 3D pose estimation, aiming at directly improving individual 2D predictors by integrating information from different views. Inspired by previous multi-modal transformers, we design a unified transformer architecture, named TransFusion, to fuse cues from both current views and neighboring views. Moreover, we propose the concept of epipolar field to encode 3D positional information into the transformer model. The 3D position encoding guided by epipolar field provides an efficient way of encoding correspondences between pixels of different views. Experiments on Human 3.6M and Ski-Pose show that our method is more efficient and has consistent improvements compared to other fusion methods. Specifically, we achieve 25.8 mm
1 Introduction

Estimating the 3D locations of human joints is a critical task for many AI applications such as augmented reality, virtual reality and medical diagnosis [8]. The estimation is often carried out in two common settings: One is estimating the 3D pose from monocular images [3, 12, 14, 32, 43, 50, 59, 66], and the other is estimating 3D poses from multiple cameras [7, 19, 34, 37, 49]. The former is challenging due to the ambiguity of depth estimation with only one view. The latter setting, the focus of this paper, usually obtains better 3D pose estimation performance since the multi-view settings can help resolve depth ambiguity. Most multi-view works follow a two-step pipeline that firstly estimates 2D poses in each view and then recovers 3D pose from them. However, it is still difficult to solve challenging cases such as occlusions in the first step, and the estimated 3D poses are often inaccurate as it depends on the results from the first step.

Researchers have sought to introduce the 3D information in the first step to improve the 2D pose detector, because the challenging cases in one view are potentially easier to solve in other views. Specifically, they usually fuse the features of the neighboring view (reference view) with epipolar constraints [19, 54, 60]. Although interpretable, fusing along the epipolar line only does not fully utilize the semantic information of the reference view as the information off the epipolar line is discarded. For example, it is difficult to associate the ankle with the leg from the epipolar line in the reference view of Figure 1, which could be an important cue as part of the structure information for pose estimation. On the other hand, fusing all locations of other views can address this drawback. In this paper, we propose the Epipolar Field, a more general form of the epipolar line. It assigns probabilities to all locations of the reference view and still keep the knowledge of epipolar constraints.

Recently, attention mechanisms and the transformers [46] achieve great progress in computer vision areas [2, 11, 29, 42, 47, 51, 63, 64]. The self-attention module [46] can capture long range dependencies and correspondences, which is difficult for the convolutional layer. Although promising, there are only a few works [29] that apply it to the 3D pose estimation tasks. To the best of our knowledge, none of the previous works have exploited the transformer architectures in the multi-view 3D pose estimation setting. Inspired by previous multi-modal transformers [22, 39, 41], we propose the TransFusion, a lightweight framework that can utilize all pixels from both the current view itself and reference view simultaneously. As an example in Figure 1, the attention layer actually relies on the whole leg to infer the location of the ankle. Moreover, we add the 3D geometry positional encoding based on the epipolar field to help the transformer explicitly capture the correspondence.

Our main contributions are summarized as follows:

- We are the first to apply the transformer architecture to multi-view 3D human pose estimation. We propose the TransFusion, a unified architecture to fuse cues from multiple views.
- We propose the epipolar field, a novel and more general form of epipolar line. It readily integrates with the transformer through our proposed geometry positional encoding to encode the 3D relationships among different views.
- Extensive experiments are conducted to demonstrate that our TransFusion outperforms previous fusion methods on both Human 3.6M and SkiPose datasets, but requires substantially fewer parameters.
2 Related Work

2.1 Multi-view 3D Pose Estimation

Multi-view 3D pose estimation usually follows a two-step process: (1) localize 2D joints with a 2D pose estimator on each view, and (2) lift the 2D joints from multi-view images to the 3D position via triangulation. To improve the performance of 2D pose detector, researchers typically resort to sophisticated architectures to capture both low-level and high-level representations [10, 33, 40, 52, 53] or use the structural information to model the spatial constraints [8, 24, 25, 26, 44]. However, the occlusion cases are still challenging, as monocular images do not provide evidence for occlusion joints localization.

An alternative approach, more explainable, is to make the 2D pose detector 3D-aware, i.e., fusing the 2D feature heatmaps [7, 19, 34, 54, 60] from different views. Specifically, the Cross-view Fusion [34] directly learns a fixed attention weight to fuse all pairs of pixels given a pair of views. However, the learnable weight requires the multi-camera setup unchanged during the inference time, and the number of parameters is quadratic to the resolution of input images. The epipolar transformer [19] applies the non-local module [47] to obtain the weights and only fuse pixels along the epipolar line in other views. Thus it is easy to learn and flexible to use. However, sampling along the epipolar line discards off-epipolar line information and thus obtains limited information from the reference views. In the second step, researchers use graphical model with the structure of human [34] to improve the quality of triangulation or directly learn 3D pose via differentiable triangulation [21]. Our work still focuses on enhancing 2D pose by fully integrating information from different views.

2.2 Transformer

Vision Transformer  Recently, several studies demonstrated that the transformer architectures [46] plays a significant role in a wide range of computer vision tasks, such as image classification [4, 11, 45], object detection [2, 64], and semantic segmentation [48, 55, 63]. Recently, some studies also explored applying the transformer on human pose estimation tasks [62, 29, 31, 56, 62]. More specifically, for 2D pose estimation, TransPose [56] aims to explain the spatial dependencies of the predicted keypoints with transformers, PRTR [28] and TF-Pose [31] attempt to directly regress the joint coordinates by transformer decoders. While for the 3D pose estimation, METRO [29] firstly applies transformer to reconstruct 3D human pose and mesh from a single image, and PoseFormer [62] builds a spatial-temporal transformers with the input of 2D joint sequences for 3D pose estimation in videos. However, previous works have hardly exploited the transformer architectures on the multi-view 3D pose estimation setting, which is however an important task in the pose estimation area.

Multi-modal Transformer  Transformers with multi-modality inputs such as images and texts have also been fully exploited [22, 27, 39, 41, 57, 58, 65]. In general, these methods directly concatenate the embeddings from two sources together [22] and make the trans-
former itself to learn the correspondence between two modalities from millions of image-text paris [36]. Thus, these methods are quite expensive and inefficient, and difficult to apply on limited datasets. Our method, however, directly provides the correspondence between two inputs and makes the transformer explicitly learn their relationships.

3 Methods

3.1 Overview

Figure 2 is an overview of TransFusion. It takes two images from different views as input, and predicts the heatmaps of joints in each view. The framework consists of three modules: a CNN backbone to extract low-level features; a transformer encoder to capture both correspondence between two views and long-range spatial correlations within single view images; a head to predict the heatmaps of joints. Specifically, given images $I_i \in \mathbb{R}^{3 \times H \times W}$ in each view, where $i \in \{1, 2\}$ denotes view 1 and view 2, the backbone $\mathcal{F}(\cdot)$ firstly produces the low-level features $X_i = \mathcal{F}(I_i) \in \mathbb{R}^{d \times H \times W}$ of each image. Here $d$ is the number of channels. $H$ and $W$ are the height and width of the feature map, respectively. The feature $X_i$ is flattened into a sequence vector $X_i' = \mathbb{R}^{L \times d}$, where $L = H \times W$. Both 2D sine positional encoding $E_{2D}$ and 3D geometry positional encoding $E_{G_i}$ are added onto $X_i'$ to make the transformer aware of position information. $X_1'$ and $X_2'$ are concatenated together to build a uniform embedding $X = [X_1' + E_{2D} + E_{G_1}, X_2' + E_{2D} + E_{G_2}] \in \mathbb{R}^{2L \times d}$. The embedding $X$ then enters the standard transformer encoder $\mathcal{E}(\cdot)$. Finally, the output of the transformers $\tilde{X} = \mathcal{E}(X)$ are split into $\tilde{X}_1$ and $\tilde{X}_2$, which is embedding of each view, and a prediction head $\mathcal{H}(\cdot)$ takes $\tilde{X}_i$ and predicts the joint heatmaps $\bar{H}_i = \mathcal{H}(\tilde{X}_i) \in \mathbb{R}^{k \times H_h \times W_h}$ for each view, where $k$ is the number of joints.

3.2 TransFusion

Transformer Encoders The transform encoder $\mathcal{E}(\cdot)$ consists of several layers of multi-head self-attention. Let $l = 2L$ for short, given the input sequence $X \in \mathbb{R}^{l \times d}$, the self-attention layer first uses linear projections to obtain a set of queries ($Q \in \mathbb{R}^{l \times d}$), keys ($K \in \mathbb{R}^{l \times d}$) and values ($V \in \mathbb{R}^{l \times d}$) from $X$. The three linear projections are parameterized by three learnable matrices $W_q$, $W_k$, $W_v \in \mathbb{R}^{d \times d}$. Following [2], the position encoding $E$ is added into the input $X$ for computing the query and key. The scaled dot-product attention [46] between $Q$ and $K$ is adopted to compute the attention weights, and aggregate the values:

$$A = \text{softmax}\left(\frac{QK^T}{\sqrt{d}}\right)V$$  \hspace{1cm} (1)

Finally, a non-linear transformation (i.e., multi layer perceptron, and the skip connection) is applied on $A$ to calculate the output $\tilde{X}$. As $X$ is low-level features of all views, given one
query pixel on the feature map, it can attend cues from the its own view and other views simultaneously through the entire network.

**Positional encoding** The attention layer would degenerate into a permutation-equivariant architecture without any position information. Thus, the positional encoding is necessary to make the transformer aware of position and order of input sequence. For each individual view, we follow the 2D sine positional encoding in the original transformers \([11, 56]\), and we denote it as \(E_{2D}\). However, it only encodes position information from its own view, while the position information in the 3D space and that from the reference views cannot be encoded. Thus, another positional encoding \(E_{G_i}\) (See Section 3.3) is required to encode the 3D location information of each view \(i\) in the 3D space.

### 3.3 Geometry Position Encoding (GPE)

To make the transformers 3D-aware, we introduce 3D camera information \([1, 61]\) into the positional encoding and propose the **Geometry Positional Encoding**. Denote the world coordinate system as \(O_{\text{world}}\). The 3D location of view \(i\)’s camera center in \(O_{\text{world}}\) is denoted as \(C_i\), and the 3D location of the \(n\)-th pixel \((n \in \{1, 2, \ldots, L\})\) of view \(i\) in \(O_{\text{world}}\) is denoted as \(P^i_n\). \(P^i_n\) can be derived from the camera parameters of view \(i\). As shown in Figure 3, the ray \(C_iP^i_n\) (gray line with arrow) indicates the direction of the pixel \(p_i\) in the world. The unit vector \(\hat{u}^i_{C_iP^i_n}\) is its direction vector, and can encode the relative 3D location of each pixel. Thus, we design GPE based on this unit vector, and we add one linear transformation to make it fit the input dimension \(d\). The 3D geometry positional encoding for the \(n\)-th pixel in view \(i\) is defined as:

\[
E_{G_i}^n = W_e \hat{u}^i_{C_iP^i_n} \in \mathbb{R}^d
\]

Where \(W_e \in \mathbb{R}^{d \times 3}\) is a learnable transformation matrix. With \(E_{G_i}\), the transformer can be aware of the 3D location of each view.

![Figure 3: Illustration of Geometry Positional Encoding. For each pixel, its geometry positional encoding is calculated from the unit vector \(\hat{u}^n_i\) of ray \(C_iP_i\) in the world coordinate \(O_{\text{world}}\).](image)

### 3.4 Epipolar Field

Although GPE impose the 3D space information into transformers, it does not explicitly encode the relationship between two views. As a result, given a pixel in the current view, it is still difficult to attend the corresponding regions when performing global attention between features of two views. We further impose the **Epipolar Constraints** \([1]\) into GPE: Given one pixel \(p_1\) in view 1, its correspondence pixel \(p_2\) in view 2 must be on the epipolar line \(l_2\) (Figure 3). However, the epipolar line does not model the relationship with pixels outside \(l_2\). Instead, pixels close to the line and pixels away from the line should be treated differently.
Thus, we propose the Epipolar Field to model the relationship among all pixels in the reference view. In detail, given $P_1^n$, the 3D location of $n$-th pixel $p_1^n$ in view 1, we calculate the normal vector $N_{P_1^nC_1C_2}$ of plane $P_1^nC_1C_2$ by:

$$N_{P_1^nC_1C_2} = \overrightarrow{C_1C_2} \times \overrightarrow{P_1^nC_1}$$  \hspace{1cm} (3)

Given $P_2^m$, the 3D location of $m$-th pixel $p_2^m$ in view 2, we use the angle $\theta$ between the normal vector $N_{P_1^nC_1C_2}$ and ray $\overrightarrow{C_2P_2^m}$ to model the relationship between $p_1^n$ and $p_2^m$, and use the cosine of $\theta$ to calculate the correspondence score:

$$S(p_1^n, p_2^m) = 1 - | \cos \theta | = 1 - | N_{P_1^nC_1C_2} \cdot \overrightarrow{C_2P_2^m} |$$  \hspace{1cm} (4)

The absolute $| \cdot |$ is added to limit the score in $[0, 1]$. With Eq. 4, if $p_2^m$ falls in the epipolar line $l_2$, the score $S(p_1^n, p_2^m)$ will be 1. Otherwise, the far $p_2^m$ is from $l_2$, the closer the score would be 0. We further add a soft factor $\gamma$ to control the sharpness, thus the epipolar field is $S'(p_1^n, p_2^m) = (S(p_1^n, p_2^m))^\gamma$. Figure 4 gives a visualization of the epipolar field. Comparing with the epipolar line, the epipolar field model relationships with all pixels in the reference view. We can also reduce it to the epipolar line with a very large $\gamma$. Thus, epipolar field can be considered as a more general form of the epipolar line.

![Figure 4: Illustration of Epipolar Field. The epipolar field can reflect the distance from the epipolar line to the off-line pixels. By adjusting the soft factor $\gamma$, it can also reduce to the standard epipolar line.](image)

We then use the epipolar field to guide the learning of $W_e$ to help the $E_{G_1}^n$ encode correspondence between two views. In detail, we let the dot product of $E_{G_1}^n$ and $E_{G_2}^m$ match $S'(p_1^n, p_2^m)$ with the mean square error loss during the training process:

$$L_{pos} = \frac{1}{L^2} \sum_n \sum_m \left( (E_{G_1}^n(E_{G_2}^m)^T - S'(p_1^n, p_2^m))^2 \right)$$  \hspace{1cm} (5)

Therefore, a high attention score will be achieved along the epipolar line when calculating the cross-view attention maps between $X_1 + E_{2D} + E_{G_1}$ and $X_2 + E_{2D} + E_{G_2}$, which makes the transformer easy to attend corresponding regions. Moreover, with this soft design, semantic information from offline pixels are still kept, rather than discarded like [14].

### 3.5 Implementation Details

**CNN backbone** We follow [13] and apply a very shallow CNN architecture as the CNN backbone $F(\cdot)$, which is the initial part of the ResNet-50 [12]. Specifically, the number of parameters of the shallow CNN is 1.4M, which is just 5.5% of the original Simple Baseline with ResNet-50 (25.6M). The output feature map has size $H = H_1/8$, $W = W_1/8$. Thus, the fine-grained local feature information can still be kept.
TransFusion Following [2, 56], we set the dimension of the feature embedding $d$ to 256, the number of heads to 8, the number of encoder layers $N$ to 3. Due to the limitation of resource, we only consider the fusion of 2 neighborhood views, although our framework can be easily extended to more than 2 views.

Prediction head Given $\tilde{X}_i$, we first reshape it back to $\tilde{X}_i' \in \mathbb{R}^{d \times H \times W}$. The prediction head $H(\cdot)$ applies one deconvolution layer and one $1 \times 1$ convolution layer to predict the heatmap of keypoints. By default, the height and width of heatmaps $H_i$ are $H_h = H_I/4$ and $W_h = W_I/4$.

Loss function The groundtruth heatmap $H_i \in \mathbb{R}^{k \times H_h \times W_h}$ of 2D keypoints is defined as a 2D a Gaussian centering around each keypoint [21]. We apply the Mean Square Error (MSE) loss to calculate the difference between the output heatmaps $\tilde{H}_i$ and $H_i$. By combining the Equation 5, we train the network end-to-end with loss function $L = \frac{1}{HW} \| \tilde{H}_i - H_i \|_F^2 + L_{pos}$.

4 Experiments

4.1 Experimental Settings

Dataset We conduct extensive experiments on two public multi-view 3D human pose estimation datasets, Human 3.6M [21, 22] and Ski-Pose [23, 24, 25, 26, 27, 28, 29]. (1) The Human 3.6M contains joint annotations of video frames captured by four calibrated cameras in a room. We adopt the same training and test split as in [19, 21, 34], where subjects 1, 5, 6, 7, 8 are used for training, and 9, 11 are for testing. Note that 3D annotations of some scenes of the ‘S9’ are damaged [21], we exclude these scenes from the evaluation as in [19, 21]. (2) The Ski-Pose dataset aims to help analyze skiers’s giant slalom runs with 6 calibrated cameras. It provides six camera views as well as corresponding 3D pose. In detail, 8,481 frames are used for training and 1,716 are used for testing. We resize all images to $256 \times 256$ in all experiments.

Training As the training of transformers requires huge datasets [20, 22], while the scenes of multi-view pose datasets are quite limited, making it difficult to train the transformer from scratch. By convention [19, 21], we use the MS-COCO [20] pretrained TransPose [22] to initialize our network and fine tune it on the multi-view human pose datasets. Following the settings in [21], we apply Adam optimizer [23] and train the model for 20 epochs. The learning rate is initialized with 0.001 and decays at 10-th and 15-th epoch with ratio 0.1.

Evaluation metrics The performance of 2D pose estimation is evaluated by Joint Detection Rate (JDR), which measures the percentage of the successfully detected keypoints. A keypoints is detected if the distance between the predicted location and the ground truth is within a predefined threshold. The threshold is set to half of the head size for human pose estimation. Given the estimated 2D joints of each view, following [19, 21], direct triangulation is used for estimating the 3D poses with respect to the global coordinates. The 3D pose estimation accuracy is measured by Mean Per Joint Position Error (MPJPE) between the groundtruth 3D pose and the estimated 3D pose.

4.2 Results on Human 3.6M

We compare with two state-of-the-art methods, the cross-view fusion [34] and the epipolar transformers [19]. For fair comparison, we use the SimpleBaseline-ResNet50 pretrained on COCO [23] as initialization and then finetuned with their official codes [19, 23].
Quantitative results The results of both 2D and 3D pose estimation are shown in Table 1. We also shown the number of parameters of each model, the MACs (multiply-add operations). Besides, we also report the inference time to obtain the 3D pose from 4 views on a single 2080Ti GPU of all multiview methods. For both 2D and 3D pose estimation, TransFusion consistently outperforms or achieves comparable performance with epipolar transformers [19] and cross-view fusion [34]. Note that JDR is a relative loose metric, with a wider threshold which tolerates small errors, so the improvement on 2D is not very obvious. However, on the 3D metric, which directly computes the distance, our improvement is much more significant. Moreover, as in Table 2, our method can achieve significant improvement on sophisticated poses sequences such as "Phone" and "Smoke", which usually encounters heave occlusions for certain views. This result suggests that fusing features from the entire images of other views, instead of just features along the epipolar line [19], can bring more benefits. Besides, comparing to the single view TransPose [56], our Transfusion can achieve 4.7 mm gain on 3D. Thus, the improvement is not only from the TransPose architecture, but from the fusion with other views. Moreover, our method is lightweight and efficient. It only requires 2.1% (5M / 235M) of the parameters of cross-view fusion [34]. Benefit from the parallel computing of transformers architectures, it further reduces the inference time, while the operation of sampling along epipolar lines [19] is time-consuming.

| Method                        | Params | MACs  | Inference Time (s) | JDR (%) ↑ | MPJPE (mm) ↓ |
|-------------------------------|--------|-------|--------------------|-----------|--------------|
| Single view - Simple Baseline | 34M    | 51.7G | -                  | 98.5      | 30.2         |
| Single view - TransPose       | 5M     | 43.6G | -                  | 98.6      | 30.5         |
| Crossview Fusion              | 235M   | 55.1G | 0.048              | 99.4      | 27.8         |
| Epipolar Transformer          | 34M    | 51.7G | 0.086              | 98.6      | 27.1         |
| TransFusion                   | 5M     | 50.2G | 0.032              | 99.4      | 25.8         |

Table 1: 2D and 3D pose estimation accuracy comparison on Human3.6M. The metric of 2D pose is JDR (%), and the metric of 3D pose is MPJPE (mm). All networks are pretrained on COCO [30] and then finetuned on Human 3.6M [20]. All images are resized to 256 × 256.

### Visualization of Attention maps

Given the query pixel in one view, we further visualize the attention maps on both views. We show our results in Figure 5. It is observed that on the view itself, typically the attention map is around the joints. If the query joint is occluded, it may resort to joints on the other side of the symmetry [56]. On the neighboring view, the network usually not just attends the corresponding keypoint, but attends the whole limbs, which cannot be located by the epipolar line. Previous methods based on epipolar line [19] actually miss this important clue.

### Qualitative results

We also present examples of predicted 2D keypoints on the image and 3D pose in the space, and compare our methods with baseline methods [34]. As in Figure 6, even if the entire arms (green line) are occluded, our method still predicts the 2D keypoints correctly by fusing information from the reference view, and further gives a better 3D pose.
Figure 5: Visualization of attention maps on Human 3.6M test set. The cyan dots are groundtruth. Given the query pixel, the first rows are attention maps of current views, and the second rows are attention maps of reference views. We also visualize the epipolar line (yellow) for comparison.

Figure 6: Visualization of predictions for Human 3.6M. Both skeletons of 2D keypoints on the image and 3D pose in the space are presented.

4.3 Ablation Studies

Geometry Positional Encoding We conduct ablation studies on the GPE to verify its significance. In detail, we consider 3 settings: 1) training without 3D geometry positional encoding, 2) applying a learnable 3D positional encoding, \textit{i.e.}, directly learn $E_{Gi}$ from scratch 3) training the 3D GPE without epipolar field constraints $L_{pos}$. Table 3 presents the results. Without the 3D location information, the performance of 1) and 2) are even worse than the single view TransPose, we hypothesize that the 2D sine PE makes the transformer easy to attend the same pixel location of all views, and the learned 3D PE is easy to overfit the training examples. Without $L_{pos}$, the error will also increase. Thus the guide from the epipolar field is favorable, as it imposes correspondence for cross-view attention.

| Method                                    | 2D Pose / J1DR (%) | 3D Pose / MPJPE (mm) |
|-------------------------------------------|--------------------|----------------------|
| TransFusion - without 3D positional encoding | 98.5               | 35.9                 |
| TransFusion - learnable 3D positional encoding | 96.0               | 57.3                 |
| TransFusion - GPE without $L_{pos}$        | 99.3               | 26.8                 |
| TransFusion                               | 99.4               | 25.8                 |

Table 3: Ablation studies on different types of 3D positional encoding
We also try different values of the soft vector $\gamma$, results are shown in Figure 7(a). With a small $\gamma$, the epipolar field assign all locations with relative high probabilities, the performance are slightly worse (1.3 mm drop). While with a huge $\gamma = 1000$, the epipolar field reduces to the hard epipolar line, and the performance drops 2.7 mm. Thus, we verify the effectiveness of our epipolar field compared with hard-coded epipolar line.

We study how performance scales with the size of the transformer. As in Figure 7(b), with the number of layers $N$ increasing, the performance improves significantly, as the learning ability of transformer is more powerful with more parameters. But when $N > 3$, it tends to saturate or degenerate. We hypothesize that the transformer is easy to overfit when the size is too huge. Meanwhile, as in Figure 7(c), with the number of heads increases, the performance also improves gradually, as more heads can help attend different features [46]. In summary, our choice with $N = 3$ and 8 heads are reasonable.

Figure 7: Ablation studies on the soft factor $\gamma$ of the epipolar field, the number of transformer encoder layers $N$, and the number of transformer heads.

4.4 Results on Ski-Pose Dataset

We further apply TransFusion on the Ski-Pose dataset to verify its generalization ability. Results are presented in Table 4. In the settings with six cameras, the Crossview Fusion is too huge (537M) to train on the 2080Ti GPU. Similar to Human 3.6M, TransFusion still outperform or achieve comparable performance with other fusion methods, while it is much lightweight. Thus, our method is also effective in outdoor multi-view settings.

| Method                              | 2D Pose / JDR (%) ↑ | 3D Pose / MPJPE (mm) ↓ |
|-------------------------------------|---------------------|------------------------|
| Single view - Simple Baseline [53]  | 94.5                | 39.6                   |
| Epipolar Transformer [19]           | 94.9                | 34.2                   |
| TransFusion                         | **96.0**            | **31.6**               |

Table 4: 2D and 3D pose estimation accuracy comparison on Ski-Pose.

5 Conclusion

In this paper, we apply the transformer to the multi-view 3D human pose estimation for the first time. Inspired by multi-modal transformers, we propose the TransFusion network, a lightweight architecture to integrate cues from both self views and reference views. Furthermore, we propose the epipolar field, and apply it to the 3D positional encoding to encode correspondence between two views explicitly. Experimental results shows that our method outperform previous fusion methods but with a more light weighted network. In the future we plan to apply our TransFusion to regress the 3D locations with multi-view inputs in an end-to-end way to further improve 3D predictions.
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