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Abstract. Traditionally, blockchain systems involve sharing transaction information across all blockchain network participants. Clearly, this introduces barriers to the adoption of the technology by the enterprise world, where preserving the privacy of the business data is a necessity. Previous efforts to bring privacy and blockchains together either still leak partial information, are restricted in their functionality \cite{24} or use costly mechanisms like zk-SNARKs \cite{5}. In this paper, we propose the Multi-Shard Private Transaction (MSPT) protocol, a novel privacy-preserving protocol for permissioned blockchains, which relies only on simple cryptographic primitives and targeted dissemination of information to achieve atomicity and high performances.

1 Introduction

Early blockchain platforms have enabled decentralized payments that forego classical financial institutions altogether. Trust is established through full decentralization and consensus mechanisms (e.g., Proof-of-Work and Proof-of-Stake) \cite{23,1}. However, pain points of many of the early platforms have been privacy and scalability. While a number of privacy solutions based on zero-knowledge proofs have been proposed to mitigate privacy threats \cite{22,5,8,13}, these do not perform or scale well. Meanwhile, in particular in the blockchain for business context \cite{19}, a shift towards Byzantine fault-tolerant (BFT)-based permissioned blockchains is under way to accommodate throughput-hungry enterprise applications.

This paper aims at bringing together privacy and scalability to permissioned blockchains, without taxing transactional throughput; enabling thus a wider adoptions by the enterprise world. Our starting point is that enterprises require the decentralization of the blockchain alongside properties such as discoverability, single source of truth and distributed trust. However they do also require certain transactions to be siloed from the rest of the network owing to security and privacy concerns. In short, it is required that the blockchain behave both as a decentralized platform and as a sparse collection of information silos when it comes to private n-lateral transactions within a larger network. While a combination of zero-knowledge proofs and encryption would allow a privacy-preserving migration to the blockchain, it would incur a considerable computational overhead to produce and verify transactions – not to mention loss of functionality.
Instead, we let private data reside in their natural silos and use the blockchain to facilitate transactions that impact multiple silos. Multiple information silos spontaneously arise in various industries, from the content, context and participants of any private legal agreement, through the details of any insurance contract to financial trusts. A silo in this context perfectly matches a blockchain shard. Sharding is a common technique \cite{7, 11} to partition the blockchain, in order to increase transactional throughput and alleviate storage requirements \cite{18}. Yet, as of now, there are no privacy-preserving cross-shard transaction processing mechanisms that scale; validating such transactions require the blockchain to either access the content of the transactions \cite{2} or the use of advanced cryptographic primitives (e.g., zero-knowledge proofs).

In this paper, we introduce Mult-shard private transactions MSPT to bridge this gap. MSPT is a privacy-preserving atomic commit protocol for permissioned blockchains, which allows shards to update their states atomically while keeping the computational overhead and information disclosure at the blockchain minimal.

Contributions. The contributions of our paper are three-fold:

- We introduce MSPT: a privacy-preserving protocol that allows shards to atomically update their states following a blockchain transaction. Notably, the protocol ensures that: (i) at the end of its execution, shards either commit or discard the transaction unanimously; (ii) the transaction only reveals the number of involved shards to the blockchain; (iii) finally, during the protocol execution, a shard only learns the identities of the other shards on which its state update depends. While we focus our description on a simplified MSPT version where a shard is operated by a single node, we also offer a generalized version of MSPT that distributes the shard operation across crash-prone nodes.

- A privacy-preserving atomic commit (PPAC) protocol, which sits at the heart of MSPT. PPAC can be seen as generalization of the celebrated two phase commit (2PC) protocol and we believe may be of independent interest.

- A proof-of-concept implementation and an experimental analysis of simplified MSPT based on Hyperledger Fabric v1.4.

Related Work. Hyperledger Fabric \cite{20} leverages channels to completely separate private from public data. Unfortunately, since Fabric does not implement cross-channel communication, the usefulness of such an architecture is limited. Androulaki et al. \cite{3} explored cross-channel transactions to move an asset from one channel to another. However, the proposed solution requires participants to go through three non-atomic steps: locking the asset on its channel of origin, exchanging the cross-channel transaction to prove the validity of the asset and finally unlocking the asset on its new channel.

Hyperledger Fabric comes also with private data collections that help participants on the same channel restrict access to their private data. In a nutshell, a transaction will not carry the new value of the state being updated, rather only the hash is transmitted. This approach, though, reveals which parties are involved in a transaction and leaks access patterns. Our MSPT protocol, on the
other hand, completely prevents network participants from learning any information they are not privy to.

CAPER [2] leverages sharding to increase data privacy and to scale performance. Each shard maintains an internal private chain of transactions that is intertwined with a global public chain. A shard orders and executes its internal transactions locally, however, cross-shard transactions take place on the public chain and everyone can access their content.

Quorum, an enterprise blockchain based on Ethereum, substitutes transaction payload with hashes and only grants authorized parties access to the payload [24]. However, it is not possible to create transactions that span multiple trust boundaries. Malicious nodes can stall the system or create inconsistent states; for instance, by submitting a transaction hash to the ledger and timing the dissemination of the payload, so that only some nodes receive it.

Atomic commit protocols (ACP) ensure that a distributed system either collectively commits or aborts an operation [10]. Existing work focuses on either efficiency assuming only honest participants, or fault-tolerance in the presence of failures. In particular, non-blocking ACPS allow correct nodes to make progress without waiting for any failed nodes [21, 16, 17]. Our scheme however, aims at efficiency, and hence, uses blocking ACPS to achieve atomicity. The novelty of our scheme though lies in preserving privacy during the protocol execution. To the best of our knowledge, we are the first to investigate the angle of privacy in the context of atomic commit protocols.

Roadmap. The rest of this paper is organized as follows. In Section 2 we introduce system model and terminology. In Section 3 we introduce a simplified version of MSPT where shards are centralized. Section 4 focuses on the privacy-preserving atomic commit (PPAC) subprotocol of MSPT. We evaluate MSPT in Section 5 and discuss the extension of MSPT beyond Fabric and to distributed shards in Section 6.

2 Preliminaries

Before delving into technical details, we provide an overview of the model, including system participants, trust and network assumptions (Sec. 2.1), as well as an overview of MSPT (Sec. 2.3) and its goals (Sec 2.2).

2.1 System Model

State. State is very broadly defined as any data which is kept by the blockchain system. Its integrity and correctness must be guaranteed by the system since it is assumed that changes over it have an impact in the real world (for instance state data may correspond to ownership over financial assets, deeds to physical objects, entitlements etc.). As a result, the system enforces that data be modifiable only by a selected set of system actors, which we refer to as stakeholders.

Stakeholders. We loosely define a state stakeholder (henceforward referred to as stakeholder) as any party that stands to gain or lose something from the modification of a specific state in the system, i.e. they have a stake in it. Access rules
follow naturally: a state can be read only by its stakeholders and can be modified only if a predefined policy, called hereafter stakeholder policy, is adhered to, e.g. all of its stakeholders agree or n out of its m stakeholders agree. State is modified when stakeholders assemble and submit transactions. Stakeholders satisfying a stakeholder policy are honest w.r.t. approving updates to, and preserving the privacy of, that state, but stakeholders may otherwise form arbitrary coalitions to modify or access state they are not authorized to modify or access.

**Shards.** A shard is the logical entity inside the blockchain system that guarantees integrity and correctness of the states the stakeholders have given the shard control of. A shard consists of a non-empty set of shard nodes. Shard nodes share the same view of a subset of the system state by maintaining a private state database including state data of many stakeholders. As previously described, the access and ability to modify those states is governed by policies on a state by state basis. Shard nodes belong to the same trust boundary (for example, the same organization) w.r.t. the data that the shard handles. A shard as a whole is assumed to be honest-but-curious, yet a fraction f of the nodes in the shard can be crash faulty. Although we assume non-malicious behavior, we will outline the protocol’s defenses and limitations in a Byzantine setting. In addition to the private state database, shards also replicate the content of the ledger.

**Ledger.** The ledger is a decentralized data store that maintains an ordered sequence of all transactions of the permissioned blockchain. It is implemented over ledger nodes (potentially overlapping with shard nodes), that keep ordered records of all valid transactions ever submitted. A transaction is deemed valid if it has been submitted by an enrolled member of the blockchain. The ledger is assumed to be available at all times and shards rely on the ledger to order transactions. Ledger nodes may be crash or Byzantine faulty, where the abstraction of a highly available ledger is implemented using a state-of-the-art crash fault-tolerant (CFT) or Byzantine fault-tolerant (BFT) state machine replication protocol (e.g., [26]).

**Clients.** These are enrolled members of the blockchain system that can submit transactions on behalf of stakeholders. They can be malicious in the same way the stakeholders can be.

**Network.** We assume that the communication between all participants is point-to-point authenticated (e.g., using TLS [25]) and that the communication in the network is partially synchronous [12]. More specifically, there is an upper bound on latency ∆ < ∞ for every message sent between two honest participants. Consequently, liveness of communication between any number of non-faulty participants is guaranteed. Additionally, we consider that network-level adversaries are out of scope.

**Identity management.** All entities in the system (stakeholders, shard nodes, clients...) must obtain certified public keys with which they can authenticate to other entities and request authorization to perform certain actions. We refer to these are long-term public keys. Long-term public keys are used by their possessor for a prolonged time frame (e.g. years) and they are tied to the true identity of the possessor. At the same time, an actor may want to interact with the blockchain in a way that better preserves their privacy, e.g. by not revealing
their true identity but only their entitlement to perform an action. A second set of public keys called **ephemeral public keys** are used in these cases.

### 2.2 MSPT Goals

**Correctness.** Correctness is the property that guarantees that state will only change when its stakeholders authorize it, and only in the way prescribed by them. We assume that an honest-but-curious shard will not update a state unless the corresponding stakeholder policy is met and the update satisfies the shard’s internal validation rules, even in the presence of malicious shards, stakeholders and clients. Malicious shards will not obey these restrictions.

Under these assumptions, MSPT ensures that if the protocol execution only involves honest-but-curious shards, then correctness is guaranteed. Notably, shards will either unanimously commit or unanimously discard the resulting state changes. No assumption is made on shards that are not involved in a transaction: they are free to form coalitions with other malicious actors in the system and try to subvert the guarantees of the protocol.

**Liveness.** MSPT ensures the following liveness properties:

- If the protocol execution involves only honest-but-curious shards, then the execution terminates (all discard or all commit).
- If the protocol execution involves malicious shards, then the execution does not necessarily terminate. However, the shards can still engage in other protocol executions that do not update the state that is being locked.

**Privacy** MSPT ensures that:

- At the end of the interaction between the stakeholders and a (potentially-malicious) shard, the shard only learns: i) the stakeholders' long-term and ephemeral public keys; ii) the states that need to be updated and how; and iii) the public keys of the other shards involved. Stakeholders however do not disclose to the shard the content of the updates that other shards need to perform.
- A transaction submitted to the ledger does not reveal (to network participants) any information about which stakeholders or shards are involved in the transaction. Also, the transaction does not leak any information about the expected updates. The transaction only reveals i) the number of shards in the transaction ii) and the ephemeral public key of the client who submitted it.

### 2.3 Protocol Overview

In MSPT transaction lifecycle is divided into three phases, the **pre-ordering phase**, the **ordering phase**, and the **post-ordering phase**.

In the **pre-ordering phase**, the stakeholders of the states to be updated interact with the shards to assemble the transaction. First, stakeholders set up the terms of the transaction (i.e. expected state updates). For each state that needs
to be modified, the respective stakeholders contact the shard that is responsible for the state with an update request. If the request meets the corresponding stakeholder policy, then the shard acknowledges correct reception with a signed hash. Finally, the stakeholders exchange their update requests and the corresponding shard responses, verifying that the update requests match what has been agreed-upon and that the shard signatures in the received responses are valid. The stakeholders create the transaction by signing the hashes of the update requests and bundling the results, and relay the transaction to the client assigned to submit it to the ledger.

In the ordering phase, the transaction is submitted to the ledger that orders it w.r.t. to the rest of the transactions submitted therein.

The post-ordering phase, refers to the transaction processing that takes place when the shards receive the ordered transaction from the ledger. At this point, each shard checks whether the transaction refers to a previously-acknowledged update request, and, if that is the case, the shard engages in an atomic commit protocol with all the other shards involved in the transaction. At the end of this phase, all shards either update their state or discard the transaction. Shards ignore any ledger transaction that they do not recognize.

3 Simplified MSPT protocol

We start our protocol description with a simplified version abstracting shards as centralized, single nodes (we generalize this to decentralized shards in Section 6).

Consider two stakeholders collaborating to create a transaction. The stakeholders’ states are held by two shards. For better understanding, we explain the protocol with the concrete example of a coin exchange, that can be easily generalized to other use-cases.

**Coin exchange scenario.** Alice and Bob, the two stakeholders, wish to exchange 100 aCoins for 100 bCoins. The aCoins accounts are managed by shard $S_A$, whereas the bCoins accounts are managed by shard $S_B$. We assume Alice and Bob to be in possession of long term signature key-pairs $(\text{pk}_{A,B}, \text{sk}_{A,B})$ they use to authenticate themselves to the system. To ensure fairness, the two transfers underlying the exchange must be executed atomically.

3.1 Pre-Ordering Phase

**Stakeholder negotiation.** The negotiation phase is the first part of the transaction pre-ordering phase. Alice and Bob prepare the update request for shard $S_A$ to transfer 100 aCoins to Bob. This negotiation happens “off-chain”, i.e., exclusively between the two stakeholders, without the involvement of any shard or ledger. For the purpose of the exchange transaction, Alice and Bob each generate, an ephemeral signing key-pair, $(\text{epk}_x, \text{esk}_x), x = A, B$. The resulting update request $\text{req}_{S_A}$ has the following form

$$\text{req}_{S_A} = (id, n, \text{dep}, \text{pk}, \text{epk}, \Sigma).$$

where
– id is a unique request identifier, that is used to link all update requests that pertain to the same atomic transaction.
– The random nonce \( n \) is used by the shard to randomize its response. The combination of the request identifier and the nonce allows shard \( S_A \) to deduplicate requests and prevent replay attacks.
– \( p \) is an opaque request payload. It is meant to contain a description of the way the stakeholders wish to modify the state. Its content is not prescribed by the protocol, leaving the freedom to each shard to define a suitable format.
– dep represents the dependency set of the proposed state changes, identifying the shards that \( S_A \) needs to collaborate with to make the transaction atomic. By setting \( \text{dep} = \{S_B\} \) as the dependency set to the message, Alice and Bob tell \( S_A \) that it needs to coordinate with \( S_B \) to commit the update. Namely, \( S_A \) commits its changes if and only if \( S_B \) also commits its changes.
– The stakeholder public keys (\( \text{pk} = [\text{pk}_A, \text{pk}_B] \)) and signatures (\( \Sigma = \left[ \sigma_{\text{pk}_A}, \sigma_{\text{pk}_B} \right] \)) are used by the shard to validate the stakeholder policy of the state representing Alice and Bob’s accounts.
– The stakeholders’ ephemeral public keys (\( \text{ePK} = [\text{epk}_A, \text{epk}_B] \)) will be used in the post-ordering phase to verify that the correct stakeholders signed the resulting transaction, without using their long-term public keys which would otherwise reveal their identity to the network.

Eventually, Alice (or Bob) passes \( \text{req}_{S_A} \) to \( S_A \).

**Shard response.** When \( S_A \) receives the update request, it first checks if it has received the same request in the past and if so, it rejects it. Then \( S_A \) unpacks the request and validates the long-term public keys and respective signatures against the stakeholder policy for the state that is involved in the transaction (in this case the state representing Alice and Bob’s accounts). If this validation is unsuccessful, \( S_A \) simply responds with an error message. Otherwise, it hashes \( \text{req}_{S_A} \) using a secure hash function, into \( h_{\text{req}}_{S_A} \) and stores the key-value pair \( \langle h_{\text{req}}_{S_A}, \text{req}_{S_A} \rangle \) in its local transient store. \( S_A \) concludes the response phase by sending a response \( \text{resp}_{S_A} \) to the origin of \( \text{req}_{S_A} \), containing \( S_A \)'s signature \( \sigma_{S_A} \) on \( h_{\text{req}}_{S_A} \). When the response is received and shared among the stakeholders, they can verify that the response (i) comes from the correct shard and (ii) belongs to the previous update request.

**Multiple requests per transaction.** The steps outlined above are repeated for all update requests that make up the transaction. Consequently, Alice and Bob go through the same steps to update their accounts of **bCoins** on shard \( S_B \). In particular, (i) they reuse the same request identifier \( \text{id} \) and (ii) add \( \{S_A\} \) as the dependency set to the request to shard \( S_B \). Note that even though \( S_A \) and \( S_B \) learn about each other’s involvement, they do not learn anything about the content of each other’s update request. In practice, multiple update requests to different shards can be handled concurrently. In fact, shards contact each other to coordinate only during validation.

**Transaction creation.** When the responses of shards \( S_A \) and \( S_B \) are received, Alice and Bob build the transaction as follows. They bundle the hashes from the shard responses into a single transaction and sign the result relative to the ephemeral public keys. This additional round of signatures is necessary to
prevent a Byzantine stakeholder, for example Alice, from mixing and matching shard responses and unilaterally submitting the resulting transaction. Now, both Alice and Bob are sure that either the coin exchange is executed correctly or both retain their original coins. Alice (or Bob) then passes the transaction to a client to be submitted. The client accordingly signs the transaction and submits it to the ledger.

3.2 Ordering

When the ledger receives a new transaction from the client, it verifies the client’s signature and puts the transaction into a new block, which is then disseminated to the whole network, i.e. received by all shards.

3.3 Post-Ordering Phase

Validation & commitment. Both shards $S_A$ and $S_B$ scan every transaction in each new block they receive. They look up the hashes in their transient local store. Shards ignore hashes that they do not recognize, as that means that the shard did not generate the hash. At some point, $S_A$ and $S_B$ will recognize the hashes of their respective update requests. For each hash a shard recognizes, it verifies if the transaction carries valid signatures with respect to the stakeholders’ ephemeral public keys. If that were not the case, then the transaction could have been created without the knowledge of one of the stakeholders. Note that shards only verify the set of signatures corresponding to their known update requests. They can ignore other signatures potentially belonging to parts of the transaction directed at other shards.

After signature verification, shards update their state according to the instructions described in the payload $p$ of the request. MSPT allows a transaction to contain multiple update requests to the same shard. Hence, shards simulate all their update requests in the order they show up in the transaction to guarantee consistent execution. The combined execution results form their local belief about the validity of the transaction. With that, they engage with the shards in the request’s dependency set in a privacy preserving atomic commit protocol, whereby the unique request ID serves as the session identifier. For readability purposes, we dedicate Section 4 to describe our atomic commit protocol. At the end of this protocol, the shards either commit the result of their respective update requests to their local state databases or discard them.

3.4 Privacy Discussion

MSPT consists of an initial phase of private siloed communication channels transitioning into a phase of public broadcast. We now point out potential information leaks due to this transition and how we prevent them.

– The identity of the submitting client is leaked to all ledger nodes and all shard nodes. However, if the ledger supports anonymous authentication (e.g.
Idemix in the case of Hyperledger Fabric), stakeholders can submit transactions directly while hiding their identities. No additional trust assumptions are needed in this case. If the ledger does not support anonymous authentication, then the stakeholders can resort to a pool of trusted clients that act as a sort of a mixing network. A stakeholder will choose at random one client in the pool and delegate that client to submit its transaction.

- The identity of the shards involved in a transaction is only known to stakeholders who initiated it; shards that are involved in a transaction have a partial view about other involved shards, namely, they only know their immediate dependency set. Other entities learn nothing about that; this includes all ledger nodes, all other stakeholders and shards.
- The identity of the stakeholders that are involved in a transaction is only known to other involved stakeholders as part of the pre-order negotiation. A subset of involved stakeholders is revealed to the shards in the request messages. Despite the fact that stakeholders have to sign the request that is publicly broadcast and appended to the ledger, the reader will notice that the signature is generated with an ephemeral key pair, whose linkage to the long-term identity of the stakeholder is only revealed privately to each shard. As a consequence, other entities learn nothing about this.
- The request payload is only known by stakeholders and shards involved in the request that contains it. The rest of the network learns nothing about it, owing to the fact that only a hash is disseminated and the hash contains a random nonce, which will guarantee sufficient entropy to avoid brute-force attacks over the hash value.
- Transactions reveal the number of involved shards and stakeholders. An approach to mitigate this issue is to add bogus update requests and signatures.

### 4 Privacy-preserving Atomic Commit (PPAC) Protocol

By assuming that shards (as a whole) are honest and the network is partially synchronous, we can use a blocking commit protocol instead of employing a full BFT consensus. However, to preserve the privacy of shards participating in the protocol, we cannot rely on all-to-all communication or single coordinators like the widely-used two-phase atomic commit (2PC) \[15, 6\].

Recall that the dependency sets included in the update requests identify which shards must atomically commit. Therefore, the connection between a shard and the shards in its dependency set form a natural channel of communication. Consequently, for our privacy-preserving atomic commit protocol (PPAC) shards exchange information along the edges of the dependency graph spanned by the union of all dependency sets in the transaction. Therefore, each shard only communicates with its direct neighbors in the graph (i.e. shards in its dependency set). Before proceeding, let us (i) define what a dependency set is and (ii) how a dependency set impact the dependency graph. A dependency set dep is a set consisting of shard identifiers. A shard identifier \(S_i\) can appear in the set only once and in the following form: \(S_i, S_i^+,\) or \(S_i^-\). Then, a dependency graph \(G_{dep}\)
has a vertex for each shard identifier in the union of the dependency sets (modulo the sign). In addition, if a request for shard $S_j$ contains in its dependency set:

- $S_i$ or $S_i+$: Then the dependency graph contains a direct edge from $S_j$ to $S_i$.
- $S_i-$: Then the dependency graph contains a direct edge from $S_i$ to $S_j$.

The (−, +) signs help each shard to perform proper access control. Indeed, if a request for shard $S_j$ contains in its dependency set:

- $S_i+$: Then, $S_j$ should contact $S_i$.
- $S_i-$: Then, $S_j$ expects to be contacted by $S_i$.
- $S_i$: $S_j$ should contact $S_i$ and should also expect to be contacted by $S_i$.

Therefore, the shape of the graphs depends on the transaction’s dependency structure, examples are illustrated in Figure 1.

Note that instrumenting shard identifiers with signs forces the graph to be directed. This controls the flow of information and, for example, satisfies the scenario where a shard needs to provide information to another shard, but must not receive any information back from the recipient. Using the dependency graph as the communication overlay in this way guarantees that every shard learns all the necessary information to decide whether to commit or discard a transaction, and no more than that information. First, note that transitive dependencies form paths in the graph. Accordingly, we consider a shard to be connected to another shard if and only if it is (transitively) dependent on that shard. To ensure that all the necessary data is propagated along the graph edges the protocol runs in multiple rounds. In Appendix A we prove that the protocol decides after at most $n - 1$ rounds, where $n$ is the number of hashes in the transaction, and after as little as one round. To give some intuition for this result, when $n$ shards are involved in the protocol, information takes at most $n - 1$ rounds to reach from one shard to any other, assuming that it can only travel one edge per round. This bound can be calculated by all shards individually and is known to them at the start of the protocol.

In the following, we describe our privacy-preserving commit protocol with an example run illustrated in Figure 2 while pseudo-code is in Appendix B.

**Start.** By design, a transaction can only be formed after all involved shards have seen their corresponding update requests. Thus, at the start of the atomic commit protocol for a specific transaction, each involved shard is able to validate the update request and decide on a starting state value \{tentative commit, discard\}.

**Protocol round.** Each involved shard queries the shards in its dependency set for their current states. More precisely, only shards marked with a + sign or no sign are contacted. A shard responds to a query if and only if the invoking shard appears in the dependency set with a − sign or no sign. If a shard receives a discard message, then it must update its own value to discard.

**End.** Once a shard has completed $n - 1$ rounds it can finalize the transaction according to its final value, since it has received the cumulative state of all its (transitive) dependencies. Note that this means that it now processes exclusively
its own update request. The only thing the shard learns during the protocol is which action its dependencies will choose. Specifically, it learns nothing about the update requests of the other shards.

**Synchrony.** While we have described the rounds as if all shards would go through them synchronously, in reality shards do not directly coordinate and start the protocol as soon as they find a transaction that involves them. To still guarantee deterministic termination of the protocol, shards can keep track of their round numbers and the round numbers of their neighbors by counting state queries. Any shard sends exactly one query to its dependencies per round. Based on these counters, we can introduce some coupling between neighbors: a shard will not respond to a query unless it itself has received all responses from its dependencies in the previous round. The querying shard has no choice but to wait until it receives a response. This way, neighbors in the dependency graph go through the protocol in lockstep and always see the correct state from their dependencies.

**Optimization.** Shards might be able to finalize their state early. First, a discard can never be changed back to commit, so any discarding shard, while still responding to queries, can discard the transaction immediately. Second, shards can come to different upper bounds based on their dependency sets, as discussed in Appendix A. To take advantage of this, we introduce a third value `finalized commit`, which shards can respond with when they have already finalized. A shard that in turn only receives `finalized commit` responses from all its dependencies can finalize its own state, because it can be sure that the states of dependent shards will never change again. This way the early commit or discard can be cascaded along the dependency graph.

Performance of the protocol can be further enhanced by shards analyzing dependencies between the transactions they are involved in [14]. If the update requests would alter distinct local state the shard can start the atomic commit protocol for those transactions in parallel.
Transaction atomicity. While we have stated as a goal to achieve atomic commit for transactions as a whole, in reality in MSPT atomicity is defined by the dependencies between requests. If two requests are not dependent on each other then there is no need for them to atomically commit. Moreover, a transaction can theoretically include requests that span multiple disconnected dependency graphs. Our protocol guarantees that requests connected by dependencies atomically commit. Disconnected requests effectively form multiple transactions bundled in the same message, so this does not break the security goals stated in Section 2.2.

5 Experiments

Implementation. We implemented a proof-of-concept of simplified MSPT on Hyperledger Fabric v1.4. Our MSPT-Fabric retains all of Fabric’s features, with the added capability of processing cross-shard transactions created by our protocol. According to Section 3.1, the creation of update requests is handled completely off-chain. A request is then sent to a shard, which is implemented as a
Fabric endorser with a thin wrapper. In this context, each peer/endorser of the Fabric network represents a distinct shard (the extension to shards comprising more than one node is described in Section 6). The wrapper unpacks the message and translates it into a Fabric transaction proposal to forward it to the endorser. The response is directed back through the wrapper, where it is stored together with the update request in a transient store. Only a hash is returned to the client according to Section 3.1. The ledger is implemented over the ordering service of Fabric, which stays unchanged as it does not unpack the contents of a transaction. Lastly, we added a new flag `PRIVATE_TRANSACTION` to the gRPC messages Fabric uses for communication. This way, a peer can correctly deserialize a private transaction during validation, look up the update request in the transient store and engage in the PPAC from Section 4.

We implement the same toy example as in Section 3 with a total of up to five shards.

**Experimental setup.** We use nine local servers: one client, three orderers forming a Raft cluster (MSPT-Fabric ledger) and five endorsing peers (shards). Each of these processes is spawned in a Docker container on its own server equipped with two Intel® Xeon® CPU E5-2620 v2 processors at 2.10 GHz, for a total of 24 hardware threads and 64 GB of RAM. We compare three degrees of privacy features and their performance trade-off: Full MSPT-Fabric, MSPT-Fabric with 2PC instead of PPAC and Fabric without privacy features. Transactions in this setup only modify non-overlapping state, so both atomic commit protocols can run parallelized. Up to five shards collaborate on a single transaction with transitive directed dependencies between them as shown in Figure 1b. Hence, PPAC will terminate in zero (single shard) to four rounds (five shards), while 2PC terminates in zero (single shard) or one round (other configurations). Each experimental run sends 10,000 transactions to the network.

**Throughput.** Experiments are conducted in two modes: First, we measure the full end-to-end throughput starting with sequential update requests to the shards and ending with transaction commits. Second, stakeholders send all update requests to all shards and create all transactions before the measurements start and we only measure the throughput of the validation and commitment step.
In the end-to-end experiment, we find that the update request processing results in a performance hit of about 30% (Figure 3a) compared to regular Fabric. For more than one shard, the throughput follows an expected $\frac{1}{n}$ relation because of the sequential processing of $n$ update requests before submitting the transaction, where $n$ MSPT update requests translate to $n$ regular Fabric transactions. The choice of atomic commit protocols is irrelevant for end-to-end throughput. Focusing purely on the validation and commitment throughput (Figure 3b), all tested systems show very similar performance. Regular Fabric seems to even be outperformed by MSPT-Fabric. However, this is due to MSPT-Fabric skipping parts of the validation. Remodeling these parts would have meant a complete rewrite of existing Fabric code, which was beyond the scope of the proof-of-concept. More importantly, 2PC outperforms PPAC only slightly, without offering any privacy features.

Latency. Our final experiment (Figure 3c) investigates the average latency of a single execution of the atomic commit protocols. Surprisingly, 2PC just barely manages to come out ahead and shows similar degradation of performance for an increasing number of shards.

Implication. Comparing the results between the two throughput experiments, it is clear that the processing of update requests is the main bottleneck of the protocol. Processing private update requests imposes a constant overhead of about 30% on the transaction throughput. However, this can be amortized with an implementation of MSPT-Fabric that allows concurrent instead of only sequential update request processing. With the help of parallel execution of the atomic commit protocols, the validation and commitment step can easily keep up with the pre-processing.

Since both PPAC and 2PC show surprisingly similar results in both throughput and latency experiments despite diverging numbers of communication rounds between shards, we conclude that at least in a setup with local servers the performance of the commit protocols is mostly governed by Fabric’s block dissemination: statistically, the more participants in a transaction, the larger the average gap between the first and last shard receiving the same block. While 2PC must wait for all shards to communicate their validation results to terminate, PPAC can already make progress if neighbors in the dependency graph are ready. This weaker synchrony requirement can help offset the fewer rounds of communication of 2PC.

In conclusion, in our experiments, MSPT with PPAC is almost five times faster than the reported performance of private contracts on JP Morgan Chase’s Quorum blockchain [4], which has a less capable privacy model than MSPT.

6 Generalizing MSPT

So far we described MSPT as an extension to Hyperledger Fabric assuming centralized shards. In this section, we first discuss how other blockchain systems could implement MSPT. Then we describe the necessary changes to run MSPT with decentralized shards.
**Arbitrary permissioned blockchains.** MSPT can be configured to work with both order-execute (OX) or execute-order (XO) blockchains [27]. Recall that shards only send a hash back to the stakeholders. By deliberately decoupling request execution from the response to the stakeholders in that manner the shard is free to execute the state transition any time between receiving the request and starting the cross-shard commit protocol.

For use in OX blockchains (e.g., Enterprise Ethereum), shards wait with the execution until they see the corresponding hash in the ledger. However, they need a rollback strategy in case they must discard after the protocol completes. This is a similar restriction to rolling back if the transaction provides not enough gas.

In contrast, XO blockchains like Fabric can simulate the result as soon as they receive the request. After an invalid simulation, they can immediately report back an error so this request will never enter a transaction. On success, they store the result until they spot the corresponding nonce in a transaction. Then they only need to validate that the state transition has not become stale in the meantime before starting the cross-shard commit protocol.

**Decentralization of shards.** For the generalization of shards we first look at shard interfaces. First we consider interaction of shards with stakeholders. Recall that we model fault-prone shard nodes as crash-faulty.

When a stakeholder sends an update request to a shard in the centralized case, we simply replace this by a stakeholder reliably broadcasting [9] an update request to a decentralized shard. Reliable broadcast guarantees that eventually, if a single correct shard node delivers an update request, all correct shard nodes will.

When a shard is about to send a response to a stakeholder, we replace this step by having all shard nodes send responses to a stakeholder. This, together with the reliable broadcast step of an update request guarantees liveness — even if a single shard node is correct (non-faulty), a stakeholder is guaranteed to receive a response.

As for the validation & commitment step, apart from PPAC invocation, this step is local to a shard and involves only deterministic steps. Note that due to reliable broadcast of update request, all shard nodes have locally the update request, once it is delivered on the ledger. Therefore, we generalize this step by having every shard node execute validation & commitment step independently.

Finally, to generalize PPAC (Sec. 4), we let every shard node run PPAC independently, and we replace a step in which a shard \(S_A\) queries shard \(S_B\), by having every shard node in \(S_A\) query every shard node in \(S_B\) and awaiting until it receives the first response from some shard node in \(S_B\). Since shard nodes are assumed to be crash-faulty (this assumption itself guarantees safety) and if at least one shard node is correct per shard, then this ensures liveness.

Some of these generalization steps could be solved by putting a consensus (total order (TO) broadcast) protocol in the critical path of the shard processing. However, this can have a considerable impact on performance and is strictly speaking not necessary. However, use of efficient TO broadcast protocol, such as [26] remains an option.
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A Bounds on communication rounds

For the purposes of this discussion, we use the definition of a round of communication from Section 4. This presents a logical batching rather than a temporal
one, since shards are only loosely synchronized through their counters. Yet, under the assumption of a partially synchronous system there is a bounded delay between two shards executing the same round of communication. In the following, we examine how many rounds of communication are necessary for shards to atomically commit a given transaction.

**Lemma 1.** Each round of communication can only relay information along the edges of the dependency graph. Any information can only travel the length of one edge per round.

**Proof.** Assume that a given shard $S_i$ can communicate with a shard $S_j$, where $S_i$ and $S_j$ are not directly connected by the dependency graph. By necessity, $S_i$ would need to learn about $S_j$, even though $S_j$ is not in $S_i$’s dependency set and vice versa. This is explicitly forbidden.

**Lemma 2.** For any two given shards $S_i$ and $S_j$ there exists a finite or countably infinite set of paths between them.

**Proof.** The number of edges of the dependency graph is finite, otherwise the underlying transaction would be infinitely large. Therefore we can enumerate them all. For the purposes of this proof we choose a counting system with a base at least as large as the number of edges. This way, each edge is labeled by a unique symbol.

Starting from $S_i$ we create all possible paths by traversing all connecting edges and writing down the symbols of the edges. Then, for each vertex we landed on, we repeat this process, appending the new edge number to the previous sequence. The process for a given path ends when $S_j$ is reached. Since the dependency graph can have cycles, sequences can be arbitrarily long. But, all paths from $S_i$ to $S_j$ must be finite by definition. Therefore, we can sort the sequences belonging to those paths in ascending order and count them.

**Lemma 3.** For any two given connected shards $S_i$ and $S_j$ it takes exactly $l$ rounds of communication to relay information from one to the other, where $l$ is the length of the shortest path between the shards. If there is no path, then $l = \infty$.

**Proof.** As by Lemma 2 the paths between two shards are countable, so we can order all paths between $S_i$ and $S_j$ by their length. Now, we let all shards relay all their information to all neighbors in every round of communication. According to Lemma 1 the information can make progress along each path one edge at a time. We can track this by subtracting 1 from the length of each path. After $l$ rounds the shortest path will have 0 length, indicating that $S_j$ received the information.

There cannot be a shorter path that is not on the list, because by definition we listed all possible paths between $S_i$ and $S_j$.

If there is no path in the ordered list, then this search will never stop, i.e. $l = \infty$. 
Theorem 1. Let PPAC be an algorithm that ensures atomic commitment of a transaction $tx$ while keeping the global set of participants secret. Then, PPAC must go through at least $l^*$ rounds of communication, where $l^*$ is the length of the longest shortest path between any two connected shards of the dependency graph for $tx$.

Proof. For a transaction to commit correctly, every shard must commit or discard the transaction atomically together with all other dependent shards. By necessity, a shard must learn all validation results of the shards it is transitively dependent on because a single discard signal would change its own belief. According to Lemma 3, for every shard $S_i$, every shortest path to another connected shard $S_j$ must be traversed. If two shards are not connected, they do not require to learn each other’s belief, so for all relevant paths is $l < \infty$. The transaction is not finalized before the last one of them reaches its destination. Therefore, the longest length of all shortest paths forms the lower bound on finalization.

Note that this is only a lower bound on global transaction finalization. Single shards are able to finalize their beliefs in the following four cases:

- It discarded the transaction in its own validation.
- It is not dependent on any other shard.
- It received a discard signal from one of its collaborating shards.
- All of its collaborating shards signal that they finalized their belief.

A finalized shard must broadcast its belief to its neighbors before dropping out of the commit protocol.

If shards do not encounter any of these cases, they might not stop after $l^*$ rounds, because they are not able to construct the full dependency graph. Therefore, $l^*$ is not known to the shards.

Lemma 4. For a given shard $S_i$, it’s longest shortest path to another connected shard $S_j$ has at most length $n - \delta^+(S_i)$, where $n$ is the number of nonces in the transaction and $\delta^+(S_i)$ is the out-degree of vertex $S_i$.

Proof. For $S_i$, $\delta^+(S_i)$ shards are connected by a shortest path of length 1. This leaves at most $n - \delta^+(S_i) - 1$ unknown shards. In the worst case they are positioned as a chain with $n - \delta^+(S_i) - 2$ edges connecting them. This chain of shards must be connected to $S_i$ via one of its direct neighbors. Let $S_j$ be the last vertex in the chain. Then, the shortest path from $S_i$ to $S_j$ is

$$l^* = \frac{1}{\text{neighbor}} + \frac{1}{\text{connect chain}} + (n - \delta^+(S_i) - 2)$$

$$= n - \delta^+(S_i).$$

Theorem 2. All shards finalize their belief after at most $n - \min_i \delta^+(S_i)$ rounds of communication.

Proof. Directly follows from Lemma 4.

\[\text{Some of the nonces could be associated with the same shard or be invalid.}\]
Algorithm 1 PPAC

function ValidateTx(requestID, initialBelief, hashCount, deps)

▷ hashCount: number of hashes in the transaction. ▷ deps: shard dependencies with a + or no sign.
\[ b \leftarrow \text{initialBelief} \quad \text{▷ false = discard, true = commit} \]

if \( \text{Count}(\text{deps}) = 0 \lor b = \text{false} \) then
  StoreBelief(requestID, b, isFinal: true)  
  ▷ save to internal storage beyond the sketch of this algorithm
  return b
end if

for round ← 1, responsesCount − \( \text{COUNT}(\text{deps}) \) do
  StoreRound(requestID, round)  
  ▷ save to internal storage
  StoreBelief(requestID, b, isFinal: false)
  allFinal ← true

  for all dep in deps do
    ▷ remote call to other shard, caller made explicit for easier understanding
    \( b_{dep}, \text{isFinal} \leftarrow \text{dep.PULLBELIEF}(\text{requestID}, \text{thisShard}) \)
    allFinal ← allFinal \( \land \) isFinal
    b ← b \( \land \) \( b_{dep} \)

    if not b then
      break all loops
    end if
  end for

  if allFinal then
    break loop
  end if
end for

StoreBelief(requestID, b, isFinal: true)
return b
end function
Algorithm 2 PullBelief is called remotely by PPAC on a different shard.

function PullBelief(requestID, shard_{caller})
  \(\triangleright\) function is called remotely from other shard, in practice \(shard_{caller}\) would be obtained implicitly from caller address
  \(i \leftarrow \text{GetCallCount}(requestID, shard_{caller})\) \(\triangleright\) read from internal storage
  
  while \(\text{GetRound}(requestID) \leq i\) do
    Wait
  end while
  \(b, \text{isFinal} \leftarrow \text{GetBelief}(requestID)\) \(\triangleright\) read from internal storage
  \(\text{StoreCallCount}(requestID, shard_{caller}, i + 1)\) \(\triangleright\) save back to internal storage
  \(\text{RespondTo}(shard_{caller}, b, \text{isFinal})\) \(\triangleright\) send back current belief

end function