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Abstract: The instantaneous wind field and air data, including true airspeed, angle of attack, angle of sideslip, cannot be measured and recorded accurately in wind disturbance. A new air data and wind field estimation method is proposed based on flight data in this study. Since the wind field is the horizontal prevailing wind added by turbulence, the slowly time-varying prevailing wind and small-scale turbulence are described by the exponentially correlated stochastic wind model and von Karman turbulence model, respectively. The system update equation of air data is built based on inertial measurements instead of the complex aerodynamic and aero-engine model of aircraft. Benefited by the post-analysis characteristics of flight data, a forward–backward filtering algorithm was designed to improve the estimation accuracy. Simulation results indicate that the forward–backward filter integrated with the von Karman turbulence model can reduce the estimation error and ensure filtering stability. A further test with actual flight data shows that the forward–backward filter is not only able to track the wide-range change in prevailing wind but also reduce the adverse effects of uncertain disturbance on estimation accuracy.
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1. Introduction

Flight data, recorded by the airborne flight data acquisition system, provide a fundamental way to analyze flight quality and accident [1]. Air data, including barometric altitude, ambient air temperature, environmental wind, aircraft flight speed relative to the air, are computed by the Air Data System (ADS) onboard the aircraft and recorded as a part of flight data. The environmental wind disturbance not only deteriorates flight quality and riding comfort, inducing flight accidents in extreme cases but also leads to inaccurate measurement of air data [2]. The ADS is unable to respond in time and compute accurately due to the rapid change in wind disturbance, which brings about measuring error of air data. In particular, true airspeed $V_T$, angle of attack $\alpha$, and angle of sideslip $\beta$, the three significant air data for the aerodynamic performance of aircraft, are difficult to measure and record accurately in wind disturbance [3,4].

Since the study of air data ($V_T$, $\alpha$ and $\beta$) and wind field estimation were separated in the early days, the adverse effects of wind disturbance on air data estimation were not considered, thus leading to inaccurate estimation. The estimation of $\alpha$ and $\beta$ was first derived from aircraft acceleration measurements, in which wind disturbance was described by random noise [5]. Since the acceleration-based algorithm failed to provide adequate stability under severe disturbance, the equations of motion of aircraft were integrated, in which $\alpha$ and $\beta$ were estimated with measured attitude angles from inertial sensors [6,7]. The independent wind field estimation based on navigation and pitot system parameters appeared in the study of airspeed calibration [8] and formation flight [9], in which the measurements of air data were assumed to be accurate.

In recent years, the Virtual Air Data System (VADS) was put forward by making full use of available airborne information [10]. A major improvement in VADS is that...
the air data and wind field are estimated simultaneously to obtain the wind-affected air data [11]. Providing a systematic data fusion algorithm, VADS holds promise to integrate the aerodynamic model into the estimation of air data and wind field [12,13]. However, the accuracy of the aerodynamic model has major impacts on estimation. It is difficult to obtain accurate aerodynamic force in wind disturbance. In the VADS study, the steady wind [14], shear wind [15], and gust wind models [16] were built respectively to counteract the adverse wind effects on air data estimation. However, turbulence was still regarded as random noise and described by stochastic models, including the uncorrelated model with exponential correlation function [17], random-walk model [18–20], and Gauss–Markov model [21,22]. These stochastic models cannot describe the real characteristics of turbulence. Another problem is that in developing the navigation-oriented VADS, only horizontal wind components were considered.

To better describe the characteristics of wind disturbance during flight, the wind field should be divided by the horizontal prevailing wind and three-dimensional turbulence. Compared to the slowly-time varying prevailing wind, the characteristics of rapidly changing turbulence must be described by a specific turbulence model rather than random noise. In high-altitude above 2500 ft (762 m), the turbulence is generally well-developed with a scale smaller than the Ozimidov scale. The spatial turbulence is generally described by the Dryden or the von Karman model [23]. To estimate wind-affected air data with better accuracy, the slowly time-varying prevailing wind and rapid-changing turbulence should be dealt with separately. A turbulence model must be used to describe the rapid-changing turbulence. Wind disturbance with the Dryden turbulence model was first estimated in [24]. However, the modeling of prevailing wind was neglected. In other words, the changing rate of prevailing wind was assumed to be zero.

The complementary filtering, Extended Kalman filtering (EKF), and its extended algorithms are commonly used to estimate air data. In the early study on α and β estimation, complimentary filtering was commonly used as an information fusion tool to blend estimates from different measurements. A cascaded filter structure for air data estimation was built in [25], in which complementary filtering was used to combine inertial and air data measurements. As a common algorithm of state estimation, 2-state and 9-state EKF algorithms were put forward to estimate the air data [26]. Some extended filtering algorithms were applied to air data estimation to improve the accuracy, including three-step EKF [4], Unscented Kalman Filtering (UKF) [9], and Moving Horizon Estimation (MHE) [27]. In fact, flight data is recorded during flight but decoded and analyzed afterward. Unlike traditional forward filtering, backward filtering, also known as smoother, holds the promise to improve the estimation accuracy based on flight data further [28].

This paper deals with the estimation of the wind field and three air data, including true airspeed, angle of attack, angle of sideslip, in wind disturbance based on the flight data of civil aviation aircraft. These air data are important to compute accurate aerodynamic performance and beneficial for flight quality and accident analysis. In view of the difficulty in building an accurate aerodynamic model of aircraft, the filtering system is based on inertial measurements rather than the aerodynamic model of aircraft. To improve the estimation accuracy, the prevailing wind and turbulence are modeled and integrated into the filtering system independently. Given that the flight data is recorded in real-time but decoded and analyzed afterward, a forward–backward filtering algorithm is designed, in which the backward filtering is used to improve the accuracy further. A simulation scheme is designed to validate the proposed method. In addition, the test with real flight data is further analyzed to verify the effectiveness of the method.

2. Method

2.1. Preprocessing of Flight Data

The airborne flight data acquisition system provides hundreds of flight parameters in the form of time series, including parameters from flight dynamics, pilot manipulations, control surface deflections, aero-engine, and other airborne systems. Taking the Boeing 737–
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800 aircraft as an example, the flight parameters are recorded by the airborne Digital Flight Data Acquisition Unit (DFDAU). The characteristics of related parameters are shown in Appendix A (Table A1). The recorded airspeed and angle of attack, horizontal wind speed and direction are susceptible to wind disturbance. On the contrary, collected and computed by airborne Inertial Reference System (INS), the inertial measurements, including the roll, pitch, yaw angle of aircraft $[\varphi, \theta, \psi]^T$, the angular rate $[p, q, r]^T$, and inertial acceleration $[a_x, a_y, a_z]^T$ in three axes, and the ground speed $V_G = [V_{Gx}, V_{Gy}, V_{Gz}]^T$ are more authentic and reliable because these parameters are not affected by wind disturbance.

The preprocessing of flight parameters involves the initial value estimation of air data and wind field. The initial estimation is not only beneficial to further filtering but also used to build the measuring equation of the filter.

The true airspeed $V_T$ is obtained according to the recorded Mach number and ambient air temperature. With the local sound speed derived from the Kelvin temperature $t$ of ambient air, $V_T$ can be computed by

$$V_T = M \times \sqrt{\kappa g R t},$$

where $M$ is the recorded Mach number, $\kappa = 1.4$ is the adiabatic exponent, $g = 9.8 \text{ m/s}^2$ is the gravitational acceleration, and $R = 8.314 \text{ J K}^{-1} \text{mol}^{-1}$ is the gas constant.

The recorded angle of attack $\alpha$ needs to be converted into the angle of attack $\alpha$ in the aircraft body axis before being used. The body-axis angle of attack $\alpha$ is obtained from $\overline{\alpha}$ through

$$\alpha = a_0 + a_1 \overline{\alpha}. \tag{2}$$

In straight and level flight, $a$ should be approximately equal to the pitching angle $\theta$ under nominal smooth conditions. The calibration constants $a_0$ and $a_1$ are estimated by a preprocessing step using a least-squares linear fit of $\theta = a_0 + a_1 \overline{\alpha}$. Since there is no angle of sideslip record in flight data, $\beta$ is assumed to be zero in straight and level flight.

The initial value of the wind field is derived according to the relationship among the ground speed $V_G$, true airspeed $V_T$, and wind speed $W$. The wind speed vector is the vector difference of $V_G$ and $V_T$, which can be described by

$$W = V_G - c_b^T c_w^T V_T. \tag{3}$$

In Equation (3), $W = [W_x, W_y, W_z]^T$, $c_w^T = \begin{bmatrix} \csc \beta & -\csc \beta & -\alpha \\ s\beta & c\beta & 0 \\ \csc \beta & -\csc \beta & \csc \alpha \end{bmatrix}$ stands for the transfer matrix from wind frame to body frame, while $C_b^T = \begin{bmatrix} \csc \theta \csc \phi \csc \psi & \csc \theta \csc \phi \csc \psi + \csc \phi \csc \psi & \csc \theta \csc \phi \csc \psi - \csc \phi \csc \psi \\ -s\theta \csc \phi \csc \psi & s\theta \csc \phi \csc \psi + \csc \phi \csc \psi & s\theta \csc \phi \csc \psi - \csc \phi \csc \psi \\ \csc \theta & 0 & 0 \end{bmatrix}$ represents the transfer matrix from body frame to ground frame. Since the angle of sideslip is relatively small and can be assumed to be zero for wind field derivation, wind field components are derived by expanding Equation (3) as

$$\begin{align*}
W_x &= V_{Gx} - V_T (\csc \theta \csc \phi \csc \psi + \csc \phi \csc \psi \csc \phi \csc \psi - s\theta \csc \phi \csc \psi - \csc \phi \csc \psi ) \\
W_y &= V_{Gy} - V_T (\csc \theta \csc \phi \csc \psi - c\csc \phi \csc \psi ) \\
W_z &= V_{Gz} - V_T (s\csc \theta \csc \phi \csc \psi ) 
\end{align*} \tag{4}$$

$W_x$ and $W_y$ as shown in Equation (4) form the two components of horizontal prevailing wind in high-altitude. The initial value of $W_x$ and $W_y$ are obtained by solving Equation (4). Based on $W_x$ and $W_y$, the average value $\overline{W}_p$ and variance $\sigma_p^2$ of prevailing wind are obtained.

The main component of vertical wind $W_z$ in Equation (4) is turbulence. The standard variance of turbulence is defined as the turbulence intensity with the unit m/s $[29]$. By
further detrending the time series of $W_z$, the sample standard variance of the vertical wind is solved as the turbulence intensity,

$$\sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (W_z(i) - \bar{W}_z(i))^2}. \quad (5)$$

As a result, the initial value of true airspeed, angle of attack, horizontal prevailing wind, and turbulence intensity are obtained according to a certain time series of flight data.

2.2. Wind Field Modeling

2.2.1. Modeling of Horizontal Prevailing Wind

In view of the distinct differences in temporal and spatial characteristics, the prevailing wind and turbulence should be modeled respectively to better estimate air data and wind field.

The horizontal prevailing wind refers to the mean value of wind direction and speed at a large scale geographically, mainly leading to the flight path deviation of aircraft. To improve the estimation accuracy of air data and wind field, the prevailing wind is separated from the wind disturbance and modeled independently. This study uses an exponentially correlated stochastic model to describe the slowly time-varying characteristics of horizontal prevailing wind, rather than different kinds of wind models. As a probabilistic modeling method, the two components of horizontal prevailing wind are described by

$$\begin{align*}
W_{px} &= -\tau_w W_{px} + \sqrt{a_w \tau_w} \cdot wp_x \\
W_{py} &= -\tau_w W_{py} + \sqrt{a_w \tau_w} \cdot wp_y,
\end{align*} \quad (6)$$

where $W_p = [W_{px}, W_{py}]^T$ is the two components of the horizontal prevailing wind. $a_w = 2(W_p^2 + \sigma_p^2)$ is the coefficient describing the mean square value of the prevailing wind. $\tau_w$ is the correlation time constant, which controls the correlation degree of the two wind components. $(wp_x, wp_y)$ is the zero mean Gaussian white noise with a one-sided power spectrum density of one.

2.2.2. Turbulence Modeling

Since the small-scale and high-altitude turbulence conforms to the von Karman and Kolmogorov turbulence theory, the stochastic characteristics of turbulence can be better described by a turbulence model than a stochastic process model. The Dryden and von Karman turbulence models allow researchers to describe the stochastic behavior of small-scale turbulence better, while the von Karman model is preferable. For large frequencies in the inertial subrange, the energy spectrum of the von Karman model is consistent with that of Kolmogorov theory [30]. In addition, the spectrum function of the von Karman model has a roll-off rate of $-5/3$ in the high-frequency section. However, as an approximation of the von Karman model, the roll-off rate of the Dryden model is $-2$ [23,30]. The temporal spectra of three turbulence components in the von Karman model are

$$\begin{align*}
\Phi_1(\omega) &= \sigma_1^2 \frac{L_1}{\pi \nu^\gamma} \left[ \frac{1}{1 + (aL_1 \nu)^2} \right]^{5/6} \\
\Phi_i(\omega) &= \sigma_i^2 \frac{L_i}{\pi \nu^\gamma} \left[ 1 + (aL_i \nu)^2 \right]^{11/6}, \quad i = 2, 3
\end{align*} \quad (7)$$

where $\omega$ is the temporal frequency of turbulence and $a = 1.339$. $\Phi_1$, $\Phi_2$ and $\Phi_3$ represent the temporal spectra of longitudinal, lateral, and vertical turbulence, respectively. According to the von Karman model, the length scales are selected as $L_1 = L_2 = L_3 = 669$ m for above 762 m of flight altitude, while the turbulence intensity variates [23]. The turbulence
components are generated by exciting the forming filters with unit-intensity white noise. The transfer functions of forming filters are obtained by spectrum decomposition as

\[
G_i(s) = \frac{K_i}{T_i^s+1}, K_i = \sigma_i\sqrt{\frac{\gamma}{\pi n_i}}, T_i = \left(\frac{\Delta_i}{V_T}\right)^{5/6}, i = 2, 3.\tag{8}
\]

To integrate the turbulence model into a filtering system, the forming filters in Equation (8) are transformed into the following differential equations by reducing to the first order for rational approximation and further discretizing with the first-order backward differential method [31]

\[
y(k) = \frac{K_i T_s}{T_i + T_s} x(k) + \frac{T_i}{T_i + T_s} y(k - 1), i = 1, 2, 3,
\]

where \(T_s\) stands for the sampling period. As a result, the state equation of \(W_i = [w_{ix}, w_{iy}, w_{iz}]^T\) for filtering is derived as

\[
\begin{bmatrix}
W_{ix} \\
W_{iy} \\
W_{iz}
\end{bmatrix} = \begin{bmatrix}
-T_1^{-1} & -T_2^{-1} & -T_3^{-1} \\
0 & -T_2^{-1} & -T_3^{-1} \\
0 & 0 & -T_3^{-1}
\end{bmatrix} \begin{bmatrix}
W_{ix} \\
W_{iy} \\
W_{iz}
\end{bmatrix} + \begin{bmatrix}
-T_1^{-1} K_1 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
w_{ix} \\
w_{iy} \\
w_{iz}
\end{bmatrix},
\]

where \([w_{ix}, w_{iy}, w_{iz}]^T\) is the Gaussian white noise following the standard normal distribution.

2.3. Design of Forward–Backward Filter

2.3.1. Building the Filtering System

The Kalman filter of a common VADS integrates the dynamics model of target aircraft, which includes the aerodynamic force in the translational dynamics and the aerodynamic moment in the rotational dynamics. The state update equations including \(V_T, \alpha, \beta\) can be derived by [32]

\[
\begin{bmatrix}
\dot{V}_T \\
\dot{\tilde{\alpha}} \\
\dot{\tilde{\beta}}
\end{bmatrix} = \varepsilon^{-1} \tilde{\omega} (C^b_{g} V_T) - \varepsilon^{-1} C^b_{g} W + \frac{1}{m} \varepsilon^{-1} (C^b_{g} G + C^b_{g} F_A + F_P),
\]

where \(\varepsilon^{-1} = \begin{bmatrix}
\frac{c a c \beta}{V_T c \psi} & s \beta & \frac{s a c \beta}{V_T c \psi} \\
-\frac{c a c \psi}{V_T c \beta} & 0 & -\frac{s a c \psi}{V_T c \beta} \\
-c a c \beta / V_T & c \beta / V_T & -s a c \beta / V_T
\end{bmatrix}\) and \(\tilde{\omega} = \begin{bmatrix}
0 & r & -q \\
r & -p & 0 \\
q & p & 0
\end{bmatrix}\) are the skew-symmetric matrices. \(C^b_{g} = (C^b_{w})^{-1}\) is the transition matrix from body frame, \(C^b_{w} = (C^b_{w})^{-1}\) represents the transition matrix from body frame to wind frame. \(V_T = [V_T, 0, 0]^T, G = [0, 0, m g]^T, F_A\) is the vector of aerodynamic force, and \(F_P\) is the vector of aero-engine thrust.

Since it is difficult to compute the aerodynamic force and aero-engine thrust accurately in wind disturbance, the derivations of aerodynamic and aero-engine forces are replaced in the estimation algorithm by an alternative method in this study. Since the inertial measurements \(\mathbf{a} = [a_x, a_y, a_z]^T\) in flight data are reliable and credible, the inertial measurements are used for the system update of the estimation. The state update equations including \(V_T, \alpha, \beta\) are replaced by

\[
\begin{bmatrix}
\dot{V}_T \\
\dot{\alpha} \\
\dot{\beta}
\end{bmatrix} = \varepsilon^{-1} \tilde{\omega} (C^b_{w} V_T) - \varepsilon^{-1} C^b_{w} W + \varepsilon^{-1} C^b_{w} \mathbf{a}.
\]

\(\varepsilon^{-1}\) is defined as above.
For air data and wind field estimation in turbulent flight, the integrated system update equations are assembled by Equations (6), (10), and (12) as

\[
\begin{bmatrix}
V_T \\
\alpha \\
\beta \\
W_x \\
W_y \\
W_z
\end{bmatrix} =
\begin{bmatrix}
\epsilon^{-1} \partial_t (c_{mol} V_T) - \epsilon^{-1} C_S^k W + \epsilon^{-1} C_S^k a \\
-\tau_w w_{px} + \sqrt{a_0} \tau_t w_{px} - T_1^{-1} W_{tx} - T_1^{-1} K_1 w_{tx} \\
-\tau_w w_{py} + \sqrt{a_0} \tau_t w_{py} - T_2^{-1} W_{ty} - T_2^{-1} K_2 w_{ty} \\
-\tau_w w_{pz} + \sqrt{a_0} \tau_t w_{pz} - T_3^{-1} K_3 w_{tz}
\end{bmatrix},
\]

(13)

where \( W = W_p + W_t \). Accordingly, the measuring equations are assembled by Equation (1), (2), and (4) as

\[
\begin{bmatrix}
V_T \\
\alpha \\
\beta \\
W_x \\
W_y \\
W_z
\end{bmatrix} =
\begin{bmatrix}
M \cdot \sqrt{k_B R T} \\
a_0 + a_1 \tau \\
\beta \\
V_e - V_T (c_a c_b c_p s + s_p s_b c_p s_a + c_p s_b c_p s_a) \\
V_e - V_T (c_a c_b c_p - c_p s a) \\
V_e - V_T (s_a c_b c_p - c_s)
\end{bmatrix}.
\]

(14)

By one-order partial differentiating computation, the system update and measuring equations of filtering system become

\[
\begin{cases}
x_k = F_{k-1} x_{k-1} + w_{k-1} \\
y_k = H_k x_k + v_k \\
w_k \sim (0, Q_k) \\
v_k \sim (0, R_k)
\end{cases},
\]

(15)

where \( F_{k-1} = \frac{\partial f}{\partial x_{k-1}} \) is the state transition matrix. \( H_k = \frac{\partial h}{\partial x_k} \) is the measuring matrix. \( w_k \) is the process noise with the covariance matrix \( Q_k \), and \( v_k \) is the measuring noise with the covariance matrix \( R_k \). Both covariance matrices are built by referring to the accuracy characteristics of each type of recorded flight data.

2.3.2. Design of the Forward–Backward Filtering Algorithm

As a recursive minimum-variance estimation in the time domain, the estimation error of the Kalman filter decreases with the increase in input measurements. If the subsequent measurements are obtained beforehand, backward filter, also known as smoother, can be used to improve the estimation accuracy further [28]. The fixed-point smoother, fixed-delay smoother, and fixed-interval smoother are commonly used for specific applications [33,34]. Since the flight data is recorded during flight but decoded and analyzed afterward, a forward–backward filtering algorithm was designed, in which the backward filtering is used to improve the accuracy further.

Based on the time series of flight data with total time span \( k = 1, \cdots, N \), the air data and wind field are obtained by a forward–backward filter. The forward filter is initialized as

\[
\begin{cases}
\hat{x}_{f0}^+ = E(x_0) \\
P_{f0}^+ = E[(x_0 - \hat{x}_{f0}^+) (x_0 - \hat{x}_{f0}^+)^T]
\end{cases},
\]

(16)

where \( \hat{x}_{f0}^+ \) is a posteriori estimation of system states in forward filter. In the filtering system of Equation (15), the initial value of all the states \( x_0 \) is set by preprocessing the flight data. \( P_{f0}^+ \) is the posteriori covariance of \( \hat{x}_{f0}^+ \). Before the time step \( m (m < N) \), the
standard Kalman filtering algorithm is executed recursively based on the measurements of
\( k = 1, \cdots, m \), in which the forward estimation \( \hat{x}^+_m \) and its covariance \( P^+_m \) are derived by

\[
\begin{align*}
    P^+_{jk} &= F_{k-1} P^+_{j-1|k-1} F^T_{k-1} + Q_{k-1} \\
    K_{jk} &= P^+_{jk} H_k^T (H_k P^+_{jk} H_k^T + R_k)^{-1} \\
    \hat{x}^+_{jk} &= F_{k-1} \hat{x}^+_{j-1|k-1} + \hat{x}^+_{jk} \\
    \hat{P}^+_{jk} &= (I - K_{jk} H_k) P^+_{jk}
\end{align*}
\]

At the time step \( m \), the measurements of \( k = 1, \cdots, m \) are used for forward filtering, while the backward measurements of \( k = m + 1, \cdots, N \) can also be used to improve the estimation accuracy, forming a backward filter, as shown in Figure 1.

![Figure 1. Forward–backward filtering.](image)

Base on the times series of flight data, at any time step, two estimated values are obtained, one is the \( \hat{x}_f \) by standard forward filtering, the other is \( \hat{x}_b \) by backward filtering. The optimized estimation is obtained by combining the two values [28].

\[
\hat{x} = K_f \hat{x}_f + K_b \hat{x}_b.
\] (18)

In Equation (18), \( K_f \) and \( K_b \) are determined by

\[
\begin{align*}
    K_f &= P_k (P_f + P_b)^{-1} \\
    K_b &= P_f (P_f + P_b)^{-1}
\end{align*}
\]

where \( P_f \) and \( P_b \) are the covariance of forward and backward estimation, respectively. The total covariance of the forward–backward filter is

\[
P = (P_f^{-1} + P_b^{-1})^{-1}.
\] (20)

In this way, the estimation of forward and backward filtering is fused by Equations (18) and (20). After the estimation of \( \hat{x}_{fm} \) is obtained at the time step \( m \), the measurements of \( k = N, \cdots, m + 1 \) are further used for backward filtering. The backward filter is initialized by

\[
\begin{align*}
    s_N &= 0 \\
    I_{bN} &= 0
\end{align*}
\]

In Equation (21), \( s_k = \hat{x}_{bk}^{-1} \hat{x}_{bk} \). Since the estimation of \( P_{bN} \) cannot be obtained before the input of measurement of time step \( N \), the priori estimate \( P_{bN} \) is set as infinity and
was used to improve the estimation accuracy of air data and wind field by using the inertial measurements. A blended wind field combining prevailing wind and turbulence was generated, and a simulation model of the B737–800 aircraft was built based on the aerodynamic and aero-engine performance data provided by [35–37]. There are three advantages to this simulation scheme. First, during the simulation, the flight parameters obtained by numerical integration can be used as inertial measurements. Second, the estimated air data and wind components can be compared with simulation results. Third, the estimated turbulence can also be compared with the theoretical turbulence model.

3. Experiments and Discussion
3.1. Simulation Analysis
3.1.1. Simulation Settings

To summarize, after preprocessing the flight data with time span \( k = 1, \cdots, N \), a Kalman filtering system with the prevailing wind and turbulence model was built, in which the inertial measurements \( \mathbf{a} = [a_x, a_y, a_z]^T \) were used to replace aerodynamic and aero-engine model of target aircraft. Furthermore, a forward–backward filtering algorithm was used to improve the estimation accuracy of air data and wind field by using the measurements fully.
In this study, the turbulence was set by the parameter $\gamma$. Level flight and turn flight states were set for algorithm verification, as shown in Table 1. Turbulence can be classified as light, moderate, or severe turbulence, depending on the turbulence intensity [29]. Level flight and turn flight scenarios were used to test the algorithm, while the latter can be further used to test the instantaneous tracking performance of different filters. Spatial turbulence based on the von Karman model was generated and integrated into the simulation model. Furthermore, the sinusoidal prevailing wind in the horizontal plane was set by

$$
\begin{align*}
W_{px} &= W \cdot \sin\left(\frac{\pi t}{T} + \varphi\right) \cdot \cos \gamma \\
W_{py} &= W \cdot \sin\left(\frac{\pi t}{T} + \varphi\right) \cdot \sin \gamma
\end{align*}
$$

where $W$ is the amplitude of prevailing wind, $\gamma$, represents the wind angle relative to the aircraft. Compared to the rapid-changing turbulence, the period of prevailing wind was set by the parameter $T$. In this study, $T$ was set to 120 s to describe the slowly time-varying gust wind.

**Table 1. Simulation conditions (SC).**

| Simulation Condition | Prevailing Wind | Turbulence Intensity | Flight State |
|----------------------|-----------------|----------------------|--------------|
| SC-1                 | $W = 5 \text{ m/s, } \gamma = 0^\circ, \varphi = 0^\circ$ | Light, $\sigma = 0.5 \text{ m/s}$ | Level flight, $h = 8000 \text{ m, } M = 0.74$ |
| SC-2                 | $W = 10 \text{ m/s, } \gamma = 30^\circ, \varphi = 30^\circ$ | Moderate, $\sigma = 2 \text{ m/s}$ | Level flight, $h = 10,000 \text{ m, } M = 0.76$ |
| SC-3                 | $W = 10 \text{ m/s, } \gamma = 30^\circ, \varphi = 30^\circ$ | Moderate, $\sigma = 1.5 \text{ m/s}$ | Turn flight, $h = 10,000 \text{ m, } M = 0.76, r = 1.2^\circ/s$ |
| SC-4                 | $W = 20 \text{ m/s, } \gamma = 30^\circ, \varphi = 60^\circ$ | Severe, $\sigma = 5 \text{ m/s}$ | Level flight, $h = 12,000 \text{ m, } M = 0.78$ |

Taking SC-3 as an example, after trimming the simulation model at SC-3, the simulated wind components $[W_x, W_y, W_z]^T$ and inertial measurements $[a_x, a_y, a_z, p, q, r, \phi, \theta, \psi]^T$ of a period of 120 s are shown in Figure 3. In moderate turbulence, the aircraft was first controlled to turn right during 20~50 s with turn rate $r = 1.2^\circ/s$ and sideslip angle of $\beta = 1.2^\circ$. After that, during 60~90 s, the aircraft was controlled to turn left with $r = -1.2^\circ/s$. The first subgraph shows the wind components $[W_x, W_y, W_z]^T$, which are the assembly of horizontal prevailing wind and turbulence. The second subgraph shows the simulated acceleration $[a_x, a_y, a_z]^T$ along three axes. The third subgraph shows the angular rate $[p, q, r]^T$, while the fourth subgraph shows the attitude angle $[\phi, \theta, \psi]^T$ along three axes.
The first subgraph shows the wind components \([x, y, z] T\), which are the assembly of horizontal prevailing wind and turbulence. The second subgraph shows the simulated acceleration \([x, y, z] T\) along three axes. The third subgraph shows the angular rate \([p, q, r] T\), while the fourth subgraph shows the attitude angle \([\phi, \theta, \psi] T\) along three axes.

Figure 3. Simulated wind field and inertial measurements in simulation conditions 3 (SC-3).

Three filters were used for comparison in this study. The first filter, Filter-1, was the forward Kalman Filter in which Equations (6) and (12) were assembled as the system update equations, and the turbulence was only regarded as random noise. The second filter, Filter-2, was the forward filter with turbulence model using Equation (13) as the system update equation. The third filter, Filter-3, was the forward–backward filter proposed in Section 2.3.2.

3.1.2. Performance Comparison of Three Filters

The SC-3 with turn flight maneuvers was first used to test the estimation performance of three filters. The 120-s filtering results of Filter-1, Filter-2, and Filter-3, including the air data \([V_T, \alpha, \beta] T\), and wind components \([W_x, W_y, W_z] T\), are shown in Figure 4.

Based on the generated flight parameters by simulation, the initial value of air data and wind components in three filters were set in advance according to Equations (1)–(5). Benefitted by the initial value settings, three filters were able to track the simulation results within several steps. The experiments also indicate that a better initial value not only lowers the risk of divergence but also improves the convergence rate and accuracy of the filters. The air data filtering system built by inertial measurements is effective. From the tracking process, the estimation accuracy of Filter-2 and Filter-3 was much better than that of Filter-1. It shows that the integrated von Karman turbulence model can effectively reduce the tracking error. Filter-3 with forward–backward filter showed the best tracking accuracy. Furthermore, it also showed stronger instantaneous tracking ability in the tracking process of sideslip angle.
Figure 4. Air data and wind field estimation in SC-3.
A severe turbulent flight scenario, SC-4, was used to test the performance of three filters further. As shown in Figure 5, the estimation performance of Filter-1 and Filter-2 further deteriorated. On the contrary, Filter-3 was able to track the simulation results well, and there was no instability with the increase in estimation error. Experiments showed that Filter-3 had the best convergence rate, estimation accuracy, and stability than the other two filters. When it comes to Filter-1 with random noise as the turbulence, it leads to a poor estimation accuracy in severe turbulence because the deviation of Filter-1 increases sharply. Compared to Filter-2, the backward filter in Filter-3 can effectively improve the estimation accuracy. With the standard variation of $v_k$ set as 1, the tracking error of Filter-3 can be reduced by 63.1% by backward filtering.

Here is a further analysis on the trace of the covariance matrix, $tr(P)$, which was used to describe the error change in the estimation process. Figure 6 shows the change in $tr(P)$ of different standard variations of measuring noise, $\sigma(v_k) = 1$, $\sigma(v_k) = 5$ and $\sigma(v_k) = 10$. Taking $\sigma(v_k) = 5$ as an example, at the time $t = 50$ s, the trace of covariance matrix reduced to and maintained at 1.753 in Filter-2. It shows that the estimation accuracy cannot be improved further by forward filtering only. The trace of backward filter also reduced to 1.753 from initial infinity at $t = 120$ s. However, the final $tr(P)$ at $t = 70$ s was reduced to 0.551 by Filter-3. In the post-process of flight data, the estimation accuracy in the fixed time interval can be effectively improved by the backward filter because more measurements are used in the filtering system. Another finding is that with the increase in $\sigma(v_k)$, the percentage of accuracy improvement by backward filter became smaller. The reason is that if the measuring noise increases, more measurements are not helpful for the accuracy improvement. However, according to accuracy characteristics shown in Table A1, the standard variation of recorded inertial measurements is acceptable. As a result, it is an effective way for estimation accuracy improvement by backward filtering based on flight data.

![Figure 5. Cont.](image-url)
Figure 5. Air data and wind field estimation in SC-4.

Figure 6. The change in the trace of the covariance matrix.

One of the advantages of the simulation verification is that the estimated turbulence can also be compared to the theoretical von Karman model. Due to the randomness of turbulence, it was difficult to ensure that the filtering algorithm could estimate accurately at every time step. However, the statistical characteristics of estimated turbulence can be...
obtained from a large number of filtering results. If the statistical characteristics of the estimated turbulence approach that of the turbulence model, it can be concluded that the estimated turbulence is credible.

An analysis was conducted on the frequency content of three turbulence components. To obtain the spectral density of the estimated turbulence, the Welch spectrum density estimation with the Hamming window was adopted based on a long time series of turbulence components [38]. The data length in the time-domain for each curve was 2560 points, representing a length of 640 s turbulence component. With the sampled turbulence components at 4 Hz, the window length was $10 \times f_s = 40$, and the overlapping was set to 50%.

Taking SC-2 as an example, Figure 7 indicates that the spectra of estimated turbulence components by Filter-3 were consistent with that of the theoretical model. Especially in the high-frequency section, the estimation results had a gradual property with a slope of $-5/3$, which conforms to Kolmogorov turbulence theory. On the contrary, without the turbulence model, Filter-1 did not have similar results as the theoretical model. Results showed that the estimated turbulence is credible in a statistical sense. The estimation results, as shown in Figures 4 and 5, also indicate that the integration of the von Karman model improves the estimation accuracy remarkably.

The influence of different turbulence intensities on three filters was further analyzed. After standardizing six state parameters, a statistical analysis of the mean square estimation error (MSE) after convergence was conducted on the four SCs, as shown in Figure 8. Benefitted by the von Karman turbulence model and backward filtering, Filter-3 had the best estimation performance. With the increase in turbulence intensity, the estimation error of Filter-3 scarcely changed. In addition, compared with SC-2, turn flight maneuver (in SC-3) had few effects on the accuracy and stability of Filter-3.

With this simulation scheme, the proposed method was verified by simulation. It was difficult to build the aerodynamic and aero-engine model with enough accuracy in wind disturbance. However, the proposed filtering system with inertial measurements was capable of estimating wind-affected air data and wind field. In particular, the integration of the von Karman turbulence model can effectively reduce the tracking error and assured filtering stability. Furthermore, the forward–backward filtering algorithm can further improve the filtering accuracy.
3.2. Experiments with Flight Data

This section uses the Quick Access Recorder (QAR) flight data for the test. Supported by Chinese airlines, the flight data were gathered from the B737–800 aircraft on the same scheduled air route. The time series of flight data contained related parameters for filtering but with different sampling rates and resolutions.

3.2.1. In-Turbulence Air Data and Wind Field Estimation

The forward-backward filtering was carried out in this section based on actual flight data. Because of the different sampling rates of required flight data shown in Table A1, the measurement and system update operations could not be executed simultaneously. Unequal interval filtering is commonly used to solve this problem [28]. Taking the forward filter as an example, if there were no measurements output at this moment because of low sampling rate, only the system update was executed as

\[
\begin{align*}
\hat{x}_{f,k}^- &= F_{k-1} \hat{x}_{f,k-1}^- + F_{k-1}^	op P_{k-1}^- F_{k-1} + Q_{k-1}, \\
        P_{f,k}^- &= F_{k-1} P_{f,k-1}^- F_{k-1}^	op + Q_{k-1}.
\end{align*}
\]

Once there were measurements output, the system and measurement update were executed simultaneously as

\[
\begin{align*}
K_{f,k} &= P_{f,k}^- H_k \left( H_k P_{f,k}^- H_k^	op + R_k \right)^{-1}  \\
\hat{x}_{f,k}^+ &= \hat{x}_{f,k}^- + K_{f,k} (y_k - H_k \hat{x}_{f,k}^-)  \\
P_{f,k}^+ &= (I - K_{f,k} H_k) P_{f,k}^-.
\end{align*}
\]

The filtering results of Filter-3 based on a time series of flight data in severe turbulence are shown in Figure 9, in which the trend of estimated air data and wind field approximates the derived value from recorded fight data. In turbulent flight, the ADS onboard the aircraft cannot respond to the rapid change in wind disturbance, which makes the recorded airspeed and angle of attack show the characteristics of low-pass filtering. However, the instantaneous change in air data can be estimated by Filter-3. In addition, compared to the assumption of sinusoidal prevailing wind in Section 3.1, the actual wind field was irregular.
With the exponentially-correlated wind model integrated, Filter-3 was able to track the change in prevailing wind in a wide range.

Figure 9. Air data and wind field estimation based on Quick Access Recorder (QAR) flight data.

3.2.2. Effects of Uncertain Disturbance on Filtering

In the collecting and transmitting procedure, the flight data may easily be disturbed, leading to serious deviations of the recorded value. Thus there inevitably exists uncertain
disturbance in flight data. A time series of abnormal flight data shows that a sudden external disturbance occurred on the acceleration measurements at 100~150 s, resulting in a serious deviation from the real value. At 300~320 s, there was a non-zero noise with greater covariance that affected the measurements of angular rate. Under the unexpected disturbance, all three filters lack fault tolerance. Figure 10 shows the comparison of estimated results of Filter-2 and Filter-3.

Compared to Filter-2 without backward filtering, the estimation error of Filter-3 was reduced. In backward filtering, more measurements make the estimation procedure smoother, which is also helpful to reduce the estimation error caused by sudden disturbance. As a result, the forward–backward filter had better stability and adaptability to deal with uncertain disturbances in flight data.

The proposed filtering method showed its practicability from the test with actual flight data. The instantaneous change in air data and wind components can be estimated by the proposed method, which is fundamental to obtaining the accurate aerodynamic performance of aircraft in adverse wind effects. Moreover, in response to a sudden disturbance, the backward filter can effectively reduce the estimation error by using more measurements.

4. Conclusions

To obtain air data and wind field with better accuracy is fundamental to obtaining accurate aerodynamic performance, thus assisting flight quality and accident analysis of civil aviation aircraft. This paper put forward a new in-turbulence air data and wind field estimation method based on flight data. Some innovations are as follows:

(1) A new filtering system was built to estimate the air data and wind field. The inertial measurements, insensitive to wind disturbance, were used to build the system update equation. With the recorded inertial measurements, it is no longer necessary to build an accurate aerodynamic and aero-engine model in wind disturbance.
(2) To better describe the wind field characteristics in high-altitude, the exponentially correlated stochastic model and von Karman turbulence model were integrated into the filtering system to describe the horizontal prevailing wind and turbulence, respectively.

(3) Benefitted by the post-processing characteristics of flight data, a forward–backward filtering algorithm was designed, in which the backward filter is capable of improving the estimation accuracy further. The simulation shows that the proposed filtering system can not only ensure stability but also reduce the estimation error effectively. By backward filtering, the estimation error is reduced with the increase in measurements. Experiments with real QAR data showed that the instantaneous change in air data and wind components could be estimated. For the fixed-length time series of flight data, the forward–backward filter can be used to reduce the adverse effects of uncertain disturbance on air data and wind field estimation.

This study is the first attempt to apply forward–backward filtering to process flight data. One potential weakness of this study is that the noises of inertial measurements were assumed to follow a normal distribution. However, the actual noise model of flight data is uncertain. Some extended filtering algorithms should be developed to solve this problem. Furthermore, different turbulence models describing the intermittent wind fluctuation need to be developed and integrated into the filtering system.
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Appendix A

According to “Digital flight data acquisition unit 737-600/-700/-700C/-800/-900 data frame interface control and requirements document”, the characteristics of related parameters in this paper are listed as follows.

Table A1. Characteristics of recorded parameters.

| Parameter Type | Parameter Assignment | Symbol (Unit) | Sampling Rate/Hz | Out Resolution | Out Range | Accuracy |
|----------------|----------------------|---------------|------------------|----------------|-----------|----------|
| Inertial measurements | Longitudinal acceleration | $a_x$ (g) | 4 | 0.000976563 | $-1--+1$ | 0.01 |
|                      | Lateral acceleration   | $a_y$ (g) | 4 | 0.00203649 | $-1--+1$ | 0.01 |
|                      | Vertical acceleration  | $a_z$ (g) | 8 | 0.001953125 | $-3--6$ | 0.046 |
|                      | Roll angle             | $\phi$ (°)  | 4 | 0.005493164 | $-90--90$ | 0.05 |
|                      | Pitch angle            | $\theta$ (°) | 4 | 0.005493164 | $-90--90$ | 0.05 |
|                      | Yaw angle              | $\psi$ (°)  | 2 | 0.005493164 | $-180--180$ | 0.05 |
|                      | Roll angular rate      | $p$ (°/s)  | 8 | 0.00390625 | $-45--45$ | 0.1 |
|                      | Pitch angular rate     | $q$ (°/s)  | 8 | 0.00390625 | $-45--45$ | 0.1 |
|                      | Yaw angular rate       | $r$ (°/s)  | 8 | 0.00390625 | $-45--45$ | 0.1 |
|                      | Ground speed           | $V_G$ (knot) | 4 | 0.1 | $0--1024$ | N/A |
| Air data             | Mach number            | $M$         | 1 | 0.001 | $0--1.024$ | N/A |
|                      | Angle of attack        | $\alpha$ (°) | 1 | 0.17578125 | $-90--90$ | N/A |
|                      | Total temperature      | $t$ (°C)   | 1 | 0.5 | $-512--512$ | N/A |
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