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Abstract—The bug triaging process, an essential process of assigning bug reports to the most appropriate developers, is related closely to the quality and costs of software development. As manual bug assignment is a labor-intensive task, especially for large-scale software projects, many machine-learning-based approaches have been proposed to automatically triage bug reports. Although developer collaboration networks (DCNs) are dynamic and evolving in the real-world, most automated bug triaging approaches focus on static tossing graphs at a single time slice. Also, none of the previous studies consider periodic interactions among developers. To address the problems mentioned above, in this article, we propose a novel spatial-temporal dynamic graph neural network (ST-DGNN) framework, including a joint random walk (JRWalk) mechanism and a graph recurrent convolutional neural network (GRCNN) model. In particular, JRWalk aims to sample local topological structures in a graph with two sampling strategies by considering both node importance and edge importance. GRCNN has three components with the same structure, i.e., hourly-periodic, daily-periodic, and weekly-periodic components, to learn the spatial-temporal features of dynamic DCNs. We evaluated our approach’s effectiveness by comparing it with several state-of-the-art graph representation learning methods in two domain-specific tasks that belong to node classification. In the two tasks, experiments on two real-world, large-scale developer collaboration networks collected from the Eclipse and Mozilla projects indicate that the proposed approach outperforms all the baseline methods.
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I. INTRODUCTION

Defect repair (also known as bug fixing) is an everyday activity in software development and maintenance, which plays a crucial role in software quality assurance (SQA). Bug tracking systems, such as Bugzilla, are usually used to track and manage software bugs. Bug triaging, an essential defect assignment process in bug tracking systems, distributes bug reports to the most appropriate developers [1], [2]. Ideally, one confirmed bug will be efficiently allocated to a proper developer and then quickly fixed by the developer. However, quite a few bug reports are often mistakenly assigned to inappropriate developers in reality, which results in the slow processing speed of bugs in many open-source software projects. The reallocation of a bug report will repeat until a developer eventually fixes the bug. Existing studies show that a large number of bugs were fixed after dozens of reallocations in the Eclipse project, and one reallocation spent about 100 days on average [3].

In recent years, researchers have proposed many automated approaches to reduce human labor costs and improve the bug triaging process’s accuracy and efficiency. In general, these existing studies fall within three main categories. First, the role-based approach [4], [5] labels different developers’ roles, such as reporter, triager, and fixer, and then calculates each developer’s probability of fixing a given bug. Second, the recommendation-based approach [6], [7] uses the machine learning technique to build triage-assisting recommendation models by leveraging bug reports’ structured information, such as title, comment, and description. Third, the hybrid approach combines machine learning and bug tossing graphs (or developer collaboration networks, DCNs) to train developer recommendation models [8], [9].

Although the results of existing approaches are promising, there still exist a few challenges. On the one hand, bug tossing graphs used in previous studies are treated as a class of static graphs, which contain a fixed set of nodes and edges. However, they are dynamic and evolving in the real-world. Moreover, the size of a DCN is growing with an explosion of developer activities in the open-source community. Unfortunately, current methods still have limitations in analyzing large-scale networks efficiently. On the other hand, developer activities are also affected by circadian rhythms in humans [10]. Fig. 1 presents bug-fixing and bug-tossing patterns along the time axis in the Eclipse project, in which developers exhibit distinct behavioral patterns at different hours, workdays, and weekends. The periodic interaction between developers may affect the performance of developer recommendations. Nevertheless, none of the previous studies have taken into account this factor.

Due to the prevalence of large-scale networked systems [11]–[15], graph nodes’ latent representation (or embedding) has been widely investigated. The basic idea of graph representation learning is to learn a low-dimensional vector for each node in a graph. Such a node embedding encodes a graph’s structural information and properties. The low-dimensional vector representation for nodes promotes a variety of network analysis tasks, such as node classification [14], [15], link prediction [16], [17], and recommendation [18], [19]. Inspired
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by the idea of graph representation learning, in this article, we propose a spatial-temporal dynamic graph neural network (ST-DGNN) framework to learn the spatial-temporal features of dynamic DCNs. In addition to a joint random walk (JRWalk) mechanism that samples local topological structure with two types of sampling strategies, this framework contains a graph recurrent convolutional neural network (GRCNN) model with hourly-periodic, daily-periodic, and weekly-periodic components.

To demonstrate the proposed ST-DGNN framework’s effectiveness, we investigate the following three research questions (RQs):

(1) Does the JRWalk mechanism capture more diverse and informative information than the state-of-the-art (SOTA) neighborhood sampling methods?

(2) Is the GRCNN model more useful for learning spatial-temporal features than the SOTA models in the task of developer attribute prediction (DAP)?

(3) Does the proposed framework outperform other baseline approaches in the task of bug fixer prediction (BFP)?

In brief, the main contributions of this study are summarized as follows.

**Joint Random Walks.** We design the JRWalk mechanism, which takes into account both edge importance and degree importance. Many previous random-walk-based studies consider only a single sampling strategy. JRWalk samples the local topological structure of DCNs by leveraging the tossing preference between developers (i.e., edge importance) and developers’ reputation (i.e., degree importance). Such a hybrid strategy can improve traditional random-walk strategies in capturing more diverse and informative information.

**Graph Recurrent Convolutional Neural Network.** We construct the GRCNN model with JRWalk to capture a DCN’s spatial-temporal features. For each node sequence obtained by JRWalk, we use a convolutional neural network (CNN) to extract the spatial features. Considering the periodicity of bug-fixing activities, we model the hourly-periodic, daily-periodic, and weekly-periodic dependencies of a DCN by multiple long short-term memory (LSTM) units to learn the temporal features. An attention mechanism is also applied to the LSTM network to capture the dynamic temporal correlations of network data between different time slices.

**Evaluation.** We compare the ST-DGNN framework with traditional developer recommendation methods and deep-learning-based methods on two real-world, large-scale datasets collected from the Eclipse and Mozilla projects. Experimental results indicate that the proposed framework performs better than all the selected baseline approaches in the BFP task.

The rest of this paper is structured as follows. Section II introduces the related work. Section III formulates the underlying problem investigated in this study. Section IV details the ST-DGNN framework and two domain-specific tasks, and Section V shows the performance comparison among different approaches on two real-world datasets in the two tasks. Section VI discusses the GRCNN model variants and the sensitivity analysis on a few critical parameters in our work. Section VII identifies some potential threats to the validity of this study. Finally, Section VIII concludes this paper.

II. RELATED WORK

A. Graph Representation Learning

It has long been recognized that graphs are a powerful tool to describe natural and human-made systems. With the popularity of graph-structured data streams in real-world applications, many vital tasks related to graphs (e.g., making predictions over nodes and edges) demand effective graph representation learning algorithms to extract meaningful features and patterns. Generally speaking, this study’s related work includes representation learning methods on static graphs and recent deep-learning-based advancements on dynamic graphs.

There are many approaches proposed for graph representation learning. Early studies in this field mainly focused on dimensionality reduction, which decomposes the graph Laplacian or high-order adjacency matrix to produce node representations [20]–[22]. However, these methods are time-consuming and have low storage efficiency. Inspired by those representation learning models in natural language processing (NLP), DeepWalk [14] generalizes word embeddings from sequences of words to graphs, and leveraged local information obtained from truncated random walks to learn latent representations of nodes in a network. Node2vec [15] extends DeepWalk by adding a combination of the depth-first search and breadth-first search to explore node neighborhoods flexibly and efficiently. LINE [23] further designs an optimized objective function that preserves the local and global structural information by considering the first-order and second-order proximities to learn network representations. It has been proved to be useful for large-scale graph representations. A few other approaches were also proposed to generate a unified embedding for those attributed networks [24]–[26].

Representation learning on dynamic graphs has become popular in recent years. Early studies attempted to apply existing typical models for static graphs to evolving networks.
For example, Nguyen et al. [27] designed a skip-gram model with a temporal random walk to capture continuous-time dynamic networks’ critical temporal properties. Du et al. [28] extended the skip-gram model in a dynamic setting to learn representations of new vertexes and update the original ones. With the great success of deep learning in computer vision and NLP, researchers began to use deep learning techniques to characterize dynamic networks.

Trivedi et al. [29] proposed a deep evolutionary knowledge network architecture that learns non-linearly evolving entity representations over time. They further designed a two-time scale deep temporal point process model, DyRep [30], to capture the temporal interaction between nodes and the topological evolution of a dynamic graph. Zhou et al. [31] treated the triadic closure process as a fundamental mechanism in the formation and evolution of dynamic networks. They proposed a model called DynamicTriad to learn representation vectors for each node at different time points. To learn the temporal transition of a network, Goyal et al. [32] proposed a method called dyngraph2vec, which extends DyGEM [33] with a deep architecture composed of dense and recurrent layers.

Besides, attention mechanisms, which select the information relatively critical to the input information’s current task, have been widely used in various deep learning architectures. For example, Velickovic et al. [34] designed a graph attention network that specifies different weights to nodes in a neighborhood. Liang et al. [35] proposed a multi-level attention network that can adjust the correlations of graphs among multiple time series adaptively. Thakumar et al. [36] presented a novel graph neural network (GNN) in which an attention mechanism allows the network to learn a dynamic and adaptive local summary of the neighborhood. Zhang et al. [37] theoretically analyzed the discriminative power of GNNs with attention-based aggregators.

B. Deep-Learning-based Bug Triaging

Existing literature on bug triaging has proved that automated approaches based on machine learning are useful in recommending appropriate fixers for confirmed bug reports in bug tracking systems. With the rapid development of deep learning, some deep-learning-based methods were recently proposed to improve existing bug triaging approaches based on traditional machine learning techniques. For example, Mani et al. [38] proposed an attention-based deep bidirectional recurrent neural network (DBRNN-A) model to recommend the most appropriate developers for a given bug report. Lee et al. [39] used a CNN that extracts features from bug reports’ textual content to build an automated bug triager. Guo et al. [40] found that developer activities can help distinguish similar bug reports. They presented a CNN-based bug triaging approach that leverages developer activities. Xi et al. [41] proposed an automatic bug triaging approach that adopts a sequence-to-sequence model to jointly learn the features of textual content and the tossing sequence of bug reports. Choquette-Choo et al. [42] exploited developers’ team classes to improve the efficiency of bug assignment. They introduced a dual deep neural network architecture (Dual DNN) for triaging bug reports to both a team and an individual developer.

Generally speaking, most of the above studies used bug reports’ text features and treated bug reports’ text classification problem. Besides, it is worth noting that a DCN’s topology contains vital information on bug tossing that can improve bug triaging efficiency [4]. Recently, a small number of researchers also attempted to leverage hidden features extracted from bug tossing graphs by network representation learning. For example, Huang et al. [13] considered structural information of a multiplex DCN and then integrated the idea of network embedding to propose an automatic bug triaging approach. Alazzam et al. [43] proposed a graph-based feature augmentation approach that utilizes graph partitioning based on neighborhood overlap. However, they conducted experiments on static graphs in a single time slice, and features hidden in changing DCNs (i.e., dynamic graphs) were not fully utilized.

In recent years, GNNs have been widely used to extract information about the relationship between nodes in a graph, making many achievements in research areas related to graph analysis. Therefore, we apply the GNN theory to investigate the automatic bug triaging approach in this work to extract high-level features from changing DCNs effectively.

III. PROBLEM DEFINITION

The bug triaging process has two essential tasks: bug fixer prediction and developer attribute prediction. Both of the two tasks need to utilize DCNs’ structure information and their evolution information, which comes down to learning graph representations of changing DCNs.

In this study, we define a changing DCN as a dynamic graph \( G = \{G_1, \ldots, G_T\} \), i.e., a series of the network’s observed snapshots. Here, \( T \) denotes the number of time slices. A DCN at time slice \( t \) is then defined as \( G_t = (V_t, E_t) \), where \( V_t \) and \( E_t \) are sets of nodes and links, respectively. For such a network, a node represents a developer, and a link represents the bug tossing relationship. A DCN is, in essence, a directed weighted graph with a weighted adjacency matrix denoted as \( G_t \in \mathbb{R}^{N \times N} \). For developers \( i \) and \( j \), if there is no link between them, \( w_{ij} \) is zero; otherwise, \( w_{ij} \) is larger than zero, and the value indicates the strength of their interacting relationship.

The goal of dynamic graph representation is to learn a latent representation \( g_v \in \mathbb{R}^d \) of each node \( v \in V_t \) during \( T \) time slices. Here, \( g_v^{t} \) denotes the latent representation of node \( v \) at time slice \( t \), and \( g_v^{t} \) represents the local graph structure (i.e., a small sub-graph) centered at \( v \) and meanwhile preserve its evolutionary behaviors prior to \( t \).

In this article, we use uppercase bold letters (e.g., \( G \) and \( H \)) to denote matrices, boldface lowercase alphabets (e.g., \( g \) and \( h \)) to denote vectors, and lowercase alphabets (e.g., \( g \) and \( h \)) to denote scalars. Table I presents primary notations and their definitions used in this article.

IV. ST-DGNN FRAMEWORK AND RELATED TASKS

As shown in Fig. 2, the ST-DGNN framework has two main modules, i.e., the JRWalk mechanism and the GRCNN model. This framework’s key idea is to model complex interactions between developers by JRWalk and then use GRCNN to learn
spatial-temporal features embodied in changing DCNs with walks (i.e., node sequences) obtained by JRWalk. The details of JRwalk and GRCNN are introduced in Subsections [IV-A] and [IV-B] respectively.

A. Joint Random Walk

Random-walk-based graph representation has been studied for years [14], [15], [44]. Various sampling strategies for nodes in a graph generate different feature representations. In a DCN, the interaction (more specifically, bug tossing) between developers is related closely to developers’ reputation and preference. In this study, we use node degree and edge weight to represent reputation and preference, respectively. Thus, we jointly considers both node importance and edge importance to sample neighbors of a given node.

One of our approach’s key issues is how we sample neighbors \( N_S(i) \) of node \( i \) effectively. To this end, we use JRWalk to make the random walks more informative. As illustrated in Fig. 3 we consider a biased coin toss that determines the next transition strategy for a node. The coin comes up head with probability \( \alpha \), implying that the hop from one node to the other follows an edge-preference-based strategy.

Suppose \( i \) and \( j \) denote the current node and the next-step node, respectively. Node \( i \) jumps to node \( j \) with probability \( P_e(i \rightarrow j) \). In Eq. 1 \( w_{ij} \) denotes the weight of an edge between nodes \( i \) and \( j \).

\[
P_e(i \rightarrow j) = \frac{w_{ij}}{\sum_{p=1}^{N} w_{ip}}.
\]

If the coin turns tail, \( i \) walks to \( j \) according to a degree-based strategy, with probability \( P_v(i \rightarrow j) \) defined as

\[
P_v(i \rightarrow j) = \frac{d_j}{\sum_{p=1}^{N} d_p},
\]

where \( d_p \) denotes the degree of node \( p \).

We can transform local topological structures of all nodes in a DCN into informative node sequences by JRWalk. For each node \( i \in V_t \), we perform \( r \) joint random walks of length \( l \), each of which starts from \( i \). If the number of nodes in a walk is less than \( l \), we conduct the padding operation. Node sequences generated by the joint random walks from start node \( i \) is denoted as set \( S_i \), and node sequences generated for all nodes in a network are denoted as set \( S = \bigcup_{i=1}^{N} S_i \).

We illustrate how JRWalk works in Fig. 3. For example, node 1 walks to node 2 with probability \( P_e(1 \rightarrow 2) \) when the coin toss yields head; otherwise, node 1 jumps to node 4 with probability \( P_v(1 \rightarrow 4) \). Orange and green circles denote nodes obtained by the edge-preference-based and the degree-based strategy, respectively. If we set \( l = 5 \) and \( r = 3 \) in Fig. 3 the set of node sequences generated by JRWalk for node \( i \) is \{\{1, 2, 3, 4, 2\}, \{1, 2, 4, 5, 2\}, \{1, 4, 3, 2, 5\}\}.

Algorithm 1 presents the generation procedure of the joint random walks from node \( i \). Given a network (i.e., a snapshot of the DCN) \( G_t = (V_t, E_t) \), we firstly compute the transition probabilities \( P_e \) and \( P_v \) for each node in \( G_t \). For each node \( i \in V_t \), we sample \( r \) node sequences of length \( l \), each of which starts from \( i \), and then append them to \( s_i \), which is the output of Algorithm 1 In particular, we construct an alias table [45] to sample nodes from the transition matrices \( P_e \in \mathbb{R}^{N \times N} \) and \( P_v \in \mathbb{R}^{N \times N} \), making sure that the jumping between two nodes can be done efficiently in \( O(1) \). This process can reduce the computation complexity when simulating the joint random walks in a large-scale network.

Algorithm 1 JRWalk(\( G_t, i, r, l, \alpha \))

**Input:** graph \( G_t \), start node \( i \), walks per node \( r \), walk length \( l \), and probability \( \alpha \)

**Output:** set of joint random walks \( s_i \) for node \( i \)

1: Get direct neighbors \( N_S(i) \) of node \( i \);
2: for \( j = 1 \) to \( r \) do
3: Initialize \( i \) to \( s_{ij} \);
4: for \( k = 2 \) to \( l \) do
5: if \( \alpha > \text{rand()} \) then
6: Sample node \( n_k \) from \( N_S(i) \) with probability \( P_e \) using an alias table;
7: else
8: Sample node \( n_k \) from \( N_S(i) \) with probability \( P_v \) using an alias table;
9: end if
10: Append \( n_k \) to \( s_{ij} \);
11: end for
12: Append \( s_{ij} \) to \( s_i \);
13: end for
14: return \( s_i \);
Fig. 2. The proposed spatial-temporal dynamic graph neural network framework. The input of this framework is a series of DCNs at different time slices. JRWalk processes each DCN and then obtains the network’s node sequences (i.e., walks). GRCNN extracts spatial-temporal features embodied in all the DCNs with walks. Finally, the learned node representations are used for two domain-specific tasks.

Fig. 3. An illustration of the joint random walk. A node would jump to its neighboring nodes with probability $\alpha$ by using the edge-preference-based strategy and $1 - \alpha$ by using the degree-based strategy, which increases the diversity and information of the walks. Suppose node 1 and node 2 are the current and the next-step node, respectively. Node 1 walks to node 2 with probability $P_{2}(1 \rightarrow 2)$ when the coin toss yields head; otherwise, node 1 jumps to node 4 with probability $P_{4}(1 \rightarrow 4)$.

B. Graph Recurrent Convolutional Neural Network

After obtaining the set of node sequences for each snapshot of a DCN, we utilize an embedding method to learn a latent representation of each node. In this study, we use GRCNN to perform graph embedding on the learned node sequences. As shown in Fig. 3(a), GRCNN has three components with the same structure: hourly-periodic, daily-periodic, and weekly-periodic components. Each component’s goal is to capture the spatial-temporal features of nodes in a snapshot of the DCN on the corresponding time scale. A GRCNN component consists of two necessary parts: a CNN module and an attention-based LSTM (ALSTM) module. The CNN module is used to exploit the high-level spatial features of nodes in each snapshot. The ALSTM module is employed to adaptively capture critical temporal dependencies among snapshots at different time slices. The details of a GRCNN component’s two parts are introduced as follows.

1) Convolution in Spatial Dimension: For an input graph $G_t$ at time slice $t$, JRWalk generates unified walking sequences of length $l$ for each node in the graph. We then map each of $l$ nodes in a walking sequence into a $a_v$-dimensional vector. Therefore, we can obtain one tensor $(N, l, r, a_v)$ after performing the joint random walk for a graph. This tensor can be reshaped to a three-dimensional tensor $(N, lr, a_v)$. Here, $a$ denotes a one-hot encoded vector for each node (or node attributes if available), and $a_v$ represents the number of node attributes. With this approach, the convolution operations on arranged matrices in each CNN module are conducted in the same way that CNNs are applied to two-dimensional lattices such as images. The convolution operator is defined as

$$x^l_j = \text{relu}(\sum_{i \in M_j} x^{l-1}_{ij} \cdot W_{ij}^l + b^l_j),$$

where $x^l_j$ is the $j$-th feature map of the $l$-th layer in the CNN module, $W_{ij}^l$ is the weight matrix of the $j$-th convolutional filter from $x^{l-1}_{ij}$ to $x^l_j$, $M_j$ is the number of feature maps in layer $l-1$, and $b^l_j$ is the bias term for the output $x^l_j$. Note that $\text{relu}$ is the rectified linear unit (ReLU) function that ranges from 0 to 1. Here, we use it to avoid the over fitting problem.

2) Attention-based LSTM Module: There exist correlations between nodes within a walking sequence in the time dimension. Moreover, such correlations may vary from time to time because the DCN is changing. Because LSTM units can capture long-range dependencies in a sequential pattern, we employ the ALSTM modules (see Fig. 3(b)) to capture these nodes’ high-level temporal features at different time slices. In particular, we utilize an attention mechanism to weigh hidden states generated by LSTM units adaptively. Formulas for LSTM units in each ALSTM module are described as follows:

$$f_t = \text{sigmoid}(W_f x_t + U_f h_{t-1} + b_f),$$

$$i_t = \text{sigmoid}(W_i x_t + U_i c_{t-1} + b_i),$$

$$o_t = \text{sigmoid}(W_o x_t + U_o c_{t-1} + b_o),$$

where $x_t$ is the current feature map generated by the CNN module at time slice $t$, $f_t$, $i_t$, and $o_t$ are the forgotten gate, input gate, and output gate, respectively, $W_*$ and $U_*$
are the input weight matrix and the recurrent weight matrix, respectively, and \( b_c \) is the bias term.

\[
\hat{c}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c),
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t,
\]

\[
h_t = o_t \odot \tanh(c_t),
\]

where \( h_t \) is the output hidden state, the operator \( \odot \) denotes component-wise multiplication, and \( \hat{c}_t \) is a candidate hidden state calculated based on the current input and the previous hidden state. Here, \( \hat{c}_t \) is updated to cell state \( c_t \) by combining previous memory cells.

When training these LSTM units, we dynamically assign different weights to the output hidden states at different time slices by leveraging an attention mechanism (more specifically, an additive attention function). In this study, we empirically use a softmax function to calculate the importance value \( \beta_t \) for \( h_t \), defined as follows:

\[
\beta_t = \frac{\exp(e_t)}{\sum_t \exp(e_t)},
\]

where \( e_t \) is the non-normalized scalar score obtained by a non-linear transformation of \( h_t \), formally defined as

\[
e_t = v_e^T \tanh(W_e h_t + b_e),
\]

where \( v_e \) denotes the vector of a learnable parameter.

The latent representation (or high-level spatial-temporal features) of each node \( i \) in a changing DCN is then calculated as a weighted sum of \( h_t \), defined as below:

\[
g_i = \sum_t g_{i,t} = \sum_t \beta_t h_t.
\]

\[\text{Fig. 4. The GRCNN model architecture: (a) Overview of the GRCNN model and (b) Details of the ALSTM module. Convs: Convolution operation in a CNN module; ALSTM: Attention-based Long Short-term Memory Module.}\]

\[\text{Fig. 5. Two domain-specific tasks of node classification: (a) the DAP task and (b) the BFP task. FC and Fusion denote the full-connected layer and the fusion operation, respectively.}\]

\[\mu = \begin{cases} g_i & \text{for the DAP task} \\ \text{concat}(g_i, z_r) & \text{for the BFP task} \end{cases}
\]

\[\text{If we perform the DAP task (see Fig. 5(a)), in Eq. 13, } \mu \text{ is equal to } g_i, \text{ which is the spatial-temporal representation of developer } i \text{ obtained by GRCNN. If we perform the BFP task (see Fig. 5(b)), } \mu \text{ is equal to the concatenation of } g_i \text{ and } z_r. \text{ Here, } z_r \text{ denotes the text features of each bug report } r \text{ obtained by latent Dirichlet allocation (LDA).}\]

\[\text{1) Task Execution: Suppose } \hat{y} \text{ denotes the prediction result of each time-scale component. It is defined as a function of } \mu \text{ in this study. More specifically, we use a FC layer with a softmax function to output } \hat{y} \text{ (see Eq. 14).}\]

\[
\hat{y} = \text{softmax}(W_y^T \mu + b_y),
\]

where \( W_y \) and \( b_y \) are the FC layer’s parameters.
Because DCNs are changing over time, time scales such as day and week may affect the two tasks’ results. In the ST-DGNN framework, the outputs of GRCNN’s three components (i.e., $y_h$, $y_d$, and $y_w$) are then fused to generate the final prediction result, defined as

$$\hat{y} = \text{sigmoid}(w_h \odot y_h + w_d \odot y_d + w_w \odot y_w),$$  \hspace{1cm} (15)$$

where $w_h$, $w_d$, and $w_w$ are weight vectors that reflect the three components’ impacts on the prediction result.

2) Model Training: For the DAP task, we define a training instance as $I^t_i = \langle s^t_i, y_i \rangle$ for node $i$ at time slice $t$. Here, $s^t_i$ is a node sequence set generated by JRWalk at $t$, and $y_i$ is this node’s actual label denoted by a one-hot vector. We construct the training set $D^*$ (for a dynamic graph $G$) composed of training samples $D^*_t = \{I^t_1, I^t_2, \ldots, I^t_T\}$ to train a GRCNN model with a supervised setting.

For the BFP task, a training instance $\tilde{I}^t_r = \langle s^t_{h(r)}, z_r, y_r \rangle$ at time slice $t$ contains both network structure information and textual content of a bug report. Here, $s^t_{h(r)}$ is the network representation of the corresponding developer who is currently dealing with $r$, $h(\cdot)$ is a function that maps $r$ to its current holder, and $y_r$ is the actual fixer for bug report $r$, denoted by a one-hot vector. The training set $D^f = \{D^f_1, D^f_2, \ldots, D^f_R\}$ consists of $R$ training samples, and each training sample $D^f_i = \{\tilde{I}^t_1, \tilde{I}^t_2, \ldots, \tilde{I}^t_T\}$ includes $T$ training instances.

For simplicity, we present a unified objective function (or loss function) form for the two tasks, which is defined based on the cross-entropy loss as

$$J = - \sum_{j \in D} y_j \log \hat{y}_j.$$  \hspace{1cm} (16)$$

Algorithm 2 presents GRCNN’s general training process for the two tasks. Given the training set $D$ ($D^*$ or $D^f$), we train GRCNN based on the above loss function (see Eq. (16)). The parameter set $\Theta$ (i.e., the output of Algorithm 2) embraces the weight matrices, bias terms, and other parameters defined in Eq. (3) ~ Eq. (15) and is updated during the whole training process. After training GRCNN over maxepoch epochs, we obtain a trained GRCNN model and use it for the corresponding prediction task.

Note that GRCNN can be also trained with an unsupervised or semi-supervised setting because of the property inherited from graph convolutional networks (GCNs) [44, 47]. For example, we can replace the loss function $J$ with a negative-sampling-based unsupervised objective function to solve an unsupervised learning task [23, 44].

V. EXPERIMENTS AND RESULT ANALYSIS

In this section, we design several comparative experiments to answer the three research questions introduced in Section I and evaluate our approach’s performance on two real-world, large-scale DCNs.

Algorithm 2 Training Algorithm of GRCNN

**Input:** training set $D$ ($D^*$ or $D^f$) and number of epochs maxepoch

**Output:** parameter set $\Theta$

1: for epoch = 1 to maxepoch do
2: Map each node in $D$ into a $n_v$-dimensional vector;
3: Perform the convolution operation using Eq. (3);
4: Feed the extracted feature maps to the ALSTM modules and use Eq. (4) ~ Eq. (9) for forward propagation;
5: Compute $\hat{y}_h$, $\hat{y}_d$, and $\hat{y}_w$ using Eq. (14);
6: Compute the prediction result $\hat{y}$ using Eq. (15);
7: Update $\Theta$ to minimize the loss function in Eq. (16);
8: end for
9: return $\Theta$;

A. Datasets

The Eclipse and Mozilla datasets were collected from the Bugzilla platform, a popular bug tracking system for opensource software projects. Each software bug has a structured bug report in this platform. A bug report’s status changes in its whole life cycle. Any bug report, which is not closed and open for fixing, is not suitable to be a training sample. Therefore, we selected only those bug reports whose “Status” and “Resolution” were labeled with “Verified” and “Fixed,” respectively. Finally, we collected 200,000 bug reports (record no. from 1 to 357553) and 220,000 bug reports (record no. from 1 to 660036) from the Eclipse project and the Mozilla project, respectively. A summary of the statistics for the two datasets that are available on GitHub is described as follows.

**Eclipse:** The Eclipse dataset consists of 200,000 bug reports that have been resolved from Oct. 2001 to Nov. 2011. This dataset contains 3,893 developers who participated in 81 components of the Eclipse project. Each developer’s attribute label is defined as a set of components (i.e., workspace) in which the developer has participated. The DCN derived from this dataset is directed and weighted.

**Mozilla:** The Mozilla dataset consists of 220,000 bug reports that have also been resolved from Oct. 2001 to Nov. 2011. This dataset contains 7,936 developers involved in 47 components of the Mozilla project. Like the Eclipse dataset, we also constructed a weighted directed DCN for this dataset.

B. Preprocessing

We removed some inactive developers, who fixed no more than five bugs each year, to alleviate the data sparsity problem. According to the “History” records in the original dataset, tossing interactions between developers were extracted to construct DCNs. Note that we deleted any bug report that has no definite fixer in the “History” attribute. There exists a directed edge from node $i$ to $j$ if the corresponding developer $i$ tosses a bug to $j$. The edge weight indicates the frequency of bug tossed from developer $i$ to $j$. Besides, we took the “Summary,” “Description,” and “Comment” attributes of a bug report together as the bug’s free-form textual content. Then,

2https://github.com/ssea-lab/BugTriage/tree/master/raw data
we used our previous method for textual content processing \cite{48} to obtain each developer’s features, such as expertise and interest.

C. Baseline Methods

Three categories of baseline approaches were involved in our experiments to answer the three research questions. Table \ref{table:baseline_methods} summarizes correlations of these baseline methods to the research questions.

1) Baselines for RQ1: We selected four commonly-used node embedding approaches, i.e., DeepWalk, LINE (short for large-scale information network embedding), Node2Vec, and TNE (short for temporal network embedding), to verify the effectiveness of JRWalk.

DeepWalk \cite{14}: It is a skip-gram-based graph embedding method that employs truncated random walks on a network and obtains a node’s corresponding embedding with the NLP modeling technique word2vec.

LINE \cite{23}: It is an improved method based on DeepWalk, which preserves both first and second-order proximities of nodes. Besides, LINE is one of the SOTA embedding methods for large-scale networks and has been widely applied to different types of networks.

Node2Vec \cite{15}: Following the intuition that random walks through a network can be regarded as sentences in a corpus, Grover et al. believed that the flexibility in exploring neighborhoods is the key to learning richer representations of nodes in a graph. Therefore, Node2Vec combines the depth-first search and breadth-first search to embed a network by mapping nodes from a high-dimensional space into a lower-dimensional vector space.

TNE \cite{49}: It is an embedding approach for dynamic networks, which can model network evolution as a Markov process and learn the embedding vectors of nodes based on matrix factorization. Note that we report the best result of this approach with $\lambda = 0.01$.

2) Baselines for RQ2: We compared GRCNN with seven SOTA models for dynamic graphs, including DynamicTriad, STGCN (short for spatial-temporal GCN), ASTGNN (short for attention-based STGCN), GCLSTM (short for graph convolutional LSTM), AGCLSTM (short for attention enhanced GCLSTM), DCRNN (short for diffusion convolutional recurrent neural network), and DGCNN (short for dynamic spatial-temporal graph CNN), to test whether it can outperform the baseline models.

DynamicTriad \cite{50}: It preserves structural information and evolution patterns of a network by imposing triads, which are basic network blocks composed of three vertices. This triadic closure process is a fundamental mechanism in the formation and evolution of a network, thereby making DynamicTriad able to capture the network dynamics and learn representation vectors for each node at different time slices. Note that we report the best result of this approach with $\beta_0 = 0.1$ and $\beta_1 = 10$.

STGCN \cite{51}: It designs multi-scale convolutional filters, each of which is composed of receptive field computation and signal mapping, to encode dynamic graphs. Then, it recursively performs on structured graph data of the temporal and spatial dimensions.

ASTGCN \cite{52}: It is an extension of STGCN. In particular, attention mechanisms are utilized to model the complex spatial correlations between different locations and capture the temporal correlations between different time slices.

GCLSTM \cite{53}: It is a hybrid network architecture that combines GCNs and recurrent neural networks (RNNs). In this model, the graph convolution operation is introduced to LSTM units at each time step for the input-to-state and state-to-state transitions. Therefore, it can model the action sequence by learning spatiotemporal features automatically.

AGCLSTM \cite{54}: It was proposed for human action recognition. As an attention enhanced GCLSTM model, AGCLSTM can capture discriminative features in spatial configuration and temporal dynamics. Besides, it can mine the co-occurrence relationship between the spatial and temporal domains. More specifically, an attention mechanism is employed to enhance key nodes’ features, which improves their spatiotemporal expressions.

DCRNN \cite{55}: By incorporating spatial and temporal dependency in the traffic flow, DCRNN attempts to address the challenges of complex spatial dependency, non-linear temporal dynamics, and the inherent difficulty of long-term forecasting in traffic flow forecasting. More specifically, this model captures spatial dependency by using bi-directional random walks on a graph and temporal dependency by using the encoder-decoder architecture with scheduled sampling.

DGCNN \cite{56}: It models the spatial dependencies between nodes in a graph with a Laplacian matrix based on the distance between nodes. Since the spatial dependencies change over time in many application scenarios, the core of DGCNN is to find the change of the Laplacian matrix with a dynamic Laplacian matrix estimator.

3) Baselines for RQ3: We applied the proposed framework to bug fixer recommendation and compared it with five SOTA or typical approaches in the field of automated bug triaging, including BOW+SVM, TGN (short for tossing graph model), DF+SVM, DeepTriage, and ITriage.

BOW+SVM \cite{2}: It uses the term-frequency-based bag-of-words (BOW) model to represent the text features of bug reports and trains a support vector machine (SVM) classifier to learn the types of bugs that each developer has resolved. The trained SVM classifier then recommends a few possible developers for a new bug report.

TGN \cite{3}: To the best of our knowledge, TGN is the first approach that leverages DCNs’ structure information in bug triaging. It is a two-stage approach. In the first stage, TGN predicts possible developers for a given bug report by using machine learning algorithms; in the second stage, it introduces a tossing graph model based on Markov chains to improve the prediction result. Due to its desirable quality, this approach has been used as a baseline by many follow-up studies.

DF+SVM \cite{48}: It has been recognized that developer features can affect bug triaging accuracy. Previous studies recommend appropriate developers for a given bug report by feeding hand-crafted developer features to a machine learning algorithm like decision trees and Naïve Bayes. On the one
hand, our previous work empirically identified a few critical factors (i.e., theme, product, component) among frequently-used developer features from the “History” records of fixed bug reports [48]. On the other hand, many empirical studies indicate that SVM models perform better than other classification algorithms in the developer recommendation task. Therefore, DF+SVM denotes a machine-learning-based method that uses an SVM classifier to predict appropriate developers according to developers’ three critical factors mentioned above.

**DeepTriage** [38]: It is a deep-learning-based approach that uses an attention-based deep bi-directional RNN model to learn syntactic and semantic features from long word sequences. An attention mechanism enables this approach to learn better the context representation of a bug from the corresponding long-text bug report.

**ITriage** [41]: It is also a deep-learning-based approach that consists of two modules: the feature learning model and the fixer recommendation model. ITriage adopts a sequence-to-sequence model to jointly learn the text features from a bug report’s content and the routing features from tossing sequences. Then, a classification model is used to integrate all the features from the textual content, metadata, and tossing sequences to predict bug fixers.

### D. Parameter Settings

All of the experiments in this study were conducted on a workstation with a 10-core Intel Xeon CPU (E5-2660 v3, 2.60 GHz), 512GB RAM, and two NVIDIA Tesla V100 GPUs. All the baselines’ parameters were set to the configurations in their original papers unless otherwise mentioned. We implemented the proposed framework based on the Pytorch framework and the operating system and programming language were CentOS 7.0 and Python 3.5, respectively. A few necessary parameters of ST-DGNN are introduced as follows.

For the JRWalk mechanism, the walk length \( l \) and the number of walks \( r \) were set to 90 and 35, respectively. In Section VI, we further analyzed the two parameters’ sensitivity.

For the convolution operation in GRCNN, we employed a two-layer CNN to learn spatial features of the input graph at each time slice. In the first convolutional layer, we applied \( K_1 \) convolution kernels with size \( 1 \times 3 \times a_r \) to the input tensor \((n, lr, a_r)\) and obtained a \( n \times (lr - 2) \times K_1 \) feature map. The feature map was reshaped and then fed to the second convolutional layer. We used \( K_2 \) convolution kernels with size \( 1 \times 3 \times K_1 \) to the input feature map in the second convolutional layer. Finally, we got a new feature map \((n \times (lr - 4) \times K_2)\) from the second convolutional layer. In our experiments, \( K_1 \) and \( K_2 \) were set to 64.

For the ALSTM modules in GRCNN, the number of hidden units in each LSTM unit was set to 256. Therefore, \( h_t \) belongs to \( \mathbb{R}^{256} \). In the training process, the dropout rate was set to 0.5 to avoid the over-fitting problem, and we used a fixed learning rate of 0.01. Moreover, we trained GRCNN with the Adam optimizer, and the maximum epoch number was set to 100. The training process of each approach ended when it achieved the best performance on the validation set. Finally, we obtained the latent representation of node \( i, \mathbf{g}_i \in \mathbb{R}^{256} \).

We used a two-layer FC with a softmax function as the task classifier for each GRCNN component, and the number of neurons in the two layers was set to 2,048. In the BFP task, we used LDA to extract text features of bug reports. The number of topics was set to 200, and the prior of document topic distribution and the prior of topic word distribution were set to 1/200.

For more details of the implementation code, please refer to https://github.com/ssea-lab/BugTriage/tree/master/GRCNN.

### E. Evaluation

Because it is hard to evaluate representation learning results obtained by different approaches directly, we perform the DAP and BFP tasks on dynamic DCNs to assess them in this study. To keep the experiments as fair as possible, the Monte Carlo Cross-Validation approach, preserving the percentage of samples for each class, is employed to select the training and test sets. It randomly selects (without replacement) some fraction of a dataset to construct a training set and leaves the rest of the samples as the test set. In our experiments, the original training set was further split into the training and validation sets to tune model hyper-parameters across all approaches. In each experimental dataset, we set aside 10% of the data for validation, and the rest was split for training and testing, including three data partition schemes. More specifically, the percentages of training data (or test data) were set to 30% (60%), 50% (40%), and 70% (20%), respectively. After repeating the Monte Carlo Cross-Validation approach ten times, we calculated the average performance regarding accuracy (also known as hit rate) to obtain robust estimations for all the methods under discussion. Besides, we also used early-stop to avoid the over-fitting problem in the experiments.

### F. Comparison and Result Analysis

1) Results of Different Random Walk Mechanisms: To answer the first research question, we compared JRWalk with four mainstream node embedding approaches (i.e., DeepWalk, Node2Vec, LINE, and TNE) on the Eclipse and Mozilla datasets. We used different amounts of labeled data for training.

| Research Question | Task | Approach (publication year) | Dynamic Network |
|-------------------|------|-----------------------------|-----------------|
| RQ1 for JRWalk    | DAP  | DeepWalk (2014), LINE (2015), Node2Vec (2016), and TNE (2017) | x               |
| RQ2 for GRCNN     | DAP  | DynamicTriad (2018), STGCN (2018), ASTGNN (2019), GCLSTM (2018), DCRNN (2018), and DGCNN (2019) | ✓               |
| RQ3 for ST-DGNN   | BFP  | BOW+SVM (2006), TGN (2009), DF+SVM (2018), DeepTriage (2019), and ITriage (2019) | ✓               |

TABLE II

**Baseline Approaches Used in the Experiments.**
to test the five approaches’ performance in the DAP task. Table [III] presents their results (mean ± standard deviation) in terms of accuracy. Note that the best result is highlighted in bold.

As shown in Table [III] LINE performs the best among the four baseline approaches on the two datasets. Although JRWalk beat LINE by a narrow margin on the Eclipse dataset, its accuracy was about 10% higher than that of LINE on the Mozilla dataset when selecting less training data. These observations indicate that JRWalk can capture nodes’ more useful information by considering both node importance and edge importance.

2) Results of Different GNN Models: To explore the second research question, we compared GRCNN with seven dynamic GNN models, including GCLSTM, AGCLSTM, Dynamic-Triad, STGCN, ASTGCN, DCRNN, and DGCNN, on the two datasets. All the eight models took as input node embeddings generated by JRWalk. Note that GRCNN-noatt denotes a GRCNN model built without the attention mechanism. Their prediction results in the DAP task are shown in Table [IV]

Three primary findings are described as follows.

First, because all the models in Table [IV] consider the temporal and spatial features simultaneously, they performed better than those node embedding approaches in Table [III]

Second, AGCLSTM, ASTGCN, and GRCNN outperformed the corresponding models without attention, suggesting that the attention mechanism can effectively capture the changing features of input data. In particular, the comparison between GRCNN and GRCNN-noatt shows that the attention mechanism can capture the time dependencies among consecutive snapshots. Third, GRCNN achieved an accuracy of 75.5% on the Eclipse dataset and an accuracy of 67.4% on the Mozilla dataset. It was better than the seven baseline models in most cases. These observations indicate that GRCNN has the advantages over the SOTA models in extracting spatial-temporal features of dynamic networks.

3) Results of Different Developer Recommendation Approaches: For the third research question, we compared ST-DGNN with five baseline approaches (i.e., BOW+SVM, TGN, DF+SVM, DeepTriage, and ITriage) on the two datasets. BOW+SVM and DeepTriage utilize only bug reports’ text features, while the other four approaches leverage both text features from bug reports and structure features from DCS. Their prediction results regarding accuracy@Top-k in the BFP task are listed in Table [V]. Due to space limitations, we present only the Top-1, Top-3, and Top-5 recommendation results in Table [V]

It has been recognized that the comprehensive utilization of DCNs’ structure features and bug reports’ text features can be helpful to improve fixer recommendation accuracy. Because BOW+SVM and DeepTriage consider only the textual content of bug reports, their prediction accuracy values were lower than those of the other four methods on the two datasets. ST-DGNN achieved a 68.0% (51.1%) accuracy for the Top-1 recommendation, 77.4% (66.2%) accuracy for the Top-3 recommendation, and 87.5% (75.4%) accuracy for the Top-5 recommendation on the Eclipse (or Mozilla) dataset with an 80:20 split. It is obvious from Table [V] that ST-DGNN performs the best among the six recommendation approaches, followed by DF+SVM and TGN. In the same split setting, the Top-5 recommendation accuracy of DF+SVM achieved 83.6% and 69.3% on the Eclipse and Mozilla datasets, respectively, and TGN’s Top-5 recommendation accuracy was up to 79.3% on the Eclipse dataset and 66.1% on the Mozilla dataset. Across the two datasets, our approach, on average, improved the prediction accuracy of TGN by 10.7% and DF+SVM by 7.9%. These observations indicate that ST-DGNN can achieve the SOTA performance in recommending appropriate developers for new bug reports.

Although TGN, DF+SVM, and ITriage leverage text features from bug reports and structure features from DCNs, the former two approaches obtained better prediction results. The reasons are explained as follows. TGN uses a Markov chains model to reconstruct bug tossing graphs, which can reduce the redundant tossing paths between developers and optimize the network structure of a DCN. DF+SVM extracts high-level developer features from a few commonly-used aspects, which can better characterize the relationship between bug reports and developer attributes. ITriage uses a sequence-to-sequence model to learn interactive features from tossing sequences between developers while ignoring the complex topological structure of DCNs.

VI. DISCUSSION

A. Comparison of GRCNN Variants

We further analyzed the impacts of GRCNN’s three components on prediction performance in the DAP and BFP tasks. We trained three new GRCNN models with a single component while deactivating the other two components. GRCNN-hour, GRCNN-day, and GRCNN-week denote a GRCNN model that considers only the hourly-periodic component, daily-periodic component, and weekly-periodic component, respectively. Also, we repeated the Monte Carlo Cross-Validation approach ten times and calculated the average performance in terms of accuracy. The prediction results of GRCNN-hour, GRCNN-day, and GRCNN-week are shown in Table [VI]

GRCNN-day achieved a 71.3% accuracy and 65.2% accuracy on the Eclipse dataset and Mozilla dataset, respectively, with an 80:20 split in the DAP task. Its prediction accuracy values were, on average, higher than those of GRCNN-hour and GRCNN-week. This result suggests that the daily-periodic component contributes more to prediction performance. In the BFP task, GRCNN-week performed better than the other two models, and its accuracy was 3.2% and 5.1% higher than that of GRCNN-day and GRCNN-hour, respectively. This result suggests that the weekly-periodic component is more useful in developer recommendation.

B. Parameter Sensitivity Analysis

We also analyzed the sensitivity of parameters α, r, and l in the DAP and BFP tasks. The first parameter α denotes the probability of performing joint random walks on a graph, and the higher value of α means the preference of edge-importance-based random walks. In Fig. (a) and Fig. (d),
we plot the two tasks’ prediction results by JRWalk and ST-DGNN as a function of $\alpha$ on the Eclipse and Mozilla datasets. If $\alpha = 0$, JRWalk is purely based on node importance. The prediction accuracy and Top-1 fixer recommendation accuracy increase with the increase of $\alpha$. They reach the maximum when $\alpha$ is equal to 0.7 and then decrease with the increase of $\alpha$. JRWalk degenerates into an edge-importance-based random walk mechanism when $\alpha = 1$.

The second parameter $r$ denotes the number of walking sequences that we sample for each node. Fig. 4(b) and Fig. 4(e) show that $r$ has a positive correlation with the two tasks’ prediction results by JRWalk and ST-DGNN. We changed the value of $r$ from five to fifty-five and found that the two tasks’ prediction performance remained relatively stable after $r > 35$. Considering that a higher value of $r$ requires more computing resources, $r$ was set to 35 in the experiments after making a trade-off between performance and computation cost.

The third parameter $l$ represents the length of a walking sequence, i.e., the number of nodes in a walking sequence. Larger $l$ means that a node has more opportunities to interact with distant nodes. In the experiments, we varied the value of $l$ from 20 to 120. As shown in Fig. 4(c) and Fig. 4(f), the prediction accuracy of the two tasks also has a positive correlation with this parameter, but the growth rate becomes very small after $l$ exceeds 90. Due to the trade-off between performance and computation cost, $l$ was set to 90 in the experiments.

**VII. Threats to Validity**

In this section, we discuss some potential threats to the validity of the experimental results in this article.

*Internal Validity:* There are two main threats to the internal validity of our work: evaluation criterion and parameter settings. First, there is no recognized evaluation criterion for the validity of the experimental results in this article. The experiments involved two main threats to the inter-
TABLE VI
COMPARISON OF GRCNN VARIANTS (MEAN ± S. D.).

| Task  | Model    | Eclipse     |   | Mozilla     |   |
|-------|----------|-------------|---|-------------|---|
|       |          | 40%         | 60% | 80%         | 40% | 60% | 80% |
| DAP   | GRCNN-hour| 0.597±0.033 | 0.613±0.026 | 0.641±0.025 | 0.548±0.023 | 0.593±0.022 | 0.621±0.026 |
|       | GRCNN-day | 0.632±0.028 | 0.671±0.031 | 0.713±0.024 | 0.576±0.024 | 0.639±0.027 | 0.652±0.025 |
|       | GRCNN-week| 0.614±0.027 | 0.676±0.024 | 0.696±0.026 | 0.582±0.026 | 0.611±0.030 | 0.641±0.028 |
| BFP   | GRCNN-hour| 0.498±0.045 | 0.574±0.028 | 0.645±0.023 | 0.372±0.038 | 0.426±0.042 | 0.465±0.033 |
|       | GRCNN-day | 0.519±0.037 | 0.593±0.021 | 0.661±0.026 | 0.391±0.028 | 0.443±0.027 | 0.495±0.032 |
|       | GRCNN-week| 0.531±0.026 | 0.619±0.022 | 0.664±0.021 | 0.423±0.030 | 0.451±0.029 | 0.487±0.027 |

Fig. 6. Parameter sensitivity study on the probability $\alpha$, the number of walks per node $r$, and the length of JRWalk $l$. Plots (a)-(c) present JRWalk’s results in the DAP task, and plots (d)-(f) show ST-DGNN’s results in the BFP task.

External Validity: The external validity concerns the generalizability of our approach. First, some new approaches proposed in 2020, especially without implementation code, were not involved in the comparison experiments. Second, the experimental results conducted on the Eclipse and Mozilla projects indicate the advantages of our approach. However, the bug-triaging performance of the ST-DGNN framework remains unknown for other large-scale open-source and closed-source software projects. Third, the JRWalk mechanism aims to embed nodes in homogeneous networks. Therefore, it cannot directly apply to heterogeneous networks, which have recently attracted more attention. Our future work is to improve further the proposed framework by extending JRWalk for dynamic heterogeneous networks.

VIII. CONCLUSION

In this article, we propose a novel spatial-temporal dynamic graph neural network framework for two domain-specific tasks on developer collaboration networks. To improve random-walk-based graph representation learning approaches, we put forward a more informative walking mechanism, joint random walk, which can perform more effective sampling by considering both node importance and edge importance. Inspired by the recent studies on dynamic graph neural networks, we further design a graph recurrent convolutional neural network model based on joint random walks and an attention mechanism to conduct graph representation on dynamic networks. The proposed model also applies a periodic sampling trick to optimize a dynamic network’s temporal features at different time slices. Experiments on two large-scale open-source software projects indicate that our approach is better than all the baseline approaches in the two tasks.

Since multiple types of interactions (such as email communication and social activity) exist among developers, multiplex DCNs can be constructed for further investigation. We plan to extend JRWalk and analyze its embedding performance on multiplex networks or heterogeneous networks. The multiple interactions of developers change over time. Another practical work would be exploring a spatial-temporal feature extractor (or graph representation model) on multiplex dynamic DCNs.
ACKNOWLEDGMENT

This work was supported by the National Key Research and Development Program of China (No. 2018YFB1003801), the National Science Foundation of China (No. 61972292), and the Natural Science Foundation of Fujian Province in China (No. 2020J01816). Yutao Ma is the corresponding author of this paper.

REFERENCES

[1] J. Anvik, “Automating bug report assignment,” in Proceedings of the 28th International Conference on Software Engineering. ACM, 2006, pp. 937–940.

[2] J. Anvik, L. Hiew, and G. C. Murphy, “Who should fix this bug?” in Proceedings of the 28th International Conference on Software Engineering. ACM, 2006, pp. 361–370.

[3] G. Jeong, S. Kim, and T. Zimmermann, “Improving bug triage with bug tossing graphs,” in Proceedings of the 7th joint meeting of the European Software Engineering Conference and the ACM SIGSOFT International Symposium on Foundations of Software Engineering. ACM, 2009, pp. 111–120.

[4] J. Cheng and J. L. C. Guo, “Activity-based analysis of open source software contributors: roles and dynamics,” in Proceedings of the 12th International Workshop on Cooperative and Human Aspects of Software Engineering. IEEE/ACM, 2019, pp. 11–18.

[5] K. Agrawal, M. Aschauer, T. Thonhofer, S. Balá, A. Rogge-Solti, and N. Tomsich, “Resource classification from version control system logs,” in Proceedings of the 20th IEEE International Enterprise Distributed Object Computing Workshop. IEEE Computer Society, 2016, pp. 1–10.

[6] R. Shokpourn, J. Anvik, Z. M. Kasirin, and S. Zamani, “Why so complicated? Simple term filtering and weighting for location-based bug report assignment recommendation,” in Proceedings of the 10th Working Conference on Mining Software Repositories. IEEE Computer Society, 2013, pp. 2–11.

[7] L. J. Jonsson, M. Borg, D. Broman, K. Sandahl, S. Eldh, and P. Runeson, “Automated bug assignment: Ensemble-based machine learning in large scale industrial contexts,” Empir. Softw. Eng., vol. 21, no. 4, pp. 1533–1578, 2015.

[8] P. Bhattacharya and I. Neamtiu, “Fine-grained incremental learning and multi-feature tossing graphs to improve bug triaging,” in Proceedings of the 26th IEEE International Conference on Software Maintenance. IEEE Computer Society, 2010, pp. 1–10.

[9] P. Bhattacharya, I. Neamtiu, and C. R. Shelton, “Automated, highly-accurate, bug assignment using machine learning and tossing graphs,” J. Syst. Softw., vol. 85, no. 10, pp. 2275–2292, 2012.

[10] M. H. Vitaterna, J. S. Takahashi, and F. W. Turek, “Overview of circadian rhythms,” Alcohol Res. Health, vol. 25, no. 2, pp. 852–93, 2001.

[11] H. Chen, H. Jin, and S. Wu, “Minimizing inter-server communications by exploiting self-similarity in online social networks,” IEEE Trans. Parallel Distributed Syst., vol. 27, no. 4, pp. 1116–1130, 2016.

[12] L. Tang and H. Liu, “Leveraging social media networks for classification,” Data Min. Knowl. Discov., vol. 23, no. 3, pp. 447–478, 2011.

[13] J. Huang and Y. Ma, “Predicting the fixer of software bugs via Deep architectures,” J. Syst. Softw., vol. 85, no. 11, pp. 2275–2292, 2012.

[14] B. Perozzi, R. Al-Rfou, and S. Skiena, “DeepWalk: online learning of social representations,” in Proceedings of the 20th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2014, pp. 701–710.

[15] A. Grover and J. Leskovec, “node2vec: Scalable Feature Learning for Networks.” in Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2016, pp. 855–864.

[16] N. M. A. Ibrahim and L. Chen, “Link prediction in dynamic social networks by integrating different types of information,” Appl. Intell., vol. 42, no. 4, pp. 738–750, 2015.

[17] W. Yu, W. Cheng, C. C. Aggarwal, H. Chen, and W. Wang, “Link Prediction with Spatial and Temporal Consistency in Dynamic Networks,” in Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence. ijcai.org, 2017, pp. 3343–3349.

[18] R. Ying, R. He, K. Chen, P. Eksombatchai, W. L. Hamilton, and J. Leskovec, “Graph Convolutional Neural Networks for Web-Scale Recommender Systems,” in Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. ACM, 2018, pp. 974–983.

[19] A. Krishnan, A. Sharma, A. Sankar, and H. Sundaram, “An Adversarial Approach to Improve Solving Big-Tail Performance in Neural Collaborative Filtering,” in Proceedings of the 27th ACM International Conference on Information and Knowledge Management. ACM, 2018, pp. 1491–1494.

[20] M. Belkin and P. Niyogi, “laplacian eigenmaps and Spectral Techniques for Embedding and Clustering,” in Proceedings of the 14th Conference on Neural Information Processing Systems. MIT Press, 2001, pp. 585–591.

[21] S. Cao, W. Lu, and Q. Xu, “GraRep: Learning Graph Representations with Global Structural Information,” in Proceedings of the 24th ACM International Conference on Information and Knowledge Management. ACM, 2015, pp. 891–900.

[22] M. Ou, P. Cui, J. Pei, Z. Zhang, and W. Zha, “Asymmetric Transitivity Preserving Graph Embedding,” in Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2016, pp. 1105–1114.

[23] J. Tang, M. Qu, M. Wang, M. Zhang, J. Yan, and Q. Mei, “LINE: large-scale information network embedding,” in Proceedings of the 24th International Conference on World Wide Web. ACM, 2015, pp. 1067–1077.

[24] S. Chang, W. Han, J. Tang, G-J. Qi, C. C. Aggarwal, and T. S. Huang, “Heterogeneous Network Embedding via Deep Architectures,” in Proceedings of the 21st ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2015, pp. 119–128.

[25] X. Huang, J. Li, and X. Hu, “Label Informed Attributed Network Embedding,” in Proceedings of the Thirtieth ACM International Conference on Web Search and Data Mining. ACM, 2017, pp. 731–739.

[26] X. Huang, Q. Song, Y. Li, and X. Hu, “Graph Recurrent Networks With Attributed Random Walks,” in Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. ACM, 2019, pp. 732–740.

[27] G. H. Nguyen, J. B. Lee, R. A. Rossi, N. K. Ahmed, E. Koh, and S. Kim, “Continuous-Time Dynamic Network Embeddings,” in Proceedings of the Third International Workshop on Learning Representations for Big Networks on the Web Conference. ACM, 2018, pp. 969–976.

[28] L. Du, Y. Wang, G. Song, Z. Lu, and J. Wang, “Dynamic Network Embedding: An Extended Approach for Skip-gram based Network Embedding,” in Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence. ijcai.org, 2018, pp. 2086–2092.

[29] R. Trivedi, H. Dai, Y. Wang, and L. Song, “Know-Evolve: Deep Temporal Reasoning for Dynamic Knowledge Graphs,” in Proceedings of the 34th International Conference on Machine Learning. PMLR, 2017, pp. 3462–3471.

[30] R. Trivedi, M. Farajtabar, P. Biswal, and H. Zha, “DyRep: Learning Representations over Dynamic Graphs,” in Proceedings of the 7th International Conference on Learning Representations. OpenReview.net, 2019.

[31] L. Zhou, Y. Yang, X. Ren, F. Wu, and Y. Zhuang, “Dynamic Network Embedding by Modeling Triadic Closure Process,” in Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence. AAAI Press, 2018, pp. 571–578.

[32] P. Goyal, S. R. Chhetri, and A. Canedo, “dygraph2vec: Capturing network dynamics using dynamic graph representation learning,” Knowl. Based Syst., vol. 187, pp. 104 816:1–104 816:9, 2020.

[33] P. Goyal, N. Karama, X. He, and Y. Liu, “DyGEM: Deep Embedding Method for Dynamic Graphs,” CoRR, vol. abs/1805.11273, 2018.

[34] P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Li`o, and Y. Bengio, “Graph Attention Networks,” in Proceedings of the 8th International Conference on Learning Representations. OpenReview.net, 2018.

[35] Y. Liang, S. Ke, J. Zhang, X. Yi, and Y. Zheng, “GeoMAN: Multi-level Attention Networks for Geo-sensory Time Series Prediction,” in Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence. ijcai.org, 2018, pp. 3434–3442.

[36] K. K. Thukumparampil, C. Wang, S. Oh, and L.-J. Li, “Attention-based Graph Neural Network for Semi-supervised Learning,” CoRR, vol. abs/1803.03735, 2018.

[37] S. Zhang and L. Xie, “Improving Attention Mechanism in Graph Neural Networks via Cardinality Preservation,” in Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence. ijcai.org, 2020, pp. 1395–1402.

[38] S. Mani, A. Sankaran, and R. Aralikatte, “DeepTriage: Exploring the Effectiveness of Deep Learning for Bug Triaging,” in Proceedings of
the ACM India Joint International Conference on Data Science and Management of Data. ACM, 2019, pp. 171–179.

[39] S. Lee, M. Heo, C. Lee, M. Kim, and G. Jeong, “Applying deep learning based automatic bug triager to industrial projects,” in Proceedings of the 11th Joint Meeting on Foundations of Software Engineering. ACM, 2017, pp. 926–931.

[40] S. Guo, X. Zhang, X. Yang, R. Chen, C. Guo, H. Li, and T. Li, “Developer activity motivated bug triaging: Via convolutional neural network,” Neural Process. Lett., vol. 51, no. 3, pp. 2589–2606, 2020.

[41] S. Xi, Y. Yao, X. Xiao, F. Xu, and J. Lu, “Bug triaging based on tossing sequence modeling,” J. Comput. Sci. Technol., vol. 34, no. 5, pp. 942–956, 2019.

[42] C. A. Choquette-Choo, D. Sheldon, J. Poppe, J. Alphonso-Gibbs, and H. Gupta, “A multi-label, dual-output deep neural network for automated bug triaging,” in Proceedings of the 18th IEEE International Conference On Machine Learning And Applications. IEEE, 2019, pp. 937–944.

[43] I. Alazzam, A. AEroud, Z. A. Latifah, and G. Karabatis, “Automatic bug triage in software systems using graph neighborhood relations for feature augmentation,” IEEE Trans. Comput. Soc. Syst., vol. 7, no. 5, pp. 1288–1303, 2020.

[44] W. L. Hamilton, Z. Ying, and J. Leskovec, “Inductive Representation Learning on Large Graphs,” in Proceedings of the 30th Conference on Neural Information Processing Systems. MIT Press, 2017, pp. 1024–1034.

[45] L. Devroye, “Sample-based non-uniform random variate generation,” in Proceedings of the 18th conference on Winter simulation. ACM, 1986, pp. 260–265.

[46] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning to align and translate,” in Proceedings of the 5th International Conference on Learning Representations, 2015.

[47] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in Proceedings of the 5th International Conference on Learning Representations. OpenReview.net, 2017.

[48] H. Wu, H. Liu, and Y. Ma, “Empirical study on developer factors affecting tossing path length of bug reports,” IET Softw., vol. 12, no. 3, pp. 258–270, 2018.

[49] L. Zhu, D. Guo, J. Yin, G. V. Steeg, and A. Galstyan, “Scalable Temporal Latent Space Inference for Link Prediction in Dynamic Social Networks (Extended Abstract),” in Proceedings of the 33rd IEEE International Conference on Data Engineering. IEEE Computer Society, 2017, pp. 57–58.

[50] L.-k. Zhou, Y. Yang, X. Ren, F. Wu, and Y. Zhuang, “Dynamic Network Embedding by Modeling Triadic Closure Process,” in Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence. AAAI Press, 2018, pp. 571–578.

[51] S. Yan, Y. Xiong, and D. Lin, “Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition,” in Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence. AAAI Press, 2018, pp. 7444–7452.

[52] S. Guo, Y. Lin, N. Feng, C. Song, and H. Wan, “Attention Based Spatial-Temporal Graph Convolutional Networks for Traffic Flow Forecasting,” in Proceedings of the Thirty-Third AAAI Conference on Artificial Intelligence. AAAI Press, 2019, pp. 922–929.

[53] Z. Cui, K. Henriksson, R. Ke, and Y. Wang, “High-order graph convolutional recurrent neural network: A deep learning framework for networkscale traffic learning and forecasting,” CoRR, vol. abs/1802.07007, 2018.

[54] C. Si, W. Chen, W. Wang, L. Wang, and T. Tan, “An attention enhanced graph convolutional LSTM network for skeleton-based action recognition,” in Proceedings of the 2019 IEEE Conference on Computer Vision and Pattern Recognition. Computer Vision Foundation / IEEE, 2019, pp. 1227–1236.

[55] Y. Li, R. Yu, C. Shahabi, and Y. Liu, “Diffusion convolutional recurrent neural network: Data-driven traffic forecasting,” in Proceedings of the 6th International Conference on Learning Representations. OpenReview.net, 2018.

[56] Z. Diao, X. Wang, D. Zhang, Y. Liu, K. Xie, and S. He, “Dynamic Spatial-Temporal Graph Convolutional Neural Networks for Traffic Forecasting,” in Proceedings of the Thirty-Third AAAI Conference on Artificial Intelligence. AAAI Press, 2019, pp. 890–897.