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**Abstract**—Awareness of other traffic is needed for self-driving cars to operate in the real world. Currently, multi-vehicle tracking is hindered by ID-switches. Accurate identification would solve this. In this paper, we show how the intrinsic feature maps of an object detection CNN can be used to uniquely identify vehicles from a dash-cam feed at real-time speed. Feature maps of a pretrained ‘YOLO’ network are used to create 700 deep integrated feature signatures from 20 different images of 35 vehicles from a high resolution dataset and 340 signatures from 20 different images of 17 vehicles of a lower resolution tracking benchmark dataset. The YOLO network was trained to classify general object categories, e.g. classify a detected object as a ‘car’ or ‘truck’. 5-Fold nearest neighbor (1NN) classification was used on DIFS created from feature maps in the middle layers of the network to correctly identify unique vehicles at a rate of 96.7% for the high resolution data and with a rate of 86.8% for the lower resolution data. We conclude that a deep neural detection network trained to distinguish between different classes can be successfully used to identify different instances belonging to the same class, using deep integrated feature signatures.

I. INTRODUCTION

In recent years, developments within artificial intelligence and machine learning have made it possible for deep convolutional neural networks (CNNs) to detect and classify objects in a larger scene image at near real-time speeds. Among many other possible applications, this would allow for the detection of traffic participants from a vehicle-mounted camera, which would be a vital step in realizing the interaction of autonomous vehicles in real-world traffic. However, for a potential autonomous vehicle to be truly intelligent, it has to be situationally aware. Frame-by-frame detection of surrounding traffic is needed, but it is not enough. Although state-of-the-art object detection CNNs attain very high average accuracy, they are not perfect. Due to the inherent nature of the complexity involved in training deep neural networks, they can generate unpredictable outcomes when detecting objects on new data. For dash-cam video streams of traffic this can include momentary spurious detections, momentary misses of vehicles in plain sight and partial detections where two vehicles are detected as a single vehicle, or only part of a vehicle is detected [1]. Additionally, the traffic environment can be chaotic due to the large number of participants and frequent moments of temporary occlusion, e.g. when vehicles overtake each other. In order to compensate for all of this, an aspect of cognition is required in order to predict future positions of other traffic participants proactively and prevent any possible collisions. Multiple different tracking approaches have been used to track the trajectory of vehicles and predict their future positions using the bounding boxes obtained from an object detection CNN over a number of frames. These include traditional mathematical models like the extended Kalman filter [2] as well as more recently developed methods such as specialized correlation filters [3], aggregated local flow descriptors [4], a Poisson multi-Bernoulli mixture filter [5]. However such tracking models by default are ‘blind’ to the content of these bounding boxes, which is an unique vehicle which has the same uniquely identifiable characteristics in each frame. This can lead to unnecessary ID-switches and other tracking problems stemming from occlusion and crowded scenes [6].

In this paper, we present a means of highly accurate, fast unique vehicle instance classification through the creation of Deep Integrated Feature Signatures (DIFS), which can be embedded in an online multi-vehicle detector and tracker, thereby aiding the potential of situational awareness with regard to specific other traffic participants from the perspective of a self-driving vehicle.

II. RELATED WORK

In addition to the vehicle detection and tracking methods described in Section I, deep neural networks have previously been applied to solve a number of problems in the specific domain of scene understanding in autonomous driving. Recurrent neural networks receiving cues from dash-cam footage have been deployed for accident detection [7], and for intention and path prediction of cyclists [8] and cars [9]. Although the research in this paper is focused on input from a single camera, multi-sensor solutions for detection and tracking of road users in 3D using CNNs have also been developed using for example additional input from stereo-camera [10] or LIDAR [11].

The YOLO object detection network which is used in this study has previously been adapted for pedestrian detection for video surveillance purposes [12]. The YOLO network features have also been used to train a deep CNN to measure similarity of pedestrian detections in the same frame for the purpose of crowd counting [13]. The possibility of pedestrian detection using deep learning methods for the purpose of autonomous driving has also been studied. Deep convolutional neural networks have been used to detect pedestrians...
on crosswalks [14] and on highway entrances [15].

III. METHODS

A. Vehicle Detection

For the vehicle detection step a pretrained YOLO v3 [16] was used. YOLO v3 is a deep convolutional neural network trained to detect and classify objects within a larger scene. The YOLO v3 network outputs class labels, a confidence score and bounding boxes for each detected object in an input image. Fig. 1 shows an example of the output of YOLO vehicle detection in a traffic situation. The YOLO v3 network used in this research was pretrained on the COCO [17] dataset, which consists of labeled scene object data in 80 general object classes, including four vehicle classes (car, truck, bus and motorcycle).

YOLO v3 is multi-scale with three output layers for different sizes of boundary boxes and 106 layers total (see Fig. 2), all of which are convolutional. The YOLO v3 network also uses two kinds of skip connections. Firstly, throughout the network there are short skip connections named routes, in which three layers are skipped to form small residual blocks. Secondly, there are two long skip connections named shortcuts, where the output from early layers in the network is concatenated to residual layers just before the two last output layers. Upsampling layers are used to make this concatenation of early layer output via skip connections possible.

For this research a deliberate choice was made to use a pretrained deep neural network, because real-life traffic is a very dynamic environment, where the surrounding vehicles that need to be identified vary from moment to moment, which would never be truly reflected in a training set consisting of only a select number of vehicles. Furthermore, successfully training very deep neural networks is a time-intensive affair, due to all the manual work it entails in the form of manual labeling, data preprocessing and augmentation, network configuration and hyper-parameter tuning. The YOLO architecture was chosen for this research over other deep neural object detection architectures such as RESNET or Inception, for two reasons. Firstly, YOLO is able to detect objects at near real-time speed on conventional hardware, while retaining a high level of accuracy [16]. We felt that the near real-time speed provided by the YOLO architecture would be desirable for any multi-vehicle tracking solution that could potentially have a practical application. An additional advantage of YOLO is that its performance has been demonstrated to be generalizable. Previously, the YOLO network has been used successfully to detect and classify objects in paintings, after being trained on photorealistic examples [18]. A choice for YOLO v3 was made over earlier versions of YOLO, because YOLO v3 was reported to be more accurate than previous versions, especially when detecting small objects due to it’s multi-scale output layers [16]. We expected this feature to be useful when detecting vehicles from far away.

B. Vehicle Instance Classification

The YOLO v3 network reduces the dimensionality of dash-cam video data by several orders of magnitude from more than a million pixels to a list of detected traffic participants per frame. Despite this, the output from the network is still subject to a big data problem when considering the trajectories of unique vehicle instances from frame to frame, because of the exponential number of ways different vehicle detections could be combined into multi-frame trajectories. The number of different unique vehicle instances in traffic is nearly infinite. The classical multi-class-based approach with a fixed number of classes is therefore not an option.

One potential identification method which may seem promising, is automatic licence plate recognition (ALPR). ALPR is an established technique with wide usage in the fields of police work and security. However, the typical ALPR application involves identifying a specific vehicle in one single frame to establish its presence in a general area around a general time. Being able to (re)identify vehicles at any moment these are in view of a vehicle-mounted camera, requires a flexibility which we found automatic licence plate recognition does not provide, because a vehicle’s...
licence plate is either not visible or not readable during the majority of its trajectory on camera due to distance, angle, occlusion, poor illumination or motion blur. In addition to this, a licence plate recognition system, even if somehow perfect, would not be able to generalize to bicycles and other traffic participants without licence plates.

1) Signatures based on Feature Representations: The classical multi-class-based approach with a fixed number of classes is not an option for accurate and generalizable instance classification of unique vehicles. However, an identifying signature for each detected vehicle instance based on a feature representation of the vehicle can provide a reliable means of instance classification through similarity.

Such a feature-based signature could be created in multiple ways. A traditional approach would be extracting fixed features from the detected vehicle image algorithmically, such as with a Scale-Invariant Feature Transform (SIFT) [19] or by creating color histograms [4] [6]. However, this requires an extra processing step, and preliminary research has shown that the accuracy of these methods is low for the complex problem of classifying unique vehicle instances in real traffic conditions from frames of dash-cam footage [1].

2) Deep Feature Signatures: In this research, the possibility of generating a feature-based signature automatically is explored. This is achieved by using a CNN as a deep feature extractor. The first layers of a typical convolutional network trained for image classification contain low-level feature representations, such as edges, corners and color patterns. Later layers contain more complex abstract feature maps, which finally culminate into single values relating the input image to each learned class in the last layer. The phenomenon of how low-level features are being combined into more complex ones within a CNN is also the guiding principle of the transfer learning paradigm [20]. The last layers are retrained to suit a new domain, while the earlier layers containing the lower level representations are kept the same.

In the transformation from low-level feature information to a final class, a substantial amount of activation is suppressed by the network weights in the later layers and thereby ‘pruned away’ in a sense. The feature maps in the middle layers of the CNN contain additional activation patterns which are irrelevant for inter-class classification, but could potentially be relevant for the intra-class classification of unique instances. Identifying signatures of traffic participants can be constructed from the mid-level feature maps of a sufficiently deep neural network. Deep neural features have previously been used to cluster images into semantic categories on which the networks producing these features were never explicitly trained [21], which demonstrates the potential for generalization of deep features.

For this purpose, one relatively straightforward solution would be to “cut” all objects discovered by the YOLO network out of the scene image using the outputted bounding box coordinates, and feed the resulting images into a second pretrained deep image classification CNN, the final layers of which are slightly altered to extract features. This has previously been successfully done to measure the similarity of pedestrian detections for the purpose of accurate crowd counting [13]. However, the addition of a second deep network would slow down the processing time of each frame considerably, which is a downside when aiming to identify vehicles and predict their trajectory in real-time in fast-paced traffic situations.

3) Deep Integrated Feature Signatures: Ideally, the feature-based signatures used for instance classification should be extracted directly whenever an object is detected. In this research we demonstrate that the feature maps produced by an image detection network (YOLO v3) itself lend themselves directly to the creation of deep integrated feature signatures (DIFS) which can be used for to uniquely classify detected vehicle instances. When a vehicle is detected by the YOLO v3 network, we obtain the detection region from the bounding boxes of the network output. This region is then translated to the same relative region in feature map space for a predetermined layer of the network (referred to as the signature layer). Due to the fact that YOLO is fully convolutional, feature map information in this region was expected to accurately represent the detected object.

After determining the corresponding detection region in feature map space the summed activation over this region is subsequently calculated for each of the feature map images in the signature layer. This creates an n-dimensional signature for each vehicle detection, where n is the number of activation images in the signature layer. Fig. 3 shows the creation of a Deep Integrated Feature Signature from feature map information.

There is no trivial way of determining the optimal network layer to serve as signature layer. Therefore, performance of DIFS taken from the feature maps of signature layers at different stages in the YOLO network have been compared as part of previous research [1].

![Fig. 3. Diagram showing the process of DIFS from YOLO feature maps. Output bounding box coordinates [X1, X2, Y1, Y2] of a detected object correspond to the relative region [x1, x2, y1, y2] in p feature maps at layer A of the network, which are then used to create signature vector a of length p where a’ is equal to the summed activation over region [x1, x2, y1, y2] of feature map A’.](image-url)
IV. EXPERIMENTAL SETUP

A. Datasets

The instance classification performance of the deep integrated feature signatures is evaluated on two different datasets. In order to obtain a basis for possible comparison with other multi-vehicle tracking methods, the mono-camera image sequences of the KITTI benchmark data suite for autonomous driving is used [22]. Additionally, the tracker performance is evaluated on previously unlabeled 4K dash-cam video data which was made available online [23]. Data from this dataset has been annotated by hand for the purpose of this research.

The KITTI suite contains wide lens images with a 1242 by 373 pixel aspect ratio, and 30601 labeled vehicles. The manually annotated 4K dash-cam video dataset contains high definition images with a 3840 by 2160 pixel aspect ratio and 4317 labeled vehicle detections. The frame rate for the 4K video data is 30 frames per second, whereas the KITTI benchmark suite data was recorded at 10 frames per second.

B. Experimental parameters

To evaluate whether the Deep Integrated Feature Signatures obtained from the YOLO v3 network are an effective feature representation for the purpose of instance classification, we need to determine whether the intra-instance variations of DIFS are small enough compared to their inter-instance differences [24]. To assess the comparative intra-instance and inter-instance similarity of the DIFS a K nearest neighbor (KNN) classification was made, using five-fold cross validation.

Exploratory research revealed that both datasets are highly imbalanced with regard to instance frequency. The majority of the detections belong to only a small number of unique vehicle instances. This would bias instance classification using KNN towards those instances.

To counteract the skew in the datasets, a random sample of 20 examples for each unique vehicle with 20 or more occurrences was taken of each data set. Vehicles with less than 20 examples in the data were disregarded. This way two balanced sample sets were created. The KITTI sample set contains 340 samples (17 vehicle instances), whereas the 4K dash-cam sample set contains 700 samples (35 vehicle instances).

V. RESULTS

Table I shows the highest obtained classification accuracy of the DIFS instance classification evaluation for both datasets. This is 86.8% classification accuracy on the KITTI sample set, and 96.7% accuracy on the 4K dash-cam sample set. Both these results were obtained using DIFS obtained from layers in the middle of the YOLO v3 network (shortly before the ‘short cut’ skip connection layers). These DIFS were classified using 1-nearest neighbor with a Manhattan distance measure.

Experimentally, we found the highest classification accuracy was obtained using KNN with $K = 1$, compared to $K = 3$ and $K = 5$. It was also determined experimentally, that DIFS taken either from layers early in the network or from in the middle in the YOLO network performed better than DIFS taken from layers closer to the output layers. The classification accuracy did not differ noticeably when comparing the use of Manhattan and Euclidean distance measure in the KNN algorithm. For a detailed overview of these experiments and results, see [1].

VI. DISCUSSION

When looking at the results from the evaluation of instance classification using 1-nearest neighbor on Deep Integrated Feature Signatures obtained from the YOLO v3 feature maps, we see that the highest obtained result is 96.7% accuracy for the 4K dash-cam dataset and 86.8% accuracy for the KITTI dataset (see Table I). In comparison, when using the SIFT key-point matching technique only 6.7% classification accuracy was obtained on the 4K dash-cam video dataset, and only 5.9% classification accuracy was obtained on the KITTI dataset [1].

Our initial conclusion is that instance classification using DIFS from the YOLO feature maps highly successful, especially considering the fact that these feature maps are generated by the YOLO network during the detection pass, and the extra computational cost of generating the instance classification DIFS is therefore negligible.

Possible explanations for the difference in classification between the 4K dash-cam and KITTI datasets could be found in the difference in resolution, aspect ratio and frame rate between these two data sets. Due to lower frame rate (10 frames/second) of the KITTI data, the similarity between images in consecutive time steps is lower than with the 4K dash-cam data (30 frames/second). Due to larger difference between width and height in the KITTI images, the images require more padding to fit the square sized requirement of YOLO, which reduces the area of relevant information of the KITTI images after preprocessing more than for the 4K dash-cam images.

An interesting result to note is that 1NN classification is the most successful and the KNN classification accuracy decreases with the number of neighbors used (See [1]). This indicates that the similarity of the DIFS is highly localized. This could likely be explained by the time dependence in the data.

It seems that with regard to the layer from which the signature is taken, the instance classification potential is high for a large part in the beginning and middle of the network, but decreases for layers deeper in the network (See [1]). A possible explanation for this is the fact that
the layers used for the ‘last’ DIFS are directly connected to the final YOLO output layers, which could mean that their activation is already highly class based.

A. Future Work

The pretrained YOLO v3 network was extraordinarily suited for instance classification of unique vehicles considering the fact that this network was trained on general object classes. Retraining the last network layers specifically on vehicle classes might improve the instance classification accuracy for this domain even further. In this study three layers are used to create the deep integrated feature signatures and all DIFS are extracted from a single layer which is determined based on the output layer where the traffic participant is detected. This method of DIF-signature generation was developed experimentally and therefore remains an area of further experimentation. Instance classification based on the signature vectors was done with the KNN algorithm using Manhattan and Euclidean distance. A different classifier or similarity metric could possibly be used to equal or maybe even better effect. Another interesting topic for future research would be to see if other deep neural architectures lend themselves generation of DIFS for instance classification just as well as the YOLO v3 architecture. Deep neural object detection is likely to move towards pixel-level classification [16], and the DIFS extraction method would need to be adapted to handle this change, as it currently relies on the bounding box to find the corresponding region in the feature maps. In the context of situational awareness and multi-vehicle tracking in traffic, a pertinent topic of further research is the question of how the similarity of DIFS of objects in subsequent detection measurements could best be embedded into existing multi-vehicle detectors and trackers. One possible way would be to implement a DIFS similarity based regularization constraint similar to the enforced appearance similarity based on color histograms used in [6] and [4].

VII. CONCLUSION

In this study we sought to explore how the activity in the feature maps of a deep object detection network could be used for accurate real-time instance classification of unique vehicles, which could then help to further situational awareness of self-driving vehicles in combination with state-of-the-art multi-object detection and tracking techniques. Instance classification of vehicles using Deep Integrated Feature Signatures obtained from the YOLO v3 network seems to be very successful. The highest results for instance classification were obtained when the signatures were created from feature maps in the beginning or the middle of the YOLO network and when using a 1-nearest neighbor classifier. The accuracy of instance classification using deep integrated feature signatures from YOLO feature maps also increased when the quality of the input video-stream data was higher. The DIFS which were used for instance classification with high success were created from a pretrained YOLO v3 object detection network trained on general classes, which means the abstract representation of classes and objects of interest in the network may be generalizable across different data domains.

In summary, deep integrated feature signatures created from the feature maps of the YOLO neural network trained for detection and multi-class classification have been shown to be very suitable for the purpose of instance classification. This provides us with a step towards realizing situational awareness of autonomous vehicles about surrounding participants in the dynamic environment of everyday traffic as well as potentially greatly improving existing multi-vehicle tracking systems.
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