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Abstract—The geometric high-order regularization methods such as mean curvature and Gaussian curvature, have been intensively studied during the last decades due to their abilities in preserving geometric properties including image edges, corners, and contrast. However, the dilemma between restoration quality and computational efficiency is an essential roadblock for high-order methods. In this paper, we propose fast multi-grid algorithms for minimizing both mean curvature and Gaussian curvature energy functionals without sacrificing accuracy for efficiency. Unlike the existing approaches based on operator splitting and the Augmented Lagrangian method (ALM), no artificial parameters are introduced in our formulation, which guarantees the robustness of the proposed algorithm. Meanwhile, we adopt the domain decomposition method to promote parallel computing and use the fine-to-coarse structure to accelerate convergence. Numerical experiments are presented on image denoising, CT, and MRI reconstruction problems to demonstrate the superiority of our method in preserving geometric structures and fine details. The proposed method is also shown effective in dealing with large-scale image processing problems by recovering an image of size $1024 \times 1024$ within 40s, while the ALM-based method requires around 200s.
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I. INTRODUCTION

IMAGE restoration is a fundamental task in image processing, which aims to recover the latent clean image $u$ from the observed noisy image $f : \Omega \to \mathbb{R}$ defined on an open bounded domain $\Omega \subset \mathbb{R}^2$. The total variation (TV) proposed by Rudin, Osher, and Fatemi is a piecewise smooth function $u : \Omega \to \mathbb{R}$, which should be a subset of $L^2(\Omega)$. The minimization of curvature energies is more challenging, such that efficient algorithms for solving the model (1) are still limited. Originally, the gradient descent method [6] was presented to solve the mean curvature model, which has to solve fourth-order nonlinear evolution equations. Liu et al. [19] developed a fast numerical algorithm for solving the high-order variational models based on the split Bregman method. Zhu et al. [11] developed the augmented Lagrangian method (ALM) for the mean curvature model. Brito-Loeza and Chen [12] propose a multi-grid algorithm for solving the mean curvature model, which is based on an augmented Lagrangian formulation with a special linearized fixed point iteration. The situation is even worse for Gaussian curvature minimization since no fast algorithms are developed yet. There are not many studies of effective numerical algorithms for Gaussian curvature, and contrast. However, the dilemma between restoration quality and computational efficiency is an essential roadblock for high-order methods. In this paper, we propose fast multi-grid algorithms for minimizing both mean curvature and Gaussian curvature energy functionals without sacrificing accuracy for efficiency. Unlike the existing approaches based on operator splitting and the Augmented Lagrangian method (ALM), no artificial parameters are introduced in our formulation, which guarantees the robustness of the proposed algorithm. Meanwhile, we adopt the domain decomposition method to promote parallel computing and use the fine-to-coarse structure to accelerate convergence. Numerical experiments are presented on image denoising, CT, and MRI reconstruction problems to demonstrate the superiority of our method in preserving geometric structures and fine details. The proposed method is also shown effective in dealing with large-scale image processing problems by recovering an image of size $1024 \times 1024$ within 40s, while the ALM-based method requires around 200s.

The curvature regularization methods achieved great success by minimizing curvature-dependent energies, which are well-known for their good geometric interpretability and strong priors in the continuity of edges and has been applied to various data processing tasks such as image decomposition [8], graph embedding [9], and missing data recovery [10] etc. Considering the associated image surface characterized by $(x, f(x))$ for $x \in \Omega$, the image restoration problem is to find a piecewise smooth surface $(x, u(x))$ to approximate the noisy surface and simultaneously remove the outliers. The curvature minimization problem can be formulated as follows

$$
\min_{u \in V} \int_{\Omega} |\kappa(u)| dx + \frac{\alpha}{2} \int_{\Omega} (u - f)^2 dx, \quad (1)
$$

where $\kappa(u)$ can be either the mean curvature or Gaussian curvature of the image surface, and $V$ is a function space. The definitions of mean curvature and Gaussian curvature are described in Table I. To the best of our knowledge, one has not identified the proper function to formulate problem (1), which should be a subset of $L^2(\Omega)$.

The minimization of curvature energies is more challenging, such that efficient algorithms for solving the model (1) are still limited. Originally, the gradient descent method [6] was presented to solve the mean curvature model, which has to solve fourth-order nonlinear evolution equations. Liu et al. [19] developed a fast numerical algorithm for solving the high-order variational models based on the split Bregman method. Zhu et al. [11] developed the augmented Lagrangian method (ALM) for the mean curvature model. Brito-Loeza and Chen [12] propose a multi-grid algorithm for solving the mean curvature model, which is based on an augmented Lagrangian formulation with a special linearized fixed point iteration. The situation is even worse for Gaussian curvature minimization since no fast algorithms are developed yet. There are not many studies of effective numerical algorithms for Gaussian curvature, and contrast. However, the dilemma between restoration quality and computational efficiency is an essential roadblock for high-order methods. In this paper, we propose fast multi-grid algorithms for minimizing both mean curvature and Gaussian curvature energy functionals without sacrificing accuracy for efficiency. Unlike the existing approaches based on operator splitting and the Augmented Lagrangian method (ALM), no artificial parameters are introduced in our formulation, which guarantees the robustness of the proposed algorithm. Meanwhile, we adopt the domain decomposition method to promote parallel computing and use the fine-to-coarse structure to accelerate convergence. Numerical experiments are presented on image denoising, CT, and MRI reconstruction problems to demonstrate the superiority of our method in preserving geometric structures and fine details. The proposed method is also shown effective in dealing with large-scale image processing problems by recovering an image of size $1024 \times 1024$ within 40s, while the ALM-based method requires around 200s.
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curvature minimization. Alboul and Damme [20] used the total absolute Gaussian curvature in the different contexts of connectivity optimization for the triangulated surfaces. Gong and Sbalzarini [21] proposed a variational model using the local weighted Gaussian curvature as a regularization term, which was effectively solved by the closed-form solution. Elsey and Esedoglu [17] introduced the Gaussian curvature regularization for surface processing as the natural analog of the total variation, which was discretized on a triangulated surface for reducing the difficulty of solution. Brito-Loeza and Chen [18] presented a two-step method based on vector field smoothing and gray level interpolation for solving the Gaussian curvature minimization problem.

Zhong et al. [15] formulated the following curvature regularization model by minimizing either Gaussian curvature or mean curvature over image surfaces.

$$\min_u \int_{\Omega} g(\kappa) \sqrt{1 + |\nabla u|^2} \, dx + \frac{\lambda}{2} \int_{\Omega} (u - f)^2 \, dx,$$

(2)

where \(g(\cdot)\) denotes a certain function of the curvature. In [15], the minimization problem (2) was regarded as a re-weighted minimal surface model and handled by the alternating direction method of multipliers (ADMM). Although the curvature function can be explicitly evaluated using the current estimation, one nonlinear sub-minimization problem has to be computed by the Newton method resulting in rising computational costs.

Gong and Sbalzarini [14] developed the curvature filters by minimizing either Gaussian curvature or mean curvature to smooth the noisy images. Rather than solving the higher-order PDEs, the pixel-wise solutions were presented to find the locally developable and minimal surfaces, which give zero Gaussian curvature and zero mean surface, respectively. The idea of curvature filters was further studied in [22] and [13]. However, the curvatures lack rigorous definitions, which limits their performance in real applications. Besides, when combined with the data fidelity term, gradient descent was used to estimate the solution leading to the slow convergence.

The multi-grid method is a fast numerical method for solving large-scale linear and nonlinear optimization problems [23], [24], [25], [26] and has been successfully applied to image processing models. Chen and Tai [27] proposed a nonlinear multi-grid method for the total variation minimization based on the coordinate descent method. Savage and Chen [28] presented a nonlinear multi-grid method based on the full approximation scheme for solving the total variation model. Chan and Chen [29] proposed a fast multilevel method using primal relaxations for the total variation image denoising and analyzed its convergence. Zhang et al. [30] developed a multi-level domain decomposition method for solving the total variation minimization problems, which used the piecewise constant functions to ensure fast computation. Tai et al. [31] proposed a multi-phase image segmentation method by solving the min-cut minimization problem under the multi-grid method framework. For the higher-order model, Brito-Loeza and Chen [12] presented a new multi-grid method based upon a stabilized fixed point method for dealing with the mean curvature model. The nonlinear multi-grid method was applied to fourth-order models to accelerate the convergence in [32]. However, these methods require very high computational costs to solve the high-order PDEs and result in low efficiency.

This work presents the efficient multi-grid method for solving the highly nonlinear curvature regularization models. We formulate a patch-based correction strategy from the fine grid layer to coarse grid layers and then interpolate the correction to each point nodal belonging to the patch. We proposed a forward-backward splitting scheme [33], [34] to solve the curvature minimization problem and prove its convergence theoretically. More specifically, we first obtain analytical solutions to the mean curvature/Gaussian curvature minimization based on the local geometry property. In what follows, we solve a convex optimization problem to estimate the patch-wise update. To further improve the efficiency, we use the four-color domain decomposition method on each layer to enable all subproblems in the same color can be solved in parallel. Numerous numerical experiments on both image restoration and image reconstruction are presented to demonstrate the efficiency and effectiveness of our algorithm in dealing with large-scale image processing problems. To sum up, our contributions are concluded as follows:

- We propose an efficient multi-grid method based on subspace correction method for solving the curvature minimization problem (1), where the whole space is transferred into small-size local patches;
- We use the forward-backward splitting scheme to solve the non-convex patch-wise minimization problems, where subproblems can be efficiently handled by the closed-form solutions;
- The non-overlapping domain decomposition method is applied to circumvent the dependencies between the adjacent patches, which enables the parallel computation for these subproblems;
- We develop a GPU-based curvature minimization package by utilizing the parallel computation ability of a GPU card, which is desirable for high-speed real
Algorithm 1 The Coordinate Descend Method for Solving the Minimization Problem (3)

Input: $u_0$, $f$, and $\alpha$

for $l = 0, 1, 2, \ldots$ do

for $k_1 = 1, \ldots, m$, $k_2 = 1, \ldots, n$ do

• Compute the correction $c$ from

$$c = \arg \min_{c \in \mathbb{R}} J(c) := |H(u[k_1, k_2] + c)| + \frac{\alpha}{2} (c - f^*_1[k_1, k_2])^2,$$

where $f^*_1[k_1, k_2] = f[k_1, k_2] - u[k_1, k_2]$.

• Update $u_{l+1}[k_1, k_2]$ by

$$u_{l+1}[k_1, k_2] = u_l[k_1, k_2] + c.$$

end

end

Output: $u_{l+1}$

Algorithm 2 The Forward-Backward Splitting Method for Solving the Local Minimization Problem (5)

Input: $u_l$, $f$, $c_0 = 0$, and $\alpha$, $\eta_0 = 1$

for $t = 0, 1, 2, \ldots$ do

• The forward step

$$c_{t+\frac{1}{2}} = \arg \min_c |H(u_l[k_1, k_2] + c)| + \frac{1}{2\eta_t} (c - c_t)^2;$$

• The backward step

$$c_{t+1} = \arg \min_c \frac{\alpha}{2} (c - f^*_1[k_1, k_2])^2 + \frac{1}{2\eta_t} (c - c_{t+\frac{1}{2}})^2;$$

• Update

$$\eta_{t+1} = 1/\sqrt{(1 + t)};$$

• End till some stopping criterion meets;

end

Output: $c_{t+1}$
Proposition 1: Let $d_\ell$ be the distances of $(k_1, k_2, u[k_1, k_2])$ on the image surface leaving from the tangent planes. Suppose that the correction $c$ is defined as $c = \frac{1}{\tau} \sum_{\ell=1}^{i} d_\ell$ with $i$ being the total number of tangent planes, the mean curvature energy $|H(u[k_1, k_2] + c)|$ decreases.

Proof: According to Bernstein’s theorem, a graph of a real function on $\mathbb{R}^2$ is a minimal surface, which should be a plane in $\mathbb{R}^3$. Thus, the flatter the image surface, the smaller the mean curvature regularization term. Suppose there are $i$ tangent planes and the corresponding distances of $(k_1, k_2, u[k_1, k_2])$ to its tangent planes are denoted by $d_\ell$, $\ell = 1, \ldots, i$. To make the image surface as flat as possible, we consider the following quadratic minimization problem

$$\min_{c \in \mathbb{R}} \frac{1}{\tau} \sum_{\ell=1}^{i} (c - d_\ell)^2,$$

where the optimal correction is $c = \frac{1}{\tau} \sum_{\ell=1}^{i} d_\ell$.

As shown in Fig. 1, we enumerate total 8 local tangent planes in a $3 \times 3$ window, which are denoted as $T_1$ to $T_8$ located pairwise centrosymmetric and passed through the center point to avoid the grid bias. Note that we can use more tangent planes to obtain accurate principal curvatures, but this also increases the calculation cost. Therefore, we later introduce more tangent planes on the coarse layers in the multi-grid framework to balance the effectiveness and efficiency.

Similar to our previous work [15], we compute the distances $d_\ell$, $\ell = 1, \ldots, 8$, as illustrated in Fig. 2. More specifically, let the plane $XYZ$ be a tangent plane of $O$ and $n$ be the normal vector. The directed distance from $O$ to the tangent plane can be calculated by $d = \overrightarrow{OX} \cdot n$ as follows (8), as shown at the bottom of the page, where $n$ is defined by the cross product of the vector $\overrightarrow{XZ}$ and $\overrightarrow{XY}$, i.e., $n = \overrightarrow{XZ} \times \overrightarrow{XY}$. The computation of $d_\ell$, $\ell = 1, \ldots, 8$, can be implemented in the same way. And the update of $c_{t+1}$ can be estimated as

$$c_{t+1} = \frac{1}{8} \sum_{\ell=1}^{8} d_\ell.$$

Solution to the Sub-Minimization Problem (7): We are facing a quadratic minimization problem, which is formulated as

$$\min_c \frac{\alpha}{2} (c - f^*_t[k_1, k_2])^2 + \frac{1}{2\eta_t} (c - c_t)^2 + \frac{1}{2\eta_t} (c - c_{t+1})^2.$$

The minimization problem (10) can be solved by the closed-form solution as follows

$$c_{t+1} = \frac{1}{2 + \alpha \eta_t} \left( c_t + c_{t+1} + \alpha \eta_t f^*_t \right). \quad (11)$$

A. Convergence Analysis of Algorithm 2

In the subsection, we present a brief discussion to show the energy diminishing of Algorithm 2. Let $c^* \in \mathbb{R}$ denote a minimizer of model (5), the mean curvature term and date fidelity term are denoted by $f(c) = |H(u[k_1, k_2] + c)|$ and $r(c) = \frac{1}{2}(c - f^*[k_1, k_2])^2$, respectively. The next lemma provides a key tool for deriving convergence. For more details, please refer to the forward-backward splitting scheme in [38].

Lemma 1 (Bounding Step Differences): Assume that the norm of the gradient of $r(c)$ and $f(c)$ are bounded as

$$\|\nabla r(c)\| \leq G^2, \quad \|\nabla f(c)\| \leq D^2,$$

where $G, D$ are the Lipschitz constant of $\nabla r(c)$ and $\nabla f(c)$, respectively. We have

$$2\eta_t \left( f(c_t) + r(c_{t+1}) - J(\bar{c}) \right) \leq \|c_t - \bar{c}\|^2 - \|c_{t+1} - \bar{c}\|^2 + \eta_t^2 (5G^2 + 3D^2). \quad (12)$$

Proof: The proof is sketched in Appendix.

Based on Lemma 1, we can prove the following result, which is important to derive the convergence results.

Lemma 2: Assuming that the norm of $\|\bar{c}\|^2 \leq E^2$ with $E$ being a positive constant, we sum the residuals (12) over $t$ from 1 through $T$ and get a telescoping sum

$$\sum_{t=1}^{T} \eta_t \left[ f(c_t) + r(c_{t+1}) - J(\bar{c}) \right] \leq \bar{G},$$

where $\bar{G} = E^2 + 3 \sum_{t=1}^{T} \eta_t^2 (G^2 + D^2)$.

Proof: The proof is similar to Theorem 2 in [38].

Therefore, a direct consequence of Lemma 2 can be obtained when running Algorithm 2 with $\eta_t \propto 1/\sqrt{t}$ or with non-summable step sizes decreasing to zero.

$$d = \overrightarrow{OX} \cdot n = \frac{(u[k_1, k_2 - 1] + u[k_1, k_2 + 1] - 2u[k_1, k_2])}{\sqrt{(u[k_1, k_2 - 1] + u[k_1, k_2 + 1] - 2u[k_1, k_2 - 1])^2 + (u[k_1, k_2 + 1] - u[k_1, k_2 - 1])^2 + 4}},$$

Fig. 1. Illustration of the eight tangent planes located in a $3 \times 3$ local patch.

Fig. 2. Illustration for the computation of the directed distance $d$ from the center point $O$ to the tangent plane $XYZ$. 
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Theorem 1: Assume that the conditions of Lemma 2 hold and the step size \( \eta_t \) satisfy \( \eta_t \to 0 \) and \( \sum_{t=1}^{\infty} \eta_t = \infty \). Then we have

\[
\liminf_{t \to \infty} J(c_t) - J(c^*) = 0.
\]

Proof: For the first \( T \) iterations, Lemma 2 gives

\[
\min_{t \in [0, \ldots, T]} \left( \sum_{i=1}^{T} \eta_t \left( f(c_i) + r(c_i) - J(\tilde{c}) \right) \right) \leq \sum_{i=1}^{T} \eta_t \left( f(c_i) + r(c_i) - J(\tilde{c}) \right).
\]

Let \( \tilde{c} = c^* \), we have

\[
\liminf_{t \to \infty} J(c_t) - J(c^*) \leq \frac{E^2}{\sum_{i=1}^{\infty} \eta_t} + \frac{3 \sum_{i=1}^{\infty} \eta_t^2 (G^2 + D^2)}{\sum_{i=1}^{\infty} \eta_t} \to 0.
\]

Remark 1: The step size \( \eta_t \) can be a constant or diminishing with iterations, e.g., \( \eta_t = 1/\sqrt{t} \).

Remark 2: Since the mean curvature minimization subproblem can be explicitly solved by (9), we simply set \( t = 0 \) in Algorithm 2 for all numerical experiments.

B. Our Multi-Grid Algorithm

Regarding problem (5) as the finest grid, we can use a larger local window and generate the multi-grid algorithm for solving the mean curvature minimization problem. Without loss of generality, we assume the initial grid \( T \) consists of \( m \times n \) grid points. Starting from the finest grid \( T_1 = T \), we consider a sequence of coarse structure, \( T_1, T_2, \ldots, T_J, \) with \( J \) being the total number of layers. Our multi-grid structure is constructed by gathering the grids point into non-overlapping patches of different sizes. Specifically, the size of the patch \( \tau_j \) on the \( j \)th coarse layer is \((2^j - 1) \times (2^j - 1)\), and \( T_J \) contains \( m_J \times n_J \) patches with

\[
m_J = [m/(2^J - 1)], \quad n_J = [n/(2^J - 1)],
\]

where \([\cdot]\) is a rounding up function. Then there are \( N_J = m_J \times n_J \) patches on the \( j \)th coarse layers and the partition can be expressed as \( T_j = \{\tau_i^j\}_{i=1}^{N_j} \). In order to ensure each patch is complete, we prolongate the image domain before the partition using boundary conditions. It is straightforward to define \( V_j \) as a finite element space

\[
V_j = \{ v : v|_{\tau_j} \in P_1(\tau_j), \forall \tau_j \in T_j \},
\]

where \( P_1(\tau_j) \) denotes the space of all piecewise constant functions. We equip the piecewise constant function space \( V_j \) with a set of basis functions \( \{\phi_i^j\}_{i=1}^{N_j} \), which is defined as

\[
\phi_i^j(x) = \begin{cases} 1, & \text{if } x \in \tau_i^j; \\ 0, & \text{if } x \notin \tau_i^j; \end{cases} \quad i = 1, \ldots, N_j.
\]

Associated with each basis function, we define the one dimensional subspace \( V_j = \text{span}([\phi_i^j]) \). Then, the whole space \( V \) can be expressed as \( V = \sum_{j=1}^{J} \sum_{i=1}^{N_j} V_j^i \).

On the coarse grids, we consider a larger local patch including more local tangent planes to be enumerated.

We can come up with a recurrence formula for the number of tangent planes on the \( j \)th layer as \( \tau = 2^{j/2} \). For example, we enumerate the total of 16 triangular planes for patches on the first coarse layer, half of which are the same as the finest layer and the left ones are displayed in Fig. 3. Correspondingly, we define one-dimensional subspace minimization problem (7) over the subspace \( V_j^i \), \( i = 1, \ldots, N_j, j = 1, \ldots, J \) as follows

\[
\min_{c \in \mathbb{R}} \frac{1}{2} \left( c - \frac{1}{t} \sum_{\tau} d_\tau \right)^2 + \frac{\alpha s}{2} \left( c - f^j \right)^2,
\]

where \( f^j = \sum_{\{k_1, k_2\} \in \tau} (f(k_1, k_2) - u(k_1, k_2))/s, s = \sum_{\tau} \phi_i^j(x) \). The closed-form solution is defined as follows

\[
c_j^i = \frac{1}{2 + \alpha s} \left( \frac{1}{t} \sum_{\tau} d_\tau + \alpha s f^j \right).
\]

Then, the correction \( e_j = (c_1^j, \ldots, c_j^j, \ldots, c_N^j) \) on the \( j \)th layer is reshaped into a matrix of size \( m_j \times n_j \) as follows

\[
e_j = [\ldots : c_j^{i_1-1,i_2-1} : c_j^{i_1-1,i_2} : c_j^{i_1-1,i_2+1} : \ldots : c_j^{i_1,i_2-1} : c_j^{i_1,i_2} : c_j^{i_1,i_2+1} : \ldots : c_j^{i_1+1,i_2-1} : c_j^{i_1+1,i_2} : c_j^{i_1+1,i_2+1} : \ldots : \ldots : \ldots : \ldots : \ldots : m_j \times n_j],
\]

where \( i_1 = 1, \ldots, m_j, i_2 = 1, \ldots, n_j \), and \( m_j, n_j \) are the number of patches in the row direction and column direction, respectively. Because we use the piecewise constant basis function over the support set, we can define an interpolation matrix \( L_j : \mathbb{R}^{m_j \times n_j} \to \mathbb{R}^{m \times n} \) to update the solution on the finest layer, i.e.

\[
L_j e_j = [\ldots : c_j^{i_1-1,i_2-1} : c_j^{i_1-1,i_2} : c_j^{i_1-1,i_2+1} : \ldots : c_j^{i_1,i_2-1} : c_j^{i_1,i_2} : c_j^{i_1,i_2+1} : \ldots : c_j^{i_1+1,i_2-1} : c_j^{i_1+1,i_2} : c_j^{i_1+1,i_2+1} : \ldots : \ldots : \ldots : \ldots : \ldots : \ldots : m \times n].
\]

Then the solution can be defined as \( u_{j+1} = u_j + \sum_{j=1}^{J} L_j e_j \).

We use the V-cycle to solve the minimization model from the finest layer \( V_1 \) to the coarsest layer \( V_J \), and then from
the coarsest layer to the finest layer. In practice, we find that half of the V-cycle is sufficient for the decrease of the energy functional, while the other half of the V-cycle does little improvement. Thus the coarse to fine subspace correction can be omitted.

C. The Domain Decomposition Strategy

The domain decomposition method (DDM) is another promising technique to deal with large-scale problems, which divides the large-scale problem into smaller problems for parallel computation. In the following, we will apply the non-overlapping domain decomposition method to enable parallel computation.

Fig. 4 displays the four-color decomposition on the finest layer and the second layer, respectively. More specifically, we divide the basis function \( \{ \phi_j \}_{j=1}^{N} \) into four groups \( \bigcup_{k=1}^{4} \{ \phi_j : i \in I_k \} \) to reduce the dependency on the order of basis functions and improve the parallelism for subproblems on each layer, where \( I_k \) contains the indexes with the same color. This decomposition guarantees that neighboring patches in a 4-connected neighborhood are in different subsets. We can see that the support of the basic functions \( \{ \phi_j : i \in I_k \} \) are non-overlapping for each \( k = 1, 2, 3, 4 \), and the minimization of \( F(u + c_i \phi_j) \) for \( i \in I_k \) can be solved in parallel. In particular, four subproblems are solved in consecutive order

\[
\min_{\delta u \in V^{(k)}_j} F(u + \delta u), \quad \text{for } k = 1, 2, 3, 4,
\]

where \( V^{(k)}_j = \text{span}\{ \phi_j : i \in I_k \} \) and \( V_j = \sum_{k=1}^{4} V^{(k)}_j \). It is readily checked that

\[
\min_{\delta u \in V^{(k)}_j} F(u + \delta u) = \min_{c \in \mathbb{R}^{|I_k|}} F(u + \sum_{i \in I_k} c_i \phi_j).
\]

We denote \( c_{j,k} = (c_{1,j}, c_{2,j}, \ldots, c_{|I_k|,j}) \) as the solution to (13), where \( |I_k| \) is the total number of elements in \( I_k \) and \( N_j = \sum_{k=1}^{4} |I_k| \). Then, the implementation of the algorithm to solve the mean curvature minimization problem (3) is summarized in Algorithm 3.

Algorithm 3 The Multi-Grid Method for Solving the Mean Curvature Minimization Model (3)

```
Input: \( u_0, f, \alpha \);
for \( l = 0,1,\cdots \) / Outer iterations */
do
  for \( j = 1 \) to \( J \) / From the fine layer to coarse layer */
do
    for \( k = 1 \) to \( 4 \) / the four-color DDM iterations */
do
      \( c_{j,k} = \arg \min_{c \in \mathbb{R}^{|I_k|}} F(u_l + \sum_{i \in I_k} c_i \phi_j) \);
end
\( u_{l+1} = u_l + \sum_{j=1}^{J} L_j (u_{l|c_{j,k}}) \);
End till some stopping criterion meets;
end
Output: \( u_{l+1} \)
```

III. THE GAUSSIAN CURVATURE MINIMIZATION PROBLEM

We can directly extend the proposed multi-grid method to solve the following Gaussian curvature minimization problem

\[
\min_{u} F(u) := \sum_{k_1=1}^{m} \sum_{k_2=1}^{n} |K(u[k_1,k_2])| + \frac{\alpha}{2} (u[k_1,k_2] - f[k_1,k_2])^2,
\]

where \( K(u[k_1,k_2]) = \kappa_{min}(u[k_1,k_2]) \kappa_{max}(u[k_1,k_2]) \) is the Gaussian curvature over pixel \( (k_1, k_2, u[k_1,k_2]) \). The one-dimensional problem for the Gaussian curvature minimization problem over the finest grid is given as follows

\[
\min_{c \in \mathbb{R}} |K(u[k_1,k_2] + c)| + \frac{\alpha}{2} (c - f^*[k_1,k_2])^2.
\]

Similarly, we use the FBS scheme to solve the local problem (15). The only difference is how to estimate the minimizer.
of curvature regularization term. Supposing that \( t \) tangent planes are enumerated, we can estimate \( t \) normal curvatures \( \kappa_\ell, \ell = 1, 2, \ldots, t \) in the local patch. According to differential geometry theory, the normal curvature can be calculated as the quotient of the second fundamental form and the first fundamental form as follows:

\[
\kappa_\ell = \frac{\Pi}{1} \approx \frac{d_\ell}{d s^2},
\]

where \( d_\ell \) denotes the distance of a neighboring point to the tangent plane and \( d s \) denotes the arc-length between the neighboring point and the central point. Then Gaussian curvature can be defined by the two principal curvatures, where the principal curvatures are obtained by \( \kappa_{\text{min}} = \min\{\kappa_1(u[k_1, k_2])\}, \kappa_{\text{max}} = \max\{\kappa_2(u[k_1, k_2])\} \) for \( \ell = 1, \ldots, t \). We further denote \( \kappa^*(u[k_1, k_2]) = \min\{||\kappa_{\text{min}}||, ||\kappa_{\text{max}}||\} \) be the principal curvature with the smaller absolute value, and \( T^* \) be the corresponding tangent plane. Thereupon, we have the following proposition to estimate the analytical solution for Gaussian curvature minimization.

**Proposition 2:** The correction \( c \) on each point \((k_1, k_2, u[k_1, k_2]) \in \Omega \) to minimize the Gaussian curvature \( |K(u[k_1, k_2] + c)| \) is given as \( c = d^* \), where \( d^* \) is the distance of \((k_1, k_2, u[k_1, k_2]) \) to the tangent plane \( T^* \).

**Proof:** Since the point \((k_1, k_2, u[k_1, k_2] + d^*) \) is on the tangent plane w.r.t. the principle curvature, we have \( 0 = |K(u[k_1, k_2] + d^*)| \leq |K(u[k_1, k_2])| \).

Then, we can use Algorithm 2 to solve the patch problem (15), and both the multi-grid method and domain decomposition method can be applied to solve the Gaussian curvature minimization problem (14) without much effort. Therefore, we omit the details here.

**IV. NUMERICAL EXPERIMENTS**

In this section, we evaluate the performance of the proposed multi-grid algorithm on the image denoising problem. The qualities of the denoised images are measured by both the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index Measure (SSIM). All of the experiments are implemented in a MATLAB R2016a environment on a desktop with an Intel Core i9 CPU at 3.3 GHz and 8 GB memory.

**A. The Effect of the Multi-Grid Method**

The choice of the maximal number of layers is important in our multi-grid method, which affects the numerical convergence of the curvature minimization problems. We implement both multi-grid mean curvature (MGMC) model and multi-grid Gaussian curvature (MGGC) model on test images shown in Fig. 5, which are corrupted by white Gaussian noise with zero mean and standard deviation \( \sigma = 10 \). In the experiment, the regularization parameter varies as \( \alpha \in \{0.1, 0.06, 0.03\} \) and the number of layers changes as \( J \in \{1, 2, 3, 4, 5, 6\} \). Both MGMC and MGGC are stopped when the following relative error of the numerical energy is smaller than the predefined tolerance

\[
\text{RelErr}(F(u_{i+1})) = \frac{|F(u_{i+1}) - F(u_i)|}{|F(u_{i+1})|} \leq \epsilon, \quad (16)
\]

which is set as \( \epsilon = 10^{-6} \).

Table II displays the number of iterations, CPU time, and numerical energies for different combinations of the number of grid layers \( J \) and regularization parameter \( \alpha \). As can be seen, both MGMC and MGGC converge to similar numerical energies for a fixed value of \( \alpha \). Besides, we also conclude the following two observations:

- Introducing the coarse layers can greatly reduce the iterations. Much CPU time is saved by increasing the maximum layers from \( J = 1 \) to \( J = 3 \). However, the CPU time increases as \( J \) keeps increasing to \( J = 6 \) for all examples.

- The advantage of the multi-grid method is dominant when the regularization parameter \( \alpha \) becomes smaller and smaller. The computational time of the single layer method is almost doubled as \( \alpha \) decreases from \( \alpha = 0.1 \) to \( \alpha = 0.03 \), while the growth of the multi-grid method is much smaller.

Thus, the number of layers is fixed as \( J = 3 \) for both MGMC and MGGC in the following experiments.

**B. Complexity Discussion**

We verify the linear convergence of our multi-grid method on both images ‘Triangle’ and ‘Parrot’, the size of which varies as \( \{128 \times 128, 256 \times 256, 512 \times 512, 1024 \times 1024, 2048 \times 2048\} \). All images are corrupted by Gaussian noises with zero mean and standard deviation \( \sigma = 10 \). We set the regularization parameter as \( \alpha = 0.06 \) and the error tolerance as \( \epsilon = 10^{-5} \). We implement both V-cycle (fine-to-coarse-to-fine) and half V-cycle (fine-to-coarse). The comparison results of the number of iterations, PSNR, CPU(s), and CPU ratio are recorded in Table III. By CPU ratio, it can be checked that the computational time of both the V-cycle and half of the V-cycle is proportional to the size of image \( N \), and of complexity \( \mathcal{O}(N) \). For different sizes of images, half of the V-cycle algorithm always consumes fewer costs than the V-cycle one, especially for images of size \( 2048 \times 2048 \) down by a sixth, without sacrificing any accuracy. Therefore, the fine-to-coarse structure is used in our experiments.
TABLE II
THE NOISE LEVEL \(\sigma = 10\)

| ID | \(\alpha\) | Mean curvature | Gaussian curvature |
|----|-----|----------------|-------------------|
| 1  | 257 24.41 2.3158 | 378 38.01 2.4117 | 417 34.41 2.5074 |
| 2  | 84.96 2.3004 | 80 9.43 2.4161 | 114 13.21 2.5077 |
| 3  | 55.39 2.2835 | 62 5.47 2.4003 | 67 8.67 2.5071 |
| 4  | 33 2.2823 | 48 3.84 2.4005 | 50 4.84 2.5075 |
| 5  | 19 2.2818 | 32 2.16 2.4008 | 38 2.48 2.5078 |
| 6  | 60 9.84 2.2875 | 69 9.71 2.4009 | 69 9.67 2.5072 |

TABLE III
THE COMPARISON OF THE NUMBER OF ITERATIONS, PSNR, CPU(s), AND CPU RATIO FOR DIFFERENT SIZE IMAGES WITH V-CYCLE AND HALF OF THE V-CYCLE (DEMONED BY H-V-CYCLE)

| Methods | Sizes | N | PSNR | CPU | PSNR/ CPU | Ratio |
|---------|-------|---|------|-----|-----------|-------|
| H-v-cycle | 128 | 16384 | 65 | 32.13 | 0.72 | — | 78 | 22.93 | 0.84 | — |
| 256 | 69356 | 65 | 35.19 | 2.27 | 3.2 | 61 | 25.43 | 2.01 | 2.4 |
| 512 | 262144 | 65 | 35.19 | 2.57 | 4.0 | 57 | 28.23 | 2.8 | 4.0 |
| V-cy cle | 128 | 16384 | 63 | 32.66 | 1.01 | — | 64 | 22.94 | 0.98 | — |
| 256 | 69356 | 65 | 35.12 | 2.83 | 2.8 | 58 | 25.42 | 2.68 | 2.7 |
| 512 | 262144 | 62 | 38.91 | 11.82 | 4.0 | 55 | 28.18 | 10.25 | 4.0 |

TABLE IV
THE COMPARISON OF IMAGE DE NOISING BETWEEN THE DENOISING METHODS AND MEAN CURVATURE FILTER FOR THE NOISE LEVEL \(\sigma = 10\)

| Curvature | Index | Mean curvature | Gaussian curvature |
|-----------|-------|----------------|-------------------|
| PSNR      | 118   | 8.5           | 7.9              |
| 125       | 7     | 6             | 6                |
| 134       | 5     | 5             | 5                |
| 135       | 4     | 4             | 4                |
| CPU(s)    | 2.52  | 1.01          | 1.01             |
| Energy    | 1.24  | 0.62          | 0.62             |
| 1.24      | 0.62  | 0.62          | 0.62             |
| 1.24      | 0.62  | 0.62          | 0.62             |
| 1.24      | 0.62  | 0.62          | 0.62             |
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Fig. 6. The denoising results of the smooth images A1 and A2 (from top to bottom) obtained by the Euler’s elastica [5] and our Gaussian curvature model, where we set the regularization parameter as $\alpha = 0.06$ and the error tolerance as $\epsilon = 10^{-6}$.

Fig. 7. The image surfaces of the clean images and restoration images were obtained by Euler’s elastic regularization model [5] and our Gaussian curvature regularization model.

C. Properties of Curvature Regularization

Both mean curvature and Gaussian curvature are well-known for their abilities in preserving image contrast and structural features [6], [18]. Now we use our Gaussian curvature regularization model as an example and compare it with the Euler’s elastica regularization model on two synthetic images. As shown in Fig. 6, both images are corrupted by Gaussian noise with zero mean and standard deviation $\sigma = 20$. The restoration images demonstrate that our model outperforms Euler’s elastica [5] in preserving edges and corners. Moreover, the residual images obtained by Euler’s elastica also contain more image information than ours, which confirms Gaussian curvature regularization is better at maintaining image contrast. In addition, we display the image surface plots of clean images and restored images of Euler’s elastica and MGGC in Fig. 7, where our Gaussian curvature regularization model effectively keeps the sharp corners and jumps.

D. Comparison With Curvature Filters

In what follows, we verify the advantages of the proposed multi-grid method by comparing it with the multi-grid method in [12] and curvature filter [22]. Note that the domain decomposition method has been applied to the curvature filter for a fair comparison. We degrade the test images in Fig. 5 by the white Gaussian noises with zero mean and standard deviation $\sigma = 10$. The regularization parameter $\alpha$ are set as $\alpha \in [0.1, 0.06, 0.03]$ and error tolerance is fixed as $\epsilon = 10^{-6}$ for all methods. There are no other parameters for the mean curvature filter (CFMC) and Gaussian curvature filter (CFGC), where both methods are solved by gradient flow as presented in [22]. The parameters of multi-grid method [12] (denoted by MG) are set as: the total number of iterations is 10, the maximal level is 3, the stopping condition is set as (16), and all other parameters are set as suggested by the paper.

Table IV records the PSNR, the number of iterations, CPU time, and the numerical energies obtained by different approaches. As can be seen, our method always achieves higher PSNR and smaller energies than the curvature filter, while providing better or similar PSNR as the MG method. More importantly, much CPU time can be saved by our fine-to-coarse strategy, especially for images of large scales and regularization parameters. We notice that multi-grid method [12] is very time consuming for solving the high-order PDEs. Obviously, our multi-grid method can well balance efficiency and effectiveness.

More than that, we compare the performance of our multi-grid methods with curvature filters on images corrupted by different noise levels, i.e., $\sigma \in [10, 20, 30]$, where $\alpha$ is chosen to achieve the best restoration results. As provided in Table V, our multi-grid method always outperforms the curvature filter in both image quality and computational efficiency. The main reason behind this is that both mean curvature and Gaussian curvature in our model are estimated by the definitions in differential geometry. To make it more clear, we present one representative restoration result in Fig. 8, where the results of the one-layer multi-grid methods are also illustrated for comparison. It can be observed the one-layer multi-grid methods produce much better results than curvature filters with much smoother details. And the multi-grid strategy can further improve the restoration quality.

E. Comparison Study and GPU Implementation

In this subsection, we compare our mean curvature method with several state-of-the-art image denoising methods on a
### Table V

| Index | \(\alpha = 10\), \(\alpha = 0.06\) | \(\sigma = 20\), \(\alpha = 0.05\) | \(\sigma = 30\), \(\alpha = 0.04\) | \(\sigma = 10\), \(\alpha = 0.06\) | \(\sigma = 20\), \(\alpha = 0.05\) | \(\sigma = 30\), \(\alpha = 0.03\) |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| CFMC  | MGGC | CFMC | MGGC | CFMC | MGGC | CFMC | MGGC | CFMC | MGGC | CFMC | MGGC |
| 1     | 40.88 | 43.01 | 35.17 | 38.11 | 33.87 | 35.55 | 39.01 | 41.01 | 34.51 | 37.33 | 32.31 | 35.19 |
| 2     | 33.67 | 35.61 | 30.95 | 33.37 | 29.75 | 31.51 | 33.87 | 35.85 | 31.09 | 33.52 | 29.89 | 31.33 |
| 3     | 30.21 | 32.85 | 28.22 | 30.48 | 26.94 | 29.11 | 31.89 | 33.92 | 27.97 | 29.61 | 26.21 | 28.14 |
| 4     | 30.26 | 32.68 | 27.39 | 29.51 | 26.28 | 28.35 | 29.84 | 32.23 | 27.18 | 28.55 | 25.62 | 27.22 |

Table VI records both PSNR and SSIM obtained by different methods, where our method gives the best restoration qualities. We also display two representative restoration results, i.e., image #15 and #21, in Fig. 10. By observing the results of image #15, our proposed method can preserve very good textural structures, while other methods have smoothed out the fine details. The reason behind this is that we use more neighboring points to estimate the update for the central point; see the examples in Fig. 11. Next, we compare the numerical energy and relative error of CFMC [22], MC [6], one-layer MGMC and MGMC on both image #15 and #21 in Fig. 12, which are corrupted by Gaussian noise with the noise level \(\sigma = 20\). As shown, with the same regularization parameter, our MGMC provides lower numerical energy and faster convergence than the ALM-based algorithm in [11].
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Fig. 9. The test dataset includes 30 gray images, where the size of images #1−#15 is 512 × 512 and the size of images #16−#30 is 1024 × 1024.

Fig. 10. The denoised results were obtained by different methods on image #15 and #21 with the noise level of $\sigma = 20$.

Fig. 11. The illustration of points used to estimate the update for the central point (blue one), where the red points are used for calculation.

Since the sub-minimization problems of the same color in Algorithm 3 are independent, we can use the GPU computation to improve its efficiency. The GPU implementation was carried out on a computer with an Intel(R) Core i9 CPU at 3.30 GHz and Nvidia GeForce GTX 1050TI GPU card. Fig. 13 displays the running time of different methods, where the left plot contains images numbered from #1 to #15 with the size of 512 × 512 and the right plot contains images numbered from #16 to #30 with the size of 1024 × 1024. It can be observed, among the curvature minimization approaches, our MGMC method is the fastest one followed by CFMC, TAC, Euler’s elastica, TGV, and TVTV model. Furthermore, both MC and Euler’s elastica model spend similar computational time, more than TAC, which is in accord with our complexity analysis. Moreover, GPU implementation also accelerates efficiency. For images of size 1024 × 1024, the computational time is improved from the 40s to 25s, which is very important for real applications. In summary, our multi-grid algorithm achieves the best performance on image restoration problems with very high efficiency, which does not trade accuracy for speed.

V. APPLICATION TO IMAGE RECONSTRUCTION

In this section, we extend the curvature regularization method and multi-grid algorithm to more general inverse problems. The task is to recover $u \in \mathbb{R}^2$ from the observed data defined by

$$b = Au + \nu,$$

where $\nu$ is the random noise and $A$ is a linear and bounded operator varying with different image processing tasks. To be specific, $A$ represents the Radon transform and Fourier transform for CT and MRI reconstruction, respectively.

We use the mean curvature as the regularization term and are concern with the following image reconstruction problem

$$\min_u \frac{1}{2} \| Au - b \|^2 + \alpha \sum_{x \in \Omega} |H(u(x))|,$$

which is solved by the aforementioned multi-grid method. Similarly, we implement the non-overlapping domain decomposition method on each layer to make the subproblems become independent and can be solved in parallel. The
sub-minimization problems belonging to the same color are gathered as follows:

\[
\min_{c_j \in \mathbb{R}^N_k} \frac{1}{2} \left\| A(u + \sum_{i \in I_k} c_i \phi_j^i) - b \right\|^2 + \alpha \sum_{i \in I_k} \sum_{x \in \tau_i^j} \left| H(u(x) + c_i \phi_j^i(x)) \right|.
\]

where the closed-form solution is given as

\[
\begin{bmatrix}
L_{1,1} & \cdots & \langle A \phi_j^1, A \phi_N^k \rangle \\
\langle A \phi_j^2, A \phi_1^1 \rangle & \cdots & \langle A \phi_j^2, A \phi_N^k \rangle \\
\vdots & \ddots & \vdots \\
\langle A \phi_j^{N_k-1}, A \phi_1^{N_k-2} \rangle & \cdots & \langle A \phi_j^{N_k-1}, A \phi_N^{N_k-1} \rangle \\
\langle A \phi_j^N, A \phi_1^1 \rangle & \cdots & \langle A \phi_j^N, A \phi_N^{N_k-1} \rangle
\end{bmatrix}
\begin{bmatrix}
c_1^j \\
c_2^j \\
\vdots \\
c_{N_k}^j
\end{bmatrix}
= \begin{bmatrix}
r_1^j \\
r_2^j \\
\vdots \\
r_{N_k}^j
\end{bmatrix}.
\]

According to Proposition 1, the above subproblem can be further reformulated into the following quadratic problem

\[
\min_{c_j \in \mathbb{R}^N_k} \frac{1}{2} \left\| A(u + \sum_{i \in I_k} c_i \phi_j^i) - b \right\|^2 + \alpha \sum_{i \in I_k} \left( c_j^i - d_j^i \right)^2,
\]

where the closed-form solution is given as

\[
\begin{bmatrix}
L_{1,1} & \cdots & \langle A \phi_j^1, A \phi_N^k \rangle \\
\langle A \phi_j^2, A \phi_1^1 \rangle & \cdots & \langle A \phi_j^2, A \phi_N^k \rangle \\
\vdots & \ddots & \vdots \\
\langle A \phi_j^{N_k-1}, A \phi_1^{N_k-2} \rangle & \cdots & \langle A \phi_j^{N_k-1}, A \phi_N^{N_k-1} \rangle \\
\langle A \phi_j^N, A \phi_1^1 \rangle & \cdots & \langle A \phi_j^N, A \phi_N^{N_k-1} \rangle
\end{bmatrix}
\begin{bmatrix}
c_1^j \\
c_2^j \\
\vdots \\
c_{N_k}^j
\end{bmatrix}
= \begin{bmatrix}
r_1^j \\
r_2^j \\
\vdots \\
r_{N_k}^j
\end{bmatrix}.
\]

Authorized licensed use limited to: University of Liverpool. Downloaded on June 01, 2023 at 02:12:35 UTC from IEEE Xplore. Restrictions apply.
TABLE VII

| Sizes | PSNR (σ = 0) | SSIM (σ = 0) | CPU Time (σ = 0) | Iterations (σ = 0) | CPU Time per Iteration (σ = 0) |
|-------|-------------|--------------|------------------|---------------------|-------------------------------|
| Methods | Shp-Logan | Fbld-gen | Shp-Logan | Fbld-gen | Shp-Logan | Fbld-gen | Shp-Logan | Fbld-gen | Shp-Logan | Fbld-gen |
| PSNR | 36.85 | 34.00 | 33.01 | 31.38 | 32.42 | 30.88 | 28.52 | 27.18 | 29.37 | 27.52 | 24.67 | 24.18 |
| SSIM | 0.9901 | 0.9881 | 0.9801 | 0.9746 | 0.9044 | 0.8947 | 0.8574 | 0.8361 | 0.8546 | 0.8508 | 0.8579 | 0.7126 |
| # | 104 | 89 | 124 | 112 | 134 | 127 | 134 | 126 | 114 | 96 | 130 | 120 |
| CPU | 0.4782 | 0.3612 | 0.474 | 0.467 | 1.9769 | 2.1793 | 2.0166 | 3.6585 | 0.5016 | 0.6304 | 0.5021 | 0.6696 |
| PSNR | 36.85 | 34.00 | 33.01 | 31.38 | 32.42 | 30.88 | 28.52 | 27.18 | 29.37 | 27.52 | 24.67 | 24.18 |
| SSIM | 0.9901 | 0.9881 | 0.9801 | 0.9746 | 0.9044 | 0.8947 | 0.8574 | 0.8361 | 0.8546 | 0.8508 | 0.8579 | 0.7126 |
| # | 116 | 108 | 134 | 128 | 145 | 139 | 168 | 151 | 128 | 125 | 151 | 142 |
| CPU | 0.6197 | 0.5188 | 0.594 | 0.4916 | 2.4745 | 3.1462 | 2.7804 | 4.2162 | 0.6291 | 0.7218 | 0.5956 | 0.7764 |

The comparison in terms of PSNR, SSIM, CPU time, the number of iterations (denoted by #) and CPU time per iteration (denoted by CPU/I) for CT reconstruction with projection numbers of N_p = 18 and 36, where image intensity is projected to [0, 1].

A. CT Reconstruction

The CT reconstruction algorithms can be roughly divided into two categories [40]: the analytic algorithms and the iterative algorithms. The latter is known to be able to provide better reconstruction images especially when the inverse problem (18) becomes ill-posed [41]. The total variation regularization [30], TV stokes model [42] and total generalized variation (TGV) [43], [44] have been studied as the regularization and was shown effective for sparse CT reconstruction problems. Besides, the multi-grid method has also been applied for CT reconstruction to achieve better reconstruction results [30], [45].

Now we discuss the numerical examples of the proposed multi-grid algorithm for CT reconstruction problem. Two phantom images ‘Shepp-Logan’ and ‘Forbild-gen’ with the size of 512 × 512 and 1024 × 1024, are used to evaluate the performance. We adopt the parallel-beam geometry for both images in the experiments and set the projection numbers to be N_p = 18 and 36.

In what follows, we evaluate the effectiveness and efficiency of the proposed multi-grid method by comparing it with the total variation model [30], which is also implemented by the multi-grid method. The implementation details are described as follows

1) The multi-grid total variation model (MGTVM): The parameters are set as α = 3.5 × 10^{-5} and 2 × 10^{-5} for projection number N_p = 18 and 36, respectively, and β = 10^{-6} for noiseless experiments. We set α = 3 × 10^{-4} and 5 × 10^{-4} for N_p = 18 and 36 on the noise level σ = 0.005, where the image intensity is projected to [0, 1].

2) The multi-grid mean curvature model (MGMC): The parameters are set as α = 4 × 10^{-3} and 3 × 10^{-3} for projection number N_p = 18 and 36, respectively. We set α = 1 × 10^{-4} and 2 × 10^{-4} for N_p = 18 and 36 on the noise level σ = 0.005.

Both multi-grid methods are stopped using the relative error of the numerical energy (16) for ϵ = 10^{-4} and the stopping criteria for the linear system (19) is when the iteration number reaches the maximum iteration number of 10. The number of layers is set as J = 4 for both algorithms.

The comparison results of PSNR, SSIM, CPU time, the number of iterations, and CPU time per iteration are all
σ = 65% radial sampling patterns and Gaussian noise of Fig. 15. MRI reconstruction results and residual images of the brain image and foot image under 12.

Table VIII displays the PSNR, SSIM, and CPU time of the comparison methods. As illustrated, all high-order regularization methods produce higher PSNR and SSIM than TV model. And our MGMC outperforms the TGVST and BM3D-MRI in terms of PSNR, SSIM and CPU time. We also exhibit reconstructed images and residual images in Fig. 15, which are recorded in Table VII. For different combinations of images and projection numbers, our MGMC always gives higher PSNR and SSIM than MGT V, which benefits from the strong priors of the curvature regularization. In terms of computational efficiency, because our local minimization problem has an analytical solution, the computational efficiency of our MGMC is quite high, which is verified by the CPU time per iteration. On the other hand, it requires solving a nonlinear PDE on the local problems for the TV regularization model, which is time consuming. The advantages of our nonlinear PDE on the local problems for the TV regularization model become stronger for the large-scale problems that our curvature regularization method performs faster than TV method become stronger for the large-scale problems that the zero-mean complex Gaussian noise with the standard variation of σ = 10 is introduced into both data.

B. MRI Reconstruction

Similarly, different higher-order regularization terms have been used for compressed sensing MRI reconstruction problems, such as total generalized variation and shearlet transform (TGVST) [46], BM3D-MRI [47], Euler’s elastica [48], and nonlocal elastica regularization [49] etc. These methods can effectively recover the missing details and preserve geometric information. We also apply the proposed MGMC method for compressed sensing MRI problem, where A becomes a composite operator defined as A = P F with P being the selection operator and F being the Fourier transform.

In the following part, we use two MR images as examples, one brain image and one foot image of size 256 × 256. Both Cartersian sampling pattern and radial sampling pattern are chosen for evaluation. We also introduced the zero-mean complex Gaussian noise with the standard variation of σ = 10 into the under-sampled data. The performance of MGMC is compared with state-of-the-art variational methods including the TGVST [46] and BM3D method [47], the implementation detail of which are presented as follows:

1) TV [50]: The TV regularization model was solved by primal dual method. The step size is given as τ = 1/(2L F) and σ = L F/L 2 for the primal and dual variable, respectively, where L = ∥ ∥ and L F is the Lipschitz constant of F(u) = ∥∥PFu − f∥∥ 2. The regularization parameter is set as α = 3 × 10−3 for both under-sampled patterns.

2) TGVST [46]: We implement the TGVST algorithm with same parameters as the ones used in the original paper such as β = 103, λ = 0.01, α0 is raised from 10−3 to 10−2 and α1 is fixed as 10−3.

3) BM3D-MRI [47]: The range of parameter for the observation fidelity is λ BM3D ∈ [0.5]. The total iteration number is set as 50 to balance the performance and efficiency. Both the iteration number and relative error ϵ = 1 × 10−4 are used as the terminating conditions.

4) MGMC: The parameters are set as α = 5 × 10−3 for both under-sampled patterns.

Fig. 15. MRI reconstruction results and residual images of the brain image and foot image under 12.65% radial sampling patterns and Gaussian noise of σ = 10. Note that the residual images are displayed in [0, 0.2] and [−0.4, 0.4] for brain and foot images, respectively.

| Images | Methods | Cartersian sampling (20.06%) | Radial sampling (12.65%) |
|--------|---------|-------------------------------|-------------------------|
|        |         | CPU  | # | PSNR | SSIM | CPU  | # | PSNR | SSIM |
| Brain  | TV      | 19.47 | 4993 | 0.0039 | 23.91 | 0.5401 | 35.57 | 4112 | 0.0041 | 30.42 | 0.9419 |
|        | TGVST   | 24.32 | 191  | 0.1272 | 23.59 | 0.7842 | 15.11 | 151  | 0.1159 | 31.36 | 0.9615 |
|        | BM3D-MRI | 24.75 | 33   | 0.7487 | 23.72 | 0.6415 | 28.51 | 38   | 0.7500 | 31.47 | 0.9561 |
|        | MGMC    | 15.14 | 174  | 0.087  | 24.62 | 0.7855 | 12.78 | 145  | 0.079  | 31.85 | 0.9674 |
| Foot   | TV      | 25.95 | 5768 | 0.0045 | 25.96 | 0.8443 | 29.57 | 7214 | 0.0043 | 27.9  | 0.8466 |
|        | TGVST   | 23.27 | 185  | 0.1243 | 27.29 | 0.8556 | 22.34 | 160  | 0.1396 | 28.57 | 0.8546 |
|        | BM3D-MRI | 29.41 | 39   | 0.7514 | 27.11 | 0.8547 | 28.45 | 37   | 0.7546 | 28.63 | 0.8389 |
|        | MGMC    | 13.45 | 149  | 0.085  | 27.63 | 0.8559 | 15.54 | 166  | 0.087  | 29.12 | 0.8569 |
which are consistent with quantitative results in Table VIII. It can be observed that less structural information is presented in the residual images obtained by our MGMC method.

VI. CONCLUSION

We proposed an efficient multi-grid algorithm for solving the curvature-based minimization problems that rely on the piecewise constant basic spanned subspace correction. The original minimization was then transferred into a series of local problems from the fine layer to the coarse layer, each of which was solved by the forward-backward splitting scheme with a convergence guarantee. More importantly, there existed analytical solutions to the sub-minimization problems on local patches, which can be solved very efficiently. We also applied the non-overlapping domain decomposition method on each layer to increase the parallelism for improving computational efficiency. Furthermore, we implemented the proposed algorithms by GPU computation to deal with large-scale image processing tasks. Comparative experiments on image denoising and reconstruction problems demonstrate the efficient performance of the proposed method by comparing it with several advanced denoising methods.

Although we proved the energy diminishing of the pixelwise minimization problem (5), it is difficult to show the fine layer problem converges to a minimizer of (3) due to the nonconvexity of the curvature energy. As far as we know, the convergence analysis of curvature regularization models has made some achievements, mainly for the Euler’s elastica regularization model. In [7], [51], convex relaxation of elastica energy via functional lifting was studied to establish numerical algorithms with convergence guarantee. He, Wang and Chen [52] proposed a penalty relaxation algorithm with the theoretical guarantee to find a stationary point of Euler’s elastica model. However, the convergent algorithms for solving the mean curvature and Gaussian curvature energies are still very limited, which we would like to study in the future. Other future works include developing more efficient algorithms for curvature-related minimization models and expanding the applications of curvature regularization, e.g., improving the robustness of deep neural network models [53], [54], [55].

APPENDIX A

PROOF OF LEMMA 1

Proof: We prove the lemma followed the Lemma 1 in [38]. The first-order optimality condition of Algorithm 2 gives

\[
c_{t+1} = c_t - \eta_t \partial f(c_{t+\frac{1}{2}}) - \eta_t \nabla r(c_{t+1}).
\]

The convexity of \( r(c) \) implies that for any \( \tilde{c} \)

\[
r(\tilde{c}) \geq r(c_{t+1}) + \langle \nabla r(c_{t+1}), \tilde{c} - c_{t+1} \rangle. \tag{20}
\]

Since there is \( \|\nabla r(c)\|^2 \leq G^2 \) and \( \|\nabla f(c)\|^2 \leq D^2 \), we can obtain the following inequality from the Cauchy-Schwartz inequality

\[
\langle \nabla r(c_{t+1}), c_{t+1} - c_t \rangle \leq \eta_t (G^2 + GD). \tag{21}
\]

By expanding the squared norm of the difference between \( c_{t+1} \) and \( \tilde{c} \), it gives

\[
\|c_{t+1} - \tilde{c}\|^2 = \|c_t - \eta_t \partial f(c_{t+\frac{1}{2}}) - \eta_t \nabla r(c_{t+1}) - \tilde{c}\|^2
\]

\[
= \|c_t - \tilde{c}\|^2 - 2\eta_t \langle \partial f(c_{t+\frac{1}{2}}), c_t - \tilde{c} \rangle
\]

\[
+ \|\eta_t \partial f(c_{t+\frac{1}{2}}) + \eta_t \nabla r(c_{t+1})\|^2
\]

\[
- 2\eta_t [\langle \nabla r(c_{t+1}), c_{t+1} - \tilde{c} \rangle - \langle \nabla r(c_{t+1}), c_{t+1} - c_t \rangle].
\]

We now use (20) and (21) to get

\[
\|c_{t+1} - \tilde{c}\|^2 \leq \|c_t - \tilde{c}\|^2 - 2\eta_t r(c_{t+1}) + 2\eta_t r(\tilde{c})
\]

\[
+ \eta_t^2 (3G^2 + D^2 + 4GD)
\]

\[
+ 2\eta_t \langle \partial f(c_{t+\frac{1}{2}}), \tilde{c} - c_t \rangle. \tag{22}
\]

By Proposition 1, we have \( f(c_{t+\frac{1}{2}}) \leq f(c) \). Relying on the definition of \( \partial f(c_{t+\frac{1}{2}}) \), we can estimate the last term

\[
\langle \partial f(c_{t+\frac{1}{2}}), \tilde{c} - c_t \rangle
\]

\[
= \langle \partial f(c_{t+\frac{1}{2}}), \tilde{c} - c_{t+\frac{1}{2}} \rangle + \langle \partial f(c_{t+\frac{1}{2}}), c_{t+\frac{1}{2}} - c_t \rangle
\]

\[
\leq \left\{ \begin{array}{ll}
\langle f(c_{t+\frac{1}{2}}) - f(\tilde{c}), \tilde{c} - c_{t+\frac{1}{2}} \rangle \\
\langle f(c_{t+\frac{1}{2}}) - f(c), c_t - c_{t+\frac{1}{2}} \rangle
\end{array} \right. \tag{23}
\]

By substituting (23) into (22), we can obtain

\[
2\eta_t \left( f(c_t) + r(c_{t+1}) - J(\tilde{c}) \right)
\]

\[
\leq \|c_t - \tilde{c}\|^2 - \|c_{t+1} - \tilde{c}\|^2 + \eta_t^2 (5G^2 + 3D^2).
\]

which completes the proof.
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