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Abstract

The large number of exact fitness function evaluations makes evolutionary algorithms to have computational cost (especially in Multi Objective Problems (MOPs)). In some real-world problems, reducing number of these evaluations is much more valuable even by increasing computational complexity and spending more time. To fulfil this target, we introduce an effective factor, in spite of applied factor in Adaptive Fuzzy Fitness Granulation NSGAII (AFFG_NSGAII) algorithm, to filter out worthless individuals more precisely. Our proposed approach is compared with respect to AFFG_NSGAII, using the Hypervolume (HV) and the Inverted Generational Distance (IGD) performance measures. The proposed method is applied to 1 traditional and 1 state-of-the-art benchmarks with considering 3 different dimensions. From an average performance view, the results indicate that although decreasing the number of fitness evaluations leads to have performance reduction but it is not tangible compared to what we gain.
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1. Introduction

Evolutionary algorithms (EAs) have a population-based procedure in which the population evolves repeatedly by applying some stochastic operators in order to generate better population members until a termination control criterion is met [1]. They seem to be one of promising optimizers among recent proposed optimization methods [2] since they have a number of unique features as follows. (i) EAs can be implemented simply [1], (ii) EAs can find multiple optimal solutions ideally while classical optimization methodologies can’t find such solutions efficiently [3], and (iii) EAs perform the parallel search as a computationally quick procedure in contrast with classical optimization methodologies [1].

In a wide variety of real-world optimization problems EAs can be applied [1] because most of the time, practical problems have two or even more normally conflicting objectives which should be optimized simultaneously as MOPs in which a set of optimal solutions (effective solutions) needs to be obtained and EAs can find these effective solutions efficiently in a single run [2] whereas they use a population-based approach. This trend is known as Multi Objective Evolutionary Algorithms (MOEAs).

Also, set of these effective solutions is known as Pareto optimal set and their vectors are called non-dominated. Non-dominated vectors are plotted in objective space and constituted the Pareto front. In MOPs, to assign a fitness value to an individual, all objectives should be evaluated. Therefore, when MOEAs are applied to a complex problem, computational cost can grow increasingly [4]. Also, it can be time-consuming. To handle these difficulties, fitness approximation can be integrated into MOEAs [5].

In our work, we aim to reduce the number of exact fitness function evaluations in one of the state-of-the-art proposed approaches for fitness approximation, which is called AFFG_NSGAII [6, 7] by introducing an effective factor to diagnose valuable individuals more logically.

The remainder of this paper proceeds as follows. Literature review is provided in Section 2. Section 3 expresses the contributions of the proposed approach. Section 4 and Section 5 present the experimental setup and the experimental results respectively. Section 6 is devoted to discussion. Finally, Conclusion of the paper and future directions are described in Section 7.

2. Related Work

In some real-world problems, metaheuristics like evolutionary algorithms are used to find a set of solutions over a unique run. The large number of exact fitness function evaluations makes such problems computationally prohibitive. The computational cost becomes more critical in MOPs since more objectives are involved. To deal with this difficulty, it is common to use approximation techniques, which are divided into three
levels, namely, problem approximation, functional approximation, and evolutionary approximation [8]. Problem approximation tries to substitute an easier computationally solvable problem for the original one. As an example, performance evaluation of turbine blade wind tunnel experiments, which is led to Euler equations, can be replaced with Computational Fluid Dynamics (CFD) simulation, which is led to Navier-Stokes equations [8, 9]. Functional approximation tries to estimate a model based on objective functions known as the fitness function in the evolutionary computation [8]. To approximate fitness function, surrogate-assisted evolutionary computation can be used [9]. In recent researches, an Aggregate Surrogate Model (ASM) for multi objective optimization is introduced [10, 11, 12]. This surrogate model is built based on the combination of One-Class Support Vector Machine (SVMs) to change (randomly) unsupervised population into supervised one in each generation and Support Vector Regression (SVR) to estimate fitness of each individual and provide a Pareto front at last. Since ASM is used for extrapolation, to have enough diversity in the search space, informed operators are applied. In the other hand, because there are some errors in the surrogate model, pre-children generated by informed operators are not filtered in the basis of ASM lonely. In [10, 11] it is done based on ASM gain with regard to the lowest distance to non-dominated solutions in each generation. In [12] offsprings are filtered in a greedy manner (The highest amount of (ASM (k) – ASM (z_k) | k is an offspring and z_k is the nearest neighbor of k)), but premature convergence forces to make a probabilistic selection besides by using a normal distribution. Another research on surrogate-assisted MOEAs was proposed in [13]. In this work a Pareto Rank Learning procedure is used to predict rank of each new offspring. To learn this surrogate model, a population evolves iteratively and the value of each new offspring is evaluated using original objective functions and then is archived into an embedded database. Archiving new offsprings continue until having enough training data. After that, the non-dominance sorting is applied over the archived solutions. Then, an ordinal SVM model is learned based on the sorted database. At last, the rank of each new offspring is predicted in terms of the learned model; if the model produces an output of rank 1 its fitness is evaluated and is archived in the database. This updated database is used for updating the model after each generation. Even though fitness function approximation models presented can reduce cost of solving problems with expensive objective functions, they have some general defects as follows. Since model is updated in each generation, computational burden rises. Moreover, the precision of the model is dependant to the primary training data. Additionally, complexity of model grows exponentially as the number of problem parameters increases [14].

Evolutionary approximation specifically is used in evolutionary algorithms. Fitness inheritance is a major class of this type of approximation, which was basically introduced in [15]. In this method, the number of fitness approximation in contrast with fitness evaluation is controlled based on inheritance proportion parameter. For an individual, its similarity to its parents and fitness of its parents are applied to form a weighted average formula for fitness approximation. Despite the simplicity of this method, since similarity of each individual to its parents is evaluated just in the decision space, its performance is not acceptable [14]. To address the above-mentioned difficulties (in functional and evolutionary approximation), a new method for fitness approximation based on information granulation was introduced by Davarynejad et al. [7] Called Adaptive Fuzzy Fitness Granulation NSGAII (AFFG_NSGAII). In this method, a pool of solutions is constituted in the objective space. Each member of the pool is called a fuzzy granule. Each fuzzy granule is a Gaussian Membership Function (GMF) where its center is an individual and its width is computed based on its fitness and some problem dependant parameters. But approximated fitness sometimes leads to have not sufficient precision in such calculations. So, the weighted rank of each member of the pool besides a problem dependant parameter which is the minimum width of GMFs is used instead [6]. Additionally, each fuzzy granule has a life index used in fitness approximation while it can control the computational complexity of the algorithm. In this method, fitness of each new individual, generated by an evolutionary algorithm (like the standard NSGAII) in the decision space, being approximated or evaluated explicitly is determined based on its maximum similarity to the granules of the pool. The maximum similarity is evaluated in terms of a predefined similarity metric, which is Gaussian similarity function. In this criterion, the computed width of each fuzzy granule is used as a parameter for controlling the degree of the similarity among a new individual and that fuzzy granule; if the maximum similarity of the new individual to the granules of the pool be lower than an adaptive threshold, its fitness is approximated by increasing the granule’s life index. As a point, in [6] the threshold is considered fixed (0.9) to simplify their evaluations. In the other hand, in AFFG_NSGAII, the pool size is controlled in terms of the life index parameter in which the granule with the lowest life index is removed from the pool when its size becomes more than a predefined threshold. Since AFFG_NSGAII is one of the state-of-the-art proposed approaches in fitness approximation, vast
researches over it was done recently. For example, as mentioned earlier, by the reason that the width of each granule is used in the similarity metric as an important factor, in [16] a fuzzy logic controller is embedded to propose a width for each fuzzy granule. Input of this controller is Number of Decision Variable (NDV), Maximum Range of Decision Variables (MRDV), and number of completed generations. As an application-based work, effectiveness of the granule-based fitness approximation on Spread Spectrum Watermarking was investigated in [17].

In some applicatory problems like simulation, reducing number of expensive objective function evaluations is taken into consideration. AFFG_NSGAII can be used to deal with this limitation as a recent and promising method for fitness approximation. However, in this method, exploring valuable solutions for fitness evaluations more accurately can have a considerable effect on reducing the number of exact fitness function evaluations without sacrificing its performance. We contribute to this area and acquire some achievements.

3. The Proposed Approach

As mentioned in the previous section, AFFG_NSGAII as an evolutionary algorithm integrated into fitness approximation was improved in [6], in which filtering worthless individuals for fitness approximation was performed in terms of a fixed threshold and an applied factor that is a similarity metric called Gaussian similarity function. It means that the value of each new offspring generated by the standard NSGAII is determined based on its maximum similarity to the granules of the pool which is computed by the similarity metric; if the maximum similarity of a new offspring to the pool be lower than a fixed threshold, it is considered as a valuable individual. So, it is added to the pool and its fitness is evaluated explicitly; otherwise, fitness of the most similar granule of the pool is assigned to the new offspring (fitness is approximated) and then granule’s life index is increased.

However, we found that in such evolutionary process, there are some potential factors despite applied factor to filter out worthless individuals more precisely. Even if applying these factors leads to have an increase in the computational complexity but decreasing the computational cost in many applicatory problems, in which there are multiple expensive-to-evaluate objective functions, is much more significant under a limited resource budget. In our proposed approach, we introduce the most effective factor among the potential factors in spite of Gaussian similarity function, to identify more logically whether a new offspring is worthy enough for exactly evaluating its fitness. Before the introduction of the new effective factor, a preprocessing should be explained in the following.

In each generation, granules of the pool are ranked based on non-dominance sorting [18]. Then, Non-inferior solutions are considered as the Current Pareto Set. Inspired by the fact that in most MOEAs the population is driven toward the best Pareto points [10], we introduce an influential factor in order to guide the search in the vicinity of the Current Pareto Set in each generation.

Suppose the phenotype of $j$th individual and the center of $l$th fuzzy granule in $i$th generation to be like

$$X^i_j = \{x^i_{j,1}, x^i_{j,2}, \ldots, x^i_{j,n}\},$$
$$C^i_l = \{c^i_{l,1}, c^i_{l,2}, \ldots, c^i_{l,n}\},$$

, respectively and $d$ be considered as the dimension of each individual, the minimum distance between $j$th individual and $k$'th elements of the Current Pareto Set in $i$th generation is computed based on Euclidean distance, as Eqn. (1).

$$D_{j,l} (X^i_j, C^i_l) = \sqrt{\sum_{n=1}^{d} (x^i_{j,n} - c^i_{l,n})^2}$$

(1)

Now assume that the maximum similarity of the new offspring to the granules of the pool be lower than the determined threshold like before. To decide fitness of that offspring is either evaluated or approximated, the minimum distance of both the new offspring and its parents to the Current Pareto Set are computed by Eqn. (1); if the new offspring be closer to the Current Pareto Set compared with at least one of its parents, the new offspring is considered as a valuable individual, is added to the pool as a new fuzzy granule and its fitness is evaluated explicitly. We call our proposed approach as Modified_AFFG_NSGAII.

Even if applying our powerful factor leads to make algorithm more complicated but in some real-world problems like expensive simulation-based and mechanical design problems decreasing the computational cost is much more considerable even by increasing computational complexity and spending more time.

In Modified_AFFG_NSGAII, we use our influentially promising factor, which is the minimum distance to the Current Pareto Set despite applied factor, thereby deciding that fitness of a new offspring is either evaluated or
approximated. Consequently, the estimation of the proximity of solutions to the real Pareto set locally leads to have more precise selections of valuable individuals for fitness evaluations. In this way, we deal with the computational cost burden of such expensive problems by remarkably reducing the number of exact fitness function evaluations without having any tangible effect in the viewpoints of efficiency and efficacy.

In order to prove that our proposed approach is promising, 14 test problems are applied. Additionally, 2 well-known performance metrics are used for validation of our proposed approach.

4. The Experimental Setup

This section describes comprehensive assessments by means of two well-known performance metrics and adopting wide varieties of test problems to compare our results with respect to those obtained with a state-of-the-art algorithm for fitness approximation (AFFG_NS_GAII) [6].

4.1 Performance Measures

In this section, we present 2 indicators, which are commonly used specially in MOEAs for evaluation of our proposed approach.

4.1.1 Hypervolume

For a minimization problem, the volume in the objective space covered by non-inferior solutions (N) is evaluated by this metric. The set of the worst values of objectives forms a vector as the reference set. As explained mathematically by Deb in [2], for each non-inferior solution, sn, a hypercube, Vs, is constructed with a reference point, r. After all, Hypervolume is calculated based on the union of all hypercubes, as follow:

\[
HV = Volume\left(\bigcup_{s=1}^{N} V_s\right)
\]  

(2)

To make it sensible, it is showed in Fig 1 [2].

4.1.2 Inverted Generational Distance

A real Pareto front and a set of candidate solutions

\[
PF = \{y_1, y_2, ..., y_N\}
\]

\[
F = \{X_1, X_2, ..., X_M\}
\]

are given; the Inverted Generational Distance (IGD) is defined as follow:

\[
IGD(F, PF) = \frac{1}{N} \left(\sum_{j=1}^{N} \bar{D}_j^t\right)^{\frac{1}{t}}, 1 \leq t \leq \infty
\]  

(3)

Where \(\bar{D}_j^t\) is minimal Euclidean Distance from \(y_j\) to \(F\) [19].

4.2 Benchmarks

In this section, we present 1 traditional and 1 state-of-the-art benchmarks in order to perform comprehensive assessments of our proposed approach.

4.2.1 Congress on Evolutionary Computation 2009 (CEC09)

In the CEC 2009 algorithm competition, a set of bound constrained MOP test problems as UF family and a set of constrained test problems as CF family are suggested [20]. In our experiments we adopt 5 test problems from CF family, CF1 to CF5, and 4 test problems from UF family, UF1 to UF5 except UF4.

4.2.2 Zitzler-Deb-Thiele (ZDT)

As it was emerged in [21], ZDT family test problems have sufficient complexity to compare different types of multi objective optimizers. In our experiments, we adopt 5 test problems, ZDT1 to ZDT6 except ZDT5 as a binary problem.

5. The Experimental Results

Some parameter settings need to be performed in our experiments. The population size is set to 50. A set of new offsprings are generated by Simulated Binary Crossover (SBX) with probability of 0.9 and Polynomial Mutation (PM) with the probability of 1/L, where L is the number of decision variables. Distribution indices for crossover and mutation are taken from the literature (\(\eta_c = 20\) and \(\eta_m = 20\)). Furthermore, binary tournament selection is applied. Tables 1, 2, 3 show amounts of mentioned design parameters per test problem.
Table 1: Utilized parameter values and reference points used for calculating $I_H$ in ZDT family and their number of decision variables.

| Problem | $\sigma_{\text{min}}$ | $N_d$ | Reference point | Number of decision variables |
|---------|-----------------------|------|-----------------|-----------------------------|
| ZDT1    | 2<sup>+</sup>         | 100  | [1,1,3.5]       | 6                           |
| ZDT2    | 2<sup>-</sup>         | 100  | [1,1,5.0]       | 6                           |
| ZDT3    | 2<sup>-</sup>         | 100  | [1,1,6.0]       | 6                           |
| ZDT4    | 2<sup>-</sup>         | 100  | [1,1,140]       | 10                          |
| ZDT5    | 2<sup>-</sup>         | 100  | [1,1,9.0]       | 10                          |

Table 2: Utilized parameter values and reference points used for calculating $I_H$ in CF family and their number of decision variables.

| Problem | $\sigma_{\text{min}}$ | $N_d$ | Reference point | Number of decision variables |
|---------|-----------------------|------|-----------------|-----------------------------|
| CF1     | 2<sup>-</sup>         | 100  | [3,3]           | 10                          |
| CF2     | 2<sup>-</sup>         | 100  | [8,7]           | 10                          |
| CF3     | 2<sup>-</sup>         | 100  | [66,59]         | 10                          |
| CF4     | 2<sup>-</sup>         | 100  | [19,19]         | 10                          |
| CF5     | 2<sup>-</sup>         | 100  | [31,12]         | 10                          |

Table 3: Utilized parameter values and reference points used for calculating $I_H$ in UF family and their number of decision variables.

| Problem | $\sigma_{\text{min}}$ | $N_d$ | Reference point | Number of decision variables |
|---------|-----------------------|------|-----------------|-----------------------------|
| UF1     | 2<sup>-</sup>         | 100  | [8,7]           | 30                          |
| UF2     | 2<sup>-</sup>         | 100  | [5,5]           | 30                          |
| UF3     | 2<sup>-</sup>         | 100  | [12,10]         | 30                          |
| UF5     | 2<sup>-</sup>         | 100  | [18,15]         | 30                          |

Additionally, all numerical results are the average of 30 independent runs, which are presented in Tables 4, 5, 6, 7, 8, and 9. These attainments are related to HV and IGD of Pareto front while ZDT, CF, and UF test problem families are applied, respectively and both AFFG_NSGAII and Modified_AFFG_NSGAII converge. Indeed, these results indicate that both methods approximately have the same performance.

Table 4: IGD of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in ZDT family.

| Problem | AFFG_NSGAII IGD | Modified_AFFG_NSGAII IGD |
|---------|-----------------|--------------------------|
| ZDT1    | 0.0364          | 0.0070                   |
| ZDT2    | 0.0235          | 0.0254                   |
| ZDT3    | 0.0284          | 0.0381                   |
| ZDT4    | 2.6393          | 3.2672                   |
| ZDT6    | 1.5948          | 1.7387                   |

Table 5: HV of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in ZDT family.

| Problem | AFFG_NSGAII HV | Modified_AFFG_NSGAII HV |
|---------|----------------|-------------------------|
| ZDT1    | 3.4501         | 3.4504                  |
| ZDT2    | 4.7966         | 4.7974                  |
| ZDT3    | 6.6715         | 6.6600                  |
| ZDT4    | 150.4215       | 149.7011                |
| ZDT6    | 5.1082         | 5.1251                  |

Table 6: IGD of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in CF family.

| Problem | AFFG_NSGAII IGD | Modified_AFFG_NSGAII IGD |
|---------|-----------------|--------------------------|
| CF1     | 0.6615          | 0.5778                   |
| CF2     | 0.2872          | 0.3018                   |
| CF3     | 1.0518          | 1.2223                   |
| CF4     | 0.2580          | 0.2981                   |
| CF5     | 1.4652          | 1.6357                   |

Table 7: HV of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in CF family.

| Problem | AFFG_NSGAII HV | Modified_AFFG_NSGAII HV |
|---------|----------------|-------------------------|
| CF1     | 6.4249         | 6.3394                  |
| CF2     | 53.8690        | 53.3945                 |
| CF3     | 3.9161e+003    | 3.8987e+003             |
| CF4     | 334.5758       | 322.6370                |
| CF5     | 928.7142       | 929.7592                |

Table 8: IGD of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in UF family.

| Problem | AFFG_NSGAII IGD | Modified_AFFG_NSGAII IGD |
|---------|-----------------|--------------------------|
| UF1     | 0.2389          | 0.3185                   |
| UF2     | 0.1134          | 0.1456                   |
| UF3     | 0.4984          | 0.6581                   |
| UF4     | 2.1404          | 2.2622                   |

Table 9: HV of both AFFG_NSGAII and Modified_AFFG_NSGAII after convergence in UF family.

| Problem | AFFG_NSGAII HV | Modified_AFFG_NSGAII HV |
|---------|----------------|-------------------------|
| UF1     | 54.4400        | 53.5675                 |
| UF2     | 28.8462        | 28.7701                 |
| UF3     | 112.3421       | 110.7488                |
| UF4     | 218.7533       | 217.6718                |
In the other hand, the average number of exact fitness function evaluations (of 30 independent runs) was plotted against the number of generations, which is determined in terms of the convergence time per test problem per algorithm. Derivative Figures (from Fig. 2 to Fig. 7) signify that Modified_AFFG_NSGAII reduces the computational cost considerably compared with AFFG_NSGAII.

6. Discussion

As some state-of-the-art MOEAs integrated with fitness approximation in the literature, it is common to perform fitness approximation for some individuals besides fitness evaluation as usual for others. In some applicatory problems like simulation-based and mechanical design problems, there are expensive objective functions to evaluate. Therefore, contribution to this area has attracted more attention, recently. In this paper, we have contributed to this area in order to decrease the computational cost.
We believe that if we have had even lower individuals for fitness evaluations as usual in each generation but higher confidence about their qualities, termination control criterion would be met sooner. Therefore, there is a trade-off between the computational cost and the computational complexity to achieve this fidelity. To achieve the above target, inspired by the fact that in most MOEAs the population is driven toward the best Pareto points, we proposed an effective and powerful factor in order to guide the search in the vicinity of the Current Pareto Set in each generation. Derivative Figures (Fig. 8 to Fig. 19) prove that Modified_AFFG_NSIGAI mostly outperforms AFFG_NSIGAI in terms of HV and IGD metrics per adopted test problem.

Fig.8 Performance (HV) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over ZDT1 Problem.

Fig.9 Performance (IGD) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over ZDT1 Problem.

Fig.10 Performance (HV) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over ZDT4 Problem.

Fig.11 Performance (IGD) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over ZDT4 Problem.

Fig.12 Performance (HV) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over CF1 Problem.

Fig.13 Performance (IGD) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over CF1 Problem.

Fig.14 Performance (HV) Comparison of Modified_AFFG_NSIGAI and AFFG_NSIGAI over CF3 Problem.
As mentioned in Section 4, both methods were run until a fixed number of generations characterized in terms of the convergence time per test problem. To have a deep analysis of the proposed approach, the average HVs, and the average IGDs (of 30 independent runs), like the average number of exact fitness function evaluations in the previous section, were plotted separately against the determined number of generations. Derivative Figures in Section 4 (Fig. 1 to Fig. 7) and those are demonstrated in this section (Fig. 20 to Fig. 31) indicate that in our proposed approach the computational cost remarkably decreases while the convergence speed reduces. Fortunately, reduction in the convergence speed is negligible in comparison with the amount of decreasing the computational cost per test problem.
Fig. 22 Performance (HV) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over ZDT4 Problem.

Fig. 23 Performance (IGD) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over ZDT4 Problem.

Fig. 24 Performance (HV) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over CF1 Problem.

Fig. 25 Performance (IGD) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over CF1 Problem.

Fig. 26 Performance (HV) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over CF3 Problem.

Fig. 27 Performance (IGD) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over CF3 Problem.

Fig. 28 Performance (HV) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over UF1 Problem.

Fig. 29 Performance (IGD) Comparison of Modified_AFFG_NSGA2 and AFFG_NSGA2 over UF1 Problem.
To find a better understanding of the usefulness of the proposed approach, numerical results are provided. In Tables 10, 11, and 12 the comparative amounts of the area under both AFFG_NSGAII and the Modified_AFFG_NSGAII curves (correspond to the Figures 20 to 27) are presented.

Moreover, to be more understandable, Tables 13, 14, and 15 signify the percentage of differences of those comparative amounts. In particular, for some test problems such as CF4 the computational cost improved to more than 43% while the convergence speed reduced to less than 1%.

Table 12: The area under both AFFG_NSGAII and Modified_AFFG_NSGAII curves in UF family correspond to Figs 28 to 31.

| Problem | Average IGD – Number of Fitness Evaluations AFFG – Modified AFFG | Average HV – Number of Fitness Evaluations AFFG – New Modified AFFG |
|---------|---------------------------------------------------------------|---------------------------------------------------------------|
| UF1     | 1.1369e+003 - 1.5205e+003                                      | 2.6903e+005 - 0.652717e+006                                   |
| UF2     | 569.7237 - 695.8495                                           | 1.4502e+005 - 1.4419e+005                                     |
| UF3     | 2.2725e+003 - 2.9205e+003                                      | 5.6256e+005 - 5.5642e+005                                     |
| UF5     | 1.2209e+004 - 1.2800e+004                                      | 1.3309e+006 - 1.3243e+006                                     |

Table 13: The percentage of differences of the area under the AFFG_NSGAII and the Modified_AFFG_NSGAII curves in ZDT family correspond to Figs 20 to 23 and Figs 2 to 3.

| Problem | HV – Number of Generations | Evaluations – Number of Generations |
|---------|----------------------------|------------------------------------|
| ZDT1    | 0.9376                     | 30.1030                            |
| ZDT2    | 0.3101                     | 36.8103                            |
| ZDT3    | 0.7941                     | 33.0024                            |
| ZDT4    | 0.7585                     | 46.0977                            |
| ZDT6    | 4.6630                     | 38.4838                            |

Table 14: The percentage of differences of the area under the AFFG_NSGAII and the Modified_AFFG_NSGAII curves in CF family correspond to Figs 24 to 27 and Figs 4 to 5.

| Problem | HV – Number of Generations | Evaluations – Number of Generations |
|---------|----------------------------|------------------------------------|
| CF1     | 0.9642                     | 35.1581                            |
| CF2     | 0.8242                     | 30.6539                            |
| CF3     | 0.3839                     | 39.4853                            |
| CF4     | 0.3092                     | 43.6179                            |
| CF5     | 0.4056                     | 26.4578                            |

Table 15: The percentage of differences of the area under the AFFG_NSGAII and the Modified_AFFG_NSGAII curves in UF family correspond to Figs 28 to 31 and Figs 6 to 7.

| Problem | HV – Number of Generations | Evaluations – Number of Generations |
|---------|----------------------------|------------------------------------|
| UF1     | 0.9906                     | 39.2636                            |
| UF2     | 0.5766                     | 41.2803                            |
| UF3     | 1.0910                     | 43.0236                            |
| UF4     | 0.4973                     | 24.3047                            |
| UF6     | 0.9906                     | 39.2636                            |

Table 10: The area under both AFFG_NSGAII and Modified_AFFG_NSGAII curves in ZDT family correspond to Figs 20 to 23.

| Problem | Average IGD – Number of Fitness Evaluations AFFG - Modified AFFG | Average HV – Number of Fitness Evaluations AFFG - Modified AFFG |
|---------|---------------------------------------------------------------|---------------------------------------------------------------|
| ZDT1    | 331.1715 - 260.0068                                           | 2587.1 – 2726.9                                              |
| ZDT2    | 701.3647 - 557.1235                                           | 3096.3 – 3520.6                                              |
| ZDT3    | 563.4049 - 481.2454                                           | 4034.4 – 4958                                                |
| ZDT4    | 13093 – 11220                                                 | 110930 – 122180                                              |
| ZDT6    | 5802 – 5535                                                  | 1375.8 – 1600.4                                              |

Table 11: The area under both AFFG_NSGAII and Modified_AFFG_NSGAII curves in CF family correspond to Figs 24 to 27.

| Problem | Average IGD – Number of Fitness Evaluations AFFG – Modified AFFG | Average HV – Number of Fitness Evaluations AFFG – Modified AFFG |
|---------|---------------------------------------------------------------|---------------------------------------------------------------|
| CF1     | 302.5250 – 267.1000                                           | 7063.3 – 7080.3                                              |
| CF2     | 523.86 - 514.0750                                            | 45962 – 4582                                                |
| CF3     | 1924.6 – 1792.2                                              | 346140 – 3470000                                           |
| CF4     | 736.4610 – 714.8476                                          | 291500 – 291650                                              |
| CF5     | 2139 – 2120                                                  | 817870 – 819850                                            |
As it was showed in Tables 1, 2, and 3 in Section 4, the number of decision variables is considered 6, 10, and 30 for “ZDT1 to ZDT3”, “ZDT4, ZDT5, and CF1 to CF5”, and “UF1 to UF3 and UF5”, respectively to have further investigation. The results, from first to end, illustrated that increasing individuals dimension has greater negative impact on Modified_AFFG_NSAGII form the viewpoint of both efficiency and efficacy. To explore the reason, we found the following observations. First of all, we suppose that the maximum similarity of a new offspring to the pool be more than 0.9 (predefined threshold); if the number of decision variables be set 100 in one time and 10 in the other time, the ratio of dissimilarity (between the new offspring and the granule whose similarity to it is more than predefined threshold) of the first case to the second one is 10 to 1. So, fitness is approximated with a lower accuracy in the first case. Furthermore, according to what was explained before, a greater number of fitness approximations are performed by Modified_AFFG_NSAGII rather than AFFG_NSAGII until evolution control criterion is met. Therefore, decreasing both speed and accuracy is more tangible in our proposed approach rather than AFFG_NSAGII while the number of decision variables is increased.

7. Conclusion and Future Directions

In this study, we have introduced an effective factor for fitness approximation inspired from information granulation that affirmatively impress on reducing cost of MOEAs optimization. Our comprehensive experiments illustrate that the proposed approach is promising. As a future work, we can explore some extra factors to find valuable individuals more and more precisely. Also, our proposed approach can be employed in many objective problems.
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