A novel family of produced distributions, odd inverse power generalized Weibull generated distributions, is introduced. Various mathematics structural properties for the odd inverse power generalized Weibull generated family are computed. Numerical analysis for mean, variance, skewness, and kurtosis is performed. The new family contains many new models, and the densities of the new models can be right skewed and symmetric with “unimodal” and “bimodal” shapes. Also, its hazard rate function can be “constant,” “decreasing,” “increasing,” “increasing-constant,” “upside-down-constant,” and “decreasing-constant.” Different types of entropies are calculated. Some numerical values of various entropies for some selected values of parameters for the odd inverse power generalized Weibull exponential model are computed. The maximum likelihood estimation, least square estimation, and weighted least square estimation approaches are used to estimate the OIPGW-G parameters. Many bivariate and multivariate type models have been also derived. Two real-world data sets are used to demonstrate the new family’s use and versatility.

1. Introduction

There are many applications for inverse (I) distributions, including econometrics, biology, life testing, engineering sciences as well as medical investigation and survey sampling concerns. It is also used in financial literature, environmental studies, survival and dependability theory, and other fields. By applying the inverse transformation to well-known random variables that display distinct properties of density and hazard rate shape, several writers have explored (lifetime) phenomena that a noninverted distribution cannot examine, for example, the I exponential model by [1], I Rayleigh distribution by [2], I Lindley distribution by [3], I power Lindley distribution by [4], I Kumaraswamy distribution by [5], Nadarajah–Haghighi distribution by [6], and I Topp Leone by [7], among others.

The author in [8] introduced a new three-parameter distribution called I power generalized Weibull distribution. The distribution function (CDF) of I power generalized Weibull (IPGW) distribution is given by

$$G_{\lambda,a,\theta}(z) = \exp\left[1 - (1 + \theta z^{-\alpha})^{\lambda}\right], \quad z > 0, \quad (1)$$

where $\theta > 0$ is a scale parameter and $\alpha, \lambda > 0$ are shape parameters. The associated density function (PDF) is as follows:

$$g_{\lambda,a,\theta}(z) = \theta \alpha \lambda z^{-\alpha-1} (1 + \theta z^{-\alpha})^{\lambda-1} \exp\left[1 - (1 + \theta z^{-\alpha})^{\lambda}\right]. \quad (2)$$

Recently, statisticians have been interested in proposing new families of univariate distributions that are derived from
existing ones. Adding one or more form parameters results in these new generators, which improve accuracy and flexibility in modeling for a variety of diverse real-life applications. The most recent families of distributions to appear in the literature are as follows: a method for introducing a parameter into a family of distributions by [9], beta-G by [10], odd Nadarajah–Haghighi-G by [11], the odd Lindley-G by [12], and the odd Fréchet-G by [13], odd generalized-exponential-G by [14], exponentiated power generalized Weibull power series family of distributions by [15], and odd generalized NH-G by [16], among others.

Using [17] T-X concept, we create a new broader and more flexible family of distributions known as the odd I power generalized Weibull-G (OIPGW-G) family.

\[
F_Z(z) = \exp\left[1 - \left[1 + \theta O^G_\xi (z)^{\alpha}\right]^{1/\alpha}\right], \quad \text{where } O^G_\xi = \frac{G(z; \xi)}{G(z; \bar{\xi})}. \quad (3)
\]

where \(O^G_\xi = (\frac{G(z; \xi)}{G(z; \bar{\xi})})^\alpha\). The corresponding PDF is given by

\[
f_Z(z) = \theta \alpha \lambda G(z; \xi)^{\alpha-1} \left[1 + \theta O^G_\xi (z)^{\alpha}\right]^{\alpha-1} G_{z}^{\alpha+1} \exp \left\{\left[1 + \theta O^G_\xi (z)^{\alpha}\right]^{1} - 1\right\}. \quad (4)
\]

A random variable (RV) \(Z\) with PDF (4) is now indicated as \(Z \sim OIPGW-G(V)\). The reliability function (RF) and hazard rate function (HRF) can be derived from each other as \(F_Z(z) = 1 - F_Y(z)\) and \(\tau(z; \lambda) = f_Y(z) / F_Y(z)\). The following is an interpretation of the OIPGW-G family. Let \(Y\) be a RV with a continuous \(G\) distribution that describes a stochastic system. The probability that a person (or component) will not be working (failure or death) at time \(z\) after a lifespan of \(Y\) is characterized with \(G(z; \xi)/G(z; \bar{\xi})\). The RV \(Z\) represents the variability of this chance of failure, and we suppose that it follows the OIPGW-G family of parameters \(\theta, \alpha, \text{and } \lambda\), and the CDF of \(Z\) it is possible to write

\[
P(Y \leq z) = Pr\left(Z \leq \frac{G_{\xi} (z)}{G_{\bar{\xi}} (z)}\right) = F_Z(z). \quad (5)
\]

As a result of this, OIPGW-G family is used for the following reasons:

(i) Specific models with all sorts of HRFs to be defined
(ii) Better matches than other models with the same baseline distribution that has been generated
(iii) Make kurtosis more flexible than the baseline model
(iv) The pdf can be symmetric or right or left skewed and reversed J shaped. An extremely versatile model, the OIPGW-G family of distributions is able to adapt to a variety of various models when its parameters are altered. The OIPGW-G family of distributions includes the following well-known families as special cases in Table 1.

The quantile function (QF) \(Q_G(u)\) is given by the relation as follows:

\[
F^{-1}(u) = Q_G(u) = G^{-1}\left(1 + \frac{1}{\theta} \left(1 - \ln u\right)^{(1/\alpha)}\right)^{(1/\alpha)}^{-1}.
\]

Table 1: Submodels of the OIPGW-G family.

| \(\lambda\) | \(\theta\) | \(\alpha\) | Reduced family | Authors |
|---|---|---|---|---|
| 1 | 1 | 1 | Odd Fréchet-G | Haq and Elgarhy (2018) |
| 1 | 1 | 1 | Inverse Nadarajah–Haghighi-G | New |
| 1 | 1 | 1 | Inverse exponential-G family | New |
| 1 | 2 | 1 | Inverse Rayleigh-G | New |

Equation (6) can be used in deriving the Bowley skewness coefficient and the Moors kurtosis coefficient. The following is how the rest of this article is organized. The linear form of the PDF and CDF for the new family is expressed in Section 2. Section 3 contains several special models of the OIPGW-G family. Section 4 discusses the new family’s structural characteristics as moments (Mos), incomplete Mos (IMos), mean deviations (MDes), Bonferroni (Bon) and Lorenz (Lor) curves, moment generating function (MoGF), and Probability Weighted Moments (PWMos). Also, some numerical analyses for the mean M(Z), variance Var(Z), coefficient of skewness CS(Z), coefficient of kurtosis CK(Z), and coefficient of variation CV(Z) are discussed in the same section. Section 5 computes entropies of various sorts and also some numerical values of different entropies for specific selected parameter values for the odd inverse power generalized Weibull exponential model. In Section 6, parameters are estimated using three different techniques as the maximum likelihood (ML), least square (LS), and weighted LS (WLS) techniques. Many bivariate and multivariate type models have also been examined in Section 7. In Section 8, two applications to real-world data sets illustrate the empirical significance of the odd inverse power generalized Weibull exponential model. At the end of the paper, there are conclusions.

2. Important Representation

We give a helpful linear form for the OIPGW-G PDF in this section. If \(|z_1/z_2| < 1\) and \(V > 0\) is a real noninteger, then the next power series (PS) expansions hold.

\[
(1 - \frac{z_1}{z_2})^{-V} = \sum_{\kappa=0}^{\infty} \frac{\Gamma(V + \kappa)}{\kappa!} \left(\frac{z_1}{z_2}\right)^{\kappa}, \quad (7)
\]

\[
(1 - \frac{z_1}{z_2})^{V} = \sum_{\kappa=0}^{\infty} (-1)^\kappa \Gamma(1 + V - \kappa) \left(\frac{z_1}{z_2}\right)^{\kappa}, \quad (8)
\]

and an exponential function is implemented by using a PS, and we get

\[
\exp\left\{1 + \theta O^G_\xi (z)^{\alpha}\right\} = \sum_{\kappa=0}^{\infty} \frac{1}{\kappa!} (-1)^\kappa \left[1 + \theta O^G_\xi (z)^{\alpha}\right]. \quad (9)
\]
Inserting (9) in (4), we have

\[ f_Y(z) = \theta \alpha \lambda \exp(1) g_Y(z) \sum_{h=0}^{\infty} \frac{(-1)^h}{h!} \frac{G_k(z)^{\alpha h}}{G_k(z)^{\alpha + h}} \left[ 1 + \theta Q_k(z) \right]^{(\alpha h + 1 - 1) A(z)} . \]  

Using (8), we can write

\[ A(z) = \sum_{h=0}^{\infty} \frac{\theta^h \Gamma(\lambda)}{\Gamma(\lambda - h)} G_k(z)^{\alpha h} \]  

inserting (11) into (10). Then, equation (10) can be written as

\[ f_Y(z) = \sum_{m=0}^{\infty} \Delta_m \pi_{m+1}(z) . \]  

Applying (7) to \( G_k(z)^{\alpha+1} \), we can write

\[ G_k(z)^{(\alpha+1)} = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + \kappa + 1)}{\kappa! \Gamma(\alpha + 1)} [1 - G_k(z)]^\kappa . \]  

Substituting (13) into (12) and applying (8), the OIPGW-G PDF is

\[ \Delta_m = \sum_{h=0}^{\infty} \frac{(-1)^h \theta^h \Gamma(\lambda)(\alpha + \kappa + 1)\Gamma(\alpha + \kappa)}{h! \Gamma(\lambda + h + 1)\Gamma(1 - \alpha)\Gamma(\alpha + 1)\Gamma(\alpha + \kappa - m)} , \]  

and \( \pi_{m+1}(z) = (m+1)g(z)G^m(z) \) is the exp-G PDF with power parameter \((m+1)\). Also, the CDF of the OIPGW-G family is

\[ F_Y(z) = \sum_{m=0}^{\infty} \Delta_m \Pi_{m+1}(z) , \]  

where \( \Pi_{m+1}(z) \) is the exp-G CDF with power parameter \(m+1\).

### 3. Some Special Models of the OIPGW-G Family

In this part, we described four submodels of the OIPGW-G family of distributions. There is no doubt about it, and the PDF (4) will be the most tractable when the CDF \( G(z) \) and PDF \( g(z) \) have easy-to-understand analytic expressions. When we start with the baseline distributions: uniform \((U)\), exponential \((E)\), Weibull \((W)\), and Rayleigh \((R)\), we get at four submodels of this family. Table 2 shows the CDF and PDF of various baseline models.

Figures 1 and 2 represent the plots of PDFs and the HRFs for the models which are reported in Table 2. From Figure 1, we can note that the PDFs can be right skewed and symmetric with “unimodal” and “bimodal” shapes. The HRFs can be “constant,” “decreasing,” “increasing,” “increasing-

### 4. Statistical Properties

#### 4.1. Ordinary Moments and Incomplete Moments Functions.

The \( r \)th ordinary Mos of \( Z \), say \( \mu^r \), is driven from (14) as

\[ \mu^r = E(Z^r) = \sum_{m=0}^{\infty} \Delta_m Z^r_{m+1}(z) , \]  

where \( Z_{m+1} \) has a power parameter of \((m+1)\) and represents the exp-G random variable. It is possible to obtain the CS and CK measures by using the \( n \)th central Mos, say \( M_n(z) \) of \( Z \), where

\[ M_n(z) = E(Z - \mu^1)^n = \sum_{r=0}^{n} \binom{n}{r} (-\mu^1)^{n-r} E(Z^r) = \sum_{r=0}^{n} \sum_{k,m=0}^{\infty} \binom{n}{r} (-\mu^1)^{n-r} \eta_{km} E(Z^r_{m+1}) . \]  

Also, the cumulants \((\kappa_j)\) of \( Z \) follow recursively from
| Model       | $G(z)$ | $Q(z)$ | CDF                                                                 |
|-------------|--------|--------|----------------------------------------------------------------------|
| Uniform     | $\frac{z}{\beta}$ | $\left(\frac{\beta}{z} - 1\right)^{\alpha}$ | $\exp\left[1 - \frac{1}{\lambda}\left(\frac{\beta}{z} - 1\right)^{\alpha}\right]$ |
| Exponential | $1 - \exp(-\beta z)$ | $\left[\exp(\beta z) - 1\right]^{-\alpha}$ | $\exp\left(1 - \left[1 + \theta\left(\frac{\beta z}{1}\right)^{\alpha}\right]\right)$ |
| Weibull     | $1 - \exp(-z^\beta)$ | $\left[\exp(z^\beta) - 1\right]^{-\alpha}$ | $\exp\left(1 - \left[1 + \theta\left(\frac{\beta z}{1}\right)^{\alpha}\right]\right)$ |
| Rayleigh    | $1 - \exp(-\beta z^2)$ | $\left[\exp(z^2) - 1\right]^{-\alpha}$ | $\exp\left(1 - \left[1 + \theta\left(\frac{\beta z}{1}\right)^{\alpha}\right]\right)$ |

**Figure 1:** The plots of PDFs for OIPGWU, OIPGWEx, OIPGWW, and OIPGWR distributions.
where $\kappa_1 = \mu_1^t$, $\kappa_2 = \mu_2^t - \mu_1^t$, and $\kappa_3 = \mu_3^t - 3\mu_2^t\mu_1^t + \mu_1^t$. It is possible to determine the MDes, Bon, and Lor curves using the first IMos. It is highly important in economics and dependability as well as in demography as well as in the fields of insurance and medical. Not only in econometrics but also in many other fields as well, this is apparent. The $s^{th}$ IMos of $Z$ defined by $\nu_s(t)$ for any real $s > 0$ can be investigated from (14) as

$$\nu_s(t) = \int_{-\infty}^{t} z^s f(z)dz = \sum_{m=0}^{\infty} \Delta_m \int_{-\infty}^{t} z^s \pi_{m+1}(z)dz. \quad (20)$$

Equation (20) denotes the $s^{th}$ incomplete moments of $Z_{m+1}$. As well as providing significant information on population characteristics, the MDes have been used to income fields and property in the field of economics for a
long time. If $Z$ has the OIPGW-G family of distribution, then the MDes of $M(Z)$, Var($Z$), and $CS(Z)$ can be increasing.

\[ D_{\mu}(z) = E[Z - \mu] = 2\mu F'(\mu) - 2\mu_1(\mu_1), \]
\[ D_{\mu}(z) = E[Z - M] = \mu_1 - 2\mu_1(M), \]
respectively, where $\mu_1 = E(z)$, $M$ is median of $Z = Q(1/2)$, $F(\mu_1)$ is evaluated from (3), and $v_1(t)$ is the first IMo given by (20) with $s = 1$, where

\[ v_1(t) = \int_{-\infty}^{t} z f(z)dz = \sum_{m=0}^{\infty} \Delta_m \int_{-\infty}^{t} z \pi_{m+1}(z)dz. \]

We can determine $\delta_{\mu}(z)$ and $\delta_{M}(z)$ by two techniques; the first can be obtained from (14) as

\[ v_1(t) = \sum_{m=0}^{\infty} \Delta_m Z_{m+1}(t) \]

where $Z_{m+1}(t) = \int_{-\infty}^{t} z \pi_{m+1}(z)dz$ is the first IMo of the exp-$G$ distribution. The second technique is given by

\[ v_1(t) = \sum_{m=0}^{\infty} \Delta_m \pi_{m+1}(t) \]

where $\pi_{m+1}(t)$ can be calculated numerically and $Q_G(u) = G^{-1}(u; \varphi)$. The Lor and Bon curves, for a given probability $p$, are given by $L(p) = (1/\mu_1) v_1(q)$ and $B(p) = (1/\mu_1) v_1(q)$, respectively, where $\mu_1 = E(z)$, and $q = Q(p)$ is the QF of $Z$ at $p$. Tables 3 and 4 give numerical analysis for $M(Z)$, Var($Z$), CS($Z$), and CK($Z$).

Figures 3–6 represent 3D plots of $M(Z)$, Var($Z$), CS($Z$), and CK($Z$) of the OIPWU, OIPWEx, OIPWW, and OIPWR distributions for several parameters of values.

From Figures 3–6, $M(Z)$ and Var($Z$) are decreasing for all models, CS($Z$) can be can be negative or positive, indicating left or right skewed, and CK($Z$) can be increasing.

The first formula of MoGF may be computed as follows from equation (14):

\[ M_Z(t) = E[z^t] = \sum_{m=0}^{\infty} \Delta_m M_{m+1}(t), \]

where $M_{m+1}(t)$ is the MoGF of $Z_{m+1}$. Consequently, $M_Z(t)$ can be easily determined from the exp-$G$ MoGF. A second alternative formula can be computed from (14) as

\[ M_Z(t) = \sum_{m=0}^{\infty} \Delta_m \delta(t, m+1) \]

where $\delta(t, \varphi) = \varphi \int_{0}^{t} u^{\varphi-1} e^{\alpha z}dz$.

4.2 Probability Weighted Moments. The $(s, r)^{th}$ PrWMos of the OIPGW-G family is

\[ Y_{(s)} = E[Z^s F(z)^r] = \int_{-\infty}^{\infty} Z^s F(z)^r f(z)dz, \]

from (3) and (4), and after some algebra, we get

\[ f(z)F(z)^r = \sum_{m=0}^{\infty} b_m \pi_{m+1}(z), \]

where

\[ b_m = \exp(1+r)\alpha\lambda \sum_{h=0}^{\infty} \frac{\beta^{h+1}(r+1)^{h+1}}{\Gamma(h+2)\Gamma(\alpha+\kappa-h+1)\Gamma(\alpha+\kappa-m+1)(m+1)} \]

Therefore, the $(s, r)^{th}$ PrWMos of the OIPGW-G family can be expressed as

\[ Y_{(s)} = \sum_{m=0}^{\infty} b_m \int_{-\infty}^{\infty} z^s \pi_{m+1}(z)dz, \]

Thus, the $(s, r)^{th}$ PrWMos of $Z$ is

\[ Y_{(s)} = \sum_{m=0}^{\infty} b_m E(Z_m^s). \]

5. Entropies

This section is dedicated to obtain the expression for different entropy measures of the OIPGW-G family. The Rényi entropy (ReE), presented by [18], is defined by
Figure 3: 3D plots of $M(Z)$, $\text{Var}(Z)$, $\text{CS}(Z)$, and $\text{CK}(Z)$ of the OIPWU distribution for $\beta = \theta = 2$.

Figure 4: 3D plots of $M(Z)$, $\text{Var}(Z)$, $\text{CS}(Z)$, and $\text{CK}(Z)$ of the OIPWEx distribution for $\beta = \theta = 2$. 
Figure 5: 3D plots of $M(Z)$, $\text{Var}(Z)$, $\text{CS}(Z)$, and $\text{CK}(Z)$ of the OIPWW distribution for $\beta = 5$ and $\theta = 2$.

Figure 6: 3D plots of $M(Z)$, $\text{Var}(Z)$, $\text{CS}(Z)$, and $\text{CK}(Z)$ of the OIPWR distribution for $\beta = \theta = 2$. 
\[ I_R(\rho) = (1 - \rho)^{-1} \log \left( \int_{-\infty}^{\infty} (f(z))^\rho \, dz \right), \quad \rho \neq 1, \rho > 0. \]  

(30)

Using (4), applying the same method of the useful expansion (14) and after some algebra, we get

\[ f^\rho(z) = (\exp(1)\alpha \theta \lambda)^\rho \sum_{m=0}^{\infty} c_m g(z)^\rho G(z)^m, \]  

(31)

where

\[ c_m = \sum_{h,w:0}^{\infty} \frac{\alpha^{w+1} (-1)^{h+w+m} \Gamma(ha + 1 + w + \rho) \Gamma(a\rho + w + \kappa + \rho)}{h!w! \Gamma(ha + 1 + \rho) \Gamma(a\rho + w + \rho)} \left( \frac{a(\rho + w) + \kappa - \rho}{m} \right). \]  

(32)

Thus, Ré entropy of OIPGW-G family is given by

\[ I_R(\rho) = \frac{\rho}{1 - \rho} \log(\exp(1)\alpha \theta \lambda) + \frac{1}{1 - \rho} \log \sum_{m=0}^{\infty} c_m \Gamma_{-\infty}^\rho(z), \]  

(33)

where \( \Gamma_{-\infty}^\rho(z) = \int_{-\infty}^{\infty} g(z)^\rho G(z)^m \, dz \).

The Arimoto entropy (ArE) measure (see [21]) of OIPGW-G is defined by

\[ \text{ArE}_{R}(\theta) = \frac{\rho}{1 - \rho} \left[ \int_{-\infty}^{\infty} (f(z))^\rho \, dz \right]^{(1/\rho)} - 1, \quad \rho \neq 1, \rho > 0. \]  

(34)

6. Statistical Inference

The parameters of the OIPGW-G are estimated using various methods including ML, LS, and WLS methods of estimation.

6.1. Maximum Likelihood Estimation. Let \( z_1, \ldots, z_n \) be a \( n \)-sized random sample from the OIPGW-G with parameters \( \alpha, \theta, \lambda, \xi \). Let \( \Omega = (\alpha, \theta, \lambda, \xi) \) be \( p \times 1 \) vector of parameters. As an example, the log-likelihood function is defined as follows:

\[ L_n = n \log(\theta) + n \log(\alpha) + n \log(\lambda) + \sum_{h=1}^{n} \log g_\xi(z_h) + (\alpha - 1) \sum_{h=1}^{n} \log G_\xi(z_h) \]

\[ - (\alpha + 1) \sum_{h=1}^{n} \log \left( G_\xi(z_h) \right) + (\lambda - 1) \sum_{h=1}^{n} \log(1 + \theta t_h^\alpha) + \sum_{h=1}^{n} \left\{ 1 - [1 + \theta t_h^\alpha] \right\}, \]  

(37)

where \( t_h = (G_\xi(z_h)/G_\xi(z_h)) \). The components of score vector \( U(\Omega) = (\partial L_n/\partial \Omega) = (\partial L_n/\partial \alpha), (\partial L_n/\partial \theta), (\partial L_n/\partial \lambda), (\partial L_n/\partial \xi) \) are given by
Table 5: Numerical values of RéE, QE, HaChE, and ArE at $\theta = \beta = \alpha = \rho = 0.5$ for the OIPGWWE model.

| $\lambda$ | RéE | QE | HaChE | ArE |
|----------|-----|----|-------|-----|
| 0.2      | 1.027 | 1.342 | 1.157 | 1.792 |
| 0.5      | 1.868 | 3.089 | 2.682 | 5.474 |
| 0.8      | 2.235 | 4.116 | 3.873 | 8.351 |
| 1.2      | 2.499 | 4.977 | 5.041 | 11.171 |
| 1.5      | 2.619 | 5.41 | 5.686 | 12.728 |
| 2        | 2.747 | 5.898 | 6.46 | 14.595 |

Table 6: Numerical values of RéE, QE, HaChE, and ArE at $\theta = \beta = \alpha = 0.5$ and $\rho = 1.5$ for the OIPGWEx model.

| $\lambda$ | RéE | QE | HaChE | ArE |
|----------|-----|----|-------|-----|
| 0.2      | -7.415 | -79.512 | -3.469 | -32.529 |
| 0.5      | -0.83 | -1.028 | -0.386 | -0.956 |
| 0.8      | 0.633 | 0.542 | -0.237 | 0.57 |
| 1.2      | 1.475 | 1.043 | -0.179 | 1.165 |
| 1.5      | 1.808 | 1.19 | -0.16 | 1.358 |
| 2        | 2.118 | 1.306 | -0.145 | 1.519 |

Table 7: Numerical values of RéE, QE, HaChE, and ArE at $\theta = \beta = \lambda = \rho = 0.5$ for the OIPGWEx model.

| $\alpha$ | RéE | QE | HaChE | ArE |
|----------|-----|----|-------|-----|
| 0.3      | 2.145 | 3.846 | 3.539 | 7.544 |
| 0.8      | 1.645 | 2.552 | 2.146 | 4.181 |
| 1.2      | 1.436 | 2.101 | 1.742 | 3.205 |
| 1.5      | 1.304 | 1.838 | 1.526 | 2.683 |
| 2        | 1.111 | 1.486 | 1.258 | 2.037 |

Table 8: Numerical values of RéE, QE, HaChE, and ArE at $\theta = \beta = \lambda = \rho = 1.5$ for the OIPGWEx model.

| $\alpha$ | RéE | QE | HaChE | ArE |
|----------|-----|----|-------|-----|
| 0.3      | -3.933 | -12.29 | -1.087 | -8.129 |
| 0.8      | 0.307 | 0.285 | -0.264 | 0.292 |
| 1.2      | 0.612 | 0.527 | -0.239 | 0.553 |
| 1.5      | 0.628 | 0.539 | -0.238 | 0.566 |
| 2        | 0.552 | 0.482 | -0.244 | 0.504 |

6.2. Ordinary and Weighted Least Square Estimators.

Suppose $z_1, \ldots, z_n$ is a random sample from OIPGW-G with corresponding ordered sample of $z_{(1)}, \ldots, z_{(n)}$. The mean and variance of OIPGW-G are independent of unknown parameter and are as follows: $E(F(Z_{(i)})) = (in/(n+1))$ and $\text{var}(F(Z_{(i)})) = (i(n-i+1)/(n+1)^2(n+2))$, where $F(Z_{(i)})$ is cdf of OIPGW-G with be the $i$th order statistic. Then, LS estimators are obtained by minimizing the SSE:

$$
\sum_{i=1}^{n} \left[ F_{(i)}(z) - \frac{i}{n+1} \right]^2,
$$

(39)

where $g_i(z) = (\partial G(z)/\partial \xi)$, $G_i(z) = (\partial G(z)/\partial \xi)$, and $G_i' = (\partial G(z)/\partial \xi)$ and $\xi$ is the $k_\theta$th element of the vector of parameters $\xi$. The maximum likelihood estimation (MLE) of parameters $\alpha, \beta, \lambda,$ and $\xi$ is obtained by setting $U_\alpha = U_\beta = U_\lambda = U_\xi = 0$ and solving these equations simultaneously to get the MLE $(\hat{\alpha}, \hat{\beta}, \hat{\lambda}, \hat{\xi})$ of $\Omega$. 

The WLS estimators of $\Omega$ can be obtained by minimizing the following expression:

$$
\sum_{i=1}^{n} \left[ F_{(i)}(z) - \frac{i}{n+1} \right]^2,
$$

(39)
\[
\sum_{i=1}^{n} \frac{(n+1)(n+2)}{i(n-i+1)} \left[ F(z_i) - \frac{i}{n+1} \right]^{-2},
\]
(40)
with respect to \( \Omega \).

6.3. Simulation Outcomes. Here, we come up with a numerical study to compare the behavior of different estimates. We generate 1000 random samples of size \( n = 50, 100, \) and \( 200 \) from the OIPGWEx distribution from the following equation:

\[
Q(u) = \frac{-1}{\beta} \ln \left[ 1 - \left( 1 + \frac{1}{\theta} \left( 1 - \ln u \right)^{\frac{1}{\alpha}} - 1 \right)^{\frac{1}{\alpha}} \right].
\]
(41)
Three sets of the parameters are assigned. The MLE, LSE, and WLSE of \( \alpha, \theta, \lambda, \) and \( \beta \) are determined by using MATHCAD (14). Then, the estimates of all methods and their mean square errors (MSEs) are documented in Tables 9–11.

7. Copula under the OIPGWEx Model

The fact that \( C(u, \nu) \) is a straightforward function of the U marginal CDFs, \( F(u) \) and \( G(\nu) \), is a property shared by all of the probability distributions in this section. These sorts of joint models are referred to as "Copulas (Co)." Copula techniques are widely used in insurance, econometrics, and finance. They are multivariate distributions with uniform marginals on the interval \( I_{(0,1)} = (0,1) \). Using FGM Co, modified FGM Co, Clayton Co, and Rényi’s entropy, we construct several new bivariate type OIPGWEx (BvOIPGWEx) models. Additionally, the MvOIPGWEx type of the multivariate KBX is discussed. These new models, on the other hand, may be the subject of future research efforts.

7.1. FGM Capula. For starters, let us look at the combined CDF of two RVs \( (W_1, W_2) \) for Morgenstern family [22] which is characterized by the following

\[
C_m(m, \omega) \mid \{ \omega \in (0,1) \} = (1 + \lambda m \omega) m \omega.
\]

Set \( m = 1 - m \) and \( \omega = 1 - \omega \). Then, \( m = F_{W_1}(w_1) \) and \( \omega = F_{W_2}(w_2) \). Then, we have \( C_1(m, \omega) = C_1(\omega_1, \omega_2) \).

7.2. Modified FGM Capula. This modified FGM Co (see [23–25]) is a good example of this.

\[
C_{\lambda}(m, \omega) \mid \{ \omega \in (0,1) \} = m \omega \left[ 1 + \Delta \theta(m) \theta(\omega) \right] = m \omega + \Delta \theta(m) \theta(\omega),
\]
(42)
where \( \Delta \theta(m) \), \( \theta(m) \), and \( \Delta \theta(\omega) \) consist of two activities that are inseparable \( I_{(0,1)} \) where \( \theta(0) = \theta(1) = 0 \). Let

\[
\sum_{i=1}^{n} \frac{(n+1)(n+2)}{i(n-i+1)} \left[ F(z_i) - \frac{i}{n+1} \right]^{-2},
\]
(40)

Table 9: MLEs, LSES, WLSES, and MSEs at Set 1: \( \alpha = \theta = \beta = 0.5 \) for the OIPGWEx model.

| n   | MLEs | MSEs | LSES | MSEs | WLSES | MSEs |
|-----|------|------|------|------|-------|------|
| 50  | 0.519 | 0.042 | 0.426 | 0.0114 | 0.491 | 0.0761 |
| 100 | 0.629 | 0.071 | 0.706 | 0.0596 | 0.586 | 0.0195 |
| 200 | 0.645 | 0.062 | 0.479 | 0.0418 | 0.509 | 0.0287 |

Table 10: MLEs, LSES, WLSES, and MSEs at Set 2: \( \alpha = \theta = \beta = 0.5 \) and \( \lambda = 1.2 \) for the OIPGWEx model.

| n   | MLEs | MSEs | LSES | MSEs | WLSES | MSEs |
|-----|------|------|------|------|-------|------|
| 50  | 0.519 | 0.016 | 0.502 | 0.0075 | 0.555 | 0.0122 |
| 100 | 1.378 | 0.183 | 1.098 | 0.0178 | 1.138 | 0.0457 |
| 200 | 0.482 | 0.063 | 0.574 | 0.0261 | 0.435 | 0.032 |

\[
\frac{\partial}{\partial m} \Delta \theta(m): \mathcal{W}_1(m) < 0,
\]
\[
\frac{\partial}{\partial \omega} \Delta \theta(\omega): \mathcal{W}_2(\omega) > 0,
\]
(43)
and \( \min(\alpha \beta, \xi, \eta) \geq 1 \) where

\[
\frac{\partial}{\partial m} \theta(m) = \theta(m) + m \frac{\partial}{\partial m} \theta(m),
\]
\[
\mathcal{W}_1(m) = \left\{ m: m \in I_{(0,1)} \mid \frac{\partial}{\partial m} \theta(m) \text{ exists} \right\},
\]
(44)
\[
\frac{\partial}{\partial \omega} \theta(\omega) = \theta(\omega) + \omega \frac{\partial}{\partial \omega} \theta(\omega),
\]
\[
\mathcal{W}_2(\omega) = \left\{ \omega: \omega \in I_{(0,1)} \mid \frac{\partial}{\partial \omega} \theta(\omega) \text{ exists} \right\}.
\]
7.2.1. Bivariate OIPGWEx-FGM (Type-I) Model. The bivariate OIPGWEx-FGM (Type-I) model may be constructed directly from $C_{\Delta}(m, \omega) = m \omega m + \Delta \theta(m) \Theta(\omega)$ where $\theta(m) = m \Theta(m)$ and $\Theta(\omega) = \omega \Theta(\omega)$. 

7.2.2. Bivariate OIPGWEx-FGM (Type-II) Model. Suppose that $\theta(m)$ and $\Theta(\omega)$ meet all of the criteria mentioned previously, and

\[ \theta^*(m) | (\Lambda > 0) = m^{\lambda^1}(1 - m)^{1 - \lambda^1}, \]

\[ \Theta^*(\omega) | (\Lambda > 0) = \omega^{\lambda^2}(1 - \omega)^{1 - \lambda^2}. \]  

(45)

The corresponding bivariate Co (henceforth, bivariate OIPGWEx-FGM (Type-II) Co) can be deduced:

\[ C_{\Delta,\Delta}(m, \omega) | \Delta^1 = \omega(1 + \Delta \theta^*(m) \Theta^*(\omega)). \]  

(46)

7.2.3. Bivariate OIPGWEx-FGM (Type-III) Model. For both, $\theta(m)$ and $\Theta(\omega)$ have a look at the form below. You may calculate the CDF of the bivariate CDF OIPGWEx-FGM (Type-III) model using $\theta(m), \Theta(\omega), \theta = m \log(1 + \theta m)$, and $\Theta(\omega) = \omega \log(1 + \theta m)$ which can be computed as

\[ C_{\Delta}(m, \omega) = m \omega(1 + \Delta \theta(m) \Theta(\omega)). \]  

(47)

7.2.4. Bivariate OIPGWEx-FGM (Type-IV) Model. You may calculate the CDF of the bivariate OIPGWEx-FGM (Type-IV) model using $C_{\Delta}(m, \omega) = \omega F^{-1}(m) + m F^{-1}(\omega) - [F^{-1}(m) F^{-1}(\omega)]$ where $F^{-1}(m)$ and $F^{-1}(\omega)$ can be computed from (6).

7.3. The Bivariate OIPGWEx via Rényi’s Entropy. Following [26], the joint CDF of the bivariate OIPGWEx via Rényi can be written as $C_{\Delta}(m, \omega) = m \omega m + w_1 \omega - w_1 \omega_2$. Let $m = 1 - F_{\bar{X}}(w_1) \epsilon I_{(0,1)}$ and $\omega = 1 - F_{\bar{X}}(w_2) \epsilon I_{(0,1)}$; the associated bivariate OIPGWEx will be $C_{\Delta}(w_1, w_2) = C(m, \omega)$. 

7.4. The Bivariate OIPGWEx Extension via Clayton Copula. Bivariate extension through Clayton Copula is a weighted variant of the Clayton Co, which has the form $C(m, \omega)_{\omega\omega\sigma} = [m^{-\alpha} + \omega^{-\alpha} - 1]^{(1/\alpha)}$ where $m = 1 - F_{\bar{X}}(w_1) \epsilon I_{(0,1)}$ and $\omega = 1 - F_{\bar{X}}(w_2) \epsilon I_{(0,1)}$. Similarly, the multivariate OIPGWEx extension can be obtained from $C(w_1, w_2, \ldots, w_D) = \sum_{i=1}^{D} m_i^{-\alpha} + 1 - D^{-(1/\alpha)}$ where $m_i = 1 - F_{\bar{X}}(w_i) \epsilon I_{(0,1)}$. 

8. Real Data Applications

Comparison of the OIPGWEx distribution with various competing models will be made particularly exponential (Ex), odd Lindley Ex (OLEx), Marshall–Olkin (MO) Ex (MOEx), moment exponential (MEx), the logarithmic Burr–Hatke Ex (LBHEx), generalized MO Ex (GMOEx), beta Ex (BEx), MO Kumaraswamy Ex (MOkEx), Kumaraswamy exponential (KwEx), the Burr X Ex (BrXEx), and Kw MO Ex (KwMOEx). Some details related to these competitive models are available in [27]. For comparing models, we consider the Cramér-Von Mises (C) and the Akaike information criterion (AIC) ($C_1$), Bayesian IC ($C_2$), Anderson–Darling (HTML translation failed), Consistent AIC ($C_3$), the Kolmogorov–Smirnov (K. S.), Hannan–Quinn IC ($C_4$), and p value (P. V.) statistics.

8.1. Modeling Failure (Relief) Times. The failure time data are the first data set. Recent analyses of these data were conducted by [27]. Table 12 lists the MLEs. Table 13 lists $C_1$, $C_2$, $C_3$, $C_4$, $A_1$, $A$, $C$, $K$, and $P$. V. The total time test (TTT) plot for the relief time data, as well as the related box plot, is shown in Figure 7. Based on Figure 7, the HRF of the relief times is “increasing HRF,” and these data have only one EV shown in Figure 7. Based on Figure 7, the HRF of the relief times data set. According to Figures 8 and 9, the

| n  | MLEs | MSEs | LSEs | MSEs | WSLEs | MSEs |
|----|------|------|------|------|-------|------|
| 50 | 1.378| 0.107| 1.374| 0.0811| 1.345| 0.051|
| 100| 1.388| 0.075|1.36  | 0.0682| 1.318| 0.0239|
| 200| 1.347| 0.061|1.342 | 0.0602| 1.277| 0.0113|
| 1.185| 0.202|1.222 | 0.1965| 1.113| 0.0242|
| 0.586| 0.054| 0.401 | 0.0516| 0.395| 0.0381|
| 0.422| 0.026| 0.391 | 0.0265| 0.378| 0.0155|

Table 11: MLEs, LSEs, WSLEs, and MSEs at Set 3: $\theta = \beta = 0.5$ and $\alpha = \lambda = 1.2$ for the OIPGWEx model.
OIPGWEx distribution provides adequate fits to the empirical functions.

### 8.2. Modeling Survival times

The survival data are the second data set. Recent analysis of these data was conducted by [29]. Table 14 lists the MLEs. Table 15 lists the $C_1$, $C_2$, $C_3$, $C_4$, and $P. V.$ for the first data. Based on Figure 10, the HRF of the survival times is “increasing HRF,” and these data have only four EV observations. Figure 11 gives the estimated PDF (E-PDF), E-CDF, E-HRF, and P-P plot survival time data. Figure 12 gives the Kaplan–Meier survival plot survival times data. Based on Table 15, we have come to the conclusion that the OIPGWEx model is far superior to the Ex, OLEX, MOEx, MEx, LBHEX, GMOEx, BEx, MOKwEx, KwEx, BXEx, and KwMOEx models with $C_1 = 206.88, C_2 = 215.98, C_3 = 207.47$, and $C_4 = 207.47$.

#### Table 12: MLEs values for the first data.

| Models | MLEs |
|--------|------|
| Ex$_{(β)}$ | 0.526 |
| OLEX$_{(β)}$ | 0.6044 |
| MEX$_{(β)}$ | 0.950 |
| LBHEX$_{(β)}$ | 0.5263 |
| MOEx$_{(α,β)}$ | 54.474, 2.316 |
| BrXEx$_{(α,β)}$ | 1.1635, 0.542, 3.514 |
| GMOEx$_{(λ,α,β)}$ | 0.519, 89.462, 3.169 |
| KwEx$_{(α,θ,β)}$ | 83.756, 0.568, 3.330 |
| BEx$_{(α,θ,β)}$ | 81.633, 0.542, 3.514 |
| MOKwEx$_{(λ,α,θ,β)}$ | 0.13, 33.24, 0.57, 4.89 |
| KwMOEx$_{(λ,α,θ,β)}$ | 1.971, 2.36, 0.51, 0.47 |

#### Table 13: $C_1$, $C_2$, $C_3$, $C_4$, $A·C$, $K. S.$, and $P. V.$ for the first data.

| Models | $C_1$, $C_2$, $C_3$, $C_4$ | $A$ | $C$ | $K. S.$ | $P. V.$ |
|--------|-----------------|-----|-----|--------|--------|
| Ex | 67.70, 68.70, 67.89, 68.90 | 4.60 | 0.96 | 0.44 | (<0.01) |
| OLEX | 49.12, 50.14, 49.33, 49.34 | 1.3 | 0.22 | 0.85 | (<0.001) |
| MEx | 54.32, 55.31, 54.54, 54.50 | 2.76 | 0.53 | 0.32 | (0.1) |
| LBHEX | 67.70, 68.70, 67.89, 67.90 | 0.62 | 0.105 | 0.44 | (<0.001) |
| MOEx | 43.51, 45.51, 44.22, 43.90 | 0.8 | 0.14 | 0.18 | (0.55) |
| GMOEx | 42.75, 45.74, 44.25, 43.34 | 0.51 | 0.08 | 0.15 | (0.78) |
| KwEx | 41.78, 44.75, 43.28, 42.32 | 0.45 | 0.07 | 0.14 | (0.86) |
| BEx | 43.48, 46.45, 44.98, 44.02 | 0.70 | 0.12 | 0.16 | (0.80) |
| MOEx | 41.58, 45.54, 44.25, 42.30 | 0.60 | 0.11 | 0.14 | (0.87) |
| KMOEx | 42.82, 46.84, 45.55, 43.60 | 1.08 | 0.19 | 0.15 | (0.86) |
| BrXEx | 48.13, 50.15, 48.83, 48.52 | 1.39 | 0.24 | 0.248 | (0.171) |
| OIPGWEx | 38.74, 42.7, 41.41, 39.52 | 0.178 | 0.0317 | 0.0999 | (0.9884) |

#### Figure 7: The TTT plot (a), Q-Q plot (b), and box plot (c) for the first data.
C_4 = 210.50, \ A^- = 0.63, \ C = 0.105, \ K. S. = 0.088, \ and \ P. V. = 0.639, \ so \ the \ OIPGWEx \ model \ is \ an \ excellent \ alternative \ to \ these \ competitive \ distributions \ in \ modeling \ relief \ times \ data \ set. \ According \ to \ Figures \ 11 \ and \ 12, \ the \ OIPGWEx \ distribution \ provides \ adequate \ fits \ to \ the \ empirical \ functions.
Table 15: $C_1$, $C_2$, $C_3$, $C_4$, $A_i$, $C$, K. S., and P. V. for second data.

| Models   | $C_1$, $C_2$, $C_3$, $C_4$ | $A_i$ | $C$      | K. S. | (P. V.) |
|----------|-----------------------------|-------|----------|-------|---------|
| Ex       | 234.60, 236.90, 234.68, 235.55 | 6.53  | 1.25     | 0.3   | (0.06)  |
| OLE Ex   | 229.13, 231.43, 229.21, 230.11 | 1.94  | 0.33     | 0.5   | (<0.001) |
| ME       | 210.40, 212.68, 210.45, 211.30 | 1.52  | 0.25     | 0.15  | (0.13)  |
| LBHE Ex  | 234.63, 236.92, 234.71, 235.51 | 0.71  | 0.115    | 0.28  | (<0.001) |
| MO Ex    | 210.37, 214.93, 210.52, 212.17 | 1.18  | 0.17     | 0.10  | (0.43)  |
| GMO Ex   | 210.54, 217.38, 210.89, 213.24 | 1.02  | 0.16     | 0.09  | (0.5)   |
| Kw Ex    | 209.42, 216.24, 209.77, 212.12 | 0.74  | 0.11     | 0.09  | (0.5)   |
| BE Ex    | 207.37, 214.21, 207.73, 210.09 | 0.98  | 0.15     | 0.11  | (0.34)  |
| MOKw Ex  | 209.44, 218.56, 210.04, 213.04 | 0.79  | 0.12     | 0.10  | (0.44)  |
| KwMO Ex  | 207.82, 216.94, 208.42, 211.42 | 0.61  | 0.11     | 0.09  | (0.5)   |
| BrX Ex   | 235.31, 239.92, 235.53, 237.14 | 2.92  | 0.52     | 0.22  | (0.002) |
| OIPG WE  | 206.88, 215.98, 207.47, 210.50 | 0.63  | 0.105    | 0.088 | (0.639) |

Figure 10: The TTT plot (a), Q-Q plot (b), and box plot (c) for the second data.

Figure 11: E-CDF, E-PDF, and E-HRF for second data.
9. Conclusions

A novel flexibly generated family of distributions was developed and investigated in this study which is called OIPGW-G family. The new proposed family contains many new models, and its density can be right skewed and symmetric with unimodal and bimodal shapes. The new HRF of the new models can be “constant,” “decreasing,” “increasing,” “increasing-constant,” “upside-down-constant,” and “decreasing-constant.” Some of the mathematical properties of the new family are computed. Numerical calculations for the expected value, skewness, variance, and kurtosis are computed. Different types of entropies are calculated. Some numerical values of RéE, QE, HaChE, and ArE for some selected values of parameters for the OIPGWEx model are computed. Estimation of OIPGW-G parameters is performed by ML, LS, and WLS estimation methods. Some bivariate and multivariate OIPGWEx type models have been also derived. Two genuine data sets are used to demonstrate the family’s utility and versatility. The OIPGWEx model is far superior to the Ex, OLEx, MOEx, MEx, LBHEx, GMOEx, BEx, MOKwEx, KwEx, BXEx, and KwMOEx models in modeling the two datasets according to the $C_1$, $C_2$, $C_3$, $C_4$, $A'$, $C_1$, $K_2$, and $P_0$ statistics. In the future, we are planning to use this family to generate new statistical models and study its structural properties.
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