CONDUCTIVITY RECONSTRUCTION FROM POWER DENSITY DATA IN LIMITED VIEW
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ABSTRACT. In Acousto-Electric tomography, the objective is to extract information about the interior electrical conductivity in a physical body from knowledge of the interior power density data generated from prescribed boundary conditions for the governing elliptic partial differential equation. In this note, we consider the problem when the controlled boundary conditions are applied only on a small subset of the full boundary. We demonstrate using the unique continuation principle that the Runge approximation property is valid also for this special case of limited view data. As a consequence, we guarantee the existence of finitely many boundary conditions such that the corresponding solutions locally satisfy a non-vanishing gradient condition. This condition is essential for conductivity reconstruction from power density data. In addition, we adapt an existing reconstruction method intended for the full data situation to our setting. We implement the method numerically and investigate the opportunities and shortcomings when reconstructing from two fixed boundary conditions.
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1. INTRODUCTION

Acousto-electric tomography (AET) is an imaging modality for obtaining information about the interior electrical conductivity in a physical body. By combining electrostatic boundary measurements during an acoustic excitation of the body, we first recover the so-called interior power density data and from there reconstruct the conductivity. In principle, the modality yields high resolution and high contrast images, but the practical feasibility is yet to be demonstrated.

The reconstruction problem in AET is fairly well understood in situations where the full boundary is available for the electrostatic measurements. In this manuscript we consider the more challenging problem in the limited view setting where we only have access to measurements on a possibly small part of the boundary. Our main result shows that reconstruction is feasible also in this setting, and in this way we generalize results pioneered in.
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We now define the involved quantities and the model linking them. The limited boundary control is modelled by a prescribed voltage on part of the domain boundary with a no-flux condition applied elsewhere. To this end we consider a connected open set \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) with Lipschitz boundary \( \partial \Omega \) and let \( \Gamma \subset \partial \Omega \) be nonempty and open. We assume the conductivity denoted by \( \sigma \) satisfies \( \sigma \in L^\infty(\Omega) \), i.e. there exists \( \lambda \in (0, 1) \) such that \( \lambda \leq \sigma \leq \lambda^{-1} \) a.e. in \( \Omega \). If \( d = 3 \) we assume further that \( \sigma \) is Lipschitz on \( \Omega \). The model is described by the partial differential equation

\[
\begin{align*}
Lu &= -\nabla \cdot \sigma \nabla u = 0 \quad \text{in } \Omega, \\
u = f & \quad \text{on } \Gamma, \\
L_\nu u &= \sigma \partial_\nu u = 0 \quad \text{on } \partial \Omega \setminus \Gamma,
\end{align*}
\]

where \( u \) is the electrical potential, \( \nabla u \) the electrical field and \( f \in H^{\frac{1}{2}}(\Gamma) := \{ v|_\Gamma : v \in H^1(\Omega) \} \) the prescribed voltage under our control. \( \nu \) denotes the outward unit normal to \( \partial \Omega \). From standard elliptic theory we know that (1.1) has a unique solution \( u \in H^1(\Omega) \) for each choice of boundary potential \( f \).

In AET the data is given in terms of the mixed power density matrix \( H \in \mathbb{R}^{d \times d} \) with elements

\[
H_{ij} = \sigma \nabla u_i \cdot \nabla u_j.
\]

The function \( u_i \) denotes the solution to (1.1) for a boundary condition \( f_i \), \( i = 1, \ldots, d \). The inverse problem of AET is to uniquely and constructively recover the unknown conductivity \( \sigma \) from \( H \).

If we successfully pick \( f_i \) so that the electrical fields \( \nabla u_i \) are linearly independent, then \( H \) satisfies the Jacobian constraint

\[
\det \begin{bmatrix} \nabla u_1 & \cdots & \nabla u_d \end{bmatrix} \geq \delta > 0
\]

for some \( \delta > 0 \). This condition is crucial for the reconstruction problem in AET.

There is a rich mathematical literature on AET for the full boundary case (\( \Gamma = \partial \Omega \)). For the two-dimensional problem, the Jacobian constraint is essentially guaranteed by the Radó–Kneser–Choquet theorem using the two coordinate functions as boundary conditions. A reconstruction method is found in [6]. The anisotropic problem is considered in [15] with boundary conditions given in terms of complex geometrical optics (CGO) solutions generically depending on \( \sigma \). In three dimensions, it is impossible to find three boundary conditions that can work for any conductivity [2], but again a CGO construction can be used to provide four solutions [6]. A different approach using the Runge approximation property can be used for both the isotropic and anisotropic problem in any dimension [7] yielding a finite number of boundary conditions. Further work to establish smaller upper bounds on the number of boundary conditions can be found in [4]. We refer to [3] for a complete overview.

Our main result states that even in the limited view setting there are a finite number of boundary conditions such that locally the solutions satisfy (1.3). The method relies on the Runge approximation property that will be established for the mixed problem (1.1). This approach is equivalent to the construction of so-called localized potentials [9]. We will in addition review the reconstruction method, emphasize the importance of (1.3), and investigate the possibilities and shortcomings in the limited view setting.
In Section 2 we recall the Runge approximation property and prove that the given PDE (1.1) satisfies the property. Section 3 gives the solutions satisfying the Jacobian constraint. In Section 4 we review for completeness the reconstruction formula for \( \sigma \) in terms of \( H \) in the case \( d = 2 \) following [6]. We end the story in Section 5 with a description of the numerical implementation and numerous computational experiments that shows the possibilities and limitations of limited view AET.

2. The Runge approximation property

In this section, we recall the Runge approximation property and ascertain that the property holds for our PDE in question [1]. To prove that this property holds we make use of the unique continuation property, which is satisfied for the operators \( L \) and \( L_v \) as defined in [1] 3 Lemma 7.5]. Given an open non-empty subset \( \Sigma \subseteq \partial \Omega \) the unique continuation property states that if \( u \in H^1(\Omega) \) is a solution to \( Lu = 0 \) in \( \Omega \), which further satisfies \( u|\Sigma = 0 \) and \( L_v u|\Sigma = 0 \), then \( u \) vanishes in all of \( \Omega \); i.e. \( u = 0 \) everywhere in \( \Omega \).

We state the definition of the Runge approximation property.

**Definition 2.1** (Runge approximation property). We say that \( L \) satisfies the *Runge approximation property* if for any simply connected Lipschitz domain \( \Omega' \subset \Omega \) and any \( u \in H^1(\Omega') \) such that \( Lu = 0 \) in \( \Omega' \) there exists a sequence \( u_n \in H^1(\Omega) \) such that (a) \( Lu_n = 0 \) in \( \Omega \), and (b) \( u_n|\Omega' \to u \) in \( L^2(\Omega') \).

It follows from the satisfaction of the unique continuation property that our PDE satisfies the Runge approximation property as well. The following lemma is a modified version of a similar result in [3] Thm. 7.7] and the proof follows the same general lines as well:

**Theorem 2.2.** Let \( \Omega \subset \mathbb{R}^d \) be a Lipschitz bounded domain and \( L \) as defined in (1.1). Then \( L \) satisfies the Runge approximation property with the sequences \( (u_n) \) satisfying the boundary restriction \( L_v u_n = 0 \) on \( \partial \Omega \setminus \Gamma \) for all \( n \in \mathbb{N} \).

**Proof.** Assume without loss of generality that \( \Omega \) is connected. Take \( \Omega' \subset \Omega \) as in Definition 2.1 and \( u \in H^1(\Omega') \) such that

\[
Lu = 0 \quad \text{in } \Omega'.
\]

Set \( F := \{ v|\Omega' : v \in H^1(\Omega), Lv = 0 \text{ in } \Omega, L_v v = 0 \text{ on } \partial \Omega \setminus \Gamma \} \). Suppose by contradiction that the Runge approximation property does not hold that we managed to pick a \( u \) for which there is no sequence in \( F \) converging to \( u \) in \( L^2\)-norm. By the Hahn-Banach theorem there exists a functional \( g \in L^2(\Omega')^* \) such that \( g(u) \neq 0 \) and \( g(v) = 0 \) for all \( v \in F \). In other words, there exists \( g \in L^2(\Omega') \) such that \( (g, u)_{L^2(\Omega')} \neq 0 \) and \( (g, v)_{L^2(\Omega')} = 0 \) for all \( v \in F \).

Consider now the extension by zero of \( g \) to \( \Omega \), which by an abuse of notation is still denoted by \( g \). Let \( V := \{ \phi|\Gamma : \phi \in H^\frac{1}{2}(\partial \Omega) \} \) and fix \( \phi \in V \). Let \( w, v \in H^1(\Omega) \) be the unique solutions to

\[
Lw = g \quad \text{in } \Omega, \quad Lv = 0 \quad \text{in } \Omega,
\]

\[
w = 0 \quad \text{on } \Gamma, \quad \text{and } \quad v = \phi \quad \text{on } \Gamma,
\]

\[
L_v w = 0 \quad \text{on } \partial \Omega \setminus \Gamma, \quad L_v v = 0 \quad \text{on } \partial \Omega \setminus \Gamma.
\]

By definition of \( g \) there holds \( (g, v)_{L^2(\Omega)} = 0 \). Thus, integration by parts shows

\[
0 = -(v, g)_{L^2(\Omega)} = (Lv, w)_{L^2(\Omega)} - (v, Lw)_{L^2(\Omega)} = \int_\Gamma (L_v w) \phi d\sigma.
\]
Since the above holds for all \( \phi \in H^1(\Gamma) \) we obtain \( L_\nu w = 0 \) on \( \Gamma \). Observe now that \( w \) is solution to \( Lw = 0 \) in \( \Omega \setminus \Omega' \) such that \( w = 0 \) and \( L_\nu w = 0 \) on \( \Gamma \). In view of the unique continuation property we have \( w = 0 \) in \( \Omega \setminus \Omega' \), therefore \( w = 0 \) and \( L_\nu w = 0 \) on \( \partial \Omega' \). As a result, by integrating by parts we obtain

\[
\int_{\Omega'} g w \, dx = \int_{\Omega'} (Lw)u \, dx
\]

\[
= \int_{\Omega'} (Lu) \, w \, dx + \int_{\partial \Omega'} (L_\nu w) u \, ds + \int_{\partial \Omega'} (L_\nu u) \, w \, ds
\]

\[
= 0,
\]

where the last identity follows from the definition of \( u \). This contradicts the assumptions on \( g \), since \( (g,u)_{L^2(\Omega')} \neq 0 \).

By the application of Schauder estimates, Sobolev embedding and standard elliptic theory, assuming Lipschitz regularity for the coefficient yields the following result.

**Lemma 2.3.** Assume \( \sigma \) is Lipschitz and let \( \Omega' \subset \subset \Omega \), \( x_0 \in \Omega' \) and \( s \in (0, \text{dist}((\Omega', \partial \Omega))) \). Let \( u_0 \in C^{1,\alpha}(\Omega) \), \( \alpha \in (0,1) \) satisfy

\[
-\Delta u_0 = 0, \quad \text{in } B(x_0, s).
\]

Then for any \( \delta > 0 \) there is an \( r \in (0,s) \) and \( u_{x_0,\delta} \in H^1(\Omega) \) satisfying \( Lu_{x_0,\delta} = 0 \) in \( \Omega \) and \( L_\nu u_{x_0,\delta} = 0 \) on \( \partial \Omega \setminus \Gamma \) such that

\[
\|u_{x_0,\delta} - u_0\|_{C^1(B(x_0,r))} \leq \delta.
\]

The proof can be found in Appendix A. As any linear map \( u_0 \) satisfies the conditions of the lemma, the corollary is immediate.

**Corollary 2.4.** Let \( \sigma, \Omega' \) and \( x_0 \) be as in Lemma 2.3. For any \( \delta > 0 \) and \( v \in \mathbb{R}^d \) there is \( r \in (0,1) \) with \( B(x_0, r) \subset \Omega' \) and \( u_{x_0,\delta} \in H^1(\Omega) \) satisfying \( Lu_{x_0,\delta} = 0 \) in \( \Omega \) and \( L_\nu u_{x_0,\delta} = 0 \) on \( \partial \Omega \setminus \Gamma \) such that

\[
\|\nabla u_{x_0,\delta} - v\|_{C^0(B(x_0,r))} \leq \delta.
\]

### 3. Satisfying the Jacobian constraint

We summarize in this section how the above guarantees solutions that satisfies the Jacobian constraint. The treatment follows along the lines of [3] Sec. 7.3.

First note that the canonical basis vectors \( e_j \) satisfies \( \{e_1 \ldots e_d\} = 1 \), i.e. the Jacobian constraint. Next, fix a sufficiently small \( \delta > 0 \). Corollary 2.4 provides the existence of solutions to (1.1) (including suitable boundary conditions) that can approximate \( v = e_j \) locally in small balls. This is illustrated in Figure 1 if considered from the same relative origin then \( \nabla \tilde{u}_j \) is contained in a cone \( C_j \). Consequently, the solutions satisfy locally the Jacobian constraint. Finally, the union of such small balls is an open cover of \( \Omega' \) and can, due to compactness of \( \overline{\Omega'} \), be exhausted to a finite open cover with \( M \in \mathbb{N} \) balls. As each ball requires a set of \( d \) boundary conditions to satisfy, we ultimately end up with \( Md \) boundary conditions.

The theorem is as follows:

**Theorem 3.1.** Assume \( \sigma \) is Lipschitz continuous in \( \overline{\Omega} \), and consider any compactly embedded domain \( \Omega' \subset \Omega \). Then there exists a finite set of boundary conditions \( \{\phi_j\}_{j=1}^{Md} \) with corresponding
Figure 1. Illustration of the cone $C_j$ and the ball of approximating vectors at most $\delta = \sin(\alpha)$ away from $e_j$.

solutions $\{u_j\}_{j=1}^{Md}$ to (1.1) with $f = \phi_j$, such that at any point $x_0 \in \Omega'$ there is an open neighborhood $V_{x_0}$ of $x_0$ and a subset $\{u_{n_1}, \ldots, u_{n_d}\}$ satisfying

$$
\det \left[ \nabla u_{n_1}(x) \quad \cdots \quad \nabla u_{n_d}(x) \right] \geq \frac{1}{2}, \quad \text{for all } x \in V_{x_0}
$$

Proof. Let $\delta > 0$ be arbitrary. For each $x_0 \in \Omega'$, and $v = e_j$, Corollary 2.4 gives an $r_j > 0$ and an approximating solution $\tilde{u}_j \in H^1(\Omega)$ satisfying $L \tilde{u}_j = 0$ in $\Omega$ and $L_v \tilde{u}_j = 0$ on $\partial \Omega \setminus \Gamma$ such that $\|\nabla \tilde{u}_j - e_j\|_{C^0(B(x_0, r_j))} < \delta$ in $B(x_0, r_0)$ with $r_0 = \min(r_1, r_2, \ldots, r_d)$. By continuity of the determinant, by fixing $\delta$ sufficiently small we can guarantee

$$
|\det [\nabla \tilde{u}_1 \ldots \nabla \tilde{u}_d] - \det [e_1 \ldots e_d]| < \frac{1}{2}
$$

and by the reverse triangle inequality

$$
|\det [\nabla \tilde{u}_1 \ldots \nabla \tilde{u}_d] | > \frac{1}{2}
$$

Since $\Omega' \subset \subset \Omega$, there is a finite subcover $\{B(x_m, r_m)\}_{m=1}^M$ of $\Omega'$ that yields the $Md$ boundary conditions. \hfill \Box

4. Reconstruction formula

In this section we review without proofs the main formulas used for the reconstruction procedure based on [16] in order to prepare for the numerical experiments in section 5. We consider the case $d = 2$; for $d = 3$ we refer to [6]. Throughout this section we consider a power density matrix $H = (H_{ij})_{1 \leq i, j \leq 2}$ for which the corresponding solutions $u_1$ and $u_2$ are assumed to satisfy the Jacobian constraint (1.3).

The derivation goes in 2 steps. The aim in the first step is to obtain $J_i = \sqrt{\sigma} \nabla u_i$, $i = 1, 2$, from $H_{ij}$. $J_i$ is the current density up to a factor of $\sqrt{\sigma}$; i.e. the current density is precisely $\sqrt{\sigma} J_i$. In a slight abuse of the name, we call the first step the “current density step”. The second step is the recovery of an equation for $\sigma$ from $J_i$. We call this the “conductivity step”.

4.1. Current density step. To this end consider the matrices $J = \begin{bmatrix} J_1 & J_2 \end{bmatrix}$ and $H = (H_{ij})_{1 \leq i, j \leq 2}$; the latter obviously symmetric. Under the assumed positive lower bound on $\sigma$ and the Jacobian
constraint (1.3) it is easy to see that for any \( x = (x_1, x_2) \neq 0 \), \( x^T H x = \sigma |q_1 + q_2|^2 > 0 \), where \( q_i = x_i \nabla u_i \neq 0 \) and \( q_1 \neq -q_2 \). Hence \( H \) is positive definite.

The matrix \( J \) is then orthonormalized into a \( SO(2) \)-valued matrix \( R \) via a transformation of the form \( R = JT^T \). By definition \( R \) is orthogonal and \( \text{det} \ R = 1 \). As \( R \) is a rotation matrix, it is parameterized by

\[
R(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix},
\]

dependent only on a single parameter \( \theta \). This definition implies that when the exact matrices \( T \) and \( J \) are known the function \( \theta \) can be computed by

\[
(4.1) \quad \theta = \text{argument}(R_{11} + iR_{21}).
\]

Defining \( T = (T_{ij})_{1 \leq i,j \leq 2} \) and \( T^{-1} = (T'^{ij})_{1 \leq i,j \leq 2} \), and letting

\[
V_{ij} = \nabla(T_{11})T'^{ij} + \nabla(T_{12})T'^{2j},
\]

then \( \theta \) is determined by the following equation [16, Eq. (65)]:

\[
(4.2) \quad \nabla \theta = F,
\]

with

\[
F = \frac{1}{2} (V_{12} - V_{21}) - J \nabla \log D,
\]

\[
J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},
\]

and

\[
D = (H_{11}H_{22} - H_{12}^2)^{\frac{1}{2}}.
\]

Applying the divergence operator to (4.2) yields the Poisson equation

\[
(4.3) \quad \begin{cases} 
\Delta \theta = \nabla \cdot F \text{ in } \Omega, \\
\theta \text{ given on } \partial \Omega.
\end{cases}
\]

We discuss in section 4.3 below that we can assume \( \theta \) to be known on the whole boundary \( \partial \Omega \).

4.2. Conductivity step. Reconstruction of \( \sigma \) is based on [16, eq. (68)]

\[
(4.4) \quad \nabla \log \sigma = G
\]

with

\[
G = \cos(2\theta)K + \sin(2\theta)\mathcal{J}K
\]

\[
K = \mathcal{U}(V_{11} - V_{22}) + \mathcal{J} \mathcal{U}(V_{12} + V_{21}) \quad \text{and} \quad \mathcal{U} = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]

We assume that \( \sigma \) is known on the whole boundary \( \partial \Omega \) and then reconstruct \( \sigma \) by solving the Poisson equation

\[
(4.5) \quad \begin{cases} 
\Delta (\log(\sigma)) = \nabla \cdot G \text{ in } \Omega, \\
\log(\sigma) \text{ given on } \partial \Omega.
\end{cases}
\]

4.3. Choice of \( T \) and knowledge of \( \theta \). The decomposition \( R = JT^T \) is not unique as any transfer matrix \( T_1 \) that satisfies this equation for some rotation matrix \( R_1 \) gives rise to another rotated transfer matrix \( T_2 = R_1^T T_1 \) that satisfies the same equation for the corresponding rotation matrix \( R_2 = R_1 \overline{R} \). This holds true for any rotation matrix \( \overline{R} \). In theory, the choice of \( T \)
will not influence the reconstruction procedure, as every choice of $T$ with corresponding $\theta$ will work to extract the functionals $J_i = \sqrt{\sigma \nabla u_i}$ from the entries of $H_{ij} = \sigma \nabla u_i \cdot \nabla u_j$. However, numerically a simple choice of $T$ can be an advantage. For this reason, we choose Gram-Schmidt orthonormalization to obtain the following $T$, as in this case the functionals $V_{ij}$ have the simplified form as in (4.7):

$$T = \begin{bmatrix}
H_{11}^{-\frac{1}{2}} & 0 \\
-H_{12}H_{11}^{-\frac{1}{2}} D^{-1} & H_{11}^{\frac{1}{2}} D^{-1}
\end{bmatrix}.$$  

(4.6)

By the Jacobian constraint (1.3), $H_{11} > 0$ and thus $T$ is well-defined. For this choice of $T$ the function $\theta$ is given by the angle between $\nabla u_1$ and the $x_1$-axis, as in this case the first column of $R$ simplifies to

$$R_1 = T_{11}J_1 + T_{12}J_2 = \frac{\nabla u_1}{|\nabla u_1|}.$$  

Using (4.1) we then calculate

$$\theta = \text{argument}(\partial_1 u_1 + i\partial_2 u_1).$$

In addition, the vector fields $V_{ij}$ can be written explicitly in terms of $H$:

$$V_{11} = \nabla \log H_{11}^{-\frac{1}{2}}, \quad V_{12} = 0,$$

$$V_{21} = -\frac{H_{11}}{D} \nabla \left( \frac{H_{12}}{H_{11}} \right), \quad V_{22} = \nabla \log \left( \frac{H_{11}^2}{D} \right).$$

(4.7)

An outline of the reconstruction procedure using this choice for $T$ is shown in Algorithm 1.

Knowledge of $\theta$ at the boundary is essential in the reconstruction procedure. The gradient equation (4.2) can be solved in two different ways for $\theta$: Either by knowledge of $\theta$ at a single point and integrating along curves originating from that point, or by solving the Poisson problem (4.3), where knowledge of $\theta$ is required on the whole boundary. As we suggest the second option, the question is whether knowledge of $\theta$ at the boundary is a valid assumption. Information about $\theta$ is related to the gradient $\nabla u_1$ and hence the current $\sigma \nabla u_1$, as both vector fields have the same direction. The functional $\sigma \nabla u_1$ can be decomposed into two parts with contribution from the unit outward normal $\nu$ and its direct orthogonal $\eta = J\nu$:

$$\sigma \nabla u_1 = (\sigma \nabla u_1 \cdot \nu)\nu + (\sigma \nabla u_1 \cdot \eta)\eta.$$  

Along the part of the boundary $\partial \Omega \setminus \Gamma$ the Neumann data is known, so that knowledge of $(\sigma \nabla u_1 \cdot \eta)\eta$ is required to determine $\sigma \nabla u_1$ along this part of the boundary. Along $\Gamma$ the Dirichlet data and thus the directional derivative $(\nabla u_1 \cdot \eta)$ is known, so that knowledge of $\sigma$ and $\sigma \nabla u_1 \cdot \nu$ is required to determine $\sigma \nabla u_1$ along $\Gamma$. This requires the following information on the different parts of the boundary:

- Knowledge of $\sigma$ and the potential $u_1$ yield information about $\theta$ on $\partial \Omega \setminus \Gamma$
- Knowledge of $\sigma$ and $\sigma \nabla u_1 \cdot \nu$ yield information about $\theta$ on $\Gamma$

However, along $\partial \Omega \setminus \Gamma$ the vanishing Neumann data gives us the additional information that $\sigma \nabla u_1$ is solely determined by the direct orthogonal $\eta$. Hence, on $\partial \Omega \setminus \Gamma$ the direction of $\sigma \nabla u_1$ is either $\eta$ or $-\eta$. The sign of $\eta$ is influenced by the choice of the boundary function $f_1$. By theorem B.1 (the weak maximum principle) the maximum and minimum of $u_1$ is attained at points $x_{\text{max}}$ and
$x_{\text{min}}$ on the Dirichlet boundary $\Gamma$. At these points $\nabla u_1$ will then point outwards and inwards of the domain respectively, as the gradient points in the direction of highest increase. The maxima and minima of $f_1$ will therefore influence the direction of the current and this information can be used to determine sign of $\eta$ and thus $\theta$ on $\partial\Omega \setminus \Gamma$.

**Algorithm 1** Reconstruction procedure

Generating data: Choose a set of boundary conditions $(f_1, f_2)$ so that the corresponding solutions satisfy the Jacobian constraint (1.3). Use the solutions to generate the power density matrix $H$.

1. Use the measurement matrix $H$ to define $T$ and the vector fields $V_{ij}$ as in (4.6) and (4.7) respectively
2. Reconstruct $\theta$ by solving the boundary value problem (4.3)
3. Reconstruct $\sigma$ by solving the boundary value problem (4.5)

5. Numerical Examples

The MATLAB and Python code to generate the numerical examples can be found on GitLab:

[GitLab code]

To investigate the performance of the reconstruction algorithm in the limited view setting, we implement the algorithm in Python and used FEniCS [14] to solve the PDEs. Here we mainly focus on performance for two boundary conditions. We use a fine mesh to generate our power density data and a coarser mesh to address the reconstruction problem. Unless otherwise stated we used $N_{\text{data}} = 44880$ nodes in the high-resolution case, while for the smaller mesh we considered a resolution of $N_{\text{recon}} = 20100$ nodes. For both meshes, we use $P_1$ elements. We consider the domain $\Omega$ to be the unit disk: $\Omega = B(0, 1)$. Furthermore, we consider two test cases for the conductivity $\sigma$ defined by:

$$\sigma_{\text{case } 1}(x^1, x^2) = 1 + e^{-5((x^1)^2+(x^2)^2)},$$

$$\sigma_{\text{case } 2}(x^1, x^2) = 1 + e^{-20((x^1+\frac{1}{2})^2+(x^2)^2)} + e^{-20((x^1)^2+(x^2+\frac{1}{2})^2)}$$

$$+ e^{-50((x^1-\frac{1}{2})^2+(x^2-\frac{1}{2})^2)},$$

for $(x^1, x^2) \in \Omega$. Figure 2 illustrates the conductivities.

To test the reconstruction procedure we follow the procedure as outlined in Section 4. To generate the power density data we simply consider the coordinate functions as boundary conditions: $(f_1, f_2) = (x^1, x^2)$.

We make this choice, as there is no theory developed on how to constructively choose the boundary functions in the case of mixed Dirichlet and Neumann conditions such that (1.3) is satisfied. However, for Dirichlet boundary conditions and when the domain is convex and 2-dimensional it is known that the coordinate functions $(f_1, f_2) = (x_1, x_2)$ yield solutions $(u_1, u_2)$ so that these satisfy the Jacobian condition (see e.g. [?]). Motivated by this theory we limit ourselves to these boundary conditions.

We consider different sizes for the subset of the boundary, $\Gamma$, that we can control, and show these in Figure 3. For each choice of $\Gamma$ we then solve the two PDEs using FEniCS and use the computed solutions $u_1$ and $u_2$ to generate the 3 power densities $H_{11}, H_{12}$ and $H_{22}$. Furthermore, for comparison we compute the true angle $\theta$ from knowledge of the true gradient $\nabla u_1$. 
5.1. Reconstruction of $\theta$. For the three different sizes of $\Gamma$, $\Gamma_{\text{large}}$, $\Gamma_{\text{medium}}$ and $\Gamma_{\text{small}}$, as seen in Figure 3, we reconstruct $\theta$ for $\sigma$ defined as in test case 1. As $\theta$ is a function mapping from $\Omega$ to the unit circle $S^1$, which is a periodic space, we choose on $\partial\Omega$ a representation of $\theta$ which forms a continuous curve when unwrapping $S^1$ to an interval of $\mathbb{R}$. We denote this representation $\tilde{\theta}$ and it is constructed as follows.

\begin{align}
\tilde{\theta} = \begin{cases} 
\theta + 2\pi & t \in \left[-\frac{\pi}{2}, -\frac{3\pi}{8}\right] \\
\theta & \text{otherwise}
\end{cases}
\end{align}

The representation is illustrated in Figure 4(a). This is done to avoid any discontinuous transitions, which could otherwise occur from $\theta$ taking values on alternating sides of the end points of the interval; this problem is illustrated in Figure 4(b). The special region in which we make the modification to obtain continuity is identified by considering the boundary conditions. As $\theta$ represents the angle between $-\eta$ and the $x_1$-axis a discontinuity, when viewing $S^1$ in $\mathbb{R}$ can be identified to occur at exactly the points $t = -\frac{\pi}{2}$ and $t = -\frac{3\pi}{8}$.
Using the representation \( \tilde{\theta} \) as a boundary condition, we reconstruct \( \theta \) for the three different sizes of \( \Gamma \). The reconstructions of \( \theta \) are compared to the true expressions in Figure 4, while Table 1 shows the relative \( L^2 \)-error. For the smaller sizes of \( \Gamma \) there appear artifacts close to the boundary \( \partial \Omega \backslash \Gamma \) otherwise there is no visual distinction between true expressions and reconstructions, which is reflected in the relative errors as well. Note that due to the above modifications we use \( \sin(2\theta) \) instead of \( \theta \) for comparison.

Figure 4. True expression for \( \theta \) assigned to a smooth function space for \( \sigma \) as in test case 1 and having control over \( \Gamma_{\text{small}} \). The right figure compares the same function to a modified version \( \tilde{\theta} \) defined in (5.1) along the boundary.

### Table 1. Relative \( L^2 \) errors for varying sizes of \( \Gamma \).

|                | \( \Gamma_{\text{large}} \) | \( \Gamma_{\text{medium}} \) | \( \Gamma_{\text{small}} \) |
|----------------|-----------------------------|-----------------------------|-----------------------------|
| Min det(\( H \)) | case 1: \( 3.94 \times 10^{-6} \) | case 2: \( 2.94 \times 10^{-6} \) | case 1: \( 3.87 \times 10^{-10} \) |
|                |                             |                             | case 2: \( 1.07 \times 10^{-12} \) |
| Rel. \( L^2 \) error \( \cos(2\theta), \sin(2\theta) \) | case 1: (0.79%, 2.04%) | case 2: (0.77%, 1.86%) | case 1: (1.40%, 2.01%) |
|                |                             |                             | case 2: (1.41%, 1.97%) |
|                |                             |                             | (2.24%, 2.37%) |
| Rel. \( L^2 \) error \( \sigma \) | case 1: 32.02% | case 1: 104% | case 2: 177% |
|                |                             | case 2: 33.62% | case 2: 108% |
|                |                             |                             | case 2: 180% |

5.2. Reconstruction of \( \sigma \). We reconstruct \( \sigma \) for both test cases in Figure 2 and for the three different sizes of \( \Gamma \). Here we use the reconstructed \( \theta \) from the previous step. The results are shown in Figure 6 note that the intervals for the colorbars are different, as for smaller sizes of \( \Gamma \) there is more variation in the reconstructed \( \sigma \). Furthermore, Table 2 shows the relative \( L^2 \)-error in the reconstructions. Both visually and quantitatively, we see that the quality of the reconstructed \( \sigma \) decrease for decreasing size of \( \Gamma \). Comparing the different test cases of \( \sigma \), from the relative error we see that the quality of the reconstruction is slightly better for test case 1. The slight difference in quality may be explained by the fact that in test case 2 there are smaller features closer to the boundary. Overall, the decreasing quality for decreasing size of \( \Gamma \) may follow from the fact that the
assumption of a non-vanishing determinant of $H$ is almost violated for $\Gamma_{small}$. Figure 7 illustrates the expression $\log(\det(H))$ for all sizes of $\Gamma$ and their minimal values can be found in Table 1. We see from the Figure that with decreasing size of the boundary of control, the values of $\det(H)$ decrease close to $\partial \Omega \setminus \Gamma$. By assumption, the determinant should be non-vanishing everywhere in the domain, but for $\Gamma_{small}$ the minimal value is $9.94 \cdot 10^{-18}$, and in comparison to values of the determinant elsewhere in the domain, this is effectively zero. As a consequence, the reconstruction in such regions of low determinants are not reliable, even though the algorithm does produce a result (see reconstructions in Figure 6 below.)

The size of $\Gamma$ roughly reflects how large an amount of the domain can be controlled: While for $\Gamma_{large}$ the reconstruction looks reasonable for most of the domain, for $\Gamma_{medium}$ this is the case for about half of the domain and for $\Gamma_{small}$ this does only apply for a small part of the domain. For the last two cases the part of the domain that is difficult to control is dominated by values of the reconstructed conductivity that are way higher than the true values and this is reflected in the high relative errors above 100%. What is common for all sizes of $\Gamma$ is that there appear artifacts close to the part of the boundary that cannot be controlled, $\partial \Omega \setminus \Gamma$. For $\Gamma_{medium}$ and $\Gamma_{small}$ the artifacts occur at distinct points along the boundary. Further experiments showed that the locations of the artifacts seem not influenced by the choice of the boundary conditions. This indicates that the appearance of the artifacts is not caused by the PDE. However, we think that they are a mesh-dependent phenomenon. To understand what part in the reconstruction procedure induces the artifacts, we illustrate the fraction $\log \left( \sqrt{\frac{H_{11} D}{\pi}} \right)$ in Figure 8. This fraction appears in the expression for $V_{22}$ in (4.7) and then enters the right hand side of the reconstruction formula of $\sigma$ in (4.4). We see from the figure that there appear small discontinuities at locations similar to the artifacts along the boundary $\partial \Omega \setminus \Gamma$. To obtain $V_{22}$ one needs to compute the gradient of this function, which will cause the artifacts visible in the reconstruction. To support the theory
Figure 6. Reconstructions of $\sigma$ as in test case 1 for varying sizes of $\Gamma$ in the upper row and for test case 2 in the lower row. Note that different color scales are used.

Figure 7. The expression $\log(\det H)$ for varying sizes of $\Gamma$. Large negative values (blue regions) correspond to values of $\det H$ close to zero.

that these are induced by the discretization of the domain, we compare the reconstruction of $\sigma$ for finer meshes in Figure 9 and show the relative errors in Table 2. The mesh refinement does not make the artifacts disappear, but with increasing mesh size, the artifacts have less impact on the reconstruction, so that the relative errors decrease.

Table 2. Relative errors in the reconstructions for varying grid sizes $N_{\text{data}}$ and $N_{\text{recon}}$, using test case 1 and controlling $\Gamma_{\text{medium}}$.

| Grid size | number of nodes | Relative $L^2$ error $\sigma$ |
|-----------|-----------------|-------------------------------|
| $N_{\text{small}}$ | 44.880 | 20.100 | 103.7% |
| $N_{\text{medium}}$ | 79.281 | 44.880 | 86.38 % |
| $N_{\text{large}}$ | 124.265 | 79.281 | 78.85% |
5.3. **Reconstruction of $\sigma$ from noisy data.** We perturb the entries of the power density matrix $\mathbf{H}$ at each node with random noise:

$$\tilde{H}_{ij} = H_{ij} + \frac{\alpha}{100 \|e_{ij}\|_{L^2}} e_{ij},$$

where $\alpha$ is the noise level and $e_{ij}$ are entries in the matrix $\mathbf{E}$ that are normally distributed $e_{ij} \sim \mathcal{N}(0,1)$. We use `numpy.random.randn` to generate the elements $e_{ij}$ and fix the seed `numpy.random.seed(50)`. The perturbation by random noise causes the Jacobian constraint to be violated close to the boundary $\partial \Omega \setminus \Gamma$. To enforce symmetry of $\tilde{\mathbf{H}}$ we use $\frac{1}{2}(\mathbf{H} + \mathbf{H}^T)$ in the reconstruction procedure. Furthermore, to enforce positive definiteness of $\tilde{\mathbf{H}}$ we use a small positive
lower bound for the eigenvalues of $\tilde{H}$. This procedure works like a regularization of the reconstruction, where the lower bound, $L$, is the regularization parameter. This behavior is illustrated for reconstructions of $\sigma_{\text{Case 2}}$ in figure 10 and three different lower bounds $L = 10^{-6}$, $L = 10^{-5}$ and $L = 10^{-4}$. Here $\tilde{H}$ is perturbed with 5% noise and $\Gamma_{\text{medium}}$ is used. When $L$ is chosen too small relative to the noise level the reconstruction is dominated by the noise on the values of $\tilde{H}$ for which $\det(\tilde{H})$ is small. On the other hand, for a large value of $L$ (like $L = 10^{-4}$ in this case) a lot of information close to $\partial \Omega \setminus \Gamma$ is discarded, where the values of $\det(\tilde{H})$ should be small, as the Jacobian constraint is violated at the boundary. Therefore, we choose the lower bound as small as possible, while still obtaining a reasonable reconstruction which is the case for $L = 10^{-5}$ in this case. Following this procedure, we reconstruct $\sigma_{\text{Case 2}}$ for three different noise levels 1%, 5% and 10% in Figure 11. Here the lower bounds $L = 10^{-6}$ (1% noise) and $L = 10^{-5}$ (5% and 10% noise) are used. Visually there appear more artifacts close to the boundary of control for increasing noise level. However, by choosing the suitable lower bound for each noise level the reconstructions are of similar quality. This makes it possible to add even higher levels of noise than 10%, but for increasing noise level one needs to use increasing lower bounds.

Figure 10. Reconstructions of $\sigma$ as in test case 2 when corrupting the power density matrix with 5% noise and using the boundary of control $\Gamma_{\text{medium}}$. We use varying lower bounds $L$ for the eigenvalues of $\tilde{H}$.

Figure 11. Reconstructions of $\sigma$ as in test case 2 when corrupting the power density matrix with varying noise levels and using the boundary of control $\Gamma_{\text{medium}}$. We use lower bounds $L$ for the eigenvalues of $\tilde{H}$: $L = 10^{-6}$ (1% noise) and $L = 10^{-5}$ (5% and 10% noise).
6. Discussion and further work

In this work we have shown the existence of finitely many boundary conditions that make solutions to the governing elliptic PDE satisfy the Jacobian constraint. This is certainly relevant for AET, as it indicates that AET in the limited view setting is indeed feasible. Moreover, we consider a numerical reconstruction framework in this setting and address both possibilities and limitations for reconstruction based on three particular boundary conditions.

The results are based on the Runge approximation and hence they are not constructive. This immediately prompts the question of how to constructively find boundary conditions to satisfy the Jacobian constraint. An additional question concerns the reconstruction possibilities in the pragmatic choice of few boundary conditions. This is a question of deterioration of information with distance from the active part of the boundary as observed in [12] and [8]. We note additionally, that given the no-flux condition outside $\Gamma$, the electrical field on the boundary must be tangential; hence the Jacobian constraint can never be satisfied on this part of the boundary. The reconstruction problem thus gets hard in the proximity to the boundary.

The result here itself guarantees a limited number of required boundary conditions, however, it is not clear how large that number may be. It would be interesting to find an upper bound at least for certain geometries.

A final important question for further studies concerns the growth and behavior of the boundary conditions found via the Runge approximation. The Runge approximation has recently been studied quantitatively [17], and combining such results with our work could be an important step further.
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Appendix A. Proof of Lemma 2.3

Proof of Lemma 2.3 We sketch the principal steps of the proof. It is derived from [3, Section 7.3].

Step 1.) Observe first that for any $g \in C^{0,\alpha}(B(x_0, s))$ we have

\[(A.1)\]
$$\|g - g(x_0)\|_{C^\alpha(B(x_0, s))} \leq C_1 s^{\frac{2}{\alpha}} |g|_{C^{0,\alpha}(B(x_0, s))},$$

where $C_1$ is an independent constant. [3, Eq. (7.28)]

Step 2.) Let $v_s$ be the solution to the PDE problem

\[Lu_s = 0 \quad \text{in} \ B(x_0, s),
\]
$$u_s = u_0 \quad \text{on} \ \partial B(x_0, s).$$

Consider now $v_s = u_s - u_0$ and observe that it is the unique solution of

\[Lv_s = -\nabla \cdot (\sigma - \sigma(x_0))\nabla u_0 \quad \text{in} \ B(x_0, s),
\]
$$v_s = 0 \quad \text{on} \ \partial B(x_0, s).$$

Then by [3, Lem. 7.14] we have the estimate

$$\|v_s\|_{C^1 \frac{\partial}{\partial B(x_0, s)}} \leq C_2 \|\sigma - \sigma(x_0)\|_{C^2(B(x_0, s))} \|\nabla u_0\|_{C^0 \frac{\partial}{\partial B(x_0, s)}} \leq C_3 s^{\frac{2}{\alpha}}$$

where $C_3 = C_1 \|\nabla u_0\|_{C^0 \frac{\partial}{\partial B(x_0, s)}} |\sigma|_{C^{0,\alpha}(B(x_0, s))}$. Therefore

$$\|u_s - u_0\|_{C^1 \frac{\partial}{\partial B(x_0, s)}} \leq C_4 s^{\frac{2}{\alpha}}$$

with $C_4 = C_2 C_3$, and there is $\tilde{s} \in (0, s)$ such that

\[(A.4)\]
$$\|u_s - u_0\|_{C^1 \frac{\partial}{\partial B(x_0, \tilde{s})}} \leq \frac{\delta}{2}.$$

Step 3.) Observe that $u_{\tilde{s}} \in H^1(B(x_0, \tilde{s})) \cap C^{1,\frac{2}{\alpha}}(B(x_0, \tilde{s}))$ and $Lu_{\tilde{s}} = 0$ in $B(x_0, \tilde{s})$. By Theorem 2.2 there is a sequence $u_n \in H^1(\Omega)$ satisfying $Lu_n = 0$ in $\Omega$ and $Lu_n = 0$ on $\partial \Omega \setminus \Gamma$ and $u_n|_{B(x_0, s)} \rightarrow u_{\tilde{s}}$ in $L^2(B(x_0, \tilde{s}))$.

Put $w_n = u_n - u_{\tilde{s}}$ then $w_n \in H^1(B(x_0, \tilde{s}))$ and satisfy $Lw_n = 0$ in $B(x_0, \tilde{s})$. By [10, Thm. 5.19] we have

\[(A.5)\]
$$\|\nabla w_n\|_{C^0 \frac{\partial}{\partial B(x_0, \tilde{s})}} \leq C_5 \|\nabla w_n\|_{L^2(B(x_0, \frac{2}{\tilde{s}}))}$$

with $C_5 \equiv C_5(x_0, \tilde{s}, \sigma)$, thus $w_n \in C^{1,\frac{2}{\alpha}}(B(x_0, \frac{2}{\tilde{s}}))$. By [18, Thm. 8.25] we have

\[(A.6)\]
$$\|w_n\|_{H^2(B(x_0, \frac{2}{\tilde{s}}))} \leq C_6 \|w_n\|_{L^2(B(x_0, \frac{2}{\tilde{s}}))},$$

where $C_6 \equiv C_6(x_0, \tilde{s}, k, \sigma)$, and by Sobolev embedding [1] we have

\[(A.7)\]
$$\|w_n\|_{C^0(B(x_0, \frac{2}{\tilde{s}}))} \leq C_7 \|w_n\|_{H^2(B(x_0, \frac{2}{\tilde{s}}))}$$

where $C_7 \equiv C_7(x_0, \tilde{s})$.

By combining the estimates (A.5)–(A.7) we obtain

$$\|w_n\|_{C^1 \frac{\partial}{\partial B(x_0, \frac{2}{\tilde{s}})}} \leq C_8 \|w_n\|_{L^2(B(x_0, \tilde{s}))} \rightarrow 0 \quad \text{as} \ n \rightarrow \infty,$$
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where \(C_8 = C_8(x_0, \tilde{s}, \sigma)\). Thus we have the strengthened convergence \(u_n \to u\) in \(C^{1,\frac{2}{3}}(B(x_0, \frac{\delta}{3}))\). Hence we can pick \(\tilde{n}\) such that

\[
\|u_{\tilde{n}} - u\|_{C^{1,\frac{2}{3}}(B(x_0, \frac{\delta}{3}))} \leq \frac{\delta}{2}.
\]

Proof. For all test functions \(v \in \Gamma_{\text{zero trace on}} \) equation (B.1) then

\[
\int \sigma \nabla u \cdot \nabla v dx = 0,
\]

for all test functions \(v \in H^1_{0, \Gamma}(\Omega)\). Here \(H^1_{0, \Gamma}(\Omega)\) consists of the set of functions in \(H^1(\Omega)\) with zero trace on \(\Gamma\). Then the following are true:

1. If \(u \geq 0\) on \(\Gamma\) then \(u \geq 0\) in \(\Omega\).
2. \(\inf_{y \in \Gamma} u(y) \leq u(x) \leq \sup_{y \in \Gamma} u(y)\) for all \(x \in \Omega\).

Proof. This proof is based on \[8\] proof of Thm. 8.20, but for the convenience of the reader it is simplified to only cover the setting where the elliptic operator is composed of a diffusion term. Define \(\tilde{u}^- = \max\{-u, 0\}\) and \(\tilde{u}^+ = \max\{u, 0\}\). Since \(u \in H^1(\Omega)\) then \(|u|, u^-\) and \(u^+\) are also in \(H^1(\Omega)\) \[8\] Prop. 7.68.

1. Since \(u \geq 0\) on \(\Gamma\), the negative part \(u^-\) has zero trace on \(\Gamma\). Hence, \(u^- \in H^1_{0, \Gamma}\). Thus for the choice of the test function \(v = u^-\), the variational equation (B.1) is

\[
\int \sigma \nabla u \cdot \nabla u^- dx = 0.
\]

This simplifies to the following as \(\nabla u^- = \nabla u \chi_{u<0}\) a.e. in \(\Omega\), so there is only a contribution for \(u < 0\) and in this case \(u = -u^-\):

\[
- \int \sigma \nabla u^- \cdot \nabla u^- dx = 0.
\]

As \(\sigma \in L^\infty(\Omega)\) it follows directly from this equation that \(\nabla u^- = 0\) in \(L^2(\Omega)\), implying \(u^- = C\), where \(C\) is a constant. As \(u^-\) has zero trace on \(\Gamma\) it follows that \(C = 0\). This implies \(u^- = 0\) a.e. and therefore \(u = u^+\) a.e. on \(\Omega\).

2. Let \(m_1 = \inf_{y \in \Gamma} u(y)\). Then \(u - m_1 \geq 0\) and \(u - m_1 \in H^1(\Omega)\) satisfies the variational equation (B.1), as \(m_1\) is just a constant. By step (1) it then follows that \(u - m_1 = (u - m_1)^+\) a.e. on \(\Omega\), hence \(u \geq \inf_{y \in \Gamma} u(y)\) a.e. on \(\Omega\). Defining \(m_2 = \sup_{y \in \Gamma} u(y)\) and using the same approach for the function \(m_2 - u\) yields \(u \leq \sup_{y \in \Gamma} u(y)\) a.e. on \(\Omega\).