Accelerating Nonequilibrium Green functions simulations with embedding selfenergies
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Real-time nonequilibrium Green functions (NEGF) have been very successful to simulate the dynamics of correlated many-particle systems far from equilibrium. However, NEGF simulations are computationally expensive since the effort scales cubically with the simulation duration. Recently we have introduced the G1–G2 scheme that allows for a dramatic reduction to time-linear scaling [Schlüzen et al., Phys. Rev. Lett. 124, 076601 (2020); Joost et al., Phys. Rev. B 101, 245101 (2020)]. Here we tackle another problem: the rapid growth of the computational effort with the system size. In many situations where the system of interest is coupled to a bath, to electric contacts or similar macroscopic systems for which a microscopic resolution of the electronic properties is not necessary, efficient simplifications are possible. This is achieved by the introduction of an embedding selfenergy – a concept that has been successful in standard NEGF simulations. Here, we demonstrate how the embedding concept can be introduced into the G1–G2 scheme, allowing us to drastically accelerate NEGF embedding simulations. The approach is compatible with all advanced selfenergies that can be represented by the G1–G2 scheme [as described in Joost et al., Phys. Rev. B 105, 165155 (2022)] and retains the memory-less structure of the equations and their time-linear scaling. As a numerical illustration we investigate the charge transfer between a Hubbard nanocluster and an additional site which is of relevance for the neutralization of ions in matter.

The nonequilibrium properties of correlated many-particle systems following a rapid excitation have recently attracted high interest. This applies to many fields such as atoms in optical lattices [1, 2], correlated electrons in solids [3], femtosecond laser pulse excited atoms and molecules [4, 5], or dense plasmas [6]. Understanding the nonequilibrium behavior is the basis for potential applications such as ultrafast light-driven electronics [7] or novel material diagnostics using highly charged ions [8].

A theoretical description of correlated fermions far away from equilibrium is very challenging. Among the tools available are wave-function based methods, e.g. [9], time-dependent density functional theory (TD-DFT), density matrix normalization group (DMRG) simulations, reduced density matrix theory and nonequilibrium Green functions (NEGF) theory. Here, we focus on NEGF simulations because they have undergone a dramatic development during recent years, for an overview, see e.g. the monographs [10, 11] and the recent reviews by Schülenz et al. and Ridley et al. [12, 13]. At the same time, NEGFs are not plagued by many restrictions of other methods and do not exhibit the exponential scaling with the system size known from wave-function-based approaches.

However, NEGF simulations exhibit a very unfavorable cubic scaling of the computation time with the number of time steps $N_t$, which restricts the simulations to very short times. With the restriction to the time diagonal, which is achieved with the generalized Kadanoff-Baym ansatz (GKBA) [14], the scaling improves to $O(N_t^2)$, but only for the low-order selfenergies, such as the second-order Born approximation. For more accurate approximations ($T$-matrix, $GW$ etc.) the cubic scaling remains. The situation radically changed with the introduction of the G1–G2 scheme by Schülenz et al. [15] which exactly reformulates the GKBA into coupled time-local equations for the one-particle and two-particle Green functions, $G(<t)$ and $G(t)$. This scheme eliminates all memory integrals and, therefore, scales linearly with $N_t$. Interestingly, this favorable scaling is achieved already after a small number of time steps and for all common selfenergies, including the second-order Born approximation, the $T$-matrix approximation and $GW$, as was demonstrated by Joost et al. [16]. The G1–G2 scheme was recently applied to the photoionization of organic molecules [17] and ultrafast electron-boson dynamics [18]. In particular, G1–G2 simulations with the $GW$ selfenergy were reported for the simulation of ultrafast carrier and exciton dynamics in 2D materials by Perfetto et al. [19]. Despite the importance of $GW$ simulations, they apply only to weakly and moderately coupled many-particle systems. At the same time, recently, many moderately or strongly correlated materials came into the focus of research, including transition-metal dichalcogenides (TMDC) and twisted bilayers of graphene or TMDCs, e.g. [20–23]. Such systems can be treated more accurately via a selfconsistent combination of $GW$ and $T$-matrix diagrams which leads to the dynamically screened ladder approximation (DSL) that has recently been realized within the G1–G2 scheme.
by Joost et al. [24].

In G1–G2 simulations, now the memory consumption is the main bottleneck due to the need to store the two-particle Green function $G$. Recently, a novel quantum fluctuations approach was presented that eliminates the need to store $G$ and allows to drastically reduce the memory requirements of nonequilibrium GW simulations [25]. An alternative approach to reduce the basis dimension is to restrict the simulations to a small number of “active” orbitals or degrees of freedom, as done also in time-dependent restricted active-space methods in atomic and molecular physics, e.g. [9, 26] and references therein.

An alternative idea to reduce the dimensionality of the problem is an “embedding” approach: here, the (sub-)system of interest is treated with full microscopic detail, whereas its environment, the dynamics of which are of minor importance, is computed in a suitably simplified fashion. Such schemes have been developed in many fields, including quantum chemistry, e.g. the hybrid quantum mechanics/molecular mechanics approach [27], condensed matter, e.g. within dynamical mean-field theory [28], the statistical theory of open systems [29], and plasma-surface interaction [30, 31]. In NEGF simulations, the embedding concept has been successfully applied as well and allows, in particular, for an efficient treatment of nonequilibrium problems and ultrafast electron dynamics. This includes quantum transport in nanoscale junctions coupled to macroscopic leads [32, 33], the excitation dynamics of excitonic insulators [34], the photoionization of atoms in strong laser fields [4], or the Auger decay in molecules [35], for a textbook overview see Ref. [10].

In this paper, we extend the NEGF embedding concept to the G1–G2 scheme. We derive explicit general expressions for the embedding selfenergy and the embedding collision integral, allowing for interaction effects in the environment and the system-environment coupling on the mean-field (Hartree-Fock) level. Compared to the standard G1–G2 scheme, the embedding selfenergy gives rise to an additional equation for the system-environment coupling Green function, $G^{\mathrm{es},<}$, which is time-local as well. Thus, the resulting equations of motion retain the time-local structure of the equations, for any correlation selfenergy, and thus the favorable time-linear scaling. As a numerical illustration, we consider the time-dependent charge transfer between a finite Hubbard nanocluster and an additional site which mimics the neutralization of highly charged ions in matter [8, 36]. We verify good agreement with previous NEGF simulations, as long as the charge transfer is weak. In contrast, for strong charge transfer, deviations arise. We demonstrate how the G1–G2 embedding scheme has to be modified in order to restore complete agreement with full two-time NEGF (embedding) simulations.

I. NONEQUILIBRIUM GREEN FUNCTIONS THEORY

A. Keldysh-Kadanoff-Baym equations (KBE)

Nonequilibrium Green functions theory is formulated in second quantization (for textbook or review discussions, see Refs. [10, 37, 38]). For an arbitrary single-particle basis with orbital $|i\rangle$ and spin projection $\sigma$, one defines creation and annihilation operators, $\hat{c}_{i\sigma}$ and $\hat{c}^\dagger_{i\sigma}$, that obey the known anti-commutation rules. These operators are time-dependent via the Heisenberg representation of quantum mechanics. The central quantity of the theory is the one-particle NEGF (we use $\hbar=1$),

$$G_{ij\sigma}(t,t') = -i \langle T_{\mathcal{C}} \hat{c}_{i\sigma}(t) \hat{c}_{j\sigma}^\dagger(t') \rangle,$$

where the expectation value is computed with the equilibrium density operator of the system. Furthermore, times are running along the Keldysh contour $\mathcal{C}$, and $T_{\mathcal{C}}$ denotes ordering of operators on $\mathcal{C}$, for details see Ref. [11]. Referring to observables, for example, the time-dependent electron density in orbital $i$ follows from $G$ via $\langle \hat{n}_{i\sigma}(t) \rangle = -IG_{i\sigma\sigma}(t, t^+)$, where $t^+ \equiv t + \epsilon$, with $\epsilon > 0$ and $\epsilon \to 0$. If the orbital indices differ, $i \neq j$, the Green function describes time-dependent transitions of electrons between two orbitals. In similar manner one computes the density matrix, currents, mean energies, optical absorption or electrical conductivity from $G$.

The NEGF obeys the two-time Keldysh-Kadanoff-Baym equations (KBE) [37],

$$\sum_k [i\partial_t \delta_{ik} - h^{HF}_{ik\sigma}(t)] G_{kj\sigma}(t,t') = \delta_{ij}(t,t') + \sum_k \int_{\mathcal{C}} d\bar{\tau} \Sigma_{ik\sigma}(\bar{\tau}, \bar{\tau}) G_{kj\sigma}(\bar{\tau}, t'),$$

where $h^{HF}$ contains the one-particle kinetic, potential and mean-field (Hartree-Fock) energy contributions, and correlation effects, on the other hand, are included in the selfenergy $\Sigma$ [we do not consider spin changes and omit the second equation which is the adjoint of Eq. (1)].

Without the right hand side, Eq. (1) would be equivalent to a Vlasov equation or its quantum generalization (time-dependent Hartree-Fock, TDHF). The r.h.s. contains correlation effects that are responsible for relaxation and dissipation and include scattering of electrons with electrons, ions or lattice vibrations (phonons). Notice the time integral on the r.h.s. which incorporates memory effects that are important to correctly treat correlations. The standard Boltzmann equation is recovered by evaluating this time integral approximately via a retardation expansion (Markov limit) [39, 40].

The NEGF formalism is formally exact if the selfenergy would be known exactly. The approach is internally consistent, obeys conservation laws and is applicable to arbitrary length and time scales. Its accuracy is determined by the proper choice for a single function – the
selfenergy. For an overview on the treatment of weak and strong correlations in solids and optical lattices, see Refs. [12, 38].

B. Embedding selfenergy approach

In this section, we briefly summarize the nonequilibrium embedding selfenergy approach of NEGF theory following the presentation of Ref. [30], generalizing the methods described in Sec. I A to open systems. We start from the second-quantized many-body Hamiltonian for the electrons in the entire many-body system and separate it into a “central” system part (s) and its “environment” (e) [we denote Ω = {e, s} and do not write the spin index explicitly],

\[ \hat{H}_{\text{total}}(t) = \sum_{\alpha\beta\in\Omega} \sum_{ij} h^{\alpha\beta}_{ij}(t)c_{i}^{\alpha\dagger}c_{j}^{\beta} + \frac{1}{2} \sum_{\alpha\beta\gamma\delta\in\Omega} \sum_{ijkl} w_{ijkl}^{\alpha\beta\gamma\delta} c_{i}^{\alpha\dagger}c_{j}^{\beta\dagger}c_{k}^{\gamma}c_{l}^{\delta}. \]  

(2)

Here, the operator \(c_{i}^{\alpha\dagger}(\hat{c}_{i}^{\alpha})\) creates (annihilates) an electron in the state \(|i\rangle\) of part \(\alpha\). The one-particle Hamiltonian, \(h(t) = T + V(t)\), contains the electron’s kinetic and the (in general, time-dependent) potential energy, whereas \(w\) accounts for all possible electron-electron Coulomb interactions within and between the two parts. We underline that “environment” is only a notation for a part of the total system that is going to be treated approximately. In most cases of practical interest, the environment is much larger than the system, but it does not necessarily completely enclose the system as a heat bath. Aside from a “bath”, this part can also describe leads in quantum transport, atomic or molecular energy levels that are not participating in a certain excitation (such as continuum states) or the gas or plasma phase surrounding atoms or a solid. At the same time this part of the system can be very complex and heterogeneous, consisting of many subparts, so the index “e” can be a multi-index describing many baths [30, 36]. In this paper, we focus on short-time phenomena. For long-time effects such as thermalization and emergence of irreversibility in the NEGF formalism, see e.g. Refs. [41, 42].

We describe the total system (2) by a one-particle nonequilibrium Green function (NEGF) \(G^{\alpha\beta}_{ij}(t, t')\), as introduced in Sec. I A, but here with an additional \(2 \times 2\) matrix structure (\(\alpha, \beta = \Omega\)),

\[ G^{\alpha\beta}_{ij}(t, t') = -i(Tc c_{i}^{\alpha\dagger}(t)c_{j}^{\beta\dagger}(t')) , \]

\[ \rho^{\alpha\beta}_{ij}(t) = -iG^{\beta\alpha}_{ji}(t, t^+). \]  

(3)

e.g., Refs. [10, 11], and the time-diagonal elements provide the density matrix (3), as discussed in Sec. I A. The diagonal elements \(\rho^{se}_{ss}\) (\(\rho^{es}_{es}\)) refer to the system part (to the environment part). Moreover, the density matrix component \(\rho^{se}_{ij}\) is related to charge and energy transfer processes between system and environment and will be of special interest in the following.

The equations of motion for the NEGF are the generalization of Eq. (1) to the total system (we use Einstein’s convention and imply summation over repeating orbital indices \(k\))

\[ i\partial_{t}G^{\alpha\beta}_{ij}(t, t') - \sum_{\delta = e, s} h^{\delta\alpha}_{ik}(t)G^{\delta\beta}_{kj}(t, t') = \delta^{\alpha\beta}_{ij} \delta(t, t') + \sum_{\delta = e, s} \int_{C} df \Sigma^{\delta\alpha}_{ik}(t, \bar{t})G^{\delta\beta}_{kj}(\bar{t}, t'). \]  

(4)

In many cases, a full quantum-mechanical treatment of the entire system, including the many degrees of freedom of the environment, is neither possible nor necessary. In the following, we show how it is possible to derive approximate equations for the dynamics of the electrons in the system that still incorporate the leading order influences of the environment. While this “embedding” approach is based on a formal decoupling of the system and the environment parts of the KBE, it retains one-electron charge and energy transfer in the single-particle Hamiltonian \(h^{HF, se}_{ik}\), cf. Eq. (10) below.

Let us start with the key approximation that correlations in the environment part are negligible, i.e., we will assume \(\Sigma^{se} = 0\). We still retain interaction effects on the mean-field level. Furthermore, for a macroscopic environment it is reasonable to expect that the coupling to the system is irrelevant for the dynamics of the environment, which allows us to neglect the Hamiltonian \(h^{HF, se}_{ik}\) in the equation for \(G^{es}\) and to set \(\Sigma^{se} = \Sigma^{es} = 0\). Then, the KBE (4) for the system, the environment and the cross parts simplify to (we denote \(G^{es} \to G^{e}, G^{se} \to g^{e}\) [we reserve the notation \(G^{e}\) for a different quantity, see Sec. III B below], \(h_{ik}^{HF, se} \to h_{ik}^{HF, e}\) and \(\Sigma^{e} \to \Sigma^{se}\))

\[ \left\{ i\partial_{t}\delta^{\delta}_{ik} - h_{ik}^{HF, e}(t) \right\} G^{es}_{kj}(t, t') = \delta^{\alpha\beta}_{ij} \delta_{C}(t, t') + \int_{C} df \Sigma^{\delta\alpha}_{ik}(t, \bar{t})G^{e}_{kj}(\bar{t}, t'), \]

(5)

\[ \left\{ i\partial_{t}\delta^{\delta}_{ik} - h_{ik}^{HF, e}(t) \right\} g^{es}_{kj}(t, t') = h^{HF, e}_{ik}(t)G^{es}_{kj}(t, t') , \]  

(6)

\[ \left\{ i\partial_{t}\delta^{\delta}_{ik} - h_{ik}^{HF, e}(t) \right\} \delta^{c}_{kj}(t, t') = \delta^{\alpha\beta}_{ij} \delta_{C}(t, t') . \]

(7)

Here and in the following, we will use underlined indices for the orbitals in the environment, for a better distinction.

The NEGF \(g^{e}\) fulfills a simple isolated Hartree-Fock dynamics, whereas \(G^{es}\), in addition, is affected by the Hartree-Fock renormalization of the system-environment coupling. We immediately recognize that the equations for \(g^{e}\) and \(G^{es}\) contain the same term on the left hand side (parentheses) which is nothing but the inverse Green function \(g^{-1}_{ik}\). Thus, multiplying Eq. (6) by \(g^{-1}_{ik}(t, t')\) and integrating over the time contour, we obtain an explicit
analyzing the Green function allows for reconstructing orbital-resolved properties by the equation for embedding self-energy, Eq. (10). However, it enters the different orbitals of the environment and computing the matrix elements of the kinetic component of the two selfenergy contributions [10, 11] has to be computed by selecting the orbital-resolved expectation values of a single-particle observable that couples system and environment, $A = \sum_j \lambda^{s\alpha}_{ij}(\bar{t})$, by tracing over the system states,

$$
\langle A(t) \rangle = \pm \sum_j A^{s\alpha}_{ij} G^{s\alpha}(t, t)
$$

II. TIME-LOCAL HF-GKBA EQUATIONS (G1–G2 SCHEME)

A. General equations

To derive the form of the embedding selfenergy in the HF-GKBA of Green functions theory, we start from the two-time equation of the system part, Eq. (9), and take the “less” component which involves the retarded and less component of the two selfenergy contributions [10, 11] (we also skip the superscripts "s" in the following),

$$
\{ \dot{\delta}_i - h^{HF\alpha}_i(t) \} G^\alpha_{ij}(t, t') = \int dt \left\{ \Sigma^{emb}_{ij}(t, t) + \Sigma^{R}_{ij}(t, t) \right\} G^\alpha_{ij}(t, t')
$$

and involves the system-environment coupling Hamiltonian $h^{HF, se}_i(t)$ which is renormalized by the Hartree-Fock mean field.

The KBE (9) shows how the many-body description of an isolated (but correlated) system is altered in an open system, i.e. by the presence of the environment: the electronic states of the environment give rise to an additional selfenergy, $\Sigma^{emb}(t, t')$, that renormalizes the energy spectrum of the system. While, for $\Sigma^{emb} = 0$, Eq. (9) conserves the particle number [assuming a conserving approximation for $\Sigma$, such as Hartree-Fock, second-order Born or GW], the inclusion of the embedding selfenergy, in general, explicitly gives rise to time-dependent changes of the particle number and energy in the system. This issue is discussed in more detail in Sec. III.B.

For the practical solution of Eq. (9), the coupling Hamiltonian $h^{HF, se}_i(t)$ has to be computed by selecting the relevant electronic transitions between system and environment and computing the matrix elements of the kinetic and HF-renormalized potential energy operators, $\hat{T}$ and $\hat{V}^{HF}$, with the electronic single-particle wave functions $\phi^\alpha_s$ ($\chi^\alpha$) in the system.

C. Energy and particle transfer between system and environment

While the equation of motion for $G^\alpha$ approximately includes the overall influence of the environment via the embedding selfenergy, there is no information visible how different orbitals of the environment contribute. This information is contained in the two-time structure of the embedding selfenergy, Eq. (10). However, it enters the equation for $G^\alpha$ in such a way that all orbitals of the environment are traced out. Nevertheless, our approach allows for reconstructing orbital-resolved properties by analyzing the Green function $G^{es}$, Eq. (8). From this equation we get the correlation function

$$
G^{es}_{ij}(t, t') = \int dt \left\{ g^{es}_{ij}(t, \bar{t}) h^{HF, es}_{ij}(\bar{t}) G^s_{kj}(\bar{t}, t') \right. - g^{es}_{ij}(t, \bar{t}) h^{HF, es}_{ij}(\bar{t}) G^{sA}_{kj}(\bar{t}, t') \}
$$

and can compute orbital resolved expectation values of a single-particle observable that couples system and environment, $A = \sum_j \lambda^{s\alpha}_{ij}(\bar{t})$, by tracing over the system states,
where the superscript indicates the sub-space over which the internal summation is performed.

Note that Eq. (12) is not closed for $G^< (t)$, but still involves two-time functions under the integral. This problem will be solved via the generalized Kadanoff-Baym ansatz (GKA) in the next section.

### B. HF-GKBA approach to the embedding selfenergy

Applying the Hartree-Fock GKBA \cite{14, 43} allows us to eliminate the two-time functions in Eq. (13) away from the time-diagonal, according to

$$G^>_{ik}(t, t') = i \left[ G^{R}_{ik}(t, t') G^>_{kj}(t') - G^>_{ik}(t) G^{A}_{kj}(t, t') \right],$$

where the retarded and advanced Green functions are approximated by Hartree-Fock Green functions of the system [Note that there are different versions of the GKB possible. This issue will be addressed in Sec. III B, where we discuss an extension of the embedding scheme]. With the above ansatz the correlation part of the selfenergy, $\Sigma^{\text{cor}}$ can be eliminated, giving rise to an equation of the time-local correlation part of the two-particle Green function $G(t)$ \cite{15, 16},

$$i \partial G_{ijkl}(t) = \left[ h^{(2), \text{HF}}(t), G(t) \right]_{ijkl} = \psi^\pm_{ijkl}(t), \quad (17)$$

$$h^{(2), \text{HF}}(t) = h^{\text{HF}}_{ik}(t) \delta_{jl} + h^{\text{HF}}_{jl}(t) \delta_{ik},$$

$$\psi^\pm_{ijkl}(t) = i^2 \sum_{pqrs} w_{pqrs}^\pm(t) \left\{ g^{H}_{ijpq} g^{H <}_{rskl} - (>\leftrightarrow <) \right\},$$

$$G^{\pm}_{ijkl}(t) := G_{ik}(t, t) G^{\pm}_{jl}(t),$$

where we introduced the (anti-)symmetrized interaction, $w^\pm_{pqrs} = w_{pqrs} \pm w_{pqsr}$ [the time dependence arises from the preparation of the correlated initial state via "adiabatic switching"]. Furthermore, Eq. (17) is given for the case of the second-order Born selfenergy. The extension to more advanced selfenergies has been presented in Ref. [24]. The equation is however not affected by the embedding selfenergy which appears as an additional contribution to the collision integral, on the r.h.s. of the equation for $G^<$, Eq. (12). Thus, our results for the embedding selfenergy are compatible with any correlation selfenergy.

We now demonstrate that, as the collision integral $I^{\text{cor}}$, also the non-Markovian collision integral $I^{\text{emb}}$ of Eq. (14) can be transformed into a time-local expression. First, using the definition of the embedding selfenergy (10), we write the embedding collision integral as

$$I^{\text{emb}}_{ij}(t) = \int_{t_0}^{t} dt' \left\{ h^{\text{HF}, \text{se}}(t) \tilde{g}^{>}_{im}(t, \bar{t}) h^{\text{HF}, \text{es}}_{mk}(\bar{t}) G^{<}_{kj}(\bar{t}, t) - h^{\text{HF}, \text{se}}(t) \tilde{g}^{<}_{im}(t, \bar{t}) h^{\text{HF}, \text{es}}_{mk}(\bar{t}) G^{>}_{kj}(\bar{t}, t) \right\},$$

where $g^{>\pm}_{ik}$ are Hartree-Fock Green functions of the environment that are explicitly known from Eq. (7). Second, we separate the Hartree-Fock Hamiltonian that is not under the time integral,

$$I^{\text{emb}}_{ij}(t) = \int_{t_0}^{t} dt' h^{\text{HF}, \text{se}}_{ik}(t) \tilde{g}^{>}_{im}(t, \bar{t}) G^{<}_{kj}(\bar{t}, t) - \tilde{g}^{<}\text{e}_{ik}(t, \bar{t}) G^{>}_{kj}(\bar{t}, t),$$

Differentiating $G^{<\text{e},<}$ with respect to time results in two terms. The first is due to differentiation of the upper integration boundary,

$$\frac{d}{dt} G^{<\text{e},<}_{ij}(t) = i\hbar^{\text{HF}, \text{es}}(t) \tilde{g}^{>\text{HF}, <}_{im}(t, \bar{t}) G^{<}_{kj}(\bar{t}, t) - \tilde{g}^{<\text{HF}, <}_{im}(t, \bar{t}) G^{>}_{kj}(\bar{t}, t)$$

whereas the second arises from the time dependence of the integrand in Eq. (19),

$$\frac{d}{dt} G^{<\text{e},<}_{ij}(t) = \left( h^{\text{HF}, \text{es}} G^{<\text{e},<} \right)_{ij}^{<\text{HF}, <} - \left( g^{<\text{HF}, \text{es}} \right)_{ij}^{<\text{HF}, <},$$

where, in the differentiation of $G^{<\text{e},<}$, the HF-GKBA was used. Collecting the two terms together, we finally obtain

$$\frac{d}{dt} G^{<\text{e},<}_{ij}(t) = \left( h^{\text{HF}, \text{es}} G^{<\text{e},<} \right)_{ij}^{<\text{HF}, <} - \left( g^{<\text{HF}, \text{es}} \right)_{ij}^{<\text{HF}, <},$$

Here, the l.h.s. contains the single-particle (Hartree-Fock) dynamics of $G^{<\text{e},<}$, whereas the r.h.s. can be understood as inhomogeneity, which is a consequence of the coupling of $G^{<\text{e}}$ to the Green functions of the system and the environment, respectively.

With this we have succeeded in deriving a time-local equation of motion for the Green function that couples our system to the environment. Inserting the solution of this equation into Eq. (18), the embedding collision integral can be computed and inserted into the equation of motion for $G^{<\text{e}}$, Eq. (12), which closes the G1–G2 scheme for the case of an embedding selfenergy.
III. NUMERICAL EXAMPLE AND FURTHER IMPROVEMENT OF THE G1–G2 SCHEME

A. Time-dependent charge transfer model between a finite Hubbard cluster and its environment

We consider a finite Hubbard nanocluster which is coupled to external sites or orbitals that represent the “environment”\footnote{This can be considered as a prototype for current flow between a correlated material and external leads or for resonant charge transfer between a correlated target and an impacting ion. In fact, a NEGF embedding selfenergy approach was recently presented for the latter case for finite graphene clusters in Ref. \cite{36} and extended to monolayers of graphene and MoS$_2$ in Ref. \cite{8}. Here, we use the same model and apply it to the present G1–G2 scheme. This allows us to compare the G1–G2 results to known NEGF benchmark data.}. This can be considered as a prototype for current flow between a correlated material and external leads or for resonant charge transfer between a correlated target and an impacting ion. In fact, a NEGF embedding selfenergy approach was recently presented for the latter case for finite graphene clusters in Ref. \cite{36} and extended to monolayers of graphene and MoS$_2$ in Ref. \cite{8}. Here, we use the same model and apply it to the present G1–G2 scheme. This allows us to compare the G1–G2 results to known NEGF benchmark data.

To simplify the model, we consider interactions on the Hartree-Fock level, i.e.
\begin{equation}
  h_{ij}^{HF}(t) = -J \delta_{i,j} + \delta_{ij} U \left( \langle \hat{n}^i_0(t) \rangle \frac{1}{2} \right),
\end{equation}
where $J$ is the nearest-neighbor hopping constant ($\delta_{i,j} = 1$ for nearest neighbors and zero otherwise), $U$ denotes the on-site Hubbard interaction strength, and $\langle \hat{n}^i_0(t) \rangle = -iG^{<\,\langle\rangle}(t)$. Note that we drop any spin indices as the system is assumed to be throughout in the paramagnetic state. Furthermore, the nanocluster couples to one additional environment site (with index “0”) via the lattice site “1”, and for the system-environment coupling we apply the model of Ref. \cite{36},
\begin{align*}
  h_{i0}^e(t) &= \delta_{i1} \gamma(t), \\
  \gamma(t) &= \gamma_0 \exp[-(t - t_\gamma)^2/(2t_\gamma^2)],
\end{align*}
which was found to reproduce the charge transfer between a highly charged ion impacting graphene monolayers very well. In case of highly charged ions, this charge transfer can be very intense (depending on the ion charge) and rapid (depending on the ion velocity). Both properties can be directly controlled by the amplitude $\gamma_0$ and the pulse duration $t_\gamma$. In the numerical simulations, we measure energies in units of $J$, and times in units of $t_0 = \hbar J^{-1}$.

To simplify the situation even further, here we concentrate on a finite Hubbard chain of length $L$, which is prepared in the ground state at half-filling ($\langle \hat{n}^i_0(0) \rangle = 0.5$ with $i = 1, \ldots, L$; coupling to the environment site at the chain’s one end), and choose $h_{i0}^e(0) = \epsilon$ and $n^i_0 = \langle \hat{n}^i_0(0) \rangle$ to be the energy and initial occupation of the environment site “0”, respectively. We performed extensive simulations for various system sizes and excitation conditions. The main results can be summarized as follows: for weak charge transfer (small $\gamma_0$) the present G1–G2 embedding scheme exhibits very good agreement with the previous NEGF embedding results. However, for $\gamma_0 \gtrsim 0.5J$, noticeable deviations are found that increase with $\gamma_0$. Charge transfer may even lead to negative site occupations which is, of course, unphysical. No such behavior is observed in the two-time simulations, for identical model parameters.

B. Analyzing and fixing the problems of the G1–G2 embedding scheme

Let us analyze the problems of the G1–G2 scheme in more detail. To this end, we study the case of just $L = 6$ Hubbard sites. We vary the intensity and duration of the charge transfer in broad ranges so that the model covers realistic situations of highly charged ion experiments \cite{8}. Three examples are shown in Fig. 1. Panels (a) and (b) refer to the simplest case of a non-interacting Hubbard chain ($U = 0$) coupled to an initially empty site, $n^i_0 = 0$. Consider first part (a), where the amplitude is moderate, $\gamma_0 = 0.5J$. During the pulse $\gamma(t)$ (cf. the black lines peaking at time $t = t_\gamma$), the density at site “1” (red) decreases, followed by a delayed and weaker depletion of sites “2” and “3”. Simultaneously the occupation of the external site (“0”, yellow) increases, reaching about half-filling. Notice that there are two sets of curves: full lines refer to two-time NEGF embedding simulations whereas the dotted lines refer to the present G1–G2 embedding scheme. In Fig. 1a, there is overall good agreement between both simulations. The largest deviations are observed in the density $\langle \hat{n}^i_0(t) \rangle$ which are of the order of 20%.

The situation dramatically changes in Fig. 1b, where we increase the amplitude to $\gamma_0 = 3J$. Consider first the two-time NEGF simulations (full lines). Already before the peak of $\gamma(t)$ the site nearest to the external one (i.e. site “1”) is almost completely depleted whereas the external site exceeds half filling. After the pulse has passed, the density $\langle \hat{n}^i_0(t) \rangle$ remains almost constant whereas the site occupations of the chain continue to exhibit nonlinear oscillations. Note that the two-time embedding simulations are easily tested: to this end we have performed NEGF simulations for the total system, including the additional site, i.e. for a 7-site chain (avoiding the embedding concept). The agreement is perfect in all cases we considered.

Consider now the G1–G2 results (dotted lines). Initially, for small $\gamma(t)$ the densities are in good agreement with the two-time results. However, when the excitation reaches about half of the maximum value, the two results start to differ qualitatively: the density on site “1” becomes negative whereas site “0” is more than doubly occupied. Such unphysical behavior persists for the entire duration of the simulation. Similar behavior was observed in many other situations of strong charge transfer (large $\gamma_0$). For illustration, another example is shown in Fig. 1c. There, we kept the same $\gamma_0$, but considered an increased initial occupation, $n^i_0 = 0.3$ and also included interaction effects in the chain on the Hartree-Fock level ($U = 4J$). While the problem of densities outside the allowed range is reduced, the deviations from the two-time results are striking as well. We verified that the observed problems are not numerical artifacts, but must be a rooted in the
we considered a completely different situation where the relevant. Since the latter situation of very strong and interaction with the system which is very strong. In this environment is represented by a single orbital (site "0"), not modified by the system. In the present case, however, large environment with many degrees of freedom which is situations where the central system is coupled to a very assumption is certainly justified in typical "embedding" case, obviously, Pauli blocking and "population inver-sion" of sites "0" and "1" should be expected to become relevant. Since the latter situation of very strong and

Figure 1. Strong charge exchange between a six-site Hubbard chain and a single site with index "0". Shown are the time-dependent electron densities on the three sites “1”, “2”, “3” of the chain, that are adjacent to the external site. Initially, the chain is at half-filling. (a) and (b): The lattice electrons are non-interacting (U = 0), and the additional site is empty, \( n_0^e = 0 \). (c): Interaction of the electrons is treated on the Hartree-Fock level with \( U = 4J \) and \( n_0^e = 0.3 \). The black solid lines indicate the function \( \gamma(t) \) [scaled by a factor 1/3] with the pulse width \( \tau = 1\hbar \) in all panels. The amplitude equals \( \gamma_0 = 0.5J \) (a) and \( \gamma_0 = 3J \), (b) and (c). Three sets of results are shown: two-time NEGF embedding results (full lines), the G1–G2 model of Sec. II (dots) and the extended embedding model, Eqs. (25) and (26) (dashes).

So what is wrong? The answer is simple: when solving Eq. (20), the present model does not take into account the time evolution of the density on the additional site “0”; this density is assumed to be constant, cf. Eq. (7). This assumption is certainly justified in typical “embedding” situations where the central system is coupled to a very large environment with many degrees of freedom which is not modified by the system. In the present case, however, we considered a completely different situation where the environment is represented by a single orbital (site “0”), the occupation of which changes significantly during the interaction with the system which is very strong. In this case, obviously, Pauli blocking and “population inversion” of sites “0” and “1” should be expected to become relevant. Since the latter situation of very strong and spatially localized excitation is a case of direct experimen-tal relevance in the interaction of highly charge ions with matter [8], it would be desirable to extend the G1–G2 embedding scheme to the case of very strong coupling. In the following, we present the solution to this task and demonstrate how to eliminate the observed problems.

To this end, we return to Eqs. (5)–(7) and replace Eq. (7) by

\[
\left\{ i\partial_t \delta_{kk} - \frac{\hbar}{2} \left[ H^{\text{HF},e}_k(t), G_{kk}^e(t, t') \right] \right\} G_{kk}^e(t, t') = \frac{\hbar}{2} \left[ H^{\text{HF},e}_k(t), G_{kk}^e(t, t') \right] + \delta_{kk} \delta(t, t'),
\]

where the Green function of the environment that obeys Eq. (22) is now denoted by \( G^e \). In contrast to the former system that involved the environment Green function \( g^e \) that obeys Eq. (7), the new system, obviously, conserves the total particle number. It is easily seen that, when computing the total particle number, the charge transfer terms in the equations for \( G^e \) and \( G^e \) compensate each other. We now use Eq. (22) and re-derive the equations for the G1–G2 embedding scheme. We proceed exactly like in Sec. II, so it is sufficient to sketch the main steps.

Details of the derivation are given in Appendix A.

1. One easily verifies that the solutions of Eqs. (7) and (22) are connected by

\[
G_{kk}^e(t, t') = g_{kk}^e(t, t') + \int_C df g_{k\ell}^e(t, \bar{t}) G_{\ell k}^{\text{HF},e}(\bar{t}) G_{kk}^e(\bar{t}, t').
\]

2. The solution for \( G^{se} \), Eq. (8), remains unchanged.

3. The embedding selfenergy, Eq. (10), remains unchanged. The same applies to all two-time embedding results.

4. A crucial modification occurs upon the transition to the time-diagonal expressions of the G1–G2 scheme: The HF-GKBA has to be modified to

\[
G_{ij}^{se}(t, t') = i \left[ G_{ik}^{se,R}(t, t') G_{kj}^{se}(t') - G_{ik}^{se}(t') G_{kj}^{se,A}(t, t') \right] + i \left[ G_{ik}^{se,R}(t, t') G_{kj}^{se}(t') - G_{ik}^{se}(t') G_{kj}^{se,A}(t, t') \right],
\]

and also includes contributions from the retarded and advanced functions that couple the system parts, \( G^{se,R/A} \).

5. With this, the time derivative of \( G^{se} \) can be computed as described in Appendix A.

We summarize the final set of equations for the charge transfer and environment Green functions which we refer
to as extended embedding scheme:
\[
\frac{i}{\hbar} \frac{d}{dt} G_{ie}^{<,s}(t) = \left( h_{HF,es} G_{ie}^{<,s} \right)^{<,s}_{i,j,t} - \left( G_{ie}^{<,s} h_{HF,s} \right)^{<,s}_{i,j,t}
\]
\[
\frac{i}{\hbar} \frac{d}{dt} G_{ie}^{<,s}(t) = \left[ h_{HF,e} G_{ie}^{<,s} \right]^{<,s}_{i,j,t} - \left( G_{ie}^{<,s} h_{HF,s} \right)^{<,s}_{i,j,t}.
\]
Note that the equation for \( G_{ie}^{<,s} \), Eq. (25), remained formally the same as before, except for the replacement \( G_{ie}^{<} \to G_{ie}^{<,s} \). The main new ingredient is, of course, Eq. (26) for the time evolution of the environment density matrix.

Equations (25) and (26) are the main result of this section. They constitute the extension of the G1–G2 embedding scheme to situations of strong system-environment coupling. To verify the correctness of these equations, we apply them to the charge transfer model studied above and, in particular, to the cases that were presented in Fig. 1. The new results are also depicted in this figure by dashed colored lines. In all cases these lines exactly coincide with the two-time NEGF embedding results.

C. Charge transfer simulations for larger systems

After verifying the correctness of the extended embedding scheme, Eqs. (12), (25) and (26), we now take advantage of the time-linear scaling behavior of the G1–G2 approach and apply it to significantly larger systems. We choose the same charge transfer model as introduced in Sec. 1C, but consider a one-dimensional Hubbard chain of \( L = 50 \) sites which is sufficiently long such that density reflections at the other end do not influence the charge transfer results for the parameters considered. We underline that this system is already challenging for full two-time NEGF simulations but, based on the comparisons presented above, we expect that our G1–G2 simulations have predictive power. Moreover, we study the resonant charge transfer more in detail. In particular, we analyze the dependence of the charge transfer on the value of the energy \( \epsilon \) of the external site.

In the trivial case of \( n_0^a = 0.5 \) and \( \epsilon = 0 \) no dynamics, in particular no charge transfer, will be observed in the system, independently of the ratio \( U/J \) and the form of \( \gamma(t) \). In the following, we set \( n_0^a = 0.3 \) and consider four cases, where the energy \( \epsilon \) is located either within or outside of the chain’s density of states which has a bandwidth \( W = 4J \), cf. Fig. 2a. Moreover, we vary the coupling parameter \( U \) of the chain and the pulse parameters \( \gamma_0 \) and \( \tau_\gamma \). As quantity of primary interest, we consider the total transferred charge from the chain to the attached site,
\[
\Delta N^{s-0} = N^s(0) - N^s(t \to \infty),
\]
\[
N^s(t) = \sum_i \langle \hat{n}_i^s \rangle(t) = -i \sum_{i,j} G_{i,j}^{s,0}(t),
\]

as well as the densities on sites “0” and “1”.

For fixed parameters, there exist different regimes which lead to characteristic responses of the system: (a) \( \tau_\gamma \gg t_0 \) (adiabatic regime), (b) \( \tau_\gamma \to 0 \) (perturbative regime), and (c) \( \tau_\gamma \sim t_0 \) (intermediate regime). In our simulations, we have studied the full range between \( \tau_\gamma = 0.02t_0 \) and \( 10t_0 \) for different values of \( U, \gamma_0 \) and \( \epsilon \). In Fig. 2, we concentrate on the most interesting case of the intermediate regime. The general trends are as expected: the charge transfer is strongest when the energy level \( \epsilon \) is inside the Hubbard band (red and green curves) and is significantly lowered in the opposite case (blue and yellow curves). Note, that the short pulse duration plays a significant role. In contrast, for very broad pulses (slow projectiles in an ion impact scenario) we would approach Fermi’s golden rule, and the overall charge transfer for the blue and yellow curves would approach zero. This is fully confirmed in Fig. 3, where we show the behavior for a broad range of pulse durations and three interactions strengths.
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Figure 2. (a) Density of states of the 50-site Hubbard chain and four cases of the position of the energy \( \epsilon \) of the additional site [for better visibility all discrete states were Gaussian-broadened]. (b) and (c): Time evolution of the density on the attached site “0” and on the first site “1” of the chain, respectively. Parameters: \( \gamma_0 = 2J, n_0^a = 0.3 \) and \( \tau_\gamma = 1.31t_0 \). The line styles distinguish different Hubbard interaction strengths \( U \).
effects have no time to build up and practically do not affect the charge transfer.

**IV. DISCUSSION**

In this paper, we have extended the NEGF embedding concept to the time-local HF-GKBA model – the G1–G2 scheme. Any two-time embedding result that was reported previously, can now be translated into a time-local version. This has the benefit of time-linear scaling and the possibility of long simulation times. We have demonstrated the G1–G2 embedding scheme numerically for the example of charge transfer between an interacting Hubbard cluster and a single external site and observed excellent agreement with two-time NEGF simulations for the case of weak system-environment coupling. However, in cases of strong coupling, the time-local embedding equations drastically deviate from the two-time results, and we have shown how they can be generalized to properly account for the dynamics of the environment. An interesting observation is that our starting point – the two-time embedding selfenergy formulation – has a remarkable advantage: it does not require an update of the state of the environment and works for weak and strong coupling.

Moreover, also higher-order correlation selfenergies, such as the T-matrix, GW approximation or the dynamically screened ladder approximation [24] that were too costly or not accessible in two-time calculations or earlier GKBA simulations, can now be used for embedding simulations. Aside from the choice of the selfenergy, our scheme involves two approximations which we briefly discuss. The first is the choice of Hartree-Fock propagators in the GKBA (i.e. HF-GKBA). Our previous tests showed that, for finite systems, this approximation is of the same quality as two-time NEGF results, e.g. Ref. [44], regardless of the chosen selfenergy. On the other hand, for macroscopic systems such as the electron gas or electron-hole plasmas, the HF-GKBA is not always as accurate as two-time NEGF simulations, and it may, furthermore, exhibit instabilities for long times. This was shown to be due to aliasing effects which can be mitigated using a small damping of the propagators [45]. A more systematic approach would use correlated propagators, as proposed in Refs. [39, 46]. The second approximation is the use of the Hartree-Fock approximation for the environment Green function, $G^e$, as well as for the coupling function, $G^{se}$. While this is already a significant improvement over most previous embedding calculations [which used non-interacting Green functions], the validity, of course, depends on the strength of the interactions in the system parts. In fact, the embedding approach is not limited to the Hartree-Fock approximation, as we will show in a forthcoming paper.

Our results can be straightforwardly applied to a broad variety of embedding problems, including electronic transport in nanoscale systems, where macroscopic leads are
treated as an “environment”, e.g. [32, 33], to photoionization of atoms and molecules where the continuum states are regarded as “environment” [4], to the dynamics of excitonic insulators [34], or to the charge transfer during the impact of a projectile onto a solid [36].

Let us summarize the resulting time-local equations of our extended NEGF embedding scheme using the notations (16) and (15). The equation of motion of the time-local one-particle Green function is now coupled to the equations for two auxiliary quantities – one for the correlated part of the two-particle Green function, $\mathcal{G}(t)$, and one for the environment-system coupling single-particle Green function, $G_{\alpha e}^{\text{es}}(t)$,

\[
\frac{d}{dt} G_{ij}^{\text{es}}(t) = \left[ h_{\text{HF}}, G_{ij}^{\text{es}} \right]^{s}_{ij,t} + i\hbar \sum_{mn} \{ u_{imnp}(t) G_{npjm}(t) - G_{imnp}(t) u_{njp}(t) \},
\]

\[
\frac{d}{dt} G_{ij,kl}(t) = \left[ h_{\text{HF}}, G_{ij,kl} \right]^{s}_{ij,kl,t} = \Psi^{\text{emb}}_{ij,kl}(t),
\]

\[
\frac{d}{dt} G_{\alpha e}^{\text{es}}(t) = \left[ \left( h_{\text{HF},\text{es}} G_{\alpha e}^{\text{es}} \right)^{s}_{\alpha e,j,t} - \left( G_{\alpha e}^{\text{es}}, h_{\text{HF},\text{es}} \right)^{e}_{\alpha e,j,t} \right],
\]

where the indices $i, j, k, l, m, n, p$ refer to the system orbitals $\phi$, and the underlined indices $\underline{\alpha}, j$ correspond to the environment functions $\chi^e$.

It is characteristic for the G1–G2 scheme that the place of the two-time selfenergies is taken over by a set of time-local functions: $\Sigma_{\text{emb}}^\alpha$ gives rise to $\mathcal{G}$, whereas $\Sigma_{\text{emb}}^\alpha$ determines $G_{\alpha e}^{\text{es}}$ and $G_{\alpha e}^{\text{es}}$. Note that the apparent asymmetry between the correlation and embedding selfenergies which are associated to a two-particle correlation function and single-particle Green function, respectively, is due the special embedding approximation imposed during the derivation. Going back to the Keldysh-Kadanoff-Baym equations (4), the interaction terms (selfenergies) originally appear in a fully symmetric way with respect to parts (s,e) of the total system. If we were to treat the environment part on the same level of accuracy as the system part, the component Eqs. (6) and (7) would have the same structure as the system equation (5), containing full correlation selfenergies. Such a symmetric treatment of all system parts has been successfully applied to multiband or multilevel systems, e.g. [39], and it has been extensively used in semiconductor optics in the frame of the semiconductor Bloch equations [47], for a two-time NEGF version of these equations, see e.g. Refs. [48]. In the context of a two-band system (containing e.g. one valence and one conduction band, “$v$” and “$c$”, respectively), the present coupling function $G_{\text{ev}}^{\text{es}}$ corresponds to the interband polarization function $G_{\text{ev}}$.

In contrast, the present embedding approach aims at a simplified treatment of the environment and the system-environment coupling, on the Hartree-Fock level. The resulting equation for the coupling Green function is easily recovered from the full multi-band equations. Obviously, the neglect of the correlation selfenergy for the environment part leads to single-particle (Hartree-Fock) equations for $G_{\alpha e}^{\text{es}}$ and $G_{\alpha e}^{\text{es}}$. They follow straightforwardly by considering the time-dependent Hartree-Fock equation for the operator Green function (we suppress the orbital indices), $\mathcal{G} = G_{\alpha e}^{\text{es}}$, Eq. (3),

\[
i\hbar G_{\text{HF}} - [h_{\text{HF}}, G] = 0,
\]

and by computing the “matrix elements”, $G_{\alpha e}^{\text{es}} = \langle e|G|s\rangle$ and $G_{\alpha e}^{\text{es}} = \langle e|G|e\rangle$ of this equation [39]:

\[
i\hbar G_{\alpha e}^{\text{es}} - \sum_{\beta=e,s} \left\{ h_{\text{HF},\beta} G_{\alpha e}^{\beta} - G_{\alpha e}^{\beta} h_{\text{HF},\beta} \right\} = 0,
\]

\[
i\hbar G_{\alpha e}^{\text{es}} - \sum_{\beta=e,s} \left\{ h_{\text{HF},\beta} G_{\alpha e}^{\beta} - G_{\alpha e}^{\beta} h_{\text{HF},\beta} \right\} = 0.
\]

One readily verifies that these are exactly the operator versions of the above equations for the matrix functions $G_{\alpha e}^{\text{es}}$ and $G_{\alpha e}^{\text{es}}$, respectively. In fact, the present extended set of time-local equations that is equivalent to the NEGF embedding equations, can be derived directly from the Keldysh-Kadanoff-Baym equations without introducing an embedding selfenergy. This is shown in appendix B.

In this paper we have focused on short-time phenomena in correlated quantum systems. The equations under consideration are time-reversible. It is an interesting question for future research to connect this approach to the long-time asymptotics that are governed by irreversible equations and to the thermodynamics and stationary transport of open systems, e.g. [13, 41, 42, 49] and references therein.

Appendix A: Derivation of the extended embedding scheme, equation (25)

For the extended embedding scheme, we start from the set of Eqs. (5), (6) and (22) and use the modified HF–GKBA, Eq. (24), to evaluate the time derivative of $G_{\alpha e}^{\text{es}}(t)$ [Eq. (19), time-diagonal element of Eq. (11)]:

\[
i \frac{d}{dt} G_{\alpha e}^{\text{es}}(t) = i \frac{d}{dt} \int_{t_0}^{t} dt' h_{\text{HF},\alpha e}^{\text{es}}(t') \left[ g_{\alpha e}^{\text{es}}(t, t') G_{\alpha e}^{\text{es}}(t, t') \right.

- g_{\alpha e}^{\text{es}}(t', t) G_{\alpha e}^{\text{es}}(t, t') \bigg] = i \left[ \frac{d}{dt} G_{\alpha e}^{\text{es}}(t) \right]_{t} + i \left[ \frac{d}{dt} G_{\alpha e}^{\text{es}}(t) \right]_{t}.
The first term is due to differentiation of the upper integration boundary,

\[
\text{i} \left[ \frac{d}{dt} G_{ij}^{<s}(t) \right]_f = i h_{kl}^{HF,es}(t) \left[ \begin{array}{c}
\frac{\partial}{\partial t} G_{ij}^{<s}(t, t) \\
- \frac{\partial}{\partial t} G_{ij}^{<s}(t, t)
\end{array} \right] = -i \delta_{ik} + i g_k^{<s}(t, t)
\]

\[
- g_k^{<s}(t, t) G_{ij}^{<s}(t, t)
\]

\[
= (h_{kl}^{HF,es} G_{ij}^{<s})^{<s}_{ij,t} - (g_k^{<s} h_{kl}^{HF,es})^{<s}_{ij,t}.
\]

The second term arises from the time dependence of the integrand,

\[
i \left[ \frac{d}{dt} G_{ij}^{<s}(t) \right]_t = \int_{t_0}^{t} \frac{d}{dt} h_{kl}^{HF,es}(\bar{t}) \left\{ \begin{array}{c}
\frac{\partial}{\partial \bar{t}} g_{ij}^{<s}(\bar{t}, \bar{t}) G_{ij}^{<s}(\bar{t}, \bar{t}) \\
- \frac{\partial}{\partial \bar{t}} G_{ij}^{<s}(\bar{t}, \bar{t}) G_{ij}^{<s}(\bar{t}, \bar{t}) \end{array} \right\}
\]

\[
= \int_{t_0}^{t} \frac{d}{d\bar{t}} h_{kl}^{HF,es}(\bar{t}) \left\{ \begin{array}{c}
\frac{\partial}{\partial \bar{t}} G_{ij}^{<s}(\bar{t}, \bar{t}) \\
- \frac{\partial}{\partial \bar{t}} G_{ij}^{<s}(\bar{t}, \bar{t})
\end{array} \right\}
\]

\[
= \int_{t_0}^{t} \frac{d}{dt} h_{kl}^{HF,es}(\bar{t}) \left\{ \begin{array}{c}
\frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t}) \\
- \frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t})
\end{array} \right\}
\]

\[
= \int_{t_0}^{t} \frac{d}{dt} h_{kl}^{HF,es}(\bar{t}) \left\{ \begin{array}{c}
\frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t}) \\
- \frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t})
\end{array} \right\}
\]

\[
= \int_{t_0}^{t} \frac{d}{dt} h_{kl}^{HF,es}(\bar{t}) \left\{ \begin{array}{c}
\frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t}) \\
- \frac{\partial}{\partial t} G_{ij}^{<s}(\bar{t}, \bar{t})
\end{array} \right\}
\]

Thus, we obtain

\[
i \left[ \frac{d}{dt} G_{ij}^{<s}(t) \right]_t = - (G_{ij}^{<s} h_{kl}^{HF,es})^{<s}_{ij,t} - (g_k^{<s} h_{kl}^{HF,es})^{<s}_{ij,t}
\]

where on the last equals sign, we have identified the difference \(G_{<s}^{<s} - g_{<s}^{<s}\) from Eq. (23),

\[
G_{<s}^{<s}(t) - g_{<s}^{<s}(t) = \int_{t_0}^{t} \frac{d}{dt} \left\{ g_{ij}^{<s}(t, \bar{t}) h_{kl}^{HF,es}(\bar{t}) G_{ij}^{<s}(\bar{t}, \bar{t}) \right\} h_{kl}^{HF,es}(\bar{t})
\]

Collecting all terms together, we observe that the terms involving \(g_{<s}^{<s}\) cancel. The final result is given by

\[
i \frac{d}{dt} G_{ij}^{<s}(t) = \left( h_{kl}^{HF,es} G_{ij}^{<s} \right)^{<s}_{ij,t} - \left( G_{ij}^{<s} h_{kl}^{HF,es} \right)^{<s}_{ij,t} + \left( h_{kl}^{HF,es} G_{ij}^{<s} \right)^{<s}_{ij,t} - \left( G_{ij}^{<s} h_{kl}^{HF,es} \right)^{<s}_{ij,t},
\]

which is the result presented in Eq. (25).

**Appendix B: Alternative derivation of the extended embedding scheme for Hartree-Fock selfenergies**

Starting from the equations (5), (6) and (22) on the Keldysh contour, where we drop the collision term (putting \(\Sigma^g \rightarrow 0\)), we take the “\(\sim\)” component of all equations:

\[
i \frac{d}{dt} G_{ij}^{<s}(t, t') - h_{ik}^{HF,e}(t) G_{kj}^{<s}(t, t') = i h_{ik}^{HF,s}(t) G_{kj}^{<s}(t, t')
\]

\[
i \frac{d}{dt} G_{ij}^{<s}(t, t') - h_{ik}^{HF,e}(t) G_{kj}^{<s}(t, t') = i h_{ik}^{HF,s}(t) G_{kj}^{<s}(t, t')
\]

\[
i \frac{d}{dt} G_{ij}^{<s}(t, t') - h_{ik}^{HF,e}(t) G_{kj}^{<s}(t, t') = i h_{ik}^{HF,s}(t) G_{kj}^{<s}(t, t')
\]
To derive the equations on the time diagonal, we first compute the complex adjoint of the time diagonal equations and then use the symmetries,

\[
\begin{align*}
[G^{s<}_{kj}(t, t')]^* &= -G^{s<}_{jk}(t', t), \\
[G^{se<}_{kj}(t, t')]^* &= -G^{se<}_{jk}(t', t), \\
[h^{HF,se}_{k1}(t)]^* &= h^{HF,se}_{k1}(t).
\end{align*}
\]

The adjoint of Eq. (B3) is given by

\[
0 = -i\partial_t[G^{se<}_{j2}(t, t')]^* - [G^{se<}_{j2}(t, t')]^*[h^{HF,se}_{k1}(t)]^* - \ldots
\]

\[
= i\partial_t G^{se<}_{j2}(t, t') + G^{se<}_{j2}(t, t')h^{HF,se}_{k1}(t) - \ldots
\]

\[
= i\partial_t G^{se<}_{j2}(t, t') + G^{se<}_{j2}(t, t')h^{HF,se}_{k1}(t) - G^{se<}_{j2}(t, t')h^{HF,se}_{k1}(t'),
\]

where, in the last line, we exchanged \(i \leftrightarrow j\) and \(t \leftrightarrow t'\). Now, we add Eqs. (B3) and (B4), taking into account that \(\partial_t + \partial_{t'} = \partial_T\), where \(T = (t + t')/2\). On the time diagonal, we obtain (we also add the terms from the r.h.s.)

\[
i\partial_t G^{se<}_{j2}(t) - [h^{HF,se}_{k1}G^{se<}_{j2}(t)]^* = (h^{HF,se}_{k1}G^{se<}_{j2}(t))^{s}_{i,j,t} - (G^{se<}_{j2}h^{HF,se}_{k1})^{s}_{i,j,t}.
\]

(58)

In similar manner, we compute the adjoint of Eq. (B1). The l.h.s. of this equation is transformed exactly as before (replacing the superscript \(e \rightarrow s\), so we concentrate on the r.h.s.:

\[
[h^{HF,se}_{k1}(t)G^{se<}_{k2}(t, t')]^* = [G^{se<}_{k2}(t, t')]^*[h^{HF,se}_{k1}(t)]^*
\]

\[
= -G^{se<}_{k2}(t, t')h^{HF,se}_{k1}(t) - G^{se<}_{k2}(t, t')h^{HF,se}_{k1}(t'),
\]

where, in the last expression, we exchanged \(i \leftrightarrow j\) and \(t \leftrightarrow t'\). Adding this to the r.h.s. of Eq. (B1) and taking the time-diagonal limit, we obtain

\[
i\partial_t G^{se<}_{ij}(t) - [h^{HF,s}G^{se<}_{ij}(t)]^s_{i,j,t} = (h^{HF,s}G^{se<}_{ij}(t))^{s}_{i,j,t} - (G^{se<}h^{HF,s})^{s}_{i,j,t}.
\]

Finally, we turn to the adjoint of Eq. (B2) and transform it:

\[
-i\partial_t G^{se<}_{j2}(t, t')^* - [G^{se<}_{j2}(t, t')]^*[h^{HF,e}_{k1}(t)]^*
\]

\[
= [G^{se<}_{k2}(t, t')]^*[h^{HF,e}_{k1}(t)]^*
\]

\[
i\partial_t G^{se<}_{j2}(t, t') + G^{se<}_{j2}(t, t')h^{HF,e}_{k1}(t)
\]

\[
= -G^{se<}_{k2}(t, t')h^{HF,e}_{k1}(t).
\]

The final step is to again exchange \(i \leftrightarrow j\) and \(t \leftrightarrow t'\). But, in order to obtain an equation for \(G^{se<}\) on the time diagonal, we also need to exchange \(s \leftrightarrow e\) (in case of products, only for the outer superscripts):

\[
i\partial_t G^{se<}_{j2}(t, t') + G^{se<}_{j2}(t, t')h^{HF,e}_{k1}(t')
\]

\[
= -G^{se<}_{k2}(t, t')h^{HF,e}_{k1}(t')
\]

Now, we again add this equation to its adjoint, Eq. (B2), and take the time-diagonal limit:

\[
i\partial_t G^{se<}_{j2}(t) - (h^{HF,e}G^{se<})^{s}_{i,j,t} + (G^{se<}h^{HF,e})^{s}_{i,j,t}
\]

\[
= (h^{HF,e}G^{se<})^{s}_{i,j,t} - (G^{se<}h^{HF,e})^{s}_{i,j,t}.
\]

(70)

This is the final result. The three Eqs. (B6), (B5) and (B7) exactly agree with the extended G1–G2 equations derived in the main manuscript [cf. Sec. IV], starting from the embedding selfenergy formulation.
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