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Abstract—In this paper, the strong structural controllability of the network is analyzed. Based on the unified definition of equitable partition for kinds of scene, the upper bound of the strong structural controllable subspace in different scenarios is given, and the strong structural observability is estimated by using the characteristics of the dual system. Finally, the practical significance when the dimension of the strong structural controllable subspace is less than the number of individuals is given, and an invariant attribute in the strong structural controllable subspace is proposed.

Index Terms—Network controllability; Strong structural controllability; Equitable Partition

I. INTRODUCTION

Strong structural controllability [1] represents the controllability attribute of the network under the condition of ignoring the weight selection, which more deeply reflects the structural attribute of the network.

In recent years, some results of strong structural controllability of networks have been obtained [2]–[4]. The existing results largely discuss whether a special structure is strongly structural controllable. These results show that many network topologies are not strongly structural controllable, and the problem is how to measure the degree that these network topologies are close to strongly structural controllable.

The estimation of strongly structural controllable subspaces is an attempt to deal with this problem. We call it SSC index here, which is equal to the dimension of strong structural controllable subspace. Some estimation methods are obtained by using algebraic properties, zero forcing set, distance partition and other tools [5]–[8].

The results based on equitable partition can not be ignored when it comes to the estimation of the controllable subspace of the system. Similar results are obtained for all positive networks, signed networks, matrix weighted networks, time-delay networks, signed matrix weighted networks and heterogeneous networks based on the definition of equivalent partition in different scenarios [9]–[14]. One idea is whether we can use the concept of equitable partition to estimate the strongly structural controllable subspace based on these existing results?

In this paper, the strong structural controllability of the network is analyzed. Based on the definitions of various equitable partitions given in our previous work, the upper bound of the network strong structure controllable subspace in different scenarios is given, and the strong structural observability is analyzed by using the characteristics of the dual system. Finally, the practical significance when the dimension of the strong structural controllable subspace is less than the number of individuals is given, and an invariant attribute in the strong structural controllability analysis is proposed.

II. NOTATIONS AND PRELIMINARIES

In this paper, $R$ stands for the set of real number, $I_m$ and $0_m$ denote identity matrix and zero matrix with dimension $m$, respectively. $G = \{V, E, A\}$ is called as matrix weighted graph, in which $V = \{v_1, v_2 \cdots v_n\}$ represents the vertex set. $A = [A_{ij}] \in \mathbb{R}^{n \times d \times n \times d}$ is the weighted adjacency matrix, where $A_{ij}$ belonging to $\mathbb{R}^{d \times d}$. $E$ represents the edge set. The set of neighbors of agent $v_i$ is represented by $N_i$. $d_i = \sum_{j \in N_i} A_{ij}$ denotes the degree of $i$ for matrix-weighted signed graph. Let $L = D - A$ be the Laplacian matrix of $G$, where $D = \text{diag}(d_1, \cdots, d_n)$. The entries of $L$ can be written as follows

\[ l_{ij} = \begin{cases} d_i, & i = j \\ -A_{ij}, & i \neq j \end{cases} \]

Graph partition: For the vertex set $V$ of a graph, its subset $V_i$ is called a cell. It is called a trivial cell if the cell contains only one vertex, otherwise it is a nontrivial cell. If any vertex in $V_1$ also belongs to $V_2$, then $V_1$ is a sub-cell of $V_2$. We define $\pi = \{V_1, V_2, \cdots, V_k\}$. Then $\pi$ is a partition of graph when $V_1 \cap V_j = \emptyset$ and $\bigcup_j V_j = V$ for $0 < i, j < k$ and $i \neq j$.

The characteristic matrix is

\[ P_{ij} = \begin{cases} I_{d \times d}, & i \in V_j \\ 0_{d \times d}, & i \notin V_j \end{cases} \]

Example 1: The characteristic matrix of $\pi = \{\{1, 2\}, \{3, 4, 5\}\}$ is

\[ P(\pi) = \begin{bmatrix} I_{d \times d} & 0_{d \times d} \\ I_{d \times d} & 0_{d \times d} \\ 0_{d \times d} & I_{d \times d} \\ 0_{d \times d} & I_{d \times d} \end{bmatrix} \]

III. NETWORKS WITH FIRST ORDER DYNAMICS

Consider a multiagent system with $n$ agents which state is denoted by the $x_i(t) \in \mathbb{R}^d$. The leader and follower are distinguished according to whether the agent receives external input signals. We assume that the first $m \ (m < n)$ individuals are

\[ x_i(t) = \begin{cases} \dot{x}_i = f(x_i) + u_i, & i = 1, 2 \cdots, m \\ \dot{x}_i = f(x_i), & i = m + 1, m + 2 \cdots, n \end{cases} \]
named as leaders where $V_L = \{v_1, \cdots, v_m\}$ is the leader set, and the follower set is represented by $V_F = \{v_{m+1}, \cdots, v_n\}$.

For the matrix-weighted signed networks under general linear dynamics, all followers are governed by the following dynamics

$$\dot{x}_i(t) = x_i(t) + u_i(t).$$

For every leader, its dynamics is

$$\dot{x}_i(t) = x_i(t) + u_i(t) + y_i(t)$$

where $u_i \in \mathbb{R}^p$ reflects the influence that each individual receives from the others, $y_i \in \mathbb{R}^p$ represents an external input signal. The update rules based on neighbors are as follows

$$u_i(t) = \sum_{j \in N_i} |A_{ij}x_j(t) - A_{ij}x_i(t)|$$

where $K$ stands for the feedback gain, $A_{ij}$ is the connection weight between the individual $i$ and $j$. Denote $x(k) = [x_1(t), \cdots, x_n(t)]^T$ as the aggregate state vector and $y(k) = [y_1(t), \cdots, y_n(t)]^T$ as the control input vector. Then the expression of multiagent system can be written as

$$\dot{x}(t) = Lx(t) + Mu(t).$$

where matrix $M$ is used to distinguish the leaders from the followers.

$$M_{il} = \begin{cases} I_{d \times d} & l = i \\ 0_{d \times d} & \text{otherwise} \end{cases}$$

Remark 1: Considering that scalar weight network is a special form of matrix weight network \([11]\), system (1) has a wide coverage of different scenarios.

IV. MAIN RESULTS

A. Strongly structural controllable subspace and Equitable Partition

For system (1), the system is controllable if and only if the matrix $[M \quad L \quad L^2M \cdots L^{d-1}M]$ has full row rank, Suppose the i-th weight selection method is adopted and the controllable subspace of system (1) is

$$\mathcal{W}_i = (L \mid M) = im(M) + L \times im(M) + \cdots + L^{d-1} \times im(M).$$

It is a minimal $L-$ invariant subspace containing $im(M)$ \([13]\).

A network with $V$ leaders is strong structural controllable if and only if $(L, M)$ is a controllable pair for any choice of weight, or in other words, At the same time, the dimension of strong structurally controllable subspace (SSCS) is

$$\mathcal{W}' = \min(\mathcal{W}_i)$$

It is obvious that

Lemma 1: If for any $\mathcal{W}_j$, $\mathcal{W}_j \subseteq \mathcal{W}_i$ hold, then $\mathcal{W}' \subseteq \mathcal{W}_i$.

Definition 1: Denote a matrix-weighted graph as $G$, and let $\pi = \{V_1, V_2, \ldots, V_k\}$ be a partition of $G$. The partition $\pi$ is said to be an equitable partition (EP) of $G$ if for any $r, s \in V_i, i, j = 1, 2, \ldots, k$

$$\sum_{t_1 \in V_j, t_1 \in N_r} A_{rt_1} = \sum_{t_2 \in V_j, t_2 \in N_s} A_{st_2},$$

where $(t_1, r), (t_2, s) \in E$.

Remark 2: The definition can be applied to a variety of scenarios with some assumptions. For example, Time-delay system \([12]\), Heterogeneous system \([14]\).

Remark 3: We note that the matrix weight network often assumes that the weight matrix is symmetric for the convenience of consensus research, and Definition 1 can also deal with the case of asymmetric matrix.

B. Upper bound of strongly structural controllable subspace

Denote $d(v_i, Q) = \sum_{v_i \in Q} A_{ij}$ and $d(V_i, Q) = d(v, Q)$ for all $v \in V_i$, then we give the concept of quotient graph

Definition 2: For an equitable partition $\pi = \{V_1, V_2, \ldots, V_k\}$ of a matrix-weighted network $G$, the quotient graph of $G$ over $\pi$ is a matrix-weighted network denoted by $G/\pi$ with the node set $V(G/\pi) = \{v_1, v_2, \ldots, v_s\}$ and the edge set is $E(G/\pi) = \{(v_i, v_j) \mid d(V_i, V_j) \neq 0_{d \times d}\}$, where the weight of edge $(V_i, V_j)$ is $d(V_i, V_j)$ for $i \neq j \in 2$.

Denote $L_\pi$ as the Laplacian matrix of $G/\pi$

$$L_\pi_{ij} = \begin{cases} \sum_{v_i \in V(G/\pi)} d(V_i, V_j), & i = j \\ -d(V_i, V_j), & i \neq j \end{cases}$$

Lemma 2: $\pi = \{V_1, V_2, \cdots, V_s\}$ is an EP for matrix-weighted signed graph $G$ and $P_\pi$ is the characteristic matrix. Then $L$ satisfies

$$LP_\pi = P_\pi L_\pi.$$ 

Furthermore $im(P_\pi)$ is $L-$ invariant.

Proof: The proof is similar to Lemma 1 in \([11]\), and thus is omitted. In particular, there are similar conclusions for time-delay systems and heterogeneous systems \([12]\), \([14]\). \qed

Next, we try to estimate the strongly strongly structural controllable subspace. From definition 1, the existence of equitable partition depends on the selection of weight. Obviously, for each cell contains one and only one node, this partition always meets the definition, and we do not consider this trivial scenario. Consider the following scenario, there is non trivial equitable partition under some weight selection methods, and other forms of weight selection methods do not meet definition 1. As shown in the Fig 1. There is non trivial equitable partition only if $A12 = A13, A24 = A34$. 

Fig. 1. A matrix weighted signed graph with fixed topology including nontrivial cell
For convenience, for the same network, we use $\mathcal{W}_{jn}$ to represent the controllable subspace of the network with nontrivial equitable partition by appropriate weight, and $\mathcal{W}_{tm}$ to represent the controllable subspace of the network without nontrivial equivalent partition by appropriate weight.

For any $\mathcal{W}_{jn}$, we can get

**Lemma 3:** The controllable subspace $\mathcal{W}_{jn}$ satisfies $\mathcal{W}_{jn} \subseteq \text{im}(P_{\pi jm})$.

**Proof** Every column of $M$ is also a column of $P_{\pi j}$, and then every column of $M$ is also a column of $P_{\pi j}$. It follows that $\text{im}(M) \subseteq \text{im}(P_{\pi j})$.

By Lemma 2, $\text{im}(P_{\pi j}) = \tilde{L}$ is invariant. Then $\mathcal{W} = \text{im}(M) + L \times \text{im}(M) + \cdots + L^{dn-1} \times \text{im}(M)$

$\subseteq \text{im}(P_{\pi j}) + L \times \text{im}(P_{\pi j}) + \cdots + L^{dn-1} \times \text{im}(P_{\pi j})$

$= \text{im}(P_{\pi j}).$

□

From Lemma 3, the dimension of controllable subspace is related to the number of cells in the partition. In order to obtain a more accurate estimation, we choose the equitable partition $\pi jm$ with the least cells under the arbitrary selection of weight.

**Theorem 1:** The strong structural controllable subspace $\mathcal{W}'$ satisfies $\mathcal{W}' \subseteq \text{im}(P_{\pi jm}).$

**Proof** Form Lemma 3, $\mathcal{W}_{jn} \subseteq \text{im}(P_{\pi jm}) \subseteq \text{im}(P_{\pi j})$. Then form Lemma 1, if for any $\mathcal{W}_j$, $\mathcal{W}_j \subseteq \mathcal{W}_s$, then $\mathcal{W}' \subseteq \mathcal{W}_s$, thus $\mathcal{W}' \subseteq \text{im}(P_{\pi jm})$. □

**Remark 4:** Theorem 1 gives the upper bound of strong structural controllable subspace. According to the [12], [14], under appropriate assumptions, we can get a conclusion similar to theorem 1 for time-delay networks, heterogeneous networks and asymmetric matrix weighted networks. It shows that similar to the treatment method of controllable subspace, the concept of equitable partition can be used to deal with the estimation problem of strong structure controllable subspace too. With the estimation of the lower bound of strong structure controllable subspace given in previous work [7], a more accurate characterization of strong structure controllable subspace can be obtained.

C. **Strongly structural observability**

Compared with controllability, observability is also a topic worthy of discussion. It is used to measure the ability to reconstruct the whole network state. The system can be described as

$$\dot{x}(t) = Lx(t) + My(t), \quad \dot{y}(t) = MTx(t)$$

(2)

The observability of system (2) is equivalent to the controllability of its dual system. The dual system is represented as follows.

$$\dot{x}(t) = L^T x(t) + My(t), \quad \dot{y}(t) = M^T x(t)$$

(3)

And then we transform the observability problem of system (2) into the controllability problem of system (3).

For scalar weighted undirected networks, $L = L^T$, system (1) is the same as system (3). For scalar weighted directed networks, if the system (1) takes the opposite direction in all edge in network, then system (3) can be obtained. For matrix weight networks, the situation is similar when the weight matrix is symmetric and undirected. For matrix weight networks, when the weight matrix is asymmetric matrix or directed graph, it needs special discussion.

Through the above analysis, we transform the algebraic relationship between the dual system and the original system into the relationship on the graph, which provides a convenient perspective for analyzing the controllability and observability of the network. It is also applicable to strong structure controllability and strong structure observability.

D. **Invariant attribute of strong structural controllability analysis**

Consider the following scenario: the estimated value of the upper bound is less than the number of nodes in the network. The direct conclusion is that the network is not strongly structurally controllable. In addition, this estimate value also shows the maximum possible number of controllable nodes in the network under any weight selection.

Similar to the estimation of controllable subspace, on the one hand, this estimate value reflects the degree to which the system is close to strong structure controllability. On the other hand, when the upper bound of the estimation is the dimension of strong structure controllable subspace, this estimate value shows that there are always some nodes that are controllable for this type of network no matter how the weight is selected, these nodes are not affected by the weight selection. This reflects an invariant property of the network.

V. **Conclusion**

In this paper, the strong structural controllability of the network is analyzed. Based on the definitions of various equitable partitions given in our previous work, the upper bound of the network strong structure controllable subspace in different scenarios is given, and the strong structural observability is analyzed by using the characteristics of the dual system. Finally, the practical significance when the dimension of the strong structural controllable subspace is less than the number of individuals is given, and an invariant attribute of strong structural controllability analysis is proposed.

The application of equitable partition in dealing with strong structural controllable subspace also enlightens us that we should comprehensively consider the existing results on controllability and seek new ideas for reference. In particular, for the estimation of controllable subspace of network, in addition to equitable partition method and distance partition method, there are also estimation methods relying on a variety of controllable structures. Can these methods be used to estimate strong structure controllable subspace? It is an interesting topic.
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