ABSTRACT Source code analysis is one of the important activities during the software maintenance phase that focuses on performing the tasks including bug localization, feature location, bug/feature assignment, and so on. However, handling the aforementioned tasks on a manual basis (i.e. finding the location of buggy code from a large application) is an expensive, time-consuming, tedious, and challenging task. Thus, the developers seek automated support in performing the software maintenance tasks through automated tools and techniques. However, the majority of the reported techniques are limited to textual analysis where the real developers’ concerns are not properly considered. Moreover, existing solutions seem less useful for the developers. This work proposes a tool (called as FineCodeAnalyzer) that supports an interactive source code analysis grounded on structural and historical relations at fine granular-level between the source code elements. To evaluate the performance of FineCodeAnalyzer, we consider 74 developers that assess three main facets: (i) usefulness, (ii) cognitive-load, and (iii) time efficiency. For usefulness concern, the results show that FineCodeAnalyzer outperforms the developers’ self-adopted strategies in locating the code elements in terms of Precision, Recall, and F1-Measure of accurately locating the code elements. Specifically, FineCodeAnalyzer outperforms the developers’ strategies up to 47%, 76%, and 61% in terms of Precision, Recall, and F1-measure, respectively. Additionally, FineCodeAnalyzer takes 5% less time than developers’ strategies in terms of minutes of time. For cognitive-load, the developers found FineCodeAnalyzer to be 72% less complicated than manual strategies, in terms of the NASA Tool Load Index metric. Finally, the results indicate that FineCodeAnalyzer allows effectively locating the code elements than the developer’s adopted strategies.
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I. INTRODUCTION
Source code analysis is a core process performed by a software developer during the software maintenance phase [1]. For example, when developer intends to find a buggy code element or feature-related code elements from a software system, he needs to perform analysis on code. Mainly, software maintenance includes adding a new feature and fixing the existing one against a requested or reported by a user or other developer. A feature is requested a user observes that some functionality is missing and should be the part of software application. Whereas a bug/issue fixing request is mostly reported a user found a bug in the application. A feature is a functionality that can be observable from a software system [2]. Whereas a defect or flaw in a software system is known as a bug [3], which leads to producing an unexpected result or behavior in a software system [4].

Source Code analysis is easy when the software system is small, that is, having a few hundred to a few thousand
lines of code. A manual source code analysis is possible in this case. However, it becomes a worst, hectic and much time-consuming task when the software system is large, that is, many thousands to a millions line of codes [5]. In this case, practitioners demand some automatic tools or techniques for code analysis, that will support them to find the feature-related code elements or a buggy code element from this large software system. For example, Zhang et al. [6] suggested that developers spend more time fixing bugs than developing software. Whereas in large systems, like an eclipse, bugs/faults reported in a day may reach hundreds per day [7]. This shows that such activities take a long time to complete. For instance, Kim and Whitehead [8] reported in the PostgreSQL project that most bugs need 100 to 200 days to complete their resolution.

Consequently, the researchers proposed different techniques to perform automatic code analysis. Generally, software maintenance includes adding a new feature and debugging the existing code. In both cases, current research needs to perform an analysis of the source code. The general types of analysis are textual, static, dynamic, and historical [9].

A. TEXTUAL ANALYSIS

Textual analysis is the widely employed analysis in source code analysis, as reported by Dit et al. survey [9]. Textual analysis performs on the text present in the bug reports and the comments and identifiers present in the source code. In this way, textual analysis exploits the bug reports to formulate a query and retrieve the results by matching this query with available comments and identifiers in source code [10]. In such analysis, Information Retrieval (IR), Natural Language Processing (NLP), and Pattern Matching (PM) are the vital leveraging techniques [11], [12].

B. STATIC ANALYSIS

Static analysis is often based on the structure of code; hence, it is also known as structural analysis. In structural analysis, analysis has been performed based on call relations that exist between the source code elements. For example, there must be a relation between them if one method calls to another method or if one class is inheriting with another class. Moreover, the static analysis, analysis has been performed on the code without executing the program [13].

C. DYNAMIC ANALYSIS

In dynamic analysis, the bug is identified or observed by the time of execution of the program. Generally speaking, dynamic analysis approach focused on bug localization by analyzing the data flow, control flow, execution traces, and breakpoints of the program. The dynamic methods examine the pass or fail execution traces of the program under a certain input condition and assign a suspicious score to each line of code [14].

D. HISTORICAL ANALYSIS

Finally, in historical analysis, analysis has been performed by mining the code change histories available in source code repositories. In historical methods, bug reports and code change histories were examined to find the bug location in a program [15]. Besides, some hybrid approaches have been observed in the literature based on the combination of above-mentioned textual analysis techniques [9].

Despite the presence of a large number of such solutions, Razzaq et al. [10] suggested that 172 different techniques for feature location have been presented in the literature; however, the software industry still minimally employed the proposed feature localization techniques. For example, Parnin and Orso [17] and Kochhar et al. [18] conducted extensive surveys with the real developers to assess the relevance of the existing solutions in the industry. Their results suggested that the developers do not formally use any existing solution in the industry. This is because the presented techniques are evaluated with an effectiveness aspect. In other words, these techniques typically return a list of the source code elements which are ranked with their score of being buggy or related to a feature. These ranked lists are compared with the gold set, which is already known feature/bug-related code elements.

Hence, the effectiveness-based evaluations do not involve real developers into the loop at the time of evaluation. More recent research conducted with real developers, as proposed by Parnin and Orso [17] and Kochhar et al. [18], suggested that the techniques evaluated with effectiveness aspect do not meet the usefulness expectations of practitioners, and hence, are less adopted in software organizations. Also, to the best of our knowledge, there is no state-of-the-art source code analysis tool, general to feature and bug localization, openly available to be used for usefulness evaluation purposes.

Inspired by this, current research aims to support developer’s performing source code analysis while doing some software maintenance-related task(s). This research presenting a UI based source code analysis tool that is more useful than developers’ manual strategies to locate code. In addition, the presented tool also supports doing source code analysis in more than one context. Consequently, this research proposed a tool named FineCodeAnalyzer that is based on interactive code visualization. The proposed tool exploits the structural and historical relations that exists in the source code, and develops an interactive source code analysis interface that permits the interaction between developers and source code elements. This research has employed user studies and developer survey to evaluate the presented tool. This research has employed triangulated method [33] to evaluate FineCodeAnalyzer tool where two user studies, assessing the usefulness, are performed with developers. These studies are combined with two developer surveys, each performed after each user study. The purpose of these surveys is to assess the FineCodeAnalyzer for cognitive-load purposes. The time efficiency of the presented tool is also assessed. The evaluation of
the proposed tool has involved 74 developers/novices from industry/academia.

As the feature/bug location is similar to information retrieval where users locate/find the information they are interested in, to evaluate the proposed tool for usefulness aspect, this research has employed commonly used metrics in information retrievals, namely: precision, recall, and f-measure [29], [39] [30], [31]. To assess FineCodeAnalyzer for cognitive-load, the most frequently used metric TLX [34], [35]: NASA Task Load Index, is employed. Finally, to assess the proposed tool for time efficiency, this research has employed a number of minutes developers take to locate the code related to a bug or feature. The results of the presented evaluation indicate that developer performance improves using the presented tool, for usefulness, cognitive-load, and time-efficiency aspects of evaluations, as compared to developer own strategies without using the presented tool.

Overall, this research makes the following contributions:

- To allows source code analysis based on a hybrid approach using structural and historical analysis.
- To propose a tool that allows developers to search the methods information with various options including callers-callee methods relations, method name, developer name who committed this method, date on which the method was committed, and all the methods between a range.
- To develop a dataset based on historical and structural information of source code for a commonly used java software system.
- To provide a user interface-based support to trace the feature-related source code elements and find buggy code elements.

In summary, the proposed tool works at a fine source-code granularity level rather than a coarse level. In source code analysis, there are 4 levels of granularity including package level, class level, method level, and statement level. Package level and class level, after locating them, still require manual endeavor to locate related code elements because all the elements in a class are not necessarily part of a feature [16]. Whereas, at a fine-granular level, e.g., statement level, also not conveying the context of the statement until not go through the complete method that contains this particular statement. Thus, this research considers method-level granularity, as suggested by Zhang et al. [6] and Kochhar et al. [18].

The remaining paper is organized as follows: Section III describes the background and related work of the underlying study. Whereas Section IV describes the adopted research methodology. Section V illustrates the results and analysis of the proposed technique. In addition, Section VI describes about threats to validity and limitations of the study. Finally, Section VII concludes the current work and also outlines potential future research dimensions.

II. RESEARCH MOTIVATION

Source code analysis is a core process a software developer needs to perform in the software maintenance phase [1]. Code analysis is easy when a software system is small, i.e. having a few hundred to a few thousand lines of code. A manual source code analysis might be possible in this case. However, it becomes a worst, hectic and time-consuming task when software system is large, that is, many thousands to the millions line of codes, as suggested by Wong et al. [5]. In this case, practitioners seek some automatic tools or techniques for code analysis, that will support them to find the feature-related code elements or a buggy code element from such a large software system. In providing the automated support, the researchers proposed different techniques to perform automatic code analysis [15], [36] [38], [40].

Following are the three motivations for this research which are driven by the three different challenges:

Challenge 1: The existing techniques are less user-friendly in terms of requiring more cognitive effort from developers. Such techniques only present a ranked list of the code elements (mostly the names of code components, files, classes) which are hard to understand for the developers because this does not allow developers to interact with code using those elements as a pivot. For example, this might be possible that the bug/feature-related code lies near to the located elements and developers can reach those elements using their calls-relationships, co-change relationships in code history, other data, or control flow relationships.

Motivation 1: The first motivation is to effectively exploit such relationships in order to provide a more interactive source code analysis tool which will allow the developers to utilize the Callers-Callees relations that exists between methods, methods that change by the same developer in history, and so on.

Challenge 2: The current techniques mostly perform at a coarser-granular level. In other words, at component, file, or class level. Kochher et al. [18] suggested that conducted with the developers, that such a high-level of granularity is not a preferred choice of developers as these required developers to exert further effort in locating the buggy/feature-related code elements after locating the buggy/feature-related code elements at a lower level of a component, file, or class.

Motivation 2: The second motivation is to address this concern of developers. In doing so, this research presents a tool that operates on method-level granularity which is least effort-intensive and more logical in terms of understanding the context of the located code.

Challenge 3: The existing techniques presented as a solution are mostly not assessed for the usefulness concerns of the practitioners and hence, their relevance to the software industry is questionable.

Motivation 3: Therefore, the third motivation of this research is to evaluate the presented tool involving real developers (or at-least novices) for the usefulness of the tool rather than only effectiveness which is currently the main employed
evaluation aspect, presented in 84% of the studies in a systematic literature survey conducted by Razzaq et al. [10].

III. BACKGROUND AND RELATED WORK
This section discusses the background and related work of the presented research.

A. BACKGROUND
Source code analysis is a core process a software developer needs to perform in the software maintenance phase [1]. The developers perform source code analysis so frequently for many different reasons [32]. For example, bug localization, bug fixing, fault testing, feature location, feature/bug assignment, and so forth [53]. These are the common tasks for developers while software maintenance activities. A feature is a functionality that has visible characteristics and can be observable from a software system [2], [7]. Hence, the feature location is a process of locating all the locations that implement this observable functionality [8]. Besides, a defect or flaw in a software system is known as a bug [3], which leads to producing an unexpected result or behavior in a software system [4]. Hence, bug localization is the process of locating the buggy piece of code in a software system. Moreover, Feature/Bug assignment is the process of assigning a feature/bug to the relevant or appropriate developer [11].

Generally, the Feature or Bug Localization process is start when a user or developer request a feature or report a bug. A Feature or Bug report is a documented form of a report, which is created against a bug report or feature request, by a user and developers themselves [54]. The developers rely on these reports to fix the bugs. These reports are managed by Bug Tracking Systems [55]. These reports are also used in the formulation of queries. The queries are used to extract the feature or bug-related code elements from the software system [56]. The working of a query is it matches the keywords passed in a query with comments and identifiers present in a source code and return related found code elements.

Moreover, to manage code versions, Version Control Systems (VCS) have been used. VSC help to manage and merge code developed by different developers using different computers [37]. VCS also manages the historical information related to the source code. For example, it manages the information such as date of code commit, name of a developer who have committed the code, which component has been changed in this commit, what was the reason for change, and so forth. This information is also very helpful for developers to perform source code analysis.

1) SOURCE CODE ANALYSIS TYPES
The researchers proposed four general types of source code analysis that include textual, static, dynamic, and historical analysis [9]. All of the four types are used in feature/bug localization.

a: TEXTUAL ANALYSIS
The first component is textual analysis that is performed on the text present in the bug reports and the comments and identifiers present in the source code. In this way, textual analysis exploits the bug reports to formulate a query and retrieve the results by matching this query with available comments and identifiers in source code [10].

b: DYNAMIC ANALYSIS
In dynamic analysis, the bug is identified or observed by the time of execution of the program. Thus, this approach performs bug localization by analyzing the data flow, control flow, execution traces, and breakpoints of the program. The dynamic methods examine the pass or fail execution traces of the program under the certain input condition and assign a suspicious score to each line of code [14].

c: STRUCTURAL ANALYSIS
Structural Analysis (also known as Static Analysis) is often based on the structure of code. In structural analysis, analysis has been performed based on call relations that exist between the source code elements. For example, there must be a relation between them if one method calls to another method or if one class is inheriting with another class. For instance, maybe an output of a method could be an input for another method; therefore, the first method called the second method. Moreover, in the static analysis, analysis has when performed on the code without executing the program [13]. In other words, this technique extracted the structural relationships based on calling relationships that exists between source code without running the project.

d: HISTORICAL ANALYSIS
In historical analysis, analysis is performed by mining the code change histories available in source code repositories. In historical methods, bug reports, and code change histories are examined to identify the bug location in a program [15]. For instance, historical information that includes date of code commit, name of the developer who commit the code, which of the component has changed in this commit, what was the reason of change, and so forth. Such information is also very helpful for developers to perform source code analysis. For example, all the methods committed in a single commit may be part of a feature, or all the methods committed by the same author on the same date may be a feature [40], [41].

2) TECHNIQUES OF SOURCE CODE ANALYSIS
Generally, there are various techniques presented by researchers for source code analysis. For example, Information Retrieval (IR), Natural Language Processing (NLP), Knowledge Graph-based, Deep Learning, and Pattern Matching (PM) are the vital leveraging techniques [11], [12] [19]. Some are combinations of these such as Lam et al. [20] proposed a hybrid model of Deep Learning and Information Retrieval. Information Retrieval technique further proposed
multiple models that include Vector Space Model (VSM), Latent Semantic Indexing (LSI), and Latent Dirichlet Analysis (LDA). These are the vital employing techniques for feature location.

3) LEVEL OF GRANULARITY IN A SOURCE CODE
When performing bug/feature localization, techniques return the ranked list according to the granularity level selected by the researcher. Source code analysis supports four types of granularities, which include module level, file level, class level, method level, and statement level [42]. Module-level granularity means ranked list contain modules of the project and each module consists of many files. On the other hand, file-level granularity means a file that may contains multiple classes. Whereas class level means source code element that consists of one class only. While in method-level granularity each element of the ranked list consists of a single method. Finally, statement-level granularity means a single line of code-based elements. Notice that the researchers prefer method-level granularity. This is because of the fact that method-level granularity is least effort intensive compared to the other source code analysis techniques [40].

B. RELATED WORK
Source code analysis is one of the most important activities in software maintenance [1]. Different studies proposed different techniques for source code analysis. Zhang et al. [57] proposed a deep learning-based bug localization model named as KGBugLocator, which is consisting of a knowledge graph and keywords supervised bi-directional attention mechanism. They employed knowledge graph nodes to represent code entities and directed edges to represent various relationships. Moreover, they have developed an NLP-based keywords attention mechanism to capture the code element corresponding to a bug report with more accurate semantics. They employed 4 open-source datasets including AspectJ, AWS, JDT, and Tomcat. To evaluate their model, they employed three metrics including Top-K, Mean Average Precision (MAP), and Mean Reciprocal Rank (MRR). The results show that the proposed model performs better than state-of-the-art bug localization models. However, the reported study lacks in handling the semantic gap that exists between the different programming languages and natural languages present in bug reports. Moreover, they unable to deal with large and complex knowledge graphs. Most importantly, the existing model are non-interactive for the users.

Rodriguez-Prieto et al. [21] proposed a Java-based source code analysis platform (a compiler), namely ProQuery. Their proposed platform is mainly depending on the Neo4j graph database. This platform allows developers to write a modified program for analysis in a declarative way. Besides, the compiler is also modified to compute 7 syntactic and semantic links of the code elements. This allows the developers to extract different types of knowledge/features by analyzing on the graph [22]. The authors evaluated with the programs collected by the CUP research group of the University of Edinburgh from GitHub [23]. Their research shows significant improvement in terms of time and scalability. However, their study is not providing a UI for interaction.

Abdelaziz et al. [24] presented the Graph4Code model based on knowledge graphs. Graph4Code is helpful in program search, refactoring, bug detection, and code understanding. The authors employed 1.3 million python files, collected from GitHub. Moreover, they considered various use cases to evaluate the performance of the proposed model. Finally, they mentioned that their proposed model attained promising results; however, their proposed model is non-interactive.

Rahman et al. [25] proposed a Statement level Bug Localization (SBL). Initially, the authors developed a Method Statement Dependency Graph (MSDG) based on related source code methods. Afterward, they developed a Node Predecessor-node Dependency Graph (NPDG) in which they combined the corpora of each node with their predecessor node present in MSDG. They employed Vector Space Model (VSM) to find the similarity between the bug report and node(s) present in NPDG and suggest buggy statements. They measured the effectiveness of their proposed system by using 3 open-source systems which are Eclipse, SWT, and Password Protector. Whereas, Mean Reciprocal Rank (MRR), Mean Average Precision (MAP), and Top-N Rank metrics are used as evaluation metrics. They reported that their proposed model achieved sufficient accuracy of MRR and MAP metrics on given datasets. However, they only work on the statement level of granularity, which is not enough to convey the context of the bug to the developer. Hence, the developer still needs to go through the code to understand the context and fix the bug accurately.

Li et al. [26] proposed LaProb (a label propagation-based bug localization method) model, which is mainly based on two components including graph construction and label propagation. They utilized inter and intra-relations exists between bug reports and source files to build the graphs which they call BHG (Biparty Hybrid Graph). Further, to propagate a label, they developed an algorithm that works on BHG to extract the cascading relations that exist between bug reports and source files to localize the bugs. They performed a large-scale experiment on nine open-source systems which include SWT, AspectJ, Eclipse, ZXing, SEC, HIVE, HBASE, WFLY, and ROO. They employed Mean Average Precision (MAP), MRR, and Top-N rank metrics to measure the performance of the model. They reported significant improvements over state-of-the-art bug localization models. Although, their presented model localized bugs in a good way; however, they lacks in handling the scalability issue.

Huo et al. [27], proposed a novel approach named Control-flow Graph embedding based Convolutional Neural Network (CG-CNN) for bug localization. Their proposed approach is based on a control flow graph of source code, which is based on the structural and sequential dependency of source code. Further, they applied the multi-instance decomposition on the control flow graph to extract the semantic feature. The proposed model can learn the unified features
from the control flow graph and perform better bug localization. The control flow graph may contain multiple paths, but the path having the most similarity with the bug report, labeled as a buggy file. They have employed 4 open-source datasets (which are: PDE, PU, JU, and Tomcat) in their research. They have measured the effectiveness of their model by using the three metrics which include, Top-K, MRR, and MAP. The experimental results indicated that the proposed model performs significantly better than the state-of-the-art models. This study aims to indicate the researchers exploit the control flow graphs to get improvement in bug localization techniques. The study is focused on only the control flow of the code, but some other flows also exist in code like data flow, which will fail this system. Hence, it is the main drawback of their proposed system. Moreover, CG-CNN is based on file-level granularity.

Rahman et al. [28] proposed Information Retrieval based framework named BugSRCH to create a model for bug localization and relevant project component search. The major contribution of this research was their proposed framework automatically selects the most suitable information retrieval model according to the assigned task. The authors employed four datasets that include Birt, Eclipse-UI, JDT, and SWT. They reported significant performance in terms of precision and recall. The focus of this research is only to select the appropriate technique for bug localization but not on bug’s nature, characteristics and priorities. Which is the main limitation of this research.

Dilshener et al. [58] also presented an IR-based model which ranks the code element according to relevance with the bug report. Their proposed model works fast because it assigns relevancy score directly without looking past code. The employed datasets are AspectJ, Eclipse, SWT, ZXing, Tomcat, ArgoUML, Pillar 1 and Pillar 2. They evaluated their research by using MRR, MAP, and Top-N evaluation measures. They concluded significantly better performance than state-of-the-art models. Their tool generates the ranked list only which is not usable for many practitioners, as proposed by Parnin and Orso [17] and Kochhar et al. [18] research.

IV. RESEARCH METHODOLOGY
The objective of this research is to determine the impact of a UI-based more interactive, fine-level tool support in terms of its usefulness, cognitive load, and time efficiency while the developers performing software maintenance tasks. In other words, feature location and bug localization. The proposed tool is compared with developers’ best using strategies to locate feature/bug related code elements. Specifically, the following three research questions are addressed in this research:

RQ-1: How accurately does a developer locate buggy/feature-related code elements using the presented tool in comparison to not using the presented tool?

RQ-2: Which approach (using the presented tool vs Developer’s best using Strategy) leads to a lower cognitive effort, as perceived by developers while performing feature/bug location tasks?

RQ-3: Which approach (using the presented tool vs Developer’s best using Strategy) is more time-efficient in terms of saving developers time while performing feature/bug location tasks?

To address the devised research questions, we employed a triangulation method [33] to evaluate FineCodeAnalyzer. In this method, a developer survey is combined with a control experiment. The following sections discuss the design of each method and how data is gathered employing those methods.

A. PARTICIPANT CHARACTERISTICS
This research has recruited 74 participants from different companies. For sake of consistency, the same participants were involved in each method of data collection. The participants included 39 software developers and 35 students/novices belongs to the 06 to 08 semesters. This research has only selected the participant who have coding experience in java. Hence, the proposed selected participants had at least one year of development experience using Java language. The following are the demographic information collected from the participants while evaluation.

Name — Full Name of the Participant
Current Role — Current Designation of the Participant
Age — Current Age of the Participant
Gender — Information about Gender in terms of Male, Female and Prefer not to say
Overall Experience — Overall Programming Experience, in years
Java Experience — Java Development Experience, in years
Code Maintenance Activities Frequency — Information about how often Participants’ involve in code maintenance
Will you Recommend the proposed Solution? — After using FineCodeAnalyzer (Proposed Tool), takes recommendations from participants about the tool
Employee Email — Email of the Participant
Company Name — Information about the company in which Participant is currently doing employment
Address of the Company — Information about Address of the company in which Participant is currently doing employment.

Notice that this research also noted the time taken by each participant in locating the assigned feature/bug-related source code elements, mentioned in the performed two user studies in the following section.

B. EMPIRICAL DESIGN
This section illustrates the empirical settings adopted for assessing the performance of FineCodeAnalyzer.

1) USER STUDY 1
This step belongs to the control experiment performed with participants. Table 1 shows the features/bugs provided to the developers to locate from SWT system. These features/bugs are collected from SWT repository. In total, fifteen minutes of time is given for locating each feature/bug. This time is
TABLE 1. List of features/bugs provided to the developers.

| Bug ID  | Summary                                              | Reported On | Reported By             | Closed On | Closed By      |
|---------|------------------------------------------------------|-------------|-------------------------|-----------|----------------|
| 351935  | Modified GridLayout to work with index.             | 2011-07-13  | Ludwig Moser            | 2011-07-13| Markus Keller  |
| 73228   | We need API to set the timeout for tooltips showed via #setToolTipText API   | 2004-09-03  | Gunnar Wagenknecht      | 2004-09-09| Grant Gayed    |
| 402514  | Resizing the display is valid when you change the resolution. | 2013-03-06  | Ivan Furdadiev          | 2013-03-15| Silenio Quarti |
| 530152  | Would be great to have a Shell transparency feature in SWT. | 2018-01-23  | Ivan Morelli            | 2020-12-13| Eric Williams  |
| 288222  | To detect location where we drop a file from application to local file system. | 2009-09-01  | Rencana Targan          | 2010-08-24| Juergen Baier  |
| 266114  | Add export feature to sleek.                        | 2009-02-25  | Jacek Pospychala        | 2009-03-25| Jacek Pospychala|
| 386267  | Font: support of opentype localization feature      | 2012-08-01  | Andre Saibel            | 2019-11-27| Lars Vogel     |
| 306931  | Features tab in installation details window is (showing a white screen) taking time to load plugin. | 2010-03-24  | Nagaraju                | 2019-09-06| Paul Webster   |
| 97077   | Table column should be multiline                    | 2009-05-27  | David Bourguignon       | 2017-07-28| David Bourguignon|
| 121780  | Browser popup does not keep user's web session      | 2005-12-21  | KAR YEOW                | 2019-09-06| Eclipse Webmaster |
| 244664  | Text with swt.multi in scrolled composite eats the scroll wheel event | 2008-08-20  | Jerome Gout             | 2019-09-06| Alex Blewitt   |

TABLE 1. (Continued.) List of features/bugs provided to the developers.

| Bug ID  | Summary                                              | Reported On | Reported By             | Closed On | Closed By      |
|---------|------------------------------------------------------|-------------|-------------------------|-----------|----------------|
| 237957  | Styled text print options should include margins     | 2008-06-20  | Peter Centgraf          | 2019-09-06| Eclipse Webmaster |
| 205726  | Dashed border text style has various problems        | 2007-10-08  | Dani Megert             | 2019-09-06| Markus Keller  |
| 217384  | Combo should allow button image to customizable      | 2008-01-31  | Craig Salters           | 2019-09-06| Eclipse Webmaster |
| 192956  | [Cabfolder] should investigate optimizing highlight drawing | 2007-06-15  | Kevin McGuire           | 2019-09-06| Eclipse Webmaster |
| 170011  | [Cab folder] should feature request: allow writing text/image to tables folder | 2007-01-15  | Paul E. Keyser          | 2019-09-06| Eclipse Webmaster |
| 157058  | [Scrolledcomposite] setorigin method causes user click selection to not occur. | 2006-09-12  | Whitney Sorenson        | 2007-04-18| Carolyn MacLeod |
| 1256999 | [Scrolledcomposite] swt layouts in scrolled composite in formtoolkit brokand | 2006-01-31  | Paul E. Keyser          | 2006-02-02| Steve Northover |

decided based on the gained experience, while the multiple trials were performed before conducting this experiment. Then, opened the source code of SWT in Eclipse Integrated Development Environment (IDE) for the participants. The participants were asked to use their best-known strategy to locate the bugs/feature. For example, the developers may use the internet for searching some solution related to the feature/bug. In this case, they may search through the IDE to perform any sort of searching (i.e. file or text search). Additionally, they may use project explorer of call graphs built-in Eclipse IDE.

For each feature/bug, first descriptions were provided to the participants, and they were guided to fully understand the bug/feature report before proceeding to locate the bug/feature. Next, the developers were asked to make a list of methods related to the found bug/report. In case of all methods that belong to a class or file are buggy or related to the feature, they were asked to point the file or class. The experimentation also involves guiding the developers to consider the complete method as related to the feature/bug if only a portion of that they perceive as related. For example, if they find only a variable used in a method or a statement
used in a method is related to the feature/bug and other part is not related, they were guided to consider the full method as related in such cases. Finally, the participants were asked to raise their hand once they complete locating each feature/bug. Otherwise, they will be interrupted once the pre-decided time to finish feature/bug localization is expired.

Once, the participants are ready for the experimentation. They start performing feature/bug location tasks for the given bug/feature report. The timer has been started to count the time a participant takes to finish the localization task(s). When the localization task is finished, the list of methods from the participants is collected as well as the finishing time is recorded. Consequently, the participants are directed to proceed to the next bug/feature.

To remove the biases of feature/bug characteristics (for example, the difference in the number of elements to locate, the difference in distance of the methods to locate from the main method, and so on.) that may impact their localization, we have used the randomization strategy [38]. Notice that the randomization strategy considers an equal number of features/bugs are evenly allocated to each of the participants. However, due to the non-availability of participants at a single time, this experiment is performed in an iterative manner with different groups of participants at different times.

2) SURVEY 1
After finishing User Study 1, we assessed the approach adopted by the participants regarding their effort exerted in locating feature/bug related elements. In other words, this survey is performed to assess the usefulness of the presented tool in terms of required effort as developers perceived when locating features/bugs using FineCodeAnalyzer compared to not using the presented tool. To perform this assessment, we have conducted a survey guided by NASA Task Load Index (TLX) measure [34], [35].

**a: NASA TASK LOAD INDEX (TLX)**

NASA-TLX is a multi-dimensional scale designed to obtain the workload estimates from one or more operators while performing a task or immediately afterward. The NASA Task Load Index (TLX) consists of six sub-scales: (i) Mental Demand, (ii) Physical Demand, (iii) Temporal Demand, (iv) Frustration, (v) Effort, and (vi) Performance. Notice that the TLX indexes represent the independent clusters of variables as highlighted in Table 2. The main assumption is that some combination of TLX dimensions is likely to represent the “workload” experienced by most people performing the localization tasks. These dimensions were selected after an extensive analysis of the primary factors that do (and do not) define the subjective experience of workload for different people performing a variety of activities ranging from simple laboratory tasks to flying an aircraft [34], [35]. Coincidentally, these dimensions also correspond to various theories that equate workload with the magnitude of the demands imposed on the operator, physical, mental, and emotional responses to those demands, or the operator’s ability to meet those demands.

Further, the data collected in this step is archived. Next, frequency analysis is performed on this data, as presented in Section V. In this evaluation, the selected participants are the same as described in Section IV (A). The following information has been collected from the participants.

| Number | Title           | End Points | Description                                                                 |
|--------|-----------------|------------|-----------------------------------------------------------------------------|
| 1      | Mental Demand   | Low/High   | How much mental and perceptual activity was required (e.g., thinking, deciding, calculating, remembering, looking, searching, and so on) Was the task easy or demanding, simple or complex, exacting or forgiving? |
| 2      | Physical Demand | Low/High   | How much physical activity was required (e.g., pushing, pulling, turning, controlling, activating, and so on) Was the task easy or demanding, slow or brisk, slack or strenuous, restless or laborious? |
| 3      | Temporal Demand | Low/High   | How much time pressure did you feel due to the rate pace at which the tasks or task elements occurred? Was the pace slow or leisurely or rapid and frantic? |
| 4      | Frustration     | Low/High   | How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content, relaxed and complacent did you feel during the task? |
| 5      | Effort          | Low/High   | How hard did you have to work (mentally or physically) to accomplish your level of performance? |
| 6      | Performance     | Good/Poor  | How successful do you think you were in accomplishing the goals of the task set by the experimenter (or yourself)? How satisfied you were with your performance in accomplishing the targeted goals. |
and Performance is also not focused in this work because we have evaluated both of Temporal and Performance separately.

3) USER STUDY 2
This study is specifically performed to collect the data essential for the evaluation of the proposed tool. In terms of a study procedure, the task first gave a presentation to introduce the proposed tool and its features to the participants. This presentation included a twenty-minute live demo of how to use the proposed tools for one/two real features/bugs. Notice that the features/bugs used in the live demo were not considered during the experimentation process. To get accurate and comprehensive data, the participants were then asked to use the proposed tool to locate feature/bug-related code using the proposed tool. To remove the carry-over effect bias [66] in this step, it is important to make sure that the participants get different bugs/features to locate than in user study 1. However, we need to compare the performance using the proposed tool and not using the proposed tool. Thus, we did not change the dataset of user study 1. In other words, every participant got different feature/bug sets to locate but overall features/bugs were the same as of user study 1.

Similar to User Study 1, the participants were asked to create a list of methods they found related to the assigned feature/bugs. However, in addition to understanding the bug report and searching through the source code of SWT software system, the participants were also provided historic information about the bug and code elements. Specifically, this work has provided the date of the bug report actually reported on the issue tracking system. Moreover, for each code element, we have provided information about the dates when they change. Moreover, we have also provided information about the authors who changed the code elements.

The participants were directed to use the proposed tool this time. Also, they were guided to follow the functionalities supported in tools to explore the code and history information when needed. Finally, they were informed that functionalities to filter based on date and author/developer information may reduce the required effort. Then, they started their localization tasks and we kept noting the timer. Similar to User study 1, they were informed to raise their hands when finished or will let them know when the given time is expired. After, each localization of feature/bug, we have collected the list of methods and noted the time taken by the participants in completing the given task.

4) SURVEY 2
As like survey 1, the same survey is performed with the proposed tool after participants finished user study 2. The same questions were considered (as described in Table 2) to assess the workload/cognitive effort participants exerted while performing localization tasks using the proposed tool. The data collected in this step is archived again for analysis purposes.

a: ANALYSES AND EVALUATION METRICS
To analyse the data collected and to compare the results of proposed tool with developers’ own strategies, this research has employed different metrics for each research question.

b: RQ1: USEFULNESS EVALUATION
For RQ 1, we considered the commonly employed information retrieval metrics to compare the developers’ performance when using the proposed tool and when not using it. The widely-employed metrics are described as follows:

1: Recall
Recall measures the fraction of feature/bug-related source code elements that are correctly identified by developers. Recall is defined in Equation 1:

\[ \frac{\| \text{CorrectElements} \cap \text{IdentifiedElements} \|}{\| \text{CorrectElements} \|} \]  \hspace{10mm} (1)

Equation 1 illustrates the formula to calculate the Recall measure. In this work, the Identified Elements are those elements, which are identified by a participant against a given task. Whereas, Correct Elements are those elements that are correctly identified.

2: Precision
Precision measures the fraction of developers’ identified source code elements that are related to the feature/bug. It is formally defined using Equation 2, as follows:

\[ \frac{\| \text{CorrectElements} \cap \text{IdentifiedElements} \|}{\| \text{IdentifiedElements} \|} \]  \hspace{10mm} (2)

Equation 2 illustrates the formula to calculate the Precision measure. In current work, Identified Elements are those elements, identified by a participant against a given task. Whereas, Correct Elements are those elements, which are correctly identified.

Precision alone fails to measure the coverage of the results. In other words, finding all of the feature/bug-related elements, by ignoring not retrieved feature/bug-related elements. In contrast, Recall, by ignoring the incorrectly retrieved elements, fails to assess ranked-listing with lots of (distracting) false positives. F-Measure is another measure that gives a high value only in the case that both recall and precision values are high.

3: F-Measure
F-measure is a harmonic mean of recall and precision and is defined as in Equation 3:

\[ 2 \times \frac{\| \text{Recall} \times \text{Precision} \|}{\| \text{Recall} + \text{Precision} \|} \]  \hspace{10mm} (3)

Equation 3 illustrates the formula to calculate the F1-Measure. The identified Precision and Recall will help to identify the F1-Score.

Regarding the Usefulness concern, we employed all three measures, each having values in the range (0, 1). Specifically, we compared the recall, precision and F-measure values for the list of methods provided to us by the participants for both approaches, i.e. when using the proposed tool and when not using it.
c: RQ2: COGNITIVE-LOAD (DIFFICULTY) EVALUATION
To assess both approaches (i.e., when using the proposed tool vs. when not using it) for the effort required or cognitive load, (high/low) frequencies for NASA Task Load Index (TLX) related six attributes for each question are analyzed.

d: RQ3: TIME EFFICIENCY EVALUATION
The main hypothesis was that proposed tool would outperform the manual approach of the developer due to its single-analysis scheme and simplicity. To answer RQ3, we compared the time taken in minutes by the developers when localizing each feature/bug from SWT system, when using the proposed tool vs. when not employing the proposed tool.

Generally speaking, the biases can occur during time efficiency evaluation, which might be due to a change in the hardware of a system that includes a change in the computation, storage, capability of machines for the developers. To control this moderating factor, it is required to ensure that a participant who has performed user study 1 and user study 2, should work on the same machine. Moreover, we also make sure that while measuring the time efficiency, the developers must close all other irrelevant applications.

C. PROPOSED FRAMEWORK
This section illustrates the proposed framework that supports multi-perspective feature/bug localization.

1) DATASET AND BENCHMARK
We employ an SWT as a benchmark system. SWT system is an open-source software system based on 28702 commits, and 131 branches. SWT is an Eclipse-based Standard Widget Toolkit (SWT) framework that helps to develop Graphical User Interface (GUI) based applications in Java by using built-in UI based components of Operating System (OS) [60]. This research choose SWT system because this is one of the most commonly used system employed in bug/feature location [61], [62] [15], [63] [56], [64]. In addition, it has a built-in bug tracking system and easy to use from interaction perspective [65].

This work proposes a hybrid framework for source code analysis, as shown in Figure 1. The upper part of the framework is Code Driller (CD) that helps in extracting the dataset. CD has two further components including Code Parser (CP) and Code History Miner (CHM). Whereas the second part of framework is Interactive Code Maintainer (ICM) which helps to create interactive tool (FineCodeAnalyzer). Notice that we have extracted two types of code relations from the SWT system including Structural and Historical. We have developed a Code Parser to extract Structural Relationships and Code History Miner to extract Historical Relationships (Figure 1). Overall, we extracted seven tables considered as a proposed dataset. The details of the extracted datasets is shown in Table 3. The following section provides the details about the components of the proposed framework.

FIGURE 1. FineCodeAnalyzer framework.

TABLE 3. Dataset developed for this research.

| Number | Name of Table   | Number of Instances | Number of Attributes |
|--------|-----------------|---------------------|---------------------|
| 1      | Callers         | 15, 924             | 3                   |
| 2      | Callees         | 15, 924             | 3                   |
| 3      | Author Table    | 138                 | 2                   |
| 4      | Method Table    | 31, 848             | 7                   |
| 5      | Changed Table   | 31, 848             | 3                   |
| 6      | Commit Table    | 31, 848             | 4                   |
| 7      | Modified Methods| 50, 010             | 7                   |

2) CODE PARSER
To extract Structural Relationships between code elements, we have developed a Java based Code Parser (CP). Code Parser takes a source code repository as an input and produces all the methods in a system. Initially, Code Parser extracts 80,726 methods. We used these methods to create Callers (i.e. a method who is the caller of some other method) and Callees (i.e. a method who is being called by some other method). We further drops the system built-in methods and create Callers and Callees methods from the considered methods and obtained 28,760 Callers and Callees.

Afterward from the Callers and Callees, we further drops all such methods who are not caller or callee of any other method(s). Consequently, we attained 15,924 Callers and
Callees. The final datasets are based on three attributes: (i) Class Name, (ii) Method Name, (iii) Method Parameters. Further, we considered three attributes to get the unique methods. This is due to the fact that if only method names were taken, then this would exclude all of the overloaded and overridden methods. Finally, the proposed framework combines the Callers and Callees tables based on their call relation and makes a final matched table. This table only contains method id and method name. Consequently, we attained Structural Relationships based methods from the Code Parser.

3) CODE HISTORY MINER
To extract the historical relations in the source code elements, we developed a Python-based Code History Miner (CHM). It takes a version control system-based library as input and produced historical-based relations between methods as an output (Figure 1). By using Code History Miner, the proposed framework produces five different tables that contain various types of historical information related to methods as extracted from Code Parser. The following are the descriptions of tables:

- **Author Table**: This table contains data related to authors, such as, Author Name and Author ID. In total, 158 Authors are of the proposed subject system.
- **Method Table**: This table contains information related to the method. The information includes Class from this belongs to, Method Name, Method Parameters, Change Type, Date of develop this method, and Author ID from Author table.
- **Changed Table**: This table contains information about the changes that have been done in the methods. The attributes of this table are Commit ID, Author ID, Method ID, Date of change, and Change Type.
- **Commit Table**: This table contains information related to commits, such as, Commit Hash, Author name who did a particular commit, and date of a particular commit.
- **Modified Methods**: This table contains information related to modified methods only.

We have used both Structural and Historical based datasets, described above. Both of these types of datasets are loaded in Neo4j to create proposed databases, Table 3 illustrates the dataset used by this research. Neo4j is a graph database having advantages over regular databases. Such as it provides flexible, easily scalable, responsiveness, and many other benefits. This research has used Neo4j to create the developed such databases for this research. Moreover, this research has used Neo4j to create a relation between all of the proposed tables.

4) GRAPH BUILDER
This component of the proposed model takes structural and historical relationships as an input and then created a graph (Figure 1). This graph is based on two components: (i) vertices and (ii) edges. Vertices are presenting the source code elements (methods in our case) of the project used as an input and edges are presenting the correlations between the considered code components. This research employed vertices and edges in creating a graph oriented network from datasets (code elements). Thus, graph networks provides an easy analysis on the data, even on a complex networks [68] while expressing the software applications in a connected graphs shapes [69]. That includes nodes and edges which helps to create different types of networks, for example code classes networks [70].

Graph Builder is based on the Neo4j platform, which has a D3 (a JavaScript) library on its top side. A Cypher Query Language is used to perform operations on the dataset created in Neo4j. It is essential to create a connection between D3 and Cypher to create graphs. This connection is made by using Python language. Overall, this component takes relationship(s) data as an input and creates a graph grounded on source code components, and also highlights the relationship between them.

5) INTERACTIVE INTERFACE
This component is based on a User Interface (UI) that will allow developers to interact with it and perform many types of tracking on source code components (Figure 1). For example, a developer will be able to see all the code components which were changed in a specific single commit. This will help the developer to find a particular feature. Likewise, the developer will be able to see which particular developer had changed the particular code components. This will help developers to assign the bug to the same developer who had fixed this bug before. In this way, this interface will help developers to localize bugs by tracking the code entities. The proposed tool can be download from the link.

V. RESULTS AND ANALYSIS
This section presents the results and analysis with respect to each of the devised research questions.

**RQ1: How accurately does a developer locate buggy/feature related code using the developed tool in comparison to Developer’s best known/adopted strategy?**

To answer RQ1, we performed a usefulness evaluation of FineCodeAnalyzer and Developer’s best known/adopted strategy. The following section provides the results and analysis about usefulness evaluation.

A. USEFULNESS
This is the first evaluation aspect performed to evaluate the usefulness viewpoint of FineCodeAnalyzer. In this evaluation aspect, we conducted 74 developers based assessments. In this evaluation, each of the developers was assigned a feature or bug and was asked to make a list of all the methods related to a given feature or bug. In addition, each developer was assigned an equal number of times that is, 15 minutes,

1. https://drive.google.com/drive/folders/15Uiw5xuW6KB0-EKXIXCPq2at4ynCxcmc?usp=sharing
to achieve the given task. This research has collected the following information against each given task:

- Developer’s name
- Assigned feature/bug id
- List of methods that are extracted by developer
- Time on which the developer has completed the task

Based on the extracted methods, we have calculated some further information such as Relevant list methods and unrelated list methods based on gold-set elements. Already known feature/bug related code elements are known as Gold-sets [52]. Finally, based on the attained values in this work, we assess the performance of FineCodeAnalyzer in terms of Precision, Recall, and F1-Measure.

**FIGURE 2.** Precision, Recall and F1-Measure results of developer’s best known/adopted strategy.

Figure 2 illustrates the obtained results regarding the usefulness evaluation with the developer’s best-known feature/bug localization strategy. It can be clearly observed from Figure 2 that the Developer’s best strategy has achieved 59%, 46% and 52%, Precision, Recall, and F1-Measure, respectively. However, using FineCodeAnalyzer, the developer’s attained 87%, 81% and 84%, Precision, Recall, and F1-Measure, respectively, as shown in Figure 3. Evidently, FineCodeAnalyzer outperformed the developer’s own methods of feature/bug location for 28%, 35% and 32% in Precision, Recall, and F1-Measure, respectively (as indicated in Figure 4).

**RQ2: Which approach (using the developed tool vs developer’s best known/adopted strategy) leads to a lower cognitive effort, as perceived by developers while performing feature/bug location tasks?**

To answer RQ2, we performed Cognitive-Load based evaluation of FineCodeAnalyzer and Developer’s best known/adopted strategy. The results and analysis on Cognitive-Load evaluation are described as follows:

**B. COGNITIVE-LOAD**

This is the second evaluation measure employed to assess the performance of the proposed tool. We measured the cognitive load of participants by employing the NASA based Task Load Index (NASA-TLX). The NASA-TLX is a multi-dimensional scale designed to obtain workload estimates from one or more
operators while they are performing a task or immediately afterward. The NASA Task Load Index (TLX) consists of six sub-classes that represent somewhat independent clusters of variables including Mental, Physical, and Temporal Demands, Frustration, Effort, and Performance. Notice that we assumed that some combination of the considered dimensions is likely to represent the “workload” experienced by most people performing most tasks. The dimensions were selected after an extensive analysis of the primary factors that do (and do not) define the subjective experience of workload for different people performing a variety of activities ranging from simple laboratory tasks to flying an aircraft [34], [35].

Coincidentally, these dimensions also correspond to various theories that equate workload with the magnitude of the demands imposed on the operator, physical, mental, and emotional responses to those demands, or the operator’s ability to meet those demands. We have calculated the Cognitive Load (from collected data) in three perspectives including Mental, Frustration, and Effort Demand. For this purpose, we have created a Google form, and asks each of the above-mentioned question from the participants after finishing both of the planned surveys. However, we did not calculate the Physical demand since it is irrelevant to the current work. In addition, the performance and Temporal Demand were not calculated because we have calculated these concerns separately. The questions and results of Cognitive-Load evaluations have been presented in Figures 5, 6 and 7.

Figure 5 illustrates the Mental Demand of FineCodeAnalyzer in respect to the participant’s preferred method of feature/bug localization. The result indicates 77% participants feel FineCodeAnalyzer requires low Mental demand. While 23% participants feel that the proposed framework demands a high level of Mental power. On the other hand, 68.9%
and 29.7% participants feel low and high frustration, respectively, in finding feature/bug by using FineCodeAnalyzer (Figure 6). However, 1.4% did not comment on frustration. Finally, in Figure 7, 68.9% participants feel low effort level is required in finding feature/bug by using FineCodeAnalyzer. Whereas 17.6% feel a high effort level is required in finding feature/bug by using FineCodeAnalyzer. However, 13.5% participants did not suggest any effort level required by FineCodeAnalyzer.

**RQ3:** Which approach (using the developed tool vs developer’s best known/adopted strategy) is more time-efficient in terms of saving developers time while performing feature/bug location tasks?

To answer RQ3, we performed time evaluation of FineCodeAnalyzer and the Developer’s best known/adopted strategy. The results and analysis on time evaluation are presented in the following section.

**C. TIME EFFICIENCY**
This is the second evaluation measure performed to assess the time efficiency of the proposed tool. In this evaluation measure, we assigned a feature or bug to each of the participant and ask them to make a list of the assigned feature/bug-related source code elements (i.e. methods). To complete the task, we assigned a constant number of minutes to each participant (i.e 15 minutes). The given time (i.e. each developer taken to complete the task) has been noted. The information of each developer with the feature/bug id they have solved with respect to time has been shown in Figure 8.

The results of the time evaluation of FineCodeAnalyzer are also compared with the Developer’s best known/adopted strategy. Figure 9 illustrates the time efficiency of finding feature/bug-related methods with FineCodeAnalyzer vs Developer’s best-known Strategy. The left part of figure shows the time a developer took to find feature/bug related code methods with Developer’s best known Strategy presented tool (Figure 9). Whereas the right side of the graph shows the time a developer took to find feature/bug related code methods with the presented tool. The darker color indicates the highest time, whereas, the lighter color indicates the lower time, as shown in the Figure legends. From Figure 9, it can be clearly that finding a feature/bug using the presented tool required significantly less computational time against not using the proposed tool. Consequently, FineCodeAnalyzer effectively performed all of 74 tasks in 1,018 minutes. However, the same tasks performed by the developers taken 1,058 minutes sing their most convenient technique.

**VI. THREATS TO VALIDITY AND LIMITATIONS**
As with any empirical study, several threats to validity posed to the current work. The potential threats are discussed in terms of internal, construct, and external validity.

**A. INTERNAL VALIDITY**
The developers may have learnt some experience on features/bugs while locating using some preferred strategy...
before locating them using the proposed tool. This experience gaining mechanism is called as carry over effect [66], and may bias towards the later treatment. To address this concern, we have used a randomization strategy [67], where each participant is provided a different feature/bug in each of both trials (i.e. without vs. with proposed tool). However, the experience gains of watching the overall source code of SWT (not for specific feature or bug) has not been controlled in this research and may have impacted the results.

To assess the tool for industrial concern, we employed the developers. However, due to the non-availability of highly experienced developers, this research has employed participants with an average experience of 3 years. The involvement of more experienced developers may impact the results of this research.

The relative performance (i.e. percentage of the difference) between the using the presented tool and not using presented tool is calculated after rounding the values to two decimal points for scores of evaluation metrics for all of the considered evaluation aspects. The relative performance calculated using different numbers of decimals might change the results slightly. The researchers interested in checking the results with a different number of decimals are invited to use the intermediate results provided with this research.

**B. CONSTRUCT VALIDITY**

The main construct validity issue in the software maintenance-related tools and techniques evaluation is the benchmark creation used for evaluation. In this case, the benchmarks are created for SWT, a frequently used system, where the gold-set is already available from the existing studies. However, the frequent adoption of the system/benchmark does not guarantee the accuracy and completeness of the benchmark. Hence, like the other studies in this field, the result of this research may also change with the change of benchmark employed.

This research has employed precision, recall, and f-measure metrics, which are the commonly used metrics in information retrievals. These all metrics capture a single concern of evaluation: That is, accuracy in locating feature/bug related code elements. However, these metrics may not fully capture the developer’s intentions to locate the code elements. For example, developer may be interesting in locating a variable name in a located method rather than the complete method. In this work, we have to focused on one granularity, and we selected method level in the targeted research context. This decision is driven by Kochhar’s work [18] performed with the developers.

**C. EXTERNAL VALIDITY**

Because FineCodeAnalyzer is evaluated for usefulness aspect rather than effectiveness. Due to this reason, we do not compared FineCodeAnalyzer tool with the existing baseline state-of-the-art techniques VSM, LSI or LDA [43], [44], [45], which are evaluated using effectiveness aspect and has not adopted in the industry, as suggested by the reported studies [46], [47], [48], [49]. This may have impacted on the generalizability of the presented tool for effectiveness aspect. However, it can be argued that our goal was to focus on the developer’s concerns rather than the researchers.

Also, this research has only used SWT system which is an open-source Java-based system. Although, we have employed one of the commonly used systems in the field [46], [50], [14], [51]. This may limit the generalizability of the findings to only Java-based non-commercial software systems.

Finally, the participants involved in this research are mostly single city-based. Involving the participants from multiple cities, and even from multiple countries, and of different demography may produce a different result. Also, consider that this research is limited to only bug/feature location activities under software maintenance and one cannot generalize to other software maintenance activities such as bug severity detection.

**VII. CONCLUSION AND FUTURE WORK**

This work proposed an interactive code visualization-based tool names as FineCodeAnalyzer. The proposed tool is based on hybrid analysis of software system source code that exploits the structural and historical relations that exist in the source code. Moreover, the proposed tool works on a fine granularity level. In other words, FineCodeAnalyzer adopted a method level of granularity to save the developers’ additional efforts to find the related code elements from large files. In addition, FineCodeAnalyzer is a generic tool that can be used in different contexts (tasks) related to software maintenance. We also evaluated the performance of FineCodeAnalyzer by involving 74 developers including senior students (i.e. considered as novices in this research context) and industrial practitioners. For example, FineCodeAnalyzer is assessed for feature and bug localization tasks. The results indicated that FineCodeAnalyzer significantly outperformed the manual strategies of the developers, which are usually employed while performing bug/feature localization-related tasks.

Following are the key findings of the proposed tool, which are outlined based on the attained results:

1) The proposed tool, FineCodeAnalyzer, outperformed the developers’ manual strategies in locating buggy and feature-related elements in terms of usefulness, which is measured using precision, recall, and f-measure.
2) FineCodeAnalyzer performed better than the developers’ manual strategies in locating code elements in terms of required cognitive/mental effort.
3) FineCodeAnalyzer attained better results about the execution time than the developers’ manual strategies when locating code elements for features or bugs.

The practitioners can adopt the presented FineCodeAnalyzer in performing several software maintenance tasks where source code analysis is required. In contrast, the practitioners can employ FineCodeAnalyzer for other software maintenance related activities.
In the future, Deep Learning based algorithm can be adapted to further improve the performance of FineCodeAnalyzer. Surely, the adoption of a deep learning-based algorithm can be helpful in making a fully automatic bug/feature localization tools. Moreover, another potential research dimension could be to incorporate the dynamic analysis in the proposed tool. Consequently, it would support in fully automating the process for the developers in terms of accurately locating the source-code elements.
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