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ABSTRACT

This article aims to explore the potential of current approaches for quantum image classification in the context of remote sensing. After a brief outline of quantum computers and an analysis of the current bottlenecks, it shows for the first time experiments with quantum neural networks on a reference Earth observation (EO) dataset: EuroSAT. Moreover, it establishes the proof of concept of quantum computing for EO: the models trained and run on a quantum simulator are on par with classical ones. We make the open-source code available for further developments\textsuperscript{1}.
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1. INTRODUCTION

Quantum computers leverage quantum phenomena to manipulate information and perform computation. They are expected to play a relevant part in solving computational problems, such as integer factorization (and thus encryption), thanks to their intrinsic representation of information. They have recently gained much traction as both Google and the Jiuzhang research group have reached a quantum advantage on precisely defined problems, which is to say that their quantum devices have demonstrated the ability to solve classically intractable problems\textsuperscript{1}[2]. These notable advances encourage the use of quantum devices in a variety of fields ranging from pharmacology to Artificial Intelligence (AI), and now Earth Observation (EO).

Quantum Artificial Intelligence (QAI), in particular, is an interdisciplinary field that focuses on building quantum algorithms for improving the computational tasks of AI-based models, including sub-fields like machine learning. Quantum mechanics phenomena known as superposition and entanglement allow quantum computers to perform computations in a probabilistic manner. As a consequence, QAI algorithms are expected to be much more efficient than their classical counterparts used in Computer Vision, natural language processing and robotics, even if the entire concept of quantum-enhanced AI algorithms is still in a conceptual research domain. Building on recent theoretical proposals, initial practical studies suggest that these concepts have the possibility to be implemented in the laboratory, under strictly controlled conditions\textsuperscript{3}, and open the way to the evolution of their employment and validation. In EO, it appears that QAI could be specifically valuable to enhance many techniques which are now commonly used. The most straightforward advantage lies in the speedup for data processing. Indeed, most quantum algorithms are significantly more cost efficient in both query and gate complexity than their classical counterparts. For instance, searching a database classically can be done in $O(N)$ while searching it using a quantum algorithm runs in $O(\sqrt{N})$\textsuperscript{4}. In particular, various attempts to tackle land-use / land-cover classification recently emerged. Gwaron and Levinsky proposed Quantum Neural Networks (QNN) for multiclassification of multispectral (Sentinel-2) images\textsuperscript{5}, while Cavallaro et al. used quantum versions of an ensemble of Support-Vector Machines (SVMs) to perform land-cover binary classification of Landsat images\textsuperscript{6}.

However, quantum computation is still in a fairly developmental stage. Current quantum devices such as Noisy Intermediate-Scale Quantum (NISQ) are prone to errors due to noisy measurements. As such, there is a restriction to the number of operations that can be performed before the information stored in the quantum computer become useless. To be successful, quantum computing must be able to tackle problems relating to data input and output, internal data storage and how to do this all on NISQ Computers\textsuperscript{4}.

This paper aims to provide a brief outline of quantum computers (in Part\textsuperscript{2}), explores existing methods of quantum image classification techniques (in Part\textsuperscript{3}), then focuses on remote sensing applications (in Part\textsuperscript{4}). The main contribution is two-fold. It shows for the first time experiments with quantum neural networks on a reference EO dataset: EuroSAT\textsuperscript{7}.
Moreover, it establishes the proof of concept of quantum computing for EO: the models trained and run on a quantum simulator are on par with classical ones. We discuss the bottlenecks of performing these algorithms on currently available open source platforms (in Part\[5\]).

2. PRELIMINARY INFORMATION

Let’s define the basic notions of quantum computing \[8,9\].

Qubits are the fundamental units of information held in quantum computers. A qubit exists in a superposition of 0 and 1. The state of the qubit is expressed by equation (1).

\[ |\psi\rangle = \alpha |0\rangle + \beta |1\rangle \]  

In equation (1) \(|\psi\rangle\) can be viewed as a vector in a Hilbert Space where:

\[ |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]  

\[ |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]  

The absolute squared amplitudes of quantum state, satisfying \(|\alpha|^2 + |\beta|^2 = 1\), describe the probability distribution of the qubit \[8\]. Consider the state \(|\psi\rangle = \sqrt{\frac{1}{3}} |0\rangle + \sqrt{\frac{2}{3}} |1\rangle\). Here, the probability of measuring the \(|0\rangle\) state of your qubit is \(\frac{1}{3}\) and the probability of measuring \(|1\rangle\) is \(\frac{2}{3}\).

Quantum gate operations alter the phase and amplitude of qubits. Commonly used quantum operators include Pauli matrices, the Hadamard gate, the controlled NOT gate, and the \(R_\theta\) gate. Quantum gates are unitary matrices which are applied to the state vector. Single qubit gate operations can also be visualized as rotations made on the quantum state vector around the Bloch sphere, which represents the complex probabilistic space in which the quantum state can exist, as illustrated in Fig. [1].

Entanglement is essential to provide the quantum advantage. By entangling two qubits, information about the state of one qubit indicates with high correlation the state of the other qubit. Moreover, the superposition property of qubits permits \(n\) qubits to describe \(2^n\) possible states. These enable multiple calculations to be done simultaneously and is largely responsible for the speedup found in many quantum analogs to classical algorithms.

3. QUANTUM IMAGE CLASSIFICATION

Like its classical counterpart, Quantum Machine Learning (QML) can be used to classify image data efficiently. In order to garner valuable information by processing data on quantum devices, hybrid quantum algorithms are necessary in order to prevent issues regarding qubit decoherence during training. Decoherence refers to the degradation of the amplitude and phase relationships of the quantum state. This can occur because of noise interference caused by several factors including minor temperature changes or vibrations \[9\]. Without error correction, qubit decoherence causes misrepresentations in the data, rendering calculations meaningless. If qubits decohere while training, the models produced to analyze inputted data would be inaccurate. To prevent this from occurring, operations must be run on a short timescale. Thus, to train a network, data must be frequently cycled from classical to quantum states. Hybrid algorithms are a way of mediating the interactions between classical and quantum counterparts, optimizing the implementation in such a way that prioritizes run-time and model performance \[10\].

The Quantum Neural Network (QNN) used in the experiments is a variant of the standard LeNet-5 or AlexNet presented in IBM’s Qiskit Textbook \[11\]. It is shown in Fig. [2] that the model achieves a speedup, optimizing the implementation in such a way that prioritizes run-time and model performance \[12\].

![Fig. 1: The Bloch sphere represents the complex probabilistic space in which the quantum state can exist. Gate operations rotate \(|\psi\rangle\) about the Bloch sphere, changing the phase and the probability amplitudes of the qubit.](image)
several processes of convolution and pooling. What is more, the architecture of that system works well with data classification and helps generated quantum error correcting codes for unknown error models.

4. APPLICATION AND RESULTS
The remote sensing use-case is image classification, that is identifying scenes in the EuroSat dataset [7]. This dataset contains Sentinel-2 data covering 13 spectral bands. It is divided in 10 classes with a total of 27,000 labeled and geo-referenced images. In order to simplify the problem, the number of classes has been reduced to two, leading to several binary classification tasks. The dataset was then divided into training and validation with a split factor of 20%. Over the 13 available bands, only the RGB ones have been selected.

The neural network presented in Part 3 is implemented in a classical-quantum hybrid manner using Pytorch. The quantum component of the algorithm runs on Qiskit Aer, the high performance simulator framework provided by IBM. The model was trained with the backpropagation approach with one quantum node in the second hidden layer, driven by the Negative Logarithmic Likelihood loss and by the Adam optimizer, with a learning rate of 0.0001 during 20 epochs.

On the validation dataset, the trained network reaches performances comparable or even greater compared to the classical CNN counterpart, establishing the proof of concept of remote sensing image classification, as shown in Fig. 3. It is worth noting that for the worst classification cases for the classical CNN (in reddish), QNN4EO slightly mitigates the learning difficulty and improve accuracy by 5 to 10%. In the case of Permanent Crop-Herbaceous Vegetation, the drop in performance depends on the strong similarity between the two classes. For the Highway-River and Highway-Permanent Crop cases, a possible explanation is the presence of portions of one class in images of the other class (e.g. Highway running through permanent crop areas), as shown in Fig. 4 or similar shapes between the two classes (e.g. highway and rivers), as shown in Fig. 5. The overall average accuracy reached by the CNN is 93.63%, while the the QNN4EO reached an accuracy of 94.73%. These experiments can be replicated and extended using the code available at https://github.com/ESA-PhiLab/QNN4EO.

5. DISCUSSION AND CONCLUSION
Initial results demonstrate feasibility of QML applied to EO. Next steps include expanding the size of the quantum hidden layer and introducing a multi-class classification approach. Three challenges, very peculiar to quantum computing, are currently under investigation. First, given the size of current quantum circuits, only small-size data can be fit in and processed. This constraint is particularly limiting for image processing. So dimension reduction techniques (such as the CNN embedding of QNN4EO) are applied to encode the images before transfer them on quantum chips. Second, Qubit decoherence is still a significant hurdle in implementing most algorithms although quantum error correction is progressing. Estimating how long and how complex the data processing can be with current means is a matter of importance for porting real-life applications to quantum. Finally, reading out the outcome of the quantum process, which is essentially a probabilistic entity, requires smart sampling and statistical analysis. To harness the power of quantum computing for EO, it is essential to estimate how crucial these bottlenecks are. Even if currently not at operational status, quantum computers might become the only means to handle the EO data ever-increasing stream.
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