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ABSTRACT

Traditional construction methods of domain ontology usually have following two limits. First, these methods usually depend on some high cost resources. Second, these methods are easily to result in error propagation because of the errors introduced in the concept identification step. In this paper we present a demo that constructs domain ontology with an easy method. And three main features distinguish our method from traditional methods. First, the proposed method uses academic papers to construct domain ontology. Second, the proposed method carefully selects some keywords in these academic papers as domain concepts. Thus error propagation is reduced accordingly. Third, the proposed method mines hierarchical relations among concepts with a graph generation and conversion method. The effects of our proposed method are evaluated from two perspectives in an IT domain ontology which is constructed with the proposed method: the quality of domain concepts and the quality of concept’s relations. And evaluation results show that both of them achieve high qualities.
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1 Introduction

Domain ontology is a kind of domain related ontology knowledge which usually contains three basic items: domain concepts, concept relations and concept interpretations. Because it is well known that domain ontology can reduce or eliminate conceptual and terminological confusion for many hot research areas such as semantic web, informational retrieval, question and answering, machine translation, and so on, a lot of researchers have been devoting to constructing various domain ontologies for decades. Compared with general purpose ontology like WordNet, domain ontology has following two features.

First, all of the ontology items must be related to the same domain. It is easily to understand that the domain concept is crucial to domain ontology because the other two ontology items will center around it. To achieve high quality domain ontology, the domain concepts must be accurately identified.

Second, domain concepts are dynamic: new concepts are constantly emerging.

Because of these features, two barriers are put up for the construction of domain ontology. One is how to identify domain concepts accurately. And the other is how to update domain ontology timely when new concepts emerge? To construct a practical and useful domain ontology, these barriers must be overcome effectively.

Traditional construction methods of domain ontology cannot overcome these barriers effectively. First, because of the technology limits, many errors are introduced during the process of identifying domain concepts. Second, traditional method usually cannot respond to concept’s change timely. Even more serious, these methods usually depend on some high cost resources like other general purpose ontology, right concept tagged corpus, right relation tagged corpus and so on. However, these resources are not always acquired easily, especially for those resource-lack languages.

In this paper, we present a demo that construct domain ontology with an easy way, and it can overcome above barriers effectively. The proposed method takes academic papers as data source and selects some keywords in these academic papers as domain concepts. And the hierarchical relations among concepts are mined with a graph generation and conversion method. When new concepts emerge, domain ontology can be completely reconstructed easily.

2 Our Basic Idea and System Architecture

Usually academic papers are easily acquired even for those resource-lack languages. Among these papers there are three implicit but widely acknowledged facts which are useful for domain ontology construction. First, it is certain that authors will submit their paper to those journals that are related to their research fields. Thus we can say that academic papers have been classified into appropriate domains before submitted as these research fields are nature classification of domains. So it is easily to collect some papers in a specific domain according to journals’ research scopes. Second, keywords are usually used to discover paper theme in a concise way and they usually contain rich information that is related to a specific domain. Thus keywords are born concepts in the domain where they belong to. Third, there are usually two kinds of keywords in an academic paper. One is more related to paper’s domain, while the other is more related to paper theme. So if we use a directed graph to describe a domain ontology, keyword
frequency can be used to reveal a kind of hierarchical relation among keywords: high frequency keywords are usually more related to domain and should be placed in the higher levels of the ontology graph; while low frequency keywords are usually more related to paper themes and should be placed in the lower levels of the ontology graph.

These facts indicate that domain ontology can be constructed in such an easy way: using academic papers as data source, selecting some keywords as domain concepts, and mining hierarchical relations among concepts based on their frequencies.

Based on these analyses, we design our domain ontology construction method whose system architecture is shown in Figure 1.

![Figure 1. System Architecture](image)

There are three main components in our domain ontology construction method: concept selection, undirected ontology graph generation and directed ontology graph conversion. And the latter two components can been viewed as a relation extraction model.

### 3 Our Method

**Concept Selection**

We have pointed out that keywords are born concepts in the domain where they belong to. But we should also notice that some keywords are so common that will appear in several completely different domains. Obviously these keywords are not appropriate for taking as concepts in a specific domain. Here we use two methods to select some keywords as appropriate concepts.
The first one is the \textit{tf*idf} method. We think a keyword will be appropriate for taking as domain concept if it has a high frequency in a target domain but a low frequency in other domains. Based on this idea, using \textit{tf*idf} value to select concept from keywords is a natural choice.

The second one is to remove all of the abbreviation keywords that are made up of capital letters because it is hard to understand the real meaning of an abbreviation keyword. For example, there is such keyword like “TMT”, none can understand its real meaning is “\textit{Trustable Machine Translation}” if there are not any contexts provided. Thus these abbreviations are more likely to introduce confusions than to eliminate confusions in some applications that need domain ontology. So we remove all of those abbreviation keywords from the concept list that is generated by the \textit{tf*idf} method.

3.1 Relation Extraction

In an ontology graph, we take those selected concepts as vertexes and use directed edges to represent the hierarchical relations among concepts. After concept selection, two steps are taken to mine this kind of hierarchical relation. The first step is to construct an undirected graph based on co-occurrence information among concepts. The second step is to convert this undirected graph into a directed graph.

\textbf{Step 1: Undirected Ontology Graph Construction}

In this step, our basic idea is that if two concepts appear in the same paper’s keyword list, there will be a potential hierarchical relation among them. And we use undirected edges to describe these potential relations among concepts. Thus the aim of this undirected ontology graph construction step is to find all of these potential relations. Specifically, if two concepts appear in the same paper’s keyword list, an undirected weighted edge will be added between them. In the final undirected ontology graph, the weight of an edge is the co-occurrence frequency of this edge’s two adjacent concepts. The detail of this construction algorithm is shown in FIGURE 2.

\begin{verbatim}
Input: Concept set CSet and keyword list set \(C = \{S_1, S_2, \ldots, S_n\}\)
Output: Undirected Ontology Graph \(G = (V(G), E(G))\)
Algorithm:
1. Initialize \(G\), set \(V = CSet\), \(E(G) = \emptyset\)
2. For \(i = 1\) to \(n\) Do
   For each two keywords \(k_{im}, k_{in} \in S_i \cap V\)
      If edge \((k_{im}, k_{in}) \in E(G)\) then Set \(W(k_{im}, k_{in}) = W(k_{im}, k_{in}) + 1\);
      Else Add edge \((k_{im}, k_{in})\) in \(E(G)\) and Set \(W(k_{im}, k_{in}) = 1\);
3. Remove all edges whose weights less than a given threshold \(\theta\)
4. Return \(G\)
\end{verbatim}

\textbf{FIGURE 2. Undirected Ontology Graph Construction}

In FIGURE 2, \(W(k_{im}, k_{in})\) is the weight of undirected edge \((k_{im}, k_{in})\), \(V(G)\) and \(E(G)\) are vertex set and edge set of the ontology graph respectively.
Step 2: Directed Ontology Graph Conversion

This step aims to make those potential hierarchical relations explicit. That is to say we need to convert those undirected edges into directed edges so as to reveal the farther-child relations among concepts. As we have pointed out previously, in an undirected edge, the high frequency concept is usually more related to the target domain and thus should be taken as a farther vertex; while the low frequency keyword is usually more related to paper theme and thus should be taken as a child vertex. Based on this idea, we design a conversion algorithm to make those potential hierarchical relations explicit. And the detail of this algorithm is shown in FIGURE 3.

| Input: Undirected Ontology Graph G |
| Output: Directed Ontology Graph G’ |

Algorithm:
1. For each undirected edge \((c_i,c_j) \in E(G)\)
   - If \(deg(c_i)-deg(c_j) > \theta\) Change \((c_i,c_j)\) to \(<c_i,c_j>\);
   - Else If \(deg(c_j)-deg(c_i) > \theta\) Change \((c_i,c_j)\) to \(<c_j,c_i>\);
   - Else Change \((c_i,c_j)\) to \(<c_j,c_i>\) and \(<c_i,c_j>\);
2. Return \(G’\)

FIGURE 3. Directed Graph Conversion

In FIGURE 3, \(<c_i,c_j>\) denotes a directed edge from concept \(c_i\) to concept \(c_j\). And \(deg(c_i)\) denotes the degree of concept \(c_i\).

After this step, we construct a directed ontology graph. In this graph, every vertex denotes a concept, and every directed edge denotes a hierarchical relation in which its starting concept denotes an upper father vertex and its ending concept denotes a lower child vertex.

After this step, the remaining directed edges and their adjacent concepts together constitute the final domain ontology graph.

4 Approach Evaluation

4.1 Data Preparation

For Chinese, almost all published academic papers can be downloaded from a Website (http://www.cnki.net/) and all of these papers have been classified into proper domains on the Web. From this Website, we downloaded more than four hundred thousand of academic papers in Information Technology (IT for short) domain that span almost the past thirty years.

With these data, we constructed an IT domain ontology with the proposed method and used it to evaluate the proposed approach. Specifically, we set the thresholds of \(tf\) and \(idf\) to 2 during the process of concept selection. That is to say, only those keywords whose \(tf\) values are greater than 2 and \(idf\) values are less than 2 will be selected as domain concepts. Finally, we constructed the target IT domain ontology that contains 383176 concepts and 239720 hierarchical relations.
4.2 Evaluation Strategy

In this paper, we use accuracy, recall and F1 value to evaluation method. All of these evaluations are performed by five experienced human experts who come from our research group. And we randomly select 500 concepts from our domain ontology. And we also randomly select 500 relations from our domain ontology as test relation set. And the evaluation results are shown in Table 1 and Table 2 respectively.

|                | Our Method |                | Our Method |
|----------------|------------|----------------|------------|
| Accuracy       | 93.6%      | Accuracy       | 88.4%      |
| Recall         | 84.2%      | Recall         | 80.2%      |
| F1             | 88.7%      | F1             | 84.1%      |

Table 1 – Concept Evaluation Results

Table 2 – Relation Evaluation Results

From our experimental results we can see that the domain ontology constructed with our methods achieves far higher quality. We think following reasons play major roles for this result. First, our method takes keywords as domain concepts. It is well known that most of the keywords are domain terms, so they are nature domain concepts. Thus our method effectively avoids the error propagation which will often trouble traditional domain ontology construction methods. Second, our concept relation discovery method is mainly based on the co-occurrence of two concepts and the frequency of each adjacent concept. From the experimental results it can be seen that our method well captures the writing habits of most researchers when they writing technical papers. From the experimental results we can also see that our method is very effective. It can construct a domain ontology with rich concepts and hierarchical relations.

5 Conclusions

In this paper, we propose a simple but effective domain ontology construction method. Our method uses academic papers as data source and selects some keywords in these academic papers as domain concepts. The hierarchical relations among concepts are mined based on a graph generation and conversion method.

Compared with other domain ontology construction methods, our method has following novel aspects. First, the proposed method can be used to construct domain ontology for many languages. In our method, the used data source is a kind of very common resource that can be acquired easily for many languages. Thus the proposed method has a large scope and can be easily transplanted to any languages even for those resource-lack languages. Second, the proposed method can construct some domain ontologies with high qualities in both concept quality and relation quality. Third, the proposed method is easily implemented. It doesn’t use any complex technologies or high-cost resource. Any researchers can implement our work easily. Fourth, the proposed method is suitable to construct some large-scale domain ontologies.
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