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We discuss the result with full mass dependence for the virtual NNLO QCD corrections to the W boson pair production in the quark-anti-quark annihilation channel. We also report on our progress regarding the treatment of the double-real radiative corrections which, along with the virtual-real corrections, are the other two necessary ingredients for a theoretical prediction of the total cross section for $W^+ W^-$ production to NNLO accuracy.
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1. Introduction

Diboson production plays a crucial role in the Large Hadron Collider (LHC) physics program. Any deviations of the measured cross sections from the Standard Model (SM) predictions would indicate new physics. The deviations could arise from anomalous triple vector boson interactions or from new particles decaying into gauge bosons. Furthermore, the measurements of WW and ZZ production cross sections are essential for Higgs boson studies.

In particular, W pair production in the quark-anti-quark annihilation channel,

\[ q\bar{q} \rightarrow W^+ W^- \tag{1.1} \]

plays an essential role as it serves as a signal process in the search for new physics and also is the dominant irreducible background to the Higgs production channel \( pp \rightarrow H \rightarrow W^* W^* \rightarrow l\bar{\nu}l\bar{\nu}' \). Both ATLAS [1] and CMS [2] collaborations have released measurements of the WW cross section at \( \sqrt{s} = 7 \) TeV whereas CMS has also published data for \( \sqrt{s} = 8 \) TeV [3]. The measured cross section for W boson pair production, by both collaborations, shows a tendency to be larger than the current theoretical prediction within the SM, a fact that calls in itself for more accurate theoretical predictions.

The process (1.1), initially calculated at leading order more that three decades ago [4], is currently known at next-to-leading order (NLO) accuracy in QCD [5, 6, 7, 8, 9, 10], after a tremendous effort. Soft-gluon resummation effects have been assessed in Refs. [11, 12] while the electroweak corrections are also known to NLO [13, 14, 15, 16]. The NLO QCD corrections were proven to be large, enhancing the tree-level result by almost 70% which falls to a still large 30% after imposing a jet veto. Therefore, for a more accurate theoretical estimate – with an uncertainty of less than 10% – to be compared against the experimental measurements at the LHC, one is bound to go one order higher in the perturbative expansion, namely, to the next-to-next-to-leading order (NNLO).

To complete the picture, there is another process that needs to be considered and which is the W pair production in the loop-induced gluon fusion channel,

\[ gg \rightarrow W^+ W^- \tag{1.2} \]

The latter contributes at \( \mathcal{O}(\alpha_s^2) \) relative to the quark-anti-quark-annihilation channel but is nevertheless enhanced due to the large gluon flux at the LHC [17, 18].

Beyond NLO accuracy in QCD, there are only partial results in the literature [19, 20, 21, 22]. We have computed the NNLO two-loop [19] and the one-loop squared [20] virtual corrections in the high energy limit few years ago. However, this is not enough to cover the kinematical region close to threshold. Therefore, in order to cover all kinematical regions we proceed as follows. We perform a deep expansion in the W mass around the high energy limit which in combination with the method of numerical integration of differential equations [23, 24, 25] allows us the numerical computation of the two-loop\(^1\) amplitude with full mass dependence over the whole phase space. We report our progress on that as well as on the computation of the double-real NNLO corrections in the following Sections.

\(^1\)We work in a similar fashion for the one-loop squared virtual corrections. However, here we restrict the discussion to the two-loop corrections only.
2. The virtual NNLO corrections

The method for computing the amplitude in the high energy limit, namely the limit where $s$ is much larger than the W mass, $m$, is similar to the one followed in Refs. [26, 27]. The amplitude is reduced such that it only contains a small number of integrals (master integrals) by use of the Laporta algorithm [28]. Next comes the derivation, in a fully automatized way, of the Mellin-Barnes (MB) representations [29, 30] of all the master integrals by using the MATHEMATICA package MBREPRESENTATION [31]. The MB representations are in turn analytically continued in the number of space-time dimensions by means of the MB package [32], thus revealing the full singularity structure. An asymptotic expansion in the mass is performed by closing contours and the integrals are finally resummed, either with the help of XSUMMER [33] or the PSLQ algorithm [34]. The final result is expressed in terms of harmonic polylogarithms.

The high energy limit result by itself is not enough, as was mentioned before. The next step, following the methods applied in Ref. [35], is to compute power corrections in the W mass. Power corrections are good enough to cover most of the phase space, apart from the region near threshold as well as the regions corresponding to small angle scattering.

We introduce here some of the notation of Ref. [19] for completeness. The W pair production process in the quark-anti-quark annihilation channel reads in detail:

$$q(p_1) + ar{q}(p_2) \rightarrow W^-(p_3,m) + W^+(p_4,m),$$

(2.1)

where $p_i$ denote the quark and W momenta.

We choose to express the amplitude in terms of the kinematic variables $x$ and $m_s$, which are defined to be

$$x = -\frac{t}{s}, \quad m_s = \frac{m^2}{s},$$

(2.2)

where

$$s = (p_1 + p_2)^2 \quad \text{and} \quad t = (p_1 - p_3)^2 - m^2.$$

(2.3)

The variation then of $x$ within the range $[1/2(1 - \beta), 1/2(1 + \beta)]$, where $\beta = \sqrt{1 - 4m^2/s}$ is the velocity, corresponds to angular variation between the forward and backward scattering.

Any master integral $M_i$ can be written then as

$$M_i = M_i(m_s, x, \varepsilon) = \sum_{j=k}^{l} \varepsilon^{i_j} I_{ij}(m_s, x),$$

(2.4)

where $\varepsilon$ is the usual regulator in dimensional regularization ($d = 4 - 2\varepsilon$) and the lowest power of $\varepsilon$ in the sum can be $-4$.

The key point now, is that the derivative of any Feynman integral with respect to any kinematical variable is again a Feynman integral with denominators or numerators raised to some new powers and which may be reduced anew in terms of the initial set of master integrals. This way, one can construct a partially triangular system of differential equations in $m_s$, which can subsequently be solved in the form of a power series expansion in $m_s$.

If we differentiate an arbitrary master integral, $M_i(m_s, x, \varepsilon)$, with respect to $m_s$ and $x$, we will have respectively

$$m_s \frac{d}{dm_s} M_i(m_s, x, \varepsilon) = \sum_{j} C_{ij}(m_s, x, \varepsilon) M_j(m_s, x, \varepsilon)$$

(2.5)
and

\[ x \frac{d}{dx} M_i(m_s, x, \varepsilon) = \sum_j C_{ij}^r(m_s, x, \varepsilon) M_j(m_s, x, \varepsilon). \]  

(2.6)

We use Eq. (2.5) to obtain the mass corrections for the master integrals calculating the power series expansion up to order \( m_s^{30} \) (see also Ref. [35] for more details). This deep expansion in \( m_s \) should be sufficient for most of the phase space but still not enough to cover the whole allowed kinematical region. From this point on, the way to proceed is by numerically integrating the system of differential equations. We choose to work with the master integrals in the form of Eq. (2.4), where the \( \varepsilon \)-dependence is explicit. We can then work with the coefficients of the \( \varepsilon \) terms and accordingly have

\[ m_s \frac{d}{dm_s} I_i(m_s, x) = \sum_j J_{ij}^M(m_s, x) I_j(m_s, x) \]  

(2.7)

and

\[ x \frac{d}{dx} I_i(m_s, x) = \sum_j J_{ij}^X(m_s, x) I'_j(m_s, x), \]  

(2.8)

where the Jacobian matrices \( J^M \) and \( J^X \) have as elements rational functions.

By using the system of differential equations (2.7, 2.8), one can obtain a numerical solution for the amplitude. Actually, what we are dealing now with is an initial value problem and the main requirement is to have the initial conditions to high enough accuracy. The initial conditions are nothing but the values of the master integrals at a proper kinematical point, which we call initial point, and can be provided by the power series expansion. The initial point has to be chosen somewhere in the high energy limit region, where \( m_s \) is small and therefore, the values obtained by the power series are very accurate. Starting from there, one can evolve to any other point of the phase space after integrating numerically the system of differential equations (2.7, 2.8).

We parametrize with a suitable grid of points the region close to threshold and then we calculate the master integrals for the points of the grid by evolving as described above. Given that the master integrals have to be very smooth, one can use interpolation, after having the values for the grid points, in order to get the values at any point of the region. We use 1600 points for the grid and take as initial conditions the values of the master integrals at the point \( m_s = 5 \times 10^{-3}, x = 1/4 \).

The numerical integration is performed by using ODEPACK [36], one of the most advanced software packages implementing the variable coefficient multistep method. We use quadruple precision to maximize accuracy. The values at any single grid point can be obtained in about 10 minutes in average (with a typical 2.5GHz Intel Core 2 Duo system) after compilation with the INTEL FORTRAN COMPILER. The achieved accuracy is beyond 10 digits for most of the points of the grid. It is also worth noting that in order to perform the numerical integration one needs to deform the contour in the complex plane away from the real axis. This is due to the fact that along the real axis there are spurious singularities. We use an elliptic contour and we achieve a better estimate of the final global error by calculating more than once for each point of the grid, using each time different eccentricities. We will not present here any numbers since the aim was to report on the general methods. The details and the results of the study will be presented in a future publication [37].
3. The double-real NNLO corrections

In this section we will only describe our methodology as this is ongoing work, the results will be given in a following publication.

To begin with, the matrix elements for the double-real NNLO QCD corrections are needed and these can be obtained by the following processes:

\begin{align}
0 \to u(p_1) + \bar{u}(p_2) + W^-(p_3, m) + W^+(p_4, m) + g(p_5) + g(p_6),
\end{align}

\begin{align}
0 \to u(p_1) + \bar{u}(p_2) + W^-(p_3, m) + W^+(p_4, m) + q'(p_5) + \bar{q}'(p_6),
\end{align}

\begin{align}
0 \to d(p_1) + \bar{d}(p_2) + W^-(p_3, m) + W^+(p_4, m) + g(p_5) + g(p_6),
\end{align}

\begin{align}
0 \to d(p_1) + \bar{d}(p_2) + W^-(p_3, m) + W^+(p_4, m) + q'(p_5) + \bar{q}'(p_6),
\end{align}

where \( u \) denotes an up-type quark and \( d \) a down-type one, if we assume all possible crossings of quarks and gluons in the initial state, such that we end up with a \( 2 \to 4 \) process while the W pair remains in the final state. Similarly, the NLO real matrix elements are given by crossings to the processes:

\begin{align}
0 \to u(p_1) + \bar{u}(p_2) + W^-(p_3, m) + W^+(p_4, m) + g(p_5),
\end{align}

\begin{align}
0 \to d(p_1) + \bar{d}(p_2) + W^-(p_3, m) + W^+(p_4, m) + g(p_5),
\end{align}

whereas the LO one is given by Eq. (2.1) for \( q \) being either an up-type quark or a down-type one. We generate the matrix elements using \textsc{Feynarts} \cite{38}, we simplify them with \textsc{Form} \cite{39} and, as a cross-check, we compare against \textsc{MadGraph} \cite{40}.

With the matrix elements at hand, we use the general subtraction scheme \textsc{Stripper} \cite{41} for the evaluation of the NNLO QCD contributions from double-real radiation. The result is a Laurent expansion in the parameter of dimensional regularization, the coefficients of which are evaluated by numerical Monte Carlo integration. The two main ideas behind \textsc{Stripper} are a two-level decomposition of the phase space, the second one factorizing the singular limits of amplitudes, and a suitable parameterization of the kinematics allowing for derivation of subtraction and integrated subtraction terms from eikonal factors and splitting functions without non-trivial analytic integration.

4. Conclusions

The production of a \( W^+ W^- \) pair via quark-anti-quark-annihilation is an important process in the LHC physics program for which higher accuracy theoretical estimates are essential. After having calculated the two-loop and the one-loop-squared virtual QCD corrections to the W boson pair production in the high energy limit, we described how we use a combination of a deep expansion in the W mass around the high energy limit and numerical integration of differential equations to compute the virtual amplitudes with full mass dependence over the whole phase space. Finally, we presented our methodology for evaluating the double-real NNLO QCD corrections.
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