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ABSTRACT

As advances in technology allow for the collection, storage, and analysis of vast amounts of data, the task of screening and assessing the significance of discovered patterns is becoming a major challenge in data mining applications. In this work, we address significance in the context of frequent itemset mining. Specifically, we develop a novel methodology to identify a meaningful support threshold $s^*$ for a dataset, for which the number of itemsets with support at least $s^*$ yields a substantial deviation from what would be expected in a random dataset with the same number of transactions and the same individual item frequencies. These itemsets can then be flagged as statistically significant with a small false discovery rate.

Our methodology hinges on a Poisson approximation; we show that the distribution of the number of itemsets with support greater than some appropriate threshold $s_{\text{min}}$ is approximately Poisson in a random dataset. We obtain this result through a novel application of the Chen-Stein approximation method, which is of independent interest. Based on this approximation, we develop an efficient parametric multi-hypothesis test for identifying the threshold $s^*$. A crucial feature of this approach is that, unlike most previous work, it takes into account the entire dataset rather than individual discoveries. It is therefore able to better distinguish between significant observations and random fluctuations. We present extensive experimental results to substantiate the effectiveness of our methodology.

1. Introduction

The discovery of frequent itemsets in transactional datasets is regarded as a fundamental primitive that arises in the mining of association rules and in many other scenarios [16, 24]. In its original formulation, the problem requires that given a dataset $D$ of transactions over a set of items $I$, and a support threshold $s$, all itemsets $X \subseteq I$ with support at least $s$ (i.e., contained in at least $s$ transactions) be returned. These high-support itemsets are referred to as frequent itemsets.

Since the pioneering paper by Agrawal et al. [2], a vast literature has flourished proposing variants of the problem, studying foundational issues, and presenting novel algorithmic strategies or clever implementations of known strategies (see, e.g., [12, 13]), but many problems remain open [15]. In particular, assessing the significance of the discovered itemsets, or equivalently, flagging statistically significant discoveries with a limited number of false positive outcomes, is still poorly understood and remains one of the most challenging problems in this area.

The classical framework requires that the user decide what is significant by specifying the support threshold $s$. Unless specific domain knowledge is available, the choice of such a threshold is often arbitrary [16, 24], and may lead to a large number of spurious discoveries (false positives) that would undermine the success of subsequent analysis.

In this paper, we develop a rigorous and efficient novel approach for identifying statistically significant frequent itemsets. Specifically, we flag as significant a population of itemsets extracted with respect to a certain threshold, if some global characteristics of the population deviate considerably from what would be expected if the dataset were generated with no correlations between individual items. We also enforce that the returned family of significant itemsets feature
a small False Discovery Rate (FDR) [4].

1.1 The model

The significance of a discovery in our framework is assessed based on its deviation from what would be expected in a random dataset in which individual items are placed independently in transactions. Formally, let $D$ be a dataset of $t$ transactions on a set $I$ of $n$ items, where each transaction is a subset of $I$. Let $n(i)$ be the number of transactions that contain item $i$ and let $f_i = n(i)/n$ be the frequency of item $i$ in the dataset. The support of an itemset $X \subseteq I$ is defined as the number of transactions that contain $X$. Among all possible $\binom{n}{k}$ itemsets of size $k$ ($k$-itemsets) we are interested in statistically significant ones, that is, itemsets whose supports are significantly higher, in a statistical sense, than their expected supports in a dataset where individual items are placed independently in transactions.

Following [22], we consider a probability space of datasets with the same number of transactions $t$, on the same set of items $I$ as $D$, and in which item $i$ is included in any given transaction with probability $f_i$, independent of all other items and all other transactions.

Let $\hat{D}$ denote a random dataset from this probability space. Given a support of an itemset in $\hat{D}$, the null hypothesis $H_0$ is that this support is drawn from the distribution of $\hat{D}$. The alternative hypothesis $H_1$ is that the support is not drawn from that distribution, and in particular that there is a positive correlation between the occurrences of the individual items in that itemset. An alternative $H_0$ model, proposed in [11], considers a sample space of all arrangements of $n$ items to $m$ transactions that satisfies the exact item frequencies and transaction lengths as $\hat{D}$. Conceivably, the technique of this paper could be adapted to this latter model as well.

1.2 Multi-hypothesis testing

To demonstrate the importance of correcting for multiplicity of hypotheses, consider a simple real dataset of 1,000,000 transactions over 1,000 items, each with frequency 1/1000. Assume that we observed that a pair of items $(i, j)$ appears in 7 transactions. Is the support of this pair statistically significant? To evaluate the significance of this discovery we consider a random dataset where each item is included in each transaction with probability 1/1000, independent of all items. The probability that the pair $(i, j)$ is included in a given transaction is 1/1,000,000, thus the expected number of transactions that include this pair is 1. A simple calculation shows that the probability that $(i, j)$ appears in 7 transactions is about 0.0001. Thus, it seems that the support of $(i, j)$ in the real dataset is statistically significant. However, each of the 499,500 pairs of items has probability 0.0001 to appear in 7 transactions in the random dataset. Thus, even under the assumption that items are placed independently in transactions, the expected number of pairs with support at least 7 is about 50. If there were only about 50 pairs with support at least 7, returning the pair $(i, j)$ as a statistically significant itemset would likely be a false discovery since its frequency would be better explained by random fluctuations in observed data. On the other hand, assume that the real dataset contains 300 pairs each with support at least 7. The probability of that event in the random dataset is less than $2^{-300}$. Thus, it is very likely that the support of most of these pairs would be statistically significant. A discovery process that does not return these pairs will result in a large number of false negative errors. Our goal is to design a rigorous methodology which is able to distinguish between these two scenarios.

In a simple statistical test a null hypothesis $H_0$ is tested against an alternative hypothesis $H_1$. A test consists of a rejection (critical) region $C$ such that if the statistic (outcome) of the experiment is in $C$ the null hypothesis is rejected, and otherwise the null hypothesis is not rejected. The significance level of a test, $\alpha = \Pr(\text{Type I error})$, is the probability of rejecting $H_0$ when it is true (false positive). The power of the test, $1 - \Pr(\text{Type II error})$, is the probability of correctly rejecting the null hypothesis. The $p$-value of a test is the probability of obtaining an outcome at least as extreme as the one that was actually observed, under the assumption that $H_0$ is true.

In a multi-hypothesis statistical test, the outcome of an experiment is used to test simultaneously a number of hypotheses. In the context of frequent itemsets, if we test for significant itemsets of size $k$, then we are testing simultaneously $\binom{n}{k}$ null hypotheses. Each null hypothesis corresponds to the support of a given itemset not being statistically significant. A natural generalization of the significance level to multi-hypothesis testing is the Family Wise Error Rate (FWER), which is the probability of incurring at least one Type I error in any of the individual tests. If we have $m$ simultaneous tests and we want to bound the FWER by $\alpha$, then the Bonferroni method tests each null hypothesis with significance level $\alpha/m$. While controlling the FWER, this method is too conservative in that the power of the test is too low, giving many false negatives. There are a number of techniques that improve on the Bonferroni method, but for large numbers of hypotheses all of these techniques lead to tests with low power (see [8] for a good review).

The False Discovery Rate (FDR) was suggested by Benjamini and Hochberg [4] as an alternative, less conservative approach to control errors in multiple tests. Let $V$ be the number of Type I errors in the individual tests, and let $R$ be the total number of null hypotheses rejected by the multiple test. Then we define $\hat{FDR} = E[V/R]$ to be the expected ratio of erroneous rejections among all rejections (with $V/R = 0$ when $R = 0$). Designing a statistical test that controls for FDR is not simple, since the FDR is a function of two random variables that depend both on the set of null hypotheses and the set of alternative hypotheses. Building on the work of [4], Benjamini and Yekutieli [5] developed a general technique for controlling the FDR in any multi-hypothesis test (see Theorem 3).
1.3 Our Results

In this paper we address the classical problem of mining frequent itemsets with respect to a certain minimum support threshold, and provide a rigorous methodology to establish a threshold that can guarantee, in a statistical sense, that the returned family of frequent itemsets contains significant ones with a limited false discovery rate. Our methodology crucially relies on the following Poisson approximation result, which is the main theoretical contribution of the paper.

Consider a dataset $D$ of $t$ transactions on a set $I$ of $n$ items and let $D$ be a corresponding random dataset according to the our random model described in Section 1.1. Let $Q_{k,s}$ be the number of itemsets of size $k$ with support at least $s$ with respect to $D$, and let $Q_{k,s}$ be the corresponding random variable for $D$. We show that there exists a minimum support value $s_{min}$ (that depends on the parameters of $D$), such that for all $s \geq s_{min}$ the distribution of $Q_{k,s}$ is well approximated by a Poisson distribution. Our result is based on a novel application of the Chen-Stein Poisson approximation method [3].

The minimum support $s_{min}$ provides the grounds to devise a rigorous method for establishing a support threshold for mining significant itemsets, both reducing the overall complexity and improving the accuracy of the discovery process. Specifically, for a fixed itemset size $k$, we test a small number of support thresholds $s \geq s_{min}$, and measure the $p$-value corresponding to the null hypothesis $H_0$ that the observed value $Q_{k,s}$ comes from a Poisson distribution of suitable expectation. From the tests we can determine a threshold $s^*$ such that, with user-defined confidence level $\alpha$, the number of itemsets with support at least $s^*$ is not sampled from a Poisson distribution and is therefore statistically significant. The fact that the number of itemsets with support at least $s^*$ is statistically significant does not imply necessarily that each of the itemsets is significant. However, our test is also able to guarantee a user-defined upper bound $\beta$ on the expected ratio of false discoveries among all discoveries (FDR).

To grasp the intuition behind the above approach, recall that a Poisson distribution models the number of occurrences among a large set of possible events, where the probability of each event is small. In the context of frequent itemset mining, the Poisson approximation holds when the probability that an individual itemset has support at least $s_{min}$ in $D$ is small, and thus the existence of such event in $D$ is likely to be statistically significant. We stress that our technique discovers statistically significant itemsets among those of relatively high support. In fact, if expected supports of individual itemsets vary in a large range, there may exist itemsets with very low expected supports in $D$ which may have statistically significant supports in $D$. These itemsets would not be discovered by our strategy. However, any mining strategy aiming at discovering significant, low-support itemsets is likely to incur high costs due to the large (possibly exponential) number of candidates to be examined, although only a few of them would turn out to be significant.

We validate our theoretical results by mining significant frequent itemsets from a number of real datasets that are standard benchmarks in this field. Also, we compare the performance of our methodology to a standard multi-hypothesis approach based on [5], and provide evidence that the latter often returns fewer significant itemsets, which indicates that our method has higher power.

1.4 Related Work

A number of works have explored various notions of significant itemsets and have proposed methods for their discovery. Below, we review those most relevant to our approach and refer the reader to [15, Section 3] for further references. The paper [1] relates the significance of an itemset $X$ to the quantity $((1 - v(X))/(1 - E[v(X)])) \cdot (E[v(X)]/v(X))$, where $v(X)$ represents the fraction of transactions containing some but not all of the items of $X$, and $E[v(X)]$ represents the expectation of $v(X)$ in a random dataset where items occur in transactions independently. This ratio provides an empirical measure of the correlation among the items of $X$ that, according to [1], is more effective than absolute support. In [9,10,23], the significance of an itemset is measured as the ratio $R$ between its actual support and its expected support in a random dataset. In order to make this measure more accurate for small supports, [9,10] proposes smoothing the ratio $R$ using an empirical Bayesian approach. Bayesian analysis is also employed in [21] to derive subjective measures of significance of patterns (e.g., itemsets) based on how strongly they “shake” a system of established beliefs.

A statistical approach for identifying significant itemsets is presented in [22], where the measure of interest for an itemset is defined as the degree of dependence among its constituent items, which is assessed through a $\chi^2$ test. Unfortunately, as reported in [9,10], there are technical flaws in the applications of the statistical test in [22]. Nevertheless, [22] pioneered the quest for a rigorous framework for addressing the discovery of significant itemsets.

A common drawback of the aforementioned works is that they assess the significance of each itemset in isolation, rather than taking into account the global characteristics of the dataset from which they are extracted. As argued before, if the number of itemsets considered by the analysis is large, even in a purely random dataset some of them are likely to be flagged as significant if considered in isolation. A few works attempt at accounting for the global structure of the dataset in the context of frequent itemset mining. The authors of [11] propose a Markov chain-based approach to generate a random dataset that has identical transaction lengths and identical frequencies of the individual items as the given real dataset. The work suggests comparing the outcomes of a number of data mining tasks, frequent itemset mining among the others, in the real and the randomly generated datasets in order to establish whether the real datasets exhibit any significant global structure. However, such an assessment is carried out in a purely qualitative fashion without rigorous statistical grounding.

The problem of spurious discoveries when mining signif-
The error in approximating probabilities associated with a sequence of dependent events by a Poisson distribution. To apply the method to our case, we fix parameters $k$ and $s$, and define a collection of Bernoulli random variables $\{Z_X \mid X \subseteq I, |X| = k\}$, such that $Z_X = 1$ if the itemset $X$ appears in at least $s$ transactions in the random dataset $D$, and $Z_X = 0$ otherwise. Also, let $p_X = \Pr(Z_X = 1)$. We are interested in the distribution of $Q_{k,s} = \sum_{X \mid |X| = k} Z_X$.

For each set $X$ we define the neighborhood set of $X$, $$I(X) = \{X' \mid X \cap X' \neq \emptyset, |X'| = |X|\}.$$ If $Y \notin I(X)$ then $Z_Y$ and $Z_X$ are independent. Adapting [3, Theorem 1] to our case we have:

**Theorem 1.** Let $U$ be a Poisson random variable such that $\mathbb{E}[U] = \mathbb{E}[Q_{k,s}] = \lambda < \infty$. The variation distance between the distributions $\mathcal{L}(Q_{k,s})$ and $\mathcal{L}(U)$ of $U$ is such that

$$\|\mathcal{L}(Q_{k,s}) - \mathcal{L}(U)\| = \sup_A |\Pr(\hat{Q}_{k,s} \in A) - \Pr(U \in A)| \leq b_1 + b_2,$$

where

$$b_1 = \sum_{X \mid |X| = k} \sum_{Y \in I(X)} p_X p_Y$$

and

$$b_2 = \sum_{X \mid |X| = k} \sum_{X \notin I(X)} \mathbb{E}[Z_X Z_Y].$$

It is easy to see that the quantities $b_1$ and $b_2$ in the above theorem are both decreasing in $s$. Therefore, if $b_1 + b_2 < \epsilon$ for a given $s$, then the same upper bound will hold for every $s' > s$. Consequently, a given Poisson approximation for $Q_{k,s}$, established through the above theorem, extends to $Q_{k,s'}$ with $s' > s$.

We can derive analytic bounds for $b_1$ and $b_2$ in many situations. Specifically, suppose that we generate $t$ transactions in the following way. For each item $x$, we sample a random variable $R_x \in [0, 1]$ independently from some distribution $R$. Conditioned on the $R_x$’s, each item $x$ occurs independently in each transaction with probability $R_x$. In what follows, we provide specific bounds for this situation that depend on the mean $\mathbb{E}[R^{2s}]$ of the random variable $R$.

**Theorem 2.** Consider an asymptotic regime where as $n \to \infty$, we have $k, s = O(1)$ with $s \geq 2$, $\mathbb{E}[R^{2s}] = O(n^{-a})$ for some constant $2 < a \leq 2s$, and $t = O(n^{c})$ for some positive constant $c$. If

$$c \leq \frac{(k-1)(a-2) + \min(2a-6,0)}{2s},$$

then the variation distance between the distributions $\mathcal{L}(Q_{k,s})$ and $\mathcal{L}(U)$ of $Q_{k,s}$ and $U$ satisfies

$$\|\mathcal{L}(Q_{k,s}) - \mathcal{L}(U)\| = \sup_A |\Pr(\hat{Q}_{k,s} \in A) - \Pr(U \in A)| = O(1/n).$$
Using Jensen’s inequality, we now have
\[ \| \mathcal{L}(\hat{Q}_{k,s}) - \mathcal{L}(U) \| \leq b_1 + b_2 \]

where
\[ b_1 = \sum_{X:|X|=k} \sum_{Y \in I(X)} p_X p_Y \]
and
\[ b_2 = \sum_{X:|X|=k} \sum_{Y \neq X \in I(X)} E[Z_X Z_Y]. \]

We now evaluate \( b_1 \) and \( b_2 \). Letting \( \vec{R} \) denote the vector of the \( R_i \)'s, we have that for any set \( X \) of \( k \) items
\[ \Pr(Z_X = 1 \mid \vec{R}) \leq \left( \sum_{x \in X} R_x \right)^k. \]

Since the \( R_i \)'s are independent with common distribution \( R \),
\[ p_X = E[\Pr(Z_X = 1 \mid \vec{R})] \leq \left( \sum_{x \in X} E[R_x] \right)^k. \]

Using Jensen’s inequality, we now have
\[
\begin{align*}
    b_1 &= \sum_{X:|X|=k} \sum_{Y \in I(X)} p_X p_Y \\
    &\leq \left( \binom{n}{k}^2 - \binom{n}{k} \binom{n-k}{k} \right) \left( \sum_{x \in X} E[R_x] \right)^2 \\
    &\leq \binom{n}{k}^2 \left( 1 - \frac{n-k}{n} \right) \left( \sum_{x \in X} E[R_x] \right)^k \\
    &= \binom{n}{k}^2 \left( 1 - \prod_{i=0}^{k-1} \frac{n-k-i}{n-i} \right) \left( \sum_{x \in X} E[R_x] \right)^k \\
    &= \Theta(n^{2k}) \cdot \Theta(1/n) \cdot O(n^{2cs}) \cdot O(n^{-ka}) \\
    &= O(n^{k(2-a)+2cs-1}).
\end{align*}
\]

Therefore,
\[
\begin{align*}
    E[Z_X Z_Y \mid \vec{R}] &\leq \sum_{i=0}^{s} \binom{t}{i} \binom{t}{s-i} \left( \prod_{x \in X \cup Y} R_x \right) \times \left( \prod_{x \in X \cap Y} R_x^{s-i} \right) \times \left( \prod_{y \notin X \cup Y} R_y^{s-i} \right) \\
    &= \sum_{i=0}^{s} \binom{t}{i} \binom{t}{s-i} \left( \prod_{x \in X \cup Y} R_x \right) \\
    &= O(n^{2sc+\max\{0,s(\frac{a}{2}\wedge c)\}}).
\end{align*}
\]

It follows that
\[
\begin{align*}
    b_2 &\leq \sum_{g=1}^{k-1} \binom{n}{g} \binom{n}{k-g} \cdot O(n^{2sc-ak+\max\{0,s(\frac{a}{2}\wedge c)\}}) \\
    &= O(n^{2k+2sc-ak}) \sum_{g=1}^{k-1} n^{-g} O\left(n^{\max\{0,s(\frac{a}{2}\wedge c)\}} \right) \\
    &= O(n^{2k+2sc-ak}) \sum_{g=1}^{k-1} n^{-g} \cdot O\left(n^{\max\{0,s(\frac{a}{2}\wedge c)\}} \right) \\
    &= O(n^{2k+2sc-ak}).
\end{align*}
\]

Now, for \( 2sc/a < g < k \), we have (using the fact that \( a \geq 2 \))
\[
    n^{-g} n^{\max\{0,s(\frac{a}{2}\wedge c)\}} = n^{\max\{0,s(\frac{a}{2}\wedge c)\}} \leq n^{(k-1)(\frac{a}{2}-1)-sc} \leq O(1). \]

Thus, \( b_2 = O(n^{2k+2sc-ak+(k-1)(\frac{a}{2}-1)}) \). (Here we are using the
fact that our choice of \( c \) satisfies \( c \leq (k-1)(a-2)/2s \) to ensure that \( n^{(k-1)(\frac{a}{2}-1)-sc} = O(1) \).)

Now, we have \( b_1 = O(1/n) \), since \( c \leq (k-1)(a-2)/2s \leq k(a-2)/2s \), and \( b_2 = O(1/n) \) since \( c \leq (k(a-2)+(a-4))/2s \). Thus, \( b_1 + b_2 = O(1/n) \).
2.1 A Monte Carlo method for determining $s_{\text{min}}$

The above section gives a rigorous analytical proof that there exists a meaningful range for the support $s$ such that the number of itemsets of size $k$ with support $s$ or larger can be approximated by a Poisson variable. In practice, in order to avoid the inevitable slack due to the use of asymptotics in Theorem 2, we establish the minimum support $s_{\text{min}}$ for the validity of the Poisson approximation via a simple Monte Carlo simulation which estimates the values $b_1$ and $b_2$ as defined in Theorem 1.

For clarity, we use the notation $b_1(s)$ and $b_2(s)$ to indicate explicitly that both quantities are functions of the support $s$. Suppose that for a chosen $\epsilon$, $0 < \epsilon < 1$, we want to determine $s_{\text{min}} = \min\{s \geq 1 : b_1(s) + b_2(s) \leq \epsilon\}$. Let $\tilde{s}$ be the maximum expected support of any $k$-itemset (we expect $\tilde{s} < s_{\text{min}}$). We generate $\Delta$ random datasets and extract, from each such dataset, all $k$-itemsets of support at least $\tilde{s}$. Let $W$ be the set of itemsets extracted in this fashion from all the generated datasets. It is easy to see that for each $s \geq \tilde{s}$ we can estimate $b_1(s)$ and $b_2(s)$ by computing for each $X \in W$ the empirical probability $p_X$ of the event $Z_X = 1$, and for each pair $X, Y \in W$, with $X \cap Y \neq \emptyset$, the empirical probability $p_{X,Y}$ of the event $(Z_X = 1) \land (Z_Y = 1)$. Note that for itemsets not in $W$ these probabilities are estimated as 0. Then, if it turns out that $b_1(\tilde{s}) + b_2(\tilde{s}) > \epsilon$, we let $s_{\text{min}}$ be the minimum $s > \tilde{s}$ such that $b_1(s) + b_2(s) \leq \epsilon$. Otherwise, if $b_1(\tilde{s}) + b_2(\tilde{s}) \leq \epsilon$, we repeat the above procedure starting from $\tilde{s}/2$. It can be shown (details omitted for lack of space) that for $\Delta = O(\log(1/\delta)/\epsilon)$, the output $\tilde{s}$ of the Monte-Carlo process satisfies

$$Pr(b_1(\tilde{s}) + b_2(\tilde{s}) \leq \epsilon) \geq 1 - \delta.$$ 

We remark that the information mined from the random datasets can also be used to obtain an estimate $\hat{\lambda}(s)$ of the expected number $\lambda(s)$ of itemsets with support at least $s$ for every $s \geq s_{\text{min}}$, that is the expectation of the Poisson distribution of $Q_{k,s}$. We denote the set of values $\{\lambda(s) : s \geq s_{\text{min}}\}$ by the vector $\hat{\lambda}$. These values are needed to perform our statistical tests illustrated in the next section.

For each dataset $D$ of Table 1 and for itemset sizes $k = 2, 3, 4$, we determined the minimum value $s_{\text{min}}$ so that the sum $b_1 + b_2$ is at most $\epsilon = 0.01$ for a corresponding random dataset $\hat{D}$. The values of $s_{\text{min}}$ obtained are reported in Table 2 (we added the prefix “Rand” to each dataset name, to denote the fact that the dataset is random and features the same parameters as the corresponding real one).

3. Establishing a support threshold for mining statistically significant frequent itemsets

In this section we describe our testing methodology for determining a support threshold $s^*$ such that the family of frequent itemsets with respect to $s^*$ are statistically significant with a controlled FDR. At the end of the section (Subsection 3.1), we briefly describe a standard multi-comparison test to identify significant itemsets with small FDR, which will be employed in Section 4 as a comparison point to assess the benefits of our methodology.

Let $D$ be the input dataset and $k$ a fixed itemset size. As before, we use $Q_{k,s}$ to denote the number of itemsets of size $k$ of support at least $s$ in $D$, and $\hat{Q}_{k,s}$ to denote the corresponding random variable for $\hat{D}$. We seek a support threshold $s^*$ such that the observed value $Q_{k,s^*}$ is significantly large compared to the expected value of $Q_{k,s}$, in the sense that the probability that such a large deviation occurs in a random dataset is bounded by a pre-selected constant $\alpha$.

Let $s_{\text{min}}$ be the minimum support such that the Poisson approximation for the distribution of $Q_{k,s}$ holds for $s \geq s_{\text{min}}$, and let $s_{\text{max}}$ be the maximum support of an item in $D$. Our testing methodology performs $h = \lfloor \log_2(s_{\text{max}} - s_{\text{min}}) \rfloor + 1$ comparisons. The null hypothesis $H_0^i$ in the $i$-th comparison, for $0 \leq i < h$, is that the observed value $Q_{k,s_i}$, with $s_0 = s_{\text{min}}$ and $s_1 = s_{\text{min}} + 2^i$ for $1 \leq i < h$, is drawn from the same Poisson distribution as $Q_{k,s_1}$. For every $0 \leq i < h$ we fix a confidence level $\alpha_i$ and reject the null hypothesis $H_0^i$ if the $p$-value of $Q_{k,s_i}$ is smaller than $\alpha_i$. If the $\alpha_i$’s are chosen so that $\sum_{i=0}^{h-1} \alpha_i = \alpha$, the union bound shows that the probability of rejecting any true null hypothesis is less than $\alpha$.

Suppose we set $s^*$ as the minimum of the $s_i$’s for which the null hypothesis $H_0^i$ was rejected. The probability that this number of itemsets of size $k$ with support at least $s_i$ were observed in a random dataset is bounded by $\alpha$, thus...
the size of this set is statistically significant. While this approach is a useful starting point in itself, it does not imply necessarily that all of these frequent itemsets are statistically significant. In fact, some of them are likely to occur with high support even under \( H_0 \), and hence they would represent false discoveries. In order to ensure that the FDR is below a specified level \( \beta \), we can further amend the above procedure as follows.

Fix suitable values \( \beta_0, \beta_1, \ldots, \beta_{h-1} \) such that \( \sum_{i=0}^{h-1} \beta_i \leq \beta \). For \( 0 \leq i < h \), let \( \lambda_i = E[Q_{k,s_i}] \).

We modify the test described above by rejecting the \( i \)-th null hypothesis \( H_i \) if the probability that a Poisson random variable with expectation \( \lambda_i \) takes a value as large as the observed \( Q_{k,s_i} \) is at most \( \alpha_i \), and \( Q_{k,s_i} \geq \beta_i \lambda_i \). Again, we set \( s^* \) as the minimum of the \( s_i \)'s for which the null hypothesis \( H_0 \) was rejected. We now prove that with this variation the FDR of the family of frequent itemsets of size \( k \) mined with threshold \( s^* \) is upper bounded by \( \beta \).

We denote by \( F(k)(s_i) \) the family of itemsets of size \( k \) with support at least \( s_i \) in \( D \), and note that \( |F(k)(s_i)| = Q_{k,s_i} \).

Let \( V_i \) be the number of false discoveries if \( H_0 \) were the first null hypothesis rejected, in which case \( F(k)(s_i) \) would be returned as the family of significant itemsets. Let \( E_i \) be the condition “\( H_0 \) is rejected” or equivalently, “the \( p \)-value of \( Q_{k,s_i} \) is smaller than \( \alpha_i \), and \( Q_{k,s_i} \geq \beta_i \lambda_i \).” If a discovery is false positive then its distribution is as in the null hypotheses \( H_0 \). Thus, the distribution of \( V_i \) is stochastically bounded by that of a Poisson variable \( X_i \) with expectation \( \lambda_i \), conditioned on the events \( E_i, \bar{E}_{i-1}, \ldots, \bar{E}_0 \). Therefore,

\[
FDR = \sum_{i=0}^{h-1} E \left[ \frac{V_i}{Q_{k,s_i}} \right] \Pr(E_i, \bar{E}_{i-1}, \ldots, \bar{E}_0) \leq \sum_{i=0}^{h-1} E[X_i | E_i, \bar{E}_{i-1}, \ldots, \bar{E}_0] \Pr(E_i, \bar{E}_{i-1}, \ldots, \bar{E}_0) = \sum_{i=0}^{h-1} \sum_{j=0}^{k-1} j \Pr(X_i = j, E_i, \bar{E}_{i-1}, \ldots, \bar{E}_0) \leq \sum_{i=0}^{h-1} \frac{\lambda_i}{\beta_i \lambda_i} \leq \sum_{i=0}^{h-1} \frac{1}{\beta_i} \leq \sum_{i=0}^{h-1} \frac{1}{\lambda_i} \leq \sum_{i=0}^{h-1} \frac{1}{\beta_i} = \frac{1}{\beta}.
\]

Since \( \sum_{i=0}^{h-1} \alpha_i \leq \alpha \), and \( \sum_{i=0}^{h-1} \beta_i \leq \beta \) we obtain a test that identifies with confidence \( 1 - \alpha \) a minimum support \( s^* \) such that \( |F(k)(s^*)| \) is significant. Moreover, the FDR among the individual itemsets of \( F(k)(s^*) \) is bounded by \( \beta \).

The pseudocode Test 1 specifies more formally our test to determine the support threshold \( s^* \).

| Test 1 |
| --- |
| **Input:** \( s_{min} \), maximum item support \( s_{max} \), \( \lambda \), \( \alpha_0, \ldots, \alpha_h \), with \( \sum_{i=0}^{h-1} \alpha_i = \alpha \), and \( \beta_0, \ldots, \beta_h \), with \( \sum_{i=0}^{h-1} \beta_i \leq \beta \) |
| **Output:** \( s^* \) such that \( Q_{k,s^*} \) is significant with confidence \( 1 - \alpha \), and the FDR of the itemsets of \( F(k)(s^*) \) is \( \leq \beta \) |
| 1. Compute \( F(k)(s_{min}) \); |
| 2. \( i \leftarrow 0; s_i \leftarrow s_{min}; h \leftarrow \lfloor \log_2(s_{max} - s_{min}) \rfloor + 1; \) |
| 3. while \( i < h \) do |
| 4. Compute \( Q_{k,s_i} \); |
| 5. \( p_s_i \leftarrow \Pr(\text{Poisson}(\lambda_i) \geq Q_{k,s_i}) \); |
| 6. if \( (p_s_i \leq \alpha_i) \) and \( Q_{k,s_i} \geq \beta_i \lambda_i \) then |
| 7. return \( s^* \leftarrow s_i \); |
| 8. \( s_{i+1} \leftarrow s_{min} + 2^{i+1}; i \leftarrow i + 1; \) |
| 9. return \( s^* \leftarrow \infty \); |

### 3.1 A standard multi-comparison test

To assess the effectiveness of our new approach we will compare it against the following standard multi-comparison test based on the state-of-the-art technique of [5].

**Theorem 3** (Benjamini and Yekutieli [5]). Assume that we are testing for \( m \) null hypotheses. Let \( p(1) \leq p(2) \leq \cdots \leq p(m) \) be the ordered observed \( p \)-values of the \( m \) tests. For control of FDR at level \( \beta \), define

\[
\ell = \max \left\{ i \geq 0 : p(i) \leq \frac{i}{m \sum_{j=1}^{m} \frac{1}{j}} \right\},
\]

and reject the null hypotheses of tests \((1), \ldots, (\ell))\.

As before, let \( D \) denote the input dataset consisting of \( t \) transactions over \( n \) items. Let \( s \) be a given support threshold and \( k \) a fixed itemset size. After mining the frequent \( k \)-itemsets \( F(k)(s) \) we test, for each \( X \in F(k)(s) \), the null hypothesis \( H^X_0 \) that the observed support of \( X \) in \( D \) is drawn from a Binomial distribution with parameters \( t \) and \( f_X \) (the product of the individual frequencies of the items of \( X \)), setting the rejection threshold as specified by condition (1), with parameters \( \beta \) and \( m = \binom{n}{k} \). The itemsets of \( F(k)(s) \) whose associated null hypothesis is rejected can be returned as significant with FDR upper bounded by \( \beta \).

The pseudocode Test 2 summarizes the test described above.

### 4. Experimental Results

In this section, we report on a number of experiments devised to validate and show the potential of our approach.
Test 2

Input: $s, t$, vector $\vec{f}$ of frequencies of items in $D$, $\beta$.

Output: family of significant itemsets with FDR $\leq \beta$.

Compute $F(k)(s)$;

$m \leftarrow \binom{m}{k}$;

for all $X \in F(k)(s)$ do

$s_X \leftarrow \text{support of } X \text{ in } D$;

$f_X \leftarrow \prod_{i \in X} f_i$;

$p(X) \leftarrow \Pr(\text{Bin}(t, f_X) \geq s_X)$;

$P \leftarrow P \cup \{p(X)\}$;

Let $p_1, p_2, \ldots$, be the sorted sequence of the values $p(X)$, with $X \in F(k)(s)$;

$\ell = \max\{0, i : p(i) \leq \frac{\alpha \sum_{j=1}^{i} \beta}{m}\}$;

return $\{X : p(X) = p(i), 1 \leq i \leq \ell\}$;

In Subsection 4.1, we apply our methodology to the benchmark datasets of Table 1. In Subsection 4.2, we compare the obtained results against those returned by the standard procedure to bound the FDR described in Subsection 3.1.

4.1 Experiments on benchmark datasets

We first apply our methodology to the benchmark datasets of Table 1. Specifically, for each dataset and for $k = 2, 3, 4$, we apply Test 1 to identify a support threshold $s^*$ such that the number of $k$-itemsets that appear in at least $s^*$ transactions represent a significant deviation from what would be expected in a random dataset, with significance level $\alpha = 0.05$, and with FDR of the returned family of itemsets at most $\beta = 0.05$. The results are displayed in Table 3, where, for each benchmark dataset and for $k = 2, 3, 4$, we show: the minimum support $s^*$, if any, for which the corresponding null hypothesis was rejected; the number of itemsets $Q_{k,s^*}$ with support at least $s^*$; the expected number $\lambda(s^*)$ of itemsets with support at least $s^*$ in a corresponding random dataset; and the ratio $r = \lambda(s^*)/Q_{k,s^*}$.

We also conducted an almost identical set of experiments, which are not reported in tabular form here for the sake of brevity, where we maintained the confidence level $\alpha = 0.05$ for the selection of $s^*$, but did not control the FDR (setting all $\beta$’s to 0 in Test 1). These experiments behaved as one would expect; we observed some decrease in the support threshold required for rejection of the null hypothesis, and a consequent increase in the number of flagged itemsets, at the expense of some increase in the rate of false positive discoveries.

We observe that for most pairs (dataset,$k$) the number of significant frequent $k$-itemsets obtained is small, focusing on the most frequent significant itemsets. The results provide evidence that our methodology not only defines significance on statistically rigorous grounds, but also provides the mining task with suitable support thresholds that avoid explosion of the output size (the widely recognized “Achilles’ heel” of traditional frequent itemset mining). This crucially relies on the identification of a region of “rare events” provided by the Poisson approximation. As discussed in Section 1.3, the discovery of significant itemsets with low support (not returned by our method) would require the extraction of a large (possibly exponential) number of itemsets, that would make any strategy aiming to discover these itemsets unfeasible. Instead we provide an efficient method to identify with high confidence level the family of most frequent itemsets that are statistically significant without overwhelming the user with a huge number of discoveries.

There are, however, a few cases where the number of itemsets returned is still considerably high. Their large number often serves as a sign that the results call for further analysis, possibly using clustering techniques [25] or searching for closed representatives for these itemsets [20]. For example, considering dataset Bms1 with $k = 4$ and the corresponding value $s^* = 5$ from Table 3. Extracting the closed itemsets of support greater or equal to $s^*$ in that dataset revealed the presence of a closed itemset of cardinality 154 that appears more than 7 times in the dataset. This itemset, whose occurrence by itself represents an extremely unlikely event in a random dataset, accounts for more than 22M itemsets among the 27M reported as significant.

It is interesting to observe that the results obtained for dataset Retail provide further evidence for the conclusions drawn in [11], which suggests random behavior for this dataset (although the random model in that work is slightly different from ours, in that the family of random datasets also maintains the same transaction lengths as the real one). Indeed, no support threshold $s^*$ could be established for mining significant $k$-itemsets with $k = 2, 3$, while the support threshold $s^*$ identified for $k = 4$ yielded only 6 itemsets. However, the conclusion drawn in [11] was based on a qualitative assessment of the discrepancy between the numbers of frequent itemsets in the random and real datasets, while our methodology confirms the findings on a statistically sound and rigorous basis.
Observe also that for some other pairs (dataset, k) our tests do not find any support threshold useful to identify statistically significant itemsets. This is an evidence that, for the specific k and for the supports considered by our tests, these datasets do not present a significant deviation from a corresponding random dataset.

In order to assess its robustness, we applied our methodology to random datasets. Specifically, for each benchmark dataset of Table 1 and for k = 2, 3, 4, we generated 100 random instances with the same parameters as those of the benchmark, and applied Test 1 to each instance searching for a support threshold s∗ for mining significant itemsets. As expected, the test was not able to reject any null hypothesis, hence it did not determine s∗, in all cases but for 2 of the 100 instances of the random dataset with the same parameters as dataset Pumsb with k = 2. However, in these two cases, mining at the identified support threshold only yielded as few as 1 and 2 itemsets, respectively.

4.2 Comparison with the Standard FDR Test (Test 2)

We compare the number of itemsets extracted using the threshold s∗ provided by Test 1, with the number of itemsets flagged as significant using the standard method described in Section 3.1 using the same threshold s∗. In both cases we imposed a bound β = 0.05 on the FDR.

The results are displayed in Table 4, where for each pair (dataset, k), we report the cardinality of the family R of significant itemsets returned by the method of Section 3.1, and the ratio r = |R|/Qk,s∗, where Qk,s∗ is the number of significant itemsets returned by our methodology. We observe that in some cases the method of Section 3.1 identifies a small fraction of the itemsets flagged as significant by Test 1. Indeed, in two cases more than 90% of the significant itemsets returned by our methodology are not flagged as significant by the standard method. Since we imposed a bound β = 0.05 on the FDR for both tests, the itemsets not identified by the method of Section 3.1 correspond in large part to significant itemsets. Test 1 succeeds in identifying these itemsets, since it evaluates the significance of the entire set of itemsets of support s∗ comparing Qk,s∗ to Qk,s∗. In contrast, Test 2 has to control for testing of significantly more hypothesis (corresponding to the significance all possible k-itemsets), thus the power of the test (1-Pr(Type-II error)) is significantly smaller. These results demonstrate the advantage of our technique compared to the standard approach for multiple hypothesis tests that control FDR.

5. Conclusions

The main technical contribution of the paper is the proof that in a random dataset where items are placed independently in transactions, there is a minimum support smin such that the number of k-itemsets with support at least smin is well approximated by a Poisson distribution. The expectation of the Poisson distribution and the threshold smin are functions of the number of transactions, number of items, and frequencies of individual items.

This result is at the base of a novel methodology for mining frequent itemsets which can be flagged as statistically significant incurring a small FDR. In particular, we use the Poisson distribution as the distribution of the null hypothesis in a novel multi-hypothesis statistical approach for identifying a suitable support threshold s∗ ≥ smin for the mining task. We control the FDR of the output in a way which takes into account global characteristics of the dataset, hence it turns out to be more powerful than other standard statistical tools (e.g., [5]). The results of a number of experiments, reported in the paper, provide evidence of the effectiveness of our approach.

To the best of our knowledge, our methodology represents the first attempt at establishing a support threshold for the classical frequent itemset mining problem with a quantitative guarantee on the significance of the output.
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