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PIA and PPIA for Interpolating Points and Derivatives at Endpoints by Bézier Curves

Yeqing Yi, Lijuan Hu, and Chengzhi Liu

1School of Information, Hunan University of Humanities, Science and Technology, Loudi 417000, China
2School of Mathematics and Finance, Hunan University of Humanities, Science and Technology, Loudi 417000, China

Correspondence should be addressed to Chengzhi Liu; 162101002@csu.edu.cn

Received 9 March 2021; Accepted 14 June 2021; Published 1 July 2021

Academic Editor: Gaetano Giunta

In this study, we are concerned with the interpolation problem that interpolates not only a given set of points but also derivatives at endpoints by using Bézier curves. The progressive iterative approximation (PIA) is proposed to interpolate the given points and derivatives. To speed up the convergence rate of PIA, we exploit the preconditioned PIA (PPIA), in which the diagonally compensated reduction is used to construct the preconditioner. The convergence of PIA and PPIA is also analyzed in this study. The proposed PPIA is applied to approximate higher order or rational Bézier curves. Numerical examples are given to illustrate the effectiveness of the proposed methods.

1. Introduction

We begin with the description of the data interpolation problem with constraints at endpoints. Given a set of organized points \( \{ \mathbf{p}_i \}_{i=0}^n \in \mathbb{R}^2 \) or \( \mathbb{R}^3 \), \( r^{th} \) derivatives \( d_r \mathbf{p}_0 (r = 1, 2, \ldots, u) \in \mathbb{R}^2 \) or \( \mathbb{R}^3 \) at the endpoint \( \mathbf{p}_0 \) and \( s^{th} \) derivatives \( d_s \mathbf{p}_n (s = 1, 2, \ldots, v) \in \mathbb{R}^2 \) or \( \mathbb{R}^3 \) at the endpoint \( \mathbf{p}_n \). For \( i = 0, 1, \ldots, n \), the \( i^{th} \) point \( \mathbf{p}_i \) assigned an ordered parameter \( t_i \), i.e., \( t_0 < t_1 < \cdots < t_n \). We want to find a \( m \) degree Bézier curve,

\[
C(t) = \sum_{j=0}^m q_j B_j^m(t),
\]

that interpolates these points as well as the derivatives at the endpoints, i.e.,

\[
\begin{align*}
C(t_i) &= \mathbf{p}_i, \quad i = 0, 1, \ldots, n; \\
\frac{d^r C(t)}{dt^r} \bigg|_{t=t_i} &= \mathbf{d}_r, \quad r = 1, 2, \ldots, u; \\
\frac{d^s C(t)}{ds^s} \bigg|_{t=t_i} &= \mathbf{d}_s, \quad s = 1, 2, \ldots, v.
\end{align*}
\]

The terms \( B_j^m(t) \) in (1) are the Bernstein polynomials of degree \( m \), i.e., \( B_j^m(t) = t^j (1 - t)^m - j \). According to the existence and uniqueness of polynomial interpolant, since there are \( n + u + v + 1 \) different interpolation conditions in (2), we have \( m = n + u + v \).

Data interpolation and interpolation with tangents, curvatures, and other derivatives appear frequently in the fields of science and engineering [1, 2]. It is difficult to represent curves with complex shapes by a single curve, and a composite curve composed of several pieces of curves is necessary [3]. Hence, we need to control the smoothness of the composite curve when piecing curves together. It would be great if the derivatives at the endpoints are known. Very often, this knowledge is not given in practice, and we have to determine the derivatives at the endpoints. A careful choice of end conditions is important because it determines the shape of the interpolating curve near the endpoints. There are several strategies, e.g., natural end condition, Bessel end condition, quadratic end condition [4, 5]. In this study, we are especially interested in exploiting iterative methods for solving the interpolation curve (1) and do not consider the determination of constraints at the endpoints.
It is known to all that the interpolation Bézier curve (1) can be obtained by solving a system of linear equations directly when the coefficient matrix is well-conditioned. However, the condition number of the linear system will be very large for large \( m \); therefore, it is required to introduce an efficient algorithm to solve the linear system. In recent years, a geometric iterative method, named PIA, plays an important role in data interpolation. Due to its clear geometric meaning, stable convergence, and simple iterative scheme, PIA has intrigued the researchers for decades. For more details about PIA, readers can refer to a recent survey study [6], in which the authors summarized PIAs and their successful applications.

In this study, we exploit the PIA format that interpolates not only a given set of points but also derivatives at endpoints by using Bézier curves. The study is organized as follows. In Section 2, we propose the PIA format and then analyze its convergence. In order to accelerate the convergence rate of PIA, we exploit the preconditioning technique for PIA in Section 3. In Section 4, the proposed method is applied to approximate higher order or rational Bézier curves with constraints. Numerical examples are given to illustrate the effectiveness of our proposed methods in Section 5, and some conclusion remarks are given in the last section.

### 2. Progressive Iterative Approximation

#### 2.1. Interpolating Derivatives Conditions at Endpoints

We note that the \( k \)th derivative of (1) is given by

\[
\frac{d^k C(t)}{dt^k} = \frac{m!}{(m-k)!} \sum_{j=0}^{m-k} \Delta^k q_j B_j^{m-k}(t),
\]

where \( \Delta^k q_j \) is defined according to the recurrence relative formula:

\[
\Delta^k q_j = \Delta^{k-1} q_{j+1} - \Delta^{k-1} q_j, \quad \text{with } \Delta^0 q_j = q_j.
\]

By direct calculation, from (2) and (3), we have

\[
\begin{align*}
C(0) &= q_0 = p_0; \\
C(1) &= q_m = p_n; \\
\Delta q_0 &= \frac{(m-r)!}{m!} d_0^r, \quad r = 1, 2, \ldots, u; \\
\Delta q_{m-2} &= \frac{(m-s)!}{m!} d_s^r, \quad s = 1, 2, \ldots, v.
\end{align*}
\]

Hence, the control points \( q_j (j = 0, 1, \ldots, u, m-v, \ldots, m) \) in (1) can be determined according to (5). As an example, we outline the control points with respect to the case of \( u = v = 3 \).

\[
\begin{align*}
q_0 &= p_0, \\
q_m &= p_n, \\
q_1 &= q_0 + \frac{1}{m} d_1^0, \\
q_{m-1} &= q_m - \frac{1}{m} d_n^1, \\
q_2 &= \frac{(m-2)!}{m!} d_0^2 + 2q_1 - q_0, \\
q_{m-2} &= \frac{(m-2)!}{m!} d_1^2 + 2q_{m-1} - q_m, \\
q_3 &= \frac{(m-3)!}{m!} d_2^3 + 3q_2 - 3q_1 + q_0, \\
q_{m-3} &= -\frac{(m-3)!}{m!} d_3^m + 3q_{m-2} - 3q_{m-1} + q_m.
\end{align*}
\]

Therefore, the Bézier curve (1) can be expressed by

\[
C(t) = \sum_{j=0}^{u} q_j B_j^m(t) + \sum_{j=u+1}^{m-v} q_j B_j^m(t) + \sum_{j=m-v}^{m} q_j B_j^m(t),
\]

where the control points \( q_j (j = 0, 1, \ldots, u, m-v, \ldots, m) \) can be obtained according to (5), and the control points \( q_j (j = u+1, u+2, \ldots, m-v-1) \) need to be determined. We will give a computing method for solving these points in the following subsection.

#### 2.2. Approximate Interpolation Algorithm

First, the given points \( p_i (i = 1, 2, \ldots, n-1) \) and \( q_j (j = 0, 1, \ldots, u, m-v, \ldots, m) \) are interpreted as the control points of a Bézier curve, and therefore, we can generate an initial approximate interpolation curve:

\[
C^0(t) = \sum_{j=0}^{u} q_j B_j^m(t) + \sum_{j=u+1}^{m-v} q_j^0 B_j^m(t) + \sum_{j=m-v}^{m} q_j B_j^m(t),
\]

where \( q_j^0 = p_{j-u} (j = u+1, \ldots, m-v-1) \).

Second, for \( j = u+1, \ldots, m-v-1 \), let \( \delta_j = p_{j-u} - C^0(t_{j-u}) \) be the adjusting vector of the \( j \)th control point. Then, we can update the \( j \)th point \( q_j^0 = q_j^0 + \delta_j \) and generate the first approximate interpolation curve:
\[ C^1(t) = \sum_{j=0}^{n} q_j B_j^n(t) + \sum_{j=m+1}^{m+n} q_j B_j^m(t) + \sum_{j=m}^{m-n} q_j B_j^m(t). \]

(9)

We repeat these procedures; thus, we obtain a sequence of approximate interpolation curves:

\[ C^k(t) = \sum_{j=0}^{n} q_j B_j^n(t) + \sum_{j=m+1}^{m+n} q_j B_j^m(t) + \sum_{j=m}^{m-n} q_j B_j^m(t), \quad k = 1, 2, \ldots, \]

(10)

where

\[ q_j^k = q_j^{k-1} + \delta_j^{k-1}, \quad \delta_j^{k-1} = \begin{bmatrix} B_{k-1}^m(t_j) \end{bmatrix}, \quad j = u + 1, \ldots, m - v - 1. \]

(11)

Thus, we obtain a sequence of approximate interpolation curves \( C^k(t), k = 0, 1, \ldots. \) The initial Bézier curve is said to have the property of PIA with constraints at endpoints if

\[
Q^k = \begin{bmatrix} q_{u+1}^k, q_{u+2}^k, \ldots, q_{m-v-1}^k \end{bmatrix}^T,
\]

\[ \mathcal{P} = \begin{bmatrix} p_k - \sum_{j=0}^{u} q_j B_j^m(t_1) - \sum_{j=m-v}^{m-v-1} q_j B_j^m(t_1), \ldots, p_{m-u-v-1} - \sum_{j=0}^{u} q_j B_j^m(t_{m-u-v-1}) - \sum_{j=m-v}^{m-v-1} q_j B_j^m(t_{m-u-v-1}) \end{bmatrix}^T. \]

(13)

Then, the iterative process (11) can be written in the matrix form:

\[ Q^k = (I - B)Q^{k-1} + \mathcal{P}, \quad k = 1, 2, \ldots, \]

(14)

where \( I \) is the \((n-1) \times (n-1)\) identity matrix and \( B \) is said to be the collocation matrix resulting from the Bernstein basis at parameters \( \{t_i\}_{i=1}^{n-1} \), in detail

\[
\mathcal{B} = \begin{bmatrix} B_{u+1}^m(t_1) & B_{u+2}^m(t_1) & B_{u+3}^m(t_1) & \cdots & B_{m-v-1}^m(t_1) \\
B_{u+1}^m(t_2) & B_{u+2}^m(t_2) & B_{u+3}^m(t_2) & \cdots & B_{m-v-1}^m(t_2) \\
B_{u+1}^m(t_3) & B_{u+2}^m(t_3) & B_{u+3}^m(t_3) & \cdots & B_{m-v-1}^m(t_3) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_{u+1}^m(t_{n-1}) & B_{u+2}^m(t_{n-1}) & B_{u+3}^m(t_{n-1}) & \cdots & B_{m-v-1}^m(t_{n-1}) \end{bmatrix}.
\]

(15)

The iterative process (14) is equivalent to the Richardson iteration for solving the system

\[ \mathcal{B}Q = \mathcal{P}. \]

(16)

2.3. Convergence Analysis of PIA. Before analyzing the convergence, we review some definitions and conclusions.

**Definition 1** (see [7, 8]). A matrix is called totally positive if all its minors are positive and positive stable (semistable) if all its eigenvalues have positive (nonnegative) real parts.

It is easy to verify that a positive stable matrix is nonsingular. We note that all the eigenvalues of a totally positive matrix are positive ([9]); thus, a totally positive matrix is also nonsingular.

**Definition 2** (see [7]). A basis \( \{b_i(t)\}_{i=0}^n \) is called normalized if \( b_i(t) \geq 0 \) \( i = 0, \ldots, n \) and \( \sum_{i=0}^{n} b_i(t) = 1 \) and totally positive if its collocation matrix at any increasing sequence is a totally positive matrix.

**Lemma 1** (see [8]). Let \( A \) be a given matrix. Then, \( A \) is positive stable if and only if for each nonzero vector \( x \), there exists a positive definite matrix \( K \), such that \( \text{Re}(x^T K A x) > 0 \).

**Lemma 2** (see [10]). Let \( A \) be an \( n \times n \) matrix with entries \( a_{ij} \). For \( i \in \{1, \ldots, n\} \), let \( \Lambda_i = \sum_{j=0}^n |a_{ij}| \) be the sum of the absolute values of the nondiagonal entries in the \( i \)th row. Let \( D(a_{ii}, \Lambda_i) \subseteq \mathbb{C} \) be a closed disc centered at \( a_{ii} \) with radius \( \Lambda_i \). Then, every eigenvalue of \( A \) lies within at least one of the discs \( D(a_{ii}, \Lambda_i) \).

**Theorem 1.** The Bézier curve has the property of PIA with constraints at endpoints.

**Proof.** As stated in Remark 1, the approximate interpolation curves \( C^k(t) \) interpolate endpoints \( p_0 \) and \( p_n \) and derivatives \( d_{0r}(r = 1, 2, \ldots, u) \) and \( d_{sr}(s = 1, 2, \ldots, v) \).

On the other hand, we insert \( u + v \) different parameters into the ordered parameters set \( \{t_i\}_{i=0}^n \); hence, we obtain a sequence of increasing parameters:
\[ t_0 < t_1 < t_2 < \cdots < t_n < t_{n-1} < t_1 \]  
\[ < t_2 < \cdots < t_n < t_{n-1}. \]  
\[ (17) \]

Note that the Bernstein basis is normalized and totally positive [7]. Let \( B \) be the collocation matrix resulting from the Bernstein basis at the parameter sequence (17). Then, it follows from Definition 2 that \( B \) is totally positive. Since the matrix \( \overline{B} \) defined in (15) is a submatrix of \( B \), then \( \overline{B} \) is also totally positive according to Definition 1. Hence, all the eigenvalues of \( \overline{B} \) are positive.

Again, since the Bernstein basis is normalized, we have \( \|B\|_{\infty} = 1 \); thus, the infinite norm of the submatrix \( B \) is less than 1, i.e., \( \|B\|_{\infty} < 1 \). Therefore, \( 0 < \lambda_j(\overline{B}) \leq \max \{ \lambda_j(I - \overline{B}) < 1, j = 1, 2, \ldots, n - 1 \} \). So, \( 0 < \lambda_j(\overline{B}) < 1, j = 1, 2, \ldots, n - 1 \). This implies that the spectral radius of the iteration matrix \( I - \overline{B} \) is less than 1, i.e., \( \rho(I - \overline{B}) < 1 \). Therefore, the iterative format (14) converges. The proof is thus complete.

Theorem 1 tells us that the iteration process (14) always converges and we can obtain a satisfying approximate interpolant without solving a system of linear equations. However, as stated in [11], the collocation matrix resulting from the Bernstein basis is usually ill-conditioned, and the convergence rate of PIA is very slow. Therefore, it is necessary to introduce a preconditioner to speed up the convergence rate of PIA. In the following section, we propose a preconditioning technique for PIA by exploiting the properties of collocation matrix \( \overline{B} \).

3. Preconditioning Technique

3.1. Construction of Preconditioner. To derive a preconditioner for PIA, we first split \( \overline{B} \) as \( \overline{B} = \overline{B}_q + R \), where

\[
R = \begin{pmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
B_{nq+1}^{m}(t_{nq+1}) & \cdots & B_{nq+1}^{m}(t_{nq+1}) \\
\vdots & \ddots & \vdots \\
B_{nq-1}^{m}(t_{nq-1}) & \cdots & B_{nq-1}^{m}(t_{nq-1}) \\
\end{pmatrix}
\]

and \( \overline{B}_q = \overline{B} - R \) is a band matrix with bandwidth \( 2q + 1 \) \((0 \leq q \leq n - 2)\).

Then, we define a diagonal matrix

\[
D = \text{diag}(d_1, d_2, \ldots, d_{n-1})
\]

such that \( De = Re \) with \( e = (1, 1, \ldots, 1)^T \).

Finally, let

\[
M_q = \overline{B}_q + D
\]

be the diagonally compensated reduction matrix of \( \overline{B} \). Then, the matrix \( R \) is called the reduced matrix and \( D \) is called the compensation matrix for \( R \) [10, 12].

If \( M_q \) is invertible, it can serve as a preconditioner for (16) and yield the preconditioned system

\[
M_q^{-1}\overline{B}X = M_q^{-1}y.
\]

3.2. Preconditioned PIA. By applying Richardson method to the preconditioned system (21), we obtain

\[
Q^k = (I - M_q^{-1}\overline{B})Q^{k-1} + M_q^{-1}y,
\]

\[
= Q^{k-1} + M_q^{-1}((I - \overline{B})Q^{k-1}),
\]

\[
= Q^{k-1} + M_q^{-1}\Delta Q^{k-1}, \quad k = 1, 2, \ldots,
\]

We refer the iterative process (22) as PPIA.

3.3. Convergence Analysis of PPIA

Theorem 2. The preconditioner \( M_q \) defined in (20) is invertible.

Proof. In the proof of Theorem 1, we show that \( \overline{B} \) is positive stable. By Lemma 1, for any nontrivial \( y \), there exists a positive definite matrix \( K \), such that \( \text{Re}[\gamma^*K\overline{B}y] > 0 \).

According to the definitions of \( D \) and \( R \), both the diagonal entries of \( D - R \) and the sum of the absolute values of the nondiagonal entries in the \( j \)-th row of \( D - R \) are \( d_j \), \( j \in \{1, \ldots, n - 1\} \). Let \( a = a + b \cdot i \in \mathbb{C} \) be any eigenvalue of \( D - R \) and \( x \) be the eigenvector corresponding to \( \lambda \). Then, it follows from Lemma 2 that \( |\lambda - d_j| = \sqrt{(a - d_j)^2 + b^2} \leq d_{j-1} \). Therefore, \( 0 \leq a = 2d_{j-1} \). This means that all the eigenvalues of \( D - R \) have nonnegative real parts and \( D - R \) is positive semistable. Hence, for the positive definite matrix \( K \) and the nontrivial \( x \), we have \( \text{Re}[\gamma^*K(D - R)x] = \gamma^*Kx(\text{Re}(\lambda)) \geq 0 \).

From (20), we have \( M_q = \overline{B} + D - R \), then \( \text{Re}[\gamma^*K M_q x] = \text{Re}[\gamma^*K(\overline{B} + D - R)x] = \text{Re}[\gamma^*K\overline{B}x + x^*K(D - R)x] = \text{Re}[\gamma^*K\overline{B}x] + \text{Re}[\gamma^*K(D - R)x] = \text{Re}[\gamma^*K\overline{B}x] + \text{Re}[\gamma^*K(D - R)x] > 0 \).

It follows from Lemma 1 that \( M_q \) is positive stable and there is no eigenvalue equal to zero. This completes the proof.

As it is stated in [13], the error matrix \( \overline{R} = \hat{M}_q - \overline{B} \) or the residual matrix \( \overline{R} = I - \hat{M}_q^{-1}\overline{B} \) is often used to measure the efficiency of preconditioner \( M_q \).
Since $M_q = \overline{B} + D - R$, then
\[ \|E\|_\infty = \|M_q - \overline{B}\|_\infty = \|D - R\|_\infty = 2\|R\|_\infty. \] (23)

From (18) and (19), we have
\[ \|D\|_\infty = \|R\|_\infty = \max_{1 \leq i, j \leq n-1} \sum_{|i-j| \leq q} B^n_j(t_j). \] (24)

As is stated in [12], $B^n_{j+q+1}(t_j) > \cdots > B^n_j(t_j) = 0$, $B^n_{j-q-1}(t_j) > \cdots > B^n_j(t_j) = 0$. Thus, the sum of the entries of each column outside of the $q$ diagonals decays to 0. This means that $\|E\|_\infty$ approaches to 0 as $q$ increases. Combined with (23), we conclude that the matrix $M_q$ is a good approximation to $\overline{B}$ for large $q$. Thus, the spectrum of $M_q^{-1}B$ is clustered around 1 for large $q$.

Remark 2. As it is known to all, the iterative process (22) is convergent if the spectral radius of the iteration matrix is less than 1, that is, $\rho(I - M_q^{-1}\overline{B}) < 1$. Note that the eigenvalues of $I - M_q^{-1}\overline{B}$ are $1 - \lambda_i(M_q^{-1}\overline{B})$. In particular, when the eigenvalues of $M_q^{-1}B$ are distributed in $[0, 1]$, we have $\rho(I - M_q^{-1}\overline{B}) = 1 - \lambda_{\min}(M_q^{-1}\overline{B})$. Therefore, the convergence of (22) mainly depends on the value of $\lambda_{\min}(M_q^{-1}\overline{B})$.

Moreover, the larger the value of $\lambda_{\min}(M_q^{-1}\overline{B})$ is, the faster the PPIA converges. We would like to note that $\lambda(\overline{M}_q^{-1}B) \in [0, 1]$. Numerous experiments indicate that the eigenvalues of $M_q^{-1}B$ are separated in $[0, 1]$, and most of them are clustered around 0. Based on the above analysis, we make a conjecture that the eigenvalues of $M_q^{-1}B$ are separated in $[0, 1]$.

Recalling that $M_q = \overline{B} + D - R$, we have $\overline{B}^{-1}M_q = \overline{B}^{-1}(\overline{B} + D - R) = I + \overline{B}^{-1}(D - R)$; hence,
\[ \rho(\overline{B}^{-1}M_q) = \rho \left[ I + \overline{B}^{-1}(D - R) \right] \leq 1 + \rho \left[ \overline{B}^{-1}(D - R) \right] \leq 1 + \left\| \overline{B}^{-1} \right\| \|D - R\|_\infty. \] (25)

Note that when $\lambda_i(\overline{M}_q^{-1}B) > 0$, we have
\[ \lambda_{\min}(M_q^{-1}B) = \frac{1}{\rho(\overline{B}^{-1}M_q)} \] (26)

According to (25) and the conjecture in Remark 2, we have
\[ \rho(\overline{B}^{-1}M_q) = 1 - \lambda_{\min}(M_q^{-1}B) = 1 - \frac{1}{\rho(\overline{B}^{-1}M_q)} \leq \frac{1}{1 + \left\| \overline{B}^{-1} \right\| \|D - R\|_\infty} < 1. \] (27)

Thus, PPIA converges.

Remark 3. In (27), we give a upper bound for $\rho(\overline{B}^{-1}M_q)$. As mentioned earlier, $\|D - R\|_\infty$ tends to 0 as $q$ increases; therefore, the upper bound $1 - (1/(1 + \left\| \overline{B}^{-1} \right\| \|D - R\|_\infty))$ also tends to 0. In particular, $\rho(\overline{B}^{-1}M_q)$ equals to 0 when $q = n - 2$. Hence, the spectral radius $\rho(\overline{B}^{-1}M_q)$ may decrease as $q$ increases, i.e., the bigger the value of $q$ is, the faster the PPIA format converges.

On the other hand, it should be pointed out that at the $k(k = 0, 1, \ldots)$ iteration of PPIA, we have to calculate $M_q^{-1}(\Delta(\overline{k}))$ or solve the equation $M_q^{-1}X^{(\overline{k})} = \Delta(\overline{k})$ equivalently. It is costly, especially for large $q$. Therefore, we need to seek a tradeoff between the convergence rate and computational complexity. Experimentally, we found that $q \approx (n/2)$ is a suitable choice.

4. Applications of PPIA with Constraints at Endpoints

Polynomial approximation for higher order or rational Bézier curves has been a continuous hotspot in computer-aided geometric design (CAGD). A number of approximation methods have been proposed in the literature, for example, polynomial approximation for rational Bézier curves [14–20] and polynomial approximation for higher Bézier curves (degree reduction) [3, 21–28].

As a sample-based polynomial approximate method, Lu employed the weighted PIA (WPIA) to iteratively approximate the points sampled from the rational Bézier curves and achieved good approximations [17]. As mentioned in [19], Lu’s method is slow due to the slow convergence of WPIA and cannot deal with polynomial approximation with higher order continuity conditions at the endpoints. In fact, polynomial approximations with constraints are more practical than those without constraints. Due to the effectiveness in interpolation, these problems resulted from Lu’s method can be solved efficiently by employing the presented PPIA with constraints.

4.1. Polynomial Iterative Approximation for Higher Order and Rational Bézier Curves with Constraints.

Given a rational Bézier curve of degree $N$
\[ \mathbf{R}(t) = \sum_{j=0}^{N} \omega_j \mathbf{B}^{N}_j(t) \] (28)
\[ \sum_{j=0}^{m} \omega_j B^N_j(t) \]
where $\mathbf{v}_j$ and $\omega_j \in \mathbb{R}^+$ are the control points and the associated weights, respectively.

First, we sample $n + 1$ points $\{\mathbf{R}(t_j)\}_{j=0}^n$ at the parameter values $t_j (j = 0, 1, \ldots, n)$ and the derivatives $\{\mathbf{R}^{(r)}(t_0)\}_{r=1}^m$ and $\{\mathbf{R}^{(r)}(t_j)\}_{j=1}^m$ at endpoints, where $0 = t_0 < t_1 < \ldots < t_n = 1$. Then, PPIA for Bézier curves with constraints is employed to interpolate the points $\{\mathbf{R}(t_j)\}_{j=0}^n$ and the derivatives $\{\mathbf{R}^{(r)}(t_0)\}_{r=1}^m$ and $\{\mathbf{R}^{(r)}(t_j)\}_{j=1}^m$. Therefore, we can generate a sequence of $m$ degree Bézier curves $C^{k}_m(t)$, which are the polynomial approximations of $\mathbf{R}(t)$.

Remark 4. We remark here that if all the weights $\omega_j$ in (18) equal to 1, the rational Bézier curve (28) will degenerate into the Bézier curve of degree $N$. At this time, if $m < N$, it is the problem of approximating a given curve by a lower degree
Bézier curve, which is an important approximation problem in CAGD, i.e., degree reduction of Bézier curves.

As stated in [17], the iterative method guarantees the convergence of data interpolation but does not necessarily converge to the given curve \( R(t) \). Therefore, it is not necessary for PPIA to iterate infinitely. To ensure the computing efficiency, the iteration can be terminated if

\[
L_p^{(k +1)} \geq \theta L_p^{(k)}, \quad \theta \in (0, 1),
\]

is satisfied, where \( L_p^{(k)} \) is the approximation error at the \( k \)th iteration given by

\[
L_p^{(k)} = \left( \int_0^1 \| C^k(t) - R(t) \|^p \, dt \right)^{1/p}, \quad 1 \leq p < \infty.
\]

Since there may exist rational functions in the integrand of (30), we need an effective and stable numerical method to calculate the integral (30). We note in [29] that the Gaussian rule or the adaptive quadrature method would be a better choice for rational cases. Therefore, we employ the \( r \)-order Gauss–Legendre rule to calculate the integral (30).

By solving the roots of the Legendre polynomial of degree \( r \), we can approximate Gauss points \( x_i, i = 1, 2, \ldots, r \), and then calculate \( r \) positive weights \( \omega_i \). Finally, the integral in (30) can be evaluated approximately by

\[
L_p^{(k)} = \left( \sum_{i=1}^r \omega_i \left\| C^k(x_i) - R(x_i) \right\|^p \right)^{1/p}.
\]

We refer the reader to read [30] for more details about the \( r \)-order Gauss–Legendre quadrature. In our tests, we used 15-order Gauss–Legendre quadrature to estimate the approximation errors \( L_p^{(k)} \), i.e., \( r = 15 \) and \( p = 2 \).

Finally, we summarize the approximation algorithm in the following Algorithm 1.

**Algorithm 1:** Polynomial approximation for higher order and rational Bézier curves with constraints.

---

5. **Numerical Examples**

In this section, several numerical experiments are given to illustrate the effectiveness of the proposed methods. All the numerical experiments were carried out on a computer with Intel(R) Core(TM) i5-5200U CPU @2.20 GHz by Matlab R2012b.

5.1. **Tests of PIA and PPIA with Constraints.** Since we have shown in Theorem 1 that the approximate interpolation curves \( C^k(t) \) interpolate the endpoints and the derivatives at the endpoints exactly, we need to measure the interpolation error at the points \( p_i, i = 1, 2, \ldots, n - 1 \). Therefore, the interpolation error of the \( k \)th approximate interpolation curve \( C^k(t) \) can be expressed by

\[
\varepsilon^{(k)} = \max_{1 \leq s \leq n-1} \| C^k(t_s) - p_s \|,
\]

where the norm is the Euclidean norm.

**Example 1.** We sample 9 points \( p_i (i = 0, 1, \ldots, 8) \), \( r (r = 1, 2, 3)^{th} \) derivatives \( \dot{d}^0_r \), and \( s (s = 1, 2, 3)^{th} \) derivatives \( \ddot{d}^0_s \) from the semicircle of radius 5 in the following way:

\[
p_0 = (0, 5), \quad \dot{d}^0_0 = (0, -5); \quad \ddot{d}^0_0 = (5, 0).
\]

**Example 2.** We sample 19 points \( p_i (i = 0, 1, \ldots, 18) \), \( r (r = 1, 2, 3)^{th} \) derivatives \( \dot{d}^0_r \), and \( s (s = 1, 2, 3)^{th} \) derivatives \( \ddot{d}^0_s \) from the helix of radius 5 in the following way:

\[
p_0 = \left( 5 \cos \left( \frac{\pi i}{3} \right), 5 \sin \left( \frac{\pi i}{3} \right) \right), \quad i = 0, 1, \ldots, 18;
\]

\[
\dot{d}^0_0 = (0, 5, 1); \quad \ddot{d}^0_0 = (-5, 0, 0).
\]

PIA and PPIA formats for constraints at the endpoints are employed to test Example 1 and Example 2. When we test PPIA, we take the half bandwidth \( q = 4 \) in Example 1 and \( q = 10 \) in Example 2. In Table 1, we list the spectral radii of the iteration matrices of PIA and PPIA with different constraints at the endpoints. For one thing, the spectral radii of the iteration matrices of PIA and PPIA are less than 1; this means that both PIA and PPIA formats converge. For another, the spectral radii of PPIA are much less than those of PIA; hence, we can expect that PPIA would have a better convergence behavior than PIA.

We list in Table 2 the interpolation errors of PIA and PPIA when we test Example 1, and we list in Table 3 the
interpolation errors of PIA and PPIA when we test Example 2. As we can see from Tables 2 and 3, the interpolation errors of PIA and WPIA decrease as the number of iterations increases, which indicates that both PIA and PPIA converge. With the same iterations, the interpolate errors of PIA are much less than those of PIA. This means that the preconditioning technique can accelerate the convergence rate of PIA significantly.

In Figures 1 and 2, we display the interpolation Bézier curves (dashed lines) when approximating the points with different derivatives given in Example 1. We also show in Figures 1 and 2 the semicircle (solid lines) for comparison. It should be pointed out that the approximate interpolation Bézier curves generated by PPIA almost coincide with the semicircle, no matter which endpoint conditions are used. In Figures 3 and 4, we display the interpolation Bézier curves when approximating the points combined with different derivatives given in Example 2. All the approximate interpolation Bézier curves in Figures 1–4 are obtained by preforming 5 PIA or PPIA iterations. Clearly, the IPPIA can yield better approximations than PIA.

5.2. Tests of Polynomial Approximation for Higher Order and Rational Bézier Curves. First, we employ Algorithm 1 to test the degree reduction of higher order Bézier curves in Example 3 and then test the polynomial approximation for rational Bézier curve in Example 4 and Example 5. In our tests, we take the endpoint interpolation conditions \( u = \nu = 1 \) and take the half bandwidth \( q = [n/2] \) when we construct the preconditioner for PIA, where \([\cdot]\) is the round-up operation. When we test Example 3 and Example 4, we take \( \theta = 0.9 \). Again, when we test Example 5, we take \( \theta = 0.98 \).

Example 3 (Degree reduction [17]). A Bézier curve of degree 15 is defined by the control points \( (0,0), (1.5, -2), (4.5, -1), (9, 0), (4.5, 1.5), (2.5, 3), (0, 5), (-4, 8.5), (3.9, 5), (4.4, 10.5), (6, 12), (8, 11), (9, 10), (9.5, 5), (7, 6), \) and (5, 7).
By employing Algorithm 1, we use the Bézier curves of degree \( m(m = 6, 7, \ldots, 14) \) to approximate the Bézier curve given in Example 3. In Table 4, we list the iteration number \( k \), the approximation errors \( L_2(\mathbf{x}) \), and the elapsed CPU time \( T \) (in seconds) of Algorithm 1; the numerical results run by Lu’s method ([17]) are also listed for comparison. The results for degree reduction with constraints, reported in Table 4, indicate that Algorithm 1 outperforms Lu’s method, in terms of the approximation error and the computing time.
Figure 4: Bézier curves obtained by performing 5 PIA or PPIA iterations in Example 2. (a) Interpolating $d_0^2$ and $d_{18}^2$. (b) Interpolating $d_0^2$ and $d_{18}^2$.

Table 4: Numerical results of Algorithm 1 and Lu’s method in Example 3.

| $m$ | $k$ | Algorithm 1 $L_k^{(1)}$ | $T$ (s) | $k$ | Lu’s method $L_k^{(1)}$ | $T$ (s) |
|-----|-----|------------------------|--------|-----|-------------------------|--------|
| 6   | 1   | $3.6163e-01$           | 0.59   | 3   | $4.9761e-01$           | 2.14   |
| 7   | 1   | $1.3234e-01$           | 0.60   | 4   | $3.6118e-01$           | 2.59   |
| 8   | 1   | $9.2304e-02$           | 0.60   | 7   | $1.9136e-01$           | 3.58   |
| 9   | 1   | $2.1803e-02$           | 0.60   | 9   | $1.0012e-01$           | 3.99   |
| 10  | 1   | $8.6645e-03$           | 0.60   | 9   | $7.4032e-02$           | 4.14   |
| 11  | 1   | $5.8744e-03$           | 0.61   | 9   | $6.3833e-02$           | 4.07   |
| 12  | 2   | $2.5835e-03$           | 0.94   | 11  | $4.7558e-02$           | 4.67   |
| 13  | 1   | $2.3246e-04$           | 0.61   | 11  | $4.5005e-02$           | 4.79   |
| 14  | 3   | $1.1873e-04$           | 1.23   | 15  | $2.6818e-02$           | 6.09   |

Figure 5: Reduction from degree 15 to 8 in Example 3. (a) Comparison of polynomial approximations. (b) The corresponding error distance curves.
In Figure 5(a), we show the approximations of degree 8 obtained by Algorithm 1 (blue dashed line) and Lu’s method (red dashdot line). In Figure 5(b), we display the corresponding error distance curves of the approximations shown in Figure 5(a). It is evident from Figure 5 that Algorithm 1 can produce better approximations than Lu’s method. What is more, the approximations obtained by Algorithm 1 are $C^1$-continuity at two endpoints, whereas the approximations obtained by Lu’s method only satisfy the simplest $C^0$-continuity.

Example 4. (Polynomial approximation for rational Bézier curves [19]). A rational Bézier curve of degree 8 is defined by the control points $(14, 1), (34, 25), (40, 38), (-12, 24)$, 

![](image1.png)

Figure 6: Polynomial approximations of the rational Bézier curve in Example 4 with different $m$. (a) $m = 9$. (b) $m = 12$. (c) $m = 14$. 

| $m$ | Algorithm 1 $L_2^{(k)}$ | T(s) | $k$ | Lu’s method $L_2^{(k)}$ | T(s) | Algorithm 1 $L_2^{(k)}$ | T(s) | $k$ | Lu’s method $L_2^{(k)}$ | T(s) |
|-----|-----------------------|------|-----|-----------------------|------|-----------------------|------|-----|-----------------------|------|
| 8   | 1.9356e+00            | 0.58 | 5   | 1.9554e+00            | 1.76 | 9                     | 1.76 | 0.59 | 8                     | 9.9194e-01 | 2.64 |
| 9   | 1.0215e+00            | 0.59 | 5   | 1.6452e+00            | 1.75 | 10                    | 2.9092e-01 | 0.87 | 10                   | 7.6682e-01 | 3.30 |
| 10  | 6.6233e-01            | 0.58 | 5   | 1.4297e+00            | 1.80 | 11                    | 1.5379e-01 | 0.59 | 12                   | 5.8658e-01 | 3.96 |
| 11  | 4.0403e-01            | 0.60 | 5   | 1.2715e+00            | 1.80 | 12                    | 6.9603e-02 | 0.92 | 16                   | 4.2321e-01 | 5.23 |
| 12  | 2.6760e-01            | 0.59 | 5   | 1.1512e+00            | 1.78 | 13                    | 4.3342e-02 | 0.63 | 18                   | 3.1705e-01 | 5.75 |
| 13  | 1.6397e-01            | 0.59 | 5   | 1.0575e+00            | 1.79 | 14                    | 2.0350e-02 | 1.19 | 18                   | 2.4794e-01 | 5.86 |
| 14  | 1.2175e-01            | 0.58 | 7   | 7.7411e-01            | 2.39 | 15                    | 1.5264e-02 | 0.89 | 20                   | 1.8593e-01 | 6.47 |

Table 5: Numerical results of Algorithm 1 and Lu’s method in Examples 4 and 5.

Figure 7: The corresponding error distance curves of the approximations in Figure 6. (a) $m = 9$. (b) $m = 12$. (c) $m = 14$. 

In Figure 5(a), we show the approximations of degree 8 obtained by Algorithm 1 (blue dashed line) and Lu’s method (red dashdot line). In Figure 5(b), we display the corresponding error distance curves of the approximations shown in Figure 5(a). It is evident from Figure 5 that Algorithm 1 can produce better approximations than Lu’s method. What is more, the approximations obtained by Algorithm 1 are $C^1$-continuity at two endpoints, whereas the approximations obtained by Lu’s method only satisfy the simplest $C^0$-continuity.
(5, 21), (26, 7), (18, 41), (−13, 34), and (14, 1) and the associated weights 1, 2, (1/3), 2, 2, (1/3), 2, and 1.

Example 5. (Polynomial approximation for rational Bézier curves [19]). A rational Bézier curve of degree 9 is defined by the control points (17, 12), (32, 34), (−23, 24), (33, 6), (−23, 15), (25, 3), (30, −2), (−5, −8), (−5, 15), (11, 8), and the associated weights 1, 2, 3, 6, 4, 5, 3, 4, 2, 1.

We employ Algorithm 1 and Lu’s method to generate polynomial approximations for the rational Bézier curves given in Example 4 and Example 5. In Table 5, we list the iteration number $k$, the approximation error $L_2(k)$, and the elapsed CPU time $T$ (in seconds) of Algorithm 1 and Lu’s method. The results indicate that Algorithm 1 also performs better than Lu’s method for polynomial approximation for rational Bézier curves with constraints.

The $m(m = 9, 12, 15)$ degree approximations for the rational Bézier curve in Example 4 and their corresponding error distance curves are shown in Figures 6 and 7, respectively. Again, $m(m = 10, 12, 15)$ degree approximations for the rational Bézier curve in Example 5 and their corresponding error distance curves are shown in Figures 8 and 9, respectively. It is already clear from these figures the reliability of the proposed approximation algorithm.

6. Conclusion

The presented PIA format for Bézier curves iteratively interpolates not only a set of points but also derivatives at endpoints. It can construct higher order continuous piecewise interpolation Bézier curves without solving a linear system directly. To accelerate the convergence rate of PIA, the preconditioning technique is introduced. Numerical examples demonstrate that the given methods are effective, and the convergence rate of PIA is accelerated significantly by the presented preconditioning technique.

Furthermore, due to the efficient performance in data interpolation, the presented PPIA for Bézier curves with
constraints is applied to approximate higher order and rational Bézier curves. Our numerical experiments show that the proposed method achieves higher efficiency and results in a better approximation than the similar sample-based polynomial approximation method. More importantly, they can satisfy $C^k (k = 1, 2, \ldots, \ldots)$ continuity at the endpoints.
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