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Abstract

We derive a universal soft theorem for every scattering amplitude with at least one massless particle in an arbitrary theory of scalars. Our results follow from the geometry of field space and are valid for any choice of mass spectrum, potential terms, and higher-derivative interactions. For a vanishing potential, the soft limit of every amplitude is equal to the field-space covariant derivative of an amplitude with one fewer particle. Furthermore, the Adler zero and the dilaton soft theorem are special cases of our results. We also discuss more exotic scenarios in which the soft limit is non-trivial but still universal. Last but not least, we derive new theorems for multiple-soft limits which directly probe the field-space curvature, as well as on-shell recursion relations applicable to two-derivative scalar field theories exhibiting no symmetries whatsoever.
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1 Introduction

The long distance dynamics of certain physical systems exhibit universal behaviors. Typically, these infrared structures are dictated by the underlying symmetries of the theory. For example, scattering amplitudes in gauge theory and gravity conform to soft theorems which are direct consequences of charge and energy-momentum conservation, respectively [1–4]. Another notable instance is the Adler zero [5], which mandates the vanishing of soft pion amplitudes due to non-linearly realized, spontaneously broken chiral symmetries.

These known examples suggest that universal soft behavior should only be expected of theories exhibiting some incarnation of enhanced symmetry. In this paper we show that this intuition is incorrect. In particular, we derive a soft theorem that applies to a completely general theory of interacting scalar fields. Our results are applicable in the presence of masses, potential interactions, and higher-derivative couplings, sans any underlying linear or non-linear symmetries.

The key strategy in our analysis is to interpret scattering amplitudes not merely as functions of external kinematics, but also as functions of the vacuum expectation values (VEVs) of scalar fields. As is well-known, every scalar field theory is endowed with a notion of geometry in which the scalars parameterize coordinates of an underlying field-space manifold [6–13]. Furthermore, since on-shell scattering amplitudes are physical quantities, they are necessarily functions of the corresponding geometric invariants [14–18].

As we will prove, the soft limit $q \to 0$ for a massless scalar of a tree-level $(n+1)$-particle amplitude is related to the tree-level $n$-particle amplitude by a geometric soft theorem of the schematic form,

$$\lim_{q \to 0} A_{n+1} \sim \left( \nabla + \frac{\nabla m^2}{p^2 - m^2} \right) A_n ,$$

(1)

where $\nabla$ is a covariant derivative in field space and $p$ and $m$ are the momentum and mass of an exchanged state. The geometric soft theorem has an elegant and intuitive physical interpretation. The soft limit of the massless particle is equivalent to an infinitesimal shift of the VEV of the corresponding scalar. From this perspective, the first term in Eq. (1) corresponds to the variation of interaction vertices and internal propagators with respect to the VEV. The second term arises from the variation of amputated external propagators—in particular the masses appearing therein—with respect to the VEV.

Even though Eq. (1) holds in general, it is illuminating to consider its application to systems of particular interest. For instance, we study examples with an arbitrary potential, as well as two- or higher-derivative interactions. Our results also hold for any theory with linear or non-linear symmetries. The latter case describes the dynamics of spontaneous symmetry breaking,
where the potential is absent and the field-space manifold is a coset. When the coset manifold exhibits isometries, the right-hand side of the soft theorem is in general non-zero but is directly related to the associated Killing vectors. If the coset is also symmetric, then the right-hand side is zero, thus proving the Adler zero condition. We also show how the dilaton soft theorem is a special case of Eq. (1).

As another application, we derive new theorems describing amplitudes when multiple particles are taken soft, either consecutively or simultaneously, in a general theory with vanishing potential. We describe how these multiple-soft theorems characterize the local curvature of field space. In addition, we derive on-shell recursion relations that crucially leverage the geometric soft theorem. Remarkably, many theories that are lacking in any enhanced symmetry properties are still on-shell constructible via these methods.

The remainder of this paper is structured as follows. In Sec. 2, we briefly describe the geometry of scalar field space. The bulk of this discussion is review, but we do present some new results, e.g. how the wavefunction normalization factors in the Lehmann, Symanzik and Zimmermann (LSZ) reduction formula [19] have the geometric interpretation as tetrads that toggle between fields and physical scattering states. Afterwards, in Sec. 3 we present an explicit definition of the geometric soft theorem and prove it. Next, in Sec. 4 we verify the validity of this soft theorem for salient examples, including theories exhibiting general potential, two-derivative, and higher-derivative interactions. For the case of theories with symmetry, we dedicate a longer discussion in Sec. 5, e.g. describing how the symmetries of the Lagrangian are described by Killing vectors whose Lie derivatives annihilate all scattering amplitudes. In addition, we explore the soft limits of Nambu-Goldstone bosons (NGBs) and explain how the Adler zero and soft dilaton theorem are simple corollaries of our geometric soft theorem. Finally, in Sec. 6 and Sec. 7, we derive multiple-soft theorems and on-shell recursion relations.

2 Geometry of Scalars

To begin, let us present a brief primer on the underlying geometric structure of scalar field theories. The bulk of our discussion will recapitulate known facts, though we will describe some new results, in particular relating to the geometry of fields versus physical scattering states. The upshot of this exposition is that on-shell scattering amplitudes can be expressed purely in terms of the natural geometric invariants appropriate to scalar field space.
2.1 Lagrangian and Field Basis

Any theory of scalars $\Phi^I$ is described by a Lagrangian of the form

$$L = \frac{1}{2} g_{IJ}(\Phi) \partial_\mu \Phi^I \partial^\mu \Phi^J - V(\Phi) + \frac{1}{4} \lambda_{IJKL}(\Phi) \partial_\mu \Phi^I \partial^\mu \Phi^J \partial_\nu \Phi^K \partial^\nu \Phi^L + \cdots,$$  \hspace{1cm} (2)

where $g_{IJ}(\Phi)$ is a symmetric, non-degenerate matrix function of the scalars encoding all possible two-derivative couplings. Furthermore, $V(\Phi)$ is a general potential while $\lambda_{IJKL}(\Phi)$ and the terms in ellipses denote general higher-derivative operators. For convenience we will refer to the indices $I, J, K, \ldots$ as flavors, even in the absence of any underlying symmetry.

The scalar fields are maps from points in spacetime to points in a field space (or target space) describing a manifold $\mathcal{M}$. Under field redefinitions (or coordinate transformations in field space) the scalar fields transform as

$$\Phi^I \rightarrow \Phi'^I,$$  \hspace{1cm} (3)

where $\Phi'$ is a function of $\Phi$, while their derivatives transform as tensors via

$$\partial_\mu \Phi^I \rightarrow \frac{\partial \Phi'^I}{\partial \Phi^I} \partial_\mu \Phi^J.$$  \hspace{1cm} (4)

As is well-known, $g_{IJ}(\Phi)$ can be identified as a metric on $\mathcal{M}$ that transforms as a tensor under field redefinitions,

$$g_{IJ}(\Phi) \rightarrow \frac{\partial \Phi^K}{\partial \Phi'^I} \frac{\partial \Phi^L}{\partial \Phi'^J} g_{KL}(\Phi').$$  \hspace{1cm} (5)

The metric in turn defines a corresponding covariant derivative (or Levi-Civita connection), $\nabla_I$, together with Christoffel symbols, $\Gamma_{IJK}(\Phi)$, and Riemann curvature, $R_{IJKL}(\Phi)$.

Under what conditions is the coupling for a given Lagrangian interaction actually a tensor in field space? Obviously, the potential is a scalar

$$V(\Phi) \rightarrow V(\Phi'),$$  \hspace{1cm} (6)

while the higher-derivative coupling from Eq. (2) is a tensor,

$$\lambda_{IJKL}(\Phi) \rightarrow \frac{\partial \Phi^P}{\partial \Phi'^I} \frac{\partial \Phi^Q}{\partial \Phi'^J} \frac{\partial \Phi^R}{\partial \Phi'^K} \frac{\partial \Phi^S}{\partial \Phi'^L} \lambda_{PQRS}(\Phi').$$  \hspace{1cm} (7)

In general, any Lagrangian interaction that depends solely on $\Phi^I$ and its first derivative $\partial_\mu \Phi^I$ will appear with a coupling that is a tensor. This is true because $\partial_\mu \Phi^I$ is already itself a tensor. There can, however, exist interactions with more than one derivative per field, e.g. involving the non-tensorial object $\partial_\mu \partial_\nu \Phi^I$. The couplings associated with these interactions are not tensors. As is well known, on-shell scattering amplitudes are invariant under changes of field basis, so these non-tensorial couplings will always enter in combinations that behave precisely as tensors.
2.2 Vacuum

Of course, in order to compute physical quantities it will be necessary to choose a vacuum at which the fields reside. To this end we define

$$\Phi^I = v^I + \phi^I,$$

where $\phi^I$ describe dynamical fluctuations about constant VEVs of the scalar fields, $v^I$. All of the dynamics of $\phi^I$ are dictated by the Lagrangian couplings and their derivatives evaluated at the VEV. So for example, their dispersion relations are controlled by $g_{IJ}(v)$ and $\partial_I \partial_J V(v)$—so crucially we have not assumed that the scalar fields are canonically normalized or that the mass matrix is diagonalized. We will return to this point later on. Meanwhile, the cubic interactions arise from $\partial_I g_{JK}(v)$ and $\partial_I \partial_J \partial_K V(v)$, and so on and so forth. Since the vacuum is assumed to be stable, the tadpole $\partial_I V(v)$ is zero.

In general, off-shell quantities such as the interaction vertices or correlators are not covariant under field redefinitions. However, as noted previously, observables such as the on-shell scattering amplitudes are indeed covariant.

For notational convenience, we will sometimes denote symmetrized covariant derivatives of the potential by

$$V_{I_1 \ldots I_n}(v) = \nabla_{(I_1} \cdots \nabla_{I_n)} V(v),$$

where the right-hand size is defined to include a $1/n!$ symmetry factor. We emphasize that the derivatives here are taken with respect to the VEVs rather than the dynamical fields. Hereafter this will be assumed throughout, unless otherwise stated. Since $V_I(v) = 0$ for a stable vacuum, we also find that $V_{I,J}(v) = \partial_I \partial_J V(v)$ and $V_{IJK}(v) = \nabla_I V_{JK}(v)$.

2.3 Fields vs. States

The scalar fields $\phi^I$ we have discussed thus far are flavor eigenstates\(^1\). This basis is particularly useful for exhibiting the underlying geometry of field space. On the other hand, we know that physical particles that undergo scattering are actually mass eigenstates. Naively, it might seem a somewhat formal exercise to construct the explicit mapping between these bases. However, this is actually crucial for any analysis of soft limits in amplitudes. The reason for this is that the soft limit requires the identification of a massless particle, which in turn requires the existence

\(^1\)Strictly speaking, this is a slight abuse of nomenclature since these states are not even canonically normalized on account of $g_{IJ}(v)$ being completely arbitrary.
of a well-defined notion of mass. In other words, it is not actually possible to take the soft limit of a general flavor eigenstate.

To construct the relationship between flavor and mass eigenstates we have to canonically normalize and diagonalize the linearized equation of motion for the scalar fields,

\[(g_{IJ}(v)\Box + V_{IJ}(v))\phi^I(x) = 0.\]  

(10)

Amusingly, this is achieved with the aid of another well-known geometric object: the local orthonormal basis. In particular, we introduce a tetrad \(e^I_i(v)\) which flattens the metric via

\[g_{IJ}(v)e_i^I(v)e_j^J(v) = \delta_{ij}.\]  

(11)

Hereafter, the indices \(i, j, k\), etc. will denote tetrad indices—or equivalently, mass eigenstate indices—that are raised and lowered using \(\delta^{ij}\) and \(\delta_{ij}\), respectively. The inverse tetrad is related to the tetrad via \(e^I_i(v) = e^J_j(v)\delta_{ij}g_{JI}(v)\). Eq. (11) shows that the tetrads canonically normalize the kinetic terms of the scalar fields. Meanwhile, in the tetrad basis the mass matrix is

\[V_{IJ}(v)e_i^I(v)e_j^J(v) = V_{ij}(v) = m_i^2(v)\delta_{ij},\]  

(12)

where in the last equality we have made the additional assumption that the tetrad also diagonalizes the mass matrix. This is always possible by composing an arbitrary tetrad by a suitable orthogonal rotation.

The mass eigenstates \(\langle p^i\rangle\) which describe scattering particles are labelled by a momentum \(p\) and tetrad index \(i\). The overlap of this mass eigenstate with a flavor eigenstate field is proportional to the tetrad,

\[\langle p^i|\phi^J(x)|0\rangle = e^{ij}(v)e^{ip \cdot x},\]  

(13)

where the on-shell condition is \(p^2 = m_i^2(v)\).

Last but not least, let us define the \(n\)-particle scattering amplitude,

\[A_{n}^{i_1\cdots i_n}(p_1, \cdots, p_n)\delta^D(p_1 + \cdots + p_n) = \langle p_1^{i_1} \cdots p_n^{i_n}|0\rangle,\]  

(14)

which is obtained via LSZ reduction of the \(n\)-particle correlator,

\[\langle p_1^{i_1} \cdots p_n^{i_n}|0\rangle = (-i)^{n+1}\lim_{p_a^2 \to m_{i_a}^2} \left[\prod_{a=1}^{n} \lim_{p_a^2 \to m_{i_a}^2} \delta_{i_a} \phi^{i_a}(p_a)\right] \langle T\phi^{i_1}(p_1) \cdots \phi^{i_n}(p_n)\rangle.\]  

(15)

This perspective offers a new geometric interpretation for the wavefunction normalization factors in the LSZ reduction formula: they are tetrad factors.
Since our analysis leans heavily on the geometry of field space, it will sometimes be more convenient to transform amplitudes from mass eigenstate to flavor eigenstate,

\[ A_{I_1\cdots I_n}^n(p_1,\cdots,p_n) = \left[ \prod_{a=1}^n \epsilon_{ia,I_a} \right] A_{i_1\cdots i_n}^n(p_1,\cdots,p_n), \]  

(16)

and vice versa. It should be obvious from Eq. (16) and its inverse that it is mechanically trivial to toggle between field space and tetrad indices, or equivalently, between flavor and mass eigenstate. Indeed, for any expression written in terms of geometric invariants, this operation is nothing more than a lexicographical relabelling of indices.

Let us comment briefly on our choice of basis for explicit computations. Of course, since the Lagrangian is composed of objects with field-space indices, the same will be true of the Feynman rules derived from this Lagrangian. Thus, for practical calculations it is simplest to use those Feynman rules to directly compute the amplitude in flavor eigenstate, \( A_{i_1\cdots i_n}^n \), and in the end to transform to the amplitude in mass eigenstate, \( A_{I_1\cdots I_n}^n \). The latter is the physical quantity that is subject to our soft theorem.

3 Geometric Soft Theorem

Armed with a framework describing the underlying geometry of scalar fields, we are now ready to introduce the main result of this paper: a geometric soft theorem valid for any massless state in a general theory of scalars.

3.1 Statement of Theorem

Our claim is that the soft limit of the tree-level \((n+1)\)-particle amplitude is universally related to the tree-level \(n\)-particle amplitude via\(^2\)

\[ \lim_{q \to 0} A_{i_1\cdots i_n}^{n+1} = \nabla^i A_{i_1\cdots i_n}^n + \sum_{a=1}^n \frac{\nabla^i V_{ia,j_a}}{(p_a + q)^2 - m^2_{j_a}} \left( 1 + q^\mu \frac{\partial}{\partial p_a^\mu} \right) A_{i_1\cdots i_{a-1}j_a i_{a+1}\cdots i_n}^n. \]  

(17)

Here the soft particle is a massless scalar carrying momentum \(q\) and labelled by index \(i\), and we have dropped all contributions at \(\mathcal{O}(q)\) and higher. As we will show, this result is applicable even in the presence of massive spectator states and arbitrary higher-derivative operators.

Let us comment briefly on the technical application of this soft theorem. First, we emphasize again that the covariant derivative \(\nabla^i\) is computed with respect to the VEVs and not the

\(^2\)We believe that this soft theorem actually applies non-perturbatively in the case of vanishing potential.
dynamical scalars, as should be obvious since the latter do not even appear in the amplitude.

Second, in order to ensure that the soft limit itself maintains total momentum conservation, we send $q \to 0$ only after eliminating the momentum of some auxiliary leg from the $(n+1)$-particle amplitude. Consequently, the differential operator $q^\mu \frac{\partial}{\partial p^\mu}$ should also be applied with that same prescription. A similar approach is needed in the application of subleading soft theorems in gauge theory and gravity [4]. We will elaborate on this point later on.

Eq. (17) is a simple geometric restatement of the usual physical intuition: a soft scalar parameterizes a shift of the VEVs. In particular, the first term in Eq. (17) describes the effect of a shift of the VEV on coupling constants and internal propagators, while the second term corresponds to the effect of this shift on external propagators. Notably, the latter disappears when the theory does not have a potential.

3.2 Proof of Theorem

We are now ready to prove the soft theorem in Eq. (17). To begin, consider the Euler-Lagrange equations of motion for the fields $\phi^I$ that fluctuate about $v^I$,

$$\partial_\mu J^\mu_I = \frac{\delta L}{\delta \phi^I} \quad \text{where} \quad J^\mu_I = \frac{\delta L}{\delta \partial_\mu \phi^I}.$$  \hspace{1cm} (18)

By construction, the dependence of the Lagrangian on the scalar field and on the VEV enter identically, since $\Phi^I = v^I + \phi^I$. The equations of motion thus imply that

$$\partial_\mu J^\mu_I = \partial_I L,$$ \hspace{1cm} (19)

where the derivative on the right-hand side is with respect to the VEV. We will show that the soft theorem in Eq. (17) follows from evaluating Eq. (19) between scattering states.

To begin, let us expand the Lagrangian in Eq. (2) about $\Phi^I = v^I + \phi^I$, yielding

$$L = \frac{1}{2} (g_{IJ}(v) + \partial_K g_{IJ}(v) \phi^K + \cdots) \partial_\mu \phi^I \partial^\mu \phi^J - (V(v) + \partial_I V(v) \phi^I + \frac{1}{2} \partial_I \partial_J V(v) \phi^I \phi^J + \cdots) + \cdots,$$ \hspace{1cm} (20)

where the ellipses denote terms higher order in fields or higher order in derivatives which will not affect our analysis. From Eq. (20) we compute the left- and right-hand sides of Eq. (19),

$$\partial_\mu J^\mu_I = \Box \phi_I + \partial_K g_{IJ}(v) \partial_\mu (\phi^K \partial^\mu \phi^J) + \cdots,$$

$$\partial_I L = \frac{1}{2} \partial_I g_{JK}(v) \partial_\mu \phi^J \partial^K \phi^I - \partial_I \partial_J V(v) \phi^J - \frac{1}{2} \partial_I \partial_J \partial_K V(v) \phi^I \phi^K + \cdots.$$ \hspace{1cm} (21)

We will be interested in the overlap of the above operators with $n$-particle scattering states. These operators carry a free index $I$ which we identify with that of the soft particle. Furthermore,
\[ \langle \mathcal{O} \rangle_{\text{ext}} = \sum_{a=1}^{n} a \cdot A_{n} \cdot \mathcal{O}(q) \]

Figure 1: Diagrams computing \( \langle \mathcal{O} \rangle_{\text{ext}} \), which sums over the insertion of an operator \( \mathcal{O} \) on each external leg \( a \) of the \( n \)-particle amplitude.

the momentum \( q \) entering through each operator corresponds to that of the soft particle. So we assume that \( q^2 = 0 \) and consider the \( q \to 0 \) limit. For convenience, let us define the \( n \)-particle overlap with an operator \( \mathcal{O} \) to be

\[
\langle \mathcal{O} \rangle_{\delta_{D}}^{a_{1}, \cdots, a_{n}} = \lim_{q \to 0} \int d^{D} e^{iqx} e_{i_{1}I_{1}} \cdots e_{i_{n}I_{n}} \langle p_{1}^{i_{1}} \cdots p_{n}^{i_{n}} | \mathcal{O}(x) | 0 \rangle .
\] (22)

Now taking the \( n \)-particle overlap of the terms in the first line of Eq. (21), we obtain

\[
\langle \Box \phi \rangle_{\delta_{D}}^{I_{1}, \cdots, I_{n}} = \lim_{q \to 0} A_{n+1}^{I_{1}, \cdots, I_{n}} \langle p_{1}^{I_{1}} \cdots p_{n}^{I_{n}} | \mathcal{O}(x) | 0 \rangle ,
\] (23)

which implements LSZ reduction on the soft particle to give the on-shell \((n+1)\)-particle amplitude. Meanwhile, we also find that

\[
\langle \partial_{K} g_{I_{1}, I_{2}} \partial_{\mu} (\phi^{J} \phi^{K}) \rangle = \frac{1}{2} \langle \partial_{K} g_{I_{1}, I_{2}} \Box (\phi^{J} \phi^{K}) \rangle - \frac{1}{2} \langle \partial_{K} g_{I_{1}, I_{2}} \partial_{\mu} (\phi^{J} \phi^{K}) \rangle
\]
\[
= -\frac{1}{2} \langle \partial_{K} g_{I_{1}, I_{2}} \partial_{\mu} (\phi^{J} \phi^{K}) \rangle_{\text{ext}} ,
\] (24)

dropping the term involving \( \Box (\phi^{J} \phi^{K}) \) since it is proportional to \( q^2 = 0 \). Moreover, since the term \( \partial_{\mu} (\phi^{J} \phi^{K}) \) scales manifestly as \( \mathcal{O}(q) \), we know that as \( q \to 0 \) it can only contribute when inserted on an external propagator of a lower-point amplitude. Only in this case can a soft pole going as \( \mathcal{O}(1/q) \) arise from the external propagator, thus yielding a non-vanishing contribution. We denote contributions of this type with a corresponding subscript, so the operator insertion \( \langle \mathcal{O} \rangle_{\text{ext}} \) corresponds to the diagram in Fig. 1. Putting all of these pieces together we obtain

\[
\langle \partial_{\mu} J^{\mu}_{I} \rangle = \lim_{q \to 0} A_{n+1}^{I_{1}, \cdots, I_{n}} - \frac{1}{2} \langle \partial_{K} g_{I_{1}, I_{2}} \partial_{\mu} (\phi^{J} \phi^{K}) \rangle_{\text{ext}} ,
\] (25)

for the \( n \)-particle overlap of the first line of Eq. (21).

Let us now compute the \( n \)-particle overlap of the second line of Eq. (21). It will be crucial to distinguish between terms in the Lagrangian which are quadratic in fields, corresponding to kinetic and mass terms, versus those which are cubic order or higher, corresponding to interaction vertices. The latter contribute to \( \langle \partial_{I} L \rangle \) through \( n \)-particle diagrams in which the coupling in
each interaction vertex is replaced with the derivative of that coupling with respect to the VEV. Meanwhile, the former contribute to \( \langle \partial_I L \rangle \) through \( n \)-particle diagrams in which a propagator is replaced with the derivative of that propagator—or more precisely, the derivative of the kinetic and mass parameters in that propagator—with respect to the VEV. Thus we learn that

\[
\langle \partial_I L \rangle = \partial_I A^n_{I_1 \ldots I_n} + \frac{1}{2} \partial_I g_{JK} \partial_\mu \phi^J \partial^\mu \phi^K - \partial_I \partial_J \partial_K V \phi^J \phi^K \rangle^{\text{ext}},
\]

where we have used that \( \langle \partial_I \partial_J V(v) \phi^K \rangle \) will eventually vanish when transforming to mass eigenstate basis since the soft particle is assumed to be massless. Indeed, if the soft particle was massive then a shift of the VEV would induce a tadpole, which would be inconsistent. The first term in this expression arises from insertions of \( \partial_I L \) into interaction vertices or internal propagators. Those graphical elements are the only objects that appear in the scattering amplitude, since external propagators are amputated. Meanwhile, the second term appears when \( \partial_I L \) is inserted on an external propagator, corresponding to the deformation of the LSZ operation from a shift of the VEV.

Equating Eq. (25) and Eq. (26) by the equations of motion and rearranging terms, we obtain

\[
\lim_{q \to 0} A^{n+1}_{I_1 \ldots I_n, l} = \partial_I A^n_{I_1 \ldots I_n} + \frac{1}{2} \partial_I g_{JK} \partial_\mu (\phi^J \partial^\mu \phi^K) + \partial_I g_{JK} \partial_\mu \phi^J \partial^\mu \phi^K - \partial_I \partial_J \partial_K V \phi^J \phi^K \rangle^{\text{ext}}
\]

\[
= \partial_I A^n_{I_1 \ldots I_n} - \langle \Gamma_{IJ} \phi^J \Box \phi^K + \frac{1}{2} \partial_I V_{JK} \phi^J \phi^K \rangle^{\text{ext}},
\]

where we have used that the Christoffel symbol is \( \Gamma^I_{JK} = \frac{1}{2} g^{IL} (\partial_J g_{LK} + \partial_K g_{LJ} - \partial_L g_{JK}) \). Note that the operator inside the brackets is the cubic vertex for the scalar fields. By rewriting \( \Box \) as the linearized wave equation plus a difference term, we find that the latter contribution exactly combines with \( \partial_I V_{JK} \) to make it covariant, so

\[
\lim_{q \to 0} A^{n+1}_{I_1 \ldots I_n, l} = \partial_I A^n_{I_1 \ldots I_n} - \langle \Gamma_{IJ} \phi^J (\Box \phi^K + V^K L \phi^L) + \frac{1}{2} \nabla_I V_{JK} \phi^J \phi^K \rangle^{\text{ext}}.
\]

As noted earlier, the remaining operator insertions should be evaluated on an external propagator connecting to an \( n \)-particle subamplitude. By construction, we have arranged so that one of the terms will immediately pinch a neighboring propagator, so

\[
-\langle \Gamma_{IJ} \phi^J (\Box \phi^K + V^K L \phi^L) \rangle^{\text{ext}} = - \sum_{a=1}^n \Gamma_{Ja} A^n_{I_1 \ldots I_a \ldots I_n}.
\]

This then implies the following relation between the soft limit of the \((n + 1)\)-particle amplitude and the \( n \)-particle amplitude.

\[
\lim_{q \to 0} A^{n+1}_{I_1 \ldots I_n, l} = \nabla_I A^n_{I_1 \ldots I_n} - \frac{1}{2} \langle \nabla_I V_{JK} \phi^J \phi^K \rangle^{\text{ext}}.
\]
The last term corresponds to all contributions to the \((n + 1)\)-particle amplitude which arise from the cubic potential vertex attached to an \(n\)-particle subamplitude. Notably, the latter is actually an off-shell object, since one of the external legs has accumulated the soft momentum \(q\). The potential contribution can be evaluated explicitly, and is

\[
-\frac{1}{2} \langle V_{IJK} \phi^I \phi^K \rangle_{\text{ext}} = \sum_{a=1}^{n} \nabla_I V_{Ia} J_a \Delta(p_a + q) J_a K_a A_{I_1 \cdots K_a \cdots I_n}^n(p_1, \cdots, p_a + q, \cdots, p_n) \tag{31}
\]

where \(\Delta(p)_{IJ} = (\delta_{IJ} p^2 - V_{IJ})^{-1}\) is the propagator in the flavor eigenstate basis. In the first line, we have technically taken an off-shell continuation of the \(n\)-particle amplitude since the external leg carrying the operator insertion carries momentum \(p_a + q\) accrued from the momentum \(q\) of the soft particle. Since this object is off-shell, one might rightly worry that this expression is not invariant under changes of field basis. As we will see in the next section, however, these off-shell contributions magically cancel amongst each other in the full soft theorem. Moreover, in the second line above we have simply rewritten the shifted momentum as an operator \(1 + q^\mu \partial / \partial p_a^\mu\) acting on the on-shell \(n\)-particle amplitude. Combining Eq. (30) and Eq. (31) and trivially mapping to tetrad basis, we obtain the claimed geometric soft theorem in Eq. (17).

### 3.3 Field Basis Independence

It is not a priori obvious why the soft theorem in Eq. (17) is a sensible on-shell operation. The left-hand side is the limit of an on-shell quantity, but the right-hand side is the differential of an on-shell quantity. If the derivative in question does not preserve the on-shell conditions then one could rightly worry that the resulting expression is inherently off-shell and thus dependent on choice of field basis. Here we address those concerns and show that they are not a problem.

First, we study the question of total momentum conservation. Consider the addition of “zero” to the \(n\)-particle amplitude by adding

\[
\delta A_n^{i_1 \cdots i_n} = (p_1 + \cdots + p_n)^\mu O_{i_1 \cdots i_n}^{i_1 \cdots i_n} \tag{32}
\]

which is simply the total momentum contracted with an arbitrary tensor. By construction, \(\delta A_n^{i_1 \cdots i_n} = 0\) is zero on-shell, so we would be permitted to include or discard it at our convenience. However, let us instead consider the action of the soft theorem in Eq. (17) on this contribution. Obviously, \(\nabla^i \delta A_n^{i_1 \cdots i_n} = 0\) since \(\nabla^i\) commutes with total momentum. On the other hand, it is
evident that $q^\mu \frac{\partial}{\partial p_\mu} \delta A_n^{i_1 \cdots i_n} \neq 0$. Thus, the soft theorem naively does not preserve total momentum conservation.

The resolution to this issue is that the soft limit itself requires a prescription in order to preserve momentum conservation. This is because sending $q \to 0$ with all other momenta fixed does not preserve total momentum conservation. Consequently, the soft limit must be defined with the prescription that the momentum of some auxiliary particle—distinct from the soft particle—has been eliminated from the $(n+1)$-particle amplitude to begin with. The same prescription should then be applied to the $n$-particle amplitude, in which case Eq. (32) is algebraically zero.

Second, let us consider the on-shell conditions. Again we add “zero” to the $n$-particle amplitude, this time via

$$\delta A_n^{i_1 \cdots i_n} = \Delta^{-1} (p_a + q)^{i_a \cdots j_a} \mathcal{O}^{i_1 \cdots j_a \cdots i_n} = (\delta^{i_a}_{j_a} p_a^2 - V^{i_a}_{j_a}) \mathcal{O}^{i_1 \cdots j_a \cdots i_n},$$

which is the on-shell condition for particle $a$ contracted with an arbitrary tensor. Plugging $\delta A_n^{i_1 \cdots i_n}$ into the soft theorem in Eq. (17), we find that the first term is

$$-\nabla^i V^{i_a}_{j_a} \mathcal{O}^{i_1 \cdots j_a \cdots i_n},$$

while the second term evaluates to

$$\nabla^i V^{i_a}_{j_a} \Delta^{-1} (p_a + q)^{j_a \cdots k_a} (p_a + q)^{k_a \cdots i_n} \mathcal{O}^{i_1 \cdots j_a \cdots i_n} = \nabla^i V^{i_a}_{j_a} \mathcal{O}^{i_1 \cdots j_a \cdots i_n},$$

where we have ignored all terms in which the differentials act on factors other than the on-shell condition. Remarkably, we see that the first and second terms exactly cancel, so $\delta A_n^{i_1 \cdots i_n}$ has no effect on the soft theorem.

In general, one might worry that a factor of the on-shell condition can appear in the $n$-particle amplitude in more complicated ways than in Eq. (33). For example, the on-shell condition might appear quadratically or higher. Fortunately, this scenario is not an issue because the differential operators will always leave a residual factor that is linear or higher in the on-shell condition, which will in turn vanish. Another possibility is that the on-shell condition enters deep inside the $n$-particle amplitude, for instance through an interaction vertex. However, even in this case, any factor of $p_a^2$ which appears can be reassociated with the $\delta^{i_a}_{j_a}$ that necessarily sits out in front of the amplitude, in which case Eq. (33) applies once again.

To summarize, we have shown that the soft theorem in Eq. (17) preserves on-shell kinematics, and is thus a sensible operation. As a corollary, all quantities on the left- and right-hand sides of this formula will appear in combinations which are invariant under changes of field basis.
4 Examples

In this section we apply the geometric soft theorem to some concrete examples. Of course, one can study a theory of maximal generality such as the one defined in Eq. (2), which includes arbitrary potential terms as well as two- and higher-derivative interactions. In fact, we have verified via explicit calculation that our soft theorem is valid up to seven-particle scattering in this general theory. Unsurprisingly, the resulting amplitudes expressions are quite complicated and not particularly illuminating. So it will be more instructive to instead consider the soft theorem in some explicit examples in which only a subset of the couplings is active.

4.1 General Potential

To start, consider a theory with a flat field-space manifold but with an arbitrary potential,

\[ L = \frac{1}{2} \delta_{IJ} \partial_\mu \Phi^I \partial^\mu \Phi^J - V(\Phi). \]  

Since the field-space metric is flat, the tetrad is trivial and the covariant derivative, \( \nabla_I \), and partial derivative, \( \partial_I \), are interchangeable. A straightforward computation yields the three-, four-, and five-particle scattering amplitudes,

\[ A^{i_1i_2i_3}_3 = -V^{i_1i_2i_3}, \]

\[ A^{i_1i_2i_3i_4}_4 = -V^{i_1i_2i_3i_4} - \sum_j \left( \frac{V^{i_1i_2j}V^{i_3i_4}_j}{s_{12} - m_j^2} + \frac{V^{i_2i_3j}V^{i_1i_4}_j}{s_{23} - m_j^2} + \frac{V^{i_1i_3j}V^{i_2i_4}_j}{s_{13} - m_j^2} \right), \]

\[ A^{i_1i_2i_3i_4i_5}_5 = -V^{i_1i_2i_3i_4i_5} - \sum_j \left( \frac{V^{i_1i_2j}V^{i_3i_4i_5}_j}{s_{12} - m_j^2} + \text{perm.} \right) \]

\[ - \sum_{j,k} \left( \frac{V^{i_1i_2j}V^{i_3i_4k}V^{i_5}_k}{(s_{12} - m_j^2)(s_{45} - m_k^2)} + \text{perm.} \right), \]

where here and throughout we define the Mandelstam invariants to be \( s_{ij} = (p_i + p_j)^2 \) and \( s_{ijk} = (p_i + p_j + p_k)^2 \).

We can now verify the validity of the soft theorem in Eq. (17). For example, consider the \( p_4 \rightarrow 0 \) limit of the four-particle amplitude. The four-particle contact contribution \( -V^{i_1i_2i_3i_4} \) maps correctly onto \( -\partial^4 V^{i_1i_2i_3} \). Furthermore, the four-particle factorization contributions map correctly onto the terms in Eq. (17) involving the cubic potential terms. As noted previously, these terms have the interpretation as the variation of the external propagators with respect to the VEV. The soft theorem similarly holds for the \( p_5 \rightarrow 0 \) soft limit of the five-particle amplitude, and so on and so forth.
The above analysis incorporates all possible potential operators. It is of course natural to ask what happens if we restrict to a subset of interactions, for example as would arise in $\Phi^4$ theory. However, we should emphasize here that our geometric soft theorem requires the inclusion of all interactions generated by an infinitesimal shift of the VEV. This is necessary because the covariant derivative effectively probes a small region in field space about the VEV. So to apply our geometric soft theorem to $\Phi^4$ theory one would need to compute amplitudes in a neighborhood of the original theory in field space, which in effect requires including $\Phi^3$ operators as well.

4.2 Two-Derivative Interactions

Next, let us examine a theory of massless scalars with general two-derivative interactions and no potential, also known as the non-linear sigma model (NLSM). The Lagrangian is

$$L = \frac{1}{2} g_{ij}(\Phi) \partial_\mu \Phi^i \partial^\mu \Phi^j = \frac{1}{2} (\delta_{ij} - \frac{1}{3} R_{IKL} \phi^K \phi^L - \frac{1}{6} \nabla_M R_{IKLM} \phi^K \phi^L \phi^M + \cdots) \partial_\mu \phi^i \partial^\mu \phi^j,$$

where in the second equation we have expanded about the VEV using the analog of Riemann normal coordinates. This choice of field basis makes the dependence on geometric quantities manifest. Note that the three-particle vertex is identically zero, since the Christoffel connection evaluated at the vacuum is zero in Riemann normal coordinates. This fact can also be understood purely from the perspective of amplitudes: the on-shell three-particle amplitude in a derivatively coupled theory of scalars is always zero, so the corresponding Lagrangian term can be eliminated by a field redefinition.

It is a simple but tedious exercise to compute the three-, four-, five-, and six-particle scattering amplitudes,

$$A_3^{i_1i_2i_3} = 0,$$

$$A_4^{i_1i_2i_3i_4} = R^{i_1i_3i_2i_4}_{i_1i_3i_2i_4} s_{34} + R^{i_1i_2i_3i_4}_{i_1i_2i_3i_4} s_{24},$$

$$A_5^{i_1i_2i_3i_4i_5} = \nabla_{i_3} R^{i_1i_3i_2i_4}_{i_1i_3i_2i_4} s_{45} + \nabla_{i_4} R^{i_1i_4i_3i_5}_{i_1i_4i_3i_5} s_{35} + \nabla_{i_4} R^{i_1i_2i_3i_5}_{i_1i_2i_3i_5} s_{25} + \nabla_{i_5} R^{i_1i_5i_2i_4}_{i_1i_5i_2i_4} s_{34} + \nabla_{i_5} R^{i_1i_2i_3i_4}_{i_1i_2i_3i_4} (s_{24} + s_{45}),$$

$$A_6^{i_1i_2i_3i_4i_5i_6} = -\frac{1}{72} \left( R^{i_1i_3i_2j}_{i_1i_3i_2j} s_{12} + R^{i_1i_2i_3j}_{i_1i_2i_3j} s_{13} \right) \frac{1}{s_{123}} \left( R^{i_6i_5i_4}_{i_6i_5i_4} s_{46} + R^{i_5i_6i_4}_{i_5i_6i_4} s_{45} \right)$$

$$+ \frac{1}{108} \left( R^{i_1i_1i_2j}_{i_1i_1i_2j} (s_{12} - \frac{1}{6} s_{123}) + R^{i_1i_2i_1j}_{i_1i_2i_1j} (s_{13} - \frac{1}{6} s_{123}) \right) \left( R^{i_5i_6i_4}_{i_5i_6i_4} + R^{i_5i_6i_4}_{i_5i_6i_4} \right)$$

$$+ \frac{1}{90} R^{i_1i_6i_5j}_{i_1i_6i_5j} R^{i_2i_3i_4}_{i_2i_3i_4} s_{13} + \frac{1}{80} \nabla_{i_6} \nabla_{i_5} R^{i_1i_2i_3i_4}_{i_1i_2i_3i_4} s_{13} + \text{perm}.$$

We are now equipped to verify the validity of the soft theorem in Eq. (17) for the two-derivative
theory. The \( p_4 \to 0 \) limit of the four-particle amplitude is zero,

\[
\lim_{p_4 \to 0} A_{A_4}^{i_1i_2i_3i_4} = 0 = \nabla s^i A_{A_3}^{i_1i_2i_3},
\]

which is consistent since the three-particle amplitude vanishes identically. Meanwhile, taking
the \( p_5 \to 0 \) limit of the five-particle amplitude yields

\[
\lim_{p_5 \to 0} A_{A_5}^{i_1i_2i_3i_4i_5} = \nabla s^i R_{A_6}^{i_1i_2i_3i_4} s_{A_4} + \nabla s^i R_{A_6}^{i_1i_2i_3i_4} s_{A_2} = \nabla s^i A_{A_4}^{i_1i_2i_3i_4},
\]

which again accords with the soft theorem. Last of all, the \( p_6 \to 0 \) limit of the six-particle
amplitude also satisfies the soft theorem in a quite non-trivial fashion, as factorizable and non-
factorizable terms conspire to give the covariant derivative of the five-particle amplitude. While
the above analysis applies to any two-derivative theory, we will discuss in Sec. 5 the case where
the soft limit vanishes, i.e. there is an Adler zero.

### 4.3 Higher-Derivative Interactions

Last but not least, let us consider the two-derivative theory augmented by the leading higher-
derivative interaction. This theory is described by the Lagrangian,

\[
L = \frac{1}{2} g_{i,j}(\Phi) \partial_i \Phi \partial_j \Phi^J + \frac{1}{4} \lambda_{i,j,k,l}(\Phi) \partial_i \Phi \partial_j \Phi \partial_k \Phi \partial_l \Phi^J.
\]

The \( \lambda \)-dependent contributions to three-, four-, five-, and six-particle scattering amplitudes are

\[
\begin{align*}
A_{A_3}^{i_1i_2i_3} &= 0, \\
A_{A_4}^{i_1i_2i_3i_4} &= \frac{1}{2} s_{A_2} s_{A_3} \lambda^{i_1i_2i_3i_4} + \frac{1}{2} s_{A_2} s_{A_4} \lambda^{i_1i_2i_3i_4} + \frac{1}{2} s_{A_3} s_{A_4} \lambda^{i_1i_2i_3i_4} \\
A_{A_5}^{i_1i_2i_3i_4i_5} &= \frac{1}{2} s_{A_2} s_{A_3} s_{A_4} \nabla s^i \lambda^{i_1i_2i_3i_4i_5} + \frac{1}{2} s_{A_2} s_{A_3} s_{A_5} \nabla s^i \lambda^{i_1i_2i_3i_4i_5} + \frac{1}{2} s_{A_3} s_{A_4} s_{A_5} \nabla s^i \lambda^{i_1i_2i_3i_4i_5} \\
A_{A_6}^{i_1i_2i_3i_4i_5i_6} &= -\frac{1}{32} s_{A_2} s_{A_3} s_{A_4} s_{A_5} \lambda^{i_1i_2i_3i_4} \left( \frac{1}{s_{A_2} s_{A_3} s_{A_4} s_{A_5} \lambda^{i_1i_2i_3i_4}} s_{A_4} s_{A_5} + s_{A_2} s_{A_3} s_{A_4} s_{A_5} \right) \\
&\quad + \frac{1}{24} s_{A_2} s_{A_3} s_{A_4} \lambda^{i_1i_2i_3} \left( \frac{1}{s_{A_2} s_{A_3} s_{A_4} s_{A_5} \lambda^{i_1i_2i_3}} R_{j}^{i_1i_2i_3} (s_{A_4} s_{A_5} - \frac{1}{3} s_{A_4} s_{A_5}) + R_{j}^{i_1i_2i_3} (s_{A_4} s_{A_5} - \frac{1}{3} s_{A_4} s_{A_5}) \right) \\
&\quad + \frac{1}{48} s_{A_2} s_{A_3} s_{A_4} \lambda^{i_1i_2i_3} \left( \frac{1}{s_{A_2} s_{A_3} s_{A_4} s_{A_5} \lambda^{i_1i_2i_3}} R_{j}^{i_1i_2i_3} (s_{A_4} s_{A_5} - \frac{1}{3} s_{A_4} s_{A_5}) + R_{j}^{i_1i_2i_3} (s_{A_4} s_{A_5} - \frac{1}{3} s_{A_4} s_{A_5}) \right) + \text{perm.},
\end{align*}
\]

\(^3\)Note that in all subsequent analysis it is necessary to reduce to a minimal basis of Riemann curvature tensors and their derivatives using the first and second Bianchi identities. Furthermore one must place covariant derivatives in a canonical order.
which should be added to the two-derivative amplitudes computed in Eq. (39). In accordance with Eq. (17), the $p_4 \to 0$ soft limit of the four-particle amplitude vanishes. Furthermore, the $p_5 \to 0$ soft limit for the five-particle scattering amplitude also satisfies the soft theorem. The soft theorem also holds for the $p_6 \to 0$ soft limit of the six-particle amplitude, with delicate cancellations between contact terms and factorizable terms.

5 Theories with Symmetry

Historically, soft theorems were discovered in the context of spontaneous symmetry breaking. For each broken generator of the internal symmetry, a NGB emerges at low energies. This state transforms non-linearly under the symmetry and can exhibit certain universal soft behaviors.

For these reasons we dedicate the present section solely to the application of our geometric soft theorems to theories with symmetry. Our analysis will apply to any theory whose scalars exhibit a symmetry of linear or non-linear type. The case of NGBs will be a subset of our results. As we will see, our framework offers a new unified perspective on well-established phenomena such as the Adler zero and the dilaton soft theorem.

5.1 Geometry of Symmetry

Let us consider a general theory of scalars that is invariant under the following symmetry transformation of the fields,

$$\Phi^I \rightarrow \Phi^I + \mathcal{K}^I(\Phi).$$  \hspace{1cm} (44)

The symmetry in question may be linear or non-linear. Invariance implies that the Lagrangian is unchanged under Eq. (44). Applying the transformation to the general Lagrangian in Eq. (2), we find that the couplings are effectively shifted by

$$g_{IJ}(\Phi) \rightarrow g_{IJ}(\Phi) + \mathcal{L}_K g_{IJ}(\Phi),$$

$$V(\Phi) \rightarrow V(\Phi) + \mathcal{L}_K V(\Phi),$$

$$\lambda_{IJKL}(\Phi) \rightarrow \lambda_{IJKL}(\Phi) + \mathcal{L}_K \lambda_{IJKL}(\Phi),$$ \hspace{1cm} (45)

and so on, and where $\mathcal{L}_K$ is the Lie derivative with respect to $\mathcal{K}^I(\Phi)$. Since each term in Eq. (2) has different derivative structure, they are each separately invariant, so

$$\mathcal{L}_K g_{IJ}(v) = \mathcal{L}_K V(v) = \mathcal{L}_K \lambda_{IJKL}(v) = 0,$$ \hspace{1cm} (46)
where we have chosen to evaluate these expressions at the VEV. Crucially, we observe that the 
first condition in Eq. (46) implies that
\[ L_K g_{IJ}(v) = \nabla_I K_J(v) + \nabla_J K_I(v) = 0, \quad (47) \]
so \( K^I(v) \) is in fact a Killing vector of the field-space manifold at the VEV.

Note that if a tensor is annihilated by \( L_K \), then so too is the covariant derivative of that tensor, so in particular
\[ L_K \mathcal{O}_{I_1 \ldots I_n}(v) = 0 \quad \text{implies that} \quad L_K \nabla_J \mathcal{O}_{I_1 \ldots I_n}(v) = 0. \quad (48) \]

Altogether, this means that the tensor couplings in the Lagrangian as well as their covariant derivatives are all annihilated by \( L_K \). Since on-shell amplitudes are composed precisely out these objects, they are also annihilated,
\[ L_K A^i_{a_1 \ldots a_n} = \mathcal{K}_i \nabla^i A^i_{a_1 \ldots a_n} - \sum_{a=1}^n \nabla_{j_a} \mathcal{K}^i_{j_a} A^i_{a_1 \ldots j_a \ldots a_n} = 0. \quad (49) \]

This is the geometric statement that scattering exhibits the symmetry.

Thus far, we have not drawn any distinctions between linear and non-linear symmetries. To do so, let us expand Eq. (44) about the VEV using \( \Phi^I = v^I + \phi^I \), yielding the symmetry transformation
\[ \phi^I \rightarrow \phi^I + K^I(v) + \partial_J K^I(v) \phi^J + \ldots. \quad (50) \]
If the symmetry is linear at the VEV, then \( K^I(v) = 0 \) and we identify \( \partial_J K^I(v) = T^I_J \) as the corresponding generator. In this case Eq. (49) becomes
\[ \sum_{a=1}^n T_{j_a}^{i_a} A^i_{a_1 \ldots j_a \ldots a_n} = 0, \quad (51) \]
which is the usual Ward identity for the amplitude associated with an unbroken symmetry.

If, on the other hand, the transformation has an affine component, \( K^I(v) \neq 0 \), then the symmetry is non-linear. Moreover, using that the Lie derivative of the covariant derivative of the potential is zero, we find that
\[ 0 = L_K V_I(v) = K^J \nabla_J V_I(v) + \nabla_I K^J V_J(v) = K^J V_{IJ}(v). \quad (52) \]
This implies that the Killing vector is a null eigenvector of the mass matrix, and thus defines a massless state. The massless particle associated with \( K^I(v) \) is defined by \( \mathcal{K}_i(v) |p^j \rangle \). For obvious reasons, we dub this massless particle a NGB, since this is its identity in theories of spontaneous symmetry breaking. In the next section, we derive the corresponding soft theorem for this NGB.
5.2 Nambu-Goldstone Bosons

We are now ready to study the interplay between symmetry and soft limits. We restrict to the case of non-linear symmetries in which the spectrum includes a massless NGB. For simplicity we also assume a vanishing potential. In this case, the soft limit of the NGB is given by

\[ \lim_{q \to 0} \mathcal{K}_i A_{i_1 \cdots i_n}^{i_1 \cdots i_n} = \mathcal{K}_i \nabla^i A_{i_1 \cdots i_n}^{i_1 \cdots i_n}, \]  

which is simply the geometric soft theorem in Eq. (17) contracted against the Killing vector corresponding to that NGB.

Combining the geometric soft theorem in Eq. (17) together with the fact that the Lie derivative of the amplitude with respect to the Killing vector is zero in Eq. (49), we obtain

\[ \lim_{q \to 0} \mathcal{K}_i A_{i_1 \cdots i_n}^{i_1 \cdots i_n} = \sum_{a=1}^n \nabla_{j_a} \mathcal{K}_a A_{i_1 \cdots j_a \cdots i_n}^{i_1 \cdots i_n}, \]  

which is a non-zero soft theorem. In particular, the soft limit of the \((n + 1)\)-particle amplitude produces a linear combination of \(n\)-particle amplitudes.

Non-zero soft theorems have appeared recently in [20] in the context of two-derivative theories of NGBs, and indeed those are a subcase of the soft theorem described above. Our framework clarifies the content of these non-zero soft theorems by presenting them in terms of geometric quantities which are invariant under changes of field basis.

A broad class of NGB theories describe the symmetry breaking pattern of a group \(G\) to a subgroup \(H\). The corresponding effective theory is of course given by a NLSM whose target space is the coset \(G/H\). Such manifold is endowed with a set of Killing vectors, \(\mathcal{K}_\alpha(\Phi)\) for \(\alpha = 1, \cdots, \dim(G)\), which descend from the right-invariant vector fields on the group manifold \(G\). These Killing vectors satisfy

\[ [\mathcal{K}_\alpha, \mathcal{K}_\beta] = f_{\alpha\beta}^{\gamma} \mathcal{K}_\gamma, \]  

which are the commutation relations of the Lie algebra of \(G\).

Consider a specific point on \(G/H\) labelled by the VEV of the fields, \(v^I\). The full set of Killing vectors \(\mathcal{K}_\alpha(v)\) can be subdivided into the set of unbroken generators \(\mathcal{K}_a(v)\) and broken generators \(\mathcal{K}_i(v)\). We define the unbroken generators by

\[ \mathcal{K}_a(v) = \mathcal{T}_a(v) \quad \text{for} \quad a = 1, \cdots, \dim(H), \]  

\[ 4 \text{This formulation of the geometric soft theorem can also be proven directly using current algebra arguments for the Noether current, } j_\mu = \mathcal{K}(\Phi) \partial_\mu \Phi^I, \text{ associated with the symmetry transformation.} \]
which satisfy the commutation relations of the Lie algebra of $H$,

$$[\mathcal{T}_a, \mathcal{T}_b] = f_{ab}^c \mathcal{T}_c. \quad (57)$$

Since the unbroken generators stabilize $v^I$, they vanish precisely at that value of the VEV, so

$$\mathcal{T}_a^I(v) = 0. \quad (58)$$

Note that the identity of the unbroken generators will in general change for different values of the VEV, but the above equation will still hold. Moreover, Eq. (58) only holds at the VEV and not at every point on the manifold, so in general covariant derivatives of the broken generator will not be zero at the VEV.

On the other hand, the broken generators are defined by

$$\mathcal{K}_i(v) = \mathcal{X}_i(v) \quad \text{for} \quad i = 1, \cdots, \dim(G/H), \quad (59)$$

which do not vanish at the VEV and which satisfy the commutation relations

$$[\mathcal{T}_a, \mathcal{X}_i] = f_{ai}^j \mathcal{X}_j, \quad (60)$$

$$[\mathcal{X}_i, \mathcal{X}_j] = f_{ij}^k \mathcal{T}_a + f_{ij}^k \mathcal{X}_k. \quad (61)$$

Note that we have used the indices $i, j, k$, etc. for the broken generators because they precisely span the tangent space of the field manifold.

At last we are ready to derive a geometric soft theorem for a theory of $G/H$ symmetry breaking. In particular, we consider Eq. (54) where the soft NGB is defined by the Killing vector $\mathcal{X}_j$ for a broken generator, so

$$\lim_{q \to 0} (\mathcal{X}_j)_i A_{n+1}^{i_1 \cdots i_n} = \sum_{a=1}^n \nabla_{j a} (\mathcal{X}_j)^i A_n^{i_1 \cdots j a \cdots i_n}. \quad (62)$$

In order to simplify the right-hand side we need to compute the quantity $\nabla_{j a} (\mathcal{X}_j)^i$. To this end we define $(t_\alpha)_{\beta \gamma} = f_{\beta \alpha} \gamma$, which is the generator of the adjoint of $G$. The Killing vectors at an arbitrary point $\Phi^I = v^I + \phi^I$ on the field manifold are related to those at $v^I$ by the adjoint action of $G$ [12], which in components are

$$\mathcal{K}_\alpha^i(\Phi) = [e^{\phi^I}]_\alpha^\beta \mathcal{K}_\beta^i(v) = [e^{\phi^I}]_\alpha^k \mathcal{X}_k^i(v)$$

$$= \delta_\alpha^k \mathcal{X}_k^i(v) + \phi^j f_{ai}^k \mathcal{X}_k^i(v) + \phi^j \phi^\gamma f_{a i}^k \mathcal{X}_k^i(v) + \cdots, \quad (63)$$
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where we have used Eq. (58) to drop the unbroken generators, which vanish at the VEV. We will also need the components of the spin connection, which are given in [21]:

\[ \omega_{ij}^k(\Phi) = \frac{1}{2} f_{ij}^k + f_{aj}^k K_a^i(\Phi). \]  

Combining the above expressions we find that

\[ \nabla_i(X_j)_k = \partial_i(X_j)_k + \omega_{ik}^l(X_j)_l = f_{ki}^l(X_j)_l + \frac{1}{2} f_{ik}^l(T^a_i)_l = -\frac{1}{2} f_{ik}^l(X_j)_l, \]  

where again we have used the vanishing of the broken generators in Eq. (58). Plugging Eq. (65) back into Eq. (62), we obtain the geometric soft theorem for a \( G/H \) coset space,

\[ \lim_{q \to 0} A_{i_1 \ldots i_n}^{i_{n+1}} = -\frac{1}{2} \sum_{a=1}^n f_{j_a}^{i_a i_1} A_{i_1 \ldots i_n}^{i_{n+1}}, \]  

where we have stripped off the contraction with \( X_j \) since it appears on both sides of the soft theorem, which must hold for any \( j \). Note that the right-hand side of Eq. (66) depends solely on the structure constants of broken generators in Eq. (61).

This result has an interesting geometric interpretation. In addition to the Levi-Civita connection, coset manifolds are endowed with a distinct “\( H \)-connection”, \( \nabla \), which is also metric compatible but not torsion free [22]. The components of the torsion \( S = \nabla - \nabla \) are given by the structure constants [21],

\[ S_{ij}^k = \frac{1}{2} f_{i}^{k j}. \]  

Thus, when the geometric soft theorem in Eq. (66) is non-zero, the right-hand side measures the torsion of the \( H \)-connection of \( G/H \). For a detailed discussion of torsion in NLSM see [23].

### 5.3 Adler Zero Revisited

Let us now turn to the scenario in which the right-hand side of the geometric soft theorem is vanishing, \( i.e. \) exhibits an Adler zero. We will see how our approach offers a new geometric perspective on the classic soft theorems of the NLSM [5].

To begin, let us turn to the general two-derivative theory described in Sec. 4.2, assuming an Adler zero condition for all amplitudes. For the soft limit of the five-particle amplitude in Eq. (39) this implies that \( \nabla^{i_5} R^{i_1 i_2 i_3 i_4} = 0 \), while for six-particle scattering this implies that \( \nabla^{(i_5 \nabla^{i_6})} R^{i_1 i_2 i_3 i_4} = 0 \). For \( n \)-particle scattering, the Adler zero enforces that \( \nabla^{(i_5 \ldots \nabla^{i_n})} R^{i_1 i_2 i_3 i_4} = 0 \). In the limit that \( n \) goes to infinity, this implies that all symmetric derivatives of the Riemann curvature are zero at the VEV. This is equivalent to saying that
\( \nabla^{i_5} R_{i_1 i_2 i_3 i_4} = 0 \) at any arbitrary point in field space, and so the Riemann curvature is covariantly constant. This is possible if and only if the manifold is a locally symmetric space or symmetric coset \([24,25]\). In conclusion, there is an Adler zero if and only if the field-space manifold is symmetric. The fact that the Adler zero only holds for symmetric cosets is known \([26,27]\), but our result explains that this is the only class of target space manifolds for which it holds.

A natural question is then: in what circumstances do higher-derivative deformations of the NLSM preserve the Adler zero \([28]\)? Our soft theorem provides a clear answer. The Adler zero is maintained by any higher-derivative coupling that is a covariantly constant tensor in field space. For instance, the general four-derivative interaction in the Lagrangian in Eq. (42) only preserves the Adler zero if \( \nabla^{i_5} \lambda_{i_1 i_2 i_3 i_4} = 0 \) at all points in field space.

Amusingly, if the field-space manifold is a symmetric space then products of Riemann tensors satisfy additional sets of identities such as

\[
0 = [\nabla^{i_1}, \nabla^{i_2}] R^{i_3 i_4 i_5 i_6} = R^{i_1 i_2 i_3} R^{i_4 i_5 i_6} + R^{i_1 i_2 i_4} R^{i_3 i_5 i_6} + R^{i_1 i_2 i_5} R^{i_3 i_4 i_6} + R^{i_1 i_2 i_6} R^{i_3 i_4 i_5} ,
\]

which follow from the fact that the Riemann curvature is covariantly constant. This reduces the number of independent tensor structures that can be constructed. For \( n \)-particle scattering, this number is \((n - 2)!\), which exactly coincides with the number of independent color structures in gauge theory \([29,30]\). This concordance was required in order for color-kinematics duality and the double copy \([31–34]\) to be applicable to amplitudes in the NLSM on a symmetric coset.

Yet another way to understand the Adler zero is in terms of Killing vectors. By definition, a symmetric space is a coset whose generators exhibit a \( \mathbb{Z}_2 \) parity under which the broken generators are odd, so

\[
\mathcal{T}_a \to \mathcal{T}_a \quad \text{and} \quad \mathcal{X}_i \to -\mathcal{X}_i .
\]

Compatibility with this parity requires that the commutation relations take the form

\[
[\mathcal{T}_a, \mathcal{X}_i] = f_{ai}^j \mathcal{X}_j ,
\]

\[
[\mathcal{X}_i, \mathcal{X}_j] = f_{ij}^a \mathcal{T}_a ,
\]

which is to say that \( f_{ij}^k = 0 \) in Eq. (61). As a consequence, the covariant derivatives of broken generators are zero \([35]\),

\[
\nabla_i \mathcal{X}_j^I (v) = \nabla_i \mathcal{X}_j^I (v) = 0 ,
\]

which can be shown using Eq. (65). Using Eq. (54) or Eq. (66), we see that right-hand side of the soft theorem vanishes for symmetric spaces, thus yielding the Adler zero.

Our reformulation of the Adler zero in terms of Killing vectors reveals an unnecessary assumption in the usual current algebra proof of the Adler zero for two-derivative theories without
a potential \[5\]. In particular, it is not necessary to require the absence of three-point interactions and linear terms in the symmetry transformation. So their presence cannot ever preclude a vanishing soft limit. Indeed, by solving the Killing equation (47) as a power series about the VEV and using Eq. (72),

\[
\mathcal{K}_I(\Phi) = \mathcal{K}_I(v) + \Gamma^J_{IK}(v)\mathcal{K}_J(v)\phi^K + \cdots, \tag{73}
\]

and also noting that

\[
g_{IJ}(\Phi) = g_{IJ}(v) + 2\Gamma_{(IJ)K}(v)\phi^K + \cdots, \tag{74}
\]

we see that the linear term of the symmetry transformation Eq. (44) and the three-point two-derivative interaction are both related to the Christoffel symbol. In fact, the relation is such that their effects precisely cancel in an amplitude, which can be easily confirmed by performing a field redefinition to Riemann normal coordinates, where the Christoffel symbol is zero. This simultaneously eliminates both the cubic interaction and the linear term in the symmetry transformation. In hindsight this had to be true given that the presence of three-point interactions is a field-basis-dependent statement, whereas the Adler zero is not.

Last but not least, it is natural to ask whether there are alternative ways that an Adler zero can arise on the right-hand side of Eq. (54). For example, is it possible to have \(\nabla_j \mathcal{K}^i = 0\) at all points in field space? This is equivalent to asking whether the Killing vector associated with the NGB can be covariantly constant. While this is possible, it is simple to show that such a degree of freedom couples rather trivially. Since the Lie derivative \(\mathcal{L}_k\) annihilates all coupling tensors and their covariant derivatives, then so too does \(n\) powers of the Lie derivative, which for covariantly constant \(\mathcal{K}\) is equal to \(\mathcal{L}_k^n = \mathcal{K}^{i_1} \cdots \mathcal{K}^{i_n} \nabla_{(i_1} \cdots \nabla_{i_n)}\). The fact that every coupling is annihilated by \(\mathcal{L}_k^n\) implies that there is a field basis in which the coupling tensors have no dependence on the corresponding NGB. So for example in the Lagrangian in Eq. (2), the couplings \(g_{IJ}, V\), and \(\lambda_{IJKL}\) would have no dependence on the NGB, although the NGB could still appear derivatively coupled through \(\partial_\mu \Phi^I\).

### 5.4 Dilatons

The soft dilaton theorem \[36–39\] is actually a corollary of our geometric soft theorem. To understand why, let us construct the effective Lagrangian for a dilaton coupled to an arbitrary theory of scalar “matter” fields. By definition, the dilaton is a compensator for scale transformations, so one can construct its interactions via the so-called Stueckelberg trick. In particular, starting from the scalar matter field Lagrangian, we apply a scale transformation and then promote the scale parameter to a dynamical dilaton.
To start, consider a theory of scalar matter fields described by Eq. (2). Previously, we expanded $\Phi^I = v^I + \phi^I$ about an arbitrary VEV. In the case of the dilaton this is not permitted, however. The reason for this is that the dilaton is by definition the compensator for all scales, including VEVs. Said another way, if there are any fields in the theory that acquire VEVs other than the dilaton, then these states will necessarily mix with the dilaton. To simplify our analysis, we eliminate this mixing from the start by assuming $v^I = 0$ for the scalar matter fields.

In this basis the scalar matter field Lagrangian is

$$L = \frac{1}{2} g_{IJ} \partial_{\mu} \phi^I \partial^\mu \phi^J - V(\phi) + \cdots,$$

where the ellipses denote higher-derivative interactions. Next, consider a scale transformation,

$$x^\mu \rightarrow \xi^{1/\Delta} x^\mu \quad \text{and} \quad \phi^I \rightarrow \xi^{-1} \phi^I,$$

where by convention we have chosen $\xi$ to have the scaling dimension $\Delta = \frac{D-2}{2}$ of a scalar in $D$ dimensions. Applying Eq. (76) to Eq. (75) and promoting the scale parameter $\xi$ to a dynamical dilaton, we obtain the dilaton effective Lagrangian,

$$L = \frac{1}{2} \partial_\mu \xi \partial^\mu \xi + \frac{1}{2} g_{IJ}(\xi^{-1} \phi) \partial_\mu \phi^I \partial^\mu \phi^J - \xi^{D/\Delta} V(\xi^{-1} \phi) + \cdots.$$

Note that the dilaton kinetic term is fixed by its scaling dimension. Naively, the appearance of inverse powers of the dilaton may seem peculiar but this is not an issue because the VEV of the dilaton, $\langle \xi \rangle$, is assumed to be non-zero.

Let us now study the dilaton effective Lagrangian expanded about the vanishing VEVs of the scalar matter fields. First, we consider the two-derivative terms,

$$\frac{1}{2} g_{IJ}(\xi^{-1} \phi) = \frac{1}{2} (g_{IJ}(0) + \partial_K g_{IJ}(0) \xi^{-1} \phi^K + \cdots) \partial_\mu \phi^I \partial^\mu \phi^J.$$

Crucially, the lowest order coupling of the dilaton is to three scalar matter fields. Hence, the theory includes a dilaton-matter-matter-matter coupling but no dilaton-matter-matter coupling. The absence of the latter then implies that any Christoffel symbol involving the dilaton—which encodes the corresponding cubic vertices—is zero. This implies the geometric statement,

$$\nabla_{\langle \xi \rangle} = \partial_{\langle \xi \rangle},$$

so covariant and partial derivatives with respect to the VEV of the dilaton are one and the same. More invariantly, this means that the dilaton parameterizes a flat direction in field space that non-linearly realizes scale transformations.
Second, let us consider the expansion of the potential terms about the VEVs, yielding
\[
\xi^{D/\Delta}V(\xi^{-1}\phi) = \cdots + \frac{1}{2}\xi^{2/\Delta}\partial_i\partial_J V(0)\phi^i\phi^j + \cdots .
\] (80)

Here we see that the mass term for the scalar matter field is simply dressed by a factor of \(\xi^{2/\Delta}\). This is of course expected, since the dilaton modulates the mass spectrum uniformly. It will be useful later to realize then that
\[
\nabla(\langle\xi\rangle)V_{IJ} = 2\Delta\langle\xi\rangle V_{IJ},
\] (81)

so the covariant derivative of the mass matrix with respect to the dilaton VEV acts as a simple multiplicative factor.

At last, we are now equipped to apply the geometric soft theorem in Eq. (17) to the case of the dilaton. The soft limit of an amplitude with a single dilaton and \(n\) scalar matter fields is
\[
\lim_{q \to 0} A_{n+1}^{i_1\cdots i_n(\xi)} = \nabla(\langle\xi\rangle)A_n^{i_1\cdots i_n} + \sum_{a=1}^{n} \left(\frac{\nabla(\langle\xi\rangle)V_{ja}^i}{p_a + q} - m_{ja}^2 \right) \left(1 + q^\mu \frac{\partial}{\partial p_a^\mu}\right) A_n^{i_1\cdots j_a\cdots i_n}.
\] (82)

The above expression is secretly identical to the dilaton soft theorem described in [36–39]. To understand why, recall that dimensional analysis implies that
\[
\left(\Delta\langle\xi\rangle\partial + \sum_{a=1}^{n} p_a^\mu \frac{\partial}{\partial p_a^\mu}\right) A_n^{i_1\cdots i_n} = (D - n\Delta) A_n^{i_1\cdots i_n}.
\] (83)

The left-hand side extracts the total mass dimension of the amplitude by counting the overall powers of momenta and dimensionful coupling constants. By definition, the latter enter everywhere with factors of the dilaton VEV. Plugging Eq. (83) into Eq. (82) to eliminate \(\partial(\langle\xi\rangle)\), we obtain the soft dilaton theorem in its more standard form,
\[
\lim_{q \to 0} A_{n+1}^{i_1\cdots i_n(\xi)} = \frac{1}{f} \left[ D - n\Delta - \sum_{a=1}^{n} \left( p_a^\mu \frac{\partial}{\partial p_a^\mu} + m_{ja}^2 \frac{p_a \cdot q}{p_a + q} \left(1 + q^\mu \frac{\partial}{\partial p_a^\mu}\right) \right) \right] A_n^{i_1\cdots i_a\cdots i_n},
\] (84)

where we have defined the decay constant of the dilaton, \(f = \Delta\langle\xi\rangle\) [40].

6 Multiple-Soft Theorems

In this section we consider multiple-soft theorems that govern the behavior of amplitudes as a set of particles are taken soft, either consecutively or simultaneously. In the former, the
soft particles exhibit a hierarchy of softness that dictates their ordering. In the latter, all soft
particles are on the same footing. Throughout this analysis we focus on the leading non-trivial
order, dropping contributions $O(q)$ and higher. Furthermore, for simplicity we consider scalar
field theories in which the potential is vanishing.

6.1 Consecutive Double-Soft Theorem

The consecutive double-soft theorem is trivially obtained by applying the geometric soft theorem
in Eq. (17) on a pair of particles in sequence. A quantity of particular interest is the commutator
of consecutive double-soft limits, which a trivial calculation shows to be

$$\lim_{q_a \to 0} \lim_{q_b \to 0} A_{n+2}^{i_1 \cdots i_n i_a i_b} = [\nabla^{i_a}, \nabla^{i_b}] A_{n}^{i_1 \cdots i_n} = \sum_{c \neq a,b} R_{i_a i_b i_c j_c} A_{n}^{i_1 \cdots j_c \cdots i_n}.$$  (85)

The above expression is beautifully intuitive, since the commutator of soft limits measures the
change of the amplitude when transported around an infinitesimal square in field space—thus
probing the local curvature. Note also that Eq. (85) holds generally, i.e. for arbitrary two- and
higher-derivative interactions.

For the special case of the NLSM on a symmetric manifold, the right-hand side of Eq. (85)
sums to zero by the Jacobi identities, which are automatically satisfied by the Riemann curvature
on account of Eq. (68). This is necessary for consistency with the Adler zero in the single-soft
limit, which directly implies that the consecutive double-soft limit is also vanishing.

6.2 Simultaneous Double-Soft Theorem

Next, let us consider the simultaneous double-soft theorem, whereby a pair of particles is taken
soft at the same rate. Such a setup has previously been studied in the NLSM [41–45], both at
leading and subleading order. Here we prove that the leading double-soft limit for a general
scalar theory is

$$\lim_{q_a, q_b \to 0} A_{n+2}^{i_1 \cdots i_n i_a i_b} = \frac{1}{2} \sum_{c \neq a,b} \frac{s_{ac} - s_{bc}}{s_{ac} + s_{bc}} R_{i_a i_b i_c j_c} A_{n}^{i_1 \cdots j_c \cdots i_n} + \nabla^{(i_a} \nabla^{i_b)} A_{n}^{i_1 \cdots i_n}. \quad (86)$$

The first term already appears in the NLSM but the second term appears for a general the-
ory without a potential. One can verify directly that this double-soft theorem holds for the
amplitudes in Secs. 4.2 and 4.3.

Our proof of Eq. (86) is a generalization of the analysis in [45] for the NLSM. The amplitude
is organized into potentially singular terms, which have diagrammatic structure as in Fig. 2,
Figure 2: Diagram containing potentially singular terms in the simultaneous double-soft theorem.

and regular terms, which we denote by $\mathcal{R}$, as follows

$$A_{n+2}^{i_1 \cdots i_n i_a i_b} (p_1, \cdots, p_n, q_a, q_b) = \sum_{c \neq a, b} A_4^{i_a i_b i_c} (q_a, q_b, p_c, -\tilde{p}_c) \frac{1}{\tilde{p}_c^2} A_n^{i_1 \cdots i_c \cdots i_n} (p_1, \cdots, \tilde{p}_c, \cdots p_n) + \mathcal{R}_{n+2}^{i_1 \cdots i_n i_a i_b} (p_1, \cdots, p_n, q_a, q_b),$$

(87)

where $A_n$ is the amputated $n$-particle current with the momentum $\tilde{p}_c = p_c - q_a - q_b$ taken off-shell. The function $\mathcal{R}$ is a remainder function that is local in the soft momenta. By explicit calculation we find that the four-particle current is

$$A_4^{i_a i_b i_c} (j_c) = \frac{1}{2} R^{i_a i_b i_c} (j_c) (s_{ac} - s_{bc}) + \frac{1}{6} (R^{i_a i_b i_c} + R^{i_b i_c i_a} + R^{i_c i_a i_b} + R^{i_a i_c j_c} (s_{ac} + s_{bc} - 2s_{ab}) + \frac{1}{2} s_{ab} s_{cd} \lambda^{i_a i_b i_c} + \frac{1}{2} s_{ac} s_{bc} \lambda^{i_a i_b i_c} + \frac{1}{2} s_{bd} s_{ac} \lambda^{i_a i_b i_c} j_c),$$

(88)

as shown in Fig. 2. Here we have explicitly included the four-derivative coupling, $\lambda$, but all of our results will equally apply when including other higher-derivative interactions. Dropping contributions subleading in the soft expansion, we can effectively set $s_{ab} = s_{ac} = s_{bc} = s_{cd} = 0$ and $\tilde{p}_c^2 = s_{ac} + s_{bc}$, while setting the momenta $\tilde{p}_c$ in the subamplitudes equal to $p_c$. Combining Eq. (88) with Eq. (87) we obtain

$$\lim_{q_a, q_b \to 0} A_{n+2}^{i_1 \cdots i_n i_a i_b} = \frac{1}{2} \sum_{c \neq a, b} \frac{s_{ac} - s_{bc}}{s_{ac} + s_{bc}} R^{i_a i_b i_c} (j_c) A_n^{i_1 \cdots i_c \cdots i_n}$$

$$+ \frac{1}{6} \sum_{c \neq a, b} (R^{i_a i_b i_c} + R^{i_b i_c i_a} + R^{i_c i_a i_b} + R^{i_a i_c j_c}) A_n^{i_1 \cdots i_c \cdots i_n} + \lim_{q_a, q_b \to 0} \mathcal{R}_{n+2}^{i_1 \cdots i_n i_a i_b}.$$  (89)

Note that the four-derivative coupling, $\lambda$, does not affect the result at this order. The same is true of other higher-derivative couplings. To simplify the above expression, we compute the anti-commutator of consecutive soft limits of Eq. (87), yielding

$$\frac{1}{2} \left\{ \lim_{q_a \to 0}, \lim_{q_b \to 0} \right\} A_{n+2}^{i_1 \cdots i_n i_a i_b} = \frac{1}{6} \sum_{c \neq a, b} (R^{i_a i_b i_c} + R^{i_b i_c i_a} + R^{i_c i_a i_b} + R^{i_a i_c j_c}) A_n^{i_1 \cdots i_c \cdots i_n} + \lim_{q_a, q_b \to 0} \mathcal{R}_{n+2}^{i_1 \cdots i_n i_a i_b}.$$  (90)
We now compare this to the anti-commutator of consecutive soft limits computed directly from our geometric soft theorem,

\[ \frac{1}{2} \left\{ \lim_{q_a \to 0}, \lim_{q_b \to 0} \right\} A_{n+2}^{i_1 \cdots i_n \ a \ b} = \nabla^{(i_a} \nabla^{i_b)} A_{n}^{i_1 \cdots i_n}. \]  

(91)

Combining Eq. (89) with Eq. (90) and Eq. (91), we obtain the claimed simultaneous double-soft theorem in Eq. (86).

### 6.3 Simultaneous Triple-Soft Theorem

It is straightforward to generalize our proof of the simultaneous double-soft theorem to a triplet of particles. Applying parallel reasoning, we can prove a new simultaneous triple-soft theorem,

\[ \lim_{q_a, q_b, q_c \to 0} A_{n+3}^{i_1 \cdots i_n \ a \ b \ c} \]

\[ = \sum_{d \neq a, b, c} \frac{1}{2} \frac{s_{ad} - s_{bd}}{s_{ad} + s_{bd}} R_{i_1 \cdots i_d}^{i_a i_b i_d} \nabla^{i_c} + \frac{1}{3} \frac{s_{ad} - s_{bd}}{s_{ad} + s_{bd} + s_{cd}} \nabla^{i_c} R_{i_1 \cdots i_d}^{i_a i_b i_d} \]

\[ + \frac{1}{3} \frac{s_{ac} - s_{bc}}{s_{ab} + s_{ac} + s_{bc}} R_{i_1 \cdots i_d}^{i_a i_b i_c} \nabla^{j_d} A_{n}^{i_1 \cdots i_n} + (a \leftrightarrow c) + (b \leftrightarrow c) + \nabla^{(i_a} \nabla^{i_b} \nabla^{i_c)} A_{n}^{i_1 \cdots j_d \cdots i_n}, \]

(92)

which is applicable to any theory without a potential. Note that this formula has no analog in the NLSM, for which all amplitudes with odd numbers of particles are trivially zero. We have checked explicitly that this triple-soft theorem holds for seven-particle amplitudes in theories without a potential.

### 7 On-Shell Recursion Relations

It has long been appreciated that the Adler zero condition can be leveraged to bootstrap the scattering amplitudes of the NLSM [46, 47]. More recently, similar logic has been applied to a broader class of scalar effective field theories which exhibit enhanced symmetries [48, 49], including Dirac-Born-Infeld (DBI) theory and the special Galileon (SG) theory [50]. Notably, this soft bootstrap can be systematized using on-shell recursion relations [51] that directly exploit the soft behavior of amplitudes. See [52–59] for other recent work on the soft bootstrap.

These earlier explorations all suggest an intimate correlation between enhanced symmetry, vanishing soft limits, and on-shell constructibility. In the present work, we have shown that completely generic theories exhibit a geometric soft theorem even in the absence of symmetry. Interestingly, in many cases the soft limit does not even vanish. As we will see, we can still
exploit the geometric soft theorem to build an on-shell recursion relation for any arbitrary two-derivative scalar field theory. A priori, it is rather unintuitive that such generic theories should be on-shell constructible. However, one should bear in mind that the extra amplitudes data that is implicitly input into the recursion is the behavior of amplitudes in a small neighborhood about the VEV.

Before we begin, let us review the original Britto-Cachazo-Feng-Witten (BCFW) recursion relations [60,61]. We deform a pair of external momenta,

\[ p_1 \rightarrow p_1 + zq \quad \text{and} \quad p_2 \rightarrow p_2 - zq, \quad (93) \]

where \( z \) is a complex number and \( q \) is reference momentum satisfying \( q \cdot p_1 = q \cdot p_2 = q^2 = 0 \). We then apply Cauchy’s theorem to write the on-shell \( n \)-particle scattering amplitude as

\[ A_n(0) = \frac{1}{2\pi i} \oint dz \frac{A_n(z)}{z} = -\sum_{\alpha} \text{Res}_{z=z_{\alpha}} \left( \frac{A_n(z)}{z} \right). \quad (94) \]

The right-hand side is composed of a sum of residues corresponding to on-shell factorization diagrams and a contribution at \( z = \infty \). If the residue at \( z = \infty \) is zero then the \( A_n(0) \) can be calculated recursively from on-shell lower-particle amplitudes.

Theories with derivative interactions typically have poor high energy behavior, in which case the residue at \( z = \infty \) will generically non-zero. Nevertheless, the residue at infinity can actually be eliminated if the soft limit is known [51]. To do so, we define a soft momentum shift,

\[ p_a \rightarrow p_a (1 - z c_a), \quad (95) \]

with the condition that the deformed momenta should maintain total momentum conservation.\(^5\) Now we apply Cauchy’s theorem to a slightly modified integrand,

\[ A_n(0) = \frac{1}{2\pi i} \oint dz \frac{A_n(z)}{z F_{n,m}(z)} = -\sum_{\alpha} \text{Res}_{z=z_{\alpha}} \left( \frac{A_n(z)}{z F_{n,m}(z)} \right), \quad (96) \]

where we have defined the form factor

\[ F_{n,m}(z) = \prod_{a=1}^{n} (1 - c_a z)^m. \quad (97) \]

In the case of a vanishing soft limit, the poles generated by \( F_{n,m}(z) \) in the denominator are cancelled by the zeros in the amplitude. Hence, the only residues which contribute arise from

\(^5\)For \( n > D + 1 \) it is possible to find distinct \( c_i \) for generic \( p_i \).
factorization channels, each with a residue equal to the product of lower-particle amplitudes as dictated by unitarity

\[ A_n(z) = \frac{A_L(z)A_R(z)}{P_\alpha^2(z)} + \cdots, \quad (98) \]

where the propagator denominator is

\[ P_\alpha^2(z) = P_\alpha^2 + 2zP_\alpha \cdot Q_\alpha + z^2Q_\alpha^2 = P_\alpha^2(1 - z/z_\alpha^+)(1 - z/z_\alpha^-), \quad (99) \]

where \( P_\alpha = \sum_a p_a \) and \( Q_\alpha = -\sum_a c_a p_a \). Here \( z_\alpha^\pm \) are the two roots of the quadratic polynomial \( P_\alpha^2(z) \). Thus the resulting recursion formula is

\[ A_n(0) = \sum_\alpha \frac{A_L(z_\alpha^+)A_R(z_\alpha^-)}{(1 - z_\alpha^+/z_\alpha^-)F_{n,m}(z_\alpha^+)} + (z_\alpha^+ \leftrightarrow z_\alpha^-), \quad (100) \]

and can be used to construct all scattering amplitudes in the NLSM, DBI, and SG.

On the other hand, when the soft limit of the amplitude is known but non-zero, then one can construct a generalized version of soft on-shell recursion relations [53]. We instead consider

\[ A_n(0) = \frac{1}{2\pi i} \oint \frac{dz}{z} A_n(z) F_{n,1}(z) = -\sum_\alpha \text{Res}_{z=z_\alpha^\pm} \left( \frac{A_n(z)}{zF_{n,1}(z)} \right) - \sum_a \text{Res}_{z=1/c_a} \left( \frac{A_n(z)}{zF_{n,1}(z)} \right), \quad (101) \]

where in addition to the factorization poles we need to include the additional residues at \( z = 1/c_a \) from the poles in \( F_{n,1}(z) \).

At last, we are equipped to use our geometric soft theorem to derive on-shell recursion relations. For simplicity, let us consider a general two-derivative theory of scalars without a potential, as defined in Eq. (38). Crucially, in such a theory the soft limit need not vanish. In this case, each residue in the last term of Eq. (101) becomes

\[ \text{Res}_{z=1/c_a} \left( \frac{A_n(z)}{zF_{n,1}(z)} \right) = \nabla_i A_{n-1}(1/c_a) \frac{A_{n-1}(1/c_a)}{\Pi_{b\neq a}(1 - c_b/c_a)}, \quad (102) \]

This yields the on-shell recursion relation

\[ A_n(0) = \sum_\alpha \frac{A_L(z_\alpha^+)A_R(z_\alpha^-)}{(1 - z_\alpha^+/z_\alpha^-)F_{n,1}(z_\alpha^+)} + (z_\alpha^+ \leftrightarrow z_\alpha^-) + \sum_a \nabla_i A_{n-1}(1/c_a) \frac{A_{n-1}(1/c_a)}{\Pi_{b\neq a}(1 - c_b/c_a)}, \quad (103) \]

which is valid for a general two-derivative scalar theory.

Now let us check Eq. (103) for the very simplest case of building the five-particle amplitude in terms of the four-particle amplitude via on-shell recursion. To more easily construct the
momentum shift in Eq. (95) we specialize to three-dimensional kinematics. Note that this choice actually introduces no loss of generality, since the amplitudes of two-derivative scalar theories are degree one polynomials in Mandelstam variables, so they cannot include a three-dimensional Gram determinant. An explicit solution for the $c_a$ is [53]

$$
c_1 = s_{23}(s_{14}s_{23} - s_{13}s_{24} - s_{12}s_{34}),
$$

$$
c_2 = s_{13}(-s_{14}s_{23} + s_{13}s_{24} - s_{12}s_{34}),
$$

$$
c_3 = s_{12}(-s_{14}s_{23} - s_{13}s_{24} + s_{12}s_{34}),
$$

$$
c_4 = 2s_{12}s_{13}s_{23},
$$

$$
c_5 = 0.
$$

There are no contributions to Eq. (103) from factorization channels because the three-particle amplitude vanishes. Thus, the five-particle amplitude arises purely from the residues $z \to 1/c_a$. Explicitly, the five-particle amplitude is

$$
A_5(0) = \sum_{a=1}^{4} \frac{\nabla_i A_{4,a}(1/c_a)}{\Pi_{b=1,b\neq a}(1 - c_b/c_a)},
$$

where $A_{4,a}(1/c_a)$ is the four-particle amplitude not including particle $a$, and with momenta shifted by $z \to 1/c_a$. It is straightforward to check that Eq. (105) agrees precisely with the five-particle scattering amplitude we computed previously in Eq. (39). We have also checked numerically that Eq. (103) produces the correct six-particle amplitude.

Via repeated application of these on-shell recursion relations, any $n$-particle amplitude can be expressed in terms of the four-particle amplitude in Eq. (39). Again, it may seem peculiar that this is even possible, since a general two-derivative scalar theory does not exhibit any enhanced symmetry. However, the key point here is that the four-particle amplitude depends on the Riemann curvature as a function of the VEV. This quantity, together its covariant derivatives, encode all of the properties of the underlying manifold. So implicitly, the seed of the on-shell recursion relation is not simply the four-particle amplitude, but the four-particle amplitude evaluated at all points on the manifold.

8 Conclusions

In this paper we have described a systematic framework for recasting the dynamics of scattering in terms of the geometry of field space. On-shell scattering amplitudes are physical quantities, so they must be invariant under changes of field basis. Hence, they can be expressed in terms
of a set of corresponding geometric invariants. In particular, we have shown quite generally how a variety of geometric objects are actually avatars for familiar physical concepts, including LSZ reduction (the tetrad), Ward identities (the Lie derivative), single-soft limits (the covariant derivative), and multiple-soft limits (the curvature).

Regarding soft structure, we have shown how the geometry of field space mandates a universal soft theorem applicable to any theory of scalars, even including masses, potential interactions, and higher-derivative couplings. In general, the soft limit is non-vanishing. For theories with symmetry, we have shown how the soft theorem is exactly dictated by the associated Killing vectors in field space. When the symmetries are affine, the corresponding theories describe NGBs, and we show under what circumstances there exists an analog of the Adler zero. We also show how the dilaton soft theorem is another corollary of our geometric soft theorem. Last but not least, we have also derived new double- and triple-soft theorems and showed how to leverage our results to derive on-shell recursion relations that implement the soft bootstrap for a much broader class of theories.

The present work offers numerous avenues for future analysis. First and foremost is the generalization of our results to an even broader class of theories. In particular, it is obvious that the geometry of scalar field space will persist even with inclusion of spectator particles with spin, such as fermions and vectors. Hence, the soft limits of scalars will be universal in those theories as well. On the other hand, a more ambitious goal would be to apply our reasoning to the soft limit of particles with spin, as in the Weinberg soft theorems for gauge theory and gravity, and in non-relativistic or condensed matter systems.

Second, it would be interesting to understand the broader class of invariances under derivative field redefinitions. In particular, it is known that on-shell scattering amplitudes are unchanged by changes of field basis involving derivatives. What are the geometric invariants associated with these changes of basis? To our knowledge, there exists no unified framework to understand this structure.

Third, there is the question of further applications for scattering amplitudes. A natural question is whether there exist subleading generalizations of our geometric single- and multiple-soft theorems. Another question is whether one can construct on-shell recursion relations that leverage both kinematics as well as the geometry of field space. In such a construction, one would shift not only the external kinematics of an amplitude, but also the VEVs that dictate the couplings and masses that appear within it.
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