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ABSTRACT

The impact of lakes on climate is investigated in a set of global simulations performed with the CNRM-CM5 climate model coupled to the FLake lake scheme. First, offline simulations driven by ERA-Interim (ERA-I hereafter) reanalysis are performed on a limited set of lakes to find the best FLake parameters setting. Optimal values of lake depth, ice albedo and light extinction coefficient are defined by evaluating the model’s performance in different climates for surface temperature and lake ice duration. Second, global simulations are performed with and without FLake to assess the impact of lake representation on the surface energy balance and the boundary layer characteristics. Results indicate that FLake simulates the lake surface temperature satisfactorily in an offline mode and that the use of FLake coupled to CNRM-CM5 improves some of the global biases found in the climate model. It is also shown that lakes impact the surface energy budget significantly at a regional scale; however, the impact on climate is rather limited. Finally, future developments related to the implementation of a more physical snow model and a water balance in FLake are discussed.
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1. Introduction

Lakes and inland water bodies represent approximately 3.5% of the Earth’s non-glaciated land surface areas (Verpoorter et al., 2014). These are characterised by high spatial variability and amplitude varying from a few hectares to several tens of thousands of square kilometres. Although lakes exhibit a clear surface temperature diurnal cycle, it remains lower than over continents due to a stronger heat capacity. Lake density is high in some regions, such as the Great Lake regions in North America and also in boreal regions (Downing et al., 2006; Verpoorter et al., 2014). Such regions are characterised by frost in early winter and by thawing in spring, which substantially alter the nature of the energy exchange between the surface and the atmosphere. The frost formation on a lake alters its radiative properties, such as albedo and emissivity, and has a direct impact on the surface temperature. Changes in surface properties modify the surface energy balance and the energy exchanges between the surface and the atmosphere. Moreover, snow accumulation on a frozen lake modifies its thermodynamic properties due to the insulating effect of snow, leading to a decoupling between the lake and the atmosphere. Inversely, during the spring break-up, the surface atmosphere exchanges will restart abruptly and impact the surface energy balance, which is one of the major components of the main climatic balances. The seasonal behaviour of lakes reinforces the notion that lakes can significantly influence the regional climate at various spatial scales. Bonan (1995) demonstrated that lakes were responsible for a cooling effect in summer, with a decrease in sensible heat flux, associated with an increase in the latent heat flux and, consequently, evaporation. Lofgren (1997) showed that summer evaporation and precipitation were reduced in the Great Lakes region, due to an enhancement of the stability in the atmospheric boundary layer. Dutra et al. (2010) showed the changes in the partition of energy fluxes in high latitudes and equatorial regions when accounting for lakes in global simulations driven by an atmospheric reanalysis.

In Numerical Weather Prediction (NWP) and climate models, substantial efforts have been dedicated to the modelling of natural and ocean surfaces at the expense of lake and urban areas. The increase in the horizontal resolution of NWP and climate models with improved computer power has enabled lakes of smaller extent to be distinguished.
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For this reason, accounting for lakes in such modelling systems has become challenging, especially in regions where lake fraction is high. Balsamo et al. (2012) shown that simulating subgrid lakes in global forecasts allowed reducing forecast errors at high latitudes especially during spring and summer, mainly because of the high thermal inertia of lakes. The FLake scheme (Mironov, 2008) was introduced (Salgado and Le Moigne, 2010) in the SURFEX (EXternalised SURFace) surface modelling platform (Le Moigne et al., 2012; Masson et al., 2013), which gathers the developments related to surface parameterisations performed over the last 20 yr at the Centre National de Recherches Météorologiques (CNRM). SURFEX uses a standardised interface (Best et al., 2004) for the coupling between the atmosphere and the surface. During a model run, each surface grid cell is constrained by air temperature, specific humidity, horizontal wind speed, pressure, solid and liquid precipitation rates, and long-wave and short-wave radiation. SURFEX uses a tiling approach where each grid cell is made up of four surfaces: one for nature, one for urban areas, one for seas and oceans, and one for lakes. The fraction of each tile is computed with the global ECOCLIMAP database (Masson et al., 2003; Faroux et al., 2013), which combines land cover maps and satellite information. Grid-cell averaged fluxes for momentum, sensible and latent heat and possibly chemical species and dust fluxes are computed, along with averaged surface temperature, direct and diffuse albedo and emissivity, and returned to the atmosphere. These quantities are used as lower boundary conditions for the atmospheric turbulence and radiation schemes. Finally, SURFEX presents the advantage that it can be used in offline mode (driven by realistic atmospheric fluxes) or fully coupled to any atmospheric model (inline mode) by providing a standard interface between the atmosphere and the surface. The offline mode is particularly well suited for evaluating all SURFEX parameterisations at the global scale using realistic atmospheric fluxes to avoid the systematic biases commonly found in the atmospheric models.

In 2011, the THAUMEX field campaign (Le Moigne et al., 2013) was carried out in southern France, where the FLake scheme was first validated offline against in situ lake water temperature profile and surface energy fluxes data collected on a Mediterranean Lagoon. Second, the first inline simulation with FLake coupled to the Meso-NH mesoscale model (Lafon et al., 1998) was performed in order to characterise the atmospheric boundary layer over the lagoon during a sea-breeze event. This recent study has improved confidence in the model’s ability to represent lake–atmosphere exchanges consistently, underlying the importance of evaluating the FLake scheme at the global scale and analysing the behaviour of the lake–atmosphere coupling using a climate model. Nevertheless, the study of the water column heat budget during THAUMEX has demonstrated the value of simulating a surface skin temperature.

FLake was not designed to simulate a skin temperature at the lake surface. Such a surface skin temperature is typically a few tenths of a degree lower than the water temperature below, but some studies indicate that the difference may be larger (Garrett et al., 2001), particularly in warm lakes. For this reason, a skin temperature parameterisation was developed in this study using the FLake scheme in order to improve the computation of the lake surface temperature.

To evaluate this new version of FLake at the global scale, some global offline simulations are performed, driven by ERA-I reanalysis (Simmons et al., 2007; Dee et al., 2011) over a 32-yr period (1979–2010). Second, fully coupled simulations are performed over the same time period using the global climate model of the CNRM, named CNRM-CM5. This climate model was adapted to be coupled to an updated SURFEX release, allowing the use of the FLake scheme. The complementarity of the offline and coupled approaches helps to fulfil the following objectives:

- Set the best configuration of FLake parameters, such as lake fraction, depth and extinction coefficient of light, albedo of water, ice and snow;
- Evaluate the FLake scheme offline at a global scale on the largest lakes. Simulations are compared to ARC-Lake products to assess the model’s ability to retrieve the surface temperature and the number of frozen days of each lake;
- Run the model inline using the CNRM-CM5 climate model and evaluate the impact of the implementation of lakes in climate simulations, with the objective of using FLake in the next version of the CNRM-CM5 model developed within the framework of the CMIP6 intercomparison project.

2. FLake scheme

2.1. Model overview

FLake (Mironov, 2008) is a bulk-type numerical scheme developed to represent the thermodynamics of a lake. In particular, it computes the temporal evolution of the vertical lake temperature profile from the surface to the bottom, with the lake eventually becoming covered in ice and snow.

The unfrozen water temperature profile is represented by a mixed layer with a uniform temperature above a thermocline, the structure of which is parameterised using the concept of self-similarity (Kitaigorodskii and Miropolski, 1970). The same concept is used to describe the temperature
structure of the ice and snow cover. An entrainment equation is used to calculate the mixed layer depth, based on the surface stress induced by wind and the thermally driven mixing. The model requires external parameters, the most relevant of which are the lake depth and the attenuation coefficient of light into the water. This coefficient controls the penetration of solar radiations within the water body. Lake depth is provided by the Global Lake Depth database (Kourzeneva, 2010), whereas no spatialised information is available for the extinction coefficient, which is set up uniformly over the globe.

One recent change was the introduction of skin temperature in FLake. The objective is to simulate a surface temperature representative of the energy budget at the lake surface, where the total derivative of temperature is in balance with the diffusion of the temperature plus a heat source, due to the divergence of the net radiation flux at the surface. Details of the computation of the skin temperature are provided in Appendix A.1. The thickness of the skin layer is assumed to be constant and equal to 1 mm. During a model time step, this new surface temperature is then used to compute the new surface heat fluxes in the atmosphere, the new thickness of the mixed layer and the new thermocline profile.

To evaluate FLake snow cover, simulations were made over land with the detailed snow model CROCUS (Vionnet et al., 2012) for points located at the same place as the 200 lakes (see Section 3.1). This complex snowpack model was developed primarily in support of avalanche forecasting, and more generally for all applications (including process studies), requiring a detailed representation of the vertical profile of the physical properties of snow. In addition to simulating macroscopic snowpack physical properties, they explicitly account for the time evolution of the snow microstructure driven by snow metamorphism, and the multiple feedback loops involving internal snow processes and the energy and mass balance at the air/snow and snow/ground interface (Brun et al., 1989, 1992; Jordan, 1991; Bartlett and Lehning, 2002).

### 2.2. Important model parameters

The spatial distribution of the lake at the global scale is given by the ECOCLIMAP database at 1-km resolution where the lake depth is given by Kourzeneva (2010). Some improvements have been made to separate lakes, wetlands and rivers in ECOCLIMAP using information from the 1-km Global Lakes and Wetlands Dataset (GLWD, Lehner and Döll, 2004), which distinguishes lakes, reservoirs, rivers and different kinds of wetlands. The use of GLWD has allowed the introduction, as lakes, of some large reservoirs that were missing in ECOCLIMAP. A lake depth of 10 m was attributed to these new reservoirs.

Realistic albedo and emissivity of the water in its different phases are required to adequately solve the lake energy budget. The water and ice emissivity are set to 0.96 and 0.97, respectively. Water albedo is computed using Taylor et al.’s (1996) parameterisation, usually used over seas and oceans. It accounts for the daily variation of the zenith angle for direct water albedo (ranging from 0.05 to 0.25), while diffuse water albedo is set to 0.065. For ice albedo, the two values 0.6 and 0.4 were tested (see Section 4). This reduction was applied to take into account the fact that during break-up periods, the satellite gradually observed snow, a mixing of snow and ice, a mixing of ice and water and finally water alone. During this transition phase from ice to water, the surface is composed of water and ice, and the real albedo is a combination of both. Finally, in FLake, the albedo of snow-covering ice is set to 0.6, representing an average between fresh snow albedo (∼0.8) and an aged snow-water mixed albedo (∼0.4).

The mean lake depth is the main parameter to which the model is sensitive. Based on numerical experiments, Samuelsson et al. (2010) made the suggestion that the lake depth should be limited to 40 or 50 m in the FLake scheme. The justification of such a limitation is linked to the fact that FLake is not able to simulate very deep lakes properly, as the thermocline extends from the bottom of the mixed layer down to the lake bottom. Perroud et al. (2009) found that a 60 m limitation should be applied for lake models that do not represent hypolimnion. In this study, a 60 m limitation is used in agreement with the above-mentioned values. The impact of such a calibration is evaluated in Section 4.

Finally, the extinction coefficient of light into the water column is set by default to a value of 3 m$^{-1}$, corresponding to a medium turbidity. Even if the depth plays a major role in the thermal lake behaviour, the extinction coefficient appears to be far too high. A value of 0.5 m$^{-1}$ corresponding to rather clear water is proposed in this study, allowing clear improvements of the lake simulations (see Section 4).

### 3. Experimental design

#### 3.1. Atmospheric forcing and offline simulations

The atmospheric forcing used to drive offline simulations was provided by the ERA-I (www.ecmwf.int/en/research/climate-reanalysis/ERA-I) meteorological reanalysis (Dee et al., 2011) at approximately a half-degree horizontal resolution. This reanalysis covers the time period from 1979 to the present. ERA-I is produced with a sequential data assimilation scheme based on two analysis cycles at 00 UTC and 12 UTC. For each cycle, various observations,
such as remote-sensing data and in situ measurements, are combined to estimate the atmospheric state provided by a prior model forecast to perform the data assimilation. Many details about ERA-I can be found in Dee et al. (2011), and an evaluation of its performance is provided in Berrisford et al. (2011).

In the current study, ERA-I variables are extracted with a 3-hourly frequency in order to represent the diurnal cycle. A subset of the global reanalysis was selected for 200 lakes used for the evaluation (see Section 3.3), covering the period from January 1979 to December 2010. For each offline simulation, a 60-yr spin up using six iterations over the 1979–1988 period was applied to obtain an equilibrium state of the vertical temperature profile before integrating the model on the period of interest. For each simulation, the evaluation against measurements made for the 200 selected lakes is performed over the 1991–2010 period.

3.2. Inline simulations

Two 32-yr long inline simulations (1979–2010) were carried out with the CNRM-CM5 climate model at a 30-min time step. This accounts for the physical and dynamical interactions between atmosphere, land surface and ocean (including sea-ice) as described in detail by Voldoire et al. (2013). In this study, it is used in forced mode, meaning using prescribed AMIP (Atmospheric Model Intercomparison Project) monthly mean sea surface temperature (SST; www-pcmdi.llnl.gov/projects/amip/AMIP2EXPDSN/BCS_OBS/amip2_bcs.htm) instead of interactive ocean and sea-ice numerical schemes. In the first simulation, the FLake scheme is activated wherever 1 % or more of the grid cell’s surface corresponds to a lake in the ECOCLIMAP database. The resulting fraction of lake in each cell is shown in Fig. 1. In order to assess the impact of the modelling of lakes in the CNRM-CM5 model, another inline simulation was performed without FLake. In this

![Fig. 1.](a) Fraction of lake cover (%) in CNRM-CM5. (b) Location and depth of the 200 selected lakes for the ARC-Lake database.)
In CNRM-CM5, the atmospheric physics and dynamics are described using the global spectral ARPEGE-Climat model. ARPEGE-Climat is derived from the ARPEGE/IFS (Integrated Forecast System) numerical NWP model developed jointly by Météo-France and the European Center for Medium-Range Weather Forecast. The atmospheric physics and dynamics are solved on a reduced T127 triangular truncation Gaussian grid equivalent to a spatial resolution of about 1.4° in both longitude and latitude. In CNRM-CM5, ARPEGE-Climat uses a low-top configuration with 31 vertical levels that extend from the surface to 10 hPa in the stratosphere following a progressive hybrid r-pressure discretisation. The model uses physical parameterisations for deep and shallow convection and includes six prognostic variables: temperature, specific humidity, ozone concentration, logarithm of surface pressure, vorticity and divergence. The detailed description of all atmospheric components is given in Voldoire et al. (2013).

The land surface processes are simulated via the ISBA (Interaction Soil-Biosphere-Atmosphere) land surface model embedded into the SURFEX platform. ISBA uses the so-called force-restore method to calculate the time variation of the surface energy and water budgets via a composite soil–vegetation–snow approach (Noilhan and Planton, 1989). The snowpack evolution is based on a simple one-layer scheme following Douville et al. (1995). ISBA used a three-layer hydrology in which a rooting layer includes a thin surface layer (1 cm depth), while an additional layer is used to distinguish between the rooting depth and the total soil depth (Boone et al., 1999). Only the two uppermost layers can freeze/thaw according to atmospheric and soil temperature conditions using an explicit freeze–thaw scheme (Boone et al., 2000). Finally, a comprehensive parameterisation of subgrid hydrology is also included to account for the spatial heterogeneity of precipitation, topography, soil properties and vegetation within each grid cell (Decharme and Douville, 2006, 2007).

3.3. Evaluation data sets

To evaluate both offline and inline simulated lake surface temperatures, we used observations given by the ARC-Lake project (MacCallum and Merchant, 2013; www.geos. ed.ac.uk/arclake/). ARC-Lake is funded by the European Space Agency to characterise lake water surface temperatures and ice cover from remote-sensed data. Measurements are performed with ATSR1-2 (Along Track Scanning Radiometers) radiometers and AATSR radiometers onboard ERS1-2 or ENVISAT satellites to provide continuous measurements from 1991 to 2010 for major lakes at the global scale. Such satellites have a quasipolar orbit and are earth synchronous, ensuring homogeneity in the measurements, since they fly over the same lakes at the same solar time. The surface temperature measurement errors were estimated to range from $-0.2$ K to $+0.7$ K. The database products were used to evaluate the quality of the offline simulations. We focused on large lakes that cover an area greater than 500 km$^2$. Among the 263 lakes available in the database, 63 were not selected because they cover less than 20 % of the mesh’s fraction when the model is run at the resolution of the atmospheric forcing (half a degree). Figure 1 shows the location of the 200 largest selected lakes, and Appendix B.1 lists their main characteristics: latitude, longitude, altitude and depth. The daily mean of the ARC-Lake surface temperature was compared to the daily averaged model output only when the observed surface temperature was greater than 0 °C, as no measurements were available over frozen or snow-covered lakes. However, this allows the number of days when a lake is frozen to be computed and compared to the number of frozen days simulated by the model.

To evaluate inline simulations, we also compared the simulated monthly mean of daily minimum and maximum 2 m air temperatures against observation from the Climatic Research Unit (CRU) version 3.22 (Harris et al., 2014). This product consists of a gridded climate data set from monthly observations at meteorological stations across the world’s land areas. The original data at 0.5° resolution have been set to the CNRM-CM5 resolution (~1.4°) using a bilinear interpolation.

4. Offline calibration

Five simulations are performed offline to evaluate the calibration of FLake parameters and are then summed up in Table 1. First, a reference simulation, hereafter denoted as XPR, using lake depths from ARC-Lake was conducted. The 60-yr spin-up duration was evaluated from the XPR experiment, for which lake depths were the largest and, therefore, represent an upper bound duration for the other

| Exp. | Max depth (m) | Ice albedo | Light extinction coefficient (m$^{-1}$) | Skin temperature |
|------|--------------|------------|---------------------------------------|-----------------|
| XPR  | Unlimited    | 0.6        | 3.0                                   | On              |
| XPD  | 60           | 0.6        | 3.0                                   | On              |
| XPA  | 60           | 0.4        | 3.0                                   | On              |
| XPE  | 60           | 0.4        | 0.5                                   | On              |
| XPF  | 60           | 0.4        | 0.5                                   | Off             |
experiments where lake depths were reduced. To evaluate the impact of depth limitation at the global scale, a twin experiment, named XPD, was driven where depth was limited to 60 m. Figure 1 shows the position of the 200 selected lakes, and the evaluation is based on the 30 m which have a depth greater than 60 m (corresponding to coloured spots in Fig. 1) and present over all continents. The results in terms of surface temperature are presented in Fig. 2. Four lakes were selected for their geomorphologic contrasts and for the various climates they experienced. These lakes are Lake Superior (Fig. 2a), one of the American Great Lakes, Lake Baikal (Fig. 2b) in south Siberia, Lake Malawi (Fig. 2c) in East Africa and Lake Buenos-Aires (Fig. 2d) in Patagonia, with real depths of 150, 680, 273 and 290 m, respectively. In each of these figures, the surface temperature mean annual cycle from ARC-Lake (solid line with full circles) referenced as observations (OBS hereafter), XPR (dotted line with empty circles) and XPD (dashed line with crosses) are presented. The first remarkable feature is that limiting depth enhances the annual cycle amplitude in most cases. In the model, a lake will distribute the energy received over its total height. Decreasing this height will lead to an average warming of the lake. The seasonal averages DJF and JJA are improved significantly (see Table 2) for Superior and Malawi (DJF and JJA) and for Baikal (JJA) in XPD as compared to XPR. DJF cannot be evaluated for frozen lakes because OBS is not available in winter. Such an improvement is not always experienced; for example, the limitation of the depth for Lake Buenos-Aires, which already exhibits a good annual cycle in the XPR simulation, leads to an over-warming during DJF and an over-cooling during JJA. Figure 2e and f shows the differences between XPR minus XPD of the absolute bias and the root mean square error

Fig. 2. Impact of depth limitation on the mean annual cycle of surface temperature: (a) Lake Superior, (b) Lake Baikal, (c) Lake Malawi, (d) Lake Buenos-Aires, (e) map of biases difference XPR minus XPD and (f) map of RMSEs difference XPR minus XPD.
The comparison of seasonal biases for XPR and XPD for four selected lakes is shown in Table 2. The root mean square error (RMSE) of the surface temperature, respectively. Very strong biases are reduced with XPD, but depending on the location, intermediate biases of about ±0.5 K can be reduced or increased by limiting the lake depth. However, the difference in RMSE shows that most of the time XPD leads to a reduction in the error, with the largest model error occurring in South America.

Lakes Superior, Malawi and Buenos Aires are never frozen, leading to an annual cycle in phase with OBS. The presence of ice and snow over Lake Baikal is responsible for a shift in the simulated temperature as compared to OBS, as the FLake scheme has a tendency to produce too much ice. The ice albedo has been reduced from 0.6 to 0.4 to diminish the delay between the break-up observed by satellite and the one derived from the model simulations. This approach was motivated by the fact that in the presence of both ice and open water, satellites measure a composite albedo, which can be assumed to be the average of ice albedo close to 0.71 and water albedo close to 0.07. On average, a 0.4 albedo was chosen to represent the real lake albedo. The offline simulation accounting for this decreased albedo was named XPA, and the proposed change consists of darkening the lake ice significantly. The direct consequence of such a modification was evaluated for the lakes that froze in winter. Figure 3a–c shows the annual cycle of surface temperature for Lake Athabasca in Canada, Ngoring on the Tibetan Plateau and Baikal. The shape of the annual cycle is similar for these three lakes, with a melting delay ranging from a few days to a month. XPA reduced the delay as compared to XPD; consequently, the open water warmed earlier, leading to a higher maximum during summer. A generalisation of this result is shown in Fig. 3d, highlighting the melting delay for all 200 lakes: a minimum reduction of 2 d and a maximum of 32 d were found. In most cases, the delay reduction ranges between 2 and 12 d, but for lakes with an altitude greater than 1000 m, the reduction is far higher, with the Tibetan plateau exhibiting the highest biases. Figure 3e clearly shows that there is a dependence on the delay with height, and above 1000 m the delay is generally reduced by more than 20 d in XPA.

In FLake, part of the incoming solar radiation \( I_0 \) is reflected by the surface characterised by its albedo \( \alpha \), and another part of the radiation penetrates the water body. The attenuation of light with depth follows a Beer–Lambert (Bouguer, 1729; Lambert, 1760; Beer, 1852) law that writes \( I(z) = (1 - \alpha)I_0 \exp(-kz) \), where \( k \) is the extinction coefficient of light with the default value of 3 m\(^{-1}\) in the model. For example, over open water \( (\alpha = 0.065) \), only 46 W/m\(^2\) will reach the first water meter for a solar energy supply of 1000 W/m\(^2\), which is commonly observed at mid-latitudes during summer time. Such an extinction coefficient corresponds to a turbid water body. Sensitivity tests of the simulated surface temperature to the extinction coefficient were performed to try to optimise this coefficient, and the consideration of clear lakes was shown to improve the results for nearly all lakes. For that reason, a coefficient of 0.5 m\(^{-1}\) was chosen, and a new experiment named XPE was carried out to demonstrate the improvement associated with this change. Figure 4 is a Taylor diagram that summarises the four experiments described above. All lakes have been gathered into one, and global statistics were computed. In Fig. 4, the blue circle corresponds to XPR, the green circle to XPD, red to XPA and cyan to XPE. The improvement induced by XPD was discussed previously and is illustrated by a better correlation in the Taylor diagram. XPD, XPA and XPE have nearly the same correlation, close to 0.94, and the normalised error equals 0.44, 0.41 and 0.39, respectively. XPE is found to be the optimal configuration for an application at the global scale.

The final step is to verify that the use of the skin temperature parameterisation leads to improved results; the XPE experiment was chosen for this purpose. A final model configuration with this option turned off was designed, and the experiment was called XPF. Figure 5 shows a histogram of the surface temperature RMSE comparing XPE and XPF. Although the impact of the activation of a skin temperature parameterisation is limited to a few tenths of centimetres, results show that for most lakes the surface temperature RMSE is smaller for XPE than XPF, proving that XPE performs better than XPF and confirming the positive impact of such a parameterisation.

5. Offline versus inline experiments

In this section, the XPE offline simulation is compared to inline simulations. This offline simulation is now referenced as Offline-FLake. The two inline simulations using CNRM-CM5 (see Section 3.2) with and without FLake are now referenced as Inline-FLake and Inline-noFLake, Inline-FLake having the same setup as XPE.
5.1. Evaluation of Offline-FLake and Inline-FLake experiments

The evaluation relies on the ARC-Lake data set. Since these data are bounded at 0 °C, we consider only the positive values when computing the differences between the model and the observations. Therefore, in high latitudes, the winter temperatures of the lakes cannot be evaluated, and they are not taken into account in mean annual statistics. We can, however, compare the number of days for which each lake is frozen (later referred to as ‘frozen days’).

As we can see in Fig. 6, the mean annual surface temperature bias of Offline-FLake is generally positive. Further analysis shows that it is stronger in summer than in the other seasons (not shown). In the offline simulation, it remains inferior to 2–3 °C for most of the 200 lakes. It is stronger in the inline simulation, Inline-FLake, where the bias can reach 4 to 5 °C for some lakes in North America. This reflects the atmospheric bias of the climate model (not shown). The number of frozen days is fairly well captured in Offline-FLake, especially in the highest latitudes, with relative differences below 20 %. In Canada, the differences are generally negative, meaning that in the Offline-FLake, the ice sheets hold for a shorter time period, whereas the opposite is true in Scandinavia and over the Great Lakes. The magnitude of errors is greater in the mountainous areas of Eastern Europe, central and Eastern Asia. In these regions, the Offline-FLake can simulate up to twice too many frozen days compared to the observations. Inline-FLake exhibits the same patterns with stronger biases – which still remain below 20 % – in northern Canada.

Fig. 3. Impact of ice albedo reduction on mean annual cycle of the surface temperature: (a) Lake Athabasca, (b) Lake Ngoring, (c) Lake Baikal, (d) map of reduction of thaw delay (days) for XPD minus XPA and (e) map of reduction of thaw delay as a function of height.
and Scandinavia. Figure 7 shows the mean annual cycle of surface temperature for 12 lakes whose characteristics are listed in Table 3. Here, the performances of Offline-FLake vary quite a lot depending on the lakes. However, the errors generally stay below 5 °C. Lakes Nicaragua, Tai and Taymyr have their annual cycle almost perfectly captured. For Lakes Victoria, Tahoe and Great Bear, the Offline-FLake shows a systematic positive bias ranging from 1 to 4 °C. The Aral Sea and Lakes Constance, Baikal and Lagoda are too cold in spring and summer (with 2 to 5 °C biases), whereas during fall their simulated temperature is either correct or slightly too high – which is also the case for Lake Superior. Also, in Offline-FLake the Aral Sea is frozen in winter, which is unrealistic according to the ARC-Lake data set. Overall, Inline-FLake basically shows the same behaviours with more pronounced errors. For the lakes that freeze in winter, the simulated amplitude of the seasonal cycle is stronger than it is in Offline-FLake.

5.2. Impact of the modelling of lakes in CNRM-CM5

In the CNRM-CM5 climate model, the representation of lakes mainly affects the thermodynamic variables – moisture and temperature – in the lower layers of atmosphere. The impact of lakes varies depending on the region and the season.
Figures 8–10 delve into the differences in surface and 2 m air temperatures between *Inline-FLake* and *Inline-noFLake*. The first two columns of Fig. 8 show the differences in surface temperature and albedo over the lakes’ surfaces – albedo can have a significant impact on the temperature when there is snow and/or ice on the lakes. For *Inline-FLake*, we consider the variables computed by FLake on the fraction of the grid cell corresponding to a lake, whereas for *Inline-noFLake* we take the compound value computed by SURFEX on the whole grid cell. In this way, we can isolate the effects of the presence of lakes. Then, we consider the total surface temperature in both simulations (i.e. the weighted mean of all types of surfaces in the grid cell), as this is the end result, which is shown in the third column of Fig. 8. In Figs. 9 and 10, we plotted the differences of daily minimum and maximum 2 m air temperatures between the two simulations, along with their biases compared to the CRU data. Differences of the simulated 2 m specific humidity, latent and sensible heat flux are shown in Fig. 11. All values are seasonally averaged.

In winter, the representation of lake surfaces has a different impact if the lake water is frozen or not. When lakes remain free of ice whereas the surrounding surfaces are frozen and/or partially covered with snow, the surface temperature is increased with the use of FLake; this is, for example, the case in the Great Lakes area (Fig. 8, central and right panels). Given the size of these lakes, they store too much heat in the warmer seasons to freeze in winter. When there is ice and snow on the lakes, the effect of simulating them depends on the kind of land surface they replace. In tundra regions, as the low vegetation is almost completely covered with snow, the presence of lakes has a limited impact. In this case, changes between *Inline-FLake* and *Inline-noFLake* could emerge from FLake’s snow scheme and/or from the differing snow albedos over lakes and land surface (it is set to 0.6 in FLake whereas it varies in ISBA). According to Fig. 8, in the tundra regions, the albedo over lake surfaces is lower in *Inline-FLake* but the difference does not lead to higher lake surface temperatures in *Inline-FLake*. On the contrary, these are lower (Fig. 8, central panel) but it does not impact the total surface temperature which is averaged over all types of surfaces (Fig. 8, right panel). Over the taiga regions, icy lakes covered with snow replace darker forestry land surfaces, thus exhibiting higher albedos. This may contribute to the cooling of surface temperatures occurring in Canada and Alaska (Fig. 8, central and right panel), at least in the southern part of this area – where there would be enough lakes and enough solar radiation for the albedo to play a role. However, changes in larger scale processes may also be involved, as for instance a reduced flux coming from the Pacific Ocean (not shown) in *Inline-FLake* whose exact cause is hard to establish. All the significant differences in surface temperature in winter are transmitted to both the
During the spring, there is still an important snow cover in the tundra regions. As in winter, the albedo computed over lake surfaces is lower in Inline-FLake (Fig. 8, left panel). But this time, with the increase of the daylight duration in spring, this leads to a significant warming of the surface temperatures over the lake surfaces (Fig. 8, central panel). However, this effect is no longer significant once we consider the total surface temperatures (Fig. 8, right panel) and the 2 m air temperatures (Figs. 9 and 10).

Further down south, over the Great Lakes in Canada and in the lake region of Finland, the snow has partially melted on the land surfaces but the lakes have not thawed yet (not shown), as FLake does not simulate partially thawed lakes. Thus, the lake’s albedo is higher than the land surfaces, and this results in colder surface temperatures in Inline-FLake (Fig. 8, right panel) which can be also seen on the

**Table 3. Characteristics of lakes**

| Lake          | Latitude | Longitude | Altitude (m) | Mean lake depth (m) |
|---------------|----------|-----------|--------------|---------------------|
| Fagnano       | -54.55   | -68.03    | 169          | 70                  |
| Victoria      | -1.30    | 33.23     | 1140         | 40                  |
| Nicaragua     | 11.57    | -85.36    | 31           | 13                  |
| Tai           | 31.21    | 120.24    | 2            | 2                   |
| Tahoe         | 39.09    | -120.04   | 1996         | 249                 |
| Aral          | 45.13    | 60.08     | 42           | 16                  |
| Constance     | 47.65    | 9.28      | 431          | 90                  |
| Superior      | 47.72    | -88.23    | 184          | 149                 |
| Baikal        | 53.63    | 108.14    | 450          | 680                 |
| Ladoga        | 60.84    | 31.39     | 11           | 52                  |
| Great Bear    | 65.91    | -121.30   | 157          | 72                  |
| Taymyr        | 74.48    | 100.76    | 24           | 3                   |
| Malawi        | -11.96   | 34.59     | 485          | 273                 |
| Buenos-Aires  | -46.66   | -72.50    | 451          | 290                 |
| Ngoring       | 34.93    | 97.71     | 4240         | 18                  |
| Athabasca     | 59.10    | -109.96   | 212          | 26                  |
maximum 2 m air temperature (Fig. 9). Where there is neither snow nor ice on lakes, the temperature can still be lower in Inline-FLake, as for example over the Great Lakes. This behaviour is, thus, similar to that which is observed in summer. In this season, the representation of lakes with FLake tends to slightly deteriorate the results, except in northern Canada, where it constitutes a small improvement.

In summertime, the main impact of the modelling of lake surfaces is a significant cooling of the daily maximum 2 m air temperatures over the Great Lakes, a large part of Canada, western Russia and, to a lesser extent, in the region located east of the Caspian Sea (Fig. 9). As these areas are affected by a fairly strong warm bias in summer, the impact of FLake is clearly positive here. The processes involved are quite simple. During the day, the lakes’ surfaces are cooler than the surrounding continents (Fig. 8), the sensible heat flux is thus reduced and the atmosphere is less heated by the surface (Fig. 11). There is also a contribution of the increased latent heat flux, due to a significant increase in evaporation above the lakes during the day. Over Scandinavia and Quebec, representing lake surfaces with FLake has an opposite effect. In these regions, lakes have a warming effect at night, instead of the daytime cooling previously described. This can be explained by the

---

**Fig. 8.** Seasonal mean differences with and without FLake (Inline-FLake – Inline-noFLake) of Albedo and surface temperatures (°C). Left panel: Surface albedo over lakes. Central panel: Surface temperature over lakes. Right panel: Total surface temperature.

**Fig. 9.** Seasonal mean daily maximum 2-meter temperature (°C). Left panel: Inline-noFLake – CRU. Central panel: Inline-FLake – CRU. Right panel: Inline-FLake – Inline-noFLake. The grey-stippled areas on the right panel indicate a 95 % significance.
reduced solar radiation simulated by the model over these regions (not shown). The presence of lakes does not have a cooling influence because the continental surfaces are less heated during the day. At night, however, the land surfaces become colder than the lakes (as they did not receive much heat during the day), and in this case lakes warm up the lower layers of the atmosphere. In both cases, the presence of lakes locally weakens the diurnal cycle whether it is through a cooling of relatively high maximum temperature or a warming of relatively low minimum temperatures.

In autumn, the presence of lakes clearly has a warming and moistening role. The increase in temperature mainly affects Canada and Scandinavia. The mechanism is similar to that of summer, but here it also applies during the day, albeit with less strength. In parallel, the humidity and latent heat flux are stronger in Inline-FLake almost everywhere that there are lakes, but this does not prevent the warming. In Scandinavia, where Inline-noFLake is too cold, the biases are reduced by FLake, but elsewhere, the increase in temperature degrades the results.

To assess the vertical structure of FLake’s possible impacts on the simulated climate, we now consider vertical slices of potential temperature and specific humidity. Figure 12 shows the seasonal mean differences (Inline-FLake minus Inline-noFLake) of these two variables for three vertical slices over the following regions: the Canadian tundra (120°W–100°W/60°N–70°N), the Canadian taiga (150°W–110°W/55°N–65°N) and the Great Lakes (95°W–75°W/42°N–50°N).

Fig. 10. Same as Fig. 9 for daily minimum 2-m temperature.

Fig. 11. Seasonal mean differences with and without FLake (Inline-FLake – Inline-noFLake) of specific humidity (10³ kg/m³) on the left panel, latent heat flux (W/m²) on the central panel and sensible heat flux (W/m²) on the right panel. The grey-stippled areas indicate a 95 % significance.
Fig. 12. Meridian and zonal slices of potential temperature (°C) and specific humidity (10^3 kg/m^3) differences (Inline-Flake – Inline-noFlake) over the following three boxes: Canadian tundra (120°W–100°W/60°N–70°N), Canadian taiga (150°W–120°W/55°N–65°N) and Great Lakes (95°W–75°W/42°N–50°N). (a) Winter (DJF); (b) summer (JJA); and (c) autumn (SON).
These regions were chosen to illustrate the various effects of FLake. The slice is zonal in the taiga and meridian in the two other boxes.

In winter (Fig. 12a), we can observe the three different behaviours that were previously identified: few effects on the tundra, cooling and drying over the taiga (in our box, it is mostly located over the mountains) and warming and moistening over the Great Lakes. The differences are visible up until 700 hPa for temperature and up to 850 hPa for humidity. In summer (Fig. 12b), the cooling and moistening differences exhibit roughly the same vertical extension. The summer increase of minimum temperatures observed in Quebec and Scandinavia cannot be seen on any vertical slice, indicating that this effect of the presence of lakes remains confined to the surface (it is not contradictory with the fact that it did show on the 2 m minimum temperature (Fig. 9) because the 2 m temperature is a diagnosis involving the surface temperature). During the spring (not shown), the differences are either small or limited to the lowest levels. In autumn (Fig. 12c), the warming does not propagate upward to a significant extent. The moistening effect, on the other hand, does reach 850 hPa.

Overall, four different types of changes induced by FLake emerge. They are summarised in Fig. 13, which represents the four typical vertical profiles of seasonal mean humidity and potential temperature:

- **winter in a cold region above a non-frozen lake** (Fig. 13a and b): increase in both temperature and moisture up to 850 hPa,
- **winter above a frozen lake in an evergreen forest region with snow** (Fig. 13c and d): moderate decrease in temperature and moisture up to 700 hPa,
- **summer in a relatively warm region** (Fig. 13e and f): decrease in temperature and increase of moisture up to 800 hPa,
- **autumn** (Fig. 13g and h): slight increase in temperature in the lowest levels (up to 925 hPa) and significant moistening up to 800 hPa.

Our analysis shows that in winter, the two main effects of FLake constitute an improvement in the CNRM-CM5 model. This is also the case for the summer cooling of temperatures. Only the warming occurring in autumn leads to less realistic air temperatures in eastern Canada and Scandinavia. Therefore, the overall impact of FLake is quite positive.

### 6. Discussion and conclusion

Results indicate that FLake satisfactorily simulates the lake surface temperature in offline mode. Although the bias for most of the 200 lakes is generally larger than 1 °C (Fig. 6), it remains lower than 2–3 °C. This rather large range may not be entirely attributed to the FLake scheme. The ERA-I atmospheric forcing is based on an atmospheric reanalysis in which small lakes are generally unresolved while larger lakes are combined with the surrounding land surface. Therefore, for a majority of the 200 lakes simulated locally, ERA-I represents an atmospheric state which is certainly warmer and dryer than that above free water. This can partly explain the general positive bias simulated by FLake for most of the 200 lakes. The choice to use ERA-I instead of other global forcing data sets (Sheffield et al., 2006; Weedon et al., 2011) was motivated by a better consistency between the analysed atmospheric variables than for other global forcings.

When coupled with the CNRM-CM5 model, FLake shows larger errors than in offline mode, as it inherits the atmospheric biases. However, these errors remain acceptable (<4° in most cases). Of course, there is always room for future improvements, but our analysis shows that FLake can now be used successfully within a climate model.

In CNRM-CM5, the changes induced by FLake on the simulated climate are rather limited and, most of the time they are local and confined to the lower levels of atmosphere as expected. Mainly, the modelling of lakes with FLake leads to a significant reduction in the summer warm bias of the 2 m temperature over Canada. It also lessens the warm bias simulated in winter over the Great Lakes of Canada. On the other hand, it produces a warm bias on the daily minimum 2 m temperatures in Canada in autumn. These changes can be explained by physical processes which involve the modifications of surface albedo, water content and heat storage capacity of the surface, which can have an impact on the atmosphere through radiative fluxes, evaporation and heat fluxes.

The impact of FLake might be more visible at a higher resolution, as more grid points will have a higher lake cover. With the T127 truncation used in our study, the fraction of lake is rarely above 0.25. And since the surface fluxes are averaged over the different tiles present in the mesh (in our case: nature, sea and lake), the atmospheric model mostly ‘sees’ nature over the lake areas. With smaller meshes, there would be more grid points for which the surface is mostly composed of lakes; and therefore, more cases where the atmosphere would be fed with surface fluxes mostly computed by FLake.

The choice of some FLake parameters, such as extinction coefficient and snow/ice albedo, can appear debatable. In this study, the extinction coefficient of the solar radiation in the water is, for all lakes, representative of clear water. However, tropical lakes are usually turbid media with a large amount of suspended solid matter and, therefore,
Fig. 13. Typical vertical profiles of potential temperature (°C) (a, c, e, g) and specific humidity \(10^3\) kg m\(^{-3}\) (b, d, f, h). (a) and (b) correspond to the winter (DJF) mean over Lake Michigan; (c) and (d) are the winter means (DJF) over south Alaska (145°W–130°W/56°N–61°N); (e) and (f) are the summer (JJA) mean over Lake Michigan; (g) and (h) are the autumn (SON) means over Lake Michigan.
a large extinction coefficient. An increase in this coefficient in such regions would lead to a warming of the water at surface due to the reduction of the solar penetration into the deepest layers. A tuning method could have been applied for each lake or over each region, but such a tuning is certainly not advisable at the global scale, since it could hide some atmospheric forcing or model deficiencies. The same remark applies for the choice of the snow (0.6) and ice (0.4) albedo, which can seem a bit low. During break-up periods, the albedo of lakes is gradually representative of snow, a mixing of snow and ice, a mixing of ice and water and finally only water. During this transition phase from ice to water, the surface is composed of water and ice and the real albedo is a combination of both. Nevertheless, these values allow compensation for a weakness of the model due to an overly simple parameterisation of the snow processes over lakes. During winter, the FLake snow scheme does not succeed in isolating the lake ice cover efficiently enough. For that reason, the simulated ice thicknesses are too large, leading to iced periods which are too long (Figs. 3 and 6). Such a weakness is reduced by the choice made for the snow and ice albedo.

The comparison of FLake versus CROCUS has demonstrated that the snowpacks simulated by FLake were not thick and insulating enough compared to those simulated by CROCUS (not shown). We expect an improvement of the snowpack simulations by coupling FLake to the more physical snow model ISBA-ES used in SURFEX (Decharme et al., 2016). This study is a prerequisite to the simulation of the water budget of lakes in FLake and more generally in the hydrologic or climatic applications at the global scale, and will contribute to improving the simulation of the continental water cycle.
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8. Appendix

A.1. Skin temperature computation

As mentioned in Section 2.1, the objective was to solve the 1D heat transfer equation in a lake, where the total derivative of temperature $T$ is in balance with the diffusion of temperature and a heat source $Q$ due to the divergence of the net radiation flux at the surface. If $\rho_w c_w$ is the water density, $c_w$ the water heat capacity at constant pressure and $\lambda_w$ the water conductivity, this equation writes:

$$\rho_w c_w \frac{dT}{dt} = \lambda_w \nabla T + Q$$  \hspace{1cm} (A1)

For a lake, $Q$ can be simplified into the divergence of the solar radiation $R$ neglecting the divergence of the long-wave radiation, which is a common assumption. At the continuum scale, decomposing an instantaneous field into an average denoted with an overlined bar plus a fluctuation denoted with a prime, applying the Reynolds averaging operator to eq. (A1) and using Einstein summation convention leads to

$$\frac{\partial T}{\partial t} = -\frac{\partial}{\partial x} u_w T + \frac{\lambda_w}{\rho_w c_w} \nabla T + \frac{1}{\rho_w c_w} Q$$  \hspace{1cm} (A2)

In the vicinity of the viscous layer, the turbulent term is negligible when compared to the diffusion term. If, on top of that, an assumption of horizontal homogeneity is applied to a steady state, eq. (A2) simplifies and writes:

$$\lambda_w \frac{\partial T}{\partial z} + \frac{\partial R}{\partial z} = 0$$  \hspace{1cm} (A3)

which can be directly integrated between depth $z$ and the surface:

$$\lambda_w \frac{\partial T}{\partial z} = \lambda_w \frac{\partial T}{\partial z} \big|_{z=0} + R(0) - R(z)$$  \hspace{1cm} (A4)

The boundary condition at $z=0$ writes: $\lambda_w \frac{\partial T}{\partial z} \big|_{z=0} = L^* - QH - QE$, where $L^*$ is the net long-wave radiation, and $QH$ and $QE$ are the surface sensible and latent heat fluxes, respectively. According to the Beer–Lambert law:

$$R(z) = (1 - z_n) I_0 \exp(-k |z|)$$  \hspace{1cm} (A5)

By replacing this expression in eq. (A4), the following differential equation has to be solved:

$$\lambda_w \frac{\partial T}{\partial z} = L^* + S^* - QH - QE - (1 - z_n) I_0 \exp(-k |z|)$$  \hspace{1cm} (A6)

where $S^*$ is the net short-wave radiation. Integrating eq. (A6) between $z = -h$ and $z = 0$ leads to the final expression of the skin temperature:

$$T(h) = T(0) + \frac{h}{\lambda_w} (L^* + S^* - QH - QE) - \frac{1 - z_n}{k \lambda_w} I_0 (1 - e^{-kh})$$  \hspace{1cm} (A7)

In this expression, $L^* + S^* - QH - QE$ is the amount of heat transferred to the water body and $T(0)$ is the FLake surface temperature computed as if no skin temperature parameterisation was applied.
### B.1. Description of the 200 lakes used for the evaluation

| LAKE      | Lat (N) | Lon (E) | Height (m) | Depth (m) | Name          |
|-----------|---------|---------|------------|-----------|---------------|
| 1         | -54.55  | -68.03  | 169        | 70        | FAGNANO       |
| 2         | -50.33  | -73.03  | 225        | 150       | ARGENTINO     |
| 3         | -49.59  | -72.56  | 297        | 75.8      | VIEDMA        |
| 4         | -48.75  | -72.84  | 330        | 170       | SAN MARTIN    |
| 5         | -46.66  | -72.5   | 451        | 290       | BUENOS-AIRES  |
| 6         | -45.47  | -68.76  | 251        | 2         | COLHU HUAPI   |
| 7         | -41.14  | -72.79  | 56         | 182       | LLANQUIHUE    |
| 8         | -40.92  | -71.52  | 810        | 157       | NAHUEL HUAPI  |
| 9         | -38.81  | 175.9   | 395        | 91        | TAUPO         |
| 10        | -35.52  | 139.09  | 20         | 2.8       | ALEXANDRINA   |
| 11        | -33.16  | -52.84  | 8          | 3.95      | MANGUEIRA     |
| 12        | -30.74  | -62.61  | 66         | 7.3       | CHIQUITA      |
| 13        | -18.81  | -67.06  | 3679       | 0.5       | POOPO         |
| 14        | -15.32  | 35.71   | 629        | 2         | CHILWA        |
| 15        | -11.96  | 34.59   | 485        | 273       | MALAWI        |
| 16        | -8.71   | 29.72   | 945        | 2         | CHISHI        |
| 17        | -8.65   | 26.4    | 586        | 0.9       | UPEMBA        |
| 18        | -6.95   | 141.53  | 59         | 5         | MURRAY        |
| 19        | -6.07   | 29.46   | 837        | 572       | TANGANYIKA    |
| 20        | -3.58   | 35.04   | 1023       | 1         | EYASI         |
| 21        | -2.79   | 121.52  | 230        | 100       | TOWUTI        |
| 22        | -2.34   | 36.02   | 583        | 2.3       | NATRON        |
| 23        | -2.04   | 29.23   | 1500       | 240       | KIVU          |
| 24        | -1.3    | 33.23   | 1140       | 40        | VICTORIA      |
| 25        | -0.82   | 17.98   | 338        | 4         | TUMBA         |
| 26        | -0.39   | 29.61   | 781        | 34        | EDWARD        |
| 27        | 1.5     | 33.01   | 1043       | 6         | KYOGA         |
| 28        | 1.72    | 32.65   | 1043       | 6         | KWANIA        |
| 29        | 2.61    | 98.9    | 898        | 184.6     | TOBA          |
| 30        | 5.23    | -3.23   | 73         | 3.8       | ABY           |
| 31        | 5.3     | -4.26   | 74         | 4.5       | EBRIE         |
| 32        | 5.83    | 37.55   | 1249       | 6         | CHAMO         |
| 33        | 6.3     | 37.83   | 1249       | 7         | ABAYA         |
| 34        | 7.46    | 100.38  | 67         | 1         | LUANG         |
| 35        | 11.17   | 41.79   | 414        | 8.6       | ABE           |
| 36        | 11.57   | -85.36  | 31         | 13        | NICARAGUA     |
| 37        | 11.95   | 37.31   | 1786       | 8         | TANA          |
| 38        | 12.32   | -86.35  | 56         | 7.8       | MANAGUA       |
| 39        | 12.54   | -83.67  | 0          | 2.5       | PERLAS        |
| 40        | 14.36   | 121.26  | 12         | 3         | BAY           |
| 41        | 15.35   | -83.85  | 0          | 5         | CARATASCA     |
| 42        | 15.57   | -89.11  | 47         | 12        | IZABAL        |
| 43        | 18.49   | -71.58  | 8          | 14        | ENRIQUILLO    |
| 44        | 19.69   | 85.38   | 16         | 1.35      | CHILKA        |
| 45        | 20.21   | -103.05 | 1573       | 7.2       | CHAPALA       |
| 46        | 21.66   | -97.57  | 0          | 2         | TAMIAHUA      |
| 47        | 24.64   | -97.66  | 0          | 1.1       | MADRE         |
| 48        | 26.95   | -80.86  | 4          | 3         | OKEECHOBEE    |
| 49        | 28.24   | -80.64  | 0          | 0.9       | INDIAN RIVER  |
| 50        | 28.97   | 90.76   | 4446       | 23.6      | YAMDROK       |
| LAKE  | Lat (N) | Lon (E) | Height (m) | Depth (m) | Name         |
|-------|---------|---------|------------|-----------|--------------|
| 101   | 46.26   | 42.98   | 15         | 0.6       | MANYCH-GUDILO |
| 102   | 46.37   | 6.25    | 466        | 154.4     | GENEVA       |
| 103   | 46.58   | 80.91   | 342        | 3.3       | SASYK'KOL    |
| 104   | 46.88   | 17.83   | 126        | 4         | BALATON      |
| 105   | 47.22   | 87.3    | 452        | 8         | ULUNGUR      |
| 106   | 47.65   | 9.28    | 431        | 90        | CONSTANCE    |
| 107   | 47.72   | 88.23   | 184        | 149       | SUPERIOR     |
| 108   | 47.81   | 117.69  | 597        | 8.1       | BUYR         |
| 109   | 48.04   | 9.08    | 358        | 9         | RED          |
| 110   | 48.05   | 93.11   | 1160       | 4         | HAR          |
| 111   | 48.06   | 92.3    | 1191       | 4         | HAR US       |
| 112   | 48.88   | 17.83   | 126        | 4         | BALATON      |
| 113   | 47.22   | 87.3    | 452        | 8         | ULUNGUR      |
| 114   | 47.65   | 9.28    | 431        | 90        | CONSTANCE    |
| 115   | 47.72   | 88.23   | 184        | 149       | SUPERIOR     |
| 116   | 47.81   | 117.69  | 597        | 8.1       | BUYR         |
| 117   | 48.04   | 9.08    | 358        | 9         | RED          |
| 118   | 48.05   | 93.11   | 1160       | 4         | HAR          |
| 119   | 48.06   | 92.3    | 1191       | 4         | HAR US       |
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