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Abstract

High-fidelity manipulation is the key for the physical realization of fault-tolerant quantum computation. Here, we present a protocol to realize universal nonadiabatic geometric gates for silicon-based spin qubits. We find that the advantage of geometric gates over dynamical gates depends crucially on the evolution loop for the construction of the geometric phase. Under appropriate evolution loops, both the geometric single-qubit gates and the CNOT gate can outperform their dynamical counterparts for both systematic and detuning noises. We also perform randomized benchmarking using noise amplitudes consistent with experiments in silicon. For the static noise model, the averaged fidelities of geometric gates are around 99.90% or above, while for the time-dependent 1/f-type noise, the fidelities are around 99.98% when only the detuning noise is present. We also show that the improvement in fidelities of the geometric gates over dynamical ones typically increases with the exponent α of the 1/f noise, and the ratio can be as high as 4 when α ≈ 3. Our results suggest that geometric gates with judiciously chosen evolution loops can be a powerful way to realize high-fidelity quantum gates.

I. INTRODUCTION

Spin qubits [1] in semiconductor quantum dots are promising candidate for physical realization of quantum computation due to their all-electrical control and prospect for scalability [2]. Silicon-based spin qubits, (SSQ) stands out owing to their relatively long coherence time [3] and high-fidelity gate operations, which benefit from isotopically enriched 28Si [4–17] where the nuclear noise is substantially suppressed, as well as techniques operating around certain sweet spots [18–20]. Meanwhile, to further reduce the noises via quantum control, techniques such as dynamical decoupling [21], dynamical corrected gates [22], and pulse engineering [13, 15] have been put forward. However, the gate fidelity on SSQ still needs to be improved to achieve the stringent requirement set by fault-tolerant quantum computation [23].

In contrast to the dynamical phase for which errors accumulate during the evolution, the geometric phase benefits from its global property [24–26], i.e., it is determined only by the closed path of the cyclic evolution and is robust against certain types of local noises. This nice feature has inspired geometric quantum computation (GQC) [27, 28]. By using adiabatic cyclic evolution, the geometric gates have been demonstrated [27–34]. However, the adiabatic limit means that the gates are rather slow, which consequently exposes the qubit to the environment for an overly long time, making it infeasible for realistic quantum computation. To lift the adiabatic limit and speed up the quantum gate, implementation of nonadiabatic geometric gates based on Abelian [35–39] and non-Abelian [40, 41] phases have been proposed. The non-Abelian geometric gates have been successfully demonstrated in various systems in experiments [42–53]. However, their realization in quantum dot systems usually requires manipulation of three or more energy levels [54, 55], and it is difficult to apply to spin qubits which typically involve two levels. The Abelian geometric gates have been demonstrated in two-level systems [38, 39]. In these cases, the geometric gate can be robust against the systematic noise but is more vulnerable to the detuning noise. Usually, the detuning noise is the leading error in many systems, such as the superconducting circuit and silicon-based quantum dots. Recently, experiments based on the superconducting platform [56] have shown that several individual single-qubit gates can be robust to the detuning noise. Typically, the geometric gate works well under the quasi-static-noise approximation as demonstrated before [39], where noise is assumed to vary with a much longer time scale compared to that of the gate operation. For the realistic time-dependent noise, one may suppose that the geometric gate is performing effectively for the low-frequency components of the noise. However, whether the geometric gate can still outperform the dynamical gate at high frequencies remains unclear. On the other hand, the noise spectrum with which the noise is concentrated on for the silicon quantum dot may be different compared to the superconducting circuits. Thus, it is very important to evaluate the geometric gate within a wide range of noise spectrum.

In this work, we present a full theoretical proposal to implement universal GQC in SSQ. We analyze the effect of systematic and detuning noises typical in the silicon system. Comparing the fidelity of the geometric gates and their dynamical counterparts, we find that the robustness of the geometric gates against noises depends crucially on the path taken during the cyclic evolution. By carefully choosing the evolution loop, both detuning noises and systematic noises can be effectively suppressed. On the other hand, to quantitatively determine the improvement afforded by the geometric gates, we perform randomized benchmarking (RB), which is conducted by comparing the sequences composed of the dynamical and the designed geometric gates within the single-qubit
clifford group. we find that, for the static gaussian noise, the averaged fidelities of geometric gates are around 99.9% or above. meanwhile, we also consider the time-dependent noise, namely the 1/f type whose power spectral density is proportional to 1/ω^α where α indicates the correlation within the noise. we find that both the detuning and systematic noise can be suppressed well. for large α, the geometric gates improve the fidelity by a factor of 2 or more over the dynamical ones. our results suggest that geometric quantum gates can be a powerful alternative to realize high-fidelity quantum manipulations of ssq.

ii. universal nonadiabatic geometric gates

a. geometric single-qubit gate

we first show how to implement the nonadiabatic geometric single-qubit gates using a ssq. as shown in fig. 1(a), the two electron spins are confined in the silicon-based double-quantum-dot system with each electron occupying either the left (l) or right (r) dot. the electron can be either spin up |↑⟩ or spin down |↓⟩. the basis states for the single qubit are therefore \{ |0⟩ = |↑⟩, |1⟩ = |↓⟩ \}. each dot experiences a magnetic field of \( B_L = (B^L_z(t), 0, B^L_x + B^L_y) \) or \( B_R = (B^R_z(t), 0, B^R_x + B^R_y) \). here, the magnetic fields are in energy units and we use \( \hbar = 1 \) for convenience. specifically, \( B^L_z \) denotes the static homogeneous magnetic field in the z direction which can be as large as GHz in the experiment to lift the spin degeneracy [17]. \( B^Q_z (Q = L, R) \) is the local inhomogeneous component to obtain distinct resonance frequencies for an individual qubit. the effective zeeman splitting for each spin is therefore \( E^Q_z = g_B \mu_B (B^L_z + B^Q_z) \). apart from the static magnetic field, \( B^Q_z(t) = B^Q_{z,0} + B^Q_{z,1} \cos(\omega_Q t + \phi) \) denotes the transverse time-dependent oscillating field perpendicular to \( B^L_z \) where \( B^Q_{z,0} \) and \( B^Q_{z,1} \) are the amplitudes of the oscillating magnetic field, with \( \omega_Q \) and \( \phi \) being the frequency and phase, respectively. in experiments, the transverse oscillating field can be introduced by using the electron spin resonance [6, 7, 17] or electron dipole spin resonance [9, 12, 57, 58] techniques. in the rotating frame and under the rotating-wave approximation, when \( \omega_Q \) matches the larmor frequency, the hamiltonian for each ssq can be written as

\[
H_1(t) = \frac{\Omega(t)}{2}(\cos \phi \sigma_x + \sin \phi \sigma_y),
\]

where \( \Omega \) is the rabi frequency related to the amplitude of the oscillating magnetic field. in experiments, both \( \Omega \) and \( \phi \) are time-dependent and can be controlled conveniently.

To implement the nonadiabatic single-qubit geometric gates, the entire evolution time is divided into three parts. in each part, the rabi frequency Ω and the phase φ satisfy

\[
\begin{align*}
\int_0^{T_1} \Omega(\tau) d\tau &= \theta, \quad \{ \phi_1 = \phi - \frac{\pi}{2}, \tau \in [0, T_1] \} \\
\int_{T_1}^{T_2} \Omega(\tau) d\tau &= \pi, \quad \{ \phi_2 = \phi + \gamma + \frac{\pi}{2}, \tau \in [T_1, T_2] \} \\
\int_{T_2}^T \Omega(\tau) d\tau &= -\theta, \quad \{ \phi_3 = \phi - \frac{\pi}{2}, \tau \in [T_2, T] \},
\end{align*}
\]

which leads to the evolution operator at the final time as

\[
U(\gamma, \theta, \phi) = U(T, T_2)U(T_2, T_1)U(T_1, 0) = e^{i\gamma\vec{n} \cdot \vec{\sigma}},
\]

where \( \vec{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is the unit vector on the bloch sphere with \( 0 \leq \theta \leq \pi \) and \( 0 \leq \phi < 2\pi \). \( \vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) are the pauli matrixes. thus, \( U(\gamma, \theta, \phi) \) corresponds to rotations around the axis \( \vec{n} \) by an angle \( -2\gamma \). since all parameters here can be controlled independently, one is able to achieve arbitrary single-qubit operation.

It is straightforward to demonstrate that \( U(\gamma, \theta, \phi) \) is the desired geometric gate by taking the two orthogonal states

\[
\begin{align*}
|\psi_+(t)⟩ &= \cos \frac{\theta(t)}{2} |0⟩ + \sin \frac{\theta(t)}{2} e^{i\phi(t)} |1⟩, \\
|\psi_-(t)⟩ &= \sin \frac{\theta(t)}{2} e^{-i\phi(t)} |0⟩ - \cos \frac{\theta(t)}{2} |1⟩,
\end{align*}
\]

as the evolution states of the geometric gate. after the nonadiabatic cyclic evolution (at final time \( T \)), these two orthogonal states acquire an extra global phase: \( U(\gamma, \theta, \phi) |\psi_\pm⟩ = e^{i\gamma} |\psi_\pm⟩ \). the evolution operator can then be rewritten as \( U(\gamma, \theta, \phi) = e^{i\gamma} |\psi_+⟩ \langle \psi_+| + e^{-i\gamma} |\psi_-⟩ \langle \psi_-| \), where the global phase \( \gamma \) is determined by the solid angle enclosed by the cyclic evolution [59]. here, we elaborate on how the geometric phase can be achieved by the evolution state \( |\psi_+(t)⟩ \), and that for \( |\psi_-(t)⟩ \) can be understood in a similar way. as seen in fig. 1(b), in the first part of the evolution, \( |\psi_+(0)⟩ \) starts from a given point \( A \) on the bloch sphere, corresponding to \( \theta = \theta(0) \) and \( \phi = \phi(0) \), and evolves along the geodesic line up to the north pole \( B \). in the second part, it goes down to the south pole \( D \) along another geodesic line, which is \( \gamma \) apart from the previous one. finally, it goes back to the starting point at the end of the third part. it is shown that after the cyclic evolution, the state \( |\psi_+(t)⟩ \)
traces out an orange-slice-shaped loop $A - B - C - D - A$. Since the evolution is always along geodesic lines, the dynamical phase is cancelled out (see Appendix A). Besides, we can see that the parallel-transport condition also satisfies $\langle \psi^+ | U^\dagger (\gamma, \theta, \phi) H_I U (\gamma, \theta, \phi) | \psi^+ \rangle = 0$ [38]. Therefore, we conclude that $U (\gamma, \theta, \phi)$ represents a pure geometric gate.

The corresponding Hamiltonian is [58]

$$H_2(t) = J(t)(L \cdot S_R - 1/4) + S_L \cdot B_L + S_R \cdot B_R. \quad (5)$$

Here, $S_L$ and $S_R$ denote the spin of the electron in the left and right quantum dot, respectively. In the two-qubit basis \{00\}, \{01\}, \{10\}, \{11\} the Hamiltonian in Eq. (5) is

$$H_2(t) = \begin{pmatrix}
E_z + J(t)/2 & 0 & 0 & 0 \\
0 & \delta E_z/2 & J(t)/2 & 0 \\
0 & J(t)/2 & -\delta E_z/2 & 0 \\
0 & 0 & 0 & -E_z + J(t)/2
\end{pmatrix} \quad (6)$$

where $E_z = B_0^L + (B_0^L + B_0^R)/2$ and $\delta E_z = B_0^L - B_0^R$. Note that we have lifted the zero-point energy by $J/2$ and shut down the oscillating magnetic field. Now, $H_2(t)$ can be further divided into two parts $H_2(t) = H_2^0 + H_2^1$ where $H_2^1 = J(t)/2 \{ \uparrow \uparrow \} \langle \downarrow \uparrow \rangle + h.c.$ is the perturbation term and $H_2^0$ is the remaining free Hamiltonian. Therefore, in the interaction picture $H_2(t)$ can be rewritten as

$$H_{2I}(t) = \frac{J(t)}{2} \left( e^{iE_z t} \langle 01 \rangle \langle 10 \rangle + h.c. \right). \quad (7)$$

Further, we assume that the exchange interaction $J(t)$ is operated in an oscillating way [14, 60, 61] as $J(t) = j_0 + j(t) \cos(\omega t + \psi)$. Since both $j_0, j(t) \ll \delta E_z$, in the rotating-wave approximation, Eq. (7) reduces to

$$H_{2RI}(t) = \frac{j(t)}{2} \left( \cos \psi \hat{\sigma}_x + \sin \psi \hat{\sigma}_y \right). \quad (8)$$

where $\hat{\sigma}_x$ and $\hat{\sigma}_y$ are the effective Pauli matrices in the {01}, {10} subspace. Similar to the single-qubit case, we can construct the two-qubit geometric gate by dividing the evolution time into three segments.

$$\int_0^{T_1} j(\tau) d\tau = \theta, \quad \left\{ \psi_1 = \psi - \frac{\pi}{2}, \tau \in [0, T_1] \right\}$$

$$\int_{T_1}^{T_2} j(\tau) d\tau = \pi, \quad \left\{ \psi_2 = \psi + \xi + \frac{\pi}{2}, \tau \in [T_1, T_2] \right\} \quad (9)$$

$$\int_{T_2}^{T} j(\tau) d\tau = \pi - \theta, \quad \left\{ \psi_3 = \psi - \frac{\pi}{2}, \tau \in [T_2, T] \right\} \ ,$$

In this way, the achieved evolution operator is

$$U_2(\xi, \vartheta, \psi) = U_2(T, T_2)U_2(T_2, T_1)U_2(T_1, 0)$$

$$= \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & \cos \xi + i \sin \xi \cos \vartheta & i \sin \xi \sin \vartheta e^{-i \psi} & 0 \\
0 & i \sin \xi \sin \vartheta e^{i \psi} & \cos \xi - i \sin \xi \cos \vartheta & 0 \\
0 & 0 & 0 & 1 \end{pmatrix}, \quad (10)$$

with $0 \leq \vartheta \leq \pi$ and $0 \leq \psi < 2\pi$. It is easy to find that by setting $\vartheta = \xi = \pi/2$ and $\psi = 0$, Eq. (10) is equivalent to an iSWAP gate. On the other hand, since $H_{2RI}(t)$ actually belongs to the XY-interacted Hamiltonian [62] where the Hamiltonian only appears in the effective $\sigma_x$ and $\sigma_y$ terms in the considered subspace. For comparison, one can also construct the iSWAP gate in the dynamical way by only one step $iSWAP \equiv \exp[-iH_{2RI} \frac{\pi}{2}]$. In fact, the iSWAP gate can be regarded as half of the CNOT gate [62], i.e., the CNOT gate can be obtained by applying the iSWAP gate twice combined with appropriate single-qubit operations.

### III. ROBUSTNESS PROOF

Here, we demonstrate how geometric gates are less sensitive to the considered noises compared to their dynamical counterparts. Before turning to this demonstration, we show how to obtain arbitrary SSQ dynamical rotations. In the absence of noise, the dynamical operator corresponding to the Hamiltonian in Eq. (1) is

$$R(r, \gamma) \equiv \exp \left[ -i \frac{\gamma}{2} (\cos \phi \sigma_x + \sin \phi \sigma_y) \right], \quad (11)$$

where $R(r, \gamma)$ denotes the rotation in the $x$-$y$ plane by an angle $\gamma$, and the rotation axis $r$ in the plane is determined by $\phi$. As the Rabi frequency $\Omega$ is assumed to be constant, $R(r, \gamma)$ is actually a single-piece rotation. Arbitrary single-qubit gate requires two nonparallel axis rotation on the Bloch sphere. This can be implemented by setting $\phi$ to be $\theta (\tau)$ and $\phi (\tau) = \frac{\pi}{2} (\pm \frac{\pi}{2})$, which corresponds to rotations around the $\hat{x}$ ($\hat{x}$) and $\hat{y}$ ($\hat{y}$) axis, respectively. For other rotations out of the plane, one can decompose it into a $\hat{x}$-$\hat{y}$-$\hat{z}$ composite pulse sequence

$$R(\hat{x}, \gamma_a)R(\hat{y}, \gamma_b)R(\hat{z}, \gamma_c), \quad (12)$$

or a $\hat{y}$-$\hat{y}$ sequence

$$R(\hat{y}, \gamma_a)R(\hat{x}, \gamma_b)R(\hat{y}, \gamma_c). \quad (13)$$

One should not confuse the composite pulses here with the geometric gates, which is also composed of multiple pieces. First, for the geometric gate, the Rabi frequency $\Omega$ and the phase $\phi$ are divided into three distinct parts so as to form the cyclic evolution loop, while it is not required to do so for the dynamical gate. Second, each part in the geometric gate has strong intrinsic connection to ensure that the dynamical phase can be cancelled during the evolution, and only the desired geometric phase remains. In this way we can use the merit of the geometric phase, which can be demonstrated less sensitive...
to the noise as shown later. In contrast, the dynamical rotation directly uses the noncyclic dynamical phases, thus, is more vulnerable to noise that are concerned in silicon.

Next, we compare the fidelity between the geometric gates and the dynamical counterparts in the noise environments. We assume that a SSQ is suffering from two types of noises, namely, the detuning noise and the systematic noise. Thus, the dynamical rotation subjected to noise reads

\[ R(r, \gamma) = \exp \left[ -i \left\{ (1 + \epsilon) H_1(t) + \delta \sigma_z \right\} \frac{\gamma}{\Omega} \right], \tag{14} \]

where \( \delta \) and \( \epsilon \) are the detuning and systematic noises, respectively. In experiments, systematic noise leads to the error in the Rabi oscillation while the detuning noise results in the lift or decline of the energy level, namely, detuning, which is assumed to be the dominant noise for silicon-based spin qubits.

For simplicity, we assume that both the systematic noise and the detuning noise are constant during the gate operation, and are independent from each other. We also assume the noises are weak enough compared to the Rabi oscillation, \(|\delta| \ll \frac{1}{\hbar^2} \int_0^T \Omega(t) dt\) and \(|\epsilon| \ll \frac{1}{\hbar^2} \int_0^T \Omega(t) dt\). Then, the fidelity of the \( \hat{x} \)-axis rotation according to Eq. (3) and (14) can be expanded as

\[ \mathcal{F}_{1,d}(\hat{x}, \gamma) = 1 - \frac{\gamma^2}{8} \epsilon^2 + \left( \cos \gamma - 1 \right) \delta^2, \]

\[ \mathcal{F}_{1,g}(\hat{x}, \gamma) = 1 - \frac{\pi^2\sin^2(\gamma/4)}{2} \epsilon^2 - 8\cos^2(\delta/4) \delta^2, \tag{15} \]

with respect to \( \epsilon \) and \( \delta \) up to second order. Here, \( \mathcal{F}_{1,d}(\hat{x}, \gamma) \) and \( \mathcal{F}_{1,g}(\hat{x}, \gamma) \) denote the fidelity for the dynamical and geometric gate, respectively. Then, the fidelity difference between them is

\[ \Delta \mathcal{F}_1 = \mathcal{F}_{1,g}(\hat{x}, \gamma) - \mathcal{F}_{1,d}(\hat{x}, \gamma) = \Delta \mathcal{F}_{1,\epsilon} + \Delta \mathcal{F}_{1,\delta}, \]

\[ \Delta \mathcal{F}_{1,\epsilon} = \frac{1}{8} \left[ \gamma^2 - 4\pi^2\sin^2(\gamma/4) \right] \epsilon^2, \]

\[ \Delta \mathcal{F}_{1,\delta} = -2 \left[ 1 + 2\cos(\gamma/2) + \cos \gamma \right] \delta^2, \tag{16} \]

where \( \Delta \mathcal{F}_{1,\epsilon} \) and \( \Delta \mathcal{F}_{1,\delta} \) denote the case with respect to the systematic noise and detuning noise, respectively. One can easily verify that, \( \Delta \mathcal{F}_{1,\epsilon} \geq 0 \) in the regime \(-\pi \leq \gamma \leq \pi \) which is enough to perform the desired rotation angle. This means the geometric gate is less sensitive to the systematic noise compared to the dynamical one. Unfortunately, \( \Delta \mathcal{F}_{1,\delta} \leq 0 \) in this region, suggesting that the geometric gate performs worse than the dynamical one when the detuning noise is dominant. This fact implies that the performance of geometric gate may be affected by the detailed noise structure in the Hamiltonian.

Therefore, one possible way is to seek for another evolution path to acquire the geometric phase, which may be immune to the detuning noise. Observing the evolution path on the Bloch sphere as shown in Fig. 1(b), by modulating \( \phi_2 \) in Eq. (2), we are allowed to select various geodesic lines to evolve the orthogonal state during the second part of evolution. Here, we take the evolution of \( |\psi_+(t)\rangle \) to explain. By choosing \( \phi_2 = \gamma' \), \( |\psi_+(t)\rangle \) can go along a new path \( B - C' - D \), and thus traces out another enclosed loop \( A - B - C' - D - A \). The geometric phase then turns from \( \gamma \) to \( \gamma - \gamma' \), and the corresponding new geometric operator becomes

\[ U'(\gamma', \gamma, \theta, \phi) = e^{i(\gamma - \gamma')\mu_\sigma}. \tag{17} \]

As a simple but profound example, we take \( \gamma' = \pi \), while keeping other parameters unchanged. As shown in Fig. 1(b), we denote the new path as “path 2” (in dashed-red line) and the original one as “path 1” (in solid-blue line) for comparison. One can see that the geodesic line related to path 2 is tilted by \( \pi \) from the original one. In this case, we have \( \gamma_2 = \gamma_1 - \pi \), and the corresponding solid angle is changed from \(-2\gamma\) to \(-2\gamma + 2\pi\). So that, the target evolution operator \( U'(\pi, \gamma, \theta, \phi) \) is equivalent to \( U(\gamma, \theta, \phi) \) (except a negative sign). We surprisingly find that, although the new operator remains the same as before, the noise-resilience for them can be substantially different. This can be seen by further expanding the fidelity of the new operator in path 2 and we have

\[ \Delta \mathcal{F}_{2,\epsilon} = \frac{1}{4} \left( \gamma^2 - 4\pi^2 \cos^2(\gamma/4) \right) \epsilon^2, \]

\[ \Delta \mathcal{F}_{2,\delta} = \left( 8\cos(\gamma/2) - 4(1 + \cos \gamma) \right) \delta^2. \tag{18} \]

Here, for the considered region \(-\pi \leq \gamma \leq \pi \), we always have \( \Delta \mathcal{F}_{2,\epsilon} \leq 0 \) and \( \Delta \mathcal{F}_{2,\delta} \geq 0 \). Therefore, the new operator related to path 2 is robust against the detuning noise but is more sensitive to the systematic noise. This result is inverse to the previous geometric gate in path 1. Thus, if the systematic noise is dominant, we may select path 1 to construct the geometric gate, otherwise take path 2 when the qubit suffers mainly from the detuning noise. Note that, the expansion results for the \( \hat{y} \)-axis rotation is similar and we are not going to show the detail again. On the other hand, since the Hamiltonian related to the two-qubit gate acts the way like the single-qubit case in the \( \{|01\rangle, |10\rangle\} \) subspace, we can also analyze it using the same method. Therefore, arbitrary single- and two-qubit dynamical gates can be improved by the proper geometric gates. For the construction of the CNOT gate, both
IV. NUMERICAL VERIFICATION OF ROBUSTNESS

To test the superiority of the geometric gates, we carry out RB [63–65] which is a powerful technique to investigate gate fidelities under specific noise conditions. In RB, instead of studying arbitrary single-qubit gate, we focus ourselves on a finite subset, i.e. the Clifford group [66]. The RB process is implemented by averaging the gate fidelity over gate sequences randomly drawn from the Clifford group and over different noise realizations. Then, we can quantitatively compare the performance of the dynamical gates and the geometric gates. In Table. 1, we show how to construct the Clifford group for the two kinds of gates, both of which includes 24 elements. For the dynamical Clifford elements, except for the \( \hat{x} \)- and \( \hat{y} \)-axis rotations, each Clifford element can be divided into the combination of \( R(\hat{x}, \gamma) \) and \( R(\hat{y}, \gamma) \). We find that the mean gate number per Clifford element is 1.875. To compare the dynamical gates and geometric gates fairly, each \( R(\hat{x}, \gamma) \) or \( R(\hat{y}, \gamma) \) in the dynamical element is replaced by the corresponding geometric gate.

We first consider the static noise model. In our RB simulation, \( \epsilon \) and \( \delta \) in each run are drawn from the Gaussian distribution, namely, \( \sigma_{\epsilon}^2 : N(0, \sigma_\epsilon^2) \) and \( \sigma_{\delta}^2 : N(0, \sigma_\delta^2) \), where \( \sigma_{\epsilon}^2 \) and \( \sigma_{\delta}^2 \) are the variance with respect to the noise. In Ref. [17], the typical Rabi frequency is about 500 kHz, and the variance of the detuning noise is \( 10\sim 20 \) kHz. Such that, we consider \( \sigma_\delta = \sigma_\epsilon = 0.02 \) for simulation. The averaged fidelity is obtained by fitting the resulting fidelity curve to \( (1 + e^{-dn}) / 2 \), where \( d \) denotes the averaged error per gate, and \( n \) is the Clifford gate number. In Fig. 3(a), we show the benchmarking results when only the detuning noise is present. We find that, the geometric gates in path 2 outperform the dynamical gates, where the averaged fidelity is 0.9990. However, those gates in path 1 perform even worse than the dynamical ones, since they are highly sensitive to the detuning noise. When only the systematic noise is present [Fig. 3(b)], the geometric gate in both paths perform better than the dynamical ones. We also find that the geometric gates in path 1 are standing out, and the fidelity can be as high as 0.9997.

Although the geometric gates are superior to the dynamical gates in the static-noise model, whether it can persist for the time-dependent noise remains unknown. In experiments, the time-dependent noises are commonly modeled by the \( 1/f \) type, whose power spectral density has the form as \( S(\omega) = \frac{\hat{A}}{\omega^{\alpha}} \). Here, \( \hat{A} \) represents the amplitude of the noise, the exponent \( \alpha \) denotes how much the noise is correlated crucial to characterize the noise, and \( t_0 \) is an arbitrary time unit, depending on the magnitude of the Rabi frequency. In this work, we are using the method in Refs. [65, 67] to simulate the \( 1/f \) noise, where we are able to generate noise spectrum with 0 \( \leq \alpha \leq 3 \). In Ref. [65], we have shown that, for small \( \alpha \), the noise is not correlated at all, and is closed to the white-like noise. While for the large \( \alpha \), the randomness of the noise is reducing and the noise is rising or lowering in a relative long time scale, so that, the noise is closed to the quasi-static model. Therefore, we may expect the better per-
formance of the geometric gates for the large $\alpha$.

In Fig. 4, we show the dependence of the error $d$ on the detuning noise amplitude $A_\delta$ for both the dynamical and geometric gates. When $\alpha$ is small enough, i.e. $\alpha = 0.5$, one can see that the error for the geometric gates are even larger than the dynamical ones. This means the geometric gates can not offer any improvement, because the noise is far away from the static model due to the small $\alpha$. When it comes to the intermediate value of $\alpha = 1$, the geometric gates in path 2 start to offer improvement against the dynamical counterparts, and the improvement is becoming more and more pronounced as $\alpha$ keeps increasing. We also see that for any $\alpha$ value, the errors for the geometric gates in path 1 are the largest. This result is consistent with the case in the static noise model. According to the experimental data in Ref. [11], the $\alpha$ value of the detuning noise at the low-frequency domain is 2.5. And, the noise spectrum there has been measured to be $S(\omega) \approx C_1/\omega^{2.5}$ with $C_1 = 3 \times 10^{13}$. Converting this data to our unit, we have $A_\delta t_0 = C_1 t_0^{\alpha+1}$. If we take the Rabi frequency to be 500 kHz, which means $t_0 = 2\mu s$, we get $A_\delta t_0 \approx 10^{-7}$. Substituting this noise amplitude into the error result as shown in Fig. 4(e), the fidelity of the geometric gates in path 2 is as high as 0.9998. For comparison, the fidelity for the dynamical ones is 0.9995. In Fig. 5, we also show the error results for the systematic noise. We find that when $\alpha \geq 1.5$, the geometric gates in both two paths can surpass the dynamical ones. For all $\alpha$ values, the geometric gates in path 1 outperform the ones in path 2.

In order to fully reveal the advantage of the geometric gate, we further define the improvement ratio $\kappa$ as the error of the geometric gates divided by that of the dynamical counterparts under the same noise conditions. As we can see in Fig. 4 and 5, the error curves for both the geometric and dynamical gates are almost parallel in the considered noise amplitude region. Such that, the ratio can be well defined. In Fig. 6, we plot the improvement ratio versus the noise exponent $\alpha$. For the detuning noise, the ratio of the geometric gate in path 1 is always below 1, while that value for the gate in path 2 trends to increase with the exponent $\alpha$. As we can see, the crossing point where the geometric gate starts to outperform the dynamical one is about 1.2. This means the geometric gate can be working well in a rather wide region of $\alpha$. According to the experiments, the $\alpha$ value of the detuning noise can be about either 2.5 [3, 11] or 1 [11, 12, 68], which corresponds to the low-frequency and high-frequency domain of the noise spectrum, respectively. We can also see that, when $\alpha \geq 2$ the geometric gate can improve the dynamical gate by a factor of 2 or more. This result is a strong evidence to show the advantage of the geometric gate, and is directly relevant to the experiment considering detuning noise is dominant in silicon. While for the systematic noise, the improvement ratio offered by the geometric gates in path 1 can be as high as 4 when $\alpha = 3$. And that value for those geometric gates in path 2 can also larger than 1 when $\alpha \geq 1.5$. Thus, the geometric gate may be a powerful tool to achieve high-fidelity quantum gates for the experimental noise environment.

V. CONCLUSIONS

We propose the implementation of the universal geometric gate for the silicon spin qubits. By theoretical analysis, we find that, the advantage of the geometric gates over the dynamical counterparts is sensitively depending on the path that are taken for the geometric phase. We also perform random-
ized benchmarking to quantitatively determine how much improvement the geometric gates can offer. For both the static and $1/f$-type noise model, the fidelities of the geometric gates can be around 99.90%, or above for both the detuning and systematic noise. For the detuning noise which is dominant in the silicon spin qubits, the proper geometric gates can improve the fidelity of the dynamical gates by a factor of more than 2 in the experimental noise environment. Therefore, our proposal paves a way for implementing the high-fidelity geometric quantum gate for the silicon spin qubits.
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Appendix A: Dynamical and geometric phase

Traditionally, the global phase of the qubit state is assumed to be trivial since there is no physically observable. However, Berry’s work revealed that this global phase can not be ignored because it is required for the state to satisfy the Schrödinger equation. As stated in the main text, the orthogonality condition can be satisfied if the state satisfies the Schrödinger equation. Substituting it into the time-dependent Schrödinger equation

$$ H(t)|\psi\rangle = i\hbar d/dt |\psi\rangle, $$

and note that $|\psi_+(T)\rangle = |\psi_+(0)\rangle$,

we have

$$ f = \alpha + \beta, $$

where

$$ \alpha = -\frac{1}{\hbar} \int_0^T \langle \psi | H(t) | \psi \rangle dt $$

$$ = -\frac{1}{\hbar} \int_0^T \langle \psi_+ | H(t) | \psi_+ \rangle dt, $$

$$ \beta = \int_0^T \langle \psi_+ | \frac{d}{dt} | \psi_+ \rangle dt. $$

$\alpha$ and $\beta$ are the dynamical and geometric phase, respectively. Next, we show how to cancel out the dynamical phase during the cyclic evolution, i.e. $\alpha = 0$. Without loss of generality, a general two-level Hamiltonian has the form as

$$ H(t) = \frac{\hbar}{2} \left( \Delta(t) + \Omega(t)e^{-i\eta(t)} - \Delta(t) \right). $$

By inserting Eq. (A1) and A4 into Eq. (A2), we can get

$$ \dot{\theta} = \Omega \sin(\eta - \phi) $$

$$ \dot{\phi} = \Delta - \Omega \cos(\eta - \phi) \cot \theta, $$

and further

$$ \Omega = \pm \sqrt{(\Delta - \dot{\phi})^2 + \dot{\theta} \cot^2 \theta \tan \theta} $$

$$ \psi = \phi - \arctan \left\{ \frac{\dot{\theta} \cot \theta}{\Delta - 2\dot{\phi}} \right\}, $$

Combining Eq. (A4) and A6 into $\alpha$, we can get

$$ \alpha = \int_0^T \left( \frac{\sin^2 \theta}{\cos \theta} \dot{\phi} - \frac{\Delta}{\cos \theta} \right) dt $$

Now, it is clear that, when $\Delta = 0$, if we take $\dot{\phi} = 0$, then the dynamical phase can be canceled out. This implies the state $|\psi_+(t)\rangle$ would evolve along the geodesic line. According to Eq. (A5), we further have $\eta - \phi = \pm \pi/2$.
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| Clifford element | Dynamical | Geometric |
|------------------|-----------|-----------|
| $C_0 = \hat{I}$  | $R(\hat{x}, 2\pi)$ | $U(-\pi, \frac{\pi}{2}, 0)$ |
| $C_1 = R(\hat{x}, -\frac{\pi}{2})$ | $R(-\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_2 = R(\hat{x}, \frac{\pi}{2})$ | $R(\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)$ |
| $C_3 = R(\hat{x}, \pi)$ | $R(\hat{x}, \pi)$ | $U(-\pi, \pi, 0)$ |
| $C_4 = R(\hat{y}, -\frac{\pi}{2})$ | $R(-\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})$ |
| $C_5 = R(\hat{y}, \frac{\pi}{2})$ | $R(\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_6 = R(\hat{y}, \pi)$ | $R(\hat{y}, \pi)$ | $U(-\pi, \pi, \pi)$ |
| $C_7 = R(\hat{z}, -\frac{\pi}{2})$ | $R(\hat{z}, \frac{\pi}{2})R(-\hat{y}, \frac{\pi}{2})R(-\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_8 = R(\hat{z}, \frac{\pi}{2})$ | $R(\hat{z}, \frac{\pi}{2})R(\hat{y}, \frac{\pi}{2})R(-\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_9 = R(\hat{z}, \pi)$ | $R(\hat{z}, \pi)R(\hat{y}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{10} = R(\hat{x} + \hat{z}, \pi)$ | $R(-\hat{y}, \frac{\pi}{2})R(\hat{x}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{11} = R(\hat{x} + \hat{z}, \pi)$ | $R(\hat{y}, \frac{\pi}{2})R(\hat{x}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{12} = R(\hat{x} + \hat{y}, \pi)$ | $R(\hat{x}, \frac{\pi}{2})R(\hat{y}, \frac{\pi}{2})R(\hat{x}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{13} = R(\hat{x} + \hat{y}, \pi)$ | $R(\hat{x}, \frac{\pi}{2})R(\hat{y}, \frac{\pi}{2})R(\hat{x}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{14} = R(\hat{y} + \hat{z}, \pi)$ | $R(\hat{x}, \frac{\pi}{2})R(\hat{y}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{15} = R(\hat{y} + \hat{z}, \pi)$ | $R(-\hat{x}, \frac{\pi}{2})R(\hat{y}, \pi)$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{16} = R(\hat{x} + \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(\hat{x}, \frac{\pi}{2})R(\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{17} = R(\hat{x} + \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(-\hat{y}, \frac{\pi}{2})R(-\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{18} = R(\hat{x} + \hat{y} - \hat{z}, \frac{2\pi}{2})$ | $R(\hat{y}, \frac{\pi}{2})R(\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{19} = R(\hat{x} + \hat{y} - \hat{z}, \frac{2\pi}{2})$ | $R(-\hat{x}, \frac{\pi}{2})R(-\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{20} = R(\hat{x} - \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(-\hat{y}, \frac{\pi}{2})R(\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{21} = R(\hat{x} - \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(-\hat{x}, \frac{\pi}{2})R(\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{22} = R(-\hat{x} + \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(\hat{y}, \frac{\pi}{2})R(-\hat{x}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |
| $C_{23} = R(-\hat{x} + \hat{y} + \hat{z}, \frac{2\pi}{2})$ | $R(\hat{x}, \frac{\pi}{2})R(-\hat{y}, \frac{\pi}{2})$ | $U(-\frac{\pi}{2}, \frac{\pi}{2}, 0)U(-\frac{\pi}{2}, \frac{\pi}{2}, -\frac{\pi}{2})U(-\frac{\pi}{2}, \frac{\pi}{2}, \pi)$ |