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Abstract—Since specular reflection often exists in the real captured images and causes deviation between the recorded color and intrinsic color, specular reflection separation can bring advantages to multiple applications that require consistent object surface appearance. However, due to the color of an object is significantly influenced by the color of the illumination, the existing researches still suffer from the near-duplicate challenge, that is, the separation becomes unstable when the illumination color is close to the surface color. In this paper, we derive a polarization guided model to incorporate the polarization information into a designed iteration optimization separation strategy to separate the specular reflection. Based on the analysis of polarization, we propose a polarization guided model to generate a polarization chromaticity image, which is able to reveal the geometrical profile of the input image in complex scenarios, e.g., diversity of illumination. The polarization chromaticity image can accurately cluster the pixels with similar diffuse color. We further use the specular separation of all these clusters as an implicit prior to ensure that the diffuse component will not be mistakenly separated as the specular component. With the polarization guided model, we reformulate the specular reflection separation into a unified optimization function which can be solved by the ADMM strategy. The specular reflection will be detected and separated jointly by RGB and polarimetric information. Both qualitative and quantitative experimental results have shown that our method can faithfully separate the specular reflection, especially in some challenging scenarios.

Index Terms—Specular reflection separation, diffuse, polarization guided model, ADMM strategy.

I. INTRODUCTION

The reflection image from the surface consists of the diffuse component and the specular component. They are often observable in dielectric inhomogeneous objects [1]. Lee et al. [2] propose that the specular reflection is significantly affected by the illumination of the scene while the diffuse reflection contains the constant intrinsic properties of the surface.

For multiple computer vision tasks, such as segmentation [3], shape from shading [4], [5], binocular stereo [6], and motion detection [7], the specular component is often considered as the outliers. Since the specular component is mostly combined with the diffuse component at each pixel in the image [8], [11], the above-mentioned tasks have to ignore the specular component in the scene. However, assuming the pure-diffuse surface decreases the performance of those applications. Besides, the specular removal can also help to resolve the general reflectance problem [9], [10] in photometric stereo. To address this challenging issue, various existing methods have been proposed on the benefit of chromaticity or polarization.

Based on the analysis of color space and spatial information, several methods [11], [12], [13], [14] with some certain prior knowledge have been proposed to remove the specular reflection by understanding the distribution of diffuse component and specular component in a color image. A typical way is to generate the specularity-free image [15], [16], [17], [18]. These methods propagate the chromaticity from the specularity-free image to the original image. According to the dichromatic reflection model, other methods [19], [15] are obliged to assume or estimate the illumination of the scene. However, in the real world, illumination is inconstant and hard to measure. In addition, since these algorithms rely on either image statistics or strong prior assumptions, they are not robust for the variability in the imaging environment.

Based on the theory of polarization [20], [21], the specular reflection tends to be polarized meanwhile the diffuse reflection is unpolarized [22]. By placing the polarization filter in front of the sensor, various methods [23], [24], [25], [26] can produce the results with less color distortion. However, since the correlation between RGB information and polarimetric information was not fully exploited, these methods cannot obtain pleasing results. In this regard, considering the complexity and uncertainty among different illumination environment,
specular reflection separation is still a very challenging task. In this paper, we propose a polarization guided specular reflection separation approach to achieve wide applicability for the large diversity of nature scenes. According to the theory of polarization, the diffuse component tends to be unpolarized while the specular component varies with the different angles of polarization orientation. Motivated by this observation, we can obtain the raw diffuse image by the transmitted radiance sinusoid (TRS). Since the raw diffuse image still consists of the diffuse component and the constant part of the specular component, it cannot be considered as the result of specular reflection separation. However, by calculating the chromaticity of the raw diffuse image, we can generate a \textit{polarization chromaticity image}, while retaining the hue of it. The polarization chromaticity image is able to describe the accurate geometrical profile of the input image, without being affected by the color of the illumination. With the polarization chromaticity image, the polarization guided model can cluster the pixels with similar diffuse color. In this case, the specular component can be considered as the noise in each cluster. After denoising for all these clusters by using robust PCA \cite{27}, most parts of the specular component can be removed from the observation.

Even though the polarization guided model can deliver a pleasing result, the specular reflection is partially polarized, which means we still need to estimate the unchanged part of the specular component. Different from setting some prior knowledge, we use the result of the polarization guided model as an implicit prior to the diffuse component and impose the sparse constraint on the specular component. With the proposed model, we reformulate the specular reflection separation to a global energy function that can be optimized by the ADMM strategy. Moreover, we collect a dataset by the newly released polarized RGB camera. The corresponding ground truth is captured by rotating the polarizer in front of an RGB camera. Experimental results demonstrate the effectiveness and robustness of our method.

Our main contributions are summarized as follows: 1) We design a polarization guided model for specular reflection separation without being affected by the color of the illumination; 2) We design a customized optimization strategy to achieve the promising results jointly by chromaticity and polarization; 3) We conduct extensive experiments to demonstrate that our proposed method achieves state-of-the-art results in terms of quantitative measures and visual quality.

The rest of this paper is organized as follows: Section II reviews related work and Section III details the polarization guided model. Section IV presents the scheme of the specular reflection separation and Section V describes the experimental results. Finally, Section VI concludes the paper.

II. RELATED WORK

Since specular reflection separation has been attracting increasing interest in computer vision, plenty of researches have been presented on either image quality improvement or applying it to specific applications \cite{28}, \cite{29}. The existing methods for the specular reflection separation can be generally grouped into two categories. The first one uses a single image as the input. Due to the fact that the specular reflection changes significantly in different observations, the other one uses a sequence of images as the input. In this section, we overview all these categories as related works.

A. Single-image Methods

The chromatic information can help to analyze the distribution of diffuse and specular pixels in the RGB space. Klinker \textit{et al.} \cite{30}, \cite{31} classify color pixels in the categories of diffuse, specular, and saturated pixels. Based on the analysis of the color histogram and the convex polygon fitting technique, they separate reflection components by fitting them into a dichromatic plane. To fully exploit the color space of the image, transferring from the RGB space to another imagery space is also an effective method. Schlüns \textit{et al.} \cite{32}, \cite{33} transform the image to YUV color space. Bajcsy \textit{et al.} \cite{16} propose the S-space for analysis of variation in color of objects. Based on the Ch-CV space \cite{12}, Yang \textit{et al.} \cite{13} propose a separation method in HSI color space. Tan \textit{et al.} \cite{34} present a technique that makes use of texture data to overcome the typical problems from color space analysis methods.

In order to improve the robustness and effectiveness of the separation results, Tan \textit{et al.} \cite{18}, Yoon \textit{et al.} \cite{35} and Shen \textit{et al.} \cite{36} utilize the specularity-free image to remove the specular component. Yang \textit{et al.} \cite{19} propose a simple and effective method by directly applying the low-pass filter to the maximum fraction of the color component of the original image. Mallik \textit{et al.} \cite{37} introduce a partial differential equation (PDE) that iteratively erodes the specular component at each pixel. Tappen \textit{et al.} \cite{38} present a method that uses color information and image derivative classifiers to recover the diffuse and specular intrinsic properties of an image. These pixel-wise methods can deliver more pleasing results, yet at the cost of heavy computation.

By using the optimization function with the constraint of some prior, these works \cite{15}, \cite{39}, \cite{40}, \cite{41}, \cite{26} can reduce the computational cost. However, all of them are based on spatial prior knowledge that is only applicable to general conditions. It will reduce the robustness of the algorithm. In addition, the RGB information cannot accurately separate the specular reflection in complex scenarios, such as under different colors of the illumination.

B. Multi-images Methods

Instead of analyzing the chromatic information in a single image, the multi-image methods use the information contained in an image sequence, which is from different points of view or with different light information. Since the information contained in such an image sequence is richer than in a single image, the multi-images methods can deliver better separation results.

1) Color-based methods: Based on the assumption of Lambertian consistency, early work proposed by Lee \textit{et al.} \cite{42} uses images from different points of view to locate the specular area. Later, several works \cite{43}, \cite{44}, \cite{45} set different illumination for the same scene to remove the specular component.
On the basis of multi-view stereo, Lin et al. [46] and Yang et al. [47] use stereo images to detect the specular component. Weiss et al. [48] obtain the intrinsic images of the scene by assuming that the sparsity of specular component various with different illumination. Agrawal et al. [49] propose a method for image enhancement by using two images of a scene.

All these color-based methods rely on the observation that the specular component will be various under different viewing angles. The location of the specular area is also affected by either intensity of illumination or angles of the incident light. However, in the practical scene, part of the specular component is always constant. It will decrease the performance of these above-mentioned methods.

2) Polarization-based methods: Different from the color-based methods, to avoid the color distortion caused by illumination, polarization-based methods take advantage of polarimetric information. In general condition, the diffuse reflection is unpolarized while the specular reflection is polarized, which can be considered as a strong indicator of the specular component.

Nayar et al. [23] present a method by analyzing the scene through the direct and global reflection components, which have shown good performance in their applications. Yet the pixel-wise calculation limits the effectiveness of performance. By estimating the fixed coefficients of the specular component, Umeyama et al. [24] design a global polarization-based algorithm which can be solved by Independent Component Analysis (ICA) [50]. Based on the approach of Umeyama, Wang et al. [25] replace the fixed coefficient with the spatially variable coefficient to improve the performance of the specular reflection separation. However, all these works still require a strict controllable light source, which limits the applicability of the performance. Using images acquired with three different angles of polarization, Zhang et al. [51] directly separate the reflection by TRS. However, since the specular reflection is partially polarized, the separation in this way still retains some parts of the specular component in the result.

Therefore, in spite of the fact that numerous researches have been conducted for specular removal, there are still some shortcomings and limitations in the specular reflection separation. In this regard, we propose a polarization guided method to separate the specular reflection jointly by chromaticity and polarization.

III. POLARIZATION GUIDED MODEL

In this paper, we propose the polarization guided model, which aims to separate the specular reflection under complex scenarios. Since the result of the polarization guided model is imposed on the processing of specular reflection separation as a constraint, whether the polarization guided model can portray the characteristics of the specular reflection separation will play a key role in the final result. Based on the analysis of polarization, the proposed model generates a polarization chromaticity image, which is able to reveal the geometrical profile of the input image in complex scenarios, such as diversity of illumination. With the polarization chromaticity image, the observation can be divided into clusters, each of which contains the pixels with a similar intrinsic diffuse color. Inspired by the Robust PCA [27], we remove the specular component from each cluster. The pipeline of the polarization guided model is illustrated in Fig. 2.

A. Analysis of the Polarization

According to Fresnel's theory [53], the diffuse component \( I_d \) maintains constant while the specular component \( I_s \) varies under different angles of polarization orientation. Since the specular reflection is partially polarized, part of the specular component \( I_s \) is also constant, as shown in Fig. 3.
Therefore, with different polarization orientation $\phi_{pol}$, the specular component can be expressed as the sum of a constant component $I_{sc}$ and a cosine function term with amplitude $I_{sv}$.

As shown in Fig. 4, by plotting the intensity of a pixel across the different angle of polarization orientation $\phi_{pol}$, the various value of irradiance is following by:

$$I(\phi_{pol}) = I_d + I_{sc} + I_{sv} \cos(2(\phi_{pol} - \alpha))$$

where $I_c$ is the constant reflection, which is the sum of diffuse component $I_d$ and unpolarized specular component $I_{sc}$. $\alpha$ is the phase angle (i.e., the angle of the polarization axis, relative to a global coordinate system).

With the latest progress in image sensor manufacturing technology, it is now possible to simultaneously capture RGB and polarimetric information of the scene $\{I(\phi_{pol})|\phi_{pol} \in (0^\circ, 45^\circ, 90^\circ, 135^\circ)\}$. Eq. 1 can be written in the following vector notation:

$$P = (1, \cos 2\phi_{pol}, \sin 2\phi_{pol}),$$

$$O = (I_c, I_{sv} \cos 2\alpha, I_{sv} \sin 2\alpha),$$

$$I(\phi_{pol}) = PO,$$

where $P$ is given and $I(\phi_{pol})$ is the observation. We can calculate $I_c$ and $I_{sv}$ by solving Eq. 2 as an over-determined linear system of equations [54]. However, separating $I_d$ from $I_c$ is still a challenging problem, as shown in Fig. 4. In this regard, we use $I_c$ and $I_{sv}$ to generate a polarization chromaticity image to address this issue.

**B. Polarization Chromaticity Image**

Various researches [18], [17], [55] work on the specular reflection separation with the chromaticity image generated by the specularity-free image. However, when the color of the scene is similar to the illumination, these methods still suffer from the color distortion of the generated chromaticity image. Moreover, all these methods assume the intensity of illumination as $[1,1,1]$. To generate a robust and accurate chromaticity image, we introduce the polarization to our work. According to Section III-A, the variable irradiance definitely belongs to the specular reflection, no matter what color the illumination is.

Though we cannot directly obtain the diffuse component $I_d$, introducing the approximate diffuse component (raw diffuse image $I_{rawD}$) and approximate specular component (raw specular image $I_{rawS}$) can help for subsequent calculations. Since the variable part of the irradiance should definitely belong to the specular reflection, we directly set this variable component $2*I_{sv}$ as the raw specular image $I_{rawS}$. For $I_{rawD}$ it should be noted that utilizing the input image to calculate $I_{rawD}$ will remain the unpolarized specular component $I_{sc}$, which is verified by the previous works [23], [51]. In order to obtain the $I_{rawD}$ closer to $I_d$, we remove the raw specular image $I_{rawS}$ from the constant reflection $I_c$ as following:

$$I_{rawS} = 2 * I_{sv},$$

$$I_{rawD} = I_c - I_{rawS}.$$  

Since the main purpose of the proposed $I_{rawD}$ is to calculate the polarization chromaticity image, we only require the approximate value of it. In addition, as the initialization, $I_{rawS}$ and $I_{rawD}$ will be optimized by the further proposed algorithm.

Although the raw diffuse image $I_{rawD}$ is different from the pure diffuse image $I_d$, $I_{rawD}$ can help to obtain the polarization chromaticity image $I_{chro}$. Regardless of the illumination and the color of the specular component, $I_{chro}$ can reveal the intrinsic diffuse reflection of the image. The calculation of $I_{chro}$ is given by:

$$I_{chro} = \frac{I_{rawD}}{\sum_{\theta} I_{rawD,\theta} + I_{min}},$$

$$I_{min} = \frac{\sum_{p} \min(I_r(p), I_g(p), I_b(p))}{N},$$

where $\theta \in \{R,G,B\}$ and $N$ is total number of pixels in the input image. The $p$ in Eq 4 stands for each pixel. $I_{min}$ is the average of the minimum values in the r, g, b channels of all pixels. The introduction of $I_{min}$ will address the unstable situation caused by the dark or noise pixels in the polarization chromaticity image.
We compare the polarization chromaticity images with the chromaticity images generated by former methods, as shown in Fig. 5. The comparison results demonstrate that the polarization guided model can deliver a promising chromaticity image, which can accurately describe the scene. As expected, the polarization chromaticity image is insensitive to the noise. In addition, $I_{\text{chro}}$ will not be affected when the diffuse color is similar to the illumination. Therefore, the polarization chromaticity image can help to cluster the pixels with a similar intrinsic diffuse color.

C. Cluster and Separation

Based on the analysis of the polarization, as shown in Fig. 4, the value of $I_d$ is definitely smaller than the value of $I_{\text{min}}$, which is defined as:

$$I_d(p) < I_c(p) - I_{sv}(p).$$

(5)

According to Eq. 3, Eq. 5 can be transformed to:

$$I_d(p) - I_{\text{raw}D}(p) < I_{sv}(p).$$

(6)

As a result, if the different intensity between the pixel $p$ in observation and the one in the raw diffuse image $I_{\text{raw}D}$ is smaller than $I_{sv}$, we assume $p$ as a pixel with the pure diffuse reflection. Otherwise, the pixel $q$ will belong to the pixels with combined reflection. Then we can cluster the pixels with a similar intrinsic diffuse color, which is guided by the polarization chromaticity image. As we explained in Sec. III-B, the chromaticity image can sharply describe the scene without being affected by the color of illumination. The cluster will be simply following:

$$I_{\text{chro}}(p) - I_{\text{chro}}(q) < T,$$

(7)

where $T$ is the chromatic threshold.

Then we will obtain a cluster $C$ which contains the diffuse component $D$ and the specular component $S$. In a physical sense, the rank of a matrix measures the correlation between the rows and columns of the matrix. Since the diffuse component $D$ owns a similar intrinsic diffuse color, all the rows of the matrix can be transformed into the clustered intrinsic diffuse color. It explains that the $D$ contains the main structure of the cluster, which is low-rank. Often, we observe that highlight regions are small in size and are distributed rather sparsely. Therefore, $S$ can be considered as the noise, which is salient and tends to be sparse. The specular reflection separation of the cluster can further be formulated as the following optimization problem:

$$\min_{D,S} \text{rank}(D) + \lambda \|S\|_0$$

subject to $C = D + S, D > 0,$

(8)

where $C$, $D$ and $S$ are $X \times 3$ matrices with each row representing a pixel color. $X$ is the total number of pixels in the cluster. $\| \cdot \|_0$ denotes the $l_0$ norm of a matrix. To make the optimization tractable and convex, we relax Eq. 8 by adding the regularization term:

$$\min_{D,S} \|D\|_* + \lambda \|S\|_1 + \frac{1}{2} \mu (\|D\|_F^2 + \|S\|_F^2)$$

subject to $C = D + S, \mu > 0,$

(9)
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Fig. 6: The specular reflection separation results of the proposed method. The first and third rows show the color distribution of pixels in the RGB space. The second and fourth rows are the images captured under different illumination $\Gamma_1$ and $\Gamma_2$.

where $\| \cdot \|_*$ is the nuclear norm of a matrix, $\| \cdot \|_1$ is the $l_1$ norm, and $\| \cdot \|_F$ is the Frobenius norm.

In this form, we can solve Eq. 9 by using robust PCA [27]. After processing all clusters, the polarization guided model can deliver a pleasing result, which is the intermediate result during the iteration optimization of the specular reflection separation. Since the specular reflection is partially polarized, there are still parts of the specular component remain in the scene, as shown in the first iteration in Fig. 6. To remove the constant specular component, we reformulate the specular reflection separation to a global energy function with the polarization guided model as an implicit function $f(\cdot)$. The details of the specular reflection separation and the corresponding optimization solution are presented in the next section.

IV. SPECULAR REFLECTION SEPARATION

A. Problem Formulation

According to the dichromatic reflection model [31], the image intensity is a linear combination of diffuse and specular component. However, due to the geometry of the object and the inconstant illumination, the estimation of the corresponding coefficients is an ill-posed problem. In this section, we present a novel method to separate the specular reflection on the basis of both chromaticity and polarization.

Instead of estimating the coefficients of the specular component and the value of illumination, we directly consider the specular reflection separation as a one-to-two image domain translation problem which aims to extract two components from one given image. This task can be regarded as the following separation model:

$$I = R_D + R_S,$$

where $I$ is the observation of the input image with specular reflection. $R_D$ and $R_S$ are expectant diffuse component and specular component.

Specular reflection separation aims to reconstruct the $R_D$ and $R_S$ from input $I$. We transform Eq. 10 to minimize the following optimization problem with diffuse and specular constraints:

$$\min_{R_D, R_S} \Phi(R_D) + \Psi(R_S)$$

$$s.t. I = R_D + R_S, R_S > 0,$$

where $I, R_D,$ and $R_S$ are all matrices with a size of $N \times 3$. $N$ is the total number of pixels and each row represents a pixel color. The subjective term aims to maintain the accuracy of reconstructed components. The two items designate the implicit priors imposed on $R_D$ and $R_S$ to regularize inference. Whether these priors can portray the characteristics will play a key role to achieve promising results.

For $R_D$, the implicit prior $\Phi(\cdot)$ aims to constrain the expectant diffuse component by the polarization guided model $f(\cdot)$. By taking advantage of the polarization observation, we use the result of polarization guided model $f(D)$ to constrain the desired result of diffuse component $R_D$. We present the detail of the polarization guided model in Sec III. During the specular reflection separation, the reconstructed diffuse image $R_D$ should always be constrained by the polarization-based reconstructed diffuse component $f(D)$. For $R_S$, the
specular component tends to be sparse and non-negative. In this case, we constrain \( R_S \) by applying \( l_1 \) norm of a matrix, which counts the number of non-zero entries in the matrix. In this case, Eq.11 can be transformed into the following global energy function:

\[
\begin{align*}
\min_{R_D,R_S} \| I - R_D - R_S \|_F^2 + \| R_D - f(D) \|_F^2 + \| R_S \|_1.
\end{align*}
\]  
(12)

The proposed optimization function needs to decouple the fidelity term and regularization terms. In this work, we use the ADMM strategy \([56]\) to optimize Eq.12. In addition, we clamp the negative entries to zero directly during each iteration. To make the optimization tractable, we relax Eq.12 by introducing the augmented Lagrange function for the above optimization problem. The optimization function can further be defined as:

\[
\begin{align*}
\min_{R_D,R_S} \| S^T( I - R_D - R_S ) \|_F^2 + & \frac{\rho}{2} \| I - R_D - R_S \|_F^2 + \\
( S^T_{pol}(R_D - f(D)) + & \frac{\rho_{pol}}{2} \| R_D - f(D) \|_F^2 + \lambda \| R_S \|_1, \\
\end{align*}
\]  
(13)

where \( S_{pol} \) and \( \rho_{pol} \) are multiplier and penalty parameter for polarization guided model. Correspondingly, \( S \) and \( \rho \) are similar parameters for global energy function. \( \lambda \) is the parameter used to balance the sparsity of specular component. \( f(D) \) is the result of polarization guided model imposed on the desire result of \( R_D \). The \( l_1 \) norm counts the number of non-zero entries in the specular matrix \( R_S \) and leads to sparse.

### B. Optimization

As we mentioned above, with the help of the polarization chromaticity image, the polarization guided model is the implicit function on the desired result of \( R_D \). Based on the ADMM strategy, we can get two sub-problem by splitting the variables from Eq.13. The sub-problems about \( R_D \) and \( R_S \) can be formulated as:

\[
\begin{align*}
R_D^{k+1} &= \arg \min_{R_D} \frac{\rho_{pol}}{2} \| R_D - (f(D)^{k+1} - y_{pol}) \|_F^2 + \\
&\quad \frac{\rho}{2} \| R_D - (I - R_S^{k+1} + y^k) \|_F^2, \\
R_S^{k+1} &= \arg \min_{R_S} \lambda \| R_S \|_1 + \\
&\quad \frac{\rho}{2} \| R_S - (I - R_D^k + y^k) \|_F^2, \\
\end{align*}
\]  
(14)

where \( y_{pol}^k = (1/\rho_{pol})S_{pol}^k, \ y^k = (1/\rho)S^k \) are the scaled Lagrange multipliers.

The polarization guided model \( f(D)^{k+1} \) aims to obtain the approximate result of diffuse reflection \( R_D \) during the iteration optimization. The update of \( f(D)^{k+1} \) is expressed as:

\[
\begin{align*}
f(D)^{k+1} &= f(R_D^k). 
\end{align*}
\]  
(15)

By fixing \( f(D)^{k+1} \), we can use L-BFGS algorithm \([57]\) to minimize the \( R_D \) in Eq.14 rather than directly calculate derivative of the function with respect to \( R_D \). The optimization can yield better results than the closed-form solution.

After updating \( f(D)^{k+1} \) and \( R_D^{k+1}, R_S \) in Eq.14 can be calculated by the proximal operator of the \( l_1 \) norm \([58]\):

\[
\begin{align*}
R_S^{k+1} &= S\lambda/\rho (I - R^D_k + y^k) \\
\lambda &= 1/\sqrt{N_s}, \\
\end{align*}
\]  
(16)

where \( S \) is the proximal operator, \( N_s \) is the number of pixels in \( R_S \). We set \( \lambda \) to be dynamically changed with the number of pixels among the specular reflection during the iteration.

The penalty parameters \( \rho_{pol} \) and \( \rho \) are initialized to 1.1 and updated at a multiple of 1.05. \( S_{pol} \) and \( S \) are updated as follows:

\[
\begin{align*}
S_{pol}^{k+1} &= S_{pol}^k + \rho_{pol}(R_D^k - D_k), \\
S^{k+1} &= S^k + \rho(I - R_D^k - R_S^k). \\
\end{align*}
\]  
(17)

Algorithm 1 Polarization Guided Specular Reflection Separation

---

**Input:** The observation \( L \), \( \rho_{pol} \), \( \rho \), maxiter = 50, \( \epsilon = 10^{-3} \):

1. Calculate the polarization chromaticity image \( I_{chro} \) by Eq.4;
2. initialization: \( R_D = I_{rawD}, R_S = I_{rawS} \) according to Eq.3;
3. for \( k = 1 \) : maxiter do
   4. Updating \( f(D) \) by Eq.15;
   5. Updating \( R_D \) by Eq.14;
   6. Updating \( R_S \) by Eq.16;
   7. Updating \( S_{pol} \) and \( S \) by Eq.17;
   8. Break: \( \| S_{pol}^{k+1} - S_{pol}^k \| < \epsilon \) & \( \| S^{k+1} - S^k \| < \epsilon \);
9. end

**Output:** \( R_D \in \mathbb{R}^{N \times 3}, R_S \in \mathbb{R}^{N \times 3} \)

---

**Overall,** the optimization of the global energy function is summarized in Algorithm 1. In order to visually demonstrate the effectiveness and performance of iteration optimization, we show the first and final iterations of the optimization. As shown in Fig.6, the proposed method effectively separate the specular reflection during the iteration of optimization, regardless of the effect of illumination. More experimental results are shown in Sec. V.

---

V. EXPERIMENTS AND DISCUSSIONS

In this section, we collect a dataset with different illumination to evaluate the effectiveness and robustness of the proposed method. We then compare our method with some outstanding methods by visual evaluation and quantitative evaluation. At last, we do a robustness analysis of our method under different illumination.

### A. Dataset

The ideal scene with pure-diffuse reflection does not exist in the real world. Former methods typically added simulated specular reflection to obtain the dataset for comparison. Instead of simulating the pseudo data, we intend to capture the ground truth for the comparisons. To achieve this purpose, we add a polarizer in front of the point light source and rotate the polarizer until there is no specular reflection on
Fig. 7: We compare our method to those polarization-based methods of Nayar et al. [23], Umeyama et al. [24], Zhang et al. [51], and Wang et al. [25].

the visualization. However, due to the diverging rays of light, rotating the polarizer cannot thoroughly eliminate the specular reflection. Moreover, adding a polarizer in front of the light will slightly change the color of the light source. Despite all these, the captured ground truth can still be considered as the reference to effectively and intuitively help us with the quantitative comparison. According to the newly released single-chip polarized color sensor and corresponding demosaicing method [59], it is able to simultaneously capture RGB and polarimetric information of the scene. By using such a sensor, we collect a dataset that includes 8 scenes. Each of them is captured under 7 different illumination for experimental evaluation. The size of the captured images is 1032 $\times$ 1384. The dataset will be released soon.

B. Comparison Experiments

In order to have clear visual comparison experiments, we classify the specular removal methods into two groups: the one with polarization and the other with chromaticity. In addition, we also compare our method with all of them by quantitative analysis.

1) Specular removal with polarization: The proposed method is not the first to introduce polarization into the specular highlight removal. Zhang et al. [51] directly utilize polarization on each of R, G, B channels by using TRS. As we mentioned in Analysis of the polarization, the specular reflection is partially polarized. Therefore, the constant part of the specular component cannot be separated by TRS. Nayar et al. [23] use color and polarimetric information simultaneously to constrain each pixel in RGB space. Apart from its heavy computational burden, the assumption and threshold in their work limit the performance. Umeyama et al. [24] install polarization into the specular removal algorithm with the fixed coefficient. In this case, the specular component cannot be fully removed. Wang et al. [25] improve Umeyama’s method by replacing the fixed coefficients with the spatially variable mixing coefficients. These methods cannot handle many scenes well in the real world and consume lots of time. The comparison results show that our method performs better, as shown in Fig. 7.

| Method       | PSNR | SSIM | CA   | SD   |
|--------------|------|------|------|------|
| Nayar [23]   | 30.131 | 0.887 | 22.100 | 0.037 |
| Umeyama [24] | 26.142 | 0.649 | 19.655 | 0.042 |
| Yang [19]    | 31.585 | 0.845 | 23.834 | 0.037 |
| Zhang [51]   | 31.775 | 0.814 | 25.004 | 0.039 |
| Akashi [15]  | 30.157 | 0.737 | 24.098 | 0.061 |
| Wang [25]    | 31.454 | 0.726 | 24.429 | 0.039 |
| Ren [41]     | 31.764 | 0.858 | 24.548 | 0.037 |
| Guo [26]     | 30.176 | 0.854 | 23.869 | 0.040 |
| Ours         | 32.097 | 0.877 | 24.909 | 0.034 |
2) **Specular removal with chromaticity:** We compare our results with those of methods based on the chromaticity. Yang et al. [19] and Akashi et al. [15] formulate the specular removal into an energy function. Due to the assumption of illumination chromaticity, their methods cannot stably separate the specular reflection. Ren et al. [41] propose an approach that relies on the color-line. It can achieve better results under white illumination, as shown in Fig. 8. Yet the performance of their method will decrease with the complexity of the scene, such as the scenes under different colors of illumination. Guo et al. [26] propose a sparse and low-rank reflection model without the knowledge of illumination. However, due to the partial polarized specular component, their method cannot fully remove the specular component. Although all these methods successfully remove most of the highlights in the ideal condition, ambient lighting usually changes and is difficult to estimate. In this regard, our method can still achieve good performance as shown in Fig. 8.

3) **Quantitative comparison:** The SSIM [60] and PSNR are commonly used as the metrics for the quantitative comparison of different methods. However, the ideal ground truth is not accessible in real scenarios. For the ground truth we captured, these metrics are not enough to evaluate the performance of the specular separation methods. To achieve a more precise evaluation, we also introduce Standard Deviation (SD) of the histogram distribution [25] and Color Accuracy (CA) [59] as evaluation metrics. The CA can help to evaluate if there is any color distortion during the specular separation. According to Wang [25], the histogram of hue values with weak specular reflection is more concentrated than the one with strong specular reflection. The SD of the hue values of separation result can thus be used to evaluate the performance of specularity removal. Be noted that, unlike other metrics, the better performance of specular separation leads to the smaller SD. The average PSNR, SSIM, CA, and SD are calculated with the captured ground truth of the dataset. As shown in

---

**Fig. 8:** We compare our method to those chromaticity-based methods of Yang et al. [19], Akashi et al. [15], Ren et al. [41], and Guo et al. [26].

**Fig. 9:** The value of evaluation metrics with different chromatic threshold selections.
Fig. 10: The effect of illumination chromaticity on specular reflection separation. We compare our method to those of Guo et al. [26] and Umeyama et al. [24].

Fig. 11: Visual comparison for three real images taken under natural illumination. (a) Input image, (b) separation results of ours, (c) separation results of Guo et al. [26], (d) separation results of Ren et al. [41], (e) separation results of Wang et al. [25], (f) separation results of Akashi et al. [15], (g) separation results of Zhang et al. [51], (h) separation results of Yang et al. [19], (i) separation results of Umeyama et al. [24].
TABLE I, the proposed method outperforms most methods in all metrics, especially in SD. Though the method of Nayar [23] has a higher SSIM value and the method of Zhang [51] has a higher CA value, but they obtain low value on other metrics because of incomplete separation. Quantitative comparison proves that our method can achieve pleasing separation results while preserving structural information, tiny details, and color information.

4) Saturation analysis: As shown in the results of comparison experiments, most of the saturated highlight areas cannot be processed well by either the polarization-based methods or chromaticity-based methods. However, the proposed method can still outperform the former methods in the saturation area. Though the proposed method can perform well even in complex scenarios, it cannot thoroughly remove the saturated specular reflection, which will be our further research.

C. Performance Analysis

1) Chromatic threshold selection: For the parameter of the polarization guided model, the value of the chromatic threshold should be investigated under different values. The chromatic threshold aims to cluster pixels with similar intrinsic diffuse color. We carried out the experiments on our evaluation metrics to show the effects of different parameters. We tested the performance with $T \in \{0.4, 0.3, 0.2, 0.1, 0.07, 0.05, 0.03, 0.01\}$. The average evaluation metrics values calculated on the dataset are shown in Fig. 9. One can see that better performance can be obtained with a smaller $T$. When the value of $T$ is smaller than 0.03, the improvement is limited while costing a longer running time. In our experiments, we set $T$ to be 0.03 since it achieves better and more stable results.

2) Study on illumination: To demonstrate the robustness of our method under different colors of illumination, we provide the study on illumination. As we mentioned earlier, most of the existing methods are obliged to estimate or assume illumination. Differently, Guo et al. [26] propose a specular removal method without knowing the illumination. Umeyama et al. [24] use polarization to avoid the requirement of the illumination. To make fair comparisons, we only compare ours with these two methods in the same scene under seven different illumination. When the color of the diffuse component is similar to the illumination (the color of specular component), these two methods will suffer from the color distortion of separation results. As shown in the 3rd, 4th, and 5th rows of Fig. 10 the results of visual comparisons show that our method can achieve better results under different colors of illumination.

3) Specular separation on real scene: As we mentioned in Sec. V-A, our dataset is captured under a point light source. To demonstrate the performance of our method on the real scene, Fig. 11 shows the visual comparison for three images taken under natural illumination. The methods in [41], [15], [24] and [19] cannot correctly separate the specular component under natural illumination. Without the calibration of illumination, some diffuse pixels are considered and separated as specular pixels by these methods. The methods in [26], [25] and [51] can remove the specular reflection of these images, however the performance is limited. With the polarization guided model, our method can separate specular reflection well without causing color distortion, even with saturation existed in real scenes.

VI. Conclusions

In this paper, we present an efficient specular reflection separation method with polarization. Through the analysis of the polarization, we develop a polarization guided model to generate the polarization chromaticity image which can accurately cluster the pixels with a similar color of diffuse reflection. The proposed model can separate the specular component for all clusters and obtain an implicit prior to constrain the expectant diffuse reflection image. With the polarization guided model, we further reformulate the problem into a global energy function. By adopting the ADMM strategy, we optimize the energy function to deliver truthful and faithful results of specular reflection separation. It should be noted that our model with polarimetric information will not be influenced by illumination. At last, we conduct extensive experiments to show that the proposed method can work well on the real scene and outperforms the state-of-the-art methods. Our future work is to solve the limitations and apply our model to practical applications, including shape from polarization [61], segmentation and detection with glint [62], and shape and reflectance analysis [63, 64].
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