Experiment Details

Hyper-parameter. We summarize the detailed experiment settings of UniTAB in Table A. In the UniTAB decoder, we encode previous target token inputs $s_{<t}$ with token and position embedding, and do not use type embedding to differentiate text and box tokens.

Training corpus. We introduce the “200K” pre-training corpus in the main paper, which contains both image-text pairs and grounded box annotations. In the main paper’s Tables 4-6, we refer to the training corpus used in previous studies by their contained image numbers. Specifically, the “180K” corpus [5,32] aggregate images and annotations from COCO [20] and Visual Genome [16].

The “3M” corpus [38,23] contains image-text pairs from the Conceptual Captions dataset [30]. The “4M” corpus [4,19,10] consists of the COCO [20], Visual Genome [16], Conceptual Captions [30], and SBU Captions [25] image-text pairs.

Downstream task post-processing and evaluation. We detail the post-processing and downstream task evaluation in UniTAB inference. The first step shared among different tasks is to extract text, box, and word-box alignment predictions from the unified output sequence, as visualized in the main paper’s Figure 3. We then use the extracted outputs for downstream task evaluations. We next detail the evaluation process of specific downstream tasks.

1). Grounded captioning. We use the extracted text, box, and alignment predictions to compute caption and grounding evaluations following the standard benchmark [37].

2). Phrase grounding. We require the model to repeat the input text query and ground boxes as box tokens inline in the output sequence. For phrase grounding, the model needs to predict object boxes and align the box with words in the input text query. Instead of separately predicting the alignments between predicted boxes and input words [15,18], UniTAB repeats the input text and extracts alignments with the $<obj>$ token from the unified output sequence. If the repeated text output is wrong, the alignment will be disarrayed, thus leading to wrong phrase grounding predictions.

3). Referring expression comprehension. Since the referring expression comprehension task [36,24] does not require the alignment prediction, we take the first predicted box in the output.
Table A. The detailed experiment settings of UniTAB.

| Hyper-parameter                   | Value                                           |
|----------------------------------|-------------------------------------------------|
| (a) Optimizer hyper-parameters   |                                                 |
| optimizer                        | AdamW [22]                                      |
| base learning rate               | 1e-4                                            |
| backbone learning rate           | 2e-5                                            |
| learning rate schedule           | Step *0.1 for final 5 epochs                    |
| weight decay                     | 1e-4                                            |
| batch size                       | 64                                              |
| pre-training epochs              | 40                                              |
| multi-task finetuning epochs     | 20                                              |
| task-specific finetuning epochs  | 20                                              |
| exp. moving average              | 0.9998                                          |
| (b) Model hyper-parameters       |                                                 |
| encoder layer number             | 6                                               |
| encoder hidden size              | 256                                             |
| encoder intermediate size        | 2048                                            |
| encoder head number              | 8                                               |
| decoder layer number             | 6                                               |
| decoder hidden size              | 256                                             |
| decoder intermediate size        | 2048                                            |
| decoder head number              | 8                                               |
| max input words                  | 256                                             |
| input visual tokens              | \( \frac{H_0 \times W_0}{32} \) [11]           |
| max decoding steps               | 256                                             |
| number of bins                   | 200                                             |
| augmentation                     | RandomResizedCrop [2]                           |
| image size                       | 800-1333                                        |
| encoder vocab size               | 50265 (RoBERTa [21])                            |
| decoder vocab size               | 50265+200+2=50467                               |

sequence as the final grounding prediction. 4). COCO captioning and VQA. We use the extracted text outputs for final evaluations (i.e., captioning metrics for COCO and exact match for VQA accuracy).

B Ablation Studies on Decoding Design

In this section, we present ablation studies on UniTAB decoder and output sequence design, starting with “<obj> token,” “decoder type embedding,” and “number of object tokens.” For these three ablation studies on the decoder, we initialize single-modality and transformer encoders with pre-trained UniTAB weights, and finetune model variants that have different decoder designs on the experimented task. We then discuss different inference-time “decoding sampling method,” and the experiment on “decoding syntactic restrictions.” <obj> token. UniTAB’s special <obj> token naturally represents the word-box alignments in the output sequence. In addition to indicating the alignments, we examine if <obj> simplifies the sequence prediction and thus improves the model performance. The referring expression comprehension task requires a single box output and does not need the word-box alignment. Thus, we could remove the <obj> token while still being able to perform the task. Table B shows the
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Table B. Ablation study of the \textless obj\textgreater token on the Refcocog [24] dataset.

| UniTAB\text{Separate} | Refcocog |
|-----------------------|----------|
| Baseline              | 80.23    |
| w/o \textless obj\textgreater | 79.41    |
| w/o \textless obj\textgreater, \textless \textgreater | 79.31    |

Table C. Ablation study of the decoder type embedding. We experiment on the Refcocog [24] and Flickr30k Entities [27] grounding tasks.

| UniTAB\text{Separate} | Refcocog | Flickr |
|-----------------------|----------|-------|
| Baseline (w/o type emd.) | 80.23 | 78.92 |
| \textless obj\textgreater as text tokens | 80.47 | 78.65 |
| \textless obj\textgreater as box tokens | 80.39 | 79.40 |
| \textless obj\textgreater as a third type | 80.54 | 78.83 |

Fig. A. Ablation studies on the box token number. We experiment on the Refcocog [24] and Flickr [27] grounding tasks.

Fig. B. Ablation studies on decoding sampling method on the phrase grounding task.

experiments on the Refcocog dataset [24]. The UniTAB\text{Separate} baseline inserts a pair of \textless obj\textgreater and \textless \textgreater tokens before and after a word-box token segment. We experiment with removing the \textless \textgreater token, or both special tokens. We observe an around 1% accuracy improvement by adding \textless obj\textgreater tokens.

**Decoder type embedding.** Table C shows the ablation study on decoder type embedding, i.e., whether to use type embedding to differentiate text and box tokens. We experiment with the following variants of decoder embedding [14,34]. The UniTAB\text{Separate} baseline does not use type embedding. “\textless obj\textgreater as text/box tokens” uses two type embedding to differentiate text and box tokens, where the \textless obj\textgreater token is tagged as text or box token. “\textless obj\textgreater as a third type” introduces an extra type embedding specialized for \textless obj\textgreater and \textless \textgreater. We experiment on the Refcocog [24] and Flickr30k Entities [27] grounding tasks. We empirically observe that the decoder type embedding has no major influence on model performance, and thus do not use type embedding in UniTAB.

**Number of object tokens.** Figure A shows the influence of object token number on the grounding performance. We observe a steady performance when the object token number is large enough for a dataset to avoid quantization error. The token number is around 200 for the experimented VL datasets.

**Decoding sampling method.** Figure B shows the ablation study of the decoding sampling method on Flickr phrase grounding [27]. Compared with the simple argmax decoding sampling, we observe a marginal improvement from nucleus sampling [13,3]. The improvement from nucleus sampling is smaller on
Table D. UniTAB pre-training with additional bounding box annotations. “Separate\textsuperscript{box}” adopts the extra bounding box annotations from the COCO [20], VG [16], Objects365 [29], OpenImages [17] object detection datasets.

| UniTAB   | Visual grounding | Grounded caption | COCO | VQA2 |
|----------|------------------|------------------|------|------|
|          | Refcoco          | Refcoco+         | F\textsubscript{1all} |       |
| Separate | 86.32            | 78.70            | 79.96 | 79.39 |
| Separate\textsuperscript{box} | 88.27           | 80.98            | 83.78 | 81.90 |

UniTAB’s experimented VL tasks, compared with previous explorations on object detection [3]. We suspect that the smaller gain is due to the difference in target sequences. Specifically, object detection [3] has multiple correct decoding sequences, as object order doesn’t matter in object detection outputs. In contrast, UniTAB only has one fixed decoding target of the constructed text+box sequence. Thus, the diversity brought by nucleus sampling helps less in UniTAB.

Decoding syntactic restriction. We apply no decoding syntactic restriction in UniTAB training. We scan UniTAB predictions for two types of failure cases that break the syntactic restrictions in output decoding sequences: (1) before \texttt{<\textbackslash obj>} there are not exactly four consecutive box tokens; (2) \texttt{<obj>, \textbackslash obj>} tokens are followed by box tokens, or are not paired. We scan the Refcocog grounding and Flickr grounded captioning predictions generated by UniTAB\textsubscript{Pre-finetuning}, and COCO captions generated by UniTAB\textsubscript{Shared} (for generalized grounded captioning in Figure 3 (d)). We observe zero syntactic failure cases in all scanned outputs, implying that the decoding token type pattern is easy to learn.

We then incorporate these two syntactic restrictions into the model training, and examine if the restrictions ease the training and improve model performance. Specifically, we compute the softmax language modeling loss over a subset of all tokens in applicable decoding positions, such as masking out box logits after \texttt{<obj>}. We experiment on Refcoco and Flickr grounded captioning, based on UniTAB\textsubscript{Separate}. We empirically observe that the syntactic restriction has no major influence on the model performance, with +0.9 accuracy gain on Refcoco and a slight drop on Flickr grounded captioning (−0.2 CIDEr, −0.15 F\textsubscript{1all}).

C Discussions

Pre-training with additional box annotations. In addition to the “200K” pre-training corpus and the additional image-text data [30,25] introduced in the main paper, we further explore using additional box annotations with no caption texts for UniTAB pre-training. We aggregate object detection annotations from COCO [20], VG [16], Objects365 [29], and OpenImages [17]. Each sample is an image with object box and class annotations. For pre-training, we randomly select up to 32 objects and shuffle the object order. We concatenate the object class name as the input text, and train the model to generate the text+box sequence to ground the selected objects. We refer to UniTAB\textsubscript{Separate} with those extra box annotations as “Separate\textsuperscript{box}.”
Table E. Experiment results of UniTAB\textsubscript{Prefix} that adds task-specific prefix in multi-task finetuning.

| Method          | #Pre-train | Visual grounding | Grounded caption | COCO test-Cider | VQA-v2 KP-test |
|-----------------|------------|------------------|------------------|-----------------|----------------|
| MDETR [15]      | 200K       | 86.75 75.52 81.64 83.8 61.4 | -  - | -  - |
| UNITER [4]      | 4M         | 81.24 75.31 74.31 | -  - | -  - | 70.5 |
| GVD [37]        | -          | -  - -  - 62.3 7.55 | -  - | -  - |
| VL-T5 [5]       | 180K       | -  - 71.2 -  - | -  - | 116.5 | 67.9 |
| OSCAR [19]      | 4M         | -  - -  -  - | -  - | 123.7 | -  |
| UniTAB\textsubscript{Shared-Scratch} | None | 82.06 70.72 73.39 65.67 61.1 | 7.85 | 111.8 | 63.1 |
| UniTAB\textsubscript{Prefix-Scratch} | None | 82.38 70.96 75.43 69.58 62.1 | 8.51 | 112.8 | 64.3 |
| UniTAB\textsubscript{Shared} | 200K | 88.50 80.98 84.46 79.23 64.4 | 9.18 | 115.8 | 66.0 |
| UniTAB\textsubscript{Prefix} | 200K | 87.60 79.72 83.41 80.13 62.4 | 10.54 | 115.6 | 66.0 |

Table D shows the experiment results of adding additional box annotations. On VL tasks that require box prediction, such as the visual grounding task and the grounding evaluation in grounded captioning, “Separate\textsuperscript{box}” consistently outperforms UniTAB\textsubscript{Separate} on the grounding accuracy and grounded captioning F1 score. More interestingly, we empirically observe that extra box annotations could also help the text output quality. For example, “Separate\textsuperscript{box}” improves grounded captioning CIDEr score from 65.6 to 70.0, COCO captioning CIDEr score from 119.3 to 120.7, and VQA accuracy from 66.6% to 68.4%.

**Multi-task finetuning with prefix.** In the main paper, we discuss the effectiveness of multi-task finetuning, which gathers training data from all downstream tasks and learns a single set of parameters for different VL tasks. By unifying all considered downstream tasks as a sequence generation problem, a single UniTAB\textsubscript{Shared} model could perform well on different tasks, meanwhile being parameter efficient and showing promise in zero-shot generalization.

One variant of UniTAB\textsubscript{Shared} is to add a task-specific input text string to identify the task for each sample [5], such as “visual grounding:”. The extra input text string is known as the prefix. We experiment with a variant of UniTAB multi-task finetuning with prefix, namely UniTAB\textsubscript{Prefix}. UniTAB\textsubscript{Prefix} adds a task-specific prefix at the beginning of each input text string, e.g., “Visual grounding: the coffee mug next to the plate.” We use the task name as the prefix, i.e., “visual grounding:”, “phrase grounding:”, “grounded captioning:”, “image captioning:”, “question answering:”, etc. We then train the model with multi-task finetuning, the same as UniTAB\textsubscript{Shared}. Table E compares UniTAB\textsubscript{Prefix} with UniTAB\textsubscript{Shared}. We observe a comparable performance with and without prefix on the experimented tasks and datasets.

**Robustness and bias analyses.** We conduct robustness and bias analyses to better understand the limitation of UniTAB. Tables F,G show initial robustness and bias analyses. We retrain UniTAB on the splits (VQA-train, COCO-14) used in the established analysis setups [12,6]. In Table F, we follow VQA-CE [6] and compare the gain over the UpDown baseline on two subsets. UniTAB achieves a larger gain on “counterexamples” (+9.76%) compared with “easy” (+6.17%), indicating better robustness against shortcuts compared with the UpDown base-
Table F. VQA-CE [6] robustness analyses.

|                  | Accuracy(%) | Up | Down | UniTAB |
|------------------|-------------|----|------|--------|
| Overall          | 63.52 (+0.00) | 70.78 (+7.26) |
| Counterexamples  | 33.91 (+0.00) | 43.67 (+9.76) |
| Easy             | 76.69 (+0.00) | 82.86 (+6.17) |

Table G. Gender error analyses [12].

|                      | Error rate(%) | COCO-Bias | COCO-Balanced |
|----------------------|---------------|-----------|---------------|
| BaselineFT           | 12.83         | 19.30     |
| Balanced             | 12.85         | 18.30     |
| UpWeight             | 13.56         | 16.30     |
| Equalizer            | 7.02          | 8.10      |
| UniTAB               | 9.87          | 9.21      |

line, as discussed in VQA-CE [6]. Table G evaluates gender bias with error rate [12]. UniTAB achieves a lower error rate than general captioning models (cf., Baseline-FT of 19.30% vs. UniTAB of 9.21%), and is only slightly worse than the specialized method Equalizer [12]. We hypothesize that the reasonable robustness and bias performance is related to UniTAB’s grounded training, which better binds visual concepts with text words. Despite the reasonable performance on the standard analyses, building robust and unbiased models remains a challenging problem and could be further improved.

D Qualitative Results

In this section, we present additional qualitative results made by UniTAB

We start with the captioning tasks in Figure C. Figure C(a) presents the grounded captioning results on Flickr30k Entities, where the predictions are evaluated by both the caption and grounding metrics. UniTAB performs well in both generating captions and grounding noun phrases to image regions. For captioning, the model generates a smooth and accurate image description, and properly includes attribute words to produce an informative caption, e.g., “young boy” and “blue shirt” in the top left example. UniTAB is also capable of providing a comprehensive description of the scene. For example, in the bottom right sub-figure of (a), the caption consists of the foreground object and its detailed attributes “man in red shirt and blue jeans,” scene descriptions “a red door” and “on the street,” and the nearby object “a dog.” The model also performs well in grounding. Noticeably, UniTAB performs well on grounding and describing tiny objects, e.g., the “a bat” and “a baseball” in the top left example and the “a red ball” in the bottom left example.

Figure C(b) shows UniTAB’s prediction on the MSCOCO image captioning task. With the same inputs as Flickr30k grounded captioning, UniTAB learns to transfer the grounded captioning ability learned on Flirckr30k Entities to MSCOCO, although COCO captioning does not have grounding annotations. For evaluation, we extract the text tokens and compute the standard COCO captioning metrics [26,9,1,31]. We note that UniTAB achieves comparable caption performance to the state of the art, and meanwhile being capable of grounding all noun phrases in the caption. As shown in Figure C(b), UniTAB generates an informative caption and accurately grounds all noun phrases in the caption to visual regions. Such grounded captioning ability is important for reducing object hallucination [28], boosting the model’s interpretability and fairness [28,12].
and facilitating applications in robotics and human-computer interaction. We also visualize additional captioning examples on ImageNet [7]. We observe that UniTAB generalizes well onto the ImageNet images. The ImageNet caption and grounding predictions in Figure C(c) are of similar qualities as on Flickr30k Entities and MSCOCO.

Figure D shows UniTAB\textsubscript{Shared} ’s predictions on grounding tasks. Figures D(a,b) are from the Refcoco [36] and Refcocog [24] datasets, for the referring expression comprehension task. We observe that the model learns to identify different objects in the same image conditioned on different input queries. For example, in Figure D(a), the targets of “yellow sleeve guy” on the left and “blue” skier in the background. Similarly, in Figure D(b), UniTAB correctly differentiates the four people in the image. UniTAB also correctly localizes the head noun in a long referring expression and predicts the box on the corresponding phrase. For example, in Figure D(b), grounding boxes are predicted on the words “girl” and “person,” instead of the entire query as in previous studies [35,33,8]. Another
Fig. D. Additional qualitative results from UniTABshared on grounding tasks.

observation is that UniTAB usually predicts a single box in the output sequence for referring expression comprehension samples. For example, in the top left sub-figure of Figure D(b), the model only grounds the head noun “girl” and does not generate a box for the remaining phrase like “pink pants.” We conjecture that UniTAB learns to identify the referring expression comprehension task based on the input text (e.g., a short referring query vs. a complete sentence), and generates a single box when performing the task.

Figure D(c) shows the phrase grounding examples on the Flickr30k Entities dataset [27]. Phrase grounding requires the model to identify all noun phrases in a sentence and ground them to corresponding image regions. UniTAB correctly grounds all types of phrases referred to in the sentence, including foreground objects “person” and “woman,” smaller background objects “skies” in the top left example and “another man” in the bottom left example, and scene regions “the snow,” “a lake,” and “a blue lake.” The model even correctly predicts challenging regions such as the “trader joe’s” logo in the top right sub-figure.
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