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ABSTRACT

International Phonetic Alphabet (IPA) has been widely used in cross-lingual text-to-speech (TTS) to achieve cross-lingual voice cloning (CL VC). However, IPA itself has been understudied in cross-lingual TTS. In this paper, we report some empirical findings of building a cross-lingual TTS model using IPA as inputs. Experiments show that the way to process the IPA and suprasegmental sequence has a negligible impact on the CL VC performance. Furthermore, we find that using a dataset including one speaker per language to build an IPA-based TTS system would fail CL VC since the language-unique IPA and tone/stress symbols could leak the speaker information. In addition, we experiment with different combinations of speakers in the training dataset to further investigate the effect of the number of speakers on the CL VC performance.

Index Terms— text-to-speech, cross-lingual, non-autoregressive model, IPA

1. INTRODUCTION

Recently, text-to-speech (TTS) has witnessed a rapid development in synthesizing mono-language speech using sequence-to-sequence models [1][3] and high-fidelity neural vocoders [4][6]. Meanwhile, researchers have begun to study cross-lingual TTS, whose main challenge may lie in disentangling language attributes from speaker identities to achieve cross-lingual voice cloning (CL VL).

Normally, multi-lingual speech from the multi-lingual speaker is required to build a TTS system that can perform CL VL [7]. However, it is hard to find a speaker who is proficient in multiple languages and has smooth articulation across different languages [8]. Thus, researchers have started to study building cross-lingual TTS systems using mono-lingual data.

Researchers initially investigated code-switched TTS by sharing the HMM states across different languages [9][11], formant mapping based frequency warping [12], and using a unified phone set for multiple languages [13].

More recently, researchers have started to investigate sequence-to-sequence based cross-lingual TTS. [14] proposes to use separate encoders to handle alphabet inputs of different languages. [8] adopts the pretrain-and-finetune method to build a cross-lingual TTS system using mono-lingual data. [15][17] use a gradient reversal layer to disentangle speaker information from the textual encoder. [18] uses meta-learning to improve the cross-lingual performance. [19] uses graphemes as the input representations, while [19] proposes to use bytes as model inputs, resulting in synthesizing fluent code-switched speech; but the voice switches for different languages. [20] compares the CL VL performance between language-dependent phoneme and language-independent phoneme (IPA) based multi-lingual TTS systems. [21] uses bilingual phonetic posteriorgram (PPG) to achieve code-switched TTS.

1.1. The contribution

Although IPA has been widely used in cross-lingual TTS [15][20], IPA itself has been understudied in cross-lingual TTS. In this paper, we conduct an empirical study of IPA in cross-lingual TTS, with an attempt to answer the following questions:

- Does the way to process IPA and suprasegmental sequences have a significant impact on the CL VL performance?
- Is monolingual data from only two speakers (one speaker per language) sufficient to achieve a promising CL VL performance in the IPA-based cross-lingual model?
- What is the impact of the number of speakers per language on the CL VL performance?

To answer these questions, we conduct a performance comparison between two IPA processing modules in the non-autoregressive TTS model. Besides, we analyze the cross-lingual TTS model trained with only one speaker per language by devising two input perturbation methods and compare the number of speakers per language to analyze its effect on the CL VL performance.

2. FRAMEWORK

2.1. Model architecture

The core of the framework is Fastspeech2 model [3], a transformer-based non-autoregressive TTS model. The model mainly consists of an encoder, a variance adaptor, and a mel-spectrogram decoder. The encoder converts the input embedding sequence into the hidden sequence, and then the variance adaptor adds different variance information such as duration, pitch, and energy into the hidden sequence; finally, the mel-spectrogram decoder converts the adapted hidden sequence into mel-spectrogram sequence in parallel. To support multi-speaker TTS, we extract the speaker embedding from the
speaker embedding look-up table and place it at two positions: 1) adding to the encoder output and 2) adding to the decoder input. The overall structure is illustrated in Fig. 1.

2.2. Input processing module

The input of the cross-lingual model usually includes IPA and suprasegmental, including tone/stress. To investigate whether the way to process them has an impact on the CL VL performance, we consider two different processing modules: 1) SEA: use Separate Embedding sequences for IPA and tone/stress, then add two embedding sequences to form the final input embedding; 2) UEI: use Unified Embedding for IPA and tone/stress, then take each embedding as an independent input in the final input embedding. We illustrate these two processing modules in Fig. 2.

3. EXPERIMENTAL SETUP

3.1. Data

In this paper, we implement experiments on Chinese (Mandarin) and English. We include two datasets in this paper. Dataset1 consists of the monolingual speech from two female speakers: a Chinese speaker [22] and an English speaker [23]. Each speaker has roughly ten hours of speech. We use 200 utterances for evaluation and the rest for training. Besides Dataset1, Dataset2 includes monolingual data from four additional speakers (one female and male from [24] and one female and male from our proprietary speech corpus). Each speaker has about 5 to 10 hours of monolingual data.

3.2. Implementation details

We use G2P converter to convert text sequence into language-dependent phoneme sequence, and then convert them into IPA and tone/stress sequence. We include five tones for Chinese Mandarin and two stresses (primary and secondary stress) for English. A special symbol is used when there is no tone and stress. We also include a word boundary symbol in the input sequence. We use Montreal forced alignment (MFA) [25] tool to extract the phoneme duration. The duration for the word boundary symbol is set to zero. When input processing module UEI is used, the duration for tone/stress is zero.

We train the Fastspeech2 models with batchsize of 24 utterances on one GPU. We use the Adam optimizer [21] with $\beta_1 = 0.9$, $\beta_2 = 0.98$, and $\epsilon = 10^{-9}$ and follow the same learning rate schedule in [22]. It takes 200k steps for training until convergence. We encourage readers to refer to [3] for more training details.

The generated speech is represented as a sequence of 80-dim log-mel spectrogram frames, computed from 40ms windows shifted by 10ms. Waveforms are synthesized using a HifiGAN [6] vocoder which generates 16-bit signals sampled at 16 kHz conditioned on spectrograms predicted by the TTS model.

3.3. Evaluation metrics

We designed listening tests to evaluate the synthesized speech’s naturalness (NAT) and speaker similarity (SIM). Ten utterances were randomly chosen for evaluation in each scenario. Each utterance is randomly chosen for evaluation in each scenario. Each utterance is rated by 14 listeners using the mean opinion score (MOS) on a five-point scale. Demos are available at https://haitongzhang.github.io/ipa-tts/

4. RESULTS AND DISCUSSION

4.1. The impact of input processing modules

To study whether two different input modules impact the cross-lingual voice cloning performance, we trained two model variants using Dataset1: MSEA (the model with SEA) and MUEI (the model with UEI). The subjective evaluation results are provided in Table 1. It clearly shows that these two input processing modules have comparable performances on intra-lingual and cross-lingual voice cloning.

4.2. Why fails cross-lingual voice cloning

Table 1 shows that the speaker similarity of CL VL is significantly lower than the intra-lingual performance. We learn from an informal listening test that many Chinese utterances synthesized using the English speaker’s voice sound like the Chinese speaker and English utterances synthesized using the Chinese speaker’s voice sound like the English speaker. In other words, only using IPA does not guarantee a perfect disentanglement between speaker identities and language symbols.

We hypothesize that this result can be attributed to the fact that (1) there are some non-overlapped IPA symbols across two target languages; (2) the suprasegmental, including tone and stress, are
Table 1: Naturalness (NAT) and similarity (SIM) MOS of synthesized speech by models with two different input processing modules.

| Speaker | Model   | Text       | CH   | SIM     | EN   | SIM     |
|---------|---------|------------|------|---------|------|---------|
|         | Ground-Truth | CH SPK    | 4.72 ± 0.07 | 4.67 ± 0.07 | 4.67 ± 0.06 | 3.93 ± 0.13 |
|         | Analysis-Synthesis | CH SPK    | 4.62 ± 0.09 | 4.62 ± 0.08 | 4.60 ± 0.08 | 3.90 ± 0.14 |
| CH      | MSEA    | CH SPK    | 4.34 ± 0.11 | 4.39 ± 0.09 | 4.26 ± 0.10 | 1.99 ± 0.11 |
|         | MUEI    | CH SPK    | 4.35 ± 0.11 | 4.52 ± 0.08 | 4.37 ± 0.10 | 2.09 ± 0.13 |
| EN      | MSEA    | EN SPK    | 3.66 ± 0.15 | 2.32 ± 0.14 | 4.39 ± 0.09 | 3.83 ± 0.13 |
|         | MUEI    | EN SPK    | 3.84 ± 0.13 | 2.06 ± 0.11 | 4.44 ± 0.09 | 3.75 ± 0.12 |

unique to only one of the target languages. To test our hypotheses, we devised two input perturbation methods.

- **IPA perturbation**: Replace all the IPA symbols in testing sentences in one language with the non-overlapped IPA symbols from the other language randomly. To remove the potential effect of tone/stress, we replace all tone/stress symbols with the special non-tone symbol.

- **Tone/stress perturbation**: Replace all tone symbols in Chinese testing sentences with the primary stress symbol in English, or replace all stress symbols in English testing sentences with the mid-tone in Chinese. To remove the potential effect of the non-overlapped IPA symbols, we replace them with their closest IPA symbols as in [25].

We use these two input perturbation methods to modify the original testing sentences and create in total six test datasets, namely CH and EN (original Chinese and English test data), CH_IP and EN_IP (Chinese and English test data with IPA perturbation), and CH_TP and EN_SP (Chinese and English test data with tone/stress perturbation). We then use MUEI to synthesize these six test datasets. We implement a speaker similarity preference test, where the raters are asked to judge whether the synthesized utterance is close to the voice of the Chinese speaker, the English one, or neither of them. Since using the proposed IPA or tone/stress perturbation may result in non-intelligible or accented speech, we ask the raters to focus on the speaker similarity during the test. The results are illustrated in Fig. 3 and Fig. 4.

4.2.1. The effect of non-overlapped IPA

As shown in Fig. 3 and Fig. 4 with IPA perturbation, the speaker similarity of the Chinese synthesized utterances decreases significantly for the Chinese speaker, and increases significantly for the English speaker (see CH_IP). When using IPA perturbation to the English text, the speaker similarity for the Chinese speaker increases while that for the English speaker decreases (see EN_IP). These results support our hypothesis that the non-overlapped IPA symbols are likely to contain some speaker information.

4.2.2. The effect of tone/stress

With tone perturbation, the speaker similarity of the Chinese synthesized utterances decreases significantly for the Chinese speaker and increases significantly for the English speaker (see CH_TP). This indicates that the stress symbols in English contain speaker information of the English speaker. For the English text, stress perturbation significantly increases the speaker similarity for the Chinese speaker, while it decreases the speaker similarity for the English speaker by a large margin (see EN_SP). This reveals that the tone symbols in Chinese are also responsible for the speaker information leakage.

4.3. The number of speakers

In section 4.2, we find that both non-overlapped (or language-unique) IPA and tone/stress symbols are likely to contain some speaker information, which causes the model to fail cross-lingual voice cloning. In this section, we continued the investigation by proposing the following hypotheses.

**Hypothesis 1**: The secondary or indirect reason our models fail CL VL is that we only use two speakers as training data. In other words, as we increase the number of speakers, this failure can be avoided.

**Hypothesis 2**: Increasing the number of speakers in only one language would result in success to CL VL for speakers in this language, but a failure for the speaker in the other language.

To test our hypotheses we compared several model variants trained with different subsets of Dataset2:

- C1E1: Model trained with one Chinese speaker and one En-
In this study, we present an empirical study of building an IPA-based cross-lingual non-autoregressive TTS model. We conclude our findings as follows.

Table 2: Naturalness (NAT) and similarity (SIM) MOS of synthesized speech by models with different training data.

| Speaker | Model | Text | CH | EN | CS |
|---------|-------|------|----|----|----|
|         | Ground-Truth | NAT | SIM | NAT | SIM |
| CH      | C1E1   | 4.72 ± 0.07 | 4.67 ± 0.07 | 4.67 ± 0.06 | 3.93 ± 0.13 | -   |
|         | C1E4   | 4.62 ± 0.09 | 4.62 ± 0.08 | 4.60 ± 0.08 | 3.90 ± 0.14 | -   |
| EN      | C4E1   | 4.54 ± 0.10 | 4.62 ± 0.08 | 3.41 ± 0.16 | 2.60 ± 0.13 | -   |
|         | C4E4   | 4.49 ± 0.09 | 4.55 ± 0.07 | **4.07 ± 0.11** | **4.17 ± 0.08** | **4.06 ± 0.12** | **4.06 ± 0.11** |

Fig. 5: Visualizing the effect of the number of speakers, using 2D UMAP [27] of speaker embeddings [28] computed from speech synthesized with different speaker and text combinations. The orange color represents speech from the Chinese speaker, while blue represents the English one. +, ∆, and □ denote the Chinese, code-switched, and English text, respectively; and ◦ refers to the ground truth utterances.

We use the input processing module UEI in this scenario for fair comparisons. The results of naturalness and speaker similarity MOS evaluations are illustrated in Table 2.

As shown in Table 2, the speaker similarity of cross-lingual voice cloning tends to increase as the number of speakers increases. In addition, when only increasing the number of speakers in one target language (i.e., C1E4 or C4E1), the speaker similarity improvement on CL VL for speakers in that target language is more significant than speakers in the other language. However, the naturalness MOS for speakers in that target language shows a decreasing trend. We suspect that the models have learned to disentangle the speaker identities from the language-unique symbols but fail to synthesize natural cross-lingual speech due to the imbalanced distribution of the training data. Hence, increasing the number of speakers in all languages provides the best CL VL performance.

Furthermore, we provided the results of code-switched synthesized speech. Model C1E1 performs a decent performance on code-switched utterances. We suspect that when synthesizing these code-switched sentences, the non-overlapped IPA symbols in two languages are likely to compete with each other to leak the speaker information, and tones in Chinese and stresses in English would join the competition as well. As the results indicate, they usually play a tie game in that they fail to leak the speaker information, and the speaker embedding plays its full role. In addition, we observed a steady improvement through increasing the number of speakers, and Model C4E4 achieves the best code-switched performance.

Fig. 5 provides a vivid visualization of the speaker similarity of synthesized speech as well. Model C4E4 provides the ideal clustering: the synthesized speech clusters close to the respective target speaker’s ground-truth utterances, and the synthesized speech from two speakers is separated at a considerable distance.

5. CONCLUSIONS

In this study, we present an empirical study of building an IPA-based cross-lingual non-autoregressive TTS model. We conclude our findings as follows.

- The way to process IPA and tone/stress sequences has a negligible impact on the CL VL performance.
- IPA alone does not guarantee successful CL VL performance since the language-unique IPA and tone/stress symbols are likely to leak the speaker information.
- One simple but effective method to improve the CL VL performance of IPA-based CL TTS is to increase the number of speakers in all languages.

Although our findings are based on the non-autoregressive TTS model, they should be generalized well to other TTS frameworks.
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