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Abstract In a changing climate, the common assumption of stationarity of climate extremes has been increasingly challenged, raising the need to incorporate non-stationarity in extreme value modeling. In this study, quantile regression is used to identify the trends of annual temperature extremes and their correlations with two large climate patterns, the western Pacific subtropical high (WPSH) and the Arctic Oscillation (AO) at 357 stations in China. Statistical significant positive trends and correlations between warm (or cold) temperature extremes and WPSH (or AO) have been detected at most stations. The influence of WPSH on warm extremes is significant in southern China, while the AO mainly affects the cold extremes in northern and eastern China. Then, annual temperature extremes are fitted to generalized extreme value (GEV) distributions with time-varying parameters. The summer (or winter) mean daily maximum (or minimum) temperatures and two climate indices, the WPSH index and the AO index, are chosen as covariates. In total, 16 candidate GEV distribution models are constructed, and the best fitting model with the lowest Bayesian information criterion (BIC) is selected. The 20-year return levels of annual warm (or cold) extremes in the period 1961–1980 and 1991–2010 are computed and compared. The changes of 20-year return levels of annual warm and cold extremes are jointly determined by trend and distributional changes of annual temperature extremes. Analysis of large scale atmospheric circulation changes indicate that a strengthening anticyclonic circulation and increasing geopotential height in recent decades may have contributed to the changes in temperature extremes in China.
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1 Introduction

Climate change and global warming, especially changes in climate extremes, have attracted wide concerns in recent years (Kharin et al. 2007; Zhang and Zwiers 2013). In IPCC’s Fourth Assessment Report, a much greater effort had been made in analyzing change in climate extremes (IPCC 2007). Later, IPCC defined climate extreme as the occurrence of a weather or climate variable above (or below) a threshold value near the upper (or lower) ends of the range of observed values of the variable (IPCC 2012). A warming climate has been shown to exacerbate and trigger certain climate extremes, including extreme high temperatures, decreasing the frequency of extreme low temperatures, and increasing intense precipitation events (Easterling et al. 2000; IPCC 2007). It is therefore important to detect the changes in climate extremes and identify their connections to global climate change.

In the past two decades, many analyses have been conducted on long-term change of climate extremes. These analyses were using either various climate extremes indices (Alexander et al. 2006; Tebaldi et al. 2006) or statistical extreme value method (Kharin et al. 2007; Brown et al. 2008). The Expert Team on Climate Change Detection and Indices (ETCCDI) defined as many as 27 indices for extreme weather and climate events including 16 indices...
for temperature extremes and 11 indices for precipitation extremes. These 27 indices could be further classified into five categories including percentile-based and absolute indices, as well as other kinds of indices (Alexander et al. 2006). According to extreme value theory, climate extremes could also be expressed in terms of T-year return values of annual extremes of climate or weather variables, which are of importance to engineering design and planning (Kharin et al. 2007, 2013).

For a long time, the fundamental probability theory of extreme values has been well developed (Leadbetter 1983; Katz 2013; Salas and Obeysekera 2014). Generally, extreme events are assumed to be temporally stationary, which could be characterized by probability distributions such as the generalized extreme value (GEV) distribution and generalized Pareto (GP) distribution (Coles 2001; Li et al. 2013; Jahanbaksh Asl et al. 2011; Gao et al. 2016). As climate changed, the stationarity assumption in traditional climate extreme value analysis gradually became questionable (Milly et al. 2008; Wigley 2009; Cooley 2013; Katz 2013; Wi et al. 2016). It has been documented that in some places climatic and hydrological extremes exhibit some type of non-stationarity in the form of trends, shifts or a combination of them (Kiem et al. 2003; Villarini et al. 2009). To bring these nonstationary features into statistical extreme value modeling frameworks, alternative mathematical formulations are developed by allowing time-dependent parameters in probability density functions (pdfs) of extreme values (Khaliq et al. 2006; Katz 2010; Silverstovs et al. 2010; Wi et al. 2016). The parameters in GEV or GP distributions could also be dependent on climate indices such as El Niño–Southern Oscillation (ENSO) and North Atlantic Oscillation (NAO) indices (Brown et al. 2008; Gao et al. 2016). Nonstationary extreme value distributions were found to be a powerful and useful tool in modeling climate extremes in a changing climate (Brown et al. 2008).

On global, regional and national scales, temperature extremes have been extensively studied (Frich et al. 2002; Aguilar et al. 2005; Alexander et al. 2006; Brown et al. 2008; Xu et al. 2011; You et al. 2011). These studies have shown that significant widespread changes in temperature extremes are associated with warming. Generally, temperature extremes include cold extremes and warm extremes, which both influence on ecosystems, economies and society. Extreme high temperatures, which deviate far from the normal temperatures, are considered to worsen many types of disasters, including heat waves, droughts, leading to increased population mortality (IPCC 2012). For example, heat waves occurred in summer of 2003 resulted in over 22,000 heat related deaths across Europe (Christoph and Gerd 2004). In addition, cold waves that occur in winter intermittently and also influence agriculture, transportation, and human health, and so on.

China has already experienced significant temperature changes during recent decades (Ding et al. 2007). The mean daily maximum and mean daily minimum air temperatures have increased at rates of 0.13 and 0.32°C/decade from 1955 to 2000, respectively (Wang and Gong 2000). The increasing trends in mean maximum temperatures have occurred in northern China, while weak decreasing or nonsignificant trends have occurred in southern China (Zhai and Pan 2003; You et al. 2011). Mean minimum temperatures have increased all over China (You et al. 2011; Zhang et al. 2011). To our best knowledge, most studies on changes in temperature extremes in China were conducted by detecting the trends of extreme temperature indices. However, nonstationary extreme value analysis method has been less often applied. Moreover, there is still a lack of understanding of temperature extremes in China and its connection with large scale atmospheric circulation such as the western Pacific subtropical high (WPSH) and the Arctic Oscillation (AO).

The WPSH is a large-scale anticyclonic circulation that occupies about one quarter of the Northern Hemispheric surface in summer and has significant influences on the East Asian summer climate (Huang et al. 2015). WPSH is quantified by WPSH index (WPSHI) that signifies the zonal and meridional variation of the location and intensity of the East Asian jet stream entrance region (Barnston and Livezey 1987). The AO is one of the dominant patterns of Northern Hemisphere climate variability, and it is most prevalent in winter and in the mid and high latitudes (Ramos et al. 2010; You et al. 2013). The daily AO index (AOI), which is constructed by projecting the daily (00Z) 1000mb height anomalies poleward of 20° N onto the loading pattern of the AO, is used to quantify AO. Recent studies have shown that the winter AOI has a strong positive correlation with temperatures in northern China (Gong and Wang 2003; You et al. 2013). The main objective of this study is to investigate the nonstationary characteristics of temperature extremes in China and further exploring the influence of large scale atmospheric circulation patterns on the changes in temperature extremes.

In this study, quantile regression is used to detect changes of temperature extremes and correlations to the WPSH and the AO. Then, the year index and the two climate indices, WPSHI and AOI, are chosen as covariates in nonstationary GEV distributions, respectively. Then, the 20-year return levels of annual warm or cold extremes in the period 1961–1980 and 1991–2010 are computed and compared based on the best fitting GEV distribution model. Finally, relationships between large scale atmospheric
circulation patterns and the changes in temperature extremes are discussed.

2 Data

The datasets of daily temperatures including maximum, mean and minimum temperatures are provided by the National Meteorological Information Center (NMIC) of China Meteorological Administration (CMA). There are totally 357 meteorological stations having the good quality and continuous daily records of air temperature from 1956 to 2013. These 357 meteorological stations are not evenly distributed and most of them are located in central and eastern China (Fig. 1).

China is located in the northern hemisphere, extreme hot days or heat waves are seen in summer (June, July, and August, JJA), while extreme cold days or cold waves commonly occur in winter (December, January and February, DJF) (Xu et al. 2011). In each calendar year, the annual highest daily maximum temperature (AMaxT) could be simply extracted from the daily maximum temperature dataset. However, annual lowest daily minimum temperature (AMinT) is extracted from the daily minimum temperature dataset from November to the next February. The summer mean daily maximum temperature (SMaxT) and winter mean daily minimum (WMinT) temperature are also computed as covariate in nonstationary extreme value distributions.

WPSHI data (monthly and annual) is provided by the U.S. National Centers for Environmental Prediction (NCEP). In each calendar year, we compute the summer averaged WPSHI as covariate in nonstationary GEV distributions of AMaxT. The winter averaged AOI data, which is extracted from the Climate Prediction Center of the National Oceanic and Atmospheric Administration (NOAA-CPC), is also used as covariate in nonstationary GEV distributions of AMinT.

To understand the changing patterns of large scale atmospheric circulation, the reanalysis data of monthly mean geopotential height and wind fields at 850 hPa are downloaded from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) and analyzed. The NCEP/NCAR Reanalysis 1 project uses a state-of-the-art analysis/forecast system to perform data assimilation based on past data from 1948 to the present. The spatial resolution of global dataset is $2.5^\circ \times 2.5^\circ$ (Kalnay et al. 1996).

3 Methodology

3.1 Quantile regression

Quantile regression, initiated by Koenker and Bassett (1978), offers an trend-detection approach for identifying changes over time of any percentile values of climate variables (Barbosa 2008; Donner et al. 2012). Moreover, quantile regression can also be used for detecting the relation between climate extremes and large-scale climate patterns (Tareghian and Rasmussen 2012; Fan and Xiong 2015; Tan and Shao 2017). It is proposed as an extension to the traditional linear regression, which approximates quantiles of the response variable (Koenker and Bassett 1978). The widely used linear quantile regression minimizes the functional

$$
\sum_{i=1}^{n} \rho_{\tau}(h_i - X^T_i \beta)
$$

where $\rho_{\tau}(\mu) = \tau \mu I_{[0,\infty)}(\mu) - (1-\tau) \mu I_{(-\infty,0)}(\mu)$ is the check function; $I_A(\mu)$ is the indicator function that equals to 1, if $\mu \in A$; $n$ is the length of the observed time series $h$; $X_i = (X_{i1}, \ldots, X_{im})^T$ ($m$ is the number of covariates minus one), where $X_{i1} = 1$ for the intercept, $X_i$ includes a vector of time points as one element but can also contain external factors such as climate indices; $\beta$ denotes the parameter vector to be estimated and $\tau$ is the quantile level (Yu et al. 2003; Koenker 2005). Generally, the estimated quantile curves at multiple quantiles might cross leading to an invalid distribution for the response (Wu and Liu 2009; Bondell et al. 2010). In this study, Bondell et al.’s non-crossing quantile regression method is adopted (Bondell et al. 2010). The estimated coefficients are considered to be significantly different from zero at the 5% significance level only zero is outside of the 95% confidence interval, which is computed using a $(x, y)$-pair bootstrap method.

Fig. 1 Geographical distribution of the 357 meteorological stations in China
Trends are first detected using the non-crossing quantile regression method at the three quantile levels $\tau = 0.1, 0.5$ and 0.9, corresponding to 10, 50 and 90% percentiles of $A_{\text{MaxT}}$ or $A_{\text{MinT}}$, respectively. Quantile regression for the median ($\tau = 0.5$) provides measures of central tendency. Moreover, the difference of quantile trends at $\tau = 0.9$ and $\tau = 0.1$ represents the temporal evolution of “dispersion” of $A_{\text{MaxT}}$ (or $A_{\text{MinT}}$). Positive value of quantile trend difference indicates an increasing amplitude of interannual variability of $A_{\text{MaxT}}$ (or $A_{\text{MinT}}$), while negative value of quantile trend difference indicates a decreasing amplitude of interannual variability. Next, quantile regression is also used to detect the correlation between annual temperature extremes and the two large scale climate patterns: the WPSH and the AO. In each quantile regression model, $A_{\text{MaxT}}$ or $A_{\text{MinT}}$ is used as response variable, and the two normalized climate indices, WPSH or AOI, are taken as predictor. Quantile slopes are also estimated at three quantile levels $\tau = 0.1, 0.5$ and 0.9. Analogously, quantile slope at median ($\tau = 0.5$) represents the relationship between annual temperature extremes and climate indices, while the difference of quantile slopes at $\tau = 0.9$ and $\tau = 0.1$ represents the evolution of “dispersion” of $A_{\text{MaxT}}$ (or $A_{\text{MinT}}$) with the increase of climate indices.

### 3.2 Nonstationary GEV distribution

GEV distribution has been commonly applied to the most extreme values within a period, typically annual maxima or minima. The cumulative probability distribution function of GEV distribution is expressed as (Coles 2001):

$$F(x) = \exp \left\{ -\left[ 1 + \frac{x - \mu}{\sigma} \right]^{1/\xi} \right\} \left[ 1 + \frac{\xi(x - \mu)}{\sigma} \right] > 0$$

(2)

where $\mu$, $\sigma > 0$, and $\xi$ are the location, scale, and shape parameters, respectively. Constant parameters correspond to stationary GEV distribution, while time-varying parameters correspond to nonstationary GEV distribution. The time-varying parameters in nonstationary GEV distribution could be modeled as the function of time or other climate indicators (Katz 2013):

$$F_y(x) = \exp \left\{ -\left[ 1 + \frac{x - \mu_y}{\sigma_y} \right]^{1/\xi_y} \right\}$$

(3)

where $y$ is the year index. Commonly, the location parameter $\mu_y$ and/or the scale parameter $\sigma_y$ are assumed time-varying, while the shape parameter is assumed constant through time (Coles 2001; Katz 2013; Kharin et al. 2013; Cheng et al. 2014; Salas and Obeyssekara 2014; Wi et al. 2016).

For $A_{\text{MaxT}}$, three covariates (the year index, $S_{\text{MaxT}}$, and WPSH) were used in the nonstationary GEV distributions. For $A_{\text{MinT}}$, three covariates (the year index, $W_{\text{MinT}}$, and AOI) were used. It should be noted that the $A_{\text{MinT}}$ should be sign-changed before fitting to a nonstationary GEV distribution (Coles 2001). In all nonstationary GEV distributions, we assume that the location parameter is linearly dependent on one of the three covariates. Additionally, a log-linear trend in the scale parameter ensures that it remains positive (Kharin and Zwiers 2005). More complex dependence is not investigated as linear forms are deemed an adequate first-order approximation to any non-stationarity (Brown et al. 2008). The covariate, year index, during the observational period is scaled to range from 0 to 1 for numerical reasons. Other covariates in nonstationary GEV distributions are also standardized before fitting the annual temperature extremes for computational simplicity. All stationary and nonstationary GEV distributions are listed in Table 1. Maximum likelihood method is primarily used for parameter estimation in both stationary and nonstationary GEV distributions. There are a few of criteria available for stationary and nonstationary GEV model fitting evaluation, and the Bayesian information criterion (BIC) is recommended for nonstationary GEV model selection (Panagoulia et al. 2014; Kim et al. 2017). The model with the lowest BIC is considered as the

| Model ID | Parameter forms |
|----------|-----------------|
| M0       | $\mu_y = \text{constant}, \sigma_y = \text{constant}$ |
| M1       | $\mu_y = x_0 + x_1y, \sigma_y = \text{constant}$ |
| M2       | $\mu_y = \text{constant}, \sigma_y = \exp(\beta_0 + \beta_1y)$ |
| M3       | $\mu_y = x_0 + x_1y, \sigma_y = \exp(\beta_0 + \beta_1y)$ |
| M4       | $\mu_y = x_0 + x_1AVE, \sigma_y = \text{constant}$ |
| M5       | $\mu_y = \text{constant}, \sigma_y = \exp(\beta_0 + \beta_1AVE)$ |
| M6       | $\mu_y = x_0 + x_1AVE, \sigma_y = \exp(\beta_0 + \beta_1AVE)$ |
| M7       | $\mu_y = x_0 + x_1CLI, \sigma_y = \text{constant}$ |
| M8       | $\mu_y = \text{constant}, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M9       | $\mu_y = x_0 + x_1CLI, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M10      | $\mu_y = x_0 + x_1CLI, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M11      | $\mu_y = x_0 + x_1AVE, \sigma_y = \exp(\beta_0 + \beta_1y)$ |
| M12      | $\mu_y = x_0 + x_1y, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M13      | $\mu_y = x_0 + x_1CLI, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M14      | $\mu_y = x_0 + x_1AVE, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |
| M15      | $\mu_y = x_0 + x_1CLI, \sigma_y = \exp(\beta_0 + \beta_1CLI)$ |

* The shape parameter $\xi$ always keeps constant. $y$ is the year index. $AVE$ stands for mean daily maximum (or minimum) temperature in summer (or winter). $CLI$ stands for climate index (WPSH or AOI).
best one. In this study, nonstationary extreme value modeling is implemented using the R package “extRemes”.

The two approaches, quantile regression and nonstationary extreme value modeling, have their own advantages and disadvantages. In many respects, they are complementary. Quantile regression has the advantage of not requiring the assumption of a specific form of probability distribution such as the GEV, but has the disadvantage of being less parsimonious in requiring fitting each quantile separately. In GEV approach, all the quantiles can be fitted simultaneously. The results of both approaches could be directly comparable. Specifically, the estimate of parameter \( \hat{\beta}_1 \) (Table 1) in the best nonstationary GEV model should be positively correlated to the quantile slopes in the median as estimated by quantile regression. The estimate of parameter \( \hat{\beta}_1 \) (Table 1) in the best nonstationary GEV model should be positively correlated to the difference of quantile slopes at \( \tau = 0.9 \) and \( \tau = 0.1 \). In this study, the above-mentioned positive correlation will be presented using linear regression.

### 3.3 T-year return level

A T-year return level is defined under stationarity as the threshold that is exceeded by an annual extreme in any given year with the probability \( p = 1/T \), where \( T \) is expressed in years (Kharin et al. 2007). Denoting a random variable \( M_y \) as the annual maximum of climate extremes (AMaxT and AMInT in this study) for year \( y \) and assuming \( \{M_y\}(y = 1, 2, \ldots) \) are temporally independent, the cumulative probability distribution of \( M_y \) is (Cooley 2013)

\[
F_y(x) = P(M_y \leq x)
\]  

(4)

Under stationary condition, \( \{M_y\} \) are identically distributed with a probability distribution function \( F(x) \), where the year index \( y \) has been discarded for notational simplicity. The relationship between a return period \( T \) and the associated return level \( (x_T) \) can be revealed by the following equation (Coles 2001):

\[
F(x_T) = P(M \leq x_T) = 1 - 1/T
\]  

(5)

where \( x_T \) is the \((1 - 1/T)\)-th quantile of the probability distribution of climate extreme in any year. That is, we have \( P(M > x_T) = 1/T \). That means the exceedance probability over the return level \( x_T \) is \( 1/T \) for each year.

Under nonstationary condition, \( \{M_y\} \) are no longer identically distributed, where the dependence of probability distributions \( F_y(x) \) on the year index \( y \) should be considered. In term of time series analysis, a return period has the following two interpretations under stationarity. First, a return period \( T \) could be interpreted as the expected waiting time until an exceedance over a level \( x_T \) occurs (Olsen et al. 1998; Cooley 2013). We define \( Y \) as the waiting time (from \( y = 0 \), then the expectation of waiting time \( Y \) is computed as:

\[
E[Y] = 1 + \sum_{i=1}^{\infty} \prod_{j=1}^{i} F_y(x)
\]  

(6)

Alternatively, the relationship between \( T \) and \( x_T \) could also be interpreted as: there is one exceedance incident over a given exceedance level \( x_T \) within a period \( T \) (Cooley 2013; Salas and Obeysekera 2014). We define a random variable \( N \) as the number of exceedances over a given exceedance level \( x \) occurring in \( T \) years period beginning with the year \( y = 1 \) and ending with year \( y = T \), thus, the expectation of \( N \) becomes (Parey et al. 2007, 2010)

\[
E[N] = \sum_{y=1}^{T} (1 - F_y(x))
\]  

(7)

Cooley (2013) showed that the second interpretation was more preferable from the perspective of numerical computation. Replacing \( E[N] \) with 1, the \( x_T \sim T \) relationship could be formulated as:

\[
1 = \sum_{y=1}^{T} (1 - F_y(x_T))
\]  

(8)

With the fitted nonstationary GEV distributions \( F_y(x) \) described in the previous section, the \( T \)-year return level of annual extremes of daily maximum/minimum air temperature could be computed by solving Eq. (8) numerically. In this study, particle swarm optimization (PSO) method is applied to solve Eq. (8), where the objective function is

\[
G(x_T) = \left| \sum_{y=1}^{T} (1 - F_y(x_T)) - 1 \right|
\]  

(9)

### 4 Results

#### 4.1 Trend and correlation identification

Figure 2a shows the quantile trends of AMaxT at \( \tau = 0.5 \) during 1956–2013 at the 357 meteorological stations in China. The numbers of stations with statistically significant positive, non-significant positive, significant negative, and non-significant negative quantile trends are 91, 181, 8, and 77, respectively. Negative quantile trends are distributed in a zone extending from northeastern to central China. The estimated changing rates ranges from \(-0.58^\circ C/\text{decade} \) to \(0.75^\circ C/\text{decade} \). The differences of quantile trends of AMaxT at \( \tau = 0.9 \) and \( \tau = 0.1 \) are shown in Fig. 2b.
Positive and negative differences are observed at 214 and 143 stations, respectively. Figure 2c presents the quantile slopes at $\tau = 0.5$ of AMaxT with respect to SMMaxT. Out of all 357 stations, 355 (99.4%) have a positive slope. Non-significant negative slopes (5% significance level) are only detected at 2 stations. The differences of quantile slopes at
\[ \tau = 0.9 \text{ and } \tau = 0.1 \text{ presented in Fig. 2d show that the amplitude of interannual variability of AMaxT increases at 188 stations but decreases at 169 stations with the increase of SMMaxT. Results of relationship between AMaxT and the summer averaged WPSHI are shown in Fig. 2e. There are 247 stations showing positive quantile slopes and 79 of them are significant at 5% level. These 79 stations are mainly distributed in southern China. Changes of amplitude of interannual variability of warm extremes with the increase of summer averaged WPSHI have also been detected (Fig. 2f).

Figure 3a shows the quantile trends of AMinT at \( \tau = 0.5 \). There are 267 and 76 stations showing significant and non-significant positive trends, and quantile trends are higher in northern China than that in southern China. Negative quantile trends have detected at a few of stations, while only one negative trend is statistically significant (5% significance level). The estimated changing rates ranges from \(-0.39^\circ\text{C/decade}\) to \(1.96^\circ\text{C/decade}\). The differences of quantile trends of AMinT at \( \tau = 0.9 \) and \( \tau = 0.1 \) are shown in Fig. 3b. The changes of amplitude of interannual variability of AMinT are also verified by the positive (at 144 stations) and negative (at 213 stations) quantile trend differences. Figure 3c presents the quantile slopes at \( \tau = 0.5 \) of AMinT with respect to WMMinT. At all stations, the quantile slopes are positive and statistically significant indicating the consistency between AMinT and WMMinT. The quantile differences are positive at 144 stations but negative at 213 stations (Fig. 3d). In Fig. 3e, quantile regression reveals the relationship between AMinT and the winter averaged AOI. We find that cold extremes in northwestern, northeastern, and eastern China are significantly affected by the AO (Fig. 3e). The differences of quantile slopes at \( \tau = 0.9 \) and \( \tau = 0.1 \) are positive and negative at 190 and 167 stations, respectively.

4.2 Extreme value modeling

The 16 stationary and nonstationary GEV distributions listed in Table 1 are first fitted to AMaxT at 357 stations. The potential covariates in nonstationary GEV distribution are year index, SMMaxT, and summer averaged WPSHI. At each station, the best model with the lowest BIC value has been selected from the 16 candidate models. The results of model selection are shown graphically in Fig. 4. Stationary GEV distribution model \( M_0 \) is chosen as the best model at 14 stations. Models \( M_4, M_6, M_{11}, \) and \( M_{14} \) are chosen as the best models at 238, 26, 17, and 16 stations, respectively. These 4 nonstationary GEV distribution models accounted for 83% of the 13 selected best models (Fig. 4). In these four GEV distribution models, the location parameter is always linearly dependent on the SMMaxT. Linear regression shows that the estimate of parameter \( z_1 \) in models \( M_4, M_6, M_{11}, \) and \( M_{14} \) is positively correlated with the quantile slopes shown in Fig. 2c at \( \tau = 0.5 \) (Fig. 5a). Model \( M_7 \) has been chosen as the best models at 19 stations (Fig. 4). In model \( M_7 \), the location parameter is linearly dependent on SMMaxT, summer averaged WPSHI, and year index, respectively. The positive correlation between the estimate of parameter \( \beta_1 \) and the difference of quantile slopes at \( \tau = 0.9 \) and \( \tau = 0.1 \) verifies the consistency of quantile regression and nonstationary GEV modeling (Fig. 5b). In summary, we note that the results of nonstationary GEV modeling and quantile regression for annual warm extremes are consistent at most stations.

In the same way, the 16 stationary and nonstationary GEV distribution models are fitted to AMinT, where the potential covariates are year index, WMMinT, and the winter averaged AOI. Figure 6 summarizes the results of model selection graphically. Analogously, models \( M_4, M_6, M_{11}, \) and \( M_{14} \) are more selected as the best model, and these 4 models accounted for 93% of the 8 selected models. The estimated values of \( z_1 \) in these four models are positively correlated to the quantile slopes at \( \tau = 0.5 \) (Fig. 7a). Model \( M_9 \) and \( M_{12} \) have been chosen as the best models at 12 and 9 stations, respectively (Fig. 6). In these two models, the location parameter is linearly dependent on winter averaged AOI or year index. The estimated \( z_1 \) in these two models is also positively correlated to linear quantile slopes in the median (Fig. 7a). The positive correlations between \( \beta_1 \) in these nonstationary GEV models and the difference of quantile slopes at \( \tau = 0.9 \) and \( \tau = 0.1 \) are shown in Fig. 7b. However, the corresponding \( R^2 \) values are low. In summary, for annual cold extremes, the estimated location parameters in the nonstationary GEV modes are consistent with the linear quantile slopes in the median, while the estimated scale parameters are not highly consistent with the difference of linear quantile slopes at \( \tau = 0.9 \) and \( \tau = 0.1 \).

4.3 Change of 20-year return level

The best GEV distribution model has been identified for AMaxT and AMinT at all 357 stations. Then, the 20-year return levels of annual warm/cold temperature extremes in 1961–1980 and 1991–2010 are calculated based on Eqs. (5) and (8) for stationary and nonstationary GEV distribution models, respectively. Figure 6 shows the 20-year return levels of AMaxT in 1961–1980 and 1991–2010 as well as the differences between them. The estimated 20-
year return level in 1961–1980 ranges from 21.44 to 47.44°C at the 357 stations (Fig. 8a). In 1991–2010, the range of 20-year return levels changed into 23.37 to 48.01°C (Fig. 8b). As stationary GEV distribution model has also been selected as the best model at 14 stations (Fig. 4), the 20-year return values of AMaxT are the same represent statistically significant trends or slopes at the 5% level (P.S. positive and significant, P.N. positive and nonsignificant, N.S. negative and significant, N.N. negative and non-significant).

Fig. 3 Spatial patterns of quantile trends and slopes for AMinT. (a, c, e) Quantile trends or slopes at $\tau = 0.5$; (b, d, f) difference of quantile trends or slopes at $\tau = 0.9$ and $\tau = 0.1$. Positive/negative values are shown as red/blue circles or up/down triangles, and the filled symbols
Fig. 4 Results of model selection for extreme value modeling of AMaxT

Fig. 5 a Results of linear regression of QR slopes in the median with respect to the estimated parameter $\alpha_1$ in nonstationary GEV model of annual warm extremes (AMaxT). b Results of linear regression of the difference of QR slopes at $\tau = 0.9$ and $\tau = 0.1$ with respect to the estimated parameter $\beta_1$ in nonstationary GEV model of annual warm extremes (AMaxT)
Fig. 6 Results of model selection for extreme value modeling of AMinT

Fig. 7 a Results of linear regression of QR slopes in the median with respect to the estimated parameter $\alpha_1$ in nonstationary GEV model of annual cold extremes (AMinT). b Results of linear regression of the difference of QR slopes at $\tau = 0.9$ and $\tau = 0.1$ with respect to the estimated parameter $\beta_1$ in nonstationary GEV model of annual cold extremes (AMinT)
in 1961–1980 and 1991–2010 (Fig. 8c). At other stations, the 20-year return levels either increased or decreased, and the numbers of stations were 253 and 90, respectively. We also find that the stations with decreased 20-year return levels of daily maximum temperature extremes are mainly located in central and southwestern China. This result is partly consistent with the quantile trends at $\tau = 0.5$ presented in Fig. 2a. In parallel, the 20-year return levels of AMinT in 1961–1980 and 1991–2010 as well as the differences are shown in Fig. 9. The estimated 20-year return level of AMinT in 1961–1980 ranges from $-44.89$ to $6.099 \, ^\circ C$ at the 357 stations (Fig. 9a). In 1991–2010, the range of 20-year return levels changed into $-44.145$ to $8.596 \, ^\circ C$ (Fig. 9b). The differences of 20-year return level in 1961–1980 and 1991–2010 shows that the numbers of stations with increased, no change, and decreased 20-year return levels are 290, 1, and 66, respectively (Fig. 9c).

### 5 Discussion

#### 5.1 Change of temperature extremes and causes

Quantile trends provide a more complete description of climate change, where not only temperature variability in the mean but also in extreme values can be investigated (Barbosa 2008; Donner et al. 2012). Moreover, the distributional changes of climate indices could also be detected using quantile regression (Shiau and Huang 2015; Tan and Shao 2017). In this study, quantile regression has revealed
the changes of temperature extremes and their correlations to large scale climate patterns. Overall the quantile trends of temperature extremes are consistent with the statistically significant warming trends detected in previous publications (Wang and Gong 2000; Zhai and Pan 2003; You et al. 2011; Zhou and Ren 2011). Cold extremes warmed faster than warm extremes during 1956–2013 (Fig. 2a and 3a), and this finding was consistent with the general pattern of global warming (IPCC 2007; Robeson et al. 2014). Decreasing trends were also detected in warm extremes at a few of stations (Fig. 2a). This result should not be surprising because a cooling trend was reported in earlier studies either (Ding et al. 2007). We also found that the warm (cold) temperature extremes were highly correlated with the mean daily maximum (minimum) temperature in summer (winter) reflecting the consistent warming (Fig. 2c and 3c). These high correlations verified the importance of SMMaxT or WMMinT as covariate in nonstationary extreme modeling.

To investigate the role of large scale atmospheric circulation change in climate change, atmospheric circulation composite analysis was usually conducted (You et al. 2011), where composite circulation maps showing the differences of wind fields and geopotential height between two periods were consequently created to represent the change in circulation. Figure 10 shows the mean difference of wind fields and geopotential height at 850 hPa in summer and winter between 1991–2010 and 1961–1980,
respectively. As shown in Fig. 10a, the largest differences of geopotential height (approximately 50 gpm) occurred near 45°N and 100°E at 850 hPa in summer (Fig. 10a), and enhanced anticyclonic circulation developed over the Eurasian continent and centered on Mongolia. The increased geopotential height over Mongolia was consistent with the positive trends of warm extremes in northern China (Fig. 2a and 8c). The northeasterly wind in northern and eastern China has strengthened, and in turn weakens the northern and eastern extent of the westerly jet stream and any southwesterly flow from the ocean. This may explain the decreasing trend of warm extremes in summer in northeastern and central China. In winter, two enhanced anticyclonic circulations located at northern and eastern China have developed. This would explain why the cold temperature extremes have consistently decreased in northern China, which is consistent with rapid warming in the region in winter (Fig. 3a). The changes in wind fields and geopotential height at 500 hPa are generally similar to those at 850 hPa height (not shown as figures). Besides circulation change, many factors, such as solar radiation, cloud coverage, sunshine hours, aerosols, urbanization also contributed to the changes in temperature extremes (Jones et al. 2008; Zhang et al. 2011). Actually, it is difficult to decide exactly what could be the influencing factors of changes in temperature extremes. In this study, we have not

Fig. 10 Difference of wind speed and geopotential height at 850 hPa in summer (a) and winter (b) between 1991–2010 and 1961–1980
assessed the exact reasons for the changes in annual temperature extremes but plan to do so in subsequent study.

5.2 Covariate selection

In nonstationary extreme value modeling, determining the proper covariates and parameter forms is the primary work. Generally, we can construct plenty of candidate extreme value models by introducing extra covariates, i.e., the mean maximum or minimum temperature and climate indices. The WPSH is a large scale anticyclonic circulation located over the subtropical Pacific throughout the year and usually peaks in summer (Huang et al. 2015). It is also identified as one of the dominant components in the East Asian summer monsoon (EASM) system and has large influences on the East Asian summer climate. Therefore, the summer averaged WPSHI was chosen as the covariate of the nonstationary GEV distribution models of AMaxT. The AO, currently known as Northern Annular Mode, strongly influences surface air temperatures over the Eurasian continent (Thompson and Wallace 1998; Hurrell and Deser 2010). Specifically, AO could explain more than 50% of winter temperature extreme change in China (You et al. 2013). In this study, we found that AMinT was positively correlated with AOI at 84% stations and the positive correlations were significant (5% level) at 137 stations. In this study, AOI has been chosen as the covariate of extreme value modeling of AMinT. Both quantile regression and model selection for nonstationary GEV showed that the roles of AOI and WPSHI were not as important as that of SMMaxT and WMMinT in nonstationary extreme value modeling. But that does not imply the roles of climate indices were not important in climate extreme changes. The relationships between climate extremes and climate indicators needed to be further examined but out of the scope of this study.

Besides the WPSH and the AO, some other large scale climate patterns such as El Niño-Southern Oscillation (ENSO) representing the variability of climate system could also affect temperature extremes in China. The mature phase of ENSO often peaks in boreal winter, persists into spring, and decays in the following summer (Wu et al. 2003). On the one hand, ENSO was found to be correlated with the winter temperature extremes only along the southeast coast of China (Chen et al. 2013). As the influence of ENSO on winter temperature extremes was not comparable to that of AO, ENSO index was not chosen as covariate in the nonstationary GEV distribution of AMinT. On the other hand, WPSH is remotely affected by ENSO (Huang et al. 2015); therefore, ENSO index was not chosen as covariate in the nonstationary GEV distribution of AMaxT.

5.3 Return level of temperature extremes

In stationary climate, the return level of annual climate extremes is thought to be constant in each year, and there exists a simple one-to-one relationship between a return period and a return level of climate extremes (Olsen et al. 1998; Cooley 2013). However, the concepts of return period (or return level) needed to be carefully reformulated and extended under nonstationary condition due to the time-varying essence of climate extremes (Katz 2010). Wigley (1988) used the definition of the return period as expected waiting time, and illustrated how non-stationarity affected the risk of extremes using some simple probability arguments. Olsen et al. (1998) extended the concept of return period to nonstationary condition, and proposed to use the return period that was defined as the expected waiting time until an exceedance as the measure of risk. Parey et al. (2007, 2010) extended the alternative interpretation of return period (expected number of extreme events in a given return period) under nonstationary conditions. Cooley (2013) reviewed these two return period definitions suggested by Olsen et al. (1998) and Parey et al. (2007, 2010), and proposed to communicate risk using return period in nonstationary climate. From the perspective of engineering design, Salas and Obeysekera (2014) illustrated the estimation of return period and examined the failure risk of hydrological structures in nonstationary climate. Rootén and Katz (2013) proposed a risk-based engineering design concept, Design Life Level, by keeping the failure risk at a low constant level during the design life period. As in Kharin et al. (2013), we computed the difference of T-year return levels in different periods to assess the changes of temperature extremes. In this study, we applied Parey et al.’s method (2007, 2010) to compute the T-year return level of temperature extremes under nonstationary conditions. The T-year return level estimated using Parey et al.’s method is determined by all $F_T(x)$ within the T-year period but extrapolation is not needed.

The changes of 20-year return levels of AMaxT were roughly consistent with the quantile trends. For cold temperature extremes, the number of stations with decreasing trends in 20-year return values was 66, which was much larger than the number of stations with negative quantile trends. In this study, both the location parameter and the scale parameter in nonstationary GEV distribution were assumed to be time-varying. The changes of 20-year return levels of cold annual temperatures reflected not only the mean but also the dispersion of samples of AMinT. Additionally, the quantile trends were linear, while the scale parameter was assumed to be log-linear in nonstationary extreme value modeling. Therefore, the changes of 20-year return levels of cold temperatures were not
6 Conclusion

In this paper, quantile regression was used to identify the trends of annual warm and cold temperature extremes and their correlations to two large climate patterns, the WPSH and the AO, at 357 stations in China. Significant warming trends have been detected in both warm and cold extremes during the period 1956–2013, and cold extremes warmed faster than warm extremes. In addition, quantile regression also detected the distributional changes (dispersion) of warm and cold temperature extremes. Analysis of large-scale atmospheric circulation changes indicated that a strengthening anticyclonic circulation and increasing geopotential height in recent decades may have contributed to the changes in temperature extremes in China. The warm (cold) temperature extremes were highly correlated with the mean maximum (minimum) temperature in summer (winter), respectively. The influence of WPSH on warm extremes is significant in southern China, while the AO not only affects the cold extremes in northern and eastern China. The year index and the two climate indices, WPSHI and AOI, were chosen as covariates in nonstationary GEV distributions of annual extremes of daily maximum or minimum temperature, respectively. With the best fitting GEV model, the 20-year return levels of annual warm or cold extremes in the period 1961–1980 and 1991–2010 are computed and compared to to assess the changes of temperature extremes. It was concluded that the changes of 20-year return levels of AMaxT and AMinT were jointly determined by trend and distributional changes of annual temperature extremes.
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