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Abstract—Dictionary learning aims at seeking a dictionary under which the training data can be sparsely represented. Methods in the literature typically formulate the dictionary learning problem as an optimization w.r.t. two variables, i.e., dictionary and sparse coefficients, and solve it by alternating between two stages: sparse coding and dictionary update. The key contribution of this work is a Rank-One Atomic Decomposition (ROAD) formulation where dictionary learning is cast as an optimization w.r.t. a single variable which is a set of rank one matrices. The resulting algorithm is hence single-stage. Compared with two-stage algorithms, ROAD minimizes the sparsity of the coefficients whilst keeping the data consistency constraint throughout the whole learning process. An alternating direction method of multipliers (ADMM) is derived to solve the optimization problem and the lower bound of the penalty parameter is computed to guarantees a global convergence. Numerical tests demonstrate that ROAD outperforms other benchmark algorithms. Numerical tests demonstrate that ROAD outperforms other benchmark algorithms. Numerical tests demonstrate that ROAD outperforms other benchmark algorithms. Numerical tests demonstrate that ROAD outperforms other benchmark algorithms. Numerical tests demonstrate that ROAD outperforms other benchmark algorithms.
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I. INTRODUCTION

MASSIVE interests have been attracted in sparse signal representation and its wide range of applications, including signal denoising [1], [2], restoration [3], [4], source separation [5], [6], classification [7], [8], recognition [9]–[11], image super-resolution [12], [13] to name a few. The basic idea of the sparse signal representation is that a natural signal can be transformed into a sparse signal under a certain dictionary/basis. Compared with choosing a basis set from analytical dictionaries such as discrete cosine transform (DCT) [14], short time Fourier transform (STFT) [15], wavelets [16], curvelets [17], etc., a dictionary trained from the data itself can attain sparser representations [18]. Therefore, the relative research topic named dictionary learning has drawn enormous efforts to find a more efficient algorithm for training the dictionary. More mathematically, dictionary learning is a bilinear inverse problem where a bunch of training signals will be decomposed as the product of a dictionary and the corresponding sparse coefficients after some learning procedures.

As dictionary learning is an optimization problem w.r.t. two variable, i.e., dictionary and sparse coefficients, a typical algorithm is an iterative process alternating between two stages: sparse coding and dictionary update [19]–[24]. The general principle of solving this bilinear inverse problem is to fix one variable and optimize the other. Hence, in the stage of sparse coding, the purpose is to find the sparse coefficients based on a given dictionary. This optimization problem can be solved using three different strategies, i.e., greedy algorithms, $\ell_1$-norm optimization and $\ell_p$ quasi-norm optimization. Greedy algorithms consists of matching pursuit (MP) [25], orthogonal matching pursuit (OMP) [26], [27], subspace pursuit (SP) [28], CoSaMP [29], etc., that sequentially select the support set from the sparse coefficients. The second strategy known as basis pursuit (BP) [30] convexifies the problem by using a surrogate $\ell_1$ norm penalty to promote sparsity. A variant of this convex problem is to reformulate it to unconstrained version, or namely lasso [31]. Among all the approaches for addressing the lasso problem, a class of iterative shrinkage-thresholding algorithms (ISTA) [32]–[34] are widely adopted. Another category of methods replace $\ell_1$-norm with non-convex $\ell_p$ quasi-norm $(0 \leq p \leq 1)$ to acquire better performance [35], [36], and $\ell_{1/2}$ quasi-norm has been especially investigated in [37].

The other stage dictionary update aims to refine the dictionary using the sparse coefficients obtained from the previous stage. In this stage, columns of dictionary, or namely dictionary atoms, are updated either simultaneously [19] or sequentially [20], [23], [24], [38], [39]. Method of optimal directions (MOD) [19] is one of the earliest two-stage methods, where the whole dictionary is updated in one step. In the dictionary update stage of MOD, whole sparse coefficient matrix is fixed and then the problem is formulated as a least squares problem. In many other methods including K-SVD [20], SimCO [23] and BLOTLESS [24], only the sparsity pattern (the positions of non-zeros) of sparse coefficients is preserved, and both the dictionary and the sparse coefficients are updated. However, these methods update only one atom or a block of the dictionary and the corresponding elements in sparse coefficients at a time, and then sequentially update the whole dictionary. Specifically, K-SVD fixes all but one atom and the corresponding row of sparse coefficients, and obtains their difference to the input signal. Only the elements of the residual at the sparsity pattern is considered, and the dictionary atom and the corresponding sparse coefficients is updated by using singular value decomposition (SVD). SimCO updates multiple dictionary atoms and the corresponding sparse coefficients by viewing the coefficients as a function of the dictionary and performing a gradient descent w.r.t. dictionary. BLOTLESS recasts the dictionary update as a total least squares problem, and updates the blocks of the dictionary and the corresponding elements of sparse coefficients sequentially.

Another category of sequentially updating methods including
computes the rank-one matrix approximation to the residual defined in K-SVD algorithm before sparse coding and dictionary learning stages. Then only one atom and the corresponding row of sparse coefficients are updated alternatively in two stages. Here a penalty of $\ell_1$ norm is applied to promote the sparsity, and hence the residual can be directly used instead of only preserving the sparsity pattern.

However, all the aforementioned two-stage algorithms have the same issue. The performance of the two stages are coupled together and the optimal tuning of one stage may not lead to the optimal performance of the overall dictionary learning. The authors of BLOTLESS [24] found that a well-tuned dictionary update may result in poor performance of dictionary learning because the well-tuned dictionary update based on a poorly estimated sparsity pattern may enforce the optimization procedure to converge to the local minimum defined by that particular sparsity pattern. Furthermore, the two-stage alternating process makes the analysis very challenging. Few convergence or performance guarantees have been obtained in the literature for the general dictionary learning problem.

In this paper, a novel dictionary learning algorithm that uses rank-one atomic decomposition (ROAD) is proposed. The key novelty in ROAD is to formulate dictionary learning as an optimization problem involving only one unknown variable, i.e., a set of rank-one matrices. Specifically, dictionary learning is cast as representing training data as the sum of rank-one matrices, each with only a few non-zero columns. With this formulation, the two-stage optimization procedure in the literature is replaced with a single-stage process. Then the popular alternating direction method of multipliers (ADMM) is adapted to solve the ROAD formulation. Note that ROAD involves a constrained optimization with non-smooth objective function and a non-convex constraint (the set of rank-one matrices is non-convex). Nevertheless, motivated by the recent advance in optimization theory [40], we are able to show that the ADMM solver of ROAD enjoys a global convergence guarantee.

Our main contributions are as follows.

- ROAD is the first in the true sense of single-stage dictionary learning algorithm. Compared with two-stage algorithms, it minimizes the sparsity level of the coefficients whilst keeping the global data consistency constraint throughout the whole learning process. The resulting process cannot be hence trapped in a singular point, which two-stage algorithms may converge to.

- ROAD reduces the burden of parameter tuning. In the sparse coding stage of benchmark algorithms, one typically needs by trial-and-error to choose either the maximum sparsity level for greedy algorithms or a regularization constant for a Lasso type of formulation. By comparison, there is no parameter to tune in ROAD in generating all the simulations in this paper.

- We write both the inexact ADMM and exact ADMM formulations to solve ROAD. Although, in the literature, ROAD formulation does not satisfies any Inspired by the recent work done by Wang et. al. [40], we derive the lower bound of the penalty parameter of the augmented Lagrangian. Despite the non-smoothness of the objective function and the non-convexity of the constraint, we can prove that the ADMM solver of ROAD has a global convergence guarantee.

- Numerical performance in both synthetic and real data tests of ROAD with other state-of-the-art dictionary learning algorithms including MOD, K-SVD and BLOTLESS are compared. All simulations demonstrate that ROAD has the capability of learning more accurate dictionaries, and less training samples are needed compared to the other benchmark algorithms. For noiseless cases in synthetic data tests, ROAD is the only algorithm that has no visible error floor while all other algorithms suffer from non-negligible error floors. For the synthetic tests with noise, ROAD is more robust to the noise than the other benchmark algorithms. In real data test, the performance improvement of ROAD is demonstrated using examples of single image super-resolution.

The simulation results in Figure 2 are presented in our conference version [41]. The main differences are that we refine our algorithm designs for both noise-free and noisy cases, modify the theoretical analysis of global convergence guarantee and specify the lower bound of penalty parameter $\rho$.

This paper is organized as follows. Section II briefly reviews state-of-art dictionary learning methods. In section III we introduce how the formulations of ROAD are derived, and explain why we should insist rank-one matrices constraint instead of its convex surrogate nuclear norm. In Section IV we adapt ADMM technique to solve ROAD. We also compute the lower bound of the penalty parameter of augmented Lagrangian and prove the global convergence guarantee of ADMM procedures. Results of numerical tests are presented and discussed in Section VI. Finally, this paper is concluded in the Section VI.

### A. Notation

In this paper, $\| \cdot \|_2$ denotes the $\ell_2$ norm, and $\| \cdot \|_F$ represents the Frobenius norm. For a matrix $X$, $X_{i,:}$ and $X_{:,j}$ stand for the $i$-th row and the $j$-th column of $X$ respectively. For a positive integer $n$, $[n]$ represents a set $\{1, 2, \cdots , n\}$. The symbols $I$, $1$ and $0$ refer to the identity matrix, a matrix where all the entries are 1, and a matrix full of zeros, respectively.

### II. Background

The goal of dictionary learning is to seek a dictionary that can sparsely represent the training data. Let $Y \in \mathbb{R}^{M \times N}$, where $M \in \mathbb{N}$ is the dimension of training vectors and $N \in \mathbb{N}$ denotes the number of training vectors. Then dictionary learning can be written as an optimization problem

$$\min_{D, X} \sum_n \|X_{:,n}\|_0 \text{ subject to } Y \approx DX, \quad (1)$$

where $D \in \mathbb{R}^{M \times K}$ denotes the unknown dictionary, and $X \in \mathbb{R}^{K \times N}$ are the sparse representation coefficients, $X_{:,n}$ is the $n$-th column of the matrix $X$, and $\| \cdot \|_0$ is the $\ell_0$ pseudo-norm counting the number of non-zeros. The constraint $Y \approx DX$...
can be rewritten as \( \|Y - DX\|_F \leq \epsilon \) when the noise energy in the training data can be roughly estimated, where \( \| \cdot \|_F \) denotes the Frobenius norm and \( \epsilon > 0 \) is a constant chosen based on the noise energy. In dictionary learning problems, it is typical that \( M < K \), i.e., the dictionary is over-complete.

The optimization problem (1) is non-convex due to the non-convexity of both the objective function and the constraint set. To make dictionary learning feasible, in the literature relaxation and/or extra constraints are imposed and suboptimal algorithms are designed \([19, 20, 23, 24, 38, 39]\). Note the scaling ambiguity that \( D_{:,k}X_{k,:} = (\alpha D_{:,k})\frac{1}{\alpha}X_{k,:} \). It is common to assume unit \( \ell_2 \)-norm of columns of \( D \).

A popular approach is to assume that the sparse representation of each training vector in \( Y \) has at most \( S \) many non-zeros, where \( S \in \mathbb{N} \) is a pre-defined constant typically carefully chosen by trial-and-error and typically \( S \ll M \). The optimization problem then becomes

\[
\min_{D,X} \frac{1}{2} \|Y - DX\|_F^2 \quad \text{s.t.} \quad \|D_{:,k}\|_2 = 1, \|X_{:,j}\|_0 \leq S, \forall j \in [N], \forall k \in [K].
\]

Problem (2) is typically solved by iterative algorithms that alternate between two stages: sparse coding and dictionary update. In the sparse coding stage, one fixes the dictionary \( D \) and updates the coefficients \( X \):

\[
\min_{X_{:,n}, m} \frac{1}{2} \|Y_{:,n} - DX_{:,n}\|_2^2 \quad \text{s.t.} \quad \|X_{:,n}\|_0 \leq S, \forall n \in [N].
\]

Though the problem (3) is not convex, it can be solved by many pursuit algorithms \([25-30]\).

There are multiple approaches to formulate and solve the dictionary update problem. In MOD method \([19]\), the sparse coefficient matrix \( X \) is fixed and dictionary update is formulated as a least squares problem as

\[
\min_{D} \frac{1}{2} \|Y - DX\|_F^2.
\]

In many other methods including K-SVD \([20]\), SimCO \([23]\), and BLOTLESS \([24]\), only the sparsity pattern of \( X \) is fixed, and both the dictionary \( D \) and the sparse coefficients \( X \) are updated. In K-SVD algorithm, only one column of \( D \) and the corresponding row of \( X \) are updated at a time. To update \( D_{:,j} \) and \( X_{:,j} \), define a residual \( E_{j} = Y - \sum_{k=1}^{K} D_{:,k}X_{k,:} \), and denote \( \omega_j \) as the sparsity pattern of \( j \)-th row of \( X \). Then the dictionary update stage of K-SVD can be formulated as

\[
\min_{D_{:,j}, X_{:,j}} \frac{1}{2} \|E_{:,j} - D_{:,j}X_{j,:}\|_F^2,
\]

the solution of which is simply taking the largest left and right singular vectors of the matrix \( E_{:,j} \).

SimCO updates the whole dictionary \( D \) and the whole sparse coefficient matrix \( X \) by viewing \( X \) as a function of \( D \) and performing a gradient descent w.r.t. \( D \). By comparison, BLOTLESS is inspired by the work done by Ling \([42]\), and updates a block of the dictionary and the corresponding sparse coefficient using a total least squares approach. To ensure the invertibility of the updated dictionary block, it requires that the number of dictionary items in the updated block is at most \( m \). Another approach to solve the dictionary learning problem (1) is to replace the non-convex objective function in (1) with the sparsity promoting \( \ell_1 \)-norm. One has

\[
\min_{D,X} \sum_{k,n} |X_{k,n}| \quad \text{s.t.} \quad Y \approx DX, \|D_{:,k}\|_2 = 1, \forall k \in [K].
\]

Methods including \([33, 39]\) also adopt the residual \( E_j \) defined in K-SVD, and use the objective

\[
\{D_{:,j}, X_{j,:}\} = \arg \min_{D_{:,j}, X_{j,:}} \|E_{j} - D_{:,j}X_{j,:}\|_F^2 + \lambda \|X_{j,:}\|_1,
\]

s.t. \( \|D_{:,k}\|_2 = 1, \forall k \in [K] \).

Then the solution are given by

\[
D_{:,j} = \frac{E_{j}X_{j,:}^T}{\|E_{j}X_{j,:}\|}, \quad X_{j,:} = \text{sgn}(D_{:,j}^TE_{j}) \circ \left( |D_{:,j}^TE_{j}| - \frac{\lambda}{2} \mathbf{1}_{1\times N} \right)_+,
\]

where the symbols \( \text{sgn}, \circ \) and \( (x)_+ \) refer to sign function, max(0, \( x \)) and Hadamard product respectively.

III. DICTIONARY LEARNING VIA ROAD

This section presents our Rank One Atomic Decomposition (ROAD) formulation for dictionary learning. The key difference from benchmark algorithms in the literature is to avoid alternating optimization between two variables \( D \) and \( X \).

ROAD formulation is based on the following two facts.

1) Define

\[
Z_{k} := D_{:,k}X_{k,:}.
\]

It is clear that \( Z_{k} \) is a matrix of rank one.

2) The sparsity of coefficients \( X_{k,:} \) is directly translated to column sparsity of the matrix \( Z_{k} \). That is,

\[
(Z_{k})_{:,n} \begin{cases} 
0 & \text{if } X_{k,n} = 0, \\
\neq 0 & \text{if } X_{k,n} \neq 0,
\end{cases}
\]

assuming a non-trivial dictionary item \( D_{:,k} \).

Based on the above facts, ROAD formulation for dictionary learning is given as follows. Define the set of rank-one matrices of the proper size

\[
\mathcal{R}_1 = \{ Z \in \mathbb{R}^{M \times N} : \text{rank}(Z) \leq 1 \}.
\]

Define \( \ell_{2,1} \) norm for a matrix as

\[
\|Z\|_{2,1} := \sum_{n} \|Z_{:,n}\|_2,
\]

which promotes column sparsity. Then dictionary learning can be formulated as

\[
\min_{Z_{k}} \sum_{k} \|Z_{k}\|_{2,1} \quad \text{s.t.} \quad \|Y - \sum_{k} Z_{k}\|_F \leq \epsilon, \ Z_{k} \in \mathcal{R}_1, \forall k \in [K],
\]
where $\epsilon \geq 0$ is a pre-defined approximation error bound, or equivalently the seminal Lasso form

$$
\min_{Z_k} \sum_k \|Z_k\|_{2,1} + \frac{\beta}{2}\|Y - \sum_k Z_k\|_F^2.
$$

(13)

s.t. $Z_k \in \mathcal{R}_1$, $\forall k \in [K]$,

where $\beta > 0$ is a regularization constant. In this paper, we focus on the formulation (12) for noisy case, as the constant $\epsilon$ in (12) is directly linked to the specific performance requirement of applications and hence its adjustment is much more straightforward than choosing the constant $\lambda$ in (13). After solving (12), the dictionary items $D_{*,k}$ and the corresponding coefficients $X_{*,k}$ can be obtained using singular value decomposition (SVD) of $Z_k$.

It is noteworthy that ROAD formulation in either (12) or (13) is a non-convex optimization problem. The non-convexity comes from the constraint $Z_k \in \mathcal{R}_1$. In Section IV, a non-convex ADMM is introduced to solve (12) and its global convergence is guaranteed.

A. Discussion: Why Non-Convex Optimization

Acute readers may wonder why not convexify the formulation (12). One way to convexity (12) is to replace the constraint $Z_k \in \mathcal{R}_1$ with a term in the objective function given by $\mu \sum_k \|Z_k\|_*$, where $\mu > 0$ is a regularization constant and $\|\cdot\|_*$ denotes nuclear norm which promotes low rank structure. However, as the following proposition shows, such a convex relaxation admits global optima that do not fit the purpose of dictionary learning.

**Proposition 1.** Consider the optimization problem

$$
\min_{Z_k} \sum_k f(Z_k) \text{ s.t. } \sum_k Z_k = Y,
$$

where $f(\cdot)$ is any well-defined norm. The trivial solutions $Z_k = a_k Y$ where $0 < a < 1$ and $\sum_k a_k = 1$ are globally optimal.

**Proof.** A norm $f(\cdot)$ satisfies the following properties:

- non-negativity $f(Z) \geq 0$;
- absolute scalability $f(\alpha Z) = |\alpha| f(Z)$; and
- triangular inequality $f(Z_1 + Z_2) \leq f(Z_1) + f(Z_2)$.

For any feasible $Z_k$s, by triangle inequality it holds that

$$
\sum_k f(Z_k) \geq f\left(\sum_k Z_k\right) = f(Y).
$$

On the other hand,

$$
\sum_k f(a_k Y) = \sum_k a_k f(Y) = f(Y),
$$

where the first equality follows from absolute scalability and the second equality comes from the assumption that $\sum_k a_k = 1$. This establishes the global optimality of $Z_k = a_k Y$. \(\Box\)

It is clear that $\|\cdot\|_{2,1} + \mu \|\cdot\|_*$ is a well-defined norm. Hence Proposition 1 applies. But the global optima $Z_k = a_k Y$ are not rank-one matrices and do not generate the desired dictionary. The non-convex constraint $Z_k \in \mathcal{R}_1$ in (12) is necessary.

B. Discussion: From Dictionary Coefficient Decomposition to Rank One Atomic Decomposition

Benchmark algorithms in the literature are based on dictionary coefficient decomposition $Y \approx DX$. Dictionary learning problem is hence bilinear in two unknown variables $D$ and $X$. In sparse coding stage, for example, the involved linear operator comes from $D$ which can be ill-conditioned. It has been observed in [23] that an ill-conditioned dictionary in the training process may not only introduce numerical instability but also trap the overall training process towards a singular point. The ill-conditionedness can be mitigated [23] but is unavoidable in theory as long as the bilinear form is used. The advantage of dictionary coefficient decomposition is the efficiency of memory use for storing unknown variables and numerical computation in each iteration.

By contrast, ROAD formulation involves single unknown variable $Z_k$s. The involved operators in (12) are fixed and well-conditioned. As will be shown in Section IV, this formulation allows a straightforward calculation to establish a universal Lipschitz constant for the atomic functions involved, and hence simplifies the analysis for global convergence of the ADMM solver.

IV. NON-CONVEX ADMM FOR ROAD

In this section, a non-convex ADMM procedure is developed to solve (12), of which the global convergence is guaranteed.

A. Background on ADMM

Alternating direction method of multiplier (ADMM) [43] solves problems of the form

$$
\min_{x,z} f(x) + g(z) \text{ s.t. } Ax + Bz = c,
$$

(14)

where $f$ and $g$ are usually convex. The augmented Lagrangian of (14) is given by

$$
\mathcal{L}_\rho(x, z, \mu) = f(x) + g(z) + \mu^T(Ax + Bz - c) + \frac{\rho}{2}\|Ax + Bz - c\|^2_2
$$

$$
= f(x) + g(z) + \frac{\rho}{2}\|Ax + Bz - c\|^2_2 + \frac{1}{\rho}\|\mu\|^2_2 - \frac{1}{2\rho}\|\mu\|^2_2,
$$

(15)

where $\mu$ is the Lagrange multiplier, and $\rho > 0$ is a predefined penalty parameter. Let $\lambda = \frac{\rho}{\rho}$ be the scaled Lagrange multiplier. The ADMM algorithm iteratively updates

$$
x^{l+1} := \arg\min_x \mathcal{L}_\rho(x, z^l, \lambda^l),
$$

(16)

$$
z^{l+1} := \arg\min_z \mathcal{L}_\rho(x^{l+1}, z, \lambda^l),
$$

(17)

where the superscript $l$ denotes the index of iteration.

Stopping criteria of ADMM can be derived from its optimality conditions. A solution of ADMM (14) is optimal if and only if

$$
Ax^* + Bz^* - c = 0,
$$

(18)

$$
0 \in \partial f(x^*) + \rho A^T \lambda^*,
$$

(19)

$$
0 \in \partial g(z^*) + \rho B^T \lambda^*,
$$

(20)
where $\partial$ denotes the subdifferential operator. As $z^{l+1}$ minimizes $L_p(x^{l+1}, z, \lambda')$, it can be verified that $z^{l+1}$ and $\lambda^{l+1}$ always satisfy the condition (20). But from that $x^{l+1}$ minimizes $L_p(x, z^l, \lambda')$, it holds that

$$\rho A^T B(z^{l+1} - z^l) \in \partial f(x^{l+1}) + \rho A^T \lambda^{l+1}. \quad (21)$$

Hence, define primal and dual residues as

$$r^l = Ax^l + Bz^l - c,$$
$$\bar{s}^l = \rho A^T B(z^l - z^{l-1}),$$
respectively. Typical stopping criteria of ADMM iterations are given by

$$\|r^l\|_2 \leq \epsilon_{\text{pri}} \text{ and } \|\bar{s}^l\|_2 \leq \epsilon_{\text{dual}}, \quad (22)$$
where $\epsilon_{\text{pri}} > 0$ and $\epsilon_{\text{dual}} > 0$ are tolerances for primal and dual residues respectively.

**B. An ADMM Solver for ROAD**

1) **Inexact ADMM**: The ADMM formulation for ROAD is defined as follows. For simplicity of composing, define an indicator function

$$\mathbb{I}_{\mathcal{R}_1}(X) := \begin{cases} 0, & \text{if rank}(X) \leq 1, \\ +\infty, & \text{otherwise.} \end{cases} \quad (23)$$

Then the optimization problem (12) is equivalent to

$$\min \sum_k \|Z_k\|_2^2 + \sum_k \|\mathbb{I}_{\mathcal{R}_1}(Z_k) + \frac{\beta}{2} \|W\|_F^2 \quad \text{s.t. } Y = \sum_k Z_k + W, \quad (24)$$

where we rewrite $\|Y - \sum_k Z_k\|_F^2 \leq \epsilon$ as $Y = \sum_k Z_k + W$ and minimize the power of the noisy term $W$, and $\beta > 0$ is a penalty parameter. We introduce three auxiliary variables $X_{1,k}$, $X_{2,k}$, and $X_{3,k} \in \mathbb{R}^{M \times N}$ w.r.t. the variable $Z_k$ and another three auxiliary variables $Z_{1,k}$, $Z_{2,k}$, and $Z_3 \in \mathbb{R}^{M \times N}$ regarding to the noisy term $W$, and we write (24) into inexact ADMM form as

$$\min \sum_k \|X_{1,k}\|_2^2 + \sum_k \|\mathbb{I}_{\mathcal{R}_1}(X_{2,k}) + \frac{\beta_1}{2} \|Z_{1,k}\|_2^2 + \frac{\beta_2}{2} \|Z_{2,k}\|_F^2 + \frac{\beta_3}{2} \|Z_{3,k}\|_F^2 \quad \text{s.t. } X_{1,k} = X_{3,k} + Z_{1,k}, \quad X_{2,k} = X_{3,k} + Z_{2,k}, \quad \forall k \in [K], \quad Y = \sum_k X_{3,k} + Z_3, \quad (25)$$

where $\beta_1$, $\beta_2$ and $\beta_3$ are penalty parameters to the noisy term, and the minimization is w.r.t. all $X$’s and $Z$’s. We choose the form in (25) for the convenience of the convergence proof in Section IV-C.

For writing simplicity, we consider the ADMM formulations in scaled form. As there are $2MNK + MN$ equality constraints in (25), we denote the Lagrange multipliers by $\Lambda_{1,k} \in \mathbb{R}^{M \times N}$, $\Lambda_{2,k} \in \mathbb{R}^{M \times N}$ and $\Lambda_3 \in \mathbb{R}^{M \times N}$, corresponding to the equality constraints $X_{1,k} = X_{3,k} + Z_{1,k}$, $X_{2,k} = X_{3,k} + Z_{2,k}$, and $Y = \sum_k X_{3,k} + Z_3$, respectively. The augmented Lagrangian can be formulated as

$$\mathcal{L}_p(X', Y', Z', \Lambda') := \sum_k (\|X_{1,k}\|_2^2 + \|\mathbb{I}_{\mathcal{R}_1}(X_{2,k}) + \frac{\beta_1}{2} \|Z_{1,k}\|_F^2 + \frac{\beta_2}{2} \|Z_{2,k}\|_F^2 + \frac{\beta_3}{2} \|Z_{3,k}\|_F^2 + \frac{\rho}{2} \|\Lambda_{1,k}\|_2^2 + \frac{\rho}{2} \|\Lambda_{2,k}\|_F^2 + \frac{\rho}{2} \|\Lambda_3\|_F^2) \quad (26)$$

Note that optimization in (25) can be rewritten into the standard ADMM form as introduced in (14). Let $x = ([\ldots, \text{vec}(X_{1,k})^T, \ldots], [\ldots, \text{vec}(X_{2,k})^T, \ldots], [\ldots, \text{vec}(X_{3,k})^T, \ldots] )^T \in \mathbb{R}^{2MNK + MN}$ and $z = ([\ldots, \text{vec}(Z_{1,k})^T, \ldots], [\ldots, \text{vec}(Z_{2,k})^T, \ldots], \text{vec}(Z_3) ) \in \mathbb{R}^{2MNK + MN}$, where $\text{vec}(X)$ denotes vectorization by stacking the columns of matrix $X$. We further define $A \in \mathbb{R}^{(2MNK+MN) \times 3MNK}$, $B \in \mathbb{R}^{(2MNK+MN) \times 2MNK+MN}$ and $c \in \mathbb{R}^{2MNK+MN}$ as

$$A := \begin{bmatrix} I_{MNK} & 0_{MNK \times MNK} & -I_{MNK} \\ 0_{MNK \times MNK} & I_{MNK} & -I_{MNK} \\ 0_{MNK \times MNK} & 0_{MNK \times MNK} & 1_{1 \times K} \otimes I_{MN} \end{bmatrix},$$
$$B := \begin{bmatrix} -I_{MNK} & 0_{MNK \times MNK} & 0_{MNK \times MNK} \\ 0_{MNK \times MNK} & -I_{MNK} & 0_{MNK \times MNK} \\ 0_{MNK \times MNK} & 0_{MNK \times MNK} & 0_{MNK \times MNK} \end{bmatrix},$$
$$c := \begin{bmatrix} 0_{MNK} \\ 0_{MNK} \text{vec}(Y) \end{bmatrix},$$

respectively, where the subscript is used to emphasize the dimension of the matrices, $I_M$ denotes an $M$-by-$M$ identity matrix, and the symbol $\otimes$ stands for the Kronecker product. Then problem (25) can be written in the standard ADMM form

$$\min \text{vec}(x) \sum_k \|x_{1,k}(x)\|_2^2 + \frac{\rho}{2} \|\mathbb{I}_{\mathcal{R}_1}(x_{2,k}(x)) + g(z)\|_2^2 \quad \text{subject to } A x + B z = c, \quad (27)$$

where

$$g(z) = \frac{1}{2} \|\beta z\|_2^2, \quad \beta = \begin{bmatrix} \beta_1 I_{MNK} \\ \beta_2 I_{MNK} \\ \beta_3 I_{MN} \end{bmatrix},$$

and

$$x_{1,k}(x) = \begin{bmatrix} x_{(k-1)MN+1:(k-1)MN+M} \\ \vdots \\ x_{(k-1)MN+(N-1)MN+1:(k-1)MN+M} \end{bmatrix},$$
$$x_{2,k}(x) = \begin{bmatrix} x_{MNK+1:(k-1)MN+MN} \\ x_{MNK+(k-1)MN+MN:1+MN} \end{bmatrix},$$
$$x_{3,k}(x) = \begin{bmatrix} x_{M+1:MN+1} \\ x_{MN+1:2MN+1} \end{bmatrix}. $$
construct matrices of size $M \times N$ from $x$. The augmented Lagrangian can be derived as

$$L_\rho(x, z, \lambda) = f(x) + g(z) + \frac{\rho}{2} \|Ax + Bz - c + \lambda\|^2_2,$$

where $\lambda = \begin{bmatrix} \vdots & \text{vec}(A_1,k)^T & \cdots & \vdots & \text{vec}(A_2,k)^T & \cdots \end{bmatrix}$, $[\text{vec}(A_3)^T]^T \in \mathbb{R}^{2MN + MN}$.

However, it is more explanatory to derive ADMM steps using (25) rather than (27). Furthermore, note that the functions of the variables $X's$ include both convex and non-convex functions. To ensure the convergence rate and the convergence of non-convex ADMM, we employ different penalty parameter $\rho's$ corresponding to different constraints instead of fixing $\rho$, and reformulate the augmented Lagrangian (26) as

$$\mathcal{L}_\rho(x', z', \lambda') = \sum_{k} (\|X_{1,k}\|_{2,1} + \|X_{2,k}\|_{2,1} + \|X_{3,k}\|_{2,1}) + \frac{\rho_1}{2} \|X_{1,k} - X_{3,k} - Z_{1,k}\|_F^2 + \frac{\rho_2}{2} \|Z_{1,k}\|_F^2$$

$$+ \frac{\rho_3}{2} \|X_{2,k} - X_{3,k} - Z_{2,k}\|_F^2 + \frac{\rho_4}{2} \|Z_{3,k}\|_F^2.$$

Then the inexact ADMM iterations are given by

$$X_{1,k}^{t+1} = \arg \min_{X_{1,k}} \mathcal{L}_\rho(x', z', \lambda')$$

$$X_{2,k}^{t+1} = \arg \min_{X_{2,k}} \mathcal{L}_\rho(x', z', \lambda')$$

$$X_{3,k}^{t+1} = \arg \min_{X_{3,k}} \mathcal{L}_\rho(x', z', \lambda')$$

where $l$ represents the step number.

The six optimization problems (30-35) involved in ADMM iterations are conceptually easy to solve. The optimization problem (30) is convex but involves a non-differential term $\|x\|_{2,1}$ in its objective function. The closed form of the optimal solution of (30) can be obtained by setting the subgradient of the objective function to zero. Define $\tilde{X}_{1,k} := X_{1,k}^{t+1} - Z_{1,k}^{t+1}$. Then

$$(X_{1,k}^{t+1})_{:,n} = \left(1 - \frac{1}{\rho_1 \|(X_{1,k})_{:,n}\|_2} \right) (\tilde{X}_{1,k})_{:,n}$$

where $(x)_+ := \max(0, x)$.

The optimization problem (31) is non-convex. Fortunately, by Eckart-Young-Mirskey theorem, it can be solved by using singular value decomposition (SVD). Define $\tilde{X}_{2,k} := X_{2,k}^{t+1} - Z_{2,k}^{t+1}$. Considering the SVD of the matrix $\tilde{X}_{2,k} = U \text{diag}(\sigma) V^T$, we obtain $X_{2,k}^{t+1}$ via rank-one projection of $\tilde{X}_{2,k}$.

Definition 1. (Rank-$r$ projection) For a matrix $X \in \mathbb{R}^{M \times N}$ with rank $k \leq \min\{M, N\}$, we define rank-$r$ ($1 \leq r < k$) projection of $X$ as

$$H_{\sigma_r}(X) = U \text{diag}(\sigma_r) V^T$$

where $X = U \text{diag}(\sigma) V^T$ is the SVD of $X$, $H_{\sigma_r}$ denotes the hard thresholding function defined as

$$(H_{\sigma_r})_{ij} = \begin{cases} \sigma, & \text{if } i \leq r, \\ 0, & \text{otherwise.} \end{cases}$$

Then

$$X_{2,k}^{t+1} = H_{\sigma_r}(\tilde{X}_{2,k}) = \sigma_r U_r V_r^T.$$

The optimization problem (32) is a quadratic programming, the solution of which can be obtained by many approaches such as pseudo-inverse or conjugate gradient method [44], in principle. However, as it involves $2MN + MN$ linear mappings, the computational complexity of all typical methods is huge. Fortunately, according to the specific structure of this quadratic problem, we can efficiently derive a closed form optimal solution using Woodbury matrix identity to save the time complexity significantly. Define

$$B_1 = [B_{1,1}^T, \cdots, B_{1,K}^T]^T, B_2 = [B_{2,1}^T, \cdots, B_{2,K}^T]^T$$

and $B_3 := [B_{3,1}^T, \cdots, B_{3,K}^T]^T$ such that $B_{1,k} = X_{1,k}^{t+1} - Z_{1,k}^{t+1} + \Lambda_{1,k}$, $B_{2,k} = X_{2,k}^{t+1} - Z_{2,k}^{t+1} + \Lambda_{2,k}$, and $B_{3} = Y - Z_{3}^{t+1} + \Lambda_{3}$. Then, following Woodbury matrix identity, we can efficiently compute the closed form solution to $X_{3,k}$ as

$$X_{3,k}^{t+1} = A_{(k+1)N+1:kN} (B_1 + B_2 + B_3)$$

where the matrix $A$ is formulated by

$$A = \frac{1}{2} \left( I_{MK} - \frac{1}{K+2} 1_{K \times K} \otimes I_{M} \right).$$

The optimization problems (33-35) can be simply solved using first order optimality. The solutions are given by

$$Z_{1,k}^{t+1} = \frac{\rho_1}{\rho_1 + \rho_2} (X_{1,k}^{t+1} - X_{3,k}^{t+1} + \Lambda_{1,k}^{t+1}).$$
\[ Z_{2,k}^{l+1} = \frac{\rho_2}{\beta_2 + \rho_2} (X_{2,k}^{l+1} - X_{3,k}^{l+1} + \Lambda_{2,k}^{l+1}), \quad (46) \]
\[ Z_{3}^{l+1} = \frac{\rho_3}{\beta_1 + \rho_3} (Y - \sum_k X_{3,k}^{l+1} + \Lambda_{3}^{l+1}). \quad (47) \]

2) Exact ADMM: Considering the noise-free case, we can exactly write \( Y = \sum_k Z_k \) and rewrite the general formulation (25) into

\[
\begin{align*}
\min & \sum_k \| X_{1,k} \|_2 + \sum_k \| \mathbb{R}_1 (X_{2,k}) \\
\text{s.t.} & \quad X_{1,k} = X_{3,k}, \quad X_{2,k} = X_{3,k}, \quad Y = \sum_k X_{3,k} \forall k \in [K],
\end{align*}
\]

(48)

where the minimization is w.r.t. all \( X \)'s. Note that there are different ways to formulate an ADMM optimization problem equivalent to (13).

Again, we denote the Lagrange multipliers by \( \Lambda_{1,k} \in \mathbb{R}^{M \times N}, \Lambda_{2,k} \in \mathbb{R}^{M \times N} \) and \( \Lambda_3 \in \mathbb{R}^{M \times N} \), corresponding to the equality constraints \( X_{1,k} = X_{3,k}, X_{2,k} = X_{3,k} \) and \( Y = \sum_k X_{3,k} \), respectively. The augmented Lagrangian can be formulated as

\[
L_{ADMM} (X_{1,k}, X_{2,k}, X_{3,k}, \Lambda_{1,k}, \Lambda_{2,k}, \Lambda_3) = \sum_k (\| X_{1,k} \|_2 + \frac{\rho_1}{2} \| X_{3,k} - X_{1,k} + \Lambda_{1,k} \|_F^2 - \frac{\rho_2}{2} \| \Lambda_{1,k} \|_F^2) + \sum_k (\| \mathbb{R}_1 (X_{2,k}) \|_2 + \frac{\rho_2}{2} \| X_{3,k} - X_{2,k} + \Lambda_{2,k} \|_F^2 - \frac{\rho_2}{2} \| \Lambda_{2,k} \|_F^2) + \frac{\rho_3}{2} \sum_k X_{3,k} - Y + \frac{\rho_3}{2} \| \Lambda_3 \|_F^2.
\]

(49)

Then the ADMM iterations are given by

\[
X_{1,k}^{l+1} = \arg \min_{X_{1,k}} \| X_{1,k} \|_2 + \frac{\rho_1}{2} \| X_{3,k} - X_{1,k} + \Lambda_{1,k} \|_F^2, \quad (50)
\]
\[
X_{2,k}^{l+1} = \arg \min_{X_{2,k}} \| \mathbb{R}_1 (X_{2,k}) + \frac{\rho_2}{2} \| X_{3,k} - X_{2,k} + \Lambda_{2,k} \|_F^2 + \| \Lambda_{2,k} \|_F^2, \quad (51)
\]
\[
\cdots, X_{3,k}^{l+1}, \cdots = \arg \min_{\cdots, X_{3,k}}, \cdots \| X_{3,k} - X_{1,k}^{l+1} + \Lambda_{1,k}^{l+1} \|_F^2 \quad + \sum_k \| X_{3,k} - X_{2,k}^{l+1} + \Lambda_{2,k}^{l+1} \|_F^2 + \| \Lambda_{2,k}^{l+1} \|_F^2 \quad + \| \sum_k X_{3,k} - Y + \Lambda_{3}^{l+1} \|_F^2, \quad (52)
\]
\[
\Lambda_{1,k}^{l+1} = \Lambda_{1,k}^{l} + (X_{3,k}^{l+1} - X_{1,k}^{l+1}), \quad (53)
\]
\[
\Lambda_{2,k}^{l+1} = \Lambda_{2,k}^{l} + (X_{3,k}^{l+1} - X_{2,k}^{l+1}), \quad (54)
\]
\[
\Lambda_{3}^{l+1} = \Lambda_{3}^{l} + (\sum_k X_{3,k}^{l+1} - Y), \quad (55)
\]

where \( l \) represents the step number.

The three sub-problems (52)–(55) involved in ADMM iterations are similar to the optimization problems (30)–(32) and can be solved using the same mechanisms.

Considering the noisy case, we denote the noise power \( \epsilon \) and define the indicator function.

\[
\mathbb{I}_{\| \cdot \|_F \leq \epsilon} (X) := \begin{cases} 
0, & \text{if } \| \cdot \|_F \leq \epsilon, \\
+\infty, & \text{otherwise.}
\end{cases}
\]

(56)

Then the noisy form of the optimization problem (48) can be written as

\[
\begin{align*}
\min & \sum_k \| X_{1,k} \|_2 + \sum_k \| \mathbb{R}_1 (X_{2,k}) \\
& + \mathbb{I}_{\| \cdot \|_F \leq \epsilon} (W - Y) \\
\text{s.t.} & \quad X_{1,k} = X_{3,k}, \quad X_{2,k} = X_{3,k}, \quad W = \sum_k X_{3,k}, \quad \forall k \in [K],
\end{align*}
\]

(57)

Denote the Lagrange multipliers by \( \Lambda_{1,k} \in \mathbb{R}^{M \times N}, \Lambda_{2,k} \in \mathbb{R}^{M \times N} \) and \( \Lambda_3 \in \mathbb{R}^{M \times N} \) corresponding to the equality constraints \( X_{1,k} = X_{3,k}, X_{2,k} = X_{3,k} \) and \( W = \sum_k X_{3,k} \), respectively. Then the complete ADMM iterations are thus given by

\[
\begin{align*}
X_{1,k}^{l+1} &= \arg \min_{X_{1,k}} \| X_{1,k} \|_2 + \frac{\rho_1}{2} \| X_{3,k} - X_{1,k} + \Lambda_{1,k}^{l} \|_F^2, \quad (58)
\]
\[
X_{2,k}^{l+1} &= \arg \min_{X_{2,k}} \| \mathbb{R}_1 (X_{2,k}) + \frac{\rho_2}{2} \| X_{3,k} - X_{2,k} + \Lambda_{2,k}^{l} \|_F^2, \quad (59)
\]
\[
\cdots, X_{3,k}^{l+1}, \cdots = \arg \min_{\cdots, X_{3,k}}, \cdots \| X_{3,k} - X_{1,k}^{l+1} + \Lambda_{1,k}^{l+1} \|_F^2 \quad + \sum_k \| X_{3,k} - X_{2,k}^{l+1} + \Lambda_{2,k}^{l+1} \|_F^2 \quad + \| \sum_k X_{3,k} - W + \Lambda_{3}^{l+1} \|_F^2, \quad (60)
\]
\[
W^{l+1} = \arg \min_W \| \cdot \|_F (W - Y) + \frac{\rho_2}{2} \sum_k \| X_{3,k}^{l+1} - W + \Lambda_{3}^{l+1} \|_F^2, \quad (61)
\]
\[
\Lambda_{1,k}^{l+1} = \Lambda_{1,k}^{l} + (X_{3,k}^{l+1} - X_{1,k}^{l+1}), \quad (62)
\]
\[
\Lambda_{2,k}^{l+1} = \Lambda_{2,k}^{l} + (X_{3,k}^{l+1} - X_{2,k}^{l+1}), \quad (63)
\]
\[
\Lambda_{3}^{l+1} = \Lambda_{3}^{l} + (\sum_k X_{3,k}^{l+1} - W). \quad (64)
\]

Here we add the \( W^{l+1} \) updating step in (61), and the solution to this optimization problem is straightforward. Define \( W := \sum_k Z_{k+1}^{l+1} + \Lambda_{3}^{l} \), and then

\[
W^{l+1} = \epsilon \frac{W - Y}{\| W - Y \|_F} + Y. \quad (65)
\]

C. Convergence of ROAD

ROAD involves a non-convex ADMM with a non-smooth objective function. It is important to ensure its convergence before using it in practice. From the results in [40, Theorem 1], our ROAD algorithm indeed enjoys the global convergence guarantee.

Theorem 2. Consider the ADMM formulation of our ROAD problem (25) and its corresponding ADMM iterations (30)–(38) defined in Section IV-B1. Suppose the lower bounds of the penalty parameters \( \rho \)'s of the Lagrangian (25) are \( \rho_1 > \beta_1 + 2, \rho_2 > \beta_2 + 2 \) and \( \rho_3 > \beta_3 + 2 \), respectively. Then the ADMM process (30)–(38) converges to a stationary point of
\((X^*, s, Z^s, A^s)\), where \(0 \in \partial \mathcal{L}_{\rho_2} (X^{\ell_2, s}, Z^{\ell_2, s}, A^{\ell_2, s})\), or equivalently,

\[
X^*_{1,k} = X^*_{3,k} + Z^*_{1,k}, \quad X^*_{2,k} = X^*_{3,k} + Z^*_{2,k},
\]

\[
Y = \sum_k X^*_{3,k} + Z^*_{3,k},
\]

\[
0 \in \partial \|X^*_{1,k}\|_{2,1} + \rho_1 \Lambda^1_{1,k}, \quad 0 \in \partial \rho_2 \mathbb{I}_{\mathbb{R}_+}(X^*_{2,k}) + \rho_2 \Lambda^2_{2,k},
\]

\[
0 \in \rho_1 \Lambda^1_{1,k} + \rho_2 \Lambda^2_{2,k} + \rho_3 \Lambda^3_{3,k}, \quad \forall k \in [K].
\]

Before proving Theorem 2, we first consider the properties of the objective function of ADMM formulation (25) and the ADMM process (30). 38.

**Definition 2.** (Lower semi-continuity) We say that \(f\) is lower semi-continuous at \(x_0\) if

\[
\lim_{x \to x_0} \inf f(x) \geq f(x_0).
\]

**Proposition 3.** The indicator function \(\mathbb{I}_\Sigma\) is lower semi-continuous.

**Proof.** Indicator function of a closed set is lower semi-continuous. It is clear that the set of rank-one matrices is closed. Hence the indicator function \(\mathbb{I}_\Sigma\) is lower semi-continuous. \(\square\)

**Proposition 4.** The subproblems (30), (32) are Lipschitz continuous.

**Proof.** The subproblem (30) includes \(\ell_2, 1\) norm, which can be solved by (39). It is hence Lipschitz continuous with Lipschitz constant \(L_p = 1\). According to the results in [45], the rank-one projection function (42), which is the solution of the subproblem (31), is Lipschitz continuous with Lipschitz constant \(L_q = 1\). \(\square\)

**D. Proof**

1) **Sufficient descent of \(L_{\rho_2}\):** We first prove the following lemma

**Lemma 5.** If the penalty parameters \(\rho_1 > \beta_1 + 2, \rho_2 > \beta_2 + 2\) and \(\rho_3 > \beta_3 + 2\), respectively, the augmented Lagrangian \(L_{\rho_2}\) descends for all sufficient large \(\lambda\), that is

\[
L_{\rho_2}(X^{\ell_2, s}, Z^{\ell_2, s}, \Lambda^{\ell_2, s}) - L_{\rho_2}(X^{\ell_1, s}, Z^{\ell_1, s}, \Lambda^{\ell_1, s}) \geq \frac{\rho_1}{2} \sum_k \|X^i_{1,k} - X^{i+1}_{1,k}\|^2_F + \frac{\rho_2}{2} \sum_k \|X^i_{3,k} - X^{i+1}_{3,k}\|^2_F
\]

\[
+ \frac{\rho_3}{2} \sum_k \|X^i_{3,k} - X^{i+1}_{3,k}\|^2_F + \frac{\rho_1 - \beta_1}{2} \sum_k \|Z^i_{1,k} - Z^{i+1}_{1,k}\|^2_F
\]

\[
+ \frac{\rho_2 - \beta_2}{2} \sum_k \|Z^i_{2,k} - Z^{i+1}_{2,k}\|^2_F + \frac{\rho_3 - \beta_3}{2} \sum_k \|Z^i_{3,k} - Z^{i+1}_{3,k}\|^2_F
\]

\[
> 0.
\]

Before we go through the proof of Lemma 5, we first consider the subdifferential of \(\ell_2, 1\) norm and define the proximal subdifferential of indicator function \(\mathbb{I}_{\mathbb{R}_+}\). The subdifferential of \(\|Z\|_{2,1}\) to a matrix \(Z\) is simply given by

\[
(\partial \|Z\|_{2,1})_{ij} = \begin{cases} \frac{(Z)_{ij}}{\|Z\|_{ij}}, & (Z)_{ij} \neq 0, \\ \{W_{i,j} : \|W_{ij}\|_2 \leq 1\}, & \text{otherwise.} \end{cases}
\]

To derive the proximal subdifferential of \(\mathbb{I}_{\mathbb{R}_+}\), we first define the concept of prox-regularity.

**Definition 3.** \(\text{Definition 1.1.} (\text{Prox-regularity}) A closed set \(C\) is prox-regular at \(\bar{x}\) for \(\bar{v}\), where \(\bar{x} \in C, \bar{v} \in \mathcal{N}_C(\bar{x})\) and \(\mathcal{N}_C(\bar{x})\) denotes the general cone of normals to \(C\) at \(\bar{x}\), if there exist \(\epsilon > 0\) and \(\rho > 0\) such that whenever \(x \in C\) and \(v \in \mathcal{N}_C(x)\) with \(|x - \bar{x}| < \epsilon\) and \(|v - \bar{v}| < \epsilon\), then \(x\) is the unique nearest point of \(\{x' \in C | |x' - \bar{x}| < \epsilon\}\) to \(x + \gamma \cdot v\).

**Proposition 6.** \(\text{Proposition 1.2.} A closed set \(C\) is prox-regular at \(\bar{x}\) for \(\bar{v}\), or equivalently, there exists an \(\epsilon > 0\) and \(\gamma > 0\) such that whenever \(x \in C\) and \(v \in \mathcal{N}_C(x)\) with \(|x - \bar{x}| < \epsilon\) and \(|v - \bar{v}| < \epsilon\), one has

\[
0 \geq \langle v, x' - x \rangle - \frac{\gamma}{2} |x - x'|^2 \quad \forall x' \in C \text{ with } |x - \bar{x}| < \epsilon.
\]

Once we have the definition of prox-regularity, we have the following proposition.

**Theorem 7.** The rank-one set \(\mathbb{R}_+\) in (10) is prox-regular at all points with rank exactly equal to one.

**Proof.** Consider a full-rank matrix \(X = X_1 + X_\perp \in \mathbb{R}^{M \times N}\) \((M \leq N)\) and its SVD \(X = \sum_{j=1}^M \sigma_j U_j V_j^T\), where \(X_1 = \sigma_1 U_1 V_1^T\) and \(X_\perp = \sum_{j=2}^M \sigma_j U_j V_j^T\). It is straightforward to have \(X_\perp \in \mathcal{N}_{\mathbb{R}_+}(X_1)\). According to Eckart-Young-Mirsky theorem, we have

\[
X_1 = \arg \min_{X' \in \mathbb{R}_+} \|X' - (X_1 + X_\perp)\|^2_F.
\]

As \(\sigma_1 > \sigma_2 > \cdots > \sigma_M\), for any \(\gamma \geq 1\), we always have

\[
X_1 = \arg \min_{X' \in \mathbb{R}_+} \|X' - (X_1 + \gamma^{-1} X_\perp)\|^2_F,
\]

that is \(X_1\) is the unique nearest point in \(\mathbb{R}_+\) to \(X_1 + \gamma^{-1} X_\perp\). Hence, \(\mathbb{R}_+\) is prox-regular at all points with rank exactly equal to one. \(\square\)

To further obtain the prox-regularity of indicator function \(\mathbb{I}_{\mathbb{R}_+}\) and its proximal subdifferential \(\partial \mathbb{I}_{\mathbb{R}_+}\), we invoke the proposition in [47] Proposition 2.11.)

**Proposition 8.** \(\text{Proposition 2.11.} A set \(C\) is prox-regular at a point \(\bar{x}\) for \(\bar{v}\) if and only if its indicator function \(\mathbb{I}_C\) is prox-regular at \(\bar{x}\) for \(\bar{v}\), and \(\bar{v} \in \mathcal{N}_C(\bar{x}) = \partial \mathbb{I}_C\).

Hence, the indicator function \(\mathbb{I}_{\mathbb{R}_+}(X)\) is prox-regular, and its prox-subdifferential is formulated as

\[
\partial \mathbb{I}_{\mathbb{R}_+}(X) = N_{\mathbb{R}_+}(X).
\]
Consider the ADMM iterations \( \ell \) of updating the variables \( X_{1,k}, X_{2,k}, X_{3,k}, Z_{1,k}, Z_{2,k} \) and \( Z_3 \), we have the first order optimality conditions as

\[
0 \in \partial \|X_{1,k}^{l+1}\|_2, + \rho_1 (X_{1,k}^{l+1} - X_{1,k}^l - \Lambda_{1,k}^l) + \Lambda_{1,k}^l, \quad (71a)
\]

\[
0 \in \partial \|X_{2,k}^{l+1}\|_2, + \rho_2 (X_{2,k}^{l+1} - X_{3,k}^{l+1} - Z_{2,k}^{l+1} - \Lambda_{2,k}^l) + \Lambda_{2,k}^l, \quad (71b)
\]

\[
0 \in \rho_1 (X_{1,k}^{l+1} - X_{3,k}^{l+1} - Z_{1,k}^{l+1} + \Lambda_{1,k}^l) + \rho_2 (X_{2,k}^{l+1} - X_{3,k}^{l+1} + \Lambda_{2,k}^l) - Z_{2,k}^{l+1} + \Lambda_{2,k}^l, \quad (71c)
\]

\[
0 \in \rho_1 (X_{1,k}^{l+1} - X_{3,k}^{l+1} - Z_{1,k}^{l+1} + \Lambda_{1,k}^l) + \rho_3 (Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1} + \Lambda_{3,k}^l), \quad (71d)
\]

\[
0 \in \rho_2 (X_{2,k}^{l+1} - X_{3,k}^{l+1} + \Lambda_{2,k}^l) + \rho_3 (Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1} + \Lambda_{3,k}^l), \quad (71e)
\]

\[
0 \in \rho_3 (Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1} + \Lambda_{3,k}^l), \quad (71f)
\]

for all \( k \in [K] \).

Recall the augmented Lagrangian \( \mathcal{L}_{\rho_3}' \) of inexact ADMM form of ROAD with different penalty parameters \( \rho_3 \) in (20). To prove sufficient descent of \( \mathcal{L}_{\rho_3}' \), we look into the difference in \( \mathcal{L}_{\rho_3}' \) after updating each variable. We firstly focus on the steps of updating variables \( X_{1,k}^{l+1} \) as \( X_{1,k}^{l+1} \) is the optimal solution to the subproblem (30), we have

\[
\mathcal{L}_{\rho_3}'(X_{1,k}^{l+1}, X_{2,k}^{l+1}, X_{3,k}^{l+1}, Z_{1,k}^{l+1}, Z_{2,k}^{l+1}, Z_{3,k}^{l+1}, \Lambda_{1,k}^{l+1}, \Lambda_{2,k}^{l+1}, \Lambda_{3,k}^{l+1})
\]

\[
= \frac{1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l - \Lambda_{1,k}^l\|_F^2 + \frac{1}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1} - Z_{2,k}^{l+1} - \Lambda_{2,k}^l\|_F^2 + \frac{1}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1} + \Lambda_{3,k}^l\|_F^2
\]

\[
\quad + \rho_1 \|X_{1,k}^{l+1} - X_{3,k}^{l+1} - Z_{1,k}^{l+1} + \Lambda_{1,k}^l\|_F^2 + \rho_2 \|X_{2,k}^{l+1} - X_{3,k}^{l+1} + \Lambda_{2,k}^l\|_F^2 + \rho_3 \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1} + \Lambda_{3,k}^l\|_F^2
\]

\[
\geq \frac{\rho_1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{\rho_2}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{\rho_3}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

where the first equation follows the cosine rule: \( \|B + C\|_F^2 - \|A + C\|_F^2 = \|B - A\|_F^2 + 2 \text{tr}(A + C, B - A) \), the second equality holds due to the first order optimality (71a), and the last inequality holds for the convexity of \( \| \cdot \|_2,1 \).

As the indicator function of rank-one set \( \mathbb{I}_R(\cdot) \) is lower-semicontinuous, and \( X_{1,k}^{l+1} \) minimizes the subproblem (31), it is straightforward to obtain that

\[
\mathcal{L}_{\rho_3}'(X_{1,k}^l, X_{2,k}^{l+1}, X_{3,k}^{l+1}, Z_{1,k}^{l+1}, Z_{2,k}^{l+1}, Z_{3,k}^{l+1}, \Lambda_{1,k}^{l+1}, \Lambda_{2,k}^{l+1}, \Lambda_{3,k}^{l+1})
\]

\[
= \frac{1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{1}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{1}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

\[
\geq \frac{\rho_1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{\rho_2}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{\rho_3}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

Similarly, for \( X_{2,k}^{l+1} \) is the minimum of the subproblem (32), we have

\[
\mathcal{L}_{\rho_3}'(X_{1,k}^{l+1}, X_{2,k}^{l+1}, X_{3,k}^{l+1}, Z_{1,k}^{l+1}, Z_{2,k}^{l+1}, Z_{3,k}^{l+1}, \Lambda_{1,k}^{l+1}, \Lambda_{2,k}^{l+1}, \Lambda_{3,k}^{l+1})
\]

\[
= \frac{1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{1}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{1}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

\[
\geq \frac{\rho_1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{\rho_2}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{\rho_3}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

where the last equality holds for the convexity of \( \Lambda_k \) and the last equality results from the first order optimality (71b). To ensure the sufficient descent of Augmented Lagrangian after each step of updating the variables \( X_{1,k}^{l+1} \), it requires that \( \frac{\rho_1}{2} > 1, \frac{\rho_2}{2} > 1 \), and \( \frac{\rho_3}{2} > 1 \), that is \( \rho_1 > 2, \rho_2 > 2 \) and \( \rho_3 > 2 \).

Considering the ADMM steps of updating variables \( Z_{2,k}^{l+1} \) in (33), we have

\[
\mathcal{L}_{\rho_3}'(X_{1,k}^{l+1}, X_{2,k}^{l+1}, X_{3,k}^{l+1}, Z_{1,k}^{l+1}, Z_{2,k}^{l+1}, Z_{3,k}^{l+1}, \Lambda_{1,k}^{l+1}, \Lambda_{2,k}^{l+1}, \Lambda_{3,k}^{l+1})
\]

\[
= \frac{1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{1}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{1}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]

\[
\geq \frac{\rho_1}{2} \sum_k \|X_{1,k}^{l+1} - X_{1,k}^l\|_F^2 + \frac{\rho_2}{2} \sum_k \|X_{2,k}^{l+1} - X_{3,k}^{l+1}\|_F^2 + \frac{\rho_3}{2} \sum_k \|Y - \sum X_{3,k}^{l+1} - Z_{3,k}^{l+1}\|_F^2
\]
Now we look at the difference in augmented Lagrangian after \( \Lambda \)'s updating steps. We have

\[
\mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda_{1, k}, \Lambda_{2, k}, \Lambda_{3}) - \mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda_{1, k}, \Lambda_{2, k}, \Lambda_{3}) = \frac{\rho_1}{2} \sum_k \| \Lambda_{1, k} - \Lambda_{1, k}^{l+1} \|^2_F + \rho_1 \| X_{1, k}^{l+1} - X_{1, k}^{l+1} - Z_{1, k}^{l+1} \|_F^2 \\
+ \rho_2 \sum_k \| \Lambda_{2, k} - \Lambda_{2, k}^{l+1} \|^2_F + \rho_2 \| X_{2, k}^{l+1} - X_{2, k}^{l+1} - Z_{2, k}^{l+1} + \Lambda_{2, k}^{l+1} - \Lambda_{2, k}^{l+1} \|_F^2 \\
+ \rho_3 \| \Lambda_{3} - \Lambda_{3}^{l+1} \|^2_F + \rho_3 \| Y - \sum_k X_{3, k}^{l+1} - Z_{3}^{l+1} \|_F^2 \\
+ \rho_3 \| \Lambda_{3} - \Lambda_{3}^{l+1} \|^2_F.
\]

(76)

According to the first order optimality conditions \((71, 72)\) w.r.t. \(Z^{l+1, s}\), it can be directly derived that \(\Lambda_{1, k}^{l+1} = \frac{\partial}{\partial s} Z_{1, k}^l\), \(\Lambda_{2, k}^{l+1} = \frac{\partial}{\partial s} Z_{2, k}^l\), \(\Lambda_{3}^{l+1} = \frac{\partial}{\partial s} Z_{3}^l\) for all \(k \in [K]\) and \(l\). Adding (75–76) together, we have

\[
\mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda_{1, k}, \Lambda_{2, k}, \Lambda_{3}) - \mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda_{1, k}, \Lambda_{2, k}, \Lambda_{3}) = \frac{\rho_1}{2} \sum_k \| Z_{1, k}^{l+1} - Z_{1, k}^{l} \|^2_F + \frac{\rho_2}{2} \sum_k \| Z_{2, k}^{l+1} - Z_{2, k}^{l} \|^2_F \\
+ \frac{\rho_3}{2} \sum_k \| Z_{3}^{l+1} - Z_{3}^{l} \|^2_F.
\]

(77)

Hence, sufficient descent of augmented Lagrangian requires \(\frac{\rho_1}{2} \beta_1 > 1, \frac{\rho_2}{2} \beta_2 > 1\) and \(\frac{\rho_3}{2} \beta_3 > 1\), or equivalently, \(\rho_1 > \beta_1 + 2, \rho_2 > \beta_2 + 2\) and \(\rho_3 > \beta_3 + 2\), respectively.

In conclusion, when the lower bounds of the penalty parameters \(\rho\)'s satisfy \(\rho_1 > \beta_1 + 2, \rho_2 > \beta_2 + 2\) and \(\rho_3 > \beta_3 + 2\) respectively, the augmented Lagrangian \(\mathcal{L}_{\rho, s}\) descents in each iteration of \(l\).

2) Convergence of \(\mathcal{L}_{\rho, s}\): After we prove that \(\mathcal{L}_{\rho, s}\) descends every iteration, we can now show the convergence of \(\mathcal{L}_{\rho, s}\).

Lemma 9. \(\mathcal{L}_\rho (X^{l+1, s}, Z^{l+1, s}, \Lambda^{l+1, s})\) is lower bounded for all \(k \in \mathbb{N}\) and converges as \(l \to \infty\).

Proof. There exist \(Z_{1, k}^{\prime}, Z_{2, k}^{\prime}\) and \(Z_{3}^{\prime}\) such that \(Z_{1, k}^{\prime} = X_{1, k}^{l+1} - X_{1, k}^{l+1}, Z_{2, k}^{\prime} = X_{2, k}^{l+1} - X_{1, k}^{l+1}, \forall k \in [K]\) and \(\sum_k X_{3, k}^{l+1} + Z_{3}^{l+1} = Y\). Then we have

\[
\mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda^{l+1, s}) = \sum_k \left( \| X_{1, k}^{l+1} \|_F^2 + \frac{\rho_1}{2} \| Z_{1, k}^{l+1} - Z_{1, k}^{l+1} \|_F^2 \\
+ \frac{\rho_2}{2} \| Z_{2, k}^{l+1} - Z_{2, k}^{l+1} \|_F^2 + \frac{\rho_3}{2} \| Z_{3}^{l+1} - Z_{3}^{l+1} \|_F^2 \right)
\]

where the second equality holds for the first order optimality of updating the variables \(Z_{1, k}^{l+1}, Z_{2, k}^{l+1}\) and \(Z_{3}^{l+1}\), and the last second inequality follows the convexity of Frobenius norm. For \(\mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda^{l+1, s})\) is lower bounded and descends every step, it converges as \(l \to \infty\).

\[
\mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda^{l+1, s}) = \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial X^{l+1, s}} \right) + \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial Z^{l+1, s}} \right) + \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial \Lambda^{l+1, s}} \right),
\]

(79)

3) \(\partial \mathcal{L}_{\rho, s}\) converges to zero: Consider \(\partial \mathcal{L}_{\rho, s}\) as

\[
\partial \mathcal{L}_{\rho, s} (X^{l+1, s}, Z^{l+1, s}, \Lambda^{l+1, s}) = \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial X^{l+1, s}} \right) + \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial Z^{l+1, s}} \right) + \left( \frac{\partial \mathcal{L}_{\rho, s}}{\partial \Lambda^{l+1, s}} \right),
\]

(79)
where
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial X_{1,k}^l} = \partial \|X_{1,k}^l - X_{3,k}^l - Z_{1,k}^l + \Lambda_{1,k}^l\|_F + \rho_1(X_{1,k}^l - X_{3,k}^l - Z_{1,k}^l + \Lambda_{1,k}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial X_{2,k}^l} = \partial_p \|X_{2,k}^l\|_F + \rho_2(X_{2,k}^l - X_{3,k}^l - Z_{2,k}^l + \Lambda_{2,k}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial Z_{2,k}^l} = -\rho_1(X_{1,k}^l - X_{3,k}^l - Z_{1,k}^l + \Lambda_{1,k}^l) - \rho_2(X_{2,k}^l - X_{3,k}^l - Z_{2,k}^l + \Lambda_{2,k}^l) - \rho_3(Y - \sum_k X_{3,k}^l - Z_{3}^l + \Lambda_{3}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial \Lambda_{1,k}^l} = \beta_1 Z_{1,k}^l - \rho_1(X_{1,k}^l - X_{3,k}^l - Z_{1,k}^l + \Lambda_{1,k}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial \Lambda_{2,k}^l} = \beta_2 Z_{2,k}^l - \rho_2(X_{2,k}^l - X_{3,k}^l - Z_{2,k}^l + \Lambda_{2,k}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial \Lambda_{3}^l} = \beta_3 Z_{3}^l - \rho_3(Y - \sum_k X_{3,k}^l - Z_{3}^l + \Lambda_{3}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial \Lambda_{4,k}^l} = \rho_2(X_{2,k}^l - X_{3,k}^l - Z_{2,k}^l),
\]
\[
\frac{\partial \mathcal{L}_{\rho,s}}{\partial \Lambda_{5}^l} = \rho_3(Y - \sum_k X_{3,k}^l - Z_{3}^l).
\]

Recall Lemma 5 regarding to the sufficient descent of \(L_{\rho,s}\).

As \(L_{\rho,s}\) converges as \(l \to \infty\), we have
\[
\lim_{l \to \infty} \|X^{l+1} - X^{l}\|_F = 0,
\]
\[
\lim_{l \to \infty} \|Z^{l+1} - Z^{l}\|_F = 0,
\]
\[
\lim_{l \to \infty} \|\Lambda^{l+1} - \Lambda^{l}\|_F = 0.
\]

By the steps of updating the Lagrange multipliers \(\Lambda\)'s in (36-39), we can further obtain that the primal residual converges to 0, that is
\[
\lim_{l \to \infty} \|X^{l+1} - X^{l}\|_F = 0,
\]
\[
\lim_{l \to \infty} \|Z^{l+1} - Z^{l}\|_F = 0,
\]
\[
\lim_{l \to \infty} \|\Lambda^{l+1} - \Lambda^{l}\|_F = 0.
\]

Consider the first order optimal condition of ADMM updating steps (71a-71d), as \(l \to \infty\), it can be derived that
\[
0 \in \partial \|X^{l+1}_1\|_F + \rho_1(X^{l+1}_1 - X^{l}_3 - Z^{l}_1 + \Lambda^{l+1}_1),
\]
\[
= \partial \|X^{l+1}_1\|_F + \rho_1(X^{l+1}_1 - X^{l+1}_3 + Z^{l+1}_1 + \Lambda^{l+1}_1) = \partial \mathcal{L}_{\rho,s},
\]
\[
0 \in \partial \|X^{l+1}_2\|_F + \rho_2(X^{l+1}_2 - X^{l+1}_3 - Z^{l+1}_2 + \Lambda^{l+1}_2),
\]
\[
= \partial \|X^{l+1}_2\|_F + \rho_2(X^{l+1}_2 - X^{l+1}_3 - Z^{l+1}_2 + \Lambda^{l+1}_2) = \partial \mathcal{L}_{\rho,s},
\]
\[
0 \in \partial \|X^{l+1}_3\|_F + \rho_3(Y - \sum_k X^{l+1}_3 - Z^{l+1}_3 + \Lambda^{l+1}_3),
\]
\[
= \partial \|X^{l+1}_3\|_F + \rho_3(Y - \sum_k X^{l+1}_3 - Z^{l+1}_3 + \Lambda^{l+1}_3) = \partial \mathcal{L}_{\rho,s}.
\]

Hence, it can be directly obtained that as \(l \to \infty\), \(0 \in \partial \mathcal{L}_{\rho,s}(X^{l+1}, Z^{l+1}, \Lambda^{l+1})\).

**E. Stopping Criteria**

This section gives the stopping criteria of our RO enjoy algorithm. According to Theorem 2 one way to terminate the algorithm is that \(0 \in \partial \mathcal{L}_{\rho,s}(X^{l+1}, Z^{l+1}, \Lambda^{l+1})\).

The conditions (66a) is straightforward. However, the conditions (66b) and (66c) are related to the subdifferential of \(l_2\) norm and the proximal subdifferential of \(\|\cdot\|_1\), which are not straightforward to determine.

Inspired by [44, §3.3] which is also introduced in subsection [V-A] we define primal residual \(r^{l+1} = Ax^{l+1} + Bz^{l+1} + e^{l+1}\) in standard form of ADMM, or the matrix form \(R^{l+1} = [X^{l+1}_1 - X^{l+1}_3 - Z^{l+1}_1, \cdots, X^{l+1}_2 - X^{l+1}_3 - Z^{l+1}_2, \cdots, Y - \sum_k X^{l+1}_3 - Z^{l+1}_3] \in \mathbb{R}^{M \times (2N + K + N)}\) at iteration \(l + 1\). We also define dual residual \(s^{l+1} = Bz^{l+1} - Bz^l\), or the
matrix form \( S_l^{i+1} = \left[ \cdots, (Z_{l,1,k}^{i+1} - Z_{l,2,k}^{i+1}), \cdots, (Z_{l,2,k}^{i+1} - Z_{l,3,k}^{i+1}), \cdots \right] \in \mathbb{R}^{N \times 2NK + N} \) at iteration \( l + 1 \). By (81) and (82), we have \( \lim_{l \to \infty} \| R^l \|_F^2 = 0 \) and \( \lim_{l \to \infty} \| S^l \|_F^2 = 0 \). Accordingly, the stopping criteria are that
\[
\frac{\| R^l \|_F^2}{\| \cdots, X_{3,k}^{i+1}, \cdots \|_F^2} \leq \varepsilon_{\text{primal}} \quad \text{and} \quad \frac{\| S^l \|_F^2}{\| \cdots, Z_{3,k}^{i+1}, \cdots \|_F^2} \leq \varepsilon_{\text{dual}},
\]
where \( \varepsilon_{\text{primal}} > 0 \) and \( \varepsilon_{\text{dual}} > 0 \) are the tolerances, and a reasonable value is suggested to be \( 10^{-6} \).

V. NUMERICAL TESTS

This section compares the numerical performance of ROAD with other benchmark dictionary learning algorithms including MOD, K-SVD, and BLOTLESS in different tests. The comparison in Section V-A is based on synthetic data while the results of real data tests are illustrated in Section V-B.

A. Dictionary learning for synthetic data

For synthetic data tests, we adopt the typical setting for data generation. We assume that the training data \( Y \) are generated from a ground-truth dictionary \( D^0 \) and a ground-truth sparse coefficient matrix \( X^0 \) via \( Y = D^0 X^0 \). The dictionary \( D^0 \) is generated by first filling it with independent realizations of the standard Gaussian variable and then normalizing its columns to have unit \( \ell_2 \)-norm. The sparse coefficients in \( X^0 \) are generated as follows. Assume that the number of nonzero coefficients in the \( n \)-th column of \( X^0 \) is \( S_n \). The index set of the nonzero coefficients is randomly generated from the uniform distribution on \( \{1, \ldots, K\} \) and the values of the nonzero coefficients are independently generated from the standard Gaussian distribution. In our simulations, we set \( S_n = S \in \mathbb{N} \), \( \forall n \in [N] \).

Given the synthetic data, different dictionary learning algorithms are tested and compared using the criterion of dictionary recovery error. Consider the permutation ambiguity of the trained dictionary. The dictionary recovery error is defined as
\[
\text{Error} := \frac{1}{K} \sum_{k=1}^{K} (1 - | \hat{D}_k^T D_{i_k}^0 |),
\]
where \( i_k := \arg \max_{i \in \mathcal{I}_k} (\hat{D}_k^T D_{i}^0) \), \( \mathcal{I}_k := [K]\setminus \{i_1, \ldots, i_{k-1}\} \), \( \hat{D}_k \) denotes the \( k \)-th column of estimated dictionary, and \( D_{i_k}^0 \) represents the \( i_k \)-th column of ground truth dictionary which has largest correlation with \( \hat{D}_k \). The use of \( \mathcal{I}_k \) is to avoid repetitions in \( i_k \), \( \forall k \in [K] \).

In the first test, we compare three different ROAD mechanisms including inexact ADMM (iADMM) using different penalty parameter \( \rho \)'s, inexact ADMM (iADMM) using fixed \( \rho \) and exact ADMM (eADMM). Set \( M = 16 \), \( K = 32 \) and \( S = 3 \), we test the performance of these three mechanisms in two ways. One is to fix the number of samples \( N \) and to compare the number of iterations that the ADMM converges, while the other is to vary \( N \) from 100 to 400 and to compare different levels of dictionary recovery error corresponding to different \( N \). To ensure every method stops at a relatively stable point even with few samples, we set the stopping iteration number at 10000 for iADMM and at 300 for eADMM. We repeatedly each test for 100 trials to get an average to acquire a preciser result. In terms of choosing the values of parameters, we set \( \beta_1 = 200 \), \( \beta_2 = 300 \) and \( \beta_3 = 250 \) for both iADMM methods. For penalty parameter \( \rho \), we set \( \rho_1 = 210 \), \( \rho_2 = 310 \) and \( \rho_3 = 260 \) for the method of using different \( \beta \)'s, and set \( \rho = 310 \) for the approach using the same \( \beta \). Note that there is no noise term for eADMM, which means we only need to choose one parameter \( \beta \). Here we choose \( \beta = 10 \) for eADMM, and we keep this value for the remaining tests. Figure 1 depicts the significant superiority of eADMM both in convergence rate and error rate compared with two iADMM methods. It can be clearly noticed that when the number of measurements \( N \geq 300 \), the dictionary recovery error can converge to almost 0 in less than 300 iterations. While for both iADMM approaches, the error can only converge to a value that is slightly lower than \( 10^{-2} \) even at 10000 iterations.

According to the advantages of eADMM, in the following performance tests compared with other benchmark algorithms, we utilize ROAD with eADMM. As all the other benchmark algorithms, including MOD, K-SVD and BLOTLESS, requires another sparse coding stage, OMP is used for the sparse coding stage with the prior knowledge of \( S \). Note that different from other benchmark algorithms, ROAD does not need such prior information. Fig. 2 compares different dictionary learning methods for different sized dictionaries and sparsity levels. We use OMP as sparse coding stage for those two-stage dictionary learning approaches, and also in the other tests. We vary the number of measurement to find its relation to the dictionary recovery error. To make every algorithm stop at a stable point even with few samples, we set the stopping iteration number at 300. We repeat each test for 100 trials to get an average to acquire a preciser result. Fig. 2 illustrates that for different sized dictionaries and sparsity levels, ROAD can always converge to almost zero dictionary recovery error, and it requires fewer samples than other benchmarks. However for the other dictionary learning methods, there is always a small error even with sufficient number of samples.

Fig. 3 compares different dictionary learning methods using the same settings as the first simulation in Fig. 2 but with noise, and SNR = 30dB and 20dB respectively. The results in
dictionary especially the sparse ratio is high.

B. Single image super-resolution using dictionary learning

This subsection focuses on the performance comparison of dictionary learning algorithms when applied for single image super-resolution problem. The basic idea of this subsection is that with a relatively small number of training samples, our algorithm still can obtain good results even for real data. We first use MNIST as the data set, and follow two different algorithms, that is Yang et. al. [12] and Zeyde et. al. [48] as the approaches for super-resolution. The difficulty of this problem is that we can only extract few training samples from one digit. Then we apply the latter one to natural images. Here we only use three images as training samples, which is far from enough for the most of the super-resolution problems.

For both approaches by Yang et. al. [12] and Zeyde et. al. [48], the basic idea is that given pairs of low and high resolution images as training data, a pair of dictionaries are learned so that sparse approximations of each pair of low/high resolution images share the same coefficients. For a test image of low resolution, one first finds its sparse representation under the low-resolution dictionary, and then apply the corresponding sparse coefficients to the high-resolution dictionary to generate a high resolution image. We usually extract patches with overlap from images to obtain more samples. The difference between Yang et. al. [12] and Zeyde et. al. [48] is mainly at the step of training the dictionary especially the sparse ratio is high.

In the previous simulations, we assume the sparsity level of each column of sparse coefficients is fixed. However, in the real data, the sparsity level is not fixed. To make the test more practical, we assume the entries of sparse coefficients are under Bernoulli distribution with the probability of $\theta$, and the values of non-zero entries are generated from independent Gaussian distribution $\mathcal{N}(0, 1)$. Fig.3 compares different dictionary learning methods for different sparsity levels but with the same dictionary size, where the sparse ratio $\theta$ is $3/48$ and $6/48$ respectively. For benchmark approaches, as we use OMP as sparse coding stage, it has high probability to obtain a poor sparsity pattern with not fixed the sparsity level, which will result in learning a wrong dictionary. Accordingly, for the sparse coding stage in benchmark methods, we set fixed sparsity level $S = 3$ and $S = 6$ respectively in these two tests. From Fig.4 it can be concluded that even with different sparsity levels, ROAD can still exactly recover the dictionary with enough samples, but the dictionaries learnt by other techniques have a significant difference with the ground truth dictionary especially the sparse ratio is high.

Our first simulation is based on MNIST dataset which contains images for handwritten digits from 0 to 9. Each image is of $28 \times 28$ pixels. We generate low-resolution images of size $14 \times 14$ by bicubic interpolation, that is the output pixel
TABLE I: Comparison of single image super-resolution using different dictionary learning methods, where both the figures of super-resolution results and the PSNR between the estimated high-resolution digits and the ground truth digits are shown in the table.

| Training images | Testing image | Stacked dictionary learning | Single dictionary learning |
|-----------------|---------------|----------------------------|----------------------------|
| [Image](321x644 to 336x659) | [Image](402x548 to 417x659) | Bicubic | ROAD | Blotless | K-SVD | MOD |
| 21.8881 | 24.0165 | 14.1423 | 22.1150 | 23.4254 |
| 26.9159 | 22.4646 | 24.6290 | 21.8881 |

The simulation results are presented in Table I. In numerical comparison, peak signal-to-noise ratio (PSNR) is used as the performance criterion, which is formulated as

\[
\text{PSNR} = 10 \log_{10} \frac{N_e}{\| I - \hat{I} \|_2^2},
\]

where \( I_0 \) and \( \hat{I} \) are the ‘ground-truth’ high-resolution image and a high-resolution image generated using the learned dictionary respectively, and \( N_e \) denotes the number of entries in \( I_0 \). Simulation results demonstrate the significant improvement of ROAD in both the numerical error and the visual effect. By Yang et. al.’s method [12], only our algorithm can obtain higher resolution after super-resolution process. By Zeyde et. al.’s approach [48], even though the performance of other benchmark algorithms is improved, promotion of the resolution is not obvious than our method.

According to the simulation results of MNIST, we only use Zeyde et. al.’s approach [48] for the last simulation. The training samples are extracted from the images shown in Fig. 5 which are three images of zebra’s head, and the testing image is the figure of a zebra shown in Fig. 6. Here we set the scale-down ratio to 1/3 for both training images and testing image. To acquire low resolution training samples, we first scale-down the original training images by 3, and scale-up them to original size by bicubic interpolation. We then collect 9 × 9 patches with 6 pixels overlap in either direction for adjacent patches. Instead of directly using raw patches as training samples, we use four 1-D filters to extract the edge information, which are

\[
f_1 = [1, 0, 0, -1], \quad f_2 = f_1^T, \quad f_3 = [1, 0, 0, -2, 0, 0, 1]/2, \quad f_4 = f_3^T.
\]
TABLE II: Comparison of single image super-resolution using different dictionary learning methods, where both the figures of super-resolution results and the PSNR between the estimated high-resolution images and the ground truth image are shown in the table.

| Method       | PSNR |
|--------------|------|
| Bicubic      | 26.7055 |
| ROAD         | 28.1758 |
| Blotless     | 27.7594 |
| K-SVD        | 27.8736 |
| MOD          | 26.7055 |

To further dig out the key features, we add PCA after the filtering. After the procedure of preprocessing, we obtain the training data $Y$ of size $34 \times 11775$. Here we set the dictionary size as $34 \times 512$, and train low-resolution dictionary $D_L$ and sparse coefficients $X_0$ by different dictionary learning methods. For the high-resolution training images, we first subtract the interpolated images from them to remove low frequencies. Similar to the preprocessing procedure to the low-resolution images, we collect the high-resolution patches of the same size as the low-resolution ones, and we also use the filters to extract derivatives of high-resolution patches. While, instead of adding PCA procedure, we here directly use filtered high-resolution patches along with the the acquired sparse coefficients $X_0$ to compute the high-resolution dictionary $D_H$.

Given the interpolation of the training image, we collect the interpolated patches of size $9 \times 9$ with 6 pixels overlap. After filtering the patches using the same filters, we also utilize PCA to extract key features. We then do sparse coding to the features by using the trained low-resolution dictionary $D_L$, producing the sparse coefficient matrix $X$. The high-resolution patches are eventually calculated by $P_H = D_H X + P_M$, where $P_M$ is the matrix of interpolated patches.

The results are presented in Table II where the numbers under the images are the PSNR values comparing the estimated high-resolution images using different dictionary learning methods with the testing image. Table II reveals that ROAD outperforms other benchmark algorithms. Although we only use three images as training data, ROAD can still provide resolution promotion of the testing image in both PSNR and the visual effect.

VI. CONCLUSION

In this paper, we propose a novel dictionary learning algorithm using rank-one atomic decomposition (ROAD), where the problem is cast as an optimization w.r.t. a single variable. Practically ROAD reduces the number of tuning parameters required in other benchmark algorithms. Two ADMM solvers including iADMM and eADMM are adopted to address the optimization problem. We prove the global convergence of iADMM and also show the better performance of eADMM in numerical tests. We compare ROAD with other benchmark algorithms by using both synthetic data and real data. The test results demonstrate that ROAD outperforms other benchmark algorithms in all the scenarios.
