Data-driven short-term load forecasting for heating and cooling demand in office buildings
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Abstract. Short-term forecasts of energy demand in buildings serve as key information for various operational schemes such as predictive control and demand response programs. Despite this, developing forecast models for heating and cooling loads has received little attention in the literature compared to models for electricity load. In this paper, we present data-driven approaches to forecast hourly heating and cooling energy use in office buildings based on temporal, autoregressive, and exogenous variables. The proposed models calculate hourly loads for a horizon between one hour and 12 hours ahead. Individual models based on artificial neural networks (ANN) and change-point models (CPM) as well as a hybrid of the two methods are developed. A case study is conducted based on hourly thermal load data collected from several office buildings located on the same campus in Ottawa, Canada. The models are trained with more than two years of hourly energy-use data and tested on a separate part of the dataset to enable unbiased validation. The results show that the ANN model can achieve higher forecasting accuracy for the longest forecast horizon and outperforms the results obtained by a Naïve approach and the CPM. However, the performance of the hybrid CPM-ANN method is superior compared to individual models for all studied buildings.

1. Introduction

Hourly forecasting of energy use in buildings is crucial for many energy-related operational schemes such as predictive control, demand-response programs, optimization of distributed energy resources, and fault prognostics. Although there are numerous studies on short-term load forecasting for electric load, it is not the case for heating and cooling load, partly because interval data on thermal loads is available far less often [1]. Thermal load forecasting is also more challenging than electric load forecasting because of the additional strong dependency of (also forecasted) exterior weather conditions. In fact, due to the strong correlation of thermal load with weather parameters and internal temperatures, most researchers have opted to calculate heating and cooling load forecasts using detailed, physics-based thermal models [2]. However, if detailed information about physical building parameters is not available or is costly to obtain, calibrating the parameters of thermal models will prove to be cumbersome.

To overcome this problem, some researchers have turned to data-driven forecasting approaches and employed various time-series analysis and machine learning techniques. As early as 1999, Dhar et al. [3] used Fourier series to forecast hourly heating and cooling load using outdoor air temperature. In more recent works, Yun et al. [4] employed an autoregressive with exogenous terms (ARX) model to forecast the thermal load, and Fux et al. [5] used both artificial neural networks (ANN) and support...
vector machines (SVM) to forecast both thermal and electric hourly loads. However, we found that in most of these previous studies the focus is on forecasting one time-step ahead, i.e. 1-hour ahead for hourly load, 1-day ahead for daily load, and so on. Therefore, we believe that the topic of multi-time step thermal load forecasts based on actual building data is understudied.

In this paper, we present a data-driven approach to forecast hourly heating and cooling load in office buildings, using historical energy use, temporal features, and outdoor air temperature (OAT) as inputs. The proposed data-driven method calculates hourly load with a forecast horizon between one hour and 12 hours. The core element of the algorithm is an ANN model that is trained and tested on two separate parts of the dataset. In addition, an affine-linear change-point model (CPM) – which is a popular tool in modelling thermal behaviour in both residential and non-residential buildings – is calibrated to map the OAT to thermal loads of each studied building. Furthermore, an innovative hybrid model comprised of both CPM and ANN is developed for calculating hourly thermal loads. In this hybrid approach, the dependency (or the trend) of thermal loads with respect to OAT is identified and subtracted from the loads using the CPM, and consequently ANN is used to capture nonlinearities in the remaining (residual) load. The forecasting results from all methods are compared to, and evaluated against, the performance of a Naïve forecast model. In the rest of the paper, first the four forecasting methods are discussed and the overall algorithm is presented. Then the studied buildings are introduced and the results of applying the methods to the collected data are demonstrated. Finally the forecast performances are compared and conclusions are made.

2. Methods
Data driven machine learning approaches including SVM, ANN and its variations such as recursive ANN (RNN) and its forecast-oriented version, long short-term memory (LSTM), are frequently used for short-term energy load forecasting [6]. Therefore we chose ANN as our pure black-box forecasting method to enable a comparison with similar studies, and a Naïve approach is implemented to serve as a benchmark. Furthermore, the CPM method is used as a grey-box forecasting method, and a hybrid method combining ANN and CPM is proposed as a novel approach.

2.1. Naïve Approach
A Naïve forecasting approach, also known as the persistence method, simply assumes that the hourly load forecasted $h$ hours ahead, i.e. $\hat{X}_{\text{Naïve}}[k + h]$, is identical to its value at the same hour a week before, i.e. $X[k + h - 168]$. While forecasted values using the Naïve approach are expected to show low accuracy, the method is intuitive and little to no processing is involved. Note that in some studies the Naïve forecast is generated using the values on the day before ($X[k + h - 24]$). However, such an approach requires separate models for weekdays and weekends; hence it is avoided in our implementation. As mentioned before, results from the Naïve forecast are considered as the benchmark and the output from other methods are compared against it.

2.2. Change Point Model
A change point model (CPM) maps the hourly OAT to the hourly demand at the same time. The model has three parameters: the change point temperature (i.e. the temperature at which heating or cooling starts or changes its mode), the value of demand at that temperature, and the slope of lines indicating the dependence of load on temperature below and above the change point temperature. Separate models are created for the heating and cooling demand of each building. For further explanation about CPM models, the reader is referred to [7].

2.3. Artificial Neural Network
The artificial neural network (ANN) approach uses a single-layered feed-forward network with a sigmoid activation function. The ANN takes five inputs associated with a forecast made $h$ hours ahead at time $k$: Hour of Day (HoD$[k + h]$), Day of Week (DoW$[k + h]$), demand a week before ($X[k + h - 168]$), OAT forecast ($\hat{T}[k + h]$), and the latest value of demand available; i.e. the demand one hour
before the forecast is calculated ($X[k-1]$). The number of hidden neurons is a tuning parameter and for this study it is fixed to 10 neurons.

$$X[k-167] \quad H_{0D}[k+1] \quad DoW[k+1] \quad X[k-1] \quad T[k-1]$$

Figure 1 A schematic depicting the overall algorithm and how each method maps the inputs onto an output.

### 2.4. Hybrid Approach

The hybrid approach is based on a combination of CPM and ANN models. The CPM captures the physical characteristics of the building envelope by projecting the temperature to energy demand. The ANN, on the contrary, is suited to identify period demand patterns that are correlated with temporal features (such as time and day). As a result, it is expected for a hybrid approach to show advantages in forecast accuracy over the single methods. Note that the hybrid approach introduces additional implementation complexity, but the independence of the method from physical building parameters remains unchanged.

### 2.5. Summary of methods

A summary of the four methods incorporated in this study is shown in Figure 1. In total, seven unique inputs are used by the methods in various combinations and four different forecasts are generated. Note that the ANN and CPM boxes are duplicated for ease of visualization and boxes with the same name are identical. The hour of day (HoD) feature is used to capture the cyclic daily patterns of energy used. For that purpose, HoD is converted to a cyclical format that oscillates between 0 and 1, using:

$$H_{oD_{cyc}}[k] = f \left( \sin \left( 2 \cdot \pi \cdot \frac{H_{oD}[k]}{24} \right), \cos \left( 2 \cdot \pi \cdot \frac{H_{oD}[k]}{24} \right) \right)$$

where $f$ is a linear combination of the two sinusoidal terms. For further explanation the reader is referred to [8]. In the next section, the output of forecasting methods are evaluated based on actual hourly demand data collected from three commercial buildings.

### 3. Case Study

Hourly measurements of heating and cooling loads were collected from three government office buildings located in Ottawa, Canada. Table 1 presents a summary of the buildings’ characteristics. The buildings are diverse in size, age, and energy usage intensity, which helped us better evaluate the robustness and transferability of the tested forecasting methods. The measured energy data were preprocessed to remove the noise and exclude outlier points. The resulting dataset contained reliable data recorded between spring 2016 and fall 2018 at one hour time intervals. In order to conduct an unbiased validation of the methods, datasets were split into training and testing subsets containing 80% and 20% of data, respectively.
### Table 1 A Summary of the characteristics of the studied buildings.

| Building | Number of floors | Floor area (m²) | Construction year | Heating demand intensity (kWh/m²-yr) | Cooling demand intensity (kWh/m²-yr) |
|----------|------------------|----------------|------------------|-------------------------------------|------------------------------------|
| B1       | 4                | 39,000         | 1952             | 121                                 | 67                                 |
| B2       | 13               | 61,000         | 1979             | 33                                  | 56                                 |
| B3       | 21               | 33,000         | 1970             | 79                                  | 82                                 |

3.1. Change Point Models

For each of the three studied buildings, two CPM models are created: one for the heating season (typically between November and April) and another for the cooling season (typically between June and September). During the transition (or shoulder) months, either heating or cooling load can be detected that will be added to the corresponding model. Figure 2 shows examples of CPMs for heating and cooling seasons.

![Figure 2 Examples of CPMs for the heating load of building B1 (left) and the cooling load of building B2 (right). The change point temperatures are 5 °C for heating and 10 °C for cooling.](image)

3.2. Results

Performance of the four proposed forecasting methods were evaluated using two commonly used metrics: the coefficient of determination ($R^2$), and Accuracy based on the coefficient of variation of the root mean squared error (CVRMSE). These metrics are defined as:

$$R^2 = 1 - \frac{\sum_{k=1}^{N}(X[k] - \hat{X}[k])^2}{\sum_{k=1}^{N}(X[k] - \bar{X})^2}$$

$$\text{Accuracy} = 100 \times (1 - \text{CVRMSE})$$

$$\text{CVRMSE} = \frac{\sum_{k=1}^{N}(X[k] - \hat{X}[k])^2}{\bar{X}}$$

where $k$ iterates the time steps with a maximum of $N$, $X$ denotes the vector of actual demand, $\hat{X}$ is the vector of forecasted demand, and $\bar{X}$ represents the mean of actual demand over the $N$ observations.

Table 2 shows the results obtained by forecasting heating and cooling loads for three buildings and three horizons of 1, 6, and 12 hours ahead. For each scenario, the best performing method(s) is highlighted. Several observations can be made by examining Table 2. First of all, it is noticed that all highlighted fields belong to either ANN or CPM-ANN methods, implying that machine learning has brought substantial benefit to our algorithm. The second observation is that the 1-hour forecasts are achieved with at least $R^2 0.91$ and accuracy of 92% for all scenarios. This level of accuracy is considered above average for hourly energy use [6]. In fact, ASHRAE Guideline 14 [9] considers a CVRMSE of 30% for hourly energy use to be acceptable, which corresponds to an accuracy of 70%.
buildings located on the same campus in Ottawa, Canada. The case study was
In this paper, we proposed and tested several methods for generating hourly forecasts of heating and cooling loads. This hypothesis can be examined if the case study is expanded to longer forecast horizons, which is intended to be a part of our future work.

Regarding the more challenging forecast horizon of 12 hours, the CPM-ANN method shows the best performance or ties with ANN, reaching a minimum $R^2$ 0.79 and accuracy of 88% for all scenarios. Note that the superiority of the CPM-ANN method for the longest forecast horizon is not tied to the performance of the CPM method for a given scenario. For example, in the case of the heating demand for building B2, the accuracy of the CPM method is even worse than the Naïve approach. However, it can still give an edge to CPM-ANN compared to ANN alone. One explanation of this behavior is that a single-layered ANN model cannot properly capture the nonlinear relation between the demand and the OAT, while the CPM can explain such a relationship even if it has a poor correlation (e.g. $R^2$ 0.38 in the given example).

Figure 3 shows an example of 12-hour ahead forecasting of heating load for building B2, performed over two weeks in March 2017. Obviously, the Naïve approach fails to provide an accurate forecast in this case, simply because the energy consumption patterns are very different between the two weeks. A more interesting observation is how the CPM itself has a weak performance, but its output still helps the hybrid CPM-ANN approach to excel over the pure ANN model. This behaviour can be seen in two instances:

- During the weekend of March 11th and 12th, the temperature remains almost constant, hence the heating demand does not show the usual day-night fluctuation. The ANN is unable to see this abnormality and sticks to the cyclic pattern, the output from the CPM-ANN remains rather close to the actual demand.

- During the three days of March 17th to 19th, the temperature gradually drops, but the day-night difference is still in place. The ANN fails to properly follow the downtrend and provides a low-accuracy forecast for the early hours on Saturday and Monday. Again, the hybrid approach takes advantage of the two underlying methods and manages to follow both the downtrend and the day-night cyclic behaviour, giving a more accurate forecast.

As a final remark, the results might suggest that the hybrid method outperforms the ANN for longer horizons. This hypothesis can be examined if the case study is expanded to longer forecast horizons, which is intended to be a part of our future work.

4. Conclusions

In this paper, we proposed and tested several methods for generating hourly forecasts of heating and cooling loads. The case study was based on hourly thermal load data collected from several office buildings located on the same campus in Ottawa, Canada, over a period of more than two years. The

Table 2 Performance of the proposed forecasting methods for heating and cooling demands. Green shadings indicate the best performance for a given building and a forecast horizon.

| Building | Method    | R² Heating | Accuracy (%) Heating | R² Cooling | Accuracy (%) Cooling |
|----------|-----------|------------|----------------------|------------|---------------------|
|          |           | 1 H 6 H 12 H | 1 H 6 H 12 H       | 1 H 6 H 12 H | 1 H 6 H 12 H       |
| B1       | Naïve     | 0.31 0.31 0.30 | 87.0 86.9 87.8 | 0.60 0.60 0.59 | 85.3 85.3 85.2     |
|          | CPM       | 0.84 0.84 0.84 | 93.7 93.7 93.7 | 0.87 0.87 0.87 | 91.8 91.8 91.8     |
|          | ANN       | 0.94 0.89 0.85 | 96.1 94.8 94.4 | 0.95 0.94 0.93 | 95.0 94.5 93.8     |
|          | CPM-ANN   | 0.93 0.88 0.87 | 95.8 94.5 94.7 | 0.95 0.94 0.93 | 94.9 94.4 93.9     |
| B2       | Naïve     | 0.46 0.46 0.46 | 82.7 82.7 82.7 | 0.12 0.12 0.12 | 75.2 75.2 75.2     |
|          | CPM       | 0.38 0.38 0.38 | 81.4 81.4 81.4 | 0.73 0.73 0.73 | 86.3 86.3 86.3     |
|          | ANN       | 0.95 0.86 0.78 | 94.6 91.2 89.0 | 0.91 0.81 0.78 | 92.3 88.5 87.6     |
|          | CPM-ANN   | 0.94 0.86 0.80 | 94.0 91.0 89.5 | 0.90 0.80 0.79 | 92.1 88.3 88.0     |
| B3       | Naïve     | 0.52 0.52 0.52 | 85.6 85.6 85.6 | 0.38 0.38 0.38 | 82.1 82.1 82.1     |
|          | CPM       | 0.73 0.73 0.73 | 89.0 89.0 89.0 | 0.79 0.79 0.79 | 89.5 89.5 89.5     |
|          | ANN       | 0.92 0.83 0.82 | 94.2 91.4 91.0 | 0.91 0.86 0.80 | 93.4 91.4 89.9     |
|          | CPM-ANN   | 0.92 0.84 0.82 | 94.2 91.7 91.2 | 0.94 0.87 0.84 | 94.4 91.9 90.9     |
diversity in the parameters of studied buildings adds to the legitimacy of the obtained results. In order to avoid the problem of overtraining, the training and testing datasets were isolated.

Figure 3 Comparing actual and forecasted heating load for building B2, performed 12 hours ahead.

The results suggest that the ANN model outperforms the results obtained by the Naïve approach and by using only the CPM. However, the performance of the hybrid CPM-ANN method is superior compared to other individual models in all studied buildings, achieving a minimum accuracy of 92% for the shortest, and 88% for the longest, forecast horizon.

The outcomes indicate that ANN might fall short of modeling the nonlinear relationship between the loads and OAT as efficiently as the CPM does. The presented hybrid approach provides more accurate forecasts compared to approaches in similar studies. It also has advantages in terms of transferability, because it can be applied to a new building or portfolio of buildings without prior knowledge of physical parameters or a need for sub-metering or installing additional sensors.

For future work, we intend to test the methods for medium-term and long-term thermal demand forecasts, and will investigate whether the same conclusions still hold. Furthermore, more complex ANN models with multiple hidden layers will be deployed and compared to the current methods.
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