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Abstract—Given its ability to control and manipulate wireless environments, reconfigurable intelligent surface (RIS), also known as intelligent reflecting surface (IRS), has emerged as a key enabler technology for the six-generation (6G) cellular networks. In the meantime, vehicular environment radio propagation is negatively influenced by a large set of objects that cause transmission distortion such as high buildings. Therefore, this work is devoted to explore the area of RIS technology integration with vehicular communications while considering the dynamic nature of such communication environment. Specifically, we provide a system model where RoadSide Unit (RSU) leverages RIS to provide indirect wireless transmissions to disconnected areas, known as dark zones. Dark zones are spots within RSU coverage where the communication links are blocked due to the existence of blockages. In details, a discrete RIS is utilized to provide communication links between the RSU and the vehicles passing through out-of-service zones. Therefore, the joint problem of RSU resource scheduling and RIS passive beamforming or phase-shift matrix is formulated as an optimization problem with the objective of maximizing the minimum average bit rate. The formulated problem is mixed integer non-convex program which is difficult to be solved and does not account for the uncertain dynamic environment in vehicular networks. Thereby, we resort to alternative methods based on Deep Reinforcement Learning to determine RSU wireless scheduling and Block Coordinate Descent (BCD) to solve for the phase-shift matrix, i.e., passive beamforming, of the RIS. The Markov Decision Process (MDP) is defined and the complexity of the solution approach is discussed. Our numerical results demonstrate the superiority of our proposed approach over baseline techniques.

Keywords— Vehicular communication, reconfigurable intelligent surface, Deep Reinforcement Learning, scheduling.

I. INTRODUCTION

Vehicular communications are deemed as integral component for the Intelligent Transportation Systems (ITS) that allow automobiles to stay connected with their surroundings as well as remote entities. They aim to provide anytime-anywhere connectivity to enable a wide range of critical and convenient services for vehicles. Indeed, the emergence of sophisticated vehicular communication technologies, i.e., cellular vehicle-to-everything (C-V2X) or Internet of Connected Vehicle (IoCV) [1], [2], are forecast to effectively contribute in paving the way to support a plethora of essential applications including safety and non-safety related such as HD Maps, autonomous driving, 4K Video streaming, virtual and augmented reality, to name a few. Such applications urge for strict requirements such as higher throughput, lower latency, and massive connectivity. However, in the context of vehicular environment, it is strenuous to offer seamless communication experiences with ubiquitous connectivity and to enhance the quality of service.

Technically speaking, in many areas where large objects, i.e., high-rise buildings or trucks, appear, it is very probable that wireless links between terrestrial infrastructures and vehicles face frequent disturbances. Hence, the service quality falls below the desirable levels and sometimes for extended period of time. Moreover, certain regions, where obstacles severely block Line of Sight (LoS), are permanently out of coverage which, here, are dubbed as dark zones. Expanding wireless coverage to unserved areas translates to dramatic raise in costs. Meanwhile, recently, reconfigurable intelligent surfaces (RIS) have been recognized as a key promising technology for achieving cost- and energy-efficient communications via smartly reshaping the wireless propagation environment [3]. RIS is composed of a number of passive low-cost elements, each of which has the ability to independently tune the phase-shift of the incident radio waves. By adequately configuring the phase-shifts with the assistance of the RIS controller, the reflected signals can be constructively added [4]. Thus, the received signal strength can be improved at the point of interest.

Consequently, by leveraging RIS, an indirect LoS wireless communication link can be provided for vehicles travelling in a dark zone; i.e., a road where large buildings block the LoS of the Road Side Unit (RSU) [5]. It is assumed that those vehicles are requesting service and the RSU is interested in maximizing the quality-of-service (QoS) for the passing by vehicles. To this end, the RSU operator may need to jointly optimize the RSU resource scheduling and RIS element coefficients (passive beamforming) such that the minimum average bit rates of vehicles is maximized. In addition, despite that a few works have addressed RIS phase-shift configuration in vehicular networks, only non-practical phase-shift RIS case is considered where RIS elements can have continuous element tuning. However, due to limited hardware, phase-shift elements of RIS can only have limited number of values [6], [7].

Leveraging RIS in highly dynamic environments similar to vehicular communications implies a multitude of challenges. First, vehicles constantly change their position, hence, the distance between the RIS and vehicles is varying over time and that would highly affect the channel quality between them. Second, the RSU has limited resources in terms of the number of available wireless channels. Therefore, the RSU needs to optimize the radio scheduling while considering the mobility of
vehicles which makes the problem more challenging especially when accounting for multi-user scenarios [8]. Third, vehicles move at different and varying speeds, that is, vehicles have various residence times. Considering the same service amounts for all the vehicles passing by the dark zones will deteriorate the performance of low speed vehicles. Subsequently, maximizing the minimum average bit rates provided to navigating vehicles regardless of their sojourn times should be considered. Fourth, the arrival times and speed of upcoming vehicles are not available, in practice, upfront to the RSU operator which makes the problem further more intricate. Finally and most importantly, discrete RIS phase-shift matrix configuration is a well-known problem which is generally hard to be solved especially in a context where the phase-shift matrix of the RIS together with wireless scheduling are jointly optimized.

To the best of our knowledge, this work is the first to consider practical/discrete RIS in vehicular networks where the mobility of vehicles together with the environment uncertainties are addressed. To this end, to tackle the aforementioned challenges, an intelligent solution approach is proposed, namely Deep Reinforcement Learning, along with effective optimization technique based on block coordinate descent (BCD). The contributions of this work can be summarized as follows:

- A system model is presented that leverages discrete phase-shift RIS technology to extend and enhance RSU communication. Precisely, a RSU provides service for vehicles passing through a blocked zone indirectly by employing a RIS where the mobility of vehicles and future arrivals are considered.
- We investigate the joint vehicle scheduling and passive beamforming in RIS-empowered vehicular communication. This framework is formulated as an optimization problem with the goal of maximizing the minimum achievable bit rate for the vehicles passing through the dark zone. However, the formulated problem ends up to mixed integer non-convex problem, which is known to be difficult to solve.
- In order to tackle this challenge, we decouple the formulated problem into two sub-problems; wireless scheduling sub-problem and phase-shift matrix optimization sub-problem. Then, we resort to solve the first sub-problem via Deep Reinforcement Learning (DRL). To do so, the Markov Decision Process (MDP) is defined to be solved via DRL algorithm. Further, we propose BCD to solve the second sub-problem. We also demonstrate the robustness of our BCD algorithm. And, the computational complexity of the proposed algorithms are analyzed.
- Two case studies are carried out. The first one is to investigate how recent vehicular technologies can enable RIS integration with vehicular communications through obtaining precise vehicle positioning. Also, another study explores the area of RIS placement to optimize the overall network performance.
- Several extensive simulation based experiments are conducted using Simulation of Urban MOBility (SUMO) to validate the effectiveness of our solution method and to compare with counterpart methods.

The remaining of this paper is organized as follows. Section [I] presents the major contributions that have been done in similar contexts. In Section [III], we discusses our system model. Section [IV] formulates the problem mathematically along with the objective function. Next, Section [V] explains our solution approach in details. In section [VI], two case studies are discussed regarding RIS placement and vehicle positioning. Then, section [VII] shows our numerical results. Finally, we sum up the paper in Section [VIII].

Notations: Vectors are denoted by bold-face italic letters. \( \text{diag}(x) \) denotes a diagonal matrix whose diagonal element is the corresponding element in \( x \). \( C^{M \times N} \) denotes a complex matrix of \( M \times N \). For any matrix \( M \), \( M^H \) and \( M^T \) denote its conjugate transpose and transpose, respectively. \( Pr(A \mid B) \) denotes the probability of event \( A \) given event \( B \).

### II. RELATED WORK

Lately, high research efforts have been devoted towards investigating the introduction of the RIS to vehicular networks. In [9], the authors studied resource allocation of RIS-aided vehicular communications where they aim to maximize vehicle to base station link quality while guaranteeing vehicle to vehicle communications. The authors of [10] provided analysis for outage probability in RIS-enabled vehicular networks. This paper derives an expression of outage probability showing that RIS can reduce the outage probability for vehicles in its vicinity. The analysis also proves that higher density roads increase outage probability since passing vehicles can block the communication links. In [11], the authors proposed RIS-aided vehicular networks while considering two scenarios to estimate the channels. The first one is by assuming fixed channel estimation within a coherence time. While the second one neglects the small scale fading based on the fact that vehicular positions can be realised in advance. [12] considered constraint discrete phase-shift RIS with two challenges: channel estimation and passive beamforming.

Another body of works on RIS deals with practical considerations of discrete RIS elements. In [7], the authors introduced a finite number of phase-shift elements of RIS where the power is minimized while maintaining certain signal-to-interference-plus-noise ratio threshold. [13] proved how discrete phase-shift RIS is able to achieve high performance with minimum required number of phase quantization levels. This work shows that 3 levels are enough to attain the full diversity order. In addition, the authors of [14] also worked on practical RIS where multiple users are served in parallel. The objective of this work is to maximize the sum rate where the continuous digital beamforming and discrete RIS beamforming are done. [15] proposed RIS to assist multiple-input multiple-output (MIMO) systems with 2-bit phase-shift elements. In [16], the authors proposed utilizing RIS in cognitive radio systems yielding improved spectral efficiency and energy efficiency. [17] maximized the achievable sum rate of multi-users while the RIS sends information via controlling the reflecting modulation. [18] proposed a new location-based RIS where users’ locations are not perfectly known. Hence, the angle between...
the users and RIS are estimated to configure the beams of the RIS and transmitter. In addition, some other works also leverage RIS for security purposes, for example [19] suggested that RIS can help in alleviating security breaches related to eavesdropping. In [20], the authors studied the security issues related to eavesdropping attacks under different circumstances including active and passive relays (RIS).

As opposed to the previous papers, this work accounts for vehicles mobility where vehicles constantly change their position with time. Additionally, as time progresses, new vehicles arrive to the concerned area while others depart. This process of birth-and-death vehicles brings many uncertainties to the context which are hard to cope with. Thus, we aim to find a solution approach that can handle the dynamic nature of this context besides anticipating the upcoming arrivals and other hidden information about the environment. Accounting for these two objectives will help the RSU-RIS to better decide when and how to serve vehicles during their residence time. Moreover, unlike many existing works in the literature, we propose to use practical/discrete RIS.

III. SYSTEM MODEL

We consider a particular road segment with no direct connectivity via a RSU as depicted in Fig. 1. The line of sight (LoS) is assumed to be blocked by an obstacle, i.e., a high building [21]. We also consider a predefined time horizon of length $N$ which encompasses several smaller time slots, $[0, 1, n, ..., N]$. Meanwhile, we assume a flow of vehicles indexed by $v$ is navigating and requesting communication services from the RSU located at $(x_R, y_R, z_R)$ where $x_R, y_R$ are the Cartesian coordinates and $z_R$ is height of the infrastructure. The vehicles are moving at different and varying speeds, therefore, at each time slot $n \in N$, vehicle $v$ location is denoted by $(x_n^v, y_n^v, z_n)$. In order to provide uninterrupted service, the network operator leverages an RIS equipped with $M$ elements, which is situated on a building and possesses a strong LoS with both the moving vehicles passing by the dark zone and the RSU. Here, we denote the RIS location by $(x_I, y_I, z_I)$. The RSU operator aims to satisfy the vehicles by providing favourable quality of service.

The RSU is assumed to have a number of channels $C$ to be scheduled for the vehicles [22]. In case when there are several vehicles present, the RSU has to determine how to schedule its resources and tune the RIS elements. Further, due to the mobility nature of the vehicular environment the distances between the RIS and vehicles change as time progresses. Meaning, the network operator has to take into consideration that link quality degrades as vehicles moving far from the RIS.

Unlike prior work which deals with continuous phase-shift RIS, we assume a realistic scenario of a RIS where phase-shift coefficients are discrete. This scenario is more practical since it accounts for the real-world hardware limitations. However, discrete RIS is more challenging due to the additional constraint of discrete phase-shift. Moreover, the RIS consists of $M$ elements, $[1, m, ..., M]$, each of which is controlled via $b$ bits. Hence, each one can be tuned to one of $2^b$ different angles.

A. Communication Model

In the proposed model, we consider a uniform linear array (ULA) RIS [21]. In addition, similar to the RSU, the RIS is assumed to have a certain height, $z_I$. The communication links between RSU and RIS and that between RIS and vehicle $v$ are assumed to have a dominant line-of-sight (LoS). Thus, these communication links experience small-scale fading which are modeled as Rician fading with pure LoS components [23], [24]. Consequently, the channel gain between the RSU and RIS, $h_{I,R} \in \mathbb{C}^{M \times 1}$, can be formulated as follows.

$$h_{I,R} = \frac{\rho(d_{I,R})^{-\alpha}}{1 + \sqrt{\frac{K}{1 + K} h_{I,R}^{\text{LoS}}}}$$

where $\rho$ is the average path loss power gain at reference distance $d_0 = 1m$. Also, $K$ is the Rician factor and $\bar{h}_{I,R}^{\text{LoS}}$ is the deterministic LoS component which can be defined as follows.

$$\bar{h}_{I,R}^{\text{LoS}} = \begin{bmatrix} 1, e^{-j \frac{2\pi}{\lambda} d_{I,R}}, ..., e^{-j \frac{2\pi}{\lambda} (M-1) d_{I,R}} \end{bmatrix}^T, \forall n \in N,$$

where $d_{I,R}$ is the Euclidean distance between the RIS and RSU and can be computed from $\sqrt{(x_I-x_R)^2 + (y_I-y_R)^2 + (z_I-z_R)^2}$. $\phi_{I,R} = \frac{x_I-x_R}{d_{I,R}}$ is cosine of the angle of arrival of signal from RSU to RIS. $d$ is the separation between RIS elements and $\lambda$ is the carrier wavelength.

Similarly, we can compute the channel gain between the RIS and vehicles which is denoted by $h_{I,v} \in \mathbb{C}^{M \times 1}$ as in Eq.

$$h_{I,v} = \frac{\rho(d_{I,v}^n)^{-\alpha}}{1 + \sqrt{\frac{K}{1 + K} h_{I,v}^{\text{LoS}}}}, \forall v, n \in N,$$
\[ \hat{h}_{I,v}^n \text{LoS} = \begin{bmatrix} e^{-j \frac{2\pi}{\lambda} d_{I,v}^n}, \ldots, e^{-j \frac{2\pi}{\lambda} (M-1)d_{I,v}^n} \end{bmatrix}^T, \]  

(4)

where \( d_{I,v}^n \) is the euclidean distance between the RIS and vehicle \( v \) at time slot \( n \) and \( \phi_{I,v}^n = \frac{x_t - x_n^v}{d_{I,v}^n} \). Finally, we assume the channel is completely blocked between the RSU and vehicles in that zone similar to [21].

Denote the phase-shift matrix of the RIS in the \( n \)th time slot as \( \theta^n = \text{diag}(e^{j\theta_1}, \ldots, e^{j\theta_M}) \), where \( \theta_m \) is the phase-shift of the \( m \)th reflecting element. Due to the hardware limitations, the phase-shift can only be selected from a finite set of discrete values. Specifically, the set of discrete values for each reflecting RIS element can be given as \( \theta_m^\ast \in \{ 0, \frac{2\pi}{Q}, \ldots, \frac{2\pi(Q-1)}{Q} \} \), where \( Q = 2^k \) and \( b \) is the number of bits that control the number of available phase-shifts for the RIS elements. Hence, the signal to noise ratio (SNR) is:

\[ \lambda_v^n = \frac{P |h_{I,R}^n \theta^n h_{I,v}^n|^2}{\sigma^2}, \forall v, n \in N, \]

(5)

where \( P \) is the transmission power of the RSU and \( \sigma^2 \) is the thermal noise power.

Then, we can compute \( h_{I,R}^n \theta^n h_{I,v}^n \) based on Eq (2) and Eq (3):

\[ h_{I,R}^n \theta^n h_{I,v}^n = \frac{1}{\sqrt{(d_{I,v}^n)^2 + (d_{I,R}^n)^2}} \times \sum_{m=1}^{M} e^{j(\theta_m^\ast + \frac{2\pi}{Q}(m-1)\phi_{I,v}^n - \frac{2\pi}{Q}(m-1)\phi_{I,R}^n)}, \forall v, n \in N. \]

(6)

Now, instantaneous bit rate given to each vehicle is calculated as:

\[ I_v^n = j_v^n \log_2(1 + \lambda_v^n), \forall v, n, \]

(7)

where \( j_v^n \in [0, 1] \) is a decision variable to schedule the resources of RSU to vehicle \( v \) at time slot \( n \). Hence, \( j_v^n = 1 \) means vehicle \( v \) is served at time slot \( n \) and \( 0 \) otherwise. Now, the average bit rate each vehicle receives throughout its sojourn time can be computed by the following.

\[ z_v = \frac{1}{H_v} \sum_{n=1}^{N} I_v^n, \forall v, \]

(8)

where \( H_v \) is the residence time of vehicle \( v \) in the dark zone. Next, we formally define our problem as:

**Definition 1** Assume a flow of vehicles travelling through a dark zone. The vehicles are demanding connection to a remote RSU. Meanwhile, a RIS is deployed at specific point, i.e., on a building, where it possesses a strong LoS with the RSU and the dark zone. The RIS has a certain number of elements where the operator can tune their coefficients to provide service for vehicles in order to enhance channel gains and improve bit rates. During a certain time horizon (encompassing multiple time slots), what is the best RSU wireless scheduling and phase-shift configuration for the RIS elements such that the minimum average bit rate provided to vehicles is maximized.

**IV. MATHEMATICAL FORMULATION**

In this section we formulate the problem of RSU wireless scheduling and RIS element tuning mathematically. Let \( A_v \) and \( D_v \) denote the arrival time and departure time of vehicle \( v \), respectively. The notations used in this corresponding are listed in Table I.

The optimization problem alongside the objective function can be mathematically written as follows. For the sake of clarity, let \( \Theta = \{ \Theta^1, \Theta^2, \ldots, \Theta^N \} \) and \( J = \{ j_v^n, \forall v, n \in N \} \).

\[ \max_{\Theta,J} \{ \min z_v \} \]

(9a)

s.t. \[ \sum_{v=1}^{V^n} j_v^n \leq C, \forall n \in N, \]

(9b)

\[ j_v^n \in [0, 1], \forall n \in N, v, \]

(9c)

\[ j_v^n \leq \max(n - A_v), 0), \forall n \in N, v, \]

(9d)

\[ j_v^n \leq \max(D_v - n, 0), \forall n \in N, v, \]

(9e)

\[ \theta_m^\ast \in \Omega, \forall n \in N, m \in M. \]

(9f)

Here, the objective function, Eq (9a), is max-min which translates to maximizing the minimum average bit rate. Constraint (9b) ensures that the number of channels scheduled to
vehicles is no more than that available at the RSU. Constraint (9c) allows vehicles to be served via one channel only. Constraints (9d) and (9e) make sure that vehicle can only be served via RIS while it is within the area of the dark zone. Finally, constraint (9f) restrains the number of phase-shift values. Now, the problem is non-convex due to the discrete RIS element phase-shift optimization. Also, the phase-shift matrix is hard to be solved. For instance, if the phase-shift is tuned to optimally serve the first vehicle, the other ones might receive less quality and vice versa. Furthermore, in this problem, it is hard to eliminate the coupling relationship between phase-shift configuration and wireless scheduling. In addition, the information of vehicles such as their arrival, speed, and departure, are unknown in advance. Due to the dynamic nature of the environment, it is impractical to assume such information is given. Hence, a effective solution mechanism has not only to deal with the difficulties of such problem, but it has also to predict for the hidden parameters.

In order to address the above challenges, we resort to Deep Reinforcement Learning (DRL) with multi-binary action space to find a policy that maximizes the minimum average bit rate for vehicles. However, if DRL is used to solve for the two decisions of resource scheduling and phase-shift matrix, the action space will be equal to all the possible combinations of wireless scheduling and phase-shift patterns for $M$ elements which is unbearably large. Such massive action space would increase the DRL agent difficulty to learn. Similar to [25], [26], a more practical solution approach can be realised by delegating one decision to an optimization technique while dedicating the second one to machine learning based approach. In particular, the DRL agent first determines which vehicles are going to be served at time slot $n$. While, BCD algorithm is invoked to configure the phase-shift matrix such that the service offered to the scheduled vehicles is optimized. Next, the solution approach, in details, will be discussed.

V. Solution Approach

The solution approach for joint resource scheduling and passive beamforming is presented in this section. First, we decompose the aforementioned problem into two sub-problems, the first sub-problem is due to the resource scheduling and second one corresponds to the phase-shift matrix of the RIS. The information and mobility of the upcoming vehicles are unknown in advance. That is, solving the first sub-problem is quite challenging. Hence, we resort to DRL to observe the environment and tackle multi-user RSU scheduling. Next, the RIS elements are tuned based on Block Coordinate Descent (BCD) [27], [29]. The details of our solution methodology are laid out in the next sections.

A. DRL for Wireless Scheduling

For the DRL, we need to define a Markov Decision Process tuple $(S, A, \gamma, R, G)$ that represents the environment. First, let us define four new notations: $f^n, \forall n \in N$ which denotes the current minimum average bit rate until time slot $n$, $k^n_v, \forall n \in N, v$ denotes the speed of vehicle $v$ at time slot $n$, $z^n_v \forall n \in N, v$ is the current average bit rate of vehicle $v$ until time slot $n$, $\eta$ is the largest number of vehicles existing simultaneously, and $U$ is the number of possible actions. Now, the MDP is defined as follows:

- $S$ is the state space where its size is large as it contains unbounded parameters of real numbers. The system state $s^n \in S$ is a vector that indicates current minimum service provided up to $n - 1$, the speeds of the existing vehicles $(k^n_v, \forall v)$ in that time slots, their cumulative average bit rates up to $n$ $(z^n_v, \forall v)$, and their locations $(x^n_v, \forall v)$. The state $s$ can be expressed as:

$$\{ f^n, k^n_1, z^n_1, x^n_1, k^n_2, z^n_2, x^n_2, ..., k^n_\eta, z^n_\eta, x^n_\eta \}, \forall n. \quad (10)$$

- $A$ is the action space where the action taken for each time slot $n$ is $a^n \in A$. $a^n$ is a binary vector of size $\eta$. Also, the sum of vector $a^n$ should be equal to $C$ (to enforce constraint (9b)). For example, if $a^n[0] = 1$, then the first existing vehicle is being served at time slot $n$ and so forth. The number of actions can be computed by $U = \eta!/(C!(\eta - C)!)$. The possible combinations of action vectors is similar to the example below.

$$\{ 0, 0, 1, ..., 1 \}, \{ 0, 1, 1, ..., 1 \}, ..., \{ 1, 1, 0, ..., 0 \}$$

$$\quad (11)$$

- $R$ is the discounted cumulative reward produced after executing every step $n \in N$ and it is defined as follows:

$$R = \sum_{n=1}^{N} \gamma^{n-1} r^n,$$

Here, the step reward $r^n$ is computed as follows. During the beginning of the operational phase, $r^n = 0$ until the first vehicle departs. For the first vehicle, the step reward is equal to its average bit rate. Henceforth, whenever any vehicle leaves the dark zone, the step reward is given as a penalty if and only if that vehicle has received less average bit rate than the other vehicles which left previously. It is worth noting that since the agent seeks to maximize the minimum average bit rate, it does not count reward if a vehicle received higher bit rate than others.

- $G$ denotes state transition probabilities which is the probability of being in state $s'$ after applying action $a^n$ in state $s^n$. The probability of transition from one state to another depends only on the current state as in Eq (13).

$$Pr(s^{n+1} = s' | s^n, a^n) = Pr(f^{n+1} | f^n, a^n) \times Pr(k_v^n | k_v^n) \times Pr(x_v^{n+1} | x_v^n, k_v^n) \times Pr(z_v^{n+1} | z_v^n, a^n). \quad (13)$$

That is, the probability of having minimum average bit rate of $f^{n+1}$ depends on the current value $f^n$ and the action taken at that time slot $a^n$. The probability of vehicle having certain speed, $k_v^n$, depends on its current speed. Moreover, the probability of vehicle $v$ being in the next location, $x_v^{n+1}$ depends on its current location ($x_v^n$).
and its speed \((k_n^0)\). Finally, the probability of vehicle having certain average bit rate \((z_{0n}^{n+1})\) depends only on the current one \((z_{0n}^{n})\) and the action taken at that time slot.

**Remark** selecting an action is a non-trivial task for the problem explained above. Actually, since our objective is to maximize the minimum average bit rate achieved up to \(n\), it is not easy to decide which vehicles to serve at each time slot. For instance, a vehicle has just entered may have plenty of time to be served later while a vehicle near the end of the road segment may have no much time to receive service. In contrary, a vehicle located at the end is way far than those vehicles near the RIS. Hence, the latter can receive the channel gain. Eventually, the time step reward is worked out to configure the phase-shift matrix in order to maximize the immediate sum of bit rates of all vehicles selected to be served at time slot \(n\).

\[
\sum_{v=1}^{V} j_{v} f_{v}^{n}, \forall n. \tag{14}
\]

To do so, Algorithm 2 receives the action selected by DRL in Algorithm 1 \(J^{n}\). Once the decision is taken by the agent, the BCD is then called to optimize the phase-shift matrix in iterative way. In each iteration, a sequence of block optimization procedures are performed. In each one, all elements are fixed while one is optimized by checking all its possible values, \(2^b\). The one that maximizes the objective will be selected. After that, the next element will be selected to optimize and so forth. This operation is iterated until Eq (14) has converged. In practice, Algorithm 1 needs one iteration to surpass 95% threshold of its maximum performance. Hence, this algorithm is pretty robust in dealing with the phase-shift coefficients.

**Algorithm 2 BCD to Tune the RIS Phase-Shift Matrix**

1. **Inputs:** \(J^{n}\)
2. **Outputs:** \(\theta^{n}\)
3. while Eq \(14\) not converged do
   4. for \(m = 1, ..., M\) do
      5. Fix \(m', \forall m' \neq m, m' \in M\)
      6. Set \(\theta_{m}^{n} = \text{arg max} \Omega\)
   7. end for
   8. Obtain Eq \(14\)
9. end while

Concerning the complexity of Algorithm 2 it is \(O(IM2^b)\) where \(I\) stands for the number of iterations until Eq \(14\) converges. In details, there are three loops in this Algorithm: first is the number of iterations, second is the number of RIS elements, and third is the number of angles available to control each element. An experiment is conducted to study the BCD performance and the results are shown in Fig. 2. In this exper-

---

**Algorithm 1 Proposed DRL for Scheduling**

1. **Inputs:** \(N, v, \text{Learning Rate}, \gamma, \epsilon\)
2. **Outputs:** \(\text{RSU resource scheduling and } \theta^{n}\)
3. **Initial policy** \(\pi\) with random parameter \(\theta\) and threshold \(\epsilon\)
4. **Initial value function** \(V\) with random parameters \(\phi\)
5. for each episode \(k \in \{0, 1, 2, \ldots\}\) do
   6. for \(n : \{0, 1, 2, \ldots, N\}\) do
      7. Observe state \(f_{v}, k_{v}, x_{v}^{n}, z_{v}^{n}, \forall v \in V^{n}\)
      8. Select action \(a_{v}^{n}\) from \(\pi_{\theta_{old}}\)
      9. Assign channel to vehicle \(v\) if it is scheduled to be served.
      10. Configure RIS phase-shift matrix using Algorithm 2
      11. if Vehicle \(v\) is the first one to leave then
         12. Set \(r_{v}^{n} = z_{v}\)
      13. else if Vehicle \(v\) departed and \(z_{v} < f_{v}\) then
         14. Set \(r_{v}^{n} = f_{v} - z_{v}\)
      15. else
         16. \(r_{v}^{n} = 0\)
      17. end if
   18. end for
   19. Compute advantage estimate \(\hat{A}\) for all epochs.
   20. Optimize surrogate loss function using Adam optimizer.
   21. Update policy \(\pi_{\theta_{old}} \leftarrow \pi_{\theta}\)
ment, we vary the number of RIS elements from 25 to 100 elements. Moreover, we try different number of users (C) and control bits (b). Based on the outcomes, we can approximate the complexity of Algorithm 2 [2] to $O(M2^b)$. The complexity can further be approximated to $O(M2^b) = O(8M)$ based on the fact that a b of 3 is enough.

VI. CASE STUDY: RIS PLACEMENT AND VEHICLE POSITIONING

In the literature, RIS is often proposed to tune static wireless environments such as user equipment or IoT devices. However, implementing RIS in dynamic medium is far more challenging owing to the highly sensitivity of RIS phase-shift alignment. Therefore, we carry out two studies to address the practical RIS placement and the impacts of vehicle positioning accuracy in the context of RIS-assist vehicular communications.

A. RIS Placement

In this section, we discuss the issue of placing RIS at different places. We statistically study how placing the RIS at different locations can actually improve or worsen the overall performance. Then, we will see what is the optimal location to situate the RIS. We start off by a hypothesis stating that the optimal RIS placement is the closest one to the RSU. This hypothesis is based on initial observations that indicate the shorter the distance between the RIS and RSU, the best channel gain can be achieved. In order to prove our claim, we are going to derive it mathematically and then back it up with simulation experiments.

**Theorem 1** Given $x_1 < x_1', x_R < x_1, x_R < x_0, \forall v$, the inequality of $z_v(x_1) > z_v(x_1'), \forall x_1 < x_1'$ always holds.

**Proof:** Here, for simplicity, we take a RIS and try to place it at different points to serve a single vehicle as shown in Fig. 3. Hence, the RIS elements will always be tuned to maximize the channel gain for that vehicle. Fortunately, Eq (6) can be obtained in a closed form for a single user [3].

$$\theta_m^n = \frac{2\pi}{\lambda}(m-1)d\hat{\phi}_{I,v} + \frac{2\pi}{\lambda}(m-1)d\phi_{I,R}, \forall m \in M, n.$$  

(15)

3Note that, based on our experiments, we found that b = 2 is enough to achieve high performance in our context as demonstrated in Section VII.

Where the phase-shifts of RIS cancel out the ones of RIS-RSU and RIS-vehicle, Eq (6) can be rewritten as:

$$h_{I,R}^H h_{I,v}^n = \frac{\rho^2 M}{1 + K M} \sqrt{(d_{I,R}^n)^\alpha \sqrt{(d_{I,R})^\alpha}}.$$  

(16)

Since $\rho$, $M$, and $n$ are constant, the only factors that remain variable are $d_{I,v}^n$ and $d_{I,R}$ which denote the distances of RSU-RIS vehicle. We can also notice that Eq (16) is a decreasing function with respect to distances. Now, we need to prove that $z_v(x_1) > z_v(x_1'), \forall x_1 < x_1'$. To do so, let us assume a vehicle has $H_v = N$ (we assume there is a single vehicle on the road). To this end, $z_v(x_1) > z_v(x_1')$ is greater when the sum of bit rates received throughout $H_v$ is larger.

$$l_{I,v}^n(x_1) + l_{I,v}^n(x_1') + ... + l_{I,v}^n(x_1) > l_{I,v}^n(x_1') + l_{I,v}^n(x_1'), \forall x_1 < x_1'.$$  

(17)

Next, for clarity, let $Y = \frac{\rho^2}{\sqrt{1 + K M}}$ which is an invariant value. Hence, Eq (17) can be rewritten as:

$$\log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}) + \log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}) + ...$$

$$+ \log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}) > \log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}) +$$

$$+ \log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}) + ... + \log_2(1 + \frac{Y}{(d_{I,v}^n)^\alpha(d_{I,R})^\alpha}), \forall x_1 < x_1'.$$  

(18)

Now, only the distance would affect the sum of bit rates over $N$. To facilitate the expressions, let us further assume one dimensional environment. Hence, $d_{I,R} = |x_1 - x_R|$ and $d_{I,v} = |x_v - x_1|$. We can also assume $\alpha = 1$. Therefore, as absolute values are multiplicative:

$$d_{I,R} \times d_{I,v} = |x_1 x_v^a - x_1^2 - x_R x_v^a + x_R x_1|.$$  

(19)

In Fig 3 (a), note that Eq (19) has its lowest value when $x_1 = x_R$ or $x_1 = x_v^a$. The first term can always be achieved, during the entire time horizon ($\forall n \in N$) and for all vehicles, as long as $x_1$ and $x_R$ are fixed. However, the second one, $x_1 = x_v^a$, as vehicles driving, only holds true for one time slot $n$ and for a specific vehicle. Therefore, with $H_v > 1$, we can

![Fig. 3: RIS placement with corresponding channel gain, in the background, in 1D space.](image)
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In Theorem 1, we have shown that, for a single vehicle, the
ideal place for the RIS is to be as closer as it can to the RSU. However, in practice, there exists several constraints that force
the RIS to be distant from the RSU. For example, the LoS has
to be clear between the RIS and RSU and between the RIS
and the vehicles it serves. Otherwise, the wireless links would
be highly disturbed and the RIS will lose its functionality. In
line with our proof and discussion above, we carry out three experiments to see the achievable minimum average bit rate for
multi-user scenario. We set \( x_R = 0, x_l = [10, 20, 30, 40, 50] \). Vehicles are generated by SUMO. The outcomes are displayed in Fig. 4 (b). One can observe that with RIS closer to RSU, the performance was much higher. However, this performance started to degrade dramatically as the RIS moves away from the RSU.

**B. Vehicle Positioning Precision**

One of the challenging issues in vehicular communications is vehicle positioning in such highly dynamic environment. Hence, in the context of RIS-assist vehicle communication, inaccurate vehicles positioning might lead to severe consequences that negatively impact the channel gain. Thus, we attempt to understand whether it is possible to leverage the emerging technologies related to vehicle positioning such as 3D-LIDAR (Light Detection and Ranging), Global Positioning System, etc., for the benefits of accurately estimating real vehicle positions to enable RIS-aided vehicular communications.

First, based on the channel gain equations laid out in Eq (5), the impact of inaccurate vehicle positioning on the RIS-based system performance will be examined. Let \( \Delta \) be the error in vehicles positioning, then, the estimated position is \( x_l^\prime \). It is worth noting that in this context, the small error \( (\Delta) \) in vehicle positioning will not have significant impact on the cascaded channel (RSU-RIS-vehicle) path loss. Thus, we only study the phase-shift angle deviation (difference between accurate and estimated angles of arrival). Next, we highlight the components in Eq (6) that are affected by inaccurate vehicles positioning. The next equation describes the phase-shift multiplication of the two angles of arrival, \( \phi_{R,I} \) and \( \phi_{l,v}^\prime \), with the RIS elements at the real position.

\[
\theta_m^\prime + \frac{2\pi}{\lambda} (m-1)d \frac{x_l - x_l^0}{\sqrt{(x_l - x_l^0)^2 + Y}} - \frac{2\pi}{\lambda} (m-1)d\phi_{I,R}, \quad \forall m \in M, n \in N. \tag{21}
\]

Next, we formulate the same equation, yet, at the estimated position.

\[
\theta_m^\prime + \frac{2\pi}{\lambda} (m-1)d \frac{x_l - x_l^0 \pm \Delta}{\sqrt{(x_l - x_l^0 \pm \Delta)^2 + Y}} - \frac{2\pi}{\lambda} (m-1)d\phi_{I,R}, \forall m \in M, n \in N. \tag{22}
\]

After subtracting the two equations, real and estimated one (Eq (21) - Eq (22)), we end up with the following.

\[
\frac{2\pi}{\lambda} (m-1)d \frac{x_l - x_l^0 + \Delta}{\sqrt{(x_l - x_l^0 + \Delta)^2 + Y}} - \frac{2\pi}{\lambda} (m-1)d\phi_{I,R}, \forall m \in M, n \in N. \tag{23}
\]

Eq (23) clearly states that the cosine angle of arrival between RIS and vehicles is affected by the error in vehicle positioning. It is also noted that this impact occurs for all the RIS elements. How much this deviation from the real position affects the performance is what we answer next.

In order to show the impact of that error \( \Delta \), an experiment is conducted to realise how the bit rate is changed while varying the value of \( \Delta \) with various vehicle positions (the distance from the vehicle to the RIS). The results are displayed in Fig. 5 and indicate that the RIS can keep up to 90% of its performance with error \( \Delta \) ranging from 20 to 100 centimeters depending on the vehicle position. It is observed that distant vehicles from the RIS are less impacted by \( \Delta \) as \( \phi_{l,v}^\prime \) is less influenced by \( \Delta \) when the distance between the vehicle and RIS is larger. One can also see in this figure that as \( \Delta \) grows up, the bit rate decreases. Yet, the RIS elements
can be tuned with plausible $\Delta$ values to maintain most of the original performance expected from RIS deployment. According to [33], vehicular carrier-phase differential Global Navigation Satellite System (GNSS) positioning can estimate vehicle positions with accuracy of less than 17 centimeters accompanied by a success rate reaches up to 95%. As shown in Fig. 3, the minimum average bit rate, is remarkably increasing as the performance of GNSS precision. Note that, for simplicity, in this work, $x_v^n$ is assumed to be accurately estimated.

### VII. Simulation and Evaluation

#### A. Simulation Setup

As mentioned earlier, we use SUMO to mimic vehicular environment. Two flows of vehicles are generated; one with normal speed (max speed 50Kph) and the other with slow speed (max speed 30Kph). For the Deep Reinforcement Learning, 3 linear layers are used with tanh as activation function for the middle layers and softmax for the output layer. Internal layers contain 64 units each and Adam optimizer is incorporated to minimize the loss function. Learning rate is set to 0.002, $\gamma$ to 0.08, and clip to 0.02. The results were averaged over 500 tests. The remaining parameters used in our study are listed in Table II (unless otherwise indicated).

| Parameter          | Value          |
|-------------------|----------------|
| Road segment length | 100 m          |
| Arrival rate      | 0.2 Veh/sec    |
| $\sigma^2$        | -110 dBm       |
| $K$               | 10 dB          |
| $\alpha$          | 4              |
| $\rho$            | 3              |
| $b$               | 10 dBm         |
| $x_1, y_1, z_1$   | 10, 20, 10     |
| $x_R, y_R, z_R$   | 0, 40, 10      |
| $y_v, z_v$        | 20, 1          |

#### B. Numerical Results

First, we attempt to see the behaviour of the DRL agent. As illustrated in Fig. 5, the cumulative reward, here represents minimum average bit rate, is remarkably increasing as the agent is exposed to more epochs/iterations. One can note that after around 7000 iterations, the system starts to converge.

In order to validate the performance of the proposed algorithm, it is compared with three other benchmarks as follows:

- **Greedy Scheduling with BCD (GS-BCD):** In this scheme, the vehicle schedule sub-problem is solved with greedy algorithm; meanwhile the passive beamforming sub-problem is obtained using the proposed BCD scheme. The greedy algorithm can be explained as follows. At each time slot $n \in N$, a greedy algorithm ranks the set of vehicles $V^n$ based on their cumulative bit rate achieved up to $n$ ($z_v^n$). Then, those with the lowest average bit rates will be scheduled to be served in the following time slot.

- **Random Scheduling with BCD (RS-BCD):** In this scheme, each time slot, the vehicles are randomly scheduled. While the proposed BCD is used for obtaining the passive beamforming at the RIS.

- **DRL with Random Phase-Shift Matrix (DRL-RPS):** The proposed DRL algorithm is used to schedule RSU resources without any optimization over phase-shift for the RIS elements (Random values for the RIS elements’ phase-shift).

It is worthwhile to compare with these baseline methods as they will show us how the performance would be if one of the two sub-problems are solved via an alternative widely-used method such as greedy or random while the second one is solved with the same method we propose.

The effect of RIS number of elements $M$ is first studied. As demonstrated in Fig. 7, with small number of elements, the achievable minimum average bit rate is very limited. However, as more elements are incorporated, the gain starts to grow up gradually, especially for our proposed solution approach. Another insight one can notice is the gap between the proposed solution with other methods over different $M$ values. It is very apparent that this gap widens proportionally as $M$ increases. With $M = 150$, the difference between the proposed one and the greedy algorithm is about 17%. Meanwhile, GS-BCD seems to have also a good performance compared to the other two methods. The reason behind that is GS-BCD attempts to reduce the minimum average bit rates for those vehicles with low bit rate levels. In addition, as GS-BCD leverages BCD, it also benefits from the good RIS configuration. RS-BCD, on the other hand, comes in the third place with clear gap from GS-BCD as it does not take into account low bit rate vehicles. At the end, DRL-RPS attains very poor performance that indicates that without a proper RIS configuration, the performance would be very poor even if the wireless scheduling is done carefully.

In our next experiment, we vary the value of $b$ for practical RIS. When $b$ is high, more phases are available for the configuration which is better for optimal RIS tuning. As it can be seen in Fig. 8, larger $b$ means better performance. Yet, one can also notice that $b$ of 2 or 3 can almost obtain the highest gain. These behaviours have also been highlighted in other works related to non-dynamic environment [5]. In the same figure, we can see that the proposed solution always achieves the highest performance regardless of $b$. Indeed, the difference can reach up to 19% from GS-BCD. In the meantime, RS-BCD could only achieve minimal gain with larger $b$ and still below 0.6 of minimum average bit rate in all scenarios. In contrast to the other methods, DRL-RPS was unable to add any gain with larger $b$. That is due to the fact that this method does not consider RIS element tuning in the first place. Hence, higher $b$ values may also mean higher probability of falling to align with the vehicles as the options of angles for the RIS elements become larger.

Next, the impacts of road density on the network is studied. Here, we vary the arrival rates of vehicles which results in more or less vehicles available simultaneously within the road.
Fig. 5: Inaccurate vehicle positioning effects on the bit rate at different positions ((a) $x_v = 20$ (b) $x_v = 30$ (c) $x_v = 40$ (d) $x_v = 50$).

Fig. 6: Convergence over time.

Fig. 7: RIS number of elements $M$ effects on network performance.

Fig. 8: Discrete quantization levels effects.

segment. Intuitively, with small arrival rate, the RSU and RIS can better serve the vehicles. As seen in Fig. 9, minimum average bit rate is slightly above 1.4 bps/Hz. However, as the road segment becomes more dense, the value degrades to approach approximately 1 bps/Hz. For the other methods, we can observe similar behaviours expect for GS-BCD where its gain seems to saturate at very low arrival rates. That is because GS-BCD does not consider the distance between the RIS and vehicles. It always assigns the resources for those with less $z_{in}$ regardless of their location or speed. Therefore, the wireless resources might be wasted on far vehicles instead of making benefit by serving nearest ones. Also, selecting two or more vehicles with relatively large gap between them reduces the efficiency of the RIS to serve both of them since the RIS needs to maximize the sum of immediate bit rates which is undesirable in such scenario. This especially appears when less numbers of vehicles exist on the road and the RSU oftentimes schedules for distant vehicles. In contrast, RS-BCD attains steep increase in minimum average bit rates with low road density since there will be less vehicles and the probability of vehicles being served is much higher. This impact is much less significance with DRL-RPS due to the miss alignment in phase-shifts with the vehicles.

Finally, one of the insightful indices to use in similar problem of max-min is Jain’s fairness index [34]. The formula for this index is:

$$\left(\frac{\sum_{v=1}^{V} z_v}{V}\right)^2$$

Then, we conduct an experiment to see the levels of jain’s

4Note that, the immediate average bit rate, denoted by $z_{in}$, does not necessarily reflect the ultimate average bit rate of vehicle $v$. It only represents what was the average bit rate up to $n$ which depends on the time elapsed since vehicle $v$ arrival. Intuitively, this value decreases over time as the elapsed time increases, and this issue is not taken into consideration by GS-BCD.
fairness attained by the four algorithms. We can notice in Fig. 10 that our proposed solution achieved the highest level of fairness in comparison to the other methods. But, one can also see that the four methods, in fact, obtain high levels in general. For GS-BCD, it actually attempts to reduce the discrepancies in minimum average bit rates among all vehicles, hence, it enhances the fairness. RS-BCD, on the other hand, schedules the resources at random with uniform distribution which also improves the fairness. Finally, DRL-RPS leverages our DRL agent which indeed tries to maximize the original maxmin problem. That is, all the methods are able to maintain nice levels of fairness among the vehicles. Despite this fact, it is still true that only our proposed solution approach can achieve the highest fairness levels while notably maximizing the minimum average bit rates through considering the coupling effects of the two sup-problems.

VIII. Conclusion

We have investigated the area of RIS integration with vehicular communications. That is, the core of this work evolved around a system model that employs RIS to provide favourable wireless experiences for vehicles travelling in a dark zone. The RIS has demonstrated high competence in establishing indirect links between the RSU and vehicles. Throughout this study, we have also seen that DRL is an appealing solution to cope with the highly dynamic nature of such environment and it can adapt to various road conditions and RIS options. In addition, BCD was also leveraged to provide efficient yet robust solutions to the RIS phase-shift matrix. In the numerical results, the performance of our solution method has been analyzed thoroughly by comparing it with other benchmarks. Aside from that, we have also carried out a study on RIS placement to attain optimized wireless communication with the RSU and non-static receivers.

In terms of future work, we will extend this work considering wireless resource allocation where the spectrum can be allocated to each vehicle based on its individual needs. As a result, the RIS phase-shift configuration method can also be updated to consider various link qualities for each specific vehicle depending on the allocated wireless resources.
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