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Abstract—Recently, deep convolution neural networks (CNNs) steered face super-resolution methods have achieved great progress in restoring degraded facial details by joint training with facial priors. However, these methods have some obvious limitations. On the one hand, multi-task joint learning requires additional marking on the dataset, and the introduced prior network will significantly increase the computational cost of the model. On the other hand, the limited receptive field of CNN will reduce the fidelity and naturalness of the reconstructed facial images, resulting in suboptimal reconstructed images. In this work, we propose an efficient CNN-Transformer Cooperation Network (CTCNet) for face super-resolution tasks, which uses the multi-scale connected encoder-decoder architecture as the backbone. Specifically, we first devise a novel Local-Global Feature Cooperation Module (LGCM), which is composed of a Facial Structure Attention Unit (FSAU) and a Transformer block, to promote the consistency of local facial detail and global facial structure restoration simultaneously. Then, we design an efficient Feature Refinement Module (FRM) to enhance the encoded features. Finally, to further improve the restoration of fine facial details, we present a Multi-scale Feature Fusion Unit (MFFU) to adaptively fuse the features from different stages in the encoder procedure. Extensive evaluations on various datasets have assessed that the proposed CTCNet can outperform other state-of-the-art methods significantly. Source code will be available at https://github.com/IVIPLab/CTCNet.

Index Terms—Face super-resolution, CNN-Transformer cooperation, generative adversarial networks (GANs).

I. INTRODUCTION

FACE super-resolution (FSR), a.k.a. face hallucination, refers to a technology for obtaining high-resolution (HR) face images from input low-resolution (LR) face images. In practical application scenarios, due to the inherent differences in the hardware configuration, placement position, and shooting angle of the image capture device, the quality of the face images obtained by shooting is inevitably poor. Lower-quality images seriously affect downstream tasks such as face analysis and face recognition. Unlike general image super-resolution, the core goal of FSR is to reconstruct as much as possible the facial structure information (i.e., shapes of face components and face outline) that is missing in the degraded observation. Although these structures only occupy a small part of the face, they are the key to distinguishing different faces. Compared with other areas in a face image, the facial feature and contours of a person are usually more difficult to restore since they often span a large area and require more global information.

Most of the previous FSR algorithms [1], [2], [3] mainly adopted the strategy of successive multi-task training. These methods used facial landmark heatmaps or parsing maps to participate in the formal training to constrain the performance of the FSR reconstruction network. However, they also need extra labeled data to achieve the goal. Besides, in the previous FSR methods [4], [5], the encoding and decoding parts are connected in series. This kind of connection cannot fully utilize the low-level features, and the low-level features also cannot thoroughly guide the learning of the high-level features, resulting in unsatisfied performance in the FSR task. In addition, many FSR networks [6], [7], [8], [9], [10] have been built using Convolution Neural Networks (CNNs) due to the powerful local modeling capabilities of CNN to predict fine-grained facial details. However, the human face usually has a fixed geometric feature structure [11], [12], [13]. Therefore, if only focusing on extracting the local information while ignoring the relationship between them (global information), it will inevitably affect the restoration of the global facial structure, leading to blurry effects in the generated faces.
As we all know, local methods (such as CNN-based methods) mainly focus on the local facial details, while global methods (such as Transformer-based methods) usually capture the global facial structures. How to collaboratively make full use of the local and global features, and how to efficiently aggregate the multi-scale abundant features is important. To achieve this, in this work, we propose an efficient CNN-Transformer Cooperation Network (CTCNet) for FSR. Like most previous FSR models, our CTCNet also uses an encoder-decoder structure. Specifically, in the encoder and decoder branches, the specially designed Local-Global Feature Cooperation Module (LGCM) is used for feature extraction. LGCM comprises a Facial Structure Attention Unit (FSAU) and a Transformer block. Among them, FSAU is specially designed to extract key face components information, and Transformer blocks are introduced to explore long-distance visual relation modeling. The combination of FASU and Transformer block can simultaneously capture local facial texture details and global facial structures. Meanwhile, instead of using successive connections, we design a Multi-scale Feature Fusion Unit (MFFU) to fuse the features from different stages of the network flexibly. In addition, we use the Feature Refinement Modules (FRMs) between the encoder and decoder branches to further enhance the extracted features, thus improving the performance of CTCNet. In summary, the main contributions of this work are as follows.

- We devise an efficient Feature Enhancement Unit (FEU) to reduce the feature redundancy of the network. Based on FEU, We further propose the Feature Refinement Module (FRM) to strengthen the different face structure information and enhance the extracted features.
- We propose an efficient Local-Global Feature Cooperation Module (LGCM), which is composed of the carefully devised Facial Structure Attention Unit (FSAU) and a Transformer block, which can simultaneously capture local facial texture details and global facial structures for high-quality face super-resolution image reconstruction.
- We propose an elaborately designed Multi-scale Feature Fusion Unit (MFFU) to fuse the dense features from different scales and depths of the network. This operation ensures that our model can obtain rich features to better reconstruct high-quality images.
- We devise a novel CNN-Transformer Cooperation Network (CTCNet) for face super-resolution based on LGCM and MFFU, which gains state-of-the-art performance in terms of various kinds of metrics.

II. RELATED WORK

A. Face Super-Resolution

Due to the powerful feature representation capabilities of deep convolution neural networks (CNNs), significant progress has been made in nature image super-resolution [14], [15], [16]. Li et al. [17] designed the novel multi-scale residual network to fully interact and exploit the image features from different scales to enhance information. Guo et al. [18] presented a closed-loop dual regression network (DRN), which introduced an additional constraint to limit the mapping space between high- and low-resolution images. Zhang et al. [19] presented a global and local adjustment network to enhance the network capacity. Gao et al. [20] designed a feature distillation interaction weighting network by making full use of the intermediate layer features.

CNN-based super-resolution methods have also greatly promoted the progress of face super-resolution (FSR). For example, Zhang et al. [6] proposed a super-identity CNN, which introduced super-identity loss to assist the network in generating super-resolution face images with more accurate identity information. Lu et al. [21] devised a split-attention in split-attention network based on their designed external-internal split attention group for clear facial image reconstruction. In addition, some scholars have considered the particularity of the FSR task and proposed some FSR models guided by facial priors (e.g., face parsing maps and landmarks). Chen et al. [4] proposed the first end-to-end face super-resolution convolution network, which utilized facial parsing maps and landmark heatmaps to guide the super-resolution process. Kim et al. [7] also used face key point maps and face heatmaps to construct facial attention loss and used them to train a progressive generator. To tackle face images that exhibit large pose variations, Hu et al. [2] introduced the 3D facial priors to better capture the sharp facial structures. Ma et al. [1] designed an iterative collaboration method that focuses on facial recovery and landmark estimation respectively. Li et al. [22] incorporated face attributes and face boundaries in a successive manner together with self-attentive structure enhancement to super-resolved tiny LR face images. Although these models have achieved promising results, they require additional marking on the dataset, and the accuracy of priors will greatly affect the accuracy of the reconstruction results.

B. Attention Mechanism

In the past few decades, the attention mechanism has made prominent breakthroughs in various visual image understanding tasks, such as image classification [23], [24], image restoration [8], [25], [26], [27], etc. The attention mechanism can give more attention to key features, which benefits feature learning and model training. Zhang et al. [25] proved that by considering the interdependence between channels and adjusting the channel attention mechanism, high-quality images could be reconstructed. Chen et al. [8] presented a facial spatial attention mechanism, which uses the hourglass structure to form an attention mechanism. Therefore, the convolutional layers can adaptively extract local features related to critical facial structures.

Recently, Transformer [28], [29] are also widely used in computer vision tasks, such as image recognition [30], [31], object detection [32], [33], and image restoration [34], [35], [36], [37], [38]. The key idea of the Transformer is the self-attention mechanism that can capture the long-range correlation between words/pixels. Although pure Transformers have great advantages in distilling the global representation of images, only depending on image-level self-attention will
Fig. 1. The complete structure of the proposed CNN-Transformer Cooperation Network (CTCNet). CTCNet is a U-shaped symmetrical hierarchical network with three stages: encoding stage, bottleneck stage, and decoding stage. Among them, the encoding stage is designed to extract local and global features with different scales, and the decoding stage is designed for feature fusion and image reconstruction.

To better demonstrate the model, we define $I_{LR}$, $I_{SR}$, and $I_{HR}$ as the LR input image, the recovered SR image, and the ground-truth HR image, respectively.

1) Encoding Stage: As we mentioned above, the encoding stage is designed for feature extraction. Therefore, giving a degraded image $I_{LR}$ as the input, we first apply a $3 \times 3$ convolution layer to extract the shallow features. After that, the extracted features are passed through 3 encoding stages. Each encoding stage includes one specially designed Local-Global Feature Cooperation Module (LGCM) and one downsampling block. Among them, LGCM consists of a Facial Structure Attention Unit (FSAU) and a Transformer block. The downsampling block consists of a $3 \times 3$ convolutional layer with stride 2, a LeakyReLU activation function, and a $3 \times 3$ convolution with stride 1, in which the first convolution uses stride 2 to extract feature information and reduce the size simultaneously. Therefore, after each encoding stage, the size of the output feature maps will be halved, while the number of output channels will be doubled. For instance, given the input feature maps $I_{LR} \in \mathbb{R}^{C \times H \times W}$, the $i$-th stage of the encoder produces the feature maps $I_{en}^i \in \mathbb{R}^{2^iC \times \frac{H}{2^i} \times \frac{W}{2^i}}$. 

still cause the loss of local fine-grained details. Therefore, how effectively combining the global information and local features of the image is important for high-quality image reconstruction, which is also the goal of this work.

III. CNN-TRANSFORMER COOPERATION NETWORK

In this section, we first depict the overall architecture of the proposed CNN-Transformer Cooperation Network (CTCNet). Then, we introduce each module in the network in detail. Finally, we introduce related loss functions for supervised CTCGAN training.

A. Overview of CTCNet

As shown in Fig. 1, the proposed CTCNet is a U-shaped symmetrical hierarchical network with three stages: encoding stage, bottleneck stage, and decoding stage. Among them, the encoding stage is designed to extract local and global features with different scales, and the decoding stage is designed for feature fusion and image reconstruction. Meanwhile, multi-scale connections are used between the encoding stage and the decoding stage to achieve sufficient feature aggregation.
2) **Bottleneck Stage:** There exists a bottleneck stage among the encoding and decoding stages. At this stage, all encoded features will be converged here. In order to make these features better utilized in the decode stage, we introduce Feature Refinement Module (FRM) to further refine and enhance the encoded features. With the help of FRMs, our model can focus on more facial structures and continuously strengthen different face structure information.

3) **Decoding Stage:** In the decoding stage, we focus on feature utilization and aim to reconstruct high-quality face images. To achieve this, we introduced a novel module, called Multi-scale Feature Fusion Unit (MFFU). Specifically, the decoder takes the latent features of the LR image as inputs and progressively fuses them through MFFUs to reconstruct the SR representations. As shown in Fig. 1, each decoder consists of an upsampling block, an MFFU, and an LGCM. Among them, the upsampling block consists of a $6 \times 6$ transposed convolutional layer with stride 2, a LeakyReLU activation function, and a $3 \times 3$ convolutional layer. The 1$\times$1 convolutional layer is used to fully reconstruct high-quality face images. At the end of the decoding stage, we use a $3 \times 3$ convolutional layer to convert the learned features into the final SR images. To achieve this, we introduced a novel module, called Multi-scale Feature Fusion Unit (MFFU). Specifically, in MFFU, it will simultaneously fuses features with different scales extracted in the encoding stage. Therefore, all local and global features with different scales can be fully used to reconstruct high-quality face images. At the end of the decoding stage, we use a $3 \times 3$ convolutional layer to convert the learned features into the final SR features $I_{Out}$. 

Finally, the high-quality SR face image is obtained by $I_{SR} = I_{LR} + I_{Out}$. Given a training dataset $\{I^i_{LR}, I^i_{HR}\}_{i=1}^N$, we optimize our CTCNet by minimizing the following pixel-level loss function:

$$\mathcal{L}(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \left\| F_{CTCNet}(I^i_{LR}, \Theta) - I^i_{HR} \right\|_1,$$

where $N$ denotes the number of training images, $I^i_{LR}$ and $I^i_{HR}$ are the LR image and the ground-truth HR image of the $i$-th image, respectively. Meanwhile, $F_{CTCNet}(\cdot)$ and $\Theta$ denote the CTCNet and its network parameters, respectively.

### B. Local-Global Feature Cooperation Module (LGCM)

As one of the most important modules in CTCNet, LGCM is designed for local and global feature extraction. As shown in Fig. 1, LGCM consists of a Facial Structure Attention Unit (FSAU) and a Transformer Block, which are used for local and global feature extraction, respectively.

1) **Facial Structure Attention Unit (FSAU):** In FSR, the main challenge is how to extract the key facial features (such as eyes, eyebrows, and mouth), and make the network pay more attention to these features. To achieve this, we propose the Facial Structure Attention Unit (FSAU) to make our model extract as much as possible useful information for better detail restoration. As shown in Fig. 2, FSAU mainly consists of one Attention Unit and two Adaptive Feature Distillation Units (AFDUs). In the Attention Unit, we use channel attention nested in spatial attention to better extract spatial features and promote channel information interaction. This is because combining the two attention mechanisms can promote the representation power of the extracted features. Specifically, we first adopt the hourglass structure to capture facial landmark features at multiple scales since the hourglass structure has been successfully used in human pose estimation and FSR tasks [39], [40]. After that, in order to make the module focus on the features of the critical facial components, we introduce the channel attention (CA) mechanism [25] to pay more attention to the channels containing landmark features. Then, we use an additional $3 \times 3$ convolutional layer and Sigmoid function to generate the spatial attention maps of the key components of the face. Finally, to alleviate the problem of vanishing gradients, we also add the residual connection between the input of the hourglass and the output of CA.

In addition, we also introduce Adaptive Feature Distillation Units (AFDUs) at the beginning and end of the attention unit for local feature extraction. As shown in Fig. 2 (b), to save memory and the number of parameters, we first use the Reduction operation to halve the number of the feature maps and then restore it by the Expansion operation. Among them, Reduction and Expansion operations are both composed of a $3 \times 3$ convolutional layer. Meanwhile, we apply the concatenation operation to aggregate the input of Reduction and the output of Expansion along the channel dimension, followed by a $1 \times 1$ convolutional layer and a $3 \times 3$ convolutional layer. The $1 \times 1$ convolution is used to fully utilize the hierarchical features, while the $3 \times 3$ convolution is dedicated to reducing the number of feature maps. After that, a CA module is employed to highlight the channels with higher activated values, and a $3 \times 3$ convolutional layer is used to refine the extracted features. Finally, the residual learning mechanism [41] is also introduced to learn the residual information from the input and stabilize the training.

2) **Transformer Block:** As we mentioned above, FSAU is mainly designed for local feature extraction. However, this is far from enough to restore high-quality face images since the global facial structure (such as face contour) will be ignored due to the limited receptive field of CNN. To solve this problem, we introduce a Transformer Block to collaboratively learn the long-term dependence of images. Motivated by [38], in the multi-head self-attention part, we use the Multi-Dconv Head Transposed Attention (MDTA) to alleviate the time and memory complexity issues. Specifically, to make up for the limitations of the Transformer in capturing local dependencies, deep-wise convolution is introduced to enhance the local features to generate the global attention map. As depicted in Fig. 3 (c), different from the original Transformer block directly achieved query($Q$), key($K$), and value($V$) by a linear layer, a $1 \times 1$ convolutional layer is used to aggregate pixel-level cross-channel context and a $3 \times 3$ depth convolutional layer is utilized to encode channel-level spatial context and generate $Q, K, V \in \mathbb{R}^{C \times H \times W}$. Given the input feature $X \in \mathbb{R}^{C \times H \times W}$ and the layer normalized tensor
Fig. 2. The architecture of the proposed Facial Structure Attention Unit (FSAU). Among them, GPA is the global average pooling operation.

\[ X' \in \mathbb{R}^{C \times H \times W} , \]

where \( H^{1 \times 1 \text{pconv}}(\cdot) \) is the 1 \( \times \) 1 point-wise convolutional layer and \( H^{3 \times 3 \text{dconv}}(\cdot) \) is the 3 \( \times \) 3 depth-wise convolutional layer.

By calculating the correlation between \( Q \) and \( K \), we can obtain global attention weights from different locations, thereby capturing the global information. Next, we reshape \( Q \), \( K \), and \( V \) into \( \hat{Q} \in \mathbb{R}^{C \times H \times W} \), \( \hat{K} \in \mathbb{R}^{H \times W \times C} \), and \( \hat{V} \in \mathbb{R}^{C \times H \times W} \), respectively. Thus the dot-product interaction of \( \hat{Q} \) and \( \hat{K} \) will generate a transposed-attention map with size \( \mathbb{R}^{C \times C} \) rather than the huge size of \( \mathbb{R}^{H \times W \times H \times W} \). After that, the global attention weights are subsequently multiplied with \( V \) to get the weighted integrated features \( X_w \in \mathbb{R}^{C \times H \times W} \). This can help the module to capture valuable local context. Finally, we reshape \( X_w \) into \( \hat{X}_w \in \mathbb{R}^{C \times H \times W} \) and use a 1 \( \times \) 1 convolutional layer to realize feature communication. The above procedure can be formulated as follows:

\[ X_{\text{weighted}} = \text{Softmax}(\hat{Q} \cdot \hat{K} / \sqrt{d}) \cdot \hat{V}, \]

where \( Y_M \) denotes the output of MDTA, \( R(\cdot) \) stands for the reshaping operation. Here, \( \sqrt{d} \) is a temperature parameter to control the magnitude of the dot product of \( \hat{K} \) and \( \hat{Q} \) before applying the Softmax function.

At the same time, we also introduce depth-wise convolutions into Gated-Dconv Feed-Forward Network (GDFN) to encode information from spatially neighboring pixel positions, responsible for learning local image structures for effective restoration. Given the input \( x \), we have

\[ Y_G = H^{1 \times 1 \text{pconv}}(x \cdot \sigma(x')), \]

where \( \sigma \) denotes the GELU non-linearity operation \[42\] and \( Y_G \) denotes the output of GDFN.

With the help of FSAU and Transformer Block, LGCM is able to capture both local features and global relationships of faces, which is beneficial for high-quality image reconstruction.

C. Feature Refinement Module (FRM)

In the bottleneck stage, we introduce the well-designed Feature Refinement Modules (FRMs) to continuously refine and enhance the important encoded features of the face. As shown in Fig. 1, each FRM encompasses an FSAU and a Feature Enhancement Unit (FEU). To reduce the computational burden and feature redundancy of the network, we use a double-branch structure in FEU. As shown in Fig. 4, the first branch mainly uses AFDUs to extract the...
information in the original scale, while the second branch extracts features from the down-sampled feature maps, which are then up-sampled to fuse with the outputs of the first branch. In comparison with the general residual learning, we also add a feature self-calibration path to the residual connection to fully mine the hierarchical features and stabilize the training simultaneously. The above operations can be expressed as:

\[
F'_\text{in} = f_a(\text{F}_{\text{in}}), F'_{\text{low}} = f_a(\downarrow \text{F}_{\text{in}}), F''_{\text{low}} = f_a(F'_{\text{low}}),
\]

\[
F''_{\text{in}} = H^1_{\text{conv}}(H_{\text{cat}}(f_a(F''_{\text{in}}), \uparrow f_a(F'_{\text{low}}))),
\]

\[
F_{\text{out}} = f_a(F''_{\text{in}}) + F_{\text{in}} \cdot \sigma(H^1_{\text{conv}}(F_{\text{in}})),
\]

where \(f_a(\cdot)\) denotes the operation of AFDU, \(H_{\text{cat}}(\cdot)\) indicates the feature concatenating operation along the channel dimension, \(H^1_{\text{conv}}(\cdot)\) stands for the \(1 \times 1\) convolutional layer, and \(\sigma\) denotes the Sigmoid function.

**D. Multi-Scale Feature Fusion Unit (MFFU)**

In order to make full use of the multi-scale features extracted in the encoding stage, we introduce the multi-scale feature fusion scheme in the decoding stage to enable the network to have better feature propagation and representation capabilities. Specifically, our main goal is to explore and exploit the features from the encoding stage during the decoding process. However, the sizes of these features are different, and how to integrate these features more effectively is critically important. Take the size of the input image as \(128 \times 128\) as an example, the size of the feature maps we obtained in the encoding stages is \(128 \times 128, 64 \times 64,\) and \(32 \times 32,\) respectively. However, the size of the feature maps in the decoding stage is \(32 \times 32, 64 \times 64,\) and \(128 \times 128,\) successively. To solve this problem, we design a Multi-scale Feature Fusion Unit (MFFU). The details of MFFU are given in Fig 5. According to the figure, we can observe that we first use upsampling and downsampling operations to scale the image feature maps with inconsistent sizes. After unifying the size of all feature maps, we concatenate the four types of feature maps along the channel dimension. Then, we use a \(1 \times 1\) convolutional layer to generate the preliminary fusion result. Finally, we assign a channel direction attention weight to each channel through the CA mechanism.

Based on the size of the feature maps, the fusion scheme can be divided into three situations. The schematic diagram of how MFFU aggregates features from different scales is shown in Fig 5. For the sake of simplicity, we only give the formulation of Fig 5 (b). The formulation of Fig 5 (b) can be defined as:

\[
E_{128,64} = H^k_{\text{conv}}(E_{128}),
\]

\[
E_{32,64} = H^k_{\text{deconv}}(E_{32}),
\]

\[
D_{\text{e}64} = H^k_{\text{conv}}(H_{\text{cat}}(E_{128}, E_{32,64}, E_{64,64}, D_{64})),
\]

\[
D_{\text{e}64} = CA(D_{\text{e}64}),
\]

where \(E_k(k = 32, 64, 128)\) represents the feature maps from the previous three encoding stages with the size of \(k \times k\), and \(D_{64}\) represents the original feature maps of the current decoder with the size of \(64 \times 64\). \(E_{m,n}\) indicates that the size of the feature maps has changed from \(m \times m\) to \(n \times n\). \(H^k_{\text{conv}}(\cdot)\) denotes the \(3 \times 3\) convolution operation with the stride to be 2, while \(H^k_{\text{deconv}}(\cdot)\) denotes the \(6 \times 6\) transposed convolution operation with stride and padding to be 2. \(H_{\text{cat}}(\cdot)\) denotes the concatenating operation along the channel dimension. \(D_{\text{e}64}\) represents the preliminary fusion result and \(D_{\text{e}64}\) means the final fusion result.

**E. Model Extension**

As we know, Generative Adversarial Network (GAN) has been proven to be effective in recovering photo-realistic images [43], [44]. Therefore, we also extended our model with GAN and propose an extended model in this work, named CNN-Transformer Cooperation Generative Adversarial Network (CTCGAN). In CTCGAN, we use our CTCNet as the generative model and utilize the discriminative model in the conditional manner [45]. The new loss functions adopted in training the CTCGAN consist of three parts:

1) **Pixel Loss:** The same as CTCNet, we use pixel-level loss to constrain the low-level information between the SR image and the HR image. It can be defined as:

\[
\mathcal{L}_{\text{pix}} = \frac{1}{N} \sum_{i=1}^{N} \left\| G(I_{LR}^i) - I_{HR}^i \right\|_1,
\]

where \(G(\cdot)\) indicates the CTCGAN generator.

2) **Perceptual Loss:** The perceptual loss is mainly used to promote the perceptual quality of the reconstructed SR images. Specifically, we use a pre-trained face recognition VGG19 [46] to extract the facial features. Therefore, we can calculate the feature-level similarity of the two images. The perceptual loss is defined as:

\[
\mathcal{L}_{\text{pix}} = \frac{1}{N} \sum_{i=1}^{N} \left\| G(I_{LR}^i) - I_{HR}^i \right\|_1,
\]

where \(G(\cdot)\) indicates the CTCGAN generator.
can be defined as
\[
\mathcal{L}_{pcp} = \frac{1}{N} \sum_{i=1}^{N} \sum_{l=1}^{L_{VG}} \frac{1}{M_{l}} \left\| f_{l}^{VGG} \left( t_{SR}^{l} \right) - f_{l}^{VGG} \left( t_{HR}^{l} \right) \right\|_{1},
\]
where \( f_{l}^{VGG}(\cdot) \) is the \( l \)-th layer in \( VGG \), \( L_{VG} \) denotes the total number of layers in \( VGG \), and \( M_{l} \) indicates the number of elements in \( f_{l}^{VGG} \).

3) Adversarial Loss: The principle of GAN is that generator \( G \) strives to create fake images, while discriminator \( D \) tries to distinguish fake pictures. In other words, the discriminator \( D \) aims to distinguish the super-resolved SR image and the HR image by minimizing
\[
\mathcal{L}_{dis} = -\mathbb{E} \left[ \log \left( D \left( I_{HR} \right) \right) \right] - \mathbb{E} \left[ \log \left( 1 - D \left( G \left( I_{LR} \right) \right) \right) \right].
\]

In addition, the generator tries to minimize
\[
\mathcal{L}_{adv} = -\mathbb{E} \left[ \log \left( D \left( G \left( I_{LR} \right) \right) \right) \right].
\]
Therefore, \( CTCGAN \) is optimized by minimizing the following overall objective function:
\[
\mathcal{L} = \lambda_{pix} \mathcal{L}_{pix} + \lambda_{pcp} \mathcal{L}_{pcp} + \lambda_{adv} \mathcal{L}_{adv},
\]
where \( \lambda_{pix} \), \( \lambda_{pcp} \), and \( \lambda_{adv} \) indicate the trade-off parameters for the pixel loss, the perceptual loss, and the adversarial loss, respectively.

### IV. Experiments

#### A. Datasets

In our experiments, we use CelebA [47] dataset for training and evaluate the model validity on Helen [48] and SCface [49] datasets. The height and width of the face pictures in CelebA are inconsistent. Therefore, we crop the image according to the center point, and the size is adjusted to 128 × 128 pixels, which is used as the HR image. Then we down-sample these HR images into 16 × 16 pixels with the bicubic operation and treat them as the LR inputs. We use 18,000 samples of the CelebA dataset for training, 200 samples for validating, and 1,000 samples for testing. Furthermore, we also directly test our model on Helen and SCface datasets using the model trained on CelebA.

#### B. Implementation Details

We implement our model using the PyTorch framework. Meanwhile, we optimize our model by Adam and set \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \). The initial learning rate is set to \( 2 \times 10^{-4} \). For CTCGAN, we empirically set \( \lambda_{pix} = 1 \), \( \lambda_{pcp} = 0.01 \), and \( \lambda_{adv} = 0.01 \). We also use Adam to optimize both \( G \) and \( D \) with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \). The learning rates of \( G \) and \( D \) are set to \( 1 \times 10^{-4} \) and \( 4 \times 10^{-4} \), respectively.

To assess the quality of the SR results, we employ four objective image quality assessment metrics: Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM) [50], Learned Perceptual Image Patch Similarity (LPIPS) [51], and Visual Information Fidelity (VIF) [52].

#### C. Ablation Studies

In this part, we provide a series of ablation studies to verify the effectiveness of the model. Meanwhile, all ablation studies are conducted on the CelebA test sets for \( \times 8 \) SR.

1) Effectiveness of LGCM: LGCM is the most important module in CTCNet, which is designed to extract local features.
and global relationships of the image. At the same time, this is a new attempt to combine CNN and Transformer structures. To verify the effectiveness of LGCM and the feasibility of this combined method, we carried out a series of ablation studies in this part. As we know, LGCM contains an FSAU and a Transformer Block (TB). Therefore, design three modified models. The first model removes all LGCMs in the encoding and decoding stages, marked as “w/o LGCM”. The second model removes all FSAUs while retaining the Transformer Block, marked as “LGCM w/o FSAU”. The third model removes all Transformer Blocks while retaining the FSAU in LGCM, marked as “LGCM w/o TB”. In Table I, we show the results of these modified networks. According to the table, we have the following observations: (a) By comparing the first and the last lines in Table I, we can observe that the introduced LGCM can significantly improve the performance of the model. This fully verifies the effectiveness of LGCM; (b) By comparing the first three lines, we can see that the performance of the model can also be improved by introducing FSAU or TB alone. This is because both local features and global relationships of the image are helpful for image reconstruction; (c) By comparing the last three lines, we can clearly observe that both FASU and TB play a unique role in FSR tasks. This is because FSAU can capture the local details while TB can capture the global facial structures simultaneously, which provides complementary information for the final SR image reconstruction. Only using one of them cannot achieve the best results. This further verifies the effectiveness of LGCM and the feasibility of combining CNN with Transformer.

2) Effectiveness of FRM: To evaluate the effectiveness of FRM, we change the number of FRMs in the bottleneck stage. We gradually increase the numbers of FRMs and denote the FRM, we change the number of FRM in the bottleneck stage. However, when using the nested structure, the PSNR values improve the PSNR value by 0.03dB and 0.02dB, respectively. Channel attention or spatial attention alone can only slightly improve model performance, which proves the importance of multi-scale features fusion. The last two experiments use channel attention to reweigh the channels after the concatenate or add operation. From Table III, it can be observed that (a) Using a multi-scale feature fusion strategy can effectively improve model performance, which proves the importance of multi-scale features for image reconstruction; (b) Using Channel Attention (CA) mechanism has positive effects on improving the model performance; (c) The effect of combining the concatenate operation and CA is apparent. This further verifies that adopting a suitable feature fusion strategy can well provide help for the subsequent reconstruction process.

4) Study of FSAU: In FSAU, we use the structure of the nested channel attention mechanism in the spatial attention mechanism to better extract spatial features and promote channel information interaction. To prove the effectiveness of using this nested structure, we remove channel attention and spatial attention respectively to perform ablation studies. From Table IV, we can see the effectiveness enlightened by the channel and spatial attention mechanisms. Adding channel attention or spatial attention alone can only slightly improve the PSNR value by 0.03dB and 0.02dB, respectively. However, when using the nested structure, the PSNR values increase from 27.80dB to 27.87dB. Therefore, we can draw a conclusion that we can gain better performance by applying the channel and spatial attention mechanisms simultaneously.

5) Study of FEU: FEU is an essential part of FRM, which uses a double-branch structure to enhance feature extraction. As mentioned earlier, FEU mainly includes several AFDUs and a feature self-calibration path. In this part, we conducted a series of experiments to demonstrate the effects of Multi-Scale Connections (MSC) and various feature fusion methods in MFFU. The first experiment is used to verify the necessity of MSC. The second and third experiments preserve the MSC but only use the concatenate or add operation to achieve multi-scale features fusion. The last two experiments use channel attention to reweigh the channels after the concatenate or add operation. From Table IV, we can observe that (a) Using a multi-scale feature fusion strategy can effectively improve model performance, which proves the importance of multi-scale features for image reconstruction; (b) Using Channel Attention (CA) mechanism has positive effects on improving the model performance; (c) The effect of combining the concatenate operation and CA is apparent. This further verifies that adopting a suitable feature fusion strategy can well provide help for the subsequent reconstruction process.

### Table IV

| CA | SA | PSNR↑ | SSIM↑ | VIF↑ | LPIPS↓ |
|----|----|-------|-------|------|--------|
| ×  | ×  | 27.80 | 0.7989 | 0.4701 | 0.1874 |
| ✓  | ×  | 27.83 | 0.7966 | 0.4873 | 0.1881 |
| ×  | ✓  | 27.82 | 0.7964 | 0.4676 | 0.1908 |
| ✓  | ✓  | 27.87 | 0.7979 | 0.4728 | 0.1834 |

### Table V

| Methods | PSNR↑ | SSIM↑ | VIF↑ | LPIPS↓ |
|---------|-------|-------|------|--------|
| FEU w/o APDU | 27.77 | 0.7947 | 0.4628 | 0.1952 |
| FEU w/o path | 27.80 | 0.7959 | 0.4659 | 0.1907 |
| FEU w/o dual | 27.81 | 0.7991 | 0.4679 | 0.1933 |
| FEU     | 27.87 | 0.7979 | 0.4728 | 0.1834 |

### Table VI

| Methods | PSNR↑ | SSIM↑ | VIF↑ | LPIPS↓ |
|---------|-------|-------|------|--------|
| with $L_{pix}$ (CTCNet) | 27.87/0.7979 | 0.4728 | 0.1834 |
| with $L_{pix}$ and $L_{pcp}$ | 27.43/0.7802 | 0.4157 | 30.83 | 0.1694 |
| CTCGAN | 27.38/0.7775 | 0.4175 | 30.64 | 0.1688 |

### Table VII

| Methods      | PSNR↑ | SSIM↑ | PID↓  | VIF↑  |
|--------------|-------|-------|-------|-------|
| FSRGAN       | 25.02 | 0.7279 | 146.55 | 0.3400 |
| DIOGAN       | 25.59 | 0.7398 | 144.25 | 0.3925 |
| SPARNet(HD)  | 25.86 | 0.7518 | 149.54 | 0.3932 |
| CTCGAN (Ours) | 26.41 | 0.7776 | 118.05 | 0.4112 |
TABLE VIII
QUANTITATIVE COMPARISONS FOR ×8 SR ON THE CÉLEBÁ AND HELEN TEST SETS

| Methods    | CelebA          | Helen         |
|------------|-----------------|---------------|
|            | PSNR↑ | SSIM↑ | VIF↑ | LPIPS↓ | PSNR↑ | SSIM↑ | VIF↑ | LPIPS↓ |
| Bicubic    | 23.61 | 0.6779 | 0.1821 | 0.4899 | 22.95 | 0.6762 | 0.1745 | 0.4912 |
| SAN [26]   | 27.43 | 0.7826 | 0.4553 | 0.2080 | 25.46 | 0.7360 | 0.4029 | 0.3260 |
| RCAN [25]  | 27.45 | 0.7824 | 0.4618 | 0.2205 | 25.50 | 0.7383 | 0.4049 | 0.3437 |
| HAN [37]   | 27.47 | 0.7838 | 0.4673 | 0.2087 | 25.40 | 0.7347 | 0.4074 | 0.3274 |
| SwinIR [34] | 27.88 | 0.7967 | 0.4590 | 0.2001 | 26.53 | 0.7856 | 0.4398 | 0.2644 |
| FSRNet [4] | 27.05 | 0.7714 | 0.3852 | 0.2127 | 25.45 | 0.7364 | 0.3482 | 0.3090 |
| DICNet [1] | -     | -     | -     | -     | 26.15 | 0.7717 | 0.4085 | 0.2158 |
| FACN [5]   | 27.22 | 0.7802 | 0.4366 | 0.1828 | 25.06 | 0.7189 | 0.3702 | 0.3113 |
| SPARNet [8] | 27.73 | 0.7949 | 0.4505 | 0.1995 | 26.43 | 0.7839 | 0.4262 | 0.2674 |
| SISN [21]  | 27.91 | 0.7971 | 0.4785 | 0.2005 | 26.64 | 0.7908 | 0.4623 | 0.2571 |
| CTCNet (Ours) | 28.37 | 0.8115 | 0.4927 | 0.1702 | 27.08 | 0.8077 | 0.4732 | 0.2094 |

Fig. 8. Visual comparisons for ×8 SR on the CelebA test set. Obviously, our CTCNet can reconstruct clearer face images.

three ablation experiments to verify the effectiveness of AFDU, dual-branch structure, and feature self-calibration path in FEU. From Table V, we can see that (a) If we do not use AFDU in FEU, the performance will drop sharply, and the usage of AFDU increases the PSNR value by 0.1dB; (b) Compared with a simple single-branch structure (without the downsampling and upsampling operations), using the dual-branch structure promotes the PSNR value by 0.06dB. It further verifies that multi-scale feature extraction often has better feature representation abilities; (c) The usage of the feature self-calculation path increases the PSNR value by 0.07dB, since this path can highlight the helpful features with higher activation values.

6) Study of Loss Functions: To verify the effectiveness of different loss functions in CTCGAN, we conduct an ablation study by adding each of them progressively. The quantitative and qualitative comparisons are given in Table VI and Fig. 7. We can observe that \( L_{pix} \) can produce better performance in terms of PSNR and SSIM, which are the generally used pixel-level-based image quality assessment metrics. From the 3-th and 4-th columns, we can see that the \( L_{pcp} \) and \( L_{adv} \) can generate photo-realistic images with superior visual effects.
Fig. 9. Visual comparisons for $\times 8$ SR on the Helen test set. Obviously, our CTCNet can reconstruct clearer face images.

Fig. 10. Visual comparison of different GAN-based methods on the Helen test set. Obviously, our CTCGAN can reconstruct high-quality face images with clear facial components.

than $L_{pix}$. Although they can produce relatively sharp images, they tend to generate many false information and artifacts.

D. Comparison With Other Methods

In this part, we compare our CTCNet with other state-of-the-art (SOTA) methods, including general image SR methods SAN [26], RCAN [25], HAN [27], novel FSR methods FSRNet [4], DICNet [1], FACN [5], SPARNet [8], SISN [21], and pioneer Transformer based image restoration method SwinIR [34]. For a fair comparison, all models are trained using the same CelebA dataset.

1) Comparison on CelebA Dataset: The quantitative comparisons with other SOTA methods on the CelebA test set are provided in Table VIII. According to the table, we can see that CTCNet significantly outperforms other competitive methods in terms of PSNR, VIP, LPIPS, and SSIM. This fully verifies the effectiveness of CTCNet. Meanwhile, from the visual comparisons in Fig. 8 we can see that most of the
previous methods cannot clearly restore the eyes and nose in the face, while our CTCNet can better restore face structures and generate more precise results. The reconstructed face images are closer to the real HR images, which further proves the effectiveness and excellence of CTCNet.

2) Comparison on Helen Dataset: In this part, we directly use the model trained on the CelebA dataset to test the model performance on the Helen test set to study the generality of CTCNet. Table VIII lists the quantitative experimental results on the Helen test set for $\times 8$ SR. According to the table, we can clearly see that our CTCNet still achieves the best results on the Helen data set. From Fig. 9, we can also observe that the performance of most competitive methods degrades sharply, they cannot restore faithful facial details, and the shape is blurred. On the contrary, our CTCNet can still restore realistic facial contours and facial details. This further verifies the effectiveness and generality of CTCNet.

3) Comparison With GAN-Based Methods: As we mentioned above, we also propose an extended model named CTCGAN. In this part, we compare our CTCGAN with three popular GAN-based FSR models: FSRGAN [4], DICGAN [1], and SPARNetHD [8]. As we all know, GAN-based SR methods usually have superior visual qualities but lower quantitative values (such as PSNR and SSIM). Therefore, we also introduce Frechet Inception Distance score (FID) [53] as a new metric to evaluate the performance of GAN-based SR methods. In Table VII, we provide the quantitative comparisons of these models on CelebA and Helen test sets.

**TABLE IX**

Comparison Results for Average Similarity of Face Images Super-Resolved by Different Methods

| Methods   | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 | Case 6 | Case 7 | Case 8 | Case 9 | Case 10 |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| SAN [26]  | 0.8897 | 0.9061 | 0.9029 | 0.8940 | 0.8889 | 0.9061 | 0.9042 | 0.8344 | 0.9026 | 0.9107 |
| RCAN [25] | 0.8927 | 0.9000 | 0.9038 | 0.8957 | 0.8963 | 0.9090 | 0.9028 | 0.8807 | 0.9045 | 0.9064 |
| HAN [27]  | 0.8909 | 0.9006 | 0.8977 | 0.9074 | 0.8914 | 0.9020 | 0.9061 | 0.8740 | 0.8950 | 0.9121 |
| SwinIR [34] | 0.9087 | 0.9196 | 0.8991 | 0.9079 | 0.9105 | 0.9040 | 0.9119 | 0.8939 | 0.9080 | 0.9093 |
| FSRNet [4] | 0.8996 | 0.8844 | 0.9017 | 0.8971 | 0.8927 | 0.9061 | 0.8908 | 0.8977 | 0.9040 | 0.9064 |
| DICNet [1] | 0.8859 | 0.8814 | 0.8692 | 0.8760 | 0.8736 | 0.8755 | 0.8837 | 0.8743 | 0.8687 | 0.8914 |
| PACN [5]   | 0.9048 | 0.9009 | 0.9040 | 0.9017 | 0.9058 | 0.8985 | 0.8970 | 0.8906 | 0.8687 | 0.9007 |
| SPARNet [8] | 0.9089 | 0.9188 | 0.8995 | 0.9015 | 0.9073 | 0.8980 | 0.9077 | 0.9067 | 0.9025 | 0.9142 |
| SISN [23]  | 0.9127 | 0.9206 | 0.9086 | 0.9049 | 0.9080 | 0.8999 | 0.9175 | 0.9098 | 0.9060 | 0.9227 |
| CTCNet     | 0.9278 | 0.9219 | 0.9129 | 0.9165 | 0.9243 | 0.9194 | 0.9228 | 0.9136 | 0.9106 | 0.9280 |

Fig. 12. Visual comparison of respective methods on real-world surveillance scenarios for $\times 8$ SR. Obviously, our CTCNet can reconstruct more clear and accurate details around the eyes and mouth.
Obviously, our CTCGAN gains much better performance than other methods in terms of PSNR, SSIM, FID, and VIF. Meanwhile, the qualitative comparisons on the Helen test set are also provided in Fig. 10. According to the figure, we can see that those competitive methods cannot generate realistic faces and have undesirable artifacts and noise. In contrast, our CTCGAN can restore key facial components and texture details in the mouth and eyes. This fully demonstrates the effectiveness and excellence of our CTCGAN.

4) Comparison on Real-World Surveillance Faces: As we know, restoring face images from real-world surveillance scenarios is still a huge challenge. All the above experiments are in simulation cases, which can not simulate real-world scenarios well. To further verify the effectiveness of our CTCNet, we also conduct experiments on real-world low-quality face images, which are selected from the SCFace dataset [49]. The images in SCFace are captured by surveillance cameras, which inherently have lower resolutions hence no manual downsampling operation is required.

In this part, we try to restore the face images with more texture details and good facial structures. A visual comparison of reconstruction performance on real images is given in Fig. 12. We can see that the face priors-based methods reconstruct unsatisfactory results. The reason may be that estimating accurate priors from real-world LR face images is a difficult problem. Meanwhile, inaccurate prior information will bring misleading guidance to the reconstruction process. In comparison, benefit from the CNN-Transformer Cooperation mechanism, which is the prominent difference between CTCNet and other methods, our CTCNet can recover cleaner facial details and faithful facial structures. We also verify the superiority of our CTCNet over the performance of downstream tasks such as face matching. The high-definition frontal face images of the test candidates are selected as the source samples, while the corresponding LR face images captured by the surveillance camera are treated as the target samples. To make the experiments more convincing, we conducted 10 cases. In each case, we randomly select five pairs of candidate samples and calculate the average similarity. The quantitative results can be seen in Table IX. We can see that our method can achieve higher similarity in each case, which further indicates that our CTCNet can also produce more faithful HR faces in real-world surveillance scenarios, making it highly practical and applicable.

E. Model Complexity Analysis

As can be seen from the previous results, our model achieves better performance than most of the competitive methods in terms of quantitative and qualitative comparisons. In addition, the model size and execution time are also important indicators to measure the efficiency of the model. In Fig. 11, we provide a comparison with other models between parameter quantity, model performance, and execution time. Obviously, our CTCNet achieves the best quantitative results under the premise of comparable execution time and parameters. As a whole, our CTCNet achieves a better balance between model size, model performance, and execution time.

V. Conclusion

In this work, we proposed a novel CNN-Transformer Cooperation Network (CTCNet) for face super-resolution. CTCNet uses the multi-scale connected encoder-decoder architecture as the backbone and exhibits extraordinary results. Specifically, we designed an efficient Local-Global Feature Cooperation Module (LGCM), which consists of a Facial Structure Attention Unit (FSAU) and a Transformer block, to focus on local facial details and global facial structures simultaneously. Meanwhile, to further improve the restoration results, we presented a Multi-scale Feature Fusion Unit (MFFU) to adaptively and elaborately fuse the features from different scales and depths. Extensive experiments on both simulated and real-world datasets have demonstrated the superiority of CTCNet over some competitive methods in terms of quantitative and qualitative comparisons. Furthermore, its reconstructed images show excellent results in downstream tasks such as face matching, which fully demonstrates its practicality and applicability.
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