Hydrograph peak-shaving using a graph-theoretic algorithm for placement of hydraulic control structures
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Abstract

The need to attenuate hydrograph peaks is central to the design of stormwater and flood control systems. However, few guidelines exist for siting hydraulic control structures such that system-scale benefits are maximized. This study presents a graph-theoretic algorithm for stabilizing the hydrologic response of watersheds by placing controllers at strategic locations in the drainage network. This algorithm identifies subcatchments that dominate the peak of the hydrograph, and then finds the “cuts” in the drainage network that maximally isolate these subcatchments, thereby flattening the hydrologic response. Evaluating the performance of the algorithm through an ensemble of hydrodynamic simulations, we find that our controller placement algorithm produces consistently flatter discharges than randomized controller configurations—both in terms of the peak discharge and the overall variance of the hydrograph. By attenuating flashy flows, our algorithm provides a powerful methodology for mitigating flash floods, reducing erosion, and protecting aquatic ecosystems. More broadly, we show that controller placement exerts an important influence on the hydrologic response and demonstrate that analysis of drainage network structure can inform more effective stormwater control policies.
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Highlights

- New algorithm for placing hydraulic control structures in drainage networks.
- Attenuates downstream hydrograph by de-synchronizing tributary flows.
- Algorithm is fast and requires only digital elevation data.

1. Introduction

In the wake of rapid urbanization, aging infrastructure and a changing climate, effective stormwater management poses a major challenge for cities worldwide [1]. Flash floods are one of the largest causes of natural disaster deaths in the developed world [2], and often occur when stormwater systems fail to convey runoff from urban areas [3]. At the same time, many cities suffer from impaired water quality due to inadequate stormwater control [4]. Flashy flows erode streambeds, release sediment-bound pollutants, and damage aquatic habitats [4–7], while untreated runoff may trigger fish kills and toxic algal blooms [8, 9]. Engineers have historically responded to these problems by expanding and upsizing stormwater control infrastructure [10]. However, larger infrastructure frequently brings adverse side-effects, such as dam-induced disruption of riparian ecosystems [11], and erosive discharges due to overdesigned conveyance infrastructure [1]. As a result, recent work has called for the replacement of traditional peak attenuation infrastructure with targeted solutions that better reduce environmental impacts [12, 13].

As the drawbacks of oversized stormwater infrastructure become more apparent, many cities are turning towards decentralized stormwater solutions to regulate and treat urban runoff while reducing adverse impacts. Green infrastructure, for instance, uses low-impact rain gardens, bioswales, and green roofs to condition flashy flows and remove contaminants [14–16]. Smart stormwater systems take this idea further by retrofitting static infrastructure with dynamically controlled valves, gates and pumps [1, 17–19]. By actuating small, distributed storage basins and conveyance structures in real-time, smart stormwater systems can halt combined sewer overflows [20], mitigate flooding [1], and improve water quality at a fraction of the cost of new construction [1, 17]. While decentralized stormwater management tools show promise towards mitigating urban water problems, it is currently unclear how these systems can be designed to achieve maximal
benefits at the watershed scale. Indeed, some research suggests when stormwater control facilities are not designed in a global context, local best management practices can lead to adverse system-scale outcomes—in some cases inducing downstream flows that are more intense than those produced under unregulated conditions [21, 22].

Thus, as cities begin to experiment with decentralized stormwater control, the question of where to place control structures becomes crucial. While many studies have investigated the ways in which active control can realize system-scale benefits (using techniques like feedback control [23], market-based control [20], or model-predictive control, [24, 25]), the location of control structures within the drainage network may serve an equally important function. Hydrologists have long recognized the role that drainage network topology plays in shaping hydrologic response [26–34]. It follows that strategic placement of hydraulic control structures can shape the hydrograph to fulfill operational objectives, such as maximally flattening flood waves and regulating erosion downstream.

To date, however, little research has been done to assess the problem of optimal placement of hydraulic control structures in drainage networks:

- Recent studies have investigated optimal placement of green infrastructure upgrades like green roofs, rain tanks and bioswales [35–41]. However, these studies generally focus on quantifying the potential benefits of green infrastructure projects through representative case studies [35–38], and do not intend to present a generalized framework for placement of stormwater control structures. As a result, many of these studies focus on optimizing multiple objectives (such as urban heat island mitigation [39], air quality [40], or quality of life considerations [41]), or use complex socio-physical models and optimization frameworks [35], making it difficult to draw general conclusions about controller placement in drainage networks.

- Studies of pressurized water distribution networks have investigated the related problems of valve placement [42, 43], sensor placement [44], subnetwork vulnerability assessment [45], and network sectorization [46, 47]. While these studies provide valuable insights into the ways that complex network theory can inform drinking water infrastructure design, water distribution networks are pressure-driven and cyclic, and are thus governed by different dynamics than natural drainage networks, which are mainly gravity-driven and dendritic.
Inspiration for the controller placement problem can be drawn from recent theoretical work into the controllability of complex networks. These studies show that the control properties of complex systems ranging from power grids to gene expression pathways are inextricably linked with topological properties of an underlying network representation [48]. The location of driver nodes needed for complete controllability of a linear system, for instance, can be determined from the maximum matching of a graph associated with that system’s state space representation [49]. For systems in which complete control of the network is infeasible, the relative performance of driver node configurations can be measured by detecting controllable substructures [50], or by leveraging the concept of “control energy” from classical control theory [51–54]. While these studies bring a theoretical foundation to the problem of controller placement, they generally assume linear system dynamics, and may thus not be well-suited for drainage networks, which are driven by nonlinear runoff formation and channel routing processes.

Despite the critical need for system-scale stormwater control, there is to our knowledge no robust theoretical framework for determining optimal placement of hydraulic control structures within drainage networks. To address this knowledge gap, we formulate a new graph-theoretic algorithm that uses the network structure of watersheds to determine the controller locations that will maximally “de-synchronize” tributary flows. By flattening the discharge hydrograph, our algorithm provides a powerful method to mitigate flash floods and curtail water quality impairments in urban watersheds. Our approach is distinguished by the fact that it is theoretically-motivated, and links the control of stormwater systems with the underlying structure of the drainage network. The result is a fast, generalized algorithm that requires only digital elevation data for the watershed of interest. More broadly, through our graph-theoretic framework we show that network structure plays a dominant role in the control of drainage basins, and demonstrate how the study of watersheds as complex networks can inform more effective stormwater infrastructure design.
2. Algorithm description

Flashy flows occur when large volumes of runoff arrive synchronously at a given location in the drainage network. If hydraulic control structures are placed at strategic locations, flood waves can be mitigated by “de-synchronizing” tributary flows before they arrive at a common junction. With this in mind, we introduce a controller placement algorithm that minimizes flashy flows by removing regions of the drainage network that contribute disproportionately to synchronous flows at the outlet. In our approach, the watershed is first transformed into a directed graph consisting of unit subcatchments (vertices) connected by flow paths (edges). Next, critical regions are identified by computing the catchment’s width function (an approximation of the distribution of travel times to the outlet), and then weighting each vertex in the network in proportion to the number of vertices that share the same travel time to the outlet. The weights are used to compute a weighted accumulation score for each vertex, which sums the weights of every possible subcatchment in the watershed. The graph is then partitioned recursively based on this weighted accumulation score, with the most downstream vertex of each partition representing a controller location.

Figure 1: Left panel: Digital elevation model (DEM) of a watershed with river network highlighted. Right panel (from left to right, top to bottom): (i) DEM detail (colors not to scale); (ii) flow directions; (iii) delineated subcatchment graph; (iv) adjacency matrix representation of graph.
2.1. Definitions

**Graph representation of a watershed:** Watersheds can be represented as directed graphs, in which subcatchments (vertices or cells) are connected by elevation-dependent flow paths (edges). The directed graph can be formulated mathematically as an adjacency matrix, $A$, where for each element $a_{i,j}$, $a_{i,j} \neq 0$ if there exists a directed edge connecting vertex $v_i$ to $v_j$, and conversely, $a_{i,j} = 0$ if there does not exist a directed edge connecting vertex $v_i$ to $v_j$. Nonzero edge weights can be specified to represent travel times, distances, or probabilities of transition between connected vertices. Flow paths between adjacent cells are established using a routing scheme, typically based on directions of steepest descent (see Figure 1).

In this study, we determine the connectivity of the drainage network using a D8 routing scheme [55]. In this scheme, elevation cells are treated as vertices in a 2-dimensional lattice (meaning that each vertex $v_i$ is surrounded by eight neighbors $N_i$). A directed link is established from vertex $v_i$ to a neighboring vertex $v_j$ if the slope between $v_i$ and $v_j$ is steeper than the slope between $v_i$ and all of its other neighbors $N_i \setminus v_j$ (where $v_j$ has a lower elevation than $v_i$). The D8 routing scheme produces a directed acyclic graph where the indegree of each vertex is between 0 and 8, and the outdegree of each vertex is 1, except for the watershed outlet, which is zero. It should be noted that other schemes exist for determining drainage network structure, such as the D-infinity routing algorithm, which better resolves drainage directions on hillslopes [54]. However, because the routing scheme is not essential to the construction of the algorithm, we focus on the simpler D8 routing scheme for this study. Similarly, to simplify the construction of the algorithm, we will assume that the vertices of the watershed are defined on a regular grid, such that the area of each unit subcatchment is equal. Figure 1 shows the result of delineating a river network from a digital elevation model (left), along with an illustration of the underlying graph structure and adjacency matrix representation (right).

**Controller:** In the context of this study, a controller represents any structure or practice that can regulate flows from an upstream channel segment to a downstream one. Examples include retention basins, dams, weirs, gates and other hydraulic control structures. These structures may be either passively or actively controlled. For the validation assessment presented later in this paper, we will examine the controller placement
problem in the context of *volume capture*, meaning that controllers are passive, and that they are large enough to completely remove flows from their upstream contributing areas. However, the algorithm itself does not require the controller to meet these particular conditions.

Mathematically, we can think of a controller as a cut in the graph that removes one of the edges. This cut halts or inhibits flows across the affected edge. Because the watershed has a dendritic structure, any cut in the network will split the network into two sub-trees: (i) the delineated region upstream of the cut, and (ii) all the vertices that are not part of the delineated region. Placing controllers is thus equivalent to removing branches (subcatchments) from a tree (the parent watershed).

**Delineation**: Delineation returns the set of vertices upstream of a target vertex. In other words, this operation returns the contributing area of vertex \( v_i \). Expressed in terms of the adjacency matrix:

\[
V_d(A, v_i) = \{v_j \in V | (A^n)_{ij} \neq 0 \text{ for some } n \leq D\} \quad (1)
\]

Where \( A^n \) is the adjacency matrix \( A \) raised to the \( n^{th} \) power, \( i \) is the row index, \( j \) is the column index, \( V \) is the vertex set of \( A \), and \( D \) is the graph diameter. Note that \( (A^n)_{ij} \) is nonzero only if vertex \( v_j \) is located within an \( n \)-hop neighborhood of vertex \( v_i \).

**Pruning**: Pruning is the complement of delineation. This operation returns the vertex set consisting of all vertices that are not upstream of the current vertex.

\[
V_p(A, v_i) = V \setminus V_d(A, v_i) \quad (2)
\]

Subgraphs induced by the delineated and pruned vertex sets are defined as follows:

\[
A_d(A, v_i) = A(G[V_d])
\]

\[
A_p(A, v_i) = A(G[V_p]) \quad (3)
\]

Where \( A(G[V]) \) represents the adjacency matrix of the subgraph induced by the vertex set \( V \).
**Width function**: The width function describes the distribution of travel times from each upstream vertex to some downstream vertex, $v_i$ [58]. In general terms, the width function can be expressed as:

$$H(t, v_i) = \sum_{\gamma \in \Gamma_i} I(\gamma, t)$$  \hspace{1cm} (4)

Along with an indicator function, $I(\gamma, t)$:

$$I(\gamma, t) = \begin{cases} 1 & T(\gamma) = t \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)

Where $\Gamma_i$ is the set of all directed paths to the target vertex $v_i$, and $T(\gamma)$ is the travel time along path $\gamma$. If the travel times between vertices are constant, the width function of the graph at vertex $v_i$ can be described as a linear function of the adjacency matrix:

$$H(t, v_i) = (A^t \mathbf{1})(i)$$  \hspace{1cm} (6)

In real-world drainage networks, travel times between grid cells are not uniform. Crucially, the travel time for channelized cells will be roughly 1-2 orders of magnitude faster than the travel time in hillslope cells [58, 59]. Thus, to account for this discrepancy, we define $\phi$ to represent the ratio of hillslope to channel travel times:

$$\phi = \frac{t_h}{t_c}$$  \hspace{1cm} (7)

Where $t_h$ is the travel time for hillslopes and $t_c$ is the travel time for channels. Figure 2 (left) shows the width function for an example watershed, under the assumption that channel velocity is ten times faster than hillslope velocity ($\phi = 10$). The width functions for various values of $\phi$ are shown in Figures S1 and S2 in the Supplementary Information.

Note that when the effects of hydraulic dispersion are ignored, the width function is equivalent to the geomorphological impulse unit hydrograph (GIUH) of the basin [58].

---

1The width function $H(x)$ was originally defined by Shreve (1969) to yield the number of links in the network at a topological distance $x$ from the outlet [57]. Because travel times may vary between hillslope and channel links, we present a generalized formulation of the width function here.

2While mathematically concise, this equation is computationally inefficient. See Section S1 in the Supplementary Information for the efficient implementation used in our analysis.
The GIUH represents the response of the basin to an instantaneous impulse of rainfall distributed uniformly over the catchment; or equivalently, the probability that a particle injected randomly within the watershed at time $t = 0$ exits the watershed through the outlet at time $t = t'$.

**Accumulation:** The accumulation at vertex $v_i$ describes the number of vertices located upstream of $v_i$ (or alternatively, the upstream area [60]). It is equivalent to the cumulative sum of the width function with respect to time:

$$C(v_i) = \sum_{t=0}^{\infty} A^t \mathbf{1}(i)$$  \hfill (8)

Figure 3 (left) shows the accumulation at each vertex for an example catchment. Because upstream area is correlated with mean discharge [58], accumulation is frequently used to determine locations of channels within a drainage network [60].

**Weighting function:** To identify the vertices that contribute most to synchronous flows at the outlet, we propose a weighting function that weights each vertex by its rank in the travel time distribution. Let $\tau_{ij}$ represent the known travel time from a starting vertex $v_j$ to the outlet vertex $v_i$. Then the weight associated with vertex $v_j$ can be

---

3See Section S1 in the Supplementary Information for the efficient implementation of the accumulation algorithm.
expressed in terms of a weighting function \( W(v_i, v_j) \):

\[
w_j = W(v_i, v_j) = \frac{H(\tau_{ij}, v_i)}{\max_t(H(v_i))}
\]  

(9)

Where \( \tau_{ij} \) represents the travel time from vertex \( v_j \) to vertex \( v_i \), \( H(\tau_{ij}, v_i) \) represents the width function for an outlet vertex \( v_i \) evaluated at time \( \tau_{ij} \), and the normalizing factor \( \max_t(H(v_i)) \) represents the maximum value of the width function over all time steps \( t \). In this formulation, vertices are weighted by the rank of the associated travel time in the width function. Vertices that contribute to the maximum value of the width function (the mode of the travel time distribution) will receive the highest possible weight (unity), while vertices that contribute to the smallest values of the width function will receive small weights. In other words, vertices will be weighted in proportion to the number of vertices that share the same travel time to the outlet. Figure 2 shows the weights corresponding to each bin of the travel time distribution (left), along with the weights applied to each vertex (right). Weights for varying values of \( \phi \) are shown in Figures S1 and S2 in the Supplementary Information.

**Weighted accumulation**: Much like the *accumulation* describes the number of vertices upstream of each vertex \( v_i \), the *weighted accumulation* yields the sum of the weights upstream of \( v_i \). If each vertex \( v_j \) is given a weight \( w_j \), the weighted accumulation...
at vertex \( v_i \) can be defined:

\[
C_w(v_i, \mathbf{w}) = (\sum_{t=0}^{\infty} A^t \mathbf{w})(i) \quad (10)
\]

Where \( \mathbf{w} \) is a vector of weights, with each weight \( w_j \) associated with a vertex \( v_j \) in the graph. When the previously-defined weighting function is used, the weighted accumulation score measures the extent to which a subcatchment delineated at vertex \( v_i \) contributes to synchronous flows at the outlet. In other words, if the ratio of weighted accumulation to accumulation is large for a particular vertex, this means that the subcatchment upstream of that vertex contributes disproportionately to the peak of the hydrograph. Figure 3 (right) shows the ratio of weighted accumulation to accumulation for the example catchment. The weighted accumulation provides a natural metric for detecting the cuts in the drainage network that will maximally remove synchronous flows, and thus forms the basis of the controller placement algorithm.

2.2. Controller placement algorithm definition

The controller placement algorithm is described as follows. Let \( A \) represent the adjacency matrix of a watershed delineated at some vertex \( v_i \). Additionally, let \( k \) equal the desired number of controllers, and \( c \) equal the maximum upstream accumulation allowed for each controller. The graph is then partitioned according to the following scheme:

1. Compute the width function, \( H(t, v_i) \), for the graph described by adjacency matrix \( A \) with an outlet at vertex \( v_i \).
2. Compute the accumulation \( C(v_j) \) at each vertex \( v_j \).
3. Use \( H(t, v_i) \) to compute the weighted accumulation \( C_w(v_j) \) at each vertex \( v_j \).
4. Find the vertex \( v_{opt} \), where the accumulation \( C(v_{opt}) \) is less than the maximum allowable accumulation and the weighted accumulation \( C_w(v_{opt}) \) is maximized:

\[
v_{opt} \leftarrow \arg\max_{v_s \in V_s} (C_w(v_s)) \quad (11)
\]

Where \( V_s \) is the set of vertices such that vertex \( v_i \) is reachable from any vertex in \( V_s \) and the accumulation \( C \) at any vertex in \( V_s \) is less than \( c \).
5. Prune the graph at vertex \( v_{opt} \): \( A \leftarrow A_p(A, v_{opt}) \)
6. If the cumulative number of partitions is equal to \( k \), end the algorithm. Otherwise, start at (1) with the catchment described by the new \( A \) matrix.

The algorithm is described formally in Algorithm 1. An open-source implementation of the algorithm in the Python programming language is also provided [61], along with the data needed to reproduce our results. Efficient implementations of the delineation, accumulation, and width function operations are provided via the pysheds toolkit, which is maintained by the authors [62].

Figure 4 shows the controller configuration generated by applying the controller placement algorithm to the example watershed, with \( k = 15 \) controllers, each with a maximum accumulation of \( c = 900 \) (i.e. each controller captures roughly 8% of the catchment’s land area). In the left panel, partitions are shown in order of decreasing priority from dark to light (i.e. darker regions are partitioned first by the algorithm). The right panel shows the stacked width functions for each partition. The sum of the width functions from each partition reconstitute the original width function for the catchment. From the stacked width functions, it can be seen that the algorithm tends to prioritize the pruning of subgraphs that align with the peaks of the travel time distribution. Note for instance, how the least-prioritized partitions gravitate towards the low end of the travel-time distribution, while the most-prioritized partitions are centered around the mode. Controller placement schemes corresponding to different numbers of controllers are shown in Figure S3 in the Supplementary Information.
Data:
A directed graph described by adjacency matrix $A$;
A target vertex $v_i$ with index $i$;
A desired number of partitions $k$;
The maximum accumulation at each controller, $c$;

Result: Generate partitions for a catchment

Let $q$ be a vector representing all vertices in the graph;
Let $k_c$ equal the current number of partitions;
Let $\tau$ represent a vector of travel times from each vertex to vertex $v_i$;
Let $A$ represent the adjacency matrix of the system;
Let $A_c$ represent the adjacency matrix for the current iteration;

$A_c \leftarrow A$;
$k_c \leftarrow 0$;

while $k_c < k$ do
    $H(t, v_i) \leftarrow (A^t_c 1)(i)$;
    $C \leftarrow (\sum_{t=0}^{\infty} A^t_c 1)$;
    $w \leftarrow W(v_i, q)$;
    $C_w \leftarrow (\sum_{t=0}^{\infty} A^t_c w)$;
    if $C(v_i) > 0$ then
        $V_c \leftarrow \{v_m \in V | C(v_m) \leq c\}$;
        $V_s \leftarrow V_d(A_c, v_i) \cap V_c$;
        $v_{opt} \leftarrow \text{argmax}_{v_t \in V_s} C_w(v_t)$;
        $A_c \leftarrow A_p(A_c, v_{opt})$;
        $k_c \leftarrow k_c + 1$;
    else
        end
    end
end

Algorithm 1: Controller placement algorithm
3. Algorithm validation

To evaluate the controller placement algorithm, we simulate the controlled network using a hydrodynamic model, and compare the performance to a series of randomized controller placement configurations. Performance is characterized by the “flatness” of the flow profile at the outlet of the watershed, as measured by both the peak discharge and the variance of the hydrograph (i.e. the extent to which the flow deviates from the mean flow over the course of the hydrologic response). To establish a basis for comparison, we simulate a volume capture scenario [21], wherein roughly half of the total contributing area is controlled, and each controller completely captures the discharge from its respective upstream area.

The validation experiment is designed to test the central premises of the controller placement algorithm: that synchronous cells can be identified from the structure of the drainage network, and that maximally capturing these synchronous cells will lead to a flatter overall hydrologic response. If these premises are accurate, we expect to see two results. First, the controller placement algorithm will produce flatter flows than the randomized control trials. Second, the performance of the algorithm will be maximized when using a large number of small partitions. Using many small partitions allows the algorithm to selectively target the highly-weighted cells that contribute disproportionately to the peak of the hydrograph. Conversely, large partitions capture many extraneous low-weight cells that don’t contribute to the peak of the hydrograph. In other words, if increasing the number of partitions improves the performance of the algorithm, it not only confirms that the algorithm works for our particular experiment, but also justifies the central premises on which the algorithm is based.

3.1. Experimental design

We evaluate controller configurations based on their ability to flatten the outlet hydrograph of a test watershed when approximately 50% of the contributing area is controlled. This test case is chosen because it presents a practical scenario with real-world constraints, and because it allows for direct comparison of many different controller placement strategies. For our test case, we use the Sycamore Creek watershed, a heavily urbanized creekshed located in the Dallas–Fort Worth Metroplex with a contributing
area of roughly 83 km$^2$ (see Figure 1). This site is the subject of a long-term monitoring study led by the authors [17], and is chosen for this analysis because (i) it is known to experience issues with flash flooding, and (ii) it is an appropriate size for our analysis—being large enough to capture fine-scale network topology, but not so large that computation time becomes burdensome.

A model of the stream network is generated from a conditioned digital elevation model (DEM) by determining flow directions from the elevation gradient and then assigning channels to cells that fall above an accumulation threshold. Conditioned DEMs and flow direction grids at a resolution of 3 arcseconds (approximately 70 by 90 m) are obtained from the USGS HydroSHEDS database [63]. Grid cells with an accumulation greater than 100 are defined to be channelized cells, while those with less than 100 accumulation are defined as hillslope cells. This threshold is based on visual comparison with the stream network defined in the National Hydrography Dataset (NHD) [64]. Hillslope cells draining into a common channel are aggregated into subcatchments, with a flow length corresponding to the longest path within each hillslope, and a slope corresponding to the average slope over all flow paths in the subcatchment. To avoid additional complications associated with modeling infiltration, subcatchments and channels are assumed to be completely impervious. Channel geometries are assigned to each link within the channelized portion of the drainage network. We assume that each stream segment can be represented by a “wide rectangular channel”, which is generally accurate for natural river reaches in which the stream width is large compared to the stream depth [65]. To simulate channel width and depth, we assume a power law relation between accumulation and channel size based on an empirical formulation from Moody and Troutman (2002) [66]:

\[
\begin{align*}
\omega &= 7.2 \cdot Q^{0.50 \pm 0.02} \\
h &= 0.27 \cdot Q^{0.30 \pm 0.01}
\end{align*}
\]  

(12)

Where $\omega$ is stream width, $h$ is stream depth, and $Q$ is the mean river discharge. Knowing the width and depth of the most downstream reach, and assuming that the accumulation at a vertex is proportional to the mean flow, we generate channel geometries using the mean parameter values from the above relations.
Using the controller placement algorithm, control structures are placed such that approximately 50±3% of the catchment area is captured by storage basins. To investigate the effect of the number of controllers on performance, optimized controller strategies are generated using between $k = 1$ and $k = 35$ controllers. The ratio of hillslope-to-channel travel times is assumed to be $\phi = 10$. We compare the performance of our controller placement algorithm to randomized controller placement schemes, in which approximately 50±3% of the catchment area is controlled but the placement of controllers is random. For this comparison assessment, we generate 50 randomized controller placement trials, each using between $k = 1$ and $k = 24$ controllers.

We simulate the hydrologic response using a hydrodynamic model, and evaluate controller placement performance based on the flatness of the resulting hydrograph. To capture the hydrologic response under various rainfall conditions, we simulate small, medium and large rainfall events, corresponding to 0.5, 1.5 and 4.0 mm of rainfall delivered instantaneously over the first five minutes of the simulation. A hydrodynamic model is used to simulate the hydrologic response at the outlet by routing runoff through the channel network using the dynamic wave equations [67]. The simulation performance is measured by both the peak discharge and the total variance of the hydrograph. The variance of the hydrograph (which we refer to as “flashiness”) is defined as:

$$\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (Q_i - \bar{Q})^2$$

(13)

Where $Q$ is the discharge, $\bar{Q}$ is the mean discharge in the storm window, and $N$ is the number of data points in the storm window. This variance metric captures the flow’s deviation from the mean over the course of the hydrologic response, and thus provides a natural metric for the flatness of the hydrograph. This metric is important for water quality considerations like first flush contamination or streambed erosion—in which the volume of transported material (e.g. contaminants or sediments) depends not only on the maximum discharge, but also on the duration of flow over a critical threshold [68].

\[4\text{While the controller randomization code was programmed to use between 1 and 35 controllers, the largest number of controllers achieved was 24. This result stems from the fact that the randomization algorithm struggled to achieve 30+ partitions without selecting cells that fell below the channelization threshold (100 accumulation).}\]
Figure 5: Results of the hydraulic simulation experiment for the medium storm event (1.5 mm). Top left: optimal controller placement ($k = 35$), with captured regions in red. Bottom left: hydrographs resulting from each simulation. The uncontrolled simulation is shown in black, while the optimized controller placement simulations are shown in red, and the randomized controller simulations are shown in gray. Right: the overall flashiness (variance of the hydrograph) and peak discharge for each simulation, using the same coloring scheme.

Note that the validation experiment is not intended to faithfully reproduce the precise hydrologic response of our chosen study area, but rather, to test the basic premises of the controller placement algorithm. As such, site-specific details—such as land cover, soil types and existing infrastructure—have been deliberately simplified. For situations in which these characteristics exert an important influence on the hydrologic response, one may account for these factors by adjusting the inter-vertex travel times used in the controller placement algorithm.
4. Results

The controller placement algorithm produces consistently flatter flows than randomized control trials. Figure 5 shows the results of the hydraulic simulation assessment in terms of the resulting hydrographs (bottom left), and the overall flashiness and peak discharge of each simulation (right) for the medium-sized (1.5 mm) storm event. The best performance is achieved by using the controller placement algorithm with \( k = 35 \) controllers (see Figure 5, top left). Comparing the overall variances and peak discharges, it can be seen that the optimized controller placement produces flatter outlet discharges than any of the randomized controller placement strategies. Specifically, the optimized controller placement achieves a peak discharge that is roughly 47% of that of the uncontrolled case, while the randomized simulations by comparison achieve an average peak discharge that is more than 72% of that of the uncontrolled case. Similarly, the hydrograph variance of the optimized controller placement is roughly 21% of that of the uncontrolled case, compared to 35% for the randomized simulations on average.

When tested against storm events of different sizes (0.5 to 4 mm of rain), the controller placement algorithm also generally outperforms randomized control trials (see Section S4 in the Supplementary Information). However, the within-group performance varies slightly with rain event size, which could result from the nonlinearities inherent in wave propagation speed. Thus, while the optimized controller placement still produces flatter flows than randomized controls, this result suggests that the performance of the controller placement algorithm could be further improved by tuning the assumed inter-vertex travel times to correspond to the expected speed of wave propagation.

Under the controller placement algorithm, the best performance is achieved by using a large number of small-scale controllers; however, more controllers does not lead to better performance for the randomized controller placement scheme. Given that increasing the number of controllers allows the algorithm to better target highly synchronous cells, this

---

Note that the controller placement algorithm results in a longer falling limb than the randomized trials. This result stems from the fact that the algorithm prioritizes the removal of grid cells that contribute to the peak and rising limb of the hydrograph, while grid cells contributing to the falling limb are ignored. In other words, the controller placement algorithm shifts discharges from the peak of the hydrograph to the falling limb.
result is consistent with the central premise that capturing synchronous cells will lead to a flatter hydrologic response. Figure 6 shows the optimized hydrologic response for varying numbers of controllers (left), along with the overall variance (top right) and peak discharge (bottom right). In all cases, roughly 50% of the watershed is controlled; however, configurations using many small controllers consistently perform better than configurations using a few large controllers. This trend does not hold for the randomized controller placement strategy (see Figure S8 in the Supplementary Information). Indeed, the worst-performing randomized controller placement uses $k = 6$ controllers (out of a minimum of 1) while the best-performing randomized controller placement uses $k = 18$ controllers (out of a maximum of 24). The finding that the controller placement algorithm converges to a (locally) optimal solution follows from the fact that as the number of partitions increases, controllers are better able to capture highly-weighted regions without also capturing extraneous low-weight cells. This in turn implies that the weighting scheme used by the algorithm accurately identifies the regions of the watershed that contribute disproportionately to synchronized flows. Thus, in spite of various sources of model and parameter uncertainty, the experimental results confirm the central principles under which the controller placement algorithm operates: namely, that synchronous regions can be deduced from the graph structure alone, and that controlling these regions results
in a flatter hydrograph compared to randomized controls.

In addition to demonstrating the efficacy of the controller placement algorithm, the validation experiments reveal some general principles for organizing hydraulic control structures within drainage networks to achieve downstream streamflow objectives. Overall, the controller placement strategies that perform best—whether achieved through optimization or randomization—tend to partition the watershed axially rather than laterally. These lengthwise partitions result in a long, thin drainage network that prevents tributary flows from “piling up”. Figure 7 shows the partitions corresponding to the best-performing and worst-performing controller placement strategies with respect to peak discharge (left and center, respectively), along with the associated hydrographs (right). While the best-performing controller placement strategy evenly distributes the partitions along the length of the watershed, the worst-performing controller placement strategy controls only the most upstream half of the watershed. As a result, the worst-performing strategy removes the largest part of the peak, but completely misses the portion of the peak originating from the downstream half of the watershed. In order to achieve a flat downstream hydrograph, controller placement strategies should seek to evenly distribute controllers along the length of the watershed.
5. Discussion

The controller placement algorithm presented in this study provides a tool for designing stormwater control systems to better mitigate floods, regulate contaminants, and protect aquatic ecosystems. By reducing peak discharge, optimized placement of stormwater control structures may help to lessen the impact of flash floods. Existing flood control measures often focus on controlling large riverine floods—typically through existing centralized assets, like dams and levees. However, flash floods may occur in small tributaries, canals, and even normally dry areas. For this reason, flash floods are not typically addressed by large-scale flood control measures, despite the fact that they cause more fatalities than riverine floods in the developed world [2]. By facilitating distributed control of urban flash floods, our controller placement strategy could help reduce flash flood related mortality. Moreover, by flattening the hydrologic response, our controller placement algorithm promises to deliver a number of environmental and water quality benefits, such as decreased first flush contamination [68], decreased sediment transport [69], improved potential for treatment in downstream green infrastructure [11, 17], and regulation of flows in sensitive aquatic ecosystems [70].

5.1. Key features of the algorithm

The controller placement algorithm satisfies a number of important operational considerations:

- **Theoretically motivated.** The controller placement algorithm has its foundation in the theory of the geomorphological impulse unit hydrograph—a relatively mature theory supported by a established body of research [20, 31, 58]. Moreover, the algorithm works in an intuitive way—by recursively removing the subcatchments of a watershed that contribute most to synchronized flows. This theoretical basis distinguishes our algorithm from other strategies that involve exhaustive optimization or direct application of existing graph theoretical constructs (such as graph centrality metrics).

- **Generalizable and extensible.** Because it relies solely on network topology, the controller placement algorithm will provide consistent results for any drainage
network—including both natural stream networks and constructed sewer systems. Moreover, because each step in our algorithm has a clear meaning in terms of the underlying hydrology, the algorithm can be modified to satisfy more complex control problems (such as systems in which specific regulatory requirements must be met).

- **Flexible to user objectives and constraints.** The controller placement algorithm permits specification of important practical constraints, such as the amount of drainage area that each control site can capture, and the number of control sites available. Moreover, the weighting function can be adjusted to optimize for a variety of objectives (such as the overall “flatness” of the hydrograph, or removal of flows from a contaminated upstream region).

- **Parsimonious with respect to data requirements.** The controller placement algorithm requires only a digital elevation model of the watershed of interest. Additional data—such as land cover and existing hydraulic infrastructure—can be used to fine-tune estimates of travel times within the drainage network, but are not required by the algorithm itself.

- **Fast implementation** For the watershed examined in this study (consisting of about 12,000 vertices), the controller placement algorithm computes optimal locations for \( k = 15 \) controllers in roughly 3.0 seconds (on a 2.9 GHz Intel Core i5 processor). While the computational complexity of the algorithm is difficult to characterize, it is faster than other comparable graph-cutting algorithms, such as recursive spectral bisection or spectral clustering, both of which are \( O(n^3) \) in computational complexity.

Taken together, our algorithm offers a solution to the controller placement problem that is suitable for research as well as for practical applications. On one hand, the algorithm is based in hydrologic and geomorphological theory, and provides important

\[\text{\footnotesize \cite{}}\]
insights into the connections between geomorphology and the design of the built environment. On the other hand, the algorithm is fast, robust, and easy-to-use, making it a useful tool for practicing engineers and water resource managers.

5.2. Caveats and directions for future research

While our controller placement algorithm is robust and broadly-applicable, there are a number of important considerations to keep in mind when applying this algorithm to real-world problems.

- The controller placement algorithm implicitly assumes that rainfall is uniform over the catchment of interest. While this assumption is justified for small catchments in which the average spatial distribution of rainfall will be roughly uniform, this assumption may not hold for large (e.g. continent-scale) watersheds. Modifications to the algorithm would be necessary to account for a non-uniform spatial distribution of rainfall.

- The controller placement algorithm is sensitive to the chosen ratio of hillslope to channel speeds, $\phi$. Care should be taken to select an appropriate value of $\phi$ based on site-specific land cover and morphological characteristics. More generally, for situations in which differential land cover, soil types, and existing hydraulic infrastructure play a dominating role, the performance of the algorithm may be enhanced by adjusting inter-vertex travel times to correspond to estimated overland flow and channel velocities.

- Our assessment of the algorithm’s performance rests on the assumption that installed control structures (e.g. retention basins) are large enough to capture upstream discharges. The algorithm itself does not explicitly account for endogenous upstream flooding that could be introduced by installing new control sites.

- In this study, experiments were conducted only for impulsive rainfall inputs (i.e. with a short duration of rainfall). Future work should assess the performance of the distance-weighted controller placement strategy under arbitrary rainfall durations.

More broadly, future research should investigate the problem of sensor placement in stream networks using the theoretical framework developed in this paper. While this
study focuses on the problem of optimal placement of hydraulic control structures, our algorithm also suggests a solution to the problem of sensor placement. Stated probabilistically, the geomorphological impulse unit hydrograph (GIUH) represents the probability that a “particle” injected randomly within the watershed at time $t = 0$ exits the outlet at time $t = t'$. Thus, the peaks of the GIUH correspond to the portions of the hydrologic response where there is the greatest amount of ambiguity about where a given “particle” originated. It follows that the same locations that maximally de-synchronize flows may also be the best locations for disambiguating the locations from which synchronous flows originated. Future experiments should investigate the ability to estimate upstream states (e.g. flows) within the network given an outlet discharge along with internal state observers (e.g. flow sensors) placed using the algorithm developed in this study.

6. Conclusions

We develop an algorithm for placement of hydraulic control structures that maximally flattens the hydrologic response of drainage networks. This algorithm uses the geomorphological impulse unit hydrograph to locate subcatchments that dominate the peaks of the hydrograph, then partitions the drainage network to minimize the contribution of these subcatchments. We find that the controller placement algorithm produces flatter hydrographs than randomized controller placement trials—both in terms of peak discharge and overall variance. By reducing the flashiness of the hydrologic response, our controller placement algorithm may one day help to mitigate flash floods and restore urban water quality through reduction of contaminant loads and prevention of streambed erosion. We find that the performance of the algorithm is enhanced when using a large number of small, distributed controllers. In addition to confirming the central hypothesis that synchronous cells can be identified based on network structure of drainage basins, this result lends justification to the development of decentralized smart stormwater systems, in which active control of small-scale retention basins, canals and culverts enables more effective management of urban stormwater. Overall, our algorithm is efficient, requires only digital elevation model data, and is robust to parameter and model uncertainty, making it suitable both as a research tool, and as a design tool for practicing water resources engineers.
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Supplementary information

S1. Implementations of algorithms used in the study

S1.1. Width function

For the software implementation used in this study, the width function is computed by determining the travel times from each vertex to the outlet, and then generating a binned histogram of these travel times. The travel times from each vertex to the outlet are computed by performing a depth-first search on the graph representation of the watershed starting with the outlet, and then recording the distances from each vertex to the outlet. The travel times are then binned to produce the width function. The travel time computation is implemented as `grid.flow_distance` in the `pysheds` software package, available at [github.com/mdbartos/pysheds](https://github.com/mdbartos/pysheds).

Note that if matrix multiplication is used to compute the width function, the inter-vertex travel times cannot be used as the weights of the adjacency matrix. Rather, differential travel times may be accounted for by modifying the topology of the graph. For instance, consider a graph consisting of fast nodes and slow nodes, where fast nodes transfer flow 10 times as quickly as slow nodes. In this scheme, slow nodes can be modeled using 10 “dummy” vertices placed in series. It should be noted however, that this implementation is inefficient both in terms of speed of computation and memory usage.
S1.2. Flow accumulation

The vectorized flow accumulation algorithm (developed previously by the authors, but unpublished) is reproduced here for the reader’s convenience:

1. Create an m x n array, `edges` to represent the edges of the directed graph. For each entry in the array, the index corresponds to the index of the start node, and the value corresponds to the index of the end node.

2. Create an m x n array, `in_degree`, to hold the in-degree of each grid cell (i.e. the number of cells currently pointing to that cell). This can be accomplished by counting the number of occurrences of each unique value in `edges`.

3. Create an m x n array of ones `flow_accumulation` to hold the computed number of upstream cells for each cell.

4. Define a 1 x nm array `startnodes` with entries equal to the indices of `edges`.

5. Define a 1 x nm array `endnodes` with entries equal to the values of `edges`.

6. Create a 1 x nm boolean index `no_predecessors` which is 0 where `in_degree` is greater than 0, and 1 where `in_degree` is equal to zero.

7. Select the subset of start nodes and end nodes that have no predecessors: `startnodes = startnodes[no_predecessors]` and `endnodes = endnodes[no_predecessors]`. This selects the “outermost layer” of nodes.

8. While `endnodes` is not empty:
   - Add the flow accumulation at the start nodes to the flow accumulation of the end nodes: `flow_accumulation[endnodes] += flow_accumulation[startnodes]`
   - Decrement the in-degree of the endnodes by the number of start nodes that are linked to it in the current step. With `endnodes` containing repeated entries this operation can be represented as: `in_degree[endnodes] -= 1`.
   - Set the new value of `startnodes` as the unique elements in `endnodes` with a current in-degree of zero: `startnodes = unique(endnodes)[(in_degree == 0)]`
   - Set `endnodes` as the end nodes corresponding to the new start nodes: `endnodes = edges[startnodes]`.

This algorithm is implemented as `grid.accumulation` in the `pysheds` software package, available at `github.com/mdbartos/pysheds`.
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S2. Vertex weights as a function of $\phi$

Figure S1: Width function (left) and vertex weights (right) as a function of $\phi$, with $\phi \in \{1, 2, 5\}$
Figure S2: Width function (left) and vertex weights (right) as a function of $\phi$, with $\phi \in \{10, 20, 50\}$
S3. Optimal controller placements for various numbers of controllers ($k$)

Figure S3: Optimized controller placements (left) and stacked width functions for varying number of controllers (right), $k \in \{7, 10, 25\}$, $\phi = 10$. 

37
S4. Performance under rainfall events of different sizes

When tested against storm events of different sizes, the controller placement algorithm generally outperforms randomized control trials. However, the relative performance between simulations varies with rainfall intensity, which suggests that a uniquely optimal controller placement may not exist for rainfall events of all sizes. As shown in Figures S4 and S5, the optimized controller placement still produces flatter flows overall compared to randomized trials for the small and large storm events. However, for the large storm event, one of the randomized simulations produces a slightly smaller peak discharge than the best-performing optimized controller placement. Moreover, the within-group performance of controller placement strategies varies with storm event size, as seen in Figures S6 and S7. For instance, the controller placement that produces the smallest peak discharge under the large storm event produces the 4th smallest peak discharge under the medium storm event, and the 7th smallest peak discharge under the small storm event (Figure S7). These results suggest that the optimal controller placement for large storms may not be the same as the optimal controller placement for small storms. This situation may result from the fact that larger flood waves travel faster, meaning that inter-vertex travel times will change depending on the scale of the hydrologic response. Consequently, assumed inter-vertex travel times (controlled in this experiment by the parameter $\phi$) may need to be tuned depending on storm event size to account for the nonlinearities inherent in flood wave travel times. Despite these parameter selection issues, the experiments show that controller placement algorithm still produces flatter flows than random controls for storm events of various sizes.
S5. Hydrograph variance for storm events of different sizes

Figure S4: Left: simulated hydrographs for the uncontrolled scenario (black), naive controller placement (gray), and the optimized controller placement (red) under small, medium and large storm events (top to bottom). Right: flashiness (as measured by the variance of the hydrograph) for each simulation.
S6. Peak discharge for storm events of different sizes

Figure S5: Left: simulated hydrographs for the uncontrolled scenario (black), naive controller placement (gray), and the optimized controller placement (red) under small, medium and large storm events (top to bottom). Right: peak discharge for each simulation.
S7. Hydrograph variance for all simulations

Figure S6: Hydrograph variance for small, medium and large storms under all model runs.
S8. Peak discharge for all simulations

Figure S7: Peak discharge for small, medium and large storms under all model runs.
S9. Performance metrics by number of controllers

Figure S8: Performance metrics for both optimized (left) and randomized (right) controller placements by number of controllers used. The top panel measures performance in terms of flashiness (hydrograph variance), while the bottom panel measures performance by peak discharge. The optimized controller placements show consistently better performance metrics as the number of controllers is increased, while the randomized simulations do not.