Efficient inverse design of large-area metasurfaces for incoherent light
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Abstract

Incoherent light is ubiquitous, yet designing optical devices that can handle its random nature is very challenging, since directly averaging over many incoherent incident beams can require a huge number of scattering calculations. We show how to instead solve this problem with a reciprocity technique which leads to three orders of magnitude speedup: one Maxwell solve (using any numerical technique) instead of thousands. This improvement enables us to perform efficient inverse design, large-scale optimization of the metasurface for applications such as light collimators and concentrators. We show the impact of the angular distribution of incident light on the resulting performance, and show especially promising designs for the case of “annular” beams distributed only over nonzero angles.
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2 Introduction

We report a fast reciprocity-based method to both model and inverse-design averaged focusing or collimation properties of metasurfaces (large-area subwavelength-patterned aperiodic structures for free-space optics) for incoherent light with any prescribed statistics, and show that it is orders of magnitude faster than direct angle averaging. A naive approach would compute the average effect of incoherent light with a numerical integration (quadrature) scheme over incident angles for simulations with planewave sources and a given intensity distribution. By instead introducing a “reciprocal” problem based on a general framework for incoherent-light optimization derived in recent work, we reduce the computation to a single Maxwell solve (in 2D, or three solves in 3D) with a prescribed source followed by a convolution of the resulting electromagnetic (EM) field with a cross-correlation function of the incoherent light (Fig. 1, Sec. 3). We apply this approach to metasurface designs for collimator (single output angle) and concentrator (single focal spot) applications, considering incident light distributed uniformly in either a cone (a single range of angles around 0°) or an annulus (ranges of nonzero angles excluding 0°). Compared to a baseline single-angle lens or collimator, optimization yields especially dramatic improvements (12× or 2.6×, respectively) in the more unusual case of annular incoherent beams (Fig. 2). We also find that the angular dependence of optimizing average performance can be very different from optimizing the worst-angle performance as in some earlier concentrator work, except for very large angular ranges (> 40°). Although previous designs sampled only 6–20 angles, we find that simulations for ∼ 10^3 angles would be required to obtain an accurate brute-force average over ±20°, corresponding to a three-order-of-magnitude speedup for our reciprocal approach. (Even larger speedups will occur in 3D, where two incident angles must be con-
We believe that this technique will be crucial to developing metasurfaces and photomasks for incoherent-light applications ranging from lithography to bioluminescence sensing (as discussed in Sec. 6).

Figure 1: (left) Concentrator forward problem: incoherent light is incident on a metasurface and the mean intensity of the scattered field is measured at the focal spot. The incoherent light is characterized by a distribution of the mean intensity $a(\theta)$ of a mix of planewaves with incident angles in a predefined interval $\theta \in I$. The incident light is transformed into an equivalent source in the forward simulation using the principle of equivalence. The average intensity at the focal spot is computed with a numerical integral on the interval $I$, which requires many Maxwell solves (1000s) with different angles of incidence to be accurate. (right) Concentrator reciprocal problem: a point source is placed at the focal spot and the scattered field through the metasurface is measured and convoluted with the spectral-cross correlation. This method computes the average intensity at the focal spot with a single Maxwell solve. For a collimator application, the source would be the mode of the monitor.

### 3 Incoherent light

We first consider the “forward” problem where incoherent light is incident on a metasurface. For simplicity, we will illustrate our approach in 2D, where electromagnetic waves can be defined by a scalar field $u$ (either the out-of-plane electric or magnetic field component,
depending on the polarization). Incident incoherent light $u_{\text{inc}}$ can then be described using an angular spectrum representation as a superposition of planewaves with random amplitudes $a(\theta)$ for all incident angles $\theta$ in the interval of allowed angles of the incoherent light $I$

$$u_{\text{inc}} = \int_{\theta \in I} d\theta a(\theta) \exp(ik(\theta)r). \quad (1)$$

The amplitude is assumed to have zero mean (i.e. $a$ and $-a$ are equally likely). The statistics of the incoherent light are defined by the autocorrelation function of the (complex) angle-dependent amplitude $a$

$$\text{Corr}(a(\theta), a(\theta')) = \langle a^*(\theta)a(\theta') \rangle \quad (2)$$

where $^*$ denotes complex conjugation, and $\langle \ldots \rangle$ denotes the ensemble average with respect to the joint probability density of the random amplitude pair $(a(\theta), a(\theta'))$. We will show below that this further simplifies in the common case of broad illumination with translation-invariant spatial correlations, in which case the amplitudes at different angles are uncorrelated and one only needs the mean-square amplitude $\langle |a(\theta)|^2 \rangle$ at each angle of incidence.

By the principle of equivalence any incident wave can be equivalently produced by a current source distribution $b$ defined an enclosing surface, such as the source plane depicted Fig. [1](left). Random planewaves can then be transformed to random equivalent currents, whose spatial cross-correlation is

$$W(x_1, x_2) = \int_{(\theta, \theta') \in I} d\theta d\theta' \langle a(\theta)a^*(\theta') \rangle \exp(ik_x(\theta')x_2) \exp(-ik_x(\theta)x_1) \quad (3)$$

with $k_x(\theta) = n\frac{2\pi}{\lambda} \sin \theta$, where $n$ is the refractive index of the medium.

For spatially broad incoherent illumination, the spatial correlation function is commonly approximated as being translation invariant, i.e. $W(x_1, x_2) = W(x_1 - x_2)$ is only a function of $x_1 - x_2$. Equivalently, in the Fourier domain, translation-invariant correlations are diagonalized: different Fourier components, corresponding to planewaves at different angles, are
uncorrelated. Consequently, in this regime we have \( \text{Corr}(a(\theta), a(\theta')) = \frac{1}{2c} \delta(\theta - \theta') \langle |a(\theta)|^2 \rangle \) (where \( \delta \) is the Dirac delta function): the incident light can be viewed as a distribution of uncorrelated random planewaves at different angles with some mean-square intensities. This is the regime that we will consider for the specific computational examples in this paper, but the reciprocity-based computational technique (below) is also applicable to the more general situation of arbitrarily correlated incoherent light.

A simple example of incoherent illumination is light distributed uniformly in a cone \( I \) of angles: \( \theta \in [-c, c] = I \), with equal mean-square amplitude at every angle. Mathematically, \( \text{Corr}(a(\theta), a(\theta')) = \frac{1}{2c} \delta(\theta - \theta') \), or \( \langle |a(\theta)|^2 \rangle = 1/2c \) (so that the total mean power is fixed as we vary \( c \)). This corresponds to a spatial correlation

\[
W(x_1, x_2) = \frac{1}{2c} \int_{-c}^{c} d\theta \exp(i k_x(\theta)(x_2 - x_1)) = \text{sinc} \left( i(x_2 - x_1) \frac{2\pi}{\lambda} \sin c \right).
\]

As the angular interval \( c \) approaches 90°, the spatial correlations \( W \) become narrower and narrower, tending to \( \frac{1}{2} \). For example, in Ref. 8, they experimentally measured a coherence length of 330 nm for a wavelength of \( \lambda = 500 \) nm with a range of angle \( I = [-30°, 30°] \).

### 4 Method

We want to compute the averaged intensity of the scattered field at the focal spot in the case of a concentrator application (as in Fig. 1(left)), and the power in the collimator mode—a planewave with a desired transmitted angle—in the case of a collimator application. A naive way to compute the average, for the simple case of angle-uncorrelated planewaves, would be first to simulate the scattered field for each planewave angle, and then to average the result over angles weighted by \( \langle |a(\theta)|^2 \rangle \), or more generally for some \( a \) correlation function (math details in Sec. 4.1). However, this approach is computationally expensive, because we show below that the integrand is a highly oscillatory function of \( \theta \) for large-area metasurfaces, and hence thousands of simulations may be required to compute an accurate average (Sec. 5).
In this work, we present an efficient technique to compute the average effect with a single “reciprocal” simulation. The source of the reciprocal simulation depends on the design objective: a point source for a concentrator application (as shown in Fig. 1(right)) or a plane wave at the desired angle for a collimator application. The resulting reciprocal fields are then convolved with the source cross-correlation function on the same plane as the equivalent source plane (math details in Sec. 4.1). The speedup benefit from the reciprocal simulation is independent of the choice of numerical technique to solve Maxwell’s equations for the reciprocal scattering problem.

In this article, we limit our applications to two-dimensional simulations, where the interface of the metasurface is along the x-direction, but the same approach would apply to three-dimensional problems as discussed in Sec. 6. We consider the frequency-domain problem of solving/designing the effect of incoherent light at a single wavelength, but of course this calculation could be repeated at multiple wavelengths to model broadband problems.

4.1 Reciprocal approach

For a given wavelength, we denote the solutions to Maxwell’s equations by \( u = A^{-1}b \) where \( A \) is the Maxwell’s equations operator for the metasurface and \( b \) is a current-source term. (Alternatively can be convenient to think of \( A \) as a matrix coming from a huge finite-difference or finite-element discretization of Maxwell’s equations.) We let \( b_0(\theta) \) denote the equivalent current source for an unit-power incident plane wave at an angle \( \theta \), via the principle of equivalence, yielding solutions \( u_0(\theta) = A^{-1}b_0(\theta) \). As in (1) above, incoherent light is modeled as a source term \( b \) given by a random superposition of \( b_0(\theta) \) sources weighted according to some \( a \) correlation function.

The figure of merit (FOM) of both a concentrator and a collimator share a common form of a squared inner product \( |w^\dagger u|^2 \), where \( u = \int_{\theta \in \Omega} d\theta a(\theta)u_0(\theta) \) is the scattered incoherent light, \( w \) is the function that characterizes the application, and \( w^\dagger u \) is an inner product (integral). For concentrator (lens-like) application, \( w \) is a Delta function at the position of
the focal spot, so that \( w^†u \) is simply the field \( u \) evaluated at the focal spot as in Fig. 1. For a collimator application, \( w \) is the desired output mode profile (e.g. a planewave at a desired angle), so that \( w^†u \) is the amplitude of the desired output mode and \( |w^†u|^2 \) is the corresponding power.

For incoherent light, we then want the average FOM:

\[
\langle |w^†u|^2 \rangle = \left\langle \left| w^† \left( \int_{\theta \in I} d\theta a(\theta) u(\theta) \right) \right|^2 \right\rangle = \left\langle w^† \left( \int_{\theta \in I} d\theta a(\theta) u(\theta) \right) \left( \int_{\theta' \in I} d\theta' a^*(\theta') u(\theta')^† \right) w \right\rangle
\]

\[
= \left\langle \int_{(\theta, \theta') \in I} d\theta d\theta' a(\theta) a^*(\theta') w^† u(\theta) u(\theta')^† w \right\rangle = \int_{(\theta, \theta') \in I} d\theta d\theta' \langle a(\theta) a^*(\theta') \rangle w^† u(\theta) u(\theta')^† w.
\]

For the simplified case of uncorrelated angles, this becomes

\[
\int_{\theta \in I} d\theta \langle |a(\theta)|^2 \rangle w^† u(\theta) u(\theta)^† w.
\]

To evaluate (5) or (6) by numerical integration, a forward simulation of the entire metasurface would be needed to compute \( u(\theta) \) (and hence \( u(\theta') \)) for each quadrature point \( \theta \). As we show below, this may require so many Maxwell solves as to be prohibitive even for simple incoherent light probability distributions.

Similarly to Ref. [1], we rewrite (5) using the cyclic property of the trace function and the linearity of the ensemble average:

\[
\langle |w^†u|^2 \rangle = \langle b^† A^{-1} w w^† A^{-1} b \rangle = \text{Tr} \left( \langle b^† A^{-1} w w^† A^{-1} b \rangle \right)
\]

\[
= \text{Tr} \left( \langle A^{-1} w w^† A^{-1} b b^† \rangle \right) = \text{Tr} \left( A^{-1} w w^† A^{-1} \langle b b^† \rangle \right)
\]

\[
= \text{Tr} \left( w^† A^{-1} \langle b b^† \rangle A^{-1} w \right) = \text{Tr} \left( v^† \langle b b^† \rangle v \right) = \langle b b^† \rangle v = v^† W v = \int dx_1 dx_2 v(x_1) W(x_1, x_2) v(x_2)
\]
where $\langle bb^\dagger \rangle$ is the current–current correlation operator (the correlation “matrix”). In contrast to (5), this new formulation requires only a single solve of Maxwell’s equations for a “reciprocal” simulation $v = A^{-\dagger}w$, where the output $w$ is treated as a “source.” To optimize the figure of merit with respect to the many parameters $p$, we apply gradient-based optimization. The gradient of the figure of merit is $2\Re (v^\dagger W \nabla_p v)$, where $\nabla_p v$ is the Jacobian of the reciprocal fields on the cross-correlation plane. In the case of our local periodic approximation (LPA, see below) $\nabla_p v$ ends up being diagonal (each unit cell only affects the near field directly below it), so we can compute it explicitly. More generally, one could apply an adjoint method in which the Maxwell solve $A^{-\dagger}$ in $\nabla_p v = -A^{-\dagger} \nabla_p A^\dagger v$ is applied to the left on a “source” term $v^\dagger W$. The Maxwell operator $A$ is a composition of a Green’s function, which does not depend on the geometry $p$, and the local metasurface transmission for each unit cell as a function of the nanopillar diameter, which is computed from a surrogate polynomial fit. Hence the derivative $\nabla_p A^\dagger$ merely involves the derivatives of these polynomials.

In the case of a concentrator application, $w$ is a point source situated at the focal spot. In the case of a collimator application, $w$ is a planewave source incident from the output direction/mode. The correlation $W$ is a known function (often computed analytically) for any given incoherent-light distribution as described above.

In contrast to Ref. 11 which primarily involved spatially uncorrelated random sources, the random currents here are correlated in space. In our examples below, we assume that the amplitudes are uncorrelated for different angles (corresponding to spatially broad and translation-invariant illumination) as described above. In this case, $W(x_1, x_2) = W(x_2 - x_1)$ so computing the average then boils down to a convolution of $W$ with the reciprocal fields evaluated on the equivalent source plane as in (7), which can be efficiently computed numerically using fast Fourier transforms (FFTs).
4.2 Fast metasurface solver

The primary benefit of the reciprocal-source technique we introduced above is a vast reduc-
tion in the number of Maxwell solves needed to compute the average effect of incoherent
light. This benefit is independent of the computational technique used to solve Maxwell’s
equations.

In this work, we perform our metasurface simulation and optimization using an ap-
proximate solver based on LPA as described in previous work. But of course, many other
computational techniques for metasurfaces have been proposed, which could also be used
with the same reciprocal approach.

The collimator application below and the forward simulations use planewave sources
similar to Ref. 9. For the reciprocal simulation of the concentrator application, the source is
a point source, and a paraxial approximation was found to be accurate to a few percent:
the local fields adjacent to the metasurface can be computed using subdomain simulations
(for each unit cell in LPA) with normal-incidence light whose phase is modulated according
to the distance between the point source and the unit cell.

5 Results

5.1 Designs

We show example designs of collimators and concentrators. As in Ref. 19, the metasurface
consists of pillars made of silicon nitride (ε = 4) on top of a silica substrate (ε = 2). The
wavelength of incident light is λ = 633 nm and the subwavelength period of the unit cell
is 316 nm. The minimum feature size of the pillars is 100 nm which results in a parameter
range of [100, 216] nm. The metasurface consists of $10^3$ unit cells. For the concentrator
design with a numerical aperture of 0.3, we compare to the baseline of a lens designed to
focus normal-incident light only. For the collimator, we compare to the baseline of a random
Figure 2: (top row) Example designs of a collimator and a concentrator for a uniform angle distribution on the interval $\theta \in [-20^\circ, 20^\circ]$ (shaded area). (left) power in the output mode of the collimator (in arbitrary units) in function of the angle of incidence, the optimized structure has a $1.18 \times$ better figure of merit, averaged on the interval of the shaded region. (right) semilog plot of the intensity at the focal spot in function of the angle of incidence, the optimized structure performs consistently across angles between $-15^\circ$ and $15^\circ$ and has a $1.2 \times$ better figure of merit, averaged on the interval of the shaded region. (bottom row) Example designs of a collimator and a concentrator for a uniform angle distribution on a union of disjoint intervals $\theta \in [-20^\circ, -10^\circ] \cup [10^\circ, 20^\circ]$ (shaded areas). (left) The power output mode is significantly improved consistently across the two intervals of interest, leading to a $12 \times$ improvement of the average power in the output mode of the collimator. (right) The optimized concentrator, significantly increases the the intensity for $-10^\circ$ and $10^\circ$, which are the angles from both intervals that are closest to the normal incidence, leading to a $2.6 \times$ improvement.
In Fig. 2(top row), we show example designs of a collimator and a concentrator for a uniform angle distribution on the interval $\theta \in [-20^\circ, 20^\circ]$ (shaded area) using the cross-correlation from (4). In Fig. 2(left) we show the power in the output mode of the collimator (in arbitrary units) in function of the angle of incidence, the optimized structure performs about 25% better for normal incidence resulting in a 1.18× improvement of the averaged figure of merit. In Fig. 2(right), we show the semilog plot of the intensity at the focal spot in function of the angle of incidence, the optimized structure performs consistently across angles between $-15^\circ$ and $15^\circ$, resulting in a 1.2× improvement of the averaged figure of merit. Note that the optimized structure is on average two times better than the lens in the $1—18^\circ$ range away from the central peak. This is achieved, in part, by trading off performance at unneeded angles $> 20^\circ$.

In Fig. 2(bottom row), we show example designs of a collimator and a concentrator for a uniform angle distribution on a union of disjoint intervals $\theta \in [-20^\circ, -10^\circ] \cup [10^\circ, 20^\circ]$ (shaded areas) in which case the cross-correlation function becomes

$$W(x_1, x_2) = \frac{1}{(\theta_2 - \theta_1)} \left( \theta_2 \text{sinc} \left( i(x_2 - x_1) \frac{2\pi}{\lambda} \sin \theta_2 \right) - \theta_1 \text{sinc} \left( i(x_2 - x_1) \frac{2\pi}{\lambda} \sin \theta_1 \right) \right)$$

(8)

where $\theta_2 = 20^\circ$ and $\theta_1 = 10^\circ$ In Fig. 2(left), we show the power output mode is significantly improved consistently across the two intervals of interest, leading to a 12× improvement of the average power in the output mode of the collimator. Fig. 2(right), we show the optimized concentrator, significantly increases the the intensity for $-10^\circ$ and $10^\circ$, which are the angles from both intervals that are closest to the normal incidence, leading to a 2.6× improvement.

In Fig 3(left) we show the optimized average intensity as the range of $\theta$ increases. For $\theta$ up to $1^\circ$, the average intensity follow a trend $\propto 1/\theta$—in this small range, the design is “lens-like” with a maximum intensity at normal incidence (left inset), and averaging over more angles simply decreases the average linearly. As the angular range increases, however,
the design changes. For moderate ranges, the optimal design chooses the two ends of the interval to be the most intense (middle inset), for example for the range \([-5^\circ, 5^\circ]\). For even larger ranges like \([-20^\circ, 20^\circ]\), the design tries to perform equally well with low intensity across the interval (upper-right inset), similar to a min–max optimization.\cite{20} In general, it is known that the average intensity must decrease as the angular range is increased, and one theoretical “brightness bound” for this tradeoff showed that the upper bound scales inversely with the number of input “channels”.\cite{21} This channel-inverse scaling is qualitatively similar to the \(1/\theta\) scaling that we observe for small angular ranges, but it must have a larger constant coefficient. A single-layer metasurface designed via LPA cannot attain maximal focusing even at a single angle, and typically loses at least 40% of the power compared to an ideal lens,\cite{19,22,23} in part because LPA does not capture the full scattering degrees of freedom in Maxwell’s equations,\cite{24} combined with the fact that a single nanopillar layer does not have enough degrees of freedom to eliminate interface reflection. However, with other approximations that capture the effects of bigger unit cells, higher efficiencies (\(\approx 70\%\)) have been demonstrated for single-layer metasurfaces.\cite{17,25}

5.2 Brute-force quadrature

In contrast to our reciprocity approach, the most direct method for modeling incoherent light would be a brute-force average over simulations for many incident-planewave angles. At the simplest level, this could take the form of a Monte-Carlo method, averaging over many incident waves drawn at random from the given distribution. Since the desired result (6) is an integral of planewave-simulations over the angle \(\theta\), in which the integrand is a smooth function of \(\theta\), however, there are much more effective numerical integration (“quadrature”) techniques. Even for the most sophisticated high-order Gauss–Legendre quadrature schemes,\cite{26} however, we find that an unreasonable number of simulations are required to attain reasonable accuracy.

In particular, we investigate the required number \(N\) of angles \(\theta\) (“quadrature points”) for
Figure 3: (left) Optimized average intensity as the range of $\theta$ increases. For $\theta$ up to $1^\circ$, the average intensity follows a trend $\propto \frac{1}{\theta}$. (insets) The optimization spontaneously finds multiple strategies depending on the range of the interval. For small range, the design is “lens-like” with a maximum intensity at normal incidence. As the range increases, the optimal design chooses the two ends of the interval to be the most intense, for example for the range $[-5^\circ, 5^\circ]$. For larger interval like $[-20^\circ, 20^\circ]$, the design tries to perform equally well with low intensity across the interval. (right) Using Gauss–Legendre quadrature, $\sim 10^3$ points are needed to obtain an accurate value of the average. Which corresponds to $\sim 10^3$ Maxwell solves instead of one with our reciprocal method.
accurate Gauss–Legendre quadrature of (6) for the concentrator application above. For each $N$, we evaluate the relative error (in the mean focal intensity) compared to a high-precision result computed via an adaptive Gauss–Kronrod scheme with a low tolerance. The result is shown in Fig. 3(right): We find that the relative error is unacceptably large for $\leq 512$ quadrature points, and only drops below 5% for $\geq 1024$ points (after which the error falls exponentially as expected for smooth integrands). We report a similar convergence plot to compute the power in the output mode of a collimator. That is, a direct integration would require around 1000 Maxwell simulations (one for each incident quadrature angle $\theta$), whereas our reciprocal approach requires just one. With a single reciprocal simulation, our framework has 4% error compared to the high-precision average. The discrepancy can be explained by the difference of approximation between the forward simulations and the reciprocal simulation, which uses a paraxial approximation.

6 Concluding remarks

This work paves the way for inverse design of optical devices for incoherent illumination, which can impact many real-world applications. We illustrated our technique by designing single-layer metasurfaces, but the same optimization framework would apply to multilayer metasurfaces, which larger optical volumes would likely lead to more design degrees of freedom and better performance. Although the examples and formulas in this paper were in 2D for simplicity of illustration, the same approach is directly applicable to 3D, the main difference being that in 3D one needs to account for different polarizations (e.g. three reciprocal simulations for a focal spot, or two for a collimator, if no symmetry is imposed on the metasurface). In 3D, the computational benefit of this technique over brute-force averaging is even more significant, because the naive approach would need to integrate over two incident angles (requiring many more quadrature points). Collimators for incoherent light can be used for white organic light-emitted diodes (WOLED) or chemical bioluminescence-
based sensors,\textsuperscript{32,33} for example. However, the performance characterization of previous work does not directly compare to our performance characterization as a function of angle. Concentrators have been of great interest for solar energy.\textsuperscript{34} (For broadband devices such as solar cells, there is still a need for a frequency integral, but this integral can be computed efficiently using a weighted quadrature scheme designed for the solar spectrum.\textsuperscript{35} One can also apply the same reciprocal technique in the time domain to compute many frequencies simultaneously.\textsuperscript{36,37}) The concentrator and collimator designs in this paper were for a single output spot or a single output mode, but we have developed more general trace-optimization techniques for efficient averages over many spots or modes.\textsuperscript{17}
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