LINEARIZED INVERSE PROBLEM FOR BIHARMONIC OPERATORS AT HIGH FREQUENCIES
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ABSTRACT. In this paper, we study the phenomenon of increasing stability in the inverse boundary value problems for the biharmonic equation. By considering a linearized form, we obtain an increasing Lipschitz-like stability when \( k \) is large. Furthermore, we extend the discussion to the linearized inverse biharmonic potential problem with attenuation, where an exponential dependence of the attenuation constant is traced in the stability estimate.

1. INTRODUCTION

In this paper, we consider the boundary-value problem for a perturbation of the biharmonic operator posed in a bounded domain \( \Omega \subset \mathbb{R}^n, n \geq 3 \) with smooth boundary, equipped with the Navier boundary conditions, that is,

\[
\begin{aligned}
(\Delta^2 - k^4 + q)u &= 0 \quad \text{in } \Omega, \\
u &= f \quad \text{on } \partial \Omega, \\
\Delta u &= g \quad \text{on } \partial \Omega,
\end{aligned}
\]

where \( f \in H^{7/2}(\partial \Omega) \) and \( g \in H^{3/2}(\partial \Omega) \). Biharmonic operators (with potentials) are widely studied in the context of modelling of hinged elastic beams and suspension bridges. We would like to refer to [10] for a discussion of these models and other applications.

If \( k \) is not an eigenvalue of \( (\Delta^2 - k^4 + q)u = 0 \) on the set \( E = \{ u \in H^4(\Omega) : u|_{\partial \Omega} = \Delta u|_{\partial \Omega} = 0 \} \), there exists a unique solution to the problem (1.1) when \( (f, g) \in H^{7/2}(\partial \Omega) \times H^{3/2}(\partial \Omega) \).

Let us define the set

\[ Q := \{ r \in L^\infty(\Omega) : 0 \text{ is not an eigenvalue of } (\Delta^2 - r) \text{ on } E \}. \]

The Dirichlet-to-Neumann(DtN) map \( N_q \) can be defined as

\[
N_q : H^{7/2}(\partial \Omega) \times H^{3/2}(\partial \Omega) \rightarrow H^{7/2}(\partial \Omega) \times H^{3/2}(\partial \Omega),
\]

\[ (f, g) \mapsto \left( \frac{\partial u}{\partial \nu}|_{\partial \Omega}, \frac{\partial (\Delta u)}{\partial \nu}|_{\partial \Omega} \right), \]

where \( u \in H^4(\Omega) \) is the unique solution to (1.1).

On the space \( H^\alpha(\partial \Omega) \times H^\beta(\partial \Omega) \) (for simplicity we will denote this space by \( H^{\alpha,\beta}(\partial \Omega) \)), we shall consider the norm

\[
\|(f, g)\|_{H^{\alpha,\beta}(\partial \Omega)} := \|f\|_{H^\alpha(\partial \Omega)} + \|g\|_{H^\beta(\partial \Omega)}.
\]
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Define:
\[
\|\mathcal{N}_q\| := \sup\{\|\mathcal{N}_q(f, g)\|_{H^{1/2}_0(\partial\Omega)} : \|(f, g)\|_{H^{1/2}_0(\partial\Omega)} = 1\},
\]
where \(\mathcal{N}_q(f, g)\) is defined in (1.2).

Our aim, in this article, is to address the question of stability in inverse boundary value problems for perturbed biharmonic operators. That is, to determine the potential \(q\) from DtN map. In recent years, this kind of inverse problems have been studied by researchers and some related results have been obtained. For example, stability estimates of logarithmic type for this problem were obtained in [7] and [8] when \(k = 0\).

According to the work [35], logarithmic stability estimates are expected to be optimal for such inverse boundary value problems when the operator \(\Delta^2\) is replaced by \(\Delta\) and \(k = 0\). See also [1], [2], [4], [8], [11], [13], [14], [25], [23], [24], [36] for this kind of inverse boundary value problems for perturbed biharmonic and polyharmonic operators. The logarithmic stability estimates indicate that the inverse boundary value problem in question is severely ill-posed, which makes it most challenging to design reconstruction algorithms with high resolution in practice, since small errors in measurements may result in exponentially large errors in the reconstruction of the unknown potential.

However, in recent years, it has been widely observed in different inverse boundary value problems that the stability estimate improves with growing wavenumbers (or energy) both analytically and numerically. The increasing stability in the inverse boundary value problem for the Schrödinger equation was firstly observed within different ranges of the wavenumbers in [16]. For related stability estimates at high frequencies for several fundamental inverse boundary value problems, we can refer to [12], [15], [17], [21], [22], [26], [32], [33] for example. Among those, in [33], the author obtained an increasing Hölder-type stability for the biharmonic operator when \(k\) is large.

Very recently, a linearized form of the inverse Schrödinger potential problem with a large wavenumber is considered in [19], [37], [20]. Such a linearization is carried out at a zero potential function which is reasonable when the potential is sufficiently small compared with the squared wavenumber \(k^2\). Noting that the squared wavenumber \(k^2\) may be large, it is reasonable to reconstruct a potential function of moderate amplitude. It shows that this kind of linearization method can improve stability dramatically for a larger \(k\) (see e.g. [19], [37], [20]). And the linearization method can be adapted to deal with inverse boundary problems for some nonlinear Schrödinger operators (see e.g. [34]).

Another topic on increasing stability is multi-frequency set-up uses finite observations for multiple wavenumbers. To have an overview of such results, we recommend a recent review paper [3] which nicely summarizes the theoretical and numerical evidences verifying the increasing stability in inverse medium and source problems for acoustic Helmholtz equations and Maxwell equations. For this topic, we can also see e.g. [3], [6], [18], [50], [51], [27], [28], [29].

Inspired by the formulation of the problem in [19], in this paper, we investigate a linearized form of the inverse boundary problem for (1.1) with a large wavenumber in three and higher dimensions. And we obtain an increasing Lipschitz-type stability estimate for the linearized inverse boundary problem for the biharmonic equation with a large wavenumber. Furthermore, we provide some extended discussion on the linearized inverse biharmonic potential problem with attenuation and we obtain an increasing stability with the explicit dependance of the attenuation constant.

The remainder of the paper is organized as follows. In section 2, we introduce the linearized problem and prove an increasing Lipschitz-like stability estimate for the linearized inverse biharmonic potential problem with a large wavenumber by using bounded complex exponential solutions. We extend, in section 3, the discussion of the inverse biharmonic potential problem with attenuation. Finally a conclusion section 4 ends the manuscript with further prospects.
2. Increasing stability in the linearized inverse biharmonic potential problem at the large wavenumber

In this section, we provide notations and statement of the main result for the linearized inverse biharmonic potential problem. Some extended discussions on the linearized DtN map will also be provided.

2.1. Linearized inverse biharmonic potential problem and main result. We recall the original problem, which initializes the current work, is to find the potential function \( q = q(x) \) defined in a bounded domain \( \Omega \) in the following problem

\[
\begin{aligned}
\begin{cases}
(\Delta^2 - k^4 + q)u &= 0 \quad \text{in } \Omega, \\
u &= f \quad \text{on } \partial\Omega, \\
\Delta u &= g \quad \text{on } \partial\Omega,
\end{cases}
\end{aligned}
\]

(2.1)

from the knowledge of the DtN map

\[
\mathcal{N}_q : (f, g) \mapsto (\partial_\nu u, \partial_\nu(\Delta u)) \quad \text{on } \partial\Omega.
\]

If we assume that \( q \) is small (or \( k \) is large), we can justify the linearization of the biharmonic equation. More precisely, let \( u_0, u_1 \) solve the following subproblems

\[
\begin{aligned}
\begin{cases}
\Delta^2 u_0 - k^4 u_0 &= 0 \quad \text{in } \Omega, \\
u_0 &= f \quad \text{on } \partial\Omega, \\
\Delta u_0 &= g \quad \text{on } \partial\Omega,
\end{cases}
\end{aligned}
\]

(2.2)

\[
\begin{aligned}
\begin{cases}
\Delta^2 u_1 - k^4 u_1 &= -qu_0 \quad \text{in } \Omega, \\
u_1 &= 0 \quad \text{on } \partial\Omega, \\
\Delta u_1 &= 0 \quad \text{on } \partial\Omega,
\end{cases}
\end{aligned}
\]

(2.3)

then the solution \( u \) of the original problem (1.1) is

\[
u = u_0 + u_1 + \cdots
\]

where the remaining “\( \cdots \)” are “higher” order terms. The linearized DtN map \( \mathcal{N}_q^1 \) of \( \mathcal{N}_q \) in (1.2) is defined accordingly as

\[
\mathcal{N}_q^1 : (f, g) \mapsto (\partial_\nu u_1, \partial_\nu(\Delta u_1)) \quad \text{on } \partial\Omega.
\]

(2.4)

We consider the stability question for the determination of \( q \) from the linearized DtN map \( \mathcal{N}_q^1 \) defined by (2.4).

To begin with, let us recall the Green’s formula

\[
\int_{\Omega} (\Delta^2 u)v \, dx - \int_{\Omega} u(\Delta^2 v) \, dx = \int_{\partial\Omega} \partial_\nu(\Delta u)v \, dS + \int_{\partial\Omega} \partial_\nu u(\Delta v) \, dS
\]

\[
- \int_{\partial\Omega} (\Delta u)\partial_\nu v \, dS - \int_{\partial\Omega} u(\partial_\nu(\Delta v)) \, dS
\]

for \( u, v \in H^4(\Omega) \).

Let \( v \in H^4(\Omega) \) be the solution to

\[
\Delta^2 v - k^4 v = 0 \quad \text{in } \Omega,
\]
multiplying both sides of the subproblem (2.3) with by \( v \), using the Green’s formula, we obtain
\[
\int_{\Omega} \partial_{\nu}(\Delta u) v \, dS + \int_{\partial\Omega} \partial_{\nu} u(\Delta v) \, dS = -\int_{\Omega} q u v \, dx
\] (2.5)
We now state the main stability estimate below.

**Theorem 2.1.** Let \( n \geq 3, s > n/2 \). Given any wavenumber \( k \geq 1 \) such that \( k^4 \in \mathcal{Q} \), assume the potential function \( q \in H^s(\Omega) \) with \( \text{supp} q \subset \Omega, \|q\|_{H^s(\Omega)} \leq M \). Then the following estimate holds true
\[
\|q\|_{H^{-s}(\Omega)} \leq C k^7 \|N_q^1\| + C(k + \log \frac{1}{\|N_q^1\|^2})^{-(2s-n)}
\] (2.6)
for the linearized system (2.2)-(2.3) with \( \|N_q^1\| \leq 1/e \) and the constant \( C \) depends only on \( n, s, \Omega, M \) and \( \text{supp} q \).

**Remark 2.2.** From estimate (2.6), it is obvious that the stability behaves more like Lipschitz type when \( k \) is large. So we call it increasing Lipschitz-like stability in this paper.

2.2. Extended discussion on the linearized DtN map. In this subsection, we analyze the linearization estimate and state the relation between the nonlinear operator \( \mathcal{N}_q \) and the linearized DtN operator \( \mathcal{N}_q^1 \) if the potential function \( q \) is assumed to be sufficiently small. To this end, we define the following two linear operators.

**Definition 2.3.** For all \( q \in \mathcal{Q} \subset L^\infty(\Omega) \), we define the Poisson operator \( \mathcal{P}_q : H^2(\partial\Omega) \times H^2(\partial\Omega) \to H^1(\Omega), \mathcal{P}_q(f, g) = u \) for the problem
\[
\begin{cases}
\Delta^2 u - q u = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial\Omega, \\
\Delta u = g & \text{on } \partial\Omega.
\end{cases}
\]
In addition, for any source function \( F \in L^2(\Omega) \), we define the Green’s operator \( \mathcal{G}_q : L^2(\Omega) \to H^1(\Omega), \mathcal{G}_q(F) = v \) for the problem
\[
\begin{cases}
\Delta^2 v - q v = -F & \text{in } \Omega, \\
v = 0 & \text{on } \partial\Omega, \\
\Delta v = 0 & \text{on } \partial\Omega.
\end{cases}
\]

When the potential function is sufficiently small such that \( \|q\|_{L^\infty} < \eta \) and \( k^4 - q \in \mathcal{Q} \), the DtN map for the problem (2.1) can be presented with the above definitions as
\[
\mathcal{N}_q(f, g) = (\partial_{\nu}(\mathcal{P}_{k^4-q}(f, g))|_{\partial\Omega}, \partial_{\nu}(\Delta(\mathcal{P}_{k^4-q}(f, g)))|_{\partial\Omega}).
\]
If we further define \( \mathcal{M}_q \) to be the multiplication operator by \( q \in L^\infty(\Omega) \), the linearized DtN map defined in (2.4) can be reformulated as
\[
\mathcal{N}_q^1(f, g) = (\partial_{\nu}(\mathcal{G}_{k^4, \mathcal{M}_q}(f, g))|_{\partial\Omega}, \partial_{\nu}(\Delta(\mathcal{G}_{k^4, \mathcal{M}_q}(f, g)))|_{\partial\Omega}).
\]

The following theorem states the relation between the nonlinear operator \( \mathcal{N}_q \) and the linearized DtN operator \( \mathcal{N}_q^1 \) if the potential function \( q \) is assumed to be sufficiently small.

**Theorem 2.4.** Given any \( k > 0 \) such that \( k^4 \in \mathcal{Q} \), and let \( \eta \) be a sufficiently small constant satisfying \( k^4 - q \in \mathcal{Q} \) for any potential function \( q \in L^\infty(\Omega) \) with \( \|q\|_{L^\infty(\Omega)} < \eta \). Then there holds
\[
\|\mathcal{N}_q - \mathcal{N}_q^0 - \mathcal{N}_q^1\| \leq C\|q\|_{L^\infty(\Omega)}^2,
\] (2.7)
where $N^0_q(f,g) := (\partial_\nu(P_{k^4}(f,g)))|_{\partial \Omega}, \partial_\nu(\Delta(P_{k^4}(f,g)))|_{\partial \Omega}$ and the constant $C$ depends on $n, \Omega$ and $k$.

**Remark 2.5.** Theorem 2.4 shows that if $\|q\|_{L^\infty(\Omega)}$ is small enough, then the error between the observation date of the original inverse boundary problem and the observation date of the linearized inverse problem will be small enough.

**Proof.** This proof is inspired by [37].

For all $(f,g) \in H^\frac{7}{2}(\partial \Omega) \times H^\frac{7}{2}(\partial \Omega)$, by the assumptions $k^4 \in Q$ and $k^4 - q \in Q$, we see that

$$0 = (\Delta^2 - k^4 + q)P_{k^4-q}(f,g) - (\Delta^2 - k^4)P_{k^4}(f,g)$$

$$= (\Delta^2 - k^4)(P_{k^4-q}(f,g) - P_{k^4}(f,g)) + M_q P_{k^4-q}(f,g),$$

which gives

$$(\Delta^2 - k^4)(P_{k^4-q}(f,g) - P_{k^4}(f,g)) = -M_q P_{k^4-q}(f,g) \quad \text{in } \Omega.$$

Since $P_{k^4-q}(f,g) - P_{k^4}(f,g) = 0$ on $\partial \Omega$, $\Delta(P_{k^4-q}(f,g) - P_{k^4}(f,g)) = 0$ on $\partial \Omega$, from the definition of $G_k$, we see that

$$P_{k^4-q}(f,g) - P_{k^4}(f,g) = G_{k^4}M_q P_{k^4-q}(f,g) \quad \text{in } \Omega. \quad (2.8)$$

Hence we know that

$$(N_q - N^0_q - N^2_q)(f,g)$$

$$= (\partial_\nu(P_{k^4-q}(f,g) - P_{k^4}(f,g) - G_{k^4}M_q P_{k^4}(f,g))|_{\partial \Omega},$$

$$\partial_\nu(\Delta(P_{k^4-q}(f,g) - P_{k^4}(f,g)) - \Delta(G_{k^4}M_q P_{k^4}(f,g))|_{\partial \Omega})$$

$$= (\partial_\nu(G_{k^4}M_q P_{k^4-q}(f,g) - G_{k^4}M_q P_{k^4}(f,g))|_{\partial \Omega},$$

$$\partial_\nu(\Delta(G_{k^4}M_q P_{k^4-q}(f,g) - G_{k^4}M_q P_{k^4}(f,g))|_{\partial \Omega})$$

$$= (\partial_\nu(\Delta(G_{k^4}M_q (P_{k^4-q}(f,g) - P_{k^4}(f,g))))|_{\partial \Omega})$$

by writing $w := G_{k^4}M_q (P_{k^4-q}(f,g) - P_{k^4}(f,g))$.

When the smallness assumption

$$\|q\|_{L^\infty(\Omega)} < \frac{1}{2}\|G_{k^4}\|_{L^2(\Omega), H^4(\Omega)}^{-1}$$

holds, $(I - G_{k^4}M_q)$ is invertible in $H^4(\Omega)$. The equation (2.8) turns out that

$$P_{k^4-q}(f,g) - P_{k^4}(f,g) = (I - G_{k^4}M_q)^{-1}G_{k^4}M_q P_{k^4}(f,g) \quad \text{in } \Omega. \quad (2.10)$$

From (2.10), we see that

$$\|P_{k^4-q}(f,g) - P_{k^4}(f,g)\|_{H^4(\Omega)}$$

$$\leq 2\|G_{k^4}M_q P_{k^4}(f,g)\|_{H^4(\Omega)}$$

$$\leq 2\|G_{k^4}\|_{L^2(\Omega), H^4(\Omega)} \|q\|_{L^\infty(\Omega)} \|P_{k^4}\|_{L^2(\Omega), H^4(\Omega)} \|(f,g)\|_{H^\frac{7}{2}(\partial \Omega)}$$

$$\leq C\|q\|_{L^\infty(\Omega)} \|(f,g)\|_{H^\frac{7}{2}(\partial \Omega)}. \quad (2.11)$$

Therefore, by using (2.11), we have the $H^4$ estimate for $w$,

$$\|w\|_{H^4(\Omega)} \leq \|G_{k^4}\|_{L^2(\Omega), H^4(\Omega)} \|q\|_{L^\infty(\Omega)} \|P_{k^4-q}(f,g) - P_{k^4}(f,g)\|_{L^2(\Omega)}$$

$$\leq C\|q\|^2_{L^\infty(\Omega)} \|(f,g)\|_{H^\frac{7}{2}(\partial \Omega)}. \quad (2.12)$$
By the trace theorem, we get
\[ \| \partial_\nu w \|_{H^{\frac{5}{2}}(\partial \Omega)} \leq C \| w \|_{H^4(\Omega)} \] (2.13)
and
\[ \| \partial_\nu (\Delta w) \|_{H^{\frac{1}{2}}(\partial \Omega)} \leq C \| w \|_{H^4(\Omega)}. \] (2.14)

Combining (2.9), (2.12)-(2.14), by setting \( \eta = \min \{ \frac{1}{2}, \frac{1}{2} \| G_k \|_{L^2(\Omega), H^4(\Omega)}^{-1} \} \), we conclude the proof.

2.3. **Proof of Theorem 2.1.** To prove Theorem 2.1, we first derive two lemmas.

**Lemma 2.6.** Under the assumptions in Theorem 2.1,
\[ |F_q(r\omega)| \leq C k^7 e^{C_n \| \mathcal{N}_q^1 \|} \]
holds for \( k \geq 1, r \geq 0, \omega \in \mathbb{R}^n \), with \( |\omega| = 1 \) and \( a > 0 \) with \( k^2 + a^2 > r^2/4 \), where \( C > 0 \) depends only on \( n, s, M, \Omega \).

**Proof.** The proof is based on the complex exponential solutions suggested by Calderón [5] and Faddeev [9]. Let us denote \( \zeta_l = \eta_l + i \xi_l \), \( l = 1, 2 \). We can choose \( \omega', \omega'' \in \mathbb{R}^n \) satisfying
\[ \omega \cdot \omega' = \omega \cdot \omega'' = \omega' \cdot \omega'' = 0 \quad \text{and} \quad |\omega'| = |\omega''| = 1. \]
Now we set
\[ \eta_1 = -\frac{r}{2} \omega + \sqrt{k^2 + a^2 - \frac{r^2}{4}} \omega', \quad \xi_1 = a \omega'', \]
\[ \eta_2 = -\frac{r}{2} \omega - \sqrt{k^2 + a^2 - \frac{r^2}{4}} \omega', \quad \xi_2 = -a \omega'', \]
provided
\[ k^2 + a^2 \geq \frac{r^2}{4}. \]
It is clear that
\[ \zeta_1 \cdot \zeta_1 = k^2, \quad \zeta_1 + \zeta_2 = -r \omega, \quad |\zeta_l|^2 = k^2 + 2a^2, \quad \text{for } j = 1, 2. \]
Then we consider the following solutions
\[ u_0(x) = e^{i \zeta_1 \cdot x}, \quad v(x) = e^{i \zeta_2 \cdot x}. \]
From the equality (2.5) we derive
\[ \int_{\partial \Omega} \partial_\nu (\Delta u_1) v \ dS + \int_{\partial \Omega} \partial_\nu u_1 (\Delta v) \ dS = -F_q(r\omega). \] (2.15)
Here \( F(\cdot) \) denotes the Fourier transform.
We now estimate the left hand side of (2.15). To do so, we observe that (see also [8])
\[
\left| \int_{\partial \Omega} \partial_\nu (\Delta u_1) v \, dS + \int_{\partial \Omega} \partial_\nu (\Delta v) \, dS \right|
\leq \int_{\partial \Omega} |\partial_\nu (\Delta u_1) v| \, dS + \int_{\partial \Omega} |\partial_\nu (\Delta v)| \, dS
\leq \|\partial_\nu (\Delta u_1)\|_{L^2(\partial \Omega)} \|v\|_{L^2(\partial \Omega)} + \|\partial_\nu u_1\|_{L^2(\partial \Omega)} \|\Delta v\|_{L^2(\partial \Omega)}
\leq C(\|\partial_\nu (\Delta u_1)\|_{L^2(\partial \Omega)} \|v\|_{H^1(\Omega)} + \|\partial_\nu u_1\|_{L^2(\partial \Omega)} \|\Delta v\|_{H^1(\Omega)})
\leq C(\|\partial_\nu (\Delta u_1)\|_{L^2(\partial \Omega)} + \|\partial_\nu u_1\|_{L^2(\partial \Omega)})(\|v\|_{H^1(\Omega)} + \|\Delta v\|_{H^1(\Omega)})
\leq C\|\mathcal{N}^1_q\| \|f, g\|_{H^{\frac{3}{2}}(\partial \Omega)}(\|v\|_{H^1(\Omega)} + \|\Delta v\|_{H^1(\Omega)}).
\]
By the trace theorem, it holds
\[
|\mathcal{F} q(r\omega)| = \left| \int_{\partial \Omega} \partial_\nu (\Delta u_1) v \, dS + \int_{\partial \Omega} \partial_\nu (\Delta v) \, dS \right|
\leq C\|\mathcal{N}^1_q\| \|u_0\|_{H^1(\Omega)} + \|\Delta u_0\|_{H^1(\Omega)})(\|v\|_{H^1(\Omega)} + \|\Delta v\|_{H^1(\Omega)}).
\]
Therefore, we shall now have to estimate the norms of \(u_0, v\) and their derivatives that appear in the above expression. Since \(\Omega\) is a bounded domain, we assume that \(\Omega \subset B(0, R_0)\) for some fixed \(R_0 > 0\). Then \(|e^{x-|\xi|} = e^{-x} e^{R_0} \leq e^{R_0}a\), since \(|\xi| = a\) for \(l = 1, 2\). We can estimate
\[
\|v\|_{H^1(\Omega)} = \left( \int (1 + |\zeta_2|^2) |e^{ix-\gamma_2}|^2 \, dx \right)^\frac{1}{2} \leq C (1 + k^2 + 2a^2)^{\frac{1}{2}} e^{R_0} \leq C k e^{Ca},
\]
\[
\|\Delta v\|_{H^1(\Omega)} = \|k^2 v\|_{H^1(\Omega)} \leq C k^3 e^{Ca},
\]
\[
\|\Delta u_0\|_{H^2(\Omega)} = k^2 \|u_0\|_{H^2(\Omega)} \leq C k^2 (1 + k^2 + 2a^2 + (k^2 + 2a^2)^2)^\frac{1}{2} e^{R_0} \leq C k^4 e^{Ca},
\]
\[
\|u_0\|_{H^1(\Omega)} \leq C k^4 e^{Ca}.
\]
Using these estimates in (2.16), we have
\[
|\mathcal{F} q(r\omega)| \leq C\|\mathcal{N}^1_q\| (k^4 e^{Ca} + k^4 e^{Ca})(k e^{Ca} + k^3 e^{Ca})
\leq C k^7 e^{Ca} \|\mathcal{N}^1_q\|,
\]
which completes the proof.

The following lemma is a corollary of Lemma 2.6

**Lemma 2.7.** Suppose that the assumptions in Theorem 2.7 hold. Let \(R > 0\). Then for \(k \geq 1, r \geq 0\) and \(\omega \in \mathbb{R}^n\), with \(|\omega| = 1\), the following estimates hold true: if \(0 \leq r \leq k + R\) then
\[
|\mathcal{F} q(r\omega)| \leq C k^7 e^{CR} \|\mathcal{N}^1_q\|; \tag{2.17}
\]
if \(r \geq k + R\) then
\[
|\mathcal{F} q(r\omega)| \leq C k^7 e^{Cr} \|\mathcal{N}^1_q\|. \tag{2.18}
\]

**Proof.** We can prove the lemma immediately by taking \(a = R\) when \(0 \leq r \leq k + R\), and taking \(a = r\) when \(r \geq k + R\) in Lemma 2.6. □
Now we prove our main theorem.

**Proof of Theorem 2.1.** The proof is inspired by [21], where the Schrödinger equation have been considered. By writing in polar coordinates, we can obtain

\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 = C \int_0^\infty \int_{|\omega|=1} |Fq(r\omega)|^2 (1 + r^2)^{-s}r^{n-1} d\omega dr
\]

\[
= C \left( \int_0^{k+R} \int_{|\omega|=1} |Fq(r\omega)|^2 (1 + r^2)^{-s}r^{n-1} d\omega dr 
+ \int_T^{T+k+R} \int_{|\omega|=1} |Fq(r\omega)|^2 (1 + r^2)^{-s}r^{n-1} d\omega dr 
+ \int_T^\infty \int_{|\omega|=1} |Fq(r\omega)|^2 (1 + r^2)^{-s}r^{n-1} d\omega dr \right) =: C(I_1 + I_2 + I_3), \tag{2.19}
\]

where \( R > 0 \) is a positive constant and \( T \geq k + R \) is parameter which will be chosen later.

Our task now is to estimate each integral separately. We begin with \( I_3 \). Since \( |Fq(r\omega)| \leq C\|q\|_{L^2(\Omega)} \), \( q \in H^s(\Omega) \) and \( s > n/2 \), we get

\[
I_3 \leq C \int_T^\infty \|q\|_{L^2(\Omega)}^2 (1 + r^2)^{-s}r^{n-1} dr \leq CT^{-m} \|q\|_{L^2(\Omega)}^2
\]

\[
\leq CT^{-m} \left( \frac{\|q\|_{H^{-s}(\Omega)}^2}{\varepsilon} + \frac{1}{\varepsilon} \|q\|_{H^{s}(\Omega)}^2 \right)
\]

\[
\leq CT^{-m} \left( \frac{\|q\|_{H^{-s}(\mathbb{R}^n)}^2}{\varepsilon} + \frac{M}{\varepsilon} \right) \tag{2.20}
\]

for \( \varepsilon > 0 \), where \( m := 2s - n \).

On the other hand, by estimate (2.17), we can obtain

\[
I_1 \leq C \int_0^{k+R} k^{14} e^{CR} \|N_q^1\|^2 (1 + r^2)^{-s}r^{n-1} dr 
\leq C k^{14} e^{CR} \|N_q^1\|^2 \int_0^\infty (1 + r^2)^{-s}r^{n-1} dr 
= C k^{14} e^{CR} \|N_q^1\|^2. \tag{2.21}
\]

In the same way, using estimate (2.18), we have

\[
I_2 \leq C \int_T^{T+k+R} k^{14} e^{Cr} \|N_q^1\|^2 (1 + r^2)^{-s}r^{n-1} dr 
\leq C k^{14} \|N_q^1\|^2 \int_T^{T+k+R} e^{Cr} (1 + r^2)^{-s}r^{n-1} dr 
\leq C k^{14} \|N_q^1\|^2 e^{CT} \int_k^{T+k+R} (1 + r^2)^{-s}r^{n-1} dr 
\leq C k^{14} \|N_q^1\|^2 e^{CT} \int_0^\infty (1 + r^2)^{-s}r^{n-1} dr 
\leq C k^{14} e^{CT} \|N_q^1\|^2, \tag{2.22}
\]

where \( s > n/2 \). Combining (2.20)-(2.22) gives
\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 \leq C(I_1 + I_2 + I_3)
\]
\[
\leq C k^{14} e^{CR} \|N_q^1\|^2 + C k^{14} e^{CT} \|N_q^1\|^2 + CT^{-m} \left( \epsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + \frac{M}{\epsilon} \right)
\]
\[
= CT^{-m} \epsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + C k^{14} e^{CR} \|N_q^1\|^2 + C k^{14} e^{CT} \|N_q^1\|^2 + \frac{CT^{-m}}{\epsilon}.
\] (2.23)

To continue, we consider two cases:

(i) \( k + R \leq p \log \frac{1}{A} \)

and

(ii) \( k + R \geq p \log \frac{1}{A} \),

where \( A = \|N_q^1\|^2 \) and \( p > 0 \) is a constant which can be determined later.

For the case (i), taking
\[
\epsilon = \frac{T^m}{2C}
\]
and \( R > 0 \), we deduce that
\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 \leq C k^{14} A + C k^{14} e^{CT} A + CT^{-2m}
\] (2.24)
for any \( T \geq k + R \) by (2.23). Now we choose \( T = p \log \frac{1}{A} \), which is greater than or equal to \( k + R \) by the condition (i). Our current aim is to show that there exists \( C_1 \geq 0 \) such that
\[
k^{14} e^{CT} A + T^{-2m} \leq 2C_1 \left( k + \log \frac{1}{A} \right)^{-2m}.
\] (2.25)
Substituting (2.25) into (2.24) clearly implies (2.6). Now to derive (2.25), it is enough to prove that
\[
k^{14} e^{CT} A \leq C_1 \left( k + \log \frac{1}{A} \right)^{-2m}
\] (2.26)
and
\[
T^{-2m} \leq C_1 \left( k + \log \frac{1}{A} \right)^{-2m}.
\] (2.27)

We note that (2.27) is equivalent to
\[
C_1^{-1/2m} \left( k + \log \frac{1}{A} \right) \leq p \log \frac{1}{A}.
\] (2.28)
Since we have
\[
k + \log \frac{1}{A} \leq (k + R) + \log \frac{1}{A} \leq (p + 1) \log \frac{1}{A}
\]
by (i), condition (2.28) holds whenever
\[
C_1^{-1/2m} \leq \frac{p}{p + 1}.
\] (2.29)
Now we turn to (2.26). It is clear that (2.26) is equivalent to
\[
14 \log k + (Cp - 1) \log \frac{1}{A} + 2m \log \left( k + \log \frac{1}{A} \right) \leq \log C_1
\] (2.30)
since $T = p \log \frac{1}{A}$. Using (i), we can obtain
\[
\log k \leq \log p + \log(\log \frac{1}{A}),
\]
and
\[
\log \left( k + \log \frac{1}{A} \right) \leq \log \left( p \log \frac{1}{A} + \log \frac{1}{A} \right) = \log(p + 1) + \log(\log \frac{1}{A}).
\]
Hence (2.30) is verified if we can show that
\[
14 \log p + 2m \log(p + 1) + (Cp - 1) \log \frac{1}{A} + (2m + 14) \log(\log \frac{1}{A}) \leq \log C_1.
\] (2.31)
Choosing
\[
p \leq \frac{1}{2C},
\] (2.32)
we can bound the left-hand side of (2.31) by
\[
\text{(LHS of (2.31))}
\leq 14 \log \frac{1}{2C} + 2m \log(\frac{1}{2C} + 1) - \frac{1}{2} \log \frac{1}{A} + (2m + 14) \log(\log \frac{1}{A})
\leq 14 \log \frac{1}{2C} + 2m \log(\frac{1}{2C} + 1) + \max_{z \geq 2} \left( -\frac{1}{2} z + (2m + 14) \log z \right)
= 14 \log \frac{1}{2C} + 2m \log(\frac{1}{2C} + 1) + 2(m + 7)(\log(4m + 28) - 1).
\]
Therefore, condition (2.31) (i.e. (2.26)) is satisfied provided
\[
14 \log \frac{1}{2C} + 2m \log(\frac{1}{2C} + 1) + 2(m + 7)(\log(4m + 28) - 1) \leq \log C_1.
\] (2.33)
Next we consider case (ii). We choose $T = k + R$ and observe that the term $I_2$ in (2.19) does not appear in this case. Hence, instead of (2.23), we have
\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 \leq C T^{-m} \varepsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + C k^{14} e^{CR} \|N_q^{-1}\|^{-2} + \frac{C T^{-m}}{\varepsilon}.
\]
Set $\varepsilon = T^m / 2C$ and $R > 0$, we obtain
\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 \leq C k^{14} e^{CR} \|N_q^{-1}\|^{-2} + C T^{-2m}
\leq C k^{14} \|N_q^{-1}\|^{-2} + C(k + R)^{-2m}
\]
which implies the desired estimate (2.6) since from condition (ii) we have
\[
k + R \geq \frac{k}{2} + \frac{k + R}{2} \geq \frac{k}{2} + \frac{p}{2} \log \frac{1}{A} \geq \min\{p, 1\} \left( k + \log \frac{1}{A} \right).
\]
As the last step, we choose appropriate $R$, $p$ and $C_1$ to complete the proof. We first pick an arbitrary positive constant $R$ and then choose $p$ small enough satisfying (2.32). Finally, we take $C_1$ large enough satisfying (2.29) and (2.33).
3. Linearized inverse biharmonic potential problem at the large wavenumber with attenuation

Furthermore we provide some extended discussion on the linearized inverse biharmonic potential problem with attenuation.

In current section, we investigate the stability estimate recovering the potential function $q = q(x)$ below

\[
\begin{align*}
\Delta^2 u - (k^2 + ikb)^2 u + qu &= 0 \quad \text{in} \quad \Omega, \\
u &= f \quad \text{on} \quad \partial \Omega, \\
\Delta u &= g \quad \text{on} \quad \partial \Omega,
\end{align*}
\]  

(3.1)

from the knowledge of linearized DtN map for a large wavenumber $k$. The constant $b > 0$ is the attenuation constant. For the sake of simplicity, we use the notations in section 2, for instance, that $u$ represents the solution of the biharmonic equation with attenuation. We suppose that there exists a unique solution to (3.1).

Referring to section 2, we let $u_0, u_1$ solve the following subproblems

\[
\begin{align*}
\Delta^2 u_0 - (k^2 + ikb)^2 u_0 &= 0 \quad \text{in} \quad \Omega, \\
u_0 &= f \quad \text{on} \quad \partial \Omega, \\
\Delta u_0 &= g \quad \text{on} \quad \partial \Omega,
\end{align*}
\]  

(3.2)

\[
\begin{align*}
\Delta^2 u_1 - (k^2 + ikb)^2 u_1 &= -qu_0 \quad \text{in} \quad \Omega, \\
u_1 &= 0 \quad \text{on} \quad \partial \Omega, \\
\Delta u_1 &= 0 \quad \text{on} \quad \partial \Omega,
\end{align*}
\]  

(3.3)

then the solution $u$ of the original problem (3.1) is

\[
u = u_0 + u_1 + \cdots
\]

where the remaining “$\cdots$” are “higher” order terms. Similarly the linearized DtN map $\mathcal{N}_q^1$ is defined as

\[
\mathcal{N}_q^1 : (f, g) \mapsto (\partial_\nu u_1, \partial_\nu (\Delta u_1)) \quad \text{on} \quad \partial \Omega.
\]  

(3.4)

We consider the stability for the determination of $q$ from the linearized DtN map $\mathcal{N}_q^1$ defined by (3.4).

Multiplying both sides of the subproblem (3.3) with a test function $v$ satisfying

\[
\Delta^2 v - (k^2 + ikb)^2 v = 0 \quad \text{in} \quad \Omega,
\]

we obtain the equality

\[
\int_{\partial \Omega} \partial_\nu (\Delta u_1) v dS + \int_{\partial \Omega} \partial_\nu u_1 (\Delta v) dS = - \int_{\Omega} qu_0 v dx
\]  

(3.5)

by the Green’s formula.

Since $\Omega$ is a bounded domain, we assume that $\Omega \in B(0, R_0)$ for some fixed $R_0 > 0$. Then we present the main stability estimate in this section.
Theorem 3.1. Let \( n \geq 3, s > n/2 \). Assume the potential function \( q \in H^s(\Omega) \) with supp\( q \subset \Omega \), \( \|q\|_{H^s(\Omega)} \leq M \). Then the following estimate holds true

\[
\|q\|_{H^{-s}(\mathbb{R}^n)} \leq C(k + \sqrt{kb})^7 e^{C\sqrt{kb}} \|N_q^1\| + C(k + \sqrt{kb} + \log \frac{1}{\|N_q^1\|^2})^{-(2s-n)}
\] (3.6)

for the linearized system (3.2)-(3.3) with \( \|N_q^1\| \leq 1/e \) and the constant \( C \) depends only on \( n, s, \Omega, M \) and supp\( q \).

Similar to the proof of Theorem 2.1, we again derive two lemmas.

Lemma 3.2. Under the assumptions in Theorem 3.1, \( |F(q(r\omega))| \leq C(k + \sqrt{kb})^7 e^{C(\sqrt{kb}+a)} \|N_q^1\| \) holds for \( k \geq 1, r \geq 0, \omega \in \mathbb{R}^n \), with \( |\omega| = 1 \) and \( a > 0 \) with \( k^2 + a^2 > r^2/4 \), where \( C > 0 \) depends only on \( n, s, M, \Omega \).

Proof. We again use the exponential solutions. Let us denote \( \zeta_l = \eta_l + i\xi_l, l = 1, 2 \). We can choose \( \omega', \omega'' \in \mathbb{R}^n \) satisfying

\[
\omega \cdot \omega' = \omega \cdot \omega'' = \omega' \cdot \omega'' = 0 \quad \text{and} \quad |\omega'| = |\omega''| = 1.
\]

Now we set

\[
\eta_1 = -\frac{r}{2} \omega + \sqrt{k^2 + a^2 - \frac{r^2}{4} + ikb\omega'}, \quad \xi_1 = a\omega'',
\]

\[
\eta_2 = -\frac{r}{2} \omega - \sqrt{k^2 + a^2 - \frac{r^2}{4} + ikb\omega'}, \quad \xi_2 = -a\omega'',
\]

provided

\[
k^2 + a^2 \geq \frac{r^2}{4}.
\]

It is clear that

\[
\zeta_1 \cdot \zeta_2 = k^2 + ikb, \quad \zeta_1 + \zeta_2 = -r\omega, \quad \text{for} \ l = 1, 2.
\]

Then we consider the following solutions

\[
u_0(x) = e^{i\zeta_1 \cdot x}, \quad v(x) = e^{i\zeta_2 \cdot x}.
\]

From the equality (3.5) we derive

\[
\int_{\partial \Omega} \partial_\nu (\Delta u_1)v \, dS + \int_{\partial \Omega} \partial_\nu u_1(\Delta v) \, dS = -\mathcal{F} q(r\omega).
\]

Here \( \mathcal{F}(\cdot) \) denotes the Fourier transform.

We write \( \sqrt{k^2 + a^2 - \frac{r^2}{4} + ikb} = X + iY, \ X > 0 \). Squaring the both sides yields

\[
k^2 + a^2 - \frac{r^2}{4} = X^2 - Y^2, \quad kb = 2XY.
\]

Substituting \( X = kb/2Y \) into the first equation and solving the resulting (quadratic) equation we obtain

\[
Y = \frac{\sqrt{-4k^2 + 4a^2 - r^2} + \sqrt{(4k^2 + 4a^2 - r^2)^2 + 16k^2b^2}}{2\sqrt{2}} \leq \sqrt{\frac{kb}{2}},
\]
where we used the inequality $\sqrt{A^2 + B^2} \leq A + B$ for any positive $A, B$. It follows that
\[
|e^{ix \cdot \xi_1}| = e^{-x \cdot (Y + a \omega')} \leq e^{R_0(Y + a)} \leq e^{R_0(\sqrt{k^2 + a})}
\]
and
\[
|e^{ix \cdot \xi_2}| = e^{-x \cdot (Y + a \omega'')} \leq e^{R_0(Y + a)} \leq e^{R_0(\sqrt{k^2 + a})}.
\]
Similarly, we have
\[
|\xi_1| = \frac{r^2}{4} + a^2 + \sqrt{(k^2 + a^2 - \frac{r^2}{4})^2 + k^2b^2} \leq k^2 + kb + 2a^2, \quad l = 1, 2.
\]
Using these estimates, we then derive that
\[
\|v\|_{H^1(\Omega)} \leq C\left(1 + k^2 + kb + 2a^2\right)^{\frac{1}{2}} e^{R_0(\sqrt{k^2 + a})} \leq C(k + \sqrt{kb})e^{C(\sqrt{kb} + a)},
\]
\[
\|\Delta v\|_{H^1(\Omega)} = \|(k^2 + ikb)v\|_{H^1(\Omega)} \leq C(k + \sqrt{kb})^3 e^{C(\sqrt{kb} + a)},
\]
\[
\|\Delta u_0\|_{H^2(\Omega)} = \|(k^2 + ikb)u_0\|_{H^2(\Omega)} \leq C(k + \sqrt{kb})^4 e^{C(\sqrt{kb} + a)},
\]
\[
\|u_0\|_{H^4(\Omega)} \leq C(k + \sqrt{kb})^4 e^{C(\sqrt{kb} + a)}.
\]
Proceeding similarly as the case in section 2, we have
\[
|Fq(r\omega)| \leq C\|N_q\| \left((k + \sqrt{kb})^4 + (k + \sqrt{kb})^4\right) \left((k + \sqrt{kb}) + (k + \sqrt{kb})^3\right) e^{C(\sqrt{kb} + a)}
\]
\[
\leq C(k + \sqrt{kb})^7 e^{C(\sqrt{kb} + a)}\|N_q\|
\]
from (2.16). This concludes the proof.

The following lemma is a corollary of Lemma 3.2

**Lemma 3.3.** Suppose that the assumptions in Theorem 3.1 hold. Let $R > 0$. Then for $k \geq 1, r \geq 0$ and $\omega \in \mathbb{R}^n$, with $|\omega| = 1$, the following estimates hold true: if $0 \leq r \leq k + \sqrt{kb} + R$ then
\[
|Fq(r\omega)| \leq C(k + \sqrt{kb})^7 e^{C(\sqrt{kb} + R)}\|N_q\|;
\]
if $r \geq k + \sqrt{kb} + R$ then
\[
|Fq(r\omega)| \leq C(k + \sqrt{kb})^7 e^{C(\sqrt{kb} + R)}\|N_q\|.
\]

**Proof.** We can prove Lemma 3.3 immediately by taking $a = \sqrt{kb} + R$ when $0 \leq r \leq k + \sqrt{kb} + R$ and taking $a = r$ when $r \geq k + \sqrt{kb} + R$ in Lemma 3.2.

Now we prove Theorem 3.1.

**Proof of Theorem 3.1.** Similarly to the proof in Theorem 2.1, we have
\[
\|q\|^2_{H^{-s}(\mathbb{R}^n)} = C \left(\int_0^{k + \sqrt{kb} + R} \int_{|\omega| = 1} |Fq(r\omega)|^2(1 + r^2)^{-s}r^{n-1} d\omega dr \right.
\]
\[
\quad + \int_{k + \sqrt{kb} + R}^T \int_{|\omega| = 1} |Fq(r\omega)|^2(1 + r^2)^{-s}r^{n-1} d\omega dr 
\]
\[
\left. + \int_\infty^T \int_{|\omega| = 1} |Fq(r\omega)|^2(1 + r^2)^{-s}r^{n-1} d\omega dr \right)
\]
\[
=: C(I_1 + I_2 + I_3),
\]
where \( R > 0 \) and \( T \geq k + \sqrt{kb} + R \) are parameters which will be chosen later. In addition, it holds that
\[
I_3 \leq CT^{-m} \left( \varepsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + \frac{M}{\varepsilon} \right)
\] (3.10)
for \( \varepsilon > 0 \), where \( m := 2s - n \).

On the other hand, by estimate (3.7), we can obtain
\[
I_1 \leq C \int_0^{k+\sqrt{kb}+R} (k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+R)} \|N_q^1\|^2 (1 + r^2)^{-s} r^{n-1} dr
\]
\[
\leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+R)} \|N_q^1\|^2 \int_0^{\infty} (1 + r^2)^{-s} r^{n-1} dr
\]
\[
= C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+R)} \|N_q^1\|^2. \tag{3.11}
\]

In the same way, using estimate (3.9), we have
\[
I_2 \leq C \int_0^{T} (k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+r)} \|N_q^1\|^2 (1 + r^2)^{-s} r^{n-1} dr
\]
\[
\leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+T)} \|N_q^1\|^2 \int_0^{\infty} (1 + r^2)^{-s} r^{n-1} dr
\]
\[
\leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+T)} \|N_q^1\|^2 \int_0^{\infty} (1 + r^2)^{-s} r^{n-1} dr
\]
\[
\leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+T)} \|N_q^1\|^2. \tag{3.12}
\]

where \( s > n/2 \). Combining (3.10)-(3.12) gives
\[
\|q\|_{H^{-s}(\mathbb{R}^n)}^2 \leq C(I_1 + I_2 + I_3)
\]
\[
\leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+R)} \|N_q^1\|^2 + C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+T)} \|N_q^1\|^2
\]
\[
+ CT^{-m} \left( \varepsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + \frac{M}{\varepsilon} \right)
\]
\[
= CT^{-m} \varepsilon \|q\|_{H^{-s}(\mathbb{R}^n)}^2 + C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+R)} \|N_q^1\|^2
\]
\[
+ C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb}+T)} \|N_q^1\|^2 + \frac{CT^{-m}}{\varepsilon}. \tag{3.13}
\]

To continue, we consider two cases:

\((i)\) \( k + \sqrt{kb} + R \leq p \log \frac{1}{A} \)

and

\((ii)\) \( k + \sqrt{kb} + R \geq p \log \frac{1}{A} \),

where \( A = \|N_q^1\|^2, R > 0 \) and \( p > 0 \) are constants which can be determined later.

For the case \((i)\), taking
\[
\varepsilon = \frac{T^m}{2C}
\]
and \( R > 0 \), we deduce that
\[
\| q \|_{H^{-s}(\mathbb{R}^n)}^2 \leq C(k + \sqrt{kb})^{14}e^{C\sqrt{kb}}A + C(k + \sqrt{kb})^{14}e^{C(\sqrt{kb} + T)}A + CT^{-2m} \tag{3.14}
\]
for any \( T \geq k + \sqrt{kb} + R \) by (3.13). Now we choose \( T = p \log \frac{1}{A} \), which is greater than or equal to \( k + \sqrt{kb} + R \) by the condition (i). Our current aim is to show that there exists \( C_1 \geq 0 \) such that
\[
(k + \sqrt{kb})^{14}e^{C(\sqrt{kb} + T)}A + T^{-2m} \leq 2C_1 \left( k + \sqrt{kb} + \log \frac{1}{A} \right)^{-2m}. \tag{3.15}
\]
Substituting (3.15) into (3.14) clearly implies (3.6). Now to derive (3.15), it is enough to prove that
\[
(k + \sqrt{kb})^{14}e^{C(\sqrt{kb} + T)}A \leq C_1 \left( k + \sqrt{kb} + \log \frac{1}{A} \right)^{-2m} \tag{3.16}
\]
and
\[
T^{-2m} \leq C_1 \left( k + \sqrt{kb} + \log \frac{1}{A} \right)^{-2m}. \tag{3.17}
\]
Remark that (3.17) is equivalent to
\[
C_1^{-1/2m} \left( k + \sqrt{kb} + \log \frac{1}{A} \right) \leq p \log \frac{1}{A}. \tag{3.18}
\]
Since we have
\[
k + \sqrt{kb} + \log \frac{1}{A} \leq (k + \sqrt{kb} + R) + \log \frac{1}{A} \leq (p + 1) \log \frac{1}{A}
\]
by (i), condition (3.18) holds whenever
\[
C_1^{-1/2m} \leq \frac{p}{p + 1}. \tag{3.19}
\]
Now we turn to (3.16). It is clear that (3.16) is equivalent to
\[
14 \log(k + \sqrt{kb}) + C\sqrt{kb} + (Cp - 1) \log \frac{1}{A} + 2m \log \left( k + \sqrt{kb} + \log \frac{1}{A} \right) \leq \log C_1 \tag{3.20}
\]
since \( T = p \log \frac{1}{A} \). Using (i), we can obtain
\[
\sqrt{kb} \leq p \log \frac{1}{A},
\]
\[
\log(k + \sqrt{kb}) \leq \log p + \log(\log \frac{1}{A}),
\]
and
\[
\log \left( k + \sqrt{kb} + \log \frac{1}{A} \right) \leq \log \left( p \log \frac{1}{A} + \log \frac{1}{A} \right) = \log(p + 1) + \log(\log \frac{1}{A}).
\]
Hence (3.20) is verified if we can show that
\[
14 \log p + 2m \log(p + 1) + (2Cp - 1) \log \frac{1}{A} + (2m + 14) \log(\log \frac{1}{A}) \leq \log C_1. \tag{3.21}
\]
Choosing
\[
p \leq \frac{1}{4C}, \tag{3.22}
\]
we can bound the left-hand side of (3.21) by

\[
\text{(LHS of (3.21))}
\leq 14 \log \frac{1}{4C} + 2m \log \left( \frac{1}{4C} + 1 \right) - \frac{1}{2} \log \frac{1}{A} + (2m + 14) \log(\log \frac{1}{A})
\]

\[
\leq 14 \log \frac{1}{4C} + 2m \log \left( \frac{1}{4C} + 1 \right) + \max_{z \geq 2} \left( -\frac{1}{2} z + (2m + 14) \log z \right)
\]

\[
= 14 \log \frac{1}{4C} + 2m \log \left( \frac{1}{4C} + 1 \right) + 2(m + 7)(\log(4m + 28) - 1).
\]

Therefore, condition (3.21) (i.e. (3.16)) is satisfied provided

\[
14 \log \frac{1}{4C} + 2m \log \left( \frac{1}{4C} + 1 \right) + 2(m + 7)(\log(4m + 28) - 1) \leq \log C_1. \quad (3.23)
\]

Next we consider case (ii). We choose

\[
T = k + \sqrt{kb} + R
\]

and observe that the term \( I_2 \) in (3.9) does not appear in this case. Hence, instead of (3.13), we have

\[
\|q\|_{H^{-s}(\mathbb{R}^n)} \leq CT^{m-\log C_1}
\]

Set \( \varepsilon = T^m / 2C \) and \( R > 0 \), we obtain

\[
\|q\|_{H^{-s}(\mathbb{R}^n)} \leq C(k + \sqrt{kb})^{14} e^{C(\sqrt{kb} + R)} \|N_q\|_2^2 + \frac{CT^{m-2m}}{\varepsilon}
\]

which implies the desired estimate (3.6) since from condition (ii) we have

\[
k + \sqrt{kb} + R \geq \frac{k + \sqrt{kb}}{2} + \frac{k + \sqrt{kb} + R}{2} \geq \frac{k + \sqrt{kb}}{2} + \frac{p}{2} \log \frac{1}{A}
\]

\[
\geq \min \{p, 1\} \left( k + \sqrt{kb} + \log \frac{1}{A} \right).
\]

As the last step, we choose appropriate \( R, p \) and \( C_1 \) to complete the proof. We first pick an arbitrary positive constant \( R \) and then choose \( p \) small enough satisfying (3.22). Finally, we take \( C_1 \) large enough satisfying (3.19) and (3.23).

\[
\square
\]

4. Conclusion

The original inverse problem for the biharmonic potential is ill-posed and nonlinear. Like [19], to study stability we prefer to focus on the most serious difficulty, ill-conditioning, and we linearized inverse problem to avoid additional difficulties with multiple local minima. We found that recovery of the potential from all boundary data at a fixed wavenumber is dramatically improving for a larger \( k \). We will discuss the problem for some nonlinear biharmonic operators in our forthcoming papers.
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