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Similarity search is a fundamental algorithmic primitive, widely used in many computer science disciplines. Given a set of points $S$ and a radius parameter $r > 0$, the $r$-near neighbor ($r$-NN) problem asks for a data structure that, given any query point $q$, returns a point $p$ within distance at most $r$ from $q$. In this paper, we study the $r$-NN problem in the light of individual fairness and providing equal opportunities: all points that are within distance $r$ from the query should have the same probability to be returned. In the low-dimensional case, this problem was first studied by Hu, Qiao, and Tao (PODS 2014). Locality sensitive hashing (LSH), the theoretically strongest approach to similarity search in high dimensions, does not provide such a fairness guarantee.

In this work, we show that LSH based algorithms can be made fair, without a significant loss in efficiency. We propose several efficient data structures for the exact and approximate variants of the fair NN problem. Our approach works more generally for sampling uniformly from a sub-collection of sets of a given collection and can be used in a few other applications. We also develop a data structure for fair similarity search under inner product that requires nearly-linear space and exploits locality sensitive filters. The paper concludes with an experimental evaluation that highlights the inherent unfairness of NN data structures and shows the performance of our algorithms on real-world datasets.

Preliminary versions of the results of this paper were published in [14, 36].

CCS Concepts: • Theory of computation → Sketching and sampling; • Information systems → Nearest-neighbor search;

Additional Key Words and Phrases: Similarity search; Near Neighbor; Locality Sensitive Hashing; Fairness; Sampling

1 INTRODUCTION

In recent years, following a growing concern about the fairness of the algorithms and their bias toward a specific population or feature [24, 37, 45, 54], there has been an increasing interest in building algorithms that achieve (appropriately defined) fairness [29]. The goal is to remove, or at least minimize, unethical behavior such as discrimination and bias in algorithmic decision making, as nowadays, many important decisions, such as college admissions, offering home loans, or estimating the likelihood of recidivism, rely on machine learning algorithms. While algorithms are not inherently biased, nevertheless, they may amplify the already existing biases in the data. Hence, this concern has led to the design of fair algorithms for many different applications, e.g., [6, 15, 18, 22, 23, 28, 30, 46, 56, 60].

There is no unique definition of fairness (see [37] and references therein), but different formulations that depend on the computational problem at hand, and on the ethical goals we aim for. Fairness goals are often defined in the political context of socio-technical systems [55], and have to be seen in an interdisciplinary spectrum covering many fields outside computer science [63]. In particular, researchers have studied both group fairness\(^1\) (where demographics of the

\(^1\)The concept is denoted as statistical fairness too, e.g., [24].
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population are preserved in the outcome), and individual fairness (where the goal is to treat individuals with similar conditions similarly) [29]. The latter concept of “equal opportunity” requires that people who can achieve a certain advantaged outcome, such as finishing a university degree, or paying back a loan, have equal opportunity of being able to get access to it in the first place.

Bias in the data used for training machine learning algorithms is a monumental challenge in creating fair algorithms [24, 41, 66, 68]. Here, we are interested in a somewhat different problem of handling the bias introduced by the data structures used by such algorithms. Specifically, data structures may introduce bias in the data stored in them, and the way they answer queries, because of the way the data is stored and how it is being accessed. It is also possible that some techniques for boosting performance, like randomization and approximation that result in non-deterministic behavior, add to the overall algorithmic bias. For instance, some database indexes for fast search might give an (unexpected) advantage to some portions of the input data. Such a defect leads to selection bias by the algorithms using such data structures. It is thus natural to want data structures that do not introduce selection bias into the data when handling queries. To this end, imagine a data structure that can return, as an answer to a query, an item out of a set of acceptable answers. The purpose is then to return uniformly a random item out of the set of acceptable outcomes, without explicitly computing the whole set of acceptable answers (which might be prohibitively expensive).

The Near Neighbor Problem. In this work, we study similarity search and in particular the near neighbor problem from the perspective of individual fairness. Similarity search is an important primitive in many applications in computer science such as machine learning, recommender systems, data mining, computer vision, and many others; see [10, 64] for an overview. One of the most common formulations of similarity search is the 𝑟-near neighbor (𝑟-NN) problem, formally defined as follows. Let (𝑋, 𝐷) be a metric space where the distance function 𝐷(·, ·) reflects the (dis)similarity between two data points. Given a set 𝑆 ⊆ 𝑋 of 𝑛 points and a radius parameter 𝑟, the goal of the 𝑟-NN problem is to preprocess 𝑆 and construct a data structure, such that for a query point 𝑞 ∈ 𝑋, one can report a point 𝑝 ∈ 𝑆, such that 𝐷(𝑝, 𝑞) ≤ 𝑟 if such a point exists. As all the existing algorithms for the exact variant of the problem have either space or query time that depends exponentially on the ambient dimension of 𝑋, people have considered the approximate variant of the problem. In the 𝑐-approximate near neighbor (ANN) problem, the algorithm is allowed to report a point 𝑝 whose distance to the query is at most 𝑐𝑟 if a point within distance 𝑟 of the query exists, for some prespecified constant 𝑐 > 1.

Fair Near Neighbor. As we will see, common existing data structures for similarity search have a behavior that introduces bias in the output. Our goal is to capture and algorithmically remove this bias from these data structures. Our goal is to develop a data structure for the 𝑟-near neighbor problem where we aim to be fair among “all the points” in the neighborhood, i.e., all points within distance 𝑟 from the given query have the same probability to be returned. We introduce and study the fair near neighbor problem: if 𝐵3(𝑞, 𝑟) is the ball of input points at distance at most 𝑟 from a query 𝑞, we would like that each point in 𝐵3(𝑞, 𝑟) is returned as near neighbor of 𝑞 with the uniform probability of 1/𝑛(𝑞, 𝑟) where 𝑛(𝑞, 𝑟) = |𝐵3(𝑞, 𝑟)|.

Locality Sensitive Hashing. Perhaps the most prominent approach to get an ANN data structure for high-dimensional data is via the Locality Sensitive Hashing (LSH) framework proposed by Indyk and Motwani [35, 42], which leads to sub-linear query time and sub-quadratic space. In particular, for 𝑋 = ℝ𝑑, by using LSH one can get a query time of 𝑛𝑝+𝑜(1) and space 𝑛1+𝑝+𝑜(1) where for the 𝐿1 distance metric 𝑝 = 1/c [35, 42], and for the 𝐿2 distance metric 𝑝 = 1/𝑐2 + o(1) [10]. In the LSH framework, which is formally introduced in Section 5.1, the idea is to hash all points
Sampling a Near Neighbor in High Dimensions

using several hash functions that are chosen randomly, with the property that closer points have a higher probability of collision than the far points. Thus, the collision probability between two points is a decreasing function of their distance [20]. Therefore, the closer points to a query have a higher probability of falling into a bucket being probed than far points. Thus, reporting a random point from a random bucket computed for the query, produces a distribution that is biased by the distance to the query: closer points to the query tend to have a higher probability of being chosen. On the other hand, the uniformity property required in fair NN can be trivially achieved by finding all r-near neighbor of a query and then randomly selecting one of them. This is computationally inefficient since the query time is a function of the size of the neighborhood. One contribution in this paper is the description of much more efficient data structures that still use LSH in a black-box way.

Applications: When random nearby is better than nearest. The bias mentioned above towards nearer points is usually a good property, but is not always desirable. Indeed, consider the following scenarios:

(I) The nearest neighbor might not be the best if the input is noisy, and the closest point might be viewed as an unrepresentative outlier. Any point in the neighborhood might be then considered to be equivalently beneficial. This is to some extent why k-NN classification [32] is so effective in reducing the effect of noise.

(II) However, k-NN works better in many cases if k is large, but computing the k nearest-neighbors is quite expensive if k is large [39]. Computing quickly a random nearby neighbor can significantly speed-up such classification.

(III) If one wants to estimate the number of items with a desired property within the neighborhood, then the easiest way to do it is via uniform random sampling from the neighborhood. In particular, this is useful for density estimation [49]. More generally, this can be seen as a special case of query sampling in database systems [58], where the goal is to return a random sample of the output of a given query, for efficiently providing statistics on the query. This can for example be used for estimating aggregate queries (e.g., sum or count), see [57] for more details. Another example for the usefulness is discrimination discovery in existing databases [53]: by performing independent queries to obtain a sample with statistical significance, we can reason about the distribution of attribute types. We could report on discrimination if the population counts grouped by a certain attribute differ much more than we would expect them to.

(IV) We are interested in anonymizing the query [2], thus returning a random near-neighbor might serve as the first line of defense in trying to make it harder to recover the query. Similarly, one might want to anonymize the nearest-neighbor [61], for applications were we are interested in a “typical” data item close to the query, without identifying the nearest item.

(V) As another application, consider a recommender system used by a newspaper to recommend articles to users. Popular recommender systems based on matrix factorization [48] give recommendations by computing the inner product similarity of a user feature vector with all item feature vectors using some efficient similarity search algorithm. It is common practice to recommend those items that have the largest inner product with the user. However, in general it is not clear that it is desirable to recommend the “closest” articles. Indeed, it might be desirable to recommend articles that are on the same topic but are not too aligned with the user feature vector, and may provide a different perspective [1]. As described by Adomavicius and Kwon in [3], recommendations can be made more diverse by sampling k items from a larger top-t list of recommendations at random. Our data structures could replace the final near neighbor search routine employed in such systems.
(VI) Another natural application is simulating a random walk in the graph where two items are connected if they are in distance at most $r$ from each other. Such random walks are used by some graph clustering algorithms [38].

To the best of our knowledge, previous results focused on exact near neighbor sampling in the Euclidean space up to three dimensions [4, 5, 40, 58]. Although these results might be extended to $\mathbb{R}^d$ for any $d > 1$, they suffer from the curse of dimensionality as the query time increases exponentially with the dimension, making the data structures too expensive in high dimensions. These bounds are unlikely to be significantly improved since several conditional lower bounds show that an exponential dependency on $d$ in query time or space is unavoidable for exact near neighbor search (see, e.g., [8, 67]).

1.1 Problem formulations

In the following we formally define the variants of the fair NN problem that we consider in this paper. For all constructions presented, these guarantees hold only in the absence of a failure event that happens with probability at most $\delta$ for some arbitrarily small $\delta > 0$.

**Definition 1** ($r$-near neighbor sampling, i.e., Fair NN with dependence). Consider a set $S \subseteq X$ of $n$ points in a metric space $(X, D)$. The $r$-near neighbor sampling problem ($r$-NNS) asks to construct a data structure for $S$ to solve the following task with probability at least $1 - \delta$: Given query $q$, return a point $p$ uniformly sampled from the set $B_S(q, r)$. We also refer to this problem as Fair NN with Dependence.

Observe that the definition above does not require different query results to be independent. If the query algorithm is deterministic and randomness is only used in the construction of the data structure, the returned near neighbor of a query will always be the same. Furthermore, the result of a query $q$ might be correlated with the result of a different query $q'$. This motivates us to extend the $r$-NNS problem to the scenario where we aim at independence.

**Definition 2** ($r$-near neighbor independent sampling, i.e., Fair NN). Consider a set $S \subseteq X$ of $n$ points in a metric space $(X, D)$. The $r$-near neighbor independent sampling problem ($r$-NNIS) asks to construct a data structure for $S$ that for any sequence of up to $n$ queries $q_1, q_2, \ldots, q_n$ satisfies the following properties with probability at least $1 - \delta$:

1. For each query $q_i$, it returns a point $\text{OUT}_{i,q_i}$ uniformly sampled from $B_S(q_i, r)$;
2. The point returned for query $q_i$, with $i > 1$, is independent of previous query results. That is, for any $p \in B_S(q_i, r)$ and any sequence $p_1, \ldots, p_{i-1}$, we have that

$$\Pr[\text{OUT}_{i,q_i} = p \mid \text{OUT}_{i-1,q_{i-1}} = p_{i-1}, \ldots, \text{OUT}_{1,q_1} = p_1] = \frac{1}{n(q_i, r)}.$$ 

We also refer to this problem as Fair NN.

We note that in the low-dimensional setting [4, 5, 40], the $r$-near neighbor independent sampling problem is usually called independent range sampling (IRS). Next, motivated by applications, we define two approximate variants of the problem that we study in this work. More precisely, we slightly relax the fairness constraint, allowing the probabilities of reporting a neighbor to be an “almost uniform” distribution.

**Definition 3** (Approximately Fair NN). Consider a set $S \subseteq X$ of $n$ points in a metric space $(X, D)$. The Approximately Fair NN problem asks to construct a data structure for $S$ that for any query $q$, returns each point $p \in B_S(q, r)$ with probability $\mu_p$ where $\mu$ is an approximately uniform probability distribution: $\mathbb{P}(q, r)/(1 + \epsilon) \leq \mu_p \leq (1 + \epsilon)\mathbb{P}(q, r)$, where $\mathbb{P}(q, r) = 1/n(q, r)$. We again assume the same independence assumption as in Definition 2.
Next, we allow the algorithm to report an almost uniform distribution from an approximate neighborhood of the query.

**Definition 4 (Approximately Fair ANN).** Consider a set $S \subseteq X$ of $n$ points in a metric space $(X, D)$. The Approximately Fair ANN problem asks to construct a data structure for $S$ that for any query $q$, returns each point $p \in S'$ with probability $\mu_p$ where $\varphi/(1+\varepsilon) \leq \mu_p \leq (1+\varepsilon)\varphi$, where $S'$ is a point set such that $B_S(q, r) \subseteq S' \subseteq B_S(q, cr)$, and $\varphi = 1/|S'|$. We again assume the same independence assumption as in Definition 2.

### 1.2 Our results

We propose several solutions to the different variants of the Fair NN problem. Our solutions make use of the LSH framework [42] and we denote by $S(n, c)$ the space usage and by $Q(n, c)$ the running time of a standard LSH data structure that solves the $c$-ANN problem in the space $(X, D)$.

- **Section 5.2** describes a solution to the Fair NN problem with dependence with expected running time $O(Q(n, c) + n(q, cr) - n(q, r))$ and space $O(n, c) + O(n)$. The data structure uses an independent permutation of the data points on top of a standard LSH data structure and inspects buckets according to the order of points under this permutation. See Theorem 1 for the exact statement.

- In **Section 5.3** we provide a data structure for Approximately Fair ANN that uses space $S(n, c)$ and whose query time is $\tilde{O}(Q(n, c))$, both in expectation and also with high probability (using slightly different bounds). See Theorem 2 for the exact statement.

- **Section 5.4** shows how to solve the Fair NN problem in expected query time $\tilde{O}(Q(n, c) + n(q, cr)/n(q, r))$ and space usage $O(S(n, c))$. Each bucket is equipped with a count-sketch and the algorithm works by repeatedly sampling points within a certain window from the permutation. See Theorem 3 for the exact statement.

- In **Section 6** we introduce an easy-to-implement nearly-linear space data structure based on the locality-sensitive filter approach put forward in [11, 25]. As each input point appears once in the data structure, the data structure can be easily adapted to solve the Fair NN problem. While conceptually simple, it does not use LSH as a black-box and works only for some distances: we describe it for similarity search under inner product, although it can be adapted to some other metrics (like Euclidean and Hamming distances) with standard techniques. See Theorem 5 for the exact statement.

- Lastly, in **Section 7** we present an empirical evaluation of (un)fairness in traditional recommendation systems on real-world datasets, and we then analyze the additional computational cost for guaranteeing fairness. More precisely, we compare the performance of our algorithms with the algorithm that uniformly picks a bucket and reports a random point, on five different datasets using both Euclidean distance and Jaccard similarity. Our empirical results show that while the standard LSH algorithm fails to fairly sample a point in the neighborhood of the query, our algorithms produce empirical distributions which are much closer to the uniform distribution. We further include a case study highlighting the unfairness that might arise in special situations when considering Approximately Fair ANN.

We remark that for the approximate variants, the dependence of our algorithms on $\varepsilon$ is only $O(\log(1/\varepsilon))$. While we omitted the exact poly-logarithmic factors in the list above, they are generally lower for the approximate versions. Furthermore, these methods can be embedded in the existing LSH method to achieve unbiased query results in a straightforward way. On the other hand, the exact methods will have higher logarithmic factors and use additional data structures.
1.3 Data structure for sampling from a sub-collection of sets

In order to obtain our results, we first study a more generic problem in Section 3: given a collection $F$ of sets from a universe of $n$ elements, a query is a sub-collection $G \subseteq F$ of these sets and the goal is to sample (almost) uniformly from the union of the sets in this sub-collection. We also show how to modify the data structure to handle outliers in Section 4, as it is the case for LSH, as the sampling algorithm needs to ignore such points once they are reported as a sample. This will allow us to derive most of the results concerning variants of Fair NN in Section 5 as corollaries from these more abstract data structures.

Applications. Here are a few examples of applications of a data structure that provides uniform samples from a union of sets:

(A) Given a subset $A$ of vertices in the graph, randomly pick (with uniform distribution) a neighbor to one of the vertices of $A$. This can be used in simulating disease spread [44].

(B) Here, we use a variants of the data structure to implement Fair NN.

(C) Uniform sampling for range searching [4, 5, 40]. Indeed, consider a set of points, stored in a data structure for range queries. Using the above, we can support sampling from the points reported by several queries, even if the reported answers are not disjoint.

Being unaware of any previous work on this problem, we believe this data structure is of independent interest.

1.4 Discussion of Fairness Assumptions

In the context of our problem definition we assume—as do many papers on fairness-related topics—an implicit worldview described by Friedler et al. [34] as “what you see is what you get”. WYSIWYG means that a certain distance between individuals in the so-called “construct space” (the true merit of individuals) is approximately represented by the feature vectors in “observed space”. As described in their paper, one has to subscribe to this worldview to achieve certain fairness conditions. Moreover, we acknowledge that our problem definition requires to set a threshold parameter $r$ which might be internal to the dataset. This problem occurs frequently in the machine learning community, e.g., when score thresholding is applied to obtain a classification result. Kannan et al. discuss the fairness implications of such threshold approaches in [43].

We stress that the $r$-near neighbor independent sampling problem might not be the fairness definition in the context of similarity search. Instead, we think of it as a suitable starting point for discussion, and acknowledge that the application will often motivate a suitable fairness property. For example, in the case of a recommender system, we might want to consider a weighted case where closer points are more likely to be returned. As discussed earlier, and exemplified in the experimental evaluation, a standard LSH approach does not have such guarantees despite its monotonic collision probability function. We leave the weighted case as an interesting direction for future work.

2 PRELIMINARIES

Set representation. Let $U$ be an underlying ground set of $n$ objects (i.e., elements). In this paper, we deal with sets of objects. Assume that such a set $A \subseteq U$ is stored in some reasonable data structure, where one can insert delete, or query an object in constant time. Querying for an object $o \in U$, requires deciding if $o \in A$. Such a representation of a set is straightforward to implement using an array to store the objects, and a hash table. This representation allows random access to the elements in the set, or uniform sampling from the set.
If hashing is not feasible, one can just use a standard dictionary data structure – this would slow down the operations by a logarithmic factor.

**Subset size estimation.** We need the following standard estimation tool. [17, Lemma 2.8].

**Lemma 1.** Consider two sets $B \subseteq U$, where $n = |U|$. Let $\xi, \gamma \in (0, 1)$ be parameters, such that $\gamma < 1/\log n$. Assume that one is given an access to a membership oracle that, given an element $x \in U$, returns whether or not $x \in B$. Then, one can compute an estimate $s$, such that $(1 - \xi) |B| \leq s \leq (1 + \xi) |B|$, and computing this estimate requires $O((n/|B|)\xi^{-2}\log \gamma^{-1})$ oracle queries. The returned estimate is correct with probability $\geq 1 - \gamma$.

**Weighted sampling.** We need the following standard data structure for weighted sampling.

**Lemma 2.** Given a set of objects $\mathcal{H} = \{o_1, \ldots, o_t\}$, with associated weights $w_1, \ldots, w_t$, one can preprocess them in $O(t)$ time, such that one can sample an object out of $\mathcal{H}$. The probability of an object $o_i$ to be sampled is $w_i/\sum_{j=1}^{t} w_j$. In addition the data structure supports updates to the weights. An update or sample operation takes $O(\log t)$ time.

**Proof.** Build a balanced binary tree $T$, where the objects of $\mathcal{G}$ are stored in the leaves. Every internal node $u$ of $T$, also maintains the total weight $w(u)$ of the objects in its subtree. The tree $T$ has height $O(\log t)$, and weight updates can be carried out in $O(\log t)$ time, by updating the path from the root to the leaf storing the relevant object.

Sampling is now done as follows – we start the traversal from the root. At each stage, when being at node $u$, the algorithm considers the two children $u_1, u_2$. It continues to $u_1$ with probability $w(u_1)/w(u)$, and otherwise it continues into $u_2$. The object sampled is the one in the leaf that this traversal ends up at. □

**Sketch for distinct elements.** In Section 3.5 we will use sketches for estimating the number of distinct elements. Consider a stream of $m$ elements $x_1, \ldots, x_m$ in the domain $[n] = \{1, \ldots, n\}$ and let $F_0$ be the number of distinct elements in the stream (i.e., the zeroth-frequency moment). Several papers have studied sketches (i.e., compact data structures) for estimating $F_0$. For the sake of simplicity we use the simple sketch in [16], which generalizes the seminal result by Flajolet and Martin [33]. The data structure consists of $\Delta = \Theta(\log(1/\delta))$ lists $L_1, \ldots, L_\Delta$; for $1 \leq w \leq \Delta$, $L_w$ contains the $t = \Theta(1/\epsilon^2)$ distinct smallest values of the set $\{\psi_w(x_i) : 1 \leq i \leq m\}$, where $\psi_w : [n] \rightarrow [n^3]$ is a hash function picked from a pairwise independent family. It is shown in [16] that the median $\tilde{F}_0$ of the values $tn^3/\nu_0, \ldots, tn^3/\nu_\Delta$, where $\nu_w$ denotes the $t$th smallest value in $L_w$, is an $\epsilon$-approximation to the number of distinct elements in the stream with probability at least $1 - \delta$: that is, $(1 - \epsilon)F_0 \leq \tilde{F}_0 \leq (1 + \epsilon)F_0$. The data structure requires $O(\epsilon^{-2}\log m\log(1/\delta))$ bits and $O(\log(1/\epsilon)\log m\log(1/\delta))$ query time. A nice property of this sketch is that if we split the stream in $k$ segments and we compute the sketch of each segment, then it is possible to reconstruct the sketch of the entire stream by combining the sketches of individual segments (the cost is linear in the sketch size).

3 DATA STRUCTURE FOR SAMPLING FROM THE UNION OF SETS

**The problem.** Assume you are given a data structure that contains a large collection $\mathcal{F}$ of sets of objects. In total, there are $n = |\bigcup \mathcal{F}|$ objects. The sets in $\mathcal{F}$ are not necessarily disjoint. The task is to preprocess the data structure, such that given a sub-collection $\mathcal{G} \subseteq \mathcal{F}$ of the sets, one can quickly pick uniformly at random an object from the set $\bigcup \mathcal{G} := \bigcup_{A \in \mathcal{G}} A$.

**Naive solution.** The naive solution is to take the sets under consideration (in $\mathcal{G}$), compute their union, and sample directly from the union set $\bigcup \mathcal{G}$. Our purpose is to do (much) better – in particular, the goal is to get a query time that depends logarithmically on the total size of all sets in $\mathcal{G}$.
Parameters. The query is a family \( \mathcal{G} \subseteq \mathcal{F} \), and define \( m = |\mathcal{G}| = \sum_{A \in \mathcal{G}} |A| \) (which should be distinguished from \( g = |\mathcal{G}| \) and from \( N = |\bigcup \mathcal{G}| \)).

Preprocessing. For each set \( A \in \mathcal{F} \), we build the set representation mentioned in the preliminaries section. In addition, we assume that each set is stored in a data structure that enables easy random access or uniform sampling on this set (for example, store each set in its own array). Thus, for each set \( A \), and an element, we can decide if the element is in \( A \) in constant time.

Variants. In the same way as there were multiple fairness definitions in Section 1.1, we can wish for a one-shot sample from \( \bigcup \mathcal{G} \) (allowing for dependence) or for independent results. Moreover, sample probabilities can be exact or approximate. Since all elements are valid elements to return, there is no difference between an exact or approximate neighborhood. This will be the topic of Section 4.

Outline. The approaches discussed in the following use two ideas: (i) using a random permutation of the universe to introduce a natural order of the elements and (ii) using rejection sampling to introduce randomness during the query to guarantee an (approximately) equal output probability.

The first approach in Section 3.1 uses only the random permutation and results in one-shot uniform sample, lacking independence. The data structures in Section 3.2–Section 3.4 build on top of rejection sampling. They provide independence, but introduce approximate probabilities. Finally, the data structure in Section 3.5 makes use of both ideas to produce an independent sample with exact probabilities.

### 3.1 Uniform sampling with dependence

We start with a simple data structure for sampling a uniform point from a collection of sets, i.e., given a sub-collection \( \mathcal{G} \), sample a point in \( \bigcup \mathcal{G} \) uniformly at random. Since all randomness is in the preprocessing of the data structure, this variant does not guarantee independence regarding multiple queries.

The main idea is quite simple. We initially assign a (random) rank to each of the \( n \) objects in \( \bigcup \mathcal{F} \) using a random permutation. We sort all sets in \( \mathcal{F} \) according to the ranks of their objects. For a given query collection \( \mathcal{G} \), we iterate through each set and keep track of the element with minimum rank in \( \bigcup \mathcal{G} \). This element will be returned as answer to the query. The random permutation guarantees that all points in \( \mathcal{G} \) have the same chance of being returned.

**Lemma 3.** Let \( N = |\bigcup \mathcal{G}| \), \( g = |\mathcal{G}| \), and \( m = \sum_{X \in \mathcal{G}} |X| \). The above algorithm samples an element \( x \in \bigcup \mathcal{G} \) according to the uniform distribution in time \( O(g) \).

**Proof.** The algorithm keeps track of the element with minimum rank among the \( g \) different sets. Since all of them are sorted during preprocessing, this takes time \( O(1) \) per set. The sample is uniformly distributed because each element has the same chance of being the smallest under the random permutation. \( \square \)

If we repeat the same query on the same sub-collection \( \mathcal{G} \), the above data structure always returns the same point: if we let \( OUT_i \) denote the output of the \( i \)th sample from \( \mathcal{G} \), we have that \( \Pr[OUT_i = x|OUT_1 = x_1] = 1 \) if \( x = x_1 \) and 0 otherwise. We now extend the above data structure to get independent samples when we repeat the query on the same sub-collection \( \mathcal{G} \), that is

\[
\Pr[OUT_i = x|OUT_{i-1} = x_{i-1}, \ldots, OUT_1 = x_1] = \frac{1}{N}
\]

We add to each set in \( \mathcal{F} \) a priority queue which supports key updates, using ranks as key. For each point \( x \in \bigcup \mathcal{F} \), we keep a pointer to all sets (and their respective priority queue) containing \( x \). At query time, we search the point
in sets $\mathcal{G}$ with minimum rank, as in the previous approach. Then, just before returning the sample, we apply a small random perturbation to ranks for “destroying” any relevant information that can be collected by repeating the query. The perturbation is obtained by applying a random swap, similar to the one in the Fisher-Yates shuffle [47]: let $r_x$ be the rank of $x$; we randomly select a rank $r$ in $\{r_x, \ldots, n\}$ and let $y$ be the point with rank $r$; then we swap the ranks of $x$ and $y$ and update accordingly the priority queues. We have the following lemma, where $\delta$ denotes the maximum number of sets in $\mathcal{F}$ containing a point in $\bigcup \mathcal{F}$.

**Lemma 4.** Let $n = |\bigcup \mathcal{F}|$, $N = |\bigcup \mathcal{G}|$, $g = |\mathcal{G}|$, and $\delta = \max_x |F \cap \bigcup \mathcal{F}| (A \in \mathcal{F})$. Assume to repeat $k$ times the above query procedure on the sub-collection $\mathcal{G}$, and let $\text{OUT}_i$ denote the output of the $i$th iteration with $1 \leq i \leq k$. Then, for any $x \in \bigcup \mathcal{G}$, we have that $\Pr[\text{OUT}_1 = x] = 1/N$ and $\Pr[\text{OUT}_i = x|\text{OUT}_{i-1} = x_{i-1}, \ldots, \text{OUT}_1 = x_1] = \Pr[\text{OUT}_1 = x] = 1/N$ for any $i > 1$. Each query requires $O \left((g + \delta) \log n\right)$ time.

**Proof.** Let $L$ be the set of points in $\bigcup \mathcal{F}$ with ranks larger than $r_x$. We have that $|L| = n - r_x$ and $\bigcup \mathcal{G} \setminus \{x\} \subseteq L$. Before the swap, the ranks of points in $L$ are unknown and all permutations of points in $L$ are equally likely. After the swap, each point in $L \cup \{x\}$ has rank $r_x$ with probability $1/(n - r_x + 1)$, independently of previous random choices. Moreover, each point in $\bigcup \mathcal{G}$ has probability $1/N$ to be the point in $\bigcup \mathcal{G}$ with smaller rank after the swap.

By assuming that each priority queue can be updated in $O(\log n)$ time, the point with minimum rank can be extracted in $O(g \log n)$ time, and the final rank shuffle requires $O(\delta \log n)$ time as we need to update the priority queues of the at most $2\delta$ sets containing point $x$ or point $y$. □

We remark that the rerandomization technique is only restricted to single element queries: over time all elements in $\mathcal{G}$ get higher and higher ranks: this means that for another collection $\mathcal{G}'$, which intersects $\mathcal{G}$, the elements in $\bigcup \mathcal{G} \setminus \bigcup \mathcal{G}'$ become more and more likely to be returned. The next sections provide slightly more involved data structures that guarantee independence even among different queries.

### 3.2 Uniform sampling via exact degree computation

The query is a family $\mathcal{G} \subseteq \mathcal{F}$. The **degree** of an element $x \in \bigcup \mathcal{G}$, is the number of sets of $\mathcal{G}$ that contains it – that is, $d_{\mathcal{G}}(x) = |D_{\mathcal{G}}(x)|$, where $D_{\mathcal{G}}(x) = \{A \in \mathcal{G} \mid x \in A\}$. The algorithm repeatedly does the following:

(I) Picks one set from $\mathcal{G}$ with probabilities proportional to their sizes. That is, a set $A \in \mathcal{G}$ is picked with probability $|A|/m$.

(II) It picks an element $x \in A$ uniformly at random.

(III) Computes the degree $d = d_{\mathcal{G}}(x)$.

(IV) Outputs $x$ and stop with probability $1/d$. Otherwise, continues to the next iteration.

**Lemma 5.** Let $N = |\bigcup \mathcal{G}|$, $g = |\mathcal{G}|$, and $m = \sum_{x \in \mathcal{G}} |X|$. The above algorithm samples an element $x \in \bigcup \mathcal{G}$ according to the uniform distribution. The algorithm takes in expectation $O(gm/N) = O(g^2)$ time. The query time is $O(g^2 \log N)$ with high probability.

**Proof.** Observe that an element $x \in \bigcup \mathcal{G}$ is picked by step (II) with probability $\alpha = d(x)/m$. The element $x$ is output with probability $\beta = 1/d(x)$. As such, the probability of $x$ to be output by the algorithm in this round is $\alpha \beta = 1/|\mathcal{G}|$. This implies that the output distribution is uniform on all the elements of $\bigcup \mathcal{G}$.

The probability of success in a round is $N/m$, which implies that in expectation $m/N$ rounds are used, and with high probability $O((m/N) \log N)$ rounds. Computing the degree $d_{\mathcal{G}}(x)$ takes $O(|\mathcal{G}|)$ time, which implies the first bound
on the running time. As for the second bound, observe that an element can appear only once in each set of \( \mathcal{G} \), which readily implies that \( d(y) \leq |\mathcal{G}| \), for all \( y \in \bigcup \mathcal{G} \).

### 3.3 Almost uniform sampling via degree approximation

The bottleneck in the above algorithm is computing the degree of an element. We replace this by an approximation.

**Definition 5.** Given two positive real numbers \( x \) and \( y \), and a parameter \( \varepsilon \in (0, 1) \), the numbers \( x \) and \( y \) are \( \varepsilon \)-approximation of each other, denoted by \( x \approx_{\varepsilon} y \), if \( x/(1 + \varepsilon) \leq y \leq x(1 + \varepsilon) \) and \( y/(1 + \varepsilon) \leq x \leq y(1 + \varepsilon) \).

In the approximate version, given an item \( x \in \bigcup \mathcal{G} \), we can approximate its degree and get an improved runtime for the algorithm.

**Lemma 6.** The input is a family of sets \( \mathcal{F} \) that one can preprocess in linear time. Let \( \mathcal{G} \subseteq \mathcal{F} \) be a sub-family and let \( N = |\bigcup \mathcal{G}| \), \( g = |\mathcal{G}| \), and \( \varepsilon \in (0, 1) \) be a parameter. One can sample an element \( x \in \bigcup \mathcal{G} \) with almost uniform probability distribution. Specifically, the probability of an element to be output is \( \approx_{\varepsilon} 1/N \). After linear time preprocessing, the query time is \( O\left(\frac{ng}{\varepsilon^2} \log N\right) \), in expectation, and the query succeeds with high probability.

**Proof.** Let \( m = |\mathcal{G}| \). Since \( d(x) = |D_G(x)| \), it follows that we need to approximate the size of \( D_G(x) \) in \( \mathcal{G} \). Given a set \( A \in \mathcal{G} \), we can in constant time check if \( x \in A \), and as such decide if \( A \in D_G(x) \). It follows that we can apply the algorithm of Lemma 1, which requires \( W(x) = O\left(\frac{n}{\varepsilon^2} \log N\right) \) time, where the algorithm succeeds with high probability. The query algorithm is the same as before, except that it uses the estimated degree.

For \( x \in \bigcup \mathcal{G} \), let \( E_x \) be the event that the element \( x \) is picked for estimation in a round, and let \( E'_x \) be the event that it was actually output in that round. Clearly, we have \( P[E'_x \mid E_x] = 1/d \), where \( d \) is the degree estimate of \( x \). Since \( d \approx_{\varepsilon} d(x) \) (with high probability), it follows that \( P[E'_x \mid E_x] \approx_{\varepsilon} 1/d(x) \). Since there are \( d(x) \) copies of \( x \) in \( \mathcal{G} \), and the element for estimation is picked uniformly from the sets of \( \mathcal{G} \), it follows that the probability of any element \( x \in \bigcup \mathcal{G} \) to be output in a round is

\[
P[E'_x] = P[E'_x \mid E_x] P[E_x] = P[E'_x \mid E_x] \frac{d(x)}{m} \approx_{\varepsilon} \frac{1}{m},
\]

as \( E'_x \subseteq E_x \). As such, the probability of the algorithm terminating in a round is \( \alpha = \sum_{x \in \bigcup \mathcal{G}} P[E'_x] \approx_{\varepsilon} N/m \geq N/2m \).

As for the expected amount of work in each round, observe that it is proportional to

\[
W = \sum_{x \in \bigcup \mathcal{G}} P[E_x] W(x) = \sum_{x \in \bigcup \mathcal{G}} \frac{d(x)}{m} \frac{g}{\varepsilon^2 d(x)} \log N = O\left(\frac{ng}{\varepsilon^2} \log N\right).
\]

Intuitively, since the expected amount of work in each iteration is \( W \), and the expected number of rounds is \( 1/\alpha \), the expected running time is \( O(W/\alpha) \). This argument is not quite right, as the amount of work in each round affects the probability of the algorithm to terminate in the round (i.e., the two variables are not independent). We continue with a bit more care – let \( L_i \) be the running time in the \( i \)th round of the algorithm if it was to do an \( i \)th iteration (i.e., think about a version of the algorithm that skips the experiment in the end of the iteration to decide whether it is going to stop), and let \( Y_i \) be a random variable that is 1 if the (original) algorithm had not stopped at the end of the first \( i \) iterations of the algorithm.

By the above, we have that \( y_i = P[Y_i = 1] = P[Y_i = 1 \mid Y_{i-1} = 1] P[Y_{i-1} = 1] \leq (1 - \alpha) y_{i-1} \leq (1 - \alpha)^i \), and \( E[L_i] = O(W) \). Importantly, \( L_i \) and \( Y_{i-1} \) are independent (while \( L_i \) and \( Y_i \) are dependent). We clearly have that the running time of the algorithm is \( O\left(\sum_{i=1}^{\infty} Y_{i-1} L_i \right) \) (here, we define \( Y_0 = 1 \)). Thus, the expected running time of the
algorithm is proportional to
\[
\mathbb{E}\left[ \sum_{i} Y_{i-1}L_i \right] = \sum_{i} \mathbb{E}[Y_{i-1}L_i] = \sum_{i} \mathbb{E}[Y_{i-1}] \mathbb{E}[L_i] \leq W \sum_{i} y_{i-1} \leq W \sum_{i} (1 - \alpha)^{i-1} = \frac{W}{\alpha},
\]
because of linearity of expectations, and since \(L_i\) and \(Y_{i-1}\) are independent.

**Remark 1.** The query time of Lemma 6 deteriorates to \(O(g^{-2} \log^2 T)\) if one wants the bound to hold with high probability, where \(T\) is some (rough) upper bound on \(N\). This follows by restarting the query algorithm if the query time exceeds (say by a factor of two) the expected running time. A standard application of Markov’s inequality implies that this process would have to be restarted at most \(O(\log T)\) times, with high probability. Here, one can set \(T\) to be \(n \cdot g\) as a rough upper bound on \(N\).

**Remark 2.** The sampling algorithm is independent of whether or not we fully know the underlying family \(F\) and the sub-family \(G\). This means the past queries do not affect the sampled object reported for the query \(G\). Therefore, the almost uniform distribution property holds in the presence of several queries and independently for each of them.

### 3.4 Almost uniform sampling via simulation

It turns out that one can avoid the degree approximation stage in the above algorithm, and achieve only a polylogarithmic dependence on \(\varepsilon^{-1}\). To this end, let \(x\) be the element picked. We need to simulate a process that accepts \(x\) with probability \(1/d(x)\).

We start with the following natural idea for estimating \(d(x)\) — probe the sets randomly (with replacement), and stop in the \(i\)th iteration if it is the first iteration where the probe found a set that contains \(x\). If there are \(g\) sets, then the distribution of \(i\) is geometric, with probability \(p = d(x)/g\). In particular, in expectation, \(\mathbb{E}[i] = g/d(x)\), which implies that \(d(x) = g/\mathbb{E}[i]\). As such, it is natural to take \(g/i\) as an estimation for the degree of \(x\). Thus, to simulate a process that succeeds with probability \(1/d(x)\), it would be natural to return \(1\) with probability \(i/g\) and \(0\) otherwise. Surprisingly, while this seems like a heuristic, it does work, under the right interpretation, as testified by the following.

**Lemma 7.** Assume we have \(g\) urns, and exactly \(d > 0\) of them, are non-empty. Furthermore, assume that we can check if a specific urn is empty in constant time. Then, there is a randomized algorithm, that outputs a number \(Y \geq 0\), such that \(\mathbb{E}[Y] = 1/d\). The expected running time of the algorithm is \(O(g/d)\).

**Proof.** The algorithm repeatedly probes urns (uniformly at random), until it finds a non-empty urn. Assume it found a non-empty urn in the \(i\)th probe. The algorithm outputs the value \(i/g\) and stops.

Setting \(p = d/g\), and let \(Y\) be the output of the algorithm. We have that
\[
\mathbb{E}[Y] = \sum_{i=1}^{\infty} \frac{i}{g} (1 - p)^{i-1} p = \frac{p}{g(1-p)} \sum_{i=1}^{\infty} i(1-p)^{i} = \frac{p}{g(1-p)} \cdot \frac{1-p}{p^2} = \frac{1}{pg} = \frac{1}{d},
\]
using the formula \(\sum_{i=1}^{\infty} ix^i = x/(1-x)^2\).

The expected number of probes performed by the algorithm until it finds a non-empty urn is \(1/p = g/d\), which implies that the expected running time of the algorithm is \(O(g/d)\). □

The natural way to deploy Lemma 7, is to run its algorithm to get a number \(y\), and then return \(1\) with probability \(y\). The problem is that \(y\) can be strictly larger than \(1\), which is meaningless for probabilities. Instead, we backoff by
using the value \( y/\Delta \), for some parameter \( \Delta \). If the returned value is larger than \( 1 \), we just treat it at zero. If the zeroing never happened, the algorithm would return one with probability \( 1/(d(x)\Delta) \) – which we can use to our purposes via, essentially, amplification. Instead, the probability of success is going to be slightly smaller, but fortunately, the loss can be made arbitrarily small by taking \( \Delta \) to be sufficiently large.

**Lemma 8.** There are \( g \) urns, and exactly \( d > 0 \) of them are not empty. Furthermore, assume one can check if a specific urn is empty in constant time. Let \( y \in (0, 1) \) be a parameter. Then one can output a number \( Z \geq 0 \), such that \( Z \in [\frac{1}{\Delta} - y, \frac{1}{\Delta}] \), where \( \Delta = [\ln y^{-1}] + 4 = \Theta(\log y^{-1}) \). The expected running time of the algorithm is \( O(g/d) \).

Alternatively, the algorithm can output a bit \( X \), such that \( \Pr[X = 1] \in I \).

**Proof.** We modify the algorithm of Lemma 7, so that it outputs \( i/(g\Delta) \) instead of \( i/g \). If the algorithm does not stop in the first \( g\Delta + 1 \) iterations, then the algorithm stops and outputs \( 0 \). Observe that the probability that the algorithm fails to stop in the first \( g\Delta \) iterations, for \( p = d/g \), is \((1 - p)^{g\Delta} \leq \exp\left(-\frac{d}{g}\Delta\right) \leq \exp(-d\Delta) \leq \exp(-\Delta) \leq \gamma \).

Let \( Z \) be the random variable that is the number output by the algorithm. Arguing as in Lemma 7, we have that \( \mathbb{E}[Z] \leq 1/(d\Delta) \). More precisely, we have \( \mathbb{E}[Z] = \frac{1}{2^\Delta} \sum_{i=g\Delta + 1}^{\infty} i \left(1 - \frac{d}{g}\right)i^{-1}p \). Let

\[
\sum_{i=gj+1}^{g(j+1)} \left(1 - \frac{d}{g}\right)i^{-1}p \leq (j + 1) \sum_{i=gj+1}^{g(j+1)} (1 - \frac{d}{g})i^{-1}p = (j + 1)(1 - \frac{d}{g}) \sum_{i=0}^{g-1} (1 - \frac{d}{g})i
\]

\[
\leq (j + 1)(1 - \frac{d}{g}) \leq (j + 1) \exp(-dj).
\]

Let \( g(j) = \frac{j+1}{2^\Delta} \exp(-dj) \). We have that \( \mathbb{E}[Z] \geq \frac{1}{2^\Delta} - \beta \), where \( \beta = \sum_{j=\Delta}^{\infty} g(j) \). Furthermore, for \( j \geq \Delta \), we have

\[
g(j+1) = (j + 2) (1 - \frac{d}{g}) \leq \frac{1}{\Delta} \exp(-d) \leq \frac{1}{4} \exp(-d) \leq \frac{1}{2}.
\]

As such, we have that

\[
\beta = \sum_{j=\Delta}^{\infty} g(j) \leq 2g(\Delta) \leq 2 \frac{\Delta + 1}{\Delta} \exp(-d\Delta) \leq 4 \exp(-\Delta) \leq \gamma,
\]

by the choice of value for \( \Delta \). This implies that \( \mathbb{E}[Z] \geq 1/(d\Delta) - \beta \geq 1/(d\Delta) - \gamma \), as desired.

The alternative algorithm takes the output \( Z \), and returns \( 1 \) with probability \( Z \), and zero otherwise. □

**Lemma 9.** The input is a family of sets \( \mathcal{F} \) that one preprocesses in linear time. Let \( \mathcal{G} \subseteq \mathcal{F} \) be a sub-family and let \( N = |\bigcup \mathcal{G}| \geq |\mathcal{G}| \), and let \( \epsilon \in (0, 1) \) be a parameter. One can sample an element \( x \in \bigcup \mathcal{G} \) with almost uniform probability distribution. Specifically, the probability of an element to be output is \( \approx_x 1/N \). After linear time preprocessing, the query time is \( O(g \log(g/\epsilon)) \), in expectation, and the query succeeds, with probability \( \geq 1 - 1/g^{O(1)} \).

**Proof.** The algorithm repeatedly samples an element \( x \) using steps (I) and (II) of the algorithm of Section 3.2. The algorithm returns \( x \) if the algorithm of Lemma 8, invoked with \( y = (\epsilon/g)^{O(1)} \) returns \( 1 \). We have that \( \Delta = \Theta(\log(g/\epsilon)) \).

Let \( \alpha = 1/(d(x)\Delta) \). The algorithm returns \( x \) in this iteration with probability \( p \), where \( p \in [\alpha - \gamma, \alpha] \). Observe that \( \alpha \geq 1/(g\Delta) \), which implies that \( \gamma \ll (\epsilon/4)a \), it follows that \( \gamma \approx (\epsilon/4)a \). Now, the expected running time of each round is \( O(g(d(x))) \).

Arguing as in Lemma 6, this implies that each round, in expectation takes \( O(Ng/m) \) time, where \( m = |\mathcal{G}| \). Similarly, the expected number of rounds, in expectation, is \( O(\Delta m/N) \). Again, arguing as in Lemma 6, implies that the expected running time is \( O(g\Delta) = O(g \log(g/\epsilon)) \). □
Remark 3. Similar to Remark 1, the query time of Lemma 9 can be made to work with high probability with an additional logarithmic factor. Thus with high probability, the query time is \( O(g \log(g/\epsilon) \log N) \).

3.5 Uniform sampling using random ranks

In this section, we present a data structure that samples an element uniformly at random from \( \bigcup \mathcal{G} \) using both ideas from the previous subsections: we assign a random rank to each object as in Section 3.1, and use rejection sampling to provide independent and uniform output probabilities. Let \( \Lambda \) be the sequence of the \( n = |\bigcup \mathcal{F}| \) input elements after a random permutation; the rank of an element is its position in \( \Lambda \). We first highlight the main idea of the query procedure.

Let \( k \geq 1 \) be a suitable value that depends on the collection \( \mathcal{G} \) and assume that \( \Lambda \) is split into \( k \) segments \( \Lambda_i \), with \( i \in \{0, \ldots, k-1\} \). (We assume for simplicity that \( n \) and \( k \) are powers of two.) Each segment \( \Lambda_i \) contains the \( n/k \) elements in \( \Lambda \) with rank in \( [i \cdot n/k, (i+1) \cdot n/k) \). We denote with \( \hat{\lambda}_{\mathcal{G},i} \) the number of elements from \( \bigcup \mathcal{G} \) in \( \Lambda_i \), and with \( \lambda \geq \max_i \{\hat{\lambda}_{\mathcal{G},i}\} \) an upper bound on the number of these elements in each segment. By the initial random permutation, we have that each segment contains at most \( \lambda = \Theta((N/k) \log n) \) elements from \( \bigcup \mathcal{G} \) with probability at least \( 1 - 1/n^2 \). (Of course, \( N \) is not known at query time.)

The query algorithm works in the following three steps in which all random choices are independent.

(I) Select uniformly at random an integer \( h \) in \( \{0, \ldots, k-1\} \) (i.e., select a segment \( \Lambda_h \));

(II) With probability \( \lambda_{\mathcal{G},h}/\lambda \) move to step (III), otherwise repeat step (I);

(III) Return an element uniformly sampled among the elements in \( \bigcup \mathcal{G} \) in \( \Lambda_h \).

Since each object in \( \bigcup \mathcal{G} \) has a probability of \( 1/(k \lambda) \) of being returned in Step (III), the result is a uniform sample of \( \bigcup \mathcal{G} \). The algorithm described above works for all choices of \( k \), but a good choice has to depend on \( \mathcal{G} \) for the following reasons. On the one hand, the segments should be small, because otherwise Step (III) will take too long. On the other hand, they have to contain at least one element from \( \bigcup \mathcal{G} \) otherwise we sample many “empty” segments in Step (I).

We will see that the number \( k \) of segments should be roughly set to \( N \) to balance the trade-off. However, the number \( N \) of distinct elements in \( \bigcup \mathcal{G} \) is not known. Thus, we set \( k = 2s^*_\mathcal{G} \), where \( s^*_\mathcal{G} \) is a 1/2-approximation of \( N \). Such an estimate can be computed by storing a count distinct sketch for each set in \( \mathcal{F} \). To compute \( s^*_\mathcal{G} \) we merge the count distinct sketches of all \( g \) sets of \( \mathcal{G} \). To compute \( \lambda_{\mathcal{G},h} \) efficiently, we assume that, at construction time, the elements in each set in \( \mathcal{F} \) are sorted by their rank.

Lemma 10. Let \( N = |\bigcup \mathcal{G}|, g = |\mathcal{G}|, m = \sum_{X \in \mathcal{G}} |X|, \) and \( n = |\bigcup \mathcal{F}| \). With probability at least \( 1 - 1/n^2 \), the algorithm described above returns an element \( x \in \bigcup \mathcal{G} \) according to the uniform distribution. The algorithm has an expected running time of \( O(g \log^2 n) \).

Proof. We start by bounding the initial failure probability of the data structure. By a union bound, we have that the following two events hold simultaneously with probability at least \( 1 - 1/n^2 \):

1. Count distinct sketches provide a 1/2-approximation of \( N \). By setting \( \delta = 1/(2n^2) \) in the count distinct sketch construction (see Section 2), the approximation guarantee holds with probability at least \( 1 - 1/(2n^2) \).

2. Every segment of size \( n/k \) contains no more than \( \lambda = \Theta(\log n) \) elements from \( \bigcup \mathcal{G} \). As elements are initially randomly permuted, the claim holds with probability at least \( 1 - 1/(2n^2) \) by suitably setting the constant in \( \lambda = \Theta(\log n) \).

From now on assume that these events are true.
Each element in $\bigcup \mathcal{G}$ has the same probability $1/(k\lambda)$ of being returned in Step(III), so all points are equally likely to be sampled. Note also that the guarantees are independent of the initial random permutation as soon as the two events above hold. This means that the data structure returns a uniform sample from a union-of-sets.

We now focus on the time complexity of the query algorithm. In Step(II), $\lambda_{G,h}$ is computed by iterating through the $g$ sets and collection points using a range query on segment $\Lambda_h$. Since elements in each set are sorted by their rank, the range query can be carried out by searching for rank $hn/k$ using a binary search in $O(\log n)$ time, and then enumerating all elements with rank smaller than $(h+1)n/k$. This takes time $O(\log n + o)$ for each set, where $o$ is the output size. Since each segment contains $O(\log n)$ elements from $\bigcup \mathcal{G}$, one iteration of Step(II) takes time $O(g \log n)$.

By our choice of $k$, we have that $\lambda_{G,h}/\lambda = \Theta(1/\log n)$, thus we expect to carry out $\Theta(\log n)$ iterations before reaching (III). Thus, we expect to spend time $O(g \log^2 n)$ before reaching Step(III). Step(III) again takes time $O(g \log n)$, with the same analysis as above.

**Remark 4.** The query time of Lemma 10 can be made to work with high probability with an additional logarithmic factor. Thus with high probability, the query time is $O\left(g \log^3(n)\right)$.

### 4 Handling Outliers

Imagine a situation where we have a marked set of outliers $O$. We are interested in sampling from $\bigcup \mathcal{G} \setminus O$. We assume that the total degree of the outliers in the query is at most $m_O$ for some prespecified parameter $m_O$. More precisely, we have $d_G(O) = \sum_{x \in O} d_G(x) \leq m_O$.

#### 4.1 Sampling with Dependence

We run a variant of the original algorithm from Section 3.1. We use a priority queue $PQ$ to keep track of the point with smallest rank in $\bigcup \mathcal{G}$. Initially, for each $G \in \mathcal{G}$ we add the pair $(x, G)$ to the priority queue, where $x$ is the element with the smallest rank in $G$. As long as the element with the smallest rank in $PQ$ is not in $\bigcup \mathcal{G} \setminus O$, we iterate the following: Let $(x, G)$ be the entry extracted by an $extractMin$ operation on $PQ$. Let $y$ be the element in $G$ with the next largest rank. Insert $(y, G)$ into $PQ$.

**Lemma 11.** The input is a family of sets $\mathcal{F}$ that one can preprocess in linear time, and a query is a sub-family $\mathcal{G} \subseteq \mathcal{F}$ and a set of outliers $O$. Let $N = |\bigcup \mathcal{G} \setminus O|$ and $g = |\mathcal{G}|$. The above approach samples uniformly at random an element $x \in \bigcup \mathcal{G} \setminus O$. The expected query time is $O(\log g + d_G(O)/(N+1))$, and it is never worse than $O(\log g + d_G(O))$.

**Proof.** For each $o \in O$ and each $1 \leq i \leq g$, define the random variable $X_{o,i}$ that is $1$ if $o$ is present in the $i$th collection of $\mathcal{G}$ and has a rank smaller than all the elements $\bigcup \mathcal{G} \setminus O$. By the initial random permutation, the probability that an outlier $o \in O$ has a smaller rank than the $N$ elements in $\bigcup \mathcal{G} \setminus O$ is exactly $1/(N+1)$. Let $R$ be the number of rounds carried out by the query algorithm. By linearity of expectation, we get:

$$E[R] \leq g + E\left[\sum_{i=1}^{g} \sum_{o \in O} X_{o,i}\right] = g + \frac{d_G(O)}{N+1}.$$

The lemma follows because each round takes time $O(\log g)$ for the priority queue operations. Since an outlier cannot be sample twice, the algorithm stops after $d_G(O)$ rounds in the worst case, with query time is $O((g + d_G(O)) \log g)$. □

Similarly to Lemma 4, we can extend the above data structure to support output independence if the same query $\mathcal{G}$ is repeated several times. It suffices to repeat the process until a point in $\bigcup \mathcal{G} \setminus O$ is found, and to apply the
swap to the returned point. Note that to efficiently perform swaps each set in \( F \) should store points in a priority queue with ranks as keys. We get the following lemma.

**Lemma 12.** The input is a family of sets \( F \) that one can preprocess in linear time. A query is a sub-family \( G \subseteq F \), and a set of outliers \( \mathcal{O} \). Let \( n = |\bigcup \mathcal{F}| \), \( N = |\bigcup \mathcal{G} \setminus \mathcal{O}| \), \( g = |\mathcal{G}| \) and \( \delta = \max_{x \in \bigcup \mathcal{G}} |\{ A \in \mathcal{F} : x \in A \}| \). Assume to repeat \( k \) times the above query procedure on the sub-collection \( \mathcal{G} \), and let \( \text{OUT}_{i} \) denote the output of the \( i \)th iteration with \( 1 \leq i \leq k \). Then, we have that \( \text{OUT}_{1} \subseteq \bigcup \mathcal{G} \setminus \mathcal{O} \) for any \( 1 \leq i \leq k \) and, for any \( x \in \bigcup \mathcal{G} \setminus \mathcal{O} \), \( \Pr \{ \text{OUT}_{1} = x \} = \frac{1}{N} \) and \( \Pr \{ \text{OUT}_{1} = x \} = 1/N \) for \( i > 1 \). The expected query time is \( O \left( \frac{d_{\mathcal{G}}(\mathcal{O}) \log n + (g + \delta) \log n}{\delta} \right) \) time.

**Proof.** Initially, we need \( O(g \log n) \) time to find the point in \( \bigcup \mathcal{G} \) with smaller rank. Then we need to repeat the procedure \( d_{\mathcal{G}}(\mathcal{O})/(N + 1) \) times in expectation since the probability that an outlier \( o \in \mathcal{O} \) has a smaller rank than the \( N \) elements in \( \bigcup \mathcal{G} \setminus \mathcal{O} \) is \( 1/(N + 1) \). Since each repetition costs \( O(\log n) \) and the final swap takes \( O(\delta \log n) \) time, the expected running time follows. The probabilities follows from Lemma 4.

### 4.2 Almost uniform sampling with outliers

**Definition 6.** For a set \( T \), and a parameter \( \epsilon \in [0, 1) \), a sampling algorithm that outputs a sample \( x \in T \) generates \( \epsilon \)-uniform distribution, if for any \( y \in T \), we have that \( \frac{1}{(1 + \epsilon) |T|} \leq \Pr \{ x = y \} \leq \frac{1 + \epsilon}{|T|} \).

**Lemma 13.** The input is a family of sets \( F \) that one can preprocess in linear time. A query is a sub-family \( G \subseteq F \), a set of outliers \( \mathcal{O} \), a parameter \( m_{\mathcal{O}} \), and a parameter \( \epsilon \in (0, 1) \). One can either

(A) Sample an element \( x \in \bigcup \mathcal{G} \setminus \mathcal{O} \) with \( \epsilon \)-uniform distribution.

(B) Alternatively, report that \( d_{\mathcal{G}}(\mathcal{O}) > m_{\mathcal{O}} \).

The expected query time is \( O(m_{\mathcal{O}} + g \log(g/\epsilon)) \), and the query succeeds, with probability \( \geq 1 - 1/g^{O(1)} \), where \( g = |\mathcal{G}| \).

**Proof.** The main modification of the algorithm of Lemma 9 is that whenever we encounter an outlier (the assumption is that one can check if an element is an outlier in constant time), then we delete it from the set \( A \) where it was discovered. If we implement sets as arrays, this can be done by moving an outlier object to the end of the active prefix of the array, and decreasing the count of the active array. We also need to decrease the (active) size of the set. If the algorithm encounters more than \( m_{\mathcal{O}} \) outliers then it stops and reports that the number of outliers is too large.

Otherwise, the algorithm continues as before. The only difference is that once the query process is done, the active count (i.e., size) of each set needs to be restored to its original size, as is the size of the set. This clearly can be done in time proportional to the query time.

### 4.3 Uniform sampling with outliers

We run a variant of the original algorithm from Section 3.5. In the same way as before, we use the count distinct sketches to obtain an upper bound \( s_{\mathcal{G}} \) on the number of distinct elements in \( \mathcal{G} \). Because of the presence of outliers, this bound will not necessarily be close to \( N \), but could be much larger. Thus, we run the algorithm at most \( \log n \) rounds to find a suitable value of \( k \). In round \( i \), we use the value \( k_{i} = 2s_{\mathcal{G}}/2^{i} \). Moreover, a single round is iterated for \( \Sigma = \Theta(\log^{2} n) \) steps. If \( k < 2 \), we report that \( \bigcup \mathcal{G} \setminus \mathcal{O} \) is empty. The precise algorithm is presented in the following. As before, it takes an integer parameter \( m_{\mathcal{O}} \) controlling the number of outliers.

(A) Merge all count distinct sketches of the \( g \) sets in \( \mathcal{G} \), and compute a \( 1/2 \)-approximation \( s_{\mathcal{G}} \) of \( s_{\mathcal{G}} = |\bigcup \mathcal{G}| \), such that \( s_{\mathcal{G}}/2 \leq s_{\mathcal{G}} \leq 1.5s_{\mathcal{G}} \).
The expected time is 

\[ m \]

points that we retrieve on the way. For each set, we expect to find \( \left\lceil \frac{\log N}{n/k} \right\rceil \) points with rank in \( \mathcal{F} \). In each iteration, we extract the points with rank in \( [i \cdot n/k, (i + 1) \cdot n/k) \). Denote with \( \lambda_i \) the size of \( \Lambda_i \).

(II) Select uniformly at random an integer \( h \) in \( \{0, \ldots, k - 1\} \) (i.e., select a segment \( \Lambda_h \)).

(III) Increment \( \sigma_{\text{fail}} \). If \( \sigma_{\text{fail}} = \Sigma \), then set \( k = k/2 \) and \( \sigma_{\text{fail}} = 0 \).

(IV) Compute \( \lambda_{\mathcal{H},h} \) and count the number of outliers inspected on the way. If there are more than \( m_O \) outliers, report that \( d_{\mathcal{G}}(O) > m_O \). Otherwise, with probability \( \lambda_{\mathcal{G},h}/\lambda \), declare success.

(D) If the previous loop ended with success, return an element uniformly sampled among the elements in \( \bigcup \mathcal{G} \setminus O \) in \( \Lambda_h \), otherwise return \( \bot \).

**Lemma 14.** The input is a family of sets \( \mathcal{F} \) that one can preprocess in linear time. A query is a sub-family \( \mathcal{G} \subseteq \mathcal{F} \), a set of outliers \( O \), and a parameter \( m_O \). With high probability, one can either:

(A) Sample a uniform element \( x \in \bigcup \mathcal{G} \setminus O \), or

(B) Report that \( d_{\mathcal{G}}(O) > m_O \).

The expected time is \( O( (g + m_O) \log^4 n ) \), where \( N = | \bigcup \mathcal{G} \setminus O |, g = | \mathcal{G} |, \) and \( n = | \mathcal{F} | \).

The proof will follow along the lines of the proof of Lemma 10. We provide a self-contained version for completeness and to highlight the challenges of introducing outliers.

**Proof.** We start by bounding the initial failure probability of the data structure. By a union bound, we have that the following two events hold simultaneously with probability at least \( 1 - 1/n^2 \):

(1) Count distinct sketches provide a 1/2-approximation of \( | \bigcup \mathcal{G} | \). By setting \( \delta = 1/(4n^2) \) in the count distinct sketch construction (see Section 2), the approximation guarantee holds with probability at least \( 1 - 1/(4n^2) \).

(2) When \( k = 2^{|\log N|} \), every segment of size \( n/k \) contains no more than \( \lambda = \Theta(\log N) \) points from \( \bigcup \mathcal{G} \setminus O \). As points are initially randomly permuted, the claim holds with probability at least \( 1 - 1/(4n^2) \) by suitably setting the constant in \( \lambda = \Theta(\log n) \).

From now on assume that these events are true.

We will first discuss the additional failure event: \( N \geq 1 \), but the algorithm reports \( \bot \). The probability of this event is upper bounded by the probability \( p' \) that no element is returned in the \( \Sigma \) iterations where \( k = 2^{|\log N|} \) (the actual probability is even lower, since an element can be returned in an iteration where \( k > 2^{|\log N|} \)). By suitably setting constants in \( \lambda = \Theta(\log n) \) and \( \Sigma = \Theta(\log^2 n) \), we get:

\[
p' = \left( 1 - \frac{N}{k\lambda} \right)^\Sigma \leq e^{-\Sigma N/(k\lambda)} \leq e^{\Theta(-\Sigma/\log n)} \leq \frac{1}{2n^2}.
\]

By a union bound, with probability at least \( 1 - 1/n^2 \) none of these three events are true. To show that the returned element is uniformly sampled in \( \bigcup \mathcal{G} \setminus O \), recall that each element in \( \bigcup \mathcal{G} \setminus O \) has the same probability of \( 1/(k\lambda) \) of being output.

For the running time, first focus on the round where \( k = 2^{|\log N|} \). In this round, we carry out \( \Theta(\log^2 n) \) iterations. In each iteration, we extract the points with rank in \( [hn/k, (h + 1)n/k] \) from each of the \( g \) sets, counting all outlier points that we retrieve on the way. For each set, we expect to find \( N/k = O(1) \) points in \( \bigcup \mathcal{G} \setminus O \). If we retrieve more than \( m_O \) outliers, we report that \( d_{\mathcal{G}}(O) > m_O \). Reporting points with a given rank costs \( O(\log n + o) \) in each bucket.
(where \( o \) is the output size). Thus, one iteration is expected to take time \( O((g + m_o) \log n) \). The expected running time of all \( \Sigma = \Theta(\log^2 n) \) iterations is bounded by \( O((g + m_0) \log^3 n) \). Observe that for all the rounds carried out before, \( k \) is only larger and thus the segments are smaller. This means that we may multiply our upper bound with \( \log n \), which completes the proof. \( \square \)

5 IN THE SEARCH FOR A FAIR NEAR NEIGHBOR

In this section, we employ the data structures developed in the previous sections to show the results on fair near neighbor search listed in Section 1.2.

First, let us briefly give some preliminaries on LSH. We refer the reader to [35] for further details. Throughout the section, we assume that our metric space \((X, D)\) admits an LSH data structure.

5.1 Background on LSH

Locality Sensitive Hashing (LSH) is a common tool for solving the ANN problem and was introduced in [42].

**Definition 7.** A distribution \( \mathcal{H} \) over maps \( h: X \rightarrow U \), for a suitable set \( U \), is called \((r, c \cdot r, p_1, p_2)\)-sensitive if the following holds for any \( x, y \in X \):

- if \( D(x, y) \leq r \), then \( \Pr_{h}[h(x) = h(y)] \geq p_1 \);
- if \( D(x, y) > c \cdot r \), then \( \Pr_{h}[h(x) = h(y)] \leq p_2 \).

The distribution \( \mathcal{H} \) is called an LSH family, and has quality \( \rho = \rho(\mathcal{H}) = \frac{\log p_1}{\log p_2} \).

For the sake of simplicity, we assume that \( p_2 \leq 1/n \): if \( p_2 > 1/n \), then it suffices to create a new LSH family \( \mathcal{H}_K \) obtained by concatenating \( K = \Theta \left( \log p_2 \left( 1/n \right) \right) \) i.i.d. hashing functions from \( \mathcal{H} \). The new family \( \mathcal{H}_K \) is \((r, c \cdot r, p_1^K, p_2^K)\)-sensitive and \( \rho \) does not change.

The standard approach to \((c, r)\)-ANN using LSH functions is the following. Let \( D \) denote the data structure constructed by LSH, and let \( c \) denote the approximation parameter of LSH. Each \( D \) consists of

\[ L = n^\rho \] (5.1)

hash functions \( \ell_1, \ldots, \ell_L \) randomly and uniformly selected from \( \mathcal{H} \). The performance of the LSH data structure is determined by this parameter \( L \), and one tries to minimize the value of \( \rho \) (and thus \( L \)) by picking the "right" hash functions. The data structure \( D \) contains \( L \) hash tables \( H_1, \ldots, H_L \); each hash table \( H_i \) contains the input set \( S \) and uses the hash function \( \ell_i \) to split the point set into buckets. For each query \( q \), we iterate over the \( L \) hash tables: for any hash function, compute \( \ell_i(q) \) and compute, using \( H_i \), the set

\[ H_i(p) = \{ p : p \in S, \ell_i(p) = \ell_i(q) \} \] (5.2)

of points in \( S \) with the same hash value; then, compute the distance \( D(q, p) \) for each point \( p \in H_i(q) \). The procedure stops as soon as a \((c, r)\)-near point is found. It stops and returns \( \bot \) if there are no remaining points to check or if it found more than \( 3L \) far points [42].

**Definition 8.** For a query point \( q \in S \), an outlier for an LSH data structure is a point \( p \in S \setminus B_S(q, cr) \), such that \( p \in S_q = \bigcup_i H_i(q) \). An LSH data-structure is good if there are not too many outliers for the query point. Specifically, the LSH data-structure is useful if the number of outliers for \( q \) is at most \( 3L \).

We summarize the guarantees in the following two lemmas [35].
LEMMA 15. Consider an LSH data structure as above. For a given query point \( q \), and a point \( p \in B_{S}(q, r) \), with probability \( \geq 1 - 1/e - 1/3 \), we have that \( p \in S_q \) and this data structure is useful (i.e., \( S_q \) contains at most \( 3L \) outliers for \( q \)).

This is not quite strong enough for our purposes. We build an LSH data-structure that uses \( O(L \log n) \) hash functions (instead of \( L \)). The probability of the query point to collide with a point of \( B_{S}(q, r) \) is \( \geq 1 - 1/nO(1) \) in the new LSH structure, while the expected number of outliers grows linearly with the number of hash functions. We thus have the following.

LEMMA 16. Consider an LSH data structure as above, using \( O(L \log n) \) hash functions. For a given query point \( q \), we have that (i) \( B_{S}(q, r) \) \( \subseteq \) \( S_q \) with probability \( \geq 0.9 \), (ii) \( S_q \) contains in expectation \( O(L \log n) \) outliers for \( q \), and (iii) \( S_q \) contains in expectation \( O((1 + n(q, cr) - n(q)) \log n) \) points with distance larger than \( r \).

The main technical issue is that before scanning \( S_q \), during the query process, one cannot tell whether the set \( S_q \) is large because there are many points in \( B_{S}(q, r) \), or because the data structure contains many outliers. However, the algorithm can detect if the LSH data structure is useless if the query process encounters too many outliers. The following is the “standard” algorithm to perform a NN query using LSH (here the answer returned is not sampled, so there is no fairness guarantee).

LEMMA 17. Let the query point be \( q \). Let \( D_1, \ldots, D_t \) be \( t = \Theta(\log n) \) independent LSH data structures of Lemma 16. Then, with high probability, for a constant fraction of indices \( j \in [t] = \{1, \ldots, t\} \), we have that (i) \( B(q, r) \) \( \subseteq \) \( S_{j,q} \) \( \cup \) \( J \) and (ii) the number of outliers is \( |S_{j,q} \cup B_{S}(q, cr)| = O(L \log n) \), where \( S_{j,q} \) is the set of all points in buckets that collide with \( q \). The space used is \( S(n, c) = O(nL \log^2 n) \), and the expected query time is \( Q(n, c) = O(L \log n) \).

PROOF. For a random \( i \in [t] \), the data structure \( D_i \) has the desired properties with probability \( \geq 0.9 \), by Lemma 16. By Chernoff’s inequality, as \( t = \Theta(\log n) \), at least a constant fraction of these data-structures have the desired property.

As for the query time, given a query, the data structure starts with \( i = 1 \). In the \( i \)th iteration, the algorithm uses from \( D_i \), and computes the \( O(L \log n) \) lists that contains the elements of \( S_{j,q} \). The algorithm scans these lists – if it encounters more than \( O(L \log n) \) outliers, it increases \( i \) and move on to the next data-structure. As soon as the algorithm encounters a near point, in these lists, it stops and returns it.

Remark 5. In the above, we ignored the dependency on the dimension \( d \). In particular, the \( O(\cdot) \) hides a factor of \( d \).

In the following, we present data structures that solve the problems defined in Section 1.1. For most of the problem variants (all except Lemma 19) that require to return an \( r \)-near neighbor (but not a \( cr \)-near neighbor), we require that the LSH data structure behaves well on points in \( B(q, cr) \) \( \setminus \) \( B(q, r) \). Note that Definition 7 does not specify the behavior of the LSH on such points. In particular, we assume that the collision probability function of the LSH is monotonically decreasing and that points at distance at least \( r \) collide with probability \( O(p_c^r) \). Such an LSH has the property that the query is expected to collide with \( O((n(q, cr) - n(q, r)) \log n) \) points within distance \( r \) to \( cr \). We note that most LSH data structures have this property naturally by providing a closed formula for the CPF of the LSH.

5.2 Exact Neighborhood with Dependence

LEMMA 18. Given a set \( S \) of \( n \) points and a parameter \( r \), we can preprocess it such that given a query \( q \), one can report a point \( p \in S \) with probability \( 1/n(q, r) \) (points returned by subsequent queries might not be independent). The algorithm uses space \( O(nL \log n) \) and has expected query time \( O(L + n(q, cr)/n(q, r)) \log^2 n \).
We have with constant probability that $O$ we get the following result if the same query is repeated:

5.3 Approximately Fair ANN

runtime of the standard LSH $O$ query time. With high probability, the number of rounds till success is $i$ algorithm would only need to increase too many outliers, the algorithm increases $i$ from $0$ to $i + 1$.

Lemma 13 to the sets of $D$ that are mapped to a single bucket by a specific hash function are stored in its own set data-structure (i.e., an array), that all the values that are mapped to a single bucket by a specific hash function are stored in its own set data-structure (i.e., an array), that supports membership queries in $O(1)$ time (by using hashing).

We construct the data-structures $D_1, \ldots, D_t$ of Lemma 17, with $t = O(\log n)$. Here, all the values that are mapped to a single bucket by a specific hash function are stored in its own set data-structure (i.e., an array), that supports membership queries in $O(1)$ time (by using hashing).

Theorem 1. Given a set $S$ of $n$ points and a parameter $r$, we can preprocess it such that by repeating $k$ times a query $q$, we have with high probability $1 - 1/n:

1. $p$ is returned as near neighbor of $q$ with probability $1/n(q,r)$.
2. $\Pr[OUT_{T_i} = p|OUT_{T_{i-1}} = p_{i-1}, \ldots OUT_{T_1} = p_1] = 1/n(q,r)$ for each $1 < i \leq n$.

where $OUT_{T_i}$ denotes the output of the $i$th iteration with $1 \leq i \leq k$. The data structure requires $O(nL \log n)$ space and the expected query time is $O\left((L + n(q,cr) - n(q,r))\log^2 n\right)$.

Proof. The claim follows by using the data structure in Lemma 12, where each query requires expected time $O\left(d_G(O) \log n + (\delta + \gamma) \log n\right)$, where the $d_G(O) = O\left((L + n(q,cr) - n(q,r))\log n\right)$, $n$ is the total number of points, and $\delta = g = L$.

5.3 Approximately Fair ANN

Theorem 2. Given a set $S$ of $n$ points, and a parameter $r$, we can preprocess it in time and space $S(n,c) = O(nL \log^2 n)$, see Eq. (5.1). Here, given a query $q$, one can report a point $p \in T$, with $\epsilon$-uniform distribution (see Definition 6), where $T$ is a set that depends on the query point $q$, and $B_2(q, r) \subseteq T \subseteq B_3(q, cr)$. The expected query time is $O(L \log n \log(n/\epsilon))$. The query time is $O(L \log^2 n \log(n/\epsilon))$ with high probability. The above guarantees hold with high probability.

Proof. We construct the data-structures $D_1, \ldots, D_t$ of Lemma 17, with $t = O(\log n)$. Here, all the values that are mapped to a single bucket by a specific hash function are stored in its own set data-structure (i.e., an array), that supports membership queries in $O(1)$ time (by using hashing).

Starting with $i = 1$, the algorithm looks up the $g \approx O(L \log n)$ buckets of the points colliding with the query point in the LSH data structure $D_i$, and let $G$ be this set of buckets. Let $T$ be the union of the points stored in the buckets of $G$. We have with constant probability that $|G \setminus B_3(q, cr)| \leq m_O$, where $m_O = O(L \log n)$. Thus, we deploy the algorithm of Lemma 13 to the sets of $G$. With high probability $B_2(q, r) \subseteq T$, which implies that with constant probability (close to 0.9), we sample the desired point, with the $\epsilon$-uniform guarantee. If the algorithm of Lemma 13 returns that there were too many outliers, the algorithm increases $i$, and try again with the next data structure, till success. In expectation, the algorithm would only need to increase $i$ a constant number of times till success, implying the expected bound on the query time. With high probability, the number of rounds till success is $O(\log n)$.

Since $g \approx L = n^\Omega(1)$, all the high probability bounds here hold with probability $\geq 1 - 1/n^\Omega(1)$.

Remark 6. The best value of $L$ that can be used depends on the underlying metric. For the $L_1$ distance, the runtime of our algorithm is $\tilde{O}(n^{1/\epsilon+o(1)})$ and for the $L_2$ distance, the runtime of our algorithm is $\tilde{O}(n^{1/2+o(1)})$. These match the runtime of the standard LSH-based near neighbor algorithms up to polylog factors.
**Exact neighborhood.** One can even sample $\varepsilon$-uniformly from the $r$-near-neighbors of the query point. Two such data structures are given in the following **Lemma 19** and **Remark 7**. The query time guarantee is somewhat worse.

**Lemma 19.** Given a set $S$ of $n$ points, and a parameter $r$, we can preprocess it in time and space $S(n, c) = O(n \log^2 n)$, see Eq. (5.1). Here, given a query $q$, one can report a point $p \in B_S(q, r)$, with $\varepsilon$-uniform distribution (see Definition 6). The expected query time is $O\left(\frac{n(q, cr)}{n(q, r)} \log n \log \frac{2}{\varepsilon}\right)$. The query time is $O\left(\frac{n(q, cr)}{n(q, r)} \log^2 n \log \frac{2}{\varepsilon}\right)$ with high probability.

**Proof.** Construct and use the data structure of Theorem 2. Given a query point, the algorithm repeatedly get a neighbor $p_i$ by calling the query procedure. This query has a $\varepsilon$-uniform distribution on some set $T_i$ such that $B_S(q, cr) \subseteq T_i \subseteq B_S(q, cr)$. As such, if the distance of $p_i$ from $q$ is at most $r$, then the algorithm returns it as the desired answer. Otherwise, the algorithm increases $i$, and continues to the next round.

The probability that the algorithm succeeds in a round is $\rho = n(q, r)/n(q, cr)$, and as such the expected number of rounds is $1/\rho$, which readily implies the result. \hfill $\Box$

**Remark 7.** We remark that the properties in **Lemma 19** are independent of the behavior of the LSH with regard to points in $B(q, cr) \setminus B(q, r)$. If the LSH behaves well on these points as discussed in Section 5.1, we can build the same data structure as in **Theorem 2** but regard all points outside of $B(q, r)$ as outliers. This results in an expected query time of $O\left((L + n(q, cr) - n(q, r)) \log n \log \frac{2}{\varepsilon}\right)$. With high probability the query time is $O\left((L + n(q, cr) - n(q, r)) \log^2 n \log \frac{2}{\varepsilon}\right)$.

### 5.4 Exact Neighborhood (Fair NN)

We use the algorithm described in Section 4.3 with all points at distance more than $r$ from the query marked as outliers.

**Theorem 3.** Given a set $S$ of $n$ points and a parameter $r$, we can preprocess it such that given a query $q$, one can report a point $p \in S$ with probability $1/n(q, r)$. The algorithm uses space $O(L \log n)$ and has expected query time $O\left(\left(L + \frac{n(q, cr)}{n(q, r)}\right) \log^3 n\right)$.

**Proof.** For $t = O(\log n)$, let $D_1, \ldots, D_t$ be data structures constructed by LSH. Let $F$ be the set of all buckets in all data structures. For a query point $q$, consider the family $G$ of all buckets containing the query, and thus $g = |G| = O(L \log n)$. Moreover, we let $O$ to be the set of outliers, i.e., the points that are farther than $r$ from $q$. We proceed to bound the number of outliers that we expect to see in Step (IV) of the algorithm described in Section 4.3.

By **Lemma 16**, we expect at most $O(g)$ points at distance at least $cr$. Moreover, we set up the LSH such that the probability of colliding with a $cr$-near point is at most $1/g$ in each bucket. By the random ranks that we assign to each point, we expect to see $n(q, cr)/k$ $cr$-near points in segment $h$. Since, $k = \Theta(n(q, r))$, we expect to retrieve $O\left(\frac{n(q, cr)}{g n(q, r)}\right)$ $cr$-near points in one iteration. With the same line of reasoning as in **Lemma 14**, we can bound the expected running time of the algorithm by $O\left(\left(L + \frac{n(q, cr)}{n(q, r)}\right) \log^3 n\right)$.

**Remark 8.** With the same argument as above, we can solve Fair NN with an approximate neighborhood (in which we are allowed to return points within distance $cr$) in expected time $O(L \log^3 n)$.

We now turn our focus on designing an algorithm with a high probability bound on its running time. We note that we cannot use the algorithm from above directly because with constant probability more than $B(q, cr) + L$ points are outliers. The following lemma, similar in nature to **Lemma 17**, proves that by considering independent repetitions, we can guarantee that there exists an LSH data structure with a small number of non-near neighbors colliding with the query.

One can even sample $\varepsilon$-uniformly from the $r$-near-neighbors of the query point. Two such data structures are given in the following **Lemma 19** and **Remark 7**. The query time guarantee is somewhat worse.
We change the algorithm presented in Section 4.3 as follows:

\( \Omega(1) \) with probability at most \( \Theta(1) \).

Each \( k \)-probability. The lemma statement follows by observing that the segment size is adapted at most \( \log n \) times, and for each \( k \) we carry out \( O(\log^2 n) \) rounds.

**Proof.** Property (i) can be achieved for all \( t \) data structures simultaneously by setting the constant in \( \Theta(L \log n) \) such that each near point has a probability of at least \( 1 - 1/(n^2 \log n) \) to collide with the query. A union bound over the \( \log n \) independent data structure and the \( n(q, r) \leq n \) near points then results in (i). To see that (ii) is true, observe that in a single data structure, we expect not more than \( L \log n \) far points and \( n(q, c_r) \log n \) near points to collide with the query. (Recall that each \( c_r \)-near point is expected to collide at most once with the query.) By Markov’s inequality, with probability at most \( 1/3 \) we see more than \( 3(L + n(q, c_r)) \log n \) such points. Using \( t = \Theta(\log n) \) independent data structures, with high probability, there exists a data structure that has at most \( 3(L + n(q, c_r)) \log n \) points at distance larger than \( r \) colliding with the query.

**Lemma 21.** Given a set \( S \) of \( n \) points and a parameter \( r \), we can preprocess it such that given a query \( q \) one can report a point \( p \in S \) with probability \( 1/n(q, r) \). The algorithm uses space \( O(L \log^2 n) \) and has query time \( O((L + n(q, c_r)) \log^3 n) \) with high probability.

**Proof.** We build \( \Theta(\log n) \) independent LSH data structures, each containing \( \Theta(L \log n) \) repetitions. For a query point \( q \), consider the family \( G_i \) of all buckets containing the query in data structure \( D_i \). By Lemma 20, in each data structure, all points in \( B(q, r) \) collide with the query with high probability. We assume this is true for all data structures. We change the algorithm presented in Section 4.3 as follows:

(I) We start the algorithm by setting \( k = n \).

(II) Before carrying out Step (IV), we calculate the work necessary to compute \( \lambda_{G_i} \) in each data structure \( i \in {} \{1, \ldots, t\} \). This is done by carrying out range queries for the ranks in segment \( h \) in each bucket to obtain the number of points that we have to inspect. We use the data structure with minimal work to carry out Step (IV).

Since all points in \( B(q, r) \) collide with the query in each data structure, the correctness of the algorithm follows in the same way as in the proof of Lemma 14.

To bound the running time, we concentrate on the iteration in which \( k = \omega([\log n(q, r)]) \), e.g., \( k = \Theta(n(q, r)) \). As in the proof of Lemma 14, we have to focus on the time it takes to compute \( \lambda_{G_i} \), the number of near points in all \( \Theta(L \log n) \) repetitions in segment \( h \) of the chosen data structure. By Lemma 17, with high probability there exists a partition in which the number of outlier points is \( O((n(q, c_r) + L) \log n) \). Assume from here on that it exists. We picked the data structure with the least amount of work in segment \( h \). The data structure with \( O((n(q, c_r) + L) \log n) \) outlier points was a possible candidate, and with high probability there were \( O((n(q, c_r) + L) \log^2 n) \) collisions in this data structure for the chosen segment. (There could be \( L \cdot n(q, c_r) \log n \) colliding near points, but with high probability we see at most a fraction of \( \Theta(\log n(n(q, r))) \) of those in segment \( h \) because of the random ranks. On the other hand, we cannot say anything about how many distinct non-near points collide with the query.) In total, we spend time \( O((n(q, c_r) + L) \log^2 n) \) to compute \( \lambda_{G_i} \) in the chosen data structure, and time \( O(L \log^3 n) \) to find out which data structure has the least amount of work. This means that we can bound the running time of a single iteration by \( O((n(q, c_r) + L) \log^3 n) \) with high probability. The lemma statement follows by observing that the segment size \( k \) is adapted at most \( \log n \) times, and for each \( k \) we carry out \( O(\log^2 n) \) rounds.

\[ \square \]
6 FAIR NN USING NEARLY-LINEAR SPACE LSF

In this section, we describe a data structure that solves the Fair NN problem using the exact degree computation algorithm from Section 3.2. The bottleneck of that algorithm was the computation of the degree of an element which takes time \( O(g) \). However, if we are to use a data structure that has at most \( O(\log n) \) repetitions, this bottleneck will be alleviated.

The following approach uses only the basic filtering approach described in [25], but no other data structures as was necessary for solving uniform sampling with exact probabilities in the previous sections. It can be seen as a particular instantiation of the more general space-time trade-off data structures that were described in [11, 25]. It can also be seen as a variant of the empirical approach discussed in [31] with a theoretical analysis. Compared to [11, 25], it provides much easier parameterization and a simpler way to make it efficient.

In this section it will be easier to state bounds on the running time with respect to inner product similarity on unit length vectors in \( \mathbb{R}^d \). We define the \((\alpha, \beta)\)-NN problem analogously to \((c, r)\)-NN, replacing the distance thresholds \( r \) and \( cr \) with \( \alpha \) and \( \beta \) such that \(-1 < \beta < \alpha < 1\). This means that the algorithm guarantees that if there exists a point \( p \) with inner product at least \( \alpha \) with the query point, the data structure returns a point \( p^* \) with inner product at least \( \beta \) with constant probability. The reader is reminded that for unit length vectors we have the relation \( ||p - q||_2^2 = 2 - 2\langle p, q \rangle \). We will use the notation \( B_S(q, \alpha) = \{ p \in S \mid \langle p, q \rangle \geq \alpha \} \) and \( B_S(q, \beta) = |B_S(q, \beta)| \). We define the \( \alpha \)-NNIS problem analogously to \( r \)-NNIS with respect to inner product similarity.

We start with a succinct description of the linear space near-neighbor data structure. Next, we will show how to use this data structure to solve the Fair NN problem under inner product similarity.

6.1 Description of the data structure

Construction. Given \( m \geq 1 \) and \( \alpha < 1 \), let \( t = \lceil 1/(1 - \alpha^2) \rceil \) and assume that \( m^{1/t} \) is an integer. First, choose \( tm^{1/t} \) random vectors \( a_{i,j}, \) for \( i \in [t], j \in [m^{1/t}] \), where each \( a_{i,j} = (a_1, \ldots, a_d) \sim \mathcal{N}(0,1)^d \) is a vector of \( d \) independent and identically distributed standard normal Gaussians.\(^2\) Next, consider a point \( p \in S \). For \( i \in [t] \), let \( j_i \) denote the index maximizing \( \langle p, a_{i,j_i} \rangle \). Then we map the index of \( p \) in \( S \) to the bucket \((j_1, \ldots, j_t) \in [m^{1/t}]^t \), and use a hash table to keep track of all non-empty buckets. Since a reference to each data point in \( S \) is stored exactly once, the space usage can be bounded by \( O(n + tm^{1/t}) \).

Query. Given the query point \( q \), evaluate the dot products with all \( tm^{1/t} \) vectors \( a_{i,j} \). For \( \varepsilon \in (0,1) \), let \( f(\alpha, \varepsilon) = \sqrt{2(1 - \alpha^2) \ln(1/\varepsilon)} \). For \( i \in [t], \) let \( \Delta_{q,i} \) be the value of the largest inner product of \( q \) with the vectors \( a_{i,j} \) for \( j \in [m^{1/t}] \). Furthermore, let \( I_i = \{ j \mid \langle a_{i,j}, q \rangle \geq \alpha \Delta_{q,i} - f(\alpha, \varepsilon) \} \). The query algorithm checks the points in all buckets \((i_1, \ldots, i_t) \in I_1 \times \cdots \times I_t \), one bucket after the other. If a bucket contains a close point, return it, otherwise return \( \bot \).

Theorem 4. Let \( S \subseteq X \) with \(|S| = n, -1 < \beta < \alpha < 1\), and let \( \varepsilon > 0 \) be a constant. Let \( \rho = \frac{(1-\alpha^2)(1-\beta^2)}{(1-\alpha \beta)^4} \). There exists \( m = m(\alpha, \beta, n) \) such that the data structure described above solves the \((\alpha, \beta)\)-NN problem with probability at least \( 1 - \varepsilon \) in linear space and expected time \( n^{O(\rho + o(1))} \).

We remark that this result is equivalent to the running time statements found in [25] for the linear space regime, but the method is considerably simpler. The analysis connects storing data points in the list associated with the largest inner product with well-known bounds on the order statistics of a collection of standard normal variables as discussed in [27]. The analysis is presented in Appendix A.

\(^2\) As tradition in the literature, we assume that a memory word suffices for reaching the desired precision. See [20] for a discussion.
6.2 Solving $\alpha$-NNIS

Construction. Set $L = \Theta(\log n)$ and build $L$ independent data structures $D_1, \ldots, D_L$ as described above. For each $p \in S$, store a reference from $p$ to the $L$ buckets it is stored in.

Query. We run the rejection sampling approach from Section 3.2 on the data structure described above. For query $q$, evaluate all $tm^{1/2}$ filters in each individual $D_j$. Let $G$ be the set of buckets $(i_{\ell,1}, \ldots, i_{\ell,l})$ above the query threshold, for each $\ell \in [L]$, and set $m = |G|$. First, check for the existence of a near neighbor by running the standard query algorithm described above on every individual data structure. This takes expected time $n^{\rho \Theta(1)} + \mathcal{O} \left( \frac{b_5(q, \beta)}{b_5(q, \alpha + 1)} \log n \right)$, assuming points in a bucket appear in random order. If no near neighbor exists, output \bot and return. Otherwise, the algorithm performs the following steps until success is declared:

(I) Picks one set from $G$ with probabilities proportional to their sizes. That is, a set $A \in G$ is picked with probability $|A|/m$.

(II) It picks a point $p \in A$ uniformly at random.

(III) Computes the degree $d = d_G(p)$.

(IV) If $p$ is a far point, remove $p$ from the bucket update the cardinality of $A$. Continue to the next iteration.

(V) If $p$ is a near point, outputs $p$ and stop with probability $1/d$. Otherwise, continue to the next iteration.

After a point $p$ has been reported, move all far points removed during the process into their bucket again. As discussed in Section 2, we assume that removing and inserting a point takes constant time in expectation.

Theorem 5. Let $S \subseteq X$ with $|S| = n$ and $-1 < \beta < \alpha < 1$. The data structure described above solves the $\alpha$-NNIS problem in nearly-linear space and expected time $n^{\rho \Theta(1)} + \mathcal{O} \left( \frac{b_5(q, \beta)}{b_5(q, \alpha + 1)} \right) \log^2 n$).

Proof. Set $L = \Theta(\log n)$ such that with probability at least $1 - 1/n^2$, all points in $B_S(q, \alpha)$ are found in the $T$ buckets. Let $p$ be an arbitrary point in $B_S(q, \alpha)$. The output is uniform by the arguments given in the proof of the original variant in Lemma 5.

We proceed to prove the running time statement in the case that there exists a point in $B_S(q, \alpha)$. (See the discussion above for the case $b_5(q, \alpha) = 0$). Observe that evaluating all filters, checking for the existence of a near neighbor, removing far points, and putting far points back into the buckets contributes $n^{\rho \Theta(1)}$ to the expected running time (see Appendix A for details). We did not account for repeatedly carrying out steps A–C yet for rounds in which we choose a non-far point. To this end, we next find a lower bound on the probability that the algorithm declares success in a single such round. First, observe that there are $O(b_5(q, \beta) \log n)$ non-far points in the $T$ buckets (with repetitions). Fix a point $p \in B_S(q, \alpha)$. With probability $\Omega(c_p/(b_5(q, \beta) \log n))$, $p$ is chosen in step B. Thus, with probability $\Omega(1/(b_5(q, \beta) \log n))$, success is declared for point $p$. Summing up probabilities over all points in $B_S(q, \alpha)$, we find that the probability of declaring success in a single round is $\Omega(b_5(q, \alpha) / (b_5(q, \beta) \log n))$. This means that we expect $O(b_5(q, \beta) \log n / b_5(q, \alpha))$ rounds until the algorithm declares success. Each round takes time $O(\log n)$ for computing $c_p$ (which can be done by marking all buckets that are enumerated), so we expect to spend time $O((b_5(q, \beta) / b_5(q, \alpha)) \log^2 n)$ for these iterations, which concludes the proof.

7 EXPERIMENTAL EVALUATION

This section presents a principled experimental evaluation that sheds light on the general fairness implications of our problem definitions. The aim of this evaluation is to complement the theoretical study with a case study
focusing on the fairness implications of solving variants of the near-neighbor problem. The evaluation contains both a validation of the (un)fairness of traditional approaches in a recommendation setting on real-world datasets, an empirical study of unfairness in approximate approaches, a validation of the average query time of different methods in this paper, and a short discussion of the additional cost introduced by solving the exact neighborhood problem. We implemented all methods and additional tools in Python 3, and also re-implemented some special cases in C++ for running time observations. The code, raw result files, and the experimental log containing more details are available at https://github.com/alfahaf/fair-nn. Moreover, the repository contains all scripts and a Docker build script necessary to reproduce and verify the plots presented here.

Datasets and Query Selection. We run our experiments on five different datasets which are either standard benchmarks in a recommendation system setting or in a nearest neighbor search context (see [12]):

(I) MovieLens: a dataset mapping 2112 users to 65536 unique movies. We obtain a set representation by mapping each user to movies rated 4 or higher by the user, resulting in an average set size of 178.1 ($\sigma = 187.5$).

(II) Last.FM: a dataset with 1892 users and 19739 unique artists. We obtain a set representation by mapping each user to their top-20 artists, resulting in an average set size of 19.8 ($\sigma = 1.78$).

(III) MNIST: a random subset of 10K points in the MNIST training data set [50]. The full data set contains 60K images of hand-written digits, where each image is of size 28 by 28. Therefore, each of our points lie in a 784 dimensional Euclidean space and each coordinate is in $[0, 255]$.

(IV) SIFT: We take a random subset of 10K vectors of the SIFT1M image descriptors that contains 1M 128-dimensional points.

(V) GloVe: Finally, we take a random subset of 10K words from the GloVe data set [59]. GloVe is a data set of 1.2M word embeddings in 100-dimensional space.

All datasets are processed automatically by our experimental framework. For the first two datasets, we measure the similarity of two user sets $X$ and $Y$ by their Jaccard similarity $J(X, Y) = |X \cap Y|/|X \cup Y|$. For the latter three datasets, we measure distance by using Euclidean distance/L2 norm.

For each dataset, we pick a set of “interesting queries” to guarantee that the output size is not too small. More specifically, we consider all data points as potential queries for which the 40th nearest neighbor is above a certain distance threshold. Among those points, we choose 50 data points at random as queries and remove them from the data set.

Algorithms. Two different distance measures made it necessary to implement two different LSH families. For Jaccard similarity, we implemented LSH using standard MinHash [19] and applying the 1-bit scheme of Li and König [52]. The implementation takes two parameters $k$ and $L$, as discussed in Section 5.1. We choose $k$ and $L$ such that the average false negative rate (the ratio of near points not colliding with the queries) is not more than 10%. In particular, $k$ is set such that we expect no more than 5 points with Jaccard similarity at most 0.1 to have the same hash value as the query in a single repetition. Both for Last.FM and MovieLens we used $k = 8$ and $L = 100$ with a similarity threshold of 0.2 and 0.25, respectively.

For $L_2$ Euclidean distance, we use the LSH data structure from [26]. Each of the $L$ hash functions $g_i$ is the concatenation of $k$ unit hash functions $h^j_1 \circ \cdots \circ h^j_k$. Each of the unit hash functions $h^j_i$ is chosen by selecting a point in a random direction (by choosing every coordinate from a Gaussian distribution with parameters $(0, 1)$). Then all the points are projected onto this one-dimensional direction, and we put a randomly shifted one-dimensional grid of length $w$ along
this direction. The cells of this grid are considered as buckets of the unit hash function. For tuning the parameters of LSH, we follow the method described in [26], and the manual of E2LSH library [9], as follows.

For MNIST, the average distance of a query to its nearest neighbor in our data set is around 1250. Thus, we choose the near neighbor radius $r = 1275$. With this choice, the $r$-neighborhood of all but one query is non-empty. We tune the value of $w$ and set it to 3750. As before, we tune $k$ and $L$ so that the false negative rate is less than 10%, and moreover the cost of hashing (proportional to $L$) balances out the cost of scanning. This results in the parameter choices $k = 15$ and $L = 100$. This also agrees with the fact that $L$ should be roughly the square root of the total number of points. We use the same method for the other two data sets. For SIFT, we use $R = 270$, $w = 870$, $k = 15$, $L = 100$, and for GLOVE we use $R = 4.7$, $w = 15.7$, $k = 15$, and $L = 100$.

**Algorithms.** Given a query point $q$, we retrieve all $L$ buckets corresponding to the query. We then implement the following algorithms and compare their performance in returning a uniform neighbor of the query point.

- **Uniform/Uniform:** Picks bucket uniformly at random and picks a random point in bucket.
- **Weighted/Uniform:** Picks bucket according to its size, and picks uniformly random point inside bucket.
- **Optimal:** Picks bucket according to size, and then picks uniformly random point $p$ inside bucket. Then it computes $p$’s degree exactly and rejects $p$ with probability $1 - 1/d(p)$.
- **Degree approximation:** Picks bucket according to size, and picks uniformly random point $p$ inside bucket. It approximates $p$’s degree and rejects $p$ with probability $1 - 1/d'(p)$.
- **Rank perturbation:** Picks the point with minimal rank among all buckets and perturbs the rank afterwards.

Each method removes non-close points that might be selected from the bucket. We remark that the variant Uniform/Uniform most closely resembles a standard LSH approach. Weighted/Uniform takes the different bucket sizes into account, but disregards the individual frequency of a point. Thus, the output is not expected to be uniform, but might be closer in distribution to the uniform distribution.

**Degree approximation method.** We use the algorithm of Section 3.4 for the degree approximation: we implement a variant of the sampling algorithm which repeatedly samples a bucket uniformly at random and checks whether $p$ belongs to the bucket. If the first time this happens is at iteration $i$, then it outputs the estimate as $d'(p) = L/i$.

**Objectives of the Experiments.** Our experiments are tailored to answer the following questions:

(Q1) How (un)fair is the output of different query algorithms in a real-world scenario?
(Q2) What is the extra cost term for solving the exact neighborhood problem?
(Q3) How quickly can the different approaches answer queries?
(Q4) How fair is the output of an algorithm solving the approximate neighborhood version?

### 7.1 Output Distribution of Different Approaches (Q1)

We start by building the LSH data structure with the parameters detailed in the previous subsection. For each query $q$, we first compute the number $M(q)$ of near neighbors that collide with the query point. Next, we repeat the query $q$ 100M(q) times and collect the reported points.

Figure 7.1 provides an overview over the resulting output distribution of the five different approaches on the five datasets. Each data point is the total variation distance\(^3\) (or statistical distance) between the output distribution and the uniform distribution. Let us first concentrate on the standard choices $k = 15$, $L = 100$ for Euclidean distance and

\[^3\text{For two discrete distributions } \mu \text{ and } \nu \text{ on a finite set } X, \text{ the total variation distance is } \frac{1}{2} \sum_{x \in X} |\mu(x) - \nu(x)|\]
Fig. 7.1. Total Variation Distance of the methods on the datasets. Parameter choices are $k = 15, L = 100$ for GLOVE, MNIST, SIFT and $k = 8, L = 100$ for Last.FM and MovieLens. Choices are varied to introduce more collisions.

$k = 8, L = 100$ for Jaccard similarity. We make the following observations. Firstly, there is a clear difference in the output distribution between the (approximately) fair approaches and the two standard choices uniform and weighted
uniform. On all datasets, there is a large deviation from the uniform distribution with large differences between the two approaches on the three Euclidean distance datasets, and a marginal differences on the two Jaccard similarity datasets. The degree approximation is much closer to the uniform distribution. The rank approach described in Section 3.1 is nearly indistinguishable from the independent sampling approach that uses exact degree computations. This means that on the used datasets there is little overlap between the neighborhood of the query points, and the dependence considerations discussed in Section 3.1 do not materialize.

As visible from the plot, we vary the parameters to introduce more collisions between the query and dataset points in the following two ways: We shorten the number of concatenated hash functions for a fixed number of repetitions, and we increase the number of repetitions for a fixed concatenation length. In both cases, the output distributions are closer to the uniform distribution.

Since it is difficult to argue about the unfairness of a distribution that is around .4 away in total variation distance from the uniform distribution, we provide a “zoomed in” visualization in Figure 7.2. In this plot, we show the difference in reported frequencies between the uniform/uniform approach and fair sampling for 5 out of the 50 queries on the Last.FM dataset. Note that using our querying approach, each point should be roughly reported 100 times. This is true for the fair sampling approach (with frequencies between 92 and 108), but we can clearly see a large difference to the standard sampling approach. This approach heavily under-reports points at lower similarity above the threshold .6 (only 60 reports on average), and heavily over-reports points at high similarity (360 reports in the maximum), which means that individually there is a difference of a factor of nearly 6 in the reported frequencies. This means that standard approaches will indeed yield biased neighborhoods in real-world situations. Using algorithms that solve the independent sampling version of the r-NN problem eliminate such bias.
7.2 Additional cost factor for solving the exact neighborhood variant (Q2)

The running time bounds of the algorithms in Section 5 and Section 6 have an additional additive or multiplicative running time factor $\tilde{O}(b_S(q, c_r)/b_S(q, r))$, putting in relation the number of points at distance at most $c_r$, $c \geq 1$, (or similarity at least $c_r$, $c \leq 1$) to those at threshold $r$. The values $r$ and $c_r$ are the distance/similarity thresholds picked when building the data structure. In general, a larger gap between $r$ and $c_r$ makes the $n^\rho$ term in the running times smaller. However, the additive or multiplicative cost $\tilde{O}(b_S(q, c_r)/b_S(q, r))$ can potentially be prohibitively large for worst-case datasets.

Figure 7.3 depicts the ratio of points with similarity at least $c_r$ and $r$ for two of the real-world datasets (the other three showed similar behavior). We see that one has to be careful and choose a rather small approximation factor, since the ratio $b_S(q, c_r)/b_S(q, r)$ can easily be the domination factor. For example, $c = 2$ means that we may set $L$ to roughly $n^{1/4}$, which is 10. The cost of the query is then dominated by the ratio of near and $c_r$-near points. This shows that a careful inspection of dataset/query set characteristics might be necessary to find good parameter choices that balance cost terms.

7.3 Running time observations (Q3)

We implemented LSH for Euclidean distance in C++ idea to compare running times in language that generates suitable fast code. We carry out the same number of queries as before, but repeat each experiment ten times. To simplify the
code structure and the use of additional data structures, we made the following implementation choices: (i) In the rank data structure, we store each bucket as a list of points sorted by their rank. In the perturbation step, all buckets are sorted again after exchanging a rank. (ii) For the other data structures, we carry out a linear scan on the bucket sizes to select a bucket (by weight).

Figure 7.5 reports on the average query time needed by the different methods to answer the $100M(q)$ queries. These running times range from 10 to 100 ms for the non-fair sampling methods, and they are about a magnitude larger for the (approximately) fair approaches. With respect to exact and approximate degree computation, we see that the former is around 1.5/2/3 times slower than the approximate approach on GLOVE, SIFT, and MNIST, respectively. The method using rank perturbation, which leads to similar distributions as the optimal exact degree computation in the considered workloads, is roughly as fast as the optimal variant on GLOVE, 2 times faster on SIFT, and 3 times faster on MNIST. On the SIFT dataset, it is roughly 2 times faster than approximating the degree and using rejection sampling.

With a smaller number of trials, we also compared our methods to a naive approach that collects all colliding points, filters the near neighbors, and returns a uniform choice in the resulting set. This method resulted in running times that were roughly 2-3 times slower than the exact degree computation.

7.4 Fairness in the approximate version (Q4)

We turn our focus to the approximate neighborhood sampling problem. Recall that the algorithm may return points in $B(q, cr) \setminus B(q, r)$ as well, which speeds up the query since it avoids additional filtering steps. In the following, we will provide a concrete example that the output of an algorithm that solves this problem might yield unexpected sampling results.

Let us define the following dataset over the universe $U = \{1, \ldots, 30\}$: We let $X = \{16, \ldots, 30\}$, $Y = \{1, \ldots, 18\}$, and $Z = \{1, \ldots, 27\}$. Furthermore, we let $M$ contain all subsets of $Y$ having at least 15 elements (excluding $Y$ itself). The dataset is the collection of $X, Y, Z$ and all sets in $M$. Let the query $Q$ be the set $\{1, \ldots, 30\}$. To build the data structure, we set $r = 0.9$ and $cr = 0.5$. It is easy to see that $Z$ is the nearest neighbor with similarity 0.9. $Y$ is the second-nearest point with similarity 0.6, but $X$ is among the points with the lowest similarity of 0.5. Finally, we note that each $x \in M$ has similarity ranging from 0.5 to 0.56. Under the approximate neighborhood sampling problem, all points can be returned for the given query.

As in the previous subsection, the algorithm collects all the points found in the L buckets and returns a point picked uniformly at random among those points having similarity at least 0.5. Figure 7.4 shows the sampling probabilities of the sets $X, Y, Z$. The plot clearly shows that the notion of approximate neighborhood does not provide a sensible guarantee on the individual fairness of users in this example. The set $X$ is more than 50 times more likely than $Y$ to be returned, even though $Y$ is more similar to the query. This is due to the clustered neighborhood of $Y$, making many other points appear at the same time in the buckets. On the other hand, $X$ has no close points in its neighborhood (except $Z$ and $Q$).

We remark that we did not observe this influence of clustered neighborhoods on the real-world datasets. However, it is important to notice that approximate neighborhood could introduce unintentional bias and, furthermore, can be exploited by an adversary to discriminate a given user (e.g., an adversary can create a set of objects $M$ that obfuscate a given entry $Y$).

Based on this example, one could argue that the observed sampling behavior is intentional. If the goal is to find good representatives in the neighborhood of the query, then it certainly seems preferable that $X$ is reported with such high probability (which is roughly the same as all points in $M$ and $Y$ combined). Our notion of fairness would make
the output less diverse, since $X$ clearly stands out from many other points in the neighborhood, but it is supposed to be treated in the very same way. Such a trade-off between diversity and fairness was also observed, for example, by Leonhardt et al. [51].

8 CONCLUSIONS

In this paper, we have investigated a possible definition of fairness in similarity search by connecting the notion of “equal opportunity” to independent range sampling. An interesting open question is to investigate the applicability of our data structures for problems like discrimination discovery [53], diversity in recommender systems [3], privacy preserving similarity search [62], and estimation of kernel density [21]. Moreover, it would be interesting to investigate techniques for providing incentives (i.e., reverse discrimination [53]) to prevent discrimination: an idea could be to merge the data structures in this paper with distance-sensitive hashing functions in [13], which allow to implement hashing schemes where the collision probability is an (almost) arbitrary function of the distance. Further, the techniques presented here require a manual trade-off between the performance of the LSH part and the additional running time contribution from finding the near points among the non-far points. From a user point of view, we would much rather prefer a parameterless version of our data structure that finds the best trade-off with small overhead, as discussed in [7] in another setting. Finally, for some of the data structures presented here, the query time is also a function of the local density around the query point (e.g. $n(q, cr)/n(q, r)$), it would be ideal to find the optimal dependence on this local density.
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A linear space near-neighbor data structure

We will split up the analysis of the data structure from Section 6 into two parts. First, we describe and analyze a query algorithm that ignores the cost of storing and evaluating the \( m \) random vectors. Next, we will describe and analyze the changes necessary to obtain an efficient query method as the one described in Section 6.
A.1 Description of the Data Structure

Construction. To set up the data structure for a point set \( S \subseteq \mathbb{R}^d \) of \( n \) data points and two parameters \( \beta < \alpha \), choose \( m \geq 1 \) random vectors \( a_1, \ldots, a_m \) where each \( a = (a_1, \ldots, a_d) \sim N(0, 1)^d \) is a vector of \( d \) independent and identically distributed standard normal Gaussians. For each \( i \in \{1, \ldots, m\} \), let \( L_i \) contain all data points \( x \in S \) such that \( \langle a_i, x \rangle \) is largest among all vectors \( a \).

Query. For a query point \( q \in \mathbb{R}^d \) and for a choice of \( \varepsilon \in (0, 1) \) controlling the success probability of the query, define \( f(\alpha, \varepsilon) = \sqrt{2(1 - \alpha^2)} \ln(1/\varepsilon) \). Let \( \Delta_q \) be the largest inner product of \( q \) over all \( a \). Let \( L'_1, \ldots, L'_K \) denote the lists associated with random vectors \( a \) satisfying \( \langle a, q \rangle \geq \alpha \Delta_q - f(\alpha, \varepsilon) \). Check all points in \( L'_1, \ldots, L'_K \) and report the first point \( x \) such that \( \langle q, x \rangle \geq \beta \). If no such point exists, report \( \perp \).

The proof of the theorem below will ignore the cost of evaluating \( a_1, \ldots, a_m \). An efficient algorithm for evaluating these vectors is provided in Appendix A.4.

**Theorem 6.** Let \(-1 < \beta < \alpha < 1, \varepsilon \in (0, 1), \) and \( n \geq 1 \). Let \( \rho = \frac{(1-\alpha^2)(1-\beta^2)}{(1-\beta)^2} \). There exists \( m = m(n, \alpha, \beta) \) such that the data structure described above solves the \((\alpha, \beta)\)-NN problem with probability at least \( 1 - \varepsilon \) using space \( O(m + n) \) and expected query time \( n^{\rho+o(1)} \).

We split the proof up into multiple steps. First, we show that for every choice of \( m \), inspecting the lists associated with those random vectors \( a \) such that their inner product with the query point \( q \) is at least the given query threshold guarantees to find a close point with probability at least \( 1 - \varepsilon \). The next step is to show that the number of far points in these lists is \( n^{\rho+o(1)} \) in expectation.

A.2 Analysis of Close Points

**Lemma 22.** Given \( m \) and \( \alpha \), let \( q \) and \( x \) such that \( \langle q, x \rangle = \alpha \). Then we find \( x \) with probability at least \( 1 - \varepsilon \) in the lists associated with vectors that have inner product at least \( \alpha \Delta_q - f(\alpha, \varepsilon) \) with \( q \).

**Proof.** By spherical symmetry [25], we may assume that \( x = (1, 0, \ldots, 0) \) and \( q = (\alpha, \sqrt{1-\alpha^2}, 0, \ldots, 0) \). The probability of finding \( x \) when querying the data structure for \( q \) can be bounded as follows from below. Let \( \Delta_x \) be the largest inner product of \( x \) with vectors \( a \) and let \( \Delta_q \) be the largest inner product of \( q \) with these vectors. Given these thresholds, finding \( x \) is then equivalent to the statement that for the vector \( a \) with \( \langle a, x \rangle = \Delta_x \) we have \( \langle a, q \rangle \geq \alpha \Delta_q - f(\alpha, \varepsilon) \). We note that \( \Pr\{\max(\langle a, q \rangle) = \Delta_1\} = 1 - \Pr\{\forall i : \langle a_i, q \rangle < \Delta_1\} \).

Thus, we may lower bound the probability of finding \( x \) for arbitrary choices \( \Delta_x \) and \( \Delta_q \) as follows:

\[
\Pr\{\text{find } x\} \geq \Pr\{\langle a, q \rangle \geq \alpha \Delta_q - f(\alpha, \varepsilon) \mid \langle a, x \rangle = \Delta_x \} - \Pr\{\forall i : \langle a_i, x \rangle < \Delta_x\}.
\]

(A.1)

Here, we used that \( \Pr\{A \cap B \cap C\} = 1 - \Pr\{\overline{A} \cup \overline{B} \cup \overline{C}\} \geq \Pr\{A\} - \Pr\{\overline{B}\} - \Pr\{\overline{C}\} \). We will now obtain bounds for the three terms on the right-hand side of Eq. (A.1) separately, but we first recall the following lemma from [65]:

**Lemma 23 ([65]).** Let \( Z \) be a standard normal random variable. Then, for every \( t \geq 0 \), we have that

\[
\frac{1}{\sqrt{2\pi} t + 1} e^{-t^2/2} \leq \Pr(Z \geq t) \leq \frac{1}{\sqrt{\pi} t + 1} e^{-t^2/2}.
\]

**Bounding the first term.** Since \( q = (\alpha, \sqrt{1-\alpha^2}, 0, \ldots, 0) \) and \( x = (1, 0, \ldots, 0) \), the condition \( \langle a, x \rangle = \Delta_x \) means that the first component of \( a \) is \( \Delta_x \). Thus, we have to bound the probability that a standard normal random variable \( Z \) satisfies
the inequality $a \Delta_x + \sqrt{1-a^2} Z \geq a \Delta_q - f(a, \varepsilon)$. Reordering terms, we get

$$Z \geq \frac{a \Delta_q - f(a, \varepsilon) - a \Delta_x}{\sqrt{1-a^2}}.$$  

Choose $\Delta_q = \Delta_x$. In this case, we bound the probability that $Z$ is larger than a negative value. By symmetry of the standard normal distribution and using Lemma 23, we may compute

$$\Pr \left[ Z \geq - \frac{f(a, \varepsilon)}{\sqrt{1-a^2}} \right] = 1 - \Pr \left[ Z \leq - f(a, \varepsilon) \right] \leq 1 - \Pr \left[ Z \geq - f(a, \varepsilon) \right] \geq 1 - \frac{\exp \left( \frac{-(f(a, \varepsilon))^2}{2(1-a^2)} \right)}{\sqrt{2\pi} \left( f(a, \varepsilon)^2 + 1 \right)} \geq 1 - \varepsilon. \quad (A.2)$$

Bounding the second term and third term. We first observe that

$$\Pr \left[ \forall i : \langle a_i, x \rangle < \Delta_x \right] = \Pr \left[ \langle a_1, x \rangle < \Delta_x \right]^m = (1 - \Pr \left[ \langle a_1, x \rangle \geq \Delta_x \right])^m \leq \left( 1 - \frac{\exp \left( -\Delta_x^2 / 2 \right)}{\sqrt{2\pi}(\Delta_x + 1)} \right)^m.$$

Setting $\Delta_x = \sqrt{2 \log m - \log(4\pi \log(m)^2)}$ upper bounds this term by $\exp[-\sqrt{\kappa}]$. Thus, by setting $\kappa \geq \log^2(1/\delta)$ the second term is upper bounded by $\delta \in (0, 1)$. The same thought can be applied to the third summand of Eq. (A.1), which is only smaller because of the negative offset $f(a, \varepsilon)$.

Putting everything together. Putting the bounds obtained for all three summands together shows that we can find $x$ with probability at least $1 - \varepsilon'$ by choosing $\varepsilon$ and $\delta$ such that $\varepsilon' \geq \varepsilon + 2\delta$. \qed

A.3 Analysis of Far Points

**Lemma 24.** Let $-1 < \beta < \alpha < 1$. There exists $m = m(n, \alpha, \beta)$ such that the expected number of points $x$ with $\langle x, q \rangle \leq \beta$ in $L_1', \ldots, L_K'$ where $K = |\{i : \langle a_i, q \rangle \geq \alpha \Delta_q - f(a, \varepsilon)\}|$ is $n^{\Theta(1)}$.

**Proof.** We first consider a single far-away point $x$ with inner product at most $\beta$. Again, let $\Delta_q$ be the largest inner product of $q$. Let $x$ be stored in $L_i$. Then we find $x$ if and only if $\langle a_i, q \rangle \geq \alpha \Delta_q - f(a, \varepsilon)$. By spherical symmetry, we may assume that $x = (1, 0, \ldots, 0)$ and $q = (\beta, \sqrt{1-\beta^2}, 0, \ldots, 0)$.

We first derive values $t_q$ and $t_x$ such that, with high probability, $\Delta_q \geq t_q$ and $\Delta_x \leq t_x$. From the proof of Lemma 22, we know that

$$\Pr \left[ \max \{\langle a, q \rangle\} \geq t \right] \leq 1 - \left( 1 - \frac{\exp \left( -t^2 / 2 \right)}{\sqrt{2\pi}(t + 1)} \right)^m.$$  

Setting $t_q = \sqrt{2 \log(\sqrt{m} / \log(n)) - \log(4\pi \log(\sqrt{m} / \log(n)))}$ shows that with high probability we have $\Delta_q \geq t_q$. Similarly, the choice $t_x = \sqrt{2 \log(\log(n)) - \log(4\pi \log(\log(n)))}$ is with high probability at least $\Delta_x$. In the following, we combine the event that $\Delta_q \geq t_q$ and $\Delta_x \leq t_x$. 


We may bound the probability of finding \( x \) as follows:
\[
\Pr \left[ \langle a, q \rangle \geq \alpha \Delta_q - f(a, \epsilon) \mid \langle a, x \rangle = \Delta_x \right] \leq \\
\Pr \left[ \langle a, q \rangle \geq \alpha \Delta_q - f(a, \epsilon) \mid \langle a, x \rangle = t_x \right] \\
\leq \Pr \left[ \langle a, q \rangle \geq \alpha t_q - f(a, \epsilon) \mid \langle a, x \rangle = t_x \right].
\]

Given that \( \langle a, x \rangle = t_x \), the condition \( \langle a, q \rangle \geq \alpha t_q - f(a, \epsilon) \) is equivalent to the statement that for a standard normal variable \( Z \) we have \( Z \geq \frac{(\alpha t_q - f(a, \epsilon) - \beta t_x)^2}{\sqrt{1 - \beta^2}} \). Using Lemma 23, we have
\[
\Pr \left[ \langle a, q \rangle \geq \alpha t_q - f(a, \epsilon) \mid \langle a, x \rangle = t_x \right] \leq \frac{\exp \left( -\frac{(\alpha t_q - f(a, \epsilon) - \beta t_x)^2}{2(1 - \beta^2)} \right)}{\sqrt{\pi} \left( \frac{\alpha t_q - f(a, \epsilon) - \beta t_x}{\sqrt{1 - \beta^2}} + 1 \right)} \\
\leq \exp \left( -\frac{(\alpha t_q - f(a, \epsilon) - \beta t_x)^2}{2(1 - \beta^2)} \right) \\
\overset{(1)}{=} \exp \left( -\frac{(\alpha - \beta)^2 t_x^2}{2(1 - \beta^2)} (1 + O(1/\log n)) \right) \\
= \left( \frac{1}{m} \right)^{\frac{(\alpha - \beta)^2}{1 - \beta^2} + o(1)},
\]
where step (1) follows from the observation that \( t_q/t_x = 1 + O(1/\log n) \) and \( f(a, \epsilon)/t_x = O(1/\log n) \) if \( m = \Omega(n) \).

Next, we want to balance this probability with the expected cost for checking all lists where the inner product with \( x \) is at least \( \alpha \Delta_q - f(a, \epsilon) \). By linearity of expectation, the expected number of lists to be checked is not more than
\[
m \cdot \exp \left( -\frac{(\alpha t_q)^2}{2(1 - \beta^2)} \left( 1/2 - f(a, \epsilon)/(\alpha t_q) + f(a, \epsilon)^2/(2(\alpha t_q)^2) \right) \right),
\]
which is \( m^{1-\alpha^2+o(1)} \) using the value of \( t_q \) set above. This motivates to set Eq. (A.3) equal to \( m^{1-\alpha^2}/n \), taking into account that there are at most \( n \) far-away points. Solving for \( m \), we get \( m = n^{(1-\alpha^2)^{2+o(1)}} \) and this yields \( m^{1-\alpha^2+o(1)} = n^{(1-\alpha^2)^2+o(1)} \).

### A.4 Efficient Evaluation

The previous subsections assumed that \( m \) filters can be evaluated and stored for free. However, this requires space and time \( n^{(1-\beta^2)/(1-\alpha\beta^2)} \), which is much higher than the work we expect from checking the points in all filters above the threshold. We solve this problem by using the tensoring approach, which can be seen as a simplified version of the general approach proposed in [25].

**Construction.** Let \( t = \lceil 1/(1 - \alpha^2) \rceil \) and assume that \( m^{1/t} \) is an integer. Consider \( t \) independent data structures \( D_1, \ldots, D_t \), each using \( m^{1/t} \) random vectors \( a_{i,j} \), for \( i \in \{1, \ldots, t\}, j \in [m^{1/t}] \). Each \( D_i \) is instantiated as described above. During preprocessing, consider each \( x \in S \). If \( a_{i_1,i_2}, \ldots, a_{i_t,i_t} \) are the random vectors that achieve the largest inner product with \( x \) in \( D_1, \ldots, D_t \), map the index of \( x \) in \( S \) to the bucket \( (i_1, \ldots, i_t) \in [m^{1/t}]^t \). Use a hash table to keep track of all non-empty buckets. Since each data point in \( S \) is stored exactly once, the space usage is \( O(n + tm^{1/t}) \).
Query. Given the query point \( q \), evaluate all \( tm^{1/t} \) filters. For \( i \in \{1, \ldots, t\} \), let \( I_i = \{ j \mid \langle a_{i,j}, q \rangle \geq \alpha \Delta q_i - f(\alpha, \varepsilon) \} \) be the set of all indices of filters that are above the individual query threshold in \( D_i \). Check all buckets \((i_1, \ldots, i_t) \in I_1 \times \cdots \times I_t \). If there is a bucket containing a close point, return it, otherwise return \( \bot \).

**Theorem 7.** Let \( S \subseteq X \) with \(|S| = n\) and \(-1 < \beta < \alpha < 1\). The tensoring data structure solves the \((\alpha, \beta)\)-NN problem in linear space and expected time \( n^{\beta+o(1)} \).

Before proving the theorem, we remark that efficient evaluation comes at the price of lowering the success probability from a constant \( p \) to \( p \cdot \frac{1}{1 - \alpha^2} \). Thus, for \( \delta \in (0, 1) \) repeating the construction \( \frac{\ln(1/\delta)}{p \cdot (1 - \alpha^2)} \) times yields a success probability of at least \( 1 - \delta \).

**Proof.** Observe that with the choice of \( m \) as in the proof of Lemma 24, we can bound \( m^{1/t} = n^{(1-\alpha^2)/(1-\beta^2)} \cdot \frac{1}{p \cdot (1-\alpha^2)} \cdot \frac{1}{1 - \beta^2} + o(1) \). This means that preprocessing takes time \( n^{1+(\beta+o(1))} \). Moreover, the additional space needed for storing the \( tm^{1/t} \) random vectors is \( n^{p+o(1)} \) as well. For a given query point \( q \), we expect that each \( I_i \) is of size \( m^{1-\alpha^2+o(1)} \) buckets in the hash table, which shows the stated claim about the expected running time.

Let \( x \) be a point with \( \langle q, x \rangle \geq \alpha \). The probability of finding \( x \) is the probability that the vector associated with \( x \) has inner product at least \( \alpha \Delta q_i - f(\alpha, \varepsilon) \) in \( D_i \), for all \( i \in \{1, \ldots, t\} \). This probability is \( p^t \), where \( p \) is the probability of finding \( x \) in a single data structure \( D_i \). By Theorem 6 and since \( \alpha \) is a constant, this probability is constant and can be bounded from below by \( 1 - \delta \) via a proper choice of \( \varepsilon \) as discussed in the proof of Lemma 22.

Let \( y \) be a point with \( \langle q, y \rangle < \beta \). Using the same approach in the proof of Lemma 24, we observe that the probability of finding \( y \) in an individual \( D_i \) is \( (1/m)(1-(\alpha-\beta)^2)/(1-\beta^2) + o(1) \). Thus the probability of finding \( y \) in a bucket inspected for \( q \) is at most \( (1/m)(\alpha-\beta)^2 + o(1) \). Setting parameters as before shows that we expect at most \( n^{p+o(1)} \) far points in buckets inspected for query \( q \), which completes the proof. \( \square \)