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Abstract—Spectral methods include a family of algorithms related to the eigenvectors of certain data-generated matrices. In this work, we are interested in studying the geometric landscape of the eigendecomposition problem in various spectral methods. In particular, we first extend known results regarding the landscape at critical points to larger regions near the critical points in a special case of finding the leading eigenvector of a symmetric matrix. For a more general eigendecomposition problem, inspired by recent findings on the connection between the landscapes of empirical risk and population risk, we then build a novel connection between the landscape of an eigendecomposition problem that uses random measurements and the one that uses the true data matrix. We also apply our theory to a variety of low-rank matrix optimization problems and conduct a series of simulations to illustrate our theoretical findings.
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I. INTRODUCTION

Spectral methods are of fundamental importance in signal processing and machine learning due to their simplicity and effectiveness. They have been widely used to extract useful information from noisy and partially observed data in a variety of applications, including dimensionality reduction [1], tensor estimation [2], ranking from pairwise comparisons [3], low-rank matrix estimation [4], and community detection [5], to name a few. As is well known, the theoretical performance of the gradient descent algorithm and its variants is heavily dependent on a proper initialization [6], [7]. In recent years, spectral methods and their variants are commonly used as an initialization step for many algorithms in order to guarantee linear convergence [8]–[11]. Spectral initialization approaches have proven to be very powerful in providing a “warm start” for many non-convex matrix optimization problems such as matrix sensing [11], [12], matrix completion [13], [14], blind deconvolution [15], [16], phase retrieval [8], [17], quadratic sensing [18], [19], joint alignment from pairwise differences [20], and so on. In these problems, spectral methods provide an initialization by computing the leading eigenvector(s) of a certain surrogate matrix constructed from the given measurements.

In signal processing and machine learning problems involving randomized data, the empirical risk is a cost function that is typically written as a sum of losses dependent on each sample of the true data [21]–[23]. The population risk is then defined as the expectation of the empirical risk with respect to the randomly generated data. Since there is no randomness in the population risk, it is often easier to analyze. The correspondence between the geometric landscape of empirical risk and that of its corresponding population risk was first studied in [24] for the case when the population risk is strongly Morse, that is, when the Hessian of the population risk has no zero eigenvalues at or near the critical points. A subsequent work [25] extends this to a more general framework by removing the strongly Morse assumption. In particular, the uniform convergence of the empirical risk to the population risk is studied in a situation where the population risk is degenerate, namely, the Hessian of the population risk can have zero eigenvalues.

Inspired by these recent findings, in this work, we are interested in analyzing the landscape of the eigendecomposition problem widely used in the spectral methods. In particular, we formulate the eigendecomposition problem as an optimization problem constrained on the Stiefel manifold. We view the quadratic eigendecomposition cost function based on the true symmetric data matrix as a population risk since it is deterministic. Accordingly, the cost function based on random measurements (via the surrogate matrix) is then viewed as the empirical risk. Under certain assumptions, we can guarantee that the population risk is the expectation of the empirical risk. The problem of finding the leading eigenvector has been studied in the literature, and the landscape of the population risk at the critical points can be found in [26, Section 4.6.2]. Here, we extend this geometric analysis at the critical points to larger regions near the critical points. We also extend these results to a more general eigendecomposition problem, in which we consider the problem of finding the $r$ leading eigenvectors. We again establish the favorable geometry of the population risk in this more general problem in regions both at and near the critical points. We then build a connection between the critical points of the empirical risk and population risk, which makes it possible to directly study the landscape of the empirical risk using the landscape of the population risk. To further support our theory, we apply it to a variety of low-rank matrix optimization problems such as matrix sensing, matrix completion, phase retrieval, and quadratic sensing.

A number of existing works conduct landscape analysis on a specific problem of interest [27]–[32]. However, we focus more on the general eigendecomposition problems that are commonly used in the spectral methods that can be applied...
to solve these problems. We believe that we are the first to build this connection between the landscape of the empirical and population eigendecomposition problems. This can be of its own independent interest.

The remainder of this paper is organized as follows. In Section II, we formulate our problem by introducing the eigendecomposition problem. In Section III, we present our main results on the landscape of the population risk in the eigendecomposition problem and illustrate how to infer the landscape of an empirical risk from its population risk. We then survey a wide range of applications in Section IV and conduct a series of experiments in Section V to further support our theoretical analysis. Finally, we conclude our work and discuss future directions in Section VI.

**Notation:** We use boldface uppercase letters (e.g., \(X\)) and boldface lowercase letters (e.g., \(x\)) to denote matrices and vectors, respectively. Scalars or entries of matrices and vectors are not bold. For example, we let \(x\) denote the columns of a matrix \(X \in \mathbb{R}^{N \times r}\) and \(x_j\) denote the \(j\)-th entry of \(x\), i.e., \(x_j = X(j, s)\) denotes the \((j, s)\)-th entry of \(X\). Similarly, we also use \(X_{(j,:)}\) to denote the \(j\)-th row of \(X\). For any matrix \(X\), let \(\|X\|_F, \|X\|_{\infty}\) denote the Frobenius norm, spectral norm, and maximum norm (in absolute value) of \(X\), respectively. We use \((A, B) = \text{tr}(B^\top A)\) and \((a, b) = b^\top a\) to denote the standard inner product for matrices and vectors in Euclidean space, respectively. We use \(C, c, c_1, c_2, \ldots\) to denote numerical constants with values that may change from line to line. The matrix commutator is defined as \(\left[ X_1, X_2 \right] = X_1X_2 - X_2X_1\). Denote \([N] \triangleq \{1, \cdots, N\}\). We use \(\mathcal{P}_{mu}()\) to indicate permutations; for example, \(\{1, 2, 3\} = \mathcal{P}_{mu}()\) and \(\{2, 1, 3\} \neq \mathcal{P}_{mu()}\). Finally, we denote \(e_i \in \mathbb{R}^N\) as the \(i\)-th column of an identity matrix \(I_N\) and \(I\) as the identity operator.

**II. PROBLEM FORMULATION**

In this work, we consider the following eigendecomposition problem

\[
\max_{X \in \mathbb{R}^{N \times r}} \text{tr}(X^\top MXN) \quad \text{s.t.} \quad X^\top X = I_r, \tag{1}
\]

where \(M \in \mathbb{R}^{N \times N}\) is a symmetric matrix with eigenvalues satisfying \(\lambda_1 > \lambda_2 > \cdots > \lambda_r > \lambda_{r+1} \geq \cdots \geq \lambda_N\). \(N = \text{diag}(\mu_1, \mu_2, \cdots, \mu_r) \in \mathbb{R}^{r \times r}\) is a diagonal matrix. A recent paper [33] shows that if the diagonal entries in \(N\) are pairwise distinct and strictly positive, then \(X\) is a critical point if and only if the columns of \(X\) are eigenvectors of \(M\). This inspires us to set \(N = \text{diag}(r, r-1, \cdots, 1)\), i.e., \(\mu_i = r-i + 1\) for all \(i \in [r]\). Observe that the maximization problem (1) is equivalent to the following minimization problem

\[
\min_{X \in \mathbb{R}^{N \times r}} -\frac{1}{2} \text{tr}(X^\top MXN) \quad \text{s.t.} \quad X^\top X = I_r, \tag{2}
\]

which can be viewed as minimizing a population risk

\[
g(X) = -\frac{1}{2} \text{tr}(X^\top MXN) \tag{3}
\]

on the Stiefel manifold \(\text{St}(N,r) \triangleq \{ X \in \mathbb{R}^{N \times r} : X^\top X = I_r \}\). The above population risk (3) is also known as the Brockett cost function. In future sections this deterministic quantity will arise as the expectation of an empirical risk in certain learning problems.

**III. MAIN RESULTS**

**A. Warm Up: Special Case with \(r = 1\)**

We begin with the simple example of finding the leading eigenvector, namely

\[
\min_{x \in \mathbb{R}^N} -\frac{1}{2} x^\top M x \quad \text{s.t.} \quad \|x\|_2 = 1, \tag{4}
\]

which is a special case of the eigendecomposition problem (2) with \(r = 1\). This problem can be viewed as minimizing a population risk

\[
g(x) = -\frac{1}{2} x^\top M x \tag{5}
\]

on the unit sphere \(S^{N-1} \triangleq \{ x \in \mathbb{R}^N : \|x\|_2 = 1 \}\). Since analysis on the unit sphere is often easier than analysis on the Stiefel manifold, we focus on this special case first.

Problem (4) is widely used in spectral methods to compute the leading eigenvector or to generate a reasonably good initialization for low-rank matrix optimization problems [11]. We summarize the characterization of the critical points of the population risk (5) in the following proposition.

**Proposition 1.** [26, Propositions 4.6.1, 4.6.2] For a symmetric matrix \(M \in \mathbb{R}^{N \times N}\), a vector \(x \in \mathbb{R}^N\) with \(\|x\|_2 = 1\) is an eigenvector of \(M\) if and only if it is a critical point of the population risk (5). Moreover, denote \(\{\lambda_n\}_{n=1}^N\) with \(\lambda_1 > \lambda_2 \geq \lambda_3 \geq \cdots \geq \lambda_N\) as the eigenvalues of \(M\) and \(\{v_n\}_{n=1}^N\) as the associated eigenvectors. Then, we have

- \(\pm v_1\) are the only global minimizers of (5).
- \(\pm v_N\) are global maximizers of (5). If \(\lambda_N < \lambda_{N-1}\) then \(\pm v_N\) are the only global maximizers.
- \(\pm v_n\) with \(\lambda_N < \lambda_n < \lambda_1\) are saddle points of (5).

Note that the above proposition only characterizes the landscape of the population risk (5) at the critical points. Next, we extend this analysis to larger regions near the critical points, which further allows us to build a connection between the landscape of the population risk and the corresponding empirical risk in various applications involving random measurements of \(M\). With some elementary calculations, we can write the Euclidean gradient and Hessian of \(g(x)\) as \(\nabla g(x) = -M x\), and \(\nabla^2 g(x) = -M\). The Riemannian gradient and Hessian on the unit sphere are then obtained

\[1\] When \(M\) is non-symmetric, one can show that maximizing \(\text{tr}(X^\top MXN)\) is equivalent to maximizing \(\text{tr}(X^\top (M + M^\top) XN)\). Since \((M + M^\top)\) is symmetric, the maximizer of \(\text{tr}(X^\top MXN)\) therefore corresponds to the leading eigenvectors of \((M + M^\top)\) instead of the original \(M\).

\[2\] Here, the population risk (5) is constrained on the unit sphere.
from the projection of the Euclidean gradient and Hessian, i.e., \(^3\)

\[
\begin{align*}
\text{grad } g(x) &= (I_N - xx^\top)\nabla g(x) = (xx^\top - I_N)Mx, \\
\text{hess } g(x) &= (I_N - xx^\top)(\nabla^2 g(x) - x^\top \nabla g(x) I_N)(I_N - xx^\top) \\
&= (I_N - xx^\top)(x^\top Mx I_N - M)(I_N - xx^\top),
\end{align*}
\]

where \(I_N\) denotes the \(N \times N\) identity matrix.

The following theorem, which establishes the favorable geometry of the population risk \((5)\) in regions near the critical points, is proved in Appendix A.

**Theorem III.1.** Assume that \(M \in \mathbb{R}^{N \times N}\) is a symmetric matrix with eigenvalues satisfying \(\lambda_1 > \lambda_2 > \cdots > \lambda_r > \lambda_{r+1} > \cdots \geq \lambda_N\). For the population risk \(g(x)\) defined in \((5)\), there exist two positive numbers \(\epsilon = 0.2(\lambda_1 - \lambda_2)\) and \(\eta = 0.3(\lambda_1 - \lambda_2)\) such that

\[|\lambda_{\min}\left(\text{hess } g(x)\right)| \geq \eta \]

holds if \(\|\text{grad } g(x)\|_2 \leq \epsilon\).

Note that Proposition 1 indicates that the population risk \((5)\) satisfies the strict saddle property\(^4\), which allows many iterative algorithms to avoid saddle points and converge to local minima [28], [34]–[37]. Theorem III.1 extends the results of Proposition 1 that hold at exact critical points to larger regions near critical points. This further establishes that the population risk \((5)\) satisfies the robust strict saddle property and guarantees that many local search algorithms can in fact converge to local minima in polynomial time [28], [38], [39]. In summary, the population risk \((5)\) has a favorable geometry.

**B. General Case with \(r \geq 1\)**

With some elementary calculations involving a Taylor expansion, we can write the Euclidean gradient and Hessian of the population risk \(g(X)\) in \((3)\) as \(\nabla g(X) = -MXN, \nabla^2 g(X)[U, U] = -(M, UUN^\top)\). The Riemannian gradient and Hessian on the Stiefel manifold are then obtained from the projection of the Euclidean gradient and Hessian [26]:

\[
\begin{align*}
\text{grad } g(X) &= (XX^\top - I_N)MXN - \frac{1}{2} X [X^\top MX, N], \\
\text{hess } g(X)[U, U] &= (X^\top MX, U^\top UN) - (M, UUN^\top),
\end{align*}
\]

where \(U \in \mathbb{R}^{r \times r}\) is a matrix that belongs to the tangent space of \(\text{St}(N, r)\) at \(X\), i.e.,

\[
U \in \mathbb{T}_X \text{St}(N, r) = \{U \in \mathbb{R}^{N \times r} : X U + U^\top X = 0\} = \{X S + X_1 K : S^\top = -S, K \in \mathbb{R}^{(N-r) \times r}\}.
\]

Here, \(X_1\) is any \(N \times (N - r)\) matrix such that \(\text{span}(X_1)\) is the orthogonal complement of \(\text{span}(X)\).

It follows from [26, Section 4.8.2] that a matrix \(X \in \mathbb{R}^{N \times r}\) with \(X^\top X = I_r\) is a critical point of the constrained

\[f(X) = -\frac{1}{2} \text{tr}(X^\top Y XN).\]

By taking expectation of \(f(X)\) with respect to the random measure used to obtain \(Y\), one often has \(g(X) = \mathbb{E} f(X)\) due to the fact that \(M = \mathbb{E} Y\). Namely, the population risk \((3)\) is the expectation of the above empirical risk.

According to [25, Theorem 2.1, Corollary 2.1], we can utilize Theorem III.3 above to build a connection between the critical points of the empirical risk \((6)\) and the population risk \((3)\). We summarize this result in the following corollary. Note that this corollary can be viewed as a direct result obtained by applying the more general theory in [25, Theorem 2.1, Corollary 2.1] to our specific eigendecomposition problem.

**Corollary III.1.** Denote \(D\) as a maximal connected and compact subset of the set \(\{X \in \text{St}(N, r) : \|\text{grad } g(X)\|_F \leq \epsilon\}\) with a \(C^2\) boundary \(\partial D\). Under the same assumptions used in

\(^3\)One can refer to [26, Sections 4.6.1 and 5] for more details on how to compute Riemannian gradients and Hessians.

\(^4\)As defined in [28], a twice differentiable function satisfies the strict saddle property if the Hessian is positive definite when evaluated at any local minimum and contains a negative eigenvalue at any stationary point.
Theorem III.3 and \( g(X) = \mathbb{E} f(X) \), if the Riemannian gradient and Hessian of the population risk (3) and empirical risk (6) satisfy
\[
\sup_{X \in \text{St}(N,r)} \left\| \text{grad } f(X) - \text{grad } g(X) \right\|_{F} \leq \frac{\epsilon}{2}, \quad (7)
\]
\[
\sup_{X \in \text{St}(N,r)} \left\| \text{hess } f(X) - \text{hess } g(X) \right\| \leq \frac{\eta}{2}, \quad (8)
\]
the following statements hold:

- If \( g \) has no local minima in \( D \), then \( f \) has no local minima in \( D \).
- If \( g \) has one local minimum in \( D \), then \( f \) has one local minimum in \( D \). Let \( X \) and \( \tilde{X} \) denote the local minima of the population risk (3) and the empirical risk (6), respectively, and suppose \( X \in D \) and \( \tilde{X} \in D \). Suppose the pre-image of \( D \) under the exponential mapping \( \text{Exp}(\cdot) \) is contained in a ball at the origin of the tangent space \( T_X \text{St}(N,r) \) with radius \( \rho \). Consider the differential of the exponential mapping \( D\text{Exp}_X(V) \), and let \( \sigma \) be an upper bound on the operator norm of this differential for all \( V \in T_X \text{St}(N,r) \) with Frobenius norm less than \( \rho \). Let \( L_{H} \) be an upper bound on the Lipschitz constant of the pullback Hessian for the population risk at the origin of \( T_X \text{St}(N,r) \). Then, as long as \( \epsilon \leq \frac{\sigma^2}{2\pi L_{H}} \), the Riemannian distance between the two local minima is upper bounded by \( 2\sigma(\rho)\epsilon/\eta \).
- If \( g \) has strict saddle points in \( D \), then if \( f \) has any critical points in \( D \), they must be strict saddle points.

Remark III.1. Corollary III.1 depends on several parameters which we discuss here. The radius \( \rho \) depends on \( \epsilon \) (via \( D \)) and can therefore be made smaller by choosing smaller \( \epsilon \); it has an upper bound of 0.89π.\(^8\) Next, it can be shown that \( \sigma \leq \sigma(\rho) := \exp(\rho^2 + 3\rho + 1)/(2\rho^2 + 5\rho + 3) \). Finally, the parameter \( L_{H} \) can be explicitly computed using ideas in the proof of [42, Proposition 4.1], which is independent of \( X \) and the dimension of the Stiefel manifold.

To illustrate the result in Corollary III.1, we introduce in the next section a series of applications where assumptions (7) and (8) can be satisfied.

Before proceeding, we comment on the contributions of our main results. First, Theorems III.2 and III.3 have relevance to the fundamental problem of computing the eigenvectors of a matrix \( M \). Theorem III.2 extends the results from [26, Propositions 4.6.1, 4.6.2] to the general case \( r \geq 1 \), and Theorem III.3 further establishes the robust strict saddle property for the landscape of the objective function \( g(X) \). As we have noted, this favorable geometry means that many iterative algorithms can avoid saddle points and converge to local minima in polynomial time. Meanwhile, classical methods such as the power method (when \( r = 1 \)) and subspace iteration method (when \( r > 1 \)) also exist for computing eigenvectors of a matrix. Though it is beyond the scope of this paper, there are similarities to the power method and the subspace iteration method when deriving a Riemannian gradient descent algorithm based on the Riemannian gradient of the objective function \( g(X) \). Thus, our work has the potential to lead to new insight and extensions of these classical techniques. Part of the opportunity for novelty in this respect comes from the fact that our work considers a weighted objective function \(-\frac{1}{2} \text{tr}(X^\top M X)\) rather than the classical \(-\frac{1}{2} \text{tr}(X^\top M X)\). Part of the novelty comes from the fact that we are not limited to any one choice of algorithm for minimizing this objective function.

Second, our work also yields insight into the problem of estimating the eigenvectors of a matrix \( M \) from a randomized estimate \( \tilde{Y} \) of that matrix. Indeed, classical matrix perturbation theory with Davis-Kahan \( \sin \Theta \) theorem [43, Theorem 1] can provide an upper bound\(^9\) for the principal angle between the eigenvectors of a matrix and its perturbation. In that work, however, the eigenvectors must be arranged in a consecutive order. Our work gives more general insight into the connections between the critical points between the landscapes of the empirical and population risks. Specifically, Theorem III.2 allows the critical point \( X_{\Omega} \) to contain any \( r \) eigenvectors of \( M \) arranged in any order. (The critical point will be a strict saddle if not a global minimizer.) Corollary III.1 then gives an association between the critical points of the empirical and population risks. This is more general than what is provided by the Davis-Kahan \( \sin \Theta \) theorem.

IV. Applications

As mentioned previously, the eigendecomposition problem (1) is widely used in spectral methods and can also be used to provide a “warm start”, i.e., a good initialization to other more sophisticated algorithms, for solving various non-convex matrix optimization problems. For example, the Wirtinger flow algorithm proposed in [8] uses a spectral method to find a suitable initialization. Specifically, that paper uses the eigenvector corresponding to the largest eigenvalue of a matrix constructed from the observed measurements as the initialization for the proposed Wirtinger flow algorithm.

In this section, we demonstrate that the two assumptions (7) and (8) can hold in a variety of applications, including matrix sensing, matrix completion, phase retrieval, and quadratic sensing. This makes it possible for us to characterize the empirical landscape of the eigendecomposition problem, where only some random measurements of \( M \) are available, via the landscape of the corresponding population risk. In particular, one can roughly identify the positions of the local minima of the empirical risk from those of the population risk, which may result in a better understanding of the reason why the spectral initialization approaches are so powerful in providing a good initialization for these applications. That is, instead of directly proving that the spectral initialization obtained from minimizing the empirical risk falls into the basin of attraction\(^10\) as in some existing literature [8], [11], an alternative way is to

\(^7\)As introduced in Section IV, these assumptions are satisfied with high probability for suitable choices of \( \epsilon \) and \( \eta \).

\(^8\)We use the fact that the injectivity radius of the Stiefel manifold is at least 0.89π [40], [41].

\(^9\)According to the Davis-Kahan \( \sin \Theta \) theorem, if \( \|Y - M\| \leq (1 - 1/\sqrt{2})(\lambda_r - \lambda_{r+1}) \), the distance (with optimal rotation) between the two local minima can also be bounded with \( \frac{\|Y - M\|}{\sqrt{\lambda_{r+1} - \lambda_r}} \) [44].

\(^10\)Note that many iterative algorithms (e.g., gradient descent) are guaranteed to converge to a local minimum when the initialization is within the basin of attraction [8], [11].
show that the spectral initialization obtained from minimizing the population risk falls into the basin of attraction. Then, together with Corollary III.1, one can still show that the spectral initialization obtained from minimizing the empirical risk falls into the basin of attraction.

A. Matrix Sensing

Consider a symmetric matrix $M \in \mathbb{R}^{N \times N}$ with rank $r$. In the matrix sensing problem, one is given random measurements $y \in \mathbb{R}^m$ with the $i$-th entry being $y_i = \langle A_i, M \rangle$, $1 \leq i \leq m$. Here, $\{A_i \in \mathbb{R}^{N \times N}\}_{i=1}^m$ is a set of Gaussian random sensing matrices with entries from the distribution $N(0,1)$. To provide a “warm start” with the spectral method, one can construct a surrogate matrix of $M$ as $Y = \frac{1}{m} \sum_{i=1}^m y_i A_i = \frac{1}{m} \sum_{i=1}^m \langle A_i, M \rangle A_i$, and then perform an eigendecomposition on $Y$. That is, the goal is to minimize the empirical risk $f(X)$ in (6) on the Stiefel manifold $St(N,r)$. Note that the expectation of $Y$ with respect to $A_i$ is $EY = M$, which implies that $g(X) = -\frac{1}{2} tr(X^\top M X)$, namely, $g(X)$ in (3) is indeed the population risk of the empirical risk in (6).

Define a sensing operator $A : \mathbb{R}^{N \times N} \to \mathbb{R}^m$ with the $i$-th entry of $A(X)$ being $[A(X)]_i = \frac{1}{\sqrt{m}} \langle A_i, X \rangle$, $1 \leq i \leq m$. As is shown in [45, 6], the above operator $A$ satisfies the following Restricted Isometry Property (RIP) with probability at least $1 - e^{-cm}$ if the entries of the Gaussian random sensing matrices $A_i$ follow $\mathcal{N}(0,1)$ and the number of measurements $m \geq C\delta_2^{-2} r N \log(N)$.

**Definition IV.1. (RIP [47])** An operator $A : \mathbb{R}^{N \times N} \to \mathbb{R}^m$ is said to satisfy the $r$-RIP with restricted isometry constant $\delta_r$ if $(1 - \delta_r) \|X\|_F^2 \leq \|A(X)\|_2^2 \leq (1 + \delta_r) \|X\|_F^2$ holds for any matrix $X \in \mathbb{R}^{N \times N}$ with rank at most $r$.

Similar to the derivations in Section III, we can write the Riemannian gradient and Hessian of $f(X)$ as

\[
\begin{align*}
\text{grad } f(X) & = (XX^\top - I_N)YXN - \frac{1}{2} X(XX^\top YXN), \\
\text{hess } f(X) & = (XX^\top - I_N)(Y - M)XN \nonumber
\end{align*}
\]

where $U \in \mathbb{R}^{N \times r}$ is a matrix that belongs to the tangent space of $St(N,r)$ at $X$. Then, we have

\[
\begin{align*}
\sup_{X \in St(N,r)} \|\text{grad } f(X) - \text{ grad } g(X)\|_F &= \sup_{X \in St(N,r)} \|XX^\top - I_N\|_F \|Y - M\|_N \\
&= \frac{1}{2} \left \|XX^\top - I_N\right \|_F \|Y - M\|_N \\
&\leq \frac{3}{2} \sqrt{r} \|Y - M\|,
\end{align*}
\]

It follows from [11, Lemma 8] that $\|Y - M\| \leq \delta_2 \sqrt{r} \|M\|$ holds for the rank-$r$ matrix $M$ if the sensing operator $A$ satisfies $2r$-RIP with restricted isometry constant $\delta_2 < 1$. Therefore, condition (7) will hold if the RIP constant $\delta_2 \leq \frac{c}{\sqrt{r} \|M\|}$. To verify condition (8), it suffices to show that $\|\text{hess } f(X)|U, U\| = \|\text{hess } g(X)|U, U\| \leq \frac{3}{2}$ holds for any $U$ (with $\|U\|_F = 1$) belonging the tangent space of $St(N,r)$ at $X$, i.e., any $U \in T_X St(N,r) = \{U \in \mathbb{R}^{N \times r} : X^\top U + U^\top X = 0\} = \{X \in \mathbb{R}^{N \times r} : S^\top = -S, K \in \mathbb{R}^{(N-r) \times r}\}$.

With Lemma 8 in [11], we again obtain

\[
\begin{align*}
\sup_{X \in St(N,r)} \|\text{hess } f(X)|U, U\| - \|\text{hess } g(X)|U, U\|&= \sup_{X \in St(N,r)} \|XX^\top - I_N\|_F \|Y - M\|_N \\
&\leq \sup_{X \in St(N,r)} \|XX^\top (Y - M)X\|_F \|UN\|_F + \|Y - M\|_N \|UN\|_F \\
&\leq 2r \sqrt{r} \|Y - M\| \leq \frac{\eta}{2}
\end{align*}
\]

if the RIP constant $\delta_2 \leq \frac{c_r}{\sqrt{r} \|M\|}$.

Therefore, by requiring $\delta_2 \leq 0.0275r^{-2}\|M\|^{-1}d_{min}$ and setting $\epsilon = 3\delta_2 r^{-2}\|M\|$ and $\eta = 0.14d_{min}$, we can conclude that the two conditions in (7) and (8) hold with probability at least $1 - e^{-cm}$ as long as the number of measurements $m \geq C\delta_2^{-2} r^5 \|M\|^2 N \log(N)$. Moreover, it follows from Corollary III.1 that the distance between the empirical local minimum and population local minimum is also on the order of $d_{min}^{-1} \delta_2 r^2 \|M\|$.

B. Matrix Completion

In this scenario, one is given measurements $P_\Omega(M)$, where $P_\Omega : \mathbb{R}^{N \times N} \to \mathbb{R}^{N \times N}$ is a projection operator defined with $(P_\Omega(M))_{i,j} = M_{i,j}$ if $(i,j) \in \Omega$ and 0 otherwise. Assume that each entry of a positive semidefinite (PSD) matrix $M \in \mathbb{R}^{N \times N}$ is observed independently with probability $0 < p \leq 1$, namely, $(i,j) \in \Omega$ independently with probability $p$. Suppose that $M$ is a low-rank matrix with rank $r$. Define $\tilde{U} \triangleq [\sqrt{\lambda_1} u_1 \cdots \sqrt{\lambda_c} u_c]$, where $\lambda_i$ is the $i$-th largest eigenvalue of $M$ and $u_i$ is the corresponding eigenvector. We also assume that $M$ is $\mu_r$-incoherent with $\mu_r = \frac{r}{\max_i \sum_{j=1}^r \|u_i\|^2}$ being well-bounded [4], [13], [48], [49].

To provide a “warm start” with the spectral method, one can construct a surrogate matrix of $M$ as $Y = \frac{1}{p} P_\Omega(M) = \sum_{(i,j) \in \Omega} \langle A_{i,j}, M \rangle A_{i,j}$ with $A_{i,j} = \frac{1}{\sqrt{p}} e_i e_j^\top$, where $e_i$ denotes the $i$-th column of an $N \times N$ identity matrix $I_N$. Then, performing eigendecomposition on $Y$ corresponds to minimizing the empirical risk $f(X)$ in (6) on the Stiefel manifold $St(N,r)$. Note that the expectation of $Y$ is $EY = M$, which implies that $g(X) = -\frac{1}{2} tr(X^\top M XN) = E f(X)$, which further implies that the function $g(X)$ in (3) is also the population risk of the empirical risk in (6).

We again obtain

\[
\begin{align*}
\sup_{X \in St(N,r)} \|\text{grad } f(X) - \text{ grad } g(X)\|_F &\leq \frac{3}{2} \sqrt{r} \|Y - M\|, \\
\sup_{X \in St(N,r)} \|\text{hess } f(X)|U, U\| - \|\text{hess } g(X)|U, U\| &\leq 2r \sqrt{r} \|Y - M\|.
\end{align*}
\]

It follows from [48, Theorem 6.3] that

\[
\|Y - M\| = p^{-1} \|P_\Omega - p I\| \|M\| \leq C \rho p^{-\frac{1}{2}} \sqrt{\log(N)r \lambda_1 \mu_r}
\]

holds with probability at least $1 - N^{-c_1}$ if $p \geq c_2 \log(N) \frac{1}{N}$. The last inequality follows from the fact that $\|M\| \leq \frac{\lambda_1}{r} \mu_r$ [49].
Therefore, by setting \( \epsilon = C r \frac{2}{3} \lambda_1 \mu, (N, p) \leq \eta = 0.11 d_{\min} \), we can conclude that the two conditions in (7) and (8) hold with probability at least \( 1 - N^{-c_1} \) as long as \( p \geq C \max(N^{-1} \log(N), r^2 \lambda_1 \mu \delta_2 N^{-1} \log(N)) \). Moreover, it follows from Corollary III.1 that the distance between the empirical local minimum and population local minimum is on the order of \( d_{\min}^{-1} \eta \lambda_1 \mu (N, p) \sim \delta \sqrt{\log(N)} \).

C. Phase Retrieval

In phase retrieval, one is given the measurements of a vector \( x^* \in \mathbb{R}^N \): \( y_i = (a_i^T x^*)^2, 1 \leq i \leq m \), where \( \{a_i\} \) are sensing vectors with entries following \( N(0, \frac{1}{2}) \). Denote \( M = x^* x^T \). Note that the above measurements can be rewritten as \( y_i = a_i^T \mu a_i, 1 \leq i \leq m \), which can be viewed as a special case of the matrix sensing problem with the sensing matrix \( A_i = a_i a_i^T \).

To provide a “warm start” with the spectral method, one can construct a surrogate matrix of \( M \) as \( Y = \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^T \), and then perform eigendecomposition on \( Y \), minimizing the following empirical risk \( f(x) = -\frac{1}{2} x^T Y x \) on the sphere \( S^{N-1} \). Note that the expectation of \( Y \) with respect to \( a_i \) is \( \mathbb{E}[Y] = M + \frac{1}{m} \|x^*\|^2 I_N \), which implies that \( g(x) = -\frac{1}{2} x^T M x - \frac{1}{2} \|x^*\|^2 \). Therefore, by setting \( \epsilon = C r \frac{2}{3} \lambda_1 \mu \delta \sqrt{\log(N)} \), we can conclude that the two conditions in (7) and (8) hold with probability at least \( 1 - \epsilon_1 c e^{-c_2 N - c_3 m^{-2}} \) when provided \( m \geq C \delta^{-2} r N \log(N) \) for some constant \( C \).

D. Quadratic Sensing

The quadratic sensing problem can be viewed as a rank- \( r \) extension of the phase retrieval problem. In particular, consider a PSD matrix \( M = X^T X \) with \( X^* \in \mathbb{R}^{N \times r} \), and suppose one is given the measurements \( y_i = a_i^T \mu a_i = (a_i a_i^T, M), 1 \leq i \leq m \), where \( \{a_i\} \) are sensing vectors with entries following \( N(0, \frac{1}{2}) \). Again, to provide a “warm start” with the spectral method, one can construct a surrogate matrix of \( M \) as \( Y = \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^T \), and then perform eigendecomposition on \( Y \), i.e., minimizing the empirical risk \( f(X) \) in (6) on the Stiefel manifold \( S(N, r) \). Note that the expectation of \( Y \) with respect to \( a_i \) is \( \mathbb{E}[Y] = M + \frac{1}{m} \|X^*\|^2 I_N \), which implies that \( g(X) = -\frac{1}{2} tr((X^T MX^T) - \frac{1}{2} r(r + 1) \|X^*\|^2 \mathbb{I} = \mathbb{E}[f(X)] \), i.e., the above function \( g(X) \) is again the population risk of the empirical risk \( f(X) \) in (6).

Similar to the other three applications, we can again bound the left hand side of the two assumptions (7) and (8) with \( \frac{1}{m} \|Y - \mathbb{E}[Y]\| \). Then, for any small constant \( \delta \in (0, 1) \), it follows from [18, Corollary 5.2] that \( \|Y - \mathbb{E}[Y]\| \leq \delta \|X^*\|^2 \), with probability at least \( 1 - \epsilon_1 c e^{-c_2 N - c_3 m^{-2}} \) as long as the number of measurements satisfies \( m \geq C \delta^{-2} (r N \log(N)) \). Moreover, it follows from Corollary III.1 that the distance between the empirical local minimum and population local minimum is on the order of \( d_{\min}^{-1} \|X^*\|^2 \).

V. Simulation Results

In this section, we conduct experiments to further support our theory. In particular, we illustrate our theory using four fundamental low-rank matrix optimization problems that are detailed in Section IV.

In matrix sensing, for visualization purposes, we use a small true data matrix \( \mathbb{M} = \text{diag}(2, 1, 0) \) (i.e., \( N = 3 \)) and obtain \( m = 100 \) samples with the measurement model introduced in Section IV-A. In matrix completion (see Section IV-B), we set the true data matrix as \( \mathbb{M} = \mathbb{U} \mathbb{U}^T \), where \( \mathbb{U} \in \mathbb{R}^{3 \times 2} \) is generated as a Gaussian random matrix with normalized columns. We set the sampling probability as \( p = 0.8 \). In phase retrieval, we set \( x^* = [0; 0; 1] \) and then construct \( m = 200 \) samples with the measurement model introduced in Section IV-C. Finally, in quadratic sensing, we construct the data matrix as \( \mathbb{M} = X^T X \) with \( X^* = [0; 0; 2; 1] \in \mathbb{R}^{3 \times 2} \). Then, we construct \( m = 100 \) samples based on the measurement model introduced in Section IV-D. Surrogate matrices \( \mathbb{Y} \) for these applications are then constructed with the given random samples. We present the landscapes of the population risk and empirical risk of the eigendecomposition problem used in the spectral method for these low-rank matrix optimization problems in Figure 1. It can be seen that there does exist a direct correspondence between the local (global) minima of the
empirical risk and population risk in each of these applications when the number of measurements is sufficiently high.\footnote{Note that we need a relatively large number of measurements because of the small size of the data matrix.}

Next, we test our results in a higher-dimensional setting with $N = 100$ and illustrate how the distance between the population and empirical global minimizers scales with the number of samples. In matrix sensing, matrix completion, and quadratic sensing, we set the true data matrix as $M = UU^\top$, where $U \in \mathbb{R}^{100 \times 2}$ is generated as a Gaussian random matrix with normalized columns. In phase retrieval, we generate $x^*$ as a length-$N$ random vector and normalize it before we construct the random samples. We present the distance between the population and empirical global minimizers with respect to different numbers of samples in Figure 2. Note that the results are averaged over 20 trials. It can be seen that the distance roughly scales with $p^{-3/4}$ in matrix completion and $1/\sqrt{m}$ in the other three applications, which is consistent with the analysis in Section IV. Precisely, as is shown at the end of Section IV-A, the distance between the empirical local minimum and population local minimum in matrix sensing scales with $\delta_2$, and together with $m \geq C\delta_2^2 rN \log(N)$, one can conclude that the distance scales with $1/\sqrt{m}$. A similar analysis can be conducted in phase retrieval and quadratic sensing. In matrix completion, we have shown at the end of Section IV-B that the distance scales with $p^{-0.5}$, which is slightly loose when compared with the numerical observations.

Finally, we repeat the above experiments to illustrate how the distance between the population and empirical global minimizers scales with $d_{\text{min}}$, the minimal distance between any two of the first $r + 1$ eigenvalues. We take 6000 random samples in each application. In matrix sensing, matrix completion, and quadratic sensing, we set the true data matrix as $M = UU^\top$, where $U \in \mathbb{R}^{100 \times 2}$ is generated as a Gaussian random matrix with orthonormal columns and $\Lambda \in \mathbb{R}^{2 \times 2}$ is a diagonal matrix with two diagonal entries $\lambda_1 = 2$ and $\lambda_2 = \lambda_1 - d_{\text{min}}$. In phase retrieval, we generate $x^*$ as a length-$N$ random vector with $\|x^*\|^2 = d_{\text{min}}$. The other settings are same as the above experiments. It can be seen from Figure 3 that the distance between the population and empirical global minimizers does behave like a constant in phase retrieval and scales inversely with $d_{\text{min}}$ in the other three applications, which is consistent with our theory.

\section{VI. Conclusion}

In this work, we study the landscape of the eigendecomposition problem that is widely used in spectral methods. In particular, we generalize the existing analysis of the landscape of the eigendecomposition problem at the critical points to larger regions near the critical points in a special case of finding the first leading eigenvector, and we extend these results to a more general eigendecomposition problem, i.e., finding the first $r$ leading eigenvectors. Moreover, we build a connection between the landscape of the eigendecomposition problem using random measurements (empirical risk) and that of the problem using the true data matrix (population risk). With this connection, one may analyze the landscape of the empirical risk using the landscape of the population risk, which could also lead to a better understanding of why these spectral initialization approaches are so powerful.
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**APPENDIX A**

**PROOF OF THEOREM III.1**

To prove Theorem III.1, we need the following lemma, which is proved in Appendix A-A.

**Lemma A.1.** Denote \( \{\lambda_n\}_{n=1}^{N} \) as the eigenvalues of \( M \). Without loss of generality, assume that \( \lambda_1 > \lambda_2 \geq \lambda_3 \geq \cdots \geq \lambda_N \). Denote \( \mathbf{v}_1 \) as the eigenvector associated with \( \lambda_1 \). If \( \|\nabla g(\mathbf{x})\|_2 \leq \epsilon \), then there exists some \( n \) such that

\[
|\mathbf{x}^\top M \mathbf{x} - \lambda_n| \leq \epsilon. \tag{10}
\]

Further, we have\(^{12}\)

\[
\|\mathbf{x} - \mathbf{v}_1\|^2 \geq \frac{2\epsilon}{\lambda_1 - \lambda_2}, \quad \text{if } n = 1, \tag{11}
\]

\[
\|\mathbf{x} - \mathbf{v}_1\|^2 \geq 2 \left( 1 - \frac{\epsilon}{\lambda_1 - \lambda_n - \epsilon} \right), \quad \text{if } n \neq 1. \tag{12}
\]

Next, with the two bounds given in (11) and (12), we show that there exist some positive constants \( \epsilon \) and \( \eta \) such that \( |\lambda_{\min}(\text{hess } g(\mathbf{x}))| \geq \eta \) when \( \|\nabla g(\mathbf{x})\|_2 \leq \epsilon \). Let \( \mathbf{u} \in \mathbb{R}^N \) be any vector that belongs to the tangent space of \( S^{N-1} \), i.e., \( \mathbf{u} \in T_{\mathbf{x}}S^{N-1} = \{ \xi \in \mathbb{R}^N : \mathbf{x}^\top \xi = 0 \} \). Without loss of generality, also let \( \|\mathbf{u}\|_2 = 1 \). Note that the quadratic term of the Riemannian Hessian is given as

\[
\mathbf{u}^\top \text{hess } g(\mathbf{x}) \mathbf{u} = \mathbf{x}^\top M \mathbf{x} - \mathbf{u}^\top M \mathbf{u}.
\]

For \( n = 1 \), we define \( \bar{\mathbf{u}} = \mathbf{V}^\top \mathbf{u} \). Note that the square of the first entry in \( \bar{\mathbf{u}} \) can be bounded with

\[
\bar{u}_1^2 = \langle \bar{\mathbf{u}}, \mathbf{e}_1 \rangle = \langle \mathbf{u}, \mathbf{v}_1 \rangle^2 = \langle \mathbf{u}, \mathbf{v}_1 - \mathbf{x} \rangle^2 \leq \|\mathbf{u}\|_2^2 \|\mathbf{v}_1 - \mathbf{x}\|_2^2 \leq \frac{2\epsilon}{\lambda_1 - \lambda_2}.
\]

Then, we can bound \( \mathbf{u}^\top M \mathbf{u} \) with

\[
\mathbf{u}^\top M \mathbf{u} = \sum_{k=1}^{N} \lambda_k \bar{u}_k^2 = \lambda_1 \bar{u}_1^2 + \sum_{k=2}^{N} \lambda_k \bar{u}_k^2 \leq \lambda_1 \bar{u}_1^2 + \lambda_2 (1 - \bar{u}_1^2) \]

\[
= \lambda_2 + (\lambda_1 - \lambda_2) \bar{u}_1^2 \leq \lambda_2 + 2\epsilon.
\]

It follows that

\[
\mathbf{u}^\top \text{hess } g(\mathbf{x}) \mathbf{u} \geq \lambda_1 - \epsilon - \lambda_2 - 2\epsilon = \lambda_1 - \lambda_2 - 3\epsilon,
\]

which implies that \( \lambda_{\min}(\text{hess } g(\mathbf{x})) \geq \eta \) as long as \( 3\epsilon + \eta \leq \lambda_1 - \lambda_2 \).

For \( n \neq 1 \), with inequality (12), we can get

\[
\langle \mathbf{x}, \mathbf{v}_1 \rangle = 1 - \frac{1}{2} \|\mathbf{x} - \mathbf{v}_1\|^2 \leq \frac{\epsilon}{\lambda_1 - \lambda_n - \epsilon}. \tag{13}
\]

\(^{12}\)Note that we assume \( \langle \mathbf{x}, \mathbf{v}_1 \rangle \geq 0 \) here. In the case when \( \langle \mathbf{x}, \mathbf{v}_1 \rangle < 0 \), one can bound \( \|\mathbf{x} + \mathbf{v}_1\|^2 \) instead.
By setting the direction $u$ as $u = \frac{\langle 1_N - xv' \rangle v_1}{\|1_N - xv'\|_2}$ and noticing that $\|u\|_2 = 1$ and $u^T x = 0$, we have

$$u^T Mu = \frac{\lambda_1 + (x^T Mx - 2\lambda_1)\langle x, v_1 \rangle^2}{1 - \langle x, v_1 \rangle^2} \geq \frac{\lambda_1 - (2\lambda_1 - \lambda_n + \epsilon)\langle x, v_1 \rangle^2}{1 - \langle x, v_1 \rangle^2} = (2\lambda_1 - \lambda_n + \epsilon) \frac{\lambda_1 - \lambda_n + \epsilon}{1 - \langle x, v_1 \rangle^2} \geq (2\lambda_1 - \lambda_n + \epsilon) \frac{\lambda_1 - \lambda_n + \epsilon}{1 - \frac{\epsilon^2}{(\lambda_1 - \lambda_n - \epsilon)^2}},$$

where the last inequality follows from (13). Then, the quadratic term of the Riemannian Hessian can be bounded with

$$u^T \text{hess } g(x) u \leq \lambda_n + \epsilon - (2\lambda_1 - \lambda_n + \epsilon) \frac{\lambda_1 - \lambda_n + \epsilon}{1 - \frac{\epsilon^2}{(\lambda_1 - \lambda_n - \epsilon)^2}} = -2(\lambda_1 - \lambda_n) + \frac{\lambda_1 - \lambda_n + \epsilon}{1 - \frac{\epsilon^2}{(\lambda_1 - \lambda_n - \epsilon)^2}}.$$

(14)

Define a function $h(\alpha)$ as

$$h(\alpha) \triangleq -2\alpha + \frac{\alpha + \epsilon}{1 - \frac{\epsilon^2}{(\alpha - \epsilon)^2}} = \frac{-\alpha^3 + 3\alpha^2\epsilon - \alpha\epsilon^2 + \epsilon^3}{\alpha^2 - 2\alpha\epsilon},$$

with $\epsilon > 0$ being a fixed parameter and $\alpha > 2\epsilon$. With some fundamental calculations, we obtain the derivative of $h(\alpha)$, namely,

$$h'(\alpha) = -\alpha^4 + 4\alpha^3\epsilon - 5\alpha^2\epsilon^2 - 2\alpha\epsilon^3 + 2\epsilon^4 \over \alpha^2 - 2\alpha\epsilon.$$

Next, we argue that the above function $h(\alpha)$ decreases as we increase $\alpha$ by showing $h'(\alpha) < 0$ when $\alpha > 2\epsilon$. It is equivalent to show that

$$\bar{h}(\alpha) \triangleq \bar{h}(\alpha) = \alpha^4 - 4\alpha^3\epsilon + 5\alpha^2\epsilon^2 + 2\alpha\epsilon^3 - 2\epsilon^4 > 0.$$

when $\alpha > 2\epsilon$. Note that

$$\bar{h}'(\alpha) = 4\alpha^3 - 12\alpha^2\epsilon + 10\alpha\epsilon^2 + 2\epsilon^3,$$

$$\bar{h}''(\alpha) = 12\alpha^2 - 24\alpha\epsilon + 10\epsilon^2,$$

$$\bar{h}'''(\alpha) = 24\alpha - 24\epsilon.$$

(15)

Plugging in $\alpha = 2\epsilon$, we obtain

$$\bar{h}(2\epsilon) = 16\epsilon^4 - 32\epsilon^3 + 20\epsilon^2 + 4\epsilon^4 - 2\epsilon^4 = 6\epsilon^4 > 0,$$

$$\bar{h}'(2\epsilon) = 32\epsilon^3 - 48\epsilon^2 + 20\epsilon^3 + 2\epsilon^3 = 6\epsilon^4 > 0,$$

$$\bar{h}''(2\epsilon) = 48\epsilon^2 - 48\epsilon^2 + 10\epsilon^2 = 10\epsilon^2 > 0.$$

(16)

It can be seen from (15) that $\bar{h}'''(\alpha) > 0$ for any $\alpha > 2\epsilon$. Together with (16), we get $\bar{h}''(\alpha) > \bar{h}'(2\epsilon) > 0$, $\forall \alpha > 2\epsilon$, which further implies that $\bar{h}'(\alpha) > \bar{h}'(2\epsilon) > 0$, $\forall \alpha > 2\epsilon$, and finally, $\bar{h}(\alpha) > \bar{h}(2\epsilon) > 0$, $\forall \alpha > 2\epsilon$. Therefore, we have $\bar{h}'(\alpha) < 0$ and thus $h(\alpha)$ is a monotonically decreasing function when $\alpha > 2\epsilon$. It follows from (14) that $u^T \text{hess } g(x) u \leq h(\lambda_1 - \lambda_n) \leq h(\lambda_1 - \lambda_2)$ if $\lambda_1 - \lambda_2 > 2\epsilon$. Then, we get

$$u^T \text{hess } g(x) u \leq h(\lambda_1 - \lambda_2) = -2(\lambda_1 - \lambda_2) + \frac{\lambda_1 - \lambda_2 + \epsilon}{1 - \frac{\epsilon^2}{(\lambda_1 - \lambda_2 - \epsilon)^2}} = -0.72(\lambda_1 - \lambda_2) \leq -0.3(\lambda_1 - \lambda_2)$$

by setting $\epsilon = 0.2(\lambda_1 - \lambda_2)$ since the value of second line increases as we increase $\epsilon$. Thus, we can choose $\eta = 0.3(\lambda_1 - \lambda_2)$, which also satisfies $3\epsilon + \eta \leq \lambda_1 - \lambda_2$ required when $n = 1$. Therefore, we have verified that there do exist positive numbers $\epsilon$ and $\eta$ such that $|\lambda_{\text{min}}(\text{hess } g(x))| \geq \eta$ when $\|\text{grad } g(x)\|_2 \leq \epsilon$.

A. Proof of Lemma A.1

Denote $M = VAV^T$ as an eigendecomposition of $M$. $A = \text{diag}(\lambda_1, \ldots, \lambda_N)$ is a diagonal matrix that contains the eigenvalues of $M$. $V = [v_1, v_2, \ldots, v_N]$ is an orthogonal matrix that contains the eigenvectors of $M$. Note that

$$\|\text{grad } g(x)\|_2^2 = (x^T Mx - Mx)^2 = \|x^T Mx - VAV^T x\|_2^2 \geq \min_n (x^T Mx - \lambda_n)^2 \geq \min_n (x^T Mx - \lambda_n)^2 \geq \|y\|_2^2 = \|x\|_2^2 = 1.$$

Then, we have $\min_n (x^T Mx - \lambda_n)^2 \leq \epsilon^2$, which implies that there exists some $n$ such that (10) holds.

Note that

$$\|x - v_1\|_2^2 = \|y - v_1\|_2^2 = 2(1 - y_1).$$

(17)

Thus, bounding $\|x - v_1\|_2^2$ is equivalent to bounding $y_1$. We first consider the case when $n = 1$, namely, $\|x^T Mx - \lambda_1\| \leq \epsilon$. Note that

$$x^T Mx - \lambda_1 = \sum_{k=1}^N \lambda_k y_k^2 - \lambda_1 = \lambda_1(1 - y_1) + \sum_{k=2}^N \lambda_k y_k^2 \leq \lambda_1(1 - y_1) + \sum_{k=2}^N \lambda_k y_k^2 \leq \lambda_1((1 - y_1)(1 + y_2)) \geq 1 - y_1 \geq 0.$$

where $\oplus$ follows by plugging in $M = VAV^T$ and $x = Vv$. and $\otimes$ follows from $\sum_{k=2}^N y_k^2 \geq 1 - y_2^2$. Then, we have

$$(\lambda_2 - \lambda_1)(1 - y_1)(1 + y_1) \geq -\epsilon,$$

which implies that

$$1 - y_1 \leq \frac{\epsilon}{(1 + y_1)(\lambda_1 - \lambda_2)} \leq \frac{\epsilon}{\lambda_1 - \lambda_2},$$

since $y_1 = \langle x, v_1 \rangle \geq 0$. Plugging the above inequality into (17), we can get (11).

Next, we consider the case when $n \neq 1$. Observe that

$$\|\text{grad } g(x)\|_2^2 = \sum_{k=1}^N (x^T Mx - \lambda_k)^2 y_k^2 \geq (x^T Mx - \lambda_1)^2 y_1^2,$$
which further gives $(x^T M x - \lambda_1)^2 y_1^2 \leq \epsilon^2$. It follows that $(\lambda_1 - x^T M x) y_1 \leq \epsilon$. Together with $x^T M x \leq \lambda_n + \epsilon$, we have

$$y_1 \leq \frac{\epsilon}{\lambda_1 - x^T M x} \leq \frac{\epsilon}{\lambda_1 - \lambda_n - \epsilon}.$$

Plugging the above inequality into (17), we can then get (12) and finish the proof of Lemma A.1.

**APPENDIX B**

**PROOF OF THEOREM III.2**

For simplicity, consider a diagonal matrix $M$ in this proof, i.e., $M = \text{diag}([\lambda_1, \lambda_2, \ldots, \lambda_n])$ with $\lambda_1 > \lambda_2 > \cdots > \lambda_r > \lambda_{r+1} > \cdots \geq \lambda_N \geq 0$. For the case when $M$ is not a diagonal matrix, one can diagonalize it with some unitary matrix. For the case when $M$ has negative eigenvalues, one can add a constant to $M$ to ensure all the eigenvalues are non-negative.

Define $\Omega = \{i_1, \ldots, i_r\}$ as a subset of $[N]$. Denote $X_{\Omega} = [e_{i_1}, \ldots, e_{i_r}] \in \mathbb{R}^{N \times r}$ with $e_{i_j}$ being the $i_j$-th column of an identity matrix $I_N$. Then, $X_{\Omega}$ is a critical point of $g(X)$. Note that $X_{\Omega}^T M X_{\Omega} = \text{diag}([\lambda_{i_1}, \ldots, \lambda_{i_r}]) = \lambda_{\Omega}$, where the eigenvalues contained in $\lambda_{\Omega}$ are not assumed to be in descending or ascending order.

For any $U$ that belongs to the tangent space of $\text{St}(N, r)$ at $X_{\Omega}$, we have

$$X_{\Omega}^T U + U^T X_{\Omega} = U(\Omega, :) + U(\Omega^c, :) = 0,$$

where $U(\Omega, :) \in \mathbb{R}^{r \times r}$ is a matrix that contains $r$ rows of $U$ indexed by $\Omega$. Similarly, we use $U(\Omega^c, :) \in \mathbb{R}^{(N-r) \times r}$ and $\Lambda_{\Omega^c} \in \mathbb{R}^{(N-r) \times (N-r)}$ to denote the matrices that contain the remaining $N-r$ rows of $U$ and $N-r$ eigenvalues of $M$.

Then, we have

$$U^T U = U(\Omega, :)^T U(\Omega, :) + U(\Omega^c, :)^T U(\Omega^c, :),$$

$$U^T M U = U(\Omega, :)^T \Lambda_{\Omega} U(\Omega, :) + U(\Omega^c, :)^T \Lambda_{\Omega^c} U(\Omega^c, :).$$

Therefore, for any $U \in \mathcal{T}_{X_{\Omega}} \text{St}(N, r)$, we can rewrite the Riemannian Hessian as

$$\text{hess } g(X_{\Omega})[U, U] = (X_{\Omega}^T M X_{\Omega}, U^T U) - (M, U N U^T) = (\lambda_{\Omega}, U^T U) - (U^T M U, N) = (\lambda_{\Omega}, U(\Omega, :)^T U(\Omega, :) - (U(\Omega^c, :)^T \Lambda_{\Omega} U(\Omega^c, :), N)$$

$$+ (\lambda_{\Omega^c}, U(\Omega^c, :)^T U(\Omega^c, :) - (U(\Omega^c, :)^T \Lambda_{\Omega^c} U(\Omega^c, :), N),$$

where the last equality follows by plugging (19).

Let $\{x_s\}_{s=1}^r$ denote the columns of a matrix $X \in \mathbb{R}^{N \times r}$ and $x_s(j)$ denote the $j$-th entry of $x_s \in \mathbb{R}^N$. Note that

$$\Phi_1 = (\lambda_{i_s} N, U(\Omega^c, :)^T U(\Omega^c, :)) - (U(\Omega^c, :)^T \Lambda_{\Omega^c} U(\Omega^c, :), N)$$

$$= \sum_{s=1}^r \mu_s \lambda_{i_s} \sum_{j=1}^r u_s^2(j) - \sum_{s=1}^r \mu_s \sum_{j=1}^r \lambda_{i_s} u_s^2(j)$$

$$= \sum_{s,j=1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j) \geq \sum_{s,j=1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j)$$

$$= \frac{1}{2} \sum_{s,j=1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j) + \frac{1}{2} \sum_{s,j=1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j)$$

$$= \frac{1}{2} \sum_{s,j=1}^r (\mu_s - \mu_j) (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j)$$

$$= \sum_{s,j=1}^r (\mu_s - \mu_j) (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j),$$

Here, (i) follows by exchanging the role of indices $j$ and $s$. (ii) and (iii) follow from the fact that (18) implies

$$u_s(i_j) = \begin{cases} u_j(i_s), & s \neq j, \\ 0, & s = j, \forall j, s \in [r]. \end{cases}$$

Similarly, we have

$$\Phi_2 = (\Lambda_{\Omega^c} N, U(\Omega^c, :)^T U(\Omega^c, :)) - (U(\Omega^c, :)^T \Lambda_{\Omega^c} U(\Omega^c, :), N)$$

$$= \sum_{s=1}^r \mu_s \lambda_{i_s} \sum_{j \in \Omega^c} u_s^2(j) - \sum_{s=1}^r \mu_s \sum_{j \in \Omega^c} \lambda_{i_s} u_s^2(j)$$

$$= \sum_{s=1}^r \mu_s (\lambda_{i_s} - \lambda_{j}) u_s^2(j).$$

Next, we bound $\text{hess } g(X_{\Omega})[U, U]$ for any $U \in \mathcal{T}_{X_{\Omega}} \text{St}(N, r)$ by considering the following three cases:

- **Case 1**: $\Omega = \{i_1, \ldots, i_r\} = [r]$.
- **Case 2**: $\Omega = \{i_1, \ldots, i_r\} = \mathcal{P}_{mu}([r]) \neq [r]$.
- **Case 3**: $\Omega = \{i_1, \ldots, i_r\} \neq \mathcal{P}_{mu}([r])$.

**A. Case 1**

Note that the two terms $\Phi_1$ and $\Phi_2$ can be bounded with

$$\Phi_1 = \sum_{s,j=1}^r (\mu_s - \mu_j) (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j) \geq \sum_{s,j=1}^r (\lambda_s - \lambda_j) u_s^2(j)$$

$$\geq \sum_{s=j+1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j),$$

$$\geq \sum_{s=1}^r \mu_s (\lambda_{i_s} - \lambda_{i_j}) u_s^2(j) \geq \sum_{s=1}^r (\lambda_s - \lambda_{i_j}) u_s^2(j) \geq \sum_{s=1}^r (\lambda_s - \lambda_{i_j}) u_s^2(j).$$
where ① follows from $\mu_s - \mu_j \geq 1$, $i_s = s$ and $i_j = j$. ② follows from $\Omega^c = \{r + 1, \ldots, N\}$. ③ follows from $\mu_s \geq 1$.

Then, we get

$$
\text{hess } g(X_{\Omega})[U, U] = \Phi_1 + \Phi_2
$$

$$
\geq \frac{1}{2} d_{\text{min}} \|U(\Omega, \cdot)\|_F^2 + d_{\text{min}} \|U(\Omega^c, \cdot)\|_F^2
$$

$$
\geq \frac{1}{2} d_{\text{min}} \|U\|_F^2, \quad \forall U \in T_{X_{\Omega}} \text{St}(N, r),
$$

which implies that

$$
\lambda_{\text{min}}(\text{hess } g(X_{\Omega})) \geq \frac{1}{2} d_{\text{min}}. \quad (21)
$$

Therefore, $X_{\Omega} = [e_1, \ldots, e_r] \in \mathbb{R}^{N \times r}$ is a global minimum of $g(X)$.

### B. Case 2

As $U$ belongs to the tangent space of $\text{St}(N, r)$ at $X_{\Omega}$, we need to construct a direction $U$ that satisfies the condition (20). Now, we construct a direction $U$ with $U(\Omega^c, \cdot) = 0$. Then, we have $\Phi_2 = 0$. Furthermore, for any $s, j \in [r]$ with $s < j$, we set

$$
u_s(i_j) = -u_j(i_s) \begin{cases} 0, & \text{if } i_s < i_j, \\ \not= 0, & \text{if } i_s > i_j.
\end{cases}
$$

Then, we have

$$
\Phi_1 = \sum_{s, j=1 \atop s < j}^r (\mu_s - \mu_j)(\lambda_{i_j} - \lambda_{i_j})u^2_s(i_j)
$$

$$
\begin{cases} ① \quad = -\sum_{s, j=1 \atop s < j, i_j > i_s} (\mu_s - \mu_j)(\lambda_{i_j} - \lambda_{i_s})u^2_s(i_j)
\end{cases} \quad \leq -d_{\text{min}} \sum_{s, j=1 \atop s < j, i_j > i_s} u^2_s(i_j) \leq -\frac{1}{2} d_{\text{min}} \|U\|_F^2,
$$

where ① follows from $u_s(i_j) = 0$ if $i_s < i_j$, ② follows from $\mu_s - \mu_j \geq 1$ and $\lambda_{i_j} - \lambda_{i_s} \geq 1$. ③ follows from

$$
\sum_{s, j=1 \atop s < j, i_j > i_s} u^2_s(i_j) = \sum_{s, j=1 \atop s < j} u^2_s(i_s) = \frac{1}{2} \sum_{s, j=1 \atop s < j} u^2_s(i_j) = \frac{1}{2} \|U\|_F^2.
$$

It follows that there exists some $U \in T_{X_{\Omega}} \text{St}(N, r)$ such that

$$
\text{hess } g(X_{\Omega})[U, U] = \Phi_1 + \Phi_2 \leq \frac{1}{2} d_{\text{min}} \|U\|_F^2,
$$

which further implies $\lambda_{\text{min}}(\text{hess } g(X_{\Omega})) \leq -\frac{1}{2} d_{\text{min}}$. Therefore, $X_{\Omega} = [e_1, \ldots, e_r] \in \mathbb{R}^{N \times r}$ with $\Omega \not= \mathcal{P}_{mu}([r])$ are strict saddles of $g(X)$.

### C. Case 3

Note that there exist some $i^*, j^* \in [r]$ such that $i^* \not= \Omega$ and $j^* \in \Omega$ with $i^* \geq r + 1$. Thus, we have $\lambda_{i^*} - \lambda_{i_j} \geq \lambda_r - \lambda_{r+1} \geq d_{\text{min}}$. Now, we set $U$ as a matrix with only one non-zero entry at $(i^*, j^*)$, namely, $U(\Omega, :) = 0$ and $u_{i^*}^2(i^*) = \|U\|_F^2$. It can be seen that such a direction $U$ belongs to the tangent space of $\text{St}(N, r)$ at $X_{\Omega}$. Then, we have $\Phi_1 = 0$ since $U(\Omega, :) = 0$. We can bound $\Phi_2$ with

$$
\Phi_2 = \sum_{s=1}^r \sum_{j \in \Omega^c} (\mu_s - \mu_j)u^2_s(j)
$$

$$
= -\mu_j(\lambda_{i^*} - \lambda_{i^*})\|U\|_F^2 \leq -d_{\text{min}} \|U\|_F^2,
$$

which further implies that

$$
\text{hess } g(X_{\Omega})[U, U] = \Phi_1 + \Phi_2 \leq -d_{\text{min}} \|U\|_F^2.
$$

Finally, we have $\lambda_{\text{min}}(\text{hess } g(X_{\Omega})) \leq -d_{\text{min}}$. Therefore, $X_{\Omega} = [e_1, \ldots, e_r] \in \mathbb{R}^{N \times r}$ with $\Omega \not= \mathcal{P}_{mu}([r])$ are also strict saddles of $g(X)$.

### APPENDIX C

#### PROOF OF THEOREM III.3

As in Appendix B, we consider a diagonal matrix $M$ to simplify the proof, i.e., $M = \text{diag}([\lambda_1, \lambda_2, \ldots, \lambda_N])$ with $\lambda_1 > \lambda_2 > \cdots > \lambda_r > \lambda_{r+1} \geq \cdots \geq \lambda_N \geq 0$.

**Lemma C.1.** Denote $\{\lambda_n\}_{n=1}^N$ as the eigenvalues of $M$. Without loss of generality, assume that $\lambda_1 > \lambda_2 > \cdots > \lambda_r > \lambda_{r+1} \geq \cdots \geq \lambda_N \geq 0$. Define an index set $\Omega \triangleq \{i_1, \ldots, i_r\}$ as a subset of $[N]$. Denote $\Lambda_\Omega = \text{diag}([\lambda_{i_1}, \ldots, \lambda_{i_r}]) \in \mathbb{R}^{r \times r}$ and $X_\Omega = [e_{i_1}, \ldots, e_{i_r}] \in \mathbb{R}^{N \times r}$ as a diagonal matrix that contains $r$ eigenvalues of $M$ and a matrix that contains the corresponding eigenvectors. If $\|\text{grad } g(X)\|_F \leq \epsilon$, there exists an index set $\Omega$ such that

$$
\|X^\top M X - \Lambda_\Omega\|_F \leq 4\epsilon.
$$

Moreover, we have

$$
\|X - X_\Omega\|_F \leq 12d_{\text{min}} \epsilon, \quad \text{if } \Omega = [r].
$$

The above Lemma is proved in Appendix D. Next, we bound $\text{hess } g(X)[U, U]$ in the following three cases:

- **Case 1:** $\Omega \not= \{i_1, \ldots, i_r\} = [r]$.
- **Case 2:** $\Omega \triangleq \{i_1, \ldots, i_r\} = \mathcal{P}_{mu}([r]) \not= [r]$.
- **Case 3:** $\Omega \not= \{i_1, \ldots, i_r\} \not= \mathcal{P}_{mu}([r])$.

#### A. Case 1

For any $U \in T_X \text{St}(N, r)$, we bound $\text{hess } g(X)[U, U]$ as

$$
\text{hess } g(X)[U, U] \geq \text{hess } g(X_{\Omega})[U, U] = -[\text{hess } g(X_{\Omega})[U, U] - \text{hess } g(X_{\Omega})[U, U]].
$$

Recall that

$$
\text{hess } g(X_{\Omega})[U, U] = \langle X^\top M X - \Lambda_\Omega, U^\top U \rangle = (M, U U^\top) - \langle M, U U^\top \rangle.
$$

Then, we have

$$
\text{Term I} = \langle X^\top M X - \Lambda_\Omega, U^\top U \rangle \leq \|N\| \|X^\top M X - \Lambda_\Omega\|_F \|U\|_F^2 \leq 4\epsilon \|U\|_F^2,
$$

where the last inequality follows from $\|N\| = r$ and (22).
Denote $P_{T_K}$ as orthogonal projection onto $T_K \text{St}(N, r)$. Then, we have

**Term 1**

$$\text{hess } g(X)\|P_{T_K}U, P_{T_K}U\|_F \geq \lambda_{\min}(\text{hess } g(X))\|P_{T_K}U\|_F^2$$

$$\geq \frac{1}{2}d_{\min}(1 - 2\|X - X_{\Omega}\|_F^2)\|U\|_F^2,$$  (26)

where the last inequality follows from (21) and

$$\|P_{T_K}U\|_F = \|U + P_{T_K}U - U\|_F = \|U + P_{T_K}U - P_{T_K}U\|_F \geq \|U\|_F - \|P_{T_K}U - P_{T_K}U\|_F \geq 0$$

$$\geq \|U\|_F - \frac{1}{2}\|XX^T U - X_{\Omega}X_{\Omega}^T U + UX^T X - X_{\Omega}U X_{\Omega}^T\|_F \geq \|U\|_F - \frac{1}{2}\|XX^T U - X_{\Omega}X_{\Omega}^T U + UX^T X - X_{\Omega}U X_{\Omega}^T\|_F \geq 0$$

and

$$\frac{1}{2}\|U\|_F - \frac{1}{2}\|XX^T U - X_{\Omega}X_{\Omega}^T U + UX^T X - X_{\Omega}U X_{\Omega}^T\|_F \geq \|U\|_F - \frac{1}{2}\|XX^T U - X_{\Omega}X_{\Omega}^T U + UX^T X - X_{\Omega}U X_{\Omega}^T\|_F \geq 0$$

It remains to bound $\|X - X_{\Omega}\|_F$ with $\Omega = [r]$. It follows from (23)-(26) that

$$\text{hess } g(X)[U, U] \geq \left[ \frac{1}{2}d_{\min}(1 - 2\|X - X_{\Omega}\|_F^2) - 2\epsilon \right]\|U\|_F^2$$

$$\geq \left[ \frac{1}{2}d_{\min}(1 - 4\|X - X_{\Omega}\|_F^2) - 4\epsilon \right]\|U\|_F^2$$

$$\geq \left[ \frac{1}{2}d_{\min}(1 - 48d_{\min}^2\epsilon) - 4\epsilon \right]\|U\|_F^2 = \left( \frac{1}{2}d_{\min} - 24\epsilon - 4\epsilon \right)\|U\|_F^2$$

Finally, we get $\lambda_{\min}(\text{hess } g(X)) \geq \frac{1}{2}d_{\min} - 24\epsilon - 4\epsilon$.

**B. Case 2**

In this case, we will show that there exists a $U \in T_X \text{St}(N, r)$ such that $\text{hess } g(X)[U, U] < 0$. Recall that $T_X \text{St}(N, r) = \{ XS + X K : S^T = -S, K \in \mathbb{R}^{(N - r) \times r} \}$.

For any $s, j \in [r]$ with $s < j$ and $i_s > i_j$, we construct $U$ by setting $K = 0$, and $S = e_s e_j^T - e_j e_s^T$. We can then bound the Riemannian Hessian as

$$\text{hess } g(X)[U, U] = \langle X^T MX, U^T U \rangle - \langle U^T MU, N \rangle$$

$$= \langle X^T MX, S^T S \rangle - \langle S^T T^T MXS, N \rangle$$

where the last inequality follows from $\mu_s \geq 1, \lambda_i - \lambda_j \leq d_{\min}, \|U\|_F^2 = \|S\|_F^2 = 2$, and the following inequality

$$\lambda_s - 3\epsilon \leq x_j M x_j \leq \lambda_j + 3\epsilon, \quad \forall j \in [r],$$

which can be obtained by combining inequalities (40) and (41). In particular, one has

$$(x_j^T M x_j - \lambda_j)^2 \leq \|X D M - M X\|_F^2 \leq 9\epsilon^2, \quad \forall j \in [r],$$

which further indicates the inequality (27).

Then, we have $\lambda_{\min}(\text{hess } g(X)) \leq \frac{1}{2}d_{\min} + 3\epsilon$.

**C. Case 3**

Note that there exist some $i^*, j^* \in [r]$ such that $i^* \notin \Omega$ and $i_j^* \in \Omega$ with $i_j^* \geq r + 1$. Then, we have $\lambda_i \geq \lambda_{j^*}$ and $\lambda_j \leq \lambda_{i^* - 1}$. Next, we construct $U$ by setting $S = 0$, and $K = X^T e_i e_i^T$, where $e_i \in \mathbb{R}^N$ and $e_i \in \mathbb{R}^r$ are the $i$th-th column of an identity matrix $I_N$ and the $j$th column of an identity matrix $I_r$. Note that

$$\|U\|_F^2 = \|X K\|_F^2 \leq 1.$$
where \( \Diamond \) follows from \( e_i^\top MXX^\top e_i = \lambda_i \| X^\top e_i \|^2 \) and the Cauchy-Schwarz inequality. \( \heartsuit \) follows from inequalities (40) and (37). Plugging (30) into (29), we obtain
\[
e_i^\top X_\perp X_\perp^\top M X_\perp X_\perp^\top e_i \geq \lambda_i - \lambda_i \| X^\top e_i \|^2 - 5\epsilon
= \lambda_i \| X_\perp^\top e_i \|^2 - 5\epsilon,
\]
which together with (28) gives
\[
\text{hess } g(X) [U, U] \leq \lambda_j \| X_\perp^\top e_i \|^2 \leq \frac{5\epsilon}{\lambda_j + 3\epsilon - \lambda_i} \| X_\perp^\top e_i \|^2 + \frac{8\epsilon}{\lambda_j + 3\epsilon - \lambda_i} \| X_\perp^\top e_i \|^2 + \frac{8\epsilon}{1 - 36\| e \|^2} \| U \|^2.
\]
Here, \( \Diamond \) follows from \( \lambda_i \geq \lambda_r \) and \( \lambda_j \geq \lambda_r \), \( \heartsuit \) follows from \( \lambda_i - \lambda_i + 3\epsilon \leq \lambda_i + 3\epsilon \). \( \heartsuit \) follows from \( \lambda_i - \lambda_i + 3\epsilon \leq \lambda_i + 3\epsilon \) and \( \| U \|^2 \leq 1 \). \( \heartsuit \) follows from
\[
\| X_\perp^\top e_i \|^2 \geq 1 - 36\| e \|^2. \tag{31}
\]
Then, we have
\[
\lambda_{\text{min}}(\text{hess } g(X)) \leq \lambda_j \| X_\perp^\top e_i \|^2 \leq \frac{8\epsilon}{1 - 36\| e \|^2} \| U \|^2.
\]
Finally, it remains to show that (31) holds in Case 3. It follows from (44) that \( \| X\Lambda - MX \|_F \leq 6\epsilon \), which allows us to bound the \( \ell_2 \)-norm of the \( i^\text{th} \)-th row of \( X\Lambda - MX \) as
\[
\| X(i^\ast, :) \odot [\lambda_i \cdot \cdot \cdot \lambda_i] - X(i^\ast, :) \odot [\lambda_i \cdot \cdot \cdot \lambda_i] \|_2 \leq 6\epsilon, \tag{32}
\]
where \( \odot \) denotes the elementary-wise multiplication. On the other hand, we have
\[
\| X(i^\ast, :) \odot [\lambda_i \cdot \cdot \cdot \lambda_i] - X(i^\ast, :) \odot [\lambda_i \cdot \cdot \cdot \lambda_i] \|_2
\leq \min_{j \in [r]} \| \lambda_{ij} - \lambda_i \cdot \| X(i^\ast, :) \|_2 \geq d_{\min} \| X(i^\ast, :) \|_2.
\]
Combining (32) and (33) leads to
\[
\| X(i^\ast, :) \|_2 \leq 6d_{\min}^{-1}\epsilon,
\]
which immediately implies that
\[
\| X_\perp^\top e_i \|^2 = 1 - \| X^\top e_i \|^2 = 1 - \| X(i^\ast, :) \|_2^2 \geq 1 - 36d_{\min}^{-2}\epsilon^2.
\]
\[D. \text{ Summary} \]
- \( \text{Case 1: } \Omega \triangleq \{i_1, \ldots, i_r\} = [r] \).
\[
\lambda_{\text{min}}(\text{hess } g(X)) \geq \frac{1}{2} d_{\min} - 24\epsilon - 4\epsilon \geq 0.11d_{\min}
\]
if \( \epsilon \leq \frac{1}{72} \| e \|^2 \).
- \( \text{Case 2: } \Omega \triangleq \{i_1, \ldots, i_r\} = \mathcal{P}_{mu}([r]) \neq [r] \).
\[
\lambda_{\text{min}}(\text{hess } g(X)) \leq -\frac{1}{2} d_{\min} + 3\epsilon \leq -0.45d_{\min}
\]
if \( \epsilon \leq \frac{1}{72} \| e \|^2 \).
- \( \text{Case 3: } \Omega \triangleq \{i_1, \ldots, i_r\} \neq \mathcal{P}_{mu}([r]) \).
\[
\lambda_{\text{min}}(\text{hess } g(X)) \leq \frac{\mu_j - \mu_i}{\lambda_j - \lambda_i} \| e \|^2 \leq \frac{\mu_j - \mu_i}{\lambda_j - \lambda_i} \| e \|^2.
\]
Note that
\[
\| \text{grad } g(X) \|^2_F = \| (XX^\top - I_N)MXN - \frac{1}{2} X [XX^\top MX, N] \|_F^2
= \| (XX^\top - I_N)MXN \|_F^2 + \frac{1}{4} \| [XX^\top MX, N] \|_F^2.
\]
It follows from \( \| \text{grad } g(X) \|^2_F \leq \epsilon^2 \)
\[
\| [XX^\top MX, N] \|_F^2 \leq 4\epsilon^2. \tag{34}
\]
Observe that
\[
\| [XX^\top MX, N] \|_F^2 = \| XX^\top MX - NX \|_F^2
= \sum_{i,j=1}^r (XX^\top MX)^2 (\mu_j - \mu_i)^2 = \sum_{i,j=1}^r (XX^\top MX)^2 (\mu_j - \mu_i)^2
\]
\[
\geq \sum_{i,j=1}^r (XX^\top MX)^2, \tag{33}
\]
where the above inequality follows from \( (\mu_j - \mu_i)^2 \geq 1 \) when \( i \neq j \). Denote
\[
X^\top MX = D_M + E_M \tag{36}
\]
with \( D_M \) and \( E_M \) being the diagonal and off-diagonal parts of \( M \), respectively. Then, we have
\[
\| E_M \|^2_F \leq \sum_{i,j=1}^r (XX^\top MX)^2 \leq \| [XX^\top MX, N] \|^2_F \leq 4\epsilon^2. \tag{37}
\]
Define \( E_1 \triangleq (XX^\top - I_N)MXN \). Then, we have
\[
(XX^\top - I_N)MX = XX^\top MX - MX = E_1N^{-1}, \tag{38}
\]
which immediately gives
\[
\| XX^\top MX - MX \|^2_F = \| E_1N^{-1} \|^2_F \leq \| N^{-1} \|^2_F \| E_1 \|^2_F \leq \epsilon^2. \tag{39}
\]
On the other hand, by plugging \( X^\top MX = D_M + E_M \), we also have
\[
\| XX^\top MX - MX \|^2_F \geq \| XD_M - MX + XE_M \|^2_F \geq \| XD_M - MX \|^2_F \geq \| X \| \| E_M \|^2_F.
\]
Combining this with (39) yields
\[
\| XD_M - MX \|^2_F \leq \| XX^\top MX - MX \|^2_F + \| X \| \| E_M \|^2_F \leq 3\epsilon. \tag{40}
\]
where we used \( \| X \| = 1 \) and \( \| E_M \| \leq 2\epsilon \).
Denote \( \lambda_j \) as an eigenvalue of \( M \) that is closest to \( x_j^T M x_j \), namely, \( \lambda_j = \arg \min_{\lambda_n} (x_j^T M x_j - \lambda_n)^2 \). Note that

\[
\|XD_M - MX\|_F = \sum_{j=1}^{r} \|x_j (x_j^T M x_j) - M x_j\|_F^2
\]

\[
\geq \sum_{j=1}^{r} \sum_{n=1}^{N} (x_j^T M x_j - \lambda_n)^2 x_j(n)^2
\]

\[
\geq \sum_{j=1}^{r} \min_{1 \leq n \leq N} (x_j^T M x_j - \lambda_n)^2 \sum_{n=1}^{N} x_j(n)^2
\]

\[
= \sum_{j=1}^{r} (x_j^T M x_j - \lambda_j)^2,
\]

where the last equality follows from the definition of \( \lambda_j \) and \( \|x_j\|_2 = 1 \). Denote \( A_{\Omega} = \text{diag}(\lambda_1, \cdots, \lambda_r) \) with \( \lambda_i = \arg \min_{\lambda_n} (x_j^T M x_j - \lambda_n)^2 \). Combining inequalities (40) and (41), we can bound

\[
\|X^T M X - A_{\Omega}\|_F = \|D_M - A_{\Omega}\|_F^2 + \|E_M\|_F^2
\]

\[
\leq \sum_{j=1}^{r} (x_j^T M x_j - \lambda_j)^2 + \|E_M\|_F^2 \leq 13e^2.
\]

Consequently, we can get (22) by taking a square root on both sides of the above inequality.

It remains to show the inequality (23). When \( \Omega = [r] \), we have \( X_\Omega = [I_r, 0]^T \in \mathbb{R}^{N \times r} \). Denote \( X = [X(\Omega, :)^T X(\Omega', :)^T X(\Omega^c, :)^T X(\Omega^c, :)]. \)

Taking the trace of both sides yields

\[
r = \text{tr}(I_r) = \text{tr}(X(\Omega, :)^T X(\Omega, :)) + \text{tr}(X(\Omega', :)^T X(\Omega', :))
\]

\[
= \|X(\Omega, :)\|_F^2 + \|X(\Omega', :)\|_F^2
\]

\[
= \sum_{j=1}^{r} X_j^2(j, j) + \|X(\Omega^c, :)\|_F^2 + \|X(\Omega^c, :)\|_F^2,
\]

where \( X(\Omega^c) \in \mathbb{R}^{r \times r} \) denotes the off-diagonal part of \( X(\Omega, :) \in \mathbb{R}^{r \times r} \). It follows that

\[
\|X(\Omega, :)\|_F^2 + \|X(\Omega^c, :)\|_F^2 = r - \sum_{j=1}^{r} X_j^2(j, j)
\]

\[
= \sum_{j=1}^{r} (1 + X_j^2(j, j) - 2X_j^2(j, j)) \geq \sum_{j=1}^{r} (1 - X_j(j, j))^2,
\]

where the last inequality follows from \( 0 \leq X(j, j) \leq 1 \).\footnote{Note that we assume \( X(j, j) \geq 0 \). In the case when \( X(j, j) < 0 \), one can let \( X(j, j) = -1 \).}

Note that

\[
\|XD_M - MX\|_F = \|X A_{\Omega} - MX + X(D_M - A_{\Omega})\|_F
\]

\[
\geq \|X A_{\Omega} - MX\|_F - \|X(D_M - A_{\Omega})\|_F,
\]

which together with (40) gives us

\[
\|X A_{\Omega} - MX\|_F \leq \|XD_M - MX\|_F + \|X(D_M - A_{\Omega})\|_F
\]

\[
\leq 3e + \|D_M - A_{\Omega}\|_F \leq 6e,
\]

(44)