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Abstract: The aim of this study is to present a novel method to find the optimal solution of the reverse osmosis (RO) system. We apply the Sinc integration rule with single exponential (SE) and double exponential (DE) decays to find the approximate solution of the RO. Moreover, we introduce the stochastic arithmetic (SA), the CESTAC method (Controle et Estimation Stochastique des Arrondis de Calculs) and the CADNA (Control of Accuracy and Debugging for Numerical Applications) library instead of the mathematical methods based on the floating point arithmetic (FPA). Applying this technique, we would be able to find the optimal approximation, the optimal error and the optimal iteration of the method. The main theorems are proved to support the method analytically. Based on these theorems, we can apply a new stopping condition in the numerical procedure instead of the traditional absolute error. These theorems show that the number of common significant digits (NCSDs) of exact and approximate solutions are almost equal to the NCSDs of two successive approximations. The numerical results are obtained for both SE and DE Sinc integration rules based on the FPA and the SA. Moreover, the number of iterations for various \( \varepsilon \) are computed in the FPA. Clearly, the DE case is more accurate and faster than the SE for finding the optimal approximation, the optimal error and the optimal iteration of the RO system.
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1. Introduction

Mathematical models have an undeniable role in our life and we can express and analyze various problems in the form of linear and nonlinear models [1–4]. The RO model is one of the most important and practical processes in water treatment that can produce drinking water based on a semi-permeable membrane that removes unwanted molecules and larger particles such as ions from water [5]. In the RO, we must be able to overcome the osmotic pressure by applying pressure to the system to carry out the water treatment process. Therefore, we will have the ability to remove chemicals and biological substances such as bacteria from water [6]. As a result, the waste must remain in the pressurized area and the pure water is transferred to the other side. So in general, small molecules pass through the membrane and larger molecules, including ions, will not be allowed to pass [7]. Because of importance of the model, recently the RO model has been studied by many researchers that they implemented the RO model using different controls. In [8], the combination of the model predictive control and the dynamic matrix control was applied and in [9], the model-predictive control algorithms was studied directly. In [10],
the more realistic control strategy based on the computer simulations and the mathematical
modelling was illustrated. The proportional-integral-derivative controllers on the RO
model were discussed in [11] and the quadratic dynamic matrix control strategy on the RO
model was studied in [12].

Generally, we can formulate the RO phenomenon mathematically as an advection-
diffusion equation [13–16]. The following model is presented to forecast the condensation
of salt solutions in semi-penetrable covers in the RO model as [13]:

\[ \frac{\partial \Phi}{\partial x} = \frac{\alpha}{y} \frac{\partial^2 \Phi}{\partial y^2}, \quad (1) \]

with \( \alpha = \frac{Dh}{v_0} \) and the boundary conditions are

\[ \Phi(0, y) = \phi_0, \quad \Phi(x, \infty) = \phi_1, \quad (2) \]

and

\[ -D \frac{\partial \Phi}{\partial y}(x, 0) = q \Phi(x, 0), \quad (3) \]

where space variables are demonstrated by \( x \) and \( y \) and \( \Phi = \Phi(x, y) \) shows the condensation
of salt solutions in semi-penetrable covers at point \((x, y)\). \( q \) is the velocity of water
flow in semi-permeable distribution, \( D \) is the salt diffusion in water, \( h \) is the distance
from semi-permeable boundary to canal center and finally \( \phi_0 \) and \( v_0 \) are the concentration
away from semi-permeable membranes and horizontal velocity at distance \( h \) from semi-
boundary. Moreover, we should note that \( q, D, h \) and \( v_0 \) are constant values. According
to [13], solution of osmosis model (1) is in the following form

\[ \Phi(x, 0) = 3 - \frac{1}{3} q \phi_0 I \left( \frac{Dh}{v_0} \right)^{\frac{1}{3}} x^{\frac{1}{3}} + \phi_0, \quad (4) \]

where \( I = \int_0^\infty e^{-v^3} vdv \) and Equation (4) is used to predict the condensation of salt solutions
in semi-penetrable covers in the RO model. Solving the improper integral \( I \) by using analy-
tical methods is difficult, so we need to solve this integral numerically. In [17], the authors
applied the Gauss-Laguerre quadrature formulas directly. However, calculating the nodes
and weights of the formula for large powers of polynomials leads to an increase of the
arithmetic complexity of calculations.

The efficient combinations of analytical and numerical methods taking into account
the integrand singularity are among the most efficient methods for both solution of in-
tegral equations and numerical integration, see [18,19]. Sinc functions with SE and DE
precisions are among powerful and applicable rules to solve the mathematical and engi-
nering problems. They can be combined with other method such as collocation method,
Galerkin method and other methods. Moreover, we can apply these functions to solve
the integral numerically. In [20] the Sinc-Galerkin method of the Crank-Nicolson-type
was applied to solve the fourth-order partial integro-differential equation. The Fredholm
integral equations were studied by the Sinc-Nystrom methods in [21] and the singular
boundary value problems were solved using the Sinc-Collocation method. In [22], the Sinc
approximation for exponentially decaying functions over the semi-infinite interval was dis-
cussed and in [23], the radial numerical integrations based on the Sinc function was studied.
Finally, the numerical validation of the Sinc-collocation method for solving integral equa-
tions was illustrated in [24,25].

In some of mentioned studies and many other researches, when the authors want to
show the accuracy of the numerical or iterative methods, they need applying the absolute
error and in some cases absolute error with positive small value \( \varepsilon \) based on the FPA as

\[ |I - I_n| < \varepsilon, \quad (5) \]
where \( I \) and \( I_n \) are exact and approximate solutions. We should note that condition (5) has many problem to be accepted. The first problem is depending of this condition to the exact solution \( I \). But we can ask, if we have the exact solution, why do we need solving this problem numerically. The second problem is the value \( \varepsilon \), because we do not know the optimal value of \( \varepsilon \). For small values of \( \varepsilon \) we will have so many iterations without improving the accuracy of the method and for large values we will have one or two iterations without accurate results. Thus condition (5) is not an applicable termination criterion. In this study, instead of applying the mentioned condition the following condition

\[
|I_n - I_{n+1}| = @.0, \tag{6}
\]

is used where \( I_n \) and \( I_{n+1} \) are two successive approximations of the numerical procedure and \( @.0 \) is the informatical zero [26–30]. This condition is based on the SA and the CESTAC method. It is more flexible and applicable than condition (5). For applying this termination criterion, instead of applying the mathematical softwares, the CADNA library will be used. This library is based on the C/C++, FORTRAN or ADA codes and it should be done on Linux operating system [31]. The CADNA library designed by Jean-Marie Chesneaux, Fabienne Jézéquel and Jean-Luc Lamotte in Laboratoire de recherche en informatique, Sorbonne University, Paris, France (LIP6) (https://www-pequan.lip6.fr) and they have many researches based on the CESTAC method and the CADNA library [27,32,33]. Using this method, we can find the optimal solution, optimal error and optimal iteration of the numerical method [31,32]. In this method, we should prove a theorem to show that the NCSDs between two successive approximations are almost equal to the NCSDs between exact and approximate solutions and it can support us to apply condition (6) instead of (5). The informatical zero sign \( @.0 \) shows that the NCSDs between \( I_n \) and \( I_{n+1} \) are almost zero. Thus in this situation the numerical algorithm will be stopped and we can prevent from producing the extra iterations. Recently this method has been applied to validate the numerical results obtained form various methods for solving different problems such as numerical integration rules [34–37], interpolation [38], solving integral equations [24,25,39–41], finding the optimal value of the regularization method [42,43], solving ill-posed problems [44], solving the load leveling problem [45] and solving fuzzy integrals [46,47]. Moreover, looking at the proposed approach we retain that the same approach could be useful in some innovative applications in microfluidics and nanofluidics [48].

The aim of this paper is to implement the CESTAC method to validate the numerical results of the RO model based on the Sinc integration rule with DE and SE precisions. Two main theorems of the CESTAC method are proved for DE and SE cases of the Sinc integration rule. Moreover, the numerical algorithms are presented for both cases based on condition (6). Thus using the obtained results we would be able to find the optimal solution, optimal iteration and the optimal error of the RO system.

2. Main Idea

2.1. Sinc Integration

In this section, we present some main definitions and details of the Sinc functions. For more details see [49–51]. We define the Sinc function on the real line as

\[
\text{Sinc}(s) = \begin{cases} 
\frac{\sin(\pi s)}{\pi s}, & s \neq 0, \\
1, & s = 0.
\end{cases} \tag{7}
\]

For \( f \in \mathbb{R} \) and the step size \( h > 0 \), the Whittaker cardinal can be defined in the following form

\[
Ca(f,h)(s) = \sum_{k=-\infty}^{\infty} f(kh)S(k,h)(s), \tag{8}
\]
and we can write its $l$-th order as follows
\[
C_{a_l}(f, h)(s) = \sum_{k=-l}^{l} f(kh) S(k, h)(s),
\]
whenever this series convergence, and we define the $M$-th order of Sinc function as
\[
S(M, h)(s) = \frac{\sin[(\pi - M\bar{h})/h]}{\pi(s - M\bar{h})/h}, \quad M = 0, \pm 1, \pm 2, \ldots
\]
Now, we introduce the following function space:

**Definition 1.** [49] Let $\alpha \in \mathbb{R}^+$. For domain $D$ we get $(a, b) \subset D$ where $D$ is bounded and simply-connected. We show the family of functions $f$ by $L_\alpha(D)$ such that
\[
(i) \text{ } f \text{ is analytic in } D;
(ii) \exists C'_\alpha \in \mathbb{R}^+; \forall s \in D \quad |f(s)| \leq C'_\alpha \left| (s - a)(b - s) \right|^\alpha.
\]

The Sinc function with single exponential decay can be defined as follows
\[
\phi_{SE}(t) = \frac{b - a}{2} \tanh \left( \frac{t}{2} \right) + \frac{b + a}{2},
\]
where
\[
\{\phi_{SE}'(t)\} = \frac{1}{4}(b - a)\text{sech} \left( \frac{t}{2} \right)^2.
\]

**Theorem 1.** [51] Assume that $f \in L_\alpha(\phi_{SE}(D_d))$ and $0 < d < \frac{\pi}{2}$. Then
\[
h = \sqrt{\frac{\pi d}{4N}},
\]
and for constant value $W$ which is independent from $N$ we get
\[
\left| \int_a^b f(s) ds - h \sum_{k=-N}^{N} f\left( \phi_{SE}(kh) \right) \left( \phi_{SE}'(kh) \right) \right| \leq W \exp \left( -\sqrt{\pi daN} \right),
\]
where $N$ is a positive integer value.

**Remark 1.** Let $I$ be the exact solution and $I_{SE}^N$ be the approximate solution obtained from SE-Sinc integration rule, then
\[
\left| I - I_{SE}^N \right| = O\left[ \exp \left( -\sqrt{\pi daN} \right) \right].
\]

The Sinc function with double exponential decay is defined as
\[
\phi_{DE}(t) = \frac{b - a}{2} \tanh \left( \frac{\pi}{2} \sinh t \right) + \frac{a + b}{2},
\]
where
\[
\{\phi_{DE}'(t)\} = \frac{b - a}{2} \frac{\pi \cosh(t)}{\cosh^2 \left( \frac{\pi}{2} \sinh(t) \right)}.
\]

**Theorem 2.** [50] Let $f \in L_\alpha(\phi_{DE}(D_d))$ and $0 < d < \frac{\pi}{2}$ then
\[
h = \frac{1}{N} \log \left( \frac{2dN}{\alpha} \right),
\]
for constant value $W$ which is independent from $N$ we get

$$\left| \int_a^b f(s)ds - h \sum_{k=-N}^N f(\phi^{DE}(kh)) \left( \phi^{DE} \right)'(kh) \right| \leq W \exp\left( \frac{-2\pi dN}{\log\left( \frac{2dN}{\alpha} \right)} \right),$$

(19)

where $N$ is a positive integer.

**Remark 2.** Assume that $I$ is the exact solution and $I_N^{DE}$ is the approximate solution obtained from DE-Sinc integration rule, then

$$\left| I - I_N^{DE} \right| = O\left( \exp\left( \frac{-2\pi dN}{\log\left( \frac{2dN}{\alpha} \right)} \right) \right).$$

### 2.2. CESTAC Method and the CADNA Library

In this section, we describe the CESTAC method and the CADNA library [31,32]. Moreover, the general algorithm of the CESTAC method is presented. The CADNA codes of the Sinc integration rule for SE and DE precisions are presented in Appendix A. Some advantages of the CESTAC method and the CADNA library over other methods based on the FPA are illustrated. Moreover, the main theorems are proved to guarantee the obtained results based on the SA. These theorems show that the NCSDs for $I_N$, $I_{N+1}$ are almost equal to the NCSDs between $I$, $I_N$ in both SE and DE cases. Thus we will be able to apply condition (6) instead of (5).

Let $A$ be the set of represented values produced by computer. Then based on the computer arithmetic for $G \in A$ we can produce $g \in \mathbb{R}$ with $\rho$ mantissa bits as

$$G = g - n_1 2^{-\rho} n_2,$$

(20)

where $n_1$ is sign, $2^{-\rho} n_2$ is the missing segment of the mantissa and $z$ is the binary exponent such that for $\rho = 24, 53$ we can find the results with single and double precisions [26–30].

Let the casual variable $n_2$ be the uniformly distributed on $[-1, 1]$. Then for perturbed values of the last mantissa bit of $g$, the mean ($\mu$) and the standard deviation ($\sigma$) can be obtained for results of $G$. For $m$ times repeating the process we will have the quasi Gaussian distribution for $G_k, k = 1, ..., m$ and the mean of these values will be equal to $g$. Thus we will be able to find the NCSDs $G$ and $G_{ave}$ as follows

$$C_{Gave} = \log_{10} \frac{\sqrt{m|G_{ave}|}}{\tau_{\delta} \sigma}$$

where $\tau_\delta$ is the value of $T$ distribution and $1 - \delta$ is the confidence distance with $m - 1$ degree of freedom [28–30].

For applying the CESTAC method we do not need to implement the method directly. If we write the CADNA codes, this library can implement the CESTAC method on the problem to validate the numerical results. We should write the CADNA codes applying C, C++, FORTRAN or ADA codes. Moreover, we should run the library on the LINUX operating system [31,33]. Applying this method, we have some important advantages as:

- The termination criterion (5) which is based on the FPA, depends on the existence of the exact solution. But in the CESTAC method we do not need to have the exact solution. The termination criterion of the CESTAC method depends on two successive approximations.
- In the FPA, stopping condition (5) depends on the value $\epsilon$, but in the CESTAC method we do not have this parameter.
- In the FPA, since we do not know the optimal $\epsilon$, so for large values we will produce extra iterations. But in the CESTAC method we can avoid producing the extra iterations.
• In the CESTAC method, we can produce the informatical zero sign @.0 to show the
  NCSDs, but in the FPA we do not have this ability.
• In the CESTAC method, we can find the optimal approximation, the optimal error
  and the optimal step of numerical procedure, but in the FPA we can not find them.
• In the CESTAC method, we can show some of numerical instabilities but in the FPA
  we can not show them.

Thus, generally we can recommend the SA, the CESTAC method and the CADNA
library instead of the FPA to find the approximate solution of the numerical methods and
validate the results.

In sequel, two main theorems for SE and DE precisions of the Sinc integration rule
are proved. Using these theorems, we can show that the NCSDs of \( I \) and \( I_N \) are almost
equal to the NCSDs of \( I_N \) and \( I_{N+1} \) in both SE and DE cases. Thus, these theorems can
support us analytically to apply condition (6) instead of the FPA’s condition (5). At first the
following definition is presented:

**Definition 2.** [29,30] The number of significant digits for two real numbers \( p_1, p_2 \) can be computed
as follows

1. for \( p_1 \neq p_2 
   \[ C_{p_1,p_2} = \log_{10} \left| \frac{p_1 + p_2}{2(p_1 - p_2)} \right| = \log_{10} \left| \frac{p_1}{p_1 - p_2} - \frac{1}{2} \right| \] 
   \tag{21}

2. \( \forall p_1 \in \mathbb{R}, C_{p_1,p_1} = +\infty. \)

**Theorem 3.** For the exact solution \( I \) and the \( N \)-th order approximate solution \( I_{SE}^N \) which is obtained
from SE Sinc integration rule (15) we have

\[ C_{I_{SE}^N,I} - C_{I_{SE}^N,I_{SE}^{N+1}} = \mathcal{O}\left(\exp\left(-\sqrt{\pi d a N}\right)\right). \] 
\tag{22}

**Proof.** For two successive approximations \( I_{SE}^N \) and \( I_{SE}^{N+1} \) we can write
\( I_{SE}^N - I_{SE}^{N+1} = I^N - I_{SE}^N - I - (I_{SE}^{N+1} - I) = E^N_{SE} - E_{SE}^{N+1}. \) Using Remark 1, we can write

\[ \mathcal{O}\left( E^N_{SE} - E_{SE}^{N+1} \right) = \mathcal{O}\left( E^N_{SE} - E_{SE}^{N} \right) = \mathcal{O}\left( \exp\left(-\sqrt{\pi d a N}\right)\right) + \mathcal{O}\left( \exp\left(-\sqrt{\pi d a (N+1)}\right)\right) \]

\[ = \mathcal{O}\left( \exp\left(-\sqrt{\pi d a N}\right)\right). \] 
\tag{23}

Based on Definition 2, for \( I_{SE}^N \) and \( I_{SE}^{N+1} \) we get

\[ C_{I_{SE}^N,I_{SE}^{N+1}} = \log_{10} \left| \frac{I_{SE}^N + I_{SE}^{N+1}}{2(I_{SE}^N - I_{SE}^{N+1})} \right| = \log_{10} \left| \frac{I_{SE}^N}{I_{SE}^N - I_{SE}^{N+1}} - \frac{1}{2} \right| \]

\[ = \log_{10} \left| \frac{I_{SE}^N}{I_{SE}^N - I_{SE}^{N+1}} \right| + \log_{10} \left| 1 - \frac{1}{2I_{SE}^N}\left( I_{SE}^N - I_{SE}^{N+1} \right) \right| \]

\[ = \log_{10} \left| \frac{I_{SE}^N}{I_{SE}^N - I_{SE}^{N+1}} \right| + \mathcal{O}\left( I_{SE}^N - I_{SE}^{N+1} \right). \]

Thus using Equation (23) we can write

\[ C_{I_{SE}^N,I_{SE}^{N+1}} = \log_{10} \left| \frac{I_{SE}^N}{I_{SE}^N - I_{SE}^{N+1}} \right| + \mathcal{O}\left( \exp\left(-\sqrt{\pi d a N}\right)\right), \] 
\tag{24}
Moreover, the NCSDs for exact and approximate solutions $I$ and $I_{SE}^{N}$ can be defined as follows

$$C_{I_{SE}^{N}, I} = \log_{10} \left| \frac{I_{SE}^{N} + I}{2(I_{SE}^{N} - I)} \right| = \log_{10} \left| \frac{I_{SE}^{N}}{I_{SE}^{N} - I} \right| = \log_{10} \left| \frac{I_{SE}^{N}}{I_{SE}^{N} - I} \right| + O(I_{SE}^{N} - I)$$

(25)

$$= \log_{10} \left| \frac{I_{SE}^{N}}{I_{SE}^{N} - I} \right| + O\left( \exp\left( -\sqrt{\pi dN} \right) \right).$$

Applying Equations (24) and (25) yields

$$C_{I_{SE}^{N}, I} - C_{I_{SE}^{N}, I_{SE}^{N+1}} = \log_{10} \left| \frac{I_{SE}^{N} - I_{SE}^{N+1}}{I_{SE}^{N} - I} \right| - \log_{10} \left| \frac{I_{SE}^{N} - I_{SE}^{N+1}}{I_{SE}^{N} - I} \right| + O\left( \exp\left( -\sqrt{\pi dN} \right) \right)$$

$$= \log_{10} \left| \frac{\exp\left( -\sqrt{\pi dN} \right)}{1} \right| + O\left( \exp\left( -\sqrt{\pi dN} \right) \right)$$

$$= \log_{10} \left| \frac{\exp\left( -\sqrt{\pi dN} \right)}{1} \right| + O\left( \exp\left( -\sqrt{\pi dN} \right) \right)$$

and therefore we can write

$$C_{I_{SE}^{N}, I} - C_{I_{SE}^{N}, I_{SE}^{N+1}} = O\left( \exp\left( -\sqrt{\pi dN} \right) \right),$$

for $N$ enough large the right hand side approaches to zero and

$$C_{I_{SE}^{N}, I} = C_{I_{SE}^{N}, I_{SE}^{N+1}}.$$

Proof. Applying Definition 2 and Remark 2 we can write
We know that when $N \to \infty$, then $\frac{I_{N+1}^{DE} - I}{I - I_{N}^{DE}} \to 0$ and we have

$$C_{I_{N}^{DE}, I_{N+1}^{DE}} = C_{I_{N}^{DE}, I} + \mathcal{O}\left(\exp\left(-\frac{2\pi d N}{\log\left(\frac{2d N}{a}\right)}\right)\right).$$
Also for $N$ enough large $O\left(\exp\left(\frac{-2\pi d N}{\log(2dN)}\right)\right)$ approaches zero and we have

$$C_{I_{N+1}^{DE}} = C_{I_{N}^{DE}}.$$

\[\Box\]

Theorems 3 and 4 show that the NCSDs for exact value $I$ and the approximate value $I_N$ are almost equal to the NCSDs of two successive approximations $I_N$ and $I_{N+1}$ for SE and DE Sinc integration rules. Thus, these theorems can support us to apply the SA and the CESTAC method and specially the termination criterion (6) instead of the FPA and the stopping condition (5).

3. Numerical Results

In order to show the efficiency of the presented method and the CADNA library, the RO system is illustrated. Both conditions (5) and (6) are investigated. Applying the CESTAC method and the CADNA library, the optimal iterations, optimal approximations and optimal errors are obtained. Moreover, we find the numerical results based on the FPA for $\varepsilon = 10^{-5}$ and moreover, the number of iterations for different values of $\varepsilon$ are shown. Clearly, we can see that the numerical results based on the double exponential decay are more accurate than the single form. Moreover, its numerical algorithm is stopped faster than the SE. The following Algorithm 1 is presented for the SE Sinc integration rule. For DE case, it would be the same and we should change the functions.

**Algorithm 1** The algorithm of the SE Sinc integration rule based on the CESTAC method.

Step 1: Put $N = 1$;
Step 2: Enter $\phi_{SE}(s)$ and $\{\phi_{SE}\}'(s)$;
Step 3: Enter $a, b$;
Step 4: Do:
\{ 
Step 4-1: Let $h = \sqrt{\frac{2d}{\pi N}}$;
Step 4-2: Find $\sum_{k=-N}^{N} f(\phi(kh))\phi'(Kh)$;
Step 4-3: Calculate $h \sum_{k=-N}^{N} f(\phi(kh))\phi'(Kh)$;
Step 4-4: Print $N, I_N, |I_{N+1} - I_N|$ and $|I - I_N|$;
Step 4-5: $N = N + 1$;
\} while $|I_{N+1}^SE - I_N| \neq @.0$.

In order to evaluate $I$, we consider interval $[0, m]$ where $m$ is a number enough large such that $|\int_{m}^{\infty} e^{-v^3} dv| = @.0$ which means that this value has no any significant digits [32,34]. By choosing $m = 10$, we have:

$$Q = \int_{0}^{10} e^{-v^3} dv = 0.4513726464754668 \ldots$$

Tables 1 and 2 show the numerical results based on the FPA for $\varepsilon = 10^{-5}$. In Table 1, the results are obtained for SE Sinc integration rule and the algorithm is stopped at step $N = 120$ with error $|I_{N+1} - I| = 0.00000969143882900703$ but in Table 2 which is based on the DE integration rule the algorithm is stopped in $N = 17$ with absolute error $0.00000157829975971913$ with same value of $\varepsilon$. In Tables 3 and 4, the number of iterations for different values of $\varepsilon$ are demonstrated in SE and DE cases based on the FPA. Clearly, we can see that for large values of $\varepsilon$ we have so many numbers of iterations...
and for large values of $\varepsilon$, the algorithm can be stopped without producing the accurate numerical results. Thus, instead of the FPA we apply the SA and the CESTAC method which numerical results are presented in Tables 5 and 6. Using these results we can find the optimal approximations, optimal errors and optimal iterations for both SE and DE cases. In Table 5, the results are obtained for the SE Sinc integration rule using the CESATC method and the CADNA library. So the optimal iteration of the SE Sinc integration rule for solving the RO is $N_{opt}^{SE} = 545$, the optimal approximation is $I_{N_{opt}}^{SE} = 0.451372646475192E + 000$ and the optimal error is $E_{N_{opt}}^{SE} = 0.27E − 012$. Moreover, the results of the SE integration rule are shown in Table 6. Based on this table, the optimal step is $N_{opt}^{DE} = 78$, the optimal approximation is $I_{N_{opt}}^{DE} = 0.451372646475444E + 000$ and the optimal error is $E_{N_{opt}}^{DE} = 0.2E − 013$. Thus, we have not only more accurate solution in the DE integration rule but also we can obtain the numerical results faster than the SE case. The informative zero $@.0$, shows that we have equal values of the NCSDs between exact and approximate solutions and two successive approximations.

Finally, the optimal solution of the RO model can be obtained based on the DE Sinc integration rule as follows

$$\Phi(x,0) = 1.5361171751\left(\frac{a}{D}\right)^{\frac{1}{3}} x^{\frac{1}{3}} + 1,$$

where it is a mathematical formula to forecast the condensation of salt solutions in semi-penetrable covers in the RO model.

Table 1. The numerical results of the reverse osmosis (RO) system using the single exponential (SE)-Sinc integration rule for $\varepsilon = 10^{-5}$ based on the floating point arithmetic (FPA).

| $N$ | $I_{N+1}$ | $|I_{N+1} - I|$ |
|-----|-----------|-----------------|
| 1   | 0.00000000000000084180 | 0.4513726464754598839 |
| 2   | 0.00000000712430431113 | 0.4513726393511625079 |
| 3   | 0.00001074160118302896 | 0.4513619048742837924 |
| 4   | 0.000052187367223941405 | 0.450850728032738424 |
| 5   | 0.00473085615864523180 | 0.4466417903168216074 |
| ... | ... | ... |
| 70  | 0.45101402541193652551 | 0.00035862106353029555 |
| 71  | 0.45104253498224569131 | 0.0003301184304112974 |
| 72  | 0.45106860700963080646 | 0.0003040396583601460 |
| 73  | 0.45109246480836207027 | 0.00028018166710475079 |
| 74  | 0.45111431073052332685 | 0.0002583357494349421 |
| 75  | 0.451134326595979080 | 0.00023831987948891298 |
| ... | ... | ... |
| 115 | 0.4513592669096436283 | 0.00001337956550245822 |
| 116 | 0.4513601094617547733 | 0.00001253701371234737 |
| 117 | 0.45136089571120602271 | 0.00001175076426079635 |
| 118 | 0.45136162963572618034 | 0.00001101683974064072 |
| 119 | 0.45136231494700762568 | 0.00001033152845919538 |
| 120 | 0.45136295503663781403 | 0.00000969143882900703 |
Table 2. The numerical results of the RO system using the double exponential (DE)-Sinc integration rule for $\varepsilon = 10^{-5}$ based on the FPA.

| $N$ | $I_{N+1}$ | $|I_{N+1} - I|$ |
|-----|-----------|----------------|
| 1   | 0.07487258647363877195 | 0.52624523294910563465 |
| 2   | 0.00604724948428521803 | 0.4574198959975202088 |
| 3   | 0.00000000000000000000 | 0.45137264647546682106 |
| 4   | 0.00000000000000100272 | 0.45137264647546582186 |
| 5   | 0.0012477017944717656 | 0.45012487629601966033 |
| 6   | 0.14716039370480357706 | 0.30421225277066321624 |
| 7   | 0.34228190723429141595 | 0.1090973924115740511 |
| 8   | 0.41727734472368883083 | 0.0340959317517779023 |
| 9   | 0.44076103702481461699 | 0.01061160945065520407 |
| 10  | 0.448033266000577137389 | 0.0033394104665471717 |
| 11  | 0.450299772397471108900 | 0.00107387268075573206 |
| 12  | 0.45099954624672036707 | 0.00037359221074645399 |
| 13  | 0.45121262680892160191 | 0.00016000966656521915 |
| 14  | 0.45128676728067509140 | 0.0008388365479172966 |
| 15  | 0.45132626577120954492 | 0.00004638070425727614 |
| 16  | 0.4513551114020285764 | 0.0000157829975791913 |
| 17  | 0.45137422477522654019 | 0.00000157829975971913 |

Table 3. The number of iterations for different values of $\varepsilon$ using the SE-Sinc integration rule for solving the RO system based on the FPA.

| $\varepsilon$ | Small Values | $\varepsilon = 10^{-5}$ | $\varepsilon = 10^{-3}$ | $\varepsilon = 10^{-1}$ | $\varepsilon = 0.5$ | Large Values |
|----------------|--------------|------------------------|------------------------|------------------------|------------------------|--------------|
| $N$            | $>> 120$     | 120                    | 59                     | 18                     | 1                      | 1            |

Table 4. The number of iterations for different values of $\varepsilon$ using the DE-Sinc integration rule for solving the RO system based on the FPA.

| $\varepsilon$ | Small Values | $\varepsilon = 10^{-5}$ | $\varepsilon = 10^{-3}$ | $\varepsilon = 10^{-1}$ | $\varepsilon = 0.5$ | Large Values |
|----------------|--------------|------------------------|------------------------|------------------------|------------------------|--------------|
| $N$            | $>> 17$      | 17                     | 12                     | 8                      | 2                      | 1            |
Table 5. The numerical results of the SE-Sinc integration rule to approximate the RO system based on the stochastic arithmetic (SA) and the CESTAC method using the CADNA library.

| N   | $I_{N+1}$          | $|I_{N+1} - I_N|$ | $|I_{N+1} - I|$         |
|-----|--------------------|------------------|------------------------|
| 1   | $0.84180 \times 10^{-15}$ | $0.84180 \times 10^{-15}$ | $0.451372646475465$ |
| 2   | $0.31243 \times 10^{-8}$   | $0.31243 \times 10^{-8}$   | $0.4513726393511$     |
| 3   | $1.0741 \times 10^{-4}$    | $1.0734 \times 10^{-4}$    | $0.4513619048$        |
| 4   | $0.52187 \times 10^{-3}$   | $0.51113 \times 10^{-3}$   | $0.45058077$          |
| 5   | $0.43706 \times 10^{-2}$   | $0.420898 \times 10^{-2}$  | $0.44664178$          |
| 6   | $0.176690 \times 10^{-1}$  | $0.129381 \times 10^{-1}$  | $0.4337036$           |
| 7   | $0.411022 \times 10^{-1}$  | $0.234332 \times 10^{-1}$  | $0.4102703$           |
| 8   | $0.730929 \times 10^{-1}$  | $0.319007 \times 10^{-1}$  | $0.378279$            |
| 9   | $0.110007$               | $0.369143 \times 10^{-1}$  | $0.341365$            |
| 10  | $0.148336$               | $0.383293 \times 10^{-1}$  | $0.303036$            |
| 535 | $0.45137264475095$       | $0.1 \times 10^{-13}$      | $0.37 \times 10^{-12}$ |
| 536 | $0.4513726447507107$     | $0.1 \times 10^{-13}$      | $0.359 \times 10^{-12}$ |
| 537 | $0.4513726447511717$     | $0.1 \times 10^{-13}$      | $0.349 \times 10^{-12}$ |
| 538 | $0.4513726447512727$     | $0.1 \times 10^{-13}$      | $0.33 \times 10^{-12}$ |
| 539 | $0.4513726447513838$     | $0.1 \times 10^{-13}$      | $0.328 \times 10^{-12}$ |
| 540 | $0.4513726447514848$     | $0.1 \times 10^{-13}$      | $0.3184 \times 10^{-12}$ |
| 541 | $0.4513726447515757$     | $0.9 \times 10^{-14}$      | $0.299 \times 10^{-12}$ |
| 542 | $0.4513726447516666$     | $0.9 \times 10^{-14}$      | $0.290 \times 10^{-12}$ |
| 543 | $0.4513726447517676$     | $0.9 \times 10^{-14}$      | $0.28 \times 10^{-12}$  |
| 544 | $0.4513726447518787$     | $0.8 \times 10^{-14}$      | $0.27 \times 10^{-12}$  |

Table 6. The numerical results of the DE-Sinc integration rule to approximate the RO system based on the SA and the CESTAC method using the CADNA library.

| N   | $I_{N+1}$          | $|I_{N+1} - I_N|$ | $|I_{N+1} - I|$         |
|-----|--------------------|------------------|------------------------|
| 1   | $-0.74827505235097 \times 10^{-1}$ | $0.74872505235097 \times 10^{-1}$ | $0.5262451517056$ |
| 2   | $-0.60427553493399 \times 10^{-2}$ | $0.6685229850163 \times 10^{-1}$ | $0.457419921860400$ |
| 3   | $-0.2078711324386 \times 10^{-4}$  | $0.604727538493393 \times 10^{-2}$  | $0.45137264475466$  |
| 4   | $0.10027156021079 \times 10^{-14}$ | $0.10027156021079 \times 10^{-14}$ | $0.45137264475465$  |
| 5   | $0.124777071944717 \times 10^{-2}$ | $0.124777071944717 \times 10^{-2}$ | $0.450124876296019$ |
| 6   | $0.149716058024203$ | $0.149912810562956$ | $0.3042106533063$ |
| 7   | $0.342281852038361$ | $0.1951217129595$ | $0.10090079443710$ |
| 8   | $0.417277334723689$ | $0.7499542865327 \times 10^{-1}$ | $0.340953175177 \times 10^{-1}$ |
| 9   | $0.440761051486252$ | $0.2348371676256 \times 10^{-1}$ | $0.106115948921 \times 10^{-1}$ |
| 10  | $0.448033241254991$ | $0.72721897684392 \times 10^{-2}$ | $0.3339405220775 \times 10^{-2}$ |
| 11  | $0.450299775805271$ | $0.226653455057 \times 10^{-2}$ | $0.107287067019 \times 10^{-2}$ |
| 44  | $0.451372644708314$ | $0.131409 \times 10^{-8}$ | $0.176715 \times 10^{-8}$ |
| 45  | $0.451372644793506$ | $0.123519 \times 10^{-8}$ | $0.531960 \times 10^{-9}$ |
| 46  | $0.451372644738228$ | $0.794721 \times 10^{-9}$ | $0.262761 \times 10^{-9}$ |
| 47  | $0.451372644705781$ | $0.319353 \times 10^{-9}$ | $0.582114 \times 10^{-9}$ |
| 73  | $0.451372644755939$ | $0.57 \times 10^{-13}$ | $0.127 \times 10^{-12}$ |
| 74  | $0.45137264475333$  | $0.60 \times 10^{-13}$ | $0.66 \times 10^{-13}$ |
| 75  | $0.45137264475486$  | $0.46 \times 10^{-13}$ | $0.2 \times 10^{-13}$ |
| 76  | $0.45137264475458$  | $0.2 \times 10^{-13}$ | $0.8 \times 10^{-14}$ |
| 77  | $0.45137264475445$  | $0.1 \times 10^{-13}$ | $0.20 \times 10^{-13}$ |
| 78  | $0.45137264475444$  | $0.0 \times 10^{-13}$ | $0.2 \times 10^{-13}$ |
4. Conclusions

The RO system is one the important and applicable methods for water purification process. It can be modelized as a mathematical problem and using numerical integration methods we can find the approximate solution of the model. Thus finding the accurate and applicable method for solving the model is important. This model has been solved by some of researchers but their methods were based on the FPA and in order to show the accuracy of the method they applied the traditional absolute error that in some cases depended on the small positive value $\varepsilon$. In this study, we applied the Sinc integration rule with SE and DE precisions. Moreover, we introduced the SA and the CESTAC method to find the approximate solution of the RO system. We applied the CADNA library to implement the CESTAC method that should be run on the LINUX operating system. Using this method we can find the optimal approximation, the optimal error and the optimal iteration of the numerical procedure. We presented the numerical results for both the SA and the FPA. By studying the obtained results it is obvious that the Sinc integration rule with DE precision is more accurate and faster than the SE case.
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Appendix A

SE-Sinc integration rule:

```c
#include <stdio.h>
#include <math.h>
#include <cadna.h>

double_st phi(double_st x, double_st a, double_st b)
{
    double_st w, Pi;
    Pi = atan2(1., 1.) * 4.;
    w = ((b-a)/2)* tanh(x/2)+((b+a)/2);
    return w;
}

double_st pphi(double_st x, double_st a, double_st b)
{
    int i;
    double_st ww, Pi;
    Pi = atan2(1., 1.) * 4.;
    ww = ((1./4.)*(b-a))*((1./cosh(x/2)))*(1./cosh(x/2));
    return ww;
}
```
main()
{
    cadna_init(-1);
    double_st z,s[700],a,b,exact,Pi,d,alpha,h,SS[700];
    int n,i,j,k,r;
    a=0;b=10;
    n=1;
    Pi = atan2(1., 1.) * 4.;
    exact=0.451372646475466805648429342718;
    printf("———————————————————————————————————
    n approximate solution difference of two terms absolute error \ n");
    printf("——————————————————————————————————–
    n");
do
    h=sqrtf((Pi*d)/(alpha*n));
    SS[n]=0;
    for(i=1,r=-n;i<=2*n+1,r<= n;i++,r++)
    {
        s[i] = exp(-phi(r*h,a,b)*phi(r*h,a,b)*phi(r*h,a,b))*phi(r*h,a,b)*(pphi(r*h,a,b));
        s[i]=s[i]+s[i-1];
    }
    SS[n]=h*s[2*n+1];
    printf(" %d %s %s %s \ n",n,strp(SS[n]),strp(fabs(SS[n]-SS[n-1])),strp(fabs(exact-SS[n])));
    n=n+1;
} while(SS[n-1]-SS[n-2]! =0);
    printf("——————————————————————————————–
    n");
cadna_end();
}

DE-Sinc integration rule:
# include <stdio.h>
# include <math.h>
# include <cadna.h>

double_st phi(double_st x,double_st a,double_st b)
{
    double_st w,Pi;
    Pi = atan2(1., 1.) * 4.;
    w=((b-a)/2)* tanh((Pi/2)*sinh(x))+((b+a)/2);
    return w;
}

double_st pphi(double_st x,double_st a,double_st b)
{
    int i;
    double_st ww,Pi;
    Pi = atan2(1., 1.) * 4.;
    ww=((b-a)/2)*(((Pi/2)*cosh(x))/(cosh((Pi/2)*sinh(x)))*cosh((Pi/2)*sinh(x))));
    return ww;
}

main()
{
cadna_init(-1);
double_st z,s[300],a,b,exact,Pi,alpha,h,SS[300];
int n,i,j,k,r;
a=0;b=10;
n=1;
P1 = atan2(1., 1.) * 4.;
exact=0.451372646475466805648429342718;
printf("———————————————————————————————————-
")
printf(" n approximate solution difference of two terms absolute error \n")
printf("———————————————————————————————————-
")
do
{
h=(1./n)*log((2*d*n)/alpha);
SS[n]=0;
for(i=1,r=-n;i<=2*n+1,r<n;i++,r++)
{
s[i] = exp(-phi(r*h,a,b)*phi(r*h,a,b)*phi(r*h,a,b))*phi(r*h,a,b)*(pphi(r*h,a,b));
s[i]=s[i]+s[i-1];
}
SS[n]=h*s[2*n+1]; printf(" %d %s %s %s \n",n,strup(SS[n]),strp(fabs(SS[n]-SS[n-1])),strp(fabs(exact-SS[n])));
}
while(SS[n-1]-SS[n-2]!=0);
printf("———————————————————————————————–
")
cadna_end();
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