Abstract—The increasing penetration of renewable energy sources has been leading to the progressive phase out of synchronous generators, which constitute the main source of frequency stability for electric power systems. In the light of these changes, over the past years some power systems started to exhibit an odd frequency distribution characterised by a bimodal behavior. This results in an increased wear and tear of turbine governors and, in general, in degraded frequency performances. This is a cause of concern for grid operators, which have become increasingly interested in understanding the factors shaping frequency distribution. This paper explores the root causes of unwanted frequency distributions. The influence of some main aggregate system parameters on frequency distribution is detailed. The paper also shows that the implementation of the so-called synthetic inertia can lead to a robust unimodal frequency distribution.
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I. INTRODUCTION

In electric power systems, frequency is the most important parameter that transmission system operators (TSOs) must control and manage, trying to limit its variations within strict bounds. Several corporations, such as for example the North American Electric Reliability Corporation (NERC), prepared documents concerning the decreasing trend in frequency quality of a complex power system. They proposed some counteractions and remedies to solve this issue, e.g., new settings for traditional generators deadbands and droop gains, demand response, the introduction of load and generation aggregators, the intervention of thermostatically controlled loads [1]–[7].

There is a quite large consensus that the main reason leading to this trend is the continuous reduction of system inertia, which is primarily due to the increasing penetration of renewable energy sources (RES) and of converter-connected loads. The focus is on these components since they deliver/absorb power independently from frequency variations, thereby constituting frequency-independent generators/loads. The general indication is that the system inertia has to be restored in some way as the number of conventional synchronous generators are replaced by RES. For instance, this could be done by implementing the so-called synthetic inertia in converter-connected elements, which allows to mimic the frequency response of synchronous generators following power imbalances.

While on the one hand the factors determining the frequency behavior following a power disturbance are already well established, on the other hand the analysis of the parameters shaping power system frequency distribution due to the presence of stochastic load variations is still at an early stage of research. Frequency measurement data of power systems are publicly available [4] and often show that frequency distributes around its nominal value in a way that leads to bimodal histograms. These histograms are characterised by two frequency occurrence peaks, often located almost symmetrically around the nominal frequency value [5]–[7].

A. Contributions

We investigate and identify the reasons that lead to unwanted frequency distributions such as for example bimodal frequency histograms. This is initially done in an analytic way through a formal approach applied to a simplified, linear power system model comprising a stochastic load, which constitutes the source of power mismatches [8]. We then use a modified version of the well known IEEE 14 BUS power system as a paradigm. Detailed numerical simulations are performed to compute frequency distributions in different operating scenarios. When possible, results are compared with experimental measurements of more complex power systems.

Some considerations and guidelines on how to act on power systems to avoid a bimodal frequency distribution are proposed. These considerations take into account effects due to: dead-bands of turbine governors (TGs), automatic generation control (AGC), inertia of synchronous generators, variability and stochastic characteristics of loads and generation, elements with a power versus frequency dependence (e.g., frequency-dependent loads) and possibly synthetic inertia.

The main results we show are: (i) simply increasing or restoring inertia without considering the aggregate value of the load damping parameter can be ineffective. This is in contrast to the common belief that an increase in inertia is beneficial per se. (ii) bimodal frequency distribution histograms are due to at least two very different reasons. The former is an inappropriate procedure to aggregate frequency samples [7]. The latter is due to the adoption of ineffective deadbands, as well as of an unsuitable choice of the values of...
other system parameters, which lead to a continuous wear and tear of TGs and to poorly-controlled swings following long-term, small power imbalances. (iii) The introduction of adequate controllers in electronically-connected loads and RES generation can sensibly and beneficially modify the aggregate values of system parameters and mainly load damping and inertia. We show that this leads to very narrow unimodal frequency distributions.

B. Paper organisation

The paper is organized as follows. In Section II a stochastic load model is introduced. The statistical properties of a simplified power system model with a stochastic load are derived. Section III introduces the simulation environment that we use to describe how frequency distribution due to the presence of a stochastic load varies with the main system aggregate parameters, such as the load damping coefficient and inertia. In Section IV we show what happens when dead-bands are introduced in the transfer functions of TGs. Section V considers the impact of system inertia on frequency distribution. In Section VI a photovoltaic (PV) power plant connected to the grid through a power electronic converter implementing synthetic inertia is considered and its effect on frequency distribution is analysed. Section VII resumes the main results of this work and provides some closing remarks.

II. SIMPLIFIED MODEL OF A POWER SYSTEM WITH STOCHASTIC LOAD

Let’s assume to have a simplified and linear power system model. In such a system, we consider \( \Delta \omega \) as the deviation from 1 [pu] of the angular frequency of the center of inertia (COI). We model it through the swing equation

\[
2H \dot{\Delta} \omega = -D_L \Delta \omega - \eta(t) ,
\]

where \( H \) is the inertia of the COI and \( D_L \) is the load damping coefficient. We assume that the \( \eta(t) \) power fluctuations in the swing equation are due to a stochastic load, modeled by the linear stochastic differential equation

\[
d\eta = (\mu - \alpha \eta(t)) \, dt + b 
\]

where \( \alpha \) is known as the reciprocal of the reversal time, \( b \) governs the variance of \( \eta(t) \) and \( W_t \) is a scalar Wiener process. Equations (1) and (2) can be written in compact form as

\[
\begin{bmatrix}
    d\Delta \omega \\
    d\eta
\end{bmatrix} =
\begin{bmatrix}
    0 & \frac{1}{\mu} \\
    \frac{b}{\alpha} & \frac{1}{\alpha}
\end{bmatrix}
\begin{bmatrix}
    \Delta \omega \\
    \eta
\end{bmatrix} +
\begin{bmatrix}
    0 \\
    b
\end{bmatrix} W_t ,
\]

(3)

The above equation belongs to the general class of multi-dimensional linear stochastic equations in the form \( \dot{x} = (\mu(t) - A) x + B d W_t \)

\[
x(t_0) = x_0 ,
\]

(4)

where \( W_t \) is an \( M \)-dimensional Wiener process, \( A \in \mathbb{R}^{N \times N} \), \( B \in \mathbb{R}^{N \times M} \) are constant matrices, \( \mu(t) \) is an \( N \)-dimensional vector of time functions, and \( x_0 \) is the initial condition. Equation (4) admits the solution

\[
x(t) = e^{-A(t-t_0)} x_0 + \int_{t_0}^{t} e^{-A(t_0-s)} (\mu(s) ds + B d W_s) ,
\]

and

\[
E[x(t)] = e^{-\Lambda(t-t_0)} (E[x_0] + \int_{t_0}^{t} e^{-\Lambda(t_0-s)} \mu(s) ds) .
\]

(5)

Without loss of generality, in the following we assume \( t_0 = 0 \) and \( E[x_0] = 0 \).

The covariance matrix of \( x(t) \) is the solution of the differential equation (the \( \Sigma \) super-script means transposition).

\[
\Sigma = (A \Sigma + \Sigma A^T) + \Sigma B B^T
\]

(6)

In our analysis, we focused on (4) letting both \( \mu \) constant and \( \mu(t) = \rho \sin(\Psi t) \). In the first case, (2) models the evolution of the Ornstein-Uhlenbeck process (10), which is exponentially-autocorrelated and normally-distributed, with \( E[\eta(t)] = \nu/\rho + (\eta(0) - \nu/\rho) e^{-\omega t} \) time-varying mean and

\[
\text{Var}[\eta(t)] = \frac{\rho^2}{2\omega} (1 - e^{-2\omega t})
\]

(7)

and

\[
E[\Delta \omega] = ke^{-\frac{\rho_\omega}{\omega} t} + \frac{\rho \Psi e^{-\omega t}}{(a_2 + \Psi^2) (2H \alpha - D_L)} + \rho_c \cos(\Psi t) + \rho_s \sin(\Psi t) ,
\]

(9)

where

\[
\rho_c = \frac{\rho \Psi (2H \alpha + D_L)}{(4H^2 \Psi^2 + D_L^2) (\alpha^2 + \Psi^2)},
\]

\[
\rho_s = \frac{\rho (2H \Psi - \alpha D_L)}{(\alpha^2 + \Psi^2) (4H^2 \Psi^2 + D_L^2)}
\]

and \( k \) is chosen to guarantee that \( E[\Delta \omega(0)] = 0 \). Solving (7) the expression of the variance of \( \Delta \omega \) turns out to be

\[
\text{Var}[\Delta \omega] = \sigma^2 \left(1 - \kappa_1 e^{-\frac{\rho_\omega}{\omega} t} + \kappa_2 e^{-\frac{\rho_\omega}{2\omega} t} + \kappa_3 e^{-\omega t}\right) - \kappa_3 e^{-2\omega t} ,
\]

(10)

where

\[
\sigma = \frac{b}{\sqrt{2\omega D_L (D_L + 2H \alpha)}}
\]

(11)

and

\[
\kappa_1 = \frac{2H \alpha (D_L + 2H \alpha)}{(D_L - 2H \alpha)^2},
\]

\[
\kappa_2 = \frac{8H \alpha D_L}{(D_L - 2H \alpha)^2},
\]

\[
\kappa_3 = \frac{b^2}{2\alpha (D_L - 2H \alpha)^2}.
\]

An important aspect is that \( \mu(t) \) does not appear in (7), thus \( w(t) \) does not depend on it. Consequently, (11) is invariant w.r.t. \( \mu(t) \).

When \( t \) is sufficiently large, (9) and (10) simplify as

\[
E[\Delta \omega]_{\alpha t \gg 0} \approx \rho_c \cos(\Psi t) + \rho_s \sin(\Psi t) ,
\]

(12)
viz. a periodic function with period equal to $2\pi/\gamma$, and

$$\text{Var}[\Delta \omega]_{\alpha t > 0} \simeq \sigma^2.$$  \hspace{1cm} (13)

By observing $\sigma$ in (11), we see that it is a constant which inversely depends on the $D_L$ load damping, on the $1/\alpha$ load reversal time, and on the $H$ inertia. It is worth pointing out that the $H$ inertia is multiplied by $\alpha$ at the denominator of $\sigma$ and then by $D_L$. This means that the smaller $D_L$, the lower the effectiveness of inertia in limiting frequency deviations. This is somewhat surprising and in contrast to the common idea that an increment of the overall system inertia is beneficial, regardless of the value of other aggregate system parameters. We will consider this matter in further detail in the following.

Another aspect is that $D_L$ adds to $2H\alpha$ and it is thus deemed to play a significant role in limiting frequency variations. In the light of this, $D_L$ could be increased by exploiting thermostatically controlled loads that link load variations to the absorbed power [11]–[15], as well as load damping and synthetic inertia, which require a suitable implementation of RES generation and storage systems [16]–[18].

We pay now some more attention on $\sigma$. As $D_L$ tends to 0, $\sigma$ increases, i.e., the distribution of $\Delta \omega$ around 0 flattens and extends. Thus, as shown in the following, the reduction of $D_L$ leads to an increased probability of crossing the dead-bands implemented in TGs.

The variance of $\Delta \omega$, in the extreme case when $D_L = 0$, is

$$\text{Var} [\Delta \omega]_{D_L = 0} = -\frac{b^2}{4H^2\alpha^2} \left[ t + \frac{1}{\alpha} \left( 2e^{-\alpha t} - \frac{1}{2} e^{-2\alpha t} - \frac{3}{2} \right) \right].$$

This expression clearly shows that $\text{Var} [\Delta \omega]_{D_L = 0}$ increases with time. As a consequence, the probability that dead-bands are crossed increases with time too. When $t$ is sufficiently large so that $\alpha t$ is far larger than 0, the two exponential terms in (14) are practically 0 and

$$\text{Var} [\Delta \omega]_{D_L = 0, \alpha t > 0} \simeq -\frac{b^2}{4H^2\alpha^2} \left( t - \frac{3}{2\alpha} \right).$$

This means that, at least in the simplified model of the power system, if $D_L = 0$, by acting on the system inertia alone, the frequency is likely to trespass the bounds of the TGs. This is the first relevant result of the paper.

III. NUMERICAL SIMULATION SETUP

The simplified model described by [3] may only grab the main features of a complex non-linear power system model. Thus, we resort to numerical simulations and elect the well known IEEE 14 BUS power system to the role of our benchmark. It is extended with several additions, that are used in different ways and scenarios depending on the factors shaping frequency deviations that we want to highlight.

- Each of the two generating units of the IEEE 14 BUS power system is equipped with a TG, whose control scheme is modified by including a dead-band block (see Fig. 1). Dead-bands are enabled/disabled according to the specific features that simulations aim at highlighting. As is well known, dead-bands are implemented to prevent them from relentlessly operating even following small power variations. In principle, this insertion should not degrade the almost-Gaussian distribution of frequency around the nominal value.
- An additional stochastic load is connected to BUS13.

It is modeled as [8]

$$p_D(t) = \eta(t) P_{L0} \left( \frac{|v(t)|}{V_0} \right)^\gamma,$$

where $P_{L0}$ is the nominal active power of the load, $V_0$ is the load voltage rating, $v(t)$ is the bus voltage at which the load is connected, $\gamma$ governs the dependence of the load on bus voltage [19]. Load active power is ruled by the Ornstein-Uhlenbeck’s process in (2) with $\eta(0) = 0$, $\alpha = 0.5$, $b = 1$, $\mu = 0$ [8]. This choice leads to a stochastic load that on average does not absorb active power. The purpose of this set-up to stimulate the power system and its controllers with a continuous active power disturbance. Two different values of $P_{L0}$, namely 1 MW and 10 MW, are considered.
- The conventional load of the IEEE 14 BUS system connected at BUS13, which has $P_{D0} = 14.9$ MW nominal, is replaced by the daily time-varying load

$$p_D(t) = P_{D0} (1 + \Delta p_D(t)) \left( \frac{|v(t)|}{V_0} \right)^\gamma,$$

where

$$\Delta p_D(t) = -0.12 \sin \left( \frac{t}{24 \times 3600} \right) \text{[pu]}.$$  \hspace{1cm} (16)

In the conventional IEEE 14 BUS without dead-bands, the addition of this daily time-varying load causes the corresponding slow intervention of the TGs to balance the power mismatch. Frequency deviates from its nominal value of a very small amount due to the overall low power variation of the drifting load. As shown in the following, the effect of this drifting load on frequency distribution significantly changes when dead-bands are introduced.
- To compensate the slowly daily drifting power, we introduce a simple AGC model as described in [6]. The AGC of generator G2 in the IEEE 14 BUS test system is driven by a simple AGC described by the equation

$$\dot{\omega}_{\text{agc}} = k_{\text{agc}} (1 - \omega_{\text{agc}}).$$

In our implementation $\omega_{\text{agc}}$ is the angular frequency of the COI and the AGC output $P_{\text{agc}}$ drives the $d_p$ terminal of the summation block of the TG schematic shown in Fig. 1.

The choice of adequate AGC parameters and TGs deadbands to avoid wear and tear may be a difficult task [5]. In any case, regardless of dead-bands, the action of the AGC

1. Typically, the $\alpha$ parameter ranges from $1/20$ to $1/2$ [7], [8].
2. A similar version of power drifting was already used in [6].

Fig. 1. Schematic of a TG with dead-band. The value $d_p$ corresponds to the frequency threshold above which the TG modifies the generator power output.
should be very slow and immune from fast frequency fluctuations due to stochastic loads with relatively short reversal time as in our case.

In every simulated scenario we always performed an eigenvalue analysis after the computation of the power-flow solution to assess whether the modified system remained stable in spite of the additions above [19]–[21].

We also assume that the modified IEEE 14 BUS power system is ergodic, stationary or cyclo-stationary. The Ornstein-Uhlenbeck’s process can be assumed stationary or cyclo-stationary if we consider its behavior for $\alpha t \gg 0$, as we do in all scenarios. Ergodicity allows us to substitute a set of relatively short time-domain simulations with a single long lasting time-domain simulation to derive statistical properties.

In the various scenarios we simulate the IEEE 14 BUS power system for at least 24 hours after a sufficiently large set-up time interval. We pick a frequency sample every 1s, thereby collecting $3600 \times 24 = 86400$ samples of the frequency variations of the rotor speed of synchronous generators. Such samples are organised in histograms.

### IV. FREQUENCY DEVIATIONS

To have a reference scenario for frequency deviations and to allow further easy comparisons, we firstly simulate the nominal IEEE 14 BUS system by adding the stochastic load only. The histogram of frequency deviations obtained in that case is reported in Fig. 2 [\textcircled{a}]. The continuous intervention of the TGs regulating the mechanical power from the prime movers that drive the two synchronous generators keeps frequency well inside the dead-bands, whose thresholds are identified by vertical red dashed lines in Fig. 2. The result is excellent also due to the modest variance of the stochastic load. The frequency deviations with $PL_0 = 10 \text{MW}$ are still limited and are thus not reported.

#### A. TG with dead-bands

As it is well known, dead-bands are inserted in the controllers of TGs to limit their wear and tear. We thus set up a new scenario that adds dead-bands to TGs by setting $d_{za} = 720 \times 10^{-6}$ [pu] (36 mHz) in the block shown in the schematic of Fig. 1. This value is compliant with the standards in [22]. We simulate the power system for 24 hours and also in this scenario almost all of frequency deviation occurrences lay inside the dead-band (see the \textcircled{b} histogram in Fig. 2).

An interesting result is the \textcircled{c} histogram shown in Fig. 2. It is obtained with dead-bands and with $DL_0 = 0$, i.e., by fictitiously assuming no dependence of the load power from frequency as if, for example, each induction motor were equipped with an electronic controller that decouples it from the grid. We see an almost flat portion of the histogram inside the dead-band as predicted by (13) and (14). There is a modest increase of occurrences just outside the dead-band where the power fluctuations activate the TGs. When frequency exceeds the dead-band, TGs activate and pull frequency back. We recall that the power-flow solution in normal operating conditions gives a total active power absorbed by loads equal to 259 MW. When we set $PL_0 = 1 \text{MW}$, this value is about 0.4% of the total active load power. This power variation, albeit small, leads to frequency fluctuations that are sufficiently large to trigger the intervention of TGs. Since we use the low-pass filtered white Gaussian source with variance given by $\sigma^2$ (recall that we set $b = 1$ and $\alpha = 0.5$) we tested the stability of the IEEE 14 BUS power system with a maximum power variation of $\pm 5PL_0 = \pm 50 \text{MW}$. This corresponds to the erf $\left( \frac{5}{\sqrt{2}} \right) \approx 1 - 5.7330 \times 10^{-7}$ expected fraction of the generated samples that fall inside the $\pm 5PL_0$ interval. Our expectation is that the IEEE 14 BUS power system almost always works in a stable condition.

The first consideration about the \textcircled{c} histogram is that the complete elimination of any dependence of the power from frequency, i.e., the setting of $DL_0 = 0$, defeats the purpose of inserting dead-bands to limit wear and tear of TGs. As anticipated, we stress that an unaware and independent selection of the dead-band settings from the aggregate $DL_0$ value of a power system might be useless.

The second consideration is that frequency distribution greatly deteriorates. We see that the shape of the histogram largely differs from a Gaussian one. Coherently with (13), we state that frequency deterioration can not be effectively compensated by acting on the $H$ inertia of the system if $DL_0$ is too low. This deterioration further aggravates as the stochastic load variation increases. To enforce this statement, we repeat the last simulation with a higher $PL_0$ value ($10 \text{MW}$), corresponding to about 4% of the total nominal load power. We expect larger occurrences of frequency deviations outside the dead-bands and mainly more interventions of TGs. The frequency histogram corresponding to this scenario is reported in Fig. 3 [\textcircled{d}]. It highlights the presence of a bimodal frequency distribution [6], characterised by two symmetric peaks of frequency occurrences located just outside the dead-bands, where TGs start to counteract frequency deviations. Such occurrences increase with the variance of the stochastic load. Therefore, an adequately large variance might result in bimodal frequency histograms even if $DL_0 \gg 0$.

#### B. Bimodal histograms

In computing the results of previous scenarios we have assumed that dead-bands equally extends from the 60 Hz...
Fig. 3. a) histogram: \(d_{za} = 36 \text{ mHz}, D_{L} = 0\) and \(P_{L0} = 10 \text{ MW}\). b) histogram: \(D_{L} = 2.0, d_{za} = 100 \text{ mHz} \) \(P_{L0} = 1 \text{ MW}\), power drifting is introduced (see Eq. (16)). The a) and b) histograms are bimodal. The c) histogram refers the the same scenario of the e) one but with the introduction of the AGC \((k_{agc} = 0.01)\) that drives the TG of the G2 generator and with \(d_{za} = 36 \text{ mHz}\). Vertical lines mark the extension of the dead-band corresponding to the a) and c) histograms.

We underline that the a) and e) histograms are obtained in two different scenarios. In the former we have a too low (i.e., \(D_{L} = 0\)) load damping and in the latter we have a poorly managed, slow varying power imbalance. Although the power systems characteristics and setups of the two scenarios are very different, they both result in bimodal histograms.

C. Bimodal frequency histograms of the Great Britain’s grid

Let us now consider a real situation, namely the frequency histogram of the Great Britain grid displayed from data recorded along June 2018. Also in this case the frequency samples were picked every 1s as in our simulations. The related histogram is depicted in Fig. 5. It refers to the entire month of June. It can be clearly seen that it has a bimodal shape. Our rhetorical question is: “Which kind of bimodal histogram is it?” Better said: “Is it of type a) (too small \(D_{L}\)) or e) (inadequately handled daily power imbalance)?” The answer comes if we observe the hourly frequency histograms of the Great Britain grid for example in June 1st, 2018. Analogous results are obtained by considering other days. Each hourly histogram seems unimodal and none of them clearly shows an actual bimodal shape. The histograms shown in Fig. 6 highlight that there is a daily frequency drift possibly due to a mismatch of power demand and planned generation not adequately corrected by AGCs and that there is some sort of dead-band (i.e., \(100 \text{ mHz}\), corresponding to the same dead-band setting adopted in the e) histogram of Fig. 3) that keeps primary frequency regulation inside the dead-bands. The shapes of the hourly and daily histograms suggest that there may be an adequate level of load damping \((D_{L})\) introduced by frequency dependent loads.
Fig. 6. Frequency histograms of the Great Britain grid, June 1st, 2018. Histograms display occurrences of frequency deviations on an hourly basis. The histogram in the lower-right corner considers the samples of the entire day.

In the monthly histogram of Fig. 5 there is an excess of occurrences due to a lack of power production with respect to power demand that leads to the asymmetry of the two peaks below and above 50 Hz. The number of occurrences below 50 Hz exceeds those above. We are aware that our statements are a long shot at best, since we do not have detailed information about the characteristics of the Great Britain grid. However we dare say that monthly frequency samples aggregates may not constitute a valid indicator of the true nature (i.e., unimodal or bimodal) of power system frequency. Thus, conclusions drawn “tout court” from them could be misguided. For instance, in the case of Great Britain’s grid, a seemingly bimodal monthly frequency histogram could be due to the sum of unimodal hourly histograms collected in a power system prone to a daily frequency drift.

The correct aggregation window for frequency samples depends on power system characteristics. In our scenarios an hourly window should be adequate, since it is a time interval large enough with respect to typical power system time constants to collect a sufficient number of samples (ergodic process), but short enough compared to the slow drifting load dynamics. The same seems true for the Great Britain’s case.

D. Automatic generation control

The frequency drifting caused by the daily variation of the load/generation imbalances can be compensated by a well designed AGC. In order to address this issue, we insert in the IEEE 14 BUS power system the simple AGC model described in Section III. The transfer function of the AGC is made up of a single pole in the frequency origin. Its gain has to be set so that it counteracts the hourly frequency variation caused by the deterministic drifting load, while practically filtering out the fast fluctuations due to the stochastic load.

We repeat the simulation of the scenario with the daily variable load but with narrower dead-bands. The result obtained by simulating this scenario with the $D_L = 2.0$, $d_{adm} = 36$ mHz and $P_L0 = 1$ MW parameters is given by the $f$ histogram depicted in Fig. 3. It is immediate to appreciate that the AGC largely compensates for the deterministic power drift. The $f$ histogram is completely different from the other two in the same figure and resembles the shape of a Gaussian probability density function that adequately lays inside the dead-band.

This result has suggested our comments on the daily histograms of the Great Britain’s grid, i.e., that there may be a poor compensation of even small power imbalances which leads to a bimodal monthly frequency histogram.

V. INERTIA

In presenting the frequency histograms obtained in the scenarios considered so far, we have not explicitly paid attention to the system inertia. Better said, we kept fixed the $H$ inertia
parameter of all the synchronous generators and compensators of the IEEE 14 BUS power system.

In [7] it is stated that the main factors influencing frequency distribution are load damping and TG dead-bands, while the inertia is reputed to have a minimal impact. Actually, according to (11), inertia positively influences frequency deviations, i.e., the denominator is greater than 1 and $\sigma < b$, if $H \gg (1-2aL) / (4a^2 D_L)$. We remark that if $D_L^2$ is sufficiently large the right hand side of the inequality becomes negative. This means that $H$ has a marginal role in limiting frequency deviations. Once more we underline that $D_L$ must assume adequate values with a proper level of $H$, otherwise the Gaussian shape of the probability density function flattens as highlighted by the simulated scenarios of Section [IV]. This clearly indicates that if the inertia of a power system decreases to due to a higher penetration of RES-fuelled converter-connected generation (and converter-connected loads), the frequency deviation can be still kept small if the value of $D_L$ is adequately large.

To show the influence of inertia on frequency deviations, we considered three different scenarios. In each of these scenarios we have $d_{za} = 36 \text{ mHz}$, $P_{L0} = 1 \text{ MW}$ and $D_L = 0$. Furthermore, we do not introduce any daily time-varying load and thus there is no need to introduce AGCs.

In the first and second scenarios we multiply the $H$ inertia of each synchronous generator and compensator by 10 times. Having in mind (14) and (15), in the first scenario the simulation lasts one day, whereas in the second scenario it lasts four days. In the third scenario we multiply by 100 the inertia, thus remarkably increasing it, and collect samples along 8 days. The increase of the simulation time interval is dictated by the fact that $H^2$ is at the denominator in (14).

According to the common belief that inertia restoration is a must against frequency degradation, we would expect very limited frequency deviations and thus a very well shaped histogram. The three histograms corresponding to these scenarios are shown in Fig. [7]. They are normalised to estimate the probability density and the bins do not count occurrences as in the previous histograms. This is done since the number of samples largely differ in these three scenarios. The main aspect that we easily see is that frequency deviates from 60 Hz with almost the same probability inside the dead-band. When the frequency exits the dead-bands, the TGs intervene to pull frequency back inside the dead-band. They constitute some sort of “barrier”. These histograms do not have at all the shape of a Gaussian centered at 60 Hz, characterised by a very small variance.

We believe that this is a relevant result that is in contrast to the common belief that inertia must be increased independently from any other aggregate parameter of a power system to counteract the negative effects of larger penetration of RES generation.

VI. SYNTHETIC INERTIA

Most of RES can be regarded as stochastic sources due to the volatility of their primary energy source (e.g., wind and sun). This means that the effects of their power output variability on frequency can be considered very similar to those of the stochastic load described in the previous sections, namely, an increase of generation can be compared to a decrease in load demand and vice versa. The main difference may be related to the statistical properties of these sources.

RES can be generally considered inertia-less for two main reasons. First, as in the case of solar plants, they lack of a mechanical rotating mass, which makes them incapable of exchanging and converting kinetic energy after a power mismatch to limit frequency variations. Second, unless synthetic inertia is implemented, such plants are typically connected to the grid through power electronic converters whose control schemes do not allow to modify their power output based on frequency fluctuations.

In this section we evaluate how frequency variations can be mitigated through the installation of an aggregated PV power plant connected to the IEEE 14 BUS power system at BUS11 by means of a converter implementing synthetic inertia. The word synthetic means that the converter controls are such that, when a power mismatch occurs, the behavior of the power plant in terms of power and energy exchange resembles that of a synchronous generator. It is worth noticing that synthetic inertia does an “endogenous” action by leveling the fluctuations of the RES and an “exogenous” action by counterbalancing the stochastic variations of external loads.

The block schematic of the PV power plant with synthetic
controller implementing synthetic inertia is about 1 kHz. Thus, the controller is relatively fast and efficiently manages the stochastic load by practically keeping frequency around 60 Hz.

The need for a relatively small capacity of the battery pack with respect to the very large kinetic energy stored in the full IEEE 14 bus system is due to the fact that it can be largely and quickly exchanged with the grid even when frequency variation is small. Furthermore its action on frequency does not depend on $D_L$. This shows that the use of synthetic inertia may be extremely convenient and viable to control frequency fluctuations due to stochastic loads [7].

VII. CONCLUSIONS

The first conclusion we come on is that an increase of system inertia does not lead to a Gaussian frequency distribution if the load damping does not have a proper value. This means that to keep frequency variations small and well shaped we have to simultaneously act on these two system parameters. The second conclusion is that any slow deterministic frequency drift must be compensated to avoid tear and wear of TGs. Acting on electronic controllers of load and RES is beneficial if they both increase inertia (synthetic) and load damping (synthetic).
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