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**Abstract**
Deep phenotyping study has become an emerging field to understand the gene function and the structure of biological networks. For the living animal *C. elegans*, recent advances in genome-editing tools, microfluidic devices and phenotypic analyses allow for a deeper understanding of the genotype-to-phenotype pathway. In this article, we reviewed the evolution of deep phenotyping study in cell development, neuron activity, and the behaviors of intact animals.

I. **Introduction**
Phenotyping study aims to provide quantitative classifications of traits such as disease manifestations, and to discover the underlying causes from the interaction among genotype, environments, and stochastic effects [1-3]. Understanding these underlying causes significantly relies on morphological, functional or behavioral phenotypic changes upon genetic perturbations.

Since the nematode Caenorhabditis elegans (*C. elegans*) is collected in 1962, it has been used as a promising model organism to study animal development and behavior. As a small multi-cellular organism, it is transparent and the lifetime is short. Therefore, it is widely used in high-throughput imaging and various experiments. Traditional phenotyping study in *C. elegans*, however, has focused on traits that are identifiable by human vision. Therefore, the data collecting processes are usually time-consuming and labor intensive. A key challenge of the phenotyping studies in *C. elegans* is inevitably limited in the sense that phenotypes of individual worms cannot be matched to the genetic variations. Recent advances in biotechnology, microfluidic devices, and image processing provide promising tools for modern phenotyping study. In particular, new technology advances enable high-throughput automated imaging of *C. elegans*, and provide highly specified and comprehensive phenotypic results. Most importantly, new technologies have given birth to an emerging field called deep phenotyping, whose goal is to discover pathways from genetic variations to phenotypes. In this article, we review the recent development of the new technology advances in phenotyping study of worms (described in Section II), as well as the evolution of deep phenotyping study in cell development (Section III), neuron activity (Section IV), and behaviors of intact animals (Section V), respectively.
I. Technologies that empowers the phenotyping study

Advances in biology techniques, hardware devices, and mathematical analysis, have enabled high-throughput imaging and analysis of complex phenotypical traits of *C. elegans*. Please see Figure 1 for an illustration of a typical imaging workflow of phenotyping study.

![Figure 1: Overview of imaging workflow for the phenotyping study.](image)

First of all, genetic screening (as illustrated in Figure 1), a key biotechnology, provides a 'phenotype-to-genotype' approach which links phenotypic traits to their genotypic causes including specific genes, RNAs, or alleles. The traditional forward genetic screening, which screens the mutagenized populations, has been widely used in phenotyping studies of cells, worms (e.g., [4, 5]), and other lab animals. In parallel, the reverse genetic screening, such as RNAi screening [6-9], has become prevalent for comprehensive genome-wide analysis in cell biology and development.

Secondly, microfluidic devices and hydrogel chips, which enable multi-worm loading and imaging, have been widely used as a high-throughput experimental platform for neuronal imaging [5, 10, 11] and behavioral analysis [10, 12, 13]. Among all microfluidic devices, the most popular ones include the multi-chamber device, the worm sorting device, and the worm arena (see Figure 2). The use of different types of microfluidic devices for high-throughput experiments of *C. elegans* has been reported in details in [11, 12, 14].
The third and the most important advance, which empowers the recent deep phenotyping studies, comes from the integration of mathematical modeling and quantitative analysis into image processing [15-19]. Mathematical models have been used to model various types of the biological phenomenon in 1) cell development, 2) neuron activity and 3) behavioral of intact animals. Specific models used in each of the three applications are discussed in sections III, IV and V, respectively. In parallel, statistical analysis has been widely used to quantify the numerical results for all above three applications. For instance, hierarchical clustering and K-mean clustering algorithms are used to extract the synaptic or behavioral features in order to identify mutants of C. elegans [5, 15-17]. A clustering algorithm is also introduced to identify regular T cells from cell populations [18]. In addition, statistical tests are used to quantify similarities between worm populations (e.g., [5, 20]).

II. **Cell development**

Phenotyping studies of cellular development of C elegans include 1) the study of neuronal or synaptic development regulated by genes [4, 5, 9, 21-25], proteins [4, 26-28], and ageing and sex [4], and 2) the study of multicellular organisms such as living embryos [29, 30]. The evolution of phenotyping study in cellular development is described in the remainder of this section.

Traditional approaches profile or quantify the visible phenotypes from microscopic images in low throughput. Among all these works, early study [4, 21, 22, 26], using forward genetic technology, focuses on identifying limited number of underlying causes, i.e., specific genes or
proteins, in response to neuronal development. For example, the subset of neuron-specific genes is identified by profiling the expression of sensory neuronal types [22]; several genes which regulate insulin secretion and lifespan are identified by profiling synaptic proteins [21]; specific genes that cause the neurodegeneration [4] and GABAergic neuronal development [26] are also identified. Later works [9, 23], with the aid of genome-wide forward and reverse genetic screening, are able to expand such investigation from the limited number of genes to the entire genome. In particular, 245 effective genes and 161 mutants are identified to play a role on cell fate from an embryo to an ASEL neuron in [23] and [9], respectively. Despite this progress, the number of worms used in imaging and analysis in above studies is still limited --- usually less than 20 in each experimental setting, and only visible phenotypic traits such as the presence of neuodegeneration, the expression of neuron types are identified, or some visible features including the intensity of synaptic puncta, the number of vesicles, the number of neurite swelling, and the length, area, and density of neurons are quantified.

To overcome the above two limitations, microfluidic devices are introduced to this field to improve the throughput of imaging; furthermore, image processing techniques are adopted to precisely identify the subtle and invisible phenotypic variations. The pioneer studies [20, 25] successfully integrate these two technologies. Specifically, by using a microfluidic sorting device in [25] (Fig. 2(b)), 1) the worm on the chip is being imaged, and 2) the image is being quantified based on cellular phenotypes, and 3) the worm is sorted into the desired channel based on the quantification result. In this system, hundreds of worms can be continuously imaged, processed, and sorted in real time. Inspired by this on-chip imaging system, an online image processing algorithm based on the supervised learning technique is developed in [20] to classify the subtle morphological features of synapses in real-time.

Inspired by the above technologies, the most recent studies (e.g., [5, 24]) further expand the exciting analysis on big data to classify much more complex phenotypic traits. The first deep phenotyping study on synaptic formation, which adopts the automated sorting system in [20, 25], is introduced in [5]. In this study, a stepwise logistic regression model is used to separate the mutants from the wild type, and hierarchical clustering is used to identify the similarity of synaptic patterns between different mutants and between the mutant and the wild type (as shown in Figure 3). As a result, multidimensional traits of alleles and subtle mutations, which have been overlooked by traditional methods, are identified. These mutations were further validated by the intact animal observations as behavior defects. The other deep phenotyping study of *C. elegans* focuses on the transgenic effects on the morphology of neurons [24]. To enable the high-throughput imaging, a hydrogel based multiwell device is used to immobilize the worms. A computer-assisted microinjection system is adapted for the transgenesis. Phenotypic traits including dendrite length, morphology and position of 78 mutant neuron classes are analyzed, and a vector library of neuron cell-specific markers of plasmids is generated by this study.
Deep phenotyping reveals mutant relationships and differences in the phenotypic spectrum

Comparing to the above studies on single cell formation, phenotyping study on living embryos needs to consider both the spatial and temporal factors, and therefore it is challenging. A microfluidic array device developed in [29] provides an on-chip worm culture platform, to incubate and to synchronize embryo populations. Using this system, the morphogenesis and mitochondrial biogenesis of living embryos are studied. The variation among the embryo population during the full embryonic development provides the quantification of temporal phenotypes.

III. Neuron activity

The second prosperous area of phenotyping studies has been in the functional activity of neurons in response to various causes, including the locomotion or/and chemical stimulation [10, 31-34], environmental variability [35], learning [36], optogenetic manipulations [34, 37-41]. In most of these studies, the fluorescent intensity of neurons is considered as the primary phenotypic trait whereas the corresponding behavioral patterns (e.g., forward, backward and pirouette movements), are considered as the secondary phenotypic trait. While the intact animals are considered in the experiment, either one single worm [10, 32, 34, 38] or a group of worms is imaged at a time [31]. The development of the phenotyping study in this field is detailed in the remainder of this section.
For the studies with single worm experiments, most of them have been focusing on identifying a limited number of neurons as the dedicated encoders of specific sensory inputs or motor outputs and studying the isolated sensory-to-motor pathways [10, 33, 34]. By using the whole brain Calcium imaging, recent studies [32, 33] greatly expand the number of neurons to be investigated from less than 5 to more than 100. In particular, Kato and his colleagues [32] explore the distributed or population dynamics in *C. elegans*. The dynamics of brain state are recorded at different motor state and crawling speed of freely moving worms, as well as at various sensory stimulations. The later work [33] improves the imaging system and the behavioral analysis algorithm in [32] to track the whole brain neuron activities of freely moving animals (e.g., *C. elegans* and *Drosophila* larva) in a much higher spatial and temporal resolution.

Other studies with single worm experiments use noninvasive approach to interfere the intracellular signaling, nervous system and the behavior of lab animals [41-43]. In particular, optogenetics are used to excite and silent the cells of interests. For example, a multimodal illumination system is introduced in [34], which optically manipulates sensory and command neurons in the *C. elegans* to study their roles in behaviors of freely moving animals. Other works (e.g., [38, 40]) focus on the role of pre- versus post- synaptic defects and synaptic transmission in light evoked behavior phenotypes and postsynaptic currents. More details of the studies which use the optogenetics technique are reported in the review paper [40].

The multi-worm experiments, which inspect the neural activities and behaviors of multiple worms simultaneously, are firstly enabled by the microfluidic arena in [31]. Specifically, the neuronal responses to multiple odors, odor concentrations, and temporal and spatial patterns, and responses to pharmacological manipulation for both anethetized and up to 20 freely moving worms are tracked. Correlation between chemisensory neuron (e.g., AWA, AWC) and interneuron (e.g., AYA, AIA, AVA) activities as well as the behavior patterns (e.g., forward, backward and pirouette movements) indicate functional excitatory and inhibitory interactions in the local neuron network.

### IV. Behavior of intact animals

The third area of phenotyping study is on behaviors of intact animals. This area has evolved into a large body of literature in the last two decades. Comparing to the phenotyping studies on cell development and on neuron activity, the phenotyping study on behaviors of intact animals is more complex, as it aims to analyze the phenotypic features in both spatial and temporal dimentions. In the remainder of this section, we describe 1) different types of behavioral patterns that have been studied in the literatures, 2) current mathematical models used to characterize behavior patterns, 3) existing software for tracking the behaviors, and 4) deep behavioral phenotyping studies by using the above technologies.

#### 1. Various behavior phenotypes of *C. elegan* worms:

Various behavioral patterns, triggered by environmental perturbations, have been a subject of intense study. Phenotypes of chemotaxis [35, 44-51] have been the biggest focus in this area. The second biggest focus in this area includes phenotypes of thermotaxis [17, 52], the tap
habituation [45], and gas/humidity vibrations [53, 54]. Other focuses include behavioral phenotypes motivated by aging or proteotoxicity associated physiological decline [50, 55, 56]. More recent works aim to quantify and classify all possible behavioral features of the locomotion and the postures of C. elegan worms [19, 57-60].

Traditional experiments aim to observe the chemotaxis of the crawling worms. The early study [46], which reveals that pirouettes rather than the speed and the turning rate play the central role in chemotaxis, records the behavior patterns (i.e., the instantaneous position, speed, and turning rate) during chemotaxis over time on an agar plate. However, the spatial limitation of an agar plate restricts a high-content analysis of behaviors. To enable a high-throughput imaging and high-content analysis, [44] is the first study which uses a closed microfluidic device, the microfluidic arena (Figure 1 (c)), to study worm olfactory response. The microfluidic arena is optimized by various well-controlled stimulations. Analysis shows that olfactory behaviors can be dissected into known and new locomotory components, and identified genetic requirements for specific components of the olfactory response. The later work [35] further investigates the effects of learning on chemotaxis. More specifically, it investigates how the variability in food environment impact the future behavior in C. elegan worms and how a neural circuit decodes environmental variability to generate contextually appropriate decisions. A pair of sensor neurons ASI and ASK were found to encode variability in food concentration, which causes the downstream motor neurons to generate food searching behaviors. This study shows that learning modifies the same neuron driving behaviors. In addition to the traditional focus on the crawling worms, the study such as [47] focuses on the chemotaxis of swimming worms in microdroplet on a multi-chamber microfluidic device. Comparing to crawling worms on solid bacterial food, swimming worms exhibit more rapid responses to temporal odor variations. The multi-chamber microfluidic device includes multiple small circular chambers. Comparing to the microfluidic arena used in [31] and [44], the multi-chamber device provides a more closed and independent environment for each individual worm. Therefore, it allows for the analysis for more rapid and accurate behaviors for each individual.

A high-content multidimensional phenotyping method to study the thermal taxis of worms is introduced in [17]. A library of 47 mutated strains with various neuronal functional deficiencies is compared with the wild type strain (N2). Multiple aspects of the avoidance response of thermal stimuli at different intensities are quantified and profiled. Even though the combinations of molecules causing certain avoidance responses are unique, they may result in similar behavior phenotypes qualitatively. While the above studies are all based on the analysis of individual animals, [49] investigates the thermotaxis of a population of worms. Hundreds of worms are placed in a plate with linear thermal gradient, and are inspected simulatanously in the assay. The distribution and its statistics (i.e., the mean and the deviation) of the worm population are quantified. The population assay gives the advantage of extracting the behavior information in the statistical level. For more information on thermosensation phenotypes, please see the review paper [52].

2. Current mathematical models used to characterize behavior patterns
Various mathematical techniques have been used to model specific animal behavioral features and postures [35, 46, 60-66]. Three classes of mathematical models have been developed for different purposes which are discussed in the remainder of this subsection.

To model the behaviors and their transitions, stochastic processes have been popularly used (e.g., [57, 62, 63, 67]). Markov chain, in particular, has been consistently considered in the past several decades (e.g., [57, 67]). Based on the observation of pirouettes in worm chemotaxis experiments, a stochastic point model based on pirouette is developed in [46] to simulate the worm chemotaxis. Results of pirouette model of chemotaxis are validated by experimental data. Later study such as [62] models the fast and slow state of omega-turn of swimming worm as a stochastic process of a weighted sum of two Poisson processes. Ref. [63] models the transition between behavior states of drosophila as a stochastic process of conditional probability. By using the information theoretical approach, the behaviors are organized into a hierarchical structure which characterizes the underlying behavioral states.

To model the decision making of infortaxis, maximum mutual information (MI) has been commonly used to distinguish the situation of having the food or not (e.g., [35, 61]). This measure is usually jointly used with the stochastic or statistical models. For example, in [35] a Markov model is used to model the on food behavior, and a maximum MI-based filter is used to identify the time points of on-food which are relevant to modifying off-food search. In a similar example [61], the probability of detecting odorants is characterized as a time dependent Bayesian model, and the MI between observing and not observing odorant hits is updated over time. At the same time, the likelihood of food source being present is computed. In this model, two food searching phases, the local food search and the global food search, are considered. When the likelihood of food source being present within the searching range reaches its minimum, the global food searching phase starts. The model prediction has been supported by experimental measurements.

To model the general behavior features of moving worms, orthogonal representations recognized as “eigenworms”, are widely used [19, 57-59]. The superposition of these representations covers most of the features of locomotion. Specifically, to quantitatively describe the motion of worms, the pioneer work [57] discovers four representations (or “eigenworms”), of which the linear combination covers 95% of the shape variance of worms. Such quantitative description is validated by real data. The extension study [60] maps the “eigenworm” analysis to the trajectories of crawling worms on an agar plate. In particular, a model is developed to connect “eigenworm” analysis with the speed and curvature of the worm’s trajectory. This model reveals the subtle phenotypic differences in movement between two defective mutant strains. The “eigenworm” analysis has been built into several animal tracking software systems (e.g., [45, 58]) to analyze the worm behaviors.

In addition to the above mathematical models, the animal tracking systems (e.g. [10, 58, 65, 66]) described in Section V.3 also use various mathematical models to extract the behavioral
features and trajectories. The general pipeline includes 1) animal spine/curvature extraction, 2) tracking, 3) motion related feature extractions (i.e., “eigenworms” or velocity), and so on.

3. Existing software for tracking the behaviors

With the call of rapid quantification of behavior phenotypes, several tracking systems for lab animals are developed. Single C. elegan worm tracking system includes [10, 58, 65] (as shown in Figure 4 (a)). With the requirement of high-throughput imaging and behavioral analysis, several multiple worms tracking and analytical systems are available. For example, [45] extends their single-worm tracking system to a multi-worm tracker (MWT). MWT tracks and rapid quantifies the traditional behavioral paradigms, such as the random walk, the chemotaxis, and the habitation. MWT has been widely used in several studies (e.g., [44]). A more comprehensive overview of worm tracking is in [68]. Other tracking systems include the Maggot Tracker [69, 70] for Drosophila, and the FiMTTrack [66] for Drosophila larvae or C. elegans, and the multi-animal tracker [55] which is demonstrated on C. elegan worms and can be extended to various animals (e.g., worms, flies, zebrafish, etc.). The major drawback of the above tracking systems for multiple animals is that they cannot correctly identify the animals during and after collisions. In particular, tracking is terminated during collision and new identifications get assigned to collided worms. With the request of a continuous behavioral analysis before and after animal collisions, several new tracking systems (e.g., [71, 72]) are developed to identify every individual throughout the video. However, the accuracy of these identification algorithms is still limited.

4. Deep phenotyping study in behaviors of intact animals

The advances in the software, algorithms and devices enable the deep phenotyping on animal behaviors. Recent studies perform gene variation in worm and quantify the corresponding behavioral phenotypes. For example, [54] studies the behavior responses to environmental changes in O(2) and CO(2). By doing gene variations, subtle behavioral phenotypes of worms are monitored and quantified in the arena. For each strain, about 20~30 worms are studied. Two quantitative trait loci (QTL) and the corresponding genes are identified. Comparing to [54], [73] conducts a more comprehensive screening on genes and more quantitative profiling on locomotive behaviors. Without varying environmental conditions in experiments, 227 neuronal signaling genes with viable homozygous mutants were screened, over four thousand worms are tracked, recorded and quantified individually. As a result, 87 genes and 370 genetic interactions associated with movement defects are revealed. Other studies (e.g., [19, 58]), using the “eigenworm” characterization, develop a more comprehensive library of behavioral phenotypes for C. elegans. In particular, [19] develops a dictionary of behavioral motifs for both the wild type and the mutants, which enables a fine classification among mutants as well as between the wild type and the mutants. In [58], a much longer behavior tracking, more behavioral features (e.g., motion, posture, and path as well as the frequencies and intervals between relevant behaviors) and more mutants are monitored and investigated, which
establishes a more extensive database of behavioral phenotypes based on 305 strains (Figure 4 (c)).

(a) Tracking individual worms [59]     (b) Tracking behavioral phenotypes of multiple worms [45]

(b) Comparison of behavioral phenotypic features between N2 and mutants of C. elegans. Red values indicate features that have a significantly higher value in the mutant, whereas blue indicates significantly lower values in the mutant. Genes and features were both hierarchically clustered for easier comparison. [59]

Figure 4. Behavioral phenotypes of C. elegans

V. Discussion

In summary, the evolution of the phenotyping studies in the areas of cell development, neuron activity and the behavioral of intact animals is reviewed. The advanced technologies in genetic screening enable the investigation of a much deeper and broader underlying causes of various phenotypes in C. elegans.

While image-processing tools have been increasingly applied to perform quantitative analysis, this has been mostly useful for in vitro cell models. For live in vivo models (for example, genetic organisms), the
number of markers (for example, fluorescent reporters) that can be simultaneously used is usually small, thus limiting the dimensions of the phenotype to be scored. There is also inherent complexity of working with intact animals, for instance, forward genetic screens in small model organisms are usually performed by phenotyping single animals, not populations of clones as in cell culture. These difficulties have prevented extensive use of large-scale high-resolution image-based studies. In Caenorhabditis elegans, live phenotyping has mostly focused on drastic changes exhibited on gross features (for example, whole-animal or tissue-level changes). Most applications involving end point high-resolution imaging are low dimensional, with the exception of live tracing of cell lineages and quantification of gene expression in embryos. However, the rich information encoded in fluorescence images of multicellular models has not been fully exploited at high resolution (that is, characterization of subcellular features within a living multicellular organism, thus missing the identification and characterization of phenotypic changes of weak alleles). Although different approaches have been used to identify chemically or genetically induced phenotypes, these have typically either screened for severe changes or have focused on behavioural or anatomical changes.
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