On the analysis of diffuse reflectance measurements to estimate the optical properties of amorphous porous carbons and semiconductor/carbon catalysts
Getaneh Diress Gesesse, Alicia Gomis-Berenguer, Marie-France Barthe, Conchi Ania

To cite this version:
Getaneh Diress Gesesse, Alicia Gomis-Berenguer, Marie-France Barthe, Conchi Ania. On the analysis of diffuse reflectance measurements to estimate the optical properties of amorphous porous carbons and semiconductor/carbon catalysts. Journal of Photochemistry and Photobiology A: Chemistry, Elsevier, 2020, 398, pp.112622. 10.1016/j.jphotochem.2020.112622. hal-02746386

HAL Id: hal-02746386
https://hal.archives-ouvertes.fr/hal-02746386
Submitted on 6 Nov 2020

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
On the analysis of diffuse reflectance measurements to estimate the optical properties of amorphous porous carbons and semiconductor/carbon catalysts

Getaneh Diress Gesesse, Alicia Gomis-Berenguer, Marie-France Barthe, Conchi O. Ania*

CEMHTI, CNRS (UPR 3079), Université d’Orléans, 45071 Orléans, France

ARTICLE INFO

Keywords:
Optical bandgap estimation
Diffuse reflectance
Semiconductor/carbon photocatalyst
Amorphous porous carbons

ABSTRACT

This study provides a critical analysis on the use of diffuse reflectance spectroscopy and Tauc equation to estimate the optical energy bandgap of semiconductor/carbon composites and amorphous porous carbons. Determination of the energy gap from diffuse reflectance is strongly dependent on the analyst’s experience, due to uncertainties related to establish the adequate range to fit the experimental data to Tauc equation, and to identify the type of electronic transitions. Furthermore, its application to strong light absorbing or multiphase materials with several absorbing components is not straightforward, due to the appearance of various curves/linear ranges. For such, reporting the linear fitting range used in the diffuse reflectance spectra is recommended to avoid miscalculation of a gap value. For materials absorbing in the visible range (e.g., displaced onset in Tauc representation), a double-linear fitting must be used in the extrapolation of \( (F(E-E_0) \propto E^{-1}) \) to avoid underestimation of \( E_g \) values. For amorphous porous carbons, different optical responses were obtained from the diffuse reflectance spectra recorded upon dilution with a non-absorbing matrix. The application of Tauc equation (indirect transitions) to data rendered bandgap values ranging between 1.5–2.3 eV for fourteen carbons, which are in agreement with those reported for these materials.

1. Introduction

The use of carbon materials in heterogeneous photocatalysis, either in their role of additives in semiconductor/carbon mixtures or as photocatalysts themselves, has become a largely investigated topic over recent decades [1–3]. Motivated by the low efficiency of most semiconductors under solar light (due to low absorption under visible light, high recombination rates, or photocorrosion issues), the incorporation of a variety of carbons as additives to TiO\(_2\) and other semiconductors has appeared as an effective and simple method to enhance the performance of resulting photocatalyst [1,4–6].

The reasons of the successful performance of the semiconductor/carbon have been discussed based on the nature of the carbon additive itself. For instance, it has been reported that the high electron mobility of nanostructured carbons (e.g., graphene and carbon nanotubes) favors the separation of the photogenerated charge carriers upon delocalization in the \( \pi \) electron density of the carbon matrix (acting as sinks of electrons). Carbon materials would also act as effective photosensitizers due to the high density of C–C double bonds [7–9], which with an adequate functionalization would trigger the harvesting of light in the visible range [10–12]. In the case of porous carbon supports, the rate of the photodegradation reaction is accelerated due to the enhanced mass transfer and confinement of the target molecule in the porosity [1,13,14]. Additionally, carbon nanotubes and nanoporous carbons display self-photoactivity, and are capable of generating reactive oxygen species upon illumination in aqueous suspensions [15–17].

In photocatalytic applications, the optical features of the catalyst play a crucial role in its ability to convert light into chemical reactions. The optical response of a given material is usually estimated by the calculation of its energy gap or bandgap, which represents the energy required to move an electron in a bound state in the valence band to the conduction band, generating electrically bounded electron-hole pairs (e.g. excitons). If the energy input provided by the absorption of photons is high enough to split the excitons (electronic bandgap), they become free charge carriers that can trigger a photocatalytic reaction. In most inorganic semiconductors, both bandgaps are similar due to the low binding energy of the electron–hole pairs [18]; in other cases, as for carbon materials and organic semiconductors differences maybe important due to the high binding energies of the exciton [19–21]. Even though the optical bandgap provides information on a catalyst’s
threshold for photons to be absorbed, and not necessarily on its electronic bandgap (i.e., threshold for separating the excitons), it is used as a reference parameter to compare catalysts.

Various techniques have been applied for the determination of the optical properties of different materials, such as: electron energy loss, scanning tunneling, UV photoelectron, photothermal deflection, or optical transmittance/absorption/reflectance spectroscopies. Among them, diffuse reflectance spectroscopy is perhaps the most widely used one for semiconductors and semiconductor/carbon mixtures [22–24], as the absorption spectrum of a material gives information on its electronic transitions, and is insensitive to temperature and the electric conductivity of the materials. However, there are important discrepancies in the literature about the nature of the electronic transitions occurring in the materials after the absorption of photons (allowed/forbidden, direct and indirect transitions) that complicate the estimation of the energy gap [25–28]. For instance, in the case of novel semiconductor materials, very often the electronic structure (thus the description of the transitions) remains uncertain or with lack of consensus. In many other cases, discrepancies arise from the improper application of the Kubelka–Munk method [29]; this controversy has long been discussed in the literature for semiconductors (including TiO₂ benchmark) [25–28].

The application of diffuse reflectance spectroscopy for the estimation of the bandgap in semiconductor/carbon composites and carbon materials alone is more complex. This is due to the difficulties associated to rationalize the electronic transitions that occur in semiconductor/carbon composites – that are expected to vary upon the interfacial electronic interactions between the carbon and the semiconductor –, and the strong absorbing nature of the carbon matrix.

The objective of this work is to evaluate the adequateness of the UV–vis diffuse reflectance spectroscopy and the application of the Kubelka–Munk theory and Tauc equation for the estimation of the optical bandgap of semiconductor/carbon composites and of carbon materials. Herein we attempt to provide a critical analysis and some guidelines and recommendations for evaluating the optical bandgap of strong light absorbing catalysts prepared from amorphous carbon materials. While the successful performance of these materials in different fields of photocatalysis has triggered the interest on the evaluation of their optical bandgap, there is a lack of common knowledge and/or consensus about the experimental procedures for data acquisition and the adequate representation of the Kubelka–Munk theory of these materials. We will focus on the analysis of diffuse reflectance spectra of semiconductor/carbon composites and of carbon materials, to identify the range to be fitted in the Tauc method, thereby minimizing the subjectivity in the determination of the energy gap (strongly dependent on the analysist’s experience); understanding the origin of the optical features of different carbons by establishing a correlation with their physicochemical and/or structural properties is out of the scope of this work.

2. Materials and methods

2.1. Materials

Three semiconductors were selected: TiO₂ (P25, Evonik, Germany), ZnO (Sigma-Aldrich) and Bi₂WO₆ (labelled as BWO) nanopowders, synthesized as reported elsewhere [30]. Several carbon materials with different characteristics were selected. All the materials (carbons, semiconductors and their composites) have been widely characterized in previous works (see details in Table 1 and the Supplementary material). Here, we will reintroduce some structural and physicochemical properties for data interpretation. BWO/carbon and TiO₂/carbon composites were prepared by a physical mixture in a mortar of the carbon and semiconductor powders using a 0.5–13 wt% of carbon material. Unless otherwise stated, the composites are prepared with 2 wt% of carbon additive. The composites were labelled as BWO/X or TiO₂/X, where X stands for the acronym of the carbon additive. For BWO, the carbon additive was also added in a one-step approach during the hydrothermal synthesis of the semiconductor. Such composites are denoted by HS (e.g., BWO/CV HS) [30].

2.2. UV–vis diffuse reflectance

The optical features of the photocatalysts were determined by UV–vis diffuse reflectance spectroscopy (Shimadzu UV-2700) in a spectrophotometer equipped with an integrating sphere and using BaSO₄ as a blank reference. Measurements were recorded between 200 and 850 nm (due to the configuration of the integrating sphere) in the absorption and diffuse reflectance modes and transformed to a magnitude proportional to the extinction coefficient through the Kubelka–Munk function, \( F(R) = \frac{(1-R)²}{2R} = \frac{k}{S} = \alpha \) for the estimation of the energy bandgap. Spectra were collected at 1 nm intervals with a spectral bandwidth of 2 nm. Before recording the diffuse reflectance spectra, all the samples were ground in a ball mill to reduce the average particle size below ca. 10 μm. Powders of the samples were pressed in holders of ca. 3 cm diameter and 5 mm depth. In some cases, the powders of the materials were mixed with the reflectance reference (BaSO₄) in a mortar at various weight ratios before recording the diffuse reflectance spectra.

3. Results and discussion

3.1. The Kubelka–Munk theory applied to semiconductors

UV–vis diffuse reflectance spectroscopy is one of the most employed methods for the determination of the optical bandgap of materials. In general, the optical excitation of the electrons provokes an increase in absorbance at the wavelengths corresponding to the activation energy of the electrons, which allows determining the position of the absorbance edge. To evaluate the optical bandgap from the absorbance spectra, the Kubelka–Munk theory is commonly applied [29]. This theory describes the behavior of the light path through a dispersing medium as a function of the scattering (S) and absorption (k) coefficients:

\[
F(R) = \frac{(1-R)²}{2R} = \frac{k}{S} = \alpha
\]

where \( F(R) \) is the Kubelka–Munk function corresponding to the absorbance, \( R \) is the absolute diffuse reflectance at each wavelength of an infinitely thick sample referred to a non-absorbing standard, k is the

| Table 1 |

| Materials | Remarks |
|-----------|---------|
| TiO₂      | Commercial (P25), Degussa, Evonik |
| BWO       | Bi₂WO₆, hydrothermal synthesis at 140 °C [30] |
| ZnO       | Commercial, Sigma Aldrich |
| LSM       | Coal-derived, steam activation |
| CNT       | Multilayered Carbon Nanotubes, commercial, Nanocyl |
| CS        | Sucrose-derived hydrochar prepared at 180 °C [31] |
| Q         | Coal-derived, steam activation [32,33] |
| Qsa       | Carbon Q oxidized in (NH₄)₂SO₄ (saturated solution) at room temperature [33] |
| CV        | Biomass, H₂PO₄ activation [32] |
| CV1H450   | Carbon CV treated at 450 °C under inert atmosphere for 30 min |
| CV1H850   | CV treated at 850 °C under inert atmosphere for 30 min |
| NoC       | Biomass, H₂PO₄ activation [34] |
| NoC/HBS50 | NoC treated at 850 °C under inert atmosphere for 30 min [34] |
| F         | Wood-derived, steam activation, commercial (CPG Carbon) [35] |
| F6        | Carbon F overactivated at 850 °C in CO₂ [35] |
| F6S       | Carbon F6 chemically modified to incorporate S-moieties [35] |
| T905UC    | Sucrose derived carbon using a silica template |
| PET-char   | Polyethylene terephthalate-derived charcoal [36] |
| PET-47    | PET-char activated at 925 °C in CO₂ up to a burn-off of 47% [36] |

3. Results and discussion

3.1. The Kubelka–Munk theory applied to semiconductors

UV–vis diffuse reflectance spectroscopy is one of the most employed methods for the determination of the optical bandgap of materials. In general, the optical excitation of the electrons provokes an increase in absorbance at the wavelengths corresponding to the activation energy of the electrons, which allows determining the position of the absorbance edge. To evaluate the optical bandgap from the absorbance spectra, the Kubelka–Munk theory is commonly applied [29]. This theory describes the behavior of the light path through a dispersing medium as a function of the scattering (S) and absorption (k) coefficients:

\[
F(R) = \frac{(1-R)²}{2R} = \frac{k}{S} = \alpha
\]
absorption coefficient, $S$ is the scattering coefficient, and $\alpha$ is the absorption coefficient of the material.

The validity of the Kubelka–Munk theory relies on the condition of infinitely thick and densely-packed samples, constituted by randomly-shaped particles whose sizes are comparable to (or smaller than) the wavelength of the incoming radiation. The approximation $F(R\infty) \sim \alpha$ is considered accurate enough for evaluating the optical bandgap of semiconductors from the diffuse reflectance spectra [25,27,37].

For amorphous (or non-crystalline) semiconductors with structural electronic disorder, the optical absorption spectra are characterized by the presence of tails states nearby the valence and conduction bands, and the energy bandgap is usually evaluated from the Tauc representation:

$$\alpha h^2 = B (h - E_g)^n$$ or $$F(R\infty) = B (h - E_g)^n$$

where $h$ is Planck's constant ($4.136 \times 10^{-15}$ eV s$^{-1}$), $B$ is an energy independent constant, $h \alpha$ is the photon energy (eV), $E_g$ is the optical bandgap energy (eV), and $n$ is a constant that determines the type of optical transition: $n = 2$ for indirect allowed transition; $n = 3$ for indirect forbidden transitions; $n = 1/2$ for direct allowed transition; and $n = 3/2$ for direct forbidden transitions [23,38]. The $E_g$ values can be obtained from the extrapolation of the linear least squares fit of $[F(R\infty)]^2$ to zero, by plotting $[F(R\infty)]^2/n$ vs $h \alpha$.

This method is simple and convenient for the evaluation of the $E_g$ of amorphous, nano-structured, and mixed-phase poly-crystalline materials [23,39–41]. However, its application and validity is quite controversial. First of all, there is not a unanimous consensus regarding the validity of the mathematical approaches used to fit Tauc equation for data interpretation [25–27]. Another controversial issue is the incertitude concerning the value assigned to the $n$ exponent in the Tauc equation. The latter becomes particularly a complex situation for semiconductor/carbon composites and for carbon materials as photo-catalysts themselves, since the origin and nature of the electronic transitions remain quite uncertain and are expected to depend on the interactions between the individual components of the composites. In addition, this incertitude is sometimes linked to a common error in the application of a linearized form of Tauc equation that involves the reciprocal value of the exponent (i.e., $1/n$); this causes a confusion between the values of $n = 2$ (indirect allowed transitions) and $n = 1/2$ (direct allowed transitions) and their corresponding reciprocals (1/$n$): 0.5 and 2, respectively.

The following sections summarize a critical analysis on the usefulness of diffuse reflectance spectroscopy and the Kubelka–Munk theory for the estimation of the energy bandgap in both semiconductor/carbon composites and amorphous carbon materials. Discussion will be driven to compare different experimental procedures for data acquisition and various representations of the Kubelka–Munk theory.

### 3.2. Optical energy bandgap determination in semiconductors

Fig. 1 shows the diffuse reflectance (DR) spectra of powders of the selected semiconductors (e.g., TiO$_2$, ZnO, Bi$_2$WO$_6$) widely used in the literature in photocatalytic applications, along with the Tauc representations. For all three semiconductors, the DR spectra show an abrupt decrease in the reflectance below 400 nm that is associated to the optical absorption edge of the material. The Tauc representations for the semiconductors display the commonly reported linear dependence of the Kubelka–Munk function with $h \alpha$, with a smooth function with a low curvature below and above the absorption edge. This allows an easy evaluation of the bandgap as the extrapolation of the linear least squares fit of $[F(R\infty)]^2$ to zero. For materials with a well-defined absorption edge of the material, the analysis by using a double linear fitting range yields similar extrapolation values (Table 2), thus the main difficulty relies in the choice of the electronic transitions, as it defines the value of the $n$ exponent. Indeed, the energy bandgap values are quite sensitive to the selection of the fitting range and the type of electronic transitions. In our calculations, we have considered indirect transitions for TiO$_2$ and Bi$_2$WO$_6$ (ca. $n = 2$) and direct transitions for ZnO ($n = 1/2$); energy bandgap values of 3.1, 2.9 and 3.3 eV, were obtained, respectively; these values are in agreement with most reported ones for these semiconductors [27,40,42].

Table 2 shows that for a given sample and for the same experimental data, the $E_g$ values varied about ± 0.04 eV for different fitting ranges (all of them linear). The analysis using different electronic transitions changed significantly the calculated bandgap of the semiconductors (ca. 3.6, 3.3 and 3.2 eV when considering direct transitions for TiO$_2$ and Bi$_2$WO$_6$ and indirect transitions for ZnO, respectively). Whenever the electronic transitions of the studied material are not well identified, it would be a good practice to avoid the calculation of the energy gap, to report the experimental diffuse reflectance data and to focus the discussion in the absorption edge.

### 3.3. Optical energy bandgap determination in semiconductor/carbon composites

Evaluating the optical bandgap of semiconductor/carbon composites is a more complex task, as it depends on various factors such as the absorption features of the individual components, and the composition and synthesis method of the composite, among others. In addition, in the absence of strong interfacial interactions between the semiconductor and the carbon additive, it is reasonable to assume that Tauc equation can be applied assuming that the electronic transitions describing the bare semiconductor are dominant. In contrast, when interfacial interactions between both components cannot be ruled out, a mixed mechanism for the associated electronic transitions could be occurring. In such cases, it would be advisable to gather additional information on the nature of the transitions, and to perform the analysis of the diffuse reflectance data and, more precisely, Tauc representation with care. A few examples are discussed in detail below.

Fig. 2 shows the diffuse reflectance spectra of Bi$_2$WO$_6$/carbon and TiO$_2$/carbon composites with 2 wt% of carbon additive, prepared by different procedures. Discussing the effect of the preparation method of semiconductor/carbon catalysts on their absorption features has been reported elsewhere [30,31] and is out of the scope of this work. We herein reintroduce some properties of certain materials for an adequate analysis of diffuse reflectance spectra that allows to minimize the subjectivity in the determination of the energy gap of semiconductor/carbon composites.

Diffuse reflectance spectra of the composites show the characteristic shape of the semiconductor (either BWO or TiO$_2$) at around 400 nm for all the samples. The effect of the incorporation of the carbon additive is evidenced by the sharp decrease in the reflectance values above 400 nm for the semiconductor/carbon composites. Interestingly, the DR spectra of series BWO/carbon and BWO/carbon HS (similar composition but different method for incorporating the carbon additive) show a slight blueshift in the absorption edge, and a lower reflectance values for BWO/carbon. The absorption shift, although smaller than that reported for chemically doped and metal-ion implanted semiconductors [43], suggests out the presence of specific interactions with the carbon additive. Differences in the color of the composites were also detected, with lighter colors for the HS series (Fig. S1 in the Electronic Supplementary Information, ES1). This behavior was more pronounced for the composites prepared with carbons CS and CV (both characterized by a high surface functionalization); it has been attributed to the surface interactions between the semiconductor and the functional groups of the carbon additive, that are governed by the nature of the carbon material and the method for preparing the composites, as discussed elsewhere [30]. For both composites BWO/CS HS and BWO/CV HS, the diffuse reflectance spectra of the composites feature the absorption edge above ca. 350 nm, and a second curvature in the profile between 430 and 640 nm. This has been attributed to the presence of chromophoric moieties in the carbon (i.e., photo-sensitive functional groups
generally involving O-, N-, S-heteroatoms) that are capable of absorbing light at selected wavelengths in the visible range \[10-12,44\], and modify the energy levels of the carbon material (compared to the unfunctionalized one), facilitating electron transfer reactions [45]. This contribution associated to the transitions in a functionalized carbon matrix is going to be important for the selection of the fitting range in Tauc equation, as it will be discussed below.

Due to the shielding effect of the carbon additive, the diffuse reflectance values of the composites corresponding to the visible range are lower than 100%. As a result, the onset of the Tauc representations is no longer close to zero and appears displaced above the \([F(R_\infty) \cdot h\nu]^{1/n}\) axis. This is illustrated in Fig. 3 for selected samples; data of all the studied composites are shown in Fig. S2 in the ESI. In these cases, to assure the mathematical consistency of the graphical evaluation of the bandgap, the intersection point to estimate the \(E_g\) value can no longer be evaluated by extrapolation of \([F(R_\infty) \cdot h\nu]^{1/n}\) to zero, and a double-linear fitting must be applied [46]. This practice has also been recommended for samples containing several optical absorbing materials [26].

Table 2
Optical bandgap of the three semiconductors, BWO/carbon and TiO\(_2\)/carbon composites considering indirect electronic transitions and obtained from upon selection of double linear fitting and zero extrapolation in Tauc representation.

|        | \(E_g\) (eV)\(^a\) | Double linear fitting | Fitting range \(\Delta E\) (meV) | \(E_g\) (eV)\(^b\) Zero extrapolation |
|--------|---------------------|-----------------------|-------------------------------|--------------------------------------|
| BWO    | 2.91 ± 0.03         | 20                    | 2.93                          |
| TiO\(_2\)| 3.03 ± 0.01        | 26                    | 3.03                          |
| ZnO\(^b\)| 3.27 ± 0.01        | 15                    | 3.27                          |
| BWO/CS | 3.09 ± 0.04         | 18                    | 2.78                          |
| BWO/Q  | 3.11 ± 0.03         | 23                    | 2.82                          |
| BWO/CNT| 3.12 ± 0.02         | 35                    | 2.19                          |
| BWO/CV | 3.10 ± 0.02         | 18                    | 2.55                          |
| BWO/Q HS| 3.07 ± 0.02         | 24                    | 2.86                          |
| BWO/CS HS\(^c\)| 2.90 ± 0.03     | 20                    | 2.88                          |
| BWO/CNT HS| 3.11 ± 0.02        | 25                    | 2.63                          |
| BWO/CV HS\(^d\)| 3.06 ± 0.04        | 26                    | 3.05                          |
| TiO\(_2\)/Q | 3.14 ± 0.03     | 35                    | 3.09                          |
| TiO\(_2\)/CS| 3.12 ± 0.02        | 30                    | 3.05                          |
| TiO\(_2\)/CV | 3.25 ± 0.01        | 34                    | 2.86                          |
| TiO\(_2\)/CV | 3.17 ± 0.02        | 25                    | 3.09                          |

\(^a\) Correlation coefficients \(R^2 > 0.99\) in all cases.
\(^b\) Considering direct transitions.
\(^c\) Evaluated from the first absorption edge above ca. 350 nm (see text).

Fig. 1. (A) Diffuse reflectance spectra of BWO, TiO\(_2\) and ZnO semiconductors; (B,C) Optical bandgap calculation from extrapolation of the linear least squares fit of \([F(R_\infty) \cdot h\nu]^{1/n}\) vs \(h\nu\) using a double fitting approach. \(n = 2\) (indirect transitions) was used for BWO, TiO\(_2\); \(n = \frac{1}{2}\) (direct transitions) was used for ZnO. Experimental data (black line); fitted range (red line); baseline fitting (blue line); dotted lines represent the extrapolation of the double linear fitting ranges (For interpretation of the references to color in this figure citation, the reader is referred to the web version of this article.).

Even by doing such, the most critical issue in the calculation of the bandgap relies in the selection of the linear range to be fitted. The values calculated for the analyzed semiconductor/carbon composites using various linear fitting ranges are shown in Table 2. As seen, the
dispersion of the values for the different fitting ranges accounted for less than 0.05 eV for all the samples. The values of the semiconductor/carbon composites are consistently higher (although differences are subtle) than those of the bare semiconductor for both series. The trend is more pronounced for the carbons of low functionalization (e.g., Q, CNT) and less remarkable for series HS. The higher $E_g$ values for all semiconductor/carbon composites suggests that incorporation of a low amount of carbon (ca. 2 wt%) modifies the optical bandgap of the semiconductor. This is in agreement with the above-mentioned differences in the color of the composites, pointing out to different electron transitions. It also confirms the important role of the synthetic procedure of the catalyst in their absorption features, as different behaviors can be obtained for composites with identical composition prepared by different methods.

![Fig. 2. Diffuse reflectance spectra of the series of semiconductor/carbon composites. Data of the pristine semiconductor is also included as reference.](image)

![Fig. 3. Diffuse reflectance spectra (A) and (B,C) optical bandgap calculation from extrapolation of the linear least squares fit of $[F(R) \cdot \lambda]$ vs $\lambda$ using double linear fitting in the Tauc representation of selected semiconductor/carbon composites. $n = 2$ (indirect transitions) was used for all the composites. Experimental data (grey line); fitted range (red line); second curvature (light green line); baseline fitting (blue line); dotted lines represent the extrapolation of the double linear fitting ranges (For interpretation of the references to color in this figure citation, the reader is referred to the web version of this article.).](image)
Interestingly, Tauc representation of composites BWO/CS HS and BWO/CV HS showed two curvatures that correspond to the well-differentiated zones observed in the diffuse reflectance spectra (Fig. 2). This may suggest that it would be possible to differentiate the contribution of the carbon matrix from that of the semiconductor in the spectra, as it is done for samples containing several optical absorbing materials [26]. Indeed, fitting in the range of 350–400 nm of the first curvature rendered an $E_g$ of 2.90 eV, a value close to that of the pristine semiconductor. On the other hand, fitting between 430 and 700 nm (second curvature assigned to the transitions involving the surface groups of the carbon matrix) yielded an $E_g$ of 2.17 eV. This value is close to the optical bandgaps reported for amorphous carbons (e.g., hydrogenated amorphous carbon films) obtained upon application of the Tauc equation and considering indirect allowed transitions [47,48].

Regarding the amount of carbon in the composites, two different situations are illustrated in Fig. 4. The first one represents the case of a semiconductor/carbon composite prepared with a carbon of low functionalization (e.g., carbon Q) and upon physical mixture of both components—thus, scarce interfacial interactions are expected. The DR spectra have similar shapes but shifted down to lower reflectance values along the entire spectral range, as a result of the sensitiveness of reflectance to the relative amounts of optical absorbing materials. Despite of this, Tauc representations also show the same shape; accordingly, the estimated energy gap values for the mixtures remained rather constant (ca. 3.1 ± 0.04 eV), with no effect of the amount of carbon (Table S1 in the ESI).

The second example corresponds to a series of composites with increasing amounts of a functionalized carbon additive and prepared via a synthetic method that favors the formation of interfacial interactions between both components (series BWO/CV HS) [30,49]. The DR spectra show that as the amount of carbon increases, the reflectance values decreased, and the second curvature between 430 and 700 nm owing to the absorption of the carbon moieties becomes more pronounced. For the sample with 13 wt% carbon, it becomes less clear to differentiate between the absorption edge of the bare semiconductor—below 430 nm—and the absorption of the carbon groups. Considering the high amount of carbon additive and the synthetic method for the preparation of this composite (i.e., one-pot hydrothermal synthesis of the semiconductor in the presence of a highly functionalized carbon additive), this might be attributed to the occurrence of mixed transitions in the composite. Particularly since the distinctive curvatures in the visible range of the spectra were almost not detected for the same composites prepared upon physical mixture of the individual components. In such cases when it is not possible to accurately isolate the individual contributions of the different phases of a composite, it would be advisable to avoid the estimation of a bandgap. It would be wider to just interpret the optical response of the material upon the description of the experimental DR spectra; and when possible, to provide additional evidence on the nature of the electronic transitions by complementary techniques, rather than calculating $E_g$ values based on uncertain physical phenomena on these materials.

### 3.4. Optical energy bandgap determination in amorphous carbon materials

While numerous works exist on reporting the optical properties of graphene or carbon nanotubes [50,51], understanding the optical properties of amorphous porous carbon materials is still a challenge, since they often lack of well-defined conduction and valence bands and exhibit a complex structure that differs among carbons (e.g., hybridization state and spatial arrangement of the carbon atoms, surface defects, surface functionalization, porosity). Despite such complexity, recent works reporting the self-photochemical activity of amorphous...
The Tauc representations corresponding to the different carbon/BaSO4 mixtures also displayed similar shapes, hence the dilution ratio did not affect the evaluation of the energy gap (Fig. 5), as also reported for other materials [24,54]. Considering this, a dilution of 10 wt% was selected for exploring the absorption features of the selected carbons.

The diffuse reflectance spectra of all the carbons (diluted 10 wt% in BaSO4) are shown in Fig. 6. As seen, all the spectra showed a smooth decrease along the UV–vis range regardless the nature of the carbon, with a steeper decrease in the UV region. These patterns are different from those of inorganic semiconductors such as TiO2, Bi2WO6 or ZnO, for which a sharp reflectance edge (decrease) at wavelengths usually above 400 nm. They indicate that the carbons are capable of absorbing light in the continuum range of wavelength, as opposed to most semiconductors. It should also be noticed that, despite the same dilution was applied to all the samples, the reflectance varied significantly among the studied carbons, ranging from 30 to 70%. This confirms the different ability to absorb light of the studied carbons, which is most likely associated to their physicochemical and structural characteristics. Analyzing the origin of the bandgap in amorphous carbons and its correlation with the properties of these materials remains out of the scope of this study. However, it has been associated to the existence and size of disordered sp2 domains, the occurrence of σ and π states forming sub-bands, defect tail states introduced upon functionalization, and other structural features (e.g., sp3 content, dangling bonds) [20,52,55,56].

Regarding the type of electronic transitions, most of the studies report that light absorption processes on amorphous carbons proceed through indirect allowed transitions (thus \( n = 2 \)) [47,48]. Fewer studies report either direct transitions [53], or the use of exponent \( 1/n = 0.5 \) in Tauc representation, without clarifying the type of transition [21,57–59].

The applicability of Tauc method for the determination of the optical bandgap in carbons has been validated for various types of amorphous carbons [47,48,57,60–64]; most studies agree that Tauc bandgap can be considered a phenomenonological parameter to compare. Regardless the type of transition considered, all the curves showed a marked gap, characteristicly associated to the optical bandgap. This confirms that the Tauc transformation allows the detection of a bandgap in amorphous carbons.

Considering this, we have fitted the experimental data to Tauc function for inorganic semiconductors such as TiO2, Bi2WO6 or ZnO, for which a sharp reflectance edge (decrease) at wavelengths usually above 400 nm. They indicate that the carbons are capable of absorbing light in the continuum range of wavelength, as opposed to most semiconductors. It should also be noticed that, despite the same dilution was applied to all the samples, the reflectance varied significantly among the studied carbons, ranging from 30 to 70%. This confirms the different ability to absorb light of the studied carbons, which is most likely associated to their physicochemical and structural characteristics. Analyzing the origin of the bandgap in amorphous carbons and its correlation with the properties of these materials remains out of the scope of this study. However, it has been associated to the existence and size of disordered sp2 domains, the occurrence of σ and π states forming sub-bands, defect tail states introduced upon functionalization, and other structural features (e.g., sp3 content, dangling bonds) [20,52,55,56].

Regarding the type of electronic transitions, most of the studies report that light absorption processes on amorphous carbons proceed through indirect allowed transitions (thus \( n = 2 \)) [47,48]. Fewer studies report either direct transitions [53], or the use of exponent \( 1/n = 0.5 \) in Tauc representation, without clarifying the type of transition [21,57–59].

The applicability of Tauc method for the determination of the optical bandgap in carbons has been validated for various types of amorphous carbons [47,48,57,60–64]; most studies agree that Tauc bandgap can be considered a phenomenonological parameter to compare. Regardless the type of transition considered, all the curves showed a marked gap, characteristicly associated to the optical bandgap. This confirms that the Tauc transformation allows the detection of a bandgap in amorphous carbons.

Considering this, we have fitted the experimental data to Tauc...
representations using indirect transitions for the carbons (fittings for all the carbons are shown in Fig. S4 in the ESI). Fig. 6 shows the obtained $E_g$ values for the selected carbons; the corresponding Tauc plots and the fitted range for all the analyzed carbons is shown in the ESI. Tauc representations for most of the carbons showed a steep function with a clear linear dependence of $[F(R^\infty) \ h\nu]^{1/n}$ with $\hnu$. Only for certain samples (e.g., carbons CV, CVH450, CVH850, FS), the representations displayed a sloping profile characterized by a large absorption tail spanning over a wide range of energies. Although this issue still remains under investigation, it suggests the existence of multi-phonon absorption processes (tail states nearby the valence and conductions bands), as it has been reported for semiconductors with a high structural-electronic disorder [23,25].

The obtained values ranged between 1.5 and 2.2 eV, which are in agreement with those reported for other amorphous carbon with varied functionalization (e.g., 2.2–0.9 eV for hydrogenated amorphous carbon films; 2.4–1.6 eV for N-doped carbon films) [57,61–65] and carbons with varied sp$^2$/sp$^3$ ratios (e.g., 4.1 and 1.2 eV for sp$^2$/sp$^3$ ratio of 0.16 and 1.63, respectively) [57,66]. They are lower than those reported by Velo-Gala et al. for a series of activated carbons with varied chemical composition (ca. ranging from 3.1 to 3.5 eV) [53], although these authors used direct transitions for data fitting. We have not observed significant variations in the $E_g$ values calculated for indirect and direct transitions (Fig. 6b); despite these similarities, indirect allowed transitions would seem more adequate for describing the electronic transitions involved in amorphous carbons [47,48], based on the number of studies reporting their origin associated to $\sigma$ and $\pi$ states [20,52,55,56].

In sum, data should be analyzed with caution to avoid biased calculations of the energy gap in complex materials where the Kubelka–Munk function does not strictly follow a linear dependence with the energy of the photons (sloping functions, multimodal curvatures). In such cases, the graphical validation of the chosen fitting range must be performed not only to assure a consistent mathematical analysis (with high fitting goodness) but that the analysis is carried out in the energy region corresponds to the adequate optical absorption zone of the sample. Whenever this may not be applicable, the calculation of the energy gap should be avoided and the discussion should be centered in the description of the diffuse reflectance spectra and the graphical dependence of the absorption function with $\hnu$.

4. Conclusions

Owing to the successful performance of the semiconductor/carbon composites and amorphous porous carbon materials themselves as photocatalysts in various photocatalytic applications, evaluating the optical bandgap of these materials has become a topic of interest in catalysis and materials science, and particularly in the carbon-researching scientific community. While the origin of the optical features of such unconventional semiconductors still remains unclear, researchers have soon adopted the application of diffuse reflectance spectroscopy and Tauc method to calculate energy bandgap values. Even if Tauc bandgap is considered a valid global phenomenological indicator of the potentialities of a material in photocatalytic applications, its calculation is still rather controversial. And its extension to semiconductor/carbon composites and amorphous carbon materials suffers from similar limitations, aggravated by the fact that these materials are strong light absorbing and often multiphase ones. Unambiguity in the description of the optical features of new materials and hybrid composites would be avoided if a cautious analysis of the diffuse reflectance response is carried out. For this, the raw experimental data and the fitting range used for the calculations should be reported, and not just the graphical representation of Tauc equation and the obtained bandgap value as it usually occurs. In the case of materials presenting sloping diffuse reflectance profiles with various curvatures, it is important to assure that the fitting range chosen from the graphical representation of Tauc equation corresponds to the
adequate absorption zone and electronic transitions described. Whenever this may not be applicable, or until a consensus on the type of transitions of carbon-containing catalysts is found an accepted, it would be a good practice to avoid the calculation of the energy gap, or at least to clarify the fitting range used for the calculations in the Tauc representation. For samples with strong absorption features, a mathematically consistent analysis using a double linear fitting should be employed to avoid overestimation of the bandgap values. Measuring the diffuse reflectance spectra of amorphous carbons diluted with a non-absorbing material enables to identify important differences in the optical features of these materials (otherwise unnoticed due to the strong light absorption of the carbon matrix). The analysis of graphical Tauc representation equation in carbons must be done with caution; besides the above-mentioned recommendations, a double linear fitting should be applied for a mathematically consistent analysis avoiding a miscalculation of the bandgap values. Whenever there is uncertainty on the type of transitions (direct or indirect), it should be advisable to clarify the choice made and to support it (if possible) by additional experimental evidences describing the optical response of the material.

In our study, bandgap values calculated for a series of twelve carbons with different properties yielded between 1.5 and 2.3 eV, without a significant variation when different types of transitions were applied. However, considering the origin the electronic transitions involved in most amorphous carbons, indirect allowed transitions seem more adequate for these materials.
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