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Abstract—The use of low-resolution digital-to-analog and analog-to-digital converters (DACs and ADCs) significantly benefits energy efficiency (EE) at the cost of high quantization noise for massive multiple-input multiple-output (MIMO) systems. This paper considers a precoding optimization problem for maximizing EE in quantized downlink massive MIMO systems. To this end, we jointly optimize an active antenna set, precoding vectors, and allocated power; yet acquiring such joint optimal solution is challenging. To resolve this challenge, we decompose the problem into precoding direction and power optimization problems. For precoding direction, we characterize the first-order optimality condition, which entails the effects of quantization distortion and antenna selection. We cast the derived condition as a functional eigenvalue problem, wherein finding the principal eigenvector attains the best local optimal point. To this end, we propose generalized power iteration based algorithm. To optimize precoding power for given precoding direction, we adopt a gradient descent algorithm for the EE maximization. Alternating these two methods, our algorithm identifies a joint solution of the active antenna set, the precoding direction, and allocated power. In simulations, the proposed methods provide considerable performance gains. Our results suggest that a few-bit DACs are sufficient for achieving high EE in massive MIMO systems.

Index Terms—Low-resolution analog-to-digital converter (ADC)/digital-to-analog converter (DAC), energy efficiency (EE), precoding, antenna selection, massive multiple-input multiple-output (MIMO), eigenvalue problem.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) [1] is a key enabler for future cellular systems because it can provide substantial gains in both spectral efficiency (SE) and coverage by employing large-scale antenna arrays at a base station (BS). In principle, massive MIMO increases the SE gain by scaling antennas at the BS under ideal conditions. Unfortunately, in practice, the use of very large-antenna elements makes the BS hardware and radio frequency (RF) circuit architectures intricate and also gives rise to excessive energy consumption in the BS. Since the energy consumption of quantizers (digital-to-analog converters (DACs) and analog-to-digital converters (ADCs)) exponentially increases with its resolution bits, using low-resolution quantizers can alleviate the excessive energy consumption in massive MIMO systems [2]. Motivated by this, implementing massive MIMO with low-resolution DACs and ADCs are rapidly gaining momentum [3]–[5].

The use of the low-resolution quantizers in transmission and reception causes severe quantization error. For example, in the downlink MIMO transmission using low-resolution DACs, the transmitted signals are distorted by the low-resolution DACs, and the quantization error incurs a significant amount of inter-user interference. This fundamentally limits the SE gains in massive MIMO. As a result, it is crucial to incorporate the quantization effects in designing a downlink transmission strategy to maximize communication performance such as SE and energy efficiency (EE) in the massive MIMO using low-resolution quantizers. In particular, design for energy efficient communications is critical in realizing massive MIMO systems. However, finding a precoding solution for maximizing the EE under low-resolution quantizers constraints is highly challenging. The challenge involves the non-convexity of the EE function, defined as the sum SE normalized by the total transmission power. Further, since the total transmission power is a function of an active antenna set, it entails a non-smooth function. This non-smooth part makes the optimization problem more difficult to solve. In this paper, we make progress toward finding a sub-optimal solution that jointly identifies a set of active antenna elements and the corresponding linear precoding vectors to maximize EE in downlink quantized massive MIMO systems.

A. Prior Works

In the literature, linear precoding methods for maximizing EE have been widely studied in high-resolution quantizer setups. This includes a study of the EE of massive MIMO uplink systems with traditional linear receive beamforming such as zero-forcing (ZF) and minimum mean-square-error (MMSE) [6], the capacity limit in massive MIMO with non-ideal hardware impacts [7], joint antenna selection and
precoding design using semidefinite programming (SDP) with successive convex approximation (SCA) [8]. A comprehensive survey on energy-efficient design is found in [9].

Despite the abundant previous studies, the aforementioned prior work is not applicable when low-resolution quantizers are used. This is because low-resolution quantizers induce non-negligible non-linear quantization distortion, which may render the performance characterization totally different from a conventional high-resolution system. Motivated by this, there exist several prior works that performed performance analysis for low-resolution quantizers. Especially, thanks to the analytical tractability of 1-bit quantizers, there have been rich studies regarding design and analysis of 1-bit quantizers. In [10]–[12], the achievable rate of 1-bit ADCs was studied. In [13], it was revealed that higher-rank transmit covariance matrices can improve the sum spectral efficiency even with 1-bit quantizer. In [14], [15], a MIMO system with one-bit Sigma-Delta (ΣΔ) quantizers is presented. In [16], [17], constant-envelope precoding methods were developed by harnessing the fact that a 1-bit quantizer only can extract the signal phase information.

More relevant to this work, several prior works studied precoding methods in downlink systems with low-resolution quantizers. A main obstacle in developing such precoders is that non-linear quantization distortion is not tractable. To handle this in a tractable way, in [18], the non-linearity of the quantization distortion was resolved by adopting Bussgang theorem [19], then by using the linearization, a closed-form expression of a MMSE precoder was derived. In [4], a linear precoder for 3 to 4-bit DACs and a non-linear precoder for 1-bit DACs were proposed. Especially, in designing the linear precoder, it adopted a conventional linear precoder such as MMSE or ZF, and quantized the adopted linear precoder to use with low-resolution DACs. A key finding of [4] is that using 3 to 4-bit DACs offers comparable performance with high-resolution DACs, provided that proper design of precoding is used. This finding is supported by the SE and bit-error-rate (BER) analyses in [5]. A similar approach was also used in [20], where conventional ZF precoding is applied, thereafter 1-bit quantization is conducted to the precoded signal. The approach used in [4] was further improved by using alternating minimization in [21]. For precoding design in more general bits quantizers, an additive quantization noise model (AQNM) was also used in several works [22]–[25], providing a linear approximation of a quantized signal. Employing the AQNM, [22] considered hybrid precoding architecture with low-resolution DACs in a point-to-point MIMO channel and performed extensive performance evaluation by using a conventional precoder. In [24], [25], an algorithm that selects an active antenna set was proposed for a given precoder. Without linear modeling, the alternating direction method of multipliers (ADMM) was used to solve an inter-user interference minimization problem in [26]. Based on this result, a general precoder was designed.

As explained above, abounding studies provided crucial insights on low-resolution quantizer systems. The existing precoding methods, however, are mostly limited to variants of traditional linear precoding methods such as ZF or MMSE. Specifically, the traditional linear precoders are firstly adopted, then quantization distortion effects are reflected. Nevertheless, the traditional precoders have limited SE performance due to the quantization distortion, and do not care to save energy consumption. These two features lead to mediocre EE performance.

Beyond traditional linear precoders, prior work such as [25] developed an antenna selection strategy to maximize the EE. Nonetheless, the approach in [25] is limited in that only antenna selection is carefully designed while fixing precoders. Since precoder design significantly affects the energy consumption of the BS, it is inefficient compared to the joint design of antenna selection and precoders. Besides downlink, the prior works [22], [27] tackled EE maximization in point-to-point massive MIMO systems. Notwithstanding, their design principles are mostly based on singular-value decomposition (SVD); therefore, this cannot be extended to downlink MIMO systems. In summary, no prior work rigorously investigated a joint design approach of antenna selection and precoders for maximizing the EE in downlink quantized massive MIMO, which motivates to develop a novel precoding method with joint antenna selection.

B. Contributions

We investigate a EE maximization problem with regard to precoders in a downlink multiuser massive MIMO system, where low-resolution DACs and low-resolution ADCs are employed at the BS and users, respectively. Our main contributions are summarized as follows:

• In the first phase of this paper, we put forth a precoding strategy for maximizing the EE in quantized massive MIMO systems by reformulating the problem. To accomplish the precoding optimization, by adopting the AQNM [28], which is a linear approximation technique of the non-linear quantizer function with additional quantization noise, we define the EE of the quantized massive MIMO system. The EE function is the sum SE function normalized by the total transmit power, a fractional programming form. Therefore, it is critical to find an optimal transmit power level while maximizing the SE. Unfortunately, the EE maximization problem in the downlink quantized massive MIMO system is NP-hard, similar to the case using infinite-resolution DACs and ADCs. Therefore, finding a global optimum solution is infeasible using polynomial-time complexity algorithms. To overcome this challenge, we take the Dinkelbach method [29] to relax a fractional programming, then we decompose the optimization variables, i.e., the precoding vectors, into two parts: 1) scaling and 2) directional components.

• Leveraging this decomposition, we propose an alternating optimization framework for the EE maximization called Q-GPI-EEM. To be specific, for a fixed Dinkelbach variable and a directional component, we obtain the optimal power scaling component by using a gradient descent method. Since this sub-optimization problem is convex, gradient descent is sufficient to find the optimum point. Subsequently, we find the directional component with the obtained power scaling component; we derive
the first-order optimality condition for the non-convex precoding direction optimization problem. The derived condition is cast as a functional eigenvalue problem, and it insinuates that a local optimal point that has zero gradient is obtained by finding the principal eigenvector of the functional eigenvalue problem. To this end, modifying the algorithm in [30], we present a precoding algorithm called quantized generalized power iteration-based algorithm for direction optimization (Q-GPI-DO) that iteratively identifies the principal eigenvector with a few numbers of iterations. The algorithm iterates by updating the Dinkelbach variable until it converges. Unlike other existing algorithms for the EE maximization in the quantized massive MIMO systems, the most prominent feature of Q-GPI-EEM is to jointly identify a set of active antennas and the corresponding precoding direction by considering the effect of RF circuit power consumption for the active transmit antennas.

- In the second phase of the paper, as a byproduct, we also present a precoding method for maximizing the SE in quantized massive MIMO systems, called Q-GPI-SEM. We show that the SE maximization method is a special case of the EE maximization method, reduced by simplifying some parameters of the EE maximization setups. Q-GPI-SEM ensures to find a local optimal point of the SE maximization for any important system parameters, including the number of antennas, the number of downlink users, and the number of DAC and ADS resolution bits. Besides, our algorithm generalizes, and the prior GPI-based algorithm [30] by incorporating the quantization error effects caused by DACs and ADCs.

- Simulation results demonstrate that the proposed algorithms, Q-GPI-EEM and Q-GPI-SEM considerably outperform conventional algorithms in both EE and SE. Our EE maximization algorithm provides robustness to the maximum transmit power constraint in terms of EE. For example, the EE performances of the other methods eventually degrade as the transmit power increases, while our algorithm offers the monotonically increasing EE by adjusting the actual transmit power in the algorithm. In terms of SE, the SE is saturated as the transmit power increases because of the quantization distortion effects of low-resolution quantizers. Using the proposed algorithm, we can pull up this saturation level more than 2× compared to the conventional methods.

- In addition to the SE and EE improvement, we also elucidate a system design guideline for quantized massive MIMO systems. Exploiting the proposed joint method, we observe that using large-scale antenna elements, each with low-resolution quantizers, provides considerable benefits in both the SE and EE. We note that this was also found in several prior works (e.g., [4] or [25]), yet our finding is obtained by exploiting the joint design of antenna selection and precoders. Thanks to this, our method achieves higher EE compared to the baseline methods at the same number of antennas. More detailed system design insights are provided as follows: (i) Regarding the EE, there exists the optimal number of the DAC bits that maximize the EE. For instance, using 4-bit DACs achieves the maximum EE if the BS has 8 antennas, while 3-bit DACs achieves the maximum EE if the BS has 32 antennas. (ii) Regarding the SE, our method is highly efficient if the number of antennas is enough. In particular, the proposed method achieves a similar level of SE of the high-resolution DACs, e.g., 9 ~ 11 bits even with low-resolution DACs, e.g., 3 ~ 5 bits. (iii) Under the constraint of the total number of DAC bits, using the homogeneous DACs at the BS is beneficial for the SE and the EE. In addition, the proposed algorithm shows higher robustness for DAC configuration, and thus, it can provide more flexibility in the system design. Overall, the proposed algorithm provides high SE and EE performance in the massive MIMO regime, allowing the BS to employ low-resolution DACs and offering high system design flexibility.

**Notation:** A is a matrix and a is a column vector. Superscripts \((\cdot)^*, (\cdot)^T, (\cdot)^H\), and \((\cdot)^{-1}\) denote conjugate, transpose, Hermitian, and matrix inversion, respectively. \(I_N\) is an identity matrix of size \(N \times N\) and \(\text{CN}(\mu, \sigma^2)\) is a complex Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\). \(\text{Unif}[a, b]\) denotes a discrete uniform distribution from \(a\) to \(b\). A diagonal matrix \(\text{diag}(A)\) has the diagonal entries of \(A\) at its diagonal entries. Assuming that \(A_1, \ldots, A_N \in \mathbb{C}^{K \times K}\), \(\text{blkdiag}(A_1, \ldots, A_N)\) is a block diagonal matrix of size \(KN \times KN\) whose \(n\)th block diagonal entry is \(A_n\). \(\|A\|_F\) represents L2 norm, \(\|A\|_p\) represents Frobenius norm, \(E[\cdot]\) represents an expectation operator, \(\text{tr}(\cdot)\) denotes a trace operator, \(\text{vec}(\cdot)\) indicates a vectorization operator, and \(\otimes\) is Kroncker product.

## II. System Model

We consider a downlink multiuser massive MIMO system where the base station (BS) is equipped with \(N \gg 1\) antennas and each user is equipped with a single antenna, and there are \(K\) users to be served. We further assume that the BS employs low-resolution DACs and the users employ low-resolution ADCs. We also consider a general case for low-resolution quantizers where each DAC and ADC can have any bit configuration. We remark that such an assumption covers the case of high-resolution quantizers as well as low-resolution quantizers.\(^1\) At the BS, a precoded digital baseband transmit signal vector \(x \in \mathbb{C}^N\) is expressed as

\[
x = \sqrt{P}W_s,
\]

where \(s \sim \text{CN}(0_{K \times 1}, I_K)\) is a symbol vector, \(W \in \mathbb{C}^{N \times K}\) represents a precoding matrix, and \(P\) is the maximum transmit power.

The digital baseband signal \(x\) in (1) is further quantized at the DACs prior to transmission. To characterize the quantized signal, we adopt the AQNM [28], that approximates the quantization process in a linear form. Then, the analog baseband transmit signal after quantization becomes

\[
\Omega(x) = x_q = \sqrt{P}\Phi_{\Omega} s \approx \Phi_{\Omega} x_s + q_b,
\]

\(^1\)An example of a low-resolution quantizer at the users: in internet-of-things, the users can be energy-hungry even with a single antenna, which requires to use low-resolution ADCs.
where $Q(\cdot)$ is an element-wise quantizer that applies for each real and imaginary part, $\Phi_\alpha = \text{diag}(\alpha_{b,k,1}, \ldots, \alpha_{b,k,N}) \in \mathbb{R}^{N \times N}$ denotes a diagonal matrix of quantization loss, and $q_{bs} \in \mathbb{C}^N$ is a quantization noise vector. The quantization loss of the $n$th DAC $\alpha_{b,n} \in (0, 1)$ is defined as $\alpha_{b,n} = 1 - \beta_{b,n}$, where $\beta_{b,n}$ is a normalized mean square quantization error with $\beta_{b,n} = \frac{E[|x - Q_n(x)|^2]}{E[|x|^2]}$ [28], [31]. The values of $\beta_{b,n}$ are characterized depending on the number of quantization bits at the $n$th BS antenna $b_{DAC,n}$. Specifically, for $b_{DAC,n} \leq 5$, $\beta_{b,n}$ is quantified in Table 1 in [32]. For $b_{DAC,n} > 5$, $\beta_{b,n}$ can be approximated as $\beta_{b,n} \approx \frac{\pi}{12} \times 2^{b_{DAC,n}}$ [33]. The quantization noise $q_{bs}$ is uncorrelated with $x$ and follows $q_{bs} \sim \mathcal{CN}(0_{N \times 1}, R_{q_{bs}q_{bs}})$. The covariance $R_{q_{bs}q_{bs}}$ is computed as [28], [31]

$$R_{q_{bs}q_{bs}} = \Phi_\alpha \Phi_\beta \text{diag} \left( E[X^H] \right) = \Phi_\alpha \Phi_\beta \text{diag} \left( PWW^H \right).$$

The quantized signal $x_q$ is amplified by a power amplifier under a power constraint at the BS. Since the maximum transmit power is defined as $P$, we have the following power constraint [34]

$$\text{tr} \left( E[X_q^H X_q] \right) \leq P.$$

Now, we represent the received analog baseband signals at all the $K$ users as

$$y = H^H x_q + n,$$

where $H \in \mathbb{C}^{N \times K}$ is a channel matrix and $n \sim \mathcal{CN}(0_{K \times 1}, \sigma^2 I_K)$ indicates an $K \times 1$ additive white Gaussian noise vector with zero mean and variance of $\sigma^2$. Each column of the channel matrix $h_k$ represents the channel between user $k$ and the BS. We assume a block fading model, where $h_k$ is invariant within one transmission block and changes independently over transmission blocks. We focus on a single transmission block and assume that the CSI is perfectly known at the BS.

The received analog signals in (2) are quantized at the ADCs of the users. Accordingly, the received digital baseband signals are given as [28], [35]

$Q(y) \approx y_q = \Phi_\alpha y + q = \Phi_\alpha H^H x_q + \Phi_\alpha n + q = \sqrt{P} \Phi_\alpha H^H x_q + \Phi_\alpha n + q,$

where $\Phi_\alpha = \text{diag}(\alpha_1, \ldots, \alpha_K) \in \mathbb{R}^{K \times K}$ is a diagonal matrix of ADC quantization loss defined as $\alpha_k = 1 - \beta_k$, and $q \in \mathbb{C}^K$ is a quantization noise vector, which is uncorrelated with $y$. Here, $\alpha_k$ and $\beta_k$ are similarly defined as $\alpha_{b,k,n}$ and $\beta_{b,k,n}$, respectively. The quantization noise $q$ has zero mean and follows a complex Gaussian distribution. Consequently, the digital baseband signal at user $k$ is given as

$$y_{q,k} = \sqrt{P} \alpha_k h_k^H x_{\alpha,n} w_k s_k + \sqrt{P} \sum_{\ell \neq k} \alpha_k h_k^H x_{\alpha,n} w_\ell s_\ell + \alpha_k h_k^H q_{bs} + \alpha_k n_k + q_k,$$  

where $w_k \in \mathbb{C}^N$ denotes the $k$th column vector of $W$, and $s_k$, $n_k$, and $q_k$ represent $k$th element of $s$, $n$, and $q$, respectively.

The variance of $q_k$ is computed as [28]

$$r_{q_k} = \alpha_k \beta_k [\mathbb{E}[y_k h_k^H]] = \alpha_k \beta_k [h_k^H \mathbb{E}[x_q x_q^H] h_k + \sigma^2] = \alpha_k \beta_k [h_k^H (P \Phi_\alpha W W^H \Phi_\alpha + R_{q_{bs}q_{bs}}) h_k + \sigma^2].$$

(4)

The following sections formulate an EE maximization problem, propose an algorithm, and validate the performance via simulations accordingly.

**Remark 1 (Comparison Between AQNM and Bussgang Decomposition):** In the literature, two approaches are known to model the non-linear quantization distortion effect: AQNM and Bussgang decomposition. In some studies, these two approaches were described as two different methods. AQNM and Bussgang decomposition are actually equivalent. More specifically, AQNM is a special case of Bussgang decomposition when MMSE tailors a quantization function. We refer [36] for more details.

### III. ENERGY EFFICIENCY MAXIMIZATION PROBLEM FORMULATION

#### A. Performance Metric

We characterize the EE for the considered system as our main performance metric. Using (3), we define the downlink SINR of user $k$ as

$$\Gamma_k = \frac{P \alpha_k^2 \|h_k^H \Phi_\alpha w_k\|^2}{P \alpha_k^2 \sum_{\ell \neq k} \|h_k^H \Phi_\alpha w_\ell\|^2 + \alpha_k^2 \|R_{q_{bs}q_{bs}} h_k + \alpha_k^2 \sigma^2 + r_{q_k}\|^2}.$$  

(5)

Unlike a perfect quantization system where the resolution of DACs and ADCs is infinite, the SINR in (5) includes the quantization noise power and the quantization loss induced by both low-resolution DACs and ADCs. Accordingly, the SE for user $k$ is expressed as

$$R_k = \log_2 (1 + \Gamma_k).$$  

(6)

Now, we define the EE based on (6). Let $P_{R_{PD}}, P_{M}, P_{LO}, P_{H}, P_{PA}, P_{RF}, P_{DAC}, P_{cir}$, and $P_{BS}$ denote the power consumption of low-pass filter, mixer, local oscillator, $90^\circ$ hybrid with buffer, power amplifier (PA), radio frequency (RF) chain, DAC, analog circuits, and BS, respectively. The DAC power consumption $P_{DAC}$ (in Watt) is defined as [22], [37]

$$P_{DAC}(b_{DAC}, f_s) = 1.5 \times 10^{-5} \cdot 2^{b_{DAC}} + 9 \times 10^{-12} \cdot f_s \cdot b_{DAC},$$

where $f_s$ is the sampling rate. If antenna $n$ is active, then the corresponding DAC pair and RF chain consume the circuit power of $2 P_{DAC}(b_{DAC,n}, f_s) + P_{RF}$ where $P_{RF} = 2P_{PD} + 2P_{M} + P_{H}$. On the contrary, if the antenna is inactive, no power is consumed in the corresponding DAC and RF chain. Considering such behaviour, the circuit power consumption $P_{cir}$ is formulated as [22]

$$P_{cir} = P_{LO} + \sum_{n=1}^{N} \{ \mathbb{I}_{\{n \in A\}} (2 P_{DAC}(b_{DAC,n}, f_s) + P_{RF}) \}.$$  

(7)
where \( \mathbb{I}_{\{a\}} \) is the indicator function which is \( \mathbb{I}_{\{a\}} = 1 \) only when \( a \) is true and \( \mathbb{I}_{\{a\}} = 0 \) otherwise, and \( \mathcal{A} \) is an index set of active antennas. Then the BS power consumption \( P_{BS} \) is given as [22]

\[
P_{BS}(N, b_{DAC}, f_s, W) = P_{cir} + \kappa^{-1} P_{tx},
\]

where \( P_{tx} \) is the transmit power \( P_{tx} = \text{tr}(\mathbb{E}[x_n x_n^H]) \), \( \kappa \) is a PA efficiency, i.e., \( \kappa = P_{tx}/P_{PA} \), and \( b_{DAC} = [b_{DAC,1}, \ldots, b_{DAC,N}]^T \). Finally, the EE of the considered system is defined as

\[
\eta = \frac{\Omega \sum_{k=1}^{K} R_k}{P_{BS}(N, b_{DAC}, f_s, W)},
\]

(8)

where \( \Omega \) denotes transmission bandwidth. We summarize the used system parameters, their definitions, and values in Table I.

**B. Formulated Problem**

We now formulate an EE maximization problem with respect to a precoder. We first normalize the EE \( \eta \) in (8) by the bandwidth \( \Omega \) since it is irrelevant to precoder design. Throughout the paper, we use the EE and normalized EE interchangeably as they do not change the problem. Then the EE maximization problem is formulated as

\[
\text{maximize}_{W} \quad \frac{\sum_{k=1}^{K} R_k}{P_{BS}(N, b_{DAC}, f_s, W)},
\]

(9)

subject to \( \text{tr} \left( \mathbb{E} [x_n x_n^H] \right) \leq P \),

(10)

We remark that the BS power consumption includes the circuit power consumption, which is a function of active antennas, and thus, the EE maximization problem needs to be solved by designing \( W \) with incorporating the impact of active and inactive antenna sets. In this regard, we propose an algorithm that jointly designs a precoder and performs an antenna selection in Section IV.

**IV. JOINT PRECODING AND ANTENNA SELECTION ALGORITHM**

A direct solution for the formulated problem in (9) is not available since it is non-smooth and non-convex. We first reformulate the problem and then propose an algorithm that provides the best sub-optimal solution to resolve these challenges.

### A. Problem Reformulation

We reformulate (9) by using the Dinkelbach method [29] as

\[
\text{maximize}_{W, \mu} \quad \sum_{k=1}^{K} R_k - \mu P_{BS}(N, b_{DAC}, f_s, W)
\]

(11)

subject to \( \text{tr} \left( \mathbb{E} [x_n x_n^H] \right) \leq P \),

(12)

\[\mu > 0,\]

(13)

where \( \mu \) is an auxiliary variable. To cast the problem (11) into a tractable form, we first rewrite the DAC quantization noise covariance term coupled with a user channel in (5) as

\[
\text{h}_k^H \text{R}_{q_n,q_m} \text{h}_k = \text{h}_k^H \Phi_{bs} \Phi_{bs}^H \text{diag} \left( P \text{W}_{s} \right) \text{h}_k
\]

\[
= P \sum_{n=1}^{N} |h_{n,k}|^2 \alpha_{bs,n} \beta_{bs,n} \sum_{\ell=1}^{K} |w_{n,\ell}|^2
\]

\[
= P \sum_{n=1}^{N} \sum_{\ell=1}^{K} w_{n,\ell}^* \alpha_{bs,n} \beta_{bs,n} h_{n,k}^* h_{n,k} w_{n,\ell}
\]

\[
= P \sum_{\ell=1}^{K} w_{\ell}^* \Phi_{bs} \Phi_{bs}^H \text{diag} \left( h_{k} h_{k}^H \right) w_{\ell}.
\]

(14)

We also rewrite the ADC quantization noise variance \( r_{q,n,q_m} \) in (4) as

\[
r_{q,n,q_m} = \alpha_{k}\beta_{k} \left( P h_{k}^H \Phi_{bs} \Phi_{bs}^H h_k \right)
\]

\[
+ P \sum_{\ell=1}^{K} w_{\ell}^* \Phi_{bs} \Phi_{bs}^H h_{k} h_{k}^H w_{\ell} + \sigma^2
\]

\[
= \alpha_{k}\beta_{k} \left( P \sum_{\ell=1}^{K} w_{\ell}^* \Phi_{bs} \Phi_{bs}^H h_{k} h_{k}^H w_{\ell} + \sigma^2 \right)
\]

\[
= P \alpha_{k}\beta_{k} \sum_{\ell=1}^{K} w_{\ell}^* \left( \Phi_{bs} h_{k} h_{k}^H \Phi_{bs} + \Phi_{bs} \Phi_{bs}^H \text{diag} \left( h_{k} h_{k}^H \right) \right)
\]

\[
\times w_{\ell} + \alpha_{k}\beta_{k} \sigma^2,
\]

(15)

---

**TABLE I**

**ABBREVIATION AND DEFINITION OF SYSTEM PARAMETERS**

| Abbreviation | Definition | Value |
|--------------|------------|-------|
| \( P_{LP} \) | power consumption of low-pass filter | 14 mW |
| \( P_{M} \) | power consumption of mixer | 0.3 mW |
| \( P_{LO} \) | power consumption of local oscillator | 22.5 mW |
| \( P_{A} \) | power consumption of 90° hybrid with buffer | 3 mW |
| \( P_{PA} \) | power consumption of power amplifier | \( P_{PA}/\kappa \) |
| \( P_{RF} \) | power consumption of radio frequency chain | \( 2P_{LP} + 2P_{M} + P_{H} \) |
| \( P_{DAC} \) | power consumption of DAC | \( 1.5 \times 10^{-5} \cdot 2^{b_{DAC}} + 9 \times 10^{-6} \cdot f_s \cdot b_{DAC} \) |
| \( P_{analog} \) | power consumption of analog circuits | \( P_{LO} + \sum_{n=1}^{N} \mathbb{I}_{\{\alpha_{A}\}}(2 P_{DAC}(b_{DAC,n}, f_s) + P_{RF}) \) |
| \( P_{BS} \) | power consumption of BS | \( P_{analog} = \kappa^{-1} P_{tx} \) |
| \( P_{tx} \) | transmit power | \( \text{tr}(\mathbb{E}[x_n x_n^H]) \) |
| \( \kappa \) | power amplifier efficiency | \( P_{tx}/P_{PA} \) |
| \( b_{DAC,n} \) | DAC resolution bit of the \( n \)-th antenna | \( b_{DAC,n} \in [2,12] \) |
| \( f_s \) | sampling rate | \( 10^9 \) Hz |
where \((a)\) comes from (14). Applying (14), (15), and \(\beta_k = 1 - \alpha_k\) to the SINR in (5), we re-organize the SINR term to represent the SINR in a more compact form as shown in (16), shown at the bottom of the page. Now, we simplify the transmit power constraint in (12) as
\[
\text{tr} \left( \mathbb{E} \left[ x_k x_k^H \right] \right) = \text{tr} \left( P \Phi_{\alpha_k} W W^H \Phi_{\alpha_k} \right) + \text{tr} \left( P \Phi_{\alpha_k} \Phi_{\beta_k} \text{diag} \left( WW^H \right) \right)
\]
\[
= \text{tr} \left( P \Phi_{\alpha_k} W W^H \right) \leq P, \tag{17}
\]
where \((a)\) comes from \(\Phi_{\beta_k} = I_N - \Phi_{\alpha_k}\), \(\text{tr}(\Phi_{\alpha_k} W W^H \Phi_{\alpha_k}) = \text{tr}(\Phi_{\alpha_k})\), and the definition of the trace operation.

Regarding the SE point of view, using the maximum transmit power, i.e., \(P_{tx} = P\), maximizes the SE for a given precoder. For the EE point of view, however, using the maximum transmit power may decrease the EE because it increases the SE with a logarithmic scale while it increases the power consumption with an (approximately) linear scale. For this reason, using the maximum power without adjusting a power level, the EE converges to zero eventually, as shown in [25]. To prevent this phenomenon, an optimal power scaling solution needs to be found to maximize the EE. To this end, we introduce a scalar weight \(\tau : 0 < \tau \leq 1\) in the power constraint as
\[
\text{tr} \left( \mathbb{E} \left[ x_k x_k^H \right] \right) = \tau P. \tag{18}
\]
Then applying (18) to (17), the power constraint reduces to
\[
\text{tr} (\Phi_{\alpha_k} W W^H) = \tau. \tag{19}
\]

To incorporate the power scaling in the precoder, we define a weighted and normalized precoding matrix \(V = [v_1, \ldots, v_K]\) where
\[
v_k = \frac{1}{\sqrt{\tau}} \Phi_{\alpha_k}^{1/2} w_k \in \mathbb{C}^N. \tag{20}
\]

Then, applying (20) to (16), the SE of user \(k\) is re-written as a function of \(\tau\) and \(V\), which is (21), shown at the bottom of the page. Using (19), (20), and (21), the problem in (11) becomes
\[
\max_{V, \tau, \mu} \sum_{k=1}^{K} R_k(V, \tau) - \mu P_{BS}(N, b_{DAC}, f_s, V, \tau) \tag{22}
\]
subject to \(\text{tr}(VV^H) = 1 \tag{23}\)
\[
0 < \tau \leq 1
\]
\[
\mu > 0.
\]

Note that the power constraint is equivalent to \(\|\tilde{v}\|^2 = 1\) where \(\tilde{v} = \text{vec}(V)\), which is interpreted as a directional component of the precoder. Consequently, the EE maximization problem is now a problem of jointly finding an optimal power level \(\tau\) and precoding direction \(\tilde{v}\). In this regard, we decompose (22) into two suboptimal problems: find \(V\) for given \(\tau\) and find \(\tau\) for a given \(V\). With the obtained \(\tau\) and \(V\), we iteratively update the Dinkelbach variable \(\mu\).

B. Proposed Algorithm

1) Optimal Direction \(V^*\): We solve the problem in (22) regarding \(V\) for given \(\tau\) and \(\mu\). Again, this phase is mainly related to designing an optimal direction of precoding since the power constraint becomes \(\|\tilde{v}\|^2 = 1\). Let \(G_k = (\Phi_{\alpha_k}^{1/2}) h_k h_k^H \Phi_{\alpha_k}^{1/2} + \Phi_{\beta_k} \text{diag}(h_k h_k^H)\). Then leveraging the fact that \(\|\tilde{v}\|^2 = 1\), we cast the SE \(R_k\) in (21) into a Rayleigh quotient form as
\[
\tilde{R}_k = \log_2 \left( \frac{\tilde{v}^H A_k \tilde{v}}{\tilde{v}^H B_k \tilde{v}} \right) \tag{24}
\]
where
\[
A_k = \text{blkdiag}(G_k, \ldots, G_k) + \frac{\sigma^2}{\tau^2} I_{NK},
\]
\[
B_k = A_k - \text{blkdiag}(0_{N \times N}, \ldots, \alpha_k (\Phi_{\alpha_k}^{1/2}) h_k h_k^H \Phi_{\alpha_k}^{1/2}, \ldots, 0_{N \times N}).
\]

Consequently, we have the following problem for given \(\tau\) and \(\mu\):
\[
\max_{\tilde{v}} \sum_{k=1}^{K} \log_2 \left( \frac{\tilde{v}^H A_k \tilde{v}}{\tilde{v}^H B_k \tilde{v}} \right) \tag{25}
\]
\[
-\mu \sum_{n=1}^{N} (2 P_{DAC}(b_{DAC,n}, f_s) + P_{RF}) \mathbb{I}_{\{n \in A\}}.
\]

Note that the constraint in (23) is ignored at this step. In the proposed algorithm, however, \(\tilde{v}\) will be normalized, which indeed satisfies the constraint.

Now, the major challenge in solving the problem in (25) is to handle the indicator function \(\mathbb{I}_{\{n \in A\}}\). It is, however, highly difficult due to the lack of smoothness. To resolve this challenge, we transform the indicator function into a more favorable form as follows: let \(w_n\) be the \(n\)th row of the precoder \(W\). Then we clarify that antenna \(n\) is active if and only if \(\|w_n\|^2 > 0\). Equivalently, we consider \(\mathbb{I}_{\{n \in A\}} = \mathbb{I}_{\{\|\sqrt{\tau} \tilde{v}_n\|^2 > 0\}}\) because \(W \propto \Phi_{\alpha_k}^{-1/2} V\) from the definition in (20), where \(\tilde{v}_n\) is the \(n\)th row vector of \(V\). We remark that
\[
\Gamma_k = \frac{\alpha_k \|h_k^H \Phi_{\alpha_k} w_k\|^2}{\sum_{\ell=1}^{K} \|h_k^H \Phi_{\alpha_k} w_\ell\|^2 - \alpha_k \|h_k^H \Phi_{\alpha_k} w_k\|^2 + \sum_{\ell=1}^{K} w_\ell^H \Phi_{\alpha_k} \Phi_{\beta_k} \text{diag}(h_k h_k^H) w_\ell + \sigma^2/P}.
\]

\[
\tilde{R}_k(V, \tau) = \log_2 \left( 1 + \frac{\tau \alpha_k \|h_k^H \Phi_{\alpha_k} \tilde{v}_k\|^2}{\tau \sum_{\ell=1}^{K} \|h_k^H \Phi_{\alpha_k} \tilde{v}_\ell\|^2 - \tau \alpha_k \|h_k^H \Phi_{\alpha_k} \tilde{v}_k\|^2 + \tau \sum_{\ell=1}^{K} \tilde{v}_\ell^H \Phi_{\beta_k} \text{diag}(h_k h_k^H) \tilde{v}_\ell + \sigma^2/P} \right). \tag{21}
\]
we omit the effect of $\tau$ since it applies identically to all the antennas, but the quantization loss term is included so that the quantization effect can be applied differently across antennas. Subsequently, we approximate the indicator function by using the following approximation [38]:

$$
\mathbb{I}_{\{ |x| > 0 \}} \approx \log_2(1 + |x|^2/\rho) \log_2(1 + 1/\rho),
$$

(26)

where the approximation becomes tight as $\rho \to 0$. Using (26), the indicator function in (7) is represented as

$$
\mathbb{I}_{\{ n \in A \}} = \mathbb{I}_{\{ \| \tilde{v}_n / \sqrt{\alpha_{bs,n}} \|^2 > 0 \}} 
\approx \log_2 \left( 1 + \rho^{-1} \left\| \frac{1}{\sqrt{\alpha_{bs,n}}} \tilde{v}_n \right\|^2 \right) \omega_p,
$$

(27)

where $\omega_p = 1/\log_2(1 + \rho^{-1})$ and $\rho > 0$ is a small enough value. Further denoting that $P_{ant,n} = 2P_{DAC}(b_{DAC,n}; f_s) + P_{RF}$, we have

$$
\sum_{n=1}^{N} \left( 2P_{DAC}(b_{DAC,n}; f_s) + P_{RF} \right) \mathbb{I}_{\{ n \in A \}} 
\approx \sum_{n=1}^{N} \log_2 \left( 1 + \rho^{-1} \left\| \frac{1}{\sqrt{\alpha_{bs,n}}} \tilde{v}_n \right\|^2 \right) \omega_p P_{ant,n}.
$$

(28)

We note that the approximation technique (27) makes it possible to incorporate the indicator function into the problem formulation without introducing explicit discrete variables. The next step is to express (28) in terms of $\tilde{v}$. To this end, we let $e_n$ be the $N$ dimensional $n$th canonical basis vector with a single 1 at its $n$th coordinate and zeros elsewhere. Then we can write $\tilde{v}_n / \sqrt{\alpha_{bs,n}}$ as $\tilde{v}_n = e_n^H \Phi_{\alpha_{bs,n}} \tilde{v}$. Subsequently, we rewrite $\left\| \frac{1}{\sqrt{\alpha_{bs,n}}} \tilde{v}_n \right\|^2$ as

$$
\left\| \frac{1}{\sqrt{\alpha_{bs,n}}} \tilde{v}_n \right\|^2 = e_n^H \Phi_{\alpha_{bs,n}}^{-1/2} \tilde{v} \Phi_{\alpha_{bs,n}}^{-1/2} e_n
$$

$$
= \text{vec}(e_n^H \tilde{v} \Phi_{\alpha_{bs,n}}^{-1})
$$

$$(a) = (e_n^T \tilde{v}^*) \otimes e_n^H \text{vec}(V)
$$

$$(b) = (\left( (I_K \otimes e_n \otimes e_n^H) \text{vec}(V^*) \right)^T \otimes e_n^H) \text{vec}(V)
$$

$$(c) = \tilde{v}^H (I_K \otimes \tilde{e}_n \otimes \tilde{e}_n^H) \tilde{v},
$$

(29)

where $\tilde{e}_n = \Phi_{\alpha_{bs,n}}^{-1/2} e_n$, (a) and (b) follow from vec(ABC) = (C$^T$ $\otimes$ A)vec(B), and (c) comes from $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$ and the definition of $\tilde{v} = \text{vec}(V)$. Using (28) and (29), the objective function in (25) can be represented as

$$
L(v) = \log_2 \lambda_v(v),
$$

(30)

where

$$
\lambda_v(v) = \prod_{k=1}^{K} \left( \frac{\tilde{v}^H A_k \tilde{v}}{\tilde{v}^H B_k \tilde{v}} \right) \prod_{m=1}^{N} \left( \frac{\tilde{v}^H E_m \tilde{v}}{\tilde{v}^H E_m \tilde{v}} \right)^{-\mu_{\omega_p} P_{ant,m}}.
$$

and $E_n = I_{NK} + \rho^{-1} I_K \otimes \tilde{e}_n \otimes \tilde{e}_n^H$ as $\| \tilde{v} \|^2 = 1$. With the reformulated objective function in (30), we derive a condition for a local-optimal stationary point and propose an algorithm to find such a local optimal point.

**Lemma 1:** The first-order optimality condition of the optimization problem (25) with the approximated objective function in (30) for given $\tau$ and $\mu$ is satisfied if the following holds:

$$
(A_{KKT}(\tilde{v}) \tilde{v}) = \lambda_v(v) B_{KKT}(\tilde{v}) \tilde{v},
$$

(31)

where

$$
A_{KKT}(\tilde{v}) = \sum_{k=1}^{K} \frac{A_k}{\tilde{v}^H A_k \tilde{v}} \prod_{\ell=1}^{K} \left( \frac{\tilde{v}^H A_{\ell} \tilde{v}}{\tilde{v}^H B_{\ell} \tilde{v}} \right),
$$

(32)

$$
B_{KKT}(\tilde{v}) = \left( \sum_{k=1}^{K} \frac{B_k}{\tilde{v}^H B_k \tilde{v}} + \mu_{\omega_p} \prod_{m=1}^{N} \frac{E_m}{\tilde{v}^H E_m \tilde{v}} \right) \prod_{m=1}^{N} \left( \frac{\tilde{v}^H E_m \tilde{v}}{\til{v}^H E_m \til{v}} \right)^{-\mu_{\omega_p} P_{ant,m}}.
$$

(33)

**Proof:** We compute the first derivative of (30) as

$$
\frac{\partial L_v(v)}{\partial v^H} = \frac{1}{\lambda_v(v)} \frac{\partial \lambda_v(v)}{\partial v^H}
$$

and subsequently, we derive $\partial \lambda_v(v)/\partial v^H$ and set it to zero

$$
\frac{\partial \lambda_v(v)}{\partial v^H} = 2\lambda_v(v) \left( \sum_{k=1}^{K} \frac{A_k \tilde{v}}{\til{v}^H A_k \til{v}} - \frac{B_k \til{v}}{\til{v}^H B_k \til{v}} \right)
$$

$$
- \mu_{\omega_p} \sum_{m=1}^{N} \frac{E_m \til{v}}{\til{v}^H E_m \til{v}} = 0.
$$

Then, the first-order optimality condition can be derived as

$$
\sum_{k=1}^{K} \frac{A_k}{\til{v}^H A_k \til{v}} \lambda_{v, num}(v) \til{v}
$$

$$
= \lambda_v(v) \left( \sum_{k=1}^{K} \frac{B_k}{\til{v}^H B_k \til{v}} + \mu_{\omega_p} \sum_{m=1}^{N} \frac{E_m}{\til{v}^H E_m \til{v}} \right) \lambda_{v, denom}(v) \til{v},
$$

where $\lambda_{v, num}(\til{v}) = \prod_{k=1}^{K} \left( \frac{\til{v}^H A_k \til{v}}{\til{v}^H B_k \til{v}} \right)$ and $\lambda_{v, denom}(\til{v}) = \prod_{m=1}^{N} \left( \frac{\til{v}^H E_m \til{v}}{\til{v}^H E_m \til{v}} \right)^{-\mu_{\omega_p} P_{ant,m}}$. This completes the proof.

We interpret the derived condition (31) as a functional eigenvalue problem.

**Remark 2:** The derived first-order optimality condition in (31) can be transformed to a functional eigenvalue problem regarding the matrix $B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v})$ as

$$
B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v}) \til{v} = \lambda(\til{v}) \til{v}.
$$

(34)

From Remark 2, the first-order optimality condition in (34) is cast as a functional eigenvalue problem. More specifically, (34) is included in a class of nonlinear eigenvector dependent eigenvalue problem (NEPv) [39], where the matrix itself is a function of eigenvectors. Consequently, treating $\til{v}$ as an eigenvector of $B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v})$, $\lambda(\til{v})$ is interpreted as a corresponding eigenvalue of $B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v})$. In this regard, we need to find the principal eigenvector of $B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v})$ that leads $\lambda(\til{v})$ to be a maximum eigenvalue of $B_{KKT}^{-1}(\til{v}) A_{KKT}(\til{v})$ and also satisfies the first-order
Algorithm 1 Q-GPI-DO

1. initialize: $\tilde{v}^{(0)}$
2. Set the iteration count $t = 1$
3. While $\|\tilde{v}^{(t)} - \tilde{v}^{(t-1)}\| > \epsilon$ and $t \leq t_{\text{max}}$
   4. Build matrix $A_{KKT}(\tilde{v}^{(t-1)})$ in (32)
   5. Build matrix $B_{KKT}(\tilde{v}^{(t-1)})$ in (33)
   6. Compute $\tilde{v}^{(t)} = B_{KKT}^{-1}(\tilde{v}^{(t-1)})A_{KKT}(\tilde{v}^{(t-1)})\tilde{v}^{(t-1)}$
   7. Normalize $\tilde{v}^{(t)} = \frac{\tilde{v}^{(t)}}{\|\tilde{v}^{(t)}\|}$
   8. $t \leftarrow t + 1$
   9. $\tilde{v}^{*} \leftarrow \tilde{v}^{(t)}$
10. Return $\tilde{v}^{*}$.

optimality condition in (31). To find such $\tilde{v}$, we propose a quantization-aware generalized power iteration-based direction optimization algorithm (Q-GPI-DO).

Algorithm 1 describes the proposed algorithm. The key idea used in Q-GPI-DO is to modify a power iteration method to be applicable for the corresponding eigenvalue problem (34). Specifically, Algorithm 1 first initializes the stacked precoding vector $\tilde{v}^{(0)}$. Then, the precoding vector $\tilde{v}^{(0)}$ is updated iteratively: at iteration $t$, the matrices $A_{KKT}(\tilde{v}^{(t-1)})$ and $B_{KKT}(\tilde{v}^{(t-1)})$ are computed according to (32) and (33). Subsequently, the precoder $\tilde{v}^{(t)}$ is re-computed as $\tilde{v}^{(t)} = B_{KKT}^{-1}(\tilde{v}^{(t-1)})A_{KKT}(\tilde{v}^{(t-1)})\tilde{v}^{(t-1)}$ and normalized as $\tilde{v}^{(t)} = \frac{\tilde{v}^{(t)}}{\|\tilde{v}^{(t)}\|}$. The iteration stops when one of the stopping criteria are met: either converges, i.e., $\|\tilde{v}^{(t)} - \tilde{v}^{(t-1)}\| \leq \epsilon$ where $\epsilon > 0$ denotes a tolerance level or reaches a maximum iteration count $t_{\text{max}}$ which may differ depending on a system requirement.

One remarkable benefit of the proposed Q-GPI-DO is that it is not required to exploit any off-the-shelf optimization solver such as CVX. Distinguished from other convex-relaxation based approaches, the only computational load of the proposed method is caused when computing $\tilde{v}^{(t)} = B_{KKT}^{-1}(\tilde{v}^{(t-1)})A_{KKT}(\tilde{v}^{(t-1)})\tilde{v}^{(t-1)}$. As implementing CVX in practical hardware is nearly infeasible due to the high complexity, Q-GPI-DO has a substantial advantage from an implementation perspective.

2) Optimal Power Scaling $\tau^{*}$: the problem in (22) for given $V$ and $\mu$ reduces to

$$\begin{align*}
\text{maximize} & \quad \sum_{k=1}^{K} \bar{R}_k - \frac{\mu P}{\kappa} \tau \\
\text{subject to} & \quad 0 < \tau \leq 1 \\
& \quad \mu > 0.
\end{align*}$$

(35)

The objective function in (35) is now concave with respect to $\tau$. In this regard, the optimal $\tau$ can be derived by using a gradient descent algorithm for given $\tilde{v}$ and $\mu$. Let the objective function in (35) be $L_{\tau}(\tau, \tilde{v})$. Then the gradient update is given as

$$\tau^{(t+1)} = \tau^{(t)} + \delta_{GD} \frac{\partial L_{\tau}(\tau^{(t)}, \tilde{v})}{\partial \tau^{(t)}},$$

(36)

where $\delta_{GD}$ denotes a step size and the partial derivative $\partial L_{\tau}(\tau^{(t)}, \tilde{v})/\partial \tau^{(t)}$ is computed as

$$\frac{\partial L_{\tau}(\tau, \tilde{v})}{\partial \tau} = \frac{1}{\ln 2} \sum_{k=1}^{K} \left( \frac{\Xi_k + \Psi_k}{\sigma^2 / P + (\Xi_k + \Psi_k)\tau} - \frac{\Psi_k}{\sigma^2 / P + \Psi_k \tau} \right) \frac{\mu P}{\kappa},$$

(37)

where

$$\Xi_k = \alpha_k |h_k|^2 \Phi^{1/2} v_k^T,$$

$$\Psi_k = \sum_{\ell=1}^{K} \left( |h_k|^2 \Phi^{1/2} v_{\ell}^T \right)^2 - \alpha_k |h_k|^2 \Phi^{1/2} v_k^T |h_k|^2$$

$$+ \sum_{\ell=1}^{K} v_{\ell}^T \Phi \rho_{\ell} \text{diag} (h_k h_k^T) v_{\ell}.$$

To decide $\delta_{GD}$, we use a backtracking line search method [40] in simulations.

3) Thresholding of $\tau$: Recall that we have the constraint of $0 < \tau \leq 1$. From (36), however, it is not guaranteed to satisfy the constraint. Accordingly, for each update, we perform thresholding of $\tau$; if $\tau > 1$, then set $\tau = 1$, and if $\tau < 0$, then set $\tau = 0$.

4) Dinkelbach Update $\mu$: Once the precoder $V$ and scaling factor $\tau$ are derived, we update $\mu$ for the next outer iteration as

$$\mu = \frac{\sum_{k=1}^{K} \bar{R}_k (V, \tau)}{P_{\text{approx}}},$$

(38)

where

$$P_{\text{approx}} = P_{\text{LO}} + \sum_{m=1}^{N} \log_2 \left( 1 + \rho^{-1} \frac{1}{\sqrt{\alpha_{\text{bs},m}}} v_m^T \right)^{\omega_{\rho}}$$

$$\times (2P_{\text{DAC}}(b_{\text{DAC}}, m), f_s) + P_{\text{RF}} + \tau P / \kappa.$$

Algorithm 2 describes the proposed quantization-aware GPI-based EE maximization algorithm (Q-GPI-EE). With initialization, the algorithm computes $\tau$ by using the gradient descent method for given $\tilde{v}$ and $\mu$ and also finds $\tilde{v}$ by using the Q-GPI-DO algorithm for given $\tau$ and $\mu$. Then $W$ is computed from the derived $\tau$ and $\tilde{v}$. The algorithm repeats these steps until $W$ converges. Once converged, the outer loop computes $\mu$ by using the derived $W$ and repeats the previous steps until $\mu$ converges. Once $\mu$ converged, we check whether $\|v_n\| \geq \epsilon_{\text{as}}$ to select antennas which have effective gain where $\epsilon_{\text{as}} > 0$ is a small enough value. This selection approach is effective as the rows of $V$ are jointly designed with each other, and thus, the designed $V$ incorporates relative gains across the antennas. The norm of $v_n$, however, highly depends on the number of antennas because the norm of $\tilde{v}$ is limited as $\|\tilde{v}\| = 1$. In this regard, the threshold $\epsilon$ may vary with $N$. To avoid this issue, we normalize $v_n$ by $\max_i \| \frac{1}{\sqrt{\alpha_{\text{bs},i}}} v_i \|$, i.e., we perform

$$v_n = \frac{v_n}{\max_i \| \frac{1}{\sqrt{\alpha_{\text{bs},i}}} v_i \|}.$$
Algorithm 2 Q-GPI-EEM

1 initialize: $\tilde{v}^{(0)}, \tau^{(0)}$, and $\mu^{(0)}$
2 Set the iteration count $n_0 = 1$
3 while $|\mu(t_0) - \mu(t_0-1)|/|\mu(t_0)| > \epsilon_0$ and $t_0 \leq t_{\text{max}}$
4 \hspace{1em} Set the iteration count $t_1 = 1$
5 \hspace{1em} while $\|W(t_1) - W(t_1-1)\|_F / \|W(t_1)\|_F > \epsilon_1$ and $t_1 \leq t_{\text{max max}}$
6 \hspace{2em} Set the iteration count $n_1 = 1$
7 \hspace{2em} while $|\tau(t_1) - \tau(t_1-1)|/|\tau(t_1)| > \epsilon_2$ and $t_2 \leq t_{\text{max}}$
8 \hspace{3em} Set $\partial L(\tau(t_2), \tilde{v})/\partial \tau(t_2)$ according to (37)
9 \hspace{3em} Update $\tau(t_2)$ according to (36)
10 \hspace{2em} Thresholding $\tau$
11 \hspace{2em} $t_2 \leftarrow t_2 + 1$
12 \hspace{2em} $\tilde{v} = \text{Q-GPI-DO}(\mathbf{A}_{\text{KKT}}(\tilde{v}, \tau(t_2)), \mathbf{B}_{\text{KKT}}(\tilde{v}, \tau(t_2)))$
13 \hspace{2em} Compute $W(t_1) = \sqrt{\tau(t_2)\Phi_{\text{in}}^{-1/2}} [v_1, v_2, \ldots, v_K]$
14 \hspace{2em} $t_1 \leftarrow t_1 + 1$
15 \hspace{2em} Update $\mu(t_0)$ according to (38)
16 \hspace{2em} $t_0 \leftarrow t_0 + 1$
17 \hspace{2em} Set $\tilde{w}_n(t_1) = 0_{1 \times K}$ if $\|1/\sqrt{\Phi_{\text{in},n}}\tilde{w}_n\|^2 < \epsilon_{as}, n = 1, \ldots, N$
18 return $W(t_1)$

and set $\tilde{w}_n = 0_{1 \times K}$ if $\|1/\sqrt{\Phi_{\text{in},n}}\tilde{v}_n\|^2 < \epsilon_{as}$, where $\tilde{w}_n$ represents the $n$th row of $W$. Finally, the proposed method returns $W$.

Remark 3 (Complexity): The computational complexity for each step in the proposed Q-GPI-EEM is analyzed as follows. In the Q-GPI-DO step, the main computational load is caused by calculating the inversion of $\mathbf{B}_{\text{KKT}}(\tilde{f})$. Since $\mathbf{B}_{\text{KKT}}(\tilde{f})$ is comprised of $NK \times NK$ block-diagonal matrices, the inversion can be obtained by calculating the inversion of each sub-matrix. This results in that the complexity of Q-GPI-DO with $T_{\text{GPI}}$ iterations is characterized as $O(T_{\text{GPI}}KN^3)$. The backtracking iteration has the complexity of $O(\max(K^2N, T_{\text{BT}}K))$, where $T_{\text{BT}}$ is the number of iterations of the backtracking algorithm. Considering the iterations of the gradient descent $T_{\text{GD}}$, the complexity of the gradient descent with the backtracking algorithm is

$$O(T_{\text{GD}} \cdot \max(K^2N, T_{\text{BT}}K)).$$

Note that there is some abuse of notation in (39); $T_{\text{BT}}$ denotes the number of the backtracking iteration per gradient descent step, which may not be the same for every step. But here, we consider $T_{\text{BT}}$ to be constant, assuming that $T_{\text{BT}}$ will be similar for every gradient descent step for ease of analysis. This complexity analysis will apply a similar assumption, which does not change the final result. In addition to this, we have the following outer loops for both the gradient descent and Q-GPI-DO: $W$ optimization loop $T_W$, and $\mu$ optimization loop $T_\mu$. Therefore the overall complexity of Algorithm 2 is given as

$$O(T_{\mu}T_W \cdot \max(T_{\text{GPI}}KN^3, \ T_{\text{GD}} \cdot \max(K^2N, T_{\text{BT}}K))).$$

Then, in the massive MIMO regime, it is reasonable to consider $KN > T_{\text{BT}}$ and $T_{\text{GPI}}KN^3 > T_{\text{GD}}K^2N$. Therefore, considering $T$ as the total iteration count of the GPI method, i.e., $T = T_{\text{GPI}}TW T_\mu$, the overall complexity in (40) becomes $O(TK^3)$.

Remark 4 (Convergence): It is challenging to prove the convergence of the proposed method rigorously. The main obstacle is Q-GPI-DO. As explained above, through the lens of a functional eigenvalue problem, Q-GPI-DO is interpreted as a power iteration type algorithm to find the principal eigenvector of the NEPv (31). Conventionally, the self-consistent field iteration (SCF) can be used to solve the NEPv [39], whose main idea is to perform the eigenvector decomposition iteratively based on the previously obtained eigenvectors. Extending this to the power iteration type algorithm is a key for the convergence proof of Q-GPI-DO. We shall leave this as future work. In the later section, we empirically show that $\mu$ converges very well in general system environments.

V. Special Case: Sum Spectral Efficiency Maximization

We can show that a sum SE maximization problem in the considered massive MIMO system with low-resolution DACs and ADCs is regarded as a special case of the EE maximization. Accordingly, we provide a brief description of finding precoders that maximize the sum SE by exploiting the results derived in the EE. The sum SE maximization problem is formulated by setting $\mu$ in (11) to zero as

$$\begin{align*}
\text{maximize}_{\mathbf{W}} & \sum_{k=1}^{K} R_k \\
\text{subject to} & \text{tr} \left( \mathbb{E} \left[ \mathbf{x}_q^{H} \mathbf{x}_q \right] \right) \leq P.
\end{align*}$$

Since the SINR in (16) increases with the transmit power, the SE is maximized when we meet

$$\text{tr} \left( \Phi_{\text{in}} W W^{H} \right) = 1,$$

i.e., the BS transmits signals use the maximum transmit power $\text{tr} \left( \mathbb{E} \left[ \mathbf{x}_q^{H} \mathbf{x}_q \right] \right) = P$. Since this is equivalent to having $\tau = 1$, the results derived in the EE problem can be directly used by setting $\tau = 1$ and $\mu = 0$. Now let us define a weighted precoding vector as

$$f_k = \Phi_{\text{in}}^{-1/2} w_k,$$

which is equivalent to $v_k$ in (20) with $\tau = 1$. Then we have the following optimality condition:

Lemma 2: The first-order optimality condition of the optimization problem (41) is satisfied if the following holds:

$$C_{\text{KKT}}(\tilde{f})\tilde{f} = \lambda(\tilde{f})D_{\text{KKT}}(\tilde{f})\tilde{f},$$

where

$$C_{\text{KKT}}(\tilde{f}) = \sum_{k=1}^{K} \frac{C_k}{\mu^4} \prod_{\ell=1}^{K} \left( \bar{f}_\ell \Phi_{\text{in}} \tilde{f}_\ell \right).$$
the log-distance pathloss model in [42]; cell radius is
vector $h$. A. Simulation Environments
Based on the AQNM system model. MRT. The quantization-aware linear precoders are derived (4)
and precoders such as regularized zero-forcing (Q-RZF), zero-maximization (GPI-SEM) [30],
(3)
(4)
(46), (47), and $f_k$ with (44). The algorithm provides the best precoder that maximizes
(45) $f_k$.

Proof: We derive the results by setting $\mu = 0$ and $\tau = 1$
from Lemma 1.

We note that we can solve (45) by leveraging Algorithm 1 with $\mu = 0$ and $\tau = 1$; replacing (32), (33), and $v_k$ with (46), (47), and $f_k$, respectively and computing $W$ based on (44). The algorithm provides the best precoder that maximizes the sum SE among all the stationary points. We call the quantization-aware GPI-based SE maximization algorithm as Q-GPI-SEM.

VI. NUMERICAL RESULTS
This section evaluates the proposed algorithms to validate the performance and draw key system design insights. We also evaluate benchmark algorithms for comparison. The following cases are included in the simulations: (1) the proposed algorithms, (2) quantization-ignorant conventional GPI-based SE maximization (GPI-SEM) [30], (3) quantization-aware linear precoders such as regularized zero-forcing (Q-RZF), zero-forcing (Q-ZF), and maximum ratio transmission (Q-MRT), and (4) conventional linear precoders such as RZF, ZF, and MRT. The quantization-aware linear precoders are derived based on the AQNM system model.

A. Simulation Environments
We adopt a one-ring model [41] to generate the channel vector $h_k = \sqrt{p_k}g_k$. To generate pathloss $p_k$, we adopt the log-distance pathloss model in [42]; cell radius is 1 km, the minimum distance between the BS and users is 100 m, pathloss exponent is 4, and 2.4 GHz carrier frequency with 100 MHz bandwidth (passband), 8.7 dB lognormal shadowing variance, and 5 dB noise figure are considered.

For the BS power consumption, we set $P_{LP} = 14$ mW, $P_M = 0.3$ mW, $P_{LO} = 22.5$ mW, $P_H = 3$ mW, and $\kappa = 0.27$ [22]. For the parameters used in the proposed algorithms, we set $t_{\text{max}} = 10$, $\rho = 10^{-8}$, $\epsilon_{s} = 0.05$ $\epsilon_0 = 0.001$, and $\epsilon_{gpi}$, $\epsilon_1$, $\epsilon_2$ to be 0.1 unless mentioned otherwise, and set $\delta_{GD} = 1$ for an initial step size which will be updated according to the backtracking line search algorithm [40]. We also initialize $W^{(0)} = H$, $\tau^{(0)} = 1$, and $\mu^{(0)} = 0$. Accordingly, based on the definition, $\hat{v}^{(0)}$ is initialized as $\hat{v}^{(0)} = \text{vec}(\sqrt{\tau^{(0)}}\Phi^{1/2}W^{(0)}) = \text{vec}(\Phi^{1/2}H)$.

B. Evaluation
1) EE Comparison: We compare the proposed algorithm and other baselines in terms of the EE performance. We depict the comparison results in Fig. 1, wherein Fig. 1(a) assumes $N = 16$ and Fig. 1(b) assumes $N = 32$. The caption of Fig. 1 includes the detailed simulation setups. Particularly, in Fig. 1(a), we compare our method and the SDP based on SCA (SDP-SCA) proposed in [8], where we adjust the assumptions in [8] to fit our setup. Over the considered maximum transmit power constraint, the proposed Q-GPI-EEM algorithm achieves the highest EE performance while maintaining the highest EE once it attains the highest EE. This is because the Q-GPI-EEM suitably optimizes antenna selection and precoders to maximize the EE, by incorporating the quantization distortion effects of low-resolution quantizers. We note that although the SDP-SCA provides the second-best EE in Fig. 1(a), it is hard to use the SDP-SCA in massive MIMO systems due to its enormous computational complexity. We also note that the proposed Q-GPI-EEM is shown to be robust to the maximum transmit power constraint by maintaining its highest EE and thus, provides high EE performance regardless of the power constraint. This is because we identify the actual transmit power level $\tau (0 < \tau \leq 1)$ to maximize

$$D_{\text{KKT}}(\bar{f}) = \sum_{k=1}^{K} \frac{D_k}{\tau C_k} \prod_{l=1}^{K} \left( F^H D_l \bar{f} \right),$$

$$C_k = \text{blkdiag}(G_k, \ldots, G_k) + \frac{\sigma^2}{P} I_{NK},$$

$$D_k = C_k - \text{blkdiag}(0_{N \times N}, \ldots, \alpha_k (\hat{f}^{1/2}_k) \Phi \alpha_k^{1/2} \hat{f}, \ldots, 0_{N \times N}),$$

$$\lambda(\bar{f}) = \prod_{k=1}^{K} \left( \frac{\hat{f}^H C_k \bar{f}}{\hat{f}^H D_k \bar{f}} \right).$$

Fig. 1. The energy efficiency versus maximum transmit power constraint $P$ results for (a) $N = 16$ BS antennas, $K = 4$ users, $b_{\text{ADC},k} \sim \text{Unif}[2, 5]$, and $b_{\text{ADC},k} \sim \text{Unif}[2, 5]$, and (b) $N = 32$ BS antennas, $K = 8$ users, $b_{\text{ADC},k} \sim \text{Unif}[2, 12]$, and $b_{\text{ADC},k} \sim \text{Unif}[2, 6]$. 

Authorized licensed use limited to: UNIST. Downloaded on September 27,2022 at 05:00:31 UTC from IEEE Xplore. Restrictions apply.
the EE in the proposed method (the optimal power scaling $\tau^*$ step).

2) EE by DAC Bits: The EE with respect to the number of DAC bits of the proposed Q-GPI-EEM is evaluated for $N \in \{8, 32, 64\}$ BS antennas, $K = 8$ users, $P = 30$ dBm maximum transmit power constraint, and $b_{ADC,k} = 10$ ADC bits. In this case, the resolution of all DACs is the same, and the selection threshold is relaxed to $\epsilon_{ak} = 0.2$ when $N = 64$. We note that the EEs of all the cases can be maximized when 3 to 4 bits are used per DAC. In addition, the optimal number of bits tends to become smaller, and the EE increases with the number of antennas. In this regard, using more antennas with the proposed algorithm provides gains in both the SE and EE, and also it allows the BS to use coarser quantizers, thereby saving more power and simplifying each RF chain.

3) Antenna Selection Ratio by DAC Bits: Now, we present the DAC selection ratios for a different number of bits. In the simulation, we set $N = 42$ BS antennas, $K = 8$ users, $b_{ADC,k} \sim \text{Unif}[2, 6]$, and $P = 30$ dBm maximum transmit power constraint. Each DAC resolution is assigned to three BS antennas. Accordingly, the selection ratio indicates the ratio of selected antennas within each resolution on average. For example, the selection ratio is about 36% for 13 bits, which means that only one antenna out of the three antennas with 13 bits is selected at each transmission on average. It is shown in Fig. 3(a) that about 90% of the antennas are selected for the low-to-medium resolution DACs. However, the selection ratio rapidly decreases with the number of DAC bits in the high-resolution regime since such antennas with high-resolution DACs consume unnecessarily high power, which corresponds to our intuition. Consequently, less than one antenna out of the three antennas with 14 bits is selected at each transmission on average, and no antenna with 15 bits is selected in most cases.

4) Number of Selected Antennas: In Fig. 3(b), we simulate the number of selected antennas over different parameters such as the maximum transmit power constraint, the number of DAC bits, and the number of users. For the case of the number of DAC bits, we use a homogeneous DAC bit distribution, i.e., all DACs have 3 bits. For the case of the number of users, we force the pathloss of all users to be $-100$ dB for a fair comparison. The trends of the antenna selection correspond to the general intuition: 1) when the power constraint becomes larger, the BS can use transmit power more effectively, thereby turning off more antennas to save RF power. 2) When the number of DAC bits increases, more antennas tend to be turned off to save RF power. 3) When the number of users increases, using more antennas can bring greater SE improvement, leading to higher EE, thereby selecting more BS antennas. We note that the proposed EE method does not increase the transmit power once it reaches the highest EE. Accordingly, the number of selected antennas remains the same beyond a certain $P$.

5) Convergence: To examine the convergence of the proposed Q-GPI-EEM algorithm, we provide the numerical convergence $\mu$. In Fig. 4, we verify the convergence of $\mu$ under the assumptions that $N = 32$ BS antennas, $K = 8$
Fig. 4. Convergence of $\mu$ for $N = 32$ BS antennas, $K = 8$ users, $b_{DAC,n} \sim \text{Unif}[2, 12]$, $b_{ADC,k} \sim \text{Unif}[2, 6]$, and $P \in \{-20, 0, 20, 40\}$ dBm maximum transmit power constraint.

As we observe in Fig. 4, $\mu$ converges fast for all the considered cases. Although the convergence takes longer with higher $P$, the results in Fig. 4 still show that $\mu$ converges within 8 iterations, which can guarantee fast convergence of Q-GPI-EEM in the practical transmit power regime. We note that the convergence of $\mu$ means the convergence of the EE since we reformulate the fractional programming by using the Dinkelbach approach as in (11).

6) SE Comparison: Fig. 5 shows the sum SE versus maximum transmit power constraint $P$ results for $N = 32$ BS antennas, $K = 8$ users, $b_{DAC,n} \sim \text{Unif}[2, 12]$, and $b_{ADC,k} \sim \text{Unif}[2, 6]$. As shown in Fig. 5, Q-GPI-SEM achieves the highest sum SE over the most range of $P$. As the maximum transmit power constraint increases, the SE is saturated because the quantization distortion also increases. Moreover, its SE even decreases in the very high transmit power regime because the interference from the quantization error, which cannot be fully treated with GPI-SEM dominates the SE performance in the regime. In the Q-RZF/RZF, Q-ZF/ZF, and Q-MRT/MRT cases, the sum SE performance is not comparable with that of Q-GPI-SEM except in the very low transmit power regime where the quantization error is buried in the thermal noise. Therefore, Fig. 5 validates the sum SE performance of the proposed method over the practical transmit power regime.

7) SE by DAC Bits: Fig. 6 shows the sum SE versus the number of DAC bits $b_{DAC}$ for $K = 8$ users, $b_{ADC,k} = 10$ ADC bits for all $k$, $P = 50$ dBm maximum transmit power constraint, and $N \in \{8, 32\}$ BS antennas. In this case, the entire DACs have the same resolution. We first note that Q-GPI-SEM provides the highest sum SE, and the sum SE of GPI-SEM converges to that of Q-GPI-SEM as the number of DAC bits increases since both the DACs and ADCs have high resolutions. More importantly, the performance variation of Q-GPI-SEM over DAC resolutions becomes marginal in
$N = 32$ case compared to $N = 8$ case, whereas the other algorithms still show high-performance variations. Therefore, in the massive MIMO, the proposed algorithm is highly robust to quantization noise at the BS by achieving the SE of high-resolution DACs with low-resolution DACs ($2 \sim 5$ bits).

Overall, the proposed Q-GPI-SEM algorithm outperforms the conventional precoding algorithms, and it is indeed an efficient method in the massive MIMO communication systems with low-resolution DACs or ADCs, showing robustness to quantization error.

8) SE-EE Tradeoff: We also provide the SE-EE trade-off results with the proposed EE maximization method and SE maximization method, including other benchmarks. In Fig. 7, we plot the SE-EE tradeoffs over $P = -20$ dBm to $P = 30$ dBm maximum transmit power constraint. Fig. 7(a) shows the tradeoff result with the proposed EE maximization algorithm. In the beginning, both the EE and SE increase with $P$. Then the EE of the benchmarks decreases beyond certain $P$, whereas the EE of the proposed algorithm never decreases. Fig. 7(b) shows the tradeoff result with the proposed SE maximization algorithm. The EE of the proposed SE maximization method also decreases beyond certain $P$ while providing the best SE-EE tradeoff among all. We note that the EE maximization algorithm achieves the highest EE performance with the limited SE performance by not fully using $P$. The achieved SE, in our algorithm, can be adjusted to a desirable level by introducing a control parameter $\nu > 0$ in the BS power consumption of the EE optimization problem as $\nu P_{\text{BS}}(N, b_{\text{DAC}}, f_a, \mathbf{W})$.

9) Symbol Error Rate (SER): In Fig. 8, we present SER results. We use 4-QAM modulation with $N = 16$ BS antennas, $K = 8$ users, 3 bits for all DACs and ADCs, and MMSE scalar quantization. As shown in Fig. 8, the proposed method achieves the best SER, followed by GPI-SEM. Similar to the SE results presented in the manuscript, the GPI-SEM also shows the inverse trend in the high SNR regime due to the quantization effect. The Q-RZF shows the worst SER results with significant gaps from the others. Because the user channel gains are highly heterogeneous, the Q-RZF that involves a matrix inversion suffers in the high SNR and results in poor SER for users with severe pathloss.

10) SE by DAC Configuration: Finally, to provide system design insights, we compare various DAC configurations such as (i) $b_{\text{DAC},n} = 3$, (ii) $b_{\text{DAC},n} \in \{1, 3, 7\}$, and (iii) $b_{\text{DAC},n} \in \{1, 9\}$ under the constraint of the total number of DAC resolution bits (96 bits total) for $K = 8$, $b_{\text{ADC},k} = 10$ for all $k$, and $N = 32$. Fig. 9 reveals that the homogeneous DAC configuration where all DACs have the same resolution achieves the highest sum SE and EE. In particular, the homogeneous DAC configuration provides a noticeable improvement in the EE since medium- and high-resolution DACs in the other configurations cause inefficiency in power consumption. In addition, the proposed algorithm shows a relatively small variation in the sum SE across different DAC configurations, whereas the other algorithms reveal a noticeable performance gap across configurations. Therefore, the result demonstrates that the proposed algorithm is more
suffer from EE degradation as the maximum transmit power constraint with fast convergence, while other methods. In particular, the EE maximization algorithm presented robustness to the maximum transmit power constraint. As a special case, we showed that the proposed algorithms improve both EE and SE compared to conventional methods. In this paper, we solved a precoding problem for EE maximization in downlink multiuser massive MIMO systems leveraging the product of Rayleigh quotients form of the SINR expressions. As a result, the proposed algorithms can provide considerable benefits in the future massive MIMO systems by offering high flexibility on quantizer configuration and improving the SE and EE performance. Considering wideband systems with low-resolution quantizers for maximizing the EE would be a desirable future research direction.

VII. CONCLUSION

In this paper, we solved a precoding problem for EE maximization in downlink multiuser massive MIMO systems with low-resolution DACs and ADCs. To take into account the effects of RF circuit power consumption, we incorporated an antenna selection feature into the EE maximization problem. Managing the quantization errors, we reformulated the SINR maximization problem into precoding direction and power scaling and adopted the Dinkelbach method. Subsequently, we decomposed the problem into precoding direction and power scaling and proposed the problem into precoding direction and power scaling. As a special case, we showed that the proposed algorithm can reduce to the SE maximization algorithm by leveraging the product of Rayleigh quotients form of the reformulated SINR. The simulation results demonstrated that the proposed algorithms improve both EE and SE compared to conventional methods. In particular, the EE maximization algorithm presented robustness to the maximum transmit power constraint with fast convergence, while other methods suffer from EE degradation as the maximum transmit power increases. In addition, it was shown that the proposed methods achieve high enough EE and SE even with low-resolution DACs in the massive MIMO regime, which means that the performance degradation caused by low-resolution quantizers can be compensated by using our method with large-scale arrays. As a result, the proposed algorithms can provide considerable benefits in the future massive MIMO systems by offering high flexibility on quantizer configuration and improving the SE and EE performance. Considering wideband systems with low-resolution quantizers for maximizing the EE would be a desirable future research direction.
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