3D Mesh Model Exterior Salient Part Segmentation Using Prominent Feature Points and Marching Plane
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Abstract

In computer graphics, 3D mesh segmentation is a challenging research field. This paper presents a 3D mesh model segmentation algorithm that focuses on removing exterior salient parts from the original 3D mesh model based on prominent feature points and marching plane. To begin with, the proposed approach uses multi-dimensional scaling to extract prominent feature points that reside on the tips of each exterior salient part of a given mesh. Subsequently, a set of planes intersect the 3D mesh; one is the marching plane, which start marching from prominent feature points. Through the marching process, local cross sections between marching plane and 3D mesh are extracted, subsequently, its corresponding area are calculated to represent local volumes of the 3D mesh model. As the boundary region of an exterior salient part generally lies on the location at which the local volume suddenly changes greatly, we can simply cut this location with the marching plane to separate this part from the mesh. We evaluated our algorithm on the Princeton Segmentation Benchmark, and the evaluation results show that our algorithm works well for some categories.

Keywords: Marching plane, Mesh segmentation, Feature point extraction, Fast marching algorithm, Computer graphics
1. Introduction

Decomposing a 3D mesh model into visually meaningful components is an efficient way to understand and analyze 3D mesh model. Various 3D mesh model processing applications can be benefitted from effective 3D mesh model segmentation approaches.

With the rapid improvement of 3D technology, such as 3D printing, 3D scanning and 3D modeling [1-2], 3D models are applicable in many fields and easily accessible on internet. This wide range of applications has naturally led to copyright infringement [3-5] of 3D models. Additionally, it is helpful when the 3D model segmentation is applied to the preprocessing stage of 3D model identification. For example, someone can illegally distribute a superman 3D model by exchanging the head with iron-man's head. In this case, it is difficult to automatically identify iron-man's head from the model. However, if the illegally merged model is decomposed into meaningful parts in advance and if there is an identification method for each part, it could be much easier to identify the merged part, which is helpful for identifying illegally distributed 3D models on the internet.

In the recent past, some papers [7-9] proposed mesh segmentation algorithms that segment a 3D mesh by focusing on extracting a core part of the mesh, so that the other protusion parts are naturally separated. In this paper, instead of extracting a core part of a 3D mesh model, we propose a 3D mesh model segmentation algorithm that removes exterior salient parts by using a set of planes that marching from prominent feature points, which are on the extreme protrusions of a mesh. As illustrated in Fig. 1, we call the plane which cut the mesh by a specific path as marching plane. In regard to a boundary region, there would be a large increase on the area of the cross section that is cut by the marching plane. We will show more details of the proposed algorithm in section 3 and experimental results will be shown in section 4.

2. Related Work

In the past few decades, many algorithms [6-12] have been proposed to automatically segment 3D mesh model. Referring to surveys in [13, 14], there are two main types of the 3D mesh segmentation algorithms, surface-based and part-based. Surface-based algorithms generally segment a mesh by using geometric properties of the surface, such as the dihedral angles, geodesic distance and curvature. Part-based approaches usually decompose a 3D mesh model into visually meaningful parts based on cognitive science works [15, 16]. The authors in [15]...
state that minimum negative curvature is main property that effect human vision define segmentation boundary region. In addition [16], degree of protrusion, boundary strength and relative volume are also three factors that influence human perception to determine the salience of parts. We mainly use the relative volume factor, which is derived from cognition science works, to segment a mesh, making it worth briefly reviewing part-based 3D mesh model segmentation methods.

Lee [11] segment mesh by identifying first closed boundaries using the minimum negative curvature. Their major contribution is enclosing the open boundary around a deep concavity using the efficient shortest path algorithm. However, it can’t be reflects global shape of the object properly, because the surface curvature is inclined to local property.

Shapira [12] proposed shape diameter function (SDF) which is a volumetric function. The function calculates the average length of a range of cone shaped rays for each face of the mesh. From each centroid of the face, the cone shaped rays are sent to the opposite side of the mesh. Based on calculated SDF values of the mesh, k Gaussian functions are fit to produce hierarchical mesh segmentation.

Katz [7] convert original mesh vertices into a pose-invariant representation by applying multidimensional scaling, after that, core part of the mesh is extracted with spherical mirroring. In the subsequent research, others [8, 9] approximated core part by characterizing the salient parts of extreme points of the mesh. Valette [10] proposed a protrusion function to separates protrusion parts from the main body of the mesh, which measures the extent of closeness between a vertex and each protrusion part. Our mesh segmentation concept is a little similar to a previous report [10]. Our approach are also focus on partitioning exterior individual parts from the main body. Nevertheless, they did not fully utilized the cognition theory, which result the 3D model segmentation usually did not meet the perception of human. It can be visually measured in the experimental result section (Fig. 9).

3. Our segmentation approach

The proposed segmentation approach includes the following procedures to partitioning exterior individual parts from the main body:

1. For a given 3D mesh, coarse feature points that reside on tips of each salient parts are first extracted and filtered to remain only one prominent feature point on each salient part.
2. From each prominent feature point, a proper geodesic path on the 3D mesh model surface is found for the marching plane to follow ahead. Here we call the found geodesic path as marching path.
3. The 3D mesh is intersected by the marching plane as it follows the marching path, after that the area of the cross sections is calculated to represent the local volume.
4. Through the area calculation with the marching plane marching on the path, we determine a partitioning boundary of the salient part of the mesh by where the area has large changes.
5. Step2 to step4 are repeated till all the prominent feature points are processed.

The fast marching method [17] is used to compute geodesic distances and paths in our approach.
3.1 Feature point extraction and filtering

Inspired by a previous report [7], coarse feature points are extracted by using multidimensional scaling (MDS) and its convex hull on a original simplified 3D mesh model. As shown in Fig. 2 (b), the salient parts (like the limbs and tails) of the 3D mesh model are intuitively “straightened” after MDS transform is applied on the original one. Afterward, the coarse feature points are extracted as they reside on the convex hull of the MDS transformed 3D mesh.

Then, these coarse feature points are filtered until only one prominent feature point remains on each salient part (Fig. 2 (c)). It can be performed by measuring whether the sum of the geodesic distance from the coarse feature point to other vertices on the mesh is the local maxima within a radius of the geodesic neighborhood [8]. We set the radius as $\sqrt{0.005 \times \text{area}(\text{mesh}) \times 4}$ [18]. Eventually, the filtered feature points in the MDS transformed space are mapped back to the original 3D mesh (Fig. 2 (d)).

3.2 Marching path selection

To find a proper marching plane. First, we use the fast marching method to find the shortest path between a prominent feature point to the other prominent feature points, as demonstrated in Fig. 3 (a) and Fig. 3 (b). The two pictures show the five shortest paths from a prominent feature point (red dot) to the others (blue dots).

Next, the most stable and straightest geodesic path is selected as the marching path. Let’s first define a straight line as a line that connecting two ends points of a geodesic path. In our approach, a geodesic path’s straightness is calculated by measuring the average perpendicular distance of each point on the path to the straight line. We define $D$ as the straightness of a geodesic path, it is calculated with the following equation:
Where $m_i$ indicates the point on the path, $l$ indicates a point on the line that can be either of the two end points of the path, $\times$ denotes the cross products, $\vec{s}$ is the directing vector of the line and $N_p$ indicates the number of points on the marching path. A smaller $D$ indicates a straighter path.

### 3.3 Marching plane construction

Marching plane is constructed at each point on the marching path. As a unique plane can be determined by a point and a normal vector, we define the marching plane as $MP(p_k, n_k)$, where $p_k$ denote the $k$th point toward marching direction on a marching path and $n_k$ denote a relative normal vector of the plane. Because the area of the cross section needs to represent local volume, the marching plane $MP(p_k, n_k)$ should intersect perpendicular to the local region of the mesh where $p_k$ resides. The $n_k$ is calculated by following formula which using neighbors of $p_k$ on the marching path:

$$n_k = \begin{cases} 
\sum_{i=1}^{k} p_k \sum_{j=1}^{t} p_{k+j}, & 1 < k \leq t \\
\sum_{i=1}^{t} p_{k-i} \sum_{j=1}^{t} p_{k+j}, & t < k < N_p - t \\
\sum_{i=1}^{t} p_{k-i} \sum_{j=k+1}^{N_p} p_j, & N_p - t \leq k < N_p
\end{cases}$$

Fig. 4. Constructed marching plane
3.4 Cross section extraction

We extract the cross section by connecting each crossing point, which is created when marching plane intersect the 3D mesh. The problem to finding crossing point can be further transferred to the problem as identify a set of intersecting edges on the 3D mesh. The intersecting edges can be efficiently found by using the following two properties: First, when an edge intersects the plane, there must be another intersection on the other edge of the triangle face. Second, two adjacent faces share an edge in manifold mesh. After finding one intersecting edge, we can trace its adjacent faces to find other intersecting edges until it arrives at the first intersecting edge to form a closed contour. As shown in Fig. 5 (a), the red dot is a point on the marching path that is represented by a thick black line. Consider the point belong the marching plane and the edge also intersects the plane, we need to start tracing from this edge. The blue dots are crossing points that are intersected by the marching plane (yellow plane).

After extracting the crossing points, we transfer the 3D coordinates of these points into 2D and connect them one-by-one in traced order, as shown in Fig. 5 (b). Then, we can use the Shoelace formula [19] to compute its area.

3.5 Detection of boundary

In Fig. 6 (a), the blue dots are points on the marching path. For the points, we form planes to intersect the mesh and extract cross sections as mentioned above. From the picture, we can intuitively see the boundary region, which is the location with a significant change in the cross-section area.

To determine a boundary, we calculate a factor $R_k$ for each cross section as follows:

$$R_k = \begin{cases} \frac{\sum_{i=1}^{k} a_i}{k} / & \frac{a_{k+1} - a_k}{1 \leq k \leq t} \\ \frac{\sum_{i=0}^{t} a_{k-i}}{(t + 1)} / (t + 1) & \frac{a_{k+1} - a_k}{t < k < N_p - 1} \end{cases}$$

(3)

Where $a_k$ denotes the area of $k$th cross section, and $R_k$ indicates the ratio of the average area of the former $t$ cross sections and difference value of the area between the $k$th and later one. We have determined the boundary where the ratio $R_k$ along the marching direction is first above a threshold $T_C$.

Fig. 6 (b) is the area of the cross sections along the marching direction, and Fig. 6 (c) is the difference, while Fig. 6 (d) is used to calculate $R_k$. From the graph, we can see the 8th contour is the boundary of the salient part.
Fig. 6. (a) Detection of the boundary, (b) Area of the cross section along the marching direction, and (c) Difference of the area (d) $R_k$

3.6 Segmentation of the ring-like exterior part

We propose a method to partition the ring-like exterior salient part, such as with cup models for which core extraction algorithms [7-9] cannot produce good segmentation because they lack a salient core.

To extract the ring-like part, we need to add some sub-steps to extend step 4 of the methodology that we mentioned in the beginning of section 3.

Sub-step 1: After finding the boundary (Fig. 7 (a)), we delete the boundary faces from the mesh (Fig. 7 (b)).

Sub-step 2: Then, we repeat the fast marching algorithm to find whether there is another path to the prominent feature point that was selected in step 2.

Sub-step 3: If there is another path, we jump to step 3 (Fig. 7 (c)). Otherwise, we jump to step 5.

Fig. 7 (c) shows that there is another path after deleting the boundary faces. Along the path, we perform step 3 to step 4 to find the second boundary as well as delete relative faces. Finally, after repeating the fast marching algorithm, there is no other path out, as shown in Fig. 7 (d); as a result, we jump to step 5.
4. Experimental Results

In this section, we first analyze our segmentation result that was performed on the Princeton Segmentation Benchmark [20]. The benchmark includes 380 3D meshes in 19 categories, and each category has 20 meshes. It also provides evaluation metrics and corresponding tools for the comparison of segmentation algorithms.

Our evaluation results, tested on the benchmark shown below, are obtained using fixed parameters. We obtain the number of points ($N_p$) on a marching path by sampling points in a certain interval $\sqrt{0.005 \times \text{area}(\text{mesh})} \times 0.25$ and set $t = 3$. The boundary detection threshold was $T_c = 1$. Through this experiment, we found that if the first area of the cross section has a large value, the prominent feature points usually lie on a place that lacks a salient part, such as the blue prominent feature point shown in Fig. 7 (a). As a result, we do not operate the prominent feature point for which the ratio of the first cross section area and area of the mesh exceeds 0.03.

Segmentation algorithms measured in the benchmark, except [7, 12], need a number of segments as input, while ours do not. The benchmark provides four ways to set the number of segments, BySegmentation, ByModel, ByCategory and ByDataset. For more information about these four ways, please refer to [20].

In the benchmark, there are 19 object categories (e.g., human, cup, glasses, etc.). In Table 1, we compare the performance of our method with another seven algorithms for each object category. The entries of this table contain the algorithm rank according the Rand Index evaluation metric averaged over models of each object category; 1 is the best and 8 is the worst. Additionally, we used the ByCategory way for algorithms that require the number of segments as the input. From the table, we can see our algorithm works well on categories that are shown in red, such as plier, human, cup, etc.
Table 1. Rank of segmentation algorithms for each object category according to the Rand Index evaluation metric (1 is the best and 8 is the worst)

| Object Category | Marching Plane | Rand Cuts | Shape Diam | Norm Cuts | Core Extra | Rand Walks | Fit Prim | K-Median |
|-----------------|----------------|-----------|------------|-----------|------------|------------|---------|----------|
| Human           | 2              | 1         | 4          | 5         | 7          | 8          | 3       | 6        |
| Cup             | 3              | 1         | 6          | 2         | 4          | 5          | 7       | 8        |
| Glasses         | 2              | 1         | 5          | 3         | 7          | 8          | 6       | 4        |
| Airplane        | 3              | 2         | 1          | 5         | 7          | 8          | 4       | 6        |
| Ant             | 8              | 2         | 1          | 3         | 4          | 5          | 6       | 7        |
| Chair           | 4              | 6         | 2          | 1         | 5          | 3          | 8       | 7        |
| Octopus         | 4              | 5         | 1          | 3         | 2          | 6          | 8       | 7        |
| Table           | 6              | 7         | 3          | 1         | 5          | 2          | 4       | 8        |
| Teddy           | 8              | 1         | 2          | 4         | 3          | 5          | 6       | 7        |
| Hand            | 4              | 1         | 6          | 3         | 2          | 8          | 7       | 5        |
| Plier           | 1              | 3         | 8          | 5         | 2          | 6          | 4       | 7        |
| Fish            | 4              | 3         | 1          | 5         | 2          | 6          | 8       | 7        |
| Bird            | 3              | 1         | 2          | 7         | 4          | 8          | 6       | 5        |
| Armadillo       | 8              | 1         | 2          | 6         | 7          | 4          | 3       | 5        |
| Bust            | 8              | 1         | 2          | 5         | 3          | 6          | 4       | 7        |
| Mech            | 6              | 5         | 2          | 1         | 7          | 3          | 4       | 8        |
| Bearing         | 7              | 2         | 1          | 3         | 8          | 6          | 4       | 5        |
| Vase            | 7              | 1         | 3          | 4         | 2          | 5          | 6       | 8        |
| Fourleg         | 8              | 2         | 1          | 4         | 5          | 7          | 3       | 6        |

In Table 2, we also show the rank of the Rand Index evaluation of our method according to each different way of selecting the input number of segments. Our algorithm performs steadily well on categories shown in red, such as cup, glasses, airplane, plier and bird. We achieved rank 1 on the plier category.

Fig. 8 shows the Rand Index error averaged over all 380 mesh models by the four ways, and our method is marked as MarchingPlane. The bar color is meaningless for the methods of ShapeDiam, CoreExtra and ours because these algorithms do not require the number of segments as input. Our method is competitive compared with others measured in the ByDataset and ByCategory approaches.

In Fig. 9, our segmentation results were compared visually with [8-10], where the pictures are taken from [8]. Generally, the segmentation quality is similar between our study methods and those reported in [8-9]. Fig. 10 and Fig. 11 shows our segmentation could be invariant to pose and robust to noise, respectively, which are good properties for 3D mesh model segmentation. Fig. 12 shows the segmentation of cup models mentioned in section 3.6.
Table 2. Rank of the Rand Index error of our algorithm for four different methods of setting the target number of segments for algorithms that take it as input

| Object | Way of selecting input numsegments | Marching Plane | Rand Cuts | Shape Diam | Norm Cuts |
|--------|-----------------------------------|----------------|-----------|------------|-----------|
| Human  |                                   | 2              | 1         | 4          | 5         |
| Cup    |                                   | 3              | 1         | 6          | 2         |
| Glasses|                                   | 2              | 1         | 5          | 3         |
| Airplane|                                 | 3              | 2         | 1          | 5         |
| Ant    |                                   | 8              | 2         | 1          | 3         |
| Chair  |                                   | 4              | 6         | 2          | 1         |
| Octopus|                                  | 4              | 5         | 1          | 3         |
| Table  |                                  | 6              | 7         | 3          | 1         |
| Teddy  |                                  | 8              | 1         | 2          | 4         |
| Hand   |                                  | 4              | 1         | 6          | 3         |
| Plier  |                                  | 1              | 3         | 8          | 5         |
| Fish   |                                  | 4              | 3         | 1          | 5         |
| Bird   |                                  | 3              | 1         | 2          | 7         |
| Armadillo|                               | 8              | 1         | 2          | 6         |
| Bust   |                                  | 8              | 1         | 2          | 5         |
| Mech   |                                  | 6              | 5         | 2          | 1         |
| Bearing|                                 | 7              | 2         | 1          | 3         |
| Vase   |                                  | 7              | 1         | 3          | 4         |
| Fourleg|                                  | 8              | 2         | 1          | 4         |
Our algorithm | Agathos | LIN | VALETTE
--- | --- | --- | ---
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Fig. 9. Segmentation result

Fig. 10. Invariant to pose

Fig. 11. Robust to noise
5. Conclusion

In this paper, a 3D model segmentation algorithm that using the marching plane to remove exterior salient parts from 3D model is proposed. The proposed algorithm consists of the following several steps: (1) extracting prominent feature points, (2) identifying an appropriate marching path, (3) extracting the cross section by intersecting the marching plane with mesh along the marching path, (4) detecting boundaries by monitoring where a great variation occurs on the area of cross sections, (5) addressing ring-like component extraction.

From the Princeton Segmentation Benchmark evaluation results, our algorithm performs quite well for some models, such as pliers and glasses. Additionally, extended experiments show our method could be invariant to pose, robust to noise and competitive with previously published approaches. In the future, our effort will be constructing a better marching path, and improve the algorithm to be able to process hierarchical segmentation.
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