DROPLET SPREADING ON ROUGH SURFACES: TACKLING THE CONTACT LINE BOUNDARY CONDITION
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The complicated dynamics of the contact line of a moving droplet on a solid substrate often hamper the efficient modeling of microfluidic systems. In particular, the selection of the effective boundary conditions, specifying the contact line motion, is a controversial issue since the microscopic physics that gives rise to this displacement is still unknown. Here, a sharp interface, continuum-level, novel modeling approach, accounting for liquid/solid micro-scale interactions assembled in a disjoining pressure term, is presented. By following a unified conception (the model applies both to the liquid/solid and the liquid/ambient interfaces), the friction forces at the contact line, as well as the dynamic contact angle are derived implicitly as a result of the disjoining pressure and viscous effects interplay in the vicinity of the substrate’s intrinsic roughness. Previous hydrodynamic model limitations, of imposing the contact line boundary condition to an unknown number and reconfigurable contact lines, when modeling the spreading dynamics on textured substrates, are now overcome. The validity of our approach is tested against experimental data of a droplet impacting on a horizontal solid surface. The study of the early spreading stage on hierarchically structured and chemically patterned solid substrates reveal an inertial regime where the contact radius grows according to a universal power law, perfectly agreeing with recently published experimental findings.

¹) Electronic mail: pathan@chemeng.ntua.gr
INTRODUCTION

Recent applications of a droplet displacement in microfluidic devices (including smart optics\textsuperscript{12}, printing\textsuperscript{3} and energy harvesting\textsuperscript{4}) render the modeling of the contact line movement as a crucial research topic. Despite the huge amount of work published in the last thirty years, the appropriate boundary condition imposed at the contact line is yet a controversial issue since the governing physical processes are still unclear\textsuperscript{5–10}. In particular, both the two prevailing modeling approaches, namely the hydrodynamic model\textsuperscript{11} and the molecular kinetic theory\textsuperscript{12} can exhibit discrepancies from the experimental data\textsuperscript{13}, suggesting that a complete description of the physics is not yet provided. Worth mentioning the Huh and Scriven famous quote\textsuperscript{11}: “not even Herakles could sink a solid if the physical model were entirely valid, which it is not”, referring to the contact line singularity arising at the hydrodynamic model when the Navier-Stokes equations along with the no-slip boundary condition at the solid surface are used.

A slip boundary condition, where the tangential component of the velocity appears to have a finite value at the contact line, has been proposed in order to remove the hydrodynamic model singularity\textsuperscript{14,15}. Common trait of these kind of approximations is the introduction of theoretical correlations between the contact line velocity and the dynamic contact angle (the angle formed between a droplet and the surface), imposed at the contact line (e.g. Cox formula\textsuperscript{16}, Hoffman-Voinov-Tanner law\textsuperscript{17–19}, etc.). There is also the case where the value of the contact angle is fixed and equal to its static value (or Young’s contact angle) as defined by the Young equation\textsuperscript{20}. Although these modified hydrodynamic models do succeed in removing the singularity arising in the motion of the contact line, they do not have general applicability since many physical quantities are explicitly imposed, though sometimes, derived from molecular dynamics simulations. In addition, in the case of modeling droplet dynamics on a geometrically patterned solid surface, the implementation of the contact angle boundary condition is not a trivial task since the change in the droplet topology demands a reconfiguration of the contact lines. As a result, the contact angle boundary condition has to be applied in \textit{a priori} unknown cardinality of contact lines hindering the simulation of the physical system. An attempt to overcome this restriction was performed by Savva and Kalliadasis\textsuperscript{21} who studied the spreading of a droplet on a patterned substrate by: a) utilizing the long-wave approximation of the Stokes equations and
b) treating the contact line as a set of two points, at the droplet edges.

The applicability of this methodology is however limited only for slow flows and small contact angles. In addition, the experimentally observed entrainment of the ambient phase under the droplet is totally neglected.

Another approach for modeling the contact line dynamics include fine-scale methods (e.g., molecular dynamics or mesoscopic lattice Boltzmann models). In contrast with the continuum-level models, fine-scale methods have led to better understanding of the wetting dynamics (e.g., Thompson and Robbins demonstrated that the no-slip boundary condition breaks down within a slip region around the contact line), however they suffer from severe computational limitations when realistic-sized systems (e.g. droplets with millimeter-sized radii) are examined. Alternatively, in order to minimize the computational demands, the continuum-level hydrodynamic model can be appropriately modified so as to account for the physical processes near the contact line. Such a study was performed by Ren and E, where the boundary condition at the contact line is derived from systematic molecular dynamics simulations. Nevertheless, the above methodology is impracticable when studying wetting dynamics on complex (geometrically structured) surfaces due to the arduous implementation of the boundary condition.

We recently presented static equilibrium computations of droplets with multiple contact lines, wetting geometrically patterned solid surfaces. According to our approach, the liquid/ambient (LA) and the liquid/solid interfaces are treated in a unified context (one equation for both interfaces) by:

a) employing the Young-Laplace equation augmented with a disjoining (or Derjaguin) pressure term, which accounts for the micro-scale liquid/solid interactions, and
b) parameterizing the liquid surface in terms of its arc-length of the effectively one-dimensional droplet profile.

The main advantage of this method is that it avoids the implementation of any boundary condition at the contact line (the static, or Young, contact angle emerges implicitly as the result of the combined action of the disjoining and the capillary pressure) thus enabling the study of wetting phenomena on roughened solid substrates.

In this work, we utilize this proposed liquid/solid interaction formulation, expressed by the disjoining pressure term to perform dynamic simulations of axisymmetric droplets spreading on solid substrates covered with arbitrary asperities, in air ambient. This model-
ing approach does not suffer from the nonphysical stress singularity at the contact line. In addition, contrary to the conventional hydrodynamic model, the relative velocity between the solid and the liquid is not directly imposed with a boundary condition (e.g. no-slip boundary condition), but it emerges implicitly as a result of the energy dissipation taking place on the intrinsic geometrical defects of the solid surface. Such an argument was introduced by Richardson and Jansons who concluded that even a small amount of roughness can approximate macroscopically a no-slip boundary condition, even when the solid material is microscopically perfectly slipping. This assertion was later mathematically proved for a three dimensional flow by Casado-Diaz et al. The same applies for the dynamic contact angle which is also derived “naturally” in our formulation and not set by a specific boundary condition.

The present article is organized as follows: we first present the mathematical framework of the dynamic problem to be solved. In the following section, the computational results (i.e. contact radius and dynamic contact angle of the droplet against time) are validated with experimental measurements and the influence of surface roughness geometric characteristics on the spreading dynamics is discussed. Next, computations of droplets spreading on chemically patterned and hierarchical roughened solid surfaces (where an intrinsic surface roughness is superimposed on larger structures) are performed in order to examine a recently proposed argument of a universal droplet evolution regime at the early spreading stages, regardless of the underlying substrate. Concluding annotations are made in the last section.

**MATHEMATICAL FORMULATION**

Since the viscosity of the surrounding phase (air ambient) in our system is negligible compared to that of the droplet, the flow problem is solved only for the droplet interior (Q in Fig. 1). In particular, we employ the incompressible Navier-Stokes equations for Newtonian fluids in cylindrical coordinates \((r, z)\), to model the droplet spreading dynamics:

\[
\rho(\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla p + \mu \nabla^2 \mathbf{u} + \mathbf{F}, \tag{1a}
\]

\[
\nabla \cdot \mathbf{u} = 0, \text{ in } Q, \tag{1b}
\]
where \( \mathbf{u} \) is the fluid velocity field; \( p, \mu \) and \( \rho \) represent the pressure, dynamic viscosity and density of the fluid, respectively; \( \mathbf{F} \) is a body force expressing the effect of gravity \( (\mathbf{F} = \rho \mathbf{g}) \), where the vector \( \mathbf{g} \) is the gravitational acceleration). Equation (1a) states the momentum balance, and Eq. (1b) expresses the incompressibility of the droplet. The solution of the above set of equations is determined subject to a boundary condition, which is applied at the liquid/ambient interface (SQ in Fig. (1)), and states the local force balance between surface tension, viscous stresses and liquid/solid interactions:

\[
\mathbf{n} \cdot \mathbf{\tau} = -p_{\text{ext}} \mathbf{n} - 2\gamma \kappa \mathbf{n}, \quad \text{at SQ.} \tag{2}
\]

In the above, \( \mathbf{n} \) is the outward unit normal of the liquid/ambient interface; \( \mathbf{\tau} \) is the total stress tensor, \( \mathbf{\tau} = -p \mathbf{I} + \mu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \); \( \gamma \) represents the surface tension of the liquid/ambient interface and \( \kappa \) is the corresponding mean curvature. The latter is defined as:

\[
\kappa = \frac{1}{2} \nabla_s \cdot \mathbf{n}, \tag{3}
\]

where \( \nabla_s \) is the surface gradient operator \( (\nabla_s = \nabla - \mathbf{n} (\mathbf{n} \cdot \nabla)) \).

Incorporating micro-scale interaction in the Navier-Stokes equations is not unusual in the literature (e.g. an extra body force, representing the van der Waals interactions, has been used in a plethora of publications studying liquid films rapture). Lubrication theory has also been used to study moving contact lines, taking into account the repulsive and attractive interactions. Despite the fact that in the latter case no boundary condition is required for the contact line (the liquid tends to a precursor film), it is not applicable for complex solid topographies. In our case we employ micro-scale liquid/solid interactions, lumped in a disjoining pressure term, in order to stabilize an intermediate thin layer between the liquid and solid phases. The above interactions are imposed via a pressure term, \( p_{\text{ext}} \), which appears in the interface force balance (Eq. (2)). Specifically, we adopt the following formulation:

\[
p_{\text{ext}} = p_0 + p_{\text{LS}}, \tag{4}
\]

where \( p_0 \) is a reference pressure (constant along the interface) representing the pressure of the ambient phase. The disjoining pressure term, \( p_{\text{LS}} \), expresses the excess pressure due to the liquid/solid interactions and is given by the following expression:

\[
p_{\text{LS}} = \frac{\gamma}{R_0} \omega_{\text{LS}} \left[ \left( \frac{\sigma}{\delta / R_0 + \epsilon} \right)^{C_1} - \left( \frac{\sigma}{\delta / R_0 + \epsilon} \right)^{C_2} \right], \tag{5}
\]
which essentially resembles a Lennard-Jones type potential. In particular, the depth of the potential well is proportional to the wetting parameter, $w^{LS}$, which is directly related with the solid wettability (an increase of $w^{LS}$ results in a deeper well of the potential, indicating stronger liquid/solid interaction). The exponents $C_1$ and $C_2$ control the range of the micro-scale liquid/solid interactions (large $C_1$ and $C_2$ reduce the range within which micro-scale interactions are active) and $R_0$ is a characteristic length (here the initial radius of the spherical droplet). The distance, $\delta$, between the liquid and the solid surfaces determines whether the disjoining pressure is attractive (modeling van der Waals interactions, for relatively large $\delta$) or repulsive (modeling the overlapping of the electrical double layers, for small $\delta$). In the case of a perfectly flat solid surface, the distance $\delta$ is defined as the vertical distance of the liquid surface from the solid boundary. For non-flat, rough, solid surfaces, the definition of distance, $\delta$, requires special consideration. Here, we take $\delta$ as the Euclidean distance from the solid. This quantity is obtained from the solution of the Eikonal equation, which expresses the signed distance from a boundary (even arbitrarily shaped), as proposed in our previous work. The solution of the Eikonal equation is discussed in Appendix A. In our formulation the droplet never actually touches the solid wall since we assume that the liquid and the solid phases are separated by an intermediate layer (with thickness $\delta_{min}$). This intermediate layer is stabilized by the presence of the disjoining pressure. In particular at $\delta = \delta_{min}$ the repulsive and attractive micro-scale forces balance each other; further reduction of the intermediate layer thickness, below $\delta_{min}$, would generate strong repulsion. The minimum allowed liquid/solid distance $\delta_{min}$ is controlled by the constants $\sigma$ and $\epsilon$. Specifically, for $\delta = \delta_{min} \Leftrightarrow p^{LS} = 0 \Rightarrow \delta_{min} = R_0(\sigma - \epsilon)$. The selection of the disjoining pressure constants value is in accordance with our previous work, namely: $C_1 = 12, C_2 = 10, \sigma = 9 \times 10^{-3}$ and $\epsilon = 8 \times 10^{-3}$. A sensitivity analysis regarding the effect of disjoining pressure parameters on the spreading dynamics, as well the visualization of the corresponding $p^{LS}$ profiles, are presented in Appendix B.

Apart from the Navier-Stokes equations (Eq. (1)), the mesh smoothing equations need to be solved in order to efficiently account for the movement of the droplet surface. The evolution of the liquid/ambient interface, which is advected by the velocity field, is defined by the following kinematic condition:

$$ (u_{mesh} - u) \cdot n = 0, \text{ at } SQ, \quad (6) $$
FIG. 1. Snapshots of an axisymmetric droplet at different time instances \((t_0 < t_1 < t_2)\) after impacting on a flat solid substrate.

where \(u_{\text{mesh}}\) is the velocity of the mesh at the interface. The boundary displacement is therefore propagated throughout the domain resulting in a distortion of the computational mesh. Indicatively, the unstructured mesh - delimited by the droplet surface - is appropriately deformed according to the Winslow elliptic smoothing equations\(^{46}\). In addition, the grid is regenerated when the interface undergoes large deformations. Details of the Winslow equations solution procedure are provided in Appendix C.

Since the Young contact angle, \(\theta_Y\), is not imposed explicitly in the simulation (both liquid/ambient and liquid/solid interfaces are treated in a consolidated framework), a correlation between the liquid/solid affinity, expressed via the wetting parameter, \(w^{LS}\), and Young's contact angle is required. This is derived using a Frumkin-Derjaguin type formula\(^{29,30,47}\):

\[
\cos \theta_Y = \frac{\omega_{\text{min}}}{\gamma} - 1,
\]

where \(\omega_{\text{min}}\) is the absolute minimum value of an effective interface potential, \(\omega\), which essentially expresses the cost of free energy per unit area to maintain an intermediate layer, with thickness \(\delta\), between the liquid and solid phases \((\omega \to 0 \text{ when } \delta \to \infty)\). The effective interface potential is related with the disjoining pressure according to\(^{47}\):

\[
p^{LS} = -\frac{d\omega}{d\delta},
\]

and reaches its minimum value, \(\omega_{\text{min}}\), at the distance \(\delta_{\text{min}}\) where \(p^{LS} = 0\). Equation (7) is used to construct an one-to-one correlation between the Young contact angle and the
wetting parameter \((w^{LS} = w^{LS}(\theta_Y))\) which reads:

\[
w^{LS} = \frac{(C_1 - 1)(C_2 - 1)(1 + \cos\theta_Y)}{\sigma(C_1 - C_2)}.
\] (9)

The results of Eq. (9) can also be validated by performing a circular fitting on the computed free surface of the droplet profile at equilibrium.\(^{29,30}\)

Overall, the Navier-Stokes equations (Eq. (1)) and the Winslow equations (see Appendix C) are discretized using the finite element method (FEM)\(^{48}\) accounting for the boundary conditions (2) and (6). The resulting set of discrete equations is integrated in time using the implicit Euler method in order to simulate the droplet impact and spreading on a solid substrate. By assuming axial symmetry, the model becomes two-dimensional (see Fig. (1)) and is implemented in COMSOL Multiphysics\(^\text{R}\) commercial software.

RESULTS AND DISCUSSION

A. Spreading dynamics - Validation with experimental data

The proposed “boundary-condition-free” approach is implemented to model the dynamics of a droplet impacting and spreading on a horizontal surface. In order to validate our predictions, the results are compared with experimental data\(^{49}\) of a glycerin/water mixture droplet (85 % of glycerin) spreading on a wax solid surface. In the studied experiment, the droplet impacts and then spreads on a solid surface with an initial vertical speed of \(u_0 = 1.04\) m/s. This corresponds to a Weber number, \(We = 51.2\), and a Reynolds number, \(Re = 26.8\) (\(We = \frac{\rho u_0^2 R_0^2}{\gamma}\) and \(Re = \frac{\rho u_0^2 R_0}{\mu}\), where \(\rho = 1220\) kg/m\(^3\), \(R_0 = 1.225\) mm, \(\gamma = 0.063\) N/m and \(\mu = 116\) mPa s). The gravitational force, \(F\), in the Navier-Stokes equations (Eq. (1)) is neglected since the initial droplet radius, \(R_0\), is smaller than the capillary length, \(\lambda_\kappa\) (\(\lambda_\kappa = \sqrt{\frac{\gamma}{\rho g}} = 2.294\) mm for the used glycerin/water mixture droplet). Finally, the wettability of the wax substrate corresponds to a Young contact angle, \(\theta_Y = 93.5^\circ\), which is equivalent to a wetting parameter \(w^{LS} = 5.16 \times 10^3\), given from Eq. (9).

There are previous studies\(^{50,51}\) where the conventional hydrodynamic model has been utilized to simulate the same experiments. Despite the fact that their results do succeed in capturing some of the experimental trends, the above approaches are case sensitive since \textit{ad hoc} correlations are used to model the dynamic contact angle and the shear stresses at
the contact line. In particular, in the first study\textsuperscript{50} Sikalo et al. use a semi-empirical correlation given by Kistler\textsuperscript{52}, whereas in the latter\textsuperscript{51} a time variation of the contact angle, based on experimental measurements, is employed. Here, by using the suggested formulation, the effective shear stresses arise macroscopically due to the micro-scale roughness of the solid surface (note that disjoining pressure induces only normal forces to the liquid/ambient interface (see Eq. (2))). Aiming to mimic the intrinsic roughness of the wax surface, we employ an arbitrary roughness topography, which is characterized by two length parameters: a maximum amplitude of the protrusions, \( h \), and an average distance between two neighboring extrema of the surface, \( d \) (see Fig. (2)). The solid surface topography is produced with the following procedure: Initially, an array of random scalars, representing the local extrema of the substrate profile, is drawn from the standard uniform distribution on the interval \((0, h)\) and the distance between them is set equal to \( d \). Next, the final form of the solid topography is obtained by performing a piecewise cubic interpolation\textsuperscript{53} on the random extrema of the substrate, ensuring that the substrate profile and its derivatives are continuous. In order to quantify the non-uniform, arbitrary pattern of the solid protrusions we also introduce the surface roughness factor, \( r_f \), which is defined as the ratio of the actual over the apparent surface area \((r_f \geq 1)\). The effect of the roughness factor on the spreading dynamics is examined in the following section.
1. The effect of the micro-scale roughness factor

In the cases under study, the intrinsic roughness factor of the modeled surface varies from $r_f = 1$ (for an ideally smooth surface) to $r_f = 1.2$ (for the most roughened solid surface). In the following sections, when referring, for brevity, to a “smooth” surface we mean an ideally smooth and flat substrate. The solid surface rugosity is parametrized by the average distance of the inhomogeneities, $d$, ($0.012 \text{ mm} \leq d \leq 0.06 \text{ mm}$), and by their maximum height, $h$, ($0.012 \text{ mm} \leq h \leq 0.055 \text{ mm}$). Note that the ratio of the smallest roughness height ($h = 0.012 \text{ mm}$) over the initial droplet diameter, $2R_0$, is $\frac{1}{204}$.

In Fig. (3), we present the temporal evolution of the normalized contact radius, $R_s/R_0$ (see also Fig. (1)), for different solid surface roughness cases. In order to evaluate the contact radius we consider that the contact line is defined as the intersection of the droplet surface with a horizontal baseline just above the substrate ($z \approx 4 \times 10^{-3}R_0$). The initial frame, i.e. $t = 0$, is the instance of the droplet impact. The time is presented in dimensionless form and the characteristic time is $tu_0/R_0$. The surface roughness factor, here, is increased either by decreasing the average distance between the surface inhomogeneities while keeping fixed their maximum amplitude (see Fig. (3a)), or by increasing their maximum amplitude by fixing their distance constant (see Fig. (3b)).

Our results show that the spreading behavior is not similar for the different surface roughness cases. The spreading evolves in three stages (see Fig. (3)):

(I) An early spreading stage, where the radius sharply increases with time (notice the concave part of the curve). At this stage the spreading evolution does not depend on the roughness factor.

(II) An intermediate stage, where an almost linear dependence of the normalized contact radius on the logarithmic characteristic time can be observed. At the end of this stage the effect of the roughness factor is visible. As it can be seen, the more roughened the substrate, the slower the contact radius evolution.

(III) A recoiling stage, where the droplet begins to recede and the contact radius slightly reduces after reaching a maximum value. This effect is particularly visible in the case of the perfectly smooth surface. As it can be observed, at the recoiling stage, the positions of the contact line for the smooth and the rough substrate cases significantly differ.

Interestingly enough, the computational results converge to the experimental data, regardless
FIG. 3. Temporal evolution of the normalized contact radius of a glycerin/water mixture droplet impacting on wax surface: simulations against experimental data from Sikalo et al. for different roughness factor cases. The roughness is increased by: (a) reducing the average distance of the inhomogeneities, \(d\), or (b) enlarging the protrusions amplitude, \(h\).

of the geometric details of the substrate, above a certain roughness factor threshold (here for \(r_f > 1.15\)). The negligible effect of the exact roughness topography (for \(r_f > 1.15\)) on the impact dynamics, is an indication that the assumption of the axially-symmetric substrate does not play a key role in the obtained results.

Aiming to unravel the effect of the solid substrate roughness on the flow dynamics, we visualize in Fig. (4) the \(r\)-component of the velocity, \(u_r\), for a droplet spreading on a smooth and a rough solid surface. By plotting the \(u_r\) distribution along equidistant cut lines of constant \(r\) (see Fig. (4d1-d3)), it can be observed that the velocity considerably decreases and reaches almost zero, especially very close to the substrate (for \(z \rightarrow 0\)), in the case of the rough surface. This indicates that small variations in the velocity direction, as the fluid slips on the solid asperities, dissipates a considerable amount of energy. Clearly, the total dissipation in the roughness vicinity can approximate a no-slip boundary condition, without imposing directly any shear interaction between the liquid and the solid surfaces. On the contrary, in the absence of an intrinsic surface roughness, the velocity has a finite value on the wall since the energy dissipation is negligible (see Fig. (4b1-b3)). Note that such a
FIG. 4. Visualization of the \( r \)-component of the droplet velocity, \( u_r \), for different roughness factor cases: (a) \( r_f = 1 \) and (c) \( r_f = 1.2 \), at various time instances (\( t \in [0.5 \text{ ms}, 1.5 \text{ ms}] \)). The \( u_r \) distribution is also plotted along vertical, equidistant cut lines (with a \( \delta r \) step of 0.2 mm) for (b) smooth and (d) rough substrate cases.

The free-slip case is non-realistic since a microscopic slip length has been observed (in molecular dynamics simulations) even for molecularly smooth surfaces due to the discrete nature of the lattice structure of the solids\(^{54}\). Here, however, we use this case in order to highlight that the no-slip boundary condition can occur as a solely geometric effect, even at a molecular level. The above is in line with the work of Richardson\(^{35}\) and Jansons\(^{36}\).

A magnification of the droplet profile in the vicinity of the solid surface, shown in Fig. (5), provides a detailed view of the droplet deformation during the initial spreading stages (\( t < 0.5 \text{ ms} \)). The discrepancy between the contact radius at the smooth (Fig. (5a)) and the rough solid surface (Fig. (5b)) is visible, especially on the last frame (\( t = 0.5 \text{ ms} \)). The inherit capability of our formulation to handle changes in the droplet topology is presented in Fig. (5c). Formation (\( t = 0.325 \text{ ms} \)) as well as destruction (\( t = 0.35 \text{ ms} \)) of contact lines can be observed as the droplet slips on the corrugated substrate. Regarding the evolution of the contact angle, it is noticeable that the two cases (perfectly smooth and roughened substrate) exhibit large differences. We note here that despite the fact that in the conventional hydrodynamic models the apparent (or macroscopic) dynamic contact angle is set as
FIG. 5. Droplet profiles in the vicinity of: (a) a perfectly smooth \((r_f = 1)\) and (b) a rough solid surface \((r_f = 1.2)\) during the initial spreading stages \((t \leq 0.5 \text{ ms})\). A magnification of the droplet shape, for the area outlined in (b), is depicted in (c) for \(t \in [0.3 \text{ ms}, 0.35 \text{ ms}]\); changes in the droplet topology (marked by the arrow) can be effectively handled by using our proposed formulation.

A function between the equilibrium (Young’s) contact angle and the capillary number, \(Ca\) \((Ca = u_{cl}\mu/\gamma\), where \(u_{cl}\) is the fluid velocity magnitude at the contact line\), in our modeling approach, it emerges “naturally” as a result of the local interplay of viscous, capillary and liquid/solid interaction forces. Indicatively, in Fig. (6) we present the dynamic contact angle value, \(\theta_d\), of the droplet for a smooth \((r_f = 1)\) and a rough \((r_f = 1.2)\) solid surface cases, as a function of time. Unfortunately, as Sikalo et al.\(^{49}\) claim, the dynamic contact angle measurements are at limited accuracy (the measured values depend on the experience of the experimentalist). Here, we apply their measurement technique in our computational predictions (namely to obtain the contact angle from the computed droplet profiles) in order
FIG. 6. Dynamic contact angle, \( \theta_d \), of a glycerin/water mixture droplet impacting on wax surface: Computations, on a smooth \((r_f = 1)\) and a rough \((r_f = 1.2)\) solid substrate, are tested against experimental data from Sikalo et al.\(^{49}\) to directly compare them with the experimental measurements. In particular, the slope of the droplet surface is evaluated, against the horizontal plane, at a fixed distance from the substrate \((z \approx 8 \times 10^{-3} R_0)\) where the action of the disjoining pressure has been effectively vanished (region III in Fig. (13b), Appendix B).

Our results in Fig. (6) show that the early spreading (I) and the recoiling (III) stages are adequately captured, for the case of rough solid substrate. During the intermediate stage (II), however, our results predict fluctuations around a plateau value of the contact angle which can be attributed to the contact line pinning-depinning on the substrate corrugations. This contrasts to Sikalo et al.\(^{49}\) measurements, where a local maximum of the dynamic contact angle is observed. To our opinion the discrepancy is caused by the relative large height of the roughness protrusions, compared to the droplet size, which highly distorts the droplet shape at the contact line. Further decrease of the protrusions length scale, resulting in more realistic roughness structures (e.g. the documented average roughness amplitude for the wax surface is \(0.3 \times 10^{-3} \text{ mm}\)\(^{49}\)), although it is feasible in our formulation, it requires extensive computational resources sacrificing the efficiency of the continuum-level modeling. Such a study is beyond the scope of this particular work. When the substrate is ideally
smooth, the dynamic contact angle coincides with the Young contact angle (θ_d ≈ θ_Y = 93.5°) shortly after the droplet impact, indicating again that an amount of roughness is essential in our modeling approach.

Aiming to obtain more insight of the viscous effects resisting the droplet spreading, we next investigate the dissipation of energy during the droplet impact. In particular, we focus on the differences at the energy loss between the case of the ideally smooth and a roughened solid substrate.

2. Quantifying the energy dissipation effect at the contact line

The energy dissipation can be quantified by calculating the viscous dissipation function, φ:\[ϕ = τ : \nabla u.\] (10)

By evaluating the double colon product and utilizing the symmetry arguments, Eq. (10) in cylindrical coordinates reads:

\[ϕ = 2\mu \left[ \left( \frac{∂u_r}{∂r} \right)^2 + \left( \frac{∂u_z}{∂z} \right)^2 + \left( \frac{u_r}{r} \right)^2 + \frac{1}{2} \left( \left( \frac{∂u_z}{∂r} \right)^2 + \left( \frac{∂u_r}{∂z} \right)^2 + 2 \frac{∂u_z}{∂r} \frac{∂u_r}{∂z} \right) \right],\] (11)

where \(u_z\) represents the \(z\)-component of the fluid velocity. In Fig. (7), we plot the spatial distribution of \(ϕ\), which practically expresses the rate of energy dissipation per unit volume of the fluid. For the better illustration of the dissipation rate, \(ϕ\) is plotted within a short range of values (from 0 to 1) in Fig. (7a1-a3) and Fig. (7b1-b3). It is observed that during the spreading process, the initial droplet energy in both the smooth and the rough solid surface cases is mainly dissipated at the proximity of solid boundary. By examining the variation of \(ϕ\) along a line with constant height \(z = 5 \times 10^{-3} \text{ mm}\) (see Fig. (7c1-c3)), we detect a substantial energy dissipation, in the case of the rough surface, close to the contact line (note that the \(ϕ\) values are presented on a logarithmic scale on the right panel of Fig. (7)). This means that the energy loss, responsible for the spreading deceleration in the rough solid surface case, predominantly occurs at the contact line region as a fluid passes over the substrate irregularities. The fluctuations, observed in dissipation function distribution, correspond to the highly inhomogeneous geometrical features of the substrate. Away from the contact line, as observed in Fig. (7), the rate of dissipation is negligible since the liquid is effectively brought to rest. When the droplet is spreading on a perfectly smooth and slippery
FIG. 7. Rate of energy dissipation per unit volume, $\phi$, during the impact process on: (a) a smooth solid surface ($r_f = 1$) and (b) a rough solid surface ($r_f = 1.2$), at different time instances ($t \in [0.5\text{ ms}, 1.5\text{ ms}]$). The distribution of $\phi$ along a line with constant height ($z = 5 \times 10^{-3}\text{ mm}$) above the substrate is depicted in the right panel of the figure ((c)).

substrate, the energy dissipation is attributed only to the inertial forces resisting the fluid movement. In this case, as demonstrated in Fig. (7), the dissipation function, $\phi$, does not exhibit extreme values along the line parallel to the solid surface at height $z = 5 \times 10^{-3}\text{ mm}$, since the effect of the solid substrate is negligible.

The integration of $\phi$ over the entire volume of the droplet, $V$, presented in Fig. (8), also highlights the differences in the evolution of energy dissipation, for the rough and the smooth substrates, respectively. Specifically, for the rough solid surface case the overall rate of dissipation is high during the early spreading stages ($tu_0/R_0 < 1$) followed by a sharp decrease. In the case of smooth surface the energy dissipation is milder. Although the rate of dissipation over time differs significantly between the two cases, a question arises about the relative ratio of the total amount of energy dissipated. Up to the time where the dissipation rate asymptotically gets very small (at $tu_0/R_0 \approx 4$ or $t = 4.7\text{ ms}$) we calculate that the total energy consumed is: $E_d = \int_0^{4.7\text{ms}} \int \int Q \phi \, dV \, dt = 4.72 \times 10^{-6}\text{ J}$ for the rough substrate, and $E_d = 4.35 \times 10^{-6}\text{ J}$ for the smooth substrate. The first corresponds to the 75.3 % of the initial droplet energy before impact, $E_t$, and the latter to the 69.3 % respectively, where $E_t$
FIG. 8. Volume integral of the dissipation function in cylindrical coordinates, \( \iiint_{Q} \phi \, dV = \iiint_{Q} \phi \, r \, dr \, d\theta \, dz \), during the spreading process for a perfectly smooth \((r_f = 1)\) and a rough \((r_f = 1.2)\) solid surface case. In the expression of the volume element, \( r \, dr \, d\theta \, dz \), \( \theta \) represents the cylindrical azimuthal coordinate \((\theta \in [0, 2\pi])\).

is calculated as:

\[
E_t = E_k + E_s = \frac{2}{3} \pi R_0^3 u_0^2 + 4\pi R_0^2 \gamma, \tag{12}
\]

with \( E_k \) the initial kinetic energy and \( E_s \) the initial surface energy, respectively. From the above, we conclude that although the overall energy loss is virtually the same, the major differences observed in the spreading behavior on a rough and on a smooth solid surface, are mainly attributed to the locally dissimilar distribution of \( \phi \) close to the contact line.

We believe that such an analysis can provide important information for the understanding of energy dissipating phenomena taking place at the contact line and would contribute in extending our understanding regarding the underlying complex physical mechanism. Finally, we note that the corresponding experimental measurement, of the dissipated energy during the spreading process, is until now unfeasible.
B. Early spreading universality on complex surfaces

The proposed modeling approach can be used to examine the effect of any kind of complex geometrical structure of the substrate (even hierarchical patterned solid surfaces) on the spreading dynamics - an arduous task for the conventional hydrodynamic models. Early time spreading dynamics phenomena, on partially or fully wetted substrates, are far from being fully understood, since the droplet behavior is affected by inertia, viscous and contact line friction effects; for later times, the energy dissipation mechanism is simplified and the dynamics can be adequately described by the well-verified Tanner’s law, which is also recovered by our model (see Appendix D). Stapelbroek et al. in a recent work argued that the initial spreading dynamics of low viscosity fluids obey to a universal power law, independently of the geometric or chemical complexity of the solid substrate. Aiming to verify this argument, of the negligible role of the substrate during the early spreading stage, we next perform droplet impact computations on different types of solid surfaces, featuring topographical, as well as chemical heterogeneities.

As experimentally observed for low viscosity fluids on smooth and perfectly wetting substrates, there exists an inertial regime where the contact radius grows with time according to the power law:

\[ \frac{R_s}{R_0} = K \left( \frac{t}{t_c} \right)^{1/2}, \]  

(13)

where \( K \) is the power law prefactor and \( t_c \) is the inertio-capillary time \( (t_c = \sqrt{\frac{\rho R_0^3}{\gamma}}) \). The above applies for \( t/t_c < 1 \), where the dynamics are inertially dominated. Stapelbroek et al. experimentally demonstrated that the geometrical morphology and the chemical heterogeneities of the substrate play a negligible role during the early spreading case. In particular, even if the final equilibrium profiles are different, they argue that there exist an ubiquitous inertial regime where the power law (Eq. (13)) is applicable. Here, in order to demonstrate this inertial spreading universality, we perform computations of the previously examined glycerin/water mixture droplet spreading on different types of solid surfaces. Indicatively, we examine the effect of geometrical in conjunction with with chemical heterogeneities on silicon dioxide (\( \text{SiO}_2 \)) substrates (see Fig. (9)). In the first solid substrate case (see Fig. (9a)), the micro-scale (intrinsic) geometrical complexity corresponds to a roughness factor of 1.15, which equals to the minimum roughness required to match the experimental measurements.
FIG. 9. Solid substrates featuring: (a) micro-scale textures ($r_f = 1.15$), (b) micro-scale textures accompanied with chemical heterogeneities and (c) hierarchical roughness with micro- and macro-scale textures.

FIG. 10. Normalized contact radius, $R_s/R_0$, as a function of dimensionless time from impact, $t/t_c$, for three different types of solid substrates featuring topographical and chemical inhomogeneities (see Fig. (9)).

in the case of spreading on a horizontal wax surface (see Fig. (3)). Chemical patterns are introduced in the second solid surface case, by alternating the hydrophilic SiO$_2$ substrate with wax patches (see Fig. (9b)). Indicatively, the wetting parameter, $w^{LS}$, varies along the spatial $r$ coordinate, ranging from a minimum (SiO$_2$) to a maximum value (wax) with a wavelength of 0.2 mm. Note that the wettability of the SiO$_2$ corresponds to a $\theta_Y = 5^\circ$, and $\theta_Y = 93.5^\circ$ for the wax substrate. Lastly, a hierarchical roughened solid surface (see Fig. (9c)), where the micro-scale intrinsic roughness is superimposed on larger sinusoidal
structures (macro-scale roughness), is also investigated. Regarding the hierarchical patterned surface (Fig. (9c)), the first to second level roughness amplitude ratio is $h_m/h = 1.7$, whereas the distance of the respective inhomogeneities correspond to a ratio $d_m/d = 6.8$ ($h_m = 0.033$ mm and $d_m = 0.1$ mm). The impact velocity of the droplet is now neglected since the approach speed at the relative experiments is extremely low ($u_0 < 20 \times 10^{-6}$ m/s)\textsuperscript{38}.

As demonstrated in Fig. (10), the evolution of the normalized contact radius, $R_s/R_0$ is indeed identical for the different types of surface complexity during the early stage of spreading ($t/t_c < 1$). The results are plotted in logarithmic scale so as to demonstrate the the power law (Eq. (13)) growth dynamics of the early spreading inertial regime. In order to interpret the negligible role of the underlying substrate to the spreading dynamics, we revisit the normal component of Eq. (2) which reads:

$$\mathbf{n} \cdot \mathbf{\tau} \cdot \mathbf{n} = -p_{\text{ext}} - 2\gamma \kappa, \text{ at SQ.}$$

By neglecting the deviatoric stress component of $\mathbf{\tau}$, due to the negligible impact velocity,
the stress balance along the droplet surface (Eq. 14) for the early spreading stage can be approximated by:

\[ -p \approx -p_{\text{ext}} - 2\gamma\kappa \quad \text{Eq. (14)} \]
\[ p - p_0 \approx p^{LS} + 2\gamma\kappa, \text{ at SQ,} \]

(15)

where \( p_0 = 1 \text{ atm.} \) When the droplet equilibrates, the pressure difference between the liquid and the ambient medium, \( p - p_0 \), is maintained constant along the effectively one-dimensional droplet surface. In our case, however, the calculation of the right hand side of Eq. (15), \( p^{LS} + 2\gamma\kappa \), along the entire droplet profile at the time instance just after impact (\( t = 5 \times 10^{-2} \text{ ms} \)), shows a significant deviation from a constant value, localized in the vicinity of the solid surface. This results to a local pressure drop, close to the solid substrate region, as illustrated in Fig. (11). Namely, the highly negative disjoining pressure value at the contact line (equals to the depth of the Lennard-Jones potential well; see Eq. (5)) (point B in Fig. (11a)) is not compensated by the surface tension forces, \( 2\gamma\kappa \), despite the fact that \( \kappa \) reaches a peak value (point C in Fig. (11a)). This unbalanced surface force generates a pressure gradient inside the droplet (see point A in Fig. (11a)), which drives the initial liquid motion over topographical or chemical inhomogeneities, annihilating the role of the substrate. At equilibrium, the pressure difference between the liquid and the surrounding medium, \( p - p_0 \), should approach zero since the extremely small Young contact angle (\( \theta_Y = 5^\circ \)) drives the droplet into a liquid film. This yields to: \( p^{LS} = -2\gamma\kappa \), at SQ, from Eq. (15). Previous theoretical attempts to explain the spreading insensitivity on the roughness structure suggest that the strong curvature induced at the liquid meniscus, connecting the droplet and the substrate (see Fig. (11b)), is the origin of the pressure difference. However, in our detailed analysis, by examining the entire droplet surface, we conclude that the curvature of the meniscus does not have a major contribution; contrariwise the key factor is the stress balance at the contact line. Specifically, we calculate that just after the droplet contacts the substrate (\( t = 5 \times 10^{-2} \text{ ms} \)), the absolute curvature value of the liquid meniscus equals to \( 7.8 \times 10^{-2} \mu\text{m}^{-1} \) (point D in Fig. (11a)) whereas the corresponding value at the contact line is \( 38 \times 10^{-2} \mu\text{m}^{-1} \) (point C in Fig. (11a)). To our knowledge, this is the first time that this complex interfacial phenomenon is successfully captured by a modified hydrodynamic modeling approach.
SUMMARY AND CONCLUSIONS

Conventional hydrodynamic models require the implementation of an explicit slip boundary condition at the contact line (e.g. the correlations of Cox\textsuperscript{14}, Hoffman-Voinov-Tanner law\textsuperscript{17–19}) to avoid the nonphysical stress singularity. Therefore, when simulating a droplet impact on a geometrically structured solid surface, a contact angle boundary condition has to be applied to multiple and unknown in number contact lines - an essentially tedious or even infeasible task. In order to tackle these severe limitations, we propose a novel modeling approach which treats the liquid/solid, as well as the liquid/ambient interfaces in a unified manner. Contrary to the conventional models, in our computations the dynamic contact angle, as well as the liquid/solid relative motion, are derived implicitly as a result of the complex flow occurring in the vicinity of the solid surface intrinsic roughness, governed by micro-scale liquid/solid interactions. The above are internally introduced in the Navier-Stokes equations with a disjoining pressure term, rendering the boundary condition implementation at the contact line, albeit necessary at the conventional hydrodynamic models, redundant in our approach.

Aiming to validate our methodology, we examined the dynamic behavior of an axisymmetric droplet spreading on a horizontal surface. We found that when enhancing the micro-scale intrinsic roughness of the solid surface, our results gradually converge to the experimental measurements. Interestingly enough we demonstrated that local viscous forces, which are generated at the solid surface roughness length scale, give rise to effective (macroscopic) shear stresses resisting the droplet deformation. The above is accompanied with a substantial energy loss at the contact line in the case of a roughened substrate, contrary to an ideally smooth solid surfaces, as noticed by visualizing the local rate of energy dissipation.

By studying the initial spreading behavior of a droplet on highly composite - hierarchically and/or chemically patterned - solid surfaces, we concluded that there exists an inertial regime where the contact radius evolution is independent of the underlying solid substrate complexity. During this time interval, the spreading dynamics can be well approximated by a universal power law (Eq. (13)). This argument is in remarkable agreement with experimental observations performed by Stapelbroek et al. in a recently published work\textsuperscript{38}. At later times, the only factor that limits the dynamics is the viscosity of the liquid; this slow spreading regime can also be captured by our model, in agreement with Tanner’s law\textsuperscript{19}. 
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Regarding the future perspectives, our computations enable the derivation of an overall energy dissipation term (including all the micro-scale dissipation phenomena taking place on the solid roughness) as a function of the contact line velocity. Such a phenomenological approach, which is a subject of ongoing research, could greatly simplify the computations since the complex roughness geometry will be replaced by a flat boundary featuring the same friction properties; different roughness scales can also be simulated in this way. These kind of approximations are already used in modified hydrodynamic models\textsuperscript{15} as well as in macro-scale phase-field computations\textsuperscript{60,61}, where the microscopic interactions at the contact line are incorporated through a single friction parameter. The proposed modeling approach is however advantageous over these methodologies when dealing with complex surface topographies.

With nature as starting point (systems with self-cleaning properties such as lotus leaves\textsuperscript{62}, highly adhesive rose petals\textsuperscript{63} or even desert lizards with the ability to transport water over their skin\textsuperscript{64}), many researchers have focused on studying the wetting behavior of droplets on roughened substrates and then designing structure geometries to obtain desirable wetting properties\textsuperscript{65,66}. Active control of the wetting dynamics (e.g. the acceleration of the spreading process by modifying the electric potential of the droplet\textsuperscript{67,68} or by imposing a temperature gradient on the substrate\textsuperscript{69}) has recently also gained attention as it is related with a lot of technical applications (e.g. inkjet printing, lab-on-a-chip devices, etc.). In this direction, and since the incorporation of additional forces (e.g. the electric field effect, Marangoni stresses) on the surface stress balance can be readily performed in our approach, it could be interesting to study the control of spreading dynamics by combining an external force action and the solid surface geometric characteristics effect. Future work also focuses on extending our model to account for the surrounding medium flow, by solving a separate set of Navier-Stokes equations, in order to capture more complex impact phenomena e.g. the development of a thin air layer below the droplet\textsuperscript{70,71}.
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Appendix A: Eikonal equation

The disjoining pressure, $p^{LS}$, is a function of the Euclidean distance from the solid boundary. For geometrically structured solid surfaces (see Fig. [2]), this distance is obtained from the solution of the Eikonal equation, which reads in two-dimensional form:\cite{Eikonal}

\[ |\nabla \delta(r,z)| = 1, \quad r, z \in \Sigma, \quad (A1a) \]

\[ \delta = 0, \quad r, z \in \partial \Sigma_1, \quad (A1b) \]

\[ \nabla \delta \cdot n_s = 0, \quad r, z \in \partial \Sigma_2, \partial \Sigma_3, \partial \Sigma_4, \quad (A1c) \]

where $\Sigma$ denotes the computational domain; $\partial \Sigma_1$ is the solid surface boundary and $\partial \Sigma_2$, $\partial \Sigma_3$, $\partial \Sigma_4$ are the left, the upper and the right boundaries, respectively (see Fig. [12]). The vector $n_s$ is the unit normal to the boundary. Among the proposed solution schemes we adopt the approach of Fares and Schröder\cite{FaresSchröder}. Specifically Eq. (A1a) is modified to:

\[ \nabla D \cdot \nabla D + \beta D (\nabla \cdot \nabla D) = (1 + 2\beta) D^4, \quad (A2) \]
where $D = \frac{1}{3}$ and $\beta$ is a numerical diffusion parameter, which enhances the elliptic behavior of the equation. The solution of the above equation is more accurate as $\beta$ approaches zero, however extremely low values can hinder its convergence. In our computations $\beta = 5 \times 10^{-3}$. Since the inverse distance, $D$, reaches infinity at the solid boundary, the respective boundary condition is:

$$D = \frac{C}{l_{ref}}, \quad r, z \in \partial \Sigma_1,$$

(A3)

where the constant $C = 2$ and $l_{ref}$ depends on the geometry of the computational domain (equals to the half of the shortest side of the domain). The Eikonal equation (Eq. (A2)) is discretized and solved in COMSOL Multiphysics® only once for each solid surface geometry, therefore the added computational cost to the overall problem is negligible.

Appendix B: Effect of the disjoining pressure parameters

In this section, we investigate whether a modification in the parameters $C_1, C_2$ and $\sigma$ of the disjoining pressure (see Eq. (5)) has an impact on the spreading behavior of a droplet on a solid substrate. In all cases we study a glycerin/water mixture droplet spreading on a wax solid surface with a roughness factor, $r_f = 1.15$. In particular, in Fig. (13) by comparing the contact radius evolution for two different $C_1, C_2$ parameters sets ($C_1 = 12, C_2 = 10$ and $C_1 = 14, C_2 = 12$), we conclude that the results are in remarkable agreement despite the different disjoining pressure profiles (an increase in the exponents $C_1, C_2$ leads to a narrower range of micro-scale interaction as shown in Fig. (13b)). Next, in Fig. (14) we investigate the effect of the minimum distance, $\delta_{min}$, between the liquid and solid phases, which encompasses the impact of $\sigma$ and $\epsilon$ as follows: $\delta_{min} = R_0(\sigma - \epsilon)$. Specifically, starting from a large initial value ($\delta_{min} = 8 \times 10^{-3}R_0 = 9.8 \times 10^{-3}$ mm) we reduce the minimum distance by lowering the parameter $\sigma$ ($\sigma \in [9 \times 10^{-3}, 16 \times 10^{-3}]$) keeping constant $\epsilon = 8 \times 10^{-3}$. Conclusively, as presented in Fig. (14a), the computational results converge to the experimental data by reducing $\delta_{min}$ to its minimum value ($\delta_{min} = 1 \times 10^{-3}R_0 = 1.225 \times 10^{-3}$ mm), which is obtained for $\sigma = 9 \times 10^{-3}$.  
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FIG. 13. (a) Normalized contact radius of a glycerin/water mixture droplet impacting on wax surface: simulations against experimental data from Sikalo et al.\textsuperscript{49} for different $C_1$ and $C_2$ parameters of the disjoining pressure (see Eq. (5)). The arising disjoining pressure profiles are illustrated in (b) as a function of the distance from the solid boundary, $\delta$. The inset in (b) shows the action range of the micro-scale forces in the vicinity of the contact line; attractive interactions are dominant in region (II), whereas repulsive forces are generated in region (I), keeping the liquid and solid phases separated. For $\delta \approx 0.01$ mm and beyond (region (III)), the micro-scale liquid/solid interactions are negligible.

Appendix C: Mesh deformation and refinement

In order to adapt the two-dimensional unstructured mesh to the deformed droplet geometry we solve the Winslow smoothing equations\textsuperscript{46} for the spatial mesh points coordinates $r$ and $z$ of the droplet interior:

\begin{align}
\frac{\partial^2 \xi}{\partial r^2} + \frac{\partial^2 \xi}{\partial z^2} &= 0, \tag{C1a} \\
\frac{\partial^2 \eta}{\partial r^2} + \frac{\partial^2 \eta}{\partial z^2} &= 0, \tag{C1b}
\end{align}

accounting for the kinematic boundary condition (Eq. (6)), where $\xi$ and $\eta$ refer to a material coordinate system following the deformation of the domain. Material coordinates ($\xi$, $\eta$) initially coincide with the spatial ($r$, $z$) until the droplet surface is deformed. In Fig. (15) we demonstrate the initial and a deformed computational mesh of a droplet impacting on a
FIG. 14. (a) Normalized contact radius evolution of a glycerin/water mixture droplet impacting on wax surface: simulations against experimental data from Sikalo et al.\textsuperscript{49} for different minimum distances ($\delta_{\text{min}} \in [1 \times 10^{-3} R_0, 8 \times 10^{-3} R_0]$) between the solid and the liquid phase. The corresponding droplet profiles for the different values of $\delta_{\text{min}}$ are demonstrated in (b) at $t = 1$ ms.

The location of the droplet interface is tracked by the deformed mesh and thus high mesh density is required along the boundary of the domain. The accuracy of the results is tested against discretization refinement for the case of a glycerin/water mixture droplet impacting on the most roughened substrate ($r_f = 1.2$). In particular in Fig. (16) we depict the relative error of the droplet shape coordinates ($r, z$) for different meshes, compared with a reference solution. The reference solution has the denser mesh with $7 \times 10^3$ computational elements along the droplet surface (note that a typical size of the computational problem is of the order of $10^5$ degrees of freedom, including the velocity field, pressure and mesh deformation). For the calculation of the norms, the values of the droplet shape coordinates ($r, z$) were interpolated at 250 points which are placed on equal distances throughout the droplet surface of the coarsest mesh. Next, the $r, z$ coordinates were interpolated for the other meshes, at the locations corresponding to the 250 arc-length coordinates of the coarsest mesh. Finally, as presented in Fig. (16) the convergence with mesh refinement is super-quadratic.
FIG. 15. (a) Initial and (b) deformed computational mesh of an axisymmetric droplet impacting on a perfectly smooth solid surface.

Appendix D: Viscous spreading: Validation with Tanner’s law

In the case of wettability driven spreading, the radius of the wetted area can be described by the well-known Tanner’s law\cite{19}:

\[ R_s \sim t^{1/10}, \quad (D1) \]

where the only factor that limits spreading is the viscous dissipation near the contact line. Eq. (D1) has been experimentally verified\cite{57} and is an excellent problem to benchmark our modeling approach for viscous-dominated dynamics. In Fig. (17) we demonstrate the dynamic behavior of a glycerin/water mixture droplet spreading on a hydrophilic substrate (\( \theta_Y = 30^\circ \)), assuming an intrinsic surface roughness of \( r_f = 1.01 \). Starting from an equilibrium solution of \( \theta_Y = 93.5^\circ \), it is observed that our simulations can successfully capture Tanner’s law at intermediate times (\( t \in (1, 26) \) ms). For \( t > 26 \) ms the droplet reaches equilibrium and is finally immobilized.
FIG. 16. The relative error of the droplet shape coordinates, when impacting on a rough wax surface ($r_f = 1.2$, $t = 5$ ms) for various meshes. A reference solution with $7 \times 10^3$ elements along the droplet surface is used (the length of the smallest computational element, $\Delta s_{min} = 0.45 \times 10^{-3}$ mm).

FIG. 17. Evolution of the contact radius as a function of time for a glycerin/water mixture droplet on a hydrophilic substrate ($\theta_Y = 30^o$).
REFERENCES

1G. Karapetsas, R. V. Craster, and O. K. Matar, “Surfactant-driven dynamics of liquid lenses,” Physics of Fluids (1994-present) 23, 122106 (2011).

2H. You and A.J. Steckl, “Versatile electrowetting arrays for smart window applications—from small to large pixels on fixed and flexible substrates,” Solar Energy Materials and Solar Cells 117, 544–548 (2013).

3H. Wijshoff, “The dynamics of the piezo inkjet printhead operation,” Physics Reports 491, 77 – 177 (2010).

4T. Krupenkin and J. A. Taylor, “Reverse electrowetting as a new approach to high-power energy harvesting.” Nature Communications 2, 448 (2011).

5C. Neto, D. R. Evans, E. Bonaccurso, H.-J. Butt, and V. S. Craig, “Boundary slip in newtonian liquids: a review of experimental studies,” Reports on Progress in Physics 68, 2859 (2005).

6T. D. Blake, “The physics of moving wetting lines,” Journal of Colloid and Interface Science 299, 1 – 13 (2006).

7E. Lauga, M. Brenner, and H. Stone, “Microfluidics: the no-slip boundary condition,” Springer Handbook of Experimental Fluid mechanics, 1219–1240 (2007).

8D. Bonn, J. Eggers, J. Indekeu, J. Meunier, and E. Rolley, “Wetting and spreading,” Reviews of Modern Physics 81, 739 (2009).

9W. Ren, D. Hu, and W. E, “Continuum models for the contact line problem,” Physics of Fluids (1994-present) 22, 102103 (2010).

10T. Lee, E. Charrault, and C. Neto, “Interfacial slip on rough, patterned and soft surfaces: A review of experiments and simulations,” Advances in Colloid and Interface Science (2014).

11C. Huh and L. Scriven, “Hydrodynamic model of steady movement of a solid/liquid/fluid contact line,” Journal of Colloid and Interface Science 35, 85 – 101 (1971).

12T. Blake and J. Haynes, “Kinetics of liquid/liquid displacement,” Journal of Colloid and Interface Science 30, 421 – 423 (1969).

13R. Fetzer, M. Ramiasa, and J. Ralston, “Dynamics of liquid-liquid displacement,” Langmuir 25, 8069–8074 (2009). pMID: 19496572, http://pubs.acs.org/doi/pdf/10.1021/la900584s.
14V. Dussan et al., “The moving contact line: the slip boundary condition,” Journal of Fluid Mechanics 77, 665–684 (1976).

15W. Ren and W. E, “Boundary conditions for the moving contact line problem,” Physics of Fluids (1994-present) 19, 022101 (2007).

16R. Cox, “The dynamics of the spreading of liquids on a solid surface. part 1. viscous flow,” Journal of Fluid Mechanics 168, 169–194 (1986).

17R. L. Hoffman, “A study of the advancing interface. i. interface shape in liquidgas systems,” Journal of Colloid and Interface Science 50, 228–241 (1975).

18O. Voinov, “Hydrodynamics of wetting,” Fluid Dynamics 11, 714–721 (1976).

19L. Tanner, “The spreading of silicone oil drops on horizontal surfaces,” Journal of Physics D: Applied Physics 12, 1473 (1979).

20P.-G. De Gennes, “Wetting: statics and dynamics,” Reviews of Modern Physics 57, 827 (1985).

21N. Savva and S. Kalliadasis, “Two-dimensional droplet spreading over topographical substrates,” Physics of Fluids (1994-present) 21, 092102 (2009).

22A. Peters, C. Pirat, M. Sbragaglia, B. Borkent, M. Wessling, D. Lohse, and R. G. Lamertink, “Cassie-baxter to wenzel state wetting transition: Scaling of the front velocity,” The European Physical Journal E: Soft Matter and Biological Physics 29, 391–397 (2009).

23J. Koplik and J. R. Banavar, “Continuum deductions from molecular hydrodynamics,” Annual Review of Fluid Mechanics 27, 257–292 (1995).

24F.-C. Wang and Y.-P. Zhao, “Contact angle hysteresis at the nanoscale: a molecular dynamics simulation study,” Colloid and Polymer Science 291, 307–315 (2013).

25A. Briant, A. Wagner, and J. Yeomans, “Lattice boltzmann simulations of contact line motion. i. liquid-gas systems,” Physical Review E 69, 031602 (2004).

26M. E. Kavousanakis, C. E. Colosqui, I. G. Kevrekidis, and A. G. Papanasniou, “Mechanisms of wetting transitions on patterned surfaces: continuum and mesoscopic analysis,” Soft Matter 8, 7928–7936 (2012).

27C. E. Colosqui, M. E. Kavousanakis, A. G. Papanasniou, and I. G. Kevrekidis, “Mesoscopic model for microscale hydrodynamics and interfacial phenomena: Slip, films, and contact-angle hysteresis,” Physical Review E 87, 013302 (2013).

28P. A. Thompson and M. O. Robbins, “Simulations of contact-line motion: slip and the dynamic contact angle,” Physical Review Letters 63, 766 (1989).
29 N. T. Chamakos, M. E. Kavousanakis, and A. G. Papathanasiou, “Enabling efficient energy barrier computations of wetting transitions on geometrically patterned surfaces,” Soft Matter 9, 9624 (2013).

30 N. T. Chamakos, M. E. Kavousanakis, and A. G. Papathanasiou, “Neither lippmann nor young: Enabling electrowetting modeling on structured dielectric surfaces,” Langmuir 30, 4662–4670 (2014).

31 M. E. Kavousanakis, N. T. Chamakos, and A. G. Papathanasiou, “Connection of intrinsic wettability and surface topography with the apparent wetting behavior and adhesion properties,” The Journal of Physical Chemistry C 119, 15056–15066 (2015), http://dx.doi.org/10.1021/acs.jpcc.5b00718.

32 A. Adamson, Physical chemistry of surfaces, A Wiley-Interscience publication (Wiley, 1990).

33 B. Deryaguin, N. Churaev, and V. Muller, “Surface forces. consultants bureau,” New York (1987).

34 V. M. Starov, “Surface forces action in a vicinity of three phase contact line and other current problems in kinetics of wetting and spreading.” Advances in Colloid and Interface Science 161, 139–52 (2010).

35 S. Richardson, “On the no-slip boundary condition,” Journal of Fluid Mechanics 59, 707–719 (1973).

36 K. M. Jansons, “Determination of the macroscopic (partial) slip boundary condition for a viscous flow over a randomly rough surface with a perfect slip microscopic boundary condition,” Physics of Fluids (1958-1988) 31, 15–17 (1988).

37 J. Casado-Díaz, E. Fernández-Cara, and J. Simon, “Why viscous fluids adhere to rugose walls:: A mathematical explanation,” Journal of Differential equations 189, 526–537 (2003).

38 B. Stapelbroek, H. Jansen, E. Kooij, J. Snoeijer, and A. Eddi, “Universal spreading of water drops on complex surfaces,” Soft Matter 10, 2641–2648 (2014).

39 L. D. Landau and E. M. Lifshitz, Fluid Mechanics: Landau and Lifshitz: Course of Theoretical Physics, Vol. 6 (Elsevier, 2013).

40 R. Scardovelli and S. Zaleski, “Direct numerical simulation of free-surface and interfacial flow,” Annual Review of Fluid Mechanics 31, 567–603 (1999), http://dx.doi.org/10.1146/annurev.fluid.31.1.567.
41 E. Ruckenstein and R. K. Jain, “Spontaneous rupture of thin liquid films,” Journal of the Chemical Society, Faraday Transactions 2: Molecular and Chemical Physics 70, 132–147 (1974).

42 M. B. Williams and S. H. Davis, “Nonlinear theory of film rupture,” Journal of Colloid and Interface Science 90, 220–228 (1982).

43 J. Eggers, “Contact line motion for partially wetting fluids,” Physical Review E 72, 061605 (2005).

44 P. Atkins and J. de Paula, Atkins’ physical chemistry (Oxford University Press, 2014).

45 B. Dacorogna and P. Marcellini, Implicit partial differential equations, Vol. 37 (Springer, 1999).

46 P. M. Knupp, “Winslow smoothing on two-dimensional unstructured meshes,” Engineering with Computers 15, 263–268 (1999).

47 M. Rauscher and S. Dietrich, “Wetting phenomena in nanofluidics,” Annual Review of Materials Research 38, 143–172 (2008).

48 O. C. Zienkiewicz and P. Morice, The finite element method in engineering science, Vol. 1977 (McGraw-hill London, 1971).

49 Š. Šikalo, C. Tropea, and E. Ganić, “Dynamic wetting angle of a spreading droplet,” Experimental Thermal and Fluid Science 29, 795–802 (2005).

50 Š. Šikalo, H.-D. Wilhelm, I. Roisman, S. Jakirlić, and C. Tropea, “Dynamic contact angle of spreading droplets: experiments and simulations,” Physics of Fluids (1994-present) 17, 062103 (2005).

51 S. F. Lunkad, V. V. Buwa, and K. Nigam, “Numerical simulations of drop impact and spreading on horizontal and inclined surfaces,” Chemical Engineering Science 62, 7214–7224 (2007).

52 S. F. Kistler, "Hydrodynamics of wetting", in Wettability (edited by J. C. Berg, Marcel Dekker, New York, 1993) p. 311.

53 F. N. Fritsch and R. E. Carlson, “Monotone piecewise cubic interpolation,” SIAM Journal on Numerical Analysis 17, 238–246 (1980).

54 J. Koplik, J. R. Banavar, and J. F. Willemsen, “Molecular dynamics of fluid flow at solid surfaces,” Physics of Fluids A: Fluid Dynamics (1989-1993) 1, 781–794 (1989).

55 Z. U. Warsi, Fluid dynamics: theoretical and computational approaches (CRC press, 2005).

56 A. Yarin, “Drop impact dynamics: splashing, spreading, receding, bouncing,” Annu. Rev.
Fluid Mech. 38, 159–192 (2006).

57 A.-L. Biance, C. Clanet, and D. Quéré, “First steps in the spreading of a liquid droplet,” Physical Review E 69, 016301 (2004).

58 J. Bird, S. Mandre, and H. Stone, “Short-Time Dynamics of Partial Wetting,” Physical Review Letters 100, 234501 (2008).

59 M. Wu, T. Cubaud, and C.-M. Ho, “Scaling law in liquid drop coalescence driven by surface tension,” Physics of Fluids (1994-present) 16, L51–L54 (2004).

60 A. Carlson, G. Bellani, and G. Amberg, “Contact line dissipation in short-time dynamic wetting,” EPL (Europhysics Letters) 97, 44004 (2012).

61 J. Wang, M. Do-Quang, J. J. Cannon, F. Yue, Y. Suzuki, G. Amberg, and J. Shiomi, “Surface structure determines dynamic wetting,” Scientific reports 5 (2015).

62 M. Nosonovsky and B. Bhushan, “Superhydrophobic surfaces and emerging applications: non-adhesion, energy, green engineering,” Current Opinion in Colloid & Interface Science 14, 270–280 (2009).

63 L. Feng, Y. Zhang, J. Xi, Y. Zhu, N. Wang, F. Xia, and L. Jiang, “Petal effect: a superhydrophobic state with high adhesive force,” Langmuir 24, 4114–4119 (2008).

64 W. C. Sherbrooke, A. J. Scardino, R. de Nys, and L. Schwarzkopf, “Functional morphology of scale hinges used to transport water: convergent drinking adaptations in desert lizards (moloch horridus and phrynosoma cornutum),” Zoomorphology 126, 89–102 (2007).

65 A. Cavalli, P. Bøggild, and F. Okkels, “Parametric optimization of inverse trapezoid oleophobic surfaces,” Langmuir 28, 17545–17551 (2012).

66 G. Pashos, G. Kokkoris, and A. Boudouvis, “A modified phase-field method for the investigation of wetting transitions of droplets on patterned surfaces,” Journal of Computational Physics 283, 258–270 (2015).

67 L. Courbin, J. C. Bird, M. Reyssat, and H. A. Stone, “Dynamics of wetting: from inertial spreading to viscous imbibition,” Journal of Physics: Condensed Matter 21, 464127 (2009).

68 L. Chen, C. Li, N. F. van der Vegt, G. K. Auernhammer, and E. Bonaccurso, “Initial electrospreading of aqueous electrolyte drops,” Physical Review Letters 110, 026103 (2013).

69 G. Karapetsas, K. C. Sahu, K. Sefiane, and O. K. Matar, “Thermocapillary-driven motion of a sessile drop: effect of non-monotonic dependence of surface tension on temperature,” Langmuir 30, 4310–4321 (2014).
70S. Mandre and M. P. Brenner, “The mechanism of a splash on a dry solid surface,” Journal of Fluid Mechanics 690, 148–172 (2012).

71J. de Ruiter, F. Mugele, and D. van den Ende, “Air cushioning in droplet impact. i. dynamics of thin films studied by dual wavelength reflection interference microscopy,” Physics of Fluids (1994-present) 27, 012104 (2015).

72E. Fares and W. Schröder, “A differential equation for approximate wall distance,” International Journal for Numerical Methods in Fluids 39, 743–762 (2002).