GAN- vs. JPEG2000 Image Compression for Distributed Automotive Perception: Higher Peak SNR Does Not Mean Better Semantic Segmentation
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Abstract—The high amount of sensors required for autonomous driving poses enormous challenges on the capacity of automotive bus systems. There is a need to understand tradeoffs between bitrate and perception performance. In this paper, we compare the image compression standards JPEG, JPEG2000, and WebP to a modern encoder/decoder image compression approach based on generative adversarial networks (GANs). We evaluate both the pure compression performance using typical metrics such as peak signal-to-noise ratio (PSNR), structural similarity (SSIM) and others, but also the performance of a subsequent perception function, namely a semantic segmentation (characterized by the mean intersection over union (mIoU) measure). Not surprisingly, for all investigated compression methods, a higher bitrate means better results in all investigated quality metrics. Interestingly, however, we show that the semantic segmentation mIoU of the GAN autoencoder in the highly relevant low-bitrate regime (at 0.0625 bit/pixel) is better by 3.9 % absolute than JPEG2000, although the latter still is considerably better in terms of PSNR (5.91 dB difference). This effect can greatly be enlarged by training the semantic segmentation model with images originating from the decoder, so that the mIoU using the segmentation model trained by GAN reconstructions exceeds the use of the model trained with original images by almost 20 % absolute. We conclude that distributed perception in future autonomous driving will most probably not provide a solution to the automotive bus capacity bottleneck by using standard compression schemes such as JPEG2000, but requires modern coding approaches, with the GAN encoder/decoder method being a promising candidate.

I. INTRODUCTION

In autonomous driving, perception incorporates many sensors to build an overall representation of the surrounding. The processing and transmission of vast amounts of information from different sensors across the vehicle leads to a serious bottleneck. Especially, the automotive bus system struggles to provide a sufficiently high bitrate, which is why we need to compress sensor outputs such as images. An overview of the proposed system can be seen in Figure 1, which shows inference by distributed perception in the vehicle. The recorded data is encoded and quantized in the sensor module, decoded on the central electronic control unit (ECU), and afterwards processed by a semantic segmentation as an exemplary perception module.

Conventional codecs for image compression such as JPEG [1], JPEG2000 [2], and WebP [3] use loss functions optimized for an accurate reconstruction of local structures, e.g., the mean squared error (MSE). However, this often results in perceptually poor-looking images once the bitrate decreases. Besides the MSE, there exist several further image assessment metrics. The most traditional one is the peak signal-to-noise ratio (PSNR) [4], which is closely related to the MSE. Furthermore, there are the structural similarity (SSIM) [5] and its successor, the multi-scale structural similarity (MS-SSIM) [6]. The latter two also take the spatial context of pixels into account. Nevertheless, all these metrics concentrate on a comparison between the decoded image \( \hat{x} \) and the uncoded reference \( x \). This is why we call them distortion metrics.

On the contrary, our goal is to preserve global structures. A comparison on the pixel level is not reasonable, because the exact appearance of those pixels is irrelevant for...
many subsequent perception functions. A typical perception function is semantic segmentation, which essentially means, assigning a discrete semantic class label to each pixel in the image. The segmentation process results in a class mask containing the objects as discrete pixel values at their initial location. The texture of the objects is lost, only their class is preserved (see example image at the bottom of Figure 1). The mean intersection over union (mIoU) is the common quality measure for segmentation and represents the amount of overlap between the ground truth and the predicted class mask. Following [7] and [8], we use the mIoU as a metric for the preservation of global structure. This method does not compare the network output to the input images but to the segmentation ground truth instead and can therefore be called a perception metric.

The divergent focus of distortion and perception metrics results in a tradeoff to be made for compression methods [9]. In this paper, we show that higher values for the distortion metrics does not necessarily imply preservation of semantic structures.

In the recent past, a new approach called generative adversarial networks (GANs) [10] has emerged in the field of generative modeling. These networks seem promising with regards to preserving semantic structures. A GAN is composed of a generator and a discriminator. The task of the generator is the generation of realistic-looking images. The task of the discriminator is to distinguish between fake images constructed by the generator and real images from the training distribution. Both are trained in a simultaneous manner. In case of a successful training process, an equilibrium is reached, i.e., neither of the two models can achieve better performance by only adjusting its own parameters. We use a GAN adopted from [11] to generate reconstructions of an original image. Our framework consists of a classical autoencoder, which implies an encoder/decoder structure with an internal compressed representation after encoding.

In this paper, we compare image compression standards to a modern GAN-based approach, using an autoencoder as generator. In our experimental evaluation, the pure compression performance is measured by the typical image assessment metrics PSNR, SSIM, and MS-SSIM. Additionally, we investigate the performance of a semantic segmentation as an exemplary subsequent perception function characterized by the mIoU, and compare this to semantic segmentation operating on uncompressed images. Our results will show that the GAN-based approach is better suited for low-bitrate image compression than traditional codecs. Apart from this, we will show that an end-to-end optimized scenario for both compression and semantic segmentation can reach even higher mIoU scores.

The rest of the paper is structured as follows: Section II gives an overview of related works. Section III presents the main compression framework. The employed semantic segmentation network is outlined in Section IV. The experimental part in Section V contains the comparison of compression approaches, along with a discussion. Conclusions are drawn in Section VI.

II. Related Work

This work covers aspects from the fields of generative adversarial networks image compression, and semantic segmentation.

A. Generative Adversarial Networks

In the last few years, generative adversarial networks (GANs), initially proposed in [10], gained much attention in the image processing domain. To control the content of generated images, Mirza and Osindero proposed the conditional GAN [12], which uses conditioning variables as additional input for both the generator and the discriminator. Due to the simultaneous training process, GANs tend to be unstable. To combat this effect, Radford et al. released several useful hints regarding the network designs [13], including suggestions for architectures, normalizations, and activation functions. Since then, several investigations have been published to further improve the learning process [14], [15], [16], [17], [18]. They consider different loss functions used in the discriminator training [18], e.g., the least-square function [14] or the Wasserstein distance [15] between generator distribution and target distribution.

GANs are used in a lot of diverse applications in which generative models are involved. These include learning of data representations [19], semantic segmentation [20], teacher-student network compression [21], defending adversarial examples [22], [23], [24], and reinforcement learning [25]. The generation of training and validation material for autonomous driving systems is another use case of generative models. Several works have been proposed to convert training data from a driving simulator or video games into real-world data samples [26], [27], [28], [29]. This is referred to as a classical image-to-image transformation. As will be discussed in the following, our major interest in GANs is for encoding and decoding of images for distributed perception in automotive applications. Due to its stable training process and reasonable performance, we will build upon the least squares GAN (LS-GAN) from Mao et al. [14].

B. Image Compression

The majority of compression methods is composed of similar stages, which include color transformations, block splitting, scalar quantization, and coding. As one famous example, the JPEG standard [1] uses a lossy downsampling of the chroma channels in addition and is based on the discrete cosine transform (DCT). Opposed to this, the successor JPEG2000 [2] is a wavelet-based compression method, with the major difference, that a discrete wavelet transform (DWT) is used to compute the coefficients to quantize. As natural image data contains redundancy, it is possible to execute either inter-frame prediction (from temporally preceding images) or intra-frame prediction (from neighboring parts of the same image). An example for the latter approach is the WebP codec [3], which is based on a DCT.

The more recently proposed image compression methods are either based on autoencoders [30], [31], [32] or recurrent neural networks, such as long short-term memory...
The most often used perception metric is the human opinion, e.g., the well-known PSNR, SSIM [5], MS-SSIM [6]. These results of distortion measures and perception measures are not guaranteed to always correlate positively. This effect was already shown and proven in [9]. Typical distortion metrics are, e.g., the leaky rectified linear unit (leaky ReLU) and the spatial resolution, these models make use of dilated convolutions to enlarge the receptive field in deeper layers [43]. Further multi-scale context is addressed by building a pyramid pooling module on top of the feature extractor [38], [39], [41], [44], [42]. The models are designed in an encoder-decoder fashion to restore the original resolution. One simple approach is to use bilinear interpolation of the network prediction [38], [39], [44], [42]. Other approaches consider upsampling via transposed convolution [40] or the additional use of low-level features [41], [45].

Two closely related challenges in semantic segmentation are the limited GPU memory and computation time with regard to real-time applications. To address the memory problem, [42] proposes in-place activated batch normalization (InPlace-ABN), a memory-efficient approach combining the leaky rectified linear unit (leaky ReLU) and batch normalization [46]. In [41], [47] depthwise separable convolutions are used to reduce the parameters and therefore computation cost and memory usage, while [48] proposes factorized convolution in combination with residual connections (as in [37]) to obtain a similar effect. In this work, we will focus on image compression rather than real-time semantic segmentation and therefore choose a semantic segmentation approach being similar to [42].

D. Quality Metrics

For the evaluation of compression approaches, quality measures for image restoration algorithms are used. We can separate them into distortion and perception metrics. The results of distortion measures and perception measures are not guaranteed to always correlate positively. This effect was already shown and proven in [9]. Typical distortion metrics are, e.g., the well-known PSNR, SSIM [5], MS-SSIM [6]. The most often used perception metric is the human opinion score, where a human has to decide, whether the image looks realistic or not. For GANs in general the inception score (IS) [49] and Frechet inception distance (FID) [50] are often used [51]. For our investigations we adopt PSNR, SSIM, and MS-SSIM for the basic compression scheme evaluations, and use the mIoU [52] as quality measure for the semantic segmentation in form of a perception metric, thus selecting specifically suited metrics for different processing stages.

III. IMAGE COMPRESSION FRAMEWORK

This section deals with the general image encoding (compression) and decoding by means of a so-called autoencoder. First we describe the framework as a whole and then we will go into details for each part of it.

The framework for image compression is adopted from [11], using primarily the network topologies. As Agustsson et al. did not publish any implementation details, the reimplementation from [53] was taken as a basis for our work. The training framework mainly consists of three neural networks as depicted in Figure 2, the encoder, the decoder and the discriminator. The compound of the first two networks constitutes the generator as the counterpart to the discriminator. This structure forms a GAN, where the generator is defined as an autoencoder. The output of the encoder is quantized and in our application transmitted over an automotive bus system before feeding the data to the decoder. Note that, within the scope of this work, this bus system is modeled as error-free transmission. During test (inference), only the generator of the GAN is used to compress the data and decode it after transmission (compare Figure 1 and 2). The encoder is located in the sensor module and compresses the image taken by the camera. The resulting
A. Encoder

The task of the encoder is to produce a compact representation of the input image data. The structure of the encoder consists of six convolutional blocks, each of these being built from a convolutional layer, an instance norm layer, and a ReLU activation function. Down sampling is achieved by using a stride of $s = 2$ from the 2nd up to the 5th convolutional block. At the same time, the number of feature maps increases towards the latter convolutional blocks. The last convolutional block yields $32 \times 64$ feature maps of $64 \times 128$ pixels (inference), altogether defining the bottleneck dimension. The different latent space sizes result from different input image sizes in training and inference, see Section V-C. The bottleneck dimension is actually a hyperparameter, which is used to control the size of the compressed image.

B. Quantization

The output of the encoder is quantized to obtain some significant image compression. A simple approach would be to train the network without this quantization and use quantization only during inference. Alternatively, we can integrate the quantization into the training, so the networks can adjust to the discrete input [54]. In Section V we will compare the performance of both strategies. As quantization produces discrete activations (grey values), its derivative equals zero almost everywhere. Therefore, if quantization is integrated into the training, the learning process of the networks is hindered. This problem can be circumvented by approximating the quantizer characteristic and using the derivative of this approximation.

There are several possibilities to approximate the quantizer characteristic, the easiest way being just using the identity function. In this work, a softmax-based function is used to obtain a smooth approximation of quantizer output pixel $\hat{r}$ (see Figure 1) [53]:

\[
e = |c - r|,
\]

\[
\hat{r} = c^T \frac{\exp(-e)}{\|\exp(-e)\|_1},
\]

where $r = (r \cdots r)^T$ is a column vector consisting of the quantizer input $r$ stacked $L$ times so that the dimension equals that of the column vector of the quantizer reconstruction levels $c = (c_1 \cdots c_L)^T$, with $(\cdot)^T$ being the transpose. The resulting absolute error vector $e$ is then subject to a softmax function (note the element-wise exponential function and division in (2)) and afterwards multiplied by the transposed reconstruction levels row vector $c^T$ to obtain the approximated scalar quantizer output $\hat{r}$. Note that $\|\cdot\|_1$ is the $L_1$ norm, here effectively summing up all elements of its (positive) argument.

C. Decoder

The decoder acts as the counterpart to the encoder and reconstructs the original image. The first part of the decoder consists of nine residual units, where convolutions and an identity function are processed in parallel. This enables a deep network structure while maintaining a good learning behavior. As the encoder performs a downsampling by a factor of $d$ in each dimension, the decoder analogously has to perform an upsampling by the same factor. This is achieved by using subsequent transposed convolutions, which correspond to learnable upsampling functions. The output of the decoder is the reconstructed image.

D. Discriminator, Training, and Loss Functions

As the discriminator, a multi-scale PatchGAN [7] is used. In this architecture, the input image is processed in multiple scales, here three scales are used. The PatchGAN defines a small receptive field of size $v \times v$ instead of the whole image. This enables the discriminator to focus on the classification of local structures. The training protocol for both generator and discriminator uses three loss functions during the training, which are simply added up, as seen in Figure 3. First, the GAN loss is derived from the discriminator network, which tries to classify whether its input images are real or fake. The outputs of the $3V$ different PatchGAN patches ($V$ patches in each scale) are evaluated afterwards for the real images as well as for the fake images. Second, the similarity loss measures the MSE distortion on pixel level. Finally, a feature matching loss is applied based on the assumption that the discriminator learns a representation of the data distribution. Therefore, the discriminator is well-suited as a feature extractor. This loss function compares the $M$ feature...
maps between the internal discriminator convolutions of the original and the reconstructed image.

In the training process of GANs [10], first, the generator is trained, consuming a sample \( x \) which originates from the training set, resulting in a reconstructed image \( \hat{x} \) (Figure 3). After the consecutive forward pass of the discriminator, the gradients of the generator loss \( L_{\text{Gen}} \) are passed back through the discriminator and are then applied to the weights of the generator. Afterwards, in the discriminator training phase, another reconstruction is produced, which is used in combination with the label “fake”, as well as an original image with the label “real” to train the discriminator (contributions to \( L_{\text{Disc}} \)).

### E. Bitrate

The bitrate \( R \) depends on the size of the latent space with respect to the original image size \( H \times W \). The downsampling factor \( d \) represents the overall dimension reduction, which is defined by the number of convolitional layers \( n = 4 \) with a stride \( s = 2 \), each introducing a downsampling by factor 2 in each of the image dimensions:

\[
d = s^n = 2^4 = 16
\]  

Apart from the downsampling factor \( d^2 \), also the image dimensions \( H \times W \), the number of feature maps in the bottleneck \( F \), and the number of scalar quantization levels \( L \) are required for the computation of the latent space information \( S \) in bit:

\[
S = \frac{H \cdot W \cdot F \cdot \log_2(L)}{d^2} \quad [\text{bit}]
\]  

The bitrate \( R \) in bit per pixel (bpp) can be computed by the latent space information \( S \) and the original image dimensions \( H \times W \) as follows:

\[
R = \frac{S}{H \cdot W} = \frac{F \cdot \log_2(L)}{d^2} \quad [\text{bpp}]
\]

### IV. SEMANTIC SEGMENTATION

For the purpose of this work, we chose a semantic segmentation network which is commonly used for most perception tasks in automotive applications. This section briefly sketches the architecture and training as well as the evaluation of the underlying model for semantic segmentation.

#### A. Architecture

For the task of semantic segmentation we use a similar approach as described in [42] and use a pretrained feature extractor with a subsequent segmentation head trained by ourselves. We rebuilt DeepLabv3 [39] in TensorFlow [55] and replace ResNet50 [37] with a rebuilt and ImageNet-pretrained ResNet38 [40] as the new feature extractor, with the difference to [42] that we do not incorporate InPlace-ABN.

Further, we made a few common modifications in semantic segmentation to ResNet38 [39], [40]. First, we removed the classification layer of ResNet38 and connected the remaining network to the segmentation head of DeepLabv3. Second, to control the output stride, we decreased the stride of several convolutions from two to one in a bottom-up fashion and increased the dilation rate instead. Similar to [39], we refer to output stride as the overall downsampling factor of the network. To be more clear, consider a residual block consisting of several residual units, where inside the first residual unit a convolution with stride \( s = 2 \) is performed. Here, we removed the striding operation and increased the dilation rate vertically and horizontally from one to two in all convolutions within the residual block. We did the same in the next residual block, but doubled the dilation rate from two to four instead. Third, in contrast to [40], we do not incorporate dropout due to an observed worse performance.

#### B. Training

For optimization we used the stochastic gradient descent (SGD) with momentum and a learning rate with polynomial decay as described in [39]. The input images are randomly resized \([0.5, 2.0]\), left-right flipped and cropped to the size \(700 \times 700\). With this configuration and our reimplementations we could manage the batch size \( B_1 = 4 \) for an output stride \( s_1 = 16 \) and batch size \( B_2 = 2 \) for an output stride \( s_2 = 8 \) on an Nvidia GeForce GTX 1080 Ti with 11 GB RAM.

The training itself can be described as a two-stage process. In the first stage, we set the output stride to \( s_1 = 16 \) and train the network parameters, including the batch normalization parameters, for 90,000 iterations with a batch size \( B_1 = 4 \) and an initial learning rate \( \eta_1 = 0.001 \). In some cases we had to further reduce the initial learning rate of the polynomial learning rate schedule in the second stage due to instability problems. In the second stage, we employ output stride \( s_2 = 8 \), freeze the batch normalization parameters, and fine-tune for additional 120,000 iterations with a reduced batch size \( B_2 = 2 \) and a reduced initial learning rate \( \eta_2 = 0.0005 \).

### V. EXPERIMENTS AND DISCUSSION

The experiments in this paper are split into two parts. The first part deals with varying the bitrate by adjusting the size of the bottleneck \( H \times W \times F \) and the number of reconstruction levels \( L \), to explore the tradeoff w.r.t. the reconstructed image quality (Section V-C). The second part is about applying the semantic segmentation to the employed compression framework, first retraining the segmentation incorporating coded images and reporting the results on the validation set (Section V-D), and then choosing the best configuration of hyperparameters and reporting the metrics on the test set (Section V-E).

#### A. Cityscapes Dataset

The Cityscapes dataset [56] is used in all experiments. The dataset consists of 2975 annotated images for training, 500 annotated images for validation and 1525 annotated images for testing. All optimization experiments in this section were conducted on the validation dataset of Cityscapes. To compute the mIoU on the test set, the predicted label maps have been submitted to www.cityscapes-dataset.com.
B. Quality Measures

We use four different quality measures for evaluation of the presented approach. We call the first three measures distortion metrics and the latter one perception metric. The reference for the distortion metrics consists of the original image, which is then used for comparison to the reconstructed image.

The first distortion metric is the peak signal-to-noise ratio (PSNR), which is the pixel-wise MSE between the original and the reconstructed image in decibel. This metric is very sensitive to variations in single image pixels and we mainly report it, because it is an important standard quality measure in the image compression domain. Since the goal is to restrict the image footprint to very few bits, while achieving a high reconstruction quality, we think it is more important to capture the general structure of the image than to reconstruct each pixel value exactly as it is in the reference. Therefore, the structural similarity (SSIM) as the second distortion metric is more suitable, because it aims at predicting the human-perceived image quality [5]. It compares the luminance, the contrast, and the structure of the original and the reconstructed image. A window function is used to compute the local statistics of the image pixels. The multi-scale structural similarity (MS-SSIM) [6] is the third distortion metric and represents a successive approach which iteratively applies low-pass filters on the input images followed by downsampling by a factor of 2 in both dimensions. The fourth quality measure, the perception metric, differs from the former ones, as it assesses the output of the semantic segmentation network. The mean intersection over union (mIoU) between the reference label map and the semantic prediction of the reconstructed image is used as a metric for the preservation of the global image structure. We evaluate our segmentation results by using the trained stage-two model with an output stride $s = 8$ (overall downsampling) and computing the mIoU between the network output and the Cityscapes ground truth. A similar approach was already used in [11] and we adopt it for the following optimizations.

C. Quality of Coded Images and of Semantic Segmentation on the Validation Set

In our GAN-based compression approach there are two parameters which can be varied to control the bitrate and quality of the generated images. The first parameter is the number of feature maps $F$ of the bottleneck of the autoencoder. The second parameter is the number of reconstruction levels $L$ in the quantization. The resulting bitrate of the compression is calculated by (5).

For comparison, we used the image compression standards JPEG [1], JPEG2000 [2], and WebP [3] as baselines. The determined image size includes the file header, however, having little influence on the resulting size. We trained each network for 50 epochs with an Adam optimizer and a learning rate of $\eta = 0.0002$ on the Cityscapes training set. The input images are downsampled by a factor of 2 in height and width, as the limit of GPU memory is exceeded otherwise. The metrics afterwards are computed on the validation set in the original image resolution.

Samples from the different approaches for a bitrate of 0.0625 bit per pixel (bpp) or only slightly higher can be seen in Figure 4 (best viewed in color on a computer screen).
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Fig. 5: Evaluation of (a) PSNR, (b) SSIM, (c) MS-SSIM, and (d) mIoU for different image compression approaches on the Cityscapes validation set. The baselines are drawn in black with dotted curves. The GAN compression is shown without (dashed) and with (solid) quantization in the training process.

The JPEG image has the worst perceptual quality of all shown examples and strongly reflects block artifacts, which completely remove textures and also distort the colors. These block artifacts can also be seen in the WebP result, which may be caused by the discrete cosine transform, which is shared by JPEG and WebP. The overall quality of JPEG2000 is best in the present comparison as it causes less distortion in small details such as traffic signs than the other approaches. In contrast to this, when compressing by the GAN approach, the traffic signs are not well recognizable. Nevertheless, no block artifacts are introduced by the GAN and edges are sharper than with JPEG2000 (e.g., shadow of the approaching car).

Figure 5 shows the evaluations of the four quality metrics of different conditions, where the number of reconstruction levels \( L \) for each pixel in the bottleneck is adapted. In each configuration, the number of reconstruction levels is varied within \( L \in \{2, 4, 8, 16, 32, 64\} \), corresponding to \( \log_2(L) \) bit per bottleneck pixel, i.e. \( \{1, 2, 3, 4, 5, 6\} \) bit, respectively. We compare models trained without quantization but using quantization during inference (dashed lines), to models trained with quantization (solid lines). As expected, with increasing bitrate all quality metrics yield higher values until they reach a plateau showing a saturation effect.

In terms of the PSNR (Figure 5a) the JPEG2000 standard and WebP clearly outperform the GAN compression. These two baselines perform quite similar, which is subjectively confirmed by Figure 4. JPEG2000 is slightly better, once very low bitrates are considered. The former JPEG standard is significantly worse in PSNR and shows a steeper curve, which means that it is more sensitive to bitrate variations. The GAN approaches without quantization in training share a similar curve, however, extended towards very low bitrates.

Interestingly, Figure 5a shows a considerably better GAN performance for the training with integrated quantization than without it, especially for low bitrates. If the quantization is used in the training process, the encoder and decoder can adjust to the discrete reconstruction levels and yield better
results. As the bitrate increases (larger $L$), reconstruction levels get more densely populated. In this case, the GAN approaches with or without quantization in the training show rather similar performance, as the quantization error diminishes. It can be seen that below a bitrate of 0.075 bpp (the intersection point with JPEG) the GANs with quantization in the training provide a higher PSNR than JPEG.

Interestingly, the choice of the number of feature maps in the bottleneck $F$ only affects the PSNR of the GAN approaches without integrated quantization in training: While lower values of $F$ yield better results at the same bitrate $R$, the bit rate itself remains the dominant quality parameter.

For the SSIM and MS-SSIM measures (Figures 5b, 5c), in general, we observe a similar behavior. However, it is interesting to note that the GAN with quantization in training in the low bitrate regime starts to match the performance of WebP and comes very close to JPEG2000. This can be explained by the fact, that those metrics try to evaluate images in a more perception-based way by taking into account that the human eye is more sensitive to contrasts than to color variations. The saturation effect of all approaches is even more distinct for SSIM and MS-SSIM than for the PSNR.

Taking a look at the overall mIoU performance of compression with subsequent semantic segmentation (Figure 5d), we find that the GAN approach is able to outperform the baselines for low bitrates ($R < 0.09$ bpp). This aspect might be affected by the specific choice of the subsequent semantic segmentation. Nevertheless, this interesting finding indicates that the approach favors the preservation of global structures and semantics over the reconstruction of local textures, since this is the information extracted by the segmentation. By design, GANs prioritize enhancing the perceived image quality over the distortion metrics, because they learn the loss function themselves (in the discriminator) instead of directly optimizing for a high PSNR or SSIM.

**D. Quality of the Retrained Semantic Segmentation on the Validation Set**

The second set of experiments includes now retraining of the semantic segmentation network with reconstructed images from the given GAN compression. We call this approach retrained semantic segmentation and refer to the segmentation which is trained on original Cityscapes images as model trained with uncoded images. When we refer to the training with GAN reconstructions, GAN encoded/decoded images are used. We focused on a compression framework with a good tradeoff between image quality and bitrate. The selected approach has $F = 8$ feature maps in the autoencoder bottleneck and uses 2 bit ($L = 4$) for quantization of the bottleneck pixels. The training material for the segmentation consists of the original images and the reconstructed images from Cityscapes (either mixed or one after the other, see Table I).

The results shown in Table I are obtained from the validation set. The first three approaches each use 120,000 iterations in the training process. The mixture of original and reconstructed images means the union of those sets (twice the size but same number of iterations) and in case of training with uncoded images and then fine-tuning with GAN reconstructions, we train with the original images for 90,000 iterations and with the reconstructed images for another 30,000 iterations.

As expected, when GAN compression is used, retraining of the semantic segmentation using GAN reconstructions yields significantly better mIoU scores as the segmentation purely trained with uncoded images: The mIoU achieved by the segmentation trained with uncoded images on the validation set amounts to only 48.1%. By combining original and reconstructed images in the training (one after the other), the best mIoU is 64.7% (blue star symbol for $F = 8$, $L = 4$, in Figure 5d at 0.0625 bpp), while the performance on original images drops a bit by 6% absolute. When fine-tuning the segmentation with reconstructions generated by JPEG2000 we obtain an mIoU of 65% being very close to the best GAN-based approach (64.7%), but the important aspect is that from a semantic segmentation point of view GAN compression is in fact en par with the JPEG2000 image coding standard and as a fresh new technology opens the door for many more improvements. Remarkably, training the segmentation only with GAN reconstructions is only the second best when validating on reconstructed images. When plotting the top GAN-based performance of 64.7% into Figure 5d (lonely blue star), we see the significant result that by using a GAN-based image compression scheme, the mIoU of a fine-tuned semantic segmentation can be improved by 16.6% absolute mIoU (64.7%) as compared to using a segmentation model trained on uncoded images (48.1%).

**E. Quality of the Retrained Semantic Segmentation on the Test Set**

The best GAN approach from the validation ($F = 8$ and $L = 4$) with quantization included in training, along with the original images and the JPEG2000 compression,
TABLE II: Final results on the Cityscapes test set. The GAN coding method is the same as in Table I ($F = 8, L = 4$, w/ quantization in training).

| Quality Measure | Coding Method |
|-----------------|---------------|
|                 | none          | JPEG2000     | GAN            |
| PSNR            | 34.03 dB      | 27.73 dB     |
| SSIM            | 0.908         | 0.871        |
| MS-SSIM         | 0.952         | 0.938        |
| mIoU            |               |              |
| model trained w/ uncoded images | 75.3 % | 46.0 % | 50.4 % |
| model trained w/ uncoded images, then fine-tuned w/ JPEG2000 reconstr. | 70.83 % | 65.0 % | 59.69 % |
| model trained w/ uncoded images, then fine-tuned w/ GAN reconstr. | 66.3 % | 57.6 % | 63.0 % |

is evaluated with the same protocol as before on the test set of the Cityscapes data set (columns in Table II). The three distortion metrics PSNR, SSIM, and MS-SSIM have been obtained by ourselves, since the original images are available. The mIoU evaluation, however, requires the ground truth labels, which are not publicly available for the test set. Therefore, we fed the segmentation network with the image compression reconstructions created from the test set to obtain the predictions and then submitted the results to www.cityscapes-dataset.com [56] to obtain the mIoU scores.

The final results on the test set can be found in Table II. They reflect the same effects as discovered on the validation set. The distortion metrics yield higher values for JPEG2000 than for GAN compression, with the margin shrinking for the structural similarity metrics. Concerning mIoU results, no coding and both coding methods are best when performing fine-tuning with respective reconstructions. Interestingly, the GAN-based coding yields even better mIoU performance than JPEG2000, if the semantic segmentation is simply trained on uncoded images, although JPEG2000 delivers the better PSNR. Again, we see both JPEG2000 and GAN compression to perform comparably well in the context of semantic segmentation, with GAN compression having a high potential for further improvement.

VI. CONCLUSIONS

In this paper, we compared several image compression standards to a GAN-based image compression, making use of an autoencoder as the generator part of the adversarial network. Our evaluation concentrated on typical distortion metrics like PSNR and SSIM, but also on the performance of a subsequent perception function in form of a semantic segmentation based on DeepLabv3, which is our perception metric. As expected, our experiments showed that a higher bitrate leads to better performance in all quality measures. In terms of the traditional metrics, the GAN-based compression is more or less outperformed by the standards. Concerning segmentation performance, however, the GAN yields a mean intersection over union (mIoU) comparable to JPEG2000, particularly at low bitrates. The performance gain that can be obtained by retraining the semantic segmentation with GAN reconstructions has been shown to be enormous. If no retraining is performed, e.g., to keep modularity of the compression and semantic segmentation blocks, the GAN-based compression exceeds JPEG2000 by more than 4% absolute in mIoU.

The performance of subsequent functions is a major point of interest in automotive applications. As could be shown, traditional metrics may not be well-suited for this purpose, as their compression affects the segmentation result in a negative way if the compression ratio becomes too high. Therefore, new algorithms are required for bitrate-efficient distributed perception. Compression approaches using an adversarial loss have been shown to have the potential to yield high semantic segmentation performance even if they do not reconstruct as close to the original pixel values as conventional image compression methods do.
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