Epidemic spreading on spatial networks with distance-dependent connectivity
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We study the epidemic spreading on spatial networks where the probability that two nodes are connected decays with their distance as a power law. As the exponent of the distance dependence grows, the resulting networks smoothly transition from the random network limit to the regular lattice limit. We show that despite keeping the average number of contacts constant, the increasing exponent hampers the epidemic spreading as it makes long-distance connections less frequent. The growth of the number of infections is also influenced by the exponent value and changes from exponential growth to power-law growth. The resulting growth is compatible with recent analyses of the COVID-19 spreading in most countries.

I. INTRODUCTION

Mathematical modeling of epidemic processes has a long tradition [1–3]. After the rise of the network science [4, 5], the study of epidemics spreading on networks has inevitably led to a flourishing of literature [6–9]. Besides research focusing on the impact of hubs [10], long-distance connections [11], and the effective spreading geometry [12], the efforts addressing epidemics spreading on spatial networks with prevailing short connections are comparatively few. This is a research gap that calls to be addressed in the face of the current uncontrolled spreading of the virus COVID-19 [13] an ever-increasing number of countries introduce unprecedented movement and activity restrictions.

We study here epidemic spreading on model spatial networks introduced in [14] where a single parameter can be used to gradually shift from a random network limit where long connections are common to a regular lattice limit where only the nearest-neighbors are connected. In close similarity with the classical Watts-Strogatz model [15], small-world networks (networks with high clustering and small average distance between the nodes) are produced for intermediate values of the parameter. From the point of view of epidemics spreading, the two parameter limits are well understood, leading to exponential growth of the number of infections when long links prevail and quadratic growth when they are absent [16]. To explore and understand how exponential epidemic growth gradually changes in power-law growth is the main goal of this study.

II. A SPATIAL NETWORK MODEL

In a spatial complex network, the probability that two nodes are connected is given by the distance between them [7]. We use here the model introduced in [14] where

\[
P(d) = \frac{1}{1 + \lambda d^\delta}
\]

where \(\lambda\) and \(\delta\) are model parameters. The exponent \(\delta\) determines how fast \(P(d)\) decays with distance and \(\lambda\) can be used to achieve a desired mean degree, \(z\), in the resulting network. In [14], the authors show that \(2.5 \lesssim \delta \lesssim 3.5\) produces small-world networks where the average shortest paths are “short” and the clustering coefficient values are high. Figure 1 shows that as \(\delta\) grows, links in model networks become shorter. In the limit \(\delta \to \infty\), only the shortest links are possible and the network becomes regular: each node is connected with its closest neighbors. The opposite limit, \(\delta \to 0\), is also instructive: node distance then becomes irrelevant and the connection probability is the same, \(1/(1 + \lambda)\), for all nodes. We thus recover a classical random network [17].
III. AN EPIDEMIC MODEL

We use here an SEIR epidemic model [2, 18] where each node can be in one of four possible states: susceptible (S), exposed (E), infected (I), and recovered (R). While the choice of the model and its parameters are motivated by the ongoing COVID-19 epidemic, the presented findings do not change qualitatively when a different model or a different set of parameters are used.

All nodes are initially susceptible except for one node which is exposed. The exposed nodes represent the individuals who have already contracted the disease but have not developed the symptoms yet. In the case of COVID-19, these individuals have been shown to considerably contribute to spreading the disease [19]. The simulation runs in time steps with one step representing one day. If susceptible node \( i \) is connected with an exposed node, the probability that node \( i \) becomes exposed is \( \beta_1 \). If susceptible node \( i \) is connected with an infected node, the probability that node \( i \) becomes exposed is \( \beta_2 \).

While the infection process is probabilistic, we assume for simplicity that the disease progression is deterministic: If node becomes exposed at time \( t \), it automatically becomes infected (develops disease symptoms) at time \( t + T_1 \) and recovered at time \( t + T_1 + T_2 \). Here \( T_1 \) is the incubation period and \( T_2 \) is the recovery time. Recovered nodes cannot contract the disease again.

We use \( T_1 = 5 \), \( T_2 = 14 \), and \( \beta_2/\beta_1 = 0.2 \) (this reflects the role of asymptomatic agents in the spreading process [19]). We simulate 300 time steps of the epidemic spreading. We run 100 independent realizations of the epidemic process and use the median to find a representative epidemic outcome at any time point. We measure the epidemic spreading using the number of affected nodes which includes exposed, infected and recovered nodes, so it is naturally a cumulative metric which quantifies how many nodes have contracted the disease during the simulation time.

IV. EPIDEMIC DYNAMICS ON THE SPATIAL NETWORKS

We present here results of numerical simulations of epidemic spreading on model spatial networks. Before addressing the dynamics of the epidemic process, Figure 2 shows that the spatial distribution of links, controlled in the model by the exponent \( \delta \), has strong influence on the epidemic spreading. In particular, the fraction of infected nodes at a given time decreases as \( \delta \) grows. This implies that the epidemic spreading can be effectively reduced by both social distancing which is now widely used during the COVID-19 epidemic (in the scope of our model, social distancing reduces the mean node degree) as well as by purposely choosing nearby contacts. In other words, a higher number of strongly localized social contacts can lead to the same fraction of infected population as a lower number of widely distributed social contacts. Besides the mathematical aspects, localized social contacts make contact tracing easier.

The effect of \( \delta \) can be readily understood by inspecting the spreading patterns for various values of \( \delta \) shown in Figure 3. When \( \delta \) is high (\( \delta = 6 \)), the epidemic spreads as on a regular lattice and develops a clearly-defined spreading front. Nodes on the front that can spread the infection further can then spread it in only one direction (outwards) which limits their effective reproduction number (number of nodes that they infect on average). As \( \delta \) decreases, the spreading front first becomes “diffuse” (\( \delta = 4 \)) until it “dissolves” entirely (\( \delta = 2 \)). The epidemic then spreads more effectively as it is more probable that a neighbor of an infected nodes is susceptible to the infection.

We now return to the main question: the effect of the spatial network structure on the dynamics of epidemic spreading. This dynamics has two well known special cases. On a random contact network, the assumption of homogeneous mixing of susceptible and infected nodes is valid and one recovers the infamous exponential epidemic growth [2]. On a regular two dimensional lattice with nearest-neighbor connections, the epidemic spreading instead develops an epidemic front that propagates at a constant velocity. The front’s constant velocity then directly implies that the radius of the affected area grows linearly with time and, consequently, the number of infected individuals grows quadratically with time [16].

Spatial networks with distance-dependent connectivity give us the possibility to smoothly transition between the two extremes. We can thus directly observe how quadratic growth at high \( \delta \) values changes in exponential growth at low \( \delta \) values. Figure 3 provides the first indication with the epidemic front becoming more diffuse and the speed of its propagation grows as \( \delta \) decreases. As this happens, the argument leading to quadratic growth ceases to be valid and we expect the growth to be faster than quadratic. This is confirmed by Figure 4 where we show the epidemic dynamics for various contact networks. Growth that is of a power-law kind (it follows a
FIG. 3. Epidemic spreading on model the square lattice and spatial networks with various values of the exponent \( \delta \). We use \( N = 160,000 \) and \( z = 4 \). The snapshots are taken when 10% of all nodes have been affected by the epidemic. We use here \( \beta_1 = 0.16 \) for which half of all nodes becomes affected at the end of simulation for \( \delta = 6 \).

FIG. 4. Time evolution of the number of affected nodes for various contact networks. Straight lines in the log-log panel (A) are indicative of power-law growth. Straight lines in the log-linear panel (B) are indicative of exponential growth. As in Figure 3, we use \( N = 160,000 \), \( z = 4 \), and \( \beta_1 = 0.16 \).

We find that quadratic epidemic growth on 2D lattices generalizes to power-law growth on the model spatial networks with sufficiently high exponent \( \delta \). Table I shows that for the data shown in Figure 4A, stable estimates of the growth exponent (indicating good power-law fits of the data) can be obtained for \( \delta \) greater or equal to 4. The resulting power-law growth exponents supported by simulations with \( N = 160,000 \) nodes lie in the range 2–3.25. As \( N \) grows, the range of \( \delta \) where a power-law fits the data well seems to expand. The results obtained on random networks and the regular square lattice (not shown) are very close to the displayed results for \( \delta = 2 \) and \( \delta = 6 \), respectively. Notably, the power-law exponent is not exactly two even for the square lattice. This is due to the probabilistic nature of the spreading that results in non-vanishing randomness of the spreading front that can be well seen in the first panel of Figure 3. Finally, note that the mechanisms leading to power law growth of the number of infections studied here are very different from those studied in [20] where a diverging second moment of the degree distribution was the main reason for deviating from the exponential spreading pattern. In our case, by contrast, the degree distribution is narrow (Poissonian) even when it can be made broad by modifying the network model [21].

The observed power-law growth with \( \delta \)-dependent exponents matches the recent observations of the COVID-19 spreading in a power-law fashion. After the first reports based on data from China [22, 23], similar results have been recently reported for nearly all countries where COVID-19 spreads [24]. Our results suggest that in the times of social distancing, the contact networks can be

| \( \delta \) | \( b \) |
|---------|---------|
| 3       | 5.26–5.59 |
| 4       | 3.23–3.26 |
| 5       | 2.39–2.41 |
| 6       | 2.28–2.30 |
modeled as spatial networks with a relatively high exponent of the connecting probability decay.

V. DISCUSSION

In this work, we studied the interplay between the functional form of the connection probability in spatial networks and the dynamics of epidemic spreading on them. There are two main findings. Firstly, short (localized) links hinder the epidemic. We can thus achieve a better outcome (fewer infections, slower growth) by avoiding distant contacts even if the mean number of contacts remains fixed. Secondly, when short links are frequent in the network, the number of infected individuals grows as a power-law instead of the canonical exponential epidemic growth. In the framework of the chosen connection probability probability decaying with node distance as a power law, frequent short links are achieved when the exponent of the connection probability decay is high. In our simulations, power law growth of the number of infections emerges when this decay exponent is at least four. This observation is particularly relevant as the latest data show that the COVID-19 spreading in most countries indeed follows a power-law pattern instead of exponential growth. In other words, our results suggest that the social contacts over which the virus spreads are now extraordinary short which helps us to avoid the exponential spreading and thus give us more time for necessary actions.

To better understand the impact of various features of the contact network on the resulting epidemic spreading, several modifications and generalizations of the network model can be studied in the future: (1) replacing individual nodes with households where each node has local connections to all other household members and distance-dependent connectivity is only used to model the connections across the households, (2) introducing link weights that represent the intensity of the social contact and naturally play a role in the disease transmission, (3) introducing degree heterogeneity to reflect that even under social distancing, some nodes inevitably have considerably more contacts than the average, and others. Finding an analytical relation between the connectivity decay exponent $\delta$ and the epidemic growth exponent and formulating effective differential equations that describe the epidemics dynamics on spatial networks are other important directions.
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