A quantum phase transition in the one-dimensional water chain
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The concept of quantum phase transitions (QPT) plays a central role in the description of condensed matter systems. In this contribution, we perform high-quality wavefunction-based simulations to demonstrate the existence of a quantum phase transition in a crucially relevant molecular system, namely water, forming linear chains of rotating molecules. We determine various critical exponents and reveal the water chain QPT to belong to the (1+1) dimensional Ising universality class. Furthermore, the effect of breaking symmetries is examined and it is shown that by breaking the inversion symmetry, the ground state degeneracy of the ordered quantum phase is lifted to yield two many-body states with opposite polarization. The possibility of forming ferroelectric phases together with a thermal stability of the quantum critical regime up to \( \sim 10 \text{K} \) makes the linear water chain a promising candidate as a platform for quantum devices.

Quantum phase transitions (QPT) are crucial to explain many phenomena in various condensed matter systems such as heavy-fermion compounds \(^1\), magnetic materials \(^2\), and even unconventional superconductors \(^3\)–\(^5\). Most recently, they have been observed in highly-controlled quantum devices \(^6\), prepared using dipolar atoms \(^7\)–\(^8\) in optical lattices. Dipolar interactions between atomic or molecular \(^9\)–\(^10\) species are often achieved via highly-excited electronic states, where exquisite laser and vacuum control is required to protect the species from decoherence, inter-particle collisions, chemical reactions, etc. This procedure could be avoided by using much less reactive molecules that possess a permanent dipole moment in their ground electronic state, which could be nanoconfined in a chemical environment to realize a dipolar lattice. Employing water molecules in such an endeavour would be highly desirable since water is very stable and relatively unreactive in a number of confining environments. Moreover, water has a large permanent dipole moment, is highly abundant, and relatively inexpensive. Recent experimental results indicate quantum critical behaviour of water nanoconfined in beryl \(^11\)–\(^12\) and cordierite \(^13\)–\(^14\) crystals as well as in carbon nanotubes \(^15\). Interestingly, in these systems water also shows ferroelectric behaviour, a property that is not known for natural, hexagonal ice. Therefore, water presents a great potential to be used to create dipolar lattices. These could eventually be employed as quantum devices, in which the existence of quantum phase transitions would have important consequences, e.g. for adiabatic state preparation \(^16\)–\(^18\) and other quantum computing algorithms.

In this study we focus on water forming linear chains as could be realized in carbon nanotubes or in partially filled crystal structures. In this letter we predict, based on a first-principles theoretical model, a continuous QPT for a linear chain of \(N\) equidistant para-water molecules. We use a high-quality \textit{ab initio} potential energy surface to model the water-water interactions \(^19\)–\(^20\) and employ a recently developed density matrix renormalization group approach that takes into account the rotational degrees of freedom and the nuclear spin statistics of water \(^21\). In all calculations we use a rather small basis set with \(j_{\text{max}} = 1\) which turns out to be large enough to yield accurate critical exponents. The only effect of a larger basis set is a shift of the critical distance to larger distances (see supplementary material \(^22\)). Strictly speaking, a QPT only occurs in the limit \(N \to \infty\). However, chains of finite size provide valuable precursors that already indicate the occurrence of a QPT. We will demonstrate by computing the excitation spectrum, entanglement measures, and correlation functions that the signs of a QPT become apparent for rather short chains containing only twenty or fifty water molecules (see also the supplementary material).
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\caption{Phase diagram of the one-dimensional water system. The disordered phase is characterized by water molecules delocalized over all orientations at large water-water distances. In contrast, in the ordered phase, the electric dipole moment (black arrows) are aligned leading to a two-fold degenerate ground state which is a superposition of a left- and right-polarized states. The solid line represents the Schmidt gap, \(\Delta \lambda\), as a function of the water-water distance \(R\).}
\end{figure}

For water at large distances \(R\), interactions between the molecules are very weak and the Hamiltonian is dominated by the rotational kinetic energy of individual molecules. The kinetic energy term tends to delocalize the ground state wave function and thus creates a phase...
of disordered water molecules. In this disordered phase, the molecules do not adopt any specific relative orientation and can rotate nearly freely. With decreasing $R$, the dominance of the kinetic part declines because the molecular dipoles interact more strongly and start to align. So the water-water distance $R$ acts as a non-thermal parameter mediating the interaction strength. Eventually, at a critical distance $R_c$, the system crosses the QPT and reaches a phase of ordered water molecules with aligned parallel dipoles as illustrated in Fig. 1. The increasing interaction for decreasing distance is associated with a rise in quantum fluctuations in the ground state. At the QPT, these fluctuations diverge because the system becomes gapless and excitations with arbitrarily low energies are possible. To illustrate this situation, the energy gaps between the ground state and the first two excited states are shown in Fig. 2a (full symmetry (FS) curves). After crossing the QPT, the first gap vanishes as the ground state becomes two-fold degenerate due to the inversion symmetry of the chain. For the second gap, and all higher excitations, we observe an avoided crossing that becomes infinitely sharp in the infinite-chain limit. The energy scale in Fig. 2 also suggests that the QPT will have consequences at finite temperature $T$. Quantum fluctuations are important as long as they are larger or comparable to thermal fluctuations, i.e. as long as $\hbar \omega_c \gtrsim k_B T$ where $\hbar \omega_c$ is the typical energy of long distance fluctuations in the order parameter $\tilde{\rho}$. The latter is a non-thermal parameter that characterizes the ordered and disordered phase. Its fluctuations are comparable in magnitude to the fundamental energy gap. For the water chain this means that for temperature $T$ up to $10 \text{ K}$, there should still be a quantum-critical regime near the QPT that could be detected in experiments. For instance, a quasi-phase transition has recently been observed in single file of water molecules encapsulated in carbon nanotubes. When approaching the QPT, the correlations within the chain become more and more long-ranged. A good measure for these correlations is the von-Neumann entanglement entropy between two regions A and B of the chain

$$S_{VN} = -\text{tr} \rho_A \ln \rho_A$$

where $\rho_A$ is the reduced density matrix of region A. This entanglement entropy is zero for a product state and increases with rising entanglement between region A and B. We show the von-Neumann entanglement entropy ($S_{VN}$) in Fig. 3, where we define A and B as the two halves of the chain. At the QPT $S_{VN}$ diverges because the system is in a maximally entangled state. In this state there are quantum fluctuations on all length (and time) scales. Therefore, in the critical region the correlation length is the only relevant length scale. Since at the QPT the correlation length $\xi$ diverges the microscopic details of the interactions become irrelevant. The system’s qualitative behaviour is only determined by its symmetry and dimensionality. This leads to a universal behaviour of different systems which share the same symmetry and dimensionality. These systems can be categorized via universality classes. From the long-range correlations in the critical region it follows that for a finite-sized system, the behaviour of the order parameter $O(R)$ (and other properties) must be unchanged if they are rescaled according to $O(R) \sim N^{\nu} f(|R-R_c|N^{\beta})$. The critical exponents $\nu$ and $\beta$ that are used to perform this scaling completely determine which universality class the system belongs to. We perform such a finite-size scaling analysis (FSSA) on the Schmidt gap, $\Delta \lambda$, as shown in Fig. 3. The Schmidt gap is the difference between the first two eigenvalues of $\tilde{\rho}_A$. Our analysis reveals that $\Delta \lambda$ closely follows the scaling law and is therefore an appropriate order parameter for the water chain. The continuous change in $\Delta \lambda$ identifies the transition

\[ \text{FIG. 2.} \quad \text{a, b: Energy difference between the ground state and the first and second excited states for chains of full symmetry (FS) and of broken symmetry (BS). c, d: von-Neumann entanglement entropy for FS and BS chains. e, f: First ten Schmidt values for FS and BS chains. g, h: Derivative of the nearest-neighbour dipole-dipole correlation function } C(R) = \frac{1}{N-1} \sum_{i=1}^{N} (\mu_i \cdot \mu_{i+1}). \text{ In all calculations a small field of strength is } |E| = 10^{-7} E_h \text{ applied at the two edge molecules. The system size is } N = 300. \]
field. The invariance of properties with respect to the length scale at criticality also offers the opportunity to describe such critical systems with conformal field theory (CFT) [28] via the use of a continuous quantum field description. In the critical region, the entanglement entropy violates the area law and is no longer bounded [30]. Instead, for a chain of \(N\) sites with periodic boundary conditions CFT predicts a logarithmic scaling of the form \(S \sim \frac{c}{4} \ln \left(\frac{N}{\xi} \sin \left(\frac{\pi}{\xi}\right)\right)\) [28], where \(n\) is the number of sites of one of the blocks in a bipartite chain. The quantity \(c\) is the central charge and can be determined numerically by fitting the logarithmic formula to the entanglement entropy with different bipartitions. The results of such an analysis is shown in Fig. 3 for a chain of 100 water molecules. To mimic periodic boundary conditions in an open-boundary calculation we used a sine-square deformation [31, 32] (SSD) to modify the Hamiltonian accordingly. This yields a much faster convergence of \(S_{\alpha}\) in the critical region (see inset of Fig. 3). By employing this procedure we obtain a central charge \(c = 0.5028 \pm 0.0005\) which is in very good agreement with the exact value of \(c = 0.5\) of the \(D = 1\) transverse-field Ising model (TFIM) [25].

A further critical exponent that characterizes the universality class can be obtained by considering the two-site dipole-correlation function \(\langle \mu_i^z \mu_j^z \rangle\). In the disordered phase, the correlations remain short-ranged and the correlation function between site \(i\) and \(j\) falls off exponentially, i.e. \(\langle \mu_i^z \mu_j^z \rangle \sim e^{-|i-j|/\xi}\) for large \(|i-j|\). At the QPT, due to the diverging correlation length \(\xi\), the correlation function follows a power law, i.e. \(\langle \mu_i^z \mu_j^z \rangle \sim 1/|i-j|^{\eta}\) uniquely determined by the critical exponent \(\eta\), the so-called anomalous dimension. Fitting the \(z\)-component of the electric dipole-dipole correlation between the central water molecule and a water molecule at site \(j\) to such a power law yields a critical coefficient \(\eta = 0.253 \pm 0.002\) (see Fig. 3) that is again in excellent agreement with the \((1+1)\)-dimensional Ising universality class value \(\eta = 0.25\) [27]. The fact that the QPT in the water chains belongs to the \((1+1)\)-dimensional Ising universality class can be understood via inspection of the respective Hamiltonians. Both systems have on-site one-body terms, the kinetic energy for the water chain, and the transverse field for the TFIM, and each model also has two-body interaction terms along one spatial axis.

Finally, the effect of breaking certain symmetries is considered. To break chosen symmetries, a very small electric field is introduced at the two edge water molecules. Two cases are investigated: a transverse \(XY\)-polarized field to break the reflection symmetry in the planes containing the chain axis and a \(Z\)-polarized longitudinal field to break the inversion symmetry of the chain. We present in Fig. 2 the effects of symmetry breaking on a number of properties. We first observe that breaking the reflection symmetry has no effect on the QPT or quantum phases. In contrast, breaking inversion symmetry changes the ordered quantum phase...
fundamentally. It lifts the degeneracy of the ground state, an effect similar to the spontaneous symmetry breaking in the TFIM. The equally-weighted superposition of a left- and right-polarized state (see Fig. 1) splits up in two states with opposite polarization. By lifting the degeneracy, the major part of the entanglement entropy is removed (see Fig. 2). This becomes even more obvious if one looks at the entropy difference of the fully symmetric chain and the system with broken inversion symmetry in Fig. 4. We observe a large entropy plateau after the QPT due to the two-fold degeneracy of the ground state. This two-fold degeneracy in the fully-symmetric chain also leads to the effect that in a bipartite chain, which is in the ordered phase, the interaction strength between the two halves can be made infinitesimally small without removing the entanglement between the halves. This is shown in Fig. 4b where the central bond was weakened successively and the entanglement entropy in the ordered phase goes to ln(2), exactly the value of a two-fold degenerate state. In practice, this pure quantum effect implies that even if one could weaken the central bond substantially, e.g. by removing a central water molecule or by inserting fullerene cages, the two halves would still be entangled. This means that the electric dipole moments of the molecules located to the left and to the right of the weakened bond are still correlated (see Fig. 4c). This entanglement might be of practical use in the context of quantum information processing. The change in entanglement that results from breaking inversion symmetry also affects the eigenvalues of \( \rho_A \), also known as Schmidt coefficients (see Fig. 2f). The Schmidt gap no longer acts as an order parameter and the whole Schmidt spectrum changes not only quantitatively but qualitatively. In the fully symmetric chain, all Schmidt values occur in multiples of two. This degeneracy pattern vanishes if the inversion symmetry is broken. Interestingly, in contrast to entanglement entropy and Schmidt spectrum, the derivative of the nearest-neighbour correlation functions as well as the energy gap to higher-lying excited states are not affected by removing the inversion symmetry. They still signal the occurrence of a QPT. And indeed, if one performs a FSSA at the \( z \)-component of the total polarization per molecule that now becomes a proper order parameter, the critical exponents of the \((1+1)\)-dimensional Ising universality class are obtained. Hence, neither the QPT nor the universality class is altered by breaking the inversion symmetry. It is only the nature of the ordered phase that is affected.

In future work, this nature should be studied more deeply since understanding the system’s entanglement properties might lead to the application of linear water chains as quantum information processing devices \[33, 54\] for which a rich landscape of schemes exists for the quantum control and information encoding in molecular rotations \[35–38\]. Water systems in different chemical environments will be studied especially with regard to promising experimental realizations of confined water with intermolecular distances in the quantum critical regime which have recently been achieved in beryl \[11\] and cordierite \[13\] with fascinating ferroelectric behaviour.
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