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Abstract

In this paper, we obtain some important variants of the Lions and Chabrowski Concentration-compactness principle, in the context of fractional Sobolev spaces with variable exponents, especially for nonlinear systems. As an application of the results, we show the existence and asymptotic behaviour of nontrivial solutions for elliptic systems involving a new class of general nonlocal integrodifferential operators with exponent variables and critical growth conditions in $\mathbb{R}^N$.
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1 Introduction

In this paper we complement the research begun in the articles [5, 6, 10, 15, 18, 21, 26, 27] key in the study of the Lions and Chabrowski Concentration-compactness principle (the CCP, for
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short) in the context of fractional Sobolev spaces with variable exponents, which are fundamental, especially in nonlinear systems with critical growth.

In recent decades, there has been a growing interest in the study of problems involving fractional function spaces (also called Slobodskii spaces, which are a class in the huge family Besov spaces) that play an important role in many issues involving differential equations, in special, the study of nonlocal integrodifferential equations. For example, their applications can be presented as a model for many physical phenomena, finance, image processing, ecology, and others, see e.g. [1, 8, 9, 11, 12, 20, 28, 34] and references therein.

On the other hand, partial differential equations and variational problems involving $p(\cdot)$-variable growth conditions, and hence Sobolev spaces with variable exponent have attracted considerable interest in the latest years. Indeed, their applications can be presented as a model for many physical phenomena that arise for example in the research of image processing, nonlinear elasticity, electrorheological fluid, etc., we address the reader to [13, 31] and the references therein.

When one studies elliptic problems involving nonlinear critical terms, both in bounded and unbounded domains, they are characterized by a lack of compactness, which create serious complications when trying to find critical points, by standard variational methods, for the energy functional associated with the problem. The CCP developed by Lions [25, 26] (Lemma I.1 in [25] and Lemma I.1 in [26], hereafter called CCP1 and CCP2 respectively) has proven to be an extremely important tool that plays a key role to find solutions for this type of problems.

However, it is important to remark that, the CCP2 does not provide any information about the mass loss of the sequence at infinity. Thus, to overcome this difficulty the CCP1 is used to show that the sequence is tight and so the so-called vanishing and dichotomy cannot occur, but it is in general very technical and complicated, (see [32]). In this sense, to avoid this technical difficulty, Chabrowski [10] proved an infinity CCP. In that paper, he formulated the variants of these two principles, that is, he can avoid the CCP1 by applying an infinity version of the CCP2.

In the fractional context, the first extension of the CCP was studied in bounded domains in [29] for $p = 2$, and in [24] the extension was obtained for any $1 < p < N/s$. Concerning unbounded domains, the CCP extension has been proven for $p = 2$ in [14], later for any $1 < p < N/s$ in [6]. Recently for $p(\cdot)$, [18] got an important critical embedding, and thanks to that established Concentration-compactness principles for fractional Sobolev spaces with variable exponents.

In addition to the extensions of the above mentioned results, variants of the CCP related to critical elliptic systems have also been studied. The pioneering work [21], which is based on the ideas of Lions [26, 27], established some important variants of the Concentration-compactness principle for systems. These variants allow the study of the existence of nontrivial solutions for elliptic systems, through variational methods. Indeed, in [22], applying the result of [21] combined with variational methods, it was proved the existence of minimizers for the Rayleigh quotient and ground state solutions for a system of semilinear elliptic equations, which involves homogeneous critical nonlinearities and different Hardy-type terms. Already in [15], they use the result of [21] together with the Mountain Pass Theorem to prove the existence of solutions for critical Hardy quasilinear systems. Recently, in the fractional context, [30] proved some variants of Lions CCP and Chabrowski’s infinite CCP which allowed, through the mountain pass theorem, to show the existence of nontrivial integer solutions for fractional systems $(p, q)$ with Hardy critical terms in $\mathbb{R}^N$.

Motivated by the contributions mentioned above, the first objective of this paper is to obtain new variants of the Lions CCP and the Chabrowski infinite CCP in the context of fractional Sobolev spaces with variable exponents. Then, as an application of these new variants obtained (see Theorem 1.1 and 1.2), the second objective is to obtain new results of existence and asymptotic behaviour of nontrivial solutions for elliptic systems. In particular, for the elliptic
systems involving a new class of nonlocal integral differential operators with variable exponents and critical growth in $\mathbb{R}^N$.

### 1.1 Main results

In order to state the main results of this paper, let us introduce some notations. We consider $\mathcal{M}(\mathbb{R}^N)$ the space of all signed finite Radon measures on $\mathbb{R}^N$ endowed with the total variation norm, which we may identify with the dual of $C_0(\mathbb{R}^N)$.

We assume that the variable exponents $p(\cdot, \cdot)$ and $q(\cdot)$ satisfy the following assumptions:

1. $p : \mathbb{R}^N \to \mathbb{R}$ is uniformly continuous, $p$ is symmetric, that is, $p(x, y) = p(y, x)$, and there exists $\varepsilon_0 \in (0, 1/2)$, such that $p(x, y) = \bar{p}$ for all $x, y \in \mathbb{R}^N$ satisfying $|x - y| < \varepsilon_0$, $\sup_{y \in \mathbb{R}^N} p(x, y) := \bar{p}$ for all $x \in \mathbb{R}^N$; and $\{x \in \mathbb{R}^N : p_*(x) \neq \bar{p}\} < \infty$ where, $p_*(x) := \inf_{y \in \mathbb{R}^N} p(x, y)$ for $x \in \mathbb{R}^N$.

2. $q : \mathbb{R}^N \to \mathbb{R}$ is uniformly continuous such that $p_*(x) \leq q(x) \leq \bar{p}_* := \frac{\bar{p}}{N - s\bar{p}}$, for all $x \in \mathbb{R}^N$ and $\mathcal{C} := \{x \in \mathbb{R}^N : q(x) = \bar{p}_*\} \neq \emptyset$.

We define

$$C_+(\mathbb{R}^N) := \left\{ h \in C(\mathbb{R}^N) : 1 < \inf_{x \in \mathbb{R}^N} h(x) \leq \sup_{x \in \mathbb{R}^N} h(x) < \infty \right\}$$

and consider

$$W = W^{s, p(\cdot, \cdot)}(\mathbb{R}^N) \times W^{s, p(\cdot, \cdot)}(\mathbb{R}^N)$$

the Banach space defined in Subsection 2.1 with norm $\|(u, v)\| := \|u\| + \|v\|$.

The following result establishes the Lions type Concentration-compactness principle for the space $W$.

**Theorem 1.1.** Assume that (P) and (Q) hold and $\alpha, \beta \in C_+(\mathbb{R}^N)$ satisfying $\alpha(x) + \beta(x) = q(x)$ for all $x \in \mathbb{R}^N$. Let $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ be a bounded sequence in $W$ such that

$$(u_k, v_k) \rightharpoonup (u, v) \text{ in } W \text{ as } k \to +\infty,$$

$$|u_k|^p + |v_k|^p + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^p}{|x - y|^{N + s p(x, y)}} \, dy + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^p}{|x - y|^{N + s p(x, y)}} \, dy \to \mu \text{ in } \mathcal{M}(\mathbb{R}^N),$$

$$|u_k|^\alpha + |v_k|^\beta \to \nu \text{ in } \mathcal{M}(\mathbb{R}^N),$$

where $\mu$ and $\nu$ are nonnegative finite Radon measure on $\mathbb{R}^N$.

Then, there exist two families of numbers $\{\mu_i\}_{i \in I} \subset (0, +\infty)$, $\{\nu_i\}_{i \in I} \subset (0, +\infty)$ and a family $\{x_i\}_{i \in I} \subset \mathcal{C}$ of distinct points in $\mathbb{R}^N$, where $I$ is an at most countable index set, such that

$$\nu = |u|^\alpha |v|^\beta + \sum_{i \in I} \nu_i \delta_{x_i},$$

where $\delta_{x_i}$ is the Dirac measure at $x_i$. 


\[ \mu \geq |u|^\overline{p} + |v|^\overline{p} + \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy + \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy + \sum_{i \in I} \mu_i \delta_{x_i}, \quad (7) \]

\[ S_{\alpha, \beta} \nu_i^{\overline{p}} \leq \mu_i^{\overline{p}} \quad (8) \]

for all \( i \in I \), where

\[ S_{\alpha, \beta} := \inf_{(u,v) \in W, \ u \neq 0, v \neq 0} \frac{\| (u, v) \|_{L^\beta(\mathbb{R}^N)}}{\| u \|_{L^\alpha(\mathbb{R}^N)} \| v \|_{L^\beta(\mathbb{R}^N)}}. \quad (9) \]

One remarks that, the Theorem 1.1 extends in several directions previous results for the variable exponent context and the fractional vectorial context the results of \([5, 6, 18, 21, 26, 27, 30]\). Moreover, the strategy to show this theorem is the same as that papers P.L. Lions \([26, 27]\), but there exist several difficulties because we are working in a nonlocal context, with variable exponents involved in \( \mathbb{R}^N \). In order to overcome these nontrivial technical difficulties, we apply Theorem 2.5 which gives us the sufficient conditions for the variable exponents, such as the log-Hölder continuity condition. Thus we obtain a critical embedding of fractional Sobolev spaces with variable exponents in Lebesgue spaces with variable exponents. As well the technical lemmas, Lemma 2.10 and 2.12.

The following result establish the Chabrowsky type Concentration-compactness infinity principle for the space \( W \).

**Theorem 1.2.** Assume that (P) and (Q) hold and \( \alpha, \beta \in C_+(\mathbb{R}^N) \) satisfying \( \alpha(x) + \beta(x) = q(x) \) for all \( x \in \mathbb{R}^N \). Let \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) be a bounded sequence in \( W \) such that

\[ (u_k, v_k) \rightharpoonup (u, v) \text{ in } W \text{ as } k \to +\infty, \]

and define

\[ \nu_\infty := \lim_{R \to \infty} \limsup_{k \to \infty} \int_{B_R} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx, \quad (10) \]

\[ \mu_\infty := \lim_{R \to \infty} \limsup_{k \to \infty} \int_{B_R} \left[ |u_k|^\overline{p} + |v|^\overline{p} + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy \right. \]

\[ \left. + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy \right] \, dx. \quad (11) \]

Then,

\[ \limsup_{k \to \infty} \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx = \nu(\mathbb{R}^N) + \nu_\infty. \quad (12) \]

\[ \limsup_{k \to \infty} \int_{\mathbb{R}^N} \left[ |u_k|^\overline{p} + |v|^\overline{p} + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy \right. \]

\[ \left. + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^{p(x,y)}}{|x - y|^{(N + sp(x,y))}} \, dy \right] \, dx = \mu(\mathbb{R}^N) + \mu_\infty. \quad (13) \]

Assume in addition that,

\( (\varepsilon_0) \) there exist \( \lim_{|x|, |y| \to \infty} p(x, y) = \overline{p} \) and \( \lim_{|x| \to \infty} q(x) = q_\infty \) for \( \overline{p} \) given by (P) and some \( q_\infty \in (1, \infty) \).

Then,

\[ S_{\alpha, \beta}^{\overline{p}} \mu_\infty^{\overline{p}} \leq \nu_\infty. \quad (14) \]
One remarks that, Theorem 1.2 brings information about the possible loss of mass at infinity, that is, in the same sense as Chabrowsky [10] in the scenario of fractional Sobolev spaces with variable exponents. In this sense, this result extends the [10, 18, 30] ones. Moreover, the technique used to show this result is similar to that one in the proof of Theorem 1.1, were the technical Lemma 2.11 is crucial. Here, it is important to note that, we will apply this principle to obtain sufficient conditions for the existence of solutions for systems of type (φS) (see below) in all \( \mathbb{R}^N \).

As an application of the Theorems 1.1 and 1.2, this paper is devoted to the study of existence of solutions for the following elliptical system, which involves a new nonlocal integrodifferential operator with variable exponents in all of \( \mathbb{R}^N \), that is,

\[
\begin{align*}
\mathcal{L}_{AK} u &= \lambda H_u(x, u, v) + \frac{\alpha(x)}{q(x)} |v|^{\beta(x)} |u|^{\alpha(x)-2} u, \\
\mathcal{L}_{AK} v &= \lambda H_v(x, u, v) + \frac{\beta(x)}{q(x)} |u|^{\alpha(x)} |v|^{\beta(x)-2} v,
\end{align*}
\tag{φS}
\]  

where \( \lambda \) is a positive real parameter, \( p(\cdot) \) satisfies (P), \( q(\cdot) \) satisfies (Q), \( \alpha \) and \( \beta \in C_+ (\mathbb{R}^N) \) such that \( \alpha(x) + \beta(x) = q(x) \) for all \( x \in \mathbb{R}^N \). Moreover, the operator

\[
\mathcal{L}_{AK} u := \mathcal{L}_{AK} u + |u|^{p'-2} u
\]

is defined on suitable fractional Sobolev spaces where \( \mathcal{L}_{AK} \) is a general nonlocal integrodifferential operator defined by

\[
\mathcal{L}_{AK} u(x) = P.V. \int_{\mathbb{R}^N} A(u(x) - u(y)) K(x, y) dy, \quad x \in \mathbb{R}^N,
\]

where \( P.V. \) is the principal value, and the map \( A : \mathbb{R} \to \mathbb{R} \) is a measurable function satisfying the next assumptions:

(a1) \( A \) is continuous, odd, and the map \( \mathcal{A} : \mathbb{R} \to \mathbb{R} \) given by

\[
\mathcal{A}(\zeta) := \int_0^{\vert \zeta \vert} A(\tau) d\tau
\]

is strictly convex;

(a2) There exist positive constants \( c_A \) and \( C_A \), such that for all \( \zeta \in \mathbb{R} \) and for all \( (x, y) \in \mathbb{R}^{2N} \)

\[
A(\zeta) \zeta \geq c_A \vert \zeta \vert^{p(x, y)} \quad \text{and} \quad \vert A(\zeta) \vert \leq C_A \vert \zeta \vert^{p(x, y)-1};
\]

(a3) \( A(\zeta) \zeta \leq \overline{\mathcal{A}}(\zeta) \) for all \( \zeta \in \mathbb{R} \).

The kernel \( K : \mathbb{R}^{2N} \to \mathbb{R}^+ \) is a measurable function satisfying the following property:

(K) There exist constants \( b_0 \) and \( b_1 \), such that \( 0 < b_0 \leq b_1 \),

\[
b_0 \leq K(x, y) \vert x - y \vert^{N+s_p(x, y)} \leq b_1 \quad \text{for all} \quad (x, y) \in \mathbb{R}^{2N} \quad \text{and} \quad x \neq y.
\]

We observe that, the assumptions (a1)-(a3) and (K) were similarly introduced in [3, 4]. Note that a very special case for \( A \) and \( K \) satisfying (a1)-(a3) and (K) is \( A(\zeta) = \vert \zeta \vert^{p(x, y)-2} \zeta \) and
\( K(x, y) = |x - y|^{-(N + sp(x, y))} \). Hence the operator \( \mathcal{L}_{AK} \) reduces to the fractional \( p(\cdot) \)-Laplacian operator \((-\Delta)^s_{p(\cdot)} \), which is defined by

\[
(-\Delta)^s_{p(\cdot)}u(x) = P.V. \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x, y)-2}(u(x) - u(y))}{|x - y|^{N + sp(x, y)}} dy, \quad x \in \mathbb{R}^N.
\]

In the constant case, \( p(\cdot, \cdot) \equiv p \), the operator \( \mathcal{L}_{AK} \) is the fractional \( p \)-Laplacian, denoted by \((-\Delta)^s_p \), and for \( p = 2 \), it is the fractional Laplacian denoted by \((-\Delta)^s \). Moreover, it is well known that \((-\Delta)^s_p \) reduces to the standard \( p \)-Laplacian as \( s \nearrow 1 \) in the limit sense of Bourgain-Brezis-Mironescu, see e.g. [7].

Moreover, the operator \( \mathcal{L}_{AK} \) in the problem (\( \varphi_S \)) is a nonlocal general integrodifferential operator, where the map \( \mathcal{A} \) and the kernel \( K \) under consideration are very general \((K \text{ includes singular kernels})\). On the other hand, problem (\( \varphi_S \)) involves the fractional \( p(\cdot) \)-Laplacian operator, which has complicated nonlinearities, for instance, they are nonhomogeneous.

We assume that the perturbed terms \( H_u \) and \( H_v \) are partial derivatives of a Carathéodory type function \( H \) satisfying the subcritical growth conditions:

(\( \mathcal{H} \)) For a.e. \( x \in \mathbb{R}^N \) it results \( H(x, \cdot, \cdot) \in C^1(\mathbb{R}^2) \), \( H(x, \cdot, \cdot) \geq 0 \) in \( \mathbb{R}^2 \), \( H_z(x, 0, 0) = (0, 0) \) with \( H_z = (H_u, H_v) \) and \( z = (u, v) \). Furthermore, there are \( \theta, \sigma, a \) and \( b \in C_+(\mathbb{R}^N) \) such that

\[
\bar{p} < \theta^- \leq \theta^+ < \sigma^- \leq \sigma^+ < q^-, \quad a \in L^{\frac{q^-}{q^- - \sigma^+}}(\mathbb{R}^N) \quad \text{and} \quad b \in L^{\frac{q^-}{q^- - \sigma^+}}(\mathbb{R}^N) \quad \text{(see (16))},
\]

for which the inequality

\[
|H_u(x, u, v)| + |H_v(x, u, v)| \leq a(x)|u|^{\theta(x) - 1} + b(x)|v|^{\sigma(x) - 1}
\]

for all \((u, v) \in \mathbb{R}^2 \) and a.e. \( x \in \mathbb{R}^N \). Moreover, for all \( z \in \mathbb{R}^2 \) hold for a.e. \( x \in \mathbb{R}^N \)

\[
0 \leq \theta^+ H(x, z) \leq H_z(x, z) \cdot z
\]

and for all \((u, v) \in \mathbb{R}^+ \times \mathbb{R}^+ \), the function \( H(\cdot, u, v) > 0 \) for a.e. \( x \in \mathbb{R}^N \).

An example for the nonlinearity \( H \) is given by

\[
H(x, u, v) = a(x)/\theta(x)|u|^{\theta(x)} + b(x)/\sigma(x)|v|^{\sigma(x)}
\]

with \( \theta, \sigma, a \) and \( b \in C_+(\mathbb{R}^N) \), such that \( \bar{p} < \theta^- \leq \theta^+ < \sigma^- \leq \sigma^+ < q^- \), \( a \in L^{\frac{q^-}{q^- - \sigma^+}}(\mathbb{R}^N) \), and \( b \in L^{\frac{q^-}{q^- - \sigma^+}}(\mathbb{R}^N) \).

Now, we can state the result of existence of solutions for the system (\( \varphi_S \)).

**Theorem 1.3.** Assume that (\( P \)), (\( Q \)), (\( a_1 \)-\( a_3 \)), (\( K \)), and (\( \mathcal{H} \)) hold. Then there exists \( \lambda^* > 0 \), such that the system (\( \varphi_S \)) admits at least one nontrivial solution \((u_\lambda, v_\lambda)\) in \( W \) for all \( \lambda \geq \lambda^* \). Besides each component of \((u_\lambda, v_\lambda)\) is nontrivial and

\[
\lim_{\lambda \to \infty} \|(u_\lambda, v_\lambda)\| = 0. \quad (15)
\]

Theorem 1.3 completes in several directions the results of [15, 17, 30] not only for the presence of the integrodifferential operator but also for the conditions of moderate growth in the main elliptical operator. The presence of the nonlocal integrable differentiable operator \( \mathcal{L}_{AK} \) and the lack of compactness in the vector scenario make our analysis quite delicate. However, we overcome the difficulties presented applying the Theorems 1.1 and 1.2 and obtain the existence and asymptotic behaviour of a nontrivial solution for the system (\( \varphi_S \)) through the Mountain
Pass Theorem. Further, it is important to note that since the solution \((u_\lambda, v_\lambda)\) built in this theorem, has both nontrivial components, it is evident that it solves a real system, which does not reduce to an equation.

We also consider a simplified version of the system \((\varphi_S)\), i.e. the following system in \(\mathbb{R}^N\)

\[
\begin{aligned}
\mathcal{L}_{AK}u &= \lambda H_u(u,v) + \frac{\alpha(x)}{q(x)}|v|^\beta(x)|u|^\alpha(x)-2u, \\
\mathcal{L}_{AK}v &= \lambda H_v(u,v) + \frac{\beta(x)}{q(x)}|u|^\alpha(x)|v|^\beta(x)-2v.
\end{aligned}
\tag{\(\varphi_S\)}
\]

The system \((\varphi_S)\) satisfies the conditions \((a_1)-(a_3), \mathcal{K}\) and \(\mathcal{H}\) independent of \(x\), that is

\[(\mathcal{H}')\ H(\cdot, \cdot) \in C^1(\mathbb{R}^2), \ H(\cdot, \cdot) \geq 0 \ \text{in} \ \mathbb{R}^2, \ H_z(0,0) = (0,0) \ \text{with} \ H_z = (H_u, H_v) \ \text{and} \ z = (u,v).\]

Then, there are \(\theta, \sigma \in C_+(\mathbb{R}^N)\) such that \(\overline{p} < \theta^- \leq \theta^+ < \sigma^- \leq \sigma^+ < q^-\) and positive constant \(a\) and \(b\), such that

\[|H_u(u,v)| + |H_v(u,v)| \leq a|u|^\theta(x)-1 + b|v|^\sigma(x)-1 \ \text{for all} \ (u,v) \in \mathbb{R}^2 \ \text{and a.e.} \ x \in \mathbb{R}^N.\]

Moreover, for all \(z \in \mathbb{R}^2\)

\[0 \leq \theta^- H(z) \leq H_z(z) \cdot z\]

and for all \((u,v) \in \mathbb{R}^+ \times \mathbb{R}^+\) the function \(H(u,v) > 0\).

In addition, we have the following

**Theorem 1.4.** Suppose that \((P), (Q), (a_1)-(a_3), (\mathcal{K})\), and \((\mathcal{H}')\) hold. Then the system \((\varphi_S)\) admits at least one nontrivial solution \((u_\lambda, v_\lambda)\) in \(W\) for all \(\lambda > 0\). Besides each component of \((u_\lambda, v_\lambda)\) is nontrivial and \((15)\) holds.

The strategy to prove Theorem 1.4 does not follow from the proof of the Palais-Smale condition \(((PS), \ \text{for brevity})\). Therefore, we can find solutions for the system \((\varphi_S)\) with, possibly, different values of \(\lambda\). Moreover, since the critical value \(\lambda^*\), in Theorem 1.3, derives from the Proposition 4.5 with the application of Theorem 1.1 and 1.2, we are allowed to find level sets \(c_\lambda\) for which the condition \((PS)_{c_\lambda}\) is valid.

However, avoid proving the strong convergence of the \((PS)\) sequences, the fact that the solution constructed in Theorem 1.3 is non-trivial does not follow automatically. So to overcome this difficulty, it was essential to prove a Lions type Lemma for fractional Sobolev spaces with variable exponents. Thus it was proved Lemma 4.6, which is new and it seems an important result in the literature. Indeed, it shows us the conditions that guarantee strong convergence on Lebesgue spaces with variable exponents of a bounded sequence on fractional Sobolev spaces with variable exponents. Accordingly, due to Lemma 4.6 and the Proposition 4.8, the proof of Theorem 1.4 is obtained in an elegant and interesting way, since Lemma 4.6 is another strategy to overcome the lack of compactness. Therefore, Theorem 1.4 continues to improve in several directions the previous results of [15, 17, 30].

Below, we summarize the main contributions of this paper:

- We deal with elliptic systems involving a new class of general nonlocal integrodifferential operators with exponent variables and critical growth conditions in \(\mathbb{R}^N\).

- A version of the Lions and Chabrowski Concentration-compactness principle is proved in the context of fractional Sobolev spaces with variable exponents, especially for nonlinear systems.
• An important result is obtained, namely Lions type Lemma, for fractional Sobolev spaces with variable exponents in the space $W$.

• We achieved an asymptotic behaviour of the solutions for the systems ($\wp_S$) and ($\tilde{\wp}_S$), that is, $\lim_{\lambda \to \infty} \|(u_\lambda, v_\lambda)\| = 0$.

• As far as the authors knowledge, this is the first time that a critical problem for systems has been studied in the context of variable exponents for fractional Sobolev spaces.

## 2 Background and Preliminaries

In this section, we recall some results and definitions involving the Lebesgue spaces with variable exponents. We refer to [3, 4, 13, 18, 19, 23] for the fundamental properties of these spaces.

### Basic notation

Throughout this manuscript we will sometimes use the following notations for simplicity. $\Omega \times \Omega := \Omega^2$, $\mathbb{R}^N \times \mathbb{R}^N := \mathbb{R}^{2N}$, $\mathbb{R}^+ = (0, +\infty)$, and

$$B_R(x_0) = \left\{ x \in \mathbb{R}^N : |x - x_0| < R \right\}$$

denotes the ball of $\mathbb{R}^N$ centered at $x \in \mathbb{R}^N$ with radius $R > 0$.

### Variable exponent function spaces

For $h \in C_+ (\mathbb{R}^N)$, see (1) we denote

$$h^- := \inf_{x \in \mathbb{R}^N} h(x) \quad \text{and} \quad h^+ := \sup_{x \in \mathbb{R}^N} h(x).$$

For $h \in C_+ (\mathbb{R}^N)$ and a $\sigma$-finite, complete measure $\mu$ in $\mathbb{R}^N$, the variable exponent Lebesgue space $L_{\mu}^{h(\cdot)} (\mathbb{R}^N)$ is defined by

$$L_{\mu}^{h(\cdot)} (\mathbb{R}^N) := \left\{ u : \mathbb{R}^N \to \mathbb{R} \text{ is $\mu$ - measurable, } \int_{\mathbb{R}^N} |u(x)|^{h(x)} \, d\mu < +\infty \right\}.$$

This space is endowed with the so-called Luxemburg norm

$$\|u\|_{L_{\mu}^{h(\cdot)} (\mathbb{R}^N)} := \inf \left\{ \zeta > 0 : \int_{\mathbb{R}^N} \frac{|u(x)|^{h(x)}}{\zeta} \, d\mu \leq 1 \right\}.$$

When $\mu$ is the Lebesgue measure, we write $dx$, $L^{h(\cdot)} (\mathbb{R}^N)$ and $\|u\|_{L^{h(\cdot)} (\mathbb{R}^N)}$ instead of $d\mu$, $L_{\mu}^{h(\cdot)} (\mathbb{R}^N)$ and $\|u\|_{L_{\mu}^{h(\cdot)} (\mathbb{R}^N)}$ respectively. Set

$$L^{h(\cdot)}_+ (\mathbb{R}^N) := \{ u \in L_{\mu}^{h(\cdot)} (\mathbb{R}^N) : u > 0 \text{ a.e. in } \mathbb{R}^N \}$$

and for a Lebesgue measurable and positive a.e. function $\kappa : \mathbb{R}^N \to \mathbb{R}$, set $L^{h(\cdot)}_+(\kappa, \mathbb{R}^N) := L^{h(\cdot)}_+ (\mathbb{R}^N)$ with $d\mu = \kappa(x) dx$. 


Proposition 2.1. ([13, 23]). Let \( u \in L^h(\mathbb{R}^N) \), \( \{u_k\}_{k \in \mathbb{N}} \subset L^h(\mathbb{R}^N) \), and define \( h(\cdot) \)-modular function of the space \( L^h(\mathbb{R}^N) \) as

\[
\rho_h(u) = \int_{\mathbb{R}^N} |u(x)|^h dx \mu.
\]

Then we have the following relation between the modular function and the norm:

(a) For \( u \in L^h(\mathbb{R}^N \setminus \{0\} \), \( \zeta = \|u\|_{L^h(\mathbb{R}^N)} \) if and only if \( \rho_h(u) = 1 \);

(b) \( \|u\|_{L^h(\mathbb{R}^N)} \geq 1 \Rightarrow \|u\|_{L^h(\mathbb{R}^N)}^h \leq \rho_h(u) \leq \|u\|_{L^h(\mathbb{R}^N)}^h \);

(c) \( \|u\|_{L^h(\mathbb{R}^N)} < 1 \Rightarrow \|u\|_{L^h(\mathbb{R}^N)}^h < \rho_h(u) < \|u\|_{L^h(\mathbb{R}^N)}^h \);

(d) \( \lim_{k \to +\infty} \|u_k\|_{L^h(\mathbb{R}^N)} = 0 \Leftrightarrow \lim_{k \to +\infty} \rho_h(u_k) = 0 \);

(e) \( \lim_{k \to +\infty} \|u_k\|_{L^h(\mathbb{R}^N)} = +\infty \Leftrightarrow \lim_{k \to +\infty} \rho_h(u_k) = +\infty \).

Proposition 2.2. ([19]). Let \( h \) and \( g \) be measurable functions such that \( h(x) \in L^\infty \) and \( 1 < h(x)g(x) \leq \infty \), for a.e. \( x \in \mathbb{R}^N \). Let \( u \in L^h(\mathbb{R}^N) \), \( u \neq 0 \). Then

(a) \( \|u\|_{L^{h,g}(\mathbb{R}^N)} \leq 1 \Rightarrow \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \leq \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \leq \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \);

(b) \( \|u\|_{L^{h,g}(\mathbb{R}^N)} \geq 1 \Rightarrow \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \leq \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \leq \|u\|_{L^{h,g}(\mathbb{R}^N)}^h \).

Proposition 2.3. ([13, 23]).

(a) The space \((L^h(\mathbb{R}^N)), \|\cdot\|_{L^h(\mathbb{R}^N)}\) is a separable and reflexive Banach space;

(b) For \( u \in L^h(\mathbb{R}^N) \) and \( v \in L^h(\mathbb{R}^N) \). Then \( uv \in L^1(\mathbb{R}^N) \) and

\[
\int_{\mathbb{R}^N} |uv| dx \leq \left( \frac{1}{h^{-}} + \frac{1}{h^{+}} \right) \|u\|_{L^h(\mathbb{R}^N)} \|v\|_{L^h(\mathbb{R}^N)}.
\]

2.1 Fractional Sobolev Space

In this section, we recall the definitions and some results involving the fractional Sobolev spaces with variable exponents. We refer the reader to [3, 4, 18] for further details about the functional framework that follows.

Throughout this subsection, we assume that:

(p) Let \( p(x) := p(x, x) \) for all \( x \in \mathbb{R}^N \) with \( p : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R} \) uniformly continuous satisfying:

\[
p \text{ is symmetric, that is, } p(x, y) = p(y, x),
\]

\[
1 < p^- := \inf_{(x, y) \in \mathbb{R}^{2N}} p(x, y) \leq \sup_{(x, y) \in \mathbb{R}^{2N}} p(x, y) := p^+ < \frac{N}{s}, \quad s \in (0, 1).
\]

We denote by \( p^*_s(x) = Np(x)/(N - sp(x)) \) for all \( x \in \mathbb{R}^N \), the fractional critical variable exponent related to \( p \in C(\mathbb{R}^{2N}) \). Let \( W^{s,p(\cdot)}(\mathbb{R}^N) \), the fractional Sobolev spaces with variable exponents defined by

\[
W^{s,p(\cdot)}(\mathbb{R}^N) := \left\{ u \in L^p(\mathbb{R}^N) : \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x,y)}}{\zeta p(x,y) |x-y|^{N+sp(x,y)}} dy dx < +\infty, \text{ for some } \zeta > 0 \right\}
\]
and the corresponding norm for this space is
\[ \|u\| := \inf \left\{ \zeta > 0; \int_{\mathbb{R}^N} \frac{|u|^p}{\xi^p(x)} \, dx + \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p(x,y)}{\xi^p(x,y)} \, dy \, dx < 1 \right\}. \]

By [18, Section 3], \( W^{s,p(\cdot)}(\mathbb{R}^N) \) is a separable and reflexive Banach space.

**Theorem 2.4. ([18]).**
(a) \( W^{s,p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^r(\mathbb{R}^N) \) for any uniformly continuous function \( r \in C^+(\mathbb{R}^N) \) satisfying \( p(x) \leq r(x) \) for all \( x \in \mathbb{R}^N \) and \( \inf_{x \in \mathbb{R}^N} \| p^*_s(x) - r(x) \| > 0; \)

(b) \( W^{s,p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^{r(\cdot)}_{\text{loc}}(\mathbb{R}^N) \) for any \( r \in C^+(\mathbb{R}^N) \) satisfying \( r(x) < p^*_s(x) \) for all \( x \in \mathbb{R}^N \).

**Theorem 2.5. ([18]).** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^N \) or \( \Omega = \mathbb{R}^N \). Let (p) hold. Furthermore, let the variable exponent \( p \) satisfy the following log-Hölder type continuity condition
\[ \inf_{\varepsilon > 0} \sup_{\substack{(x,y) \in \Omega^2 \setminus B_{\varepsilon}(z) \cap \Omega \ \varepsilon > 0, \ \text{and} \ \inf_{\Omega_{z,\varepsilon}} p(x',y') \text{ is a function satisfying} \ \sup_{(x,y) \in \Omega_{z,\varepsilon}} q(x,y) \leq N \inf_{(y,z) \in \Omega_{z,\varepsilon}^2} \frac{\| p(y,z) \|}{N - s \inf_{(y,z) \in \Omega_{z,\varepsilon}^2} \| p(y,z) \|}. \]
\[ \| q(x) - q(y) \| < \infty \] for all \( x \in \mathbb{R}^N \) and \( q \) is uniformly continuous and \( p(x) < q(x) \) for all \( x \in \mathbb{R}^N \).

Then, it holds that
\[ W^{s,p(\cdot)}(\Omega) \hookrightarrow L_q^r(\Omega). \]

One remarks that, the result above permit us to conclude a compact embedding from \( W^{s,p(\cdot)}(\mathbb{R}^N) \) into the weighted Lebesgue spaces with variable exponents.

**Theorem 2.6. ([18]).** Assume that (p), (q) and (17) hold. Let \( w \in L^{q(\cdot)}_{r(\cdot)}(\mathbb{R}^N) \) for some \( r \in C^+(\mathbb{R}^N) \), such that \( \inf_{x \in \mathbb{R}^N} \| q(x) - r(x) \| > 0 \). Then,
\[ W^{s,p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^{q(\cdot)}_{r(\cdot)}(w,\mathbb{R}^N). \]

It follows that, the space \( W \) defined by (2) is a separable and reflexive Banach space, endowed with the norm \[ \|(u,v)\| := \|u\| + \|v\|. \]

Let \( (s,p(\cdot),\cdot) \)-convex modular function \( \rho_W : W \rightarrow \mathbb{R} \) defined by
\[ \rho_W(u,v) = \int_{\mathbb{R}^N} \frac{|u|^p}{\xi^p(x)} \, dx + \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p(x,y)}{\xi^p(x,y)} \, dy \, dx + \int_{\mathbb{R}^N} \frac{|v|^p}{\xi^p(x)} \, dx + \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p(x,y)}{\xi^p(x,y)} \, dy \, dx. \]

The following proposition shows the relationship between the norm \( \|(\cdot,\cdot)\| \) of the space \( W \) and the \( \rho_W \) convex modular function. This result is obtained with a similar argumentation given by the proof of Proposition 2.1.
Proposition 2.7. For \((u, v) \in W\) and \(\{(u_k, v_k)\}_{k \in \mathbb{N}} \subset W\), we have:

(a) For \((u, v) \in W \setminus \{(0, 0)\}\), \(\zeta = \|(u, v)\|\) if and only if \(\rho_W\left(\frac{(u, v)}{\zeta}\right) = 1\);

(b) \(\|(u, v)\| \geq 1 \Rightarrow \|(u, v)\|^{-p} \leq \rho_W(u, v) \leq \|(u, v)\|^{p_-}\);

(c) \(\|(u, v)\| \leq 1 \Rightarrow \|(u, v)\|^{p_-} \leq \rho_W(u, v) \leq \|(u, v)\|^{-p_-}\);

(d) \(\lim_{k \to +\infty} \|(u_k, v_k) - (u, v)\| = 0 \Leftrightarrow \lim_{k \to +\infty} \rho_W((u_k, v_k) - (u, v)) = 0\);

(e) \(\lim_{k \to +\infty} \|(u_k, v_k)\| = +\infty \Leftrightarrow \lim_{k \to +\infty} \rho_W((u_k, v_k)) = +\infty\).

As consequence of the Theorem 2.4 and 2.6, we obtain the following lemmas:

Lemma 2.8.

(a) \(W \hookrightarrow L^{r(\cdot)}(\mathbb{R}^N) \times L^{r(\cdot)}(\mathbb{R}^N)\) for any uniformly continuous function \(r \in C_+(\mathbb{R}^N)\) satisfying \(p(x) \leq r(x)\) for all \(x \in \mathbb{R}^N\) and \(\inf_{x \in \mathbb{R}^N} (p^*_s(x) - r(x)) > 0\);

(b) \(W \hookrightarrow L^{r(\cdot)}_{\text{loc}}(\mathbb{R}^N) \times L^{r(\cdot)}_{\text{loc}}(\mathbb{R}^N)\) for any \(r \in C_+(\mathbb{R}^N)\) satisfying \(r(x) < p^*_s(x)\) for all \(x \in \mathbb{R}^N\).

Lemma 2.9. Assume that \((p), (q)\) and condition (17) hold. Let \(\kappa \in L^{q(\cdot) - r(\cdot)}(\mathbb{R}^N)\) for some \(r \in C_+(\mathbb{R}^N)\) such that \(\inf_{x \in \mathbb{R}^N} [q(x) - r(x)] > 0\). Then, it holds that

\(W \hookrightarrow L^{r(\cdot)}(\kappa, \mathbb{R}^N) \times L^{r(\cdot)}(\kappa, \mathbb{R}^N)\).

2.2 Concentration-compactness principle in \(W\)

We consider, without further mentioning, that the assumptions required in Theorems 1.1 and 1.2 are satisfied. Moreover, we will denote by \(c_i, c_i(\mathcal{R})\) positive constants for all \(i \in \mathbb{N}\) and \(\mathcal{R} > 2\).

First, we note that if \(p\) satisfies \((P)\), then it satisfies \((p)\) and (17), also \(p(x, x) = \overline{p}\) for all \(x \in \mathbb{R}^N\). Hence, by Theorem 2.5, we have that \(W^{s, p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^{\overline{p}(\cdot)}(\mathbb{R}^N)\). Then,

\[W \hookrightarrow L^{\overline{p}(\cdot)}(\mathbb{R}^N) \times L^{\overline{p}(\cdot)}(\mathbb{R}^N).\]  
(18)

Moreover, we conclude that \(L^{\overline{p}(\cdot)}(\mathbb{R}^N) \subset L^{p(\cdot)}(\mathbb{R}^N)\) and \(W^{s, p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^{t(\cdot)}(\mathbb{R}^N)\) for any \(t \in C_+(\mathbb{R}^N)\) satisfying \(p_s(x) \leq t(x) \leq p^*_s\) for all \(x \in \mathbb{R}^N\) (see [18]).

Thus, for any \(t \in C_+(\mathbb{R}^N)\) satisfying \(p_s(x) \leq t(x) \leq p^*_s\) for all \(x \in \mathbb{R}^N\),

\[W \hookrightarrow L^{t(\cdot)}(\mathbb{R}^N) \times L^{t(\cdot)}(\mathbb{R}^N).\]  
(19)

Further, since \(\alpha(x) + \beta(x) = q(x)\) for all \(x \in \mathbb{R}^N\), \(q\) satisfies \((Q)\), and by Proposition 2.2, also H"older inequality (see Proposition 2.3), we have

\[
\int_{\mathbb{R}^N} |u|^{\alpha(x)}|v|^{\beta(x)} \, dx \leq c_1 \max \left\{ \|u\|^\alpha_{L^{t(\cdot)}(\mathbb{R}^N)} \|v\|^\beta_{L^{t(\cdot)}(\mathbb{R}^N)}; \|u\|^\alpha_{L^{p(\cdot)}(\mathbb{R}^N)} \|v\|^\beta_{L^{p(\cdot)}(\mathbb{R}^N)}; \|u\|^\alpha_{L^{\overline{p}(\cdot)}(\mathbb{R}^N)} \|v\|^\beta_{L^{\overline{p}(\cdot)}(\mathbb{R}^N)}; \|u\|^\alpha_{L^{t(\cdot)}(\mathbb{R}^N)} \|v\|^\beta_{L^{t(\cdot)}(\mathbb{R}^N)} \right\}. 
\]  
(20)
On the other hand, since the following continuous embedding is valid, i.e. \( W^{s,p(\cdot)}(\mathbb{R}^N) \hookrightarrow L^{q(\cdot)}(\mathbb{R}^N) \), for each \( q \in C_+ (\mathbb{R}^N) \) satisfying \( p_*(x) \leq q(x) \leq \overline{p}_* \) for all \( x \in \mathbb{R}^N \), we conclude from (20) that

\[
\int_{\mathbb{R}^N} |u|^\alpha |v|^{\beta(x)} \, dx \leq c_2 \max \left\{ \|u\|^\alpha \|v\|^\beta, \|u\|^\alpha \|v\|^\beta, \|u\|^\alpha \|v\|^\beta, \|u\|^\alpha \|v\|^\beta \right\} 
\leq c_2 \max \left\{ \|u, v\|^\alpha, \|(u, v)\|^\alpha \right\}.
\]  

(21)

In particular, from definition of \( \|u^\alpha \|_{L^q(\mathbb{R}^N)} \), (20) and (21), yields \( S_{\alpha, \beta} > 0 \) (see (9)).

### 2.3 Technical lemmas

The following Lemma 2.10 and 2.11 are essential to prove the Theorem 1.1 and 1.2 respectively. The proof of these results are similar to [19, Lemmas 4.4 and 4.5], therefore the proofs are omitted.

**Lemma 2.10.** Let \( x_0 \in \mathbb{R}^N \) be fixed and let \( \Psi \in C^\infty (\mathbb{R}^N) \) be such that \( 0 \leq \Psi \leq 1 \), \( \Psi \equiv 1 \) on \( B_1 \), \( \text{supp}(\Psi) \subset B_2 \) and \( \|\nabla \Psi\|_\infty \leq 2 \). For \( \rho > 0 \), define \( \Psi_\rho(x) := \frac{\Psi(x/\rho)}{\rho} \) for \( x \in \mathbb{R}^N \). Let (P) hold and let \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) be as in Theorem 1.1. Then, we have

\[
\lim_{\rho \to 0^+} \limsup_{k \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (|u_k(x)|^{p(x,y)} + |v_k(x)|^{p(x,y)}) \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x - y|^{N+sp(x,y)}} \, dy \, dx = 0.
\]  

(22)

**Lemma 2.11.** Let \( \Phi \in C^\infty (\mathbb{R}^N) \) be such that \( 0 \leq \Phi \leq 1 \), \( \Phi \equiv 1 \) on \( \mathbb{R}^N \setminus B_2 \), and \( \|\nabla \Phi\|_\infty \leq 2 \). For \( R > 0 \), define \( \Phi_R(x) := \Phi\left(\frac{x}{R}\right) \) for \( x \in \mathbb{R}^N \). Let (P) hold and let \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) be as in Theorem 1.2. Then, we have

\[
\lim_{R \to \infty} \limsup_{k \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (|u_k(x)|^{p(x,y)} + |v_k(x)|^{p(x,y)}) \frac{|\Phi_R(x) - \Phi_R(y)|^{p(x,y)}}{|x - y|^{N+sp(x,y)}} \, dy \, dx = 0.
\]  

The next lemma is a variant of the Brezis-Lieb Lemma, for vectorial critical terms.

**Lemma 2.12.** Let \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) be a bounded sequence in \( W \) and \( (u_k(x), v_k(x)) \to (u(x), v(x)) \) for a.e. \( x \in \mathbb{R}^N \). Then

\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} \left( |u_k|^\alpha |v_k|^\beta - |\tilde{u}_k|^\alpha |\tilde{v}_k|^\beta - |u|^\alpha |v|^\beta \right) \, dx = 0,
\]

where \( \tilde{u}_k = u_k - u \) and \( \tilde{v}_k = v_k - v \).

**Proof.** Note that

\[
|u_k|^\alpha |v_k|^\beta - |\tilde{u}_k|^\alpha |\tilde{v}_k|^\beta = \left[ |u_k|^\alpha - |\tilde{u}_k|^\alpha \right] |v_k|^\beta + |\tilde{u}_k|^\alpha \left[ |v_k|^\beta - |\tilde{v}_k|^\beta \right] \]  

(23)

for all \( x \in \mathbb{R}^N \). Now, for \( \varepsilon > 0 \) fixed, there exists a constant \( c(\varepsilon) > 0 \), such that for all \( a, b \in \mathbb{R}, \) \( r \in C_+ (\mathbb{R}^N) \) and for all \( x \in \mathbb{R}^N \),

\[
|a + b|^r(x) - |a|^r(x) \leq \varepsilon |a|^r(x) + c(\varepsilon) |b|^r(x).
\]

Hence, by (23), we obtain

\[
|u_k|^\alpha |v_k|^\beta - |\tilde{u}_k|^\alpha |\tilde{v}_k|^\beta \leq \left[ \varepsilon |\tilde{v}_k|^\alpha + c(\varepsilon) |u|^\alpha \right] |v_k|^\beta
+ |\tilde{u}_k|^\alpha \left[ \varepsilon |\tilde{v}_k|^\beta + c(\varepsilon) |v|^\beta \right].
\]  

(24)
Thus, applying the Dominated Convergence Theorem, we obtain

\[ \lim_{k \to +\infty} \int_{\mathbb{R}^N} f_{\epsilon,k}(x) \, dx = 0. \]  

On the other hand, note that

\[ |u_k|^{\alpha(x)}v_k^{\beta(x)} - |u_k|^{\alpha(x)}\tilde{v}_k^{\beta(x)} - |u|^{\alpha(x)}v^{\beta(x)}| \leq f_{\epsilon,k}(x) + \epsilon |u_k|^{\alpha(x)}\tilde{v}_k^{\beta(x)}. \]

Hence, from (25), we obtain

\[ \lim_{k \to +\infty} \int_{\mathbb{R}^N} (|u_k|^{\alpha(x)}v_k^{\beta(x)} - |u_k|^{\alpha(x)}\tilde{v}_k^{\beta(x)} - |u|^{\alpha(x)}v^{\beta(x)}) \, dx = 0. \]

\[ \square \]

3 Proof of Theorems 1.1 and 1.2

The main issue of this section is to provide, in details, the proof of Theorems 1.1 and 1.2.

3.1 Proof of Theorem 1.1

Proof. 1. First, we set \( \tilde{u}_k = u_k - u \) and \( \tilde{v}_k = v_k - v \). Then \( (\tilde{u}_k, \tilde{v}_k) \to (0,0) \) in \( W \).

From Lemma 2.8 and (26), we obtain

\( (\tilde{u}_k, \tilde{v}_k) \to (0,0) \) in \( L_{\text{loc}}^{r(\cdot)}(\mathbb{R}^N) \times L_{\text{loc}}^{r(\cdot)}(\mathbb{R}^N) \) as \( k \to +\infty \) \[(27)\]

for any \( r \in C_+(\mathbb{R}^N) \) satisfying \( r(x) < \frac{1}{p+(x,y)} \) for all \( x \in \mathbb{R}^N \). Hence, up to a subsequence, we get

\( (\tilde{u}_k(x), \tilde{v}_k(x)) \to (0,0) \) a.e. \( x \in \mathbb{R}^N \). \[(28)\]

Using (5), (27), (28), and Lemma 2.12, it follows that

\[ |\tilde{u}_k|^{\alpha(x)}|\tilde{v}_k|^{\beta(x)} \xrightarrow{\ast} \nu - |u|^{\alpha(x)}v^{\beta(x)} \text{ in } \mathcal{M}(\mathbb{R}^N). \] \[(29)\]

Now, denoting for all \( k \in \mathbb{N} \)

\[ \mathcal{U}_k = |\tilde{u}_k|^\bar{\nu} + \int_{\mathbb{R}^N} \frac{|\tilde{u}_k(x) - \tilde{u}_k(y)|^p(x,y)}{|x - y|^{N + sp(x,y)}} \, dy, \text{ and } \mathcal{V}_k = |\tilde{v}_k|^\bar{\nu} + \int_{\mathbb{R}^N} \frac{|\tilde{v}_k(x) - \tilde{v}_k(y)|^p(x,y)}{|x - y|^{N + sp(x,y)}} \, dy, \]
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we have that the sequence \( \{ (U_k, V_k) \}_{k \in \mathbb{N}} \) is bounded in \( L^1(\mathbb{R}^{2N}) \). Then, up to a subsequence (see [16, Proposition 1.202]), we have
\[
U_k + V_k \overset{\ast}{\rightharpoonup} M \text{ in } \mathcal{M}(\mathbb{R}^N)
\]
for some nonnegative finite Radon measure \( M \) in \( \mathbb{R}^N \). Let \( \phi \in C_c^\infty(\mathbb{R}^N) \) and \( R > 2 \), such that
\[
\text{supp } \phi \subset B_R \text{ and } d = \text{dist}(B_R^c; \text{supp } \phi) \geq 1 + \frac{R}{2}.
\]
Hence from (9), we obtain
\[
S_{\alpha \beta}
\left\| (\tilde{\phi} u) \frac{a(c)}{\sqrt{N}} (\tilde{\phi} v) \right\|_{L^2(\mathbb{R}^N)} \leq \left\| (\phi \tilde{u}_k, \phi \tilde{v}_k) \right\| = \left\| \phi \tilde{u}_k \right\| + \left\| \phi \tilde{v}_k \right\|.
\]

2. Now, set \( \overline{\nu}_k := |\tilde{u}_k|^\alpha(x)|\tilde{v}_k|^\beta(x) \), \( \vartheta_k := \left\| (\phi \tilde{u}_k, \phi \tilde{v}_k) \right\| \), and
\[
\overline{\nu}_k := |\tilde{u}_k|^\alpha + |\tilde{v}_k|^\beta + \int_{\mathbb{R}^N} \frac{|\tilde{u}_k(x) - \tilde{u}_k(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} dy + \int_{\mathbb{R}^N} \frac{|\tilde{v}_k(x) - \tilde{v}_k(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} dy.
\]
Given \( \varepsilon > 0 \), there exists a constant \( C(\varepsilon) \in (2, \infty) \) such that for all \( c, d \in \mathbb{R} \), \( p \in C_+(\mathbb{R}^{2N}) \) and for all \( (x, y) \in \mathbb{R}^{2N} \),
\[
|c + d|^{p(x,y)} \leq (1 + \varepsilon)|c|^{p(x,y)} + C(\varepsilon)|d|^{p(x,y)}.
\]
Thus, due to Proposition 2.7 and (33), we see that
\[
1 \leq \int_{\mathbb{R}^N} \frac{|\tilde{u}_k|^\alpha}{\vartheta_k} dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|(\phi \tilde{u}_k)(x) - (\phi \tilde{u}_k)(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|(\phi \tilde{u}_k)(x) - (\phi \tilde{u}_k)(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy
\]
\[
+ C(\varepsilon) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\tilde{u}_k(x)|^{p(x,y)}|\phi(x) - \phi(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy + \int_{\mathbb{R}^N} \frac{|\phi \tilde{u}_k|}{\vartheta_k} dx
\]
\[
+ (1 + \varepsilon) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\phi(x)|^{p(x,y)}|\tilde{u}_k(x) - \tilde{u}_k(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy
\]
\[
+ C(\varepsilon) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\tilde{u}_k(x)|^{p(x,y)}|\phi(x) - \phi(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy.
\]
We define, for all \( k \in \mathbb{N} \)
\[
I_k := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\tilde{u}_k(y)|^{p(x,y)} + |\tilde{v}_k(y)|^{p(x,y)}|\phi(x) - \phi(y)|^{p(x,y)}}{|\tilde{u}_k(x)|^{N + sp(x,y)}} dx dy.
\]
Then, from Proposition 2.7 and (34), we deduce that
\[
1 \leq \frac{(1 + \varepsilon)(\|\phi\|_{p}^{p} + 1)}{\min\{\vartheta_k, \vartheta_k\}} \left(1 + \left\| \tilde{u}_k \right\|_{p} \right) + \frac{(1 + \varepsilon)(\|\phi\|_{p}^{p} + 1)}{\min\{\vartheta_k, \vartheta_k\}} \left(1 + \left\| \tilde{v}_k \right\|_{p} \right) + C(\varepsilon)I_k
\]
\[
\leq 2(1 + \varepsilon)(\|\phi\|_{p}^{p}) \left(1 + \left\| (\tilde{u}_k, \tilde{v}_k) \right\|_{p} \right) + C(\varepsilon)I_k.
\]
Moreover, from the symmetry of function $p$ we get

$$I_k := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(\tilde{u}_k(x)\|p(x,y) + |\tilde{v}_k(x)|^p(x,y))|\phi(x) - \phi(y)|^p(x,y)}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx.$$ 

Thus, once that $\text{supp}\phi \subset B_R$ and $\varphi_k^{p(x,y)} \geq \min\{\varphi_k^{+}, \varphi_k^{-}\}$ for all $x, y \in \mathbb{R}^N$, it follows that

$$I_k \leq \frac{1}{\min\{\varphi_k^{+}, \varphi_k^{-}\}} \left[ \int_{B_R} (|\tilde{u}_k(x)|^{p(x)} + |\tilde{v}_k(x)|^{p(x)}) \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx ight. \\
+ \int_{B_R} (|\tilde{u}_k(x)|^{p(x)} + |\tilde{v}_k(x)|^{p(x)}) \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx \\
+ \int_{B_R} (|\tilde{u}_k(x)|^{p(x)} + |\tilde{v}_k(x)|^{p(x)}) \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx \\
+ \int_{B_R} (|\tilde{u}_k(x)|^{p(x)} + |\tilde{v}_k(x)|^{p(x)}) \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx \\
+ \int_{B_R} (|\tilde{u}_k(x)|^{p(x)} + |\tilde{v}_k(x)|^{p(x)}) \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{\varphi_k(x,y)|x - y|^{N + sp(x,y)}} \, dy \, dx \right].$$

(37)

3. Now, we estimate each integral in the right-hand side of (37). Note that $\{(|\tilde{u}_k, \tilde{v}_k)\}_{k \in \mathbb{N}}$ is a bounded sequence in $W$, then $\{\tilde{u}_k\}_{k \in \mathbb{N}}$ and $\{\tilde{v}_k\}_{k \in \mathbb{N}}$ are bounded in $W^{s,p(\cdot)}(\mathbb{R}^N)$. Moreover, by (19), we have

$$\max_{t \in \{p, p_s\}} \sup_{k \in \mathbb{N}} \int_{\mathbb{R}^N} |\tilde{u}_k|^{t(x)} \, dx \leq c_3,$$

(38)

$$\max_{t \in \{p, p_s\}} \sup_{k \in \mathbb{N}} \int_{\mathbb{R}^N} |\tilde{v}_k|^{t(x)} \, dx \leq c_4.$$ 

(39)

Let $t \in \{p, p_s\}$. From (31), (38), and (39), we obtain

$$\int_{B_R} (|\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)}) \left( \int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{N + sp(x,y)} \, dy \right) \, dx \\
= \int_{B_R} (|\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)}) \left( \int_{\text{supp}\phi} \frac{|\phi(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \right) \, dx \\
\leq (1 + \|\phi\|_{\mathcal{R}^\infty}) \int_{B_R} (|\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)}) \left( \int_{\text{supp}\phi} \frac{dy}{(\mathcal{R}/2)^{N + sp(x,y)}} \right) \, dx \\
\leq (1 + \|\phi\|_{\mathcal{R}^\infty}) \frac{1}{(\mathcal{R}/2)^{N + sp}} |B_R| \left[ \int_{\mathbb{R}^N} (|\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)}) \, dx \right] \leq \frac{c_5}{\mathcal{R}^{2p}}.$$

(40)

On the other hand, for all $x \in B_R$, from (31),

$$\int_{B_R} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy = \int_{B_R} \frac{|\phi(x)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \\
\leq (1 + \|\phi\|_{\mathcal{R}^\infty}) \frac{1}{(\{z|_{|z| \geq 1}\})} \frac{dz}{z^{N + sp}} \leq (1 + \|\phi\|_{\mathcal{R}^\infty}) \frac{N |B_1|}{sp} := c_6.$$ 

(41)
Using (41), we obtain
\[
\int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \left( \int_{B_{\mathcal{R}}} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \, dy \right) \, dx 
\leq c_6 \int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \, dx. \tag{42}
\]
Now, to estimate the last integral in the right-hand side of (37) we notice that for \( x \in B_{\mathcal{R}} \)
\[
\int_{B_{\mathcal{R}}} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \, dy 
\leq (1 + \|\nabla \phi\|_{\infty}) \int_{B_{\mathcal{R}}} \frac{dy}{|x-y|^{N+(s-1)p(x,y)}} 
\leq (1 + \|\nabla \phi\|_{\infty}) \left( 1 + \frac{1}{|x-y|^{N+(s-1)p}} \right) \, dy 
\leq (1 + \|\nabla \phi\|_{\infty}) \left( |B_{\mathcal{R}}| + \int_{B_{\mathcal{R}}} \frac{dz}{|z|^{N+(s-1)p}} \right) 
= (1 + \|\nabla \phi\|_{\infty}) \left( |B_{\mathcal{R}}| + \frac{N|B_{\mathcal{R}}|(2\mathcal{R})^{1-s}p^{-s}}{(1-s)p^{-s}} \right) = c_1(\mathcal{R}).
\]
Hence we have
\[
\int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \left( \int_{B_{\mathcal{R}}} \frac{|\phi(x) - \phi(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \, dy \right) \, dx 
\leq c_1(\mathcal{R}) \int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \, dx. \tag{43}
\]
Using (40), (42), (43) in (37), we obtain
\[
I_k \leq \frac{1}{\min\{\vartheta_{p_k}^{\mathcal{R}}, \vartheta_{p_k}^{-}\}} \left[ \frac{c_7}{R^{sp}} + c_8 \sum_{t \in \{p, p^*\}} \int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \, dx \right] 
\leq \frac{c_9}{\min\{\vartheta_{p_k}^{\mathcal{R}}, \vartheta_{p_k}^{-}\}} \left[ \frac{1}{R^{sp}} + c_2(\mathcal{R}) \sum_{t \in \{p, p^*\}} \int_{B_{\mathcal{R}}} \left( |\tilde{u}_k(x)|^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right) \, dx \right]. \tag{44}
\]
Then, from (38), (39), (44), and since the sequence \( \{u_k, \tilde{v}_k\} \) is bounded in \( W \), using (36), we can conclude
\[
1 \leq \frac{c_3(\mathcal{R})}{\min\{\vartheta_{p_k}^{\mathcal{R}}, \vartheta_{p_k}^{-}\}},
\]
and hence, for all \( k \in \mathbb{N} \),
\[
\vartheta_k \leq c_4(\mathcal{R}).
\]
Therefore, the sequence \( \{\vartheta_k\} \) is bounded in \( \mathbb{R} \). Hence, from Bolzano-Weierstrass Theorem, up to a subsequence, we may assume that there exists \( \vartheta_\ast \in [0, \infty) \) such that
\[
\lim_{k \to +\infty} \vartheta_k = \vartheta_\ast. \tag{45}
\]
Suppose that \( \vartheta_* > 0 \). Thus from (3.1) and (44), we obtain
\[
1 \leq (1 + \varepsilon) \int_{\mathbb{R}^N} \left( \left| \frac{\phi(x)}{\vartheta_k} \right|^{p_\ast(x)} + \left| \frac{\phi(x)}{\vartheta_k} \right|^{p_R} \right) \left( |\tilde{u}_k(x)|^{p_R} + \int_{\mathbb{R}^N} \frac{|(\tilde{u}_k(x) - \tilde{u}_k(y))^{p(x,y)}|}{|x-y|^N + \delta p(x,y)} \, dy \right) \, dx \\
+ (1 + \varepsilon) \int_{\mathbb{R}^N} \left( \left| \frac{\phi(x)}{\vartheta_k} \right|^{p_\ast(x)} + \left| \frac{\phi(x)}{\vartheta_k} \right|^{p_R} \right) \left( |\tilde{v}_k(x)|^{p_R} + \int_{\mathbb{R}^N} \frac{|(\tilde{v}_k(x) - \tilde{v}_k(y))^{p(x,y)}|}{|x-y|^N + \delta p(x,y)} \, dy \right) \, dx \\
+ \frac{c_9}{\min\{\vartheta_k^\ast, \vartheta_k^{p_R}\}} \left[ \frac{1}{R^{sp_R}} + c_2(\mathcal{R}) \sum_{t \in \{\overline{\mathcal{R}}, p\}} \int_{B_R} \left| (\tilde{u}_k(x))^{t(x)} + |\tilde{v}_k(x)|^{t(x)} \right| \, dx \right].
\] (46)

Taking \( k \to +\infty \) in the inequality (46) and using (3.1), (30) and the fact that
\[
\lim_{k \to +\infty} \int_{B_R} |\tilde{u}_k(x)|^{t(x)} \, dx = \lim_{k \to +\infty} \int_{B_R} |\tilde{v}_k(x)|^{t(x)} \, dx = 0,
\]

for all \( t \in \{\overline{\mathcal{R}}, p\} \) (see (27)), we obtain
\[
1 \leq (1 + \varepsilon) \int_{\mathbb{R}^N} \left( \left| \frac{\phi(x)}{\vartheta_*} \right|^{p_\ast(x)} + \left| \frac{\phi(x)}{\vartheta_*} \right|^{p_R} \right) \, dx + \frac{c_9}{\min\{\vartheta_*^\ast, \vartheta_*^{p_R}\}} \mathcal{R}^{sp_R}.
\]

Taking \( \mathcal{R} \to +\infty \) and then letting \( \varepsilon \to 0^+ \), we conclude from the last inequality that
\[
1 \leq \int_{\mathbb{R}^N} \left( \left| \frac{\phi(x)}{\vartheta_*} \right|^{p_\ast(x)} + \left| \frac{\phi(x)}{\vartheta_*} \right|^{p_R} \right) \, dx.
\]

Therefore by Proposition 2.1, we obtain the following estimate
\[
\vartheta_* \leq \frac{1}{p^\ast} \max \left\{ \|\phi\|_{L_{p^\ast}^1(\mathbb{R}^N)}, \|\phi\|_{L_{p^R}^1(\mathbb{R}^N)} \right\}.
\]

Hence, from (29), (32) and (45), we see that
\[
S_{\alpha, \beta} \| \phi \|^2 \leq S_{\alpha, \beta} \| \phi \|^2 \leq 2^{1 - \frac{1}{p^\ast}} \max \left\{ \|\phi\|_{L_{p^\ast}^1(\mathbb{R}^N)}, \|\phi\|_{L_{p^R}^1(\mathbb{R}^N)} \right\}.
\] (47)

If \( \vartheta_* = 0 \), by (29) and (32), we conclude
\[
\|\phi\|_{L_{p^\ast}^1(\mathbb{R}^N)} = 0.
\] (48)

Hence (48) holds for any \( \phi \in C_c^\infty(\mathbb{R}^N) \) and thus (6) follows using the [5, Lemma 3.2] and the definition of \( \overline{\mathcal{R}} \) (see (29)). The fact that \( \{x_i\}_{i \in I} \subset \mathcal{C} \) can be obtained by an argument similar to that of [19, Theorem 3.3] and we omit the proof.

4. Now, we verify (8). Let \( i \in I \) and for \( \rho > 0 \), define \( \Psi\rho \) as in Lemma 2.10 with \( x_0 \) replaced by \( x_i \). Then \( \Psi\rho \in C^\infty(\mathbb{R}^N) \), \( 0 \leq \Psi\rho \leq 1 \), \( \Psi\rho \equiv 1 \) on \( B_\rho(x_i) \), and \( \text{supp}(\Psi\rho) \subset B_{2\rho}(x_i) \). From (9), we infer that
\[
S_{\alpha, \beta} \| \Psi\rho u_k \|^2 \leq \|\Psi\rho u_k\|^2 \leq \|
\]

Taking the limit inferior as \( k \to +\infty \) in (49), using fact \( |u_k^{\alpha(x)}|u_k|^{\beta(x)} \to \nu \) in \( \mathcal{M}(\mathbb{R}^N) \) (see (5)) and the definition of \( \|\cdot\|_{L_{p^\ast}^1(\mathbb{R}^N)} \) (see section 2), we obtain
\[
S_{\alpha, \beta} \| \Psi\rho \|^2 \leq \liminf_{k \to +\infty} \|
\]

(49)
Hence,
\[
S_{\alpha \beta} \limsup_{\rho \to 0^+} \| \Psi_\rho \|_{L^q(B_{2\rho}(x_i))} \leq \limsup_{\rho \to 0^+} \liminf_{k \to +\infty} \| (\Psi_\rho u_k, \Psi_\rho v_k) \|.
\] (50)

On the other hand, we have
\[
\| \Psi_\rho \|_{L^q(B_{2\rho}(x_i))} \geq \min \left\{ \left( \int_{B_{2\rho}(x_i)} |\Psi_\rho|^{q(x)} \, dv \right)^{\frac{1}{q_i,\rho}}, \left( \int_{B_{2\rho}(x_i)} |\Psi_\rho|^{q(x)} \, d\nu \right)^{\frac{1}{q_i,\rho}} \right\}
\] (51)

\[
\geq \min \left\{ \nu(B_{2\rho}(x_i))^{\frac{1}{q_i,\rho}}, \nu(B_{2\rho}(x_i))^{\frac{1}{q_i,\rho}} \right\},
\]

where \( q_{i,\rho}^+ = \max_{x \in B_{2\rho}(x_i)} q(x) \) and \( q_{i,\rho}^- = \min_{x \in B_{2\rho}(x_i)} q(x) \). Thus, by continuity of \( q \) and the fact that \( x_i \in \mathcal{C} \), we obtain an upper of the right hand side of (50)
\[
\limsup_{\rho \to 0^+} \| \Psi_\rho \|_{L^q(B_{2\rho}(x_i))} \geq \nu_{q_i}^{\frac{1}{q_i,\rho}} = \nu_{q_i}^{\frac{1}{q_i}}.
\] (52)

Now to obtain an upper bound of the right hand side (50), we prove that there are \( \rho_0 \in (0,1) \) and \( \vartheta_0 \in (0, +\infty) \), such that
\[
0 < \frac{S_{\alpha \beta}}{2} \nu_{q_i}^{\frac{1}{q_i}} \leq \liminf_{k \to +\infty} \vartheta_{k,\rho} := \vartheta_{\star,\rho} \leq \vartheta_0
\] (53)

for any \( \rho \in (0, \rho_0) \), where \( \vartheta_{k,\rho} = \| (\Psi_\rho u_k, \Psi_\rho v_k) \| \). Indeed, by the continuity of \( q \) and the positiveness of \( \nu_i \), we can choose \( \rho \in (0,1) \) such that
\[
S_{\alpha \beta} \min \left\{ \nu_{q_i}^{\frac{1}{q_i,\rho}}, \nu_{q_i}^{\frac{1}{q_i}} \right\} > \frac{S_{\alpha \beta}}{2} \nu_{q_i}^{\frac{1}{q_i}}
\] (54)

for all \( \rho \in (0, \rho_0) \).

Using (47), (51), and (54), we obtain, for all \( \rho \in (0, \rho_0) \), that
\[
\frac{S_{\alpha \beta} \nu_{q_i}^{\frac{1}{q_i}}}{2} \leq \vartheta_{\star,\rho}.
\]

On the other hand, by Lemma 2.10 we can choose \( \rho_0 \) smaller if necessary such that, for all \( \rho \in (0, \rho_0) \), we conclude
\[
\limsup_{k \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |u_k(y)|^{p(x,y)} + |v_k(y)|^{p(x,y)} \right) \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \, dy \, dx < 1.
\] (55)

Now, note that
\[
\left[ \int_{\mathbb{R}^N} \left| \Psi_\rho u_k \right|^p + \left| \Psi_\rho v_k \right|^p \, dx \right]
\]
\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \frac{|\Psi_\rho u_k(x) - \Psi_\rho u_k(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} + \frac{|\Psi_\rho v_k(x) - \Psi_\rho v_k(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \right) \, dy \, dx \]
\[
\leq \int_{\mathbb{R}^N} \left( |\Psi_\rho u_k|^{\frac{p}{p-1}} + |\Psi_\rho v_k|^{\frac{p}{p-1}} \right) \, dx
\]
\[
+ 2^{\frac{p-1}{p}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \frac{|u_k(x) - u_k(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} + \frac{|v_k(x) - v_k(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \right) \, dy \, dx
\]
\[
+ 2^{\frac{p-1}{p}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |u_k(y)|^{p(x,y)} + |v_k(y)|^{p(x,y)} \right) \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x-y|^{N+sp(x,y)}} \, dy \, dx.
\] (56)
Thus, from (55), (56), and since the sequence \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) is bounded in \( W \), we conclude that, there exists \( \vartheta \in (0, +\infty) \) such that \( \vartheta_{k, \rho} < \vartheta_0 \) for all \( k \in \mathbb{N} \) and \( \rho \in (0, \rho_0) \). Therefore, (53) is proved.

Next, let \( \varepsilon > 0 \) be arbitrary and fixed. We have,

\[
1 = \int_{\mathbb{R}^N} \left( \frac{|\Psi_\rho \tilde{u}_k|}{\vartheta_k} + \frac{|\Psi_\rho \tilde{v}_k|}{\vartheta_k} \right) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|(\Psi_\rho \tilde{u}_k)(x) - (\Psi_\rho \tilde{u}_k)(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx
\]

\[
= \int_{\mathbb{R}^N} \left( \frac{|\Psi_\rho \tilde{u}_k|}{\vartheta_k} + \frac{|\Psi_\rho \tilde{v}_k|}{\vartheta_k} \right) \, dx + 2 \int_{B_{2\rho}(x_i)} \int_{\mathbb{R}^N \setminus B_{2\rho}(x_i)} \frac{|(\Psi_\rho \tilde{u}_k)(x) - (\Psi_\rho \tilde{u}_k)(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx
\]

\[
+ \int_{B_{2\rho}(x_i)} \int_{B_{2\rho}(x_i)} \frac{|(\Psi_\rho \tilde{u}_k)(x) - (\Psi_\rho \tilde{u}_k)(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx.
\]

Hence, by utilizing (33) again we have

\[
1 \leq \int_{\mathbb{R}^N} \left( \frac{|\Psi_\rho \tilde{u}_k|}{\vartheta_k} + \frac{|\Psi_\rho \tilde{v}_k|}{\vartheta_k} \right) \, dx
\]

\[
+ 2 \int_{B_{2\rho}(x_i)} \int_{\mathbb{R}^N \setminus B_{2\rho}(x_i)} \left( \frac{|\tilde{u}_k(x)|^{p(x,y)}}{|\vartheta_k|} + \frac{|\tilde{v}_k(y)|^{p(x,y)}}{|\vartheta_k|} \right) \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx
\]

\[
+ (1 + \varepsilon) \int_{B_{2\rho}(x_i)} \int_{B_{2\rho}(x_i)} \left| \frac{|\tilde{u}_k(x)|^{p(x,y)}}{|\vartheta_k|} + \frac{|\tilde{v}_k(y)|^{p(x,y)}}{|\vartheta_k|} \right| \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx
\]

\[
+ C(\varepsilon) \int_{B_{2\rho}(x_i)} \int_{B_{2\rho}(x_i)} \left( \frac{|\tilde{u}_k(y)|^{p(x,y)}}{|\vartheta_k|} + \frac{|\tilde{v}_k(y)|^{p(x,y)}}{|\vartheta_k|} \right) \, dy \, dx.
\]

Combining this with the fact that \( 0 \leq \Psi_\rho \leq 1 \), we obtain

\[
1 \leq \frac{C(\varepsilon)}{\min \{ \vartheta_k, \vartheta_k \}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |\tilde{u}_k(x)|^{p(x,y)} + |\tilde{v}_k(x)|^{p(x,y)} \right) \left( \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \right) \, dy \, dx
\]

\[
+ \frac{(1 + \varepsilon)}{\min \{ \vartheta_k, \vartheta_k \}} \int_{\mathbb{R}^N} \Psi_\rho(U_k(x) + V_k(x)) \, dx,
\]

where \( p_i = \min_{(x,y) \in B_{2\rho}(x_i) \times B_{2\rho}(x_i)} p(x,y) \). For simplicity, for all \( k \in \mathbb{N} \), and \( x \in \mathbb{R}^N \), we denote

\[
U_k(x) = |u_k(x)|^{p_i} + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^{p_i}}{|x - y|^{N + shp(x,y)}} \, dy
\]

(59)

and

\[
V_k(x) = |v_k(x)|^{p_i} + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^{p_i}}{|x - y|^{N + shp(x,y)}} \, dy.
\]

(60)

Hence, using (53) and (58), we deduce by (3.1) that for all \( \rho \in (0, \rho_0) \)

\[
1 \leq \frac{C(\varepsilon)}{\min \{ \vartheta_k, \vartheta_k \}} \lim_{k \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |\tilde{u}_k(x)|^{p(x,y)} + |\tilde{v}_k(x)|^{p(x,y)} \right) \left( \frac{|\Psi_\rho(x) - \Psi_\rho(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \right) \, dy \, dx
\]

\[
+ \frac{(1 + \varepsilon)}{\min \{ \vartheta_k, \vartheta_k \}} \int_{\mathbb{R}^N} \Psi_\rho \, d\mu.
\]
Thus, for all $\rho \in (0, \rho_0)$, we obtain

\[
\min \{ \vartheta_k, \vartheta_k^\rho \} \leq C(\varepsilon) \limsup_{k \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |\tilde{u}_k(x)|^p(x,y) + |\tilde{v}_k(x)|^p(x,y) \right) \frac{|\psi_{\rho}(x) - \psi_{\rho}(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} \; dy \; dx
\]

\[
+ (1 + \varepsilon) \int_{\mathbb{R}^N} \psi_{\rho} \, d\mu.
\]

Taking limit superior as $\rho \to 0^+$ in the last inequality and invoking Lemma 2.10, we obtain

\[
\vartheta_\ast \leq (1 + \varepsilon) \Psi_{\ast}(\mu_\ast)^\frac{1}{2}
\]

where $\vartheta_\ast := \limsup_{\rho \to 0^+} \vartheta_k$ and $\mu_\ast = \lim_{\rho \to 0^+} \mu(B_{2\rho}(x_\ast))$. Then from (50) and (52), we obtain

\[
S_{\alpha\beta}^{\frac{1}{p}} \leq (1 + \varepsilon) \mu_\ast^{\frac{1}{2}}.
\]

(61)

Since $\varepsilon$ was chosen arbitrarily using (61), we conclude (8). Hence, $\{x_i\}_{i \in I} \subset \mathcal{C}$ are also atoms of $\mu$.

5. Finally, to obtain (7) we note that, for each $\phi \in C_0(\mathbb{R}^N)$, $\phi \geq 0$, the functional

\[
(u, v) \mapsto \int_{\mathbb{R}^N} \phi \left( |u|^{\frac{p}{2}} + |v|^{\frac{p}{2}} \right) + \int_{\mathbb{R}^N} \left( \frac{|u(x) - u(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} + \frac{|v(x) - v(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} \right) \; dy \; dx
\]

is convex and differentiable in $W$, from this, (1.2) and (4), we obtain that

\[
\int_{\mathbb{R}^N} \phi \left( |u|^{\frac{p}{2}} + |v|^{\frac{p}{2}} \right) + \int_{\mathbb{R}^N} \left( \frac{|u(x) - u(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} + \frac{|v(x) - v(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} \right) \; dy \; dx
\]

\[
\leq \liminf_{k \to +\infty} \int_{\mathbb{R}^N} \phi \left( |u_k|^{\frac{p}{2}} + |v_k|^{\frac{p}{2}} \right) + \int_{\mathbb{R}^N} \left( \frac{|u_k(x) - u_k(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} + \frac{|v_k(x) - v_k(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} \right) \; dy \; dx
\]

\[
= \int_{\mathbb{R}^N} \phi \; d\mu.
\]

Therefore,

\[
\mu \geq |u|^{\frac{p}{2}} + |v|^{\frac{p}{2}} + \int_{\mathbb{R}^N} \left( \frac{|u(x) - u(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} + \frac{|v(x) - v(y)|^p(x,y)}{|x-y|^{N+sp(x,y)}} \right) \; dy.
\]

Extracting $\mu$ to its atoms ($\{x_i\}_{i \in I} \subset \mathcal{C}$) we get (7) which completes the proof.

\[
\square
\]

3.2 Proof of Theorem 1.2

Let us now turn to the proof Theorem 1.2, that is Concentration-compactness principle at infinity. The strategy is similar to the one used before but instead of taking a function that concentrates at the finite points $x_i$, we consider the function $\Phi_R$ of Lemma 2.11 which is a function that in some sense “concentrates at infinity”.

Proof. 1. Let $\Phi_R$ be defined as Lemma 2.11. We can write

\[
\int_{\mathbb{R}^N} [U_k(x) + V_k(x)] \; dx = \int_{\mathbb{R}^N} \Phi_R(x) [U_k(x) + V_k(x)] \; dx
\]

\[
+ \int_{\mathbb{R}^N} (1 - \Phi_R(x)) [U_k(x) + V_k(x)] \; dx
\]

(62)
where \( U_k(x) \) and \( V_k(x) \) is given \((59)\) and \((60)\). By \((10)\) and fact that

\[
\int_{B_2^R} [U_k(x) + V_k(x)] \, dx \leq \int_{\mathbb{R}^N} \Phi_R(x)[U_k(x) + V_k(x)] \, dx \leq \int_{B_2^R} [U_k(x) + V_k(x)] \, dx, \tag{63}
\]

for all \( k \in \mathbb{N} \) and \( R > 0 \), we obtain

\[
\mu_\infty = \lim_{R \to \infty} \lim_{k \to \infty} \int_{\mathbb{R}^N} \Phi_R(x)[U_k(x) + V_k(x)] \, dx. \tag{64}
\]

On the other hand, the fact that \((1 - \Phi_R) \in C_c^\infty(\mathbb{R}^N)\) gives

\[
\lim_{R \to \infty} \lim_{k \to \infty} \int_{\mathbb{R}^N} (1 - \Phi_R(x))[U_k(x) + V_k(x)] \, dx = \lim_{R \to \infty} \int_{\mathbb{R}^N} (1 - \Phi_R(x)) \, d\mu. \tag{65}
\]

Indeed,

\[
\lim_{R \to \infty} \int_{\mathbb{R}^N} (1 - \Phi_R(x)) \, d\mu = \mu(\mathbb{R}^N). \tag{66}
\]

in view the Dominated Convergence Theorem. Thus, by \((65)\) and \((66)\), we obtain

\[
\lim_{R \to \infty} \lim_{k \to \infty} \int_{\mathbb{R}^N} (1 - \Phi_R(x))[U_k(x) + V_k(x)] \, dx = \mu(\mathbb{R}^N). \tag{67}
\]

Therefore using \((64)\) and \((67)\) in \((62)\), we obtain \((13)\).

2. In order to prove \((12)\), we decompose

\[
\int_{\mathbb{R}^N}|u_k(x)|^\alpha(x)|v_k(x)|^\beta(x) \, dx = \int_{\mathbb{R}^N}\Phi_R^q(x)|u_k(x)|^\alpha(x)|v_k(x)|^\beta(x) \, dx \\
+ \int_{\mathbb{R}^N}(1 - \Phi_R^q(x))|u_k(x)|^\alpha(x)|v_k(x)|^\beta(x) \, dx. \tag{68}
\]

We observe that

\[
\int_{B_2^R}|u_k|^\alpha(x)|v_k|^\beta(x) \, dx \leq \int_{\mathbb{R}^N}\Phi_R^q(x)|u_k|^\alpha(x)|v_k|^\beta(x) \, dx \leq \int_{B_2^R}|u_k|^\alpha(x)|v_k|^\beta(x) \, dx
\]

and so by \((10)\)

\[
\nu_\infty = \lim_{R \to \infty} \lim_{k \to \infty} \int_{\mathbb{R}^N}\Phi_R^q(x)|u_k|^\alpha(x)|v_k|^\beta(x) \, dx. \tag{69}
\]

Arguing similarly as that obtained \((13)\) above for with \(\Phi_R\) is replaced with \(\Phi_R^q\) we obtain \((12)\).

3. Let us consider again the function \(\Phi_R\) without loss of generality we assume \(\nu_\infty > 0\). Let \(\epsilon \in (0, 1)\) be arbitrary and fixed. By \((\epsilon_0)\), we choose \(R_1 > 1\) such that

\[
|p(x, y) - \overline{p}| < \epsilon \text{ and } |q(x) - q_\infty| < \epsilon \text{ for all } |x|, |y| > R_1. \tag{70}
\]

From \((9)\), we obtain

\[
\mathcal{S}_{\alpha, \beta} \left\| \left(\Phi_R u_k\right)^{\frac{\alpha}{\alpha + \beta}} \left(\Phi_R v_k\right)^{\frac{\beta}{\alpha + \beta}} \right\|_{L^\beta(\mathbb{R}^N)} \leq \|\left(\Phi_R u_k, \Phi_R v_k\right)\|. \tag{71}
\]
For $R > R_1$, using (70) and Proposition 2.1, we have
\[
\left\| \left( \Phi_R u_k \right)^{\alpha \left( \frac{1}{q^*} \right)} (\Phi_R v_k)^{\beta \left( \frac{1}{q^*} \right)} \right\|_{L^q(\mathbb{R}^N)} \leq \left\| \left( \Phi_R u_k \right)^{\alpha \left( \frac{1}{q^*} \right)} (\Phi_R v_k)^{\beta \left( \frac{1}{q^*} \right)} \right\|_{L^q(\mathbb{R}^N)}
\]
\[
\geq \min \left\{ \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* - \epsilon}}, \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* + \epsilon}} \right\}
\]
\[
\geq \min \left\{ \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* - \epsilon}}, \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* + \epsilon}} \right\}.
\]
Thus
\[
\liminf_{R \to \infty} \limsup_{k \to \infty} \left\| \Phi_R u_k^{\alpha \left( \frac{1}{q^*} \right)} v_k^{\beta \left( \frac{1}{q^*} \right)} \right\|_{L^q(\mathbb{R}^N)} \geq \min \left\{ \nu^{\frac{1}{q^* - \epsilon}}, \nu^{\frac{1}{q^* + \epsilon}} \right\}.
\] (72)

Now, we estimate the right hand side of (71). First, we denote $\eta_{k,R} := \| (\Phi_R u_k, \Phi_R v_k) \|$ for simplify. We will show that there exist $R_2 \in (R_1, \infty)$ and $\eta \in (0, \infty)$ such that
\[
0 < \mathcal{S}_{\alpha,\beta} \left( \nu^{\frac{1}{q^*}} \right) \leq \eta \Rightarrow \eta_{k,R} < \eta \text{ for all } R \in (R_2, \infty).
\] (73)

Indeed, we first choose $\epsilon > 0$ sufficiently small such that
\[
\min \left\{ \left( \nu^{\frac{1}{q^* - \epsilon}} \right), \left( \nu^{\frac{1}{q^* + \epsilon}} \right) \right\} > \left( \nu^{\frac{1}{q^*}} \right)^{\frac{1}{q^*}}.
\] (74)

Then we can find $\overline{R}_2 > R_1$ such that
\[
\left\| \left( \Phi_R u_k \right)^{\alpha \left( \frac{1}{q^*} \right)} (\Phi_R v_k)^{\beta \left( \frac{1}{q^*} \right)} \right\|_{L^q(\mathbb{R}^N)} \geq \min \left\{ \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* + \epsilon}}, \left( \int_{B_R^c} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx \right)^{\frac{1}{q^* - \epsilon}} \right\}
\] (75)
for all $R > \overline{R}_2$. Finally, by (69), we can find $R_2 > \overline{R}_2$ such that
\[
\lim_{k \to \infty} \int_{\mathbb{R}^N} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx = \lim_{k \to \infty} \int_{\mathbb{R}^N} \Phi_R^q(x) |u_k(x)|^{\alpha(x)} |v_k(x)|^{\beta(x)} \, dx > \frac{\nu^{\infty}}{2}
\] (76)
for all $R > \overline{R}_2$. From (75) and (76) we obtain
\[
\limsup_{k \to \infty} \left\| \left( \Phi_R u_k \right)^{\alpha \left( \frac{1}{q^*} \right)} (\Phi_R v_k)^{\beta \left( \frac{1}{q^*} \right)} \right\|_{L^q(\mathbb{R}^N)} \geq \min \left\{ \left( \nu^{\frac{1}{q^* + \epsilon}} \right), \left( \nu^{\frac{1}{q^* - \epsilon}} \right) \right\}
\] (77)
and hence by (74)

\[
\limsup_{k \to \infty} \left\| \left( \Phi_R u_k \right)^{\alpha(\cdot)} \left( \Phi_R u_k \right)^{\beta(\cdot)} \right\|_{L^q(\mathbb{R}^N)} \geq \left( \frac{\nu}{4} \right)^{1 - \frac{1}{q \infty - p}}(78)
\]

for all \( R > R_2 \). This and (71) yield, for all \( R \in (R_2, \infty) \),

\[
S_{\alpha\beta} \left( \frac{\nu}{4} \right)^{\frac{1}{q \infty}} \leq \eta_{*,R}.
\]

By a similar argument that obtained (53), involving Lemma 2.11 and choosing \( R_2 \) larger if necessary we can show that there exist \( \eta \in (0, \infty) \) such that \( \eta_{*,R} \leq \eta \) for all \( R \in (R_2, \infty) \). Thus (73) has been proved.

We now turn to estimate the right-hand side of (71). For each \( R > R_2 \) given let \( k_j = k_j(R) \) \( (j \in \mathbb{N}) \) be a sequence such that

\[
\lim_{j \to \infty} \eta_{k_j,R} = \limsup_{j \to \infty} \eta_{k_j,R} = \eta_{*,R}.
\]

Utilizing Proposition 2.7 and (33) again, we obtain

\[
1 = \int_{\mathbb{R}^N} \left( \frac{\Phi_{\tau} u_{k_j}}{\eta_{k_j,R}^p} \right)^p dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\left| \left( \Phi_R u_{k_j} \right)(x) - \left( \Phi_R u_{k_j} \right)(y) \right|^{p(x,y)}}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
+ \int_{\mathbb{R}^N} \left( \frac{\Phi_{\tau} v_{k_j}}{\eta_{k_j,R}^p} \right)^p dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\left| \left( \Phi_R v_{k_j} \right)(x) - \left( \Phi_R v_{k_j} \right)(y) \right|^{p(x,y)}}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
= \int_{\mathbb{R}^N} \left( \left( \frac{\Phi_{\tau} u_{k_j}}{\eta_{k_j,R}^p} \right)^p \right) + \left( \left( \frac{\Phi_{\tau} v_{k_j}}{\eta_{k_j,R}^p} \right)^p \right) dx \]
\[
+ 2 \int_{B_R} \int_{B_R} \frac{\left| \Phi_R(x) \right|^{p(x,y)} \left( |u_{k_j}(x)|^{p(x,y)} + |v_{k_j}(y)|^{p(x,y)} \right)}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
+ \int_{B_R} \int_{B_R} \frac{\left| \Phi_R(x) - \Phi_R(y) \right|^{p(x,y)} \left( |u_{k_j}(x)|^{p(x,y)} + |v_{k_j}(y)|^{p(x,y)} \right)}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
+ C(\varepsilon) \int_{B_R} \int_{B_R} \frac{\left| \Phi_R(x) - \Phi_R(y) \right|^{p(x,y)} \left( |u_{k_j}(x)|^{p(x,y)} + |v_{k_j}(y)|^{p(x,y)} \right)}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
+ (1 + \varepsilon) \int_{B_R} \int_{B_R} \frac{\left| \Phi_R(x) - \Phi_R(y) \right|^{p(x,y)} \left( |u_{k_j}(x)| - |u_{k_j}(y)| \right)}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx \]
\[
+ (1 + \varepsilon) \int_{B_R} \int_{B_R} \frac{\left| \Phi_R(x) - \Phi_R(y) \right|^{p(x,y)} \left( |v_{k_j}(x)| - |v_{k_j}(y)| \right)}{\eta_{k_j,R}^{p(x,y)} |x - y|^{N + sp(x,y)}} dy\,dx.
\]
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Thus, by (81) and the fact that $0 \leq \Phi_R \leq 1$

$$1 \leq \frac{C(\epsilon)}{\min\{\eta_k^\mu, \eta_k^{\mu^-}\}} \int_{B_R} \int_{\mathbb{R}^N} \frac{\Phi_R(x) - \Phi_R(y)(|u_k(x)|^{p(x,y)} + |v_k(y)|^{p(x,y)})}{|x-y|^{N+sp(x,y)}} \, dy \, dx$$

\[ C(\epsilon) \]

\[ \min\{\eta_k^\mu, \eta_k^{\mu^-}\} \int_{B_R} \int_{\mathbb{R}^N} \frac{\Phi_R(x) - \Phi_R(y)(|u_k(x)|^{p(x,y)} + |v_k(y)|^{p(x,y)})}{|x-y|^{N+sp(x,y)}} \, dy \, dx\]

Taking the limit superior as $k \to \infty$ in (3.2) and using (73) and (80), we obtain

$$1 \leq \frac{C(\epsilon)}{\min\{\eta_k^\mu, \eta_k^{\mu^-}\}} \limsup_{k \to \infty} \int_{B_R} \int_{\mathbb{R}^N} \frac{\Phi_R(x) - \Phi_R(y)(|u_k(x)|^{p(x,y)} + |v_k(y)|^{p(x,y)})}{|x-y|^{N+sp(x,y)}} \, dy \, dx$$

\[ \min\{\eta_k^\mu, \eta_k^{\mu^-}\} \int_{B_R} \int_{\mathbb{R}^N} \frac{\Phi_R(x) - \Phi_R(y)(|u_k(x)|^{p(x,y)} + |v_k(y)|^{p(x,y)})}{|x-y|^{N+sp(x,y)}} \, dy \, dx\]

Now, taking the limit as $R \to \infty$ in (83), using the Lemma 2.11 and (64), we conclude

$$1 \leq \frac{1 + \epsilon}{\min\{\eta_*^{\mu^+, \mu_*^{\mu^-}}\}} \mu^\infty,$$

this is,

$$\eta_* \leq (1 + \epsilon)^{\frac{1}{\mu^+}} \max\{\mu^\infty, \mu_*^{\mu^-}\}$$

where $\eta_* := \liminf_{R \to \infty} \eta_{*,R}$ and hence $0 < \eta_* < \eta$ due to (73). From this (71) and (72), we obtain

$$S_{\alpha^3} \min\{\mu^{\frac{1}{\mu^+}}, \mu^{\frac{1}{\mu^-}}\} \leq (1 + \epsilon)^{\frac{1}{\mu^+}} \max\{\mu^{\frac{1}{\mu^+}}, \mu^{\frac{1}{\mu^-}}\}.$$ Since $\epsilon$ was chosen arbitrarily in the last inequality (14), the proof of Theorem 1.2 is complete. \(\square\)

4 Existence of nontrivial solutions for the system ($\mathcal{G}_S$)

In this section, we assume without further mentioning, that the assumptions in Theorem 1.3 are satisfied. Moreover, we denote by $C_i$, a positive constant for all $i \in \mathbb{N}$.

4.1 Functional properties of the operator $\mathcal{L}_{AK}$

The following result is used to obtain compactness properties for the operator $\mathcal{L}_{AK}$, for a proof e.g. [3, Lemma 2.10].

Lemma 4.1. Assume that $(a_1)$-$(a_3)$, and (K) hold. Let $\Phi : W \to \mathbb{R}$ be defined by

$$\Phi(u,v) := \mathcal{B}(u) + \mathcal{B}(v) \text{ for all } (u,v) \in W,$$

where

$$\mathcal{B}(u) := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u(x) - u(y))K(x,y) \, dy \, dx + \int_{\mathbb{R}^N} \frac{|u|^p}{p} \, dx,$$

$$\mathcal{B}(v) := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(v(x) - v(y))K(x,y) \, dy \, dx + \int_{\mathbb{R}^N} \frac{|v|^p}{p} \, dx,$$

have the following properties:
The functional $\Phi$ is well defined on $W$, it is of class $C^1(W; \mathbb{R})$, and its Gâteaux derivative is given by where

$$\langle \Phi'(u, v), (\varphi, \psi) \rangle = \langle B'(u), \varphi \rangle + \langle B'(v), \psi \rangle$$

for all $(u, v), (\varphi, \psi) \in W$,

$$\langle B'(u), \varphi \rangle = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x) - u(y))((\varphi(x) - \varphi(y))K(x, y) dy dx + \int_{\mathbb{R}^N} |u|^{p-2} u \varphi dx,$$

$$\langle B'(v), \psi \rangle = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v(x) - v(y))((\psi(x) - \psi(y))K(x, y) dy dx + \int_{\mathbb{R}^N} |v|^{p-2} v \psi dx.$$

The functional $\Phi$ is weakly lower semicontinuous, that is, $(u_k, v_k) \rightharpoonup (u, v)$ in $W$ as $k \to +\infty$ implies that $\Phi(u, v) \leq \liminf_{k \to +\infty} \Phi(u_k, v_k)$.

$L_3$ The functional $\Phi' : W \to W'$ is an operator of type $(S_+)$ on $W$, that is, if

$$(u_k, v_k) \rightharpoonup (u, v) \text{ in } W \text{ and } \limsup_{k \to +\infty} \langle \Phi'(u_k, v_k), (u_k - u, v_k - v) \rangle \leq 0,$$

then $(u_k, v_k) \to (u, v)$ in $W$ as $k \to +\infty$.

For $(u, v) \in W$, we define the energy functional $J : W \to \mathbb{R}$ by

$$J(u, v) = \Phi(u, v) - \lambda \int_{\mathbb{R}^N} H(x, u, v) dx - \int_{\mathbb{R}^N} \frac{|u|^\alpha(x)|v|^\beta(x)}{q(x)} dx,$$

where the functional $\Phi$ was defined in Lemma 4.1. Then from standard arguments Lemma 4.1 and the hypothesis $(H)$ the functional $J$ is of class $C^1(W; \mathbb{R})$ and for all $(\varphi, \psi) \in W$. Moreover, we have

$$\langle J'(u, v), (\varphi, \psi) \rangle = \langle \Phi'(u, v), (\varphi, \psi) \rangle - \lambda \int_{\mathbb{R}^N} \left[ H_u(x, u, v) \varphi + H_v(x, u, v) \psi \right] dx$$

$$- \int_{\mathbb{R}^N} \alpha(x)|u|^\alpha(x-2)|v|^\beta(x) \varphi dx - \int_{\mathbb{R}^N} \beta(x)|u|^\alpha(x)|v|^\beta(x-2) \psi dx.$$

We say that the pair $(u, v) \in W$ is a weak solution of system $(\varphi_S)$, when

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(u(x) - u(y))(\varphi(x) - \varphi(y)) + A(v(x) - v(y))(\psi(x) - \psi(y))] K(x, y) dy dx$$

$$+ \int_{\mathbb{R}^N} (|u|^{p-2} u \varphi + |v|^{p-2} v \psi) dx = \lambda \int_{\mathbb{R}^N} \left[ H_u(x, u, v) \varphi + H_v(x, u, v) \psi \right] dx$$

$$+ \int_{\mathbb{R}^N} \frac{\alpha(x)|u|^\alpha(x-2)|v|^\beta(x) \varphi + \beta(x)|u|^\alpha(x)|v|^\beta(x-2) \psi dx} {q(x)}$$

for all $(\varphi, \psi) \in W$.

Clearly, any (weak) solution of $(\varphi_S)$ is a critical points of the Euler–Lagrange functional $J : W \to \mathbb{R}$ associated with $(\varphi_S)$, given for all $(u, v) \in W$. 
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4.2 Proof of Theorem 1.3

The structural assumptions of Theorem 1.3 imply that the functional $J$ possesses the geometric features of the Mountain Pass Theorem of Ambrosetti-Rabinowitz. Then, it will be shown here that, the functional $J$ has the geometric features to get the existence of a Palais–Smale sequence at special levels.

**Lemma 4.2.** For any $\lambda \in \mathbb{R}^+$, there exist $\delta_0 > 0$ and $\varrho_0 \in (0,1]$, such that $J(u,v) \geq \delta_0 > 0$ for any $(u,v) \in W$, with $\| (u,v) \| = \varrho_0$.

**Proof.** Let $(u,v) \in W$ be such that, $\| (u,v) \| \leq 1$. Then from $(a_2)$, $(a_3)$, $(K)$, $(H)$, Hölder inequality (see Proposition 2.3) and (21), we obtain

$$
J(u,v) \geq d_1 \| (u,v) \|^\theta - \lambda C_1 \left[ \| (u,v) \|^\sigma^+ + \| (u,v) \|^\sigma^- \right] + \left( \| a \|^\frac{q-q}{p-q} \cdot \left\| \frac{q-q}{p-q} \cdot \left( \frac{q}{p} \right) \right\|_{L^{\frac{2}{p-q}}(\mathbb{R}^N)} \right) \| (u,v) \|^\theta - \lambda C_2 \left[ \| (u,v) \|^\theta^+ + \| (u,v) \|^\theta^- \right] - C_3 \| (u,v) \|^\varphi^-,
$$

where $d_1 = \min \left\{ \frac{C\alpha_0}{\beta}, \frac{C\alpha_0}{\beta}, \frac{1}{\beta} \right\} > 0$.

Hence, since $\vartheta^- < \theta^- < \sigma^- < q^- < 2q^-$ it follows that, there are $0 < \varrho_0 < 1$ small enough and $\delta_0 > 0$ such that

$$
J(u,v) \geq \delta_0 > 0 \quad \text{when} \quad \| (u,v) \| = \varrho_0.
$$

\[ \square \]

**Lemma 4.3.** There exists a pair $(\varepsilon_1, \varepsilon_2) \in C^\infty_0(\mathbb{R}^N) \times C^\infty_0(\mathbb{R}^N)$, such that $\varepsilon_1 \geq 0$ and $\varepsilon_2 \geq 0$ in $\mathbb{R}^N$, $J(\varepsilon_1, \varepsilon_2) < 0$, $\| (\varepsilon_1, \varepsilon_2) \| \geq 2$ and $\int_{\mathbb{R}^N} |\varepsilon_1|^{\alpha(x)} |\varepsilon_2|^{\beta(x)} \, dx > 0$, for any $\lambda \in \mathbb{R}^+$.

**Proof.** Let $(u,v) \in C^\infty_0(\mathbb{R}^N) \times C^\infty_0(\mathbb{R}^N)$, be such that $u \geq 0$ and $v \geq 0$ in $\mathbb{R}^N$, $\| (u,v) \| = 1$ and $\int_{\mathbb{R}^N} |u|^{\alpha(x)} |v|^{\beta(x)} \, dx > 0$. Then by $(a_2)$, $(a_3)$, $(K)$, and $(H)$ for all $\zeta \in \mathbb{R}$, with $\zeta > 1$, we have

$$
J(\zeta u, \zeta v) \leq \zeta^\theta d_2 \| (u,v) \|^\theta - \zeta^\varphi \int_{\mathbb{R}^N} |u|^{\alpha(x)} |v|^{\beta(x)} \, dx,
$$

where $d_2 = \max \left\{ \frac{C\alpha_0}{\beta}, \frac{C\alpha_0}{\beta}, \frac{1}{\beta} \right\}$. Thus, once that $\vartheta^- < q^-$, taking $\zeta \to +\infty$ in (85), we obtain

$$
J(\zeta u, \zeta v) \to -\infty.
$$

Therefore, taking $(\varepsilon_1, \varepsilon_2) = \zeta_0 (u,v)$ with $\zeta_0 > 0$ large enough, we conclude the proof. \[ \square \]

Now, we discuss the compactness property for the functional $J$, given by the (PS) condition at a suitable level. To this aim, we fix $\lambda > 0$ and set

$$
c_\lambda = \inf_{\gamma \in \Gamma} \max_{\zeta \in [0,1]} J(\gamma(\zeta)),
$$
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The set of critical levels \( \{c_r\}_{r \in \mathbb{R}^+} \) verifies

\[
\lim_{r \to +\infty} c_r = 0.
\]

**Proof.** From Lemmas 4.2 and 4.3, the functional \( \mathcal{J} \) satisfies the mountain pass geometry at \((0,0)\) and \((e_1,e_2)\), hence there exists \( \zeta_r > 1 \), such that

\[
\mathcal{J}(\zeta_r e_1, \zeta_r e_2) = \max_{\zeta > 0} \mathcal{J}(\zeta e_1, \zeta e_2).
\]

Consequently, it follows that

\[
\langle \mathcal{J}'(\zeta_r e_1, \zeta_r e_2), (e_1, e_2) \rangle = 0.
\]

Thus, we have

\[
\begin{align*}
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} & \left[ A(\zeta_r e_1(x) - \zeta_r e_1(y))(e_1(x) - e_1(y)) + A(\zeta_r e_2(x) - \zeta_r e_2(y))(e_2(x) - e_2(y)) \right] K(x, y) \, dy \, dx \\
& + \int_{\mathbb{R}^N} |\zeta_r|^{-1} |e_1| |\varphi| \, dx + \int_{\mathbb{R}^N} |\zeta_r|^{-1} |e_2| |\varphi| \, dx = \lambda \int_{\mathbb{R}^N} \left[ H_u(x, \zeta_r e_1, \zeta_r e_2) e_1 + H_v(x, \zeta_r e_1, \zeta_r e_2) e_2 \right] \, dx \\
& + \int_{\mathbb{R}^N} \zeta_r^{q(x)-1} |e_1| |\alpha| |e_2| |\beta| \, dx.
\end{align*}
\]

(86)

Then, since \( \lambda > 0 \) and taking into account the hypothesis \((\mathcal{H})\), we conclude that

\[
\begin{align*}
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} & \left[ A(\zeta_r e_1(x) - \zeta_r e_1(y))(e_1(x) - e_1(y)) + A(\zeta_r e_2(x) - \zeta_r e_2(y))(e_2(x) - e_2(y)) \right] K(x, y) \, dy \, dx \\
& + \int_{\mathbb{R}^N} |\zeta_r|^{-1} |e_1| |\varphi| \, dx + \int_{\mathbb{R}^N} |\zeta_r|^{-1} |e_2| |\varphi| \, dx \geq \int_{\mathbb{R}^N} \zeta_r^{q(x)-1} |e_1| |\alpha| |e_2| |\beta| \, dx.
\end{align*}
\]

(87)

**Claim.** The sequence \( \{\zeta_r\}_{r \in \mathbb{R}^+} \) is bounded in \( \mathbb{R} \).

**Proof of Claim.** Define the set \( \Xi = \{ \lambda > 0 : \zeta_\lambda(\|(e_1, e_2)\| \geq 1) \} \), with \( \zeta_\lambda > 1 \). Thus, from \((a_1), (a_2), (a_3), (K), \) and \((87)\), we see that

\[
\zeta_\lambda^{-1} d_3 \left\{ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left[ \frac{|\zeta_\lambda e_1(x) - \zeta_\lambda e_1(y)|^{p(x,y)}}{|x - y|^{N+sp(x,y)}} + \frac{|\zeta_\lambda e_2(x) - \zeta_\lambda e_2(y)|^{p(x,y)}}{|x - y|^{N+sp(x,y)}} \right] \, dy \, dx \\
+ \int_{\mathbb{R}^N} \left( |\zeta_\lambda^{-1} e_1| \varphi + |\zeta_\lambda^{-1} e_2| \varphi \right) \, dx \right\} \geq \zeta_\lambda^{-1} \int_{\mathbb{R}^N} \zeta_\lambda^{q(x)-1} |e_1| |\alpha| |e_2| |\beta| \, dx
\]

where

\[
d_3 = \max \left\{ 1, \frac{C_{ab}}{p}, \frac{C_{ab}^*}{p} \right\}.
\]

Hence, on account of Proposition 2.7, we obtain

\[
d_3 \|(e_1, e_2)\| \varphi \geq \zeta_\lambda^{q-\varphi} \int_{\mathbb{R}^N} |e_1| |\alpha| |e_2| |\beta| \, dx
\]

for any \( \lambda \in \Xi \), which yields that \( \{\zeta_\lambda\}_{\lambda \in \mathbb{R}^+} \) is bounded since \( q^- > \varphi \) and \( \int_{\mathbb{R}^N} |e_1| |\alpha| |e_2| |\beta| \, dx > 0 \).
Fix now a sequence \( \{ \lambda_k \}_{k \in \mathbb{N}} \subset \mathbb{R}^+ \), such that \( \lambda_k \to +\infty \) as \( k \to +\infty \). Then the sequence \( \{ \zeta_{\lambda_k} \}_{k \in \mathbb{N}} \) is bounded. Hence, there exist \( \zeta_0 \geq 0 \) and a subsequence of \( \{ \lambda_k \}_{k \in \mathbb{N}} \), still denoted by \( \{ \lambda_k \}_{k \in \mathbb{N}} \), such that

\[
\lim_{k \to +\infty} \zeta_{\lambda_k} = \zeta_0.
\]

From \((a1)\) and \((86)\), for all \( k \in \mathbb{R}^N \), we obtain that

\[
\lambda_k \int_{\mathbb{R}^N} \left[ H_u(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_1 + H_v(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_2 \right] dx + \zeta_k^{-1} \int_{\mathbb{R}^N} |e_1|^\alpha |e_2|^\beta dx \leq C_4.
\]

We assert that \( \zeta_0 = 0 \). Otherwise, due to the hypothesis \((\mathcal{H})\) and the Dominated Convergence Theorem, we have

\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} H_u(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_1 dx = \int_{\mathbb{R}^N} H_u(x, \zeta_0 e_1, \zeta_0 e_2) e_1 dx
\]

and

\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} H_v(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_2 dx = \int_{\mathbb{R}^N} H_v(x, \zeta_0 e_1, \zeta_0 e_2) e_2 dx.
\]

In particular, as \( k \to +\infty \),

\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} \left[ H_u(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_1 + H_v(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_2 \right] dx = \int_{\mathbb{R}^N} \left[ H_u(x, \zeta_0 e_1, \zeta_0 e_2) e_1 + H_v(x, \zeta_0 e_1, \zeta_0 e_2) e_2 \right] dx > 0.
\]

Then by, \((89)\), \((\mathcal{H})\) and the fact that

\[
\int_{\mathbb{R}^N} |e_1|^\alpha |e_2|^\beta dx > 0
\]

(see Lemma 4.3), recalling that \( \lambda_k \to +\infty \), we conclude that

\[
\lim_{k \to +\infty} \left[ \lambda_k \int_{\mathbb{R}^N} \left[ H_u(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_1 + H_v(x, \zeta_{\lambda_k} e_1, \zeta_{\lambda_k} e_2) e_2 \right] dx \right. \\
\left. + \zeta_k^{-1} \int_{\mathbb{R}^N} |e_1|^\alpha |e_2|^\beta dx \right] = +\infty,
\]

which is a contradiction with \((88)\). Thus \( \zeta_0 = 0 \) and \( \zeta_{\lambda_k} \to 0 \) as \( \lambda \to +\infty \), since the sequence \( \{ \lambda_k \}_{k \in \mathbb{N}} \) is arbitrary.

Finally, let \( \overline{\gamma}(\zeta) = \zeta(e_1, e_2) \), \( \zeta \in [0, 1] \), thus \( \overline{\gamma} \in \Gamma \), and

\[
0 < c_\lambda \leq \max_{\zeta \geq 0} J(\overline{\gamma}(\zeta)) \leq J(\zeta_\lambda e_1, \zeta_\lambda e_2) \leq \zeta_\lambda^p d_2 \|(e_1, e_2)\|^p - \frac{\zeta_\lambda^{q-1}}{q-1} \int_{\mathbb{R}^N} |e_1|^\alpha |e_2|^\beta dx.
\]

Once that \( \zeta_\lambda \to 0 \) as \( \lambda \to +\infty \), and \( e_1 \) and \( e_2 \) do not depend on \( \lambda \), from \((90)\), we conclude that

\[
\lim_{\lambda \to +\infty} c_\lambda = 0.
\]
Proposition 4.5. There exists $\lambda^* > 0$ such that, for all $\lambda \geq \lambda^*$, $\mathcal{J}$ satisfies the $(PS)_{c_{\lambda}}$ condition on $W$.

Proof. Let $\{(u_k, v_k)\}_{k \in \mathbb{N}} \subset W$ be a Palais-Smale sequence of $\mathcal{J}$ at level $c_{\lambda}$ for any $\lambda > 0$, that is, 

$$\mathcal{J}(u_k, v_k) \to c_{\lambda} \text{ and } \mathcal{J}'(u_k, v_k) \to 0 \text{ in } W' \text{ as } k \to +\infty. \quad (91)$$

Then, using $(a_1)$--$(a_3)$, $(K)$, and due to the hypothesis $(H)$, we have

$$\mathcal{J}(u_k, v_k) - \frac{1}{\theta} \langle \mathcal{J}'(u_k, v_k), (u_k, v_k) \rangle \geq d_4 \left[ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} \, dy \, dx + \int_{\mathbb{R}^N} |u_k|^{p(x)} \, dx \right]$$

$$+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} \, dy \, dx + \int_{\mathbb{R}^N} |v_k|^{p(x)} \, dx$$

$$+ \left( \frac{1}{\theta} - \frac{1}{q} \right) \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx$$

$$\geq d_4 \left[ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} \, dy \, dx + \int_{\mathbb{R}^N} |u_k|^{p(x)} \, dx \right]$$

$$+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} \, dy \, dx + \int_{\mathbb{R}^N} |v_k|^{p(x)} \, dx$$

$$+ \left( \frac{1}{\theta} - \frac{1}{q} \right) \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx \quad (92)$$

where $d_4 = \min \left\{ \left( \frac{1}{\theta} - \frac{1}{q} \right) c_{\lambda} b_0, \left( \frac{1}{p} - \frac{1}{q} \right) c_A b_0 \right\} > 0$.

Now, we suppose that the sequence $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ is unbounded in $W$. Without loss of generality we consider $\|(u_k, v_k)\| \geq 1$. Then, from $(91)$ and $(92)$ we conclude that, there exists $d_{\lambda} > 0$, such that as $k \to +\infty$,

$$c_{\lambda} + d_{\lambda} \|(u_k, v_k)\| + o(1) \geq d_4 \|(u_k, v_k)\|^{p^*} \quad (93)$$

Dividing $(93)$ by $\|(u_k, v_k)\|^{p^*}$ and taking $k \to +\infty$ once that $p^* > 1$, we obtain a contradiction. Therefore, the sequence $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ is bounded in $W$ and hence

$$C_\star := \sup_{k \in \mathbb{N}} \left\{ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \frac{|u_k(x) - u_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} + \frac{|v_k(x) - v_k(y)|^p(x, y)}{|x - y|^{N+sp(x, y)}} \right) \, dy \, dx \right. \left. + \int_{\mathbb{R}^N} (|u_k|^{p_{\lambda}} + |v_k|^{p_{\lambda}}) \, dx \right\} < \infty. \quad (94)$$

Moreover, from Proposition 2.2, Hölder inequality (see Proposition 2.3), Lemma 2.8, and since the sequence $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ is bounded in $W$, we have

$$\int_{\mathbb{R}^N} |u_k|^{\alpha(x)-2} u_k |v_k|^{\beta(x)} \frac{q(x)}{q(x)-1} \, dx \leq C_5.$$

Similarly, we conclude that

$$\int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)-2} v_k \frac{q(x)}{q(x)-1} \, dx \leq C_6.$$

Thus, since the sequence $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ is bounded in the reflexive Banach space $W$, there exist $(u_\lambda, v_\lambda) \in W$, and bounded nonnegative Radon measures $\mu, \nu$ in $\mathbb{R}^N$ (see [16, Proposition 1.202]) such that, up to a subsequence, still denoted by $\{(u_k, v_k)\}_{k \in \mathbb{N}}$, we obtain

$$(u_k, v_k) \rightharpoonup (u_\lambda, v_\lambda) \text{ in } W, \quad (95)$$
\[(u_k(x), v_k(x)) \to (u_\lambda(x), v_\lambda(x)) \text{ a.e. in } \mathbb{R}^N, \]

\[(u_k, v_k) \to (u_\lambda, v_\lambda) \text{ in } L_{\text{loc}}^{r^*}(\mathbb{R}^N) \times L_{\text{loc}}^{r^*}(\mathbb{R}^N), \quad r(x) < p_k^*(x) \text{ for all } x \in \mathbb{R}^N, \]  

\[|u_k|^{\alpha(x)-2}u_k|v_k|^{\beta(x)} \to |u_\lambda|^{\alpha(x)-2}u_\lambda|v_\lambda|^{\beta(x)} \text{ in } L_{p_k^{-1}}^{q_k}(\mathbb{R}^N), \]

\[|u_k|^{\alpha(x)}|v_k|^{\beta(x)-2}v_k \to |u_\lambda|^{\alpha(x)}|v_\lambda|^{\beta(x)-2}v_\lambda \text{ in } L_{p_k^{-1}}^{q_k}(\mathbb{R}^N), \]

\[\left[|u_k| p_k^* + |v_k| p_k^* + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy \right] \overset{\ast}{\to} \mu \text{ in } \mathcal{M}(\mathbb{R}^N), \]

where \(\alpha(x) + \beta(x) = q(x)\) for all \(x \in \mathbb{R}^N\).

Now, applying Theorem 1.1, there exist at most a countable index set \(I\), families of points \(\{x_i\}_{i \in I}\) and of nonnegative numbers \(\{\mu_i\}_{i \in I}\) and \(\{\nu_i\}_{i \in I}\), such that

\[\nu = |u_\lambda|^{\alpha(x)}|v_\lambda|^{\beta(x)} + \sum_{i \in I} \nu_i \delta_{x_i}, \]

\[\mu \geq |u_\lambda| p_k^* + |v_\lambda| p_k^* + \int_{\mathbb{R}^N} \frac{|u_\lambda(x) - u_\lambda(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy + \int_{\mathbb{R}^N} \frac{|v_\lambda(x) - v_\lambda(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy + \sum_{i \in I} \mu_i \delta_{x_i}, \]

\[S_{\alpha \beta} \frac{1}{p_k^{\frac{1}{p}}} \leq \mu_i \frac{1}{p_k^{\frac{1}{p}}} \text{ for all } i \in I. \]

Moreover, we have

\[
\limsup_{k \to +\infty} \int_{\mathbb{R}^N} \left[ |u_k| p_k^* + |v_k| p_k^* + \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy \right. \\
\left. + \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)| p_k}{\zeta(x,y)} |x - y|^{N + sp(x,y)} dy \right] dx = \mu(\mathbb{R}^N) + \mu_\infty, 
\]

\[
\limsup_{k \to +\infty} \int_{\mathbb{R}^N} |u_k|^{\alpha(x)}|v_k|^{\beta(x)} dx = \nu(\mathbb{R}^N) + \nu_\infty, 
\]

\[S_{\alpha \beta} \frac{1}{p_k^{\frac{1}{p}}} \leq \mu_\infty \frac{1}{p_k^{\frac{1}{p}}}. \]

Hence, by (92)-(101) as \(k \to +\infty\), we obtain that

\[c_\lambda + o(1) \geq d_4\|(u_k, v_k)\| p^* + \left( \frac{1}{p} - \frac{1}{q} \right) \int_{\mathbb{R}^N} |u_k|^{\alpha(x)}|v_k|^{\beta(x)} dx, \]

and combining this with (104), we obtain

\[c_\lambda + o(1) \geq \left( \frac{1}{\theta^*} - \frac{1}{q^*} \right) (\nu(\mathbb{R}^N) + \nu_\infty). \]
We will show that \( I = \emptyset \) and \( I_\infty = 0 \). First, we suppose on the contrary that \( I \neq \emptyset \). Let \( i \in I \) and for \( \rho > 0 \), define \( \Psi_\rho \) as in Lemma 2.10 with \( x_0 \) replaced by \( x_i \), this is \( \Psi_\rho(x) := \Psi_\rho(x) \) for \( x \in \mathbb{R}^N \). Then \( \Psi_\rho(x_i, v_k) \in W \) and so \( \langle J'(u_k, v_k), \Psi_\rho(x_i, v_k) \rangle = o(1) \) as \( k \to \infty \). Therefore

\[
\begin{align*}
o(1) &= \langle J'(u_k, v_k), \Psi_\rho(x_i, v_k) \rangle \\
&= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))u_k(x)(\Psi_\rho(x) - \Psi_\rho(y))K(x, y) \, dy \, dx \\
&\quad + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v_k(x) - v_k(y))v_k(x)(\Psi_\rho(x) - \Psi_\rho(y))K(x, y) \, dy \, dx \\
&\quad + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))(u_k(x) - u_k(y))\Psi_\rho(y)K(x, y) \, dy \, dx + \int_{\mathbb{R}^N} \, u_k(x) |\Psi_\rho(x)| \, dx \\
&\quad + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v_k(x) - v_k(y))(v_k(x) - v_k(y))\Psi_\rho(y)K(x, y) \, dy \, dx + \int_{\mathbb{R}^N} \, v_k(x) |\Psi_\rho(x)| \, dx \\
&\quad - \lambda \int_{\mathbb{R}^N} \Psi_\rho(x_i)[H_u(x, u_k, v_k)u_k + H_v(x, u_k, v_k)v_k] \, dx - \int_{\mathbb{R}^N} \Psi_\rho(x_i) |u_k|^{\alpha} |v_k|^{\beta} \, dx.
\end{align*}
\]

(107)

Now, let \( \delta > 0 \) be arbitrary but fixed, from (a2), (K), (H), Young’s inequality, and (94), we conclude that

\[
\left| \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(u_k(x) - u_k(y))u_k(x) + A(v_k(x) - v_k(y))v_k(x)](\Psi_\rho(x) - \Psi_\rho(y))K(x, y) \, dy \, dx \right|
\]

\[
\leq d_5 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^{p(x,y) - 1}|u_k(y)|(|\Psi_\rho(x) - \Psi_\rho(y)|)}{x - y} \, dy \, dx \\
+ d_5 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v_k(x) - v_k(y)|^{p(x,y) - 1}|v_k(y)|(|\Psi_\rho(x) - \Psi_\rho(y)|)}{x - y} \, dy \, dx \\
\leq d_5 \delta C_\ast + C_7 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_k(y)|^{p(x,y)}}{x - y} \, dy \, dx \\
+ C_7 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v_k(x)|^{p(x,y)}}{x - y} \, dy \, dx,
\]

(108)

where \( d_5 = \max\{C_\ast b_1, C_\ast \tilde{b}_1\} \). Taking limit superior in (108) as \( k \to +\infty \) and limit superior as \( \rho \to 0^+ \) with taking Lemma 2.10 into account, we arrive at

\[
\lim_{\rho \to 0^+} \limsup_{k \to +\infty} \left| \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(u_k(x) - u_k(y))u_k(x)](\Psi_\rho(x) - \Psi_\rho(y))K(x, y) \, dy \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(v_k(x) - v_k(y))v_k(x)](\Psi_\rho(x) - \Psi_\rho(y))K(x, y) \, dy \, dx \right| \leq d_5 C_\ast \delta.
\]
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Since $\delta > 0$ was chosen arbitrarily, we obtain

$$
\limsup_{\rho \to 0^+} \lim_{k \to +\infty} \left| \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left[ A(u_k(x) - u_k(y))u_k(x) \right] (\Psi_{\rho,i}(x) - \Psi_{\rho,i}(y)) K(x,y) \, dy \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left[ A(v_k(x) - v_k(y))v_k(x) \right] (\Psi_{\rho,i}(x) - \Psi_{\rho,i}(y)) K(x,y) \, dy \, dx \right| = 0. 
$$

(109)

Note that the boundedness of $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ in $W$ implies the boundedness of $\{(u_k, v_k)\}_{k \in \mathbb{N}}$ in $L^{q_i} (\mathbb{R}^N) \times L^{q_i} (\mathbb{R}^N)$ due to Theorem 2.5 and (19). On the other hand, on account the hypothesis $(\mathcal{H})$, Hölder inequality (see Proposition 2.3), we obtain

$$
0 \leq \int_{\mathbb{R}^N} \left[ \Psi_{\rho,i} H_u(x, u_k, v_k) u_k + \Psi_{\rho,i} H_v(x, u_k, v_k) v_k \right] \, dx \\
\leq \int_{(B(x_i, 2\rho))} \left[ a(x)|u_k|^\theta(x) + b(x)|v_k|^\sigma(x) - 1|u_k| + a(x)|u_k|^\theta(x) - 1|v_k| + b(x)|v_k|^\sigma(x) \right] \, dx \\
\leq \|a\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) \left[ 1 + \|u_k\|_{L^q(B(x_i, 2\rho))} + \|b\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) \|v_k\|_{L^q(B(x_i, 2\rho))} \right] \\
+ \|a\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) \|v_k\|_{L^q(B(x_i, 2\rho))} \|v_k\|_{L^q(B(x_i, 2\rho))} + \|b\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) \left[ 1 + \|u_k\|_{L^q(B(x_i, 2\rho))} \right] \\
\leq C_N \left[ \|a\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) + \|b\| \frac{q(\cdot)}{L^{q(\cdot)}} (B(x_i, 2\rho)) \right]. 
$$

(110)

Hence by (110), we conclude

$$
\lim_{\rho \to 0^+} \lim_{k \to +\infty} \int_{\mathbb{R}^N} \left[ \Psi_{\rho,i} H_u(x, u_k, v_k) u_k + \Psi_{\rho,i} H_v(x, u_k, v_k) v_k \right] \, dx = 0. 
$$

(111)

In conclusion, passing to the limit in (107), using $(a_2)$, $(K)$, (95)-(101), and (109)-(111), we obtain the crucial inequality for $i \in I$, as $\rho \to 0^+$

$$
\int_{\mathbb{R}^N} \Psi_{\rho,i} \, d\nu + o(1) \geq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \Psi_{\rho,i} \, d\mu. 
$$

(112)

By Lemma 4.4 there exists $\lambda^* > 0$ sufficiently large, such that

$$
c_{\lambda} < \left( \frac{1}{\theta^-} - \frac{1}{q^-} \right) \min \left\{ S_{\alpha\beta}^{(qh)_+}, S_{\alpha\beta}^{(qh)_-} \right\} 
$$

(113)

for all $\lambda \geq \lambda^*$ and $h(x) = \frac{\nu}{q(x) - \nu}$ for all $x \in \mathbb{R}^N$.

Now, we note that from (103) and (112), for all $i \in I$, we obtain

$$
S_{\alpha\beta} \nu_i^{\frac{q}{q^*}} \leq \mu_i \leq \nu_i. 
$$

Claim: We claim that, $\nu_i = 0$.

Proof of Claim. Assume by contradiction that $\nu_i > 0$ for some $i \in I$. Then, we have

$$
\nu_i \geq \min \left\{ S_{\alpha\beta}^{(qh)_+}, S_{\alpha\beta}^{(qh)_-} \right\} 
$$

and by (106), as $k \to +\infty$, we conclude that

$$
c_{\lambda} + o(1) \geq \left( \frac{1}{\theta^-} - \frac{1}{q^-} \right) \int_{\mathbb{R}^N} \Psi_{\rho,i} \, d\nu. 
$$
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On the other hand, as \( k \to +\infty \) and \( \rho \to 0^+ \), it follows that

\[
c_\lambda \geq \left( 1 - \frac{1}{q} \right) \nu_i \geq \left( 1 - \frac{1}{q} - \frac{1}{\rho} \right) \min \left\{ S_{\alpha\beta}^{(q^+)}, S_{\alpha\beta}^{(q^-)} \right\},
\]

which is a contradiction with (113). Therefore, \( \nu_i = 0 \) for all \( i \in I \).

Consequently, \( \mu_i = 0 \) for all \( i \in I \) and for all \( \lambda \geq \lambda^* \), that is \( I = \emptyset \). Thus, as \( k \to +\infty \), we conclude that

\[
|u_k|^\alpha(x)|v_k|^\beta(x) \xrightarrow{\ast} \nu = |u|^\alpha(x)|v|^\beta(x) \text{ in } M(\mathbb{R}^N).
\]

Next, we prove that \( \nu_\infty = 0 \). Suppose on the contrary that \( \nu_\infty > 0 \). Let \( \Phi_R \) be the same as in Lemma 2.11. Then, from a similar argument obtained in (107), we arrive at

\[
\langle J'(u_k, v_k), \Phi_R(u_k, v_k) \rangle = o(1).
\]

Therefore, we obtain

\[
o(1) = \langle J'(u_k, v_k), \Phi_R(u_k, v_k) \rangle
\]

\[
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))u_k(x)(\Phi_R(x) - \Phi_R(y))K(x, y) dy \, dx
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v_k(x) - v_k(y))v_k(x)(\Phi_R(x) - \Phi_R(y))K(x, y) dy \, dx
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))(u_k(x) - u_k(y))\Phi_R(y)K(x, y) dy \, dx + \int_{\mathbb{R}^N} |u_k|^p \Phi_R(x) dx
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v_k(x) - v_k(y))(v_k(x) - v_k(y))\Phi_R(y)K(x, y) dy \, dx + \int_{\mathbb{R}^N} |v_k|^p \Phi_R(x) dx
\]

\[
- \lambda \int_{\mathbb{R}^N} \Phi_R(x)[|H_u(x, u_k, v_k|u_k + H_v(x, u_k, v_k)|v_k|] \, dx - \int_{\mathbb{R}^N} \Phi_R(x)|u_k|^\alpha(x)|v_k|^\beta(x) \, dx.
\]

(114)

Now, let \( \delta > 0 \) be arbitrary but fixed, from \( (a_2) \), \( (K) \), \( (H) \), Young’s inequality, and \( (94) \), we have

\[
\left| \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))u_k(x)(\Phi_R(x) - \Phi_R(y)) dy \, dx \right|
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(v_k(x) - v_k(y))v_k(x)(\Phi_R(x) - \Phi_R(y)) dy \, dx
\]

\[
\leq d_\varepsilon C_\delta + C_\delta \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( |u_k(y)|^p(x, y) + |v_k(y)|^p(x, y) \right) \frac{|\Phi_R(x) - \Phi_R(y)|^p(x, y)}{|x - y|^{N + sp(x, y)}} \, dy \, dx.
\]

(115)

Taking the limit superior in (115) as \( k \to +\infty \), the limit superior as \( R \to \infty \) with taking Lemma 2.11, and since \( \delta > 0 \) was arbitrarily, we get

\[
\limsup_{R \to \infty} \limsup_{k \to +\infty} \left| \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(u_k(x) - u_k(y))u_k(x)](\Phi_R(x) - \Phi_R(y))K(x, y) dy \, dx \right|
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [A(v_k(x) - v_k(y))v_k(x)](\Phi_R(x) - \Phi_R(y))K(x, y) dy \, dx \right| = 0.
\]

(116)

On the other hand, due to the hypothesis and using similar argument of (111), we obtain

\[
\lim_{R \to +\infty} \lim_{k \to +\infty} \int_{\mathbb{R}^N} [\Phi_R H_u(x, u_k, v_k) u_k + \Phi_R H_v(x, u_k, v_k) v_k] \, dx = 0.
\]

(117)
Therefore by \((a_2), (\mathcal{K}), (4.3), (95)-(101), (116)\) and \((117)\) as \(R \to \infty\), we get
\[
\mu_\infty \leq \nu_\infty. \tag{118}
\]

Here we have used \((63)\) and the fact that
\[
\mu_\infty = \lim_{R \to \infty} \limsup_{k \to \infty} \int_{\mathbb{R}^N} \Phi_R(x)(U_k(x) + V_k(x)) \, dx,
\]
which can be obtained applying \(\Phi_R\) instead of \(\Phi_R^{q(x)}\) in \((68)\). Combining \((118)\) with \((105)\), we have
\[
\mathcal{S}_{\alpha\beta} \nu_\infty \leq \mu_\infty \leq \nu_\infty. \tag{119}
\]
The fact that \(q_\infty = \lim_{|x| \to \infty} q(x) \in [q^-, q^+]\) yields
\[
(qh)^- \leq \frac{q_\infty \overline{p}}{q_\infty - \overline{p}} \leq (qh)^+ \quad \text{and} \quad h^- \leq \frac{\overline{p}}{q_\infty - \overline{p}} \leq h^+,
\]
and from \((119)\)
\[
\nu_\infty \geq \min\{\mathcal{S}_{\alpha\beta}^{(qh)^+}, \mathcal{S}_{\alpha\beta}^{(qh)^-}\}. \tag{120}
\]

Then, by \((104)\), \((106)\) and \((120)\), we obtain
\[
e_\lambda + o(1) \geq \left(\frac{1}{\theta^+} - \frac{1}{q^+}\right) \min\{\mathcal{S}_{\alpha\beta}^{(qh)^+}, \mathcal{S}_{\alpha\beta}^{(qh)^-}\},
\]
which is a contradiction to \((113)\). Therefore \(\nu_\infty = 0\).

Combining the facts that, \(I = \emptyset\), and \(\nu_\infty = 0\) with \((102)\), \((104)\), it follows that
\[
\limsup_{k \to +\infty} \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx = \int_{\mathbb{R}^N} |u_\lambda|^{\alpha(x)} |v_\lambda|^{\beta(x)} \, dx. \tag{121}
\]

By the Fatou’s Lemma, we get from \((96)\)
\[
\int_{\mathbb{R}^N} |u_\lambda|^{\alpha(x)} |v_\lambda|^{\beta(x)} \, dx \leq \liminf_{k \to +\infty} \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx. \tag{122}
\]

Thus from \((121)\) and \((122)\), we conclude that
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} |u_k|^{\alpha(x)} |v_k|^{\beta(x)} \, dx = \int_{\mathbb{R}^N} |u_\lambda|^{\alpha(x)} |v_\lambda|^{\beta(x)} \, dx. \tag{123}
\]

Therefore, by Lemma 2.12 and \((123)\), we have
\[
\lim_{k \to +\infty} \int_{\mathbb{R}^N} |u_k - u_\lambda|^{\alpha(x)} |v_k - v_\lambda|^{\beta(x)} \, dx = 0.
\]

Now, we observe that
\[
\langle \Phi'(u_k, v_k), (u_k - u_\lambda, v_k - v_\lambda) \rangle = \langle \mathcal{J}'(u_k, v_k), (u_k, v_k) \rangle
\]
\[
+ \lambda \int_{\mathbb{R}^N} \left[ H_u(x, u_k, v_k)(u_k - u_\lambda) + H_v(x, u_k, v_k)(v_k - v_\lambda) \right] \, dx
\]
\[
+ \int_{\mathbb{R}^N} \frac{\alpha(x)}{q(x)} |u_k|^{\alpha(x)-2} u_k |v_k|^{\beta(x)} (u_k - u_\lambda) \, dx
\]
\[
+ \int_{\mathbb{R}^N} \frac{\beta(x)}{q(x)} |u_k|^{\alpha(x)} v_k |v_k|^{\beta(x)-2} (v_k - v_\lambda) \, dx.
\]
Thus, we have
\[
(\Phi'(u_k, v_k), (u_k - u_\lambda, v_k - v_\lambda)) = 0.
\] (124)

Indeed, as \((u_k, v_k) \rightharpoonup (u_\lambda, v_\lambda)\) in \(W\) and \(J'(u_k, v_k) \to 0\) as \(k \to \infty\). Then, we obtain
\[
\langle J'(u_k, v_k), (u_k - u_\lambda, v_k - v_\lambda) \rangle \to 0.
\] (125)

Moreover, by \((\mathcal{H})\) and Hölder inequality (see Proposition 2.3), we have
\[
\int_{\mathbb{R}^N} \left[ H_u(x, u_k, v_k)(u_k - u_\lambda) + H_v(x, u_k, v_k)(v_k - v_\lambda) \right] dx
\]
\[
\leq \left[ H_u(x, u_k, v_k)||u_k - u_\lambda|| + |H_v(x, u_k, v_k)||v_k - v_\lambda|| \right] dx
\]
\[
\leq \int_{\mathbb{R}^N} \left[ a(x)|u_k|^{(x)-1} + b(x)|v_k|^{(x)-1} \right] |u_k - u_\lambda| dx
\]
\[
+ \int_{\mathbb{R}^N} \left[ a(x)|u_k|^{(x)-1} + b(x)|v_k|^{(x)-1} \right] |v_k - v_\lambda| dx
\]
\[
\leq C_{10} \left[ \|u_k\|_{L^\theta(\mathbb{R}^N)}^\theta \|a(x)(u_k - u_\lambda)\|_{L^\theta(\mathbb{R}^N)}
\]
\[
+ \|v_k\|_{L^\theta(\mathbb{R}^N)}^\theta \|b(x)(u_k - u_\lambda)\|_{L^\theta(\mathbb{R}^N)}
\]
\[
+ \|u_k\|_{L^\theta(\mathbb{R}^N)}^\theta \|a(x)(v_k - v_\lambda)\|_{L^\theta(\mathbb{R}^N)}
\]
\[
+ \|v_k\|_{L^\theta(\mathbb{R}^N)}^\theta \|b(x)(v_k - v_\lambda)\|_{L^\theta(\mathbb{R}^N)}
\].
\] (126)

Then, by \((95)-(97), (126)\), and Lemma 2.9, as \(k \to \infty\), we conclude that
\[
\int_{\mathbb{R}^N} \left[ H_u(x, u_k, v_k)(u_k - u_\lambda) + H_v(x, u_k, v_k)(v_k - v_\lambda) \right] dx \to 0.
\] (127)

Furthermore, we obtain
\[
\int_{\mathbb{R}^N} \left[ \frac{\alpha(x)}{q(x)}|u_k|^{\alpha(x)-2}u_k|v_k|^{\beta(x)}(u_k - u_\lambda) + \frac{\beta(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)-2}(v_k - v_\lambda) \right] dx
\]
\[
= \int_{\mathbb{R}^N} \left[ \frac{\alpha(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)} - \frac{\alpha(x)}{q(x)}|u_k|^{\alpha(x)-2}u_ku_\lambda|v_k|^{(x)} \right] dx
\]
\[
+ \int_{\mathbb{R}^N} \left[ \frac{\beta(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)} - \frac{\beta(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)-2}v_kv_\lambda \right] dx
\]
\[
= \int_{\mathbb{R}^N} |u_k|^{\alpha(x)}v_k|v_k|^{(x)} dx - \int_{\mathbb{R}^N} \frac{\alpha(x)}{q(x)}|u_k|^{\alpha(x)-2}u_k|v_k|^{(x)} dx - \int_{\mathbb{R}^N} \frac{\beta(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)-2}v_kv_\lambda dx.
\] (128)

Then, since \(\alpha(x) + \beta(x) = q(x)\) for all \(x \in \mathbb{R}^N\), by \((98), (99), (121), (123), (128)\) and Dominated Convergence Theorem, as \(k \to \infty\), we conclude that
\[
\int_{\mathbb{R}^N} \left[ \frac{\alpha(x)}{q(x)}|u_k|^{\alpha(x)-2}u_k|v_k|^{(x)}(u_k - u_\lambda) + \frac{\beta(x)}{q(x)}|u_k|^{\alpha(x)}v_k|v_k|^{(x)-2}(v_k - v_\lambda) \right] dx \to 0.
\] (129)

Therefore, \((125), (127)\) and \((129)\) we conclude \((124)\). Once that \(\Phi'\) is an operator of type \((S_+^\lambda)\) on \(W\) (see Lemma 4.1), it follows that \((u_k, v_k) \rightharpoonup (u_\lambda, v_\lambda)\) in \(W\), as \(k \to \infty\), and we conclude that \(J\) sastisfies the \((PS)_{c_\lambda}\) condition.
Proof of Theorem 1.3

Proof. By Lemmas 4.2, 4.3 and Proposition 4.5 the hypotheses of Mountain Pass Theorem are satisfied. Hence, we conclude that \((u_\lambda, v_\lambda)\) is weak solution for problem \((\Phi_S)\) for \(\lambda \geq \lambda^*\). Moreover, \((u_\lambda, v_\lambda)\) is weak solution nontrivial. Indeed, suppose that \((u_\lambda, v_\lambda) = (0, 0)\), hence \(J(u_\lambda, v_\lambda) = 0\) and \(J'(u_\lambda, v_\lambda) = 0\), but \(J'(u_\lambda, v_\lambda) = \lambda\), hence \(c_\lambda = 0\) that is a contradiction, because from Lemma 4.2 is know that \(c_\lambda > 0\). Therefore, \((u_\lambda, v_\lambda)\) is nontrivial weak solution for problem \((\Phi_S)\). Finally, note that \(\lambda \geq \lambda^*\), by using \((a_1)-(a_3), (K), (H), (92)\) and Proposition 2.7, we have

\[
c_\lambda + o(1) \geq d_4 \left[ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_\lambda(x) - u_\lambda(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx + \int_{\mathbb{R}^N} |u_\lambda|^\overline{p} \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v_\lambda(x) - v_\lambda(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dy \, dx + \int_{\mathbb{R}^N} |v_\lambda|^\overline{p} \, dx \\
+ \left( \frac{1}{\theta^+} - \frac{1}{q^-} \right) \int_{\mathbb{R}^N} |u_\lambda|^\alpha(x)|v_\lambda|^{\beta(x)} \, dx, \\
\right]
\geq d_4 \min \left\{ \|(u_\lambda, v_\lambda)||\overline{p}^-, \|(u_\lambda, v_\lambda)||\overline{p}^+ \right\}
\]

where \(d_4 = \min \left\{ \left( \frac{1}{p^+} - \frac{1}{p^-} \right)c_A b_0, \left( \frac{1}{\theta^+} - \frac{1}{q^-} \right)\tilde{c}_A \tilde{b}_0 \right\} > 0\).

Then, from Lemma 4.4 and (130), we get

\[
\lim_{\lambda \to \infty} \|(u_\lambda, v_\lambda)\| = 0. 
\]

Finally, we proof that both components of solution \((u_\lambda, v_\lambda)\) are nontrivial. Indeed, assume by contradiction that \(u_\lambda \neq 0\), but \(v_\lambda = 0\) a.e. in \(\mathbb{R}^N\). Then, taking \((\varphi, \psi) = (u_\lambda, 0) \in W\) in the definition of weak solution, we have by conditions \((a_1)-(a_3), (K), (H)\), Hölder inequality (see Proposition 2.3) and Proposition 2.2, we obtain

\[
c_A b_0 \min \{\|u_\lambda\|\overline{p}, \|u_\lambda\|\overline{p}^+\} \leq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left[ A(u_\lambda(x) - u_\lambda(y))(u_\lambda(x) - u_\lambda(y))K(x, y) \, dy \, dx + \int_{\mathbb{R}^N} |u_\lambda|^\overline{p} \, dx \\
= \lambda \int_{\mathbb{R}^N} H(u, x, u_\lambda, 0) u_\lambda \, dx \leq \lambda C_{10} \max \{\|u_\lambda\|\theta^-, \|u_\lambda\|\theta^+\}.
\]

Thus, using (131) and fact that \(p^- \leq \overline{p} < \theta^- \leq \theta^+ < \sigma^- \leq \sigma^+ < q^-\), in (132), we obtain that \(u_\lambda = 0\) a.e. in \(\mathbb{R}^N\), which is a contradiction. Similarly, the case \(u_\lambda = 0\) a.e. in \(\mathbb{R}^N\) and \(v_\lambda \neq 0\) cannot occur. Therefore we conclude the proof of this Theorem.

4.3 Proof of Theorem 1.4

In this section we establish important results, which implies that \(H\) satisfies \((\mathcal{H}')\), when the function \(H\) in \((\Phi_S)\) is independent of \(x\).

To begin, we consider the Euler–Lagrange functional \(\tilde{J} : W \to \mathbb{R}\) associated to \((\hat{\Phi}_S)\), satisfying \((\mathcal{H}')\), by

\[
\tilde{J}(u, v) = \Phi(u, v) - \lambda \int_{\mathbb{R}^N} H(u, v) \, dx - \int_{\mathbb{R}^N} \frac{|u|^\alpha(x)|v|^{\beta(x)}}{q(x)} \, dx,
\]
where the functional \( \Phi \) was defined in Lemma 4.1.

Of course, since \( \tilde{J} \) is obtained as a particular case of \( J \), it is well defined, of class \( C^1(W) \) and the weak solutions of \( (\tilde{\phi}_S) \) are exactly its critical points.

Furthermore, we consider
\[
\bar{c}_\lambda = \inf_{\gamma \in \Gamma} \max_{\zeta \in [0,1]} \tilde{J}(\gamma(\zeta)),
\]
where
\[
\Gamma = \{ \gamma \in C([0,1], W) : \gamma(0) = (0,0), \tilde{J}(\gamma(1)) < 0 \}.
\]
and \( \bar{c}_\lambda \) for \( \lambda > 0 \). Moreover, Lemmas 4.2–4.4 still hold with much simpler proofs for system \( (\tilde{\phi}_S) \).

Following [33], we obtain a version of the Lion’s Lemma for fractional Sobolev spaces with variable exponents-\( W \) satisfying \( (p) \) and \( (q) \).

In this result, we will see which gives conditions guaranteeing strong in \( L^{q(\cdot)}(\mathbb{R}^N) \) convergence of a bounded sequence of \( W \). Such result will see play a very important role in order to obtain a nontrivial solution for Problem \( (\tilde{\phi}_S) \) satisfying \( (H') \).

**Lemma 4.6.** Let \( r(x) \in [p^+, p^*_s(x)] \) for all \( x \in \mathbb{R}^N \). Assume that \( \{ (u_k, v_k) \}_{k \in \mathbb{N}} \) be a bounded sequence in \( W \) verifying
\[
\lim_{k \to \infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y)} (|u_k|^{p(x)} + |v_k|^{p(x)}) \, dx = 0,
\]
for some \( R > 0 \). Then \( u_k \to 0 \) and \( v_k \to 0 \) in \( L^{r(\cdot)}(\mathbb{R}^N) \) for \( p(x) \leq r(x) < p^*_s(x) \) for all \( x \in \mathbb{R}^N \).

**Proof.** Let \( \{ (u_k, v_k) \}_{k \in \mathbb{N}} \subset W \) verifying (133), by Lemma 2.8 the sequences \( \{ u_k \}_{k \in \mathbb{N}} \subset W \) and \( \{ v_k \}_{k \in \mathbb{N}} \subset W \) are bounded in \( L^{r(\cdot)}(\mathbb{R}^N) \). Once that \( p(x) \leq r(x) < p^*_s(x) \) for all \( x \in \mathbb{R}^N \) for given \( \varepsilon > 0 \), there exists \( \Gamma > 0 \) such that
\[
\frac{|\sigma|^{r(x)}}{|\sigma|^{p^*_s(x)}} \leq \frac{\varepsilon}{3\mathfrak{t}}, \quad |\sigma| \geq \Gamma,
\]
where
\[
\mathfrak{t} = \sup_k \int_{\mathbb{R}^N} |u_k|^{p_*(x)} \, dx.
\]
Since \( p(x) \leq r(x) < p^*_s(x) \) for all \( x \in \mathbb{R}^N \), we have \( |\sigma|^{r(x)} / |\sigma|^{p^*_s(x)} \to 0 \) as \( |\sigma| \to 0 \), then, there exists \( \delta > 0 \) such that
\[
\frac{|\sigma|^{r(x)}}{|\sigma|^{p^*_s(x)}} \leq \frac{\varepsilon}{3\vartheta}, \quad |\sigma| < \delta,
\]
where
\[
\vartheta := \sup_k \int_{\mathbb{R}^N} |u_k|^{p(x)} \, dx.
\]
Let us write
\[
\int_{\mathbb{R}^N} |u_k|^{r(x)} \, dx = \int_{\{|u_k| \leq \delta\}} |u_k|^{r(x)} \, dx + \int_{\{|u_k| > \Gamma\}} |u_k|^{r(x)} \, dx + \int_{\{|u_k| \leq \Gamma\}} |u_k|^{r(x)} \, dx + \int_{\{|u_k| > \Gamma\}} |u_k|^{r(x)} \, dx.
\]
By using (134) we have
\[
\int_{\{|u_k| > \Gamma\}} |u_k|^{r(x)} \, dx \leq \frac{\varepsilon}{3\mathfrak{t}} \int_{\mathbb{R}^N} |u_k|^{p^*_s(x)} \, dx \leq \frac{\varepsilon}{3}.
\]
Indeed, by contradiction, for each holds true for a subsequence of

Claim 1. There exist

Let us prove that this case does not occur. For this purpose, we show the following statement.

Case 2. holds true for each

Hence, from \((141)\) it follows that

For \(k \geq k_0\), from \((139)\) and \((140)\) it follows that

Hence, from \((137)\), \((138)\) and \((141)\), we get

holds true for each \(\varepsilon > 0\), which finishes the proof for the Case 1.

Case 2. Up to a subsequence, we assume that

Let us prove that this case does not occur. For this purpose, we show the following statement.

Claim 1. There exist \(y_0 \in \mathbb{R}^N\) and \(\tau > 0\) such that

holds true for a subsequence of \(\{u_k\}_{k \in \mathbb{N}}\) which is denoted by \(\{u_k\}_{k \in \mathbb{N}}\).

\(\text{Proof Claim 1.}\) Indeed, by contradiction, for each \(\varepsilon > 0\), \(\ell \in \mathbb{N}\) we have

for all \(y \in \mathbb{R}^N\). Note that the last inequality holds for any subsequence of \(\{u_k\}_{k \in \mathbb{N}}\). Without loss of generality, we consider just the sequence \(\{u_k\}_{k \in \mathbb{N}}\). Now, choosing \(\{y_\ell\}_{\ell \in \mathbb{N}} \subset \mathbb{R}^N\) such that \(\bigcup_{\ell=1}^{\infty} B_\varepsilon(y_\ell) = \mathbb{R}^N\) and using \((145)\), we have

\[
\left| \{ \delta < |u_k| | \Gamma \} \right| = \left| \{ \delta < |u_k| < \Gamma \} \cap \left( \bigcup_{\ell=1}^{\infty} B_\varepsilon(y_\ell) \right) \right| \\
\leq \sum_{\ell=1}^{\infty} \left| \{ \delta < |u_k| < \Gamma \} \cap (B_\varepsilon(y_\ell)) \right| \\
\leq \sum_{\ell=1}^{\infty} \frac{\varepsilon}{2^\ell} = \varepsilon,
\]
where \( \varepsilon > 0 \) is arbitrary. Up to a subsequence by (146), we have that
\[
0 < \ell = \lim_{k \to \infty} |\delta < |u_k| < \Gamma| \leq \varepsilon,
\]
which makes no sense for \( \varepsilon \in (0, \ell) \), which proves the Claims 2.
Now, using the Claim 1 and (133), we get
\[
0 < \tau \leq |\{\delta < |u_k| < \Gamma\} \cap B_r(y_0)| \leq \frac{1}{\min \{\delta^p, \delta^p+\}} \int_{B_r(y_0)} |u_k|^p dx \leq \frac{1}{\min \{\delta^p, \delta^p+\}} \sup_{y \in \mathbb{R}^N} \int_{B_r(y)} |u_k|^p dx \to 0
\]
as \( k \to \infty \). This contradiction proves that second case is impossible, i.e., \( \ell = 0 \). The result then follows from the first case. The same holds for \( v_k \) which finishes the proof. \( \square \)

**Lemma 4.7.** Let \( \{(u_k, u_k^\ell)\}_{k \in \mathbb{N}} \) be a Palais-Smale sequence in \( W \) of \( \tilde{J} \) at the level \( \tilde{c}_\lambda^\ell \) for \( \lambda > 0 \). Then
(a) Up a subsequence \( (u_k, v_k) \to (u_\lambda, v_\lambda) \) in \( W \) as \( k \to \infty \);
(b) The weak limit \( (u_\lambda, v_\lambda) \) is a critical point of \( \tilde{J} \).

**Proof.** (a) The proof of this item follows a similar argument of (95) in Proposition 4.5. (b) Proving now that the weak limit \( (u_\lambda, v_\lambda) \) is a weak solution of (90) namely
\[
\langle \tilde{J}'(u_k, v_k), (\phi, \psi) \rangle = 0 \text{ for all } (\phi, \psi) \in W.
\]
Indeed, given any couple \( (\phi, \psi) \in C_c^\infty(\mathbb{R}^N) \times C_c^\infty(\mathbb{R}^N) \) using (91), we have
\[
o(1) = \langle \tilde{J}'(u_k, v_k), (\phi, \psi) \rangle = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_k(x) - u_k(y))(\phi(x) - \phi(y))K(x, y) dy dx + \int_{\mathbb{R}^N} |u_k|^p - 2u_k \phi(x) dx + \int_{\mathbb{R}^N} |v_k|^p - 2v_k \psi(x) dx + \lambda \int_{\mathbb{R}^N} \left[ H_u(u_k, v_k)\phi(x) + H_v(u_k, v_k)\psi(x) \right] dx - \int_{\mathbb{R}^N} o(x)|u_k|^{\alpha(x)-2}u_k|v_k|^{\beta(x)-2}u_k \phi(x) q(x) dx - \int_{\mathbb{R}^N} \beta(x)|u_k|^{\alpha(x)}|v_k|^{\beta(x)-2}v_k \psi(x) q(x) dx.
\]
Now, from part (a), up to a subsequence we can assume that is valid (96), (97), (98), (99) and by (97), we obtain
\[
|u_k| < g_R \quad |v_k| < g_R \quad \text{a.e. in } \mathbb{R}^N
\]
for some \( g_R \in L^{\beta(x)}(\mathbb{R}^N) \) and \( \bar{p} < q(x) \leq \bar{p}^* \) for all \( x \in \mathbb{R}^N \).
Consider now the sequences
\[
U_k(x, y) := A(u_k(x) - u_k(y))K(x, y)|x - y|^N_{\bar{p}(x, y)}^{+s}
\]
and
\[
V_k(x, y) := A(v_k(x) - v_k(y))K(x, y)|x - y|^N_{\bar{p}(x, y)}^{+s}
\]
and put
\[
U(x, y) := A(u(x) - u(y))K(x, y)|x - y|^N_{\bar{p}(x, y)}^{+s}
\]

\[39\]
\[ V(x, y) := A(v(x) − v(y))K(x, y)|x − y|^\frac{N}{p(x, y) − 1} + s \]

**Claim.** \{(U_k, V_k)_{k \in \mathbb{N}} \text{ is bounded in } L^{p'/(\cdot)}(\mathbb{R}^{2N}; \mathbb{R}^2) \text{ for } p'(\cdot, \cdot) = \frac{p(\cdot)}{p(\cdot)−1}.\]

**Proof of claim.** Indeed,

\[
\begin{aligned}
&\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u_k(x)−u_k(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \phi(x, y) dy dx \\
\leq & C_A b_1 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |u_k(x)−u_k(y)|^{p(x, y)−1} \left(\frac{1}{|x−y|^{N+sp(x, y)}}\right) |x−y|^\frac{N}{p(x, y)−1} dy dx \\
= & C_A b_1 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |u_k(x)−u_k(y)|^{p(x, y)} |x−y|^N dy dx < \infty.
\end{aligned}
\]

Then the sequence \{(U_k)_{k \in \mathbb{N}} \text{ is bounded in } L^{p'/(\cdot)}(\mathbb{R}^{2N}).\text{ Analogously the sequence } \{V_k\}_{k \in \mathbb{N}} \text{ is bounded in } L^{p'/(\cdot)}(\mathbb{R}^{2N}), \text{ and so there exist } (U, V) \in L^{p'/(\cdot)}(\mathbb{R}^{2N}) \text{ such that } U_k \to U \text{ and } V_k \to V \text{ in } L^{p'/(\cdot)}(\mathbb{R}^{2N}). \text{ But } (U_k, V_k) \to (U, V) \text{ a.e in } \mathbb{R}^{2N} \text{ and so } (U, V) = (U, V). \text{ Therefore,}

\[
\begin{aligned}
&\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u_k(x)−u_k(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \varphi(x, y) dy dx \\
\to & \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u(x)−u(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \varphi(x, y) dy dx
\end{aligned}
\]

and

\[
\begin{aligned}
&\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v_k(x)−v_k(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \psi(x, y) dy dx \\
\to & \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v(x)−v(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \psi(x, y) dy dx
\end{aligned}
\]

for all \( \varphi, \psi \in C_c^\infty(\mathbb{R}^N) \) and \( \tilde{\varphi}, \tilde{\psi} \in L^{p'/(\cdot)}(\mathbb{R}^{2N}). \) This holds in particular if we consider for any \( \varphi, \psi \in C_c^\infty(\mathbb{R}^N) \)

\[
\begin{aligned}
\tilde{\varphi}(x, y) = \frac{\varphi(x)−\varphi(y)}{|x−y|^\frac{N}{p(x, y)−1} + s} \quad \tilde{\psi}(x, y) = \frac{\psi(x)−\psi(y)}{|x−y|^\frac{N}{p(x, y)−1} + s}
\end{aligned}
\]

since that \( \tilde{\varphi}, \tilde{\psi} \in L^{p'/(\cdot)}(\mathbb{R}^{2N}). \) Then

\[
\begin{aligned}
&\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u_k(x)−u_k(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \varphi(x, y) dy dx \\
\to & \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u(x)−u(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \varphi(x, y) dy dx
\end{aligned}
\]

and

\[
\begin{aligned}
&\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v_k(x)−v_k(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \psi(x, y) dy dx \\
\to & \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v(x)−v(y))| |K(x, y)| |x−y|^\frac{N}{p(x, y)−1} + s \psi(x, y) dy dx,
\end{aligned}
\]
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this is,

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u_k(x) - u_k(y))(\varphi(x) - \varphi(y))K(x, y)| \, dy \, dx \\
\to \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(u(x) - u(y))(\varphi(x) - \varphi(y))K(x, y)| \, dy \, dx
\]  

(149)

and

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v_k(x) - v_k(y))(\psi(x) - \psi(y))K(x, y)| \, dy \, dx \\
\to \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |A(v(x) - v(y))(\psi(x) - \psi(y))K(x, y)| \, dy \, dx.
\]  

(150)

On the hand, since H has standard subcritical growth, we have by \((\mathcal{H}')\)

\[
|H_u(u_k, v_k)\varphi| + |H_v(u_k, v_k)\psi| \leq a|u_k|^{p_0(x) - 1}(|\varphi| + |\psi|) + b|v_k|^{p_1(x) - 1}(|\varphi| + |\psi|) \leq B \in L^1(B_R).
\]  

(151)

Thus by \((\mathcal{H}', (96), (151), and the Dominated Convergence Theorem yields, as \(k \to \infty\),

\[
\int_{\mathbb{R}^N} [H_u(u_k, v_k)\varphi + H_v(u_k, v_k)\psi] \, dx \to \int_{\mathbb{R}^N} [H_u(u, v)\varphi + H_v(u, v)\psi] \, dx.
\]  

(152)

In conclusion, passing to the limit in (4.3), using (96), (97), (98), (99), (148), (149), (150), and (152), we obtain

\[
\langle \tilde{J}'(u_k, v_k), (\varphi, \psi) \rangle = 0 \quad \text{for all } (\varphi, \psi) \in C_c^\infty(\mathbb{R}^N) \times C_c^\infty(\mathbb{R}^N).
\]

Consequently, from the density of \(C_c^\infty(\mathbb{R}^N)\) in \(W^{s,p(\cdot, \cdot)}(\mathbb{R}^N)\), (see [2, Theorem 3.2]), we obtain that \((u_\lambda, v_\lambda)\) is critical point of \(\tilde{J}\) for any \(\lambda > 0\). 

\[\square\]

**Proposition 4.8.** There exists \(\lambda > 0\) and \(\{u_k, u_k\}_{k \in \mathbb{N}} \subset W\) be a (PS)\(\tilde{\epsilon}_\lambda\) of \(\tilde{J}\) at level \(\tilde{\epsilon}_\lambda\) such that \((u_k, u_k) \to (0, 0)\) in \(W\) as \(k \to \infty\). Then either

(a) \((u_k, u_k) \to (0, 0)\) in \(W\) or

(b) there exists \(R > 0\) and a sequence \(\{y_k\}_{k \in \mathbb{N}} \subset \mathbb{R}^N\) such that

\[
\limsup_{k \to \infty} \int_{B_R(y_k)} (|u_k|^p + |v_k|^p) \, dx > 0.
\]

Moreover, \(\{y_k\}_{k \in \mathbb{N}}\) is not bounded in \(\mathbb{R}^N\).

**Proof.** Assume that (b) does not occur. Then, for all \(R > 0\)

\[
\limsup_{k \to \infty} \int_{B_R(y_k)} (|u_k|^p + |v_k|^p) \, dx = 0.
\]

Therefore, by Lemma 4.6 and (19) up to a subsequence

\[
u_k \to 0 \quad \text{in } L^{q(\cdot)}(\mathbb{R}^N) \quad \text{as } k \to \infty\]

for all \(p \leq q(x) \leq p_*^\infty\) for all \(x \in \mathbb{R}^N\).
Consequently, by $(\mathcal{H}')$, Hölder inequality (see Proposition 2.3) and (153), we have

\[
0 \leq \int_{\mathbb{R}^N} [H_u(u_k, v_k)u_k + H_v(u_k, v_k)v_k] \, dx
\leq \int_{\mathbb{R}^N} a|u_k|^\theta(x) + b|v_k|^{\sigma(x)} \, dx + a|u_k|^\theta(x) - 1|v_k| + b|v_k|^{\sigma(x)} \, dx \to 0
\]  

(154)

since \( p < \theta^- < \theta^+ < \sigma^- \leq \sigma^+ < q^- \) as \( k \to \infty \). Now since \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \subset W \) be a $(PS)_{\tilde{c}_\lambda}$ of \( \tilde{J} \) at level \( \tilde{c}_\lambda \), by similar argument Proposition 4.5, the sequence \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) is bounded in \( W \). Then, up to a subsequence, by Hölder inequality (see Proposition 2.3), Proposition 2.2 and (153), as \( k \to \infty \), we obtain

\[
\int_{\mathbb{R}^N} \frac{|u_k|^\alpha(x)|v_k|^\beta(x)}{q(x)} \, dx \to 0.
\]  

(155)

On the other hand, by $(a_2)$-$ (a_3)$, and Proposition 2.7 we obtain

\[
\Phi(u_k, v_k) \geq d_0 \min\{\|(u_k, v_k)\|_p^p, \|(u_k, v_k)\|_p^- \} > 0
\]  

(156)

for \( d_0 = \min\left\{\frac{1}{p}C\lambda b_1 + \frac{1}{p}C\lambda \tilde{b}_1, p\right\} \). Therefore, by condition $(PS)_{\tilde{c}_\lambda}$ of \( \tilde{J} \) at level \( \tilde{c}_\lambda \), (154), (155) and (156) implies that

\[
\int_{\mathbb{R}^N} \frac{u_k(x)^\alpha(x)|v_k|^\beta(x)}{q(x)} \, dx + o(1) = \Phi(u_k, v_k) \geq d_5 \min\{\|(u_k, v_k)\|_p^p, \|(u_k, v_k)\|_p^- \} > 0.
\]  

(157)

Then, as \( k \to \infty \), by (157) and (155), we obtain \( \|(u_k, v_k)\| \to 0 \) and then (a) holds. Assume (b) is verified and suppose by contradiction that \( \{y_k\}_{k \in \mathbb{N}} \) is bounded in \( \mathbb{R}^N \). Consequently there exist \( \mathfrak{R} > 0 \) large that \( B_R(y_k) \subset B_{\mathfrak{R}} \) for all \( k \). Now, Lemma 4.6 implies that \( (u_k, v_k) \to (0,0) \) in \( L_{\text{loc}}^t(\mathbb{R}^N) \times L_{\text{loc}}^{t_1}(\mathbb{R}^N) \) for all \( r(x) < p^*_t(x), \ x \in \mathbb{R}^N \). Therefore

\[
0 = \lim_{k \to \infty} \int_{B_M} (|u_k|^p + |v_k|^p) \, dx \geq \limsup_{k \to \infty} \int_{B_R(y_k)} (|u_k|^p + |v_k|^p) \, dx > 0
\]

which gives the required contradiction. In conclusion \( \{y_k\}_{k \in \mathbb{N}} \) is not bounded in \( \mathbb{R}^N \).

\[ \square \]

**Proof of Theorem 1.4**

*Proof.* First, thanks to Lemmas 4.2, 4.3 and 4.7 for any \( \lambda > 0 \) the functional \( \tilde{J} \) has the geometry of the Mountain Pass Theorem, so that admits a Palais-Smale sequence \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) at level \( \tilde{c}_\lambda \), which up to subsequence, weakly converges to the limit \( (u_\lambda, v_\lambda) \). The weak limit \( (u_\lambda, v_\lambda) \) is a critical point of \( \tilde{J} \) for all \( \lambda > 0 \) namely weak solution \( (\tilde{\omega}_S) \). It remains to show that the constructed solution \( (u_\lambda, v_\lambda) \) is nontrivial. Assume by contradiction that \( (u_\lambda, v_\lambda) = (0,0) \). Clearly \( \{(u_k, v_k)\}_{k \in \mathbb{N}} \) cannot converge strongly to \( (0,0) \) in \( W \), since otherwise \( \tilde{J}'(u_\lambda, v_\lambda) = 0 \) and \( 0 = \tilde{J}(u_\lambda, v_\lambda) = \tilde{c}_\lambda > 0 \) by Lemmas 4.2 and 4.3.

Therefore, by Proposition 4.8 there exist \( \mathfrak{R} > 0 \) and a sequence \( \{y_k\}_{k \in \mathbb{N}} \subset \mathbb{R}^N \) such that

\[
\lim_{k \to \infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y_k)} (|u_k|^p + |v_k|^p) \, dx > 0.
\]
Now define a new sequence \( \{(\tilde{u}_k, \tilde{v}_k)\}_{k \in \mathbb{N}} \) by
\[
\tilde{u}_k = u_k (\cdot + y_k) \quad \tilde{v}_k = v_k (\cdot + y_k).
\]
Then
\[
\tilde{J}(\tilde{u}_k, \tilde{v}_k) = \tilde{J}(u_k, v_k) \rightarrow \tilde{c}_\lambda \quad \tilde{J}'(\tilde{u}_k, \tilde{v}_k) \rightarrow 0.
\] (158)
Indeed, for all \((u, v) \in W\) with \(\|(u, v)\| = 1\) putting, \(u_k(z) = u(z - y_k)\) and \(v_k(z) = v(z - y_k)\), in \(\mathbb{R}^N\), we have
\[
|\langle \tilde{J}'(u_k, v_k), (u_k, v_k) \rangle| \leq \|\tilde{J}'(u_k, v_k)\|_W \|(u_k, v_k)\| = \|\tilde{J}'(u_k, v_k)\|_W,
\]
since \(1 = \|(u, v)\| = \|(u_k, v_k)\|\).

On the other hand, with a simple change of variable, it is easy to see that
\[
\langle \tilde{J}'(\tilde{u}_k, \tilde{v}_k), (u, v) \rangle = \langle \tilde{J}'(u_k, v_k), (u_k, v_k) \rangle.
\]
Therefore as \(k \rightarrow \infty\)
\[
\|\tilde{J}'(u_k, v_k)\|_W = \sup_{\|(u, v)\| = 1} |\langle \tilde{J}'(u_k, v_k), (u, v) \rangle| \leq \|\tilde{J}'(u_k, v_k)\|_W = o(1).
\]
Consequently, (158) holds and so \(\{(\tilde{u}_k, \tilde{v}_k)\}_{k \in \mathbb{N}}\) is Palais-Smale sequence at level \(\tilde{c}_\lambda\). Thus, by Lemma 4.7, applied to the new sequence it follows that \(\{(\tilde{u}_k, \tilde{v}_k)\}_{k \in \mathbb{N}}\) weakly converge to some \((\tilde{u}_\lambda, \tilde{v}_\lambda)\) in \(W\) and \((\tilde{u}_\lambda, \tilde{v}_\lambda)\) is a critical point of \(\tilde{J}\). Moreover, by (125) we obtain
\[
0 < \lim_{k \rightarrow \infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y_k)} (|u_k|^{\overline{p}} + |v_k|^{\overline{p}}) \, dx = \lim_{k \rightarrow \infty} \int_{B_R} (|\tilde{u}_\lambda|^{\overline{p}} + |\tilde{v}_\lambda|^{\overline{p}}) \, dx = \int_{B_R} (|\tilde{u}_\lambda|^{\overline{p}} + |\tilde{v}_\lambda|^{\overline{p}}) \, dx.
\]
Hence \((\tilde{u}_\lambda, \tilde{v}_\lambda) \neq (0, 0)\) is the desired nontrivial. Finally, we can prove as in Theorem 1.3 that both components of \((\tilde{u}_\lambda, \tilde{v}_\lambda)\) are nontrivial and that (15) holds. This completes the proof. \(\square\)
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