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Abstract—We investigate the weighted-sum distortion minimization problem in transmitting two correlated Gaussian sources over Gaussian channels using two energy harvesting nodes. To this end, we develop offline and online power control policies to optimize the transmit power of the two nodes. In the offline case, we cast the problem as a convex optimization and investigate the structure of the optimal solution. We also develop a generalized water-filling based power allocation algorithm to obtain the optimal solution efficiently. For the online case, we quantify the distortion of the system using a cost function and show that the expected cost equals the expected weighted-sum distortion. Based on Banach’s fixed point theorem, we further propose a geometrically converging algorithm to find the minimum cost via simple iterations. Simulation results show that our online power control outperforms the greedy power control where each node uses all the available energy in each slot and performs close to that of the proposed offline power control. Moreover, the performance of our offline power control almost coincides with the performance limit of the system.

Index Terms—Energy harvesting, correlated sources, distortion minimization, online power allocation.

I. INTRODUCTION

In energy harvesting networks, each node continually acquires energy from nature or man-made phenomenon [1]. This feature has made energy harvesting a key technology to prolong the life-time of wireless sensor networks (WSNs), where sensors are often deployed in some unreachable areas [2]. For energy harvesting powered WSNs, however, formidable challenges still remain since the energy arrivals of each node are often sporadic and irregular. To address this issue, many energy scheduling schemes optimizing the information transmission of energy harvesting communication systems have been suggested in recent years [1]–[8], [10]–[21].

First, if the harvesting process is fully predictable (i.e., known non-causally at transmitter), the harvested energy can be scheduled in an offline manner [3]–[5]. In this scenario, the energy scheduling for the transmission process turns to be deterministic and thus can be solved before the transmission actually happens. Second, if the energy harvesting process cannot be well predicted, online energy scheduling is required, in which each node adjusts its transmit power based on previous and current energy states in real-time [6]–[11]. This online energy scheduling has been often modeled as Markov Decision Processes (MDP) and solved by Dynamic Programming (DP) [7], [8], [10]. There have also been some works considering both offline and online policies, e.g., [5], [12], [13]. As is expected in these works, offline energy scheduling policies always outperform their online counterparts owing to the non-causal information on the energy harvesting process at transmitters. In a nutshell, the offline power control scheme requires non-causal information about the energy harvesting process and thus outperforms the online power control scheme but is less practical. Whereas, online power control schemes are more practical and may approach the performance of offline schemes, but solving the optimal schemes using the MDP model is generally difficult and even intractable in some scenarios.

In WSNs, collected information (e.g., temperature, humidity, pollution density) is usually continuous and can be compressed before being transmitted to the fusion center. Since the compression process inevitably introduces some distortion to these information, it is of importance to schedule the harvested energy so that the distortion caused by the recovering process can be minimized. To this end, both offline and online power control policies (scheduling energy by controlling transmit powers of nodes) have been widely used [14]–[18]. In fact, both the reliability and the efficiency of extracting information from the recovered samples are dominated by the distortion of the network. In these works, the fusion center tries to recover the uncoded signals using mean-squared error (MSE) estimators [14], [15] or best linear unbiased estimators (BLUE) [17], [18]. Moreover, since the environmental information collected by adjacent nodes is highly correlated with each other, the energy efficiency of the network can be increased by removing the redundancy among these samples using distributed lossy source coding, i.e., the rate-distortion theory for multi-source networks [19]. However, the task to characterize the rate-distortion region and formulate the corresponding distortion minimization problem is very difficult. In fact, previous studies focused only on the problem with a tractable static setting where the channels between the two nodes and the fusion center are symmetric [20] or using the offline power control for the non-static case [21]. Hence, achieving the information theoretic performance limit of more general networks using more practical online power control remains an open problem.
In this paper, we study both offline and online power control policies minimizing the information theoretic distortion of the system, where two correlated sources are transmitted over non-symmetric Gaussian channels using energy harvesting nodes. We first minimize the weighted-sum distortion over a finite period via optimal offline power control. We then consider the online case and investigate the optimal power control minimizing the expected weighted-sum distortion. In particular, we propose a cost function to quantify the distortion of the system, which is proved to be equal to the expected weighted-sum distortion. Based on Banach’s fixed point theorem, we further present an algorithm approaching the minimum expected distortion via simple iterations. The main contributions of the paper can be summarized as follows:

- We present the structure of optimal offline power allocations. We show that the energy buffer should be depleted if the averaged harvested energy in future slots is larger than that of previous slots. Moreover, the transmit power of a node should be increased after the slots in which its energy buffer is depleted and should be decreased after the slots in which the energy buffer of the other node is depleted.
- We propose an iterative algorithm to solve the optimal offline power allocation. By optimizing the transmit power of each node separately and running the single user optimization iteratively, the algorithm converges to the optimal solution in a small number of iterations.
- We propose a cost function for online power control. Since it is hard to analyze the expected weighted-sum distortion directly, we quantify the system distortion using a cost function, which is defined as the weighted sum of current distortion and expected future distortion. We further prove that the expected cost equals the expected weighted-sum distortion.
- We prove that the minimum expected cost is the fixed point of some mapping. We then present an algorithm approaching the optimal cost using simple iterations.

This paper is organized as follows. Section II presents the network model and the distortion minimization problem. In Section III, we present the structure of the optimal offline power allocation and propose an algorithm to obtain the solution efficiently. In Section IV, we consider the online power allocation and propose an algorithm to solve the problem using simple iterations. Finally, the numerical results are provided in Section V and our work is concluded in Section VI.

Notations: We use boldface letters to denote vectors and matrices, use \( \tau = 1, \ldots, T \) to index time, use \( k = 1, 2 \) to index nodes, and use \( \tilde{k} = 3 - k \) to refer to the other node. \( \mathbb{R}^n_{++} \) and \( \mathbb{Z}^n_{++} \) denote the \( n \)-dimensional vector of positive real numbers and positive integers, respectively. In addition, \((\cdot)^T\) denotes the transpose operation.

---

1It should be noted that the proposed cost function model is different from the discounted cost model or the average cost model in traditional MDP theory [23].
scenarios [24]. Moreover, a reasonable power control will try to avoid energy overflow to maximize the energy efficiency of the network. Thus, we do not consider the constraint of finite buffer size in this paper. In each slot \( \tau \), node \( k \) harvests \( e_{k\tau} \) units of energy (normalized by slot length so that we can use energy and power interchangeably) and put the energy into energy buffer. We assume that the harvested energy in current slot can be used either in current slot or in future slots. On the contrary, since the energy harvested in future slots cannot be used in the current slot, the transmit power of each user must obey the following energy causality constraint:

\[
\sum_{i=1}^{\tau} p_{ki} \leq \sum_{i=1}^{\tau} e_{ki}, \quad k = 1, 2, \quad \tau = 1, \ldots, T. \quad (1)
\]

### B. Rate-Distortion Model

Under the squared-error measure \( d(x, \hat{x}) = (x - \hat{x})^2 \), the rate-distortion region \( R(D_1, D_2) \) of two zero-mean, unit variance correlated Gaussian sources is the intersection of the following three regions [19, Chap. 12, Theorem 3]:

\[
R_1(D_1) = \left\{ (r_1, r_2) : r_1 \geq R \left( \frac{\bar{\eta} + \eta^2 - 2r_2}{D_1} \right) \right\}, \quad (2)
\]

\[
R_2(D_2) = \left\{ (r_1, r_2) : r_2 \geq R \left( \frac{\bar{\eta} + \eta^2 - 2r_1}{D_2} \right) \right\}, \quad (3)
\]

\[
R_{12}(D_1, D_2) = \left\{ (r_1, r_2) : r_1 + r_2 \geq R \left( \frac{\bar{\eta} \phi(D_1, D_2)}{2D_1D_2} \right) \right\}, \quad (4)
\]

where \( \bar{\eta} = 1 - \eta_1, \phi(D_1, D_2) = 1 + \sqrt{1 + 4\eta_1D_1D_2/\bar{\eta}^2} \) and \( R(x) = \frac{1}{2} \log_2 x \). This rate-distortion region follows the Berger–Tung inner bound [19, Chap. 12, Theorem 1]. Note that (2) and (3) present the rate-distortion trade-off of source 1 and source 2, respectively, and (4) indicates the joint constraint on the two sources. In addition, since two sources are correlated with each other, the achievable distortion of either source is closely related with both \( r_1 \) and \( r_2 \).

Since both the transmit power of nodes and the capacity of node-receiver channels are limited, the coding rate \( r_{k\tau} \) must satisfy

\[
r_{k\tau} \leq c_{k\tau}, \quad k = 1, 2, \quad \tau = 1, \ldots, T. \quad (5)
\]

For a given coding rate pair \( [r_1, r_2] \), by solving \( D_{1\tau} \) and \( D_{2\tau} \) from the rate-distortion region (2)–(4), one can show that the achievable distortion pair satisfies

\[
D_{1\tau} \geq (\bar{\eta} + \eta^2 - 2r_{2\tau})^{-1} \leq d_{1\tau}^{\text{min}}, \quad (6)
\]

\[
D_{2\tau} \geq (\bar{\eta} + \eta^2 - 2r_{1\tau})^{-1} \leq d_{2\tau}^{\text{min}}, \quad (7)
\]

\[
D_{1\tau} + D_{2\tau} \geq (\bar{\eta} + \eta^2 - 2r_{1\tau} + r_{2\tau})^{-1} \leq d_{12\tau}^{\text{min}}, \quad (8)
\]

Since \( r_{1\tau} \) and \( r_{2\tau} \) are non-negative, we also have

\[
D_{1\tau} \leq \bar{\eta} + \eta^2 - 2r_{2\tau} \leq D_{1\tau}^{\text{max}}, \quad (9)
\]

\[
D_{2\tau} \leq \bar{\eta} + \eta^2 - 2r_{1\tau} \leq D_{2\tau}^{\text{max}}. \quad (10)
\]

From constraints (6)–(10), we know that all achievable distortion pairs must appear in the shaded area of Fig. 2.

Let \( w_1 \) and \( w_2 \) be two positive weighting coefficients satisfying \( w_1 + w_2 = 1 \). Without loss of generality, we assume that \( w_1 < w_2 \). For a given a coding rate \( r = [r_1, r_2] \), we define the minimum weighted-sum distortion as

\[
D(r) = \min_{[D_1, D_2] \in R(D_1, D_2)} (w_1 D_1 + w_2 D_2). \quad (11)
\]

First, the weighting coefficients \( w_1 \) and \( w_2 \) implies the priority of how much the distortion of each node contributes to the system performance. Also, it can be seen from in Fig. 2 that for any given weighting coefficient pair \( [w_1, w_2] \), the minimum weighted-sum-distortion \( D(r) \) occurs at some point on both the line \( w_1 D_1 + w_2 D_2 = c_0 \) and the distortion region boundary, where \( c_0 \) is a certain constant. Thus, by adjusting \( [w_1, w_2] \) and solving the corresponding minimum weighted-sum-distortion, we can obtain a full characterization of the achievable distortion region, as well as a systematic evaluation of the validity and the reliability of the recovered samples. Since the rate \( r = [r_1, r_2] \) is a function of the transmit power \( p = [p_1, p_2] \), we also denote the minimum weighted-sum distortion as \( D(p) \) in some cases, e.g., in Section IV.

In this paper, we aim at minimizing the weighted-sum distortion by scheduling the harvested energy. In particular, the following proposition characterizes the minimum weighted-sum-distortion \( D(r) \) explicitly.

**Proposition 1:** \( D(r) \) is convex in coding rate \( r = [r_1, r_2] \).

Moreover, \( D(r) \) is given by

\[
D(r) = \begin{cases} 
2 \sqrt{w_1 w_2 d_{12}^{\text{min}}} & \text{if } r_2 \geq g(r_1), \\
w_1 d_{1\tau}^{\text{min}} + w_2 d_{2\tau}^{\text{min}} & \text{if } r_2 < g(r_1),
\end{cases} \quad (12)
\]

where \( g(r) = \frac{1}{2} \log_2 \left( \frac{w_1}{w_2} \frac{w_1^2 d_{1\tau}^{\text{min}}}{w_2 (p_2 - r_2)^2} - \frac{w_1^2 p_2^{-2}}{w_1 p_2^{-2} - r_2^{-2}} \right) \).

**Proof:** See Appendix A.

Since \( D(r) \) is convex, the offline distortion minimization problem can be solved using standard optimization techniques. We will discuss more on this in Section III.

### C. Problem Formulation

In this paper, we consider both offline and online power allocation schemes to minimize the weighted-sum distortion. In
the offline case, we assume that the energy harvesting process is known non-causally at the two nodes. Thus, the weighted-sum distortion over a certain period can be minimized and the optimal power control can be obtained before the real transmission, by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{\tau=1}^{T} (w_1 D_{1\tau} + w_2 D_{2\tau}) \\
\text{subject to} & \quad \text{Eq. (1), (5) - (10),} \\
& \quad p_{k\tau} \geq 0, \quad k = 1, 2, \quad \tau = 1, \ldots, T.
\end{align*}
\]

(P1) For the online power control, the sensor nodes are unaware of the energy harvesting process. Nevertheless, we assume that the distribution of the energy harvesting process is known to the nodes and thus the nodes can adjust their transmit power based on their causal energy status.

Let \( q = \{\rho_1, \ldots, \rho_T\} \) be the power control policy that maps the energy state (remaining energy of nodes) of the system to the transmit power of each node. Then we minimize the expectation of the weighted-sum distortion by solving the following problem:

\[
\begin{align*}
\text{minimize} & \quad \lim_{T \to \infty} \mathbb{E} \left( \frac{1}{T} \sum_{\tau=1}^{T} (w_1 D_{1\tau} + w_2 D_{2\tau}) \right) \\
\text{subject to} & \quad \text{Eq. (1), (5) - (10),} \\
& \quad p_{k\tau} \geq 0, \quad k = 1, 2, \quad \tau = 1, \ldots, T.
\end{align*}
\]

(P2)

III. Offline Power Control

When the energy harvesting process is known non-causally, we can solve (P1) using KKT conditions [26]. Further, we show that the optimal offline power control can be explained as a generalized water-filling problem.

A. Standard Formulation

To utilize the channels efficiently, we assume \( r_{k\tau} = c_{k\tau} \) in each slot for each node. Using variable substitution \( p_{k\tau} = k^{-1}(2^{r_{k\tau}} - 1) \) and after some manipulations, the optimization problem (P1) can be expressed in the standard convex optimization form as

\[
\begin{align*}
\text{minimize} & \quad \sum_{\tau=1}^{T} (w_1 D_{1\tau} + w_2 D_{2\tau}) \\
\text{subject to} & \quad -D_{1\tau} + (\bar{\eta} + \bar{\eta}^2 - 2^{2r_{1\tau}}) 2^{-2r_{1\tau}} \leq 0, \\ & \quad -D_{2\tau} + (\bar{\eta} + \bar{\eta}^2 - 2^{2r_{2\tau}}) 2^{-2r_{2\tau}} \leq 0, \\ & \quad -\log_2 D_{1\tau} - \log_2 D_{2\tau} - 2(r_{1\tau} + r_{2\tau}) \leq 0, \\ & \quad (D_{1\tau} - \bar{\eta})2^{2r_{2\tau}} - \bar{\eta} \leq 0, \\ & \quad (D_{2\tau} - \bar{\eta})2^{2r_{1\tau}} - \bar{\eta} \leq 0, \\ & \quad \sum_{i=1}^{T} \frac{1}{h_k} (2^{2r_{k\tau}} - 1) - \sum_{i=1}^{T} \varepsilon_{k\tau} \leq 0; \\ & \quad -r_{k\tau} \leq 0, \quad \forall \ k = 1, 2, \quad \tau = 1, \ldots, T.
\end{align*}
\]

(P3)

The constraints (13)-(19) of (P3) are all convex. Thus, (P3) is a convex optimization problem and can be solved using KKT conditions [26]. The corresponding Lagrangian function is given by

\[
\mathcal{L} = \sum_{\tau=1}^{T} \left( w_1 D_{1\tau} + w_2 D_{2\tau} \right)
\]

\[
+ \lambda_{1\tau} (-D_{1\tau} + (\bar{\eta} + \bar{\eta}^2 - 2^{2r_{1\tau}}) 2^{-2r_{1\tau}}) \leq 0,
\]

\[
+ \lambda_{2\tau} (-D_{2\tau} + (\bar{\eta} + \bar{\eta}^2 - 2^{2r_{2\tau}}) 2^{-2r_{2\tau}}) \leq 0,
\]

\[
+ \lambda_{3\tau} (-\log_2 D_{1\tau} - \log_2 D_{2\tau} - 2(r_{1\tau} + r_{2\tau})) \leq 0,
\]

\[
+ \lambda_{4\tau} ((D_{1\tau} - \bar{\eta})2^{2r_{2\tau}} - \bar{\eta}) \leq 0,
\]

\[
+ \lambda_{5\tau} ((D_{2\tau} - \bar{\eta})2^{2r_{1\tau}} - \bar{\eta}) \leq 0,
\]

\[
+ \mu_{1\tau} \sum_{i=1}^{T} \frac{1}{h_k} (2^{2r_{k\tau}} - 1) - \mu_{2\tau} \sum_{i=1}^{T} \frac{1}{\bar{\nu}_i} (2^{2r_{k\tau}} - 1) - \theta_{1\tau} r_{1\tau} - \theta_{2\tau} r_{2\tau},
\]

where \( \lambda_{1\tau}, \mu_{1\tau}, \) and \( \theta_{k\tau} (i = 1, 2, \ldots, 5, k = 1, 2) \) are non-negative Lagrange multipliers associated with constraints (13)-(19), respectively.

Next, we investigate the property of the multipliers to simplify the optimization problem.

**Proposition 2:** \( \lambda_{1\tau} = 0, \lambda_{4\tau} = 0, \lambda_{5\tau} = 0, \) and \( \lambda_{3\tau} > 0 \)

for \( \tau = 1, \ldots, T. \)

**Proof:** See Appendix B-A.

The following proposition specifies \( \lambda_{2\tau}. \)

**Proposition 3:** \( \lambda_{2\tau} = 0 \) if \( r_{2\tau} \geq g(r_{1\tau}) \), and \( \lambda_{2\tau} > 0 \) if \( r_{2\tau} < g(r_{1\tau}) \), where \( g(r) = -\frac{1}{2} \log_2 \frac{w_1 \bar{\eta}^2 - 2^{2r}}{w_1 \bar{\eta}^2 - 2^{2r_{1\tau}}} - \frac{w_1 \bar{\eta}^2 - 2^{2r_{1\tau}}}{w_1 \bar{\eta}^2 - 2^{2r}}. \)

**Proof:** See Appendix B-B.

In the sequel, we denote \( x = 2^{-2r_{1\tau}} \) and \( y = 2^{-2r_{2\tau}} \) for simplicity. We also define

\[
\nu_{k\tau} = \frac{1}{\sum_{i=1}^{T} \mu_{k\tau}}, \quad k = 1, 2, \quad \tau = 1, \ldots, T,
\]

as the water level associated with transmit power of node \( k. \)

B. Structure of Optimal Policy

From our discussion so far, we have the following observations on the structure of the optimal power allocation.

**Theorem 1:** For the optimal offline power allocation, following conditions should be satisfied:

1) the energy buffer of node \( k \) should be depleted if node \( k \) harvests more energy on average in future slots;
2) transmit power \( p_{k\tau} \) should be increased after the slots in which the energy buffer of node \( k \) is depleted;
3) transmit power \( p_{k\tau} \) should be decreased after the slots in which the energy buffer of the other node \( \bar{k} \) is depleted.

**Proof:** See Appendix C.

Theorem 1 presents the rule of the optimal power control in the offline case, which is obtained from the causality constraint of energy arrivals and the interplay between the two nodes. In the traditional power allocations under average power constraint, water level is the inverse of the first order derivative of the objective function and the system performance would be
optimal if the water level is even throughout the transmission. To be specific, under the optimal power allocation, allocating some small amount of additional power in whatever way leads to the same performance improvement, i.e., the marginal performance gain is even [4], [28]. Whereas, in the energy harvesting scenario, the harvested energy can never flow from future to the past so that the water level cannot be made even throughout the transmission. Therefore, when the energy harvested by a node is larger than the previous period, we can only increase the transmit power of following period, not spare some energy for the previous period. Note that this also increases the water level of the following period. Therefore, the water level of each node is piecewise constant and monotonically increasing.

Moreover, during a period when the water level of node \( k \) is constant and the transmit power of the other node \( k \) is increased, the weighted-sum distortion tends to be smaller and the water level of both nodes of the following slot becomes larger. It should be noted, however, that the best performance is achieved when the water-level is even throughout this period. Thus, we should use smaller transmit power in the following slots and increase the transmit power of previous slots, so that the water level could be even during this period.

Example 1: Consider the special case of \( \eta = 1 \) and the two sources are perfectly correlated, namely, transmitting the same source using two energy harvesting nodes. In this case, the rate-distortion region (6)–(8) is degraded to

\[
D_{1\tau} \geq 2^{-2(r_{1\tau} + r_{2\tau})},
\]

\[
D_{2\tau} \geq 2^{-2(r_{1\tau} + r_{2\tau})}.
\]

It is clear that the minimum weighted-sum distortion is obtained when \( D_1 = D_2 = 2^{-2(r_{1\tau} + r_{2\tau})} \). Therefore, the optimal power control can be obtained by solving the following problem:

\[
\text{minimize}_{P_{k\tau}} \sum_{\tau=1}^{T} 2^{-2(r_{1\tau} + r_{2\tau})}
\]

\[(P_3') \text{ subject to } \sum_{\tau=1}^{T} \frac{1}{k} (2^{2r_{k\tau}} - 1) - \sum_{\tau=1}^{T} e_{k\tau} \leq 0;\]

\[-r_{k\tau} \leq 0, \forall k = 1, 2, \tau = 1, \cdots, T.\]

By defining corresponding Lagrangian and set the derivatives with respect to \( r_{1\tau} \) and \( r_{2\tau} \) to zero, we have

\[
p_{1\tau} = \frac{1}{h_1} \left[ \left( \frac{h_1^2 \nu_{1\tau}^2}{h_2^2 \nu_{2\tau}^2} \right)^{\frac{1}{\nu_{k\tau}}} - 1 \right]^{\frac{1}{\nu_{k\tau}}},\]

\[
p_{2\tau} = \frac{1}{h_2} \left[ \left( \frac{h_2^2 \nu_{2\tau}^2}{h_1^2 \nu_{1\tau}^2} \right)^{\frac{1}{\nu_{k\tau}}} - 1 \right]^{\frac{1}{\nu_{k\tau}}},\]

where \( \nu_{k\tau} = \frac{1}{\sum e_{i\tau} \nu_{k\tau}} \) is the water level (see (21)), \( [x]^+ = x \) if \( x > 0 \) and \( [x]^+ = 0 \) otherwise.

It is clear that \( p_{1\tau} \) is increasing with \( \nu_{1\tau} \) and decreasing with \( \nu_{2\tau} \). Since \( \nu_{1\tau} \) is increasing with time and changes only when the energy buffer of node 1 is depleted, we know \( p_{1\tau} \) should be increased when its own energy buffer is depleted and should be decreased when the energy buffer of node 2 is depleted, as shown in Fig. 3. Similar conclusion can be drawn for the transmit power of node 2, which validates our result in Theorem 1. Moreover, this example implies that the correlation between two sources does not change the structure of the optimal power control, even in the extreme cases such as \( \eta = 1 \) and \( \eta = 0 \).

C. Iterative Solution

In this subsection, we present a power allocation algorithm to find the optimal policy efficiently, as shown in Table 1.

First, we set the transmit power of node 2 to zero, i.e., \( p_{2\tau}^0 = 0 \) for \( 1 \leq \tau \leq T \) and consider a single node distortion minimization for node 1. In this case, we have \( D_1 = 2^{-2r_{1\tau}} \) and \( D_2 = \eta^2 2^{-2r_{1\tau}} \). Recalling that \( r_{1\tau} = \frac{1}{2} \log_2 (1 + h_1 p_{1\tau}) \), (P3) can be convert to:

\[
\text{minimize}_{P_{1\tau}} \sum_{\tau=1}^{T} \frac{w_1 + w_2 \eta^2}{1 + h_1 p_{1\tau}^0 + w_2 \eta}
\]

\[(P_4) \text{ subject to } \sum_{\tau=1}^{T} p_{1\tau} \leq \sum_{\tau=1}^{T} e_{1\tau},\]

\[-p_{1\tau} \geq 0, \quad k = 1, 2, \tau = 1, \cdots, T.\]

Since this is a convex problem with causal energy constraint, its solution can be obtained using directional water-filling [3]. In essence, this strategy tries to allocate energy as even as possible throughout the transmission. To be specific, the strategy divides the period of transmission into \( K \) bands, where the \( j \)-th band starts from slot \( L_j + 1 \) and ends with slot \( L_j + 1 \), i.e., \( L_j + 1 \leq \tau \leq L_j + 1, j = 1, \cdots, K \). We denote \( e(0) = 0, e(\tau) = \sum_{i=1}^{\tau} e_{1i}, L_0 = 0, \) and \( L_K = T \). Then the remaining \( L_j \) is determined by

\[
L_j = \arg \min_{L_j \leq \tau \leq L_K} \frac{e(\tau) - e(L_j)}{\tau - L_j - 1}, \quad \text{for } 1 \leq j \leq K - 1.
\]

In each band, the transmit power is the same for each slot,

\[
p_{1\tau} = \frac{e(L_j) - e(L_j - 1)}{L_j - L_j - 1}, \quad L_j - 1 \leq \tau \leq L_j.
\]
Using \( \{p_{l_1}^1\} \) as the initial power allocation, \((P_3)\) can be solved iteratively (see Table 1). To be specific, in the \(l\)-th iteration, we solve the optimal \( \{p_{l+1}^2\} \) based on previous output \( \{p_{l_1}^{(l-1)}\} \), and then solve \( \{p_{l+1}^1\} \) based on \( \{p_{l+1}^2\} \).

If we differentiate Lagrangian (20) with respect to \(r_{k\tau}\) and set it to zero, we have

\[
\begin{align*}
    h_1z & \left( \lambda_{2\tau \eta} \eta x_y + \lambda_{3\tau \eta} \eta y + \lambda_{3\tau \eta} \frac{x y}{\eta} + \lambda_{3\tau \eta} \frac{y}{\eta} \right) \leq \frac{1}{\nu_{1\tau}}, \\
    h_2y & \left( \lambda_{2\tau \eta} \eta y + \lambda_{3\tau \eta} \eta y + \lambda_{3\tau \eta} \frac{x y}{\eta} + \lambda_{3\tau \eta} \frac{y}{\eta} \right) \leq \frac{1}{\nu_{2\tau}}.
\end{align*}
\]

Define two generalized water levels [4], [28] \( \zeta_{1\tau}(p_{1\tau}) \) and \( \zeta_{2\tau}(p_{2\tau}) \) as the inverse of the left-hand side of (24) and (25), respectively, and thus the two KKT conditions can be rewritten as

\[
\begin{align*}
    \zeta_{1\tau}(p_{1\tau}) & \geq \nu_{1\tau}, \\
    \zeta_{2\tau}(p_{2\tau}) & \geq \nu_{2\tau},
\end{align*}
\]

for \( \tau = 1, \cdots, T \).

Based on \( \{p_{l_1}^{(l-1)}\} \), the optimal power allocation for node 2 can be solved using the generalized backward-water-filling process. We first pour the harvested energy \( e_{2T} \) into the \( T \)-th slot. Hence, the transmit power would be \( p_{2T}^1 = e_{2T} \) and the water level \( \zeta_{2T^1}(e_{2T}) \) can be calculated based on \( p_{2T}^1 \) and \( p_{1T}^{(l-1)} \). Next, we fill \( e_{2T-1} \) over the \( (T-1) \)-th slot until the harvested energy \( e_{l_1-1} \) is depleted or until the water level reaches \( \zeta_{2T^1}(e_{2T}) \). When the former case happens, \( p_{2T}^1 \) remains unchanged and \( p_{l_2(T-1)} \) can be calculated directly. If the latter case happens, the remaining energy will be evenly filled over slots \([T-1, T]\). Afterwards, the transmit power \( p_{2(T-1)}^{l_2} \) can be calculated and transmit power \( p_{2T}^2 \) would be updated. In addition, the water levels of the two slots can also be updated accordingly. By repeating this process until the energy harvested in the first slot is filled, the optimal \( \{p_{l_2}^2\} \) can be obtained.

Likewise, the optimal \( \{p_{l_1}^1\} \) can be obtained based on \( \{p_{l_2}^2\} \). By repeating this process until the difference between the outputs of two adjacent iterations is negligible, i.e., the predefined threshold is reached, we will finally obtain the optimal power allocation for both nodes.

### IV. ONLINE POWER ALLOCATION

For the online case, only the distribution of the energy arrivals is known a priori, and thus the nodes cannot optimize the whole transmission process in advance. In order to minimize the weighted-sum distortion, each node needs to adjust its transmit power based on the energy status of the system in real-time. Due to the stochastic nature of the energy harvesting process, the transmit power and the remaining energy of each node will also be random. In this section, we investigate this causal case and analyze the expected weighted-sum distortion.

#### A. Problem Formulation

In this section, we normalize the harvested energy \( e_{k\tau} \) and the transmit power \( p_k \) using a constant \( \delta \) and consider a set of discrete \( e_{k\tau} \) and \( p_k \), i.e., \( e_{k\tau} \in \mathbb{Z}_{++} \) and \( p_k \in \mathbb{Z}_{+} \). It is clear that the quantized energy and power approach their original values when \( \delta \) goes to zero. The normalized capacities of energy buffers are denoted as \( L_1 \) and \( L_2 \), respectively. We say the system is in energy state \( s \) if the remaining energy in the two buffers is \( i = \lceil \frac{s}{L_1} \rceil \) and \( j = s \mod L_2 \) and \( L_1 \mod L_2 = 0 \), respectively, where \( \mathbb{I}_A \) is the indicator function (1 if \( A \) is true and 0 otherwise). By denoting \( L = L_1 \times L_2 \), the energy state space would be \( \Omega = \{1, \cdots, L\} \).

**Definition 1:** An online power control function \( \rho \) is a mapping from the energy state space \( \Omega \) to \( \mathbb{Z}^{2+} \). Give an energy state \( s \), \( \rho(s) \) can be interpreted as the corresponding transmit power of node \( k \), i.e., \( p_1 = [\rho(s)]_1 \), \( p_2 = [\rho(s)]_2 \).

Note that the a power control function \( \rho \) is feasible only if the resulting transmit powers are positive integers and satisfy the energy constraint specified by energy state \( s \). We denote the set of all feasible power control functions as

\[
\mathcal{F}_\rho = \{\rho|1 \leq \rho_1(s) \leq i, 1 \leq \rho_2(s) \leq j, \rho_1(s) \in \mathbb{Z}_{++}, \rho_2(s) \in \mathbb{Z}_{++}, \forall s \in \Omega\}.
\]

Let \( \rho_{\tau} \) be the control function for the \( \tau \)-th slot. The sequence \( \vartheta = \{\rho_1, \rho_2, \cdots\} \) of control functions is referred to as a power control policy. If the control function is the same for all slots, we call the policy a stationary power control policy. In addition, we denote \( \vartheta_{\tau} = \{\rho_{\tau}, \rho_{\tau+1}, \cdots\} \) for \( \tau \geq 2 \) as a power control policy starting from slot \( \tau \).

Let \( S_{\tau} \in \Omega \) be the random energy state in slot \( \tau \). Given \( S_{\tau} = s \), we denote the corresponding minimum weighted-sum distortion under control function \( \rho_{\tau} \) as \( d_{\rho_{\tau}}(s) \). That is,

\[
d_{\rho_{\tau}}(s) = D(\rho_{\tau}\vartheta_{\tau} D(\rho_{\tau}\vartheta_{\tau})),
\]

where \( D(\rho) \) is defined in (11) and \( \rho = [p_1, p_2, \cdots] = ([\rho_1(s)], [\rho_2(s)]) \) is the transmit power of the two nodes under control function \( \rho \). In addition, we denote \( d_{\rho_{\tau}} = [d_{\rho_{\tau}}(1), \cdots, d_{\rho_{\tau}}(L)]^T \) as the distortion vector under \( \rho_{\tau} \).

Given the distribution of \( e_{1\tau} \) and \( e_{2\tau} \), and the power control function \( \rho_{\tau} \), we denote the transfer probability from state \( s \)
to state $t$ as $q_{st} = \Pr\{i \rightarrow i'\} \Pr\{j \rightarrow j'\}$, where $i' = [\frac{i+1}{L}]$ and $j' = t$ (mod $L$) + $L_2I_{d}$ (mod $L_2$). We denote the corresponding probability transfer matrix as $P_{\rho_t}$.

In this section, we investigate the online power control policy that minimizes the expected weighted-sum distortion in (P2). Since the objective of (P2) is not tractable due to the complexity of the distortion region, we shall propose a cost function $v_\rho(s)$ to characterize the distortion in the next subsection. As will be shown in Theorem 2, the expectation of $v_\rho(s)$ equals the expected weighted-sum distortion. Therefore, the cost function $v_\rho(s)$ is a reasonable metric for the system distortion for the online case. Furthermore, since the cost function is defined as the weighted sum of current cost and expected future cost, one can expect that (P2) may be solved by some stationary and convergent iterative process.

### B. Cost Function

Given the initial energy state $S_0 = s$, we define $v_\rho(s)$ as the cost associated with energy state $s$ and policy $\rho$.

**Definition 2:** The cost $v_\rho(s)$ is a mapping from energy state space $\Omega$ to $Z_{++}$. To be specific, $v_\rho(s)$ is the weighted sum of current distortion and the expectation of future distortion,

$$v_\rho(s) = \tilde{\alpha}d_{\rho_1}(s) + \alpha E(v_{\rho_2}(t)), \quad (27)$$

where $0 < \alpha < 1$ is a weighting coefficient, $\tilde{\alpha} = 1 - \alpha$, and

$$E(v_{\rho_2}(t)) = \sum_{t=1}^{L} q_{st}v_{\rho_2}(t) \quad (28)$$

is the expectation of future cost. In addition, $E(\cdot)$ is the expectation operator with respect to the randomness of energy harvesting process.

For a feasible power control policy $\rho$, since the resulting transmit power $p_\tau$ is positive, the corresponding distortion $D(p_\tau)$ would be finite. Thus, the cost $v_\rho(S_\tau)$ is also finite for each slot. Since the distribution of energy harvesting process is known to each node, the transfer probability $q_{st}$ from an energy state $s$ to another energy state $t$ can be readily calculated. However, the cost function $v_\rho(s)$ given by (27) still cannot be calculated directly since the average future cost $E(v_{\rho_2}(t))$ is unknown. Nevertheless, we will establish a tractable analytic framework based on cost function and develop an iterative algorithm (see Table 2) using current cost only. To be specific, by using current cost as an estimation of expected future cost, the optimal power control function for current cost can be determined (see (32)). Using this power control function, current cost will be updated according to (32). By repeating the process of solving for the power control function and then applying the power control function iteratively, the current cost will eventually converge to the minimum system cost and the corresponding power control function would minimize the expected weighted-sum-distortion of the system.

We denote $v_\rho = [v_\rho(1), \cdots, v_\rho(L)]^T$ as the cost vector. It can be seen that $v_\rho$ can be expressed in the following matrix form:

$$v_\rho = \tilde{\alpha}d_{\rho_1} + \alpha E(v_{\rho_2}) = \tilde{\alpha}d_{\rho_1} + \alpha \sum_{t=1}^{L} q_{st}v_{\rho_2}(t) \quad (29)$$

where $\mathbf{P}_\rho$ is a unit matrix.

On one hand, if $\alpha$ is very small, we have $v_\rho \approx d_{\rho_1}$. In this case, the cost function focuses on current distortion and hence is minimized by the greedy power allocation policy. On the other hand, if $\alpha$ approaches unity, the cost function reduces to the expectation of future distortion, which is equal to the expected weighted-sum distortion associated with initial state vector $s_0 = [1, 2, \cdots, L]$.

Also, note that the proposed cost function is different from the discounted cost model (without the item weighted by $\tilde{\alpha}$) in the MDP theory in that the expected cost is equal to the expected weighted-sum distortion. The proposed cost function is also different from the average cost without discounting of the MDP theory, which is much more difficult to deal with [23].

**Theorem 2:** In a period of $T$ slots, for any power control policy $\rho = \{\rho_1, \rho_2, \cdots, \rho_T\}$, we have

$$E\left(\frac{1}{T} \sum_{\tau=1}^{T} v_{\rho_\tau}(S_\tau)\right) = E\left(\frac{1}{T} \sum_{\tau=1}^{T} d_{\rho_\tau}(S_\tau)\right).$$

**Proof:** See Appendix D

Note that $d_{\rho_\tau}(S_\tau)$ equals the weighted-sum distortion in the $\tau$-th slot (see (26)). Thus, we can solve (P2) by dealing with the expected cost instead.

### C. Minimum Expected Cost

In this subsection, we solve the expected cost minimization problem and show that the optimal power control can be obtained by iteratively applying some simple function to an arbitrary non-zero initial cost vector.

We denote the minimum cost vector as

$$v^* = \inf_{\rho} v_\rho.$$  

That is to say, starting from an initial energy state $s$, $v^*(s)$ is the smallest cost among all achievable costs.

A policy $\rho^*$ is said to be $\alpha$-optimal if

$$v_{\rho^*} = v^*.$$  

That is, the cost under policy $\rho^*$ is the minimum cost $v^*$.

For an $L$ dimensional vector $v$, we define a mapping from $\mathbb{R}^L_{++}$ to $\mathbb{R}^L_{++}$:

$$T(v) = \min_{\rho} \left\{ \tilde{\alpha}d_{\rho} + \alpha \mathbf{P}_\rho v \right\} \quad (31)$$

where the minimization is performed for each element of $v$. That is, $T(v)(s)$ maps the $s$-th element $v(s)$ to

$$T(v)(s) = \min_{\rho} \left\{ \tilde{\alpha}d_{\rho}(s) + \alpha \sum_{t=1}^{L} q_{st}v(t) \right\}. \quad (32)$$

Particularly, the mapping $T(v)$ has the following property.

**Theorem 3:** $T(v)$ is a contraction mapping under the maximum norm $\| \cdot \|_\infty$. That is, for any $u \in \mathbb{R}^L_{++}$ and $v \in \mathbb{R}^L_{++}$, we have

$$\|T(u) - T(v)\|_\infty \leq \beta\|u - v\|_\infty$$

for some constant $0 < \beta < 1$.

**Proof:** See Appendix E.
Moreover, the convergence of applying a contraction mapping iteratively is guaranteed by the following theorem [27].

**Theorem 4:** (Banach’s Fixed Point Theorem) Let \((X, d)\) be a non-empty complete metric space with a contraction mapping \(T : X \rightarrow X\). Then \(T\) admits a unique fixed-point \(x^*\) in \(X\) (i.e. \(T(x^*) = x^*\)). Furthermore, \(x^*\) can be found as follows: start with an arbitrary element \(x_0 \in X\) and define a sequence \(x_n\) by \(x_n = T(x_{n-1})\), then \(x_n \rightarrow x^*\).

Based on our previous analysis and Banach’s fixed point theorem, we have the following theorem on the minimum cost vector \(v^*\).

**Theorem 5:** For the minimum cost vector \(v^*\), following properties hold true:

1. \(v^*\) is the fixed point of mapping \(T(v)\), i.e., \(T(v^*) = v^*\);
2. for any positive \(v_0 \in \mathbb{R}_{+}^{L}\), \(\lim_{T \rightarrow \infty} T^T(v_0) = v^*\).

**Proof:** See Appendix F.

Therefore, the minimum cost vector \(v^*\) can be obtained by simply applying \(T(v)\) to an arbitrary positive initial vector \(v_0\) iteratively. This also means that the \(\alpha\)-optimal power control policy can be chosen as a stationary policy \(\varrho^* = \{\rho^*, \rho^*, \ldots\}\), where \(\rho\) is solved from \(T_\rho^*(v^*) = v^*\) (see (31)). The algorithm is summarized in Table 2.

By using the algorithm in Table 2, we can find the optimal online power control without directly calculating either the information theoretic distortion or the cost function (see (27)). Instead, we start from an arbitrary non-negative initial cost vector and solve the optimal power control function for the current cost, and then simply repeat this operation until the output cost of two adjacent iterations is negligible. According to Theorem 5, the obtained power control function will minimize the expected cost, which is equal to the expected weighted distortion. By measuring its own remaining energy and inquiring the remaining energy of the other node in each slot, each node can determine its transmit power in real-time. Also, we note that the proposed cost function based approach can also be applied to the online scheduling for other networks.

After \(\rho^*\) has been obtained, one can calculate the corresponding probability transfer matrix \(P^*\) accordingly. Thus, the stationary distribution \(\pi^*\) of the energy states is [29]

\[
\pi^* = (1 - P^* + \Theta)^{-1},
\]

(33)

where \(1_{1 \times L}\) is a vector of ones and \(\Theta_{L \times L}\) is a matrix of ones.

For the stationary power control policy \(\varrho^*\), we have

\[
\mathbb{E} \left( \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{\tau=1}^{T} v_{\varrho^*}(S_{\tau}) \right) = \mathbb{E} (v_{\varrho^*}(S_T)) = \sum_{s=1}^{L} \pi^*_s v_{\varrho^*}(s).
\]

According to Theorem 2, we have

\[
\mathbb{E} \left( \frac{1}{T} \sum_{\tau=1}^{T} d_{\rho^*}(S_{\tau}) \right) = \mathbb{E} \left( \frac{1}{T} \sum_{\tau=1}^{T} d_{\rho^*}(S_{\tau}) \right),
\]

and hence

\[
\mathbb{E} \left( \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{\tau=1}^{T} d_{\rho^*}(S_{\tau}) \right) = \sum_{s=1}^{L} \pi^*_s v_{\varrho^*}(s),
\]

(34)

which would be the solution to the online power control problem \((P_2)\) according to Theorem 5.

V. NUMERICAL RESULTS

In our simulations, we assume that the correlation coefficient between the samples of the two nodes is \(\sqrt{\eta} = 0.8367\) (i.e., \(\eta = 0.7\)). The weighting coefficients for the distortions are \(w_1 = 0.3\) and \(w_2 = 0.7\). The channel gain between the two nodes and the fusion center are \(h_1 = 0.8\) and \(h_2 = 0.5\), respectively. For simplicity, we set the slot length to \(T_s = 1\) s and the system bandwidth to \(W = 1\) Hz.

A. Offline Power Control

For the offline power control, we consider \(T = 10\) slots of transmissions. Assuming that the harvested energy at node 1 and node 2 are both integer random variables drawn uniformly from \{1, 2, \ldots, 10\}, we consider the following realization of energy arrivals in Joule (J):

\[
\{e_{1T}\} = \{5, 6, 2, 4, 9, 2, 10, 8, 6, 7\},
\]

\[
\{e_{2T}\} = \{5, 10, 2, 9, 10, 9, 2, 4, 5, 9\}.
\]

The optimal power allocation \(\{p_{single-opt}^{k}\}\) for a single user, which are obtained by solving \((P_3)\), are presented in Fig. 4(a). We observe that the transmit power of each node is constant within each band and it increases when the band is changing. In particular, the energy buffer will be depleted in the last slot of each band, following by an increase in transmit power in the next band. It is worth noting that although more energy is harvested in the next band, the newly harvested energy cannot help the transmission in previous bands due to the causality constraint.

The optimal offline power allocation \(\{p_{iterative}^{k}\}\) for node 1 (the solid curve) and node 2 (the dashed curve), which are obtained by the iterative generalized backward-water-filling algorithm (see Table 1), are presented in Figure 4(b). The power allocation \(\{p_{iterative}^{k}\}\) is also plotted for reference (the dotted curves). From Fig. 4(b), we observe that during a period with constant \(p_{single-opt}^{k}\), \(p_{iterative}^{k}\) is decreasing and \(p_{iterative}^{k}\) is increasing. Intuitively, this result makes sense because in each slot where \(p_{iterative}^{k}\) needs to be decreased so that water level \(\zeta_{kt}\) can be constant in this period. Note that when \(p_{iterative}^{k}\) is constant, its influence to the other node \(\hat{k}\) does not change. Therefore, the power of

\[2\]This actually occurs when the energy buffer of node \(\hat{k}\) is emptied and \(v_{\varrho}^{k}\) is increased.
node $\hat{k}$ can be optimized as if it is in a single node system. These observations validates the results in Theorem 1. The optimal power allocations of the two nodes obtained by Matlab optimization solver are also shown by curves marked by circles and triangles, respectively. It can be seen that the results match well with the solution obtained by the iterative generalizedbackward-water-filling algorithm.

B. Online Power Control

For the online case, we set the weighting coefficient of the cost function (see (27)) to $\alpha = 0.99$ and the normalizing constant to $\delta = 1$. The sizes of the energy buffer of the two nodes are $L_1 = 30$ and $L_2 = 30$, respectively. Thus, we have $L = L_1 L_2 = 900$ and the energy state space is $\Omega = \{1, \ldots , 900\}$. We assume that for both nodes, the harvested energy in one slot is a uniformly distributed integer between one and $e_{k,\text{max}}$, where $e_{1,\text{max}} = 8$ and $e_{2,\text{max}} = 5$. We also assume that the energy harvesting processes of the two nodes are independent from each other.

For two energy states $s$ and $t$, we denote the corresponding remaining energy pair as $(i, j)$ and $(i', j')$, respectively. Under control function $\rho$ and starting from state $s$, we assume that the transmit power of the two nodes is $p_1$ and $p_2$, respectively. For the given energy states $s, t$ and transmit powers $p_1, p_2$, the uncertainty in transferring from state $s$ to state $t$ is due to the randomness of the energy harvesting process of the two nodes, which is independent from each other. Thus, the transfer probability would be $q_{st} = \Pr\{i \rightarrow i'\} \Pr\{j \rightarrow j'\}$. Note that $\Pr\{i \rightarrow i'\} = 0$ if $i' < i + 1 - p_1$ or $i' >
maximum harvested energy in a slot to energy buffers. We set the buffer size to $L$ in Fig. 6(d), our online policy largely outperforms the greedy policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30]. As observed further, the save-and-forward policy has been shown to be the performance limit achieving policy [30].

In this paper, we have studied the optimal offline and online power control policies to minimize the weighted-sum distortion in transmitting correlated sources under energy harvesting constraints. We have shown that, while the offline power control outperforms both the online power control and the greedy power control owing to the non-causal information about the energy harvesting process, our online power control performs very close to the offline power control by exploring the statistics of the energy harvesting process. In addition, our analytic framework of cost functions for the online power control can also be applied to other networks. We also have observed that when the correlation between the two sources becomes stronger, the sources would be more compressible and thus smaller distortion can be achieved. However, the structure of the optimal power control remains unchanged, even for extreme cases such as $\eta = 1$. Moreover, our results have validated the assumption that the energy buffer at each node is large enough so that the probability of energy overflow would be negligible. To be specific, under the optimal power control, the probability that the energy buffers have much remaining energy is zero for both offline and online cases. Nevertheless, investigating the power control and distortion performance for transmitting correlated sources using very small energy buffers (e.g., unit-sized battery [31]) is also a very interesting problem and will be considered in our future work.

VI. Conclusion

In this paper, we have studied the optimal offline and online power control policies to minimize the weighted-sum distortion in transmitting correlated sources under energy harvesting constraints. We have shown that, while the offline power control outperforms both the online power control and the greedy power control owing to the non-causal information about the energy harvesting process, our online power control performs very close to the offline power control by exploring the statistics of the energy harvesting process. In addition, our analytic framework of cost functions for the online power control can also be applied to other networks. We also have observed that when the correlation between the two sources becomes stronger, the sources would be more compressible and thus smaller distortion can be achieved. However, the structure of the optimal power control remains unchanged, even for extreme cases such as $\eta = 1$. Moreover, our results have validated the assumption that the energy buffer at each node is large enough so that the probability of energy overflow would be negligible. To be specific, under the optimal power control, the probability that the energy buffers have much remaining energy is zero for both offline and online cases. Nevertheless, investigating the power control and distortion performance for transmitting correlated sources using very small energy buffers (e.g., unit-sized battery [31]) is also a very interesting problem and will be considered in our future work.

APPENDIX A

PROOF OF PROPOSITION 1

Proof: From Fig. 2, it is clear that the minimum weighted-sum distortion $D(r)$ occurs at some point on curve segment CD or its two end points (C and D). Since it is assumed that $w_1 < w_2$, we are focused on curve MD and point D.

Since the coordinate of point D is $(\bar{\rho}_1 + \bar{\rho}_2, \bar{\rho}_1 \bar{\rho}_2)$ and curve segment MD is written as $D_2 = \min_{D_2} d_2$, the derivative at point D is given by

$$\frac{dD_2}{D_1} = \frac{\min_{D_2} d_2}{D_1} = -\frac{(\min_{D_2} d_2)^2}{d_{12}^2}.$$ 

Let $\kappa = -\frac{w_1}{w_2}$ be the slope of line $w_1D_1 + w_2D_2 = c_0$. If $\frac{dD_2}{D_1} > \kappa$, then the minimum of $D(r)$ occurs at point D, i.e.,

$$D_D(r) = w_1 \min_{D_2} d_2 + w_2 \min_{D_2} d_2.$$ 

By solving $\frac{dD_2}{D_1} > \kappa$, we have

$$r_2 < g(r_1) = \frac{-1}{2} \log_2 \left( \frac{w_1 \rho^2 - 2r_1}{w_2 (\bar{\rho} + \rho^2 - 2r_1)^2} - w_1 \rho^2 - 4r_1 \right).$$
If \( r_2 > g(r_1) \), the minimum of \( D(r) \) occurs at some point on curve segment MD, where the slope is exactly \( \kappa \). Solving \( D_1 \) from \( \frac{dD_1}{dr_1} = -\frac{w_1}{w_2} \), we have \( D_1 = \sqrt{\frac{w_1}{w_2}} \cdot d^{\min}_{12} \). Together with \( D_1 D_2 = d^{\min}_{12} \), we finally obtain \( D_2 = \sqrt{\frac{w_2}{w_1}} \cdot d^{\min}_{12} \) and \( D^{MD}(r) = 2 \sqrt{w_1 w_2 d^{\min}_{12}} \). Thus,

\[
D(r) = \begin{cases} 
D^{MD}(r) & \text{if } r_2 \geq g(r_1), \\
D^{D}(r) & \text{if } r_2 < g(r_1).
\end{cases}
\]

To prove the convexity of \( D(r) \), we first investigate the difference between \( D^D(r) \) and \( D^{MD}(r) \),

\[
D^D(r) - D^{MD}(r) = w_1 \frac{d^{\min}_{12}}{d^{\min}_{2}} + w_2 d^{\min}_{2} - 2 \sqrt{w_1 w_2 d^{\min}_{12}} = \left( \sqrt{\frac{w_1}{d^{\min}_{2}}} - \sqrt{w_2 d^{\min}_{2}} \right)^2 \geq 0,
\]

where the equality holds if \( r_2 = g(r_1) \).

This means that the surface of \( D^D(r) \) intersects the surface of \( D^{MD}(r) \) only on one curve. By evaluating their first and second order derivatives, one can show that both \( D^D(r) \) and \( D^{MD}(r) \) are decreasing and convex in \( r \). Therefore, the surface of \( D^D(r) \) is tangent with that of \( D^{MD}(r) \), which implies \( D(r) \) is also decreasing and convex in coding rate \( r \). Since \( r_k = \)
\[ \frac{1}{2} \log_2 (1 + h_k p_k) \] is concave in \( p_k \), we know that \( D(p) \) is convex in \( p \) [26].

### Appendix B

**Proof of Proposition 2 and 3**

**A. Proof of Proposition 2**

*Proof:* The complimentary slackness conditions associated with (P3) are as follows,

\[
\begin{align*}
\lambda_{1\tau} (-D_{1\tau} + (\bar{\eta} + \eta 2^{-2r_{1\tau}})2^{-2r_{1\tau}}) &= 0, \quad \text{(B.35)} \\
\lambda_{2\tau} (-D_{2\tau} + (\bar{\eta} + \eta 2^{-2r_{2\tau}})2^{-2r_{2\tau}}) &= 0, \quad \text{(B.36)} \\
\lambda_{3\tau} (-\log_2 D_{1\tau} - \log_2 D_{2\tau} - 2(r_{1\tau} + r_{2\tau}) + \log_2 (\bar{\eta} + \eta 2^{-2(r_{1\tau} + r_{2\tau})})) &= 0, \quad \text{(B.37)} \\
\lambda_{3\tau} ((D_{1\tau} - \bar{\eta} 2^{2r_{1\tau}} - \eta)2^{2r_{1\tau}} - \eta) &= 0, \quad \text{(B.38)} \\
\lambda_{3\tau} ((D_{2\tau} - \bar{\eta} 2^{2r_{2\tau}} - \eta)2^{2r_{2\tau}} - \eta) &= 0, \quad \text{(B.39)} \\
\mu_{k\tau} \sum_{i=1}^{T} \left( \frac{1}{h_k} (2^{2r_{ki}} - 1) - c_{ki} \right) &= 0; \quad \text{for } k = 1, 2, \tau = 1, \cdots, T. \quad \text{(B.40)}
\end{align*}
\]

Note that for any given coding rate pair \((r_{1\tau}, r_{2\tau})\), the minimum weighted-sum distortion \(D(r)\) occurs at some point on curve segment CD or the two end points (C or D). Since it is assumed \(w_1 < w_2\). we can focus on curve MD and point D. Therefore, constraint (13), (16), and (17) are never active, while constraint (15) is always active. Using this together with the complementary slackness conditions (B.35), (B.37)–(B.39), the proposition is proved.

**B. Proof of Proposition 3**

*Proof:* Following the same analysis in Appendix A, the minimum weighted-sum distortion occurs at point D if \( \frac{dD}{D^*} < -\frac{w_1}{w_2} \). In this case, constraint (14) is active, which implies \( \lambda_{3\tau} > 0 \). By solving \( r_{2\tau} \) from \( \frac{dD_{2\tau}}{D_{2\tau}} = -\frac{w_1}{w_2} \), we have

\[
r_{2\tau} < g(r_{1\tau}) = -\frac{1}{2} \log_2 \left( \frac{w_1 \bar{\eta} 2^{-2r_{1\tau}}}{\eta + \eta 2^{-2(r_{1\tau} + r_{2\tau})}} \right) = w_1 \bar{\eta} 2^{-2r_{1\tau}}. \]

On the other hand, if \( r_{2\tau} \geq g(r_{1\tau}) \) is true, the minimum sum distortion occurs at some point on curve segment MD, where the derivative is exactly \(-\frac{w_1}{w_2}\). Therefore, the constraint (14) is not active and we have \( \lambda_{3\tau} > 0 \). This completes the proof.

### Appendix C

**Proof of Theorem 1**

*Proof:* According to slackness condition (B.40), we know that \( \mu_{k\tau} > 0 \) holds if the energy buffer is emptied (i.e., \( \sum_{i=1}^{T} (p_{ki} - e_{ki}) = 0 \)) and \( \mu_{k\tau} = 0 \) otherwise. It can be readily seen that \( \nu_{k\tau} = 1/\sum_{i=1}^{T} \mu_{ki} \) is monotonically increasing with time \( \tau \) and does not change until the energy buffer is depleted. Also note that a node will not deplete its energy buffer unless it harvests more energy on average in the following slots than in previous slots (otherwise, some energy should be saved in the buffer for the following slots).

To prove the second part of the theorem, we present the first order derivative of the Lagrangian (20) as follows. In particular, we have \( \lambda_{1\tau} = 0, \lambda_{4\tau} = 0, \) and \( \lambda_{5\tau} = 0 \) for all \( k \) and \( \tau \) by Proposition 2–3.

\[
\frac{\partial L}{\partial D_{1\tau}} = w_1 - \frac{\lambda_{3\tau}}{D_{1\tau} \ln 2}, \quad \text{(C.42)}
\]
\[
\frac{\partial L}{\partial D_{2\tau}} = w_2 - \lambda_{2\tau} - \frac{\lambda_{3\tau}}{D_{2\tau} \ln 2}, \quad \text{(C.43)}
\]
\[
\frac{\partial L}{\partial r_{1\tau}} = -\lambda_{2\tau} \eta 2^{-2(r_{1\tau} + r_{2\tau})} - \lambda_{3\tau} \eta 2^{-2(r_{1\tau} + r_{2\tau})} = -\lambda_{3\tau} \ln 2 + \frac{2^{2r_{1\tau}}}{h_{1\nu_{1\tau}}} - \frac{\theta_{1\tau}}{2 \ln 2}, \quad \text{(C.44)}
\]
\[
\frac{\partial L}{\partial r_{2\tau}} = -\lambda_{2\tau} \eta 2^{-2r_{2\tau}} - \lambda_{2\tau} \eta 2^{-2(r_{1\tau} + r_{2\tau})} = -\lambda_{3\tau} \ln 2 + \frac{2^{2r_{2\tau}}}{h_{2\nu_{2\tau}}} - \frac{\theta_{2\tau}}{2 \ln 2}. \quad \text{(C.45)}
\]

We first consider the case of \( \lambda_{2\tau} = 0 \), i.e., the minimum distortion occurs on curve segment MD. In this case, the distortion of the nodes is given by \( D_1 = \frac{\sqrt{w_1} d_{\text{MD}}}{\lambda_{1\tau} \ln 2} \) and \( D_2 = \frac{\sqrt{w_2} d_{\text{MD}}}{\lambda_{1\tau} \ln 2} \), respectively. By setting the derivatives (C.42) to zero and solving for \( \lambda_{3\tau} \), we have \( \lambda_{3\tau} = \ln 2 (w_1 \eta + \eta 2^{x})/2 \eta y \). By setting the derivatives in (C.44) and (C.45) to be zero, we have

\[
\begin{align*}
F_{11}(x, y, \nu_{1\tau}, \nu_{2\tau}) &= \frac{\lambda_{3\tau} \eta 2^{x}}{\eta + \eta 2^{x}} + \frac{\lambda_{3\tau}}{h_{1\nu_{1\tau}}} + \frac{1}{h_{1\nu_{1\tau}}} \left( 1 + \frac{\nu_{1\tau}}{2 \ln 2} \right) - 0, \\
F_{12}(x, y, \nu_{1\tau}, \nu_{2\tau}) &= \frac{1}{h_{2\nu_{2\tau}}} y - \frac{1}{h_{1\nu_{1\tau}}} x + \frac{\nu_{1\tau}}{2 \ln 2} - 0.
\end{align*}
\]
Taking the derivative $F_{11}$ with respect to $x$ and $\nu_{1\tau}$, we have
\[
\frac{\partial F_{11}}{\partial x} = \ln 2 \sqrt{w_1w_2} 3\sqrt{3xy} + 3(\eta xy)\frac{\bar{\nu}}{2} + \eta x y \frac{\bar{\nu}}{2} \frac{\bar{\nu}}{x^2} + \frac{(\bar{\eta} + 2\eta xy)y}{2(\bar{\eta} + \eta xy)xy} + \frac{1}{h_1\nu_{1\tau} x^2} > 0,
\]
\[
\frac{\partial F_{11}}{\partial \nu_{1\tau}} = \frac{1}{h_1x^2\nu_{1\tau}^2} > 0.
\]
Hence,
\[
\frac{\partial x}{\partial \nu_{1\tau}} = -\frac{\partial F_{11}}{\partial x} < 0,
\]
which implies that $x$ is decreasing with $\nu_{1\tau}$.

Likewise, we have
\[
\frac{\partial F_{22}}{\partial x} = \frac{1}{h_1x^2\nu_{2\tau}} \frac{\partial F_{22}}{\partial y} = \frac{-1}{h_2y^2\nu_{2\tau}} \frac{\partial F_{22}}{\partial \nu_{2\tau}} = \frac{1}{h_2y^2\nu_{2\tau}},
\]
and
\[
\frac{\partial y}{\partial \nu_{2\tau}} < 0, \quad \frac{\partial x}{\partial \nu_{2\tau}} > 0, \quad \frac{\partial y}{\partial \nu_{1\tau}} > 0.
\]
Therefore, we know that $y$ is decreasing with $\nu_{2\tau}$ and increasing with $\nu_{1\tau}$ while $x$ is increasing with $\nu_{2\tau}$.

Second, for the case $\lambda_{2\tau} > 0$, i.e., the minimum distortion occurs at point D, we have $D_1 = \frac{d_1}{\min}$ and $D_2 = \frac{d_2}{\min}$.

Setting the partial derivatives in (C.42) and (C.43) to zero yields
\[
\lambda_{3\tau} = w_1 \ln 2 \frac{\bar{\eta} + \eta xy}{\bar{\eta} + \eta x},
\]
\[
\lambda_{2\tau} = w_2 - \frac{w_1(\bar{\eta} + \eta xy)x}{(\bar{\eta} + \eta x)y^2}.
\]
Following a similar argument, we have
\[
F_{21}(x, y, \nu_{1\tau}, \nu_{2\tau}) = \lambda_{2\tau} \eta xy + \lambda_{3\tau} \eta xy + \frac{\lambda_{2\tau}}{\ln 2} - \frac{1}{h_1\nu_{1\tau} x} + \frac{1}{h_2\nu_{2\tau} y} - \frac{\theta_{1\tau} + \theta_{2\tau}}{2} = 0,
\]
\[
F_{22}(x, y, \nu_{1\tau}, \nu_{2\tau}) = -\lambda_{2\tau} \eta y + \frac{\theta_{1\tau} - \theta_{2\tau}}{2} - \frac{1}{h_2\nu_{2\tau} y} - \frac{1}{h_1\nu_{1\tau} x} = 0.
\]
Hence,
\[
\frac{\partial x}{\partial \nu_{1\tau}} < 0, \quad \frac{\partial y}{\partial \nu_{2\tau}} < 0, \quad \frac{\partial x}{\partial \nu_{2\tau}} > 0, \quad \frac{\partial y}{\partial \nu_{1\tau}} > 0,
\]
i.e., $x$ is increasing with $\nu_{2\tau}$ and decreasing with $\nu_{1\tau}$ while $y$ is decreasing with $\nu_{2\tau}$ and increasing with $\nu_{1\tau}$.

Note that $p_{1\tau} = \frac{1}{\min} (\bar{\nu}_{2\tau} - 1)$ and $p_{2\tau} = \frac{1}{\min} (1 - \bar{\nu}_{2\tau})$ are decreasing with respect to $x$ and $y$, respectively. Thus, we know that $p_{\kappa\tau}$ is increasing with $\nu_{\kappa\tau}$ and decreasing with $\nu_{\kappa\tau}$. Moreover, $\nu_{\kappa\tau}$ would not be changed unless the energy buffer of node $k$ is depleted. This implies that $p_{\kappa\tau}$ should be increased if its energy buffer is depleted and should be decreased if the energy buffer of the other node is depleted. This completes the proof.

**Appendix D**

**Proof of Theorem 2**

Proof: For any policy $\rho$, the following equality holds true:
\[
\mathbb{E} \left( \sum_{\tau=1}^{T} (\alpha v_{\tau} - \alpha \mathbb{E}(v_{\tau}|S_{\tau-1})) \right) = 0, \quad (D.46)
\]
which follows from the equality $\mathbb{E}(\mathbb{E}(X|Y)) = \mathbb{E}(X)$.

For any $\tau \geq 1$, we further have
\[
\alpha \mathbb{E}(v_{\tau}|S_{\tau-1} = s) = \sum_{i=1}^{L} \alpha q_{st} v_{\tau}(t)
\]
\[
= \bar{a}_{d_{\rho_{\tau}}} + \sum_{i=1}^{L} q_{st} v_{\tau}(t) - \bar{a}_{d_{\rho_{\tau}}}(s)
\]
\[
= v_{\tau-1}(s) - \bar{a}_{d_{\rho_{\tau}}}(s), \quad (D.47)
\]
where $q_{st}$ is the transfer probability from state $s$ to state $t$, i.e., the $t$-th element in the $s$-th row of $P_{\rho_{\tau}}$.

Substituting $\alpha \mathbb{E}(v_{\tau}|X_{\tau}|X_{\tau-1} = s)$ in (D.46) with (D.47), we have
\[
\sum_{\tau=1}^{T} (\alpha v_{\tau} - \alpha \mathbb{E}(v_{\tau}|S_{\tau-1}))
\]
\[
= \sum_{\tau=1}^{T} (\alpha v_{\tau} - v_{\tau-1}(s) + \bar{a}_{d_{\rho_{\tau}}}(s))
\]
\[
= - \sum_{\tau=1}^{T-1} \bar{a}(v_{\tau}(s) - d_{\rho_{\tau}}(S_{\tau-1}))
\]
\[
+ \alpha v_{\tau}(s) - v_{\tau-1}(s) - \bar{a}_{d_{\rho_{\tau}}}(s). \quad (D.48)
\]

Under the same control function $\rho_0$, we have $\mathbb{E}(v_{\tau_0}(S_0)) = \mathbb{E}(v_{\rho_0}(S_T))$ and $\mathbb{E}(d_{\rho_0}(S_0)) = \mathbb{E}(d_{\rho_0}(S_T))$. Thus, by taking the expectation on both sides of (D.48) and applying (D.46), we have
\[
0 = \mathbb{E} \left( \sum_{\tau=1}^{T} (\alpha v_{\tau} - \alpha \mathbb{E}(v_{\tau}|S_{\tau-1})) \right)
\]
\[
= \sum_{\tau=1}^{T-1} \bar{a}(v_{\tau}(S_T) - v_{\rho_0}(S_0) + \bar{a}_{d_{\rho_0}}(S_0)). \quad (D.49)
\]

Theorem 2 is hence proved by dividing $T$ on both sides of (D.49) and letting $T$ go to infinity.

**Appendix E**

**Proof of Theorem 3**

Proof:
\[
\mathbb{T}(u) = \min_{\rho} \{ \bar{a} d_{\rho} + \alpha P_{\rho} u \}
\]
\[
= \min_{\rho} \{ \bar{a} d_{\rho} + \alpha P_{\rho} v + \alpha P_{\rho} (u - v) \}
\]
\[
\leq \min_{\rho} \{ \bar{a} d_{\rho} + \alpha P_{\rho} v + \alpha P_{\rho} \| u - v \|_{\infty} \}
\]
\[
= \mathbb{T}(v) + \alpha \| u - v \|_{\infty},
\]
where $1$ is an $L$-dimensional vector of ones.

Likewise, we can also show $\mathbb{T}(v) \leq \mathbb{T}(u) + \alpha \| u - v \|_{\infty}$, which means $\| \mathbb{T}(u) - \mathbb{T}(v) \|_{\infty} \leq \alpha \| u - v \|_{\infty}$ and thus proves the theorem.
\textbf{Appendix F: Proof of Theorem 5}

\textit{Proof:} To facilitate the proof, for a given control policy $\rho$, we define an updating rule from $\mathbb{R}^+_T$ to $\mathbb{R}^+_T$:

$$ T_\rho(v) = \bar{\alpha} d_\rho + \alpha P_\rho v. $$

Given a power control policy $\rho = \{\rho_1, \cdots, \rho_T\}$ and a positive initial cost vector $v_0$, by updating $v_0$ with $\rho_\tau (\tau = 1, \cdots, T)$ sequentially, we have the following property of $T$:

\[
\lim_{T \to \infty} T_{\rho_1} T_{\rho_2} \cdots T_{\rho_T}(v_0) = \lim_{T \to \infty} T_{\rho_2} \cdots T_{\rho_T}(\alpha d_{\rho_1} + \alpha P_{\rho_1} v_0) = \lim_{T \to \infty} \sum_{\tau=1}^T \alpha^\tau \bar{\rho} P_{\rho_1} \cdots P_{\rho_{\tau-1}} d_{\rho_\tau} + \alpha^T P_{\rho_{T+1}} v_0 = v_\bar{\rho},
\]

where (F.50) follows from the definition of $v_\bar{\rho}$ (see (29)) and the fact $0 \leq \alpha < 1$.

Denote the fixed point of $T(v)$ as $\tilde{v}$, we will prove $\tilde{v} = v^*$ in the following subsections. First, we will prove $v^* \leq \tilde{v}$.

A. $v^* \leq \tilde{v}$

Given $\tilde{v}$, we can find the control function $\rho$ minimizing $T(\tilde{v})$ by solving (32). Denote $\hat{\rho} = \{\rho, \rho, \cdots\}$ as a stationary power control policy. Start from an initial cost vector $v_0$, we apply control policy $\hat{\rho}$ to $v_0$ (equivalent to apply $T(v)$) for infinite times. According to (F.50), we have

$$ v_{\hat{\rho}} = \lim_{T \to \infty} T^T(v_0). $$

Since $T(v)$ is a contraction mapping, we know that $\lim_{T \to \infty} T^T(v_0)$ converges to its corresponding fixed point with geometric speed. Thus, we have $v_{\hat{\rho}} = \tilde{v}$.

By the definition of $v^*$ (see (30)), we have

$$ v^* = \inf_\rho v_\tilde{\rho} \leq v_{\hat{\rho}} = \tilde{v}. \quad (\text{F.51}) $$

B. $v^* \geq \tilde{v}$

Let $\hat{\rho} = \{\rho_1, \rho_2, \cdots\}$ be the optimal policy achieving $v^*$. By the definition of $T(v)$ (see (31)), the following inequalities hold true for any positive $v_0$,

\[
T(v_0) \leq T_{\rho_1}(v_0), \quad T^2(v_0) \leq T_{\rho_2} T_{\rho_1}(v_0), \quad T^T(v_0) \leq T_{\rho_T} \cdots T_{\rho_1}(v_0).
\]

As $T$ goes to infinity, the left-hand side and the right-hand side of (F.52) reduce to $\tilde{v}$ and $v^*$, respectively. Thus, we have

$$ \tilde{v} \leq v^*. \quad (\text{F.53}) $$

By combining (F.51) and (F.53), we have

$$ \tilde{v} = v^*. $$

That is, $v^*$ is the fixed point of $T(v)$. This completes the proof of the theorem. 

\[\Box\]
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