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Abstract Numerical investigation has been employed using Lattice Boltzmann Model (LBM) to investigate a temporal and a spatial characteristics of the flow past over a single and doubled strainers confined in a channel. A two dimensional nine directional (D2Q9) lattice arrangements is employed. The single and doubled strainers have been considered for Reynolds numbers Re=100. Flow and temperature field of a single and doubled strainers have been predicted. The local and the average Nusselt number have been evaluated for a single and a doubled arrangement of strainers. The results illustrate the effect of the porosity of the strainer on the local and the average Nusselt number. Consequently, a strainer enhances the heat transfer coefficient inside the A/C duct.
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1. Introduction

Channel with screening has been widely applied in a various engineering applications such as water flow filtering or A/C filtering placed is a duct…etc. The Lattice Boltzmann method has been applied here to study a single and a doubled screening fitted inside the channel. In the reviewing literature survey, I found that LBM is a tool from statistical mechanics, which is used to predict macroscopic properties of fluids such as viscosity, thermal conductivity, and diffusion coefficient from the microscopic properties of atoms and molecules. The method has been investigated by several investigators and has been increasing in popularity since its development in the early nineties. Chen and Doolen [1] accounts the history of the Lattice Boltzmann Method (LBM) and its evolution from the old Lattice Gas Automata method. They go on to discuss some of the classical flows studied with LBM such as: multiphase flows, suspended particles, and heat transfer problems. LBM has been shown to have accuracy comparable to traditional CFD methods. Since its initial application using a single relaxation time, the method has been modified in a number of ways to improve its stability. Two well-known modifications are the Multi-Relaxation Time method (MRTLB) and the Regularized method(RLBM). MRTLB gained some traction especially with higher Reynolds number flows. The present investigators [2] have studied Raleigh-Taylor Instabilities with MRTLB. In multi-phase applications, such as the Raleigh-Taylor Instability, single relaxation time LBM can easily become unstable at low viscosities. MRTLB improves the stability of this method enough to cover this problem. McCracken and Abraham [3] also work around this stability problem when studying two-phase oscillating liquid cylinders problem using the MRTLB. There are far fewer examples of the Regularized method being used. Izham et al [4] demonstrates the Regularized LBM on a high Reynolds number lid driven cavity flow.

In the present investigation, MRTLB and RLBM are combined to further improve the models stability. The flow this method will be tested upon, is the classical flow past a square cylinder. This flow was chosen because it was an easy to program geometry which produces complicated turbulent structures at high Reynolds numbers. The flow past a cylinder is well studied, so our results were compared to other numerical results obtained through large eddy simulation (LES) and experiments. Once the validity of the flow past a square cylinder was established, the present investigators also studied the flow past an array of square cylinders, both inline and offset from one another.

2. Mathematical Model

The Lattice Boltzmann Method (LBM) has been derived from the Lattice Gas Automaton method (LGA) several years ago. LBM methodology studied by Martin et al. [5] and by Wolf-Gladrow [6]. In LGA imaginary particles are placed on the lattice and are given velocities. At each time step the particles travel along the lattice to their next position based on their velocities, it is called the propagation step. Then, if multiple particles are on the
same node in the lattice, certain collision rules are followed, it is called the collision step and it is in this step that the velocities are updated for the next time step. The two steps satisfy the conservation of mass and momentum. Mass is conserved by maintaining the same number of imaginary particles throughout the simulation and momentum is conserved by the rules set in the collision step. However, there are serious problems with noise due to the bulk treatment of the particles and the viscosity is hard to control due to how collisions are treated. LBM utilizes Boltzmann’s density distribution function to create a continuous model for the particles which introduces a relaxation term. Thanks to this relaxation term and the fact that LBM uses a continuous distribution function the problems with noise are smoothed out and the viscosity becomes easy to set.

Before we continue into the discussion of LBM there are a few issues that should be addressed. The lattice variables, while typically retaining the same or similar notation as their real counterparts are not the same. As outlined by Succi [7], the general rule is to obtain the lattice parameters using the discretization parameters \( \delta_x = \frac{1}{N} \) and \( \delta_t = \frac{1}{N_{iter}} \). Notice that \( \delta_x \) is simply the reference length divided by the number of cells and that in this normalized situation the reference length is taken to be one. Similarly \( \delta_t \) is simply the reference time, again taken to be one, divided by number of iteration. In effect this means that \( \delta_x \) is the spacing between two adjacent lattice nodes and that \( \delta_t \) is the time of a single time step.

A description of the lattice structure is also necessary before continuing. In LBM research it is common to refer to the lattice being studied as \( D_nQ_l \), where \( n \) and \( l \) are numbers. In this shorthand, the \( n \) is the number of spatial dimensions and the \( l \) is the number of lattice directions at each node. The present study was done using \( D_2Q_9 \), which is depicted in Figure 1.

![Figure 1. D2Q9 arrangement for lattice inside the flow domain](image)

The Boltzmann relation which all of LBM research is based on is

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f + \frac{F}{m_p} \frac{\partial f}{\partial v} = \Omega(f)_{\text{collision}}. \tag{1}
\]

In equation (1) \( v \) is the particle velocity, \( F \) is the term of body forces, and \( m_p \) is the particle mass. Note that the third term will be dropped as the present investigation contains no body forces. \( f \) is the density distribution function, which is to say, for some position and some time, the number of particles per volume with a velocity between \( v \) and \( v + dv \). This form of the equation is, unfortunately, unusable since the time rate of change of \( f \) due to collisions on the right hand side is not easy to be determined. In the 1950s Bhatnagar et al. [8] introduced the approximation:

\[
\Omega(f)_{\text{collision}} = \frac{\Delta t}{\tau} (f^{\text{eq}} - f) \tag{2}
\]

Here \( \tau \) is the lattice relaxation time; which is, in the single relaxation time method below, determined by viscosity and the lattice parameters. The Boltzmann equation with this relation, sometimes called the BGK model, is what most LBM research is based on. The original research into the modern LBM was done on the single relaxation time method. Martinez [9] verifies the results of the method by comparing his results for a shear flow with results obtained by a spectral method. Hazi and Jimenez [10] verify a modified version of this equation for 2-D decaying turbulence in a square box against pseudo-spectral methods. Single relaxation time LBM is still popular in research due to the ease with which it is implemented. In single relaxation time LBM the propagation and collision steps are represented in the evolution equation.

\[
f_k \left( x + \epsilon_k \Delta t + \Delta t \right) - f_k \left( x, t \right) = -\frac{\Delta t}{\tau} \left[ f_k \left( x, t \right) - f^{\text{eq}}_k \left( x, t \right) \right] + \frac{w_k F_k}{c_s^2} \tag{3}
\]

In equation 3 above, the left hand side represents propagation and the right hand side represents the collision. Where the function \( f_k(x,t) \) is the density distribution function along the lattice branch \( k \). \( x \) is the spatial coordinate and \( t \) is time. \( e_k \) is the expression for the discrete velocities along each lattice branch \( k \). \( f^{\text{eq}}_k(x,t) \) is the equilibrium distribution. This is a very important term, since the appropriate selection of this function guarantees that the evolution equation satisfies the Navier Stokes equation. To select \( f^{\text{eq}}_k \) we must apply a Chapman-Enskog expansion, outlined in Chapman and Cowling [11], which gives

\[
f^{\text{eq}}_k = C \left[ 1 + C_1 e_k \cdot u + C_2 \left( e_k \cdot u \right)^2 - \frac{1}{2} |u|^2 \right] + \ldots \tag{4}
\]

where \( u \) is the fluid velocity. The higher order terms are unnecessary for an incompressible fluid; therefore only three constants \( (C, C_1, C_2) \) need to be selected. To select these constants these three constraints from kinetic theory are applied

\[
\sum_k e_k^{[0]} = 0, \quad \sum_k e_k^{[0]} u_k = \rho_0 u, \quad \text{and} \quad \theta = \sum_k g_k^{[0]} \tag{5}
\]

which are necessary to satisfy the conservation laws. Here \( \rho_0 \) is the density of the fluid and \( \rho \) is the local density. While the fluid in question is incompressible \( \rho \) is capable of small variation because in this method \( \rho \) defines pressure as described below. After applying constrains (equation 5) to the Chapman-Enskog expansion (equation 4), it yields:
\[ f_k^{eq} = w_k \rho \left[ 1 + \left( 3 \frac{\mathbf{e}_k \cdot \mathbf{u}}{c^2} + \frac{9}{2} \frac{(\mathbf{e}_k \cdot \mathbf{u})^2}{c^4} - \frac{3}{2} \frac{|\mathbf{u}|^2}{c^2} \right) \right] \]  \hspace{1cm} (6)

\[ g_k^{eq} = w_k \theta \left[ 1 + \left( 3 \frac{\mathbf{e}_k \cdot \mathbf{u}}{c^2} + \frac{3}{2} \frac{|\mathbf{u}|^2}{c^2} \right) \right] \]  \hspace{1cm} (7)

where \( c \) is the lattice speed defined as \( c = \frac{\delta_x}{\delta_t} \) and \( w_k \) is the weighting function specific to the lattice geometry.

The full proof that the evolution equation satisfies the Navier-Stokes equation can be found in He and Lou [12]; however, for the sake of understanding the RLBM discussed below a brief overview must be provided. The first step is to express the \( f_k(x + \mathbf{e}_k \delta_t, t + \delta_t) \) terms in 2-D Taylor series expansion as \( \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} D_n^{(n)} f_k(x,t) \), where \( \varepsilon = \delta_t \) is a small parameter and \( D_n \) is the operator \( (\partial_t + \mathbf{e}_k \cdot \nabla) \). Then from perturbation analysis the function \( f_k \) can be expressed as \( \sum_{n=0}^{\infty} \varepsilon^n f_k^{[n]} \) and the operator \( \partial_t \) as \( \sum_{n=0}^{\infty} \varepsilon^n \partial_t^n \). Then substitute these definitions into the evolution equation and extract the terms of order \( \varepsilon \) zero, one and two. By applying the constraint equations above and with the definition of dimensionless pressure as \( P = \frac{c^2 D}{\rho_0} \) the first order equation can be shown to be the Euler equation and the second order \( \varepsilon \) equation can be shown to be the full Navier-Stokes equation.

Single relaxation time LBM has a great deal of stability issues and will begin to fail even at fairly low Reynolds numbers. To solve these stability issues past investigators (d’Humieres [13]) developed the Multi-Relaxation Time Lattice Boltzmann Method (MRTLBM). At the start of the present study MRTLBM was employed to deal with the high Reynolds numbers in the problem. In MRTLBM the evolution equation becomes the system of equations:

\[ f(x + \mathbf{e}_k \Delta t, t + \Delta t) - f(x, t) = S \left[ f(x, t) - f^{eq}(x, t) \right] \]  \hspace{1cm} (7)

\[ g(x + \mathbf{e}_k \Delta t, t + \Delta t) - g(x, t) = S \left[ g(x, t) - g^{eq}(x, t) \right] \]  \hspace{1cm} (8)

Where the bold face is used to denote a vector of \( k \) elements and \( S \) is a matrix called the collision matrix. Notice that when the collision matrix is defined as \( S = \frac{\Delta t}{\tau} I \), where \( I \) is the identity matrix, the equation reduces to the single relaxation time LBM evolution equation. In MRTLBM the idea is to go from the velocity space where \( f \) exists to a moment space where the function \( m \) exists. Note that the vector \( m \) is made up of elements \( m_b \) where the set \( b \) has the same cardinality as the set of \( k \). Each moment \( m_b \) can be found using the relation

\[ m_b = \phi_b \cdot f \]  \hspace{1cm} (9)

This definition clearly shows that the moments are linear combinations of \( f \). From this, basic linear theory tells us that the velocity space and the moment space must have a linear mapping

\[ m = M \cdot f \]  \hspace{1cm} (10)

Now choose the collision matrix in such a way that its eigenvectors are \( \phi_b \), the collision process will be naturally accomplished. Applying these relations to equation (7) will result in the MRTLBM evolution equation.

\[ f_k^{eq}(x, t + \Delta t) = f_k(x, t) - M^{-1} S \left[ m_k(x, t) - m_k^{eq}(x, t) \right] \]  \hspace{1cm} (11)

Similarly a non-equilibrium stress tensor is found as

\[ \Pi_{kij}^{neq} = \Pi_{kij} - \Pi_{kij}^{eq} \]  \hspace{1cm} (12)

Now introduce this definition for the relationship between the stress tensor and distribution function, as

\[ \Pi_{kij} = \sum_{b=0}^{\infty} e_{ki} e_{kj} f_k. \]  \hspace{1cm} (13)

Notice that this is simply the velocity moment of the distribution function. Combining these two equations gets the following relation for the non-equilibrium part of the stress tensor

\[ \Pi^{neq}_{kij} = \Pi_{kij} - \sum_{b=0}^{\infty} e_{ki} e_{kj} f_k^{eq}. \]  \hspace{1cm} (14)

Now in the interest of canceling higher order contributions to our governing equation as described in Latt and Chopard [15] the following expression if found using the Chapman-Enskog expansion.

\[ f_k^{eq}(x, t) \approx f_k^{(1)} = \frac{w_k}{2c_x^2} Q_{kij}^{(1)} \Pi^{neq}_{ij} \]  \hspace{1cm} (15)

Hayashi found a good permeability agreement between LBM with and without an external force on flow simulation over 3-D Nafion polymer membrane [16].

Narvaez, Ariel, et al. applied LBM to flow in porous media at low, moderate and high Re and achieved a good numerical agreement with FEM results to reproduce Forchheimer’s law at high Re and Darcy’s law at low Re [17]. Grucelski and Pozorskiused LBM for flow and heat calculations and showed a consistency between the results.
(pressure loss vs. porosity) and the empirical laws of flow past a porous media. Additionally, confirms qualitatively that the average temperature variations for fixed and variable geometry are accurate [18].

Pan, C., et al. obtained a good agreement between LBM results on two-phase flow in porous media and the experimental capillary pressure saturation relations [19]. Edo Boek and Venturoli Maddalena applied LBM to flow in complex 3D porous media and concluded that Darcy’s law covers a wide scope of forcing values, permeabilities in binary mixtures depend on the forcing conditions [20]. Thoms, Martin L.R., utilized LBM on stokes flow over unimodal fibrous porous media and realized for small solid volume fractions (SVF), LBM results on two-phase flow in porous media and using the same evolution equation as any interior node.

2.1. Boundary Conditions

LBM is a transient simulation method, so it follows that at any time step the model can be paused and the operator would have the solution at some real time. However, this is not necessarily true, at very short run times erroneous results can be seen. These errors are due to a mistreatment of the initial conditions. If a solution very far down in time is pursued, choice of initial conditions has no significant influence. So long as boundary conditions are correctly set up and the stability of the flow is not a problem, the flow will converge to the correct solution. However if the solution of interest is only a few time steps from the beginning of computation or, as in our case stability is already an issue, then some careful treatment will be required. Skordos [22] studies the initial condition problem and shows that accuracy at short times can be vastly improved by using an extended collision operator as outlined in his paper. While this would be an interesting area for future study, in this study a simpler method is implemented the entire computational domain is set to the value of the equilibrium function. Initially there is no flow in the computational domain the density is equal throughout; therefore the $f$ values are simply the weighting function at all points in the computational domain.

However, lattice directions 8, 1, and 5 would be streaming from nodes which do not exist. A number of methods have been developed to treat these nodes. Early on the first order bounce-back method, as outlined in Gallivan et al. [23], grew popular due to its simplicity and ease of use. In this method any component of the particle distribution function which goes into a wall is reflected back to the opposite direction. In our example, directions 8, 1, and 5 can be obtain from the previous values of 6, 3, and 7, respectively. While this method works for simple simulations, it has a low order of accuracy which makes it a bad choice for problems where stability is an issue. The bounce-back method can be improved with what is called the second order bounce-back method as outlined by Kim [24]. This method works on the same way as the simple bounce-back but the location of the bounce-back process is shifted off the boundary to a set of lattice sites placed halfway between the wall and the previous set of nodes. These two methods can be modified for moving boundaries and various other problems. However, there exists a method of dealing with the boundary conditions studied by Zou and He [25] and by Kuo and Chen [26] which is more general. The idea is to solve the system of equations formed by: the conservation of mass, the conservation of momentum (equation 5), and equations for the bounce-back of only the non-equilibrium part of the particle distribution function normal to the boundary. $f_a - f_a^{eq} = f_b - f_b^{eq}$ where b is opposite of a. In the no slip and no penetration case shown in Figure 2 this generates the equations:

$$f_1 = f_3$$

$$f_5 = f_7 - \frac{1}{2}(f_2 - f_4)$$

$$f_8 = f_6 + \frac{1}{2}(f_2 - f_4).$$

This method of deriving the boundary conditions from the conservation laws is very versatile. The same style of derivation can be used to form boundary conditions for moving boundaries, penetration on the boundaries, or boundaries where pressure specified instead of velocity. This is the method used in the present investigation.

2.2. Flow Geometry

In this paper, 2D geometries are being studied. The first is a channel flow over a single strainer. The second is a channel flow two strainers placed directly behind one another. H is the channel height. The channel length, L, to height, H, aspect ratio is fixed as 10 in all geometries. Also common to all geometries is the inlet flow profile, which is taken to be a parabolic velocity with the maximum velocity, $U_{max}$, defined by the Reynolds number,

$$Re = \frac{U_{max} D}{\nu}.$$ 

No slip boundary conditions are assumed on the top and bottom boundaries for all geometries. The lattice arrangement is the D2Q9 arrangement discussed above. The arrangements of a single and a doubled strainers and the distance between centers of two strainers are shown in the Figure 3(b) and normalized by the length channel.
2.3. Porous Media Methodology

The governing equation for the strainers has been treated as the porous media. The external forces in the equation (1) can be treated from Darcy law as:

\[ F = -\frac{\varepsilon v}{K} \frac{\rho}{\sqrt{K}} |u|u \]  \hspace{1cm} (17)

The geometric function \( F_\varepsilon \) and the permeability \( K \) of the porous medium are related to the porosity

\[ F_\varepsilon = \frac{1.75}{\sqrt{150} \varepsilon^3} \]  \hspace{1cm} (18)

The permeability is defined as:

\[ K = \frac{\varepsilon^3 d_p}{150(1-\varepsilon)^2} \]  \hspace{1cm} (19)

The Darcy number can be written as:

\[ Da = \frac{K}{L^2} \]

where \( L \) is the characteristic length (in \( y \) – direction).

The porosity can be treated constant or various in the \( y \)-direction or \( x \)-direction

\[ \varepsilon = \varepsilon_0 \left( 1 + C e^\left( \frac{h}{d_p} \right) \right) \]  \hspace{1cm} (20)

The porosity diameter can be calculated based on the Darcy number as

\[ d_p = H\{ \frac{1-\varepsilon_o}{\varepsilon_o} \sqrt{\frac{180 \times Da}{\varepsilon_o}} \} \]  \hspace{1cm} (21)

From equation (20) we can find \( \varepsilon_o \) and \( C \) based on the following conditions

\[ if \ y \to \infty, \ \varepsilon = \varepsilon_o; \ if \ y \to 0, \ \varepsilon \approx 1 \]  \hspace{1cm}

In this study two cases has been studied, case (1) with constant porosity along span wise direction and case (2) when the porosity changes along span wise direction \( \varepsilon(Y) \).

The local and average Nusselt number can be calculated

\[ Nu_D = \frac{D_p \theta_m}{\theta_\omega - \theta_m} \ \text{and} \ Nu_{av} = \frac{L}{\int_0^1 \theta_\omega \ dx} \]  \hspace{1cm} (22)

2.4. Convergence and Validation Tests

The spatial and temporal tests have been illustrated for different number of lattices as shown the Figure 4a. The number of lattices selected to be \( N_y=120 \) lattices and \( AR=10 \) to be sure the results are independent on lattices. The stream wise velocity at \( X=0.5 \) plotted against those obtained by analytical solution of the velocity as shown in Figure 4b without strainer.
3. Results and Discussion

The velocity boundary conditions are shown in the schematic diagram in the Figure 3, placed to be no-slip boundary condition in the upper and lower surfaces. Inlet velocity is parabolic \( U=4U_{av}(Y-Y_2) \) where \( U_{av}=1.5 \) and the outlet boundary condition is placed to be outflow [27]. The channel is heated from the upper and lower surface \((\theta=1)\) and the inlet is placed at \( \theta=0.5 \) when \( \theta = \frac{T-T_c}{T_h-T_c} \).

The heated channel gets cold flow from the inlet as shown in the schematic diagram in the Figure 3. The effect of the screening in the temperature distribution inside the duct can be observed in the temperature contour as shown in the Figure 5. Selecting different porosity of the filtering can enhance the heat transfer coefficient \( h \).

In this part of study, the porosity is a function of \( y \), which means that the porosity changes in span wise direction. The comparison between the local Nussle numbers for different porosity is shown in the Figure 7. There is small variation with those obtained by porosity of 0.5 which means that the local Nusselt number at a certain condition (when \( \epsilon_0 = 0.5 \)) will not change too much.

![Figure 5. Instantaneous temperature contour of a. single strainers and b. two strainers of Re=100 and porosity \( \epsilon=0.4 \)](image)

![Figure 6. Dimensionless Nu number of two strainers of Re=100 of \( \epsilon=0.4 \) and \( \epsilon=0.5 \)](image)

![Figure 7. Dimensionless local Nu number of the two strainers of Re=100 of a constant and a changed porosity](image)

![Figure 8. Average Nusselt number at various porosity of a single and two strainers](image)

![Figure 9. Stream wise velocity at various porosity of a single strainer](image)

Figure 8 shows the linear regression between the average Nusselt number and the porosity for a single and doubled strainer, it is observed that Nusselt enhances when the number of strainers increases. The effects of the porosity of the filter on the velocity field at the middle of
the channel can be seen in the Figure 9. Therefore, if the porosity of the filter increases, the velocity of the air passes through the A/C duct will increase as well.

4. Conclusion

SRT-Lattice Boltzmann method was implemented to study a single and doubled strainers. The two studied cases proved that the porosity of the filtering fitted inside A/C duct enhanced the heat transfer coefficient as well as supported the duct structure. The local and the average Nusselt number evaluated either for constant porosity or for financial and logistic support under the research group the simulation for high Reynolds number. Therefore, Smagronisky model combined with LBM can improve the stability, which is undergoing now to push the simulation for high Reynolds number.
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