SEE: a novel multi-objective evolutionary algorithm for identifying SNP epistasis in genome-wide association studies
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ABSTRACT

Although genome-wide association studies play an increasingly important role in identifying causes of complex diseases, detecting SNP epistasis in these studies is a computational challenge. The existing methods are usually based on a single-correlation model between SNP combinations and phenotype and their performance is often unsatisfactory. The highest average power of the existing methods is 0.58 on DME models and 0.97 on DNME models. The highest average F-measure of the existing methods is 0.44 on DME models and 0.90 on DNME models. The lowest average computation time (second) of the existing methods is 2.12 on DME models and 2.09 on DNME models. In this work, a novel multi-objective evolutionary algorithm named SEE is presented for identifying SNP epistasis. SEE uses a novel evolutionary strategy based on sort, exploration and exploitation. SEE was compared with other existing methods using 72 simulated datasets. The average power of SEE is 0.71 with DME models and 0.99 with DNME models. The average F-measure of SEE is 0.68 with DME models and 0.99 with DNME models. The average computation time of SEE is 0.21 with DME models and 0.40 with DNME models. It is indicated that SEE outperforms other algorithms in both F-measure and computation time. It was then utilized to analyze real data obtained from the Wellcome Trust Case Control Consortium. Availability and Implementation: SEE is freely available at https://github.com/sunliyan0000/SEE.
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Introduction

Identifying genes responsible for Mendelian diseases has met great success, but it is still very challenging for non-Mendelian (complex) diseases [1\textsuperscript{-}3]. As the regulatory mechanism in the human genome is very complicated, complex diseases may be caused by multiple genetic variations instead of a single genetic variation. These multiple genetic variations may be not significantly associated with the complex diseases individually, but they may have strong association jointly. This phenomenon is referred to as epistasis [4\textsuperscript{-}8].

With the development of genome-wide single nucleotide polymorphism (SNP) genotyping technology, genome-wide association studies (GWAS) in which hundreds of thousands of SNPs of case samples and control samples are genotyped play an important role in identifying the causes of complex diseases[9\textsuperscript{-}14].

Recently, a number of methods have been proposed to identify multi-locus models (epistasis or SNP combinations) in GWAS As shown in Figure 1, these approaches can generally be classified into five categories: exhaustive search, stochastic search, filter search, model search and evolution search.

Exhaustive search [15\textsuperscript{-}17] enumerates all possible SNP combinations to identify significantly associated ones. It calculates a score for each SNP combination and then determines which SNP combinations are associated based on the threshold specified by the user. It requires tremendous computing resources while analyzing real GWAS data. For example, to detect two-locus models, it has to calculate 250 billion scores for a set of real GWAS data containing 500,000 SNPs. In order to analyze real GWAS data within an acceptable time, the exhaustive search method is
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always implemented on GPU or other parallel computing platforms [18, 19].

Stochastic search [20–22] detects associated SNP combinations via random sampling. Although the computation time is much shorter than that of exhaustive search, it depends heavily on the random seed. To improve the probability of identifying the associated SNP combination, it needs a large number of iterations, especially when there are millions of SNPs.

Filter search [23–25] can be divided into two subcategories: exhaustive and not exhaustive. The non-exhaustive search calculates a score for each SNP and then performs an exhaustive search on the SNPs whose scores are greater than a specified threshold. It performs poorly if the real associated SNPs have no marginal effects. The exhaustive filter search enumerates all possible SNP combinations as the exhaustive search does. Unlike the exhaustive search, the exhaustive filter search calculates a sample fast but not with a very accurate score for each combination. The complex and accurate analysis is then performed on the SNP combinations greater than the specified threshold. As the fast score greatly reduces the number of SNPs or SNP combinations on which the complex and accurate analysis has to be conducted, the computation time is lower. However, it is very difficult to design a reasonably fast score to remove SNPs or SNP combinations without mistakes. Filter search always performs poorly when the real associated SNPs do not affect the phenotype as expected by the author.

Model search [26–32] builds a classification model based on GWAS data. The model utilizes SNPs to accurately classify samples to cases and controls. It assigns a score to each SNP according to its contribution in the classification. The SNPs which are greater than the specified threshold are returned as the significantly associated ones. However, the result of model search strongly depends on the construction process of building the model. While building the model, most of the classification algorithms tend to use variables with large marginal effects. Model search performs poorly in identifying SNPs without marginal effects.

Evolution search [33–40] employs evolutionary algorithms, such as differential evolution (DE), harmony search (HS) and ant colony optimization (ACO), to find SNP combinations with higher scores (more associated with the phenotype). It always contains two parts: the evolutionary algorithm and the evaluation objective of the algorithm. The evolutionary algorithm reduces the time complexity of searching, and the objective determines which SNP combinations are better ones. How to design the two parts is the key of evolution search.

Figure 1. Classification of algorithms for analyzing GWAS data.
In this work, a novel evolution search algorithm is presented. Compared with previous algorithms, SEE mainly has the following advantages:

1. In order to better adapt to GWAS data, a novel evolutionary algorithm based on sort, exploration and exploitation is designed and implemented.
2. Exploration rate is introduced into the evolutionary algorithm to control the ways of generating a new individual.
3. Adjust operation is introduced into the evolutionary algorithm to improve the ability.
4. Eight evolution objectives are successfully integrated via the sort operation. The four of them are measures of the association between an SNP combination and the phenotype and the others are used to measure the epistasis.

To show the performance of SEE, we performed experiments on 72 simulated datasets. SEE was compared with BEAM [20], DECMDR [37], MACOED [35], SNPHarvester [22], SNPRuler [41] and AntEpiSeeker [33]. The results on simulated datasets indicate that SEE outperforms other existing algorithms in both F-measure and computation time. SEE was then utilized to analyze a real GWAS dataset which contains about 2000 individuals for each of seven major diseases and a shared set of about 3000 controls [42]. Many genes and SNPs associated with the seven major diseases have been found.

Materials and methods

Hardware

All experiments were performed on a computation platform using a Windows system with 12G RAM and i3-3220 CPU.

Algorithm

In order to better adapt to detect epistatic interactions in GWAS, we designed a novel evolutionary algorithm called SEE. The algorithm is mainly composed of three parts: sort, exploration and exploitation. The pseudo code of the algorithm is shown below (Algorithm 1) and detailed descriptions are given in the subsequent subsections.++

Algorithm 1. SEE

1: initialize the tracing table.
2: //tracing is a hash table which records all calculated individuals.
3: initialize the population randomly.
4: calculate and sort the population.
5: insert individuals in the population into tracing.
6: calculate the exploration rate er.
7: the number of generation G = 0.
8: while termination criterion is not satisfied (e.g. G < maximum iterations) do
9: generate a random number ran ∈ [0, 1).
10: if ran < er then
11: generate a new individual using exploration.
12: else
13: generate a new individual using exploitation.
14: end if
15: adjust the new individual.
16: if adjust success then
17: calculate evaluation objectives for the adjusted individual.
18: insert the calculated individual into tracing
19: if the individual is useful then
20: replace the worst individual in the population with the adjusted individual.
21: sort the population.
22: update er.
23: end if
24: end if
25: G = G + 1
26: end while
27: generate the result.

Individual

In the SEE algorithm, an individual in the population is a vector. It is regarded as a feasible combination. Suppose n SNPs and l-way epistatic interaction detection in a case–control study. An individual in the population is represented by Equation (1).

\[
I_G = (f_{0,i,G}, f_{1,i,G}, \ldots, f_{l-1,i,G}) | f \in \text{SNPs} \wedge f_{j,i,G} < f_{j+1,i,G}, \forall i \in [0, \text{numPop}) \wedge f_{j,i,G} \in [0, n), \forall j \in [0, l)
\]

where \(I\) represents an individual; \(i\) represents the index of the individual in the population; \(G\) represents the generation number of the population; \(\text{numPop}\) represents the number of individuals in the population. The SEE algorithm starts with \(G = 0\) and ends with \(G = \text{maxIter} \) (a parameter specified by the user). \(f_{j,i,G}\) represents a selected variable in the \(i\)th individual in the \(G\)th generation. At initialization (i.e. \(G = 0\)), the elements in an individual are randomly selected from 0 to \(n\), where \(n\) is the number of SNPs in the GWAS data.
Population

A population is made up of many (\text{numPop}) individuals. At initialization (i.e. \(G=0\)), the population initializes all individuals randomly. As the algorithm runs and \(G\) increases, the individuals in the population are evolved towards better ones by exploration and exploitation.

Sort

In the SSE algorithm, sort operation is to sort the individuals in the population. Unlike other evolutionary algorithms, eight evaluation objectives are calculated simultaneously to measure an individual. They are \(ce\), \(gini\), \(k2\), \(g\), \(cec\), \(ginic\), \(k2c\) and \(gc\). The first four objectives are used to measure the association between an individual and the phenotype. As four evaluation objectives from different fields are used while deciding the informative individuals, the population is more informative and the SSE algorithm has better performance \([35, 36, 38]\). The latter four objectives are designed to measure the epistasis.

Conditional entropy (ce)

Mutual information (mi) is a measure of the mutual independence between two variables. It is widely used to measure the association between an SNP combination (\(l\)) and phenotype (\(Y\)). As shown in Equation (2), since \(H(Y)\) (entropy of \(Y\)) remains unchanged in a set of GWAS data, \(ce\) is also appropriate to measure the association between \(I\) and \(Y\). The smaller the value of \(ce\), the more significant the association between \(I\) and \(Y\) is

\[
mi(l, Y) = H(Y) - ce(Y|I) \\
H(Y) = - \sum_{s \in S} p(s) \times \log p(s) \\
\]

\[
ce(Y|I) = - \sum_{c \in C, s \in S} p(c, s) \times \log \left( \frac{p(c, s)}{p(c)} \right), \tag{2}
\]

where \(ce\) is one of the eight evaluation objectives used in SEE algorithm; \(mi\) is the mutual information of \(I\) and \(Y\); \(I\) represents an individual (SNP combination); \(Y\) represents the phenotype; \(H\) represents the information entropy; \(C\) is the set of combinations of \(I\) with different values (the length of \(C\) is \(3I\) as the possible value of an element in \(I\) is 0, 1 or 2 and \(I\) represents the length of \(I\)); \(S\) represents the set of phenotype values; \(p(s)\) represents the probability of samples where the SNP combination takes \(c\) and the phenotype takes \(s\); \(p(c)\) represents the probability of samples where the SNP combination takes \(c\); \(p(c,s)\) represents the probability of samples where the SNP combination takes \(c\) and the phenotype takes \(s\).

Gini impurity (gini)

Gini impurity \([43]\) is used by the CART (classification and regression tree). It is a measure of how often a randomly chosen element from the set would be incorrectly labelled if it is randomly labelled according to the distribution of labels in the subset. It is often used in feature selection. As shown in Equation (3), the difference between \(Gini(Y)\) and \(Gini(Y,I)\) is widely used to measure the association between \(Y\) and \(I\). As \(Gini(Y)\) remains unchanged in a set of GWAS data, \(gini(Y,I)\) is also appropriate to be a measure of the association. The smaller the value of \(gini\) is, the more significant the association between \(I\) and \(Y\) is

\[
Gini(Y) = \sum_{s \in S} p(s) \times (1 - p(s)) \\
Gini(Y,I) = \sum_{c \in C} p(c) \times \sum_{s \in S} p(s|c) \times (1 - p(s|c)), \tag{3}
\]

\[
gini(Y,I) = Gini(Y,I),
\]

where \(gini\) is one of the eight evaluation objectives used in SEE algorithm; \(I\) represents an individual (SNP combination); \(Y\) represents the phenotype; \(C\) is the set of combinations of \(I\) with different values; \(S\) represents the set of phenotype values; \(p(c)\) represents the probability of samples where the SNP combination takes \(c\); \(p(s|c)\) represents the probability of samples where the phenotype takes \(s\) in samples where the SNP combination takes \(c\).

Bayesian network scoring criterion (k2)

The Bayesian network scoring criterion is derived from the BN (the directed graphical model) \([44, 45]\). In the GWAS BN, the genotypes and phenotypes are of different fields and their conditional dependences are edges. The \(k2\) score is shown in Equation (4). The smaller the value of \(k2\), the more significant the association between \(I\) and \(Y\) is

\[
k2(Y,I) = \prod_{c \in C} \left( \frac{(SL-1)!}{(m_c + SL-1)!} \prod_{s \in S} m_c! \right), \tag{4}
\]

where \(k2\) is one of the eight evaluation objectives used in SEE algorithm; \(I\) represents an individual; \(Y\) represents the phenotype; \(C\) is the set of combinations of \(I\) with different values; \(S\) represents the set of phenotype values; \(SL\) represents the length of \(S\); \(m_c\) is the number of samples where the SNP combination takes \(c\); \(m_c|s\) is the number of samples where the SNP combination takes \(c\) and the phenotype takes \(s\).
G-test p-value (g)

In statistics, G-tests are likelihood-ratio or maximum likelihood statistical significance tests that are increasingly being used in situations where chi-squared tests were previously recommended \[1, 46, 47\]. The formula is shown in Equation (5). Given the null hypothesis that \( I \) (SNP combination or individual) and \( Y \) (phenotype) are independent, the distribution of G-statistic is approximately a chi-squared distribution. The length of \( C \) minus 1 is the degrees of freedom. The p-value of the G-statistic is defined as \( g \). The smaller the value of \( g \), the more significant the association between \( I \) and \( Y \) is.

\[
G\text{-statistic}(Y, I) = 2 \sum_{c \in C} \sum_{s \in S} m_{cs} \ln \frac{m_{cs}}{E_{cs}}.
\]

\[
g(Y, I) = pvalue_g(G\text{-statistic}(Y, I))
\]

where \( g \) is one of the eight evaluation objectives used in the SEE algorithm; \( I \) represents an individual (SNP combination); \( Y \) represents the phenotype; \( C \) is the set of combinations of \( I \) with different values; \( S \) represents the set of phenotype values; \( m_c \) is the number of samples where the SNP combination takes \( c \); \( m_s \) is the number of samples where the phenotype takes \( s \); \( m_{cs} \) is the number of samples where the SNP combination takes \( c \) and the phenotype takes \( s \); \( E_{cs} \) is the expected number of samples where the SNP combination takes \( c \) and the phenotype takes \( s \) if the SNP combination and the phenotype are independent; \( pvalue\_of \) represents the function to compute the p-value of the chi-square distribution.

Change of the evaluation objectives

In GWAS, an individual which has low \( ce \), gini, \( k2 \) and \( g \) may not be an epistatic interaction, because it may contain an SNP which has a strong marginal effect. The strong SNP makes all its supersets (the SNP combinations which contain the strong SNP) strong. The phenomenon makes it difficult to find epistatic interactions if SNPs with strong marginal effects are not removed. However, the epistatic interactions which contain a strong SNP will not be found, if the removal is performed.

To tackle this phenomenon, four objectives are designed. They are measures of the difference between an individual and its best element.

Change of \( ce \) (cec)

Change of \( ce \) is designed to measure the difference of \( ce \) between an individual and its best element which has the lowest \( ce \) in \( I \). The formula is shown in Equation (6). The smaller the value of cec, the more significant the epistatic interaction of \( I \) is

\[
cec(Y, I) = ce(Y|I) - ce(Y|E),
\]

where cec is one of the eight evaluation objectives used in SEE algorithm; \( I \) represents an individual; \( Y \) represents the phenotype; \( E \) is the SNP which has the lowest \( ce \) in \( I \).

Change of gini (ginic)

Change of \( g \) is designed to measure the difference of gini between an individual and its best element which has the lowest gini in \( I \). The formula is shown in Equation (7). The smaller the value of ginic, the more significant the epistatic interaction of \( I \) is

\[
ginic(Y, I) = gini(Y|I) - gini(Y|E),
\]

where ginic is one of the eight evaluation objectives used in the SEE algorithm; \( I \) represents an individual; \( Y \) represents the phenotype; \( E \) is the SNP which has the lowest gini in \( I \).

Change of \( k2 \) (k2c)

Change of \( k2 \) is designed to measure the difference of \( k2 \) between an individual and its best element which has the lowest \( k2 \) in \( I \). The formula is shown in Equation (8). The smaller the value of k2c, the more significant the epistatic interaction of \( I \) is

\[
k2c(Y, I) = k2(Y, I) / k2(Y, E),
\]

where k2c is one of the eight evaluation objectives used in the SEE algorithm; \( I \) represents an individual; \( Y \) represents the phenotype; \( E \) is the SNP which has the lowest \( k2 \) in \( I \).

Change of \( g \) (gc)

Change of \( g \) is designed to measure the difference of \( g \) between an individual and its best element which has the lowest \( g \) in \( I \). The formula is shown in Equation (9). The smaller the value of gc, the more significant the epistatic interaction of \( I \) is

\[
gc(Y, I) = \begin{cases} 
\frac{g(Y, I)}{g(Y, E)}, & g(Y, E) \neq 0 \\
1, & g(Y, E) = 0 \land g(Y, I) = 0 \\
4, & g(Y, E) = 0 \land g(Y, I) \neq 0
\end{cases}
\]

where gc is one of the eight evaluation objectives used in the SEE algorithm; \( I \) represents an individual; \( Y \) represents the phenotype; \( E \) is the SNP which has the lowest \( g \) in \( I \).
Sort the population based on the eight evaluation objectives

While multiple evaluation objectives are utilized, how to combine them is a common, difficult and interesting point. A number of methods have been tried [35, 36, 38]. In this work, a novel approach to combine the objectives is designed. Figure 2 shows a description and an example of the sort operation. First, the values of the eight objectives for each individual in the population are calculated. Second, for each objective, the rank values are assigned for each individual. Third, each rank value is multiplied by its corresponding weight. The weights are the parameters which the SEE algorithm needs. The higher the weight is, the more important its corresponding objective is. Fourth, for each individual, eight weighted rank values are added up and each individual has a summed rank value as a combined objective. Fifth, the individuals in the population are sorted based on the sum of the weighted rank values from small to large. Individuals in the front are more associated with the phenotype than those in the back.

Exploration rate (er)

Any evolutionary algorithm should have two abilities. One is the ability to make the population converge, which can make the algorithm find the optimal solution. The other is the ability to make the population jump out of the local minimum, which can make the algorithm find the global optimal solution. In SEE, exploitation which has the first ability and exploration which has the second ability are designed. Exploitation is used when the population contains many species (SNPs). It tries to make full use of the information within the population to generate a better individual. Exploration is used when the population contains few species. It tries to introduce new species into the population. The exploration rate, shown in Equation (10), is designed to determine the probability of calling the exploitation and exploration operations.

\[
\text{coverage} = \frac{\text{numSpecies}}{\text{numPop} \times \text{l}}, \\
\text{er} = 1 - \text{coverage}^{\text{pe}} 
\]  

(10)

where er is the exploration rate SEE used; numSpecies is the number of SNPs (no duplication) in the population; numPop is the number of individuals in the population; pe is a parameter specified by the user.

Exploitation

The exploitation operation is used to make full use of the information within the population to generate a better individual. The pseudo code of exploitation is shown in Algorithm 2. Exploitation randomly selects two better individuals and does crossover on them (as the genetic algorithm does) to generate a new individual.

\[\text{Algorithm 2. Exploitation}\]

1: \text{i1} = \text{min(rand(numPop), rand(numPop))} \\
2: \text{i2} = \text{min(rand(numPop), rand(numPop))} \\
3: //rand(num) is a function which returns a random integer in \([0, \text{num}]\) \\
4: //min(a, b) is a function which returns the minimal number between a and b. \\
5: \text{e} = \text{pop[i1]} \\
6: \text{i3} = \text{rand(l)} \\
7: \text{i4} = \text{rand(l)} \\
8: \text{e[i3]} = \text{pop[i2][i4]} \\
9: \text{return e as the new individual generated by exploitation.}

Exploration

The exploration operation is used to introduce new species into the population. When few species are contained in the population, the population may be trapped in local minima and the probability of calling exploration should be increased. The pseudo code of exploration is shown in Algorithm 3. Exploration randomly selects a worse individual and generates a probability based on its position in the population. According to the probability, SEE randomly selects the way of introducing new species.

\[\text{Algorithm 3. Exploration}\]

1: \text{i1} = \text{max(rand(numPop), rand(numPop))}. \\
2: //rand(num) is a function which returns a random integer in \([0, \text{num}]\). \\
3: //max(a, b) is a function which returns the maximum between a and b. \\
4: generate a random number \text{ran} \in [0, 1) \\
5: \text{if ran} < \text{i1/numPop then} \\
6: \text{randomly generate a new individual e.} \\
7: \text{else} \\
8: \text{e} = \text{pop[i1]}. \\
9: \text{i2} = \text{rand(l)}. \\
10: \text{e[i2]} = \text{rand(l)}. \\
11: //l is the number of SNPs in the GWAS data and \text{n} is the number of SNPs in an individual. \\
12: \text{return e as the new individual generated by exploration.}
Adjust

When exploitation or exploration is called, a new individual is generated. The elements in the individual are exchanged to satisfy the Inequality in Equation (1). If the Inequality cannot be satisfied, because the individual contains two or more identical elements, the adjust operation is failed. When the Inequality is satisfied, SEE adjusts the new individual using the tracing table. If the individual has already been calculated, an adjust operation is performed to generate a new individual which is the nearest to it and has not been calculated. The adjust operation is shown in Figure 3.

The description in Figure 3 is very well understood, but it needs too much memory. In order to run SEE on a common computation platform, the pseudo code shown in Algorithm 4 is the implementation of Figure 3. It is more complex but requires much less memory.

Algorithm 4. Adjust
1: the input individual is \( x \).
2: the length of \( x \) is \( l \).
3: \( n \) is the number of SNPS.
4: stepInTable is the parameter specified by users.
5: tracing is a set containing all calculated individuals.
6: waiting1 and waiting0 are empty queues.
7: if \( x \) contains two or more identical elements then
8: return adjust failed.
9: else
10: if \( x \) is not in tracing then
If $i == 0$ → stepInTable $- 1$

if waiting1 is not empty then
  get an individual from waiting1 as $x$.
  if $x$ is not in tracing then
    clear waiting1 and waiting0.
  return $x$ as the adjusted individual.
else
  for $i = 0$ → $l - 1$ do
    $xx = x$
    $xx[i] = xx[i] + 1$
    if $xx[i] \in [0, n]$ then
      if ($i == 0$ and $xx[i] > xx[i - 1]$) or ($i == 0$ and $xx[i] < xx[i + 1]$) or ($xx[i] > xx[i - 1]$ and $xx[i] < xx[i + 1]$) then
        insert $xx$ to waiting1.
    end if
  end for
if waiting0 is not empty then
  get an individual from waiting0 as $x$.
if $x$ is not in tracing then
  clear waiting1 and waiting0.
return $x$ as the adjusted individual.
else
  for $i = 0$ → $l - 1$ do
    $xx = x$
    $xx[i] = xx[i] - 1$
    if $xx[i] \in [0, n]$ then
      if ($i == 0$ and $xx[i] > xx[i - 1]$) or ($i == 0$ and $xx[i] < xx[i + 1]$) or ($xx[i] > xx[i - 1]$ and $xx[i] < xx[i + 1]$) then
        insert $xx$ to waiting0.
      end if
    end if
  end for
end if
end if

return $x$ as the adjusted individual.

**Generate result**

In the SEE algorithm, eight parameters are provided to control the result. They are $cCe$, $cCec$, $cGini$, $cGinic$, $cK2$, $cK2c$, $cG$ and $cGc$. They are the thresholds of $ce$, $cec$, $gini$, $ginic$, $k2$, $k2c$, $g$ and $gc$. When the termination criterion is satisfied, the individuals in the population are checked by the thresholds. The generated results only contain individuals whose evolution objectives are all less than or equal to the corresponding thresholds. In addition, $rn$ is the parameter that controls the number of individuals in the result. The pseudo code is shown in Algorithm 5.

**Algorithm 5.** Generate result

1: pop is the population when the termination criterion is satisfied.
2: numPop is the number of individuals in the population.
3: $cCe,cCec,cGini,cGinic,cK2,cK2c,cG,cGc$ are the thresholds of the eight evaluation objectives specified by user.
4: $rn$ is the parameter that controls the number of individuals in the result.
5: $j = 0$
6: initialize $r$ as an empty set.
7: for $i = 0$ → numPop $- 1$ do
8:   $x = pop[i]$
9:   if $x.ce <= cCe$ and $x.ce < cCec$ and $x.gini <= cGinic$ and $x.ginic <= cGinic$ and $x.k2 <= cK2$ and $x.k2c <= cK2c$ and $x.g <= cG$ and $x.gc <= cGc$ and ($rn <= 0$ or $j < rn$) then
10:      insert $x$ into $r$.
11:      $j = j + 1$
12:   end if
13: end for
14: return $r$ as the result.

**Results and discussion**

**Experiments on simulated data**

In the experiments on simulated data, the common goal was to detect the specific two-locus SNP combination (target) in each artefact epistasis model. The
Disease loci with and without marginal effects were used to test BEAM, DECMDR, MACOED, SNPHarvester, SNPRuler, AntEpiSeeker and SEE. The types of software used in this work are listed in Table 1.

**Table 1. Software used in this study.**

| Software | Language |
|----------|----------|
| BEAM | C++ |
| DECMDR | Java |
| MACOED | Matlab |
| SNPHarvester | Java |
| SNPRuler | Java |
| AntEpiSeeker | C++ |
| SEE | C++ |

Simulated datasets

In this work, two different types of epistasis models commonly used in generating simulated datasets are presented: the DME model (disease loci with marginal effects) and the DNME model (disease loci without marginal effects).

Twelve DME models were obtained from MACOED [35] and 60 DNME models from DECMDR [37]. To study the effects of the algorithm, 100 datasets (files) were generated for each model (penetrance table), with each dataset containing 100 SNPs and 1600 samples (800 cases and 800 controls). All datasets were

![Simulated datasets](image-url)
Table 2. Parameter settings in DME.

| Software          | Parameters                                      |
|-------------------|-------------------------------------------------|
| BEAM              | CHAIN = 1,BURNIN = 0;MCMC = 0;THIN = 0;PRIOR1 = 0.01;PRIOR2 = 0.01;SINGLE_ONLY = 0;MINDISTANCE = 1000000;INITIALTRYS = 20;TRY_LENGTH = 0;AUTORESTART = 5 |
| DECMDR            | s = 1;p = 80;g = 40;m = 0.5;r = 0.5,o = 2        |
| MACOED            | num_ant = 80;max_iter = 40;dim_epi = 2;value = 0.05/4950;tau0 = 1;10 = 0.8;rou = 0.9;lambda = 2 |
| SNPHarvester      | listSize = 80;depth = 2;updateRatio = 0.2      |
| AntEpiSeeker      | iAntCount = 80;IntCountLarge = 10;iTopModel = 80;iTopLoci = 16;rou = 0.05;pha = 100;largehapsize = 6;smallhapsize = 3;iEpiModel = 2;value = 0.01 |
| SEE               | wCe = 1;wGec = 1;wGinic = 1;wK2 = 1;wK2c = 1;wG = 1;wCc = 1;wCc = maxcCc = 0;cGini = maxcGinic = 0;ccK2 = maxccK2c = 1;G = 0.05;Cc = 1;r = 1;pe = 0.4;numPop = 80;order = 2;stepInTable = 4;maxiter = 80^4;where max means the maximum double value in C++ programming language |

Note: For each piece of software, the recommended parameters were used in the experiments. For fair comparison, all evolutionary algorithms (MACOED, DECMDR, AntEpiSeeker and SEE) had the same number of generated new individuals (SNP combinations). In AntEpiSeeker, it is recommended that iItCountLarge = 0.5 × iItCountSmall. iItCountLarge was set to 10 and iItCountLarge was set to 30 for fairness.

simulated by the software GAMETES_2.1. In each simulated dataset, the SNPs in the last two columns were the disease associated ones. In order to eliminate the effect of the location, two columns were randomly selected to swap places with the last two columns before a simulated dataset was analyzed. The detailed description of the simulated datasets is given in the Supplementary Appendix and the penetrance tables are provided in Supplemental Table S1.

Evaluation criteria

In order to evaluate the performance of the epistasis-learning algorithm, the power and F-measure were utilized as the evaluation criterion simultaneously. They are defined as Equation (11). Power is a traditional evaluation criterion in GWAS. F-measure, recall and precision are commonly used in the pattern recognition field. F-measure is the harmonic mean of precision and recall. It is chosen as the second evaluation criteria. In order to evaluate the performance of the epistasis-learning algorithm, the power and F-measure were utilized as the evaluation criterion simultaneously. They are defined as Equation (11).

\[
\begin{align*}
\text{power} & = \frac{\#(S)}{100} \\
\text{recall} & = \frac{TP}{TP + FN} \\
\text{precision} & = \frac{TP}{TP + FP} \\
F\text{-measure} & = 2 \cdot \frac{\frac{1}{\text{recall}} + \frac{1}{\text{precision}}}{\frac{1}{\text{recall}} + \frac{1}{\text{precision}}} 
\end{align*}
\]

where power and F-measure are two criteria used in this work. \#(S) is the number of datasets in which the disease-specific two-locus SNP combination is successfully identified among all 100 datasets generated by the same parameters and penetrance table; TP represents the true positives; FP represents the false positives and FN represents the false negatives.

Comparison of SEE with existing methods on disease loci with marginal effects

In this experiment, we compared SEE with six other existing methods, including BEAM, DECMDR, MACOED, SNPRuler, SNPHarvester and AntEpiSeeker. The parameters were set as shown in Table 2. For each DME model and method, 100 data files were analyzed and the evaluation criteria were calculated as Equation (11).

Figure 4 presents the power performance comparisons on the DME models. SEE outperforms the other methods on most of the DME models. On DME_01-04, because the genetic heritability is too low (0.005), distinguishing between the associated SNP combination and unassociated ones is very difficult. SNPRuler and AntEpiSeeker return many unassociated ones as a result, so they perform well on DME01-04. With the increase of the genetic heritability (0.02 on DME05-12), SEE performs better on power. With the DME models, the highest average power of the other six methods is 0.58 (generated by AntEpiSeeker). The average power of SEE is 0.71. Figure 5 presents the F-measure performance comparisons on the DME models. SEE outperforms the others with all DME models, except for DME04. The highest average F-measure of the other six methods is 0.44 (generated by DECMDR). The average F-measure of SEE is 0.68. Figure 6 presents the computation time comparisons on the DME models. SEE outperforms the others with all DME models. The lowest average computation time of the other six methods is 2.12 (generated by SNPRuler). The average computation time of SEE is 0.21. The detailed
The experiment results are shown in Supplemental Tables S2–S4. It is indicated that with DME models, SEE outperforms other existing methods on power, F-measure and computation time.

**Comparison of SEE with existing methods on disease loci without marginal effects**

In this experiment, we compared SEE with six other existing methods, including BEAM, DECMDR, MACOED, SNPHarvester, SNPRuler and AntEpiSeeker. The parameters were set as shown in Table 3. As the DNME models belong to pure epistatic models and the population of any evolutionary algorithms has less information to utilize, the max iteration on these models was set higher than that on the DME models. For the same reason, the pe of SEE was set higher to increase the probability of calling exploration on the DNME models. For each DNME model and method, 100 data files were analyzed and the evaluation criteria were calculated as Equation (11).

Figure 4. Power performance comparisons between BEAM (B), DECMDR (D), MACOED (M), SNPHarvester (H), SNPRuler (R), AntEpiSeeker (S) and SEE (W) with the 12 DME models. For each DME model, the power is calculated as shown in Equation (11). The absence of bars indicates zero power.
Figure S1 in the Supplementary Appendix presents the power performance comparisons on the DNME models. SEE outperforms the other methods on all DNME models. The highest average power of the other six methods is 0.97 (generated by SNPRuler). The average power of SEE is 0.99. Figure 7 presents the F-measure performance comparisons on the DNME models. SEE outperforms the others on all DNME models. The highest average F-measure of the other six methods is 0.90 (generated by MACOED). The average F-measure of SEE is 0.99. Figure S2 in the Supplementary Appendix presents the computation time comparisons on the DNME models. SEE outperforms the others on all DNME models. The lowest average computation time of the other six methods is 2.09 (generated by SNPRuler). The average computation time of SEE is 0.40. The detailed experiment results are shown in Supplemental Tables S2–S4. It is indicated that on DNME models, SEE outperforms other existing methods on power, F-measure and computation time.
Experiments on real data

As shown in the results on simulated data, SEE has good performance. SEE was then utilized to conduct experiments on a real dataset obtained from the Wellcome Trust Case Control Consortium (WTCCC) [42] which had about 2000 individuals examined for each of seven major diseases and a shared set of about 3000 controls. After removing the SNPs and samples recommended by WTCCC and combining each dataset of diseases with the shared dataset of controls, seven GWAS datasets were generated. For each of them, SNPs which were unchanged in all samples were removed. Refer to Supplemental Tables S5–S7 for a more detailed description of the seven real GWAS datasets.

As shown in Table 4, the SNPs found by SEE were mapped to genes based on the NCBI database [48]. The genes were then searched in the CTD database (Comparative Toxicogenomics Database) [49]. A lot of genes which had DE (Direct Evidence) or NDE (Not
Table 3. Parameter settings in DNME.

| Software       | Parameters                                                                 |
|----------------|-----------------------------------------------------------------------------|
| BEAM           | CHAIN = 1;BURNIN = 0;MCMC = 0;THIN = 0;PRIOR1 = 0.01;PRIOR2 = 0.01;SINGLE_ONLY = 0;MINDISTANCE = 1000000;INITIALTRYS = 0;TRY_LENGTH = 0;AUTORESTART = 5 |
| DECMDR         | s = 1;p = 80;g = 140;m = 0.5;r = 0.5;o = 2                                  |
| MACOED         | num_ant = 80;max_iter = 140;dim_epi = 2;pvalue = 0.05/4950;tau0 = 1.70;tau = 0.8;rou = 0.9;lambda = 2   |
| SNPHarvester   | No parameter is set and all parameters take default values.                |
| SNPRuler       | listSize = 80;depth = 2;updateRatio = 0.2                                |
| AntEpiSeeker   | iAntCount = 80;iItCountLarge = 40;iItCountSmall = 10;alpha = 1;iTopModel = 80;iTopLoci = 16;rou = 0.05;pe = 1.0;large-hapsize = 6;smallhapsize = 3;EpiModel = 2;pvalue = 0.01 |
| SEE            | wCe = 1.0;wCec = 1.0;wGini = 1.0;wGinic = 1.0;wK2 = 1.0;wK2c = 1.0;wG = 1.0;wGc = 1.0;cCe = maxcCec = 0.0;Cgini = maxcCinic = 0.0;K2 = maxcK2c = 1.0;Gc = 0.05;GcG = 1.0;pe = 0.4;numPop = 80;order = 2;stepnTable = 4;maxIter = 80*140;where max means the maximum double value in C++ programming language |

Note: For each piece of software, the recommended parameters were used in the experiments. For fair comparison, all evolutionary algorithms had the same number of generating new individuals (SNP combinations). In AntEpiSeeker, it is recommended that iItCountLarge = 0.5 × iItCountSmall. iItCountLarge was set to 40 and iItCountLarge was set to 100 for fairness.

Direct Evidence) association with the corresponding disease were found.

As shown in Figure 8, in order to improve the readability of the results, after mapping SNPs to genes, CytoScape [50] was utilized to make networks based on the gene combinations found by SEE. Figure 8 indicates that CSGALNACT1, LOC105375925, LOC107984858, CENPN etc. play a very important role in bipolar disorder. More details are shown in Figures S3–S9 of the Supplementary Appendix. It is indicated that CACNG1, CELF4, PNLIPRP3, CSGALNACT1 etc. play a key role in coronary artery disease. LDB2, LOC107986262, SMG1P5 and RRP15 etc. play an important role in Crohn's disease. LOC101929163, C6orf110, CACNG1, FRMPD4 etc. play an important role in rheumatoid arthritis. LOC101929163, C6orf110, GPSM3, NOTCH4 etc. have a key role in type 1 diabetes. HTR3B, KIAA1671, CSGALNACT1 and C4orf50 etc. are important role in type 2 diabetes.

Comparison of the methods

BEAM and SNPHarvester both belong to the category of stochastic search. As shown in the experiments on simulated data, SNPHarvester is much better than BEAM.

SNPRuler is an exhaustive filter search method, it is claimed that SNPRuler cannot perform well on DNME models. However, in the experiments on DNME models, SNPRuler performs better than most of the others on power. On F-measure, SNPRuler performs poorly.

DECMDR, MACOED, AntEpiSeeker and SEE all belong to the category of evolution search. MACOED and AntEpiSeeker both utilize ACO (ant colony optimization) to search the SNP combinations. The optimization algorithm of DECMDR is DE (differential evolution). The optimization algorithm of SEE is designed by us for detecting SNP combinations. On real GWAS data, the table in ACO to record the pheromone of each SNP pair is too large to store in the memory of a common computation platform. DECMDR and SEE use less memory in optimization. In addition, SEE utilizes a boolean representation of genotype data to store the GWAS data as BOOST does, so the memory it needs is very small. While calculating the eight evaluation objectives, the contingency table is collected by the boolean operation. The computation time of SEE is the lowest among the algorithms. DECMDR utilizes only MDR as the evaluation objective. MDR is a traditional measure of the association of the SNP combination and the phenotype. However, MDR is highly dependent on the random seed (how to divide the samples into folds). The MDR value varies, sometimes very much, when the random seed is changed. AntEpiSeeker uses the chi-square test to measure the SNP combination. MACOED uses logistic regression and BN (similar to $k_2$) as the objective in ACO, and then the chi-square test is conducted. As logistic regression is very time consuming, the computation time of MACOED is the highest among the algorithms. Although SEE calculates eight evaluation objectives for each SNP combination, because of the boolean operation, the calculation is very fast. As eight evaluation objectives are utilized to measure an SNP combination, the population in SEE is more informative and less generation is needed to detect the right SNP combination. The latter four evaluation objectives are designed by us to distinguish real epistasis SNP combinations from the combinations which contain a very associated SNP.

The advantages of SEE

SEE has higher power and F-measure. As eight evaluation objectives are utilized simultaneously, the power
Figure 7. F-measure comparisons between BEAM (B), DECMDR (D), MACOED (M), SNPHarvester (H), SNPRuler (R), AntEpiSeeker (S), SEE (W) on the 60 DNME models. For each DNME model, the F-measure is calculated as shown in Equation (11). The absence of bars indicates zero F-measure.
of SEE is higher. When generating a new SNP combination by SEE, there is more information to utilize in the population. The adjust operation in SEE also increases the power for detecting SNP combinations. SEE can distinguish real epistasis SNP combinations from the combinations which contain a very associated SNP.

SEE needs much less memory. As the GWAS data are stored by boolean representation, they take up much less memory than most other existing methods. SEE needs only about 1 GB memory while analyzing the GWAS data which contains about 4000 samples and 500,000 SNPs. Unlike most other methods, it can perform data analysis steadily on most computing platforms.

SEE is very fast. As SEE is written in C++ and takes advantage of boolean operation greatly, the computation time of SEE is very low.

The limitations of SEE

Although the code of SEE has been optimized again and again, the sort operation is still very time consuming. Another method should be designed to combine multiple evaluation objectives.

Conclusions

In this paper, we propose a novel algorithm called SEE for identifying SNP epistasis in genome-wide association studies. It is successfully designed to combine eight evolution objectives and a newly designed evolutionary algorithm. It was assessed through comparison with six other existing approaches on 72 simulated datasets. It is indicated that SEE is powerful to handle GWAS data both in terms of F-measure and computation time. We then utilized it to analyze real data obtained from the Wellcome Trust Case Control Consortium. A lot of disease-associated SNPs and genes (reported or not on CTD database) has been found. The results may be helpful to further explain the seven diseases. We believe that SEE will be widely used in GWAS.
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Table 4. Part of the SEE results for seven diseases in the WTCCC dataset.

| Chrom | SNP1 | Gene1 | CTD | SNP2 | Gene2 | CTD | p-value (G-test) |
|-------|------|-------|-----|------|-------|-----|-----------------|
| Bipolar disorder | | | | | | | |
| All | rs17480050 | CSGALNACT1 | NDE | rs7325200 | HTR2A | DE | 0 |
| chr 1 | rs4633297 | UNKNOWN | NDE | rs6588191 | PDE4B | DE | 5.31E-05 |
| chr 5 | rs17209251 | NRC3C1 | DE | rs10054583 | PDZD2 | NDE | 0.005268119 |
| chr 9 | rs11243677 | ANKG2 | DE | rs914715 | TLE4 | NDE | 0.0011108 |
| chr 10 | rs1938526 | ANK3 | DE | rs2488084 | UNKNOWN | UNKNOWN | 0.004175791 |
| chr 11 | rs567236 | TENM4 | DE | rs12422135 | UNKNOWN | UNKNOWN | 0.003828214 |
| chr 12 | rs17703136 | GRIP1 | NDE | rs1006737 | CACNA1C | DE | 0.002946767 |
| chr 22 | rs17435801 | UNKNOWN | UNKNOWN | rs16980239 | GRK3 | DE | 0.00625281 |
| Coronary artery disease | | | | | | | |
| All | rs3785579 | CACNG1 | NDE | rs3027898 | IRAK1 | DE | 0 |
| chr 1 | rs4846770 | MIA3 | DE | rs5027299 | KDM1A | NDE | 2.31E-07 |
| chr 2 | rs13139968 | CDDC148 | DE | rs13600247 | LOC102275159|ABCG8 | NDE|DE | 0.002844722 |
| chr 3 | rs1199332 | MRAS | DE | rs17042882 | PLCL2 | NDE | 0 |
| chr 6 | rs519758 | GFO1D | DE | rs6923943 | PHACTR1 | DE | 2.43E-06 |
| chr 7 | rs10270161 | UNKNOWN | UNKNOWN | rs11556924 | ZC3HC1 | DE | 0.00088387 |
| chr 10 | rs11226078 | PDZD2 | NDE | rs914715 | TLE4 | NDE | 0.0010118 |
| chr 11 | rs1938526 | ANK3 | DE | rs2488084 | UNKNOWN | UNKNOWN | 0.004175791 |
| chr 12 | rs17703136 | GRIP1 | NDE | rs1006737 | CACNA1C | DE | 0.002946767 |
| chr 22 | rs17435801 | UNKNOWN | UNKNOWN | rs16980239 | GRK3 | DE | 0.00625281 |
| Crohn’s disease | | | | | | | |
| All | rs11209026 | IL23R | DE | rs1933641 | RRP15 | NDE | 0 |
| chr 1 | rs12109026 | IL23R | DE | rs1933641 | RRP15 | NDE | 0 |
| chr 2 | rs10210302 | ATG16L1 | DE | rs4080478 | UNKNOWN | UNKNOWN | 9.08E-12 |
| chr 3 | rs4135229 | PPARG | DE | rs11712729 | ERC2 | NF | 0.00887644 |
| chr 5 | rs2416472 | UNKNOWN | UNKNOWN | rs1000113 | IRGM | DE | 4.31E-11 |
| chr 7 | rs9650985 | LHFPL3 | NF | rs17151914 | LEP | DE | 0.00036593 |
| chr 11 | rs10883371 | LOC101928387 | NF | rs7489213 | GRK3 | DE | 0.017E-07 |
| chr 16 | rs4471699 | SMG1PS | NF | rs2076756 | NOD2 | DE | 0 |
| chr 18 | rs7234029 | PTN2 | DE | rs4496495 | LOC103572022|CABLES1 | NF|NDE | 0.00016182 |
| Rheumatoid arthritis | | | | | | | |
| All | rs3785579 | CACNG1 | NDE | rs16992357 | RUNX1 | DE | 0 |
| chr 1 | rs2488457 | AP4B1-AS1 | NF|DE | rs7393166 | TIMEM51|C1orf195 | NF|NF | 0 |
| chr 2 | rs4578903 | AFF3 | DE | rs1440065 | UNKNOWN | UNKNOWN | 0 |
| chr 5 | rs6859219 | ANKRDS5 | DE | rs1689046 | LOC10378998 | NF | 0 |
| chr 7 | rs9276435 | HLA-DQA2 | DE | rs4959053 | PSORS1C1 | NF | 0 |
| chr 12 | rs4502063 | CLEC12A | DE | rs10843606 | UNKNOWN | UNKNOWN | 0 |
| chr 15 | rs16942398 | ACAN | DE | rs16942813 | AKAP13 | DE | 0 |
| Type 1 diabetes | | | | | | | |
| All | rs2488457 | AP4B1-AS1 | NF|DE | rs9273363 | HLA-DQ8B1-AS1 | NF | 0 |
| chr 1 | rs2488457 | AP4B1-AS1 | NF|DE | rs3790857 | PGM1 | DE | 2.93E-08 |
| chr 3 | rs805006 | ITTP1 | DE | rs16861590 | CPF | DE | 0 |
| chr 6 | rs9272723 | LOC107986589|HLA-DQA1 | NF|DE | rs9275523 | UNKNOWN | UNKNOWN | 0 |
| chr 9 | rs7020673 | LOC107986589|HLA-DQA1 | NF|DE | rs9275523 | UNKNOWN | UNKNOWN | 0 |
| chr 10 | rs7078717 | NRG3 | NF | rs942200 | IL2RA | DE | 0 |
| Type 2 diabetes | | | | | | | |
| All | rs17480050 | CSGALNACT1 | NDE | rs7070399 | TCF7L2 | DE | 0 |
| chr 1 | rs16850854 | LOC100506747 | NF | rs340835 | PROX1 | DE | 0.009939957 |
| chr 4 | rs16837871 | C4orf50 | NF | rs5341 | EDNRA | DE | 0 |
| chr 6 | rs2328549 | CDKAL1 | DE | rs4398751 | UNKNOWN | UNKNOWN | 0.00129422 |
| chr 7 | rs1477528 | LOC349160 | NF | rs1715637 | JAZF1 | DE | 0 |
| chr 8 | rs4669672 | SLC30A8 | DE | rs17480050 | CSGALNACT1 | NDE | 0 |
| chr 9 | rs16919975 | GLIS3 | DE | rs7039577 | BRINP1 | NDE | 0.008634383 |
| chr 10 | rs17094393 | GFRAD1 | NDE | rs7094195 | TCF7L2 | DE | 2.06E-08 |
| chr 11 | rs17161117 | HTRB3 | DE | rs2188966 | ABCB1 | DE | 0 |
| chr 16 | rs41356047 | UNKNOWN | UNKNOWN | rs8050136 | FTO | DE | 3.87E-06 |
| chr 20 | rs16999183 | PCSK2 | DE | rs6094514 | UNKNOWN | UNKNOWN | 1.20E-09 |

Note: The complete results are given in Supplemental Table S8. DE means the gene has Direct Evidence for association with the disease in the CTD database. NDE means the gene has Not Direct Evidence. NF means the gene is not found in the CTD database. Unknown means the SNP cannot be mapped to any gene based on the NCBI database.
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