NONLINEAR COOK DISTANCE FOR ANOMALOUS CHANGE DETECTION
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ABSTRACT

In this work we propose a method to find anomalous changes in remote sensing images based on the chronochrome approach. A regressor between images is used to discover the most influential points in the observed data. Typically, the pixels with largest residuals are decided to be anomalous changes. In order to find the anomalous pixels we consider the Cook distance and propose its nonlinear extension using random Fourier features as an efficient nonlinear measure of impact. Good empirical performance is shown over different multispectral images both visually and quantitatively evaluated with ROC curves.
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1. INTRODUCTION

Change detection [1, 2] is one of the most active fields in Remote Sensing and Earth Observation. Essentially, change detection boils down to identification of the abnormality buried in the background. An interesting broader problem is that of anomalous change detection (ACD): such setting differs from standard change detection in that the goal is to find anomalous or rare changes that occurred between two images, not simply pervasive changes.

The interest to find anomalous changes in scenes is very broad, and many methods have been proposed in the literature, ranging from equalization-based approaches that rely on whitening principles [3], to multivariate methods that extract distinct features out of the change (difference) image [4] and that reinforce directions in feature spaces associated with noisy or rare events [5, 6], as well as regression-based approaches like in the chronochrome [7], where a regressor tries to approximate the next incoming image and the big residuals are associated with anomalies.

In this paper we elaborate on the chronochrome approach [8], [9]. Two important choices need to be made: the regression algorithm and the criterion to evaluate residuals. Very often a simple linear model is used in the literature, but nonlinear algorithms like neural networks or kernel machines may offer better fitted models and thus less ambiguous residuals. On the other hand, there are many ways of looking at the residuals [10], but more important than residuals inspection is the problem of translating residuals into anomalies. One could trivially associate big errors to anomalies, but a robust/hypothesis statistic test has to be defined. This is a field widely studied in descriptive statistics.

A well-established method in statistics that summarizes the impact or influence of individual points in a regression model is the Cook’s distance [11]. Essentially the Cook’s distance is defined as the sum of all changes in the regression model when a particular observation is removed. To our knowledge, the distance has not been used yet in image change detection in a chronochrome setting. Application of the Cook’s distance in this scenario has to face, however, two important problems: 1) the distance is typically computed after application of a linear regression model, hence non-linear impact/changes can not be identified; and 2) the Cook’s distance statistic for out-of-sample points requires the evaluation of as many models as test samples, which makes the technique very costly. In this paper, we provide a remedy to both problems. First, we extend the linear regression model to work with kernel functions hence accounting for non-linearities. However, noting the large computational cost involved, we propose the approximation of the kernels with explicit projections on random Fourier features [12]. The method is simple, computationally very efficient in both memory and processing costs, and achieves improved detection compared to standard approaches. We show results in a set of four change detection problems with pairs of multispectral images acquired by different sensors (Quickbird, Sentinel-2) and involving different changes of interest (floods, wildfires, urbanization).

The remainder of the paper is organized as follows. First, section 2 fixes notation, introduces the Cook’s distance, and briefly reviews the concept of influential points and leveraging in standard statistics. Section 3 presents the performance of the proposed randomized Cook’s chronochrome method for anomaly change detection. Finally, we conclude in section 4 with some remarks and prospective future work.
2. KERNELIZED COOK’S DISTANCE

2.1. Notation and the chronochrome approach

Let us define two consecutive $d$-bands multispectral images in matrix form $X, Y \in \mathbb{R}^{n \times d}$ composed of $n$ pixels $x_i, y_i \in \mathbb{R}^d$, $i = 1, \ldots, n$. Let us assume that a set of (anomalous) changes have occurred in between, and that such changes do not alter the image distribution significantly. The ‘chronochrome’ approach [13] departs from this idea to fit a function able to predict the second image $Y$ from the first one $X$, and decide that a point is anomalous if, for instance, the corresponding residual is significantly large. The prediction function $f : x \rightarrow y$ is learned (fitted) from the observations. The task is now to assess the significance of the obtained residuals, $e = y - \hat{y}$.

2.2. Cook’s distance

Estimating influential points from models is a challenging problem in statistics. The aim is to find which elements from the sample set are more relevant to the statistical model. The Cook’s distance [11] is a standard tool from descriptive statistics to assess the influence of individual observations on the fitted model.

The standard Cook’s distance assumes a linear model for prediction of the second image from the first one, i.e. $Y = XW$, where $W \in \mathbb{R}^{d \times d}$, and $X$ is the augmented design matrix with a column of ones to account for the bias term, $X = [X, 1_n]$. The solution to this least squares problem is given by the Wiener-Hopf normal equations, $W = (X^T X)^{-1} X^T Y$. The predictions can be expressed as $Y = XW = X(X^T X)^{-1}X^T Y = HY$, where $H$ which is known as the projection matrix. Now, by taking the derivative of the predictions $Y$ w.r.t. $Y$, $H = \partial Y / \partial Y$. The $i$-th element of the diagonal of $H$ is thus given by

$$h_i = x_i^T (X^T X)^{-1} x_i,$$ (1)

and is known as the leverage of the $i$-th observation. Similarly, the $i$-th element of the residual vector $e = y - \hat{y} = (I - H) y$ is denoted by $e_i$.

The Cook’s distance $D_i$ for observation $x_i$, $i = 1, \ldots, n$, is defined as the sum of all the changes in the regression model when observation $i$-th is removed from it:

$$D_i = \frac{\sum_{j=1}^n (\hat{y}_j - \hat{y}_j \setminus i)^2}{d \text{ MSE}^2},$$ (2)

where $\hat{y}_j \setminus i$ is the fitted response value obtained when excluding $i$, and $\text{MSE}$ is the mean-square error of the regression model. Equivalently, it can be expressed using the leverage

$$D_i = \frac{e_i^2 h_i}{d \text{ MSE}^2 (1 - h_i^2)},$$ (3)

Interestingly, Cook showed that this estimation can be obtained using incremental rank one update of covariances, without even needing to re-compute each models when the $i$-th sample is removed [11].

2.3. Nonlinear randomized Cook’s distance

The application of the Cook’s distance can actually consider nonlinear regression to obtain more accurate estimates and hence sharper anomaly detections from the residuals. Note, however, that the predictive function should be fast to train and evaluate so we can plug it in (2), or tractable as in the linear case to be able to derive an equivalent equation to (3) but involving a nonlinear leverage function $h'_i$.

Kernel methods are well-equipped tools to cope with nonlinear problems [14] while still resorting to linear algebra operations. We should note, however, that the extension of the Cook’s distance in terms of kernels imposes a large computational cost and resorting to incremental inverses on Gram (kernel) matrices. In this paper, we explore an alternative, simple way: we approximate the nonlinear solution with random Fourier features, which approximate shift-invariant kernels [12], we will refer to our proposed method as the randomized Cook’s distance (or RCook) in advance.

Formally, we now use a linear model expressed on data projected onto $D$ random Fourier features. Let us define a feature map $z(x) : \mathbb{R}^d \rightarrow \mathbb{C}^D$, explicitly constructed as $z(x) := [\exp(iw_1^T x), \ldots, \exp(iw_n^T x)]^T$, where $i = \sqrt{-1}$, and $w_i \in \mathbb{R}^d$ is randomly sampled from a data-independent distribution [12]. The prediction model is now defined as $Y = \mathbb{R}\{ZW\}$, where $Z = [z_1 \cdots z_n]^T \in \mathbb{R}^{n \times D}$, with the weight matrix $W \in \mathbb{R}^{D \times d}$. The nonlinear randomized leverage of a particular sample is now expressed

$$h'_i = z(x_i) (Z^T Z)^{-1} z(x_i),$$ (4)

which is then plugged into (3) owing to the linearity of the model. This allows to control the memory and computational complexity explicitly through $D$, as one has to store matrices of $n \times D$ and invert matrices of size $D \times D$ only. It is worth noting that a few number of random Fourier features are needed in practical applications, $D \ll n$. This is not only beneficial in computation time and memory savings, but also has a regularization effect in the solution. Table I shows the space and time (computational) efficiency of both methods since $d$ and $D$ are generally less then hundreds.

3. EXPERIMENTS

In order to test the different methods in a common framework, we fix a database formed by four multispectral images. We generated the ground truth of each image by photo-interpretation, and consequently we know where the anomalous change is present. All images contain changes of different kind, which allow us to study how the different algorithms
Table 1: Space and time complexity for both methods.

| Method  | T        | C        | C$^{-1}$ | W  | L  | ACD |
|---------|----------|----------|----------|----|----|-----|
| Space   |          |          |          |    |    |     |
| Cook    | -        | -        | $d^2$    | $d^2$ | n  | n   |
| R-Cook  | $nD$     |          | $D^2$    | $D^2$ | n  | n   |
| Time    |          |          |          |    |    |     |
| Cook    | -        | $nd^2$   | $d^3$    | $nd^2$ | $nd^2$ | $nd^2$ |
| R-Cook  | $nD^2$   |          | $D^3$    | $nD^2$ | $nD^2$ | $nD^2$ |

T is transformation of image into a nonlinear space. 
C is for covariance matrix and $C^{-1}$ is for its inverse. 
W is for regression weight and L is for leverage.

We perform in a diversity of realistic scenarios. In Table 2 appears different descriptors of the images in the database, the sensor which has acquired the scene, the number of rows and columns (whose product is the total amount of pixels) and the number of bands of each one. Fig. 1 illustrates the RGB composites, the left column are images without anomaly, the middle column is where appears it, and the right column the corresponding ground truth.

![Fig. 1: Images with real anomalies.](image)

We fix the experimentation setup with $n = 10^4$ samples, split into training and test sets, with 50% each one, and select the best parameters by cross-validation in the training set. Nonlinear methods involve the optimization of the $\sigma$ parameter and the $\lambda$ regularization parameter. For both of them, we make a grid search by taking 50 logarithmically-spaced points between $[10^{-5}, 10^{5}]$. We optimized the different methods by maximizing the area under the curve (AUC) of the receiver operating characteristic (ROC) curve. In the case of R-Cook, we tested different values for the effective dimensionality parameter, $D$, and finally set $D = 100$ which leads to a good performance and a moderate computational execution.

Figure 2(a)-(d) shows the ROC curves for all the images in the database following the described setup. Each plot legend contains the AUC value of each method. There is a clear advantage of the randomized Cook’s distance which outperforms its linear counterpart by uppering the ROC curve and obtaining always a greater AUC value. The gain is not noticeable in the case of the California scene, probably due to the complexity involved in the labelling the ground truth and specially in the shadowed parts. More efforts will be taken in this part to attain it.

Table 2: Images attributes in the experimentation dataset.

| Image   | Sensor     | Rows | Columns | Bands ($d$) |
|---------|------------|------|---------|-------------|
| Australia | Sentinel-2 | 1175 | 2032    | 12          |
| California | Sentinel-2 | 332  | 964     | 12          |
| Zürich   | Quickbird  | 181  | 121     | 4           |
| Denver   | Quickbird  | 101  | 101     | 4           |

In Table 3 we have summarized the AUC values of the linear and R-Cook over the different images used in the experimentation. As a summary, the randomized Cook distance achieves the best results in all the images compared against its linear counterpart.

Table 3: AUC values for Cook and R-Cook methods in different images. Both methods are trained with $n = 5000$ samples and R-Cook with $D = 100$.

| Scenes    | Cook  | R-Cook |
|-----------|-------|--------|
| Australia | 0.87  | 0.95   |
| California| 0.58  | 0.61   |
| Zürich    | 0.56  | 0.67   |
| Denver    | 0.83  | 0.95   |
4. CONCLUSIONS

In this work we have presented the randomized Cook’s distance. This method uses an explicit nonlinear mapping to transform the data and then follows the standard linear approach. Besides, the proposed method is a nonlinear version of the standard Cook distance which allows to find influential points (considered as anomalies) in a scenario following the chronochrome philosophy.

We have developed an exhaustive statistical experimentation over real data scenes based on the study of the ROC curves and tuned all the methods to achieve maximum performance in the AUC measure. We have shown that the proposed method outperforms the standard linear one in all images.

The proposed methodology has a good generalization behavior, the hyperparameters of the method are optimized through Cross Validation and once them are fixed it can be applied to the whole image. Due to the low computational demand of the RCook method and by following this strategy both open the way to apply over real images of relatively big size. Preliminary results indicates that we can test our RCook method over images around millions of points.
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