Crop Mapping in the Sanjiang Plain Using an Improved Object-Oriented Method Based on Google Earth Engine and Combined Growth Period Attributes
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Abstract: In recent years, the scale of rural land transfer has gradually expanded, and the phenomenon of non-grain-oriented cultivated land has emerged. Obtaining crop planting information is of the utmost importance to guaranteeing national food security; however, the acquisition of the spatial distribution of crops in large-scale areas often has the disadvantages of excessive calculation and low accuracy. Therefore, the IO-Growth method, which takes the growth stage every 10 days as the index and combines the spectral features of crops to refine the effective interval of conventional wavebands for object-oriented classification, was proposed. The results were as follows: (1) the IO-Growth method obtained classification results with an overall accuracy and F1 score of 0.92, and both values increased by 6.98% compared to the method applied without growth stages; (2) the IO-Growth method reduced 288 features to only 5 features, namely Sentinel-2: Red Edge1, normalized difference vegetation index, Red, short-wave infrared2, and Aerosols, on the 261st to 270th days, which greatly improved the utilization rate of the wavebands; (3) the rise of geographic data processing platforms makes it simple to complete computations with massive data in a short time. The results showed that the IO-Growth method is suitable for large-scale vegetation mapping.
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1. Introduction

Food security mainly refers to the problem of food supply security [1]. However, the phenomenon of non-grain-oriented land refers to a change in the cultivation of land from its original use to grow wheat (Triticum aestivum L.), rice (Oryza sativa L.), and other grain crops to other purposes, resulting in a reduction in the actual area of grain production and a decline in grain yield. At present, the non-grain-oriented land phenomenon is already the dominant trend in land circulation and, if things continue in this way, it will become a major hidden danger to the national food security strategy [2].

For this reason, to control the non-grain-oriented use of agricultural land and to guarantee national food security, monitoring of the area of agricultural crop planting is of utmost importance [3]. Moreover, remote-sensing technology has unique advantages in terms of agricultural crop monitoring due to its large range of observation and short cycles [4], and many studies have utilized remote-sensing technology to quickly extract the spatial distributions of agricultural crops [5]. At present, the commonly used methods for crop mapping by remote sensing are pixel-based classification and object-oriented classification; of these, the latter has been gradually adopted in more studies compared to the former [6,7] because it can avoid misclassification caused by certain pixels of the same object having different spectra or different objects having the same spectra [8], and can effectively prevent salt-and-pepper noise [9]. It can obtain a classification accuracy
better than 85% by combing the spectral features, texture features, terrain features, and other factors extracted from remote-sensing images [10].

However, both pixel-based and object-oriented machine-learning classifiers have gradually replaced the conventional maximum-likelihood classifiers due to their better performance [11]. The common machine-learning classifiers include the random forest (RF), classification and regression trees (CART), support vector machine (SVM), and so on [12]. Among them, SVM and RF are regarded as unaffected by data noise, so their application is broader than that of other classifiers [13]. For example, Adriaan et al. used remote-sensing datasets in combination with 10 types of machine-learning methods to extract the spatial distributions of crops, analyzed the various accuracy indicators of the classification results, and found that RF provided the highest accuracy [14]. Based on RF, Schulz et al. proposed a new classification method to carry out large-scale agricultural monitoring of fishing crops and obtained an average prediction accuracy of 84% [15]. The introduction of machine learning has made the launching of remote-sensing research much more convenient. However, if a local computer uses machine learning, the computer performance undoubtedly must reach a certain standard [16]; at present, the Google Earth Engine (GEE) solves this problem as it can perform the functions of common algorithms, including machine learning, online [17]. GEE is a cloud computing platform developed by Google for satellite imagery and earth observation data [18], which provides Landsat, Sentinel, Moderate Resolution Imaging Spectroradiometer (MODIS), and other satellite images as well as data products for free [19]. The rich resources and powerful computing capabilities of GEE have made the online processing of geographic data the main trend in current remote-sensing research [20].

Since GEE has greatly reduced the complexity of data calling and calculation, it is easier to carry out remote-sensing research with data fusion, which refers to integration of the information obtained by sensors on satellites, aircraft, and ground platforms with different spatial and spectral resolutions to generate fused data containing more detailed information than any single data source [21]. Some commonly used methods of image fusion are as follows: (1) pixel-level fusion (data fusion), which combines the original image pixels; (2) feature fusion, which involves extracting features from individual datasets for combination; and (3) decision fusion, which combines the results of multiple algorithms to obtain the final fusion [21,22]. Currently, data fusion is widely used in remote-sensing research. In terms of crop classification, some early studies chose to fuse the images during the growth periods of crops [23]; later, the time-series data obtained during crop growth were found to be able to fully reflect the phenological features of different crops and their changes in different physical and chemical parameters and indicators [24], and also to contribute greatly to improving accuracy in crop classification [25]. It is therefore popular for research [26–28] to use the data fusion method of calculating the median reflectance or index median of time-series images [29].

In large-scale remote-sensing research, methods that fuse the images of crops in the growth period and then extract the spectral features to carry out classification [30] do not combine this with information relating to the growth stages of the crops, so the variation features of the crop spectra in different periods cannot be fully utilized. Moreover, the data volume in the time-series method is relatively large, and the data fusion of the entire area and the subsequent computational flow cannot be completed at the same time, and may even exceed the GEE calculation limit. Therefore, ensuring full utilization of the crop growth variation features [31] while reducing data redundancy and decreasing the data volume has become a problem to be solved.

Based on the above analysis and object-oriented classification in combination with the RF classifier, the IO-Growth method for extracting the spatial distribution of crops was proposed, in which each growth stage of the crops is regarded as an independent attribute and is combined with the spectral features to jointly optimize the selection; this method can not only obtain the advantages of time-series data—that is, make full use of the characteristics of the growth stages with high contributions to the classification accuracy of
crops—but also filter out the data of the growth stages with low contributions in order to reduce the amount of data, so as to simplify the time-series data. The aims of this study was mainly structured as follows: (1) to explore the characteristics of the extensive extraction of crops online based on the GEE platform; (2) to identify the advantages and disadvantages of the IO-Growth method by comparing it with an object-oriented classification that does not combine the growth stages with the time-series method, which currently has the advantage in accuracy; (3) to obtain the spatial distributions of rice, maize (*Zea mays* L.), and soybean (*Glycine max* L. Merr.) in the study area, i.e., the Sanjiang Plain in 2019.

2. Materials and Methods

2.1. Study Area

The Sanjiang Plain was chosen as the study area. As shown in Figure 1, the plain is in the northeastern part of Heilongjiang Province in China, with a total area of approximately 108,900 km$^2$, and encompasses seven cities. The landform of the Sanjiang Plain is vast and flat, and the climate is a temperate humid–semihumid continental monsoon climate with an average temperature between 1 °C and 4 °C and an annual precipitation between 500 and 650 mm. The precipitation is mostly concentrated in June to October, and the solar radiation resources are comparatively abundant, with the characteristics of rain and heat in the same season, which makes this region suitable for agricultural development. The Sanjiang Plain is the production base for commercial grains such as soybean, maize, rice, and others, which makes it an important reclamation area for the country. According to the statistical yearbook, in Heilongjiang Province, where the Sanjiang Plain is located, the areas of three crops—rice, maize, and soybean—accounted for more than 90% in the total area of the main agricultural crops in 2019; Heilongjiang Province has become the largest grain-producing province in China, and its grain yield had ranked first in the nation for 10 consecutive years.

![Figure 1. Overview of the study area: Sanjiang Plain, located in northeast Heilongjiang Province.](image)

2.2. Datasets and Preprocessing

2.2.1. Sentinel-2 Images and Preprocessing

This study used the Level-2A product of Sentinel-2 stored in GEE, a cloud computing platform for satellite imagery and earth observation data developed by Google, during the crop growth period of 2019, that is, from May to October, in the Sanjiang Plain [32]. The cooperation of the two satellites shortened the global revisit cycle to only five days. In addition, Level-1C is another product of Sentinel-2 available currently; it is orthorectified top-of-atmospheric reflectance without atmospheric correction, while the Level-2A product
includes atmospherically corrected surface reflectance, where the reflectance ($\rho$) is a function of wavelength ($\lambda$), which is the ratio of reflection energy ($E_R$) to incident energy ($E_I$) [33]:

$$\rho(\lambda) = \frac{E_R(\lambda)}{E_I(\lambda)}$$  (1)

Sentinel-2 sensors have medium spatial resolutions of 10, 20, and 60 m [34], within which the Level-2A product has 12 spectral wavebands in the form of unsigned integers, and their resolutions and wavelengths are shown in Table 1:

Table 1. The information of the Level-2A product of Sentinel-2.

| Band | Pixel Size | Wavelength          | Description          |
|------|------------|---------------------|----------------------|
| B1   | 60 m       | 443.9 nm (S2A)/442.3 nm (S2B) | Aerosols             |
| B2   | 10 m       | 496.6 nm (S2A)/492.1 nm (S2B) | Blue                 |
| B3   | 10 m       | 560 nm (S2A)/559 nm (S2B) | Green                |
| B4   | 10 m       | 664.5 nm (S2A)/665 nm (S2B) | Red                  |
| B5   | 20 m       | 703.9 nm (S2A)/703.8 nm (S2B) | Red Edge1            |
| B6   | 20 m       | 740.2 nm (S2A)/739.1 nm (S2B) | Red Edge2            |
| B7   | 20 m       | 782.5 nm (S2A)/779.7 nm (S2B) | Red Edge3            |
| B8   | 10 m       | 835.1 nm (S2A)/833 nm (S2B) | near-infrared (NIR)  |
| B8A  | 20 m       | 864.8 nm (S2A)/864 nm (S2B) | Red Edge4            |
| B9   | 60 m       | 945 nm (S2A)/943.2 nm (S2B) | Water vapor          |
| B11  | 20 m       | 1613.7 nm (S2A)/1610.4 nm (S2B) | short-wave infrared1 (SWIR1) |
| B12  | 20 m       | 2102.4 nm (S2A)/2185.7 nm (S2B) | short-wave infrared2 (SWIR2) |

2.2.2. Training and Validation Sample Data

This study used Sentinel-2 images synthesized by the GEE platform from May to October 2019 to select pixels as samples online [35], and as Table 2 shows, a total of 1843 samples were selected from the Sanjiang Plain, including 305 rice samples, 303 maize samples, and 303 soybean samples. During the selection process, the principles of randomness and uniformity were followed to try to make the samples evenly distributed in the study area. However, rice is less distributed in the central and southern parts of the study area, so fewer samples were selected in this part; maize is planted more in the middle of the study area, so more samples were selected in this part; meanwhile, soybean is scattered throughout the whole study area, so the samples were selected more evenly.

Table 2. Summary of the number of samples used per class for classification training and testing.

|               | Rice  | Maize | Soybean | Woodland | Water | Built-Up |
|---------------|-------|-------|---------|----------|-------|----------|
| Samples       | 305   | 303   | 303     | 299      | 294   | 339      |
| Training samples | 207   | 217   | 205     | 225      | 204   | 240      |
| Testing samples | 98    | 86    | 98      | 74       | 90    | 99       |

After completing the sample selection, the high-definition images of Google Earth from May to October 2019, combined with visual interpretation knowledge and the 10 m crop-type maps for northeast China in 2017–2019 [36], released in 2020, were used to test whether the samples were correct or not. Samples that were inconsistent with the attributes of the high-definition images of Google Earth or the crop-type maps were deleted to avoid wrong selection. In addition, 299 woodland samples, 294 water samples, and 339 built-up samples were used to jointly assist in the classification. Approximately 70% of the sample points were randomly selected for training, and the other sample points, constituting approximately 30%, were used for testing [37].
2.3. Method

2.3.1. IO-Growth Method Overview

The IO-Growth method for extracting the spatial distribution of crops proposed in the study uses a 10-day interval to represent the growth stages of the crops, which is taken as an independent attribute, and carries out image synthesis on every growth stage [29] to thereby extract the spectral features of each stage. Through feature selection, the spectral features with the growth stage attributes are optimized and the feature combinations that contribute more greatly to the classification are obtained [38], which plays a role in refining the effective interval of the feature wavebands within the growth period. Subsequently, object-oriented classification is carried out [39]. This method extracts the spectral features of the growth stages of the crops as independent features and then carries out optimization, which greatly improves the utilization rate of the spectral features and reduces data redundancy.

2.3.2. SEaTH Algorithm

The basic idea of the separability and thresholds (SEaTH) algorithm is that if a feature does not conform to a normal distribution, then the feature has poor separability and is unsuitable for use in classification. If it conforms to a normal distribution, the Jeffries–Matusita (JM) distance is used to measure the separability between classes [40]. The distance between the two classes \( C_1 \) and \( C_2 \) is expressed as follows:

\[
J = 2 \times (1 - e^{-B})
\]

\[
B = \frac{1}{8} (m_1 - m_2)^2 \times \frac{2}{\alpha_1^2 + \alpha_2^2} + \frac{1}{2} \ln \left[ \frac{\alpha_1^2 + \alpha_2^2}{2 \times \alpha_1 \times \alpha_2} \right]
\]

where \( B \) represents the Bhattacharyya distance, and \( m_i \) and \( \alpha_i \) (\( i = 1, 2 \)) respectively represent the mean and variance of a certain feature of classes \( C_1 \) and \( C_2 \). The value range of \( J \) is \([0.00, 2.00]\), wherein, when the \( J \) value is between 0.00 and 1.00, the spectrum does not have separability; when the \( J \) value is between 1.00 and 1.90, the sample has a certain degree of separability, but the spectral overlap is large; and when it is between 1.90 and 2.00, the separability of the feature is high. Therefore, features with a JM distance greater than 1.90 were considered to satisfy the separability requirement, which not only compressed the number of classification features but also removed the features with low separability, thereby reducing data redundancy and improving computational efficiency.

2.3.3. Construction of the Feature Collection

The growth periods of rice, maize, and soybean crops in northeastern China are usually from May to September, but the crops are occasionally still immature and unharvested in October. Therefore, we selected May to October as the study period and considered every 10 days as a growth stage; that is, there were a total of 18 growth stages. In addition, aside from the original wavebands, the visible, NIR, and SWIR bands of the Sentinel-2 L2A product were used to calculate [41,42] normalized difference water index (NDWI) [43,44], normalized difference vegetation index (NDVI) [45], modified normalized difference water index (MNDWI) [46], and enhanced water index (EWI) [47], as shown in Figure 2 and Table 3. Among these, NDVI shows favorable sensitivity for monitoring the temporal and spatial variation of vegetation [48], which has been widely used in rice monitoring; NDWI is helpful for dividing the boundary between vegetation and water [44]; MNDWI is easily used to distinguish between shadow and water [46]; and EWI also introduces a near-infrared band and short-wave infrared band, which can effectively distinguish residents, soil, and water [47]. Since different crops have different soil water content and vegetation water content, these factors can effectively distinguish them. In addition, these factors can also contribute to the extraction of farmland surface water content at the early stages of crop growth and crop classification. They were added to the image as independent spectral wavebands, so the number of wavebands in the image increased from 12 to 16. Image synthesis was carried out for the 18 growth stages [49], and the time attribute of the growth
stage was combined with the 16 spectral features in each stage. Thus, we obtained a feature set that contained 288 features.

Figure 2. The results of the features calculated from Sentinel-2 data: (a) NDWI, (b) NDVI, (c) MNDWI, (d) EWI.

Table 3. Detailed descriptions of the features extracted from Sentinel-2 data.

| Band Name | Description |
|-----------|-------------|
| NDWI      | (Green − NIR)/(Green + NIR) |
| NDVI      | (NIR − Red)/(NIR + Red) |
| MNDWI     | (Green − SWIR1)/(Green + SWIR1) |
| EWI       | (Green − NIR − SWIR1)/(Green + NIR + SWIR1) |

2.3.4. Simple Noniterative Clustering Algorithm

Simple noniterative clustering (SNIC) [50] is an object-oriented imagery segmentation method and is also the optimization [51] of the simple linear iterative clustering (SLIC) imagery segmentation method [52]. By composing adjacent pixels with similar texture, color, brightness, and other features into an irregular pixel block with a certain visual meaning, the SLIC algorithm uses a small number of superpixels to replace a large number of pixels to express image features, which greatly reduces the complexity of imagery postprocessing. However, the following three problems [50,53] exist in terms of the SLIC algorithm: (1) the algorithm requires multiple iterations, (2) there is partial overlap in the search space at the clustering center, and (3) there is no definite connection between pixels. Therefore, the SLIC algorithm needs to be improved in terms of operation efficiency, while SNIC algorithm overcomes these shortcomings [50]. SNIC uses a regular grid to generate K initial centroids on the imagery, and the affinity between a pixel and a centroid is measured by the distance of the five-dimensional space of color and spatial coordinates. When the spatial position is expressed as p = (x, y) and the color space is expressed as CIE-LAB color c = (l, a, b), the distance [50] between the pixel J and the centroid K is calculated as follows:

\[ d_{J,K} = \sqrt{\frac{\|x_J - x_K\|^2}{S} + \frac{\|c_J - c_K\|^2}{M}} \]  

(4)

where S is the normalizing factor for spatial distance and M is the normalizing factor for color distance.
In addition, a priority queue Q is used to return the pixel with the minimum distance from the centroid to add to the superpixel cluster and update the centroid online after the addition [50].

In the SNIC algorithm, the selection of the segmentation scale parameters directly affects the accuracy of the object-oriented classification [54,55]. Thus, the mean value of the local variance (LV) in multiple wavebands is calculated with reference to the principles of the estimation of scale parameter (ESP) algorithm [56], and by acquiring the LV between different objects in a certain waveband under each segmentation scale. The mean LV is used to represent the homogeneity in the object of segmentation and thus to judge whether the segmentation effect is good or not [57].

\[
\text{mean LV} = \frac{\text{LV}_1 + \text{LV}_2 + \ldots + \text{LV}_n}{n} \tag{5}
\]

The rate of change (ROC) curve of the LV is calculated to obtain the corresponding optimal segmentation parameters, and the formula is expressed as follows:

\[
\text{ROC}_n = \left[ \frac{\text{LV}_n - \text{LV}_{n-1}}{\text{LV}_{n-1}} \right] \times 100 \tag{6}
\]

\(\text{LV}_n\) is the local variance of the object of segmentation when the scale is \(n\), and \(\text{LV}_{n-1}\) is the local variance of the object of segmentation when the scale is \(n - 1\). This value is used to judge whether the segmentation effect is the best. Theoretically, when the curve reaches the local peak value, the segmentation scale corresponding to this point is the best segmentation scale for a certain land type [58].

2.3.5. Random Forest

Random forest [59] is a classification and regression model, which extracts about two-thirds of the original dataset as training samples through a bootstrap sampling strategy and generates decision trees for each training sample, so the dataset can be classified by using all decision tree prediction patterns to guide and aggregate. The extracted training samples are called ‘in-the-bag’, while the remaining ‘out-of-bag’ samples are used as validation samples to evaluate the classification accuracy. In addition, the random forest model has two main user-defined parameters, including the number of classification trees (ntree) and the number of variables used in each classification tree (mtry) [60]. In this study, the value of ntree was set to 150, which can ensure accuracy and avoid overfitting, and mtry was set to the default value, which is the square root of the number of input features.

2.3.6. Accuracy Assessment

The accuracy of the IO-Growth method in extracting the spatial distributions of crops was assessed from the perspectives of the classification and identification rate. The overall accuracy (OA), production accuracy (PA), user accuracy (UA), and the kappa coefficient (KA) were used to evaluate the classification accuracy [61–63]. The precision, recall, and F1 score were used to evaluate the identification rate [64]. And the formulas for indicators are shown in Table 4:

The above is all the methods used in this paper. In addition, the methodological workflow is shown in Figure 3.
Table 4. The meaning of the indices used to assess accuracy. Note that the parameters used in calculation are explained.

| Index | The Calculation of the Indicator | The Meaning of the Indicator |
|-------|----------------------------------|-----------------------------|
| OA    | $OA = \frac{TP + TN}{TP + FN + FP + TN}$ | The ratio of the number of correctly classified samples to the total number of samples |
| PA    | $PA = \frac{TP}{TP + FN}$ | The probability that the classifier classifies the pixels of an image as A, assuming the surface is truly Type A |
| UA    | $UA = \frac{TP}{TP + FP}$ | The probability that the classifier classifies the pixels as Type A, assuming that the true category of the corresponding surface is A |
| KA    | $KA = \frac{TP + TN}{TP + FP + FN + TN}$ | The robustness of the algorithm. The value range is between 0 and 1, and the closer the value is to 1, the higher the robustness of the algorithm |
| Precision | $Precision = \frac{TP}{TP + FP}$ | The ratio of the number of correctly classified positive samples to the predicted number of positive samples |
| Recall | $Recall = \frac{TP}{TP + FN}$ | The proportion of the number of correctly classified positive samples to the true number of positive samples |
| F1 score | $F1 \text{ score} = \frac{2 \times Precision \times Recall}{Precision + Recall}$ | The harmonic mean of the precision and recall |

TP represents the number of correctly extracted pixels; TN represents the number of correctly rejected pixels; FP represents the number of erroneously extracted pixels; FN represents the number of erroneously rejected pixels; $TP'$ represents the number of correctly extracted Type A pixels; $FN'$ represents the number of pixels predicted to be other types that are actually Type A; $FP'$ represents the number of pixels predicted to be Type A that are actually other types; $T = TP + FN + FP + TN, \Sigma = (TP + FP) \times (TP + FN) + (FN + TN) \times (FP + TN)$.

Figure 3. Methodological workflow employed in the current study.

3. Results
3.1. Feature Optimization
3.1.1. JM Distance Screening among Features

The JM distance was used to select the feature wavebands that conformed to the separability requirements from the feature set; we calculated the original feature set, which contained 288 features, and obtained the JM distances between all spectral features in the set. The computational results are shown in Figure 4; the features with JM distances between the three crops greater than 1.90 were concentrated between the 251st and 280th
days, i.e., between mid- and late September and early October; moreover, between May and August, the JM distances between maize and soybean were low; the features with the JM distances greater than 1.90 between all surface feature categories included only B7, B8, B8A, and B12 from the 251st to 260th days (251–260d); B1, B2, B3, B4, B5, B6, B7, B8, B8A, B9, B12, and NDVI from the 261st to 270th days (261–270d); and B6, B7, B8, B8A, B9, NDVI, and NDWI from the 271st to 280th days (271–280d); that is, of the 288 features in the feature set, only 23 conformed to the separability requirements.

Figure 4. JM distances between crops in the following features: (a) B1, (b) B2, (c) B3, (d) B4, (e) B5, (f) B6, (g) B7, (h) B8, (i) B8A, (j) B9, (k) B11, (l) B12, (m) EWI, (n) MNDWI, (o) NDVI, and (p) NDWI.
3.1.2. Feature Importance Assessment

Features with higher importance contributed more to the accuracy of the classification results; to further optimize fewer features from the 23 features that satisfied the separability requirements in order to improve the computational efficiency, the normalized importance was used as the evaluation indicator, and the top five features in importance were selected as the classification features used in the present study. Through computation, the five features were determined to be B5, NDVI, B4, B12, and B1 of 261–270d, i.e., RE1, NDVI, Red, SWIR2, and Aerosols from September 17 to September 28, as shown in Figure 5.

![Figure 5. The normalized importance assessment of the crop classification features selected that satisfied the separability requirement.](image.png)

3.2. Assessment of the Optimal Segmentation Scale

The range of the segmentation scale in the SNIC algorithm was set to 2–100. The LV of the segmentation results of the study area under each segmentation scale was calculated to obtain its ROC, and the main peak values were 52, 55, 61, 68, 77, 87, and 93, which were regarded as the collection of the optimal segmentation scale.

The above peaks were set as segmentation scales, and the segmentation results of each scale in the study area were obtained. However, it was difficult to use the visual analysis method to evaluate the overall segmentation effect since the research area was too large. Therefore, we took a small part of the whole study area for local amplification to compare the segmentation effect at different scales. As shown in Figure 6, oversegmentation occurred when the scale was smaller than 68, and undersegmentation appeared when the scale was greater than 68. Therefore, 68 was considered the global optimal segmentation scale.

3.3. Object-Oriented Mapping of Crops in the Sanjiang Plain

The optimized feature set, i.e., B1, B4, B5, B12, and NDVI extracted from 261–270d, was used to carry out object-oriented classification based on the SNIC algorithm, thereby obtaining the range of spatial distribution for rice, maize, and soybean in the Sanjiang Plain in 2019.

As shown in Figure 7, maize, soybean, and rice were widely planted in the Sanjiang Plain, and the spatial distributions of the three crops were different. The range of rice planting was the broadest, and the distribution formed patches that were more concentrated, occurring mainly in the northern and eastern parts of the Sanjiang Plain; the range of maize planting appeared mostly strip-shaped and was mainly distributed in the area south of the central part of the Sanjiang Plain. Meanwhile, the range of soybean planting mostly appeared block-shaped and was distributed more evenly in the Sanjiang Plain.
Figure 6. Results of segmentation under different scales: (a) scale = 52, (b) scale = 55, (c) scale = 61, (d) scale = 68, (e) scale = 77, (f) scale = 87, (g) scale = 93.

Figure 7. Classification map of three crops and partial enlarged detail.
3.4. Comparison of the Accuracy Assessment

To explore whether IO-Growth method had a better extraction effect than the object-oriented classification that did not combine the growth stages into terms, 30% of the testing sample points were used to evaluate the accuracy of the classification results obtained by the two methods. Since the distribution and selection of the testing points affects accuracy measurement, a random seed was set up to randomly select the testing sample points for the computation of the global confusion matrix and the OA, KA, precision, recall, and F1 scores, as well as the PA and UA of the three crops—rice, maize, and soybean.

As shown in Table 5, in the classification results obtained by the method that did not combine the growth stages, the PA values of rice, maize, and soybean were 0.89, 0.68, and 0.72, respectively, and the UA values were 0.90, 0.71, and 0.76, respectively, while in the classification results obtained by the IO-Growth method, the PA values of the three crops were 0.99, 0.79, and 0.90, respectively, and the UA values were 0.92, 0.93, and 0.83, respectively.

Table 5. Accuracy assessment of crops classification for IO-Growth method and the method that did not combine growth stages. Note that numbers of methods and the abbreviations are explained.

| OA  | KA  | Precision | Recall | F1 Score | PA  | UA  |
|-----|-----|-----------|--------|----------|-----|-----|
|     |     | R         | M      | S        | R   | M   | S   |
| 1   | 0.86| 0.83      | 0.86   | 0.86     | 0.89| 0.68| 0.72| 0.90| 0.71| 0.76|
| 2   | 0.92| 0.91      | 0.93   | 0.92     | 0.92| 0.79| 0.90| 0.92| 0.93| 0.83|

1 represents the classification results of the method that did not combine the growth stages; 2 represents the classification results of the IO-Growth method. R: rice; M: maize; S: soybean.

For rice, the extraction effects obtained by the two methods were equivalent; for maize and soybean, the PA and UA values from the IO-Growth method were higher. Moreover, the OA of the IO-Growth method was 0.92 and the KA was 0.91, which were higher. In addition, the precision, Recall, and F1 scores were far higher than those of the method that did not combine the growth stages.

4. Discussion

4.1. Evaluation of the Features Selected

By combining Figures 4 and 5, we found that for the features that conformed with the separability requirements, the growth stage was distributed from the 251st to 280th days, that is, mid-September to early October; this stage was the maturity period of the crops [39], which means that the difference of the spectral features reached the maximum level at the maturity stage of the crops. In addition, of the features that conformed with the separability requirements, the top five features in order of importance were RE1, NDVI, Red, SWIR2, and Aerosols, and the growth stage associated with these five features was between September 17 and September 28, i.e., within this 10-day growth stage, the differences in the spectral features of the three crops were the most significant and the easiest to extract [65]. In addition, it can be thus determined that in addition to using the conventional wavebands (visible light and near infrared (NIR)) [66], the addition of 703.9 nm (S2A)/703.8 nm (S2B) from RE1 and 2202.4 nm (S2A)/2185.7 nm (S2B) from SWIR2 had important significance for crop classification [60]. The wavelength of the red edge is between those of Red and NIR, and the waveband range is approximately 670–780 nm, which is an area in which the spectral albedo of green vegetation rises rapidly within a certain waveband range; it is a sensitive spectral waveband for vegetation that is closely related to the pigment status and physical and chemical properties of crops and other vegetation. Some studies have also shown that the red edge can enhance the separability of different vegetation types and play an important role in increasing the accuracy of remote-sensing classification for crops [67]. According to the research results, Red Edge1 was more effective at extracting the physiological characteristics of vegetation than the other two red-edge bands. In addition, the SWIR is mainly used to characterize water or water-related characteristics,
as it is sensitive to vegetation moisture content and soil moisture content, which can be used for vegetation classification and surface water information extraction [68], and the narrow SWIR can be used to identify mangroves with different leaf and canopy shapes [69] according to the canopy water content. The results of this study showed that the SWIR2 of Sentinel-2 contributed more to classification than SWIR1.

We carried out a comparative experiment on RE1 and SWIR2 for the Sentinel-2 remote-sensing images used to obtain the contributions of the two to the accuracy of crop extraction. It can be seen from Table 6 that, compared with not adding RE1, the lack of SWIR2 resulted in greater OA loss [70]. Moreover, for rice and soybean, the participation of SWIR2 contributed more than RE1 to increasing the extraction accuracy, while for maize, the participation of RE1 better increased the extraction accuracy; that is to say, for rice and soybeans, the contribution of water monitoring to classification is higher than that of growth status monitoring, while the opposite is true for corn. This may be related to different physiological structures of different crops; for example, the canopy sizes and leaf water content of a crop will be suitable for use with some monitoring factors, but not others.

Table 6. Accuracy assessment of crop classification for the IO-Growth method with participation of different features. Note that numbers of tests are explained.

| OA | KA | Precision | Recall | F1 Score | PA R | UA M | S R | M S |
|----|----|-----------|--------|---------|------|------|---|---|
| 1  | 0.86 | 0.83 | 0.86 | 0.86 | 0.85 | 0.67 | 0.78 | 0.80 | 0.71 |
| 2  | 0.92 | 0.90 | 0.92 | 0.92 | 0.98 | 0.77 | 0.89 | 0.89 | 0.87 |
| 3  | 0.89 | 0.87 | 0.90 | 0.90 | 0.92 | 0.79 | 0.83 | 0.83 | 0.87 |
| 4  | 0.92 | 0.91 | 0.93 | 0.92 | 0.99 | 0.79 | 0.90 | 0.92 | 0.93 |

1 represents the classification that lacks the participation of RE1 and SWIR2; 2 represents the classification that lacks the participation of RE1; 3 represents the classification that lacks the participation of SWIR2; 4 represents the classification containing both RE1 and SWIR2.

In summary, the sensitivity of the red edge to vegetation growth status and the sensitivity of SWIR to vegetation and soil water content meant that the combination of the two could produce a satisfactory classification accuracy.

4.2. The Advantages of the Method

Due to its rich remote-sensing database, large cloud storage space, high-speed data computing capability, and numerous integrated algorithms, the GEE platform provides a convenient and efficient platform for remote-sensing-based scientific research. Since the data calls and computation processes can both be completed online on the GEE platform [71], there is no need to download large amounts of data to carry out local computations [41], which eliminates the need for satisfactory computer performance and sufficient memory for remote-sensing research, and the results obtained from cloud computing can be saved on the cloud disk, which can be obtained by logging onto the cloud account. All of the work in the study was completed using the GEE platform. Therefore, when the spatial distribution of crops was extracted over a large area, the data processing time was greatly shortened [72]; however, due to the limited computing performance, the phenomenon of exceeding the cloud computing capabilities occurred when processing was complicated and used large amounts of data, and it was necessary to divide the work into partial computations at this time.

A comparison of the SNIC-based superpixel segmentation algorithm with the pixel-based classification algorithm showed that the object-oriented classification avoided interference from salt-and-pepper noise in the results of the spatial distribution of crops, and the application effect was better in areas with larger pieces of land. Moreover, it can be clearly seen from Figure 8 that many small broken spots appeared in the results obtained by the pixel-based method, which was unsuitable for the flat, broad northeastern region. In addition, the crop growth period was divided into 18 10-day growth stages in our study and refinement of the effective time intervals was carried out on the conventional
wavebands, which enabled us not only to make full use of the characteristics of the growth stages with high contributions to the classification accuracy of crops, but also to filter out the data of the growth stages with low contributions and simplify the time series; only five features were selected for classification, which greatly increased the utilization rate of the wavebands, reduced the redundancy in the data of the feature set inputted into the classifier, and reduced the subsequent computational cost. All these indicators for assessing accuracy were associated with improvement to some extent, compared to the results of the method applied without dividing growth stages or refining the effective time intervals (Figure 9).

Figure 8. Results of the classification based on IO-Growth model with (a) pixel-based method, (b) object-oriented method.

Figure 9. Improvement in the accuracy under the method proposed in this paper calculated in Table 5.

4.3. Uncertainty and Future Work

The intention of the IO-Growth method is to use growth stages to select few features for classification and obtain a relatively high classification accuracy to overcome the shortcomings of excessively large data volume used in the more commonly seen time-series method; however, in terms of accuracy, although there is great improvement compared to the utilization of spectral features for classification in the past, the method is unstable, which makes the accuracy of the classification results fluctuate slightly due to the randomly selected training samples and testing samples. As shown in Table 7, the results obtained by the method occasionally had slightly lower accuracy than those of the time-series method. In addition, the time-series method pays attention to the overall feature changes, but the IO-Growth method uses the uniqueness of certain special growth stages to achieve classification. Perhaps improvements in the feature screening method could identify more representative growth stages to achieve higher accuracy.
Table 7. Accuracy assessment of crop classification by the IO-Growth method and time-series method. Note that numbers of methods are explained.

| Method   | OA   | KA   | Precision | Recall | F1 Score | PA  | UA  |
|----------|------|------|-----------|--------|----------|-----|-----|
|          |      |      | R         | M      | S        | R   | M   | S   |
| 1        | 0.95 | 0.95 | 0.96      | 0.96   | 0.96     | 0.96| 0.90| 0.95| 0.94| 0.95| 0.88 |
| 2        | 0.92 | 0.91 | 0.93      | 0.92   | 0.92     | 0.99| 0.79| 0.90| 0.92| 0.93| 0.83 |

1 represents the classification results of the time series method; 2 represents the classification results of the IO-Growth method.

In addition, for multispectral data, the selectivity of the spectral wavebands was far lower than that of the hyperspectral data. The 12 original wavebands of Sentinel-2 may not be suitable for the classification of crops, and the use of hyperspectral data to carry out research may solve this problem.

In terms of generalization of the application of the IO-Growth method, it is still uncertain whether it can achieve satisfactory accuracy in areas with complex topography and a wide variety of crops. The study area discussed in this paper is a plain area with flat, broad terrain. The main crop types are simple and most of them are distributed in chunks. The distribution of crops in areas such as the southwest mountainous area is relatively scattered; thus, the model’s application effect in these areas is still unknown, although there was a good effect in the study area. The application of IO-Growth method to complex terrain in southwest mountainous areas will be the focus of our future research.

5. Conclusions

Based on the GEE platform, the growth stage attributes of crops were utilized to extract the scope of the object-oriented spatial distribution of crops and to compare the accuracy of the IO-Growth method with that of an object-oriented classification that did not combine the growth stages. The following conclusions were obtained:

(1) The popularization of spatial data processing cloud platforms such as GEE can greatly shorten the processing time for spatial data and lighten the workload. In the future, more programming languages and integrated algorithms may be introduced to improve the computing performance of the existing spatial data processing cloud platforms, so online research on spatial data can become mainstream.

(2) Based on object-oriented classification, the IO-Growth integrated growth stages as an independent attribute to refine the most effective parts of the original wavebands and maximized the utilization rate of the 12 simple, conventional wavebands; after optimization, only the five features of RE1, NDVI, Red, SWIR2, and Aerosols in the growth stage of 261–270d were used, which reduced data redundancy and computation cost.

(3) The IO-Growth method has good applicability in large-scale areas, as evidenced by the test results. Its OA exceeded 90%. Both the OA and F1 scores obtained by this method were 6.98% higher than those of the method that did not combine the growth stages.
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