Lane-Changing Behavior Prediction Based on Game Theory and Deep Learning
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1. Introduction

Drivers’ driving operations are closely related to road traffic safety; approximately 92.9% of the total traffic accidents are caused by improper driving operations [1]. Among all driver operations, operations in the lateral direction of the vehicle (left and right lane changing and turning) have the greatest impact on the stability of traffic flow and cause the most accidents. Although blind-spot-warning systems and lane departure warning systems integrated into advanced driver assistance systems can reduce the probability of accidents being caused by lateral operations to a certain extent, in actual applications, these systems need to rely on the driver to use the turn signal lights correctly. However, in the United States, the utilization rate of turn signals is only approximately 44% [2], whereas in China, it is 40% [3]. Therefore, for most drivers, these systems play a limited role and cannot solve the problem of frequent accidents being caused by lateral operation. This phenomenon motivates research on drivers’ driving behavior recognition and prediction.
cannot promptly notify drivers of possible dangers. In addition, some studies have adopted shallow learning algorithms and cannot accurately predict complex lane-changing behavior. Therefore, we need to consider a method that can predict the lateral operation the driver will perform in an accurate and timely manner, using real-time accurate networking data.

In this study, we first propose a predictive model of the driver’s lane-changing intention. This model uses game theory and combines the information (lane number, speed, acceleration, distance, etc.) of the target vehicle and its neighboring vehicles in its adjacent lanes to form a Stackelberg game model. This method can obtain the dynamic interaction between different vehicles in the driving process from the data and solve the problem of dynamic changes in data and environmental uncertainty in the traditional lane-changing model. By solving the game theory model, we can predict whether the surrounding environment of the target vehicle is in a state suitable for lane changing and quantify the possibility that the driver will perform a lane-changing operation. Subsequently, a deep-learning algorithm composed of long short-term memory (LSTM) and a convolutional neural network (CNN) is established, and historical data are used to establish the training dataset of driver lateral operation. Furthermore, the deep-learning model is repeatedly trained using the training set, so as to achieve the optimal model parameters. Finally, the entire model continuously monitors the driving-state data of all the vehicles in the target road section and analyzes the lateral and longitudinal motion characteristics of the vehicle. When the driving state of any vehicle begins to meet the lane-changing characteristics, the whole model can accurately predict the vehicle’s behavior in a short period of time, and the prediction result can be used to notify surrounding vehicles in time to avoid accidents to the greatest extent.

The remainder of this paper is organized as follows. Related work is reviewed in Section 2. In Section 3, we analyze the characteristics of lane-changing behavior to prepare for subsequent prediction. Section 4 first introduces the overall architecture of the algorithm and then describes the game theory used to predict the intention and the LSTM-CNN model used to predict the process. The validation data, experiments, and their results are presented in Section 5. Conclusions and future work are discussed in Section 6.

2. Literature Review

In the research field of drivers’ driving behavior, many scholars have proposed a variety of mathematical models regarding lane-changing behavior. Based on these models, they have studied the trajectory and behavior characteristics of vehicles during the lane-changing process. Zheng [5] reviewed the development of lane-changing behavior models and divided these models into two categories: models regarding the process of lane-changing decision-making and models that quantify the effect of lane changing on surrounding vehicles. In this study, we focus on the possibility of the driver’s lane-changing operation and the change in the state of the vehicle during the lane-changing process; hence, we mainly study the first model type. Among these models, the most classic one is the vehicle lane-changing model in the urban road environment proposed by Gipps [6]. This model involves six factors of real environments: speed, presence of other vehicles, presence of the lane line, distance of the safety gap, location of the obstacle, and the driver’s intention. The driver uses these conditions to consider the possibility, necessity, and expectation of lane-changing operations. Based on this model, Yang and Koutsopoulos [7] also proposed a model suitable for highways and applied it to the microscopic traffic simulator. Based on the lane departure warning system, Li-Sheng et al. [8] proposed a new safety lane-changing model in highway scenarios. In addition, Butakov and Ioannou [9], Do et al. [10], and Keyvan-Ekbatani et al. [11] proposed different lane-changing behavior models based on various scenarios.

Moreover, many algorithm models have been increasingly applied in the field of traffic. Common models include the hidden Markov model (HMM), game theory model, and machine learning algorithm model, which significantly help in solving the problems of identification, prediction, and decision evaluation. Kamrani et al. [12] used high-frequency and diverse driving data to study the generation of driving decisions and analyzed drivers’ willingness to maintain constant speed, acceleration, and deceleration. Jin et al. [13] proposed a lane-changing behavior decision-making model based on the Gauss mixture hidden Markov model (GM-HMM), and through data verification, the similarity between this model and the driver’s real behavior was found to reach 95.4%. In addition, many other studies have used the HMM to solve traffic problems, such as accident detection [14], prediction of braking behavior [15], trajectory map matching [16], and prediction of traffic conditions [17]. The game theory model is often used to simulate the process of decision-making, including lane-changing decisions [18–21], and application scenarios of autonomous driving technology [22]. In recent years, machine learning has been developed rapidly, and new model structures have been proposed based on the original algorithms, which have achieved better results in the field of identification and prediction. Yu et al. [23] proposed a D3 model that can identify six forms of abnormal driving behavior by using a support vector machine and neural network (NN). Zhao et al. [24] proposed a model for predicting traffic flow transformation using an LSTM network.

Furthermore, some scholars have studied the prediction of drivers’ lane-changing behavior. In the study by Cheng et al. [25], an NN was adopted to capture the complexity of lane changing, and large-scale trajectory data were employed for model estimation and validation. The final prediction accuracy of the proposed model was 94.58% for the left lane-changing samples and 73.33% for the right lane-changing samples. Moreover, a back-propagation neural network model for predicting lane-changing behavior was developed by Peng et al. [26] from the results of a naturalistic on-road experiment. The proposed model could accurately predict the lane-changing behavior of drivers at least 1.5 s in advance, and the accuracy reached approximately 93%. Li et al. [27] used a combination of the HMM and Bayesian filtering
technology to identify the driver’s intention to change lanes and achieved a recognition rate of 90.3% and 93.5% for left and right lane changes, respectively, thus yielding a better effect than when only the HMM is used.

Conclusions drawn from these related studies can be summarized as follows. Although there are some studies on lane-changing behavior, they separate the driver’s intention and operation of lane changing. In the actual driving process, it is precisely the driver’s intention to change lanes that causes subsequent lane-changing operations. Moreover, the algorithm used in the existing research is a shallow learning algorithm, which has low applicability to complex operations such as lane changing, and the prediction effect is not optimal. For high-speed vehicles, potential hazards can be predicted 0.1 s in advance, and accidents can be significantly reduced. Therefore, this study first analyzes the impact of the vehicle’s surrounding environment on the driver’s lane-changing intention. After quantifying the possibility of lane changing using a game model, the deep-learning algorithm is used to analyze the driving data and predict the driver’s lane-changing behavior in a short time.

3. Characteristics of Lane-Changing Behavior

Compared with other common behaviors, such as acceleration and deceleration, the lane-changing behavior of vehicles is a more complex one. In general, lane-changing behavior is divided into active and passive lane changes. Active lane change is performed by the driver in expectation of a better driving environment, whereas passive lane change is performed because the vehicle needs to leave the current road, which generally occurs in a ramp area. This study only examines the active lane-changing behavior.

A complete lane-changing process can be divided into three stages. The first is the intention generation stage. The driver observes the surrounding environment of the vehicle and generates lane-changing intentions based on this information and his/her own driving habits; he/she decides whether to change lanes and the direction of lane changing (left or right) and selects the appropriate lane-changing gap. As shown in Figure 1, the subject vehicle (SV) is the target vehicle used in our research. It is worth mentioning that the SV is not a specific vehicle; it can be any vehicle in the specified road section. It is affected by vehicle V3 in front of it in the current lane and can only be driven at a low speed. At the same time, the average speed in the adjacent lane is better than that in the current lane, with a better driving environment, and the gap between vehicles in the target lane can meet the space requirements of the SV. Consequently, the driver may choose to change lanes to obtain a better driving experience. In this process, the factors influencing the intention to change lanes include the speed and location of vehicles SV and V3 in the current lane and vehicles V1 and V2 in the adjacent lane. Therefore, at this stage, we can use the collected vehicle driving-state data to construct a hypothetical world of traffic and use models to calculate the potential for the vehicle to change lanes.

The second is the execution stage of the lane-changing operation. The driver operates the accelerator and steering wheel to drive the vehicle from the current lane into the target lane. As shown in Figure 1, the changes in this stage are mainly reflected in the driving state of the SV, including the transformation of the speed, acceleration, and position in the longitudinal and latitudinal directions. In this study, we predict whether the driver of the SV performs a lane-changing operation by analyzing the instantaneous change in the data during the initial process of lane changing.

The last stage is the state maintenance stage. The driver adjusts the position and speed of the vehicle through subtle operations after the vehicle enters the target lane, so that the vehicle can maintain a stable state in the target lane. The SV in this process will have little impact on other vehicles, and hence, our study does not involve this part.

4. Methodology

4.1. Model Architecture. The complete algorithm architecture and data flow of the model are illustrated in Figure 2. After preprocessing the original data and extracting the lane-changing behavior, the game theory algorithm is used to analyze the driver’s lane-changing intention, and the lane-changing intention is added to the data samples in the form of time series data. In the prediction process, LSTM and a CNN are used to extract the characteristics of lane-changing behavior, and the network is trained with a large amount of sample data. Finally, the prediction of uncalibrated sequence data can be achieved.

4.2. Prediction of Lane-Changing Intention Based on Game Theory Model. The main purpose of this stage is to analyze the driver’s lane-changing intention formation process, use the data to simulate the real lane-changing environment, and select a suitable algorithm model to calculate the probability of the driver’s lane-changing decision. As described in the characteristics of the lane-changing behavior, in the actual driving process, the state of the surrounding vehicles will affect the driver’s lane-changing intention, and the driver’s lane-changing operation will also affect the normal driving of the surrounding vehicles; that is, the lane-changing vehicle maintains an interdependent and complex interactive relationship with the surrounding vehicles. Among the many microlane-changing models, game theory in operational research can highlight the interaction between drivers and has unique advantages in analyzing the generation process of driver lane-changing intentions. Therefore, based on the game theory model, this study examines the generation of drivers’ lane-changing intentions.

Game theory was originally developed as a mathematical model in the field of operations research and has been applied to other disciplines to solve problems of collaboration and competition between different objectives. In addition, some researchers have solved the autonomous driving decision planning problem by using the concept of game theory between multiple vehicles [28]. There are three main factors in the game: players, the strategies they use, and the payoff they receive from the corresponding strategies [29]. In general, the principle of game theory can be
summarized as the process by which the decision-maker makes a choice to maximize the benefit of each player after the opponent adopts a certain strategy, assuming that all players are rational. In the process of the game in this study, the drivers participating in the game do not have strong restraint rules; moreover, the drivers can observe the running status of other vehicles and make their own decisions based on this information.

As described in the previous section, the driver’s decision to change lanes needs to take into account the motion state of his/her own SV and also needs to monitor the leading vehicle V3 in the same lane, the leading vehicle V2 in the adjacent lane, and the following vehicle V1 in the adjacent lane. Among the abovementioned potentially conflicting vehicles, V1 is the key factor affecting the SV. Therefore, it can be considered that these two vehicles are in a game...
relationship. For the SV, there are two strategies, namely, changing lanes and staying in the current lane. When vehicle V1 encounters the SV’s lane-changing decision, its strategies include keeping its current state, accelerating, or decelerating; at the same time, if the SV chooses not to change lanes, V1 can also keep its current state, accelerate, or decelerate. Therefore, their strategic space can be expressed by equation (1), and the different payoffs brought by different decisions are summarized in Table 1, where \( \Phi \) denotes the respective strategic space, \( \tau \) stands for different decisions, and \( U \) and \( \alpha \) denote the payoff brought to the SV and V1 by their choice of different strategies. For example, \( U_{11} \) represents the payoff brought to the SV when it chooses to change lanes, and \( u_{11} \) represents the payoff brought to V1 when it chooses to keep its state. The drivers of both cars want to make rational decisions to maximize their payoffs; hence, the payoff function plays an important role in game theory models. In this research, their payoff functions are mainly calculated based on two aspects of safety and space, denoted by \( U_{\text{safety}} \) and \( U_{\text{space}} \), respectively.

SV: \( \Phi_1 = \{C: \text{change lanes}, S: \text{stay}\} \),

V1: \( \Phi_2 = \{K: \text{keep state}, D: \text{deceleration}, A: \text{acceleration}\} \).  

\[
U_{\text{safety}} = \begin{cases} 
\frac{2|T(t)| - T_{\text{min}}(t)}{T_{\text{min}}(t)}, & -T_{\text{min}}(t) \leq T(t) \leq T_{\text{min}}(t), \\
1, & \text{else},
\end{cases}
\]

(2)

where \( T(t) \) is the time headway at time \( t \) between the currently considered vehicle and the competing vehicle during lane changing and \( T_{\text{min}}(t) \) is the minimum safe time headway to ensure that the two vehicles drive in a safe state. The value of \( T_{\text{min}}(t) \) is determined by

\[
T_{\text{min}}(t) = \min(T_{\text{init}}, T_{\text{a}}),
\]

(3)

where \( T_{\text{init}} \) is the headway at time \( t \) between V1 and the preceding car V2 and \( T_{\text{a}} \) is set to 3, according to a study by Qiao et al. [30], which states that the headway between vehicles should be maintained for at least 3 s to effectively avoid the occurrence of accidents.

\( U_{\text{space}} \) represents the payoff of the vehicles in terms of the spatial distance during the lane-changing process. It is closely related to the position, speed, and acceleration of the vehicle. \( U_{\text{space}} \) can be defined as

\[
U_{\text{space}} = \begin{cases} 
\frac{2|D(t)| - D_{\text{min}}(t)}{D_{\text{min}}(t)}, & -D_{\text{min}}(t) \leq D(t) \leq D_{\text{min}}(t), \\
1, & \text{else},
\end{cases}
\]

(4)

where \( D(t) \) is the spatial distance of the conflicting vehicles, calculated from their longitudinal and latitudinal coordinates. \( D_{\text{min}}(t) \) represents the minimum safe distance that the vehicle should maintain under normal driving conditions, which is calculated based on the speed and acceleration. \( D_{\text{min}}(t) \) is given by

\[
D_{\text{min}}(t) = \max \left( \int_0^l \left( a_{V1} (\tau) - a_{SV}(\tau) \right) \, d\tau + (v_{V1}(0) - v_{SV}(0)) t \right),
\]

(5)

where \( a_{V1} \) and \( V_{V1} \) are the longitudinal acceleration and longitudinal velocity of V1 and \( a_{SV} \) and \( V_{SV} \) are those of the SV, respectively.

Finally, the total payoff of the game vehicle is determined by \( U_{\text{safety}} \) and \( U_{\text{space}} \) together, and a linear function is used to express the relationship between them:

\[
U_{\text{total}} = \alpha U_{\text{safety}} + \beta U_{\text{space}},
\]

(6)

where \( U_{\text{total}} \) is the total payoff of the vehicle and \( \alpha \) and \( \beta \) are the weight coefficients of the safety payoff and space payoff, respectively, with their sum being equal to 1. For each driver, the weight coefficients are different, and their selection is closely related to the driver’s driving style. Cautious drivers pay more attention to their own safety payoff, in which case the value of \( \alpha \) is greater than \( \beta \), whereas aggressive drivers pay more attention to the value of space payoff, where \( \beta \) is greater than \( \alpha \). In the calculation of the weight coefficient, we compare the space headway maintained by the driver on the entire road section with the average space headway of other vehicles within a range of 100 m and use a function similar to the sigmoid function to process the space headway difference to obtain the space weight coefficient for each driver. It can be calculated using

\[
\beta = \frac{1}{1 + e^{-\left(\frac{l - l_{\text{ave}}}{20}\right)}},
\]

(7)

where \( l \) and \( l_{\text{ave}} \) represent the average headway of the target vehicle and other nearby vehicles on the road section, respectively. Then, the value of \( \alpha \) can be calculated from the value of \( \beta \). In Figure 3, \( \alpha \) and \( \beta \) are shown as functions of the difference in average headway.

After the total payoff is calculated using a combination of the safety payoff and space payoff, it is introduced into the game model to find the optimal strategy. In the process of lane changing, first, the SV provides decision variables according to the driving environment; then, V1 responds optimally according to the variables provided by the SV and feeds the decision back to the SV. This information circulates continuously until both sides of the game are satisfied.
Therefore, this game model can be regarded as a Stackelberg game at perpetual equilibrium. This is an optimization problem that can be represented by

\[
\begin{align*}
\tau^*_1 &= \arg\max U(\tau_1, \tau_2), \tau_2 \in \Phi_2(\tau_1), \tau_1 \in \Phi_1 \\
\tau^*_2 &= \arg\max u(\tau^*_1, \tau_2), \tau_2 \in \Phi_2 \\
\Phi'_2(\tau_1) &= \{ \tau'_2 \in \Phi_2: u(\tau_1, \tau'_2) \geq u(\tau_1, \tau_2), \forall \tau_2 \in \Phi_2, \tau_1 \in \Phi_1 \}
\end{align*}
\]

subject to

\[
\begin{align*}
\nu_{SV}, \nu_{V1} &\geq 0 \\
a_{\min} &\leq a_{SV}, a_{V1} \leq a_{\max}
\end{align*}
\]

where \( \tau_1 \in \Phi_1 \) is the decision of the SV, \( \tau_2 \in \Phi_2 \) is the decision of V1, \( \Phi'_2(\tau_1) \) is the set of decisions the V1 can make based on the SV’s decision, \( \tau_1 \) and \( \tau^*_2 \) are the final and best decisions the SV and V1 can make based on the game model, and \( a_{\min} \) and \( a_{\max} \) are the minimum and maximum accelerations, set to \(-4.5 \text{ m/s}^2\) and \(3 \text{ m/s}^2\), respectively. Since the elements in the strategy set are finite, this optimization problem can always find the Stackelberg equilibrium by extensively searching the discrete payoff matrix (as Table 1). After obtaining the optimal strategy for the SV, the probability of changing lanes for the vehicle can be calculated using the payoff value of the current decision and the payoff value of all decisions.

### 4.3. Prediction of Lane-Changing Process by LSTM-CNN Algorithm

The driving-state data of vehicles belong to a type of time series data, which have continuity and correlation in time. The lane-changing behavior of a vehicle is mainly reflected in the driving-state data as the continuous change in lateral velocity, acceleration, steering angle, and coordinates. Therefore, it is necessary to select an algorithm suitable for the recognition and prediction of a time series when predicting the lane-changing process. In this paper, we propose an LSTM-CNN deep-learning algorithm model to predict the lane-changing process.

The LSTM model can selectively memorize the data entered earlier, save the data that have a significant impact on the results in a special manner, and discard the data that have little effect on the results. Because of this feature, the LSTM network has good processing capabilities for long sequences. At the same time, not all data dimensions and data fragments in the vehicle status data are useful for determining whether a vehicle is performing a lane-changing operation, and the LSTM can also filter useful information. Moreover, the CNN model has strong feature extraction capability for multidimensional data, which can be used to further extract data features in the lane-changing process. Therefore, in the LSTM-CNN algorithm structure proposed in this paper for predicting lane-changing behavior, the LSTM is used to first extract the key data segments related to the lane changing, after which a CNN extracts the key features of the segments. The combination of these two components can bring out the advantages of the respective algorithm structures, which can handle lane-changing processes of different time lengths while avoiding the high time consumption of the multilayer LSTM structure, which has obvious advantages in theory compared to other algorithms.

The structure of the LSTM-CNN algorithm is shown in Figure 4. The LSTM is used to complete the preliminary feature extraction related to lane changing. The CNN takes
the output of the LSTM as its input, performs a convolution operation, further processes the extracted features, and finally outputs the prediction of whether the vehicle will change lanes.

Similar to other NNs, the LSTM algorithm model is also divided into an input layer, a hidden layer, and an output layer. The difference is that its special hidden structure can solve the vanishing gradient problem of the RNN. The hidden layer of each moment in the LSTM structure contains one or more memory blocks, each containing a cell and three gates. Among them, the cell state represents the flow of information in the block. The forget gate decides what information is discarded from the cell state at the last moment. The function of the input gate is to selectively remember new information in the cell state, and the output gate determines the output data of the cell state. The mathematical model of each structure can be expressed by the following functions:

\[
\begin{align*}
  a_i &= \sum_{i=1}^{L} \omega_{il} x_i + \sum_{c=1}^{C} \omega_{il} c_{c-1} \\
  b_i &= f(a_i) \\
  a_{c} &= \sum_{i=1}^{L} \omega_{il} x_i + \sum_{c=1}^{C} \omega_{il} c_{c-1} \\
  b_{c} &= f(a_{c}) \\
  a_{w} &= \sum_{i=1}^{L} \omega_{iw} x_i + \sum_{c=1}^{C} \omega_{iw} c_{c} \\
  b_{w} &= f(a_{w}) \\
  a_{c} &= \sum_{i=1}^{L} \omega_{iw} x_i \\
  s_{c} &= b_{c} s_{c-1} + b_{c} g(a_{c}) \\
  b_{c} &= b_{c} h(s_{c})
\end{align*}
\]
In the equations above, \( x^j_i \) represents the input data of each moment, which are composed of the vehicle driving state and the results of the game theory model. \( s^j_{i-1} \) stands for the memory of information from the previous moment. \( a_i^j, a_{i^u}^j, a_{i^d}^j, \) and \( a_i^r \) are made up of input data and the cell state, and each of them represents the computation of every part of the network, including the input gate, forget gate, output gate, and memory cells. \( b_i^j, b_{i^u}^j, b_{i^d}^j, \) and \( b_i^r \) are the output of each part after different activation functions. \( \omega_i^j, \omega_{i^u}^j, \omega_{i^d}^j, \omega_{i^r}^j, \) and \( \omega_{i^w}^j \) are the weight matrices of the network. In the learning process of the network, their values gradually tend to the best weight. The result of this component is \( c_i^j, \) which stands for the output of blocks.

Finally, the data are imported into the CNN component to further extract features from the LSTM results. The essence of a CNN is a multilayer perceptron, which uses local connections and shared weights to make the network easy to optimize and reduce the risk of overfitting. The most important parts of the CNN model used in this study are the convolution and pooling layers. The function of the convolution layer is to extract the characteristics of the output of LSTM component by combining with the convolution kernel. The pooling layer is used for feature selection and information filtering. The mathematical model of the CNN can be expressed by the following functions:

\[
\begin{align*}
  c_i^j &= f(W \cdot b_i^j + b), \\
  c &= [c_1, c_2, \ldots, c_n, h_{i+1}], \\
  \bar{c} &= [\bar{c}_1, \bar{c}_2, \ldots, \bar{c}_m],
\end{align*}
\]

(10)

where \( c_i^j \) is the convolution result and \( W \in \mathbb{R} \) and \( b \in \mathbb{R} \) are parameters in the convolution process, representing the convolution kernel and bias, respectively. \( c \in \mathbb{R} \) and \( \bar{c} = \max(c) \) are simple expressions of the pooling process. After performing convolution and pooling operations, a fully connected layer is used to output the prediction results of the entire model on whether the vehicle will change lanes.

5. Data Preparation and Experiments

5.1. Datasets. The datasets used in this study are required to ensure high quality of continuous vehicle state time series data, simultaneously considering the interaction between vehicles. Hence, the data should include vehicle labels within a certain range. Additionally, the dataset should contain as many vehicle states as possible, including coordinates, speed, and acceleration. After comprehensive consideration of various factors, we selected the datasets of the Next Generation Simulation (NGSIM) program as the data source for this study. The datasets were provided by the Federal Highway Administration of the U.S. Department of Transportation, and the US-101 data in the datasets were used in this study. The US-101 data were collected on a segment of U.S. Highway 101 in Los Angeles, California. The data collection time was from 7:50 to 8:20 in the morning. The video of traffic flow on the road section was acquired through a camera, and the status data of vehicles were extracted using video analysis software. By preprocessing the data for this study, the unused data were cleaned up and some missing data were analyzed and supplemented. Finally, 4,098,933 data points were selected, including 2,706 cars. As summarized in Table 2, which presents the statistical data results, there are data indicating a space headway and time headway of 0. This situation can be interpreted as the distance between vehicles being too close to be calculated from the video. It can also be regarded as valid data.

5.2. Lane-Changing Behavior in Dataset. After the dataset was preprocessed and segmented according to the vehicle ID, rules were defined to intercept the lane-changing behavior segments of the vehicle from the data. First, we calculated the coordinate distribution of all vehicles in each lane to determine the center line of each lane. Then, according to the trajectory of the vehicle from near the center line of one lane to another lane, it was determined that the vehicle changed lanes. Finally, this lane-changing behavior segment of the vehicle was sliced to obtain a sample. After slicing the lane-changing behavior of all vehicles, a total of 1,659 samples were extracted from 1,263 vehicles to form the training and verification sample sets of the research model. Among all lane-changing segments, there were 509 right lane-changing samples and 1,150 left lane-changing samples. The duration of the segments is shown in Figure 5, indicating that most vehicles completed the movement from the center line of one lane to another within 3–7 s. The vehicle speed and acceleration during the lane-changing process are shown in Figure 6. In addition, 3,120 segments of lane-keeping behavior were extracted from the dataset in order to expand the training set and better recognize lane-keeping behavior; the length of these sample segments varies from 2 to 10 s.

5.3. Building and Verification of the Proposed Model. To verify the prediction effect of the proposed model, we used a workstation to build the model. The operating system of the workstation is Windows 10, equipped with Intel Xeon CPU e5-2623 V3 @ 3 GHz, 32.0 GB RAM, and NVIDIA Quadro RTX4000 GPU. The hardware environment of the workstation was able to guarantee the fast calculation of the algorithm model. The algorithm model was built in the TensorFlow framework using Python 3.5.

After the algorithm model was built, the preprocessed data were imported into the model for training. First, according to the ID and relative position of the lane-changing vehicle, vehicles that may affect the lane-changing vehicle within a certain range (set to 100 m) were identified. According to the payoff function of the game theory model, the payoff value of each vehicle was calculated. The model outputs the possibility of vehicle lane changing and adds it as a data dimension to the vehicle driving-state data. Then, the data with the possibility of lane changing and the segmented lane-changing behavior samples were input to the deep-learning algorithm model. Among the samples, 70% were used for training, and 30% were used for verification. After many tests, the network model parameters were adjusted to the optimal state. The LSTM structure contains a hidden
layer with 100 units. The input data are continuous driving-state data combined with the lane-changing probability output obtained from the game theory model, and after extracting features, $100 \times 200$ data matrices are output for use as the input of the CNN module. Finally, the CNN module outputs the prediction results in real time, including lane keeping, left lane changing, and right lane changing. The learning rate was set to 0.001, the time step was set to 3, and the batch size was set to 8. In the convolution layer of the CNN, the convolution kernel was a $3 \times 3$ matrix, and the convolution step was 1. The input data include lateral velocity, lateral acceleration, longitudinal velocity, longitudinal acceleration, time headway, headway, steering angle, and output of the game model.

During the training process, the optimizer in the TensorFlow framework is used to optimize the model. After 40000 model iterations, it tends to be optimal. The prediction result of the model is shown in Figure 7, and the prediction accuracy of the lane-changing behavior is maintained at approximately 94%. Additionally, the change in the loss function in the training process is shown in Figure 8. The lower the loss function, the closer the predicted status of lane changing is to the real status.

To verify the impact of the game theory model on the deep-learning model, we added a set of comparative tests and deleted the output results of the game theory model; that is, we directly used the vehicle’s driving-state data to predict whether the vehicle will perform lane-changing operations.

| Variable            | Mean  | Std. dev. | Min  | Max  |
|---------------------|-------|-----------|------|------|
| Speed (m/s)         | 9.25  | 4.03      | 0    | 29.05|
| Acceleration (m/s²) | 0.05  | 1.27      | -3.01| 2.95 |
| Space headway (m)   | 19.59 | 9.51      | 0    | 52.79|
| Time headway (s)    | 2.86  | 2.09      | 0    | 29.83|

Table 2: Descriptive statistics of selected dataset.

Figure 5: Duration of lane-changing process.

Figure 6: Average speed (a) and acceleration (b) during lane changing.
The results of this experiment are shown in Figure 9. It can be seen that the accuracy of the deep-learning model in predicting vehicle lane changing decreases to approximately 86% after excluding the game theory results. Thus, it is proved that the game theory model in this study can effectively improve the prediction accuracy of lane changing.

In addition, to illustrate the prediction effectiveness of the model proposed in this paper, we use other commonly used algorithmic models to train and predict the same dataset for comparison. The prediction effects are summarized in Table 3. By comparing with a radial basis function neural network (RBFNN), BP neural network (BPNN), CNN, CNN-LSTM, and LSTM network, it can be found that the accuracy of the LSTM-CNN network used in this study is better than those of other algorithm models.

For the evaluation of lane-changing behavior prediction, the time taken by the model to obtain the correct prediction result is also an important parameter to evaluate its effectiveness. With every 0.1 s reduction achieved by the algorithm, the system can warn the surrounding vehicles 0.1 s in advance, which can reduce the occurrence of traffic accidents caused by lane-changing behavior to a certain extent. The time taken by our model to obtain the correct prediction results for lane-changing behavior is shown in Figure 10. It can be seen that the time spent is mostly between 0.2 and 0.4 seconds, indicating that the model can predict the lane-changing behavior of vehicles quickly.
6. Conclusions and Future Work

In this study, we proposed a prediction model of vehicle lane-changing behavior based on game theory and deep learning. The proposed model uses the concept of game theory to analyze the interaction between the target vehicle and surrounding vehicles and imports the driving status of multiple vehicles into the mathematical model to calculate the vehicle's intention to change lanes. Then, a deep-learning algorithm is used to integrate the vehicle driving state and the intention and accurately predict the vehicle lane-changing behavior. This study used NGSIM data to test the proposed model by extracting samples of lane changing from the original data and selecting some as training samples to optimize the parameters of the deep-learning network. The proposed model achieved a prediction accuracy of approximately 94.56%, and most of the correct prediction results were obtained between 0.2 and 0.4 s. In addition, to enhance the rationality of the experiment, we used the same dataset to compare the prediction accuracy of our model with those of the LSTM, CNN-LSTM, CNN, RBFNN, and BPNN algorithms. The experimental results demonstrate that our model has better performance and prove its efficiency and reliability.

In the future, to reduce the possibility of traffic accidents caused by driving behavior, we will consider more detailed vehicle behaviors, conduct trajectory prediction, and determine whether the vehicle is in a dangerous environment.
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