The Erez–Rosen metric and the role of the quadrupole on light propagation
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Abstract
The gravitational field of a static body with the quadrupole moment is described by an exact solution found by Erez and Rosen. Here, we investigate the role of the quadrupole in the motion, deflection and lensing of a light ray in the above metric. The standard lensing observables such as image positions and magnification have been explicitly obtained in the weak-field and small-quadrupole limit. In this limit, the spacetime metric appears as the natural generalization to quadrupole corrections of the metric form adopted also in current astrometric models. Hence, the corresponding analytical solution of the inverse ray tracing problem and the consistency with other approaches are also discussed.
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1. Introduction
Nowadays, modern space technology allows for high accuracies in astronomical observations. Attaining a high level of precision implies that the effects on the propagation of surface skimming photons due to the quadrupole moment of sources in the Solar system (like Jupiter; see, e.g., [1, 2] and references therein) are no longer negligible since they contribute to the above-mentioned order. When approached in its full generality, however, the problem of
accounting for quadrupole corrections (and higher order polarities) cannot be solved exactly since it turns out to be very difficult from both a physical and a mathematical point of view. Even the simplest case of a single gravitating body endowed with a quadrupolar structure is barely tractable. As a consequence, several approximations have been proposed as the only way to obtain an explicit solution and different approaches are now available in the literature (see, e.g., [3]).

However, an exact solution of the vacuum Einstein equations describing the spacetime of a quadrupolar body exists and is given by the Erez–Rosen solution [4]. This has been extensively studied mainly in the strong gravitational regime, namely in the vicinity of the metric source. In this paper, we extend the analysis to the weak-field limit keeping in mind that it can be applied to general relativistic astrometry, in particular to the next generation of high accurate astrometric missions like Gaia (ESA) [5] that will be almost ready to be launched in October 2013.

We first concentrate on certain optical properties of the Erez–Rosen solution extending previous investigations [6, 7], then we compare and contrast among approximate and exact one-body solutions, using ray tracing as a scouting device and analyzing in a fully analytical scheme how the quadrupole moment modifies all standard formulas involving light propagation, deflection and lensing.

We find that ray tracing in the weak-field and small-quadrupole limit of the Erez–Rosen metric is fully consistent with the analysis made ab initio in a post-Newtonian approximation with quadrupole corrections added, highlighting the complexity of the quadrupole perturbations.

Hereafter, Latin indices run from 1 to 3, Greek indices from 0 to 3.

2. An exact vacuum solution for a quasi-spherical source: the Erez–Rosen metric

The metric of a nonrotating mass with a quadrupole moment has been obtained by Erez and Rosen [4], later corrected for several numerical coefficients by Doroshkevich et al [8] and Young and Coulter [9]. It belongs to the static Weyl class of solutions with the line element written in prolate spheroidal coordinates \((t, x, y, \phi)\), with \(x \geq 1\) and \(-1 \leq y \leq 1\), as follows [10]:

\[
\begin{align*}
\text{d}s^2 &= -f \text{d}t^2 + \frac{\sigma^2}{f} \left\{ e^{2\gamma} (x^2 - y^2) \left( \frac{\text{d}x^2}{x^2 - 1} + \frac{\text{d}y^2}{1 - y^2} \right) + (x^2 - 1)(1 - y^2) \text{d}\phi^2 \right\}, \quad (2.1)
\end{align*}
\]

where \(\sigma\) is a constant and the quantities \(f\) and \(\gamma\) are functions of \(x\) and \(y\) only. The metric functions are given by

\[
\begin{align*}
f &= \frac{x - 1}{x + 1} e^{-2\rho_0 Q_2}, \quad \\
\gamma &= \frac{1}{2} (1 + q^2) \ln \frac{x^2 - 1}{x^2 - y^2} + 2q(1 - P_2)Q_1 + q^2(1 - P_2) \left[ (1 + P_2)(Q_1^2 - Q_2^2) + \frac{1}{2} (x^2 - 1)(2Q_2^2 - 3xQ_1Q_2 + 3Q_2Q_2 - Q_2^2) \right]. \quad (2.2)
\end{align*}
\]

Here \(P_2(y)\) and \(Q_i(x)\) are Legendre polynomials of the first and second kinds, respectively, and \(q\) is the dimensionless quadrupolar parameter. When \(q = 0\), the metric (2.1) reduces to the Schwarzschild solution provided we identify \(\sigma\) with the mass of the source, namely \(\sigma = M\). The transition of this metric form to the more familiar one associated with standard Schwarzschild-like coordinates is accomplished by the following coordinate transformation:

\[
x = \frac{r}{M} - 1, \quad y = \cos \theta. \quad (2.3)
\]
According to the Geroch–Hansen [11, 12] definition of relativistic multipole moments $M_n$, the mass monopole moment associated with this solution is $M_0 = M$ and the quadrupole moment is given by $M_2 = \frac{2}{15}qM^3$. Negative values of the parameter $q$ correspond to oblate configurations, whereas positive values to prolate ones, relative to the axis $y = \pm 1$. Higher multipole moments of the order $n = 2k$, $k = 2, 3, 4, \ldots$, are determined by $q$ and $M$ in such a way that they all vanish when $q = 0$.

The presence of the quadrupole parameter $q$ changes significantly the structure of the spacetime as compared with the Schwarzschild solution. In particular, the hypersurface $x = 1$, which is null in the Schwarzschild case, becomes directionally singular, its properties depending both on the value of $q$ and, as stated, the direction of approach. For instance, in the equatorial plane, this hypersurface is null for $(q - 1)^2 < 5$ and time-like otherwise. We refer to [6] and [7, appendix A] for a careful analysis of the causality properties associated with constant coordinate time slicings of the Erez–Rosen metric (2.1).

Indeed, there are new geometrical properties which are worth to be explored. Let us consider for instance the spectral type of the solution which is algebraically general. Defining the complex tensor

$$\tilde{C}_{\alpha\beta\gamma\delta} = C_{\alpha\beta\gamma\delta} - i^k C_{\alpha\beta\gamma\delta},$$

where $C_{\alpha\beta\gamma\delta}$ is the Weyl tensor and $*C_{\alpha\beta\gamma\delta}$ its left-dual, one can introduce the two curvature invariants

$$I = \frac{1}{32} \tilde{C}_{\alpha\beta\gamma\delta} \tilde{C}^{\alpha\beta\gamma\delta}, \quad J = \frac{1}{384} \tilde{C}_{\alpha\beta\gamma\delta} \tilde{C}^{\gamma\delta} \tilde{C}^{\mu\nu} \tilde{C}^{\alpha\beta}. \quad (2.5)$$

They can be used to define the speciality index [13, 14]

$$S = \frac{27J^2}{I^3}, \quad (2.6)$$

whose value demarcates, in an invariant way, the transition from algebraically special solutions ($S = 1$) to solutions of Petrov type-I ($S \neq 1$) [10]. In the case of the Erez–Rosen metric, $I, J$ and $S$ turn out to be real. It has been shown in [6] that the Erez–Rosen solution is everywhere of Petrov type-I, except on the symmetry axis $y = \pm 1$, where it is of type-D.

The behavior of the curvature invariants $I$ and $J$ as functions of $x$ on the symmetry plane $y = 0$ is shown in figures 1 and 2 for different values of the quadrupole parameter. We see how the presence of the quadrupole moment causes $J$ to change the sign close to $x = 1$, in contrast to the Schwarzschild case ($q = 0$). Correspondingly, the speciality index $S$ exhibits an oscillating behavior as shown in figure 3.

Concerning the physical meaning, the invariant $I$, which is proportional to the Kretschmann invariant, is most reasonably related to the strength of the gravitational field under the combined effects of the mass $M$ and its quadrupole $q$. The physical significance of $J$ is still questionable; however, its oscillations, which reverberate in the behavior of $S$ and are generated by the presence of the quadrupole parameter $q$, seem to infer the existence of energy bound states in a scattering problem. The explicit expressions of $I$ and $J$ in the case of the Erez–Rosen solution are rather long and not very enlightening so we shall illustrate their properties from the inspection of their plots.

The presence of the quadrupole moment affects the dynamics in a substantial way. The geodesic equations for massive test particles read

$$i = \frac{E}{f}, \quad \dot{\phi} = -\frac{fL}{\sigma^2 X^2 Y^2},$$

$$\dot{y} = \frac{1}{2} Y \left[ \frac{f_i}{f} - 2 \gamma_y + \frac{2y}{X^2 + Y^2} \right] \dot{x}^2 + \left[ \frac{f_i}{f} - 2 \gamma_x - \frac{2x}{X^2 + Y^2} \right] \dot{y}^2$$
Figure 1. The invariant $I$ as a function of $x$ for $y = 0$ and $q = [-5, 0, 5]$.

Figure 2. The invariant $J$ as a function of $x$ for $y = 0$ and $q = [-5, 0, 5]$. In contrast to the Schwarzschild case, the presence of the quadrupole moment causes $J$ to change its sign close to the singularity (see also the closeup in panel (b)).

\[
\dot{x}^2 = -\frac{X^2}{Y^2}y^2 + \frac{e^{-2\gamma}X^2}{\sigma^2(X^2 + Y^2)} \left[ E^2 - \mu^2 f - \frac{f^2L^2}{\sigma^2X^2Y^2} \right].
\]

where the Killing symmetries and the normalization condition on the tangent vector $\dot{x}^\mu$ have been used. Here, $E$ and $L$ are the constant energy and angular momentum of the test particle,
Figure 3. The speciality index $S$ is plotted as a function of $x$ for $y = 0$ and (a) $q = 5$ and (b) $q = -5$. The asymptotic behavior $S \rightarrow 1$ as $x \rightarrow \infty$ shows that in such a limit, the metric becomes algebraically special, consistently with the ‘peeling theorem’ on the asymptotic decay of the mass multipoles of the source.

respectively, $\mu$ is the particle mass and a dot denotes differentiation with respect to an affine parameter; furthermore, the notation

$$X = \sqrt{x^2 - 1}, \quad Y = \sqrt{1 - y^2}$$

has been introduced and partial derivatives of a generic function $P(x, y)$ with respect to $x$ and $y$ are indicated by $P_x$ and $P_y$, respectively.

If $y = 0$ and $\dot{y} = 0$ initially, equations (2.7) ensure that the motion will be confined on the symmetry plane since $f_5$ and $y_5$ both vanish at $y = 0$, so that $\ddot{y} = 0$ as well. Equations (2.7) thus reduce to

$$\dot{i} = \frac{E}{f}, \quad \dot{\phi} = \frac{fL}{\sigma^2 X^2}, \quad x^2 = \frac{e^{-2\gamma X^2}}{\sigma^2(1 + X^2)} \left[ E^2 - \mu^2 f - \frac{f^2 L^2}{\sigma^2 X^2} \right],$$

where the metric functions are meant to be evaluated on $y = 0$. Time-like geodesics on the symmetry plane have been investigated in [6, 15, 16]. In the next section, we shall analyze in more detail the null geodesics (i.e. $\mu = 0$) on the symmetry plane $y = 0$.

2.1. Light scattering on the symmetry plane

Consider a photon moving on the symmetry plane. Its trajectory is described by the equation

$$\left( \frac{dx}{d\phi} \right)^2 = e^{-2\gamma(xG_2 + G_1 + F)}(x + 1)^4 \left[ \frac{M^2}{b^2} - \frac{x - 1}{(x + 1)^3} e^{2\gamma F} \right],$$

where

$$F = -\frac{1}{4}(3x^2 - 1) \ln \left( \frac{x-1}{x+1} \right) - \frac{3}{2} x,$$

$$G_1 = \ln \left( \frac{x^2 - 1}{x^2} \right) - \frac{3}{2} \frac{1}{x} \ln \left( \frac{x-1}{x+1} \right) - 3,$$
Figure 4. The behavior of the square of the effective potential (2.12) as a function of $x$ is shown for different values of the quadrupole parameter. Asymptotically as $x \to \infty$, all curves tend to zero. The dashed curve corresponds to $q = 1$ and denotes a separatrix discriminating the behavior of $V^2_{\text{eff}}$ for $x \to 1$. In fact, we have $\lim_{x \to 1^+} V^2_{\text{eff}} = 0$ if $q < 1$ and $\lim_{x \to 1^+} V^2_{\text{eff}} = \infty$ if $q > 1$; when $q = 1$, it tends to the constant value $1/(4e^3)$. Note that for values of $q \gtrsim 1$, there exist bounded photon orbits near the singularity.

\[
G_2 = \frac{1}{2} \ln \left( \frac{x^2 - 1}{x^2} \right) + \left[ \frac{3}{8} (x^2 - 1) \ln \left( \frac{x - 1}{x + 1} \right) \right]^2 + \frac{3}{16} x (3x^2 - 5) \ln \left( \frac{x - 1}{x + 1} \right) + \frac{3}{16} (3x^2 - 4),
\]

and $b = L/E$ denotes the impact parameter. From equation (2.10), we deduce that the motion is governed by the effective potential

\[
V_{\text{eff}} = \frac{e^{qF}}{x + 1} \sqrt{\frac{x - 1}{x + 1}},
\]

whose behavior as a function of $x$ is shown in figure 4 for different values of $q$. Equation (2.10) rewrites as

\[
\left( \frac{dx}{d\phi} \right)^2 = e^{-2qG_2 + G_1 + F} (x + 1)^4 \left[ \frac{M^2}{b^2} - V^2_{\text{eff}} \right],
\]

so that for fixed values of $\tilde{b} = b/M$, the physical motion is confined to the values of $x$ such that $\tilde{b}^{-2} \geq V^2_{\text{eff}}$. Solving the equation $\tilde{b}^{-2} = V^2_{\text{eff}}$ for $x$ gives the turning points associated with the selected orbit. The special case of spatially circular motion is obtained by setting to zero the first derivative of the effective potential with respect to $x$, i.e.

\[
\frac{dV_{\text{eff}}}{dx} = 0 \quad \rightarrow \quad q(x^2 - 1)F' - x + 2 = 0,
\]

where the apex means the derivative with respect to $x$. A numerical study of this equation shows that it admits either a single root or two roots or even no roots depending on the value of the quadrupole parameter $q$ (see figures 4 and 5(a)). Correspondingly, $V_{\text{eff}}$ exhibits a single
Figure 5. The location of the photon sphere $x = x_{ps}$, i.e. the extremal points of the effective potential, and the corresponding critical impact parameter as functions of $q$ are shown in panels (a) and (b), respectively. The curve $\tilde{b}_{\text{crit}}$ versus $q$ has two branches in the range $1 < q \lesssim 2.254$, where two different photon spheres for a given value of $q$ are present.

maximum for $q \leq 1$, both a maximum and a minimum in the range $1 < q \lesssim 2.254$, and is monotonically decreasing with $x$ for $q \gtrsim 2.254$. These extremal points mark spatially circular photon orbits, or photon spheres in the terminology of Virbhadra and Ellis [17], and will be denoted by $x = x_{ps}$. They have shown how the presence of a photon sphere affects the lensing properties of the background metric and have also provided a classification of naked singularities depending on whether or not the naked singularity is covered by a photon sphere: weakly naked singularities (WNS) are those contained within at least one photon sphere, whereas strongly naked singularities (SNS) are those not contained within any photon sphere\(^7\).

According to this classification, in the case of the Erez–Rosen solution, the naked singularity would be strong for $q \gtrsim 2.254$ and weak otherwise.

The value of the impact parameter corresponding to a spatially circular photon orbit is denoted by $\tilde{b}_{\text{crit}}$, whose dependence on $q$ is shown in figure 5(b). Remarkably, the presence of a mass quadrupole allows for both stable and unstable photon spheres. In the Schwarzschild case ($q = 0$), the above family of orbits, described by equation (2.14), merges into an unstable one at $x = 2$, i.e. $r = 3M$, with a critical impact parameter $\tilde{b}_{\text{crit}} = 3\sqrt{3} \approx 5.196$.

The critical value of the impact parameter plays a central role in characterizing the allowed orbits of different kinds. In fact, a photon with an impact parameter $\tilde{b}$ will be scattered by the source on unbound orbits or be captured or eventually be accommodated on spatially circular orbits either stable or unstable, according to the relative values of $\tilde{b}$ and $\tilde{b}_{\text{crit}}$. Examples of numerical integration of orbits are shown in figure 6.

In the case of open orbits, one can define the deflection angle as the angle between the asymptotic incoming and outgoing trajectories, i.e.

$$\delta = 2 \int_{x_{\text{min}}}^{\infty} \left( \frac{d\phi}{dx} \right) dx - \pi,$$

by using equation (2.10). The behavior of $\delta$ as a function of $\tilde{b}$ is shown in figure 7 for different

\(^7\) This classification should be confronted with the one given in [18].
values of $q$. For negative values of $q$, the deflection angle strictly increases with the decrease of the impact parameter and becomes unboundedly large as the impact parameter approaches its corresponding value on the photon sphere, i.e. for $b \to b_{\text{crit}}$. For positive values of $q \gtrsim 2.254$, instead, the singularity is no longer covered by any photon sphere, implying that the deflection angle for these cases is never unboundedly large. It increases up to its maximum for decreasing values of the impact parameter, then decreases for the further decreasing $b$ and changes its sign until it finally reaches its minimum value as the impact parameter approaches the limiting value $b \to 0$ (for $x \to 1$). This is a characteristic feature of SNS, as pointed out in [17]. It is worth noting here such a peculiar behavior of $\delta$ for positive values of $q$. As expected, $\delta$ increases as $b$ decreases since the incoming photon feels a stronger gravitational field as it approaches the
gravity source. The latter, however, being prolate, has its mass mainly concentrated along the axis \( y = \pm 1 \); therefore, a photon moving in the symmetry plane \( y = 0 \), once is sufficiently close to the gravity source, will feel a decreasing gravitational field since most of the gravitational action is being neutralized between the North and South mass distributions relative to the plane \( y = 0 \). Yet, a better understanding of the optical properties of the given metric in view of its application to astrometric problems is ensured by analyzing its lensing effects.

### 2.2. Gravitational lensing in the weak deflection limit

Let us study the gravitational lensing of a distant star (hereafter, the source \( S \)) with respect to an observer \( O \) by a quasi-spherical body (the lens \( L \)) described by the Erez–Rosen solution. Referring to the diagram shown in figure 8, the geometry of the system implies

\[
D_{OL} \tan \theta = D_{OS} \tan \beta + D_{LS} \tan(\delta - \theta),
\]

(2.16)

where \( D_{LS}, D_{OS} \) and \( D_{OL} = D_{OS} - D_{LS} \) are the lens–source, observer–source and observer–lens distances, respectively. The equation of the gravitational lens thus becomes (see, e.g., [19] and references therein)

\[
\tan \beta = \tan \theta - \frac{D_{LS}}{D_{OS}} [\tan \theta + \tan(\delta - \theta)].
\]

(2.17)

The line joining the observer \( O \) and the lens \( L \) is taken as the reference optical axis from which the angular positions of the source and the image, denoted by \( \beta \) and \( \theta \) respectively, are measured. The deflection angle \( \delta \) is given by equation (2.15). From the lens geometry, the impact parameter \( b \) of the light ray is related to the angle \( \theta \) by

\[
b = D_{OL} \sin \theta,
\]

(2.18)

thus yielding the dependence of the deflection angle on the variable \( \theta \).
The locations of the images are given by those values of $\theta$ satisfying the lens equation (2.17) for fixed values of the source position $\beta$. The signed magnification of an image is defined by

$$\mu = \left( \frac{\sin \beta}{\sin \theta} \right) \frac{d\beta}{d\theta}^{-1}. \quad (2.19)$$

In the weak deflection limit, the position of the images as well as their magnification can be determined by calculating the solutions of an appropriate series expansion of the general lens equation (2.17), order by order. According to [20], it is useful to re-scale both angles $\beta$ and $\theta$ by the Einstein radius

$$\theta_E = \left( \frac{4M_{\rm DLS}}{D_{\rm LOS}D_{\rm OS}} \right)^{\frac{1}{2}}, \quad (2.20)$$

and to introduce the expansion parameter $\xi = \theta_E D_{\rm OS}/(4D_{\rm LS})$. Therefore, the new variables in the lens equation are $\tilde{\beta} = \beta/\theta_E$ and $\tilde{\theta} = \theta/\theta_E$, and the solution can be written as a series expansion of the form

$$\tilde{\theta} = \tilde{\theta}_0 + \xi \tilde{\theta}_1 + \xi^2 \tilde{\theta}_2 + O(\xi^3), \quad (2.21)$$

where $\tilde{\theta}_0$ is the well-known image position in the lowest order weak deflection limit, and the coefficients $\tilde{\theta}_1$ and $\tilde{\theta}_2$ give the correction terms which remain to be determined by solving the first- and second-order approximate lens equations, respectively, for a fixed value of the source position $\tilde{\beta}$.

The weak-field expansion of the deflection angle (2.15) is

$$\delta = \frac{4M}{b} + \frac{15\pi}{4} \frac{M^2}{b^2} + \left( \frac{128}{3} - \frac{8}{15} q \right) \frac{M^3}{b^3} + O\left( \frac{M^4}{b^4} \right), \quad (2.22)$$

where $b$ is given by equation (2.18). Note that this approximate formula is valid in the regime of large values of $b/M$, i.e. in the rightmost region of figure 7 where the curves approach the asymptotic weak deflection limit (see [21]). This relation reduces to the well-known light deflection results in the Schwarzschild case (see, e.g., [19]). Introducing the parameter $\xi$ and making the expansion (2.21), we find

$$\delta = \frac{4\xi}{\theta_0} \left\{ 1 + \left( \frac{15\pi}{16} - \tilde{\theta}_1 \right) \frac{\xi}{\theta_0} + \left[ \tilde{\theta}_2 - \frac{15\pi}{8} \tilde{\theta}_1 + \frac{8}{3} \frac{D_{\rm LS}^2}{D_{\rm OS}} \tilde{\theta}_0^2 - \tilde{\theta}_0 \tilde{\theta}_2 + \frac{32}{3} - \frac{2}{15} q \right] \frac{\xi^2}{\tilde{\theta}_0^2} \right\} + O(\xi^4). \quad (2.23)$$

Substituting then into the lens equation Taylor expanding in $\xi$ and solving order by order finally give

$$\tilde{\theta}_0 = \frac{1}{2} (\tilde{\beta} \pm \sqrt{\tilde{\beta}^2 + 4}) \equiv \tilde{\theta}_0^\pm, \quad \tilde{\theta}_1 = \frac{15\pi}{16(1 + \tilde{\theta}_0^+)}$$

$$\tilde{\theta}_2 = \frac{1}{\tilde{\theta}_0(1 + \tilde{\theta}_0^+)} \left[ \frac{8}{3} \frac{D_{\rm LS}^2}{D_{\rm OS}} (\tilde{\theta}_0^+ + 6\tilde{\theta}_0^+ - 2) - 16\tilde{\theta}_0^+ \frac{D_{\rm LS}}{D_{\rm OS}} + \frac{16\tilde{\theta}_0^4}{(1 + \tilde{\theta}_0^+)^2} \right. \left. + \frac{1}{2} \tilde{\theta}_0^+ \left( \frac{225\pi^2}{256} - 16 \right) \left( \frac{\tilde{\theta}_0^-}{\tilde{\theta}_0^+} \right) \right]. \quad (2.24)$$

The $\pm$ signs correspond to the primary (+) and secondary (−) images forming on either side of the source, with the former one outside the Einstein ring and the latter inside. Note that $\tilde{\beta}$ is assumed to be positive in both cases, whereas $\tilde{\theta}$ is positive/negative for positive/negative-parity.
images. Therefore, the convention used here is different from that of [20]. The expansion of the signed magnification (2.19) of each individual image is

$$\mu = \mu_0 + \xi \mu_1 + \xi^2 \mu_2 + O(\xi^3),$$

(2.25)

with

$$\mu_0 = \frac{\tilde{\theta}_0^4}{\theta_0^4 - 1}, \quad \mu_1 = -\frac{15\pi \tilde{\theta}_0^3}{16(1 + \tilde{\theta}_0^2)^3},$$

$$\mu_2 = \left. \frac{\tilde{\theta}_0^4}{(1 + \tilde{\theta}_0^2)^3(\tilde{\theta}_0^2 - 1)} \right[ \frac{8 D_{LS}^2}{3 D_{OS}^2} (\tilde{\theta}_0^4 + 16 \tilde{\theta}_0^2 + 1) - 32 \left( \frac{D_{LS}}{D_{OS}} + 1 \right) + \frac{675\pi^3 \tilde{\theta}_0^2}{128(1 + \tilde{\theta}_0^2)^2} \right] + \frac{4}{15} q \right].$$

(2.26)

When the two weak-field images are too close together to be resolved, the main observables become the total magnification and magnification-weighted centroid position. The total magnification turns out to be given by

$$\mu_{\text{tot}} = |\mu^+| + |\mu^-|$$

$$= \frac{\tilde{\beta}^2 + 2}{\tilde{\beta} \sqrt{\tilde{\beta}^2 + 4}} + \frac{15\pi}{8(\tilde{\beta}^2 + 4)^{3/2}} \xi + \frac{2}{\tilde{\beta}(\tilde{\beta}^2 + 4)^{3/2}} \left[ \frac{8 D_{LS}^2}{3 D_{OS}^2} (18 + \tilde{\beta}^2) - 32 \left( \frac{D_{LS}}{D_{OS}} + 1 \right) \right] + \frac{675\pi^3 \tilde{\theta}_0^2}{128(\tilde{\beta}^2 + 4)} + \frac{4}{15} q \xi^2 + O(\xi^3)$$

(2.27)

taking into account that the image parities give for the absolute magnifications $|\mu^+| = \mu^+$ and $|\mu^-| = -\mu^-$. The magnification-weighted centroid position is instead given by

$$\Theta_{\text{cen}} = \frac{\theta^+ |\mu^+| + \theta^- |\mu^-|}{|\mu^+| + |\mu^-|}$$

$$= \frac{\tilde{\beta}(\tilde{\beta}^2 + 3)}{\tilde{\beta}^2 + 2} - \frac{15\pi (\tilde{\beta}^2 + 1)}{8(\tilde{\beta}^2 + 2)^2} \xi + \frac{\tilde{\beta}}{(\tilde{\beta}^2 + 2)^2} \left[ \frac{8 D_{LS}^2}{3 D_{OS}^2} (\tilde{\beta}^4 + 9 \tilde{\beta}^2 - 2) - 16 \left( \frac{D_{LS}}{D_{OS}} \tilde{\beta}^2 - 2 \right) - \frac{225\pi^3}{128(\tilde{\beta}^2 + 2)} - \frac{4}{15} q \right] \xi^2 + O(\xi^3).$$

(2.28)

We have developed up to now a semi-analytical study of the photon orbits in the general case of the exact Erez–Rosen metric, where fully analytic calculations are complicated by the quadrupolar structure of the central body. We have then considered the corresponding weak-field limit in which Taylor-expanded results have been obtained for both light deflection and lensing observables.

For the sake of completeness, let us discuss how to exploit the Erez–Rosen solution also in the case one wants to determine the photo-centric position of a star. In order to discuss fully analytical results (like the photon orbit, i.e. the location of the star in a sky map), a fact which is necessary to perform relativistic astrometric models (RAMODs) especially in view of dedicated missions like Gaia, we pass now to reconsider the above discussion in the weak-field case, keeping in mind the characteristic features induced by the strong-field regime of the Erez–Rosen solution.

### 2.3. The weak-field and small-quadrupole approximations in harmonic coordinates

The weak-field limit and small-quadrupole approximation of the Erez–Rosen solution expressed in harmonic coordinates require some care. The exterior field of a slowly rotating
slightly deformed mass is described by the Hartle–Thorne metric [22], which is an approximate solution of the Einstein’s field equation, accurate to second order in the rotation parameter and to first order in the mass quadrupole moment. The Hartle–Thorne solution is a generalization of the Lense–Thirring spacetime [23, 24]; it has been obtained by a detailed consideration of the interior structure of the astronomical object together with a proper matching of interior and exterior solutions at the boundary.

First of all, we show that, once linearized with respect to the quadrupole parameter, the Erez–Rosen metric can be transformed into the Hartle–Thorne one, in the absence of rotation since both of them belong to a more general class of solutions which can be obtained from the Erez–Rosen solution by the Zipoy–Voorhees transformation (see also [25, 26]). Details are in appendix A. The standard form of the nonrotating Hartle–Thorne solution in Schwarzschild coordinates (\(t, r, \Theta, \phi\)) is given by

\[
dr^2 = -\left(1 - \frac{2\mathcal{M}}{R}\right)[1 + 2k_1P_2(\cos \Theta)]dr^2 + \left(1 - \frac{2\mathcal{M}}{R}\right)^{-1}[1 - 2k_2P_2(\cos \Theta)]dR^2 + R^2(d\Theta^2 + \sin^2 \Theta d\phi^2)[1 - 2k_2P_2(\cos \Theta)],
\]

(2.29)

where

\[
k_1 = -\frac{5}{8} \frac{Q}{\mathcal{M}^2} Q^2 \left(\frac{R}{\mathcal{M}} - 1\right),
\]

\[
k_2 = k_1 - \frac{5}{4} \frac{Q}{\mathcal{M}^2 R} \left(1 - \frac{2\mathcal{M}}{R}\right)^{-1/2} Q^2 \left(\frac{R}{\mathcal{M}} - 1\right).
\]

(2.30)

Here, \(Q^\mu\) are the associated Legendre functions of the second kind and the constants \(\mathcal{M}\) and \(Q\) are the total mass and quadrupole moment of the body, respectively\(^8\).

Next, we conveniently express the Hartle–Thorne solution (i.e. our approximated Erez–Rosen solution) in harmonic coordinates. To this end, let us start by expressing the mass quadrupole moment \(Q = J_2\mathcal{M}d^2\) in the Hartle–Thorne metric (2.29) in terms of a new dimensionless quadrupole parameter \(J_2\) and the equatorial radius \(d\) of the body. Restoring then physical units in the Hartle–Thorne solution by replacing \(\mathcal{M} \to GM/c^2\) and considering the expansion of the metric up to terms of the order \(1/c^2\) included lead to

\[
dr^2 = -\left[1 - \frac{2GM}{c^2 R} - \frac{2J_2 GMd^2}{c^2 R^3} P_2(\cos \Theta)\right]dr^2 + \left[1 + \frac{2GM}{c^2 R} + \frac{2J_2 GMd^2}{c^2 R^3} P_2(\cos \Theta)\right]dR^2 + R^2 \left[1 + \frac{2J_2 GMd^2}{c^2 R^3} P_2(\cos \Theta)\right] (d\Theta^2 + \sin^2 \Theta d\phi^2).\]

(2.31)

Harmonic coordinates \(x^\mu\) can then be obtained by the transformation \(R = r_h + GM/c^2\), leaving the remaining coordinates unchanged. In doing so, we obtain the following weak-field limit and small-quadrupole approximation of the Erez–Rosen metric in harmonic coordinates

\[
dx^2 = -(1 - \epsilon^2 h(x^0))^2 + (1 + \epsilon^2 h) \left[dx^2 + r_h^2 (d\Theta^2 + \sin^2 \Theta d\phi^2)\right].\]

(2.32)

where \(x^0 = \epsilon t\), \(\epsilon = 1/c\) and

\[
h = \frac{2GM}{r_h} \left(1 + \frac{d^2}{r_h^2} P_2(\cos \Theta)\right).
\]

(2.33)

Notably, the form (2.32) of the metric also satisfies the well-known ‘conformal isotropy condition’

\[
-g_{00}g_{ij}dx^i dx^j = dr^2 + r_h^2 (d\Theta^2 + \sin^2 \Theta d\phi^2) + O\left(\frac{1}{c^4}\right).
\]

(2.34)

\(^8\) The mass \(\mathcal{M}\) and quadrupole moment \(Q\) entering the Hartle–Thorne solution are related to the corresponding parameters \(M\) and \(q\) of the Erez–Rosen solution by the relations \(\mathcal{M} = M(1 - q)\) and \(Q = (4/5)M^2 q\), as indicated in appendix A.
The form (2.32) of the Erez–Rosen metric in the given approximation appears fully equivalent to the post-Newtonian solution which is exploited in relativistic astrometry within the Solar system. In this limiting situation, problems such as motion, deflection and lensing of a light ray, examined only numerically in the case of the exact Erez–Rosen solution, can be discussed analytically. This is true, for instance, for the inverse ray tracing problem which we are going to discuss in the next section and which is at the basis of the astrometric problem associated with space missions like Gaia.

3. The approximate Erez–Rosen solution and its generalization to quasi-spherical multipolar sources

Let us start our analysis with general considerations. Consider a stationary \( N \)-body configuration in a background metric described by the line element

\[
ds^2 = g_{00}(dx^0)^2 + 2g_{0i}dx^0dx^i + g_{ij}dx^idx^j.
\] (3.1)

Here, the quasi-Cartesian coordinates \( x^0 = ct \), where \( t \) denotes time, \( c \) is the speed of light and \( x^a (a = 1, 2, 3, x^1 = x, x^2 = y, x^3 = z) \) have the dimensions of a length; we have, to the order of \( \epsilon^2 \)

\[
\begin{align*}
g_{00} & = -1 + \epsilon^2 h + O(4), & g^{00} & = -1 - \epsilon^2 h + O(4), \\
g_{0i} & = O(3), & g^{0i} & = O(3), \\
g_{ij} & = \delta_{ij}(1 + \epsilon^2 h) + O(4), & g^{ij} & = \delta_{ij}(1 - \epsilon^2 h) + O(4).
\end{align*}
\] (3.2)

If one takes into account the mass multipolar structure of the bodies which must be considered of finite size (and within a common ‘equatorial’ plane), then

\[
h = \sum_a 2GM_a(r_a) \left[ 1 - \sum_{n=2}^\infty J_{(a)n} \left( \frac{d_{(a)}}{r_{(a)}} \right)^n P_n \left( \frac{z_{(a)}}{r_{(a)}} \right) \right],
\] (3.3)

where \( d_{(a)}' = x' - x_{(a)}' \) are the coordinates of the \((a)th\) body with the origin fixed at the center of mass of the whole system, \( P_n \) are the Legendre polynomials, \( M_{(a)} \) is the mass of the \((a)th\) body, \( d_{(a)} \) is its equatorial radius, as stated, and the coefficients \( J_{(a)n} \) are the mass multipole moments\(^9\).

Hereafter, we shall be mainly interested in the quadrupole structure, associated with \( J_{(a)2} \). Since the following analysis requires a physical interpretation in order to be of some usefulness, we need to specify a physical observer. For convenience, we select as fiducial observers those with 4-velocity

\[
m = \frac{1}{\sqrt{-g_{00}}} \partial_0 \simeq \left( 1 + \frac{\epsilon^2 h}{2} \right) \partial_0,
\] (3.4)

and a local rest frame spanned by the adapted orthonormal spatial triad

\[
e(m)_\hat{a} \simeq \left( 1 - \frac{\epsilon^2 h}{2} \right) \partial_\hat{a},
\] (3.5)

As required by the object of our investigation, we shall first deduce the trajectory of a light ray perturbed to the order of \( \epsilon^2 \) by the properties of the source up to its quadrupole.

Tensor components which are first order in \( h \) (or, equivalently, to the order of \( \epsilon^3 \)) are lowered/raised with the Minkowski metric.

\(^9\) Actually, modern astrometry requires \( \epsilon^3 \) order of accuracy. However, for the purpose of this paper, it is enough to treat the problem at the \( \epsilon^2 \) level.
3.1. The perturbed photon trajectories

Let the null geodesic of the photon be described by the tangent vector field \( K^a \), i.e.
\[
K^a \nabla_a K^b = 0, \quad K^a K_a = 0,
\]
with \( \nabla_a \) being the covariant derivative associated with the spacetime metric. In terms of the observer (3.4) and (3.5), \( K \) reads as
\[
K = \mathcal{E}(K, m)[m + \hat{v}(K, m)] = \mathcal{E}(K, m)[m + \hat{v}(K, m)\hat{v}(m)],
\]
where \( \hat{v}(K, m) \) is a space-like vector which identifies the local line of sight of the observer (3.4). It satisfies the unitary condition
\[
\hat{v}(K, m) \cdot \hat{v}(K, m) = 1,
\]
the dot denoting scalar product with respect to the metric (3.2). To first order in \( h \), we have\(^{10}\)
\[
\mathcal{E}(K, m) = 1 + \epsilon^2 \mathcal{E}_2, \quad \hat{v}(K, m) \hat{v} = n^\hat{v} + \epsilon^2 \hat{v}_2^\hat{v},
\]
where \( n^\hat{v} \) is the unperturbed local photon direction and we have assumed the unperturbed value of \( \mathcal{E}(K, m) \) equal to unity without loss of generality. The ‘actual’ locally spatial photon direction \( \hat{v}(K, m) \hat{v} \) evaluated at the observation point and later denoted as \( \hat{v}^0(0) \) is to be considered known being related to direct observations and to the selected attitude of the observer’s frame. This problem has been solved analytically in [27]. Hence, the photon 4-momentum (3.7) reads with respect to the given tetrad (3.4) and (3.5) as
\[
K = \left[ 1 + \epsilon^2 \left( \mathcal{E}_2 + \frac{h}{2} \right) \right] \partial_0 + \left[ n^\hat{v} + \epsilon^2 \left( \hat{v}_2^\hat{v} + n^\hat{v} \left( \mathcal{E}_2 - \frac{h}{2} \right) \right) \right] \partial_a, \quad (3.10)
\]
and the perturbed orbit is given by
\[
x^a = x^a_0 + \epsilon^2 x^a_2,
\]
Furthermore, we shall denote as \( A \) the event of observation with coordinates \( x^a_0 = (x^0_A, x^i_A) \) and as \( S \) the event of emission with coordinates \( x^a_0 = (x^0_S, x^i_S) \). Moreover, we fix the affine parameter \( \lambda \) on the light ray trajectory so that it is \( \lambda = 0 \) at \( A \) and \( \lambda = \lambda_S \) at \( S \). It is clear that while \( x^a_A \) are supposed to be the known position of the satellite at the observation, the coordinates \( x^a_S \) are our main unknowns. The unperturbed orbit can then be written as
\[
x^a_0(\lambda) = \lambda + x^0_A, \quad x^a_0(\lambda) = n^\hat{v} \lambda + x^i_A.
\]
Since the metric does not depend explicitly on \( x^\lambda \), the perturbed geodesic equations reduce to the system
\[
\frac{d\mathcal{E}_2}{d\lambda} = \frac{1}{2} \frac{d\hat{v}^\hat{v}_2}{d\lambda}, \quad \frac{d\hat{v}_2^\hat{v}}{d\lambda} = -n^\hat{v} \frac{dh}{d\lambda} + \partial_a h,
\]
which needs to be coupled to the following equations to fully determine the trajectory
\[
\frac{dx^a_0}{d\lambda} = \mathcal{E}_2 + \frac{h}{2}, \quad \frac{dx^a_2}{d\lambda} = \hat{v}_2^\hat{v} + n^\hat{v} \left( \mathcal{E}_2 - \frac{h}{2} \right).
\]
Note that the metric function \( h \) and the perturbed quantities \( x^0_2(x^i_2) \) and \( \hat{v}_2^\hat{v} \) all depend on the affine parameter \( \lambda \) through the spatial coordinates evaluated along the world line of the photon, according to
\[
h(x^\lambda)|_{\lambda = \lambda_S(\lambda)} \equiv h(\lambda),
\]
\(^{10}\) As customary, numbers in round brackets denote the order of approximation.
with an obvious abuse of notation; here, $h$ plays the role of a general function of the coordinates.

Let us introduce the following quantities, which we shall use shortly:

$$H(\lambda) = \int_0^\lambda h(\lambda') \, d\lambda, \quad H^a(\lambda) = \int_0^\lambda [\partial_0 h](\lambda') \, d\lambda, \quad \mathcal{H}^a(\lambda) = \int_0^\lambda H^a(\lambda') \, d\lambda.$$  \hspace{1cm} (3.16)

and solve the system of equations (3.13) and (3.14) assuming that all perturbation quantities $x^0(\lambda), \mathcal{E}(\lambda)$ and $\dot{\mathcal{E}}(\lambda)$ have well-defined constant values at the observation point, i.e. for $\lambda = 0$.

The first part of equation (3.13) gives

$$\mathcal{E}(\lambda) = \mathcal{E}(2)(0) + \frac{1}{2} [h(\lambda) - h(0)],$$

while the second part of equation (3.13) can be formally integrated with solution

$$\dot{\mathcal{E}}(\lambda) = \dot{\mathcal{E}}(2)(0) - n^d [h(\lambda) - h(0)] + H^a(\lambda).$$  \hspace{1cm} (3.17)

Equations (3.14) thus become

$$\frac{dx^0(\lambda)}{d\lambda} = h(\lambda) + \mathcal{E}(2)(0) - \frac{1}{2} \frac{h(0)}{2}, \quad \frac{dx^a(\lambda)}{d\lambda} = \dot{x}^a(\lambda) + n^d \left[ \mathcal{E}(2)(0) - \frac{h(0)}{2} \right].$$  \hspace{1cm} (3.19)

with solution

$$x^0(\lambda) = x^0(2)(0) + H(\lambda) + \left[ \mathcal{E}(2)(0) - \frac{1}{2} \frac{h(0)}{2} \right] \lambda,$$

$$x^a(\lambda) = x^a(2)(0) - n^d \left[ x^0(\lambda) - x^0(2)(0) \right] + \mathcal{H}^a(\lambda) + \left[ \dot{\mathcal{E}}(2)(0) + 2 n^d \mathcal{E}(2)(0) \right] \lambda.$$  \hspace{1cm} (3.20)

The photon 4-momentum (3.10) thus becomes

$$K = \left[ 1 + \epsilon^2 \left( h + \mathcal{E}(2)(0) - \frac{h(0)}{2} \right) \right] \partial_0 + \left\{ n^d + \epsilon^2 \left[ \dot{x}^a(\lambda) + n^d \left[ \mathcal{E}(2)(0) - \frac{h(0)}{2} \right] \right] \right\} \partial_a.$$  \hspace{1cm} (3.21)

Notably most of the current literature on this topic uses the coordinate time $x^0$ instead of $\lambda$ as a parameter along the photon world line [3, 28, 29, 33, 34]. The corresponding relations are listed in appendix B for completeness. It should be recalled also that, irrespective to the choice of the parameter on the photon trajectory, the main task of any astrometric model is to determine $x^a(t)$, namely the spacetime position of the emitting star. Finally, from the linearity of the perturbation equations, it follows that it is enough to limit the analysis to solutions involving a single body, the extension to the general case being straightforward (we plan to review this specific topic in a forthcoming paper fully dedicated to the astrometric problem in the context of Gaia mission).

### 3.2. Single body

Let us now consider as the source of the background metric a single body with mass $M$ and quadrupole moment $J_2$; the center of mass of this body is also taken as the origin of the coordinate system. To the order $\epsilon^2$, we then have, as stated,

$$h = h_M + h_\epsilon = \frac{2GM}{r} + \frac{GMd^2}{r^3} \left( 1 - \frac{3\lambda^2}{r^2} \right) J_2,$$  \hspace{1cm} (3.22)

where the coordinates take their unperturbed values (3.12), so that

$$r = |\mathbf{x}(0)| = \sqrt{\delta_{ab}x^a(0)x^b(0)} = \sqrt{\lambda^2 + r_A^2 + 2 \lambda (\mathbf{x}_A \cdot \mathbf{n})},$$  \hspace{1cm} (3.23)

and $r_A = |\mathbf{x}_A|$. Quantities in bold are three-dimensional vectors, so that both scalar and cross products between them are meant to be the standard operations in a Euclidean space. Similarly,
Finally, from equation (3.20) with \( h = h_M \) and \( h = h_J \), respectively. Analogously, the frame components of the spatial velocity (3.9) which, we recall, identify the local line of sight of the observer (3.4) can be written as

\[
\hat{v}(\mathbf{K}, m) = n^\mathbf{a} + \epsilon^2 \hat{v}^\mathbf{a}_{(2|M)} + \epsilon^2 \hat{v}^\mathbf{a}_{(2|J)}.
\]

Equations (3.24) and (3.25) are our main results since they provide the analytical solution to the inverse ray tracing problem in the presence of gravitational sources with the not negligible perturbed orbit can then be written as

\[
x^\mathbf{a} = x^\mathbf{a}_0 + \epsilon^2 x^\mathbf{a}_{(2|M)} + \epsilon^2 x^\mathbf{a}_{(2|J)},
\]

where \( x^\mathbf{a}_{(2|M)} \) and \( x^\mathbf{a}_{(2|J)} \) are obtained from equation (3.20) with \( h = h_M \) and \( h = h_J \), respectively.

As can be seen from equations (3.18) and (3.20), the perturbations \( x^\mathbf{a}_{(2)} \) and \( \hat{v}^\mathbf{a}_{(2)} \) critically depend on the functions \( H(\lambda), H^0(\lambda) \) and \( \hat{H}^0(\lambda) \). Their analytical values are given below. The contribution of the mass monopole is given by

\[
H_M(\lambda) = 2GM \ln \left[ \frac{r + (x \cdot n)}{r_a + (x_A \cdot n)} \right],
\]

\[
H^0_M(\lambda, \lambda) = 2GM \left[ \left( 1 - \frac{1}{r_a} \right) - \frac{b^0}{b^2} \left( \frac{x \cdot n}{r} - \frac{x_A \cdot n}{r_a} \right) \right],
\]

\[
\hat{H}^0_M(\lambda, \lambda) = n^a \left[ H_M(\lambda) - \frac{2GM}{r_a} [(x \cdot n) - (x_A \cdot n)] \right]
- \frac{2GM}{b^2} \left( r - r_a - \frac{x_A \cdot n}{r_a} [(x \cdot n) - (x_A \cdot n)] \right),
\]

where

\[
b^0 = [(x_A \times n)]^0 = x^a_0 - n^a (x_A \cdot n), \quad b^2 = r_a^2 - (x_A \cdot n)^2,
\]

and

\[
(n \cdot x) = (x_A \cdot n) + \lambda,
\]

to the order \( \epsilon^2 \), so that

\[
r = \sqrt{b^2 + (x \cdot n)^2}, \quad \frac{dr}{d\lambda} = \frac{x \cdot n}{r}.
\]

Finally, from equation (3.18), we have

\[
\hat{v}^\mathbf{a}_{(2|M)} - \hat{v}^\mathbf{a}_{(2|M)}(0) = -\frac{2GM}{b^2} \left( \frac{x \cdot n}{r} - \frac{x_A \cdot n}{r_a} \right)
\]

and from (3.20), we deduce

\[
x^\mathbf{a}_{(2|M)} - x^\mathbf{a}_{(2|M)}(0) = 2GM \ln \left[ \frac{r + (x \cdot n)}{r_a + (x_A \cdot n)} \right] + \left( \frac{E(2)}{0} - \frac{GM}{r_a} \right) [(x \cdot n) - (x_A \cdot n)],
\]

\[
x^\mathbf{a}_{(2|J)} - x^\mathbf{a}_{(2|J)}(0) = -2GM \frac{b^2}{b^2} \left( \frac{r - r_a - \frac{x_A \cdot n}{r_a} [(x \cdot n) - (x_A \cdot n)]}{b^2} \right)
+ \left[ \hat{v}^\mathbf{a}_{(2|M)}(0) + n^a \left( \frac{E(2)}{0} - \frac{GM}{r_a} \right) [(x \cdot n) - (x_A \cdot n)] \right].
\]

Similarly, the contribution of the quadrupole is given by

\[
H_J(\lambda) = GM d^2 J_z \left\{ 2n_2 b_z \left( \frac{1}{r_a^2} - \frac{1}{r_a^2} \right) + \left( n_2^2 - \frac{b^2_z}{b^2} \right) \left( \frac{x \cdot n}{r} - \frac{x_A \cdot n}{r_a} \right) \right\}
+ \frac{1}{b^2} \left( 1 - n_2^2 - \frac{2b^2_z}{b^2} \right) \left( \frac{x \cdot n}{r} - \frac{x_A \cdot n}{r_a} \right)\right\}.
\]
Finally, the solution for $\dot{\hat{\omega}}^a_{(2)2}$ and $x^a_{(2)2}$ is obtained from equations (3.18) and (3.20), respectively.

As stated, the above corrections provide the analytical solutions (3.24) and (3.25) which are basic to multipolar relativistic astrometry. For instance, this explicit solution of the photon equation will allow a complete weak-field analysis of the gravitational lensing by objects endowed with the nonzero quadrupole moment. The necessity of having quadrupolar corrections to the light deflection formula has been largely addressed in the literature (see, e.g., [30, 31] and references therein), but only here the analysis has been performed by comparing the case of an exact solution of Einstein’s equations with its weak-field limit in a unified treatment. Such corrections have also been discussed in connection with gravitational lensing measurements (see [32] and references therein). Furthermore, numerical estimates for observational quantities related to this approximate solution for most of the Solar system objects have been studied by several authors (see, e.g., [1, 2, 33–35]). The results of the present section are in agreement with the existing literature (see also appendix B, where the relation with different parametrizations, coordinates and conventions adopted in other approaches is discussed too), so that we will not repeat such a discussion here.

3.3. RAMOD master equation: notations in comparison

RAMODs have been developed by de Felice and co-workers over a period of about ten years to theoretically support the astrometric mission Gaia. It is most useful, then, to relate the notation of this paper (recently standardized in [36]) to the corresponding one used in the series of RAMOD papers [37–43], where the analysis of ray tracing has been performed in the general...
context of an unspecified perturbative solution of the Einstein’s field equations, i.e. with special attention to the equations associated with tracing and their initial conditions. Differently, the approximate solution describing the gravitational field of a massive body endowed with the quadrupole moment at rest at the origin of the coordinates has been adopted here.

The RAMOD master equation, in the static case, is written in the form (see [41], equation (19), slightly manipulated by replacing \( h_{00} = h \), \( h_{ij} = \delta_{ij} \) according to equations (3.2) of this paper)

\[
\frac{d\hat{h}}{d\sigma} = -\frac{3}{2} \hat{\ell} \hat{\ell} \partial_h h + \partial_h h,
\]

where \( h \), as in this case, is the perturbation to the Minkowski metric. Such an equation coincides with our equation (3.6) (and its further manipulation (3.13)) if one denotes

\[
\hat{\ell} = \hat{v}(K, m),
\]

and uses frame components \( \hat{v}^\alpha \) with respect to the frame (3.5) instead of coordinate components \( \hat{v}^\alpha \), which are related by \( \hat{v}^\alpha = [1 + \epsilon^2(h/2)]\hat{v}^\alpha \). The RAMOD decomposition of the photon momentum is in fact

\[
K = -(m \cdot K)m + \ell = \mathcal{E}(K, m)m + \ell,
\]

so that we have also \( \ell = \mathcal{E}(K, m)\hat{v}(K, m) \). Finally, the affine parameter \( \sigma \) coincides exactly with \( \lambda \) used in this paper (see also [43]).

A detailed discussion of the actual observation equation associated with equation (3.33) and adapted to the Gaia mission is out of scope here and it will be treated in a forthcoming paper fully dedicated to this purpose. However, we can outline the principles of the procedure, which are based on the fact that the observables can be expressed as functions of the direction cosines of the incoming direction with respect to the axes of a tetrad adapted to the Gaia satellite attitude, say, \( E^\alpha_a \) (see [44, 45] for details). Let \( \cos \psi(\hat{a}, K) = \hat{v}(K, m) \cdot E^\alpha_a \) be the \( \hat{a} \)th direction cosine measured by the observer on the satellite. The latter expression can then be linked in a standard way to the usual astrometric unknowns of the observed object (position, like the equatorial coordinates, their corresponding proper motions, and the parallax).

4. Concluding remarks

In this paper, we have investigated some optical properties of the Erez–Rosen metric, which is an exact solution of Einstein equations describing the spacetime of a static body endowed with a mass quadrupole moment.

We have considered first the curvature invariants and have deduced some properties of the solution which clearly show the effects of the quadrupole on the gravitational strength of the source. We have then analyzed the geodesic properties of the solution focusing on null orbits in the symmetry plane. As a result, we have found the pattern of the light trajectories close to the source as a function of the quadrupole parameter, which specifies the shape of the body. An interesting outcome of this analysis is the existence of spatially bound photon orbits close to the source due to the quadrupole action. Pursuing in our study, we have tackled the problem of the gravitational lensing induced by the source and have obtained explicit expressions for standard lensing observables, such as image positions and magnification, in the limit of weak field and small quadrupole, generalizing previous results for static spherically symmetric bodies.

The last part of the paper is devoted to the analytical solution of the inverse ray tracing problem in the post-Newtonian approximation of the Erez–Rosen metric. We have found that, in this limit, the Erez–Rosen metric reduces to the metric form used in standard astrometric
modeling, like RAMOD. Hence, our analysis, which allows us to include in those models the quadrupole corrections, is fully consistent with a general relativistic approach. Furthermore, we have shown that this result is also consistent with other approaches, in spite of the use of different conventions, parameters and coordinates.

In particular, in order to fully exploit the Erez–Rosen solution also in the context of relativistic astrometry, we have given an analytical solution in the case of a static massive body with quadrupole corrections which is directly connected to the standard approach used in RAMOD. This result is particularly relevant for the interpretation of high precision measurements as expected from the ESA mission Gaia to be started in 2013.
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Appendix A. Connection between the Erez–Rosen solution and the Hartle–Thorne solution

Consider the general static line element \( (2.1) \) with metric functions \( f = e^{2\psi} \) and \( \gamma \). From a given solution \( (\psi, \gamma) \), a set of new solutions may be generated by the transformation

\[
\psi \rightarrow \delta \psi, \quad \gamma \rightarrow \delta^2 \gamma,
\]

where \( \delta \) is a real number corresponding to the Zipoy–Voorhees \([46, 47]\) parameter. For our purposes, it is convenient to set such a parameter as \( \delta = 1 + s q \), where \( s \) is a real number. By applying the Zipoy–Voorhees transformation \((A.1)\) to the Erez–Rosen solution \((2.2)\), one obtains a new set of solutions to a linear order in \( q \) with metric functions

\[
f \simeq \frac{x - 1}{x + 1} \left[ 1 - q \left( 2P_2Q_2 - s \ln \frac{x - 1}{x + 1} \right) \right],
\]

\[
\gamma \simeq \frac{1}{2} \left[ 1 + 2(1 + s)q \right] \ln \frac{x^2 - 1}{x^2 - y^2} + 2q(1 - P_2)Q_1.
\]

For \( s = 0 \), i.e. \( \delta = 1 \), we recover the linearized form of the Erez–Rosen solution \((2.2)\). It also contains the Hartle–Thorne solution (in the absence of rotation) for \( s = -1 \). To show this, introduce first standard Schwarzschild-like coordinates through the transformation \((2.3)\), i.e. \( x = r/M - 1 \) and \( y = \cos \theta \), with \( t \) and \( \phi \) unchanged. Then, set \( s = -1 \) and \( M = M(1 + q) \). The further transformation \( r = r(R, \Theta) \) and \( \theta = \theta(R, \Theta) \) with

\[
r = R + Mq + \frac{3}{2}Mq \sin^2 \Theta \left[ \frac{R}{M} - 1 + \frac{1}{2M^2} \left( 2M - 1 \right) \ln \left( 1 - \frac{2M}{R} \right) \right],
\]

\[
\Theta = \Theta - \frac{3}{2}q \sin \Theta \cos \Theta \left[ 2 + \frac{R}{M} \right] \ln \left( 1 - \frac{2M}{R} \right)
\]

finally gives the mapping between the general form of the Erez–Rosen solution and the Hartle–Thorne metric \((2.29)\) with mass and quadrupole moment given by

\[
M = M(1 - q), \quad Q = \frac{2}{5}M^3 q,
\]

respectively. Further details on such a derivation can be found in \([25, appendix B]\).
Appendix B. Time parametrization of the photon orbit

If one uses as a parameter on the trajectory the time coordinate $x^0$ instead of $\lambda$, the photon 4-momentum (3.7) can be written as

$$K = \partial_0 + \left[n^\alpha + \epsilon^2 (\dot{v}^\alpha_{(2)} - n^\alpha \dot{h})\right] \partial_a.$$  \hspace{1cm} \text{(B.1)}

Taking the derivative of equation (3.11) with respect to $\lambda$ yields

$$\frac{dx^0}{d\lambda} = 1 + \epsilon^2 \left(h(\lambda) + E_{(2)}(0) - \frac{1}{2} h(0)\right),$$

$$\frac{dx^a}{d\lambda} = n^a + \epsilon^2 \left[\dot{v}^a_{(2)}(\lambda) + n^a \left(E_{(2)}(0) - \frac{1}{2} h(0)\right)\right] \hspace{1cm} \text{(B.2)}$$

so that eliminating $\lambda$ implies

$$\frac{dx^a}{dx^0} = n^a + \epsilon^2 (\dot{v}^a_{(2)} - n^a \dot{h}), \hspace{1cm} \text{(B.3)}$$

where the dependence on time on the right-hand side is implicit through the spatial coordinates. Once differentiated with respect to $x^0$, the previous equation then gives

$$\frac{d^2 x^a}{d(x^0)^2} = \epsilon^2 \left(\frac{d\dot{v}^a_{(2)}}{dx^0} - n^a \frac{dh}{dx^0}\right) = \epsilon^2 \left(\partial_a h - 2n^a \dot{h}\right). \hspace{1cm} \text{(B.4)}$$

This is the form of the equations describing the corrections to light propagation in a barycentric coordinate system usually adopted in the literature (see, e.g., [3]). The corresponding solution can in turn be written as

$$x^a = x^a_0 + \epsilon^2 (x^0 - x^0_0) + \epsilon^2 x^a_{(2)M} + \epsilon^2 x^a_{(2)J}, \hspace{1cm} \text{(B.5)}$$

by separating the contributions due to the monopole and the quadrupole.

In order to compute the total light deflection of a photon emitted at time $t_S$ and spatial coordinates $x^a(t_S)$, it is enough to solve the associated initial value problem [34]

$$x^a_S = x^a(t_S), \hspace{1cm} n^a = \lim_{x^0 \to -\infty} \frac{dx^a}{dx^0}. \hspace{1cm} \text{(B.6)}$$

According to equations (B.4) and (B.5), the initial conditions for the relativistic corrections are

$$x^a_{(2)M} = 0, \hspace{1cm} \lim_{x^0 \to -\infty} \lim_{x^a \to \infty} \frac{dx^a_{(2)J}}{dx^0} = 0, \hspace{1cm} \lim_{x^a \to \infty} \lim_{x^0 \to -\infty} \frac{dx^a_{(2)J}}{dx^0}. \hspace{1cm} \text{(B.7)}$$

Let $\Sigma^a$ denote the limiting asymptotic values of the coordinate components of the unit tangent vector to the light path for $x^0 \to +\infty$. The total light deflection is then given by $|n \times \Sigma|$.

However, for practical modeling of observations of Solar system objects, it is not sufficient to consider the initial value problem for light propagation. Hence, one has to solve the boundary value problem [33, 48]

$$x^a_S = x^a(t_S), \hspace{1cm} x^a_S = x^a(t_A). \hspace{1cm} \text{(B.8)}$$

the light ray being emitted at time $t_S$ and spatial position $x^a(t_S)$ and then received at time $t_A$ and spatial position $x^a(t_A)$. In this case, one can compute for instance the time of light propagation for the given boundary conditions.

For a single body, following the same procedure as in section 3, the monopole solution to the initial value problem turns out to be

$$x^a_{(2)M} = -2GM \left[n^a \ln \left]\frac{r + (x \cdot n)}{r_S + (x_S \cdot n)}\right] + \frac{\beta^a}{\beta^2} \left[ r - r_S - \frac{x_S \cdot n}{r_S} \left[(x \cdot n) - (x_S \cdot n)\right] \right], \hspace{1cm} \text{(B.9)}$$
where now

\[ r = \sqrt{\left(x^0 - x_0^0\right)^2 + r_s^2 + 2(x^0 - x_0^0)(x_5 \cdot n)} , \]

(B.10)

with \( r_s = |x_5| \) and

\[ (x \cdot n) = (x_5 \cdot n) + x^0 - x_0^0 , \]

(B.11)

to the order \( \epsilon^2 \). The monopole correction to the frame components of the velocity is

\[ v^0_{(2)M} = -\frac{2GM}{b^2} b^2 \left( x \cdot n - \frac{x_5 \cdot n}{r_s} \right) . \]

(B.12)

The solution for the quadrupole contribution \( x_2 \) can be also obtained straightforwardly:

\[ x^0_{(2J_2)} = GMd^2 J_2 \left\{ b^2 \left[ \left( n_z^2 - \frac{b_z^2}{b^2} \right) \left( \frac{1}{r^3} - \frac{1}{r_s^3} \right) \right. \right. \]

\[ \left. \left. - \frac{2n_z b_z}{b^2} \left( \frac{2}{r^3} \left( x_5 \cdot n \right) - \frac{x_s \cdot n}{r_s} + \frac{x_5 \cdot n}{r_s^3} \right) \right] \right. \]

\[ + \frac{1}{b^2} \left( 1 - n_z^2 - \frac{4b_z^2}{b^2} \right) \left[ \frac{2}{b^2} (r - r_s) + \frac{1}{r} - \frac{1}{r_s} \right] \]

\[ + \frac{1}{b^2} \left( 1 - n_z^2 - \frac{4b_z^2}{b^2} \right) \left[ \frac{2}{b^2} + \frac{1}{r_s} \frac{x_5 \cdot n}{r_s} \right] \]

\[ + 3 \left( n_z^2 - \frac{b_z^2}{b^2} \right) \frac{r_s}{r_s} + 6n_z b_z \frac{r_s}{r_s} \left[ (x \cdot n) - (x_5 \cdot n) \right] \]

\[ + n^2 \left[ - \frac{2n_z b_z}{b^2} \left( \frac{2}{b^2} (r - r_s) + \frac{1}{r} - \frac{1}{r_s} + b^2 \left( \frac{1}{r^3} - \frac{1}{r_s^3} \right) \right) \right] \]

\[ - \frac{1}{b^2} \left( 1 + n_z^2 - \frac{2b_z^2}{b^2} \right) \left( \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right) - \left( n_z^2 - \frac{b_z^2}{b^2} \right) \left( \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right) \]

\[ + \frac{2n_z b_z}{b^2} \left( \frac{2}{b^2} + \frac{1}{r_s} \frac{x_5 \cdot n}{r_s} \right) \left[ (x \cdot n) - (x_5 \cdot n) \right] \right\} , \]

(B.13)

whereas the correction to the frame components of the velocity is

\[ v^0_{(2J_2)} = GMd^2 J_2 \left\{ \left[ -6n_z b_z \left( \frac{1}{r_s^3} - \frac{1}{r_s^3} \right) - \frac{1}{b^2} \left( 1 - n_z^2 - \frac{4b_z^2}{b^2} \right) \right] \right. \]

\[ \left. \left[ \frac{2}{b^2} \left( \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right) + \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right] \right] \right. \]

\[ - 3 \left( n_z^2 - \frac{b_z^2}{b^2} \right) \frac{x_5 \cdot n}{r_s^3} \left[ (x \cdot n) - (x_5 \cdot n) \right] \]

\[ + n^2 \left[ - \frac{2n_z b_z}{b^2} \left( \frac{2}{b^2} \left( \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right) + \frac{x \cdot n}{r^3} - \frac{x_5 \cdot n}{r_s^3} \right) \right] \right\} . \]

(B.14)
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