Abstract—The use of millimeter-wave (mmWave) bands in 5G networks introduces a new set of challenges to network planning. Vulnerability to blockages and high path loss at mmWave frequencies require careful planning of the network to achieve a desired service quality. In this paper, we propose a novel 3D geometry-based framework for deploying mmWave base stations (gNBs) in urban environments by considering first-order reflection effects. We also provide a solution for the optimum deployment of passive metallic reflectors (PMRs) to extend radio coverage to non-line-of-sight (NLoS) areas. In particular, we perform visibility analysis to find the direct and indirect visibility regions, and using these, we derive a geometry-and-blockage-aided path loss model. We then formulate the network planning problem as two independent optimization problems, placement of gNB(s) and PMRs, to maximize the coverage area with a certain quality-of-service constraint and minimum cost. We test the efficacy of our proposed approach using a generic map and compare our simulation results with the ray tracing solution. Our simulation results show that considering the first-order reflections in planning the mmWave network helps reduce the number of PMRs required to cover the NLoS area and the gNB placement aided with PMRs require fewer gNBs to cover the same area, which in turn reduces the deployment cost.
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I. INTRODUCTION

FIFTH-generation (5G) networks are expected to use millimeter-wave (mmWave) bands to deliver high data rates with low latency and high spectral efficiency, exceeding what is possible with the traditional sub-6 GHz cellular systems [1], [2]. However, due to their higher frequencies, mmWave signals experience higher path loss and are more sensitive to blockages than sub-6 GHz signals, creating shadowed regions [3] in urban scenarios. These problems make the coverage of mmWave networks highly dependent on the link state (i.e., line-of-sight (LoS) or non-LoS (NLoS)) of a spatial location, and hence the layout/geometry of the environment. To compensate for severe signal attenuation, especially in NLoS scenarios, mmWave systems use large antenna arrays with high-gain and narrow beams, which can be particularly helpful for locations that can be reached after reflections from the surrounding scatterers. Due to these unique characteristics of the mmWave signals and the special solutions required to overcome the problems associated with them, the traditional network planning approaches used at sub-6 GHz bands are not suitable at mmWave bands.

Most of the existing studies in the literature on mmWave network planning ignore the link outage due to frequent blockages by obstacles. More importantly, they overlook the NLoS effects, i.e., the effect of significant first-order reflections. Ignoring the NLoS effects while planning the network may result in an overestimated number of 5G mmWave base stations (gNBs) to meet the minimum quality-of-service (QoS) constraints, especially in NLoS areas. This, in turn, can substantially increase the gNB deployment cost as well as power consumption, and also the frequency of inter-cell handover events. For a more accurate coverage analysis based on a given set of gNB locations, one can exploit the NLoS effects and the link outage effects due to mobile obstacles, e.g., by using appropriate 3GPP blockage models [4] in the path loss calculation. These considerations for accurate coverage modeling may in turn reduce the number of required mmWave gNBs to be deployed.

In addition to deploying mmWave gNBs, use of passive/active repeaters can further enhance the coverage performance of mmWave networks. Recently, it is shown that an economical means of enhancing the mmWave signals coverage for NLoS scenarios can be achieved by deploying passive metallic reflectors (PMRs) [5]–[7]. Such reflectors may already be available in the environment (e.g., traffic signs, metallic billboards, light poles), or they may be placed strategically by a network operator. The deployment of PMRs in a pilot outdoor scenario is reported to enhance the coverage by a median gain of 20 dB for NLoS locations [5]. Thus, deploying PMRs along with the gNBs can be a good choice for extensively improving the coverage area in urban environments in an economical way. Keeping these in mind, our main contributions can be summarized as follows.

1) Geometry-and-blockage-aided path loss model: We propose a novel way of calculating the total path loss by taking into account the blockage effects and the geometry of the environment through visibility analysis. Our idea is similar in nature to [8]–[10] that employs visibility analysis as a part of the path loss calculation. However, an important difference is that in our case we take into account the blockage effects and the reflection effects for the NLoS area. This way, besides the LoS path, we also consider the possibility of establishing a link through a first-order reflected path. We do so by finding the direct visibility and indirect visibility (reflection dominated) regions by considering two types of reflection: specular and diffuse. With this, we derive the geometry-and-blockage-aided path loss model (GB-PLM) to calculate the total path loss.

2) Optimizing mmWave gNB(s) and PMR(s) placement: In contrast to existing works [8]–[16], we focus on the deployment and coverage of mmWave gNB(s) aided with PMRs provided the 3D map of the environment. We present a two-stage solution, where, at first, the gNB(s) are placed to maximize the coverage area by utilizing the GB-PLM. Then, PMRs are placed to extend the coverage area to parts...
of the environment not served by any gNB. We pose and solve separate linear binary optimization problems to obtain the optimal locations and orientations of the gNB(s) and PMR(s), respectively.

3) Coverage and outage analysis: We analyze the coverage fraction with and without the first-order reflection effects and the PMRs. We show by extensive simulations that considering the first-order reflections in gNB placement problem helps to reduce the number of PMRs required to cover the NLoS area. Also, the gNB placement aided with PMRs requires fewer gNBs to cover the same area. The proposed solution is compared with the full-blown 3D deterministic ray-tracing (RT) simulator, Wireless InSite [17]. However, the results from the Wireless InSite can only be used as a benchmark for the static environment alone, as the RT cannot incorporate the effect of the mobile blockages to channel models.

The rest of the paper is organized as follows. Section II presents the literature review followed by the system model and problem definition in Section III. The preliminaries of direct and indirect visibility analysis, which are utilized to derive the GB-PLM, are presented in Section IV. This is followed by the formulation and the solution for the mmWave gNB placement problem in Section V and then the PMR placement problem along with the preliminaries are presented in Section VI. In Section VII, we validate the efficacy of our proposed algorithms using a simple 3D map, and finally, we provide concluding remarks in Section VIII.

Notation: Scalars, vectors, and sets are represented by non-bold letters (e.g., a, A), lower-case boldface (e.g., a), and calligraphic (e.g., A) letters, respectively. Unit directional vectors are represented with a hat (e.g., \( \hat{a} \)). For an integer \( K \), we use the shorthand notation \( [K] \) for the set of non-negative integers \( \{1, 2, \ldots, K\} \). The operation \( \bigcup \) and \( \bigcap \) represent the union and intersection operations on a set, respectively. Finally, the sign(\( ), \lfloor \cdot \rfloor, \text{ and } \lceil \cdot \rceil \) operators represent the sign, ceiling, and floor product operations, respectively.

II. LITERATURE REVIEW

Recently, there have been a number of studies on mmWave network planning and gNB/PMR deployment [8]–[11]. In most of these studies, as also highlighted in Table I, the coverage and placement of the gNBs in an outdoor area are considered by maximizing the LoS area while maintaining a minimum QoS. These studies often ignore the contribution of strong reflections to the coverage in NLoS areas and simply presume NLoS areas will be in outage. For example, the studies in [8] and [9] consider wall-mounted mmWave gNBs while [10] uses lamp post mmWave gNBs, and they all place the gNBs such that the LoS area is maximized. A connectivity-constrained minimum-cost mmWave gNBs deployment for a Manhattan-type geometry is studied in [11], where the potential coverage area is restricted to only the blockage-free regions, and the effect of low-order reflections in NLoS areas are neglected. Moreover, these studies are all based on two-dimensional (2D) maps. However, in complex environments with high-rise buildings of different heights, multiple obstructions, and gNBs located at varying heights, a more advanced visibility analysis needs to be performed to distinguish between LoS and NLoS areas.

There are only a few studies that use a 3D map setup for coverage analysis and network planning at mmWave bands. In [12], where the goal is to find the minimum number of mmWave gNBs such that the coverage constraints are satisfied under stochastic user orientation, namely, head, hand, and pocket, access points (APs) and user equipment’s (UE) are positioned in 3D space. In this study, the authors make a hard assumption that, for each UE, there exists an LoS path to at least one of the APs. Similarly, there are other 3D network planning work for outdoor coverage [13], indoor coverage [14], fixed backhaul and access networks (Facebook 60 GHz Terragraph) [15], unmanned aerial vehicle-mounted BS placement [16], small cells with hybrid back-hauls [17], and networking infrastructure with machine-type communication [18].

For NLoS communications, earlier studies, such as [21]–[23], have shown that well-known lousy objects, such as metal, concrete, modern buildings, and the human body, act as good reflectors at mmWave bands, enabling the UE to receive reflections for NLoS communication. On the other hand, rough outdoor surfaces, such as the dressed stone wall or the bath stone wall, are seen to show large variations in the signal strength of the first-order scattered components at high frequencies (e.g., at 60 GHz [24]). Thus, the reflection profile of a scatterer is highly dependent on its material and the frequency of operation. Recently, it is shown that the mmWave signal enhancement in a NLoS environment can be achieved using PMRs [5]–[7]. A PMR is used to enhance the coverage for mmWave signals at 28 GHz for NLoS propagation scenarios in an outdoor [5] and indoor area [6], respectively. An analytical model for end-to-end reflected received power for NLoS propagation is developed
in [7]. In these studies, it is reported that using a 33 in × 33 in square PMR, the received power can be increased by a median of 20 dB and 19 dB in the indoor and outdoor environment, respectively, compared to a no reflector case.

The above use case of the PMRs is attractive due to multiple reasons. First, at mmWave frequencies, the skin depth of the metallic conductors is smaller relative to sub-6 GHz bands, and hence material penetration is low. This results in stronger reflections, which can be utilized for NLoS directional communication [25]. Thus, deployment of the PMRs can create a favorable propagation environment by introducing new multi-path components (MPCs) to the channel and increasing the overall spatial diversity of the MPCs [26]. Second, PMRs are low cost and low maintenance, and easy to implement. They require no power, have a higher life span, and can be used in real environments like advertisement boards, metallic art signs, lamp posts, among others. Finally, unlike intelligent reflecting surfaces (IRSs), PMRs do not require special design. Note that the PMRs are similar to the IRSs except that the IRSs are designed to provide anomalous reflections to the desired location by carefully designing the scattered field [27]–[29].

From the above perspective, it is clear why deploying PMRs along with the gNBs might be necessary for optimal-economical improvement of the coverage area. This is illustrated in [16] for an environment with a fixed gNB, where multiple large-sized PMRs are used to reflect the mmWave signals to the NLoS regions with low received power levels.

However, the authors of this study do not aim to optimize the gNB and reflector locations. Instead, they only consider rooftop-top position for the PMRs. To the best of our knowledge, no other attempt has been made to optimize the placement of gNBs (considering the reflection effects) and PMRs simultaneously with the aim of improving the mmWave signal coverage. To make the paper self-contained, a comparison of how this work differs from the current literature is provided in Table I.

III. SYSTEM MODEL AND PROBLEM STATEMENT

In this section, we will introduce the system model as well as the mmWave gNB/PMR placement problems. Frequently used nomenclature are presented in Table II.

A. 3D Environmental Model

We assume an outdoor environment whose true 3D map, which includes terrain data, landmarks, street routes, etc., is available. Note that free 3D geographic data of some of the real environments can be obtained from publicly available OpenStreetMap (OSM) [30] or several applications that generate 3D buildings from OSM such as OSM-3D, OSM2World, OSM Building, etc. It is also worth noting that street-level photos can also be used to generate maps based on Mapillary service.

Using such a 3D map, a digital elevation model (DEM) of the map in the form of a raster (a grid of squares), which holds the 3D coordinates of the centroid of the grid (2D coordinates and the height data) can be generated. The DEMs are the most common basis for representing digital maps whose quality depends on the desired resolution, which dictates the number of grids, increasing which results in more accurate maps, but also results in higher computational complexity for the optimization algorithm. This notion of the grids will thus be used in the rest of the paper as it simplifies the mathematical tractability that follows. The DEM of a sample outdoor environment is shown in Fig. 1.

B. Deployment and Coverage Model for mmWave gNBs

We consider an urban macro (UMa) outdoor-to-outdoor communication scenario [1], where the gNBs can be placed on the rooftop of the buildings and UEs are the outdoor ground users. Further, we define service area (SA) as the area that covers all possible UE locations (i.e., whole area minus the area covered by buildings). We represent the discretized 3D-coordinates of the potential gNB locations by the set

\[ \mathcal{L}^{\text{gNB}} \in \{ (x_i^{\text{gNB}}, y_i^{\text{gNB}}, z_i^{\text{gNB}}) | \forall i \in [N]\}, \tag{1} \]

where \( N \) is the total number of potential gNB locations. The potential gNB locations depend on the placement restrictions. To lower the computational cost of the optimization algorithm, candidate locations can be reduced using different...
approaches, such as viewed diagram and natural neighbor analysis \cite{9}. Similarly, the predefined SA for the UEs are denoted by the set 
\[ L^{SA} = \{(x_j^{SA}, y_j^{SA}, z_j^{SA})|\forall j \in [M]\}, \] 
with \( M \) being the total number of divided SAs. This is illustrated by a simple scenario in Fig. 1.

The 3D Euclidean distance \( d_{i,j}^{3D} \) between the spatial location of \( i^{th} \) potential gNB \((x_i^{gNB}, y_i^{gNB}, z_i^{gNB})\) and \( j^{th} \) SA \((x_j^{SA}, y_j^{SA}, z_j^{SA})\) is denoted as 
\[ d_{i,j}^{3D} = \sqrt{(x_i^{gNB} - x_j^{SA})^2 + (y_i^{gNB} - y_j^{SA})^2 + (z_i^{gNB} - z_j^{SA})^2}, \] 
which is essential for an accurate path loss calculation. Similarly, the 2D Euclidean distance \( d_{i,j}^{2D} \) between the spatial location of \( i^{th} \) potential gNB \( (x_i^{gNB}, y_i^{gNB}) \) and \( j^{th} \) SA \((x_j^{SA}, y_j^{SA})\) is denoted as 
\[ d_{i,j}^{2D} = \sqrt{(x_i^{gNB} - x_j^{SA})^2 + (y_i^{gNB} - y_j^{SA})^2}, \] 
which is required for the blockage model LoS/NLoS link probability calculation that follows up in Section IV-D.

C. Deployment and Coverage Model for PMRs

We assume the reflectors can only be mounted on the building walls and outer surface of building rooftops with the help of mounting clamps and can be oriented in any direction. As an alternative to PMRs, passive metasurfaces can be used to provide desired reflection angles without necessarily changing the physical orientation of the reflector \cite{31}. While the PMRs can be placed on lamp posts, traffic lights, etc., we do not explicitly consider such street-level locations in this work. On the other hand, our framework is readily applicable for all such scenarios.

We denote the set of candidate PMR locations on the buildings by \( L^{Build} \), which can be mathematically represented as 
\[ L^{Build} = \{(x_b, y_b, z_b) | \forall b \in [B]\}, \] 
The set \( L^{Build} \) contains the 3D coordinates of \( B \) points on the outer surfaces of the buildings. Note that ideally this is a continuous space, which is not suitable for discrete optimization. For this purpose, we discretize this set into grids with the resolution being equal to the reflector size.

The earlier studies have shown that the coverage gains due to using a reflector not only relies on the position and the orientation of the PMR, but also depends on the shape and the size of it. The authors in \cite{6,7} used a finite-sized aluminum flat-square, cylindrical, and spherical reflectors. They reported that received power from the flat-square reflectors is higher compared to the cylindrical and spherical reflectors. Thus, we consider only flat-square aluminum reflectors (with no tilt). However, we investigate different sizes of the PMR with negligible thickness (see Section VII). Further, we assume that the deployed PMRs and the SAs are at a far-field distance from the deployed gNBs and PMRs, respectively.

D. mmWave gNB/PMR Deployment Optimization

The main goal of this paper is to “maximize the coverage area of the SA by placing a minimum number of gNBs and PMRs from a set of potential gNB and PMR locations, respectively.” In other words, the goal is to find the places where gNB(s) and PMR(s) should be deployed so that the maximum number of grids in the SA is covered. By definition, the \( j^{th} \) grid in the SA \( L^{SA} \) is said to be covered if the path loss at the center of that grid is less than or equal to the maximum allowable path loss threshold (MAPL) \( \gamma_{max} \). If the total path loss exceeds \( \gamma_{max} \), then the corresponding grid is deemed to be in an outage.

A simple way to approach our goal of placing gNB(s) and PMRs is to divide the problem into two independent sub-problems: gNB placement and PMR placement. At first, we pose and solve an optimization problem for a fixed number of gNB(s) so that the coverage of the SA is maximized. Due to the outage, a part of the SA may be outside the coverage area of the placed gNB(s). In that case, PMRs are deployed to enhance/extend the coverage, where the optimal location and orientation of the PMRs need to be determined. Ideally, our goal of placing gNB(s) and PMRs should be approached in a joint manner, where both the location of the gNBs and locations/orientations of the PMRs should be solved jointly. However, this is not possible due to mathematical intractability owing to the difficulty in modeling the PMRs constraints into an optimization problem and computational complexity. Thus, we follow the proposed sub-optimal yet simpler-tractable approach so that it can show the concept and feasibility of the proposed method.

Up next, we propose a novel GB-PLM which captures the path loss model both in terms of the computational geometry and the statistical nature of the link. The derived GB-PLM will be used in the subsequent sections, where we define and solve the independent gNB and PMR placement problems with the objective of maximizing the coverage area for a fixed number of gNB(s) and PMRs, respectively.

IV. PATH LOSS MODELS AND VISIBILITY ANALYSIS

A mmWave link is mainly characterized by the LoS path and a few significant low-order (mostly first-order) NLoS reflections \cite{32,33}. Naturally, a link can either be in the LoS, NLoS, or the outage state. The LoS state happens when there is no blockage through the shortest path between the transmitter and the receiver. This blockage can either be due to the static elements in the environment, such as buildings, landmarks, etc., which are solely dependent on the geometry (or layout) of the environment, or it can also be due to the dynamic elements in the environment, such as vehicles, human blockage, etc. The NLoS state occurs when there is a blockage of the LoS path and the communication happens only through reflections. Finally, the outage happens when the path loss (either due to the LoS or NLoS) is greater than the MAPL threshold denoted as \( \gamma_{max} \).

With the above perspective, we take a step toward addressing the GB-PLM simultaneously through the use of visibility analysis with one reflection and the 3GPP standard blockage and path loss models. We emphasize that the visibility analysis only captures the geometry-induced (static) blockages of the environment. On the other hand, the blockage models with link-state probabilities account for the dynamic blockages, which will be discussed later.
We now sidestep away from the GB-PLM to discuss the visibility analysis concept, which will be pivotal in understanding our derived path loss model in Section IV-D. The visibility analysis has been studied in computer graphics in relation to ray tracing, art-gallery problems, and even in wireless communications for the coverage of the mmWave gNBs as in [8]–[11]. Some of the important definitions of (direct and indirect) visibility analysis are in order.

A. Direct Visibility Region

In a given map, a point \( p \) is said to be directly visible from the point \( s \) if there exists a line segment between \( p \) and \( s \) that does not intersect any obstacles, as illustrated in Fig. 2. The set of all the points that are directly visible from the point \( s \) is denoted by the set \( V(s) \) and can be computed in linear time \([34]\) for a given point. This is illustrated with the help of a simple 2D polygon both in Fig. 2(a) and Fig. 2(b). Intuitively, the set \( V(s) \) corresponds to the LoS area for which the LoS path can exist from the point \( s \), this set is also known as star-convex set in math and computational geometry community. We emphasize that \( V(s) \) characterizes the propagation environment considering only its static nature. The LoS path can still be blocked by a dynamic element that will be captured in a stochastic manner later in Section IV-D.

B. Indirect Visibility Region

We consider two different types of indirect visibility based on the reflection type: specular (Fig. 2(a)) and diffuse (Fig. 2(b)) reflection under the assumption of the first-order reflection. A theoretical justification for our restriction to the first-order reflection is that the first-order reflections capture the significant power for the NLoS communication, and we ignore the higher-order reflections owing to the high path loss and absorption loss at mmWave bands. It should be emphasized that we compute the indirect visibility only for the points that are not in the direct visibility region. In other words, the indirect visibility region corresponds to the region, which can be reached with a single reflection outside the direct visibility region.

1) Specular Visibility Region: A point \( p_s \) is said to be indirectly visible from the point \( s \) after one specular reflection, if there exists a point \( b \) on a scatterer (building, advertisement board, etc.) visible from both \( p_s \) and \( s \), such that the angle between the incident and the reflected wave from the point \( b \) follows the standard law of reflection (Snell’s law): the angle of incidence equals the angle of reflection \([35]\). The set of all the points that are indirectly visible from the point \( s \) via specular reflection are denoted by the set \( V^S(s) \). Intuitively, the set \( V^S(s) \) correspond to a reflection dominated region \([35]\), as seen in Fig. 2(a).

Specular reflection commonly occurs from the smooth surfaces and is found to be an appropriate model for scattering from the terrain, buildings, and other electrically-large structures encountered in the analysis of wireless communications systems \([37]\). For a given map, the set \( V^S(s) \) can be computed in linear time using the algorithms that utilize the concept of mirror edges \([38]\), where the scatterers can make at least a
specular, and diffuse visibility regions for the source at point $s$. If the scatterer material is known, then one can incorporate it for an effective calculation of the indirect visibility region. For instance, the thick blue boundary points in Fig. 2 correspond to a scatterer segment (mirror edge) enabled for reflections, where the scatterer is assumed to be composed of materials classified as “good reflectors” at mmWave bands such as glass and concrete. If the scatterer is of type “bad reflectors”, such as bath stone or scatterer covered with vegetation, then the mirror edge can be disabled for indirect visibility calculation. Since it is often not easy to obtain the material information, in this paper we enable all the possible mirror edges while calculating the indirect visibility. During the simulations, we considered both the specular and diffuse visibility paths. However, from here onwards, for ease of understanding the derived path loss model, we restrict our discussion of reflection effects to the specular visibility.

C. Geometry Aided Path Loss Model

Based on direct/indirect visibility of the environment alone, the path loss $\text{PL}_{ij}$ between $L_i^{\text{gNB}}$ and $L_j^{\text{SA}}$ can be defined as

$$\text{PL}_{ij} = \begin{cases} 
\text{PL}_{\text{LoS}}(d_{ij}^{3D}), & \text{if } L_j^{\text{SA}} \in \mathcal{V}(L_i^{\text{gNB}}) \\
\text{PL}_{\text{NLoS}}(d_{ij}^{3D}), & \text{if } L_j^{\text{SA}} \in \mathcal{V}(L_i^{\text{gNB}}) \\
\text{PL}_{\text{Out}}, & \text{otherwise}
\end{cases},$$

(6)

which considers the LoS and NLoS connectivity regions in Fig. 2. If $L_j^{\text{SA}} \in \mathcal{V}(L_i^{\text{gNB}})$, then the spatial location $L_j^{\text{SA}}$ can have a LoS path from the location $L_i^{\text{gNB}}$. In that case, the path loss (in dB) is based on LoS path loss model $\text{PL}_{\text{LoS}}$. If on the other hand, $L_j^{\text{SA}}$ lies inside the indirect visibility region, then the path loss is based on NLoS path loss model $\text{PL}_{\text{NLoS}}$. While we can use ray tracing to calculate path loss more accurately, it requires a very high computational cost and highly-detailed modeling of the propagation environment – in this work we use 3GPP path loss models to obtain $\text{PL}_{\text{LoS}}$ and $\text{PL}_{\text{NLoS}}$.

D. Geometry and Blockage Aided Path Loss Model

To capture the dynamic blockage effects, we adopt the link-state probabilities from [4] and rewrite the path loss model in (6) as

$$\text{PL}_{ij} = \begin{cases} 
\text{PL}_{\text{LoS}}(d_{ij}^{3D}) \text{PL}_{\text{LoS}}(d_{ij}^{3D}) + \text{PL}_{\text{NLoS}}(d_{ij}^{3D}) \text{PL}_{\text{NLoS}}(d_{ij}^{3D}), & \text{if } L_j^{\text{SA}} \in \mathcal{V}(L_i^{\text{gNB}}) \\
\text{PL}_{\text{NLoS}}(d_{ij}^{3D}), & \text{if } L_j^{\text{SA}} \in \mathcal{V}(L_i^{\text{gNB}}) \\
\text{PL}_{\text{Out}}, & \text{otherwise}
\end{cases},$$

(7)

where $\text{PL}_{\text{LoS}}$ and $\text{PL}_{\text{NLoS}}$ denote the probability of the link being in the LoS and NLoS state, respectively, and are dependent on the 2D distance $d_{ij}^{2D}$ [4]. We emphasize that the $\text{PL}_{\text{LoS}}$ and $\text{PL}_{\text{NLoS}}$ are taken into account only when the UE is in the direct visibility region. For the points outside the direct visibility polygon of $L_i^{\text{gNB}}$, $L_j$ should be calculated using $\text{PL}_{\text{NLoS}}$, provided that the $L_j^{\text{SA}}$ is in the indirect visibility region. We also note that NLoS paths can be blocked too but we assume that there exist at least a few MPCs that can be used to communicate with a SA in the indirect visibility region.

Keeping the above perspective in mind, we characterize the path loss considering both the computational geometry and the statistical nature of the link between the gNB and SAs as:

$$\text{PL}_{ij} = \delta_{ij}(\text{PL}_{\text{LoS}}(d_{ij}^{3D}) + \text{PL}_{\text{NLoS}}(d_{ij}^{3D})) + (1 - \delta_{ij}) \times (\Delta_{ij}\text{PL}_{\text{NLoS}}(d_{ij}^{3D}) + (1 - \Delta_{ij})\text{PL}_{\text{Out}}),$$

(8)

which captures [7] using binary indicator functions $\delta_{ij}$ and $\Delta_{ij} \in \{0, 1\}$, where $\delta_{ij} = 1$, if the $L_j^{\text{SA}}$ is inside the direct visibility region of $L_i^{\text{gNB}}$, otherwise it is zero. Similarly, $\Delta_{ij} = 1$, if the $L_j^{\text{SA}}$ is inside the indirect visibility region of $L_i^{\text{gNB}}$ and it is zero otherwise. We note that the path loss models only capture the distance and frequency dependent factors and do not include the shadow fading (SF) due to mathematical intractability owing to the stochastic nature. Including SF makes the optimization problem a stochastic problem, which can be solved using techniques such as chance-constrained optimization. However, these problems are often non-trivial and thus, we reserve this as a future work. For this work, we include the SF as a fading margin during the link budget calculation of $\gamma_{\text{max}}$ threshold. We will elaborate on this discussion along with the path loss/ probability models in Section VII-A.

V. DEPLOYMENT OF mmWAVE gNBs

Now that we have the path loss $\text{PL}_{ij}$ for each partition of the SA from the potential gNB locations, the goal now is to find the locations of a given number of gNB(s) $N_{\text{gNB}}$ that maximize the SA coverage. We address this goal by formulating the gNB maximum coverage optimization problem as a binary integer linear programming (BILP) problem.

A. BILP Optimization Problem for mmWave gNBs

We define $\alpha_i \in \{0, 1\}$ to be a binary indicator variable which is 1 when the gNB at location $L_i^{\text{gNB}}$ is selected to serve the SA, and it is zero otherwise. Similarly, let $\beta_k \in \{0, 1\}$ be a coverage indicator which is 1 when the $\text{PL}_{ij}$ is covered, and it is zero otherwise. All the coverage related information is captured by the term $C = \max(0, \text{sign}(\gamma_{\text{max}} - \text{PL}_{ij}))$. If $\text{PL}_{ij} < \gamma_{\text{max}}$, then the $C_i = 1$, indicating the $L_j^{\text{SA}}$ can be covered if the gNB is deployed at $L_i^{\text{gNB}}$. If the QoS constraint $\gamma_{\text{max}} < \text{PL}_{ij}$ is not met, then $C_i = 0$.

The objective of the optimization problem is to maximize the weighted coverage of the SA under the arguments $\alpha$ and $\beta$ for a fixed number of gNBs $N_{\text{gNB}}$. With the above, the gNB weighted coverage optimization problem to find the optimal
locations of $N_{gNB}$ gNBs over $M$ SAs can be formulated as follows

$$\begin{align*}
\max_{\alpha, \beta} & \quad \sum_{j=1}^{M} w_j \beta_j \\
\text{s.t.} & \quad c_1 : \quad \sum_{i=1}^{N} C_{ij} \alpha_i \geq \beta_j, \quad \forall j \in [M], \\
& \quad c_2 : \quad \sum_{i=1}^{N} \alpha_i = N_{gNB}, \\
& \quad c_3 : \quad \alpha_i, \beta_j \in \{0, 1\}, \quad i \in [N], j \in [M].
\end{align*}$$

(9)

In (9), the constraint $c_1$ states that the grid $L_{j}^{SA}$ is covered only if the QoS constraint is met by at least one of the gNB(s). Constraint $c_2$ mandates the total number of gNBs to be equal to $N_{gNB}$, and the constraint $c_3$ states that both $\alpha$ and $\beta$ are binary indicator variables. The term $w_j$ in the objective function denotes the normalized weight associated with each grid in the SA. The premise is that the UEs tend to be clustered around certain locations, such as bus stations, shops, etc., and those locations should be covered at any cost. On the other hand, if there is e.g., a large pond in the environment, then the area of the pond can be given a lower weight. One can think of other instances and contexts where the weights should be low or high. In general, the weights can be determined based on historical user-distribution data at the network provider or the features derived from the map.

The choice of $\gamma_{\text{max}}$ in constraint $c_1$ depends on the link budget analysis, specifications of the gNB (vendor specifications), and the supported UEs capabilities (e.g., beamforming gains, gNB/UE cable loss, body loss, etc.). More details on the choice of $\gamma_{\text{max}}$ is discussed in Section VII. The choice of the $\gamma_{\text{max}}$ also dictates the cell radius which gives us a heuristic to select the number of gNBs $N_{gNB}$. Let $a^{\text{PMR}}$ and $a^{\text{cell}} = \pi \times (\text{cell radius})^2$ correspond to the area of the SA and the area covered by a gNB, respectively. Then, the required number of gNBs can be estimated as $N_{gNB} = \lceil \frac{a^{\text{PMR}}}{a^{\text{cell}}} \rceil$. The main idea here is to start with $N_{gNB}$ gNBs to place and then increase it as required.

### B. BILP Solution for mmWave gNBs

The BILP problem in (9) is NP-Hard, and hence, solving it incurs a combinatorial complexity. The sub-optimal solutions for (9) can be attempted via relaxation techniques (box constraints) or majorization-minimization techniques [41], [42]. However, relaxation methods may not provide optimal or even feasible solutions and may violate some of the constraints, but they will help to solve the problems in a polynomial time. Thus, we solve the BILP problem in (9) by GUROBI-CVX in MATLAB [43], [44], one of the state-of-the-art BILP solvers, based on the branch-and-bound algorithm, which aims to search for the global optimum.

Solving (9) provides the optimum spatial locations (indices of $\alpha_i = 1$) for $N_{gNB}$ gNBs. We denote the optimal locations of the $N_{gNB}$ gNBs as $L^{\text{PMR}}$. Even though the determined set of gNB locations provide the maximum coverage area, some parts of the SA may still be in outage. These locations can be denoted by the set $L^{\text{OSA}} \in \{(x_j^{SA}, y_j^{SA}, z_j^{SA}) | \beta_j = 0, \forall j \in [M]\}$. The cardinality of $L^{\text{OSA}}$ is denoted as $O$, where $O < M$. In the next section, our goal is to extend coverage to spatial locations in the set $L^{\text{OSA}}$ using PMRs instead of increasing the number of gNBs $N_{gNB}$. Thus, from here onwards we restrict the $L^{\text{SA}}$ to the set $L^{\text{OSA}}$.

### VI. Deployment of mmWave PMRs

Deploying PMRs is an economical means to extend the coverage area, especially to NLoS areas. The critical questions are 1) how many reflectors need to be deployed, and 2) where should they be deployed, so that the coverage of the NLoS area is increased effectively. We address these questions in this section. We start by discussing the preliminaries of the PMRs and the physical constraints associated with their placement.

#### A. Feasible PMR Deployment Locations

The feasible candidate locations for the PMRs can be defined as the locations that are visible from both the deployed gNB location(s) and the uncovered grids inside the NLoS area from the set $L^{\text{OSA}}$. We denote the set of feasible candidate PMR locations by $L^{\text{PMR}}$ and its cardinality as $K$, and those locations can be mathematically represented as

$$L^{\text{PMR}} = L^{\text{gNB}} \cap L^{\text{OSA}} \cap L^{\text{Build}} \quad \left(10\right)$$

where,

$$L^{\text{gNB}} = \{\bigcup_i \mathcal{V}(L_{i}^{\text{gNB}}) | \forall i \in [N_{gNB}]\},$$

$$L^{\text{OSA}} = \{\bigcup_j \mathcal{V}(L_{j}^{\text{OSA}}) | \forall j \in [O]\}.$$  (11)

The set $L^{\text{gNB}}$ contain the set of all the points visible from gNB locations obtained from (9). Similarly, $L^{\text{OSA}}$ contain the set of points visible from the outage SA $L^{\text{OSA}}$. The set $L^{\text{Build}}$ contains the 3D coordinates of $B$ points on the outer surfaces of the buildings (see (5)) as discussed in Section III-C. Note that $L^{\text{OSA}}$ denotes the potential PMR locations without considering the NLoS areas and gNB locations. Whereas, (10) reduces the potential locations (by construction $K < B$) by considering the NLoS areas and determined gNB locations. Up next, we present the preliminaries and physical constraint associated with placing a PMR.
B. PMRs: Preliminaries and Physical Constraints

Let the unit directional vector of the incidence ray (from the gNB to the reflector) and the reflected ray (from the reflector to the desired spatial location) are denoted by \( \hat{i} \) and \( \hat{r} \) respectively. Also, let \( \hat{n} \) denote the Poynting normal vector pointing outwards to the PMR, forming an angle of \( \theta_I \) and \( \theta_R \) between the incident and reflected ray, respectively, as illustrated in Fig. 3. According to Snell’s law, the reflection takes place with an equal angle of incidence and reflection, that is, \( \theta_I = \theta_R \), around the point of impact with respect to the normal vector.

Based on the above, the reflected ray can be represented in terms of the incident ray and the normal vector as \( \hat{r} = \hat{i} - 2 (\hat{i} \cdot \hat{n}) \hat{n} = \hat{i} - 2 \cos(\theta_I) \). (12)

which implies that the direction of a reflected ray (maximum response), and hence the receive angle at a particular location \( L_j^{OSA} \), depends on the direction of the incident wave and the normal vector (orientation) of the reflector. Thus, we have two degrees of freedom for deploying the PMRs: the position at which the reflector is placed and the direction at which it is oriented. With the gNB and reflector positions fixed, the orientation in (12) at the reflector positioned at \( L_k^{PMR} \) ensures that there exists a ray that can reach the desired location \( L_j^{OSA} \), provided that an MPC hits the centroid facet of the reflector from the gNB \( L_i^{SNB} \). Understanding this simple scheme is also the first step toward understanding the coverage area associated with all the facets. There are also other facets of the reflector which may cover other spatial locations. To determine this, we fix the orientation of the reflector as obtained in (13) by performing the rotation of the solid reflector at \( L_k^{PMR} \) via the standard Euler-Rodrigues rotation formula \( [45] \) for all the facets (the whole reflector); for brevity, we skip the technical details which can found in any standard computer vision textbook (e.g. [46], [47]). The translated reflector is illustrated in Fig. 4(b).

C. PMR Position and Orientation

Let us consider the scenario in Fig. 4(a) where SA1 is in direct visibility to gNB. On the other hand, the SA2 is not directly visible to the gNB. By properly deploying a PMR, the SA2 can be made to be indirectly visible to the gNB so that the communication can happen through first order reflections. Assume that the desired location to be covered is \( L_j^{OSA} \) and we have the gNB location(s) fixed using \( L_i^{SNB} \). Then the reflector position and orientation can be determined as follows.

1) Reflector Position: For analysis, we divide the whole PMR into a total of \( R \) smaller size facets, each of size \( a_R \times a_R \), and use the centroid of the reflector as our reference (used interchangeably as the position of the reflector) as illustrated in Fig. 3. Each of these facets is indexed by \( r \in [R] \). For simplicity, we fix the reflector position at a location \( L_k^{PMR} \) and calculate the reflector orientation as shown next.

2) Reflector Orientation: With the gNB location and reflector location fixed, the unit directional incident ray \( \hat{i}_{i,k} \) from the \( L_i^{SNB} \) to the reflector positioned at \( L_k^{PMR} \) for the centroid facet can be obtained by considering their Cartesian coordinates as \( \hat{i}_{i,k} = (L_i^{SNB} - L_k^{PMR})/d_{i,k}^{3D} \). We ignore the index of the facet to avoid confusion while calculating the orientation. Likewise, if the target area that needs to receive the maximum response is fixed, say \( L_j^{OSA} \), then the unit directional reflected ray from the reflector positioned at \( L_k^{PMR} \) can be calculated as \( \hat{r}_{j,k} = (L_j^{OSA} - L_k^{PMR})/d_{j,k}^{3D} \). Thus, with the known unit directional incident and reflected ray, the normal vector (orientation or Poynting vector) can be obtained as

\[
\hat{n}_{i,j,k} = \frac{\hat{i}_{i,k} - \hat{r}_{j,k}}{2 \cos(\theta_{i,k})}.
\] (13)

The orientation in (13) at the reflector positioned at \( L_k^{PMR} \)

D. Reflector Path Loss Calculation

For calculating the path loss through a PMR, we adopt the model from [28], which is derived using the standard physics-based electromagnetic plate scattering theory. The path loss (in linear scale) between the \( L_i^{SNB} \) and \( L_j^{OSA} \) through the PMR positioned at \( L_k^{PMR} \) and oriented for \( L_j^{OSA} \) (receives maximum response) via the \( r \)-th facet can be calculated as

\[
PL_{i,j,k,l,r} = G_{\text{gNB}} G_{\text{UE}} \frac{(a_R)^3 \cos^2(\theta_{i,k,l,r})}{(4\pi)^2 (d_{i,k,l,r}^{3D} d_{i,l,r}^{3D})^2} \eta_{i,j,k,l,r},
\] (14)

where

\[
\eta_{i,j,k,l,r} = \left( \frac{\pi a_R}{\lambda} \sin(\theta_{i,k,l,r}) - \sin(\theta_{i,k,l,r}) \right)^2 \left( \frac{\pi a_R}{\lambda} \sin(\theta_{i,k,l,r}) - \sin(\theta_{i,k,l,r}) \right),
\] (15)

where \( d_{i,k,l,r}^{3D} \) and \( \theta_{i,k,l,r} \) are the distance and the incident angle from the \( L_i^{SNB} \) to the \( r \)-th facet of the reflector positioned at \( L_k^{PMR} \), oriented for \( L_j^{OSA} \). Similarly, \( d_{i,l,r}^{3D} \) and \( \theta_{i,l,r} \) are
the distance and the reflected angle from the \( r \)-th facet of the reflector (positioned at \( L_{PMR}^i \)), oriented for \( L_{OSA}^j \), associated with the \( L_{OSA}^{\text{NB}} \)) to the \( L_{OSA}^k \). The terms \( G_{gNB}, G_{UE}, \zeta, \) and \( \lambda \) denote the directional gain at the gNB and UE, path loss exponent, and wavelength of operation respectively.

Unlike the standard path loss models, the path loss through a PMR in (14) depends on the area of the reflector, as well as the incidence and the reflected wave angles. Earlier work, such as [16], have assumed specular reflection from the metallic reflectors at the wireless bands. However, this is dis-conjectured in [28], where a finite-sized PMR can provide almost specular reflection in the visible spectrum, but 4-5 orders-of-magnitude wider beamwidths in the typical radio bands. This phenomenon is captured by the squared sinc term in (15) and illustrated in Fig. 3 by the blue diffuse-scattered beam. Finally, the total path loss (total power received/ power at the gNB) at the \( L_{OSA}^j \) from the reflector positioned at \( L_{PMR}^i \), oriented for \( L_{OSA}^j \), and associated with \( L_{gNB}^i \), is the sum of path loss from all the \( R \) facets of the reflector under the idealized constructive interference. This is mathematically represented as \( P_{L,i,j,k,l} = \sum_{r=1}^{R} P_{L,i,j,k,l,r} \). A theoretical justification of the above procedure is that, for the PMR, it does not matter if the total area is made up of many small or a few large plates, the maximum received power is the same and captured by the path loss model [28], [33]. We exhaustively search for different reflector positions \( L_{PMR}^i \), and orientations to each \( L_{OSA}^j \) to populate \( L_{PMR}^{i,j,k,l} \).

\[ E. \ PMR \ BILP \ Optimization \ Problem \]

Similar to the gNB placement problem, we formulate and solve the PMR placement problem as a BILP optimization problem as follows:

\[
\begin{align*}
\max_{\alpha, \beta, \xi} & \quad \sum_{j=1}^{O} w_j \beta_j \\
\text{s.t.} & \quad \sum_{i=1}^{N_{gNB}} \sum_{j=1}^{O} P_{L,i,j,k,l} \alpha_{i,k,l} = \xi_j, \quad \forall j \in [O], \\
& \quad M_b (\beta_j - 1) \leq \xi_j - \gamma_{\text{max}} \leq M_b \beta_j, \quad \forall j \in [O], \\
& \quad \sum_{i=1}^{N_{gNB}} \sum_{j=1}^{O} \alpha_{i,k,l} \leq N_{PMR}, \\
& \quad \sum_{k=1}^{K} \alpha_{i,k,l} \leq 1, \quad \forall i \in [N_{gNB}], \\
& \quad \sum_{i=1}^{O} \alpha_{i,k,l} \leq 1, \quad \forall i \in [N_{gNB}], k \in [K], \\
& \quad \beta_j, \in \{0, 1\}, \quad \forall j \in [O], \\
& \quad \alpha_{i,k,l}, \in \{0, 1\}, \quad \forall i \in [N_{gNB}], k \in [K], l \in [O].
\end{align*}
\]

In this optimization problem, the goal is to find the best locations/orientations of a given number of PMRs \( N_{PMR} \) that maximize the SA coverage. The term \( \alpha_{i,k,l} \in \{0, 1\} \) is a binary indicator variable which is 1 when the reflector positioned at \( L_{PMR}^i \), oriented for \( L_{OSA}^j \), and associated with \( L_{gNB}^i \) is serving the NLoS area, otherwise it is zero. Likewise, \( \beta_j, \in \{0, 1\} \) is a coverage indicator which is 1 when the \( L_{OSA}^j \) is covered, otherwise it is zero. The term \( w_j \) denotes the normalized weight associated with each grid in the \( L_{OSA}^j \). With this defined, the goal of the optimization problem is to maximize the weighted coverage (for the set \( L_{OSA}^j \)) for a fixed number of reflectors denoted by \( N_{PMR} \).

In (16), the linear constraint \( c_1 \) captures the total power at \( L_{OSA}^j \) for the choice of the reflector placement \( \alpha_{i,k,l} \) which meets the QoS constraint. The QoS constraint (\( \gamma_{\text{max}} \) is in linear scale) is captured with the help of the Big-M formulation [48] in constraint \( c_2 \), where \( M_b \) is a small-but-sufficiently-large constant. If \( M_b \) is smaller than the possible solution of \( \xi_j - \gamma_{\text{max}} \), the optimization problem may cut off valid (maybe optimal) solutions. If \( M_b \) is too large, the model may become numerically difficult due to ill-conditioned problem. For simulations, we set \( M_b = \sum_{i,k,l} P_{L,i,j,k,l} \gamma_{\text{max}} \), which is the maximum value that can be attained (the upper bound). As an example, whenever the total power \( \xi_j \) at \( L_{OSA}^j \) exceeds the QoS power constraint \( \xi_j - \gamma_{\text{max}} > 0 \), the big-M formulation forces the indicator \( \beta_j = 1 \) satisfying the QoS constraint. The \( \beta_j \) term will be zero \( \xi_j - \gamma_{\text{max}} < 0 \) when the QoS constraint is not met.

The constraint \( c_4 \) mandates that the number of reflectors to be placed is restricted to \( N_{PMR} \) reflectors. The number of reflectors is chosen to be a free parameter and is varied in the simulation. The constraints \( c_4 \) and \( c_5 \) force the optimization problem to choose the reflectors such that only one possible orientation should be selected per position, and each reflector should be associated with at most one gNB. Finally, the indices of the term \( \alpha_{i,k,l} = 1 \) correspond to the spatial locations/orientations where the reflectors are to be placed to serve the NLoS area. Similar to the gNB deployment problem, the BILP problem in (16) is solved with the help of the CVX-Gurobi solver [43], [44].

\[ \text{VII. NUMERICAL RESULTS} \]

In this section, we demonstrate the efficacy of the proposed approach with the help of an example 3D map. We consider a UMa outdoor-to-outdoor communication scenario, where the gNBs can be placed on the rooftop of the buildings at a height (z_{gNB}) of 25 m to 30 m from the ground. The UEs are the outdoor ground users at a height (z_{SA}) of 1.5 m. The DEM of the example map is shown in Fig. 5(a). This map is considered for the ease of reconstruction of the same scenario in Remcom Wireless InSite ray tracing simulator [17], whose output can serve as a comparison[4]. We stress that the choice of a simple map is biased in favor of showing the proof of concept.

The considered scenario consists of six buildings of different heights, namely B1 through B6 with heights of 25 m, 25 m, 25 m, 25 m, and 20 m, respectively, starting from the (0,0,0) and moving in the counter-clockwise direction. The 2D view of the same along with the building widths are shown in Fig. 5(b). As noted in Section III-B, the rooftop boundaries of the buildings are the candidate gNB locations and shown in Fig. 5(c). We maintain a resolution of 1 m × 1 m for the

1Matlab script to generate the results and the ray tracing data are available online at: https://research.ece.ncsu.edu/mpact/data-management/
TABLE III
CHANNEL AND LINK STATE PROBABILITY MODELS.

| Parameter                     | Model                                                                 |
|-------------------------------|----------------------------------------------------------------------|
| \(PL_{\text{LoS}}(d^{3D}, f^C)\) | \(28 + 221\log_{10}(d^{3D}) + 20\log_{10}(f^C)\)                  |
| \(PL_{\text{NLoS}}(d^{3D}, f^C)\) | \(\max(PL_{\text{LoS}}(d^{3D}, 13.54) + 39.08\log_{10}(d^{3D}) + 20\log_{10}(f^C) - 0.6(z^{SA} - 1.5))\) |
| \(P_{\text{LoS}}\)            | \(\min\left(\frac{1}{d^{BP}}, 1\right) \left(1 + \exp\left(-\frac{d^{BP}}{ct}\right)\right) + \exp\left(-\frac{d^{BP}}{ct}\right)\) |

The LoS model is chosen such that \(d^{3D}\) is within the break-point distance \((d^{BP})\) threshold regime, i.e., \(d^{BP} \geq d^{3D}\) (which holds true for the considered scenario), where \(d^{BP} = 4(z^{SA} - 1)(z^{SA} - 1)f^C/\text{c}\), \(c\) is the speed of light, and \(f^C\) is the carrier frequency of operation (in GHz). See [4] Table 7.4.1-1: Path loss models for more details.

The LoS probability for the UMa scenario is chosen as shown in Table III. We operate in the regime where \(z^{SA}\) is less than 13 m (See Table 7.4.2-1). Finally, the NLoS probability \(P_{\text{NLoS}}\) is given by \(1 - P_{\text{LoS}}\). We note that one can utilize other notable blockage models such as 3GPP \(d_1/d_2\), NYU squared, and inverse exponential models discussed in [49]. However, in this work, we restrict our discussion and simulation to the 3GPP UMa scenario model.

The choice of maximum allowable path loss (MAPL) \(\gamma_{\text{max}}\) can be obtained from the 5G NR bandwidth [50], [51]. The MAPL \(\gamma_{\text{max}}\) (in dB) can be linked to the total gains/losses in the system and the desired demodulation threshold signal-to-interference ratio (SINR) as follows

\[
\gamma_{\text{max}} = P_{\text{gNB}} + G_{\text{tot}} - L_{\text{tot}} - R_{\text{sens}},
\]

where the total gain/losses in the system is composed of \(G_{\text{tot}} = G_{\text{gNB}} + G_{\text{UE}}\) and \(L_{\text{tot}} = L_{\text{cab}} - L_{\text{body}} - L_{\text{tot}} - L_{\text{los}}\).

A. Choice of Simulation Parameters
For the path loss model, we adopt the 3GPP TR 38.901 [4] Table 7.4.1-1: Path loss models] Omni-directional UMa LoS and NLoS path loss models, which are shown in Table III. The PL_{LoS} model is chosen such that \(d^{3D}\) is within the break-point distance \((d^{BP})\) threshold regime, i.e., \(d^{BP} \geq d^{3D}\) (which holds true for the considered scenario), where \(d^{BP} = 4(z^{SA} - 1)(z^{SA} - 1)f^C/\text{c}\), \(c\) is the speed of light, and \(f^C\) is the carrier frequency of operation (in GHz). See [4] Table 7.4.1-1: Path loss models for more details.

The LoS probability for the UMa scenario is chosen as shown in Table III. We operate in the regime where \(z^{SA}\) is less than 13 m (See Table 7.4.2-1). Finally, the NLoS probability \(P_{\text{NLoS}}\) is given by \(1 - P_{\text{LoS}}\). We note that one can utilize other notable blockage models such as 3GPP \(d_1/d_2\), NYU squared, and inverse exponential models discussed in [49]. However, in this work, we restrict our discussion and simulation to the 3GPP UMa scenario model.

The choice of maximum allowable path loss (MAPL) \(\gamma_{\text{max}}\) can be obtained from the 5G NR bandwidth [50], [51]. The MAPL \(\gamma_{\text{max}}\) (in dB) can be linked to the total gains/losses in the system and the desired demodulation threshold signal-to-interference ratio (SINR) as follows

\[
\gamma_{\text{max}} = P_{\text{gNB}} + G_{\text{tot}} - L_{\text{tot}} - R_{\text{sens}},
\]

where the total gain/losses in the system is composed of \(G_{\text{tot}} = G_{\text{gNB}} + G_{\text{UE}}\) and \(L_{\text{tot}} = L_{\text{cab}} - L_{\text{body}} - L_{\text{tot}} - L_{\text{los}}\).

B. GB-PLM and gNB Deployment

For solving [9], we assume all the grids in the SA are equally favorable (i.e., have equal weights) and choose other simulation-free parameters as shown in Table III.

1) Direct and Indirect Visibility Calculation: Section IV dealt with definitions rather than constructions of direct and indirect visibility regions. Fig. 6(a)-(b) illustrates such constructions for the considered 3D map. Fig. 6(a) shows the...
Fig. 6: Illustration of the (a) specular and (b) diffuse visibility regions for a fixed gNB location: The black triangle denotes the gNB location selected randomly among the set of potential gNB locations. (c) The fraction of SA covered by the gNB as a function of the MAPL threshold $\gamma_{\text{max}}$ under different scenarios considering the direct visibility, direct and specular visibility, and direct and diffuse visibility alone.

For both the specular and diffuse region construction, we enabled all the mirror edges (building scatterers) assuming all the scatterers are glass-based structures or concrete-based structures for the specular and the diffuse regions, respectively. As seen from both figures, it is evident that the specular visibility region is always a subset of the diffuse visible region. In fact, the diffuse visibility region can be viewed as a region that captures the visibility from the dynamic elements due to its inherent construction. This direct and indirect visibility calculation helps us to populate $\delta_{ij}$ and $\Delta_{ij}$ in (8) for all the considered points.

2) Fraction of Coverage from gNB: With the above specified parameter settings, solving (9) gives the optimum gNB locations for maximum coverage in the SA. Fig. 6(c) shows the effect of coverage for different MAPL values under different possibilities of visibility for the optimum gNB locations. As expected, coverage area monotonically increases with the increase in $\gamma_{\text{max}}$. With direct visibility alone, the fraction of coverage plateaus beyond a threshold of 105 dB. This is because the coverage area cannot be improved further because of the direct visibility restriction in the pilot problem. A slight increase in the coverage area is possible, via indirect visibility, when there is a favorable scatterer producing specular reflection; this is indicated by the green line. Further, if the scatterers are of diffuse scattering then there is further increase in the coverage area as it can reach more number of points. However, this should be taken with a grain of salt, as these results are based on the same path loss models for both the specular and diffuse scattering regions.

There are two main benefits of capturing the reflection effects in path loss calculation for the gNB deployment problem. First, exploiting the geometry to identify reflection dominated regions helps better estimate the coverage area. For instance, methods proposed in [8]–[11] would only capture the LoS area of coverage (area within the red boundary) due to their inherent construction which fail to capture the reflection effects. Second, the improved coverage area estimation due to NLoS effects may help to reduce the number of reflectors required to serve the L\textsuperscript{OSA} as it reduces the number of grids in the SAs to be served by the help of reflectors.

3) gNB BILP Optimization: One such scenario is illustrated in Fig. 7(a). The black triangle corresponds to the choice...
of the gNB location which provides maximum coverage of the SA under indirect specular reflection with a threshold of $\gamma_{\text{max}} = 114$ dB (guarantees SINR of at least 7 dB). The grids with green color correspond to the locations that can be covered by the gNB; where the green and cyan boundary indicates the points that are in the direct and indirect (specular) visibility region from the placed gNB. It is evident from the result that considering reflection effects (enabling good reflectors) into path loss calculation helps to capture the area that can be dominated with reflections naturally due to the inherent geometry (without placing reflectors). The blue points correspond to the grids that cannot be covered by the gNB due to specular reflection and are intended to be covered via the PMRs.

4) Comparison Against RT Solution: We also created the considered scenario in the RT simulator for the site-specific radio wave propagation analysis. In the past, RT simulators have been widely used for successfully predicting site-specific mmWave propagation, and generated simulations have been used to benchmark against the proposed methods [7], [13].

In the RT simulations, we assumed the material of all the scatterers is glass (corresponding to the specular visibility scenario) with dielectric properties of thickness $= 3$ mm, permittivity $= 6.27$, and conductivity $= 2.287e^{-1}$ defined by the ITU model at 28 GHz. The number of reflections, transmission, and diffraction were set to 1, 0, 0, respectively. We deployed the gNB at the location obtained from solving (9). The resulting heatmap from the RT simulations is shown in Fig. 7(b) and used as a benchmark for the proposed geometry-based model. Thus, Fig. 7(a) and Fig. 7(b) can be used for side-by-side comparison.

In Fig. 7(b), the red points on the heat map correspond to the grids, which receive LoS paths indicating direct visibility region from the deployed gNB. Whereas, the specular reflection dominated region is indicated by light orange points (circled points) signifying the region contains significant first-order reflections. This observation is also supported by our experimental result shown in Fig. 6(c), which illustrates the same phenomenon, signifying that the proposed path loss model incorporates the knowledge of geometry clearly. Unlike the RT simulation, which calculates the received power based on the detailed characterization of all the MPCs, we propose a solution that captures the geometry and standard 3GPP path loss models. Thus, our proposed method does not suffer from high computation time and unavailability of detailed and reliable environment description databases, which are essential for the RT simulations.

C. PMRs Deployment

For solving (16), the size of $a^R$ was set to 0.1 m (approximately 10$\lambda$). The path loss exponent $\zeta$ was chosen to be equal to 2 indicating free-space path loss as adopted in [28] and verified in [7].

1) Candidate PMR Locations: As discussed in Section VI-A, we restrict the placement of reflectors on the buildings as indicated by the yellow-colored points on the buildings in Fig. 8. Fig. 8(a) illustrates the points in $L_{gNB} \cap L_{\text{Build}}$, which is the set of all the points that are visible on the buildings from the gNB location. Similarly, Fig. 8(b) shows $L_{\text{VOSA}} \cap L_{\text{Build}}$, the intersection of the visibility region from the non-covered points and the buildings. The placement of reflectors can also be restricted. For instance, one might desire the reflectors to be above a certain height ($z_{\text{PMR,L}}^R$) so that the reflector is visible to the deployed gNB with a low probability of blockage. Also, it is desirable to restrict its placement below
a certain height ($z_{PMR,H}$) so that the distance between the gNB and SAs through a reflector is not unnecessarily high. Note that by construction $z_{PMR,H} > z_{PMR,L}$. For the simulation, we set the restricted heights $z_{PMR,L}$ and $z_{PMR,H}$ of the reflectors to 5m and 35m, respectively. The restricted potential candidates of the reflectors $L_{PMR}$ are illustrated in Fig. 8(c).

2) Effect of Number of PMRs $N_{PMR}$ and Size $a_{PMR}$: Next, we show the effect of $N_{PMR}$ and square reflector size $a_{PMR}$ on the coverage rate of $L_{OSA}$. The coverage rate is obtained after solving (16) for the required threshold $\gamma_{max}$. We consider three different values for $a_{PMR}$, i.e., 1 m, 2 m, and 3m, and vary $N_{PMR}$ until the target QoS constraint and the target coverage area are met. One critical point to take into account while changing $a_{PMR}$ is that the square reflector center point should be $a_{PMR}$ meters away from the buildings due to the orientation requirement (unless it is oriented parallel to the outer surface of the building). This requirement could be a problem for a large-sized PMR (unless it is placed on the boundary of the rooftop).

Fig. 9 illustrates the effect of $N_{PMR}$ and $a_{PMR}$ on coverage rate of $L_{OSA}$ for $\gamma_{max} = 114$ dB. It is easily seen from Fig. 9 that the increase in the number of reflectors increases the coverage monotonically. This is because, the received power at the considered points increases with $N_{PMR}$ which, in turn, helps to meet the QoS constraint. It is also noticed that the higher the dimension of the reflector, the fewer the number of reflectors required to meet the QoS constraint for the considered scenario. Note that the size and number of reflectors may depend on other constraints, such as placement and permission restrictions.

3) Benefits of PMR Placement on Coverage: For the considered scenario, it is evident from the results that we can cover the entire SA (for $\gamma_{max} = 114$ dB) with a single gNB and at least 12 reflectors of size 1 m (need a lesser number of reflectors if it is of higher dimension). However, it requires at least two gNBs, as shown in Fig. 10(a), if the reflectors are not considered. Fig. 10(a) is obtained by considering the coverage with direct visibility alone (maximizing LoS area). Fig. 10(b)-(c) shows the RT heatmap associated with gNB$_1$ and gNB$_2$, respectively. It can be observed from the heatmaps that the entire coverage area can be covered with 2 gNBs completely. Thus, considering the reflection effects and PMRs reduces the deployment cost.

**Fig. 10:** (a) Coverage area with two gNBs and no reflectors. Heatmap of (b) gNB$_1$ and (c) gNB$_2$ from the RT simulation.

**VIII. Conclusion**

In this work, we proposed a novel 3D geometry-based framework for the placement of mmWave BSs and PMRs with an objective of enhancing/extending the coverage area with minimum cost. We introduced a GB-PLM that incorporates visibility analysis (direct and indirect visibility) to capture the critical geometry and reflection aspects of the environment. We showed that considering the first-order reflections provides more accurate coverage analysis and hence helps to reduce the number of PMRs required to cover the NLoS area. We also showed that it is possible to achieve the same coverage performance with fewer gNBs by using sufficient number of PMRs at the determined locations. As a result, the proposed solution can significantly reduce capital and operating expenses for mmWave networks. As a part of the future work, we will look into solving the gNB and PMR placement in a joint manner, with a larger number of gNBs for real-world maps.
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