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Abstract
An asymptotic homogenization model considering wave dispersion in composites is investigated. In this approach, the effect of the microstructure through heterogeneity-induced wave dispersion is characterised by an acceleration gradient term scaled by a “dispersion tensor”. This dispersion tensor is computed within a statistically equivalent representative volume element (RVE). One-dimensional and two-dimensional elastic wave propagation problems are studied. It is found that the dispersive multiscale model shows a considerable improvement over the non-dispersive model in capturing the dynamic response of heterogeneous materials. To test the existence of an RVE for a realistic microstructure for unidirectional fiber-reinforced composites, a statistics study is performed to calculate the homogenized properties with increasing microstructure size. It is found that the convergence of the dispersion tensor is sensitive to the spatial distribution pattern. A calibration study on a composite microstructure with realistic spatial distribution shows that convergence is found although only with a relatively large micromodel.

Keywords Composites · Wave dispersion · Homogenization · RVE · Spatial distribution

1 Introduction
The heterogeneity of the microstructure of composite materials causes dispersion in wave propagation associated with dynamic loading. This dispersion phenomenon, also referred to as micro-inertia, is a result of local motion of the microstructure driven by multiple wave reflections and transmissions occurring at the interfaces between the constituents. Correct evaluation or tuning of the dispersion properties of composites can be important for engineering applications, for instance impact-resistant components or devices where composites are subject to high-rate loading [1–5] or metamaterials with microstructures designed to show particular effective behavior [6–8].
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between effective stress and effective velocity and coupling between effective momentum and effective strain \([11–14]\). Recent development of generalized homogenization models enrich the macroscale displacement with additional generalized degrees of freedom of Bloch modes following the lines of Willis’ model, see Sridhar et al. \([15]\). These methods are suitable for linear elastic (layered) periodic composites. Fish et al. \([31]\) introduced a general purpose dispersive model based on asymptotic homogenization technique is introduced. The accuracy of this method for unidirectional fiber-reinforced composites is investigated. This paper is organized as follows: in Sect. 2, the dispersive model based on asymptotic homogenization approach for realistic fiber reinforce composite microstructures. In Sect. 5, a batch of calibrated numerical samples based on experimentally determined spatial distribution pattern is tested for the convergence of homogenized properties.

2 Dispersive homogenization model

In this section, the asymptotic homogenization model originated from Fish et al. \([31]\) and later explored by Karamnejad and Sluys \([32]\) is described. This method allows for a decoupling of the equation of motion into a two-scale formulation. The effect of microscopic dispersion is quantified by a so-called “dispersion tensor”, which is related to the acceleration influence function of the microstructure. The acceleration influence functions for microstructures with one and multiple inclusions are demonstrated as examples.

2.1 Two-scale formulation

Considering a composite structure that is in dynamic equilibrium with prescribed displacements and stress boundary conditions and given the initial conditions for displacement and velocity (see Fig. 1a), the linear momentum equation reads

\[
\frac{\partial \sigma_{ij}^\xi}{\partial x_j^\xi} = \rho^\xi \ddot{u}_i^\xi, \quad \text{in} \; \Omega^\xi
\]  

(1)

with boundary conditions

\[
\begin{align*}
{u}_i^\xi(x, t) &= {u}_i^0(x, t) & \text{on} & & \partial \Omega^u^\xi \\
\sigma_{ij}^\xi(x, t) &= \tau_{ij}^\xi(x, t) & \text{on} & & \partial \Omega^{\tau^\xi}
\end{align*}
\]  

(2)

at the boundary surface \(\partial \Omega^\xi = \partial \Omega^{u^\xi} \cup \partial \Omega^{\tau^\xi}\) and initial displacement and velocity conditions

\[
\begin{align*}
{u}_i^\xi(x, 0) &= {u}_i^0(x) \\
\dot{{u}}_i^\xi(x, 0) &= \dot{v}_i^0(x)
\end{align*}
\]  

(4)

(5)
where $\sigma^\xi$, $\rho^\xi$, $u^\xi$ and $n^\xi$ are stress, density, displacement and surface outward normal, respectively. The superscript $\xi$ denotes that quantities are defined within the composite domain. For simplicity, a linear elastic material law is considered herein, namely

$$
\sigma^\xi_{ij}(x, t) = S^\xi_{ijkl}(x)\varepsilon^\xi_{kl}(x, t)
$$

(6)

where $\varepsilon^\xi$ is strain and $S^\xi$ is the elastic stiffness tensor which is for two-phase (i.e. inclusion and matrix) composites a piece-wise constant function of spatial coordinates. Extension to nonlinear material behavior can be done by using the instantaneous stiffness tensor as elaborated in Fish et al. [31]. Perfect bonding between inclusion and matrix is considered here while decohesion can be possibly included through the eigendeformation concept [33] or a cohesive crack formulation [34]. A relevant study on dispersive multiscale formulation with consideration of material damage is introduced by Karamnejad and Sluys [32].

### 2.1.1 Asymptotic expansions

In the asymptotic expansion approach, two spatial coordinate systems are introduced, macro-scale coordinates $x$ defined in the macroscopic homogeneous domain $\Omega$ and micro-scale coordinates $y$ in an RVE domain $\Theta$ with heterogeneous microstructures, see Fig. 1b. The $y$ coordinate is related to the $x$ coordinate by $y = x/\zeta$ with $0 < \zeta \ll 1$. Any physical field variable, for example, the displacement field $u$, is a function of spatial coordinate $x$, $y$ and also the physical time $t$. These physical fields are assumed to be $y$-periodic in RVE domain $\Theta$, namely $f(x, y) = f(x, y + kI_R)$ in which vector $I_R = [I_1, I_2]^T$ represents the basic period of the microstructure (in 2D), $I_1$ and $I_2$ are the lengths of RVE along the two directions and $k$ is a $2 \times 2$ diagonal matrix with integer components. The choice for periodic boundary conditions for the microscopic field is motivated by superior convergence properties that have been demonstrated by Kanit et al. [18] and Fish [35] among others. Following Fish et al. [31], we can represent this function by an asymptotic expansion around a point $x$ in powers of $\zeta$, namely,

$$
u^\xi(x, t) = u^{(0)}(x, t) + \zeta u^{(1)}(x, y, t) + O(\zeta^2)
$$

(7)

in which the first term on the right hand side represents a macro-scale component while the second term represents a micro-scale component. By applying the two-scale spatial derivative rule $\frac{\partial u^{(0)}}{\partial x_i} = \frac{\partial u^{(0)}}{\partial x_i} + \frac{1}{\zeta} \frac{\partial u^{(1)}}{\partial y_j}$, the strain can be expressed as

$$
\varepsilon^\xi_{ij}(x, t) \equiv u^{(0)}_{ij}(x, t) + \zeta u^{(1)}_{ij}(x, y, t) + O(\zeta)
$$

(8)

where $\varepsilon^\xi_{ij}$ is the micro-scale strain and $(\cdot)_{ij(x,y)}$ means the symmetric gradient of a function with respect to coordinate $x$. The stress is expanded as

$$
\sigma^\xi_{ij}(x, t) = \sigma^{(0)}_{ij}(x, y, t) + O(\zeta)
$$

(9)

$$
\sigma^{(0)}_{ij}(x, y, t) = \sigma_{ij}^{(1)}(x, y, t) + O(\zeta)
$$

where $\sigma^{(1)}_{ij}$ is the micro-scale stress and the micro-scale perturbation stress $\sigma^{(1)}_{ij}$ satisfies

$$
\sigma^{(1)}_{ij}(x, y, t) = 0
$$

(10)

where $\langle \cdot \rangle = \frac{1}{|\Theta|} \int_\Theta \cdot d\Theta$ is the volumetric average of $(\cdot)$ within the domain $\Theta$. 
The inertia is given as the following expansion
\[
\rho \ddot{u}_i^M(x, y, t) = \rho^{(0)} \ddot{u}_i^{(0)}(x, y, t) + \rho^{(1)} \ddot{u}_i^{(1)}(x, y, t) + O(\zeta^2)
\]
\[
= \rho^{(0)} \ddot{u}_i^{(0)}(x, y, t) + \zeta \rho^{(1)} h_i^{st}(x, y, t) \dot{u}_i^{st}(x, t) + O(\zeta^2)
\]
(11)
where \( h_i^{st}(x, y, t) \) is the so-called acceleration influence function which satisfies \( \rho^{(1)} \ddot{u}_i^{(1)} = \rho^{(0)} h_i^{st} \dot{u}_i^{st} \) and \( h_i^{st}(x, y, t) \) is a \( y \)-periodic function satisfying the normalization condition
\[
\langle h_i^{st}(x, y, t) \rangle = 0
\]
(12)

### 2.1.2 Weak form

The weak form of Eq. (1) reads
\[
\int_{\Omega^c} \omega_i^F \sigma_{ij}^F d\Omega^c + \int_{\Omega^c} \omega_i^S \rho \ddot{u}_i^M d\Omega^c = \int_{\partial\Omega^c} \omega_i^F \tau_i d\Gamma^c
\]
(13)
in which the test function \( \omega_i^F \in W^c = \{ \omega_i \in C^0(\Omega^c), \omega_i = 0 \) on \( \partial\Omega^{m\varepsilon} \} \). Integration of the two-scale functions over the composite domain and its boundary is carried out as
\[
\int_{\Omega^c} (\cdot) d\Omega^c = \lim_{\zeta \to 0} \int_{\Omega} (\cdot) d\Omega \quad \text{and} \quad \int_{\partial\Omega^c} (\cdot) d\Gamma^c = \int_{\partial\Omega} (\cdot) d\Gamma
\]
(14)
The test function is expanded as
\[
\omega_i^S(x, y, t) = \omega_i^{(0)}(x, t) + \zeta \omega_i^{(1)}(x, t) + O(\zeta^2)
\]
\[
= \omega_i^{(0)}(x, t) + \zeta h_i^{kl}(x, y, t) \omega_i^{(0)}(x, t) + O(\zeta^2)
\]
(15)
where the relation \( \omega_i^{(1)}(x, t) = h_i^{kl}(x, y, t) \omega_i^{(0)}(x, y, t) \) is introduced.

By applying the two-scale integration scheme Eq. (14) to Eq. (13) and using Eqs. (9), (10), (11), (12) and (15) and neglecting higher-order terms, it can be found that
\[
\int_{\Omega} \omega_i^{(0)}(x, y, t) \left[ \sigma_{ij}^{(0)} + \zeta^2 D_{ijkl} \varepsilon_{kl}^{(0)} \right] d\Omega
\]
\[
+ \int_{\Omega} \omega_i^{(0)}(x, y, t) \rho \ddot{u}_i^{(0)} d\Omega
\]
\[
+ \int_{\Omega} \omega_i^{(1)}(x, y, t) \rho \ddot{u}_i^{(1)}(x, y, t) d\Omega = \int_{\partial\Omega} \omega_i^{(0)}(x, y, t) \tau_i d\Gamma
\]
(16)
where \( \omega_i^{(0)}(x, y, t) \in W^0 = \{ \omega_i^{(0)} \in C^0(\Omega), \omega_i^{(0)} = 0 \) on \( \partial\Omega^u \} \) and \( \omega_i^{(1)}(x, y, t) \in W^y = \{ \omega_i^{(1)} \in C^0(\Theta), \omega_i^{(1)} = 0 \) on \( \partial\Theta^u \} \) and the dispersion tensor \( D^M \) is introduced as
\[
D^M_{ijkl} = \zeta^2 D_{ijkl}(x, t) = \rho^{(0)} (h_i^{kl}(x, t) h_{ij}^{st}(y, t)) \Theta
\]
(17)

where \((\cdot)^M\) denotes the macro-scale quantity. Therefore, the weak form for the two scales can be derived as
\[
\int_{\Omega} \omega_i^{(0)}(x, y, t) \left[ \sigma_{ij}^{(0)} + \zeta^2 D_{ijkl} \varepsilon_{kl}^{(0)} \right] d\Omega + \int_{\Omega} \omega_i^{(0)}(x, y, t) \rho \ddot{u}_i^{(0)} d\Omega
\]
\[
= \int_{\partial\Omega} \omega_i^{(0)}(x, y, t) \tau_i d\Gamma \quad \text{(macro-scale)}
\]
(18)
\[
\int_{\partial\Omega} \omega_i^{(1)}(x, y, t) \rho \ddot{u}_i^{(1)} d\Gamma = \int_{\partial\Omega} \omega_i^{(1)}(x, y, t) \sigma_{ij}^{(1)} d\Gamma = 0 \quad \text{(micro-scale)}
\]
(19)

The solution of these weak forms is found with separate finite element schemes for the two scales. Details about the extraction of the macro-scale stiffness \( S^M_{ijkl}(x) \) are explained in “Appendix A” and the solution of the micro-scale problem is illustrated in the next section.

### 2.1.3 Micro-scale problem

It can be observed from Eq. (19) that the micro-scale problem is treated as a “quasi-dynamic” formulation following Fish et al. [31]. Considering that \( S^M_{ijkl}(x) = S^m_{ijkl}(x, y) \) and leaving out the first order remnants in Eqs. (8) and (9), the constitutive relation Eq. (6) can be rewritten as
\[
\sigma_{ij}^{(m)}(x, y, t) = S^m_{ijkl}(x, y) \varepsilon_{ij}^{(m)}(x, y, t)
\]
(20)

The micro-scale strain \( \varepsilon_{ij}^{(m)}(x, y, t) \) is divided into two parts: one is caused by the macro-scale strain \( u_{(k,s)}^{(0)}(x, t) \); the other one is driven by the macro-scale acceleration gradient. The micro-scale strain, from Eq. (8), is expressed as
\[
\varepsilon_{ij}^{(m)}(x, y, t) = u_{(k,s)}^{(0)}(x, t) + H_{ijkl}^{(m)}(x, y, t) u_{(k,y)}^{(0)}(x, y, t)
\]
\[
= u_{(k,s)}^{(0)}(x, t) + H_{ijkl}^{(m)}(x, y, t) u_{(k,y)}^{(0)}(x, y, t) + \rho^{(y)} f_{kl}^{(0)}(x, t) + h_{ijkl}^{st}(x, y, t) f_{st}^{(0)}(x, t)
\]
\[
\text{macro-scale strain related terms}
\]
\[
\text{macro-scale acceleration gradient related terms}
\]
(21)

where \( H_{ijkl}^{st} \) is a displacement influence function satisfying \( \gamma \)-periodicity and \( \langle H_{ijkl}^{st} \rangle_{\Theta} = 0 \), and \( f_{kl}^{(0)}(x, t) \) is a macroscopic quantity proportional to the macro-scale acceleration gradient so that \( f_{kl}^{(0)} \equiv 0 \) in the absence of macro-scale acceleration gradient. It is to be noted that in Eq. (21) the first of the macro-scale strain related terms corresponds to a uniform strain on the microstructure while the second term is a fluctuation contribution to keep the microstructure to be in self-balanced state. Similarly, the first term of macro-scale acceleration gradient related parts in Eq. (21) represents a uniform acceleration gradient over the microstructure while
the second terms refers to a fluctuation contribution to keep the microstructure in equilibrium under the excitation of a macroscopic acceleration gradient.

Substituting Eqs. (20) and (21) into Eq. (19) leads to

$$\int_\omega \omega_{(i,j)}^{(1)} \left[ S_{ijkl}^m(y) \left( I_{klst} + H_{k,lst}^t(y,t) r_{ij}^{(0)}(x,t) \right) d\Theta = 0 \right. \]$$

and

$$\int_\omega \omega_{(i,j)}^{(1)} \left[ S_{ijkl}^m(y) \left( I_{klst} + H_{k,lst}^t(y,t) r_{ij}^{(0)}(x,t) \right) d\Theta = 0 \]$$

where $I_{klst} = \delta_{kst} \delta_{lt}$ and $\delta_{kst}$ is the Kronecker delta tensor. Considering the arbitrariness of $u_{(x,t)}^{(0)}$ and $r_{ij}^{(0)}$, Eq. (22) can be split into two separate equations

$$\int_\omega \omega_{(i,j)}^{(1)} \left[ S_{ijkl}^m(y) \left( I_{klst} + H_{k,lst}^t(y,t) \right) d\Theta = 0 \right.$$

and

$$\int_\omega \omega_{(i,j)}^{(1)} \left[ S_{ijkl}^m(y) \left( \rho(y) I_{klst} + H_{k,lst}^t(y,t) \right) d\Theta = 0 \]$$

Of these, the second one is solved for the acceleration influence function $h_{k}^{2}$ with finite elements over the micro-scale domain. Details about the solution procedures of this equation are given in “Appendix B”. By use of Eq. (17), $h_{k}^{2}$ gives the dispersion tensor which is used in the macro-scale weak form, i.e. Eq. (18).

### 2.2 Acceleration influence functions

The effect of inertia in the micro-scale is considered by an eigenstrain [36] and therefore only the solution of a typical quasi-static balance problem is needed. As it is pointed out in Fish et al. [31], it is possible to get a closed form solution of the micro-scale balance Eq. (19) in the case of a 1D composite bar with two different phases of material with elastic material constants of $E_1$, $\rho_1$ and $E_2$, $\rho_2$.

For a microstructure with one circular inclusion, the six acceleration influence functions are plotted in figure 2. The elastic modulus, Poisson’s ratio, mass density of the inclusion and matrix are $E_i = 200$ GPa, $v_i = 0.2$, $\rho_i = 10,000$ kg/m$^3$ and $E_m = 2$ GPa, $v_m = 0.2$, $\rho_m = 4000$ kg/m$^3$. The volume fraction of the inclusion is 60% and its diameter is 5 μm. From Eq. (21), it is known that the acceleration influence functions $h_{k}^{mn}$ can be interpreted as the first-order microstructural correction to the eigendeformation field as triggered by the macro-scale acceleration gradient. For instance, the negative gradient of $h_{1}^{11}$ along $y_1$-direction in the domain occupied by the stiff inclusion implies that the true acceleration induced strain in the inclusion is smaller than that in the matrix domain. For a microstructure with $25 \times 25$ randomly positioned inclusions while keeping the other properties unchanged, the influence function $h_{1}^{11}(k = 1, 2)$ is plotted in Fig. 3. Some observations can be made: (1) the gradient $h_{1}^{11}(1,y_1)$ in the inclusions phase is still negative and has similar magnitude among all the inclusions, and (2) both $h_{1}^{11}$ and $h_{2}^{11}$ show regions where peaks are higher and regions where peaks are lower as a consequence of the mesostructure.

### 2.3 Properties of dispersion tensor

The magnitude of the dispersion tensor depends on several characteristics of the microstructure. (i) The contrast of material properties between the constituents. In terms of a one-dimensional two-phase composite bar, if the wave impedance is the same for the two phases, the dispersion tensor is null [31]. This is consistent with the fact that when the wave impedance is the same, wave dispersion due to material heterogeneity is not present. To investigate the influence of material contrast on the dispersion tensor, the dispersion tensor is computed for a single microstructure with $15 \times 15$ fibers and a fiber volume fraction of 60%. The Young’s modulus and density of the inclusion are varied proportionally as $E_i = c E_m$ and $\rho_i = c \rho_m$ for $c \in [2, 4, 9, 16, 30]$, respectively, with the Poisson’s ratio unchanged. The six independent components of the dispersion tensor $D_{ijkl}$, normalized with respect to the values of the sample with the lowest property contrast, $D_{ijkl}^c(c = 2)$, for the five cases are shown in Fig. 4a. It can be seen that the magnitude of all six components are increasing with larger properties contrast, which means that the expected dispersion effect should be larger for a higher contrast composite. (ii) The diameter of inclusions. Similarly, the dispersion tensor is computed for five cases with the same material properties and microstructure with $15 \times 15$ inclusions but with different inclusion diameter, $d_i \in [0.005, 0.025, 0.1, 0.25, 0.5]$ mm. The variation of $D_{ijkl}$ as a function of $d_i$ is plotted in Fig. 4b along with a quadratic fit. It can be observed that the relation between $D_{ijkl}$ and $d_i$ can be described very well as a quadratic relation and the same was found for the other components of the dispersion tensor. This quadratic relation can also be found in the closed-form solution of the dispersion tensor for a one-dimensional two-phase composite bar given in [31]. This means that for larger inclusions, the influence of dispersion is larger. To ensure a mesh-independent solution of $D_{ijkl}$, five different mesh sizes of the case with the fiber diameter $d_i = 0.25$ mm are solved, with the number of elements ranging from 22,624 to 288,800. It is shown in Fig. 4c that after the mesh size has reached the medium size, the dispersion tensor component $D_{1111}$ has reached converged values. Therefore, this
mesh size is adopted for the study described in Sects. 4 and 5.

3 Comparison with direct numerical simulation

In this section, elastic wave propagation in a periodic composite medium is simulated to investigate the performance of the introduced dispersive homogenization model in comparison with direct numerical simulation (DNS). Two cases are considered, one with a one-dimensional microstructure and one with a two-dimensional microstructure.

3.1 1D elastic wave propagation

Elastic wave propagation in a periodic two-phase composite bar is studied similar to Karamnejad and Sluys [32]. Geometry and properties are such that wave propagation is purely one-dimensional. The material properties of the two phases are $E_1 = 200$ GPa, $\rho_1 = 10,000$ kg/m$^3$, $v_1 = 0$ and $E_2 = 2$ GPa, $\rho_1 = 4000$ kg/m$^3$, $v_2 = 0$. The wave impedance con-
Fig. 3 Influence function $h_{11}^{11}$ and $h_{21}^{11}$ for a $25 \times 25$ inclusions microstructure (the enclosed subfigure shows the studied microstructure)

Contrast between the two phases is $E_1\rho_1/E_2\rho_2 = 250$. The left end of the bar is fixed. Two types of loading are considered. Firstly, a incoming harmonic wave is imposed on the right end of the bar so that the horizontal displacement $u(t)$ on the right edge satisfies $u(t) = A_0 \sin(2\pi ft)H(t - t_0)$ in which $A_0 = 0.025$ mm represents the magnitude, $f = 50,000$ Hz is the wave frequency and $H(\cdot)$ is the Heaviside step function.

The bar consists of 100 repeating unit cells for a total length of 500 mm as shown in Fig. 5. Four numerical models are considered: two single-scale models, namely the fine heterogeneous model (DNS) and the fine model with homogenized properties, and two multiscale models, namely the coarse non-dispersive model and the coarse dispersive model. The two fine models consist of 4500 quadrilateral elements. For the one with homogenized properties, the elastic modulus and density of the two phases are prescribed to be the homogenized values, i.e. $E^M = 4.926$ GPa and $\rho^M = 7600$ kg/m$^3$, respectively. This model therefore neglects wave reflection and transmission at material interfaces. By contrast, the heterogeneous DNS model considers the heterogeneity of the composite bar and is therefore considered as the reference exact solution of this problem. The two coarse multiscale models use 500 quadrilateral elements with one Gauss-integration point corresponding to a unit cell domain. Homogenized elastic properties are used and the analysis is performed with and without dispersion tensor. The main dispersion tensor component $D_{1111}^M$ for this simple microstructure can be obtained by a closed-form solution following Fish et al. [31]. The dispersion tensor is evaluated numerically as

$$D^M = \begin{bmatrix}
0.0095 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0.0095
\end{bmatrix} \text{ MPa} \cdot \text{ms}^2 \quad (25)$$

It is shown in Karamnejad and Sluys [32] and Fish et al. [31] that the ratio between macroscopic wave length $l_M^M$ and the unit cell size $l_m^M$ determines the extent of dispersion. If $l_M^M$
is more than five times larger than $l^m$, the dispersive effect can be neglected. The dispersive model shows considerably better accuracy than the non-dispersive model within the first pass frequency band\(^1\). In this case, the wave length is calculated by $l^M = \sqrt{E^M(\rho^M)^{-1}}/f = 16.1$ mm, while the unit cell size $l^m = 5$ mm. Therefore, the ratio $l^m/l^M = 0.3106$ in this case, which corresponds to a shorter wave length than Karamanejad and Sluys [32]. The displacement field along the bar is plotted for four typical time instants in Fig. 6. It can be seen in the DNS reference solution that the input sinusoidal pulse is not maintained during the propagation and there exists significant amplitude decay. The resultant displacement field shows sharp kinks representing high velocity gradients. This flutter characteristic is mainly due to the high wave impedance contrast between the two phases of the structure, which causes wave reflection. The result of the fine homogenized model shows a well maintained profile although with a small amount of leading oscillation related to the discretization. A comparison between the DNS model and fine homogenized model shows that dispersion is indeed significant for the studied wave length. The solution from the coarse non-dispersive model shows very strong oscillations due to numerical dispersion effects caused by a coarse mesh and the match with the DNS model solution is poor. The coarse dispersive model shows a relatively smooth response. This is because for the dispersive model there is no physical interface in the macro-scale model, so the wave can not “feel” the interface. Nevertheless, there exists reasonably good agreement between the dispersive solution and the DNS model solution before wave reflection at the left edge (a-c) and after reflection (d) although the dispersive model predicts a stronger decay of magnitude for the oscillation at the rear of the wave. A higher order homogenization scheme could result in a higher accuracy but with more computational costs, see for instance [38].

Secondly, loading which mimics an impact-induced loading pulse is considered, to demonstrate the capability of the introduced dispersive numerical model for impact problems. The problem setting is the same as described in Fig. 5 except that the horizontal displacement on the right edge is prescribed as

\[
 u(t) = \begin{cases} 
 \frac{V}{\pi T} t^2, & t \leq T \\
 \frac{VT}{2} + A \cdot (t - T), & T < t \leq 2T \\
 2VT - \frac{A}{(3T - t)^2}, & 2T < t \leq 3T \\
 2VT, & t > 3T 
\end{cases}
\]  

\[ (26) \]
Fig. 5 Harmonic wave propagating in a periodic bar consisted of 100 unit cells. The microstructure of the unit cell is demonstrated.

Fig. 6 Plots of displacement field at different time for DNS-heterogeneous, DNS-homogeneous, dispersive multiscale and non-dispersive multiscale model in which $V$ and $T$ are constants. This corresponds to a trapezoidal velocity pulse shown in Fig. 7. Two load periods are considered for this type of loading: (1) $T = 0.01$ ms and (2) $T = 0.001$ ms with the same $V = 5.0$ m/s. The displacement field for two typical time instants along the bar for four models, i.e. the fine heterogeneous model (DNS), the fine homogenized model, the coarse non-dispersive multiscale model and the coarse dispersive multiscale model, is

Fig. 7 Loading pulse of velocity $\dot{u}(t)$ applied at the right edge of the bar.
plotted in Figs. 8 and 9 for the two loading periods. It can be found that dispersion is significant in both cases as the DNS solution is different from the fine homogenized model solution. The second case with shorter time duration shows more evident dispersion. For both cases, the coarse dispersive model shows a better agreement with the DNS model than the non-dispersive model. From the examples of a harmonic loading and a trapezoidal loading, it is concluded that the dispersive multiscale model offers considerable improvements over the non-dispersive model for 1D elastic wave propagation problems. The dispersive multiscale model allows for capturing dispersion with a discretization at macroscale that is coarser than the microstructural resolution.

### 3.2 Two-dimensional wave propagation

Next, elastic wave propagation in a material with a two dimensional microstructure subjected to an incoming sinusoidal wave is considered. The geometry consists of 100 repeating microstructures with a total length of 57.04 mm. There are two phases of materials, circular inclusions with a diameter of 0.5 mm and a surrounding matrix. The top
Fig. 10 The DNS model mesh (501,170 linear triangular elements)

Fig. 11 The multiscale model (500 linear quadrilateral elements)

The averaged horizontal displacement $\bar{u}(x)$, i.e. the volumetric average of horizontal displacement within a constant distance $l_s$, along the bar for two time instants is plotted in Fig. 12. In this study, $l_s$ is equal to 1/500 of the total length of the bar. According to the reference DNS solution, the input sinusoidal wave does not maintain its profile during the propagation and it breaks into several pulses with obvious magnitude decay. The profile also shows significant oscillations caused by reflections at material interfaces. The magnitude decay of the DNS model exhibits a more gradual process than the 1D wave propagation problem considered in Sect. 3.1. This is due to the two-dimensional nature of the microstructure. The coarse dispersive model captures the magnitude of the wave well although it predicts a more smooth wave profile. The computational time per time step for the dispersive multiscale model is around 0.04 seconds while for the DNS model around 2.5 seconds is needed on the same system (a PC with a 16 GB of memory and 3.5 GHz Intel Xeon CPU).

4 RVE existence study

In the previous section, the accuracy of the introduced dispersive model has been validated for periodic composite structures in which an RVE can be clearly defined as the building unit cell. However, for engineering materials such as fiber reinforced composites, the assumption of a periodic microstructure is not representative. Spatial variations in the fiber distribution can affect the material response. The existence of an RVE for this multiscale approach needs to be assured before the dispersive multiscale model can be applied to simulate realistic composites with random microstructure. The definition of an RVE prescribes that the size should be sufficiently large such that further increase of the size does not lead to change in the edge and bottom edge of the structure are fixed in vertical direction, which together with plane-strain conditions mimics the state for materials in the middle region along the thickness direction for a plate impact test [39]. The horizontal displacement $u_1$ of the incoming wave at the right edge satisfies $u_1 = A_0 \sin(2\pi f t) H(t/2 - t)$ with $A_0 = 0.025$ mm and $f = 400$ KHz with constrained vertical displacement $u_2 = 0$. The elastic properties of inclusion and matrix are the Young’s modulus $E_i = 200$ GPa, $E_m = 2$ GPa, density $\rho_i = 10,000$ kg/m$^3$, $\rho_m = 4000$ kg/m$^3$, and the Poisson’s ratio $\nu_i = 0.2$, $\nu_m = 0.33$. The volume fraction of inclusions $V_i$ is 60%. Similar to Sect. 3.1, four numerical models are considered: the fine heterogeneous model (DNS), the fine model with homogenized properties, the coarse non-dispersive multiscale model and the coarse dispersive multiscale model. The fine models are discretized with 501,170 linear triangular elements (see Fig. 10). For the homogenized one, the material properties of the complete domain are prescribed to be the homogenized values of each phase. By contrast, the DNS model keeps the different properties of each phase and therefore the dispersion caused by material heterogeneity is naturally included. The coarse models are discretized with 500 linear quadrilateral elements at the macro-scale while each Gauss integration point corresponding to a micro-scale problem solved within a unit cell domain as shown in Fig. 11. The coarse non-dispersive model neglects the contribution of dispersion at the macro-scale while the dispersive model adds the dispersion tensor contribution to capture the dispersion effect. The RVE for this structure is clearly identified as the unit cell. The dispersion tensor is found using the procedures illustrated in “Appendix B” as:

$$D^M = \begin{bmatrix} 1.529e-4 & 1.770e-5 & -2.762e-8 \\ 1.770e-5 & 1.529e-4 & -1.499e-8 \\ -2.762e-8 & -1.499e-8 & 9.953e-5 \end{bmatrix} \text{MPa} \cdot \text{ms}^2$$

(27)
4.1 Generation of random microstructure with DEM

Following van der Meer [41], a Discrete Element Method (DEM) solver called HADES, developed by Stroeven [42], is used to generate numerical samples of random microstructures. DEM allows for generation of high packing density of granular samples, as the final configuration is a result of stochastic initial conditions and particle-to-particle collisions under external environment force and boundary conditions.

The process for generating a two-dimensional numerical sample with desired packing density $V_i$ is described as follows (see Fig. 13): A large box-shaped reference body is created initially, which contains a predefined number of $N_i$ circular particles with either a given constant diameter $D_i$ or a given diameter distribution curve $f(D_i)$. The initial posi-

---

**Fig. 12** plots of displacement field at different time

**Fig. 13** Processes for generation of numerical samples with periodic boundary condition. a Initial configuration of a particle system (red arrows show a typical initial velocity field of particles and black arrows shows the diminishing motion); b intermediate configuration (dashed box shows the undiminished reference body, red particles with arrows denoting the moving direction demonstrate the effect of periodic boundary condition); c final configuration: a numerical sample of composite microstructure. (Color figure online)
tions of the particles are random perturbations of horizontally and vertically aligned locations. The initial velocity of any particle is prescribed to be the same in the horizontal and vertical direction but with a randomly assigned magnitude and sign for each particle. The reference body is gradually diminishing with the same velocity in the horizontal and vertical direction (see Fig. 1). Periodic boundary conditions are applied to the reference body to avoid any wall effect [17]. This means that during the simulation whenever a moving particle is crossing the edge (or corner) of the diminishing reference body, it reappears in the corresponding edge (or corner) during the DEM simulation (see Fig. 13b). The collision between particles are treated with the Hertz contact law [42]. The inter-particle contact can introduce energy dissipation characterized by contact damping. In the case that damping coefficients are non-zero, continuous energy loss due to contact results in a clustering effect on the resulting particle system. It will be demonstrated in Sect. 4.2 that this phenomenon can be clearly demonstrated with the spatial distribution pattern of the particle system. A minimum contact distance parameter \(d_{\text{min}}\) is enforced so that any two particles can not be closer than this value, following the same hard-core model concept as in [43–46]. It can be expected that decreasing the size of the reference body has the effect of increasing the volume fraction of particles. The simulation stops when the reference body has decreased such that the desired packing density, i.e. volume fraction, is reached (see Fig. 13c). After this, a mesh is generated with GMSH [47] for the inclusions and the matrix.

### 4.2 Spatial point distribution analysis

For the random microstructure of composites reinforced with long fibers, the inclusions can be considered as discrete circular objects dispersed into a continuum matrix in a two-dimensional domain. The spatial positioning of these inclusions is stochastic for realistic composites due to the manufacturing processes and conditions. By treating the center of each inclusion as one point, statistical spatial point pattern analysis can be applied to characterize the microstructure. As it is commented in Bailey and Gatrell [48], the basic interest in analyzing the spatial point process is in whether the observed events exhibit any systematic pattern, as opposed to being distributed randomly in space. Possibilities for these patterns are classified as first order or second order effects. First order effects relate to variation in the mean value of the process in space representing a global trend in the distribution of inclusions. Second order effects result from the spatial dependence in the process, representing a local effect. This can be described by the probability density function of the nearest neighbour distances and Ripley’s \(K\) function [48].

In this study, numerical samples of composite microstructures generated by HADES are first evaluated for their spatial distribution pattern. By introducing the contact damping within the DEM solver, the inter-particle (inclusion) distances become smaller, representing local effects. To demonstrate the influence of contact damping, two batches of numerical samples are considered, one with nonzero contact damping (batch A) and the other with zero contact damping (batch B). The probability density function of the nearest neighbour distances and Ripley’s \(K\) function are evaluated for these two batches of samples.

#### 4.2.1 Nearest neighbour distances

The nearest neighbour distance (NND) measures the shortest inter-inclusion interaction. The \(N^{\text{th}}\) (\(N = 1, 2, \ldots\)) nearest neighbour distance is the distance between a randomly chosen inclusion and its \(N^{\text{th}}\) closest neighbour in the studied domain [48]. It is assumed that the studied numerical sample is in some sense representative of any region from a realistic composite microstructures. Therefore, it is needed to determine at which size the NND distribution function has converged. Eight different sizes are considered, by varying the number of inclusions per sample \(N_i\) with values among \([5 \times 5, 10 \times 10, 15 \times 15, 20 \times 20, 25 \times 25, 30 \times 30, 35 \times 35, 40 \times 40]\). By increasing the number of inclusions while keeping the volume fraction unchanged, the total volume of the micromodel is also changed. For a given size, 100 random numerical samples are generated to ensure the representativeness of possible spatial distributions. Representative numerical samples of batch A and B are shown in Fig. 14.

![Fig. 14](https://example.com/fig14.png) A representative sample of a batch A and b batch B

The probability density of the 1st NND at different distances corresponding to different sample sizes for batch A is shown. The value of the probability density at a distance \(h\) represents the “chance” of the 1st NND for an inclusion to be \(h\). A detailed view of the probability density of the 1st NND at two typical distances for different sample sizes is plotted in Fig. 15b. It is noted that in order to eliminate the influence of the sample boundary on the probability...
density function of the 1st NND for a given numerical sample (e.g. Fig. 13c), a toroidal correction is applied. It assumes that the top and left of the sample domain is connected to the bottom and right, respectively, as if the sample domain is a torus [49,50]. It can be found from Fig. 15 that as the size of sample increases, the mean value of the 1st NND density function gradually converges and the standard deviation decreases. When the sample has 35 × 35 inclusions, the 1st NND function represents a size-independent function for this batch of samples. The same holds for the numerical samples of batch B. With this converged size, the probability density function of the 1st and 2nd NND for batch A and batch B are evaluated, with the mean value and standard deviation shown in Fig. 16. It can be found that the largest probability of 1st NND occurs around 5.21 μm for both batch A and batch B, however, batch A has a larger peak value than batch B. The 2nd NND shows the largest probability around 5.24 μm for batch A while the largest probability for batch B occurs at around 5.38 μm. Again, the peak value of batch A is larger than batch B. These observations show that the spatial distribution of inclusions of batch A is more clustered than that of batch B, which is a result of the contact damping included for batch A.

4.2.2 Ripley’s K function

The nearest neighbour distance considers the point pattern on the smallest scale. Information on larger scales is considered by Ripley’s K function [48]. The K function is the ratio between the expected number of inclusions within a circle of radius h of an arbitrary inclusion and the mean number of inclusions per unit area. A direct estimate of K(h) from a numerical sample is given by [48]

\[
K(h) = \frac{A}{N_i^2} \sum_i \sum_{j \neq i} I_h(d_{ij} \leq h) w_{ij}
\]

(28)

in which A is the area of the sample, N_i is the total number of inclusions, d_{ij} is the distance between inclusion i and j, I_h(x) is an indicator function which has a value of 1 if the condition x is true otherwise 0, and w_{ij} is a weighting function for edge correction following Zangenberg and Brøndsted [50]. A homogeneous point process with no spatial dependence is the Poisson process with \( K = \pi h^2 \) [48]. The mean value and standard deviation of the K function for batch A and B are plotted in Fig. 17 along with the Poisson solution. The standard deviations for the two batches are both very small. The
mean value of the $K$ functions for the two batches are very close to each other and both approach the Poisson distribution for larger length scales. It is concluded that the first and second NND provides a good indicator to distinguish between different fiber distributions, while Ripley’s K function is less informative.

### 4.3 Convergence of dispersion tensor

The influence of micromodel size on the dispersion tensor for the two batches is investigated to examine the convergence of the dispersion tensor. With the methodology mentioned in Sect. 2, the dispersion tensor can be solved using finite element models. The material properties for inclusions are prescribed as the Young’s modulus $E_i = 74$ GPa, Poisson’s ratio $\mu_i = 0.2$, density $\rho_i = 2500$ kg/m$^3$ and the matrix properties are Young’s modulus $E_m = 3.76$ GPa, Poisson’s ratio $\mu_m = 0.3$, density $\rho_m = 1200$ kg/m$^3$. There are six independent components for the dispersion tensor due to symmetry. Fig. 18 shows the mean value and standard deviation of the individual components of the dispersion tensor for the numerical samples of batch A and batch B. Again, 100 realizations of the fiber distribution are solved for each batch and each $N_i$.

There are several similar observations for the two batches. The mean and standard deviation of $D_{1111}^M$ and $D_{2222}^M$ are very close to each other, which means that no directional bias is created with either the numerical samples or the dispersive multiscale formulation. The mean values of the cross terms of $D_{1112}^M$ and $D_{2212}^M$ are calculated to be very close to zero, as expected for a transversely isotropic material. However, certain different findings can be made for the two batches. It is seen that the mean value of the six independent components of the dispersion tensor for batch A is gradually approaching a constant value after $N_i$ becomes larger than $20^2$ with decreasing standard deviations. For batch B, the mean value of the dispersion tensor components shows the trend of converging to a constant value after $N_i$ becomes larger than $30^2$ with the standard deviations tend to decrease as well. The converged values of the dispersion tensor for these two batches seem to be different, which can be possibly due to different spatial distribution patterns. The dispersion tensor converges with a very large size for both these two batches, although for batch A the convergence rate is slightly faster.

### 4.4 Convergence of stiffness tensor

The influence of the numerical micromodel size on the stiffness tensor for the two batches is investigated to also examine convergence of the homogenized stiffness tensor. The stiffness matrix is obtained by using the numerical scheme explained in “Appendix A”. Plane-strain conditions are assumed herein. The calculated mean and standard deviation of the stiffness tensor is shown in Fig. 19. It can be found that for both these two batches, the standard deviation values for the stiffness tensor are small compared with the mean values. The mean values already converge for relatively small micromodel size. The calculated mean values of the stiffness tensor for batch A and batch B in matrix notation are:

$$
S_{M(A)} = \begin{bmatrix}
15548.2 & 5302.1 & -3.99049 \\
5302.1 & 15573.9 & -0.949295 \\
-3.99049 & -0.949295 & 5125.54
\end{bmatrix}
$$

$$
S_{M(B)} = \begin{bmatrix}
15221.1 & 5184.62 & -4.87758 \\
5184.62 & 15214.1 & 2.89584 \\
-4.87758 & 2.89584 & 5015.75
\end{bmatrix}
$$

To verify the results, the isotropy of $S^M$ is checked. It is known that for isotropic material under plane strain condition, the stiffness matrix is
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Fig. 19 Stiffness tensor for a batch A and b batch B. Enclosed subplots show the zoomed-in view of stiffness component $S_{1111}$

\[
S^M = \begin{bmatrix}
S^M_{1111} & S^M_{1122} & S^M_{1122} \\
S^M_{2211} & S^M_{2222} & S^M_{2222} \\
S^M_{1211} & S^M_{1222} & S^M_{1222}
\end{bmatrix}
\]

\[
= \frac{E}{(1 + \nu)(1 - 2\nu)} \begin{bmatrix}
1 - \nu & \nu & 0 \\
\nu & 1 - \nu & 0 \\
0 & 0 & \frac{1 - 2\nu}{2}
\end{bmatrix}
\] (30)

where $E$ is the Young’s modulus and $\nu$ is the Poisson’s ratio. Therefore, an isotropic law should satisfy that $2S^M_{1212}/(S^M_{1111} - S^M_{1122})$ is equal to one. An error measurement $\epsilon_S$ is introduced as

\[
\epsilon_S = \left| \frac{2S^M_{1212}}{(S^M_{1111} - S^M_{1122})} - 1 \right| \times 100\% (31)
\]

According to Eqs. (29) and (31), the errors for batch A and batch B are calculated to be 0.0486% and 0.0496%, respectively. This shows that the calculated stiffness is very close to theoretical values. As it is seen in Eq. (29), the difference between any component of the calculated stiffness tensor for these two batches is less than 2%, which means that the stiffness tensor is not sensitive to the considered differences in spatial distribution of the microstructure.

5 Experimental calibration

It is demonstrated in Sect. 4 that the convergence performance of the dispersion tensor depends on the spatial distribution pattern of the inclusions. Therefore, realistic microstructures should be studied to evaluate the appropriateness of this method to be applied in real composite structures. With image-analysis techniques, spatial distribution patterns can be extracted from snapshots of real composites (see e.g. Czabaj et al. [51]). Computational approaches can thereafter be used to generate random numerical samples according to the experimentally determined spatial patterns.

In this study, numerical samples are generated with the DEM solver HADES for the microstructure of a CFRP composite, HTA/6376, with a fiber volume fraction of 59.2% [52,53]. First, the DEM settings are calibrated to match experimentally observed NNDs. Then, the RVE existence study from the previous section is repeated with these settings. For the calibration the number of fibers is fixed at 1296 (= 36$^2$) in line with the experimental observations on 1300 fibers. The adopted RVE size is large enough to consider the spatial distribution in the numerical samples as representative based on the observation in Fig. 15. A fiber diameter distribution function is predefined according to the experimentally determined size distribution (see Fig. 20). The contact parameters, i.e. damping and minimum distance $d_{\text{min}}$ of the DEM simulation are tuned such that the spatial distribution pattern of generated numerical samples can match the experimentally-determined patterns. Herein, 100 numerical samples are generated with the DEM solver. The mean value and standard deviation of the actual fiber diam-

![Fig. 20 Size distribution of fiber diameter](image)
parameter distributions used in the DEM simulations are shown in Fig. 20 along with the experimental quantification to verify that the input distribution is recovered. The calculated mean and standard deviation of the probability density function of the 1st NND for the calibrated numerical samples are demonstrated in Fig. 21 along with the experimental result and two reference solutions from other numerically generated fiber distributions by Yang et al. [43] and Ismail et al. [54]. It is seen that the probability density function of the 1st NND for the generated numerical samples has a good match with the experimental measurements. A considerably better agreement is found for the current study than for the two reference solutions. The mean and standard deviation of the probability density function of the 2nd NND for the numerical samples and the reference solutions are shown in Fig. 22. Again, the result for the generated numerical samples matches well with the experiment measurements. A higher agreement is found for this study than Yang et al. [43] while the solution from Ismail et al. [54] also shows a good match. It is therefore validated that the generated numerical samples are sufficiently representative for the real microstructure of the CFRP composite, following the criterion proposed by Liu and Ghoshal [55].

A convergence study on the dispersion tensor is performed next by increasing the size of samples with the same DEM solver settings as the calibrated numerical samples. Again, eight different sizes are considered, and for every size 100 random numerical samples are generated and solved for the dispersion tensor with the FEM model. The influence of the micromodel size on the six independent components of the dispersion tensor is plotted in Fig. 23. The standard deviation of all six components shows a decreasing trend as the number of fibers $N_f$ is larger than 400 and the mean values converge to representative values. This means that for this specific composite material the dispersion tensor components converge although convergence is still relatively slow when compared with the stiffness tensor components as shown in Fig. 19 or the elasto/plastic response of composites as reported in [41].

6 Conclusion

In this paper, a multiscale model is introduced to capture wave dispersion in composites. By using asymptotic homogenization, it is found that the dispersion effect can be characterized by a dispersion tensor, the magnitude of which is dependent on the material property contrast of inclusion/matrix and the size of the inclusion. The dispersive multiscale model is applied to simulate elastic wave propagation problems in a bar with one-dimensional and two-dimension microstructures. Comparison with a DNS model shows that the dispersive multiscale model has a significantly improved accuracy, compared with non-dispersive homogenized models. To test if an RVE can be defined for realistic composites with random microstructures, the dispersion tensor and stiffness tensor are
computed for random numerical samples at different sizes. It is found that the convergence performance of the dispersion tensor is considerably slower than that of the stiffness tensor and that the convergence depends on the spatial distribution pattern. Finally, a batch of calibrated numerical samples of CFRP composites is tested for the convergence of the dispersion tensor. It is argued that careful definition of microstructure geometries is required to achieve representativeness.
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Appendix A

The solution of Eq. (18) follows a standard FEM formulation with the precomputation of the dispersion tensor via the procedures in Sect. 2.1.3. The stiffness matrix is needed for the calculation of the macro-scale stress $\sigma_i^{(0)}$. This is obtained by a standard computational-homogenization scheme following Karamnejad and Sluys [32]. Periodicity is assumed for the boundary edges and a prescribed displacement is applied to three controlling nodes (see Fig. 24) according to

$$u_i = \tilde{H}_i \varepsilon^M, \quad i = 1, 2, 4$$

(32)

where $\varepsilon^M$ is the macro-scale strain and

$$\tilde{H}_i = \begin{bmatrix} y_1^i & 0 \\ 0 & y_2^i \\ \frac{y_1^i}{2} & \frac{y_2^i}{2} \end{bmatrix}$$

(33)

After solving the incremental form of system equation $K \delta u = \delta f$, the stiffness matrix $S^M$ is obtained by

$$S^M = \begin{bmatrix} \tilde{H}_1 & \tilde{H}_2 & \tilde{H}_3 & \tilde{H}_4 \end{bmatrix} (K_{pp} - K_{pf} (K_{ff})^{-1} K_{fp}) \begin{bmatrix} \tilde{H}_1 \\ \tilde{H}_2 \\ \tilde{H}_3 \\ \tilde{H}_4 \end{bmatrix}$$

(34)

in which subscript $p$ denotes the degrees of freedom of the three controlling nodes and subscript $f$ represents the other free nodes.

Appendix B

To solve Eq. (24), the influence function $h_{mn}^{mn}$ $(mn = 11, 22, 12)$ is treated as nodal variable. In matrix notation, standard FEM formulation with $h^{mn} := (h_1^{mn}, h_2^{mn})^T = N^T f^{mn}$ and $\omega = N^T \omega$ are introduced where $N$ is the shape function matrix and $h^{mn}, \omega$ contain the nodal values of the acceleration influence function and test function, respectively. Equation (24) is further simplified by using the FEM formulation as

$$\int_{\Omega} (L \omega)^T \sigma^{mn} + (L \omega)^T F^{mn} \, d\Theta = 0$$

(35)

where

$$L \omega = \begin{bmatrix} \frac{\partial}{\partial y_1} & 0 & \omega_1 \\ 0 & \frac{\partial}{\partial y_2} & \omega_2 \\ \frac{\partial}{\partial y_1} & \frac{\partial}{\partial y_2} & 2\omega_1 \end{bmatrix} = \begin{bmatrix} \omega_{(1,1)} \\ \omega_{(2,2)} \\ 2\omega_{(1,2)} \end{bmatrix}$$

$$\sigma^{mn} = \begin{bmatrix} \sigma_{11}^{mn} \\ \sigma_{22}^{mn} \\ \sigma_{12}^{mn} \end{bmatrix} = \begin{bmatrix} S_{1111} & S_{1122} & S_{1112} \\ S_{2211} & S_{2222} & S_{2212} \\ S_{1211} & S_{1222} & S_{1212} \end{bmatrix} \begin{bmatrix} h_{mn}^{(1,1)} \\ h_{mn}^{(2,2)} \\ 2h_{mn}^{(1,2)} \end{bmatrix}$$

$$F^{mn} = \begin{bmatrix} F_{11}^{mn} \\ F_{22}^{mn} \\ F_{12}^{mn} \end{bmatrix} = \begin{bmatrix} \rho(y) \\ \rho(y) \end{bmatrix} \begin{bmatrix} S_{11mn} \\ S_{22mn} \\ S_{12mn} \end{bmatrix}$$

in which the matrix $B = LN$.

The constraint equation Eq. (12) is rewritten as

$$\langle h_{mn}^{mn} \rangle_{\Theta} = \langle N \rangle_{\Theta} h^{mn} - c h^{mn} = 0$$

(36)

in which the coefficient matrix $c = \langle N \rangle_{\Theta}$. Equation (36) can then be treated as a constraint for the linear system of equations given by Eq. (35). The $y$–periodicity condition of $h_{mn}^{mn}$ can be enforced directly by periodicity constraints on corresponding edges of the RVE (see Fig. 24).
References

1. Fan JT, Weerheijm J, Sluys LJ (2016) Compressive response of a glass–polymer system at various strain rates. Mech Mater 95:49–59
2. Fan JT, Weerheijm J, Sluys LJ (2016) Compressive response of multiple–particles-polymer systems at various strain rates. Polymer 91:62–73
3. Shams A, Panteghini A, Bardella L, Porfiri M (2017) A micromechanical model to study failure of polymer–glass syntactic foams at high strain rates. Comput Mater Sci 135:189–204
4. Hui T, Oskay C (2012) Computational modeling of polystyrene–coated composites subjected to blast loads. J Compos Mater 46(18):2167–2178
5. Souza FV, Allen DH (2010) Multiscale modeling of impact on heterogeneous viscoelastic solids containing evolving microcracks. Int J Numer Methods Eng 82(4):464–504
6. Madelo A, Neff P, Ghiba I-D, Rosi G (2016) Reflection and transmission of elastic waves in non-local band-gap metamaterials: a comprehensive study via the relaxed micromorphic model. J Mech Phys Solids 95:441–479
7. Vondrejc J, Rohan E, Heckezo J (2017) Shape optimization of phononic band gap structures using the homogenization approach. Int J Solids Struct 113–114:147–168
8. Pham K, Kouznetsova VG, Geers MGD (2013) Transient computational homogenization for heterogeneous materials under dynamic excitation. J Mech Phys Solids 61(11):2125–2146
9. Hui T, Oskay C (2014) A high order homogenization model for transient dynamics of heterogeneous media including micro-inertia effects. Comput Methods Appl Mech Eng 273:181–203
10. Askes H, Aifantis EC (2011) Gradient elasticity in statics and dynamics: an overview of formulations, length scale identification procedures, finite element implementations and new results. Int J Solids Struct 48(13):1962–1990
11. Nassar H, He Q-C, Auffray N (2015) Willis elastodynamic homogenization theory revisited for periodic media. J Mech Phys Solids 77:158–178
12. Willis JR (1981) Variational and related methods for the overall properties of composites, volume 21 of advances in applied mechanics. Elsevier, Amsterdam, pp 1–78
13. Willis JR (1981) Variational principles for dynamic problems for inhomogeneous elastic media. Wave Motion 3(1):1–11
14. Nemat-Nasser S, Srivastava A (2011) Overall dynamic constitutive relations of layered elastic composites. J Mech Phys Solids 59(10):1953–1965
15. Sridhar A, Kouznetsova VG, Geers MGD (2018) A general multiscale framework for the emergent effective elastodynamics of metamaterials. J Mech Phys Solids 111:414–433
16. Hill R (1963) Elastic properties of reinforced solids: some theoretical principles. J Mech Phys Solids 11(5):357–372
17. Gitman IM, Askes H, Sluys LJ (2007) Representative volume: existence and size determination. Eng Fract Mech 74(16):2518–2534
18. Karin T, Forest S, Galliet I, Mounoury V, Jeulin D (2003) Determination of the size of the representative volume element for random composites: statistical and numerical approach. Int J Solids Struct 40(13–14):3647–3679
19. Stroeven M, Askes H, Sluys LJ (2004) Numerical determination of representative volumes for granular materials. Comput Methods Appl Mech Eng 193(30–32):3221–3238
20. Dirrenberger J, Forest S, Jeulin D (2014) Towards gigantic RVE sizes for 3D stochastic fibrous networks. Int J Solids Struct 51(2):359–376
21. Hoang TH, Guerich M, Yvonnet J (2016) Determining the size of RVE for nonlinear random composites in an incremental computational homogenization framework. J Eng Mech 142(5):04016018
22. Gusev AA (1997) Representative volume element size for elastic composites: a numerical study. J Mech Phys Solids 45(9):1449–1459
23. Ostoja-Starzewski M (1998) Random field models of heterogeneous materials. Int J Solids Struct 35(19):2429–2455
24. Heinrich C, Aldridge M, Wineman AS, Kieffer J, Waas AM, Shahwan K (2012) The influence of the representative volume element (RVE) size on the homogenized response of cured fiber composites. Model Simul Mater Sci Eng 20(7):075007
25. de Souza Neto EA, Blanco PJ, Sánchez PJ, Feijóo RA (2015) An RVE-based multiscale theory of solids with micro-scale inertia and body force effects. Mech Mater 80(2):136–144
26. Molinari A, Mercier S (2001) Micromechanical modelling of porous materials under dynamic loading. J Mech Phys Solids 49(7):1497–1516
27. Roca D, Lloberas-Valls O, Cante J, Oliver J (2018) A computational multiscale homogenization framework accounting for inertial effects: application to acoustic metamaterials modelling. Comput Methods Appl Mech Eng 330:415–446
28. Hui T, Oskay C (2013) A nonlocal homogenization model for wave dispersion in dissipative composite materials. Int J Solids Struct 50(1):38–48
29. Hui T, Oskay C (2015) Laplace-domain, high-order homogenization for transient dynamic response of viscoelastic composites. Int J Numer Methods Eng 103(13):937–957
30. Hu R, Oskay C (2017) Nonlocal homogenization model for wave dispersion and attenuation in elastic and viscoelastic periodic layered media. J Appl Mech 84(3):031003
31. Fish J, Filonova V, Kuznetsova S (2012) Micro-inertia effects in nonlinear heterogeneous media. Int J Numer Methods Eng 91(13):1406–1426
32. Karamnejad A, Sluys LJ (2014) A dispersive multi-scale crack model for quasi-brittle heterogeneous materials under impact loading. Comput Methods Appl Mech Eng 278:423–444
33. Oskay C, Fish J (2007) Eigendefinition-based reduced order homogenization for failure analysis of heterogeneous materials. Comput Methods Appl Mech Eng 196(7):1216–1243
34. Toro S, Snchez P, Blanco P, de Souza Neto E, Huespe A, Feijo R (2016) Multiscale formulation for material failure accounting for cohesive cracks at the macro and micro scales. Int J Plast 76:75–110
35. Fish J (2013) Practical multiscaling. Wiley, Chichester
36. Mura T (1987) Micromechanics of defects in solids, volume 3 of mechanics of elastic and inelastic solids. Springer, Dordrecht
37. Andrianov IV, Bolshakov VI, Danishevs’kyy VV, Weichert D (2008) Higher order asymptotic homogenization and wave propagation in periodic composite materials. Proc R Soc A Math Phys Eng Sci 464(2093):1181–1201
38. Fafalis D, Fish J (2015) Computational aspects of dispersive computational continua for elastic heterogeneous media. Comput Mech 56(6):931–946
39. Ramesh KT (2008) High rates and impact experiments. In: Sharpe WN (ed) Springer handbook of experimental solid mechanics. Springer US, Boston, pp 929–960
40. Li M, Ghosh S, Richmond O, Weiland H, Rouns T (1999) A discrete numerical modelling of composite materials—application to cementitious materials. Ph.D. thesis, Delft University of Technology
41. van der Meer FP (2016) Micromechanical validation of a mesoscale model for plasticity in composites. Eur J Mech A Solids 60:58–69
42. Stroeven M (1999) Discrete numerical modelling of composite materials—application to cementitious materials. Ph.D. thesis, Delft University of Technology
43. Yang L, Yan Y, Ran Z, Liu Y (2013) A new method for generating random fibre distributions for fibre reinforced composites. Compos Sci Technol 76:14–20
44. Pyrz R (1994) Quantitative description of the microstructure of composites. Part I: morphology of unidirectional composite systems. Compos Sci Technol 50(2):197–208
45. Catalanotti G (2016) On the generation of RVE-based models of composites reinforced with long fibres or spherical particles. Compos Struct 138:84–95
46. Melro AR, Camanho PP, Pinho ST (2008) Generation of random distribution of fibres in long-fibre reinforced composites. Compos Sci Technol 68(9):2092–2102
47. Geuzaine C, Remacle J-F (2009) Gmsh: a 3-D finite element mesh generator with built-in pre- and post-processing facilities. Int J Numer Methods Eng 79(11):1309–1331
48. Bailey TC, Gatrell AC (1995) Interactive spatial data analysis, vol 413. Longman Scientific & Technical Essex, Harlow
49. Yamada I, Rogerson PA (2003) An empirical comparison of edge effect correction methods applied to K-function analysis. Geogr Anal 35(2):97–109
50. Zangenberg J, Brøndsted P (2013) Quantitative study on the statistical properties of fibre architecture of genuine and numerical composite microstructures. Compos A Appl Sci Manuf 47(1):124–134
51. Czabaj MW, Riccio ML, Whitacre WW (2014) Numerical reconstruction of graphite/epoxy composite microstructure based on sub-micron resolution X-ray computed tomography. Compos Sci Technol 105:174–182
52. McCarthy CT, Vaughan TJ (2015) Micromechanical failure analysis of advanced composite materials. In: Numerical modelling of failure in advanced composite materials. Elsevier, Amsterdam, pp 379–409
53. Vaughan TJ, McCarthy CT (2010) A combined experimental–numerical approach for generating statistically equivalent fibre distributions for high strength laminated composite materials. Compos Sci Technol 70(2):291–297
54. Ismail Y, Yang D, Ye J (2016) Discrete element method for generating random fibre distributions in micromechanical models of fibre reinforced composite laminates. Compos B Eng 90:485–492
55. Liu KC, Ghoshal A (2014) Validity of random microstructures simulation in fiber-reinforced composite materials. Compos B Eng 57:56–70

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.