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Abstract—Although deep face recognition has achieved impressive progress in recent years, controversy has arisen regarding discrimination based on skin tone, questioning their deployment into real-world scenarios. In this paper, we aim to systematically and scientifically study this bias from both data and algorithm aspects. First, using the dermatologist approved Fitzpatrick Skin Type classification system and Individual Typology Angle, we contribute a benchmark called Identity Shades (IDS) database, which effectively quantifies the degree of bias with respect to skin tone in existing face recognition algorithms and commercial APIs. Further, we provide two skin-tone aware training datasets, called BUPT-Globalface dataset and BUPT-Balancedface dataset, to remove bias in training data. Finally, to mitigate the algorithmic bias, we propose a novel meta-learning algorithm, called Meta Balanced Network (MBN), which learns adaptive margins in large margin loss such that the model optimized by this loss can perform fairly across people with different skin tones. To determine the margins, our method optimizes a meta skewness loss on a clean and unbiased meta set and utilizes backward-on-backward automatic differentiation to perform a second order gradient descent step on the current margins. Extensive experiments show that MBN successfully mitigates bias and learns more balanced performance for people with different skin tones in face recognition. The proposed datasets are available at http://www.whdeng.cn/RFW/index.html.
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1 INTRODUCTION

RECENTLY, with the emergence of deep convolutional neural networks (CNN) [1], [2], [3], [4], [5], research focus of face recognition (FR) has shifted to deep-learning-based approaches [6], [7], [8] and the accuracy was dramatically boosted to above 99.80% on the Labeled Faces in the Wild (LFW) dataset [9]. However, the recognition accuracy is not only aspect to attend when designing learning algorithms. As a growing number of applications based on FR have integrated into our lives, its potential for unfairness is raising alarm. For example, Amazon’s Rekognition Tool incorrectly matched the photos of 28 U.S. congressmen with the faces of criminals, especially the error rate was up to 39% for Black faces. According to these reports [10], [11], FR system seems discriminative based on classes like race, demonstrating significantly different accuracy when applied to different groups. Such bias can result in mistreatment of certain demographic groups, by either exposing them to a higher risk of fraud, or by making access to services more difficult. Consequently, there is an increased need to guarantee fairness for automatic systems and prevent discriminatory decisions.

Although several studies [20], [21] have uncovered such discrimination in non-deep FR algorithms, there are still no sufficient research efforts in deep learning era. Without a dataset that has demographic labels for various people, one cannot systematically examine the inappropriate biases in trained models. To facilitate the research towards this issue, in this paper, we have done the first step to overcome the major obstacle. Considering race labels are unstable, we decided to use skin tone as a more precise and scientific label. With the help of the Fitzpatrick Skin Type classification system [22] and Individual Typology Angle [23], [24], a new test dataset, called Identity Shades (IDS), is constructed which is phenotypically balanced on the basis of skin tone, as shown in Fig. 1. It can be used to fairly evaluate FR algorithms across faces with different skin tones. Based on experiments on IDS, we find that both commercial APIs and state-of-the-art (SOTA) algorithms indeed suffer from bias: the error rates on dark-skinned faces are about two times of the light-skinned ones, as shown in Table 1. Moreover, we demonstrated that this bias comes from both data and algorithm aspects. Hence, further research efforts on data and algorithms are requested to eliminate this bias.

A major driver of bias in FR is the training data. Large-scale datasets, such as CASIA-WebFace [25], VGGFace2 [19] and MS-Celeb-1M [26], are typically constructed by scraping websites like Google Images. Such data collecting methods can unintentionally produce data that encode biases with respect to skin tone. Thus, social awareness must be brought to the building of datasets for training. In this work, we take steps to ensure such datasets are diverse and do not under represent particular skin tone groups by constructing two new training datasets, i.e., BUPT-Globalface.
and BUPT-Balancedface dataset. One is built up according to the approximated distribution of average skin tones around the world, and the other strictly balances the number of samples in skin tone.

Another source of bias can be traced to the algorithms. The state-of-the-art (SOTA) face recognition methods, such as Cosface [27] and Arcface [18], apply a fixed margin between classes to maximize overall prediction accuracy for the training data. However, maximizing overall accuracy might come at the expense of the under-represented populations and leads to poor performance for those subjects, which even amplifies the biases in data. To address this problem, the algorithms must trade-off the specific requirements of margins of various people, and set adaptive margins for faces with different skin tones to produce more equitable recognition performance. But this demographic bias is a complex problem caused by many latent factors, including but not limited to the quantity, it's quite difficult to manually preset or tune these margins by heuristic strategies like cross-validation, naturally conducting efficiency issue and difficulty in practical implementations.

In our paper, we propose a novel meta-learning algorithm, named Meta Balanced Network (MBN), which automatically learns adaptive margin for each skin tone group based on their gradients from meta data. We additionally use a small but unbiased validation set, i.e., meta data, to guide training in our MBN. The meta data can help the model to distinguish fairness from bias and learn high-level causal relationships in bias. During training, we treat model optimization as the objective of inner algorithm trained by training data, and treat margin optimization as the objective of outer algorithm trained by meta data. The outer algorithm can evaluate the bias of the learned model on meta data and dynamically output margins in adaptive margin loss function; and the inner algorithm aims to optimize the model guided by adaptive margin loss function on training data such that the model performs well and fairly across faces with different skin tones. A specific backward-on-backward differentiation enables us to connect disjoint process between inner algorithm and outer algorithm and transmit meta gradient from meta loss to training loss to update the margins. This bilevel-optimization realizes a mutual amelioration between automatically tuning margin parameters involved in adaptive margin loss and learning suitable model parameters leading to balanced performance.

Our contributions can be summarized into three aspects.

1) We construct and release three large-scale in-the-wild datasets, i.e., IDS, BUPT-Globalface and BUPT-Balancedface, which are balanced by skin tone. They are the first series of databases for studying bias with respect to skin tone in both training and evaluating aspects. Based on the extensive experiments on them, we not only measure the bias in commercial systems and deep recognition models, but also validate the bias comes from both data and algorithm.

2) To mitigate the algorithmic bias, we propose to trade-off the specific requirements of margins of various people. Our novel MBN method leverages an additional small meta set to automatically learn the optimal margins by utilizing backward-on-backward automatic differentiation to take a second order gradient pass in meta-optimization. To the best of our knowledge, this is the first time that meta learning is used to solve the fairness of recognition problem.

3) Extensive experiments on the Globalface, Balancedface, and IDS datasets show that our meta balanced network (MBN) shows more balanced performance on different skin tone subjects than traditional sample re-weighting method, adversarial attribute removal method and our recently proposed reinforcement marginal learning method [28].
The remainder of this paper is structured as follows. In the next section, we discuss the studies of bias, and also review the related approaches of debiasing algorithms and meta learning. Then, we introduce the details of our databases in Section 3. In Section 4, we propose the meta balanced network, i.e., MBN, to learn balanced performance for different skin tone groups. In Section 5, experimental results on IDS are shown and validate that the existence and cause of such bias. Then we evaluate the effectiveness of our MBN method. Finally, we conclude and discuss future work.

2 RELATED WORK

2.1 Bias With Respect to Skin Tone in Face Recognition

Some studies [29], [30], [31] have raised concerns about face analysis systems, e.g., gender classification, being biased based on some classes like race. The study of such bias in face recognition, likewise, has a nearly 30-year history that converges on the following aspects.

*Algorithms.* There are published studies [20], [21], [32], [33] analyzing the performances of face recognition algorithms over demographic groups and uncovering that these algorithms suffer from bias. The 2002 NIST Face Recognition Vendor Test (FRVT) [33] showed that non-deep FR algorithms have different recognition accuracies depending on demographic cohort, such as skin color, age and gender. Phillips et al. [20] suggested that training and testing on different races results in severe performance drop. Klare et al. [21] evaluated six different FR algorithms on three skin tone groups, and concluded that the Black cohorts are more difficult to recognize for all matchers. The FRVT 2019 [34] showed the demographic bias of over 100 face recognition algorithms.

*Datasets.* In non-deep learning era, some training and testing datasets are constructed for studying and measuring this demographic bias in FR algorithms. Klare et al. [21] collected mug shot face images of Whites, Blacks and Hispanics from the Pinellas County Sheriff’s Office (PCSO). Furl et al. [35] collected images of Caucasians, Asians, Africans, Indians and Hispanics from the FERET database [36]. Phillips et al. [20] utilized the images of FRVT 2006 [37] with a sufficient number of Caucasian and East Asian faces to conduct cross training and matching on White and Asian faces. However, few studies focus on bias in deep era because benchmark datasets are lacking to systematically examine the inappropriate biases in trained models. In this paper, we take a step in this direction by releasing three datasets. Considering race labels are unstable as we explained in Section 3.1, we decided to use skin tone as a more precise label.

2.2 Debiasing Algorithms

There are some works that seek to introduce fairness into machine learning pipelines and mitigate data bias.

*Unbalanced-Training Method.* Sample reweighting methods [38], [39] have been believed to be an effective way in addressing class imbalance problem, which decreases weights for the over-sized classes and imposes larger weights on rarer data. For example, DB-VAE [31] used the learned latent distributions to re-weight the importance of data points. Other methods mitigate the bias via model regularization, taking into consideration of the fairness goal in the overall model objective function. For example, RL-RBN [28] formulated the process of finding the optimal margins for non-White people as a Markov decision process and employed deep Q-learning to learn policies based on large margin loss.

*Attribute Removal Method.* By confounding or removing demographic information of faces, attribute removal methods [40], [41], [42], [43] make a great contribution to mitigating the hidden, and potentially unknown, biases within training data. Alvi et al. [40] applied a confusion loss to make a classifier fail to distinguish attributes of examples so that multiple spurious variations are removed from the feature representation. SensitiveNets [44] minimized sensitive information in triplet loss while retaining recognition ability.

*Domain Adaptation.* Some papers [45], [46], [47], [48] proposed to investigate bias problem from a domain adaptation point of view and attempted to learn domain-invariant feature representations to mitigate bias across domains. IMAN [45] simultaneously aligned global distribution to decrease gap at domain-level, and learned the discriminative target representations at cluster level. Kan [46] directly converted the White faces to non-White domain in the image space with the help of sparse reconstruction coefficients.

2.3 Meta Learning

The field of meta learning, or learning to learn, has seen a dramatic rise in interest in recent years. Recent meta-learning studies concentrate on: 1) learning a good weight initialization for fast adaptation on a new task [49], [50], [51], [52]. For example, Ravi and Larochelle [53] proposed to learn the few-shot optimization algorithm with an LSTM-based meta-learner. MAML [49] and its variants Reptile [50] simplified the above meta-learner model and only learned the initial learner parameters. MFR [54] synthesized the source/target domain shift with a meta-optimization objective to improve generalization in face recognition. 2) learning an adaptive weighting scheme [55], [56]. For example, to address label noise and long-tail problem, L2RW [55] adopted a novel meta-learning algorithm that learns to assign weights to training data based on their gradient directions. Different from learning weights explicitly in L2RW [55], Shu et al. [56] proposed to utilize meta learning to learn a weight function, i.e., Meta-Weight-Net, which can learn the weights in a more stable way. Our approach is most related to L2RW [55]. However, 1) L2RW used meta learning to re-weight training samples, while our MBN learns adaptive margin. 2) Fairness is not taken into consideration in L2RW which only aims to improve total performance on long-tail data. Thus, L2RW utilized traditional classification loss as meta loss, while our MBN proposes a novel meta skewness loss to evaluate the bias of model during training such that model is required to learn fair representations on meta data.

3 DATABASES FOR UNBIASED TRAINING AND FAIRNESS EVALUATION

In deep face recognition, few studies focus on bias or fairness problem with respect to skin tone because so few balanced training and testing datasets are available. The deep
networks are often designed to fit biased training data, and thus would naturally replicate the biases already existent in data; and test sets contained the same biases as the training set might fail to unveil the unfairness problem of trained models. To address this issue, we contribute two training and one testing databases, i.e., BUPT-Globalface, BUPT-Balancedface and IDS, to enable researchers to go deep into this issue.

3.1 Rationale for Skin Tone Labeling
Although race or ethnicity based categories have been used in some fields [57], [58], they seem unstable in computer vision. First, the drawing boundaries between distinct races are complex and even confused. Thus, inconsistent definition and use have been chief problems with the race concept, particularly as the prevalence of admixture increases across populations. Second, the concept of race is a social construct without biological and physiological basis [29], [39]. Subjects’ phenotypic features, e.g., skin color, eye and nose shapes, can vary widely within a racial or ethnic category. As such, explicitly annotating and building models on top of race or ethnicity risks to perpetuate bias and potentially dangerous outcomes. To scientifically study this demographic bias, we follow the works of Buolamwini et al. [29] and Merle et al. [23], and use skin tone as a more visually precise label.

3.2 Data Collection and Annotation
We download face images of diverse regions around the world from Google according to one-million FreeBase celebrity list [60], and clean them both automatically and manually in the similar way as other FR training datasets, e.g., VGGFace2 [19] and Megaface [61]. Then, the skin tones of these downloaded images are estimated. We utilized Individual Typology Angle (ITA) to automatically measure skin tones of images following the work of Merle et al. [23]. Note that the skin tone annotations of testing images are further manually checked using Fitzpatrick Skin Type classification system [22], [29]. Thus, images can be divided into several bins based on a mapping to skin tone. We group people into 8 bins, named “Tone I-VIII”. Skin gradually darkens with the increase of tone value, that is, people with Tone-I have the lightest skin color and those with Tone-VIII have the darkest skin tone. After that, we construct our training and testing datasets, i.e., Globalface-8, Balancedface-8 and IDS-8, using these annotated images. Our recently published RFW testing dataset [45] is constructed by the similar way and is divided into 4 bins. For consistency, we call it IDS-4 throughout the paper.

3.3 BUPT-Globalface and BUPT-Balancedface
To remove bias from data aspect and represent people of different skin tones equally, we construct two training datasets, i.e., BUPT-Globalface and BUPT-Balancedface. Globalface contains 2M images from 38K celebrities in total and its distribution is approximately the same as real distribution of world’s population. Balancedface dataset contains 1.3M images from 28K celebrities and is approximately balanced with respect to skin tone. Specifically, Globalface-4 and Balancedface-4 are divided into 4 skin bins, named “Tone I-IV”, based on a mapping to skin tone; while the images in Globalface-8 and Balancedface-8 are divided into 8 bins, i.e., “Tone I-VIII”, as shown in Fig. 2.

3.4 Identity Shades Dataset: IDS
IDS-4 database is a testing set which contains four skin bins. Each bin contains about 10K images of 3K individuals for face verification. For easy comparison, 6K difficult pairs of images are selected for each bin. Similarly, IDS-8 consists of 8 skin bins and contains 3K difficult pairs of images per bin. All of these images have been carefully and manually cleaned. For the performance evaluation, we recommend to use both the biometric receiver operating characteristic (ROC) curve and LFW-like protocol. Specifically, ROC curve, which aims to report a comprehensive performance, evaluates algorithms on all pairs of identities (about 14K positive versus 50M negative pairs for IDS-4). In contrast, LFW-like protocol facilitates easy and fast comparison between algorithms with selected 6K (or 3K) pairs of images for IDS-4 (or IDS-8). Further, inspired by the ugly subset of GBU database [62], we have selected the “difficult” pairs (in term of cosine similarity) to avoid the saturated performance to be easily reported.

Some image examples of our IDS are shown in Fig. 4. In IDS, the images of each skin bin are randomly collected without any preference, there is no significant difference between different bins besides skin color, and thus they are suitable to fairly measure the bias with respect to skin tone. We have validated that, across varying bins, their distributions of pose, age, and gender are similar. As evidence, the detailed distributions measured by Face++ API are shown in Fig. 3.

4 Meta Balanced Network
In our meta balanced network, we introduce the idea of adaptive margin into fairness problem. The optimal margins are automatically learned by meta learning to trade-off the specific requirements of people with different skin tones. Compared with traditional sample re-weighting method, our MBN can balance the feature scatter of different skin tone groups in feature space instead of just imposing different weights on loss. In face recognition which is a fine-grained and open-set classification problem, MBN can obtain better generalization ability and more balanced performance across various skin tone subjects.

4.1 Adaptive Margin Loss
Although large margin losses, e.g., Cosface [27] and Arcface [18], successfully improve feature discrimination, and get better performance on FR benchmarks, they still fail to obtain
balanced representations on different skin tone bins, as shown in Table 1. The decision boundary in these losses is assigned the same margin without considering the requirements of people leading to biased performance. In order to address this bias problem and prevent unintended discrimination in existing face recognition algorithms, we suggest that algorithms must trade-off the specific requirements of margins of various groups of people to control their fairness extents under different skin-tone distributions. Therefore, we introduce the idea of adaptive margin into fairness problem with respect to skin tone, and the details are as follows. Note that we take 4 skin bins as examples to describe our method and 8 skin bins can be processed by the similar way.

Since lighter-skinned (Tone-I) subjects are overwhelmingly dominant in numbers and perform best in existing FR datasets, we make lighter-skinned group as the benchmark (anchor) in our paper by remaining the margins of Tone-I subjects unchanged. Optimal margins are learned adaptively for other darker-skinned groups (II-IV) in order to minimize the skewness between lighter- and darker-skinned subjects. In our MBN, we replace the fixed margin in Arcface [18] by a skin tone related and training step related parameter \( m_i(t) \), where \( m_i \in \{ m_{II}, m_{III}, m_{IV} \} \) is the margin corresponding to darker-skinned group \( \frac{g}{t} \) and \( t \) represents the stage of the training. The proposed adaptive margin loss function can be formulated as follows:

\[
L_j^{T(\text{arc})} = -\log \frac{e^{s \cos(\theta_j + \lambda_g(t))}}{e^{s \cos(\theta_j + \lambda_g(t))} + \sum_{i=1, i \neq g}^c e^{s \cos \theta_{ij}}}
\]

where, \( \lambda_g(t) = \begin{cases} m, & \text{if } g_j = \text{Tone } I \\ m_g(t), & \text{otherwise} \end{cases} \)

where \( g_j \) is the skin-tone label of \( j \)th sample, \( \theta_j \) is the angle between the weight \( W_i \) and the feature \( z_j \), \( z_j \in \mathbb{R}^d \) denotes the deep feature of the \( j \)th sample, belonging to the \( c \)th class, and \( W_i \in \mathbb{R}^d \) denotes the \( i \)th column of the weight \( W \in \mathbb{R}^{d \times n} \). \( c \) is the number of classes and \( s \) is the scale factor. The similar modification can be made for Cosface [27] as follows:

\[
L_j^{T(\cos)} = -\log \frac{e^{s \cos(\theta_j + \lambda_g(t))}}{e^{s \cos(\theta_j + \lambda_g(t))} + \sum_{i=1, i \neq g}^c e^{s \cos \theta_{ij}}}
\]

where, \( \lambda_g(t) = \begin{cases} m, & \text{if } g_j = \text{Tone } I \\ m_g(t), & \text{otherwise} \end{cases} \).

So the key problem is to set optimal margin \( m_g(t) \) for each darker-skinned bin \( g \) to minimize the skewness between lighter-skinned and darker-skinned subjects. However, bias is a complex problem caused by many latent factors, including but not limited to the quantity. Instead of manually presetting or tuning them by cross-validation, we provide the following algorithm to adaptively learn these margins, by borrowing the idea of recent meta-learning techniques [49], [55], [56].

4.2 Meta Margin Learning

Our meta margin learning consists of two parts: 1) margin optimization which is responsible for setting training loss (adaptive margin loss) for model optimization by outputting appropriate margin \( m_g \); 2) model optimization which optimizes the network by training loss. We aim to learn the optimal training loss such that the network guided by this can perform fairly across different skin tone subjects. To accomplish this, first, we design a skewness loss to evaluate the fairness of learned model by which the margin parameters can be optimized. However, when the training set is biased, the skewness loss imposed on training data would have the wrong perception of bias. According to [55], without a proper definition of an unbiased set, solving the training set bias problem is inherently ill-defined. Therefore, we propose to utilize a clean and balanced meta set to evaluate bias of the learned model and use a large but biased training set to optimize network. Third, to connect disjoint process between training and meta-evaluating, we utilize backward-on-backward automatic differentiation in meta-optimization such that we can transmit meta gradient from meta skewness loss to training loss to update the margins. Benefiting from this bilevel-optimization, we realize a mutual amelioration between model and margin optimization. Then, we introduce the details of our meta learning algorithm.

Model Optimization. Let \( X \in \mathbb{R}^d \) be the image space, \( Y = \{1, 2, \ldots, c\} \) be the identity label space, and \( G = \{1, 2, \ldots, k\} \) be the skin-tone label space. \( D_{\text{train}} = \{x_i, y_i, g_i\}_{i=1}^{N} \) denotes a large biased training set, where \( N \) is the number of training samples. \( D_{\text{train}} \) is divided into 4 bins based on a mapping to skin tone, i.e., \( D_{\text{train}}^g = \{x_i, y_i\}_{i=1}^{N_g} \), where \( g \in \{I, II, III, IV\} \). Let \( f(x; w) \) be our neural network model, and \( w \) be the model parameters. The training of model \( f(x; w) \) is an optimization process that discovers a good model parameter \( w^* \) by minimizing our adaptive margin loss on the training data.
Our adaptive margin loss can be formulated as \( \frac{1}{N} \sum_{j=1}^{N} L_{j}^{(\text{arc})}(w; m_{g}) \) or \( \frac{1}{N} \sum_{j=1}^{N} L_{j}^{(\text{cos})}(w; m_{g}) \). For notation convenience, we denote that \( L_{j}^{(\text{arc})}(w; m_{g}) = L_{j}^{(\text{arc})}(f(x_{j}; w); y_{j}; m_{g}) \). So the model optimization can be formulated as follows:

\[
w^{*}(m_{g}) = \arg \min_{w} \frac{1}{N} \sum_{j=1}^{N} L_{j}^{(\text{arc})}(w; m_{g}),
\]

where \( m_{g} = \{m_{II}, m_{III}, m_{IV}\} \) denotes the margins of darker-skinned groups and \( y_{j} \) is the skin tone label of \( j \)th sample. Note that \( m_{g} \) can be understood as training hyper-parameters and learned automatically during training.

**Margin Optimization.** To cater for different requirements of different people and different status of model training, we should learn different margins for different skin tone bins at each training step \( t \) to balance the performance. Assume that we additionally have a small meta-data set \( D_{\text{meta}} = \{x_{i}^{T}, y_{i}^{T}, g_{i}^{T}\}_{i=1}^{M} \) with clean labels and balanced data distribution, where \( M \) is the number of meta-samples, and \( M \ll N \). \( D_{\text{meta}} \) is also divided into 4 bins, i.e., \( D_{\text{meta}}^{b} = \{x_{i}^{b}, y_{i}^{b}, g_{i}^{b}\}_{i=1}^{M/4} \), where \( b \in \{I, II, III, IV\} \). The optimal selection of \( m_{g} \) is based on the performance on meta set.

We aim to learn the optimal margins \( m_{g}^{*} \) based on this basic assumption: when testing the model performance on meta set, the model parameters \( w^{*}(m_{g}^{*}) \) trained by adaptive margin loss \( L^{(w; m_{g})} \) should reduce the bias (skewness) between lighter-skinned (I) and darker-skinned (II-IV) subjects in meta set. Thus, we can then formulate a meta skewness loss minimization problem with respect to \( m_{g} \) as

\[
m_{g}^{*} = \arg \min_{m_{g}} L^{(w^{*}(m_{g}))},
\]

where \( m_{g} = \{m_{II}, m_{III}, m_{IV}\} \), and \( L^{(w)} \) represents the meta skewness loss imposed on meta data and can reflect the skewness between lighter- and darker-skinned subjects in meta set. It consists of three parts: \( B^{II}, B^{III} \) and \( B^{IV} \).

\[
L^{(w)} = B^{II} + B^{III} + B^{IV}.
\]

\( B^{II} \) and \( B^{III} \) can be computed by the same way as \( B^{IV} \).

\[
B^{II} = \left| \frac{1}{M/4} \sum_{i=1}^{M/4} l_{II}^{b} - \frac{1}{M/4} \sum_{k=1}^{M/4} l_{II}^{k} \right|,
\]

where \( l_{II}^{b} \) can reflect intra-class compactness and inter-class discrepancy of meta samples with skin tone II, and we use it to measure the model generalization on Tone-II subjects. \( l_{II}^{k} \) can be computed by the same way as \( l_{II}^{b} \) to measure the model generalization on subjects with skin tone I.

\[
l_{II}^{b} = \exp \left( \left\| f(x_{i}^{II}) - f(x_{i}^{II}) \right\|_{2} - \gamma \left\| f(x_{i}^{II}) - f(x_{i}^{II}) \right\|_{2} \right),
\]

where \( f(x_{i}^{II}) \) represents the embedding of meta sample with skin tone II. For notation convenience, we denote that \( f(x_{i}^{II}) = f(x_{i}^{II}; w) \). The subscripts \( i,p \) and \( i,n \) denote meta sample \( x_{i}^{II} \)'s hardest positive and negative samples, \( \left\| f(x_{i}^{II}) - f(x_{i}^{II}) \right\|_{2} \) is the L2-norm distance between sample \( x_{i}^{II} \) and its positive sample \( x_{i,p}^{II} \) to measure their similarity. \( \gamma \) is the parameter for the trade-off between positive-pair distance and negative-pair distance. Therefore, \( B^{II} \) represents the skewness of model performance between Tone-I and Tone-II subjects. Through minimizing \( L^{(w)} \), we can learn the optimal margin \( m_{g}^{*} \) in large margin loss \( L^{(w; m_{g}^{*})} \) which makes the learned model mitigate bias between lighter-skinned (I) and darker-skinned (II-IV) groups on meta data.

### 4.3 Iterative Meta-Learning Training Strategy

Calculating the optimal \( w^{*} \) and \( m_{g}^{*} \) requires two nested loops of optimization, which is expensive to obtain the exact solution [63]. Here we adopt an online approximation strategy [49], [55] to jointly update both \( w^{*} \) and \( m_{g}^{*} \) in an iterative manner to guarantee the efficiency of the algorithm.

For most training of deep networks, SGD or its variants are used to optimize such loss functions. At each step \( t \) of training, a mini-batch of training samples \( \{(x_{j}, y_{j})\}, 1 \leq j \leq n \) is sampled, where \( n \) is the mini-batch size and \( n \ll N \). Then, the optimization of the model parameters can be formulated by moving the current \( w^{t} \) along the descent direction of training loss on a mini-batch training data

\[
\tilde{w}^{t+1}(m_{g}^{t}) = w^{t} - \alpha \frac{1}{n} \sum_{j=1}^{n} \nabla_{w} L_{j}^{(w; m_{g}^{t})} \bigg|_{w=w^{t}},
\]

where \( \alpha \) is the descent step size on \( w \).

Then, a mini-batch of meta samples \( \{(x_{i}^{b}, y_{i}^{b})\}, 1 \leq i \leq n \) is sampled with \( n/4 \) samples per skin tone bin. We extract the features of these meta samples by the updated model parameters \( \tilde{w}^{t+1}(m_{g}^{t}) \), and calculate meta skewness loss \( L^{(w)} \). The margin \( m_{g} \) can then be readily updated guided by Eq. (4), i.e., moving the current parameter \( m_{g}^{t} \) along the objective gradient of \( L^{(w)} \) calculated on the meta-data

\[
m_{g}^{t+1} = m_{g}^{t} - \beta \nabla_{m_{g}^{t}} L^{(\tilde{w}^{t+1}(m_{g}))} \bigg|_{m_{g}=m_{g}^{t}},
\]

where \( \beta \) is the descent step size on margin \( m_{g} \). Note that we need to use meta loss to optimize the margins of training loss by computing the gradient of \( L^{(w)} \) with respect to margin \( m_{g} \). However, the skewness (bias) evaluated by meta skewness loss \( L^{(w)} \) is incurred on meta data, while the margin \( m_{g} \) only plays effect in adaptive margin loss \( L^{(w)} \) in training phase. We connect the disjoint process between training and meta-evaluating via the updated model parameter \( \tilde{w}^{t+1}(m_{g}^{t}) \). Notice that \( \tilde{w}^{t+1}(m_{g}^{t}) \) is a variable instead of a quantity, which makes \( \tilde{w}^{t+1}(m_{g}^{t}) \) a function of \( m_{g}^{t} \) and the gradient in Eq. (9) can be achieved. Thus, the meta-optimization (Eq. (9)) can be performed over the margin parameter \( m_{g} \) as follows:

\[
m_{g}^{t+1} = m_{g}^{t} - \beta \nabla_{m_{g}^{t}} L^{(\tilde{w}^{t+1}(m_{g}))} \bigg|_{m_{g}=m_{g}^{t}}
\]

\[
= m_{g}^{t} - \frac{\partial L^{(\tilde{w}^{t+1}(m_{g}))}}{\partial m_{g}^{t}} \bigg|_{m_{g}=m_{g}^{t}}
\]

\[
= m_{g}^{t} - \frac{\partial L^{(w)}}{\partial \tilde{w}} \bigg|_{w=\tilde{w}^{t+1}} \frac{\partial \tilde{w}^{t+1}(m_{g})}{\partial m_{g}} \bigg|_{m_{g}=m_{g}^{t}}
\]

\[
= m_{g}^{t} + \beta \sum_{j=1}^{n} \frac{1}{n} \sum_{j=1}^{n} \nabla_{m_{g}^{t}} L_{j}^{(w; m_{g}^{t})} \bigg|_{w=\tilde{w}^{t+1}} \frac{\partial L_{j}^{(w; m_{g}^{t})}}{\partial m_{g}} \bigg|_{m_{g}=m_{g}^{t}}.
\]

(10)
Therefore, the meta-gradient update involves a gradient through a gradient, i.e.,
\[
\frac{\partial^2 L_T}{\partial w \partial m_g} |_{w_t, m_{tg}}
\]
which can transmit meta-gradient from meta loss to training loss to update the margins. When implementing, we can leverage automatic differentiation techniques to compute it. We can first unroll the gradient graph of the training batch, and then use backward-on-backward automatic differentiation to take a second order gradient pass.

Then, the adaptive margin loss with updated margin \(m_{tg}^{t+1}\) is employed to ameliorate the model parameters \(w\) such that it performs fairly across people with different skin tones.

The meta-learning algorithm can then be summarized in Algorithm 1 and Fig. 6, and Fig. 5 illustrates its main implementation process. In our algorithm, both the model and margin gradually ameliorate their parameters during the learning process based on their values calculated in the last step. Finally, the optimal model parameters are learned which perform well and fairly across different skin tone bins.

5 Experiments

5.1 Experimental Study on Bias

Experimental Settings. We use the similar ResNet-34 architecture described in [18]. It is trained with the guidance of Arcface loss [18] on the CASIA-Webface [25], and is called Arcface(CASIA) model. CASIA-Webface consists of 0.5M images of 10K celebrities in which 85% of the photos are lighter-skinned subjects. For preprocessing, we use five facial landmarks for similarity transformation, then crop and resize the faces to 112\(\times\)112. Each pixel (0, 255) in RGB images is normalized by subtracting 127.5 and then being divided by 128. We set the batch size, momentum, and weight decay as 200, 0.9 and \(5\times 10^{-4}\), respectively. LFW, CFP-FP and AgeDB-30 are utilized as validations to determine when to decrease the learning rate or stop training. The learning rate is started from 0.1 and decreased twice with a factor of 10 when errors plateau on LFW, CFP-FP and AgeDB-30.

Existence of Bias. We examine some SOTA algorithms, i.e., Center-loss [16], Sphereface [17], VGGFace2 [19] and ArcFace [18], as well as four commercial recognition APIs, i.e., Face++, Baidu, Amazon, Microsoft on our IDS-4 and IDS-8, respectively. The results on IDS-4 are presented in Table 2, Figs. 7 and 10. All SOTA algorithms perform best on Tone-I bin and worst on subjects with skin tone II and IV, which proves the existence of bias with respect to skin tone. The results on IDS-8 are presented in Table 1 and Fig. 8. The similar bias can be observed on IDS-8. For example, Arcface has an accuracy of 92.33% for people with Tone-I but drops to 83.23% for subjects with Tone-VIII.

Existence of Domain Gap. We extract the features of 1.2K images by our Arcface(CASIA) model and visualize them using t-SNE embeddings [64] in Fig. 9. In Fig. 9a, although Arcface(CASIA) model is a face recognition model, not skin detection, the skin tone information is highly embedded in the feature space of IDS-4, resulting in four clusters highly
TABLE 2
Bias With Respect to Skin Tone in Commercial APIs and SOTA FR Algorithms

| Model                | LFW [9]   |   |   |   |
|----------------------|-----------|---|---|---|
|                      | I         | II| III| IV|
| Microsoft [12]       | 98.22     | 87.60| 79.67| 82.83| 75.83|
| Face++ [13]          | 97.03     | 93.90| 92.47| 88.55| 87.50|
| Baidu [14]           | 98.67     | 89.13| 90.27| 86.53| 77.97|
| Amazon [15]          | 98.50     | 90.45| 84.87| 87.20| 86.27|
| mean                 | 98.11     | 90.27| 86.82| 86.28| 81.89|
| Center-loss [16]     | 98.75     | 87.18| 79.32| 81.92| 78.00|
| Sphereface [17]      | 99.27     | 90.80| 82.95| 87.02| 82.28|
| Arcface\(^1\) [18]   | 99.40     | 92.15| 83.98| 88.00| 84.93|
| VGGFace2\(^2\) [19]  | 99.30     | 89.90| 84.93| 86.13| 83.38|
| mean                 | 99.18     | 90.01| 82.80| 85.77| 82.15|

\(^1\)Arcface is a ResNet-34 model trained with CASIA-Webface.
\(^2\)VGGFace2 here is a SeNet model trained with VGGFace2.

Accuracies (%) on our IDS-4 are given.

Correlated with skin tone. On IDS-8, because more fine-grained division according to skin tone increases the similarity of faces of different bins, there is not a clear boundary between these eight skin tone bins. However, they are also separated from each other as shown in Fig. 9b. From these figures, we make the conclusions: the distribution discrepancies across skin tone bins are large, which conforms that there is domain gap between people with different skin tones.

**Cause of Bias.** We further select a subset from BUPT-Balancedface, called Balancedface\(^{\ast}\). It contains 590K images from 14K celebrities which has the similar scale with CASIA-Webface database but is approximately balanced with respect to skin tone. Using Balancedface\(^{\ast}\) as training data, we train an Arcface(Balanced) model in the same way as Arcface(CASIA) model and compare their performances on IDS-4 and IDS-8, as shown in Table 3. Compared with Arcface(CASIA) model, Arcface(Balanced) model trained equally on all skin tones performs much better on darker-skinned subjects which proves that bias in databases will reflect in FR algorithm. However, even with balanced training, we see that darker-skinned subjects still perform poorly than subjects with skin tone I. The reason may be that faces of dark skin are inherently difficult to recognize.

**Algorithm 1. Meta Balanced Network**

**Input:**
Training data \(D_{train}\), meta data \(D_{meta}\), batch size \(n\) and max iterations \(T\).

**Output:**
Model parameter \(w\) and margin parameter \(m_0\).
1: Initialize model parameter \(w^0\) and margin parameter \(m_0^0\).
2: for \(t = 0\) to \(T - 1\) do
3: \(\{X, Y\} \leftarrow \text{SampleMiniBatch}(D_{train}, n)\)
4: \(\{X^c, Y^c\} \leftarrow \text{SampleMiniBatch}(D_{meta}, n)\)
5: \(f(X, w^t) \leftarrow \text{Forward}(X, w^t)\)
6: \(L^T = \frac{1}{m} \sum_{j=1}^{m} L^f(f(x_j; w^t); y_j; m_j^t)\) by Eqs. (1) or (2).
7: \(\nabla w^t \leftarrow \text{BackwardAD}(L^T, w^t)\).
8: \(\tilde{w}^{t+1} \leftarrow w^t - \alpha \nabla w^t\) by Eq. (8).
9: \(f(X^c, \tilde{w}^{t+1}) \leftarrow \text{Forward}(X^c, \tilde{w}^{t+1})\).
10: \(L^M = \frac{1}{m} \sum_{j=1}^{m} L^g(f(X^c; \tilde{w}^{t+1}); Y^c)\) by Eqs. (5), (6) and (7).
11: \(\nabla m_j^t \leftarrow \text{BackwardAD}(L^M, m_j^t)\).
12: \(m_j^{t+1} \leftarrow m_j^t - \beta \nabla m_j^t\) by Eq. (10).
13: \(\tilde{L}^T = \frac{1}{m} \sum_{j=1}^{m} L^f(f(x_j; w^t); y_j; m_j^{t+1})\) by Eqs. (1) or (2).
14: \(\nabla w^t \leftarrow \text{BackwardAD}(\tilde{L}^T, w^t)\).
15: \(w^{t+1} \leftarrow w^t - \alpha \nabla w^t\) by Eq. (11).
16: end for

**Decision Thresholds of Different Skin Tone Groups.** FR algorithms use a threshold similarity score to determine whether two images are of the same subject. Different thresholds yield a different number of true/false positives and true/false negatives, and consequently different accuracy for a

![Fig. 7. The ROC curves of (a) Baidu, (b) Face++, (c) Amazon and (d) Microsoft evaluated on 6K pairs of IDS-4. Due to limited number of negative pairs, the performances cannot be reliably estimated at lower FPR values.](image)

![Fig. 8. The ROC curves of (a) Baidu, (b) Face++, (c) Amazon and (d) Microsoft evaluated on 3K pairs of IDS-8. Due to limited number of negative pairs, the performances cannot be reliably estimated at lower FPR values.](image)
Other Variations. First, we look at the influences of the choice of threshold cutoff on performances of different skin tone bins. In Fig. 11, we plot the false positive rate (FPR) as a function of threshold when evaluating commercial APIs on IDS-4. For ROC curves of SOTA algorithms, thresholds are also showed at each axis point in Fig. 10. In all cases, the thresholds that produce the same FPRs are shifted for different bins showing that threshold is skin-tone-specific, i.e., different for different skin tone groups. Therefore, to operate at a particular FPR, threshold should be carefully selected taking skin tone into consideration.

Correlation of Bias With Other Variations. First, we degrade images of IDS-4 by occlusion, low illumination and Gaussian noise, and observe the influence of these variations on accuracy gap between Tone-I and Tone-IV subjects. We train ResNet-34 with guidance of Arcface loss [18] using Globalface-4 dataset, and show the results using red lines in Fig. 12. We can see that subjects with skin tone I and IV are both found to be sensitive to illumination, occlusion and Gaussian noise. Increasing variation level decreases the accuracy and fairness dramatically. Second, the correlations of bias with pose, age and gender are also studied by cohort analysis within each skin tone bin. For pose, we partition images of each skin tone bin into cohorts of (1) small-pose (0°-20°), (2) middle-pose (20°-45°) and (3) large-pose (45°-90°). For age, we partition the images into three cohorts: (1) young (0 to 25 years old), (2) middle-age (25 to 50 years old), and (3) old (50 to 100 years old). For gender, we partition the images into cohorts of (1) male and (2) female. We evaluate the trained Arcface model on different pose and age cohorts of Tone-I and Tone-IV bins. Because females with skin tone IV are too few to be evaluated, we evaluate the model on gender cohorts of our Tone-I and Tone-II bins instead. As we can see from red lines in Figs. 12g, 12h, 12i, 12j, 12k, and 12l, for Arcface model, fairness with respect to skin tone decreases on large pose, young and female cohorts. Therefore, we conclude that faces with darker skin are more susceptible to different variations than the lighter-skinned ones, which results in a higher bias across groups when more difficult faces with large variations are recognized.

### 5.2 Meta Margin Learning Experiment
In this section, we verify the effectiveness of our MBN.

Datasets. We use our Globalface and Balancedface datasets to train our models, and use IDS to fairly measure performances of different skin tone groups. Moreover, in order to adopt meta learning to learn adaptive margins, we additionally collect a meta set with clean labels and balanced distribution. It contains 500 identities per skin tone bin and has been carefully and manually cleaned. We further remove its overlapping subjects with our training and testing datasets.

Experimental Settings. For preprocessing, we share the uniform alignment methods and backbone as Arcface(CASIA) model as mentioned above. The batch size is set to be 240. LFW, CFP-FP and AgeDB-30 are utilized as validations to determine when to decrease the learning rate or stop training. For model optimization, the learning rate \( \alpha \) starts from 0.1 and is divided by 10 at 80K, 120K, 155K iterations on Globalface. The training process is finished at 180K iterations when errors reach a plateau on LFW, CFP-FP and AgeDB-30. On Balancedface, we divide the learning rate at 70K, 100K, 120K iterations and finish at 145K iterations.

We train the models with SGD and set momentum as 0.9 and weight decay as \( 5 \times 10^{-4} \). For meta-optimization, we use SGD to optimize the margin parameters with the momentum of 0.9. The learning rate \( \beta \) begins with \( 1 \times 10^{-3} \) and is decreased twice with a factor of 10. The hyper-parameter \( \gamma \) in meta skewness loss \( L^{M} \) is 0.5. When computing \( L^{M} \), the triplets (anchor, positive and negative samples) are selected online during the training process for efficiency. Among all the

| Training Databases | LFW | CFP-FP | AgeDB-30 | IDS-4 | IDS-8 |
|--------------------|-----|--------|----------|-------|-------|
| CASIA-WebFace [25] | 99.40 | 93.91 | 93.35 | 92.15 | 92.33 |
| Balancedface* (ours) | 99.55 | 92.74 | 95.15 | 93.92 | 93.95 |

**TABLE 3**
Verification Accuracy (%) of ResNet-34 Models Trained With CASIA-Webface [25] and Our Balancedface*

[Image 38x630 to 266x726]
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triplets in the generated batches, the online selection chooses those for which:

$$k \frac{f(x_i)}{C_0 f(x_i;n)} k^2/C_0 k \frac{f(x_i)}{C_0 f(x_i;p)} k^2/C_20.$$

When training models on datasets with 4 skin bins, we utilize Tone-I subjects as anchors, and keep their margins unchanged. Optimal margins are learned for other skin tone groups to mitigate their performance biases compared with anchors. According to the loss function and margin of anchors, three variations of our MBN are defined. In MBN (soft), Norm-Softmax [65] is adopted by Tone-I subjects; while MBN(arc) utilizes Arcface loss [18] to optimize anchors and their margins are set to be 0.3. In these two above cases, other skin tone groups are optimized by Arcface loss and their margins are initialized by 0.3. In MBN (cos), Cosface loss is used. Margins are set to be 0.15 for people with skin tone I and are initialized by 0.15 for other groups. When training models on datasets with 8 skin bins, we utilize faces with skin tone I and II as anchors and similar experimental settings are taken.

For evaluating, we test deep models on our IDS dataset and report their accuracies. Following the metric proposed in [28], we utilize average accuracy of different skin tone bins to evaluate total recognition performance, and use the standard deviation (STD) and the skewed error ratio (SER) to evaluate the fairness performance. STD reflects the amount of dispersion of accuracies of different bins. SER is calculated as the highest error rate divided by the lowest one across skin tone bins, which is formulated as:

$$SER = \frac{\max_{g} Error_g}{\min_{g} Error_g}$$

where $g$ means skin tone bin.

**Results on Simulated Dataset.** We follow the same setting of [28] and evaluate the effectiveness of MBN on some simulated training sets with different skin tone distributions. The images of each training set are selected from BUPT-Globalface-4 and have the similar scale with CASIA-Webface [25]. The ratio of Tone-I subjects varies from $\frac{2}{5}$ to $\frac{7}{10}$. Norm-Softmax [65], which normalizes weights and features based on Softmax, is compared with our MBN.
The results of IDS-4 reported in Table 4 exhibit large gaps between the performances of different skin tone groups, suggesting that training on biased datasets results in algorithmic bias. Second, the skin tone distribution of the training set generally has a clear impact on the performances of different groups. With the change of distribution (from 4:2:2:2 to 7:1:1:1), we observe a decrease in fairness between different bins, indicative of more uneven distribution with greater bias. Third, our MBN(soft) significantly improves performance on darker-skinned (II-IV) subjects and obtains more balanced performance than Norm-Softmax on different skin tone groups. It verifies the effectiveness of the idea of adaptive margin and the superiority of MBN(soft) under different skin tone distributions.

Results on BUPT-Globalface Dataset. We utilize our BUPT-Globalface dataset to validate the effectiveness of our method on large-scale training data. We compare our MBN with Softmax, Cosface [27] and Arcface [18]. Cosface [27] and Arcface [18] assign the same margin for all images and report SOTA performance on the LFW [9] and MegaFace [61]. The scaling parameter is set as 60 for Cosface [27] and Arcface [18]; the margin parameters are set as 0.2 and 0.3, respectively. We train the models on Globalface-4 and show the results tested on IDS-4 in Table 5 and Fig. 13. First, with the help of more separate inter-class data, Cosface [27] and Arcface [18] outperform Softmax by improving the fairness metrics. However, bias cannot be eliminated completely by a uniform margin for different skin tone groups. The performance of darker-skinned subjects is still inferior to that of people with skin tone I. Second, MBN(soft), MBN(cos) and MBN(arc) obtain fairer performances than Softmax, Cosface and Arcface. For example, MBN(arc) is superior to Arcface by reducing the SER from 2.33 to 1.59. It shows the effectiveness of our algorithm on learning balanced features from a biased dataset. Moreover, we additionally train the models

| Train ratio | Method | I | II | III | IV | Avg | STD | SER |
|-------------|--------|---|----|-----|----|-----|-----|-----|
| 4:2:2:2     | N-Softmax [65] | 89.67 | 84.68 | 87.97 | 84.17 | 86.62 | 2.64 | 1.53 |
|             | MBN(soft)    | 91.05 | 88.10 | 90.17 | 88.80 | 89.53 | 1.33 | 1.32 |
| 5:3:3:3     | N-Softmax [65] | 89.88 | 85.13 | 88.52 | 83.42 | 86.74 | 2.98 | 1.64 |
|             | MBN(soft)    | 91.28 | 87.73 | 90.68 | 88.15 | 89.46 | 1.78 | 1.41 |
| 6:4:4:4     | N-Softmax [65] | 90.43 | 84.75 | 88.32 | 83.32 | 86.70 | 3.26 | 1.74 |
|             | MBN(soft)    | 91.28 | 87.57 | 90.35 | 87.22 | 89.10 | 2.02 | 1.47 |
| 7:1:1:1     | N-Softmax [65] | 90.67 | 84.37 | 87.77 | 82.97 | 86.44 | 3.46 | 1.83 |
|             | MBN(soft)    | 90.85 | 86.82 | 89.20 | 86.08 | 88.24 | 2.19 | 1.52 |

Fairness is measured by the standard deviation (STD) (lower is better) and the skewed error ratio (SER) (1 is the best).

| Methods       | IDS-4 | Avg | Fairness |
|---------------|-------|-----|----------|
|               | I     | II  | III      | IV      |       | STD | SER |
| Fisher vector | 70.23 | 66.88 | 69.55   | 63.22  | 67.47 | 3.18 | 1.24 |
| Triplet       | 95.80 | 91.03 | 92.77   | 90.47  | 92.52 | 2.40 | 2.27 |
| Softmax       | 95.62 | 90.85 | 91.97   | 89.98  | 92.10 | 2.48 | 2.29 |
| M-RBN(soft)   | 93.50 | 90.06 | 94.50   | 93.43  | 92.87 | 1.94 | 1.81 |
| RL-RBN(soft)  | 94.53 | 94.20 | 95.03   | 94.05  | 94.45 | 0.44 | 1.20 |
| MBN(soft)     | 94.62 | 94.18 | 94.72   | 93.87  | 94.35 | 0.39 | 1.16 |
| Cosface       | 96.63 | 93.50 | 94.68   | 92.17  | 94.25 | 1.90 | 2.33 |
| M-RBN(cos)    | 96.15 | 93.43 | 95.73   | 94.76  | 95.02 | 1.21 | 1.70 |
| RL-RBN(cos)   | 96.03 | 94.58 | 95.15   | 94.27  | 95.01 | 0.77 | 1.45 |
| MBN(cos)      | 96.07 | 94.87 | 95.52   | 94.43  | 95.22 | 0.72 | 1.42 |
| Arcface       | 97.37 | 94.55 | 95.68   | 93.87  | 95.37 | 1.53 | 2.33 |
| M-RBN(arc)    | 97.03 | 94.40 | 95.58   | 95.18  | 95.55 | 1.10 | 1.89 |
| RL-RBN(arc)   | 97.08 | 95.57 | 95.63   | 94.87  | 95.79 | 0.93 | 1.76 |
| MBN(arc)      | 96.87 | 95.63 | 96.20   | 95.00  | 95.93 | 0.80 | 1.59 |

The cosine similarity thresholds of different bins are showed at each axis point (FAR=10−e/C0.5; 10−e/C0.6; 10−e/C0.7; 10−e/C0.8; 10−e/C0.9; 10−e/C1.0).

Fig. 13. The ROC curves of (a) Softmax, (b) MBN(soft) (c) Cosface [27], (d) MBN(cos), (e) Arcface [18] and (f) MBN(arc) evaluated on all pairs of IDS-4. The cosine similarity thresholds of different bins are showed at each axis point (FAR=\{10−e–6, 10−e–5, 10−e–4, 10−e–3, 10−e–2, 10−e–1\}).
on Globalface-8 and show the results tested on IDS-8 in Table 6. The same conclusion can be observed when the images are divided into 8 skin bins. Cosface and Arcface still show biased performance on faces with different skin tones, and our method performs more fairly benefitting from adaptive margin. For example, MBN(cos) is superior to Cosface by reducing the SER from 2.28 to 1.55 on IDS-8.

Results on BUPT-Balancedface Dataset. We also compare our MBN with Softmax, Cosface [27] and Arcface [18] on BUPT-Balancedface. We train the models on Balancedface-4 and Balancedface-8, and then evaluate them on IDS-4 and IDS-8 respectively, as shown in Tables 7 and 8. First, with balanced training, Softmax, Cosface and Arcface indeed obtain more balanced performances compared with trained on biased data. So training models on datasets well distributed across all skin tone groups can help to reduce face matcher vulnerabilities on specific cohorts to some extent. For instance, Arcface trained on Balancedface-8 decreases STD from 1.52 to 1.16 compared with trained on Globalface-8. Second, the results obtained by our MBN outperform all compared approaches by improving the fairness metrics in performances across skin tone bins. For example, compared with Arcface [18], MBN(arc) reduces the SER from 1.65 to 1.37 and reduces the standard deviation by 47% on IDS-4. Combining our debiasing algorithm and balanced data, we can obtain the fairest performance.

Adaptive Margin Mechanism Visualization. To better understand our MBN, we plot the learned margins, skewness and accuracies of different skin tone bins during the learning process in Figs. 14 and 15. First, we can see from Figs. 14a, 14b and 15a, 15b that our method automatically learns larger margins for darker-skinned subjects compared with people with skin tone I. This is consistent with our theoretical analysis that we prefer stricter constraints for dark faces since they are difficult to recognize. Second, the skewness between lighter- and darker-skinned people calculated on meta data by $B_p = \frac{1}{n_{f}} \sum_{i=1}^{n_{f}} \frac{g}{g_{i}} - \frac{1}{n_{f}} \sum_{k=1}^{n_{f}} l_{k}$ is shown in Figs. 14c, 14d and 15c, 15d, where $g \in \{II, III, IV\}$ and $l_p$ and $l_s$ can be computed by Eq. (7). On meta data, the skewness is always larger than zero which shows that darker-skinned subjects cannot obtain as good intra-class compactness and inter-class discrepancy as Tone-I people do. However, we can see from the results on 4 skin bins shown in Figs. 14c and 14d, the skewness of Tone-II group is relatively high on meta data even if people with skin tone IV seem more difficult to recognize in test set. Our hypothesis to explain this phenomenon is that there is a little domain shift between meta and test data which is hard to remove entirely. Despite this little shift, our MBN can still learn optimal margin for each bin, leading to more balanced performance on IDS as shown in Figs. 14e and 14f.

Feature Visualization. Similar to Fig. 9a, we extract the features by our MBN(arc) and visualize them in Fig. 16a. We can find that there are still domain gaps between different skin tone bins. It is reasonable because our MBN learns fairer representations through balancing the feature scatter across groups instead of domain adaptation or feature disentanglement. The skin tone information is still embedded in the feature space resulting in four separated clusters. Moreover, we also show the feature scatter of Arcface and MBN(arc) in Fig. 16b. The feature scatter is computed by intra-class scatter divided by inter-class scatter, where intra-class scatter refers to the mean of cosine similarities between features and their corresponding feature centres and inter-class scatter refers to the mean of cosine similarities between embedding feature centres. According to the definition, larger feature scatter means better performance. From figure, we can see that feature scatter of Arcface is biased drastically towards subjects with skin tone I while our MBN improves the feature scatter of darker-skinned subjects leading to balanced performance.

Tolerance to Different Variations. As we proved in Section 5.1, large variations will result in a higher bias across different skin tone groups. Therefore, we measure the influence of illumination, occlusion, Gaussian noise, pose, age and gender on our debiasing method to validate its robustness. As shown in Fig. 12, compared with Arcface model, our MBN can consistently improve the performances of

### Table 6

| Methods            | The skin tone of IDS-8       | Avg   | Fairness |
|--------------------|-----------------------------|-------|----------|
|                    | I   | II  | III | IV  | V   | VI  | VII | VIII | STD | SER |
| Softmax            | 95.06 | 94.98 | 90.29 | 90.02 | 90.64 | 93.02 | 89.88 | 87.97 | 91.48 | 2.58 | 2.43 |
| MBN(soft)          | 94.05 | 94.18 | 93.47 | 93.75 | 93.37 | 94.94 | 92.96 | 92.34 | 93.63 | 0.80 | 1.51 |
| Cosface [27]       | 96.30 | 95.97 | 93.19 | 93.08 | 94.16 | 94.56 | 92.86 | 91.57 | 93.96 | 1.61 | 2.28 |
| MBN(cos)           | 95.87 | 95.84 | 94.64 | 94.82 | 94.70 | 96.20 | 94.58 | 94.12 | 95.09 | 0.76 | 1.55 |
| Arcface [18]       | 97.34 | 97.09 | 94.43 | 94.72 | 95.36 | 95.86 | 94.25 | 92.78 | 95.23 | 1.52 | 2.72 |
| MBN(arc)           | 97.11 | 96.83 | 94.94 | 95.45 | 95.54 | 96.73 | 94.81 | 94.83 | 95.78 | 0.96 | 1.79 |

### Table 7

| Methods              | IDS-4       | Avg   | Fairness |
|----------------------|-------------|-------|----------|
|                      | I   | II  | III | IV  | STD | SER |
| Fisher vector [66]   | 70.23 | 66.88 | 69.55 | 63.22 | 67.47 | 3.18 | 1.24 |
| Triplet [8]          | 94.58 | 91.48 | 93.17 | 91.60 | 92.71 | 1.47 | 1.57 |
| Softmax              | 94.18 | 91.23 | 92.82 | 91.42 | 92.37 | 1.42 | 1.51 |
| RL-RBN(soft) [28]    | 94.30 | 93.87 | 94.13 | 94.45 | 94.19 | 0.25 | 1.10 |
| MBN(soft)            | 95.45 | 93.82 | 93.80 | 93.83 | 93.75 | 0.20 | 1.07 |
| Cosface [27]         | 95.12 | 92.98 | 93.93 | 92.93 | 93.74 | 1.03 | 1.45 |
| RL-RBN(cos) [28]     | 95.47 | 94.52 | 95.15 | 95.27 | 95.10 | 0.41 | 1.21 |
| MBN(cos)             | 95.37 | 94.43 | 95.17 | 95.05 | 94.99 | 0.39 | 1.19 |
| Arcface [18]         | 96.18 | 93.72 | 94.67 | 93.98 | 94.64 | 1.11 | 1.65 |
| RL-RBN(arc) [28]     | 96.27 | 94.82 | 94.68 | 95.00 | 95.19 | 0.73 | 1.43 |
| MBN(arc)             | 96.25 | 94.85 | 95.32 | 95.38 | 95.45 | 0.58 | 1.37 |
darker-skinned subjects and present less bias with respect to skin tone under different conditions, even if the variations are extremely large. Moreover, our MBN shows more excellent debiasing ability under pose and age variations, especially on larger-pose and younger cohorts which are more difficult to recognize. Compared with Arcface model, MBN reduces the accuracy gap between Tone-I and Tone-IV subjects from 6.58% to 1.97% on large-pose group (45°-90°) and reduces the gap from 6.83% to 3.27% on cohorts with age between 0 to 25. Besides, the results in Figs. 12k and 12l show that our debiasing method also performs fairly on different gender cohorts. The skewness with respect to skin tone is reduced from 1.74% to 0.39% on males, and from 4.83% to 3.70% on females.

Parameter Sensitivity. The hyper-parameter \( \gamma \) in Eqn. (7) is a tradeoff parameter that balances positive-pair distance and negative-pair distance. It affects the measurement of fairness in meta skewness loss and so the debiasing performance. We studied this parameter by setting it to different values and checking the debiasing performance. A ResNet-34 is trained using Globalface-4 dataset and the results tested on IDS-4 are shown in Fig. 17. We observe that bias first decreases and then increases as \( \gamma \) varies from 0.125 to 2 and our MBN performs best when \( \gamma = 0.5 \). This suggests that positive-pair distance contributes more in measuring fairness in meta skewness loss. Actually, we find, through experiments, that intra-class compactness in Arcface model is indeed more biased across skin tone bins compared with inter-class discrepancy, so we should focus more on the positive-pair distance and less on the negative-pair distance in debiasing process.

Comparison With Other Adaptive Margin Methods. RL-RBN [28] and M-RBN [28] published in CVPR’20 are closely related methods with ours, which adopt a similar adaptive margin mechanism. M-RBN utilizes different fixed margins for different skin tone bins inversely proportional to their quantity; and RL-RBN formulates the process of finding the optimal margins for darker-skinned subjects as a Markov decision process and employs deep reinforcement learning to learn margin polices. We show the compared results in Tables 5 and 7. Although M-RBN [28] can improve the fairness of model compared with Cosface [27] and Arcface [18]

| Methods     | The skin tone of IDS-8 | Avg | Fairness |
|-------------|------------------------|-----|----------|
|             | I | II | III | IV | V | VI | VII | VIII | STD | SER |
| Softmax     | 94.28 | 93.09 | 90.70 | 90.75 | 91.49 | 93.31 | 91.27 | 91.57 | 92.06 | 1.33 | 1.63 |
| MBN(soft)   | 93.61 | 93.23 | 93.21 | 92.78 | 92.89 | 94.55 | 93.82 | 93.11 | 93.40 | 0.58 | 1.33 |
| Cosface [27] | 94.38 | 94.58 | 92.07 | 92.30 | 93.68 | 94.70 | 92.99 | 91.77 | 93.31 | 1.18 | 1.55 |
| MBN(cos)    | 94.92 | 95.37 | 94.28 | 94.53 | 94.06 | 95.09 | 94.84 | 93.58 | 94.58 | 0.59 | 1.39 |
| Arcface [18] | 96.03 | 95.90 | 93.57 | 93.36 | 93.48 | 95.23 | 94.28 | 93.28 | 94.39 | 1.16 | 1.69 |
| MBN(arc)    | 95.93 | 95.57 | 94.28 | 94.77 | 94.57 | 95.57 | 94.21 | 94.46 | 94.92 | 0.67 | 1.42 |

Fig. 14. The margins learned for people with skin tone II-IV in (a) MBN (arc) and (b) MBN(cos) trained on Globalface-4. The skewness between lighter-skinned (I) and darker-skinned (II-IV) subjects in (c) MBN(arc) and (d) MBN(cos). The accuracies of different bins in (e) MBN(arc) and (f) MBN(cos).

Fig. 15. The margins learned for people with skin tone III-VIII in (a) MBN (arc) and (b) MBN(cos) trained on Globalface-8. The skewness between lighter-skinned (I-II) and darker-skinned (III-VIII) subjects in (c) MBN (arc) and (d) MBN(cos).
benefitting from different margins, the performance of people with skin tone II is always a drag on fairness. This is because bias is a complex problem in which the quantity is not only fact affecting out-of-balance accuracy. Although the number of Tone-II people is much larger than that of people with skin tone III and IV in Globalface-4, Tone-II group still needs a larger margin. Moreover, our MBN obtains more uniform performance than M-RBN and RL-RBN which shows the superiority of our algorithm. RL-RBN utilizes deep Q-learning and makes the search space of margin to be discrete by assuming \( M = \{m_1, m_2, m_3, m_4\} \). For example, the optimal margin can only be searched from a sub-space \( M_s = \{0.3, 0.4, 0.5, 0.6\} \) in RL-RBN(arc). Our MBN uses gradient based optimization and can conduct a continuous search in the whole space, which enables more suitable margin parameters for darker-skinned people.

**Comparison With Other Debiasing Methods.** To address the class-imbalance and bias issue, sample re-weighting [55], [56] and adversarial attribute removal methods [40], [67] have been exploited and achieved improved performance in some tasks, e.g., object and gender classification. Here, we also compare our MBN with these methods in Table 9.

All comparison methods are trained with Arcface loss [18] on Globalface-4 dataset.

From the results, we can find that our MBN is superior to all compared methods. The reasons may be as follows. First, there is a tradeoff between model identification performance and model fairness in adversarial attribute removal method. Such identity feature contained little skin-tone information could undermine the recognition competence since skin tone information is a part of identity-related facial appearance. Therefore, in order to maintain satisfactory model identification performance, fairness cannot be improved significantly. Second, sample re-weighting method just makes the network pay more attention to darker-skinned people during training by imposing larger weights on their losses, but actually, this improvement of network generalization on darker-skinned people is very limited since face recognition is a fine-grained and open-set classification problem. However, our MBN can adjust the feature scatter in feature space by learning optimal margins for darker-skinned groups such that intra-class compactness and inter-class discrepancy of darker-skinned subjects can be improved significantly leading to balanced performance.

**Effectiveness on Age and Gender Bias.** For age bias, we can see from Fig. 12i that Arcface performs best on 25-50 years old cohort, followed by 50-100 age cohort, and worst on younger cohort, which proves that age bias also exists in face recognition algorithms. Compared with Arcface, our MBN can successfully reduce age bias. For example, on Tone-VI bin of IDS-4, Arcface model obtains the accuracies of 87.22%, 93.58% and 91.21% on young, middle-age and old cohorts, respectively, presenting a standard deviation of 3.21; while our MBN decreases the standard deviation from 3.21 to 0.94 and achieves the accuracies of 92.44%, 94.28% and 92.96% on different age cohorts. For gender bias, Arcface always performs worse on females, especially darker-skinned females, as shown in Fig. 12k, which proves the existence of gender bias. Compared with Arcface, our MBN has a little effect on mitigating gender bias. For example, on Tone-I bin, Arcface model obtains the accuracies of 95.82% on males and 95.16% on females, presenting an accuracy gap of 0.66; while our MBN achieves the accuracies of 95.82% and 95.24%, decreasing the accuracy gap from 0.66 to 0.58. However, the improvement of fairness with respect to gender is limited. It is reasonable because MBN is designed for bias with respect to skin tone by learning adaptive margins for different skin tone bins without considering gender.

### Table 9 Verification Accuracy (%) of Other Debiasing Methods Trained With Arcface Loss ([BUPT-Globalface-4, ResNet34, Arcface])

| Methods           | IDS-4   | Avg    | Fairness |
|-------------------|---------|--------|----------|
|                   | I       | II     | III      | IV       | Avg     | Fairness |
| Arcface [18]      | 97.37   | 94.55  | 95.68    | 93.87    | 95.37   | 1.53     | 2.33     |
| Re-weight [55]    | 96.35   | 94.25  | 95.32    | 93.48    | 94.85   | 1.25     | 1.79     |
| Adversarial [40]  | 96.63   | 94.17  | 95.27    | 93.70    | 94.94   | 1.30     | 1.87     |
| MBN (arc)         | 96.87   | 95.63  | 96.20    | 95.00    | 95.93   | 0.80     | 1.59     |

6 Conclusion

Considering that the problem of bias with respect to skin tone is yet to be comprehensively studied, we have done the first step for this bias of face recognition and create a benchmark for it. Our IDS database encourages FR algorithms to be fairly evaluated and compared on different skin tone groups. Through experiments on our IDS, we first prove that the deep models trained on the current benchmarks do not perform well on darker-skinned faces and that this bias comes from both data and algorithm aspects. Then, we provide two large-scale training datasets, i.e., BUPT-Globalface and BUPT-Balancedface, to remove bias from data aspect. Finally, a meta balanced network is proposed to alleviate bias and learn more balanced features from algorithm aspect. The comprehensive experiments prove the potential and effectiveness of our MBN on reducing bias with respect to skin tone. However, our MBN should be trained on skin tone aware training datasets and requires access to the sample-level protected attribute, i.e.,
skin tone label, during training. Hence, one future trend is to investigate more elegant debiasing algorithm such that a balanced model can be learned without the explicit usage of any demographic attributes.
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