Abstract: In this paper, a descent line search scheme is proposed to find a local minimum point of a non-convex optimization problem with simple constraints. The idea ensures that the scheme escapes the saddle points and finally settles for a local minimum point of the non-convex optimization problem. A positive definite scaling matrix for the proposed scheme is formed through symmetric indefinite matrix factorization of the Hessian matrix of the objective function at each iteration. A numerical illustration is provided, and the global convergence of the scheme is also justified.
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1. INTRODUCTION

The non-convex optimization problem is always an area of keen interest for mathematicians and engineers. Even finding a local minimum of a non-convex function is not an easy task. On the other hand, studying different properties of saddle points and escaping from the same is also an area of interest for the
researchers in recent times ([1], [2]). In 1982, Bertsekas ([3]) proposed the projected Newton method for simple constraints and it had been widely studied in [4], [5], [6], [7] etc, so far. These schemes are applied to convex functions for which the Hessian matrix is positive semi-definite. We modify the projected Newton method by introducing a positive definite scaling matrix to find a local minimum of the optimization problem involving non-convex objective function with simple constraints. The global convergence of the scheme is also established under mild assumptions. The advantage of the proposed scheme is illustrated through examples, which justify the fact that the scheme escapes from a saddle point utilizing a slight perturbation and finally settles for a local minimum point. Another advantage of the scheme is that the second-order sufficiency test at the solution point is also not required in this process.

Consider the following optimization problem:

\[
(P) \min_{x \in \mathbb{R}^n} f(x) \\
\text{subject to } x \geq 0,
\]

\( f : \mathbb{R}^n \to \mathbb{R} \) is a twice continuously differentiable function and the vector inequality \( x \geq 0 \) is componentwise.

Consider the following iterative process for solving \((P)\) due to [3]:

\[
x_{k+1} = [x_k - \alpha_k D_k \nabla f(x_k)]^+, \quad k = 0, 1, 2, \ldots,
\]

where \( \alpha_k \) is a positive scalar, \( D_k \) is a positive definite symmetric matrix and for a vector \( z = (z^1, z^2, \ldots, z^n) \in \mathbb{R}^n \),

\[
[z]^+ = \left[ \begin{array}{c} \max (0, z^1) \\ \vdots \\ \max (0, z^n) \end{array} \right] .
\]

For \( x \geq 0 \) denote \( I^+(x) = \{ i : x^i = 0, \frac{\partial f(x)}{\partial x^i} > 0 \} \).

\textbf{Theorem 1.} (Prop. 1, [3]) Let \( x \geq 0 \) and \( D \) be a positive definite symmetric matrix which is diagonal with respect to \( I^+(x) \) and denote

\[
x(\alpha) = [x - \alpha D \nabla f(x)]^+ \quad \forall \alpha \geq 0
\]

(a) \( x \) is a critical point w.r.t. problem \((P)\) if and only if \( x = x(\alpha) \) for all \( \alpha \geq 0 \).

(b) If \( x \) is not a critical point w.r.t. problem \((P)\), then there exists a scalar \( \bar{\alpha} > 0 \) such that

\[
f(x(\alpha)) < f(x) \quad \forall \alpha \in (0, \bar{\alpha}].
\]

Based on the above theory, Bertsekas ([3]) proposed a practical algorithm as follows.
• Consider a small real number $\varepsilon > 0$ and a fixed diagonal positive definite matrix $M$ and two parameters $\beta = 0.9$ and $\sigma = 0.4$, that will be used in connection with an Armijo-like step-size rule.

• An initial vector $x_0 \geq 0$ is chosen and at $k$-th iteration of the algorithm we have a vector $x_k \geq 0$. Denote $w_k = |x_k - [x_k - M \nabla f(x_k)]^+|$, $\varepsilon_k = \min\{\varepsilon, w_k\}$.

$(k+1)^{st}$ iteration of the algorithm is explained in the following algorithm.

Algorithm 1 $(k+1)^{st}$ iteration of Newton projection scheme

Select two parameters $\beta = 0.9$ and $\sigma = 0.4$ and a positive definite matrix $D_k$ which is diagonal with respect to the set $I_k^+$, where

$$I_k^+ = \{i : 0 \leq x_i^k \leq \varepsilon_k, \frac{\partial f(x_k)}{\partial x_i} > 0\}$$

$$p_k = D_k \nabla f(x_k), x_k(\alpha) = [x_k - \alpha p_k]^+ \quad \forall \alpha \geq 0$$

Then $x_{k+1}$ is given by $x_{k+1} = x_k(\alpha_k)$, where $\alpha_k = \beta^{m_k}$ and $m_k$ is the first non-negative integer $m$ such that

$$f(x_k) - f(x_k(\beta^m)) \geq \sigma \left\{ \beta^m \sum_{i \in I_k^+} \frac{\partial f(x_k)}{\partial x_i} p_k^i + \sum_{i \in I_k^+} \frac{\partial f(x_k)}{\partial x_i} p_k^i (x_i^k - x_i^k(\beta^m)) \right\}$$

Theorem 2. ([3]) Under the following assumptions, (A) and (B), every limit point of a sequence $\{x_k\}$ generated by (3) is a critical point of problem (P).

**Assumption A**: $\nabla f$ is Lipschitz continuous on each bounded set of $\mathbb{R}^n$.

**Assumption B**: There exist positive scalars $\lambda_1$ and $\lambda_2$ and non-negative integers $q_1$ and $q_2$ such that

$$\lambda_1 w_k^{q_1} |z|^2 \leq z^T D_k z \leq \lambda_2 w_k^{q_2} |z|^2 \quad \forall z \in \mathbb{R}^n, \ k = 0, 1, 2, \ldots$$

$$w_k = |x_k - [x_k - M \nabla f(x_k)]^+|.$$  

The following theorem demonstrates an important fact that under mild condition the sequence $\{x_k\}$ is attracted by a local minimum $x^*$ satisfying Assumptions C and identifies the set of active constraints at $x^*$ in a finite number of iterations.

**Assumption C**: $f$ is twice continuously differentiable in the open ball $B(x^*) = \{x : \|x - x^*\| < \delta_1\}$ for $\delta_1 > 0$, $x^*$ as local minimum point of (P) and there exists
positive scalar $m_1, m_2$ such that

$$m_1\|z\|^2 \leq \nabla^2 f(x)z \leq m_2\|z\|^2 \quad \forall x$$

satisfying $|x - x^*| < \delta_1$ and $z \neq 0$ such that $z^i = 0 \forall i \in B(x^*)$.

(6)

**Theorem 3.** (Prop. 3, [3]) Let $x^*$ be local minimum of problem $(P)$ satisfying Assumption C. Assume also that Assumption B holds in the stronger form, where in addition to (5) the diagonal elements $d_{kk}$ of the elements of the matrices $D_k$ satisfy for some scalar $\bar{\lambda}_1 > 0, \bar{\lambda}_1 \leq d_{kk}, \forall k = 0, 1, 2, \ldots, i \in I^+_k$.

Then there exists a scalar $\delta_1 > 0$ such that if $\{x_k\}$ is a sequence generated by iteration (3) and for some index $\bar{k}$, we have $|x_k - x^*| \leq \delta_1$, then $\{x_k\}$ converges to $x^*$ and we have $I^+_k = B(x_k) = B(x^*)$ for all $k \geq \bar{k} + 1$.

## 2. MODIFIED PROJECTED NEWTON SCHEME

The algorithms described in the previous section hold for a convex programming problem. Here we modify the scheme for the optimization problem involving non-convex objective function with simple constraints. We extend the new scheme over box constraints, which is discussed in Subsection 2.3. Since box-constraint gives a closed bounded domain, then obtaining the local minimum is ensured. This scheme aims to reach some local minimum and not to get stuck at a saddle point.

Since $f$ is non-convex, $\nabla^2 f(x_k)$ may not be positive definite in general, and so $\nabla^2 f$ can be replaced by a symmetric positive definite matrix, as close as possible to the original matrix. A real symmetric matrix $A$ can be expressed as $PAP^T = LBL^T$, where $L$ is a lower triangular matrix, $P$ is a permutation matrix, and $B$ is a block diagonal matrix that allows at most $2 \times 2$ blocks. This requires a pivot block initially. There are several pivoting strategies available [8] to preserve the sparsity of the matrix. The symmetric indefinite factorization [9] allows us to determine inertia of the matrix $A$ and inertia of $B$ remains equal to the inertia of $A$. An indefinite factorization can be modified to ensure that the modified factors are the factors of a positive definite matrix. This idea is briefed in the following Algorithm (See [10]), and for this purpose, MATLAB in-built command $ldl()$ is used in this paper since it is less expensive. This algorithm can be found in [11], given as follows.
Algorithm 2 Modifying symmetric indefinite matrix to a positive definite matrix

1: Compute the factorization $PAP^T = LBL^T$.
2: Perform the spectral decomposition of $B$ as $B = QAQ^T$.
3: Construct a modification matrix $F$ such that $LBL^T$ is sufficiently positive definite as follows. Suppose $\lambda_i$ are the eigenvalues of $B$. Choose parameter $\delta = 0.000001$ and define $F$ as $F = Q \text{diag} (\tau_i) Q^T$, where

$$
\tau_i = \begin{cases} 
0, & \text{if } \lambda_i \geq \delta \\
\delta - \lambda_i, & \text{if } \lambda_i < \delta 
\end{cases}
$$

4: A matrix $E$ has to be added to $A$ to make it positive definite. $P(A + E)P^T = L(B + F)L^T$ provides $E = P^T LFL^TP$. So $\lambda_{\min}(A + E) \approx \delta$.

**Output:** $\bar{A} \triangleq A + E$ is the positive definite matrix.

Using idea of the logic of positive definite approximation given above, we can get a positive definite approximate of $\nabla^2 f(x_k)$ at the current iteration point $x_k$. Let $G_k = [\nabla^2 f(x_k) + E_k]^{-1}$. Choose $D_k$, which is used in (3) as

$$
D_k^{ij} = \begin{cases} 
0 & \text{if } i \neq j \text{ and either } i \in I_k^+ \text{ or } j \in I_k^+ \\
G_k^{ij} & \text{otherwise} 
\end{cases}
$$

With this choice of above $D_k$, if we apply Algorithm 1 to generate $\{x^{(k)}\}$, then the algorithm produces a critical point $\bar{x} \in \mathbb{R}^n$ of $(P)$. Consider the following example.

**Example 1:** $\min_{x_1 \geq 0, x_2 \geq 0, x_3 \geq 0} \phi(x_1, x_2, x_3) = (x_1 - 1)^2 - (x_2 - 1)^2 + x_3^2$

Take the starting point as $(2, 1, 0)$. Using $D_k$ from (7), Algorithm 1 is executed and the next iteration point $(1, 1, 0)$ is obtained. The gradient vector at $(2, 1, 0)$ lies parallel to $x_1$ axis. Hence, the increasing directions do not affect determining the next direction vector at $(2, 1, 0)$. So the algorithm reaches the critical point $(1, 1, 0)$, which is, in fact, the saddle point of $\phi$. The iteration process with Algorithm 1 cannot be progressed further due to the presence of this saddle point. Now to escape from this saddle point, we modify the scheme as follows with rational analysis.

2.1. Modification to escape the saddle point

In the previous section, it is justified that the projected Newton scheme (3) with positive definite modification $D_k$, provided in (7), converges to a critical point $\bar{x}$ at $k^{th}$ iteration, i.e., $x_k = \bar{x}$. This point is either a saddle point or a minimum point. A small perturbation is considered at $\bar{x}$ in the following way.

First, we take a point $\bar{x}_k$ as $\bar{x}_k = \lambda x_k + (1 - \lambda)x_{k-1}$ for some small positive
\[ \lambda \text{. Let } v_1 = x_k - x_{k-1}. \]

Suppose \( v_1 \) is written in the explicit form as \( v_1 = (v_{11}, v_{12}, \ldots, v_{1n}) \). Now at \( \bar{x}_k \), we consider two cases.

- **In the first case**, let at least two entries of \( v_1 \) are non-zero, without loss of generality, say \( v_{11}, v_{12} \). Then the perturbed point is taken simply as \( x_{k+1} = \bar{x}_k + \epsilon (-v_{12}, v_{11}, 0, \ldots, 0) \), with \( \epsilon \) being a small positive number.
- **In the second case**, let exactly one entry of \( v_1 \) be non-zero, without loss of generality, say \( v_{11} \). Then the perturbed point is taken in the direction \( x_{k+1} = \bar{x}_k + \epsilon (0, 1, 1, \ldots, 1, 1) \), with \( \epsilon \) being a small positive number.

In both of the cases, the perturbed point, viz. \( x_{k+1} \) lies in the orthogonal to \( v_1 \) at \( \bar{x}_k \).

Now if the critical point \( \bar{x} \) is a local minimum point, the descent scheme (3) at the perturbed point \( x_{k+1} \) drags it back to \( \bar{x} \) due to its local attraction using Theorem 3. But, if \( \bar{x} \) is a saddle point, the Hessian matrix at \( \bar{x} \) possesses both positive and negative eigenvalues. Since eigenvalue varies continuously on the variables of the matrix and \( f \in C^2 \), there exists a neighbourhood in which the eigenvalue retains its sign (neighbourhood property). Since we can choose the perturbed point \( x_{k+1} \) sufficiently close to \( \bar{x} \), \( \nabla^2 f(x_{k+1}) \) has both positive and negative eigenvalues. Also we note that, since \( \bar{x} \) is a saddle point, the vector \( v_1 \) must be an eigenvector of \( \nabla^2 f(x_{k-1}) \) corresponding to its positive eigenvalue. Since \( x_{k+1} \) is chosen from the orthogonal complement of \( v_1 \), the descent direction computed at \( x_{k+1} \) will have the effect of both positive and negative curvature. As a result of the negative curvature, the next iteration point is repelled from \( \bar{x} \). In a nutshell, once a critical point is reached, we store it in memory. Then applying Algorithm 1 at the perturbed point, if the same critical point is reached, it can be concluded that the same is a local minimum point and hence, we stop.

2.2. Algorithm of the proposed scheme

**Algorithm 3 Modified projection Newton Scheme for the non-convex objective function and simple constraints**

1: At current iteration point use Algorithm 1 to reach a critical point \( \bar{x} \).
2: The perturbation is computed by the logic of subsection 2.1 and apply Algorithm 1 on the perturbed point to reach next critical point.
3: Stop if the next critical point is again \( \bar{x} \). Else Go to step 2.

**Output:** \( \bar{x} \) is a local minimum point of the problem.

2.3. Extension to box constraints

This idea can be now extended in case of problems with box constraints.

\[
\begin{align*}
\min f(x) \\
\text{subject to } b_1 \leq x \leq b_2,
\end{align*}
\]
where \( b_1 \) and \( b_2 \) are given vectors of lower and upper bounds with \( b_1 \leq b_2 \). Hence, the set \( I_k^+ \) becomes

\[
I_k^+ = \left\{ i : b_1^i \leq x_k^i \leq b_1^i + \varepsilon_k, \frac{\partial f(x_k)}{\partial x^i} > 0 \right\}
\]

or \( I_k^- = \left\{ i : b_2^i - \varepsilon_k \leq x_k^i \leq b_2^i, \frac{\partial f(x_k)}{\partial x^i} < 0 \right\} \)

and the definition of \( x_k(\alpha) \) is changed to

\[
x_k(\alpha) = [x_k - \alpha D_k \nabla f(x_k)]^+,
\]

where for all \( z \in \mathbb{R}^n \) we denote by \([z]^+\) the vector with co-ordinates

\[
[z]^+ = \begin{cases} 
  b_2^i & \text{if } b_2^i \leq z^i, \\
  z^i & \text{if } b_1^i \leq z^i \leq b_2^i, \\
  b_1^i & \text{if } z^i \leq b_1^i.
\end{cases}
\]

The scalar \( \varepsilon_k \) is given by \( \min\{\varepsilon, \|[x_k - M \nabla f(x_k)]^+\|\} \). The matrix \( D_k \) is positive definite by (7) and diagonal with respect to \( I_k^+ \) and \( M \) is fixed diagonal positive definite matrix. The iteration is given by

\[
x_{k+1} = x_k(\alpha_k),
\]

where \( \alpha_k \) is chosen by (4) with \([x_k^i - x_k^i(\beta^m)]^+\) replaced by \([x_k^i - x_k^i(\beta^m)]^2\).

The perturbation will be given to the inactive constraints, and similarly, the next iteration will be repelled if the critical point is a saddle point. So it (box constraints case) is a natural extension of \( x \geq 0 \) case.

**3. NUMERICAL ILLUSTRATIONS**

Choose Example 1 with box constraints. The bounds of the coordinates are taken as \( 0 \leq x_i \leq 5 \), for \( i = 1, 2, 3 \). With this starting point, Algorithm 3 initially produces the critical point \((1, 1, 0)\). Next, we select a point \((1.001, 1.001)\) in a close neighbourhood of \((1, 1, 0)\). The gradient vector at this point is \((1, 0, 0)\). Now employing the method described in Subsection 2.1 and choosing \( \varepsilon = .001 \), the next perturbed point becomes \((1.001, 1.001, 0.001)\). In a nutshell, we perform a perturbation of \((0.001, 0.001, 0.001)\) at the saddle point \((1, 1, 0)\) along the coordinates. Next, by Step 2 of Algorithm 3, we reach another critical point \((1, 5, 0)\), a desired local minimum point. We have used MATLAB R2015a with user defined tolerance limit for the numerical computations as \(10^{-6}\). The details of numerical computations are summarized in Table 1. Moreover, Figure 1 shows the iteration points’ movement starting from the initial guess to the local minimum point.
3.1. Advantages of the scheme

- Escapes from a critical point if it is a saddle point.
- Finally, a local minimum is ensured to be attained.
- Second-order sufficiency test is not required.

4. CONCLUSIONS

This paper proposes a projected Newton-like descent scheme, which searches for a local minimum of a non-convex optimization problem. This scheme never sticks to the saddle point even in the slightest possibility; rather, it reaches a
local minimum point. At the solution point, a second-order sufficiency test for constrained optimization is also not required. One may further use this concept to escape the saddle point in the existing non-convex optimization schemes.
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