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Abstract

We give a sufficient criterion for complex analyticity of nonlinear maps defined on direct limits of normed spaces. This tool is then used to construct new classes of (real and complex) infinite dimensional Lie groups: The group $\text{DiffGerm}(K,X)$ of germs of analytic diffeomorphisms around a compact set $K$ in a Banach space $X$ and the group $\bigcup_{n \in \mathbb{N}} G_n$ where the $G_n$ are Banach Lie groups.
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Introduction

An infinite dimensional complex analytic Lie group is a group which is at the same time a complex analytic manifold modelled on some locally convex topological vector space such that the group operations are analytic. To construct such Lie groups, it is useful to have tools at hand ensuring the complex analyticity of nonlinear mappings between locally convex spaces. This text provides a sufficient criterion for complex analyticity in the case where the domain is an LB-space, i.e. a locally convex direct limit of an ascending sequence of Banach spaces:

Theorem A (Complex analytic mappings defined on LB-spaces). Let $E$ be a $\mathbb{C}$-vector space that is the union of the increasing sequence of subspaces $(E_n)_{n \in \mathbb{N}}$. Assume that a norm $\| \cdot \|_{E_n}$ is given on each $E_n$ such that all bonding maps

$$i_n : E_n \longrightarrow E_{n+1} : x \mapsto x$$

are continuous and have an operator norm at most 1. We give $E$ the locally convex direct limit topology and assume that it is Hausdorff. Let $R > 0$ and let $U := \bigcup_{n \in \mathbb{N}} B_{E_n}^E(0)$ be the union of all open balls with radius $R$ around 0. Let $f : U \longrightarrow F$ be a function defined on $U$ with values in a locally convex space $F$, such that each $f_n := f|_{B_{E_n}^E(0)}$ is $\mathbb{C}$-analytic and bounded. Then $f$ is $\mathbb{C}$-analytic.

Note that the statement cannot be generalized to direct limits of Fréchet spaces. There even exist bilinear mappings that are continuous on each step $E_n$ but fail to be continuous on the limit. Similar pathologies arise when looking at uncountable direct limits of normed spaces.

In Section 3 we will use Theorem A to construct Lie groups of germs of diffeomorphisms:

Theorem B (Lie group of germs of diffeomorphisms). Let $K \in \{ \mathbb{R}, \mathbb{C} \}$ and let $X$ be a Banach space over $K$. Let $K \subseteq X$ be a non-empty compact subset of $X$. Consider the group

$$\text{DiffGerm}(K,X) := \left\{ \eta : \eta \text{ is a } C^\infty \text{-diffeomorphism between open neighborhoods of } K \text{ and } \eta|_K = \text{id}_K \right\} / \sim,$$

where two diffeomorphisms $\eta_1, \eta_2$ are considered equivalent, $\eta_1 \sim \eta_2$ if they coincide on a common neighborhood of $K$. Then $\text{DiffGerm}(K,X)$ can be turned into a Lie group modelled on a compactly regular LB space.

If $X$ is of finite dimension, this is known and can be found in [5]. If in addition $K = \{ 0 \}$, the Lie group structure was first constructed by Pisanelli in [6].

Theorem A also allows us to construct Lie groups which can be written as an ascending union of Banach Lie groups. In Section 4 we will prove the following result:
Theorem C (Unions of Banach Lie groups). Let $G_1 \subseteq G_2 \subseteq \cdots$ be analytic Banach Lie groups over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$, such that all inclusion maps $i_n : G_n \rightarrow G_{n+1}$ are analytic group homomorphisms. Set $G := \bigcup_{n \in \mathbb{N}} G_n$. Assume that the following hold:

(a) For each $n \in \mathbb{N}$ there is a norm $\| \cdot \|_n$ on $\mathfrak{g}_n := \mathcal{L}(G)$ defining its topology, such that $\| [x, y] \|_n \leq \|x\|_n \|y\|_n$ for all $x, y \in \mathfrak{g}_n$ and such that the bounded operator $\mathcal{L}(i_n) : \mathfrak{g}_n \rightarrow \mathfrak{g}_{n+1}$ has operator norm at most 1.

(b) The locally convex direct limit topology on $\mathfrak{g} := \bigcup_{n \in \mathbb{N}} \mathfrak{g}_n$ is Hausdorff.

(c) The map $\exp_G := \bigcup_{n \in \mathbb{N}} \exp_{G_n} : \mathfrak{g} \rightarrow G$ is injective on some $0$-neighborhood

Then there exists a unique $\mathbb{K}$-analytic Lie group structure on $G$ which makes $\exp_G$ a local $C^{\omega}_{\mathbb{K}}$-diffeomorphism at 0.

There are many applications of Theorem C, for example the following theorem to be proved in Section 5, in which all details of the construction can be found.

Theorem D (Lie groups associated with Dirichlet series). Let $G$ be a complex Banach Lie group with Lie algebra $\mathfrak{g}$. Let $D_s(\mathfrak{g})$ be the Banach Lie algebra of $\mathfrak{g}$-valued Dirichlet Series which converge absolutely on the complex half plane $\mathbb{H}_s$ and $D_s(G)$ be the Banach Lie group generated by $\{\exp_G \circ \gamma : \gamma \in D_s(\mathfrak{g})\}$. Then the group $D_\infty(G) := \bigcup_{s \in \mathbb{R}} D_s(G)$ can be made into a Lie group modeled on the direct limit Lie algebra $D_\infty(\mathfrak{g}) = \bigcup_{s \in \mathbb{R}} D_s(\mathfrak{g})$.

1 Preliminaries and notation

Analytic mappings between locally convex spaces

Definition 1.1 (Complex analytic mappings). Let $E$ and $F$ be locally convex spaces over $\mathbb{C}$, let $f : U \rightarrow F$ be a mapping from an open subset $U \subseteq E$ with values in $F$. We say that $f$ is complex analytic or $C^{\omega}_{\mathbb{C}}$ if it is continuous and if it admits locally a power series expansion around each point $a \in U$, which means there exist continuous homogeneous polynomials $p_k$ of degree $k$ such that

$$f(x) = \sum_{k=0}^{\infty} p_k(x - a)$$

for all $x$ in a neighborhood of $a$.

Definition 1.2 (Real analytic mappings). Let $E$ and $F$ be locally convex spaces over $\mathbb{R}$ and let $E_\mathbb{C}$ and $F_\mathbb{C}$ be their complexifications. A mapping $f : U \rightarrow F$ from an open subset $U \subseteq E$ with values in $F$ is called real analytic or $C^{\omega}_{\mathbb{R}}$ if it extends to a complex analytic $F_\mathbb{C}$-valued map on an open neighborhood of $U$ in the complexification $E_\mathbb{C}$.
The composition of $K$-analytic maps (for $K \in \{\mathbb{R}, \mathbb{C}\}$) is again $K$-analytic (see [1, Theorem 6.4]), therefore we may define $C^\omega$-manifolds and $C^\omega$-Lie groups (see Definition 1.6).

There is an easy characterization of complex analyticity, that can be found in [1, Theorem 6.2]:

**Lemma 1.3 (Gateaux Analyticity).** Let $f : U \subseteq E \rightarrow F$ be a function defined on some open subset of a complex locally convex space $E$. Then $f$ is $C^\omega$ if and only if it is continuous and Gateaux analytic, which means that for every point $a \in U$ and every vector $b \in E$ there exists an $\varepsilon > 0$ such that the function

$$
B^C_\varepsilon(0) \rightarrow F : z \mapsto f(a + zb)
$$

is complex analytic.

An analytic map between complex normed spaces has the property that all Fréchet derivatives $f^{(k)} : U \rightarrow \text{Lin}^k(E, F)$ exist and are analytic. The symmetric $k$-linear maps from Definition 1.1 can be written as $\beta_k = \frac{1}{k!} f^{(k)}(a) \in \text{Lin}^k(E, F)$.

In this context of normed spaces there is another useful

**Lemma 1.4 (Absolute convergence of bounded power series).** Let $E$ and $F$ be complex normed vector spaces and let $f : B^E_R(a) \rightarrow F$ be a bounded complex analytic map with the following power series expansion:

$$
f(a + x) = \sum_{k=0}^{\infty} \beta_k(x, \ldots, x)
$$

where the $\beta_k : E^k \rightarrow F$ are continuous symmetric $k$-linear maps. Then for all $r < \frac{R}{2e}$ the following series converges and can be estimated as shown:

$$
\sum_{k=0}^{\infty} \|\beta_k\|_{op} r^k \leq \frac{R}{R - 2er} \cdot \|f\|_\infty.
$$

Here $\|f\|_\infty := \sup \{\|f(x)\| : x \in B^E_R(a)\}$ and $e = 2.718281828 \ldots$.

This lemma turns out to be extremely helpful throughout this paper. In Section 3 we will need a further generalization:

**Lemma 1.5 (Absolute convergence of families of bounded power series).** Let $K \subseteq E$ be a nonempty subset of a complex normed vector space $E$. Let $U := K \cup \bigcup_{a \in K} B^E_R(a)$ be a union of open balls with fixed radius $R > 0$. Now, consider a set $M$ of bounded $C^\omega$-mappings from $U$ to a normed space $F$ such that $\sup_{f \in M} \|f\|_\infty < \infty$. Then we have for all $r < \frac{R}{2e}$ the following estimate:

$$
\sum_{k=0}^{\infty} \sup_{a \in K} \sup_{f \in M} \frac{\|f^{(k)}(a)\|_{op} r^k}{k!} \leq \frac{R}{R - 2er} \cdot \sup_{f \in M} \|f\|_\infty.
$$

This clearly implies Lemma 1.4 by taking $K := \{a\}$ and $M := \{f\}$.
Proof of Lemma 1.5. Without loss of generality, we may assume that $F$ is a Banach space. Let $f \in M$ and $a \in K$ be given. Let $v \in E$ be a vector of norm $\|v\|_E = 1$. Furthermore let $s < R$ be a fixed number. Then we define the following function

$$g: B^0_R(0) \rightarrow F: z \mapsto f(a + zv)$$

Note that $g$ depends on the choices of $f, a$ and $v$. It is possible to expand $g$ into a power series:

$$g(z) = \sum_{k=0}^{\infty} \frac{1}{k!} f^{(k)}(a)(v, \ldots, v) \cdot z^k$$

Using the Cauchy formula (see e.g. [1, Corollary 3.2]), we can write the coefficients of this power series as a complex integral:

$$\frac{1}{k!} f^{(k)}(a)(v, \ldots, v) = \frac{1}{2\pi i} \int_{|z|=s} \frac{g(z)}{z^{k+1}} dz$$

Now we can estimate the norm of $f^{(k)}(a)(v, \ldots, v)$:

$$\left\| f^{(k)}(a)(v, \ldots, v) \right\|_F \leq k! \left\| \frac{1}{2\pi i} \int_{|z|=s} \frac{g(z)}{z^{k+1}} dz \right\|_F \leq k! \frac{1}{2\pi} 2\pi s \|g\|_\infty s^{k+1}$$

$$\leq \frac{k!}{s^k} \|f\|_\infty.$$

Since $v$ was arbitrary, this gives us an estimate for the norm of the homogeneous polynomial

$$\left\| v \mapsto f^{(k)}(a)(v, \ldots, v) \right\|_{op} \leq \frac{k!}{s^k} \|f\|_\infty.$$

By the formula in [2, Proposition 1.1] this implies an upper bound for the norm of the corresponding $k$-linear map:

$$\left\| f^{(k)}(a) \right\|_{op} \leq \frac{(2k)^k}{k!} \cdot \frac{k!}{s^k} \|f\|_\infty \leq (2e)^k k! \frac{k!}{s^k} \|f\|_\infty.$$

Since $s < R, a \in K$ and $f \in M$ were arbitrary, we obtain the following:

$$\sup_{f\in M, a\in K} \left\| f^{(k)}(a) \right\|_{op} \leq (2e)^k k! \frac{k!}{R^k} \cdot \sup_{f\in M} \|f\|_\infty.$$

Now, we multiply both sides of the inequality by $\frac{1}{R^k}$ and sum up:

$$\sum_{k=0}^{\infty} \sup_{f\in M, a\in K} \frac{\left\| f^{(k)}(a) \right\|_{op}}{k!} r^k \leq \sum_{k=0}^{\infty} \left( \frac{2er}{R} \right)^k \sup_{f\in M} \|f\|_\infty.$$

Since $r$ was assumed to be strictly less that $\frac{R}{2e}$, the series $\sum_{k=0}^{\infty} \left( \frac{2er}{R} \right)^k$ converges to $\frac{1}{1-2er/R} = \frac{R}{R-2er}$: This finishes the proof. $\square$
Generating Lie groups from local data

The definitions of analytic manifolds and Lie groups are analogous to the finite dimensional case:

**Definition 1.6.** (a) Let $E$ be locally convex $\mathbb{K}$-vector space with $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$. A $C_\omega^\mathbb{K}$-manifold modelled on $E$ is a Hausdorff space $M$ together with a maximal set (atlas) of homeomorphisms (charts) $\phi: U_\phi \to V_\phi$ where $U_\phi \subseteq M$ and $V_\phi \subseteq E$ are open subsets, such that the transition maps $\phi \circ \psi^{-1}: \psi(U_\phi \cap U_\psi) \to \phi(U_\phi \cap U_\psi)$ are analytic.

(b) Continuous mappings between analytic manifolds are called **analytic** if they are analytic after composition with suitable charts.

(c) An **analytic Lie group** is a group which is at the same time an analytic manifold such that the group operations are analytic.

**Proposition 1.7.** Let $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$. Let $G$ be a group, let $V \subseteq G$ be a subset of $G$ carrying a $C_\omega^\mathbb{K}$-manifold structure. Let $U \subseteq V$ be an open symmetric subset containing $1_G$ such that $U \cdot U \subseteq V$. We assume that

(i) the multiplication map $U \times U \to V: (x, y) \mapsto x \cdot y$ is analytic,

(ii) the inversion map $U \to U: x \mapsto x^{-1}$ is analytic,

(iii) for every $g \in G$ there is an open subset $W_g \subseteq U$ such that the conjugation map $W_g \to U: x \mapsto gxg^{-1}$ is analytic.

Then there exists a unique $C_\omega^\mathbb{K}$-Lie group structure on $G$ such that $U$ is an open subset of $G$ with the given manifold structure. If $G$ is generated by $U$ then (i) and (ii) imply (iii).

**Proof.** See [3, Chapter III, §1.9, Proposition 18] for the case of a Banach Lie group.

**Corollary 1.8.** Let $\mathfrak{g}$ be a locally convex Lie algebra and let $U$ and $V$ be two symmetric 0-neighborhoods in $\mathfrak{g}$ such that the BCH-series converges on $U \times U$ and defines a $C^\omega$-map $*: U \times U \to V$. Let $\Phi: V \to H$ be an injective map into a group $H$ such that $\Phi(x \ast y) = \Phi(x) \cdot \Phi(y)$. Then there exists a unique $C^\omega$-Lie group structure on $G := \{\Phi(U)\}$ such that $\Phi|_U: U \to \Phi(U)$ becomes a diffeomorphism onto an open subset.

Furthermore, the topological isomorphism $T_0\Phi: \mathfrak{g} \to L(G)$ is an isomorphism of locally convex Lie algebras and after identifying $\mathfrak{g}$ with $L(G)$, we obtain that $G$ admits an exponential function and we have $\exp_G|_U = \Phi|_U$.

**Proof.** This is an easy consequence of Proposition [17].

---

1 Preliminaries and notation
Locally convex direct limits

Direct limits will only occur in the following situation: Let \( E_1 \subseteq E_2 \subseteq \cdots \) be an increasing sequence of normed \( \mathbb{K} \)-vector spaces such that all bonding maps \( i_n : E_n \to E_{n+1} \) are continuous (i.e. bounded operators). Then we define the locally convex direct limit of the sequence \( (E_n)_{n \in \mathbb{N}} \) as the union \( E := \bigcup_{n=1}^{\infty} E_n \) together with the locally convex vector topology in which a convex subset \( U \) is a 0-neighborhood if and only if \( U \cap E_n \) is a 0-neighborhood in \( E_n \), for each \( n \in \mathbb{N} \).

The locally convex direct limit topology satisfies the following universal property: A linear map \( f : E \to F \) to a locally convex space \( F \) is continuous if and only if every restriction \( f|_{E_n} : E_n \to F \) is continuous with respect to the topology of \( E_n \).

Note: In general a locally convex direct limit of normed spaces need not be Hausdorff. In the examples of this paper we can show the Hausdorff property directly by constructing an injective continuous map into a suitable Hausdorff space.

**Proposition 1.9** (Characterization of zero neighborhoods). Let \( (\delta_n)_{n \in \mathbb{N}} \) be a sequence of positive real numbers. Then the set
\[
\mathcal{V}(\delta_1, \delta_2, \ldots) := \bigcup_{n \in \mathbb{N}} \left( B_{\delta_1}^{E_1}(0) + \cdots + B_{\delta_n}^{E_n}(0) \right)
\]
is a 0-neighborhood of the locally convex direct limit \( E := \bigcup_{n=1}^{\infty} E_n \). Furthermore, the sets of this type form a basis of 0-neighborhoods.

**Proof.** This is a well-known consequence of the fact that \( E \) is a quotient of the direct sum \( \bigoplus_n E_n \), equipped with the box topology. \( \square \)

**Proposition 1.10** (Compact regularity). Let \( E := \bigcup_{n=1}^{\infty} E_n \) be a direct limit of Banach spaces. We assume \( E \) is Hausdorff. Consider the following statements:

(i) For every \( n \in \mathbb{N} \), there is a 0-neighborhood \( \Omega \subseteq E_n \) and a number \( m \geq n \) and such that all the spaces \( E_m, E_{m+1}, E_{m+2}, \ldots \) induce the same topology on \( \Omega \).

(ii) The sequence \( (E_n)_{n \in \mathbb{N}} \) is compactly regular, i.e. every compact subset in \( E \) is also a compact set in some \( E_n \).

(iii) The locally convex vector space \( E \) is complete.

Then (i) implies (ii) and (ii) implies (iii).

**Proof.** This is the statement of [9, Theorem 6.4 and corresp. Corollary]. \( \square \)

This proposition is relevant for two reasons: First, it is important to know whether the modelling space of a Lie group is complete. Second, we will show in a later work (see [4]) that the Lie groups constructed in this paper are regular Lie groups in Milnor’s sense and to do so it turns out to be important that they are modelled on a compactly regular direct limit.
2 Analytic maps on LB-spaces

Now, we prove the main theorem of this paper, namely Theorem A, stated in the introduction:

**Proof of Theorem A.** We start with some simplifications: Since \( f \) restricted to \( B_{R}^{E_{n}}(0) \) is analytic and the intersection of each one dimensional affine subspace with \( U \) is locally contained in some \( B_{R}^{E_{n}}(0) \), the function \( f \) is clearly Gateaux analytic. By Lemma 1.3 it remains to show the continuity of \( f \). The range space \( F \) is locally convex and can therefore be embedded in a product of Banach spaces. We now use that a function into a product is continuous if and only if the projection onto each factor is continuous. Therefore we can assume without loss of generality that \( F \) is a Banach space. Let \( p \in U \) be given.

It remains to show continuity of \( f \) at \( p \). Since \( p \in \bigcup_{n \in \mathbb{N}} B_{R}^{E_{n}}(0) \), there is an index \( m \) such that \( p \in B_{R}^{E_{m}}(0) \). We may assume that \( m = 1 \) since omitting only a finite number of spaces does not change the direct limit. Since \( B_{R}^{E_{1}}(0) \) is open, there is an open ball \( B_{R}^{E_{1}}(p) \subseteq B_{R}^{E_{1}}(0) \). Then \( B_{R}^{E_{n}}(p) \subseteq B_{R}^{E_{n}}(0) \) for all \( n \in \mathbb{N} \), using that \( \|i_{n}\|_{op} \leq 1 \). Now, we may restrict \( f \) to this smaller subset and without loss of generality, we may assume that \( R' = R \) and \( p = 0 \).

Therefore we only have to show continuity of \( f \) at 0. Furthermore, we may assume that \( f(0) = 0 \) which can be obtained by a translation in \( F \) which is clearly continuous. Let \( r \) be a fixed positive real number strictly less that \( \frac{R}{2e} \).

We know that each \( f_{n} : B_{R}^{E_{n}}(0) \to F : x \mapsto \sum_{k=1}^{\infty} \beta_{k,n}(x, \ldots, x) \) is \( C^{\omega} \) and bounded between normed complex vector spaces. Then by Lemma 1.4, we have the estimate:

\[
\sum_{k=1}^{\infty} \|\beta_{k,n}\|_{op} r^{k} \leq \frac{R}{R - 2er} \|f_{n}\|_{\infty} =: S_{n}.
\]

Now, let \( a_{j} := \frac{r}{2^{j}} \) which implies that \( r = \sum_{j=1}^{\infty} a_{n} \). Then we have for every \( n \in \mathbb{N} \):

\[
S_{n} \geq \sum_{k=1}^{\infty} \|\beta_{k,n}\|_{op} r^{k} = \sum_{k=1}^{\infty} \|\beta_{k,n}\|_{op} \left( \sum_{j=1}^{\infty} a_{j} \right)^{k} = \sum_{k=1}^{\infty} \|\beta_{k,n}\|_{op} \sum_{j \in \mathbb{N}^{k}} a_{j_{1}} a_{j_{2}} \cdots a_{j_{k}}
\]

\((*)\)

Let \( \varepsilon > 0 \) be given. We set \( b_{n} := \min \left( 1, \frac{\varepsilon}{2^{n} S_{n}} \right) \) and \( \delta_{n} := a_{n} \cdot b_{n} \). By construction it is clear that \( \delta_{n} \leq a_{n} \) which will be used later.

To show continuity of \( f \) at 0, it suffices to show that the 0-neighborhood \( \mathcal{V}(\delta_{1}, \delta_{2}, \ldots) \subseteq E \) as defined in Proposition 1.9 is a subset of the domain of \( f \) and is mapped by \( f \) into \( B_{\varepsilon}^{F}(0) \).

Let \( x \in \mathcal{V}(\delta_{1}, \delta_{2}, \ldots) \). This means that there is a number \( m \in \mathbb{N} \) such that \( x = \sum_{j=1}^{m} x_{j} \) with \( \|x_{j}\|_{E_{j}} < \delta_{j} \). We can estimate the \( E_{m} \)-norm of \( x \) by

\[
\left\| \sum_{j=1}^{m} x_{j} \right\|_{E_{m}} \leq \sum_{j=1}^{m} \|x_{j}\|_{E_{m}} \leq \sum_{j=1}^{m} \|x_{j}\|_{E_{j}} < \sum_{j=1}^{m} \delta_{j} \leq \sum_{j=1}^{m} a_{j} < r < R.
\]
So, \( x \in B_{E_R}^m(0) \subseteq \bigcup_{n \in \mathbb{N}} B_{E_n}^m(0) \) which is the domain of \( f \). So it makes sense to evaluate \( f(x) \):

\[
f(x) = f_m(x) = \sum_{k=1}^{\infty} \beta_{k,m} (x, \ldots, x) = \sum_{k=1}^{\infty} \beta_{k,m} \left( \sum_{j_1=1}^{m} x_{j_1}, \ldots, \sum_{j_k=1}^{m} x_{j_k} \right)
\]

\[
= \sum_{k=1}^{\infty} \sum_{j \in \mathbb{N}^k} \beta_{k,m} (x_{j_1}, \ldots, x_{j_k}) = \sum_{k=1}^{\infty} \sum_{n=1}^{m} \sum_{j \in \mathbb{N}^k} \beta_{k,n} (x_{j_1}, \ldots, x_{j_k})
\]

Note, that we used in the last line that \( \beta_{k,m} \) and \( \beta_{k,n} \) coincide when the arguments are elements of \( E_n \). Now, we can estimate the norm:

\[
\| f(x) \|_F = \left\| \sum_{k=1}^{\infty} \sum_{n=1}^{m} \sum_{j \in \mathbb{N}^k} \beta_{k,n} (x_{j_1}, \ldots, x_{j_k}) \right\|_F \\
\leq \sum_{k=1}^{\infty} \sum_{n=1}^{m} \sum_{j \in \mathbb{N}^k} \| \beta_{k,n} \|_{op} \| x_{j_1} \|_{E_n} \cdots \| x_{j_k} \|_{E_n} \\
\leq \sum_{n=1}^{m} \sum_{k=1}^{\infty} \sum_{j \in \mathbb{N}^k} \| \beta_{k,n} \|_{op} \| x_{j_1} \|_{E_{j_1}} \cdots \| x_{j_k} \|_{E_{j_k}} \\
\leq \sum_{n=1}^{m} \sum_{k=1}^{\infty} \sum_{j \in \mathbb{N}^k} \| \beta_{k,n} \|_{op} \delta_{j_1} \cdots \delta_{j_k}
\]

One of the factors \( \delta_{j_1} \cdots \delta_{j_k} \) is equal to \( \delta_n = a_n \cdot b_n \), all the others can be estimated by the corresponding \( a_j \):

\[
\| f(x) \|_F \leq \sum_{n=1}^{m} \sum_{k=1}^{\infty} \sum_{j \in \mathbb{N}^k} \| \beta_{k,n} \|_{op} a_{j_1} \cdots a_{j_k} \cdot b_n \\
\leq \sum_{n=1}^{m} b_n \sum_{k=1}^{\infty} \| \beta_{k,n} \|_{op} a_{j_1} a_{j_2} \cdots a_{j_k} \text{ by (II)} \leq \sum_{n=1}^{m} b_n \cdot S_n \\
\leq \sum_{n=1}^{m} \frac{\varepsilon}{2^n} \cdot S_n < \varepsilon.
\]

This finishes the proof. \( \square \)

Although this result explicitly needs that \( K = \mathbb{C} \), the following easy consequence also holds in the real case:

**Corollary 2.1 (Continuity of polynomials).** Let \( K \in \{ \mathbb{R}, \mathbb{C} \} \). A polynomial function defined on the direct limit \( E = \bigcup_{n \in \mathbb{N}} E_n \) of normed \( K \)-vector spaces \( E_1 \subseteq E_2 \subseteq \cdots \) with values in a locally convex space is continuous if and only if it is continuous on each step.
**Proof.** First consider the case $\mathbb{K} = \mathbb{C}$. Let $f: E \to F$ be an $F$-valued polynomial map, defined on the locally convex direct limit $E = \bigcup_{n \in \mathbb{N}} E_n$ of normed spaces $E_n$. It is possible to choose on each $E_n$ an equivalent norm $\| \cdot \|_{E_n}$ such that the continuous bonding maps $i_n: E_n \to E_{n+1}$ with operator norm at most 1. Set $R := 1$ and $U := \bigcup_{n \in \mathbb{N}} B_{E_n}^R(0)$. By hypothesis, each $f_n := f|_{B_{E_n}^R(0)}$ is continuous. A continuous polynomial is automatically $C^\omega$ and locally bounded, i.e., it maps bounded sets to bounded sets, in particular, $f_n(B_{E_n}^R(0))$ is bounded in $F$. Therefore we can directly apply Theorem A and obtain that $f$ is analytic and hence continuous on the 0-neighborhood $U$. But for polynomial functions this is enough to guarantee continuity on the whole domain $E$. (see [2, Theorem 1])

Let $\mathbb{K} = \mathbb{R}$ now and let $E_{\mathbb{C}}$, $(E_n)_{\mathbb{C}}$ and $F_{\mathbb{C}}$ denote the complexifications of the $\mathbb{R}$-vector spaces $E$, $E_n$ and $F$ respectively. Then every polynomial map $f_n: E_n \to F$ can be extended to a complex polynomial map $(f_n)_{\mathbb{C}}: E_{\mathbb{C}} \to F_{\mathbb{C}}$. The maps $(f_n)_{\mathbb{C}}$ are continuous because the maps $f_n$ are so. We now apply the complex case and obtain that $f_{\mathbb{C}}$ is continuous and hence $f$ is continuous, too. \qed

### 3 Example: Germs of diffeomorphisms around a compact set in a Banach space

Throughout this section, let $X$ be a Banach space over $\mathbb{K}$, and let $K \subseteq X$ be a nonempty compact subset. We are interested in germs of analytic diffeomorphisms around $K$, i.e., we examine analytic diffeomorphisms $\eta: U_\eta \to V_\eta$ where $U_\eta$ and $V_\eta$ are open subsets of $X$, both containing $K$, such that $\eta|_K = \text{id}_K$. We identify two diffeomorphisms if they coincide on an open set $W \subseteq X$, containing $K$. It is easily checked that these equivalence classes of diffeomorphisms form a group with respect to composition. In this section we will turn this group into a Lie group modelled on a compactly regular direct limit of Banach spaces.

We will follow the strategy of [5] to first consider the case $\mathbb{K} = \mathbb{C}$ and reduce the real case to the complex case. The topologies used in [5] do not work when $X$ is infinite dimensional. However, once we have constructed the Lie group structure for $\mathbb{K} = \mathbb{C}$, the proof of the real case can be copied verbatim from [5, Corollary 15.11].

Therefore, from now on, $\mathbb{K} = \mathbb{C}$.

#### The modelling space

Throughout this section, we will fix the following countable basis of open neighborhoods of $K$:

$$U_n := K + B_X^Y(a) = \bigcup_{a \in K} B_X^Y(a).$$

For every $n \in \mathbb{N}$, we define the following spaces:

$$BC^0(U_n, X) := \{ \gamma: U_n \to X : \gamma \text{ is continuous and bounded} \}$$
\[ \text{Hol}_b (U_n, X)_K := \{ \gamma : U_n \to X : \gamma \text{ is } C^\omega, \text{ bounded and } \gamma|_K = 0 \}. \]

It is well-known that \( BC^0(U_n, X) \) is a Banach space when equipped with the sup-norm. The space \( \text{Hol}_b (U_n, X)_K \) is a closed vector subspace of \( BC^0(U_n, X) \) and hence becomes a Banach space as well.

For every \( k \in \mathbb{N} \) we define

\[ BC^k(U_n, X) := \left\{ \gamma : U_n \to X : \gamma \text{ is } C^\omega, \text{ bounded and the first } k \text{ Fréchet derivatives are bounded} \right\}. \]

This space becomes a Banach space when endowed with the (finite number of) semi norms \( (\gamma \mapsto \|\gamma^{(l)}\|_\infty) \) where \( l \in \{0, 1, \ldots, k\} \) and \( \gamma^{(k)} : U_n \to \text{Lin}^k(X, X) \) denotes the \( k \)-th Fréchet derivative of \( \gamma \).

The notation \( BC^k(U_n, X) \) suggests that the elements need not be analytic but only \( k \) times continuously differentiable. However a map between complex Banach spaces which is \( C^1 \) is automatically Gateaux analytic (see [1] Theorem 3.1) and continuous and therefore \( C^\omega \) by Lemma [1.3]. Therefore the exponent \( k \) only refers to the boundedness of the first \( k \) derivatives.

**Lemma 3.1.** Let \( n \in \mathbb{N} \) and \( k \in \{0, 1, 2, \ldots\} \). Then the linear operator \( \text{Hol}_b (U_n, X)_K \to BC^k(U_{n+1}, X) : \gamma \mapsto \gamma|_{U_{n+1}} \) is continuous.

**Proof.** Let \( x \in U_{n+1} \) be given. Then there is an \( a \in K \) such that \( x \in B^X_{\frac{1}{n+1}}(a) \). Set \( R := \frac{1}{n} - \frac{1}{n+1} = \frac{1}{n(n+1)} \), then \( B^X_{\frac{1}{n}}(x) \subseteq B^X_{\frac{1}{n+1}}(a) \subseteq U_n \). For each \( \gamma \in \text{Hol}_b (U_n, X)_K \) we obtain a bounded analytic function \( \gamma|_{nX}(x) : B^X_{\frac{1}{n+1}}(x) \to X \).

We fix a real number \( r < \frac{R}{2r} \) and apply Lemma [1.4] to get the following estimate:

\[ \sum_{l=0}^{\infty} \frac{\|\gamma^{(l)}(x)\|_\infty}{l!} \leq \frac{R}{R - 2er} \cdot \|\gamma\|_\infty. \]

In particular we can estimate every summand in the infinite sum by the whole sum and conclude

\[ \|\gamma^{(l)}(x)\|_\infty \leq \frac{l!}{l!} \cdot \frac{R}{R - 2er} \cdot \|\gamma\|_\infty. \]

This bound does not depend on the choice of \( x \in U_{n+1} \), hence

\[ \|\gamma^{(l)}|_{U_{n+1}}\|_\infty = \sup_{x \in U_{n+1}} \|\gamma^{(l)}(x)\|_\infty \leq \frac{l!}{l!} \cdot \frac{R}{R - 2er} \cdot \|\gamma\|_\infty. \]

We also need the space

\[ BC^1_C(U_n, X)_K := \{ \gamma \in BC^1(U_n, X) : \gamma|_K = 0 \}. \]

This is a closed subspace of \( BC^1(U_n, X) \) and therefore becomes a Banach space with the induced topology.

**Lemma 3.2.** The topology of the Banach space \( BC^1_C(U_n, X)_K \) is given by the norm

\[ \|\gamma\|_D := \|\gamma'|_\infty = \sup_{x \in U_n} \|\gamma'(x)\|_\infty. \]
Proof. By definition, \(\|\cdot\|_D\) is one of the continuous seminorms generating the topology of \(BC^1_C(U_n, X)_K\). It suffices to show that \(\|\cdot\|_\infty\) is continuous with respect to \(\|\cdot\|_D\). Then the seminorm \(\|\cdot\|_D\) generates a Banach space topology and therefore has to be a norm.

Let \(\gamma \in BC^1_C(U_n, X)_K\) and let \(x \in U_n = K + B^X_n(0)\). Then \(x = a + v\) with \(a \in K\) and \(\|v\|_X < \frac{1}{n}\). Then

\[
\|\gamma(x)\|_X = \|\gamma(a + v)\|_X = \left\| \gamma(a) + \int_0^1 \gamma'(a + tv)(v)dt \right\|_X \\
\leq \int_0^1 \|\gamma'(a + tv)\|_{op} \|v\|_X dt \leq \|\gamma\|_D \cdot \frac{1}{n}.
\]

Therefore \(\|\gamma\|_\infty \leq \frac{1}{n} \|\gamma\|_D\) and this finishes the proof. \(\square\)

Note that this does not work without the assumption that \(\gamma|_K = 0\).

From now on, the space \(BC^1_C(U_n, X)_K\) is endowed with the norm \(\|\cdot\|_D\). In the proof of Lemma \ref{lem:bounded-operators} we have seen that

\[BC^1_C(U_n, X)_K \to Hol_b(U_n, X)_K : \gamma \mapsto \gamma\]

is a bounded operator of norm at most \(\frac{1}{n}\).

We are now in the following situation: All of the arrows in the following diagram are injective bounded operators between Banach spaces:

\[
\begin{array}{ccc}
BC^1_C(U_n, X)_K & \to & Hol_b(U_n, X)_K \\
\uparrow & & \uparrow \\
Hol_b(U_n, X)_K & \to & Hol_b(U_{n+1}, X)_K
\end{array}
\]

\[
\begin{array}{ccc}
Hol_b(U_{n+1}, X)_K & \to & Hol_b(U_{n+2}, X)_K \\
\uparrow & & \uparrow \\
\cdots & & \cdots
\end{array}
\]

\[
\begin{array}{ccc}
BC^1_C(U_n, X)_K & \to & BC^1_C(U_{n+1}, X)_K \\
\downarrow & & \downarrow \\
BC^1_C(U_{n+2}, X)_K & \to & BC^1_C(U_{n+3}, X)_K
\end{array}
\]

\[
\begin{array}{ccc}
\cdots & & \cdots
\end{array}
\]

\[Proposition\ 3.3.\ The\ direct\ limit\]

\[
\text{Germ}(K, X)_K := \bigcup_{n \in \mathbb{N}} Hol_b(U_n, X)_K = \bigcup_{n \in \mathbb{N}} BC^1_C(U_n, X)_K
\]

is Hausdorff and compactly regular.

Proof. To simplify notation, let \(E_n := Hol_b(U_n, X)_K\). To see that the direct limit is Hausdorff, note that every \(\gamma \in Hol_b(U_n, X)_K\) is uniquely determined if we know its power series expansion at each \(a \in K\), since \(U_n = \bigcup_{a \in K} B^X_n(a)\).

Therefore the following mappings are injective:

\[
\Phi_n : Hol_b(U_n, X)_K \to \prod_{a \in K} \text{Lin}_k^C(X, X) : \gamma \mapsto (\gamma^{(k)}(a))_{a \in K, k \in \mathbb{N}}
\]

Here, the \(k\)-linear continuous map \(\gamma^{(k)}(a) : X^k \to X\) is the \(k\)-th Fréchet derivative and \(\text{Lin}_k^C(X, X)\) denotes the Banach space of continuous \(k\)-linear maps from \(X^k\) to \(X\). By Lemma \ref{lem:frechet-deriv}, calculating these derivatives is continuous with respect to the sup-norm, therefore the mappings above are continuous and linear. Since they are compatible with the bonding maps \(Hol_b(U_n, X)_K \to\)
Holb\((U_{n+1}, X)_K : \gamma \mapsto \gamma_{|U_{n+1}}\) we can extend these maps to the direct limit and obtain an injective continuous map into a Hausdorff space. This proves that the direct limit is Hausdorff.

To show compact regularity, we want to use Proposition 1.10. Therefore it suffices to show that for every \( n \in \mathbb{N} \), there is a 0-neighborhood \( \Omega \subseteq E_n \) and a number \( m \geq n \) and such that all the spaces \( E_m, E_{m+1}, E_{m+2}, \ldots \) induce the same topology on \( \Omega \). We need the following constant: \( D := \frac{3}{2e} \approx 10, 4689403 \).

Let \( n \in \mathbb{N} \) be given. Set \( \Omega := B_{E_n}^E(0) \) and \( m := 6n \).

Now we can apply Lemma 1.5 with \( E = F = X \) and \( M = 2\Omega = B_{E_n}^E(0) \), \( R = \frac{1}{n} \) and \( r = \frac{1}{6n} < \frac{R}{2e} \) and obtain

\[
\sum_{k=1}^{\infty} \sup_{\gamma \in 2\Omega \setminus K} \frac{\|\gamma(k)(a)\|_{\infty}}{k!} \left( \frac{1}{6n} \right)^k \leq \frac{1}{n - 2e} \cdot \frac{1}{6n} \cdot \sup_{\gamma \in 2\Omega} \|\gamma\|_{\infty} = 2D.
\]

(\ast)

Let \( l \geq m \). To show that \( E_l \) and \( E_m \) induce the same topology on \( \Omega \), it remains to prove that the inclusion map \( \Omega \subseteq E_l \to E_m : \gamma \mapsto \gamma \) is continuous. Let \( \varepsilon > 0 \) be given. By [1] the series \( \sum_{k=1}^{\infty} s_k \left( \frac{1}{6n} \right)^k \) converges. Therefore there is a number \( k_0 \in \mathbb{N} \) such that \( \sum_{k > k_0} s_k \left( \frac{1}{6n} \right)^k < \frac{\varepsilon}{2} \). We set \( \delta := \frac{1}{D} \left(\frac{2}{7}\right)^{k_0} \cdot \frac{\varepsilon}{2} \).

Now, let \( \gamma_1, \gamma_2 \in \Omega \) be two elements with \( E_l \)-distance \( \|\gamma_1 - \gamma_2\|_{E_l} \leq \delta \). For the \( E_m \)-distance, we show that \( \|\gamma_1 - \gamma_2\|_{E_m} \leq \varepsilon \). With \( \gamma_d := \gamma_1 - \gamma_2 \), we know that \( \gamma_d \in 2\Omega \). It remains to show that \( \|\gamma_d\|_{E_m} = \sup_{x \in U_m} \|\gamma_d(x)\|_X \leq \varepsilon \).

Therefore let \( x \in U_m \) be given. By definition of \( U_m = K + B_X^E(0) \), there is an \( a \in K \) such that \( x \in B_X^m(a) \).

Now,

\[
\|\gamma_d(x)\|_X = \left\| \sum_{k=1}^{\infty} \frac{\gamma_d(k)(a)}{k!} (x-a) \right\|_X \leq \sum_{k=1}^{\infty} \left\| \frac{\gamma_d(k)(a)}{k!} \right\|_X \left( \frac{1}{6n} \right)^k
\]

\[
\leq \sum_{k \leq k_0} \left\| \frac{\gamma_d(k)(a)}{k!} \right\|_X \left( \frac{1}{6n} \right)^k + \sum_{k > k_0} \left\| \frac{\gamma_d(k)(a)}{k!} \right\|_X \left( \frac{1}{6n} \right)^k
\]

\[
\leq \left( \frac{1}{n} \right)^{k_0} \cdot \sum_{k=1}^{\infty} \left\| \frac{\gamma(k)(a)}{k!} \right\|_X \left( \frac{1}{6l} \right)^k + \varepsilon + \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

This shows that the space

\[
\text{Germ}(K, X)_K = \bigcup_{n \in \mathbb{N}} \text{Holb}(U_n, X)_K = \bigcup_{n \in \mathbb{N}} \text{BC}^E_X(U_n, X)_K
\]

is a compactly regular LB-space. \( \square \)
The monoid

To turn DiffGerm\((K, X)\) into a Lie group modelled on Germ\((K, X)_K\), we first construct an analytic structure on the monoid

\[
\text{EndGerm}(K, X) := \left\{ \eta: U_\eta \to X : \eta \text{ is a } C^\omega\text{-map, } U_\eta \text{ is an open neighborhood of } K \text{ and } \eta|_K = \text{id}_K \right\} / \sim
\]

where \(\eta_1 \sim \eta_2\) if and only if they coincide on a common neighborhood of \(K\).

Since every neighborhood of \(K\) contains one of the neighborhoods \(U_n\) it suffices to look at analytic maps of the form \(\eta = \text{id}_{U_n} + \gamma\) with \(\gamma \in \text{Hol}_b(U_n, X)_K\) for any \(n \in \mathbb{N}\). This implies that the following map is a bijection:

\[
\Phi : \text{EndGerm}(K, X) \to \text{Germ}(K, X)_K \\
[\gamma + \text{id}_{U_n}]_\sim \mapsto \gamma \in \text{Hol}_b(U_n, X)_K
\]

We use the map \(\Phi\) as a global chart and define the manifold structure on \(\text{EndGerm}(K, X)\) such that \(\Phi\) is a diffeomorphism.

We will use the following result from [7]:

**Lemma 3.4.** Let \(X, Y\) and \(Z\) be normed spaces over \(\mathbb{C}\), \(U \subseteq X\) and \(V \subseteq Y\) open subsets and \(k \in \{0, 1, 2, \ldots\}\). Then the continuous map

\[
g^k_Z : B^{k+2}(V, Z) \times B^{0,k}(U, V) \to B^k(U, Z) : (\gamma, \eta) \mapsto \gamma \circ \eta
\]

is a \(C^\omega\)-map with Fréchet derivative

\[
\left( g^k_Z \right)'(\gamma_0, \eta_0)(\gamma, \eta) = g^k_Z(\gamma, \eta_0) + g^k_{\text{Lin}(Y,Z)}(\gamma'_0, \eta_0) \cdot \eta.
\]

Here, \(B^{0,k}(U, V)\) is the set of all \(\gamma \in B^k(U, Y)\) whose image is contained in \(V\) and has a positive distance to the boundary of \(V\). It is open in \(B^k(U, Y)\).

**Proposition 3.5.** The monoid multiplication of \(\text{EndGerm}(K, X)\):

\[
\mu : \text{EndGerm}(K, X) \times \text{EndGerm}(K, X) \to \text{EndGerm}(K, X) \\
([\eta_1]_\sim, [\eta_2]_\sim) \mapsto [\eta_1 \circ \eta_2]_\sim
\]

is \(C^\omega\) with respect to the manifold structure defined by \(\Phi\).

**Proof.** Using the global chart \(\Phi\), this map becomes

\[
\Phi \circ \mu \circ (\Phi \times \Phi)^{-1} : \text{Germ}(K, X)_K \times \text{Germ}(K, X)_K \to \text{Germ}(K, X)_K \\
(\gamma_1, \gamma_2) \mapsto (\gamma_1 + \text{id}) \circ (\gamma_2 + \text{id}) - \text{id} = \gamma_1 \circ (\gamma_2 + \text{id}) + \gamma_2.
\]

To show analyticity of that map, it suffices to show that

\[
f : \text{Germ}(K, X)_K \times \text{Germ}(K, X)_K \to \text{Germ}(K, X)_K \\
(\gamma_1, \gamma_2) \mapsto \gamma_1 \circ (\gamma_2 + \text{id})
\]

is analytic.
For each $n \in \mathbb{N}$, we set
\[
E_n := (\text{Hol}_b(U_n, X)_K, \|\cdot\|_\infty),
\]
\[
F_n := (\text{BC}^b_{\infty}(U_n, X)_K, \|\cdot\|_D).
\]

The domain of the map $f$ in question can now be regarded as the following direct limit: $\text{Germ}(K, X)_K \times \text{Germ}(K, X)_K = \bigcup_{n \in \mathbb{N}} E_n \times F_n$. For each $R > 0$ we set $\Omega_R := \bigcup_{n \in \mathbb{N}} B^{E_n}_R(0)$. One easily checks that
\[
\bigcup_{R > 0} \Omega_R = \text{Germ}(K, X)_K
\]
\[
\bigcup_{n \in \mathbb{N}} B^{E_n}_R(0) = \text{Germ}(K, X)_K \quad \text{for every } R > 0.
\]

Therefore the domain $\text{Germ}(K, X)_K \times \text{Germ}(K, X)_K$ can be written as a union $\bigcup_{R \in \mathbb{N}} (\text{Germ}(K, X)_K \times \Omega_R)$ of open 0-neighborhoods. This means that $f$ is analytic on $\text{Germ}(K, X)_K \times \text{Germ}(K, X)_K$ if and only if $f$ is analytic on each $\text{Germ}(K, X)_K \times \Omega_R$.

Let $R > 0$ be given, without loss of generality, $R \in \mathbb{N}$. To simplify notation, we denote the restriction of $f$ to $\text{Germ}(K, X)_K \times \Omega_R$ also by $f$.

Now, define $l_n := (R + 1)(n + 2) \in \mathbb{N}$. Since $\lim_{n \to \infty} l_n = \infty$, the sequence $(F_{l_n})_{n \in \mathbb{N}}$ is cofinal in $(F_n)_{n \in \mathbb{N}}$, hence
\[
\text{Germ}(K, X)_K \times \Omega_R = \bigcup_{n \in \mathbb{N}} \left( B^{E_n}_R(0) \times B^{F_{l_n}}_R(0) \right) = \bigcup_{n \in \mathbb{N}} B^{H_n}_R(0).
\]

Here, we set $H_n := E_n \times F_{l_n}$ with the norm
\[
\|(\gamma_1, \gamma_2)\|_{H_n} := \max\{\|\gamma_1\|_{\infty}, \|\gamma_2\|_D\} = \max\{\|\gamma_1\|_{\infty}, \|\gamma_2\|_{\infty}\}.
\]

All bonding maps $i_n : H_n \to H_{n+1}$ have operator norm at most 1. We now would like to apply Theorem A. To this end, we define
\[
f_n : B^{H_n}_R(0) \to \text{Germ}(K, X)_K : (\gamma_1, \gamma_2) \mapsto \gamma_1 \circ (\gamma_2 + \text{id}_{U_{l_n}}).
\]

We claim:

(a) Each $f_n$ makes sense,

(b) Each $f_n$ is $C^\omega$,

(c) Each $f_n$ is bounded.

Once we have this, by Theorem A the map $f$ is analytic, as we had to show.

(a) Let $(\gamma_1, \gamma_2) \in B^{H_n}_R(0) = B^{E_n}_R(0) \times B^{F_{l_n}}_R(0)$. We have to show that $\gamma_1$ and $(\gamma_2 + \text{id}_{U_{l_n}})$ can be composed, i.e. that $(\gamma_2 + \text{id}_{U_{l_n}})(U_{l_n}) \subseteq U_n$. In fact, we actually show that $(\gamma_2 + \text{id}_{U_{l_n}})(U_{l_n}) \subseteq U_{n+2}$.

Therefore, let $x \in U_{l_n} = K + B^X_{2 l_n}(0)$ be given. Then $x$ is of the form $x = a + v$ with $a \in K$ and $\|v\|_X < \frac{1}{l_n}$. Now, we apply $(\gamma_2 + \text{id}_{U_{l_n}})$ to $x$:
\[
(\gamma_2 + \text{id}_{U_{l_n}})(x) = \gamma_2(a + v) + a + v = a + w
\]
with \( w := v + \gamma_2(a + v) \).

\[
\|w\|_X = \|v + \gamma_2(a + v)\|_X \leq \|v\|_X + \|\gamma_2(a + v)\|_X
\]
\[
= \|v\|_X + \|\gamma_2(a + v) - \gamma_2(a)\|_X
\]
\[
= \|v\|_X + \left\| \int_0^1 \gamma''_2(a + tv)(v) dt \right\|_X
\]
\[
< \frac{1}{l_n} + \sup_{t \in [0,1]} \|\gamma''_2(a + tv)\|_{op} \cdot \|v\|_X
\]
\[
\leq \frac{1}{l_n} + R \frac{1}{l_n} = \frac{R + 1}{(R + 1)(n + 2)} = \frac{1}{n + 2}.
\]

Therefore \( (\gamma_2 + \text{id}_{U_{l_n}})(x) \in B_{n+2}^X (\gamma) \subseteq U_{n+2} \).

(b) The image of \( f_n \) is a subset of \( BC^1_C(U_{l_n}, X)_K \). The inclusion map:

\[
BC^1_C(U_{l_n}, X)_K \rightarrow \text{Germ}(K, X)_K
\]

remains continuous linear and therefore \( C^\omega \). It remains to show that the arrow \( \clubsuit \) in the following diagram is \( C^\omega \):

\[
\begin{array}{ccc}
B_{R}^{H_n}(0) & \xrightarrow{\text{\( f_n \)}} & BC^1_C(U_{l_n}, X)_K \rightarrow \text{Germ}(K, X)_K \\
\diamond & & \\
BC^3(U_{n+1}, X) \times BC^{0,1}(U_{l_n}, U_{n+1}) & \xrightarrow{\text{\( \heartsuit \)}} & BC^1(U_{l_n}, X)
\end{array}
\]

The space \( BC^1_C(U_{l_n}, X)_K \) is a closed subspace of \( BC^1(U_{l_n}, X) \) and \( \heartsuit \) is a topological embedding. Therefore \( f_n \) will be \( C^\omega \) if we are able to show that \( \heartsuit \circ \heartsuit \) is so.

Let \( (\gamma_1, \gamma_2) \in B_{R}^{H_n}(0) \). Then \( \gamma_1 \) is complex analytic and bounded on \( U_n \).

We have seen in Lemma 3.1 that all derivatives of \( \gamma_1 \) are bounded when restricting \( \gamma_1 \) to the smaller set \( U_{n+1} \) and that the inclusion \( \text{Hol}_b(U_{n}, X)_K \rightarrow BC^k(U_{n+1}, X) : \gamma_1 \mapsto \gamma_1|_{U_{n+1}} \) is continuous for every \( k \in \mathbb{N} \).

We have just shown in (a) that the image of \( (\gamma_2 + \text{id}_{U_{l_n}}) \) is a subset of \( U_{n+2} \), hence it has a positive distance from the boundary of \( U_{n+1} \). This means it lies in the space \( BC^{0,1}(U_{l_n}, U_{n+1}) \) as defined in Lemma 3.4.

The map

\[
\diamond : B_{R}^{H_n}(0) \rightarrow BC^3(U_{n+1}, X) \times BC^{0,1}(U_{l_n}, U_{n+1}) : (\gamma_1, \gamma_2) \mapsto (\gamma_1, \gamma_2 + \text{id}_{U_{l_n}})
\]

in the diagram above is therefore well-defined and continuous. Since it is affine, it is automatically analytic.

To make the diagram commutative, we define the remaining arrow as

\[
\heartsuit : BC^3(U_{n+1}, X) \times BC^{0,1}(U_{l_n}, U_{n+1}) \rightarrow BC^1(U_{l_n}, X) : (\gamma, \eta) \mapsto \gamma \circ \eta.
\]

and this is \( C^1 \) by Lemma 3.4 (with \( k = l = 1 \)). Since we are dealing with mappings between complex Banach spaces, the \( C^1 \)-property implies complex analyticity.

(c) Let \( (\gamma_1, \gamma_2) \in B_{R}^{E_n}(0) \times B_{R}^{E_n}(0) \). Then \( f_n(\gamma_1, \gamma_2) = \gamma_1 \circ (\gamma_2 + \text{id}_{U_{l_n}}) \) is an element of \( \text{Hol}_b(U_{l_n}, X)_K \) of norm \( \|\gamma_1 \circ (\gamma_2 + \text{id}_{U_{l_n}})\|_{\infty} \leq \|\gamma_1\|_{\infty} < R. \)
Therefore the image of \( f_n \) is a bounded subset of \( \text{Hol}_b(U_n, X)_K \) and hence a bounded subset of the direct limit \( \text{Germ}(K, X)_K \).

Therefore, by Theorem A, \( f \) is complex analytic and we have shown that \( \text{EndGerm}(K, X) \) is a complex analytic monoid.

**The group**

The monoid \( \text{Germ}(K, X)_K \) has a \( C^\omega \)-manifold structure and an analytic multiplication. We now show that the group of invertible elements of the monoid is open and that inversion is analytic.

For the openness, we use a lemma:

**Lemma 3.6.** Let \( \gamma \in BC^1(U_n, X)_K \) with \( \|\gamma\|_D = \|\gamma\|_\infty < 1 \). Then \( \eta := \text{id}_{U_0} + \gamma|_{U_0} \) is a \( C^\omega \)-diffeomorphism onto its open image.

**Proof.** Let \( x \in U_0 \). Then the Fréchet derivative \( \eta'(x) \) at \( x \) is an element in the Banach algebra \( (\mathcal{L}(X), \|\cdot\|_{\text{op}}) \). The distance between \( \eta'(x) \) and the identity of the algebra is \( \|\eta'(x) - \text{id}_X\|_{\text{op}} = \|\gamma'(x)\|_{\text{op}} \leq \|\gamma\|_\infty < 1 \). Therefore \( \eta'(x) \in B_{1}^{\mathcal{L}(X)}(\text{id}_X) \subseteq \text{GL}(X) \). By the Inverse Function Theorem for complex Banach spaces this implies that there is an open neighborhood of \( x \) on which \( \eta \) is a diffeomorphism onto its open image. Since \( x \in U_0 \) was arbitrary, we know that the image \( \eta(U_0) \) is open. To show that \( \eta : U_0 \rightarrow \eta(U_0) \) is not only a local, but a global diffeomorphism, it remains to show injectivity of \( \eta \).

Let \( x, y \in U_0 \) with \( \eta(x) = \eta(y) \) be given. We have to show that \( x = y \). This is easy once we have shown that the line segment joining \( x \) and \( y \) lies in \( U_0 \).

By definition of \( U_0 \), there are elements \( a, b \in K \) and \( v, w \in X \) such that \( \|v\|_X \cdot \|w\|_X < \frac{1}{6n} \) and \( x = a + v, y = b + w \). Let \([a, x] := \{a + tv : t \in [0, 1]\} \subseteq B_{\frac{1}{6n}}(a) \subseteq U_0 \) denote the compact line segment joining \( a \) and \( x \). Then

\[
\|\eta(x) - \eta(a)\|_X = \left\| \int_0^1 \eta'(a + tv)(v)dt \right\|_X \leq \max_{t \in [0, 1]} \|\eta'(a + tv)\|_X \cdot \|v\|_X \leq \left( \|\text{id}\|_{\text{op}} + \|\gamma\|_{\text{op}} \right) \cdot \|v\|_X < 2 \cdot \frac{1}{6n} = \frac{1}{3n}.
\]

Likewise we see that \( \|\eta(y) - \eta(b)\|_X < \frac{1}{3n} \). We can now estimate the distance between the points \( a \) and \( b \):

\[
\|a - b\|_X = \|\eta(a) - \eta(b)\|_X \leq \|\eta(a) - \eta(x)\|_X + \|\eta(x) - \eta(y)\|_X + \|\eta(y) - \eta(b)\|_X < \frac{2}{3n}.
\]

This also allows us to estimate the distance between \( y \) and \( a \):

\[
\|y - a\|_X \leq \|y - b\|_X + \|b - a\|_X < \frac{1}{6n} + \frac{2}{3n} < \frac{1}{n}.
\]
So, \( y \in \mathcal{B}^X_\frac{1}{n}(a) \). Therefore the two points \( x \) and \( y \) both lie in the convex set \( \mathcal{B}^X_\frac{1}{n}(a) \). Therefore also the line segment \([x, y]\) lies in \( \mathcal{B}^X_\frac{1}{n}(a) \) which is a subset of \( U_n \), and thus

\[
\begin{align*}
0 &= \|\eta(x) - \eta(y)\|_X = \|x - y + \gamma(x) - \gamma(y)\|_X \\
&\geq \|x - y\|_X - \|\gamma(x) - \gamma(y)\|_X \\
&= \|x - y\|_X - \left\| \int_0^1 \gamma'(y + t(x - y))(x - y)dt \right\|_X \\
&\geq \|x - y\|_X - \|\gamma'\|_\infty \|x - y\|_X = \|x - y\|_X (1 - \|\gamma'\|_\infty) > 0.
\end{align*}
\]

Therefore \( \|x - y\|_X \) has to be zero and so \( \eta: U_{6n} \rightarrow X \) is injective. This finishes the proof. \( \square \)

**Proposition 3.7.** Let \( \text{EndGerm}(K, X)^\times \) denote the group of invertible elements of \( \text{EndGerm}(K, X) \) and let

\[
\text{DiffGerm}(K, X) := \left\{ \eta : \eta \text{ is a } C^\omega \text{-diffeomorphism between open neighborhoods of } K \text{ and } \eta|_K = \text{id}_K \right\} / \sim,
\]

where two diffeomorphisms \( \eta_1 \sim \eta_2 \) are identified if they coincide on a common neighborhood of \( K \). Then \( \text{DiffGerm}(K, X) = \text{EndGerm}(K, X)^\times \) and this is an open subset of \( \text{EndGerm}(K, X) \).

**Proof.** If \( \eta_1 \) is a diffeomorphism between open neighborhoods of \( K \), then \( [\eta_1]_\sim \) is clearly invertible and thus \( \text{DiffGerm}(K, X) \subseteq \text{EndGerm}(K, X)^\times \). If \( [\eta_1]_\sim, [\eta_2]_\sim \in \text{EndGerm}(K, X)^\times \) with \( [\eta_1]_\sim \circ [\eta_2]_\sim = [\text{id}_X]_\sim \), then \( \eta_1 \circ \eta_2|_W = \text{id}_W \) on some open neighborhood \( W \) of \( K \), whence \( \eta_2|_W \) is injective and \( \eta_2(W) \subseteq \text{GL}(X) \). By the Inverse Function Theorem for Banach spaces this implies that \( \eta_2 \) is a diffeomorphism onto an open neighborhood of \( K \) and thus \( \text{DiffGerm}(K, X) \supseteq \text{EndGerm}(K, X)^\times \).

The set \( U := \bigcup_{n \in \mathbb{N}} \mathcal{B}^{BC^\omega_1(U_n, X)}_1(0) \subseteq \text{Germ}(K, X)_K \) is an open \( 0 \)-neighborhood in \( \text{Germ}(K, X)_K \). Using the global chart, we see that \( \Phi^{-1}(U) \) is an open \( [\text{id}]_\sim \)-neighborhood in \( \text{EndGerm}(K, X) \). By Lemma 3.6 we know that every \( \gamma \in \Phi^{-1}(U) \) is a diffeomorphism onto an open image and thus \( \Phi^{-1}(U) \subseteq \text{DiffGerm}(K, X) = \text{EndGerm}(K, X)^\times \). Therefore the unit group of the monoid contains an open identity neighborhood, and hence the whole unit group has to be open. \( \square \)

From Lemma 3.6 we know that the image of \( \eta: U_{6n} \rightarrow X \) is an open neighborhood of \( K \) and therefore has to contain one of the basic neighborhoods \( U_m \) for an \( m \in \mathbb{N} \). The next lemma provides quantitative information:

**Lemma 3.8.** Let \( \gamma \in \mathcal{B}^{BC^\omega_1}_{1}(U_n, X)_K \) with \( \|\gamma\|_D = \|\gamma'\|_\infty \leq \frac{1}{2} \) and let \( \eta := \text{id}_{U_{6n}} + \gamma|_{U_{6n}} \) be as in Lemma 3.6. Then the image of \( \eta \) contains \( U_{12n} \) and we have

\[
\left\| \left( (\gamma + \text{id}_{U_{6n}})|_{U_{6n}} \right)^{-1} \right\|_{U_{12n}} \leq \frac{1}{6n}.
\]
To prove this lemma, we need a quantitative version of the Inverse Function Theorem for Banach spaces which can be found in [8]:

**Theorem 3.9 (Lipschitz inverse function theorem).** Let \( X \) be a Banach space and let \( T : X \to X \) be a linear invertible map. Suppose \( f : U \to X \) is \( L \)-Lipschitz continuous with \( L > 0 \), where \( U \) an open neighborhood of \( 0 \) in \( X \) and \( f(0) = 0 \), and \( \lambda := L \cdot \|T^{-1}\|_{\text{op}} < 1 \). Then \( T + f \) is a homeomorphism of \( U \) onto an open subset \( V \) of \( X \) and \((T + f)^{-1}\) is Lipschitz with constant \( \frac{1}{1 - \lambda} \|T^{-1}\|_{\text{op}} \). If \( U \) contains the ball \( B^X_r(0) \), then \( V \) contains the ball \( B^X_r(0) \) with \( r' := \frac{r(1 - \lambda)}{\|T^{-1}\|_{\text{op}}} \).

**Proof of Lemma 3.8** Let \( x \in U_{12n} = K + B^X_{\frac{1}{12n}}(0) \) be given. We have to show that \( x \in \eta(U_{6n}) \). We know that there is an \( a \in K \) such that \( x = a + v \) with \( v \in B^X_{\frac{1}{12n}}(0) \). Now, we set \( r := \frac{1}{6n} \), \( T := \text{id}_X - B^X_{\frac{1}{6n}}(0) \) and \( f : U \to X : w \mapsto \gamma(a + w) \). This function satisfies \( f(0) = 0 \) and is Lipschitz continuous with Lipschitz constant \( L := \|f'\|_{\infty} \leq \|\gamma\|_D \leq \frac{1}{2} \). The number \( \lambda := L \cdot \|T^{-1}\|_{\text{op}} = L \leq \frac{1}{2} \) is strictly less than 1 and therefore all hypotheses of Theorem 3.9 are satisfied. Therefore we may conclude that the image of \((id + f)\) contains the ball \( B^X_{\frac{r}{2}}(0) \) with \( r' := \frac{(1 - \lambda)}{\|T^{-1}\|_{\text{op}}} = \frac{1}{6n} \cdot (1 - \lambda) \geq \frac{1}{6n} (1 - \frac{1}{2}) = \frac{1}{12n} \). So, there exists \( w \in U \) such that \((id + f)(w) = v \). But this means:

\[
x = a + v = a + (id + f)(w) = a + w + f(w) = a + w + \gamma(a + w) = \eta(a + w)
\]

So \( x \) is in the image of \( \eta \). This proves \( U_{12n} \subseteq \eta(U_{6n}) \).

Since the Fréchet derivative of \( \eta := \text{id}_{U_{6n}} + \gamma|_{U_{6n}} \) has distance at most \( \frac{1}{2} \) from the identity, it follows that the Fréchet derivative of \( \eta^{-1} \) has distance at most \( \frac{1}{1 - \frac{1}{2}} = 2 \) from the identity. Therefore:

\[
\left\| \left( \left( \gamma + \text{id}_{U_{6n}} \right) \right)^{-1} \left|_{U_{6n}} \right. - \text{id}_{U_{12n}} \right\|_D \leq 2.
\]

Together with \( \|\cdot\|_\infty \leq \frac{1}{12n} \|\cdot\|_D \) the assertion follows.

So far we showed that \( \text{DiffGerm}(K, X) \) is an open subset of the \( C^\infty \)-manifold \( \text{EndGerm}(K, X) \) and therefore has an induced manifold structure. To show complex analyticity of the inversion map, we once again use our global chart \( \Phi \) and define:

\[
i : \Phi(\text{DiffGerm}(K, X)) \to \Phi(\text{DiffGerm}(K, X))
\]

\[
\gamma \mapsto \Phi \left( \left( \Phi^{-1}(\gamma) \right)^{-1} \right).
\]

It remains to show that \( i \) is analytic.

From now on, we again use the notation: \( E_n := \text{Hol}_b(U_n, X)_K \) and \( F_n := \text{BC}^1(U_n, X)_K \). Lemma 3.8 allows us to define for every \( n \in \mathbb{N} \) the following map:

\[
i_n : B^{F_n}_{\frac{r}{2}}(0) \to B^{E_{12n}}_{\frac{1}{6n}}(0)
\]

\[
\gamma \mapsto \left( \left( \gamma + \text{id}_{U_n} \right) \right)^{-1} \left|_{U_{12n}} \right. - \text{id}_{U_{12n}}.
\]
If we are able to show that every \( i_n \) is \( C^\omega \) then we can directly apply Theorem A and see that the monoid inversion is analytic on an open neighborhood of the identity. Then inversion is everywhere \( C^\omega \) and we are done.

**Proposition 3.10.** (a) The mapping

\[
h_n : B^{F_n}_\frac{\mathcal{H}}{2}(0) \times B^{E_{12n}}_{\frac{\mathcal{H}}{2}}(0) \longrightarrow E_{12n}
\]

\[
(\gamma_1, \gamma_2) \longmapsto (\gamma_1 + \text{id}_{U_n}) \circ (\gamma_2 + \text{id}_{U_{12n}}) - \text{id}_{U_{12n}}
\]

is complex analytic.

(b) For every fixed \( (\gamma_1, \gamma_2) \in B^{F_n}_\frac{\mathcal{H}}{2}(0) \times B^{E_{12n}}_{\frac{\mathcal{H}}{2}}(0) \) and every \( \tilde{\gamma}_1 \in F_n, \tilde{\gamma}_2 \in E_{12n} \) we have

\[
h_n'(\gamma_1, \gamma_2)(\tilde{\gamma}_1, \tilde{\gamma}_2) = \tilde{\gamma}_1 \circ (\gamma_2 + \text{id}_{U_{12n}}) + \gamma_1'(\gamma_2 + \text{id}_{U_{12n}})(\tilde{\gamma}_2) + \tilde{\gamma}_2.
\]

(c) For \( (\gamma_1, \gamma_2) \in B^{F_n}_\frac{\mathcal{H}}{2}(0) \times B^{E_{12n}}_{\frac{\mathcal{H}}{2}}(0) \), we have the equivalence:

\[
(h_n(\gamma_1, \gamma_2) = 0) \iff (\gamma_2 = i_n(\gamma_1)).
\]

(d) Every \( i_n \) is complex analytic.

**Proof.** (a) The argument is essentially the same as in Proposition 3.5. We write \( h_n(\gamma_1, \gamma_2) = \mathcal{H}(\gamma_1, \gamma_2) + \gamma_2 \) with \( \mathcal{H}(\gamma_1, \gamma_2) = \gamma_1 \circ (\gamma_2 + \text{id}_{U_{12n}}) \) and have the following commutative diagram:

\[
\begin{array}{ccc}
B^{F_n}_\frac{\mathcal{H}}{2}(0) \times B^{E_{12n}}_{\frac{\mathcal{H}}{2}}(0) & \overset{\mathcal{H}}{\longrightarrow} & E_{12n} \\
\downarrow & & \\
\text{BC}^2(U_{2n}, X) \times \text{BC}^{\partial,0}(U_{12n}, U_{2n}) & \overset{\nabla}{\longrightarrow} & \text{BC}^0(U_{12n}, X)
\end{array}
\]

Once again \( \mathcal{H} \) is a topological embedding. The map

\[
\nabla : B^{F_n}_\frac{\mathcal{H}}{2}(0) \times B^{E_{12n}}_{\frac{\mathcal{H}}{2}}(0) \longrightarrow \text{BC}^2(U_{2n}, X) \times \text{BC}^{\partial,0}(U_{12n}, U_{2n})
\]

\[
(\gamma_1, \gamma_2) \longmapsto (\gamma_1|U_{2n}, \gamma_2 + \text{id}_{U_{12n}})
\]

is well-defined and continuous. Since it is affine, it is automatically analytic. The last arrow

\[
\nabla : \text{BC}^2(U_{2n}, X) \times \text{BC}^{\partial,0}(U_{12n}, U_{2n}) \longrightarrow \text{BC}^0(U_{12n}, X)
\]

\[
(\gamma, \eta) \longmapsto \gamma \circ \eta
\]

is \( C^\omega \) by Lemma 3.4 and since the diagram commutes, \( h_n \) is analytic.

(b) This follows directly from the formula in Lemma 3.4.

(c) Assume that \( \gamma_2 = i_n(\gamma_1) \) holds. Then

\[
h_n(\gamma_1, \gamma_2) = (\gamma_1 + \text{id}_{U_n}) \circ (i_n(\gamma_1) + \text{id}_{U_{12n}}) - \text{id}_{U_{12n}}
\]

\[
= (\gamma_1 + \text{id}_{U_n}) \circ \left( (\gamma_1 + \text{id}_{U_n}) \bigg|_{U_{6n}} \right)^{-1} - \text{id}_{U_{12n}}
\]

\[
= \text{id}_{U_{12n}} - \text{id}_{U_{12n}} = 0.
\]
Conversely, assume that \((\gamma_1, \gamma_2) \in B_{L/2}^n (0) \times B_{L/2}^{E_{12n}} (0)\) is given with \(h_n(\gamma_1, \gamma_2) = 0\). Then \((\gamma_1 + \text{id}_{U_n}) \circ (\gamma_2 + \text{id}_{U_{12n}}) = \text{id}_{U_{12n}}\). Since \(\gamma_2 + \text{id}_{U_{12n}}\) is continuous, \(W := (\gamma_2 + \text{id}_{U_{12n}})^{-1}(U_{6n}) \subseteq U_{12n}\) is an open \(K\)-neighborhood. Moreover,

\[
(\gamma_1 + \text{id}_{U_n})|_{U_{6n}} \circ (\gamma_2 + \text{id}_{U_{12n}})|_W = \text{id}_W.
\]

But since \((\gamma_1 + \text{id}_{U_n})|_{U_{6n}}\) is a diffeomorphism, we can compose this equality from the left with \(\left((\gamma_1 + \text{id}_{U_n})|_{U_{6n}}\right)^{-1}\) and obtain

\[
(\gamma_2 + \text{id}_{U_{12n}})|_W = \left((\gamma_1 + \text{id}_{U_n})|_{U_{6n}}\right)^{-1}_W.
\]

Thus we obtain that \(\gamma_2\) and \(i_n(\gamma_1)\) coincide on a smaller neighborhood \(W \subseteq U_{12n}\) and since they are complex analytic this means \(\gamma_2 = i_n(\gamma_1)\).

(d) Let \(\gamma_1 \in B_{L/2}^n (0)\) and set \(\gamma_2 := i_n(\gamma_1) \in B_{L/2}^{E_{12n}} (0)\). By (c) this implies \(h_n(\gamma_1, \gamma_2) = 0\). We wish to use the Implicit Function Theorem and therefore examine the following operator, the “partial differential with respect to the second argument”:

\[
T : E_{12n} \longrightarrow E_{12n},
\]

\[
\hat{\gamma}_2 \longmapsto h'_n(\gamma_1, \gamma_2)(0, \hat{\gamma}_2).
\]

By (b) this can be rewritten as \(T : \hat{\gamma}_2 \mapsto \gamma'_{1}(\gamma_2 + \text{id}_{U_{12n}})(\hat{\gamma}_2) + \hat{\gamma}_2\).

Let \(\hat{\gamma}_2 \in E_{12n}\) be given. Then we can estimate

\[
\|T - \text{id}_{E_{12n}}\|_{\infty} = \sup_{x \in U_{12n}} \|T(\hat{\gamma}_2) - \hat{\gamma}_2\|_{X}.
\]

\[
= \sup_{x \in U_{12n}} \|\gamma'_{1}(\gamma_2(x) + x)\|_{\text{op}} \|\gamma_2(x)\|_{X}
\]

\[
\leq \sup_{x \in U_{12n}} \|\gamma'_{1}(\gamma_2(x) + x)\|_{\text{op}} \|\gamma_2(x)\|_{X} \leq \frac{1}{2} \|\hat{\gamma}_2\|_{\infty}.
\]

Thus, \(\|T - \text{id}_{E_{12n}}\|_{\text{op}} \leq \frac{1}{2} < 1\). Therefore the bounded operator \(T\) is invertible, i.e. an isomorphism of Banach spaces.

By the Implicit Function Theorem, there are neighborhoods \(\Omega_1 \subseteq F_n\), \(\Omega_2 \subseteq E_{12n}\) of \(\gamma_1\) and \(\gamma_2\) respectively, such that \(h_n^{-1}(\{0\}) \cap (\Omega_1 \times \Omega_2)\) is the graph of a \(C^\omega\)-map from \(\Omega_1\) to \(\Omega_2\). But by (c), we know that this function has to be a restriction of \(i_n : B_{L/2}^n (0) \longrightarrow B_{L/2}^{E_{12n}} (0)\). Therefore \(i_n\) is \(C^\omega\) in a neighborhood of \(\gamma_1\). Since \(\gamma_1\) was arbitrary, \(i_n\) is \(C^\omega\).

This proves Theorem B stated in the introduction for \(\mathbb{K} = \mathbb{C}\). As mentioned at the beginning of this section, the proof for \(\mathbb{K} = \mathbb{R}\) can be copied verbatim from [5 Corollary 15.11].
4 Ascending unions of Banach Lie groups

In the following let \( G_1 \subseteq G_2 \subseteq \cdots \) be an increasing sequence of analytic Banach Lie groups, such that the inclusion maps \( j_n : G_n \rightarrow G_{n+1} \) are analytic. Our goal is to construct a Lie group structure on the union \( G := \bigcup_{n=1}^{\infty} G_n \).

But before we can define a manifold structure on \( G \), first we have to construct the modelling locally convex vector space.

For every \( n \in \mathbb{N} \) let \( g_n := \mathbf{L}(G_n) \) be the corresponding Banach Lie algebra. Since every \( j_n \) is an injective morphism of Lie groups with exponential function, it is well known that the corresponding morphism of Lie algebras \( i_n := \mathbf{L}(j_n) : g_n \rightarrow g_{n+1} \) is injective as well. Therefore we can identify \( i_n(g_n) \) with \( g_n \) and we may then assume that the Lie algebras form an increasing sequence. The union of this sequence will be denoted by \( g := \bigcup_{n=1}^{\infty} g_n \). As a directed union of Lie algebras, this is clearly a Lie algebra. We endow it with the locally convex direct limit topology.

NOTE: Since we can only deal with Lie groups modeled on Hausdorff spaces, we have to make the assumption that this direct limit is Hausdorff.

By Corollary 2.1, the Lie bracket \([\cdot, \cdot] : g \times g \rightarrow g\) is continuous and therefore \((g, [\cdot, \cdot])\) becomes a locally convex Lie algebra. Note: This would already go wrong in general if we considered direct limits of non-normable Lie algebras \( g_n \). There are examples where the \( g_n \) are Fréchet Lie algebras and the resulting Lie bracket fails to be continuous.

Since every group \( G_n \) is a Banach Lie group it admits a smooth exponential function. By commutativity of the diagram

\[
\begin{array}{ccc}
G_n & \xrightarrow{j_n} & G_{n+1} \\
\downarrow{\exp_{G_n}} & & \uparrow{\exp_{G_{n+1}}} \\
g_n & \xrightarrow{i_n} & g_{n+1}
\end{array}
\]

we know that every exponential function \( \exp_{G_n} \) can be regarded as the restriction of the exponential function \( \exp_{G_{n+1}} \) of the following group. This allows us to define

\[
\text{Exp} : g \rightarrow G \\
x \in g_n \mapsto \exp_n(x) \in G_n
\]

(Since we do not have a Lie group structure on \( G \) yet, it makes no sense to claim that \( \text{Exp} \) is the exponential function of \( G \), but it will turn out to the right exponential function.) So far we did not use the norms on the Banach Lie algebras \( g_n \). In a Banach Lie algebra one usually expects the bilinear map \([\cdot, \cdot]_n : g_n \times g_n \rightarrow g_n\) to have a norm less than or equal to 1, in which case we call \( \|\cdot\|_n \) compatible. This can always be achieved by replacing the norm \( \|\cdot\|_n \) by a scalar multiple. For what follows it will be necessary that all bonding maps \( i_n : g_n \rightarrow g_{n+1} \) have norm \( \leq 1 \). Unfortunately, in general one cannot have both. There are cases where it is not possible to find equivalent norms such that both, the bonding maps and the Lie brackets, have a norm at most 1. Therefore, this has to be made another assumption in Theorem C from the Introduction.
Proof of Theorem C. Set $R := \log^2 \frac{3}{2}$ and $C := \log 2$. It is known that in a Banach Lie algebra $\mathfrak{g}$, with compatible norm $\| \cdot \|_n$, the BCH-series converges for all $x, y \in \mathfrak{g}$ with $\|x\|_n + \|y\|_n < \log \frac{3}{2}$ and defines an analytic multiplication:

$$
*_{n} : B^R_{\mathfrak{g}} \times \mathfrak{g} \to B^R_{\mathfrak{g}}(0).
$$

We give the space $E_n := \mathfrak{g}_n \times \mathfrak{g}$ the norm $\|(x, y)\|_{E_n} := \|x\|_n + \|y\|_n$. (see e.g. [3] Chapter II, §7.2, Proposition 2) The set $U := \bigcup_{n \in \mathbb{N}} B^R_{E_n}(0)$ is an open 0-neighborhood in the direct limit $E := \bigcup_{n \in \mathbb{N}} (\mathfrak{g}_n \times \mathfrak{g}_n) \cong \left( \bigcup_{n \in \mathbb{N}} \mathfrak{g}_n \right)$.

In the case where $K = \mathbb{C}$, we are now ready to apply Theorem A, since all hypotheses are satisfied and therefore the map $* = \bigcup_{n \in \mathbb{N}} *_{n} : U \to \mathfrak{g}$ is complex analytic.

Since this step does not work in the real case, we have to do some extra work: If $K = \mathbb{R}$, we may consider the complexifications of the Lie algebras. Complexifications are again Lie algebras, the norms extend to compatible norms and the bonding maps remain operators of norm at most 1. Therefore we can apply Theorem A to these Lie algebras and obtain a complex analytic BCH-multiplication which we may then restrict to the original real Lie subalgebra.

Having established that the BCH-multiplication is analytic, we can now construct the Lie group structure using Corollary 1.8.

By hypothesis (c), we know that the exponential function is injective on some neighborhood $V \subseteq \mathfrak{g}$. Since $*$ is continuous, there exists a smaller 0-neighborhood $U' \subseteq U$ such that $U' \ast U' \subseteq V$. Then, by Corollary 1.8 there exists an analytic Lie group structure on $\langle \text{Exp}(U') \rangle$ making $\text{Exp}$ a diffeomorphism around 0. The group $\langle \text{Exp}(U') \rangle$ is equal to

$$
\langle \text{Exp}(\mathfrak{g}) \rangle = \bigcup_{n \in \mathbb{N}} \langle \text{Exp}_{G_n}(\mathfrak{g}_n) \rangle = \bigcup_{n \in \mathbb{N}} (G_n)_0
$$

which is the union of the identity components of the Banach Lie groups we started with.

We now can extend this manifold structure from $\bigcup_{n \in \mathbb{N}} (G_n)_0$ to the whole group $G$, using Proposition 1.7. In fact, being a subgroup, $\bigcup_{n \in \mathbb{N}} (G_n)_0$ is symmetric and contains 1. As $\bigcup_{n \in \mathbb{N}} (G_n)_0$ already is a Lie group, multiplication and inversion are $C^\omega$ as required. It only remains to show that conjugation with elements $g \in G$ is $C^\omega$.

Let $g \in G$ be such an element. Then there is an $m \in \mathbb{N}$ such that $g \in G_m$. We have to show that $c_g : \bigcup_{n \in \mathbb{N}} (G_n)_0 \to \bigcup_{n \in \mathbb{N}} (G_n)_0$ is analytic.

Since $\text{Ad}_q^G := \bigcup_{n \geq m} \text{Ad}_q^{G_n} : \bigcup_{n \geq m} \mathfrak{g}_n \to \bigcup_{n \geq m} \mathfrak{g}_n$ is continuous by the locally convex direct limit property, $\text{Exp}$ is a local diffeomorphism at 0 and $c_g \circ \text{Exp} = \text{Exp} \circ \text{Ad}_g^G$, it follows that $c_g$ is analytic on some identity neighborhood. This is sufficient for a group homomorphism to be analytic everywhere.

This turns $G$ into a $C^\omega$-Lie group in which $\bigcup_{n \in \mathbb{N}} (G_n)_0$ is an open connected subgroup, hence the identity component.

The uniqueness of the manifold structure is clear since $\text{Exp}$ is a local diffeomorphism.
5 Example: Lie groups associated with Dirichlet series

In this section we construct more “exotic” examples of Lie groups modelled on Banach and LB-spaces. In fact, the discussion of these examples originally led to the discovery of Theorem A. All vector spaces and Lie groups will be over the field \( \mathbb{C} \).

Banach spaces of Dirichlet series

**Definition 5.1.** 1. A Dirichlet series with values in a complex Banach space \( X \) is a formal series of the form

\[
\sum_{n \in \mathbb{N}} a_n \cdot n^{-z},
\]

where all \( a_n \) are elements in \( X \).

2. For every \( s \in \mathbb{R} \), let \( H_s := \{ z \in \mathbb{C} : \Re(z) > s \} \) denote the corresponding open and \( \overline{H}_s := \{ z \in \mathbb{C} : \Re(z) \geq s \} \) the closed half plane in \( \mathbb{C} \).

3. A Dirichlet series is said to **converge absolutely** on \( H_s \) if

\[
\left\| \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \right\| := \sum_{n=1}^{\infty} \| a_n \| n^{-s} < \infty.
\]

The space of all Dirichlet series that converge absolutely on \( \overline{H}_s \) will be denoted by \( D_s(X) \). Together with the norm just defined this vector space becomes a Banach space isomorphic to \( \ell^1(\mathbb{N}, X) \) via the isomorphism

\[
D_s(X) \longrightarrow \ell^1(\mathbb{N}, X) : \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \mapsto (a_n \cdot n^{-s})_{n \in \mathbb{N}}.
\]

4. The Banach space \( X \) can be embedded isometrically into \( D_s(X) \) via

\[
X \longrightarrow D_s(X) : a \mapsto a \cdot 1^{-z} = \sum_{n \in \mathbb{N}} \delta_{n,1} a \cdot n^{-z}.
\]

All Dirichlet series obtained in this fashion are called **constant**.

Every Dirichlet series in \( D_s(X) \) can be viewed as a continuous bounded function from the closed right half plane \( \overline{H}_s \) to \( X \). In fact, this interpretation defines a bounded operator between Banach spaces of norm 1:

\[
D_s(X) \longrightarrow (BC^0(\overline{H}_s, X), \| \cdot \|_{\infty}) \quad (z \mapsto \sum_{n=1}^{\infty} a_n n^{-z}) \quad (*).
\]

All functions obtained in this fashion are complex analytic on the open half plane \( H_s \). Constant Dirichlet series as defined above are mapped to constant functions. This assignment is injective which means that it is possible to reconstruct the coefficients \( (a_n)_{n \in \mathbb{N}} \) from the function. For example, the first coefficient \( a_1 = \lim_{\Re(z) \to +\infty} \gamma(z) \). Similarly, the other coefficients may be
calculated. This means that a continuous function can have at most one Dirichlet series representation.

But there are lots of functions which cannot be written as a Dirichlet series, although they are continuous, bounded on $\mathbb{H}_s$ and complex analytic on $\mathbb{H}_s$, e.g. $f(z) = e^{-z} \cdot a$ for an element $a \in X, a \neq 0$. This means the operator is far from being surjective.

Henceforth, we identify a Dirichlet series $\gamma \in D_s(X)$ with the corresponding function from $\mathbb{H}_s$ to $X$.

**LB-spaces of Dirichlet series**

So far, the number $s$ defining the complex half plane $\mathbb{H}_s$ was fixed. Now, we are interested in Dirichlet series which converge absolutely on some half plane.

**Lemma 5.2.** For $s < t$ the bonding maps $i_s : D_s(X) \rightarrow D_t(X)$ are bounded operators of norm $\leq 1$.

**Proof.**

$$
\left\| \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \right\|_t = \sum_{n=1}^{\infty} \|a_n\|_X n^{-t} \leq \sum_{n=1}^{\infty} \|a_n\|_X n^{-s} = \left\| \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \right\|_s \tag{\Box}
$$

Since $(\mathbb{N}, \leq)$ is cofinal in $(\mathbb{R}, \leq)$ is suffices to look only at $s \in \mathbb{N}$. So, again, we are dealing with a countable direct limit:

**Proposition 5.3.** The space

$$
D_\infty(X) := \bigcup_{s \in \mathbb{N}} D_s(X),
$$

endowed with the locally convex direct limit topology is Hausdorff and compactly regular.

**Proof.** Let $f_s : D_s(X) \rightarrow X^\mathbb{N} : \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \mapsto (a_n)_{n \in \mathbb{N}}$ be the map that assigns to every Dirichlet series its sequence of coefficients. This map is continuous since the range space has the product topology and every component of $f_s$ is a continuous functional. The space $X^\mathbb{N}$ is locally convex (it is in fact a Fréchet space) and therefore, by the universal property of the locally convex direct limit, there is a continuous extension $f : D_\infty(X) \rightarrow X^\mathbb{N}$. Since $f$ is injective by construction and $X^\mathbb{N}$ is Hausdorff, it follows that also $D_\infty(X)$ is Hausdorff.

Proposition 1.1 guarantees compact regularity of the limit $D_\infty(X)$ if we can show that for every $s \in \mathbb{N}$ there is a $t \geq s$ and an open 0-neighborhood $\Omega \subseteq D_s(X)$ such that $D_t(X), D_{t+1}(X), \ldots$ induce the same topology on $\Omega$.

For every given $s \in \mathbb{N}$ we set $t := s + 2$ and $\Omega := B^{D_\infty(X)}(0)$. Let $u \geq t$. To see that the topologies on $\Omega$ induced by $D_t(X)$ and $D_u(X)$ agree, it suffices to show that

$$
\Omega \subseteq D_u(X) \rightarrow D_t(X) : \gamma \mapsto \gamma
$$
is continuous. To this end, let \( \varepsilon > 0 \). Since the positive series \( \sum_{n=1}^{\infty} \frac{1}{n^2} \) converges, there is an \( n_0 \in \mathbb{N} \) such that \( \sum_{n>n_0} \frac{1}{n^2} < \frac{\varepsilon}{4} \). We show that, for any Dirichlet series \( \gamma_1, \gamma_2 \in \Omega \) with \( \|\gamma_1 - \gamma_2\|_u < \delta \), we have \( \|\gamma_1 - \gamma_2\|_g < \varepsilon \). Since \( \gamma_1, \gamma_2 \in \Omega \), we have \( \gamma_d := \gamma_1 - \gamma_2 \in 2\Omega \). Therefore \( \|\gamma_d\|_s < 2 \) and \( \|\gamma_d\|_u < \delta \). Writing \( \gamma_d = \sum_{n \in \mathbb{N}} a_n \cdot n^{-z} \), we obtain

\[
\|\gamma_d\|_u = \sum_{n=1}^{\infty} \|a_n\|_u n^{-t} = \sum_{n \leq n_0} \|a_n\|_u n^{-t} + \sum_{n > n_0} \|a_n\|_u n^{-t} \\
= \sum_{n \leq n_0} \|a_n\|_u n^{-t} + \sum_{n > n_0} \frac{\|a_n\|_u}{n^2} n^{-t} \\
\leq n_0^{-t} \sum_{n \leq n_0} \|a_n\|_u n^{-u} + \sum_{n > n_0} \frac{\|a_n\|_u}{n^2} n^{-t} \\
= n_0^{-t} \sum_{n \leq n_0} \|a_n\|_u n^{-u} + \sum_{n > n_0} \frac{\|a_n\|_u}{n^2} n^{-t} \\
\leq n_0^{-t} \|\gamma_d\|_u + \frac{\|\gamma_d\|_g}{\varepsilon} \sum_{n > n_0} \frac{1}{n^2} < n_0^{-t} \cdot \delta + 2 \cdot \frac{\varepsilon}{4} = \varepsilon.
\]

This is what we had to show.

\[\blacksquare\]

### Lie groups associated with Dirichlet series

From now on, let \( G \) denote a fixed complex Banach Lie group with Lie algebra \( \mathfrak{g} \). As before, \( s \in \mathbb{R} \) is a real number. We know that \( G \) has an exponential function \( \exp : \mathfrak{g} \rightarrow G \). Every Dirichlet series \( \gamma \in D_s(\mathfrak{g}) \) with values in \( \mathfrak{g} \) can be composed with the exponential function and yields a continuous function from \( \mathbb{H}_s \) to \( G \). All these continuous functions generate a group (with respect to pointwise multiplication of functions):

**Theorem 5.4 (Lie groups associated with Dirichlet series (Banach case)).** Let \( s \in \mathbb{R} \), a Banach Lie group \( G \) with Lie algebra \( \mathfrak{g} \) be given. Then there exists a unique Banach Lie group structure on the group

\[
D_s(G) := \langle \{\exp \circ \gamma : \gamma \in D_s(\mathfrak{g})\} \rangle \leq C(\mathbb{H}_s, G)
\]

such that

\[
\text{Exp}_s : D_s(\mathfrak{g}) \rightarrow D_s(G) : \gamma \mapsto \exp \circ \gamma.
\]

becomes a local diffeomorphism around 0.

**Proof.** We start by choosing a compatible norm on \( \mathfrak{g} \), i.e. \( \|[x, y]\|_\mathfrak{g} \leq \|x\|_\mathfrak{g} \|y\|_\mathfrak{g} \) for all \( x, y \in \mathfrak{g} \). Then the space \( D_s(\mathfrak{g}) \) also carries a continuous bilinear map of operator norm at most 1:

\[
[\cdot, \cdot] : D_s(\mathfrak{g}) \times D_s(\mathfrak{g}) \rightarrow D_s(\mathfrak{g})
\]

\[
\left( \sum_{n \in \mathbb{N}} a_n \cdot n^{-z}, \sum_{n \in \mathbb{N}} b_n \cdot n^{-z} \right) \mapsto \sum_{N \in \mathbb{N}} \left( \sum_{n_1, n_2 = N} [a_{n_1}, b_{n_2}] \right) \cdot N^{-z},
\]
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turning it into a Banach Lie algebra. Note that the inner sum is finite. This Lie bracket corresponds to the pointwise Lie bracket of functions. The Lie algebra \( \mathfrak{g} \) becomes a closed Lie subalgebra of \( D_s(\mathfrak{g}) \) by identifying elements of \( \mathfrak{g} \) with constant Dirichlet series.

Now, having transferred the Banach Lie algebra structure from \( \mathfrak{g} \) to \( D_s(\mathfrak{g}) \), we would like to do the same with the group structure.

It is known that (see e.g. [3, Chapter II, §7.2, Proposition 1]) in a Banach Lie algebra with compatible norm, the \( \text{BCH} \)-series converges on

\[
\Omega_\mathfrak{g} := \{(x, y) \in \mathfrak{g} \times \mathfrak{g} : \|x\| + \|y\| < \log 2\}
\]

and defines an analytic multiplication: \( \ast : \Omega_\mathfrak{g} \to \mathfrak{g} \). Since \( D_s(\mathfrak{g}) \) is a Banach Lie algebra in its own right, we also have a \( \text{BCH} \)-multiplication there: \( \ast : \Omega_{D_s(\mathfrak{g})} \to D_s(\mathfrak{g}) \). The \( \text{BCH} \)-series is defined only in terms of iterated Lie brackets. Since addition and Lie bracket of Dirichlet series in \( D_s(\mathfrak{g}) \) correspond to the pointwise operations in \( \mathfrak{g} \), the \( \text{BCH} \)-multiplication in \( D_s(\mathfrak{g}) \) corresponds to the pointwise \( \text{BCH} \)-multiplication of functions.

Since \( G \) is a Banach Lie group, it is locally exponential, therefore there is a number \( \epsilon_0 > 0 \) such that \( \exp_G \mid_{B_{\epsilon_0}(0)} \) is injective. Since the \( \text{BCH} \)-multiplication on \( \mathfrak{g} \) is continuous, there is a \( \delta > 0 \) such that \( B_\delta(0) \times B_\delta(0) \subseteq \Omega_\mathfrak{g} \) and \( B_\delta(0) \ast B_\delta(0) \subseteq B_{\epsilon_0}(0) \).

Let \( C(\mathbb{H}_s, G) \) be the (abstract) group of all continuous maps from \( \mathbb{H}_s \) to \( G \) with pointwise multiplication. Then we may define the following map

\[
\text{Exp}_s : D_s(\mathfrak{g}) \to C(\mathbb{H}_s, G) : \gamma \mapsto \exp_G \circ \gamma.
\]

The restriction of \( \text{Exp}_s \) to \( B_{\epsilon_0}^{D_s(\mathfrak{g})}(0) \) is injective since \( \exp_G \mid_{B_{\epsilon_0}(0)} \) is injective. Here we use that two Dirichlet series in \( D_s(\mathfrak{g}) \) are equal if they represent the same function in \( C_b(\mathbb{H}_s, \mathfrak{g}) \).

Now, all hypotheses for Corollary 1.8 are satisfied for \( U := B_\delta^{D_s(\mathfrak{g})}(0), V := B_{\epsilon_0}^{D_s(\mathfrak{g})}(0) \) and \( H := C(\mathbb{H}_s, G) \). Therefore, by Corollary 1.8 we get a unique \( C^\omega \)-Lie group structure on the group \( \langle \text{Exp}_s(U) \rangle \) such that

\[
\text{Exp}_s|_U : U \subseteq D_s(\mathfrak{g}) \to \langle \text{Exp}_s(U) \rangle
\]

is a \( C^\omega \)-diffeomorphism.

But this group, that now has a Lie group structure, is exactly the group \( D_s(G) := \{\exp_G \circ \gamma : \gamma \in D_s(\mathfrak{g})\} \) defined above. This is so because for every generator \( \exp_G \circ \gamma \) with \( \gamma \in D_s(\mathfrak{g}) \) there is an \( n \in \mathbb{N} \) such that \( \frac{1}{n} \gamma \in U \) and therefore

\[
\exp_G \circ \gamma = \exp_G \circ \left( n \cdot \frac{1}{n} \gamma \right) = \left( \exp_G \circ \left( \frac{1}{n} \gamma \right) \right)^n \in \langle \text{Exp}_s(U) \rangle.
\]
Theorem 5.5 (Lie groups associated with Dirichlet series (LB case)). On the group

$$D_{\infty}(G) := \bigcup_{s \in \mathbb{R}} D_s(G) = \langle \{\exp_G \circ \gamma : \gamma \in D_s(g), s \in \mathbb{R}\} \rangle$$

there is a unique Lie group structure turning

$$\text{Exp} := \bigcup_{s \in \mathbb{R}} \text{Exp}_s : D_{\infty}(g) \longrightarrow D_{\infty}(G) : \gamma \in D_s(g) \mapsto \exp_G \circ \gamma$$

into a local diffeomorphism around 0.

Proof. We wish to use Theorem C. For every $s \in \mathbb{N}$, set $G_s := D_s(G)$. The bonding maps $j_s : G_s \longrightarrow G_{s+1}$ are group homomorphisms. Since $j_s \circ \text{Exp}_s = \text{Exp}_s \circ i_s$ with the continuous linear inclusion map $i_s : D_s(g) \longrightarrow D_{s+1}(g)$, we see that each $j_s$ is analytic with $L(j_s) = i_s$.

By construction, the norms on the Lie algebras $D_s(g)$ and the bounded operators $i_s : D_s(g) \longrightarrow D_{s+1}(g)$ have operator norm at most 1. The locally convex direct limit is Hausdorff by Proposition 5.3 and the exponential map $\text{Exp} = \bigcup_{s \in \mathbb{N}} \text{Exp}_s$ is injective on the 0-neighborhood $\bigcup_{s \in \mathbb{N}} B^{D_s(g)}(0)$. Hence, by Theorem C, there is a unique complex analytic Lie group structure on $G$ such that $\text{Exp}$ is a local diffeomorphism at 0.

This proves Theorem D stated in the introduction.
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