Singular Spherical Maximal Operators
on a Class of Two Step Nilpotent Lie Groups

Detlef Müller
Andreas Seeger

Vienna, Preprint ESI 1292 (2003) March 13, 2003

Supported by the Austrian Federal Ministry of Education, Science and Culture
Available via anonymous ftp from FTP.ESI.AC.AT
or via WWW, URL: http://www.esi.ac.at
SINGULAR SPHERICAL MAXIMAL OPERATORS ON
A CLASS OF TWO STEP NILPOTENT LIE GROUPS

Detlef M"uller  Andreas Seeger

Abstract. Let \( H^n \cong \mathbb{R}^{2n} \ltimes \mathbb{R} \) be the Heisenberg group and let \( \mu_t \) be the normalized surface measure for the sphere of radius \( t \) in \( \mathbb{R}^{2n} \). Consider the maximal function defined by \( Mf = \sup_{t > 0} |f \ast \mu_t| \). We prove for \( n \geq 2 \) that \( M \) defines an operator bounded on \( L^p(H^n) \) provided that \( p > 2n/(2n - 1) \). This improves an earlier result by Nevo and Thangavelu, and the range for \( L^p \) boundedness is optimal. We also extend the result to a more general setting of surfaces and to groups satisfying a nondegeneracy condition; these include the groups of Heisenberg type.

1. Introduction

Let \( G \) be a finite-dimensional step two nilpotent group which we may identify with its Lie algebra \( \mathfrak{g} \) by the exponential map. We assume that \( \mathfrak{g} \) splits as a direct sum \( \mathfrak{g} = \mathfrak{w} \oplus \mathfrak{z} \) so that

\[
[\mathfrak{w}, \mathfrak{w}] \subset \mathfrak{z}, \quad [\mathfrak{w}, \mathfrak{z}] = \{0\},
\]

and that \( \dim(\mathfrak{w}) = d, \dim(\mathfrak{z}) = m \).

Throughout we shall make the following

**Nondegeneracy Hypothesis.** For every nonzero linear functional \( \omega \in \mathfrak{z}^* \) the bilinear form

\[
\mathcal{J}_\omega : \mathfrak{w} \times \mathfrak{w} \to \mathbb{R}
\]

\[
(X, Y) \mapsto \omega([X,Y])
\]

is nondegenerate.

Note that the skew symmetry of \( \mathcal{J}_\omega \) and the nondegeneracy hypothesis imply that \( d \) is even.

There is a natural dilation structure relative to \( \mathfrak{w} \) and \( \mathfrak{z} \), namely for \( X \in \mathfrak{w} \) and \( U \in \mathfrak{z} \) we consider the dilations

\[
\delta_t : (X, U) \mapsto (tX, t^2U).
\]

With the identification of the Lie algebra with the group \( \delta_t \) becomes an automorphism of the group.

In exponential coordinates \((x, u), x \in \mathbb{R}^d, u \in \mathbb{R}^m\), the group multiplication is given by

\[
(x, u) \cdot (y, v) = (x + y, u + v + x^t Jy)
\]

where \( x^t J y = (x^t J_1 y, \ldots, x^t J_m y) \in \mathbb{R}^m \) and the \( J_i \) are skew-symmetric matrices acting on \( \mathbb{R}^d \) (i.e. \( J_i = -J_i \)). For \( u \in \mathbb{R}^m \) we also form the skew-symmetric matrices \( J_u = \sum_{i=1}^m u_i J_i \) and the nondegeneracy hypothesis is equivalent with the invertibility of \( J_u \) for all \( u \neq 0 \).
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The most prominent examples are the Heisenberg groups $H^n$ which arise when $d = 2n$, $m = 1$ and $J = J_1$ is the standard symplectic matrix on $\mathbb{R}^{2n}$. These belong to the class of Heisenberg-type groups (termed $H$-type groups in [9]), for which $J^2 = -4|u|^2 I$, so that the nondegeneracy hypothesis is clearly satisfied in this case. Note that in general $m$ has to be small compared to $d$ (see [9] where the connection with Radon-Hurwitz numbers is pointed out). The class considered here has been introduced by Métivier [10] in his study of analytic hypoellipticity; the nondegeneracy assumption is termed “Condition (H)” in [10]. There are many groups which satisfy the nondegeneracy condition but which are not isomorphic to a Heisenberg-type group; we give an example in §7.

Let $\Sigma$ be a smooth convex hypersurface in $\mathfrak{w}$ and let $\mu$ be a compactly supported smooth density on $\Sigma$. We make the following

**Curvature Hypothesis.** The Gaussian curvature of $\Sigma$ does not vanish on the support of $\mu$.

Define the dilate $\mu_t$ by

$$
\langle \mu_t, f \rangle = \int f(tx,0)d\mu(x).
$$

We recall the definition of convolution

$$
f \ast g(x, u) = \int f(y, v)g((y, v)^{-1}, (x, u))dydv
$$

and define for Schwartz-functions the maximal operator $M$ by

$$
Mf(x, u) = \sup_{t > 0} |f \ast \mu_t(x, u)|.
$$

We prove the following sharp result.

**Theorem.** Suppose $d > 2$. Then $M$ extends to a bounded operator on $L^p(G)$ if and only if $p > d/(d-1)$.

**Remarks.**

(i) Other more “regular” spherical maximal functions on the Heisenberg group have been considered in [2], [15]. In these papers the maximal functions are generated by measures on hypersurfaces and the averaging operators are Fourier integral operators associated to local canonical graphs. In our work the maximal functions are generated by measures on surfaces of codimension $m + 1$, and the associated canonical relations project with fold singularities.

(ii) A previous result is due to Nevo and Thangavelu [12] who considered the case of spherical means on the noncentral part of the Heisenberg groups ($m = 1$) and obtained $L^p$ boundedness in the smaller range $p > (d - 1)/(d - 2)$, $d > 2$.

(iii) Our theorem is an analogue of Stein’s theorem [16] in the Euclidean case. The necessity of the condition $p > d/(d - 1)$ follows from the example in [16]; one tests $M$ on the function given by $f(y, v) = |y|^{1-d}(\log |y|)^{-1} \chi(y, v)$ with a suitable cutoff function $\chi$. The $L^2$ methods in this paper are not sufficient to establish $L^p$ boundedness for $p > 2$ for the case $d = 2$ (that is, for an extension of Bourgain’s result [1] in the Euclidean case); we shall return to this case in a subsequent paper.

(iv) The result should remain true for any nilpotent Lie group of step $\leq 2$; i.e. the nondegeneracy hypothesis should not be necessary. This is currently an open problem.

(v) As a corollary of the $L^p$ estimate for the maximal operator one obtains the pointwise convergence result $\lim_{t \to 0} \mu_t \ast f(x) = cf(x)$ almost everywhere, if $f \in L^p$ and $c = \int d\mu$. Moreover the $L^p$ bounds of the maximal operator are relevant for certain results in ergodic theory, where one needs to have pointwise control for large $t$. 

(vi) We use in an essential way the invariance of the subspace \( \nu \) under the dilation group \( \{ \delta_t \} \). Namely this implies a favorable bound for the principal symbol of \( (d/dt)\mu_t \) on the fold surface of the associated canonical relation. A similar phenomenon was observed in [11] for averages along light rays.

(vii) One can replace the measure on \( \nu \) by a measure supported on a perturbed subspace \( \nu' \) which is transversal to the center but no longer invariant under \( \{ \delta_t \} \); then the phenomenon in the last remark does not occur. In the above coordinates \( \nu' \) is given as

\[
\nu' = \{(x, \Lambda x), x \in \mathbb{R}^d \},
\]

where \( \Lambda = (\Lambda_{ij}) \) is a \( m \times d \) matrix. Define a measure \( \mu^\Lambda_t \) by

\[
\langle \mu^\Lambda_t, f \rangle = \int f(tx, t^2 \Lambda x) d\mu(x),
\]

we also set \( \mu^\Lambda := \mu^\Lambda_1 \). Consider the maximal operator \( M^\Lambda \) defined by

\[
M^\Lambda f = \sup_{t > 0} |f \ast \mu^\Lambda_t|.
\]

For general \( \Lambda \) we then prove the partial result that \( M^\Lambda \) is bounded for \( p > (3d-1)/(3d-4) \). We conjecture that boundedness holds for \( p > d/(d-1) \) which by our theorem holds true for \( \Lambda = 0 \).

**Notation:** Given two quantities \( A \) and \( B \) we write \( A \lesssim B \) if there is a positive constant \( C \), such that \( A \leq CB \).

### 2. Preliminary decompositions

We shall present the argument for the maximal operator \( M^\Lambda \) in (1.5). We shall denote by \( \Lambda_j \) the \( j \)th column of \( \Lambda \) and by \( \| \Lambda \| \) the matrix norm of \( \Lambda \) with respect to the Euclidean norms on \( \mathbb{R}^d \) and \( \mathbb{R}^m \). In what follows we shall always assume that \( \| \Lambda \| \leq C_1 \) for some fixed \( C_1 \) (and various bounds may depend on \( C_1 \)). If \( \| \Lambda \| \) occurs explicitly in an estimate then we are interested in the behavior for \( \Lambda \to 0 \), as the case of our Theorem corresponds to \( \Lambda = 0 \).

We note that by localizations and rotations in \( \mathbb{R}^d \) one can assume that \( \mu \) has small support and that the projection of \( \Sigma \) to \( \nu \) is given as a graph \( x_d = \Gamma(x') \), \( x' = (x_1, \ldots, x_{d-1}) \), so that \( \nabla_{x'} \Gamma(0) = 0 \) and so that \( \mu \) is supported in a small neighborhood of \( (0, \Gamma(0)) \) (we may assume that \( |\nabla_{x'} \Gamma(x')| \leq C_0^{-1} c_0/100 \) where \( c_0, C_0 \) are defined in (5.10) below). Note that a rotation has the effect of replacing the matrices \( J_i \) in the group law by \( Q^J J_i Q \) with \( Q \in SO(d) \). We thus will need to prove an estimate which is uniform in these rotations.

Using the Fourier inversion formula for Dirac measures we may write

\[
\mu^\Lambda(x,u) = \chi(x,u) \int e^{i (\sigma x_d - \Gamma(x')) + \tau (u - \Lambda x)} d\sigma d\tau
\]

where \( \chi \) is a smooth compactly supported function and the integral converges in the sense of oscillatory integrals (thus in the sense of distributions).

We split the integrals by introducing dyadic decompositions in \( (\sigma, \tau) \) and then also in \( \sigma \), when \( |\sigma| < |\tau| \).

Let \( \zeta_0 \in C_0^\infty(\mathbb{R}) \) be an even function so that \( \zeta_0(0) = 1 \) if \( |\sigma| \leq 1/2 \) and \( \text{supp}(\zeta_0) \subset (-1,1) \). Also define

\[
\zeta_k(s) = \zeta_0(s/2) - \zeta_1(s) \quad \text{and for} \quad k \geq 1, \quad 1 \leq l < k/3,
\]

\[
\beta_0(\sigma, \tau) = \zeta_0(\sqrt{\sigma^2 + |\tau|^2})
\]

\[
\beta_k(\sigma, \tau) = \zeta_k(2^{-k} \sqrt{\sigma^2 + |\tau|^2}) (1 - \zeta_0(2^{-k} \sigma))
\]

\[
\beta_k(\sigma, \tau) = \zeta_k(2^{-k} \sqrt{\sigma^2 + |\tau|^2}) \zeta_0(2^{k/3} - k^{-1} \sigma).
\]
Then observe that
\[
\beta_0 + \sum_{k \geq 1} (\beta_{k,0} + \sum_{1 \leq l < k/3} \beta_{k,l} + \tilde{\beta}_k) = 1,
\]
and for \(k > 0\) the function \(\beta_{k,0}\) is supported where \(\sigma \approx 2^k\) and \(|\tau| \lesssim 2^k\), \(\beta_{k,l}\) is supported where \(|\tau| \approx 2^k\) and \(|\sigma| \approx 2^{k-l}\) and \(\tilde{\beta}_k\) is supported where \(|\tau| \approx 2^k\) and \(|\sigma| \lesssim 2^{2k/3}\).

Define
\[
K^0(x, u) = \chi(x, u) \int e^{i(\sigma(x-x') + \tau(\sigma - \Lambda x))} \beta_0(\sigma, \tau) d\sigma d\tau,
\]
\[
K^{k, l}(x, u) = \chi(x, u) \int e^{i(\sigma(x-x') + \tau(\sigma - \Lambda x))} \beta_{k,l}(\sigma, \tau) d\sigma d\tau, \quad 0 \leq l < k/3,
\]
\[
\tilde{K}^k(x, u) = \chi(x, u) \int e^{i(\sigma(x-x') + \tau(\sigma - \Lambda x))} \tilde{\beta}_k(\sigma, \tau) d\sigma d\tau;
\]
moreover for \(t > 0\) define the dilates
\[
[K^0_t, K^{k, l}_t, \tilde{K}^k_t](x, u) = t^{-(d+2m)}[K^0, K^{k, l}, \tilde{K}^k](t^{-1}x, t^{-2}u).
\]
Note that \(\mu^k = K^0_t + \sum_{k \geq 1} (K^{k, 0}_t + \sum_{1 \leq l < k/3} K^{k, l}_t + \tilde{K}^k_t)\).

Since \(K^0\) is a bounded compactly supported function the associated maximal function is controlled by the appropriate variant of the Hardy-Littlewood maximal function and therefore ([17]) we have the inequality
\[
\| \sup_t |f * K^0_t| \|_p \leq C_p \|f\|_p
\]
for \(1 < p \leq \infty\).

Using known estimates for oscillatory integral operators with fold singularities and additional almost orthogonality estimates we shall derive in §3 and §5 the following \(L^2\) estimates.

**Proposition 2.1.** Suppose \(k > 0\). Then for \(0 \leq l < k/3\)
\[
\| \sup_t |f * K^{k, l}_t| \|_2 \lesssim \sqrt{k}2^{-k(d-2)/2}(1 + \|\Lambda\|2^{1/2})\|f\|_2;
\]
moreover
\[
\| \sup_t |f * \tilde{K}^k_t| \|_2 \lesssim \sqrt{k}2^{-k(d-2)/2}(1 + \|\Lambda\|2^{k/3})\|f\|_2.
\]

To obtain \(L^p\) results we shall interpolate with weak type inequalities proved in §6.

**Lemma 2.2.** Let \(k > 0\). For all \(\alpha > 0\) we have
\[
\text{meas}(\{(x, u) : \sup_{t > 0} |f * K^{k, l}_t(x, u)| > \alpha\}) \lesssim k2^{k-l}(1 + \|\Lambda\|2)\alpha^{-1}\|f\|_1
\]
for \(0 \leq l < k/3\) and
\[
\text{meas}(\{(x, u) : \sup_{t > 0} |f * \tilde{K}^k_t(x, u)| > \alpha\}) \lesssim k2^{k/3}(1 + \|\Lambda\|2^{k/3})\alpha^{-1}\|f\|_1.
\]

We interpolate by the real method and obtain

**Corollary 2.3.** Suppose \(1 < p \leq 2\) and \(k > 0\). Then for \(0 \leq l < k/3\)
\[
\| \sup_t |f * K^{k, l}_t| \|_p \leq C_p k^{1/p}2^{-k(d-1-d/p)2-(l/(2p-1))}(1 + \|\Lambda\|2^{1/2})\|f\|_p;
\]
moreover
\[
\| \sup_t |f * \tilde{K}^k_t| \|_p \leq C_p k^{1/p}2^{-k(d-4/3-d/p+2/3p)}(1 + \|\Lambda\|2^{k/3})\|f\|_2.
\]

Now if \(p < 2\) we may sum in \(k\) and \(l\) and see that \(M^\Lambda\) is \(L^p\) bounded if \(d-4/3-d/p+1/(3p) > 0\) which is equivalent to \(p > (3d-1)/(3d-4)\) (showing the estimate mentioned in remark (vii) in the introduction). If \(\Lambda = 0\) we get a better bound, namely that \(L^p\) boundedness holds if \(d-1-d/p > 0\) or \(p > d/(d-1)\). This proves our main Theorem.
3. Square functions and almost orthogonality

It is advantageous to introduce cancellation in the above kernels, modulo small acceptable errors. Indeed
\[
\int \int K^{k,l}(x,u)dxdu + \int \int \tilde{K}^{k}(x,u)dxdu \leq C_N 2^{-kN},
\]
for all \(N = 0, 1, \ldots\), and this estimate follows by an integration by parts in the \((x,u)\) variables. Thus there is a \(C_0^\infty\) function \(b\) which is equal to 1 on \(\text{supp}(\chi)\), and constants \(\gamma_{k,l}, \gamma_k\) so that
\[
\int \int K^{k,l}(x,u)dxdu = \gamma_{k,l} \int \int b(x,u)dxdu
\]
(3.1)
\[
\int \int \tilde{K}^{k}(x,u)dxdu = \gamma_k \int \int b(x,u)dxdu
\]
where
\[
|\gamma_{k}| + |\gamma_{k,l}| \leq C_N 2^{-kN}.
\]
(3.2)

We define
\[
K^{k,l}_t(x,u) = K^{k,l}(x,u) - \gamma_{k,l} b(x,u)
\]
(3.3.1)
\[
\tilde{K}^{k}_t(x,u) = \tilde{K}^{k}(x,u) - \gamma_k b(x,u)
\]
(3.3.2)
and denote by \(K^{k,l}_t, \tilde{K}^{k}_t\) their dilates, as before. Then the functions \(K^{k,l}_t, \tilde{K}^{k}_t\) have integral zero.

Since the maximal operator generated by the kernel \(b\) (with nonisotropic dilations) is bounded by the nonisotropic Hardy-Littlewood maximal operator we see that for \(1 < p \leq \infty\)
\[
\| \sup_t \| f * (K^{k,l}_t - \tilde{K}^{k}_t) \|_p \leq C N_p 2^{-kN} \| f \|_p.
\]

Now in order to deal with the main term we shall use the following standard lemma in the subject which is an immediate consequence of a similar one stated in [17, p.499].

Lemma 3.1. Suppose that
\[
\sup_{s \in [1,2]} \left( \sum_{n \in \mathbb{Z}} \left\| F_n(\cdot, s) \right\|_2^2 \right)^{1/2} \leq A_1
\]
\[
\sup_{s \in [1,2]} \left( \sum_{n \in \mathbb{Z}} \left\| \frac{\partial F_n}{\partial s}(\cdot, s) \right\|_2^2 \right)^{1/2} \leq A_2.
\]
Then
\[
\left\| \sup_{n} \sup_{s \in [1,2]} \left| F_n(\cdot, s) \right| \right\|_2 \leq C(A_1 + \sqrt{A_1 A_2}).
\]

We omit the proof. Using Lemma 3.1 one sees that the estimates
\[
\| \sup_t \| f * K^{k,l}_t \|_2 \| \leq \sqrt{k} 2^{-k(d-2)/2} (1 + \| \Lambda \|_2^2)^{1/2} \| f \|_2
\]
\[
\| \sup_t \| f * \tilde{K}^{k}_t \|_2 \| \leq \sqrt{k} 2^{-k(d-2)/2} (1 + \| \Lambda \|_2^2)^{1/2} \| f \|_2
\]
follow from the following estimates which are uniform in \( s \in [1, 2] \).

\[
\begin{align*}
(3.4) & \quad \left( \sum_n \| f * K_{2,n}^k \|_2^2 \right)^{1/2} \lesssim \sqrt{2}\kappa_{2k(d-1)/2}^2 \| f \|_2 \\
(3.5) & \quad \left( \sum_n \left\| f \left[ \frac{\partial \partial_t}{\partial_t} K_{2,n}^k \right]_{t=2^n} \right\|_2^2 \right)^{1/2} \lesssim \sqrt{2}\kappa_{2k(d-3)/2}^2 \left( 1 + \| A \|^2 \right) \| f \|_2,
\end{align*}
\]

for \( l < k/3 \), and

\[
\begin{align*}
(3.6) & \quad \left( \sum_n \| f * \tilde{K}_{2,n}^k \|_2^2 \right)^{1/2} \lesssim \sqrt{2}\kappa_{2k(d-1)/2+k/6}^2 \| f \|_2 \\
(3.7) & \quad \left( \sum_n \left\| f \left[ \frac{\partial \partial_t}{\partial_t} \tilde{K}_{2,n}^k \right]_{t=2^n} \right\|_2^2 \right)^{1/2} \lesssim \sqrt{2}\kappa_{2k(d-3)/2-k/6}^2 \left( 1 + \| A \|^2 \right) \| f \|_2.
\end{align*}
\]

Note by scaling that it suffices to prove these estimates for \( s = 1 \). We shall first use the cancellation of the kernels \( K_{2,n}^k \) and \( \tilde{K}_{2,n}^k \) to show certain almost orthogonality properties (for the sums in \( n \)) and then we use stronger estimates for oscillatory integrals to establish decay estimates for fixed \( n \).

An almost orthogonality lemma. We first state a simple and presumably well known consequence of the Cotlar-Stein Lemma.

**Lemma 3.2.** Suppose \( 0 < \varepsilon < 1 \), \( A \leq B/2 \) and let \( \{ T_n \}_{n=1}^\infty \) be a sequence of bounded operators on a Hilbert space \( H \) so that the operator norms satisfy

\[
(3.8) \quad \| T_n \| \leq A
\]

and

\[
(3.9) \quad \| T_n T_n^* \| \leq B^{2-\varepsilon} |n-n'|.
\]

Then for all \( f \in H \)

\[
(3.10) \quad \left( \sum_{n=1}^\infty \| T_n f \|^2 \right)^{1/2} \leq CA \sqrt{\varepsilon^{-1} \log(B/A)} \| f \|.
\]

**Proof.** For \( N \geq 1 \) consider the operator

\[
T_N : H \to \ell^2(H)
\]

which maps \( f \) to the sequence \( (T_1 f, \ldots, T_N f, 0, 0, \ldots) \). Now \( \| T_N \| = \| T_N^* T_N \|^{1/2} \) where \( T_N^* T_N : H \to H \) is given by

\[
T_N^* T_N f = \sum_{n=1}^N T_n^* T_n f.
\]

We let \( S_n = T_n^* T_n \) and observe that

\[
\| S_n \| = \| S_n^* \| = \| T_n^* T_n T_n^* T_n \| \\
\leq \| T_n^* \| \| T_n T_n^* \| \| T_n \| \| T_n^* \| \leq A^2 \min\{ A^2, B^{2-|k-l|\varepsilon} \}.
\]
The standard Cotlar-Stein Lemma \cite{17} gives

\[ \|T_N T_N\| \leq \sum_{m=\infty}^{\infty} \max \left\{ \sup_{k-l=m} \|S_k^* S_l\|^{1/2}, \sup_{k-l=m} \|S_k S_l^*\|^{1/2} \right\} \]

and thus

\[ \|T_N\|^2 \leq A \sum_{m=-\infty}^{\infty} \min \{A, B 2^{-|m|} \} \]

\[ \leq C^2 \varepsilon^{-1} A^2 \log(B/A). \]

Thus \( \|T_N f\|_{c(H)} \) is dominated by the right hand side of (3.10), and the assertion follows by taking the limit as \( N \to \infty. \]

**Remark.** We proved Lemma 3.2 by using the statement of the Cotlar-Stein Lemma. Using the proof of the Cotlar-Stein Lemma one can also show the following more general fact: If \( \|T_n T_n^*\| \leq \alpha^2(n - n') \) then

\[ \left( \sum_{n=1}^{N} \|T_n f\|_2^2 \right)^{1/2} \leq \left( \sum_{j \in \mathbb{Z}} (\alpha(j))^2 \right)^{1/2} \|f\|_2. \]

Of course, Lemma 3.2 is an immediate consequence of this inequality.

**Almost orthogonality estimates.** Here we wish to apply Lemma 3.2 to convolutions on groups. If \( T f = f * g \) we first note that its adjoint is given by \( T^* f = f * g^* \) where \( g^* = \overline{g}^{(-1)}. \) Moreover using Minkowski’s inequality and the unimodularity of nilpotent Lie groups one obtains the standard convolution inequality

\[ \|f * g\|_2 \leq \|g^*\|_1 \|f\|_2 = \|g\|_1 \|f\|_2. \]

We now fix \( k, l \) and \( s \in [1, 2] \) and derive almost orthogonality properties for the operators of convolution with \( \mathcal{K}_{k,l}^s. \)

Notice that for \( n \leq 0 \) the function \( \mathcal{K}_{k,l}^{k,l} \) is supported in a (small) ball of radius \( C 2^n \) (in fact in a smaller nonisotropic ball). Moreover we have \( |\nabla_{y,v} \mathcal{K}_{k,l}^{k,l}(y,v)| \leq 2^{k(m+2)} \) and using the cancellation of \( \mathcal{K}_{k,l}^{k,l} \) we obtain

\[ |\mathcal{K}_{s}^{k,l} * (\mathcal{K}_{2n_s}^{k,l})^*(x,u)| \lesssim 2^{k(m+2)} 2^n \text{ if } n \leq 0. \]

By scaling and applying Schur’s Lemma we obtain

\[ \|f * \mathcal{K}_{2^{n_s}}^{k,l} * (\mathcal{K}_{2^{n_s}}^{k,l})^*\|_2 \lesssim 2^{k(m+2)} 2^{-|n-n'|} \|f\|_2 \]

first for \( n \leq n' \) and then by taking adjoints also for \( n < n' \). This and the following estimates are uniform in \( s \in [1, 2]. \)

Similarly we get

\[ \|f * s \frac{\partial \mathcal{K}_{2^{n_s}}^{k,l}}{\partial s} * s \frac{\partial (\mathcal{K}_{2^{n_s}}^{k,l})^*}{\partial s}\|_2 \lesssim 2^{k(m+4)} 2^{-|n-n'|} \|f\|_2 \]

and also

\[ \|f * \mathcal{K}_{2^{n_s}}^k * (\mathcal{K}_{2^{n_s}}^k)^*\|_2 \lesssim 2^{k(m+2)} 2^{-|n-n'|} \|f\|_2, \]

\[ \|f * s \frac{\partial \mathcal{K}_{2^{n_s}}^k}{\partial s} * s \frac{\partial (\mathcal{K}_{2^{n_s}}^k)^*}{\partial s}\|_2 \lesssim 2^{k(m+4)} 2^{-|n-n'|} \|f\|_2. \]
In §5 we shall prove the inequalities
\begin{align}
(3.15) \quad & \| f \ast K^{k,l} \|_2 \leq 2^{-k(d-1)/2}2^l/2 \| f \|_2 \\
(3.16) \quad & \left\| f \ast \left[ \frac{\partial K^{k,l}}{\partial s} \right]_{s=1} \right\|_2 \leq 2^{-k(d-3)/2}2^{-l/2}(1 + \| \Lambda \|^2)\| f \|_2 \\
\end{align}
for \( l < k/3 \), and
\begin{align}
(3.17) \quad & \| f \ast \tilde{K}^k \|_2 \leq 2^{-k(d-1)/2}2^k/6 \| f \|_2 \\
(3.18) \quad & \left\| f \ast \left[ \frac{\partial \tilde{K}^k}{\partial s} \right]_{s=1} \right\|_2 \leq 2^{-k(d-3)/2}2^{-k/6}(1 + \| \Lambda \|2^k/3)\| f \|_2.
\end{align}

By scaling and by (3.2) the same inequalities hold with \( K^{k,l} \) and \( \tilde{K}^k \) replaced by \( K^{k,l}_s \) and \( \tilde{K}^k_s \) and with \( \partial_s K^{k,l} \), \( \partial_s \tilde{K}^k \) replaced by \( \partial_s K^{k,l}_s \), \( \partial_s \tilde{K}^k_s \), for \( 1 \leq s \leq 2 \).

Now the inequality (3.4) follows from (3.15) and (3.11) if we apply Lemma 3.2 with \( A = 2^{-k(d-1)/2}2^l/2 \) and \( B = 2^{k(m+4)} \). Similarly (3.5) follows from (3.16) and (3.12), (3.6) from (3.17) and (3.13), and (3.7) from (3.18) and (3.14).

The next two sections are concerned with the derivation of inequalities (3.15-18).

4. Preliminaries on oscillatory integral operators with folding canonical relations

We shall reduce matters to estimates for oscillatory integral operators whose canonical relations have two-sided fold singularities. We consider localizations near the fold surface and the estimate goes back to Phong and Stein [13] for certain conormal operators in the plane; the general case is implicit in Cuccagna's paper [3]. For the version needed here we refer to [6].

Let \( \Omega \in \mathbb{R}^n \times \mathbb{R}^n \) be an open set and let \( \Gamma \) be an open set in some finite dimensional space. We consider phases \( \varphi(x,y,\gamma) \) and amplitudes \( a_\lambda(x,y,\gamma), (x,y,\gamma) \in \Omega \times \Omega \times \Gamma \), and assume that
\begin{align}
(4.1) \quad & | \partial_\alpha^n \partial_\beta^g \varphi(x,y,\gamma) | \leq C \\
(4.2) \quad & | \partial_\alpha^n \partial_\beta^g a_\lambda(x,y,\gamma) | \leq C\lambda^{(|\alpha|+|\beta|)/3}
\end{align}
say, for all multiindices \( \alpha, \beta \) with \( |\alpha|, |\beta| \leq 10n \), with uniform bounds in \( \Omega \times \Gamma \); we also assume that all derivatives depend continuously on the parameter \( \gamma \).

We shall assume that
\[ C_\varphi = \{(x, \varphi_x, y, -\varphi_y)\} \]
is a folding canonical relation, i.e. for each point \( P_0 = (x_0, y_0, \gamma_0) \) we have
\begin{align}
(4.3) \quad & \text{rank } \varphi''_{xy}(P_0) \geq n - 1,
\end{align}
and for unit vectors \( U, V \)
\begin{align}
(4.4) \quad & \varphi''_{xy}(P_0)V = 0 \quad \Rightarrow \quad |\langle V, \nabla_y \rangle \det \varphi''_{xy} | \geq c, \\
(4.5) \quad & U^\top \varphi''_{xy}(P_0) = 0 \quad \Rightarrow \quad |\langle U, \nabla_x \rangle \det \varphi''_{xy} | \geq c,
\end{align}
for some \( c > 0 \).

We consider the oscillatory integral operator \( T_\lambda[b] \) defined by
\[ T_\lambda[b]f(x) = \int e^{i\lambda\varphi(x,y,\gamma)}b(x,y,\gamma)f(y)dy \]
which is bounded on all $L^p$ if $b$ is bounded and compactly supported. We shall take for $b$ certain localizations of the symbol in terms of the size of $\det \varphi''_{xy}$. Let $\eta$ be smooth and compactly supported in $(-1, 1)$ so that $\eta(s) = 1$ for $|s| \leq 1/2$ and set

$$\beta_t(x, y, \gamma) = \eta(2^t \det \varphi''_{xy}(x, y, \gamma)) - \eta(2^{t+1} \det \varphi''_{xy}(x, y, \gamma)),$$

so that $\beta_t$ localizes to the set where $|\det \varphi''_{xy}| \approx 2^{-t}$. We also define

$$\zeta_\lambda(x, y) = 1 - \sum_{2^t < \lambda^{1/3}} \beta_t(x, y)$$

so that $|\det \varphi''_{xy}| \lesssim \lambda^{-1/3}$ on $\text{supp}(\zeta_\lambda)$.

Then there is a neighborhood $U$ of $(x_0, y_0, \gamma_0)$ so that for all $a_\lambda$ satisfying (4.2), supported in $U$ the following estimates hold for the operator norms:

\begin{align*}
\|T_\lambda[a_\lambda \beta_t]\|_{L^2 \to L^2} &\leq C_1 2^{t/2} \lambda^{-n/2}, \quad 2^t \leq \lambda^{1/3} \\
\|T_\lambda[a_\lambda \zeta_\lambda]\|_{L^2 \to L^2} &\leq C_1 \lambda^{1/6 - n/2}.
\end{align*}

These estimates are a consequence of Theorem 2.1 in [6].

5. Reduction to oscillatory integral operators

We now consider the operator of convolution with $K^{k,l}$ and give the proof of the bound (3.15). The operator $\partial_s K^{k,l}$ is more singular, but its estimation is rather analogous, so we shall point out the modifications needed for (3.16) at the end of this section. The estimations for $\tilde{K}$ and $\partial_s \tilde{K}$ will be similar.

Since $K^{k,l}$ is compactly supported in a fixed neighborhood we may use the translation invariance to reduce to the case that $f$ is also compactly supported in a fixed neighborhood of the origin. Thus it suffices to show the desired bound for the operator with Schwartz kernel

$$\chi_1(x, u) K^{k,l}(x - y, u - v + x^t J y) \chi_2(y, v),$$

for suitable compactly supported smooth functions $\chi_1$ and $\chi_2$. In what follows we set $\lambda = 2^k$ and then by a change of variables the kernel (5.1) can be written as

$$H^{k,l}(x, u, y, v) = \lambda^{m+1} \int e^{i\phi(x, u, y, v, \sigma, \tau)} \chi_0(x, u, y, v) \eta(\sigma, \tau) d\sigma d\tau$$

where

$$\phi(x, u, y, v, \sigma, \tau) = \sigma(x_d - y_d - \Gamma(x' - y')) + \tau \cdot (u - v + x^t J y - \Lambda(x - y))$$

and where $|\tau| \approx 1$ and $|\sigma| \approx 2^{-t}$ on the support of $\eta$; specifically

$$\eta(\sigma, \tau) = \zeta_1(\sqrt{\sigma^2 + |\tau|^2}) \zeta_1(2^t \sigma),$$

and $\chi_0(x, u, y, v) = \chi_1(x, u) \chi(x - y, u - v + x^t J y) \chi_2(y, v)$.

Notation. We let $P : \mathbb{R}^d \to \mathbb{R}^{d-1}$ be the linear map with $P e_i = e_i, i = 1, \ldots, d - 1$ and $P e_d = 0$. We also use the notation $P$ for the $(d - 1) \times d$ matrix

$$P = \begin{pmatrix} I & 0 \end{pmatrix}$$

and $P^t$ for its transpose.
**Stationary phase calculations.** We wish to apply stationary phase arguments to reduce matters to the estimation of an oscillatory integral operators without frequency variables (see e.g. the general discussion in [5]).

We shall apply a scaled Fourier transform on $\mathbb{R}^{m+1}$, in the $(x_d, u)$ variables. Define

$$F_\lambda g(x', x_d, u) = \int e^{-i\lambda(x_d z_d + u w)} g(x', z_d, w) dz_d dw;$$

then $(\lambda/(2\pi))^{(m+1)/2}F_\lambda$ is a unitary operator and thus, if $H^{\lambda,j}$ denotes the operator with Schwartz kernel $H^{\lambda,j}$ we have to prove that $F_\lambda H^{\lambda,j}$ maps $L^2$ to itself with operator norm $O(\lambda^{-(d+m)/2})$. Let $\chi_3(x_d, u)$ denote a smooth compactly supported function which is equal to one whenever $|x_d| + |u| \leq 10$, and define $F_{\lambda,1}$ by

$$F_{\lambda,1} g(x', x_d, u) = \chi_3(x_d, u) \int e^{-i\lambda(x_d z_d + u w)} g(x', z_d, w) dz_d dw;$$

moreover let $F_{\lambda,2} = F_\lambda - F_{\lambda,1}$. Then the Schwartz kernel of $F_{\lambda,1} H^{\lambda,j}$ is given by

$$\lambda^{m+1} \int e^{i\lambda \Psi(x, u, y, v, \theta)} b_l(x, u, y, v, \theta) d\theta$$

where with

$$\theta = (z_d, w, \sigma, \tau)$$

the phase function $\Psi$ is given by

$$\Psi(x, u, y, v, \theta) = -x_d z_d - u \cdot w + \sigma(z_d - y_d - \Gamma(x' - y')) + \tau^t (w - v + \Lambda P^t(x' - y') + \Lambda_d(z_d - y_d) + (x''_d, z_d) J y),$$

and the amplitude is given by

$$b_l(x, u, y, v, \theta) = \chi_3(x_d, u) \chi_0(x', z_d, y, w) \eta_l(\sigma, \tau).$$

For the error term $F_{\lambda,2} H^{\lambda,j}$ we have a similar formula, only with $\chi_3$ replaced by $1 - \chi_3$. Then in view of the support properties of $(1 - \chi_3)$ we see that $|\nabla_{x, w} \Psi| \geq |x_d| + |u|$ on supp$(1 - \chi_3)$ and by integration by parts with respect to the $(z_d, w)$ variables we see that the kernel of $F_{\lambda,2} H^{\lambda,j}$ is bounded by $C_N \lambda^{m+1-N}(|x_d| + |u|)^{-N}$. Moreover this kernel is supported on a set where $|x_d| + |u| \geq 1$ and where $|x'| + |y| + |v| \leq C$. Thus, with an obvious application of Schur’s Lemma we conclude that the operator $F_{\lambda,2} H^{\lambda,j}$ is bounded on $L^2$ with operator norm $O(\lambda^{-N})$ for any $N$.

We return to the main term $F_{\lambda,1} H^{\lambda,j}$ and it remains to be shown that

$$\|F_{\lambda,1} H^{\lambda,j}\| \lesssim 2^{1/2} \lambda^{-(d+m)/2}. $$

Note that for fixed $(x, u, y, v)$ the phase function $\Psi$ is a polynomial of degree $\leq 2$ in the $\theta$ variables and that the Hessian $\Psi''_{\theta\theta}$ is nondegenerate.

Indeed,

$$\begin{align*}
\Psi'_{z_d} &= -x_d + e_d^t J x_d y + \sigma + \tau^t \Lambda_d \\
\Psi'_{u} &= \tau - u \\
\Psi'_{w} &= w - v + (x''_d, z_d) J y + \Lambda P^t(x' - y') + \Lambda_d(z_d - y_d) \\
\Psi'_{v} &= z_d - y_d - \Gamma(x' - y')
\end{align*}$$

(5.5)
and with $\Xi$ denoting the column vector in $\mathbb{R}^m$ with coordinates $\Xi_i = e^t_i J_i y + \Lambda_{id}$ we have

$$\Psi''_{\theta_0} = \begin{pmatrix} 0 & 0 & \Xi^t & 1 \\ 0 & 0 & I & 0 \\ \Xi & I & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$

Clearly the linear equations $\Psi_{\theta} = 0$ have a unique solution $\theta_{\text{crit}} = (z_d, w, \tau, \sigma)_{\text{crit}}$, with

$$(z_d)_{\text{crit}}(x, u, y, v) = y_d + \Gamma(x' - y')$$
$$(w_i)_{\text{crit}}(x, u, y, v) = v_i - (x'^t, y_d + \Gamma(x' - y')) J_i y - e^t_i \Lambda P^t(x' - y') - \Lambda_{id} \Gamma(x' - y')$$
$$(\tau_i)_{\text{crit}}(x, u, y, v) = u_i$$
$$(\sigma)_{\text{crit}}(x, u, y, v) = x_d - \sum_{i=1}^m u_i (e^t_i J_i y + \Lambda_{id})$$

and we can apply the method of stationary phase (with respect to the $2(m + 1)$ frequency variables $\theta$).

Setting

$$\Phi(x, u, y, v) := \Psi(x, u, y, v, \theta_{\text{crit}}(x, u, y, v))$$

we obtain that

$$\lambda^{m+1} \int e^{i \lambda \Phi(x, u, y, v, \theta)} b_l(x, u, y, v, \theta) d\theta = e^{i \lambda \Phi(x, u, y, v)} \sum_{j=0}^{N-1} \mathcal{E}_j(x, u, y, v) \lambda^{-j} + R^j_N(x, u, y, v)$$

where

$$\mathcal{E}_j(x, u, y, v) = \left(2i\right)^{-j} \left( \det(\Psi_{\theta_0}(x, u, y, v, \theta_{\text{crit}}(x, u, y, v))/2\pi i \right)^{-1/2} \frac{1}{j!} \left. \frac{d^{j-1}}{d\theta^{j-1}} \Psi_{\theta_0} D_\theta D_\theta^j b_l(x, u, y, v, \theta) \right|_{\theta=\theta_{\text{crit}}(x, u, y, v)}$$

and

$$|R^j_N(x, u, y, v)| \leq C_N \|b_l\|_{L^2_{m+2+2N}} \lambda^{-N} \leq C_N' \lambda^{-(m+2+2N)}/2^{l/2}$$

Here we have applied Lemma 7.7.3 in [7].

Since $2^l \leq \lambda^{1/3}$ the error term $R^j_N(x, y)$ (which is compactly supported) defines a bounded operator on $L^p$ with norm $O(\lambda^{-(2m+1+N)/3})$ which for large $N$ is much better than the desired bound in (5.4).

**Claim 5.1.** The operators with kernels $\lambda^{-j} \mathcal{E}_j(x, u, y, v) e^{i \lambda \Phi(x, u, y, v)}$ have $L^2$ operator norm $O(\lambda^{-(d+m)/2-j/3}2^{l/2})$.

This clearly implies (5.4).
Geometry of the canonical relation.

We consider the canonical relation $C_\Phi = \{(x, u, \Phi_x, \Phi_u; y, v, -\Phi_y, -\Phi_v)\}$ and the singularities of the maps $p_L : (y, v) \mapsto (\Phi_x, \Phi_u), p_R : (x, u) \mapsto (\Phi_y, \Phi_v)$. It is our objective to check the analogues of (4.3-4.5) and we will have to verify a few elementary linear algebra facts.

Let $A$ denote the $(d-1) \times (d-1)$ matrix $\Gamma'(x' - y')$ and let $B$ denote the column vector $\Gamma'(x' - y') \in \mathbb{R}^{d-1}$; recall that we may assume that $|B|$ is small. Indeed if

\begin{align*}
\tag{5.10.1} c_0 &= \min_{u \in S^{m-1}} \|J_u^{-1}\|^{-1} \\
\tag{5.10.2} C_0 &= \max_{u \in S^{m-1}} \|J_u\|
\end{align*}

we may assume that

$$
\|B\| \leq C_0^{-1} c_0 / 100.
$$

Now $p_L$ is explicitly given by

$$
\Phi_{x' - x} = \frac{-x d \gamma' (x' - y') + P J u y + \gamma'(x' - y') e_d J y u + u^t \Lambda d \gamma'(x' - y') + u^t A P t}{B^t}
$$

$$
\Phi_{x d} = -y_d - \gamma(x' - y')
$$

$$
\Phi_{u i} = -(v_i - (x^t, y_d + \gamma(x' - y')) J y i - c_i \Lambda P t (x' - y') - \Lambda d \gamma(x' - y')).
$$

We compute the differential $DP_L$ as

\begin{equation}
\tag{5.11}
\Phi'_{(x, u), (y, v)} = \begin{pmatrix}
(x_d - e_d J y u - u^t \Lambda d) A + P J u P t + B e_d J u P t & P J u e_d & 0 \\
B^t & -1 & 0 \\
C & c & I
\end{pmatrix}
\end{equation}

where $I$ is an $m \times m$ identity matrix and $C$ is $m \times (d-1)$ matrix with rows $C_i = x^t P J i P t + y_d e_d J i P t - (e_d J y u + \Lambda d) B^t + e_i A P t + \gamma(x' - y') e_d J y P t$ and $c$ is the column in $\mathbb{R}^m$ with $c_i = (x^t, 0) J i e_d + e_d J y$. In this calculation the skew symmetry of the $J_i$ is used.

We now compute the determiniant of (5.11) and obtain

\begin{equation}
\tag{5.12}
\det \Phi'_{(x, u), (y, v)} = (-1)^d \det ((x_d - e_d J y u - u^t \Lambda d) A + P J u P t + E(B))
\end{equation}

where

\begin{equation}
\tag{5.13}
E(B) = B e_d J u P t + P J u e_d B^t.
\end{equation}

Here we used the factorization

$$
\begin{pmatrix}
\sigma A + P J u P t + B e_d J u P t & P J u e_d \\
B^t & -1
\end{pmatrix}
= \begin{pmatrix}
\sigma A + P J u P t + E(B) & P J u e_d \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
I & 0 \\
-B^t & 1
\end{pmatrix}.
$$

Note that $E(B)$ is a skew-symmetric $(d-1) \times (d-1)$ matrix and so is $P J u P t + E(B)$. Thus, since $d - 1$ is odd, the rank of $P J u P t + E(B)$ is at most $d - 2$, and the following lemma shows that for small $B$ the rank is equal to $d - 2$.

**Lemma 5.2.** Suppose that

$$
\|B\| \leq \frac{c_0}{4C_0}.
$$

Then the following holds:
Proof. Observe that

\[ \|E(B)\| \leq 2C_0\|B\|. \]

Thus if \( W \in \ker (PJ_uP^t + E(B)) \) and \( \|W\| = 1 \) then

\[
1 = \|P^tW\| \leq \|J_u^{-1}\| \|J_uP^tW\| \\
\leq \|J_u^{-1}\| \left( |e^t J_u P^t W| + \|PJ_uP^tW\| \right) = \|J_u^{-1}\| \left( |e^t J_u P^t W| + \|E(B)W\| \right) \\
\leq \frac{c_0}{2} \left( |e^t J_u P^t W| + 2C_0\|B\| \right)
\]

and thus, if \( \|B\| \leq c_0/4C_0 \) we obtain \( |e^t J_u P^t W| \geq c_0/2 \) which is (5.14).

Let \( S_u = J_u + E(B) \). Since \( S_u \) is skew symmetric, it can be diagonalized over \( \mathbb{C} \), and the eigenvalues are imaginary. The bounds (5.10.1/2) are still valid if \( J_u^{-1} \) is acting as a linear transformation on \( \mathbb{C}^d \). Let \( \eta \in \mathbb{C}^d \) be a unit eigenvector of \( S_u \) so that \( S_u \eta = i\lambda \eta \) and \( \|\eta\| = 1 \); then

\[ |\lambda| = \|S_u \eta\| \geq \|E(B) \eta\| \geq c_0 - \|E(B)\| \geq c_0 - 2C_0\|B\| \geq \frac{c_0}{2} \]

by assumption on \( B \). Hence \( |\lambda| \geq c_0/2 \) for every eigenvalue \( i\lambda \) of \( S_u \). In particular \( S_u \) is nondegenerate. But then \( PS_uP^t = PJ_uP^t + E(B) \) has rank \( d - 2 \) and therefore a one-dimensional kernel and all nontrivial eigenvalues of \( S_u \) are also eigenvalues of \( PS_uP^t \). This implies for vectors \( X \) orthogonal to the kernel of \( PS_uP^t \) that

\[ PS_uP^t X \geq \frac{c_0}{2} \|X\| \]

which is (5.15).

Lemma 5.3. Let \( \mathfrak{A} \) be a symmetric positive definite matrix on \( \mathbb{R}^n \) and let \( S \) be a skew-symmetric matrix on \( \mathbb{R}^n \). Then:

(i) For all \( \sigma \neq 0 \), the matrix \( \sigma \mathfrak{A} + S \) is invertible and the inverse satisfies the bounds

\[ \| (\sigma \mathfrak{A} + S)^{-1} \| \leq |\sigma|^{-1} \| \mathfrak{A}^{-1} \|. \]

(ii) If \( S \) is invertible then \( \sigma \mathfrak{A} + S \) is invertible for all \( \sigma \) and we have the bound

\[ \| (\sigma \mathfrak{A} + S)^{-1} \| \leq 2\|S^{-1}\| \quad \text{if } |\sigma| \leq (2\|\mathfrak{A}\|\|S^{-1}\|)^{-1}. \]

Proof.

For a unit vector \( e \) in \( \mathbb{R}^n \) we get

\[ \| (\sigma \mathfrak{A} + S)e \| \geq |\langle (\sigma \mathfrak{A} + S)e, e \rangle | = |\langle \sigma \mathfrak{A}e, e \rangle | \geq |\sigma|\|\mathfrak{A}^{-1}\|^{-1}. \]

Here we have used that by the skew symmetry of \( S \) we have \( \langle Se, e \rangle = 0 \), and also that \( \|\mathfrak{A}^{-1}\| = 1/\lambda_{\min} \)

where \( \lambda_{\min} \) is a minimal eigenvalue of \( \mathfrak{A} \). This establishes invertibility and the bound (5.16).

If in addition \( S \) is invertible and \( \sigma \) is small we may simply use the Neumann series to get invertibility of \( \sigma \mathfrak{A} + S \). Namely, if \( |\sigma| \leq (2\|\mathfrak{A}\|\|S^{-1}\|)^{-1} \) we get \( (\sigma \mathfrak{A} + S)^{-1} = S^{-1} \left( I + \sum_{j=1}^{\infty} (-1)^j \sigma^j (\mathfrak{A} S^{-1})^j \right) \) and the bound (5.17) is immediate. \( \square \)
Lemma 5.4. Let \( \ell \geq 1 \) be an odd integer, let \( \Omega_1 \) be the cone of real symmetric positive definite \( \ell \times \ell \) matrices and let \( \Omega_2 \) be the set of all skew symmetric \( \ell \times \ell \) matrices with rank \( \ell - 1 \).

For \( S \in \Omega_2 \) choose a unit vector \( e_S \) in the kernel of \( S \) and let \( \pi_S \) be the orthogonal projection to the orthogonal complement of \( e_S \).

Then for \( A \in \Omega_1, S \in \Omega_2, \sigma \in \mathbb{R} \) we have

\[
\det(\sigma A + S) = \sigma(A e_S, e_S) \det(\pi_S(\sigma A + S) \pi_S^*) + \sigma^2 F(A, S, \sigma)
\]

where \( F \) is a smooth function on \( \Omega_1 \times \Omega_2 \times \mathbb{R} \).

Proof. Let \( Q = Q(S) \) be an orthogonal transformation with \( e_S^T Q = (0, \ldots, 1) \). Then

\[
Q^T (\sigma A + S) Q = \begin{pmatrix} \sigma A_0 + S_0 & \sigma \alpha \\ \sigma \alpha^t & \sigma \eta \end{pmatrix}
\]

where \( S_0 \) is a skew symmetric invertible \( (\ell - 1) \times (\ell - 1) \) matrix, \( A_0 \) is positive definite, \( \alpha \in \mathbb{R}^{\ell-1} \) and \( \eta = \langle A e_S, e_S \rangle \). We apply Lemma 5.3 to \( \sigma A_0 + S_0 \) and factor

\[
\begin{pmatrix} \sigma A_0 + S_0 & \sigma \alpha \\ \sigma \alpha^t & \sigma \eta \end{pmatrix} = \begin{pmatrix} I & 0 \\ \sigma \alpha^t (\sigma A_0 + S_0)^{-1} & 1 \end{pmatrix} \begin{pmatrix} \sigma A_0 + S_0 & 0 \\ 0 & \sigma \eta - \sigma^2 \alpha^t (\sigma A_0 + S_0)^{-1} \alpha \end{pmatrix}
\]

and conclude that

\[
\det(\sigma A + S) = \det(\sigma A_0 + S_0) (\sigma \eta - \sigma^2 \alpha^t (\sigma A_0 + S_0)^{-1} \alpha).
\]

The assertion follows since \( \det(\sigma A_0 + S_0) = \det(\pi_S(\sigma A + S) \pi_S^*) \). \( \square \)

We now proceed to verify the conditions (4.3-5) in \( \S 4 \). By Lemma 5.3 the determinant of \( \Phi''_{(x,u),(y,v)} \) can only vanish when \( \sigma := \sigma_{xy} \equiv x_d - e_d^t J_a y - u^t \Lambda_d \) vanishes. In this case the dimension of the kernel \( \Phi''_{(x,u),(y,v)} \) is equal to the dimension of the kernel of \( P J_a P^t + E(B) \) with \( B = \Gamma'(x' - y') \), thus equal to 1. Thus rank \( (\Phi''_{(x,u),(y,v)}) \geq d + m - 1 \) everywhere.

In order to verify (4.4) let \( V_L \) be a nonvanishing vector field which is in the kernel of \( D p_L \) when the mixed Hessian (5.11) becomes singular (i.e. when \( x_d - e_d^t J_a y - u^t \Lambda_d = 0 \)). Then

\[
V_L = \sum_{j=1}^{d-1} W_{L,j} \frac{\partial}{\partial y_j} + g_L \frac{\partial}{\partial y_d} + \sum_{i=1}^{m} h_{L,i} \frac{\partial}{\partial u_i},
\]

and with \( A = \Gamma''(x' - y') \), we have \( g_L = B^t W_L \) and

\[
(\sigma A + P J_a P^t + B e_d^t I_a P^t + P J_a e_d B^t) W_L = 0;
\]

moreover the functions \( h_{L,i} \) are in the ideal generated by the \( W_{L,j} \) (and the coefficients can be computed from (5.11)). To get a nontrivial kernel (when \( \sigma = 0 \)) we must choose a nonvanishing vector \( W_L \) satisfying (5.20). Notice that then \( |e_d^t J_a P^t W_L| \) is bounded below, by (5.14). By Lemma 5.4 we have

\[
V_L (\det \Phi''_{(x,u),(y,v)}) = (-1)^d F_1 (x, y, u) e_d^t J_a P^t W_L + F_2 (x, y, u, v) (x_d - e_d^t J_a y - u^t \Lambda_d)
\]

where \( F_1 \) and \( F_2 \) are smooth and \( F_1 \) does not vanish. Thus \( |V_L (\det \Phi''_{(x,u),(y,v)})| \geq c \) on the zero set of \( \det \Phi''_{(x,u),(y,v)} \).

Next we consider the map \( p_R \) and let \( V_R \) be a nonvanishing vector field which is in the kernel of \( D p_R \) (or the cokernel of (5.11)) when \( x_d - e_d^t J_a y - u^t \Lambda_d = 0 \). Then

\[
V_R = \sum_{j=1}^{d-1} W_{R,j} \frac{\partial}{\partial x_j} + g_R \frac{\partial}{\partial x_d} + \sum_{i=1}^{m} h_{R,i} \frac{\partial}{\partial u_i},
\]
where by (5.11) the functions $h_{R,i}$ vanish when $x_d - e_d^t J u y - u' \Lambda_d = 0$ and
\[
W_R^t [\sigma A + PJ_u P^t + B e_d^t J u P^t] + g_R B^t = 0
\]
\[
W_R^t PJ_u c_d - g_R = 0;
\]
thus since $A$ is symmetric and $J u$ skew symmetric we have essentially the same equation for $W_L$ above, except that $J u$ is replaced by $-J u$:
\[
(\sigma A - PJ_u P^t - PJ_u c_d B^t - e_d^t J u P^t) W_R = 0.
\]
Moreover $g_R = e_d^t J u P^t W_R$ does not vanish by (5.14). As $x_d - e_d^t J u y - u' \Lambda_d$ does not depend on $x'$ we get
\[
V_R(\det \Phi''_{(x,u),(y,v)}) = \tilde{F}_1(x,y,u) e^t_d J u P^t W_R + \tilde{F}_2(x,y,u,v)(x_d - e_d^t J u y - u' \Lambda_d)
\]
with smooth functions $\tilde{F}_1$, $\tilde{F}_2$ and nonvanishing $\tilde{F}_1$. Thus $|V_R(\det \Phi''_{(x,u),(y,v)})|$ is bounded below on the zero set of $\det \Phi''_{(x,u),(y,v)}$ and we have verified the statements analogous to (4.3-5).

**Proof of Claim 5.1, conclusion.** For small $l$ the bound is immediate from Hörmander’s standard $L^2$ estimate for nondegenerate oscillatory integrals ([8], cf. (5.12) and Lemma 5.3 above). For large $l$ we can, by Lemma 5.4, rewrite the amplitude $\mathcal{E}_j^l$ as a finite sum
\[
\mathcal{E}_j^l(x,y,u,v) = 2^{2jl} \sum_{|\nu| \leq C} \zeta_l(2^{l+1} \det \Phi''_{(x,u),(y,v)}) q_{l+i}(x,u,v)
\]
where the $q_{l+i}$ are compactly supported and smooth and satisfy the estimates $\partial_x^n, y, u, v q_{l+i} = O(2^{l+1})$. Since $2^l \leq \lambda^{1/3}$ this type of blowup is covered by (4.2) and we can apply the estimate (4.6) and see that the operator with kernel $\lambda^{-1} \mathcal{E}_j^l$ has $L^2$ operator norm $\lesssim 2^{3l} \lambda^{-1} \lambda^{-(d+m)/2}$. This implies our claim.

**Modifications for the proof of (3.16).** By scaling we need to consider the operator of convolution with $\partial_x K_{s,j}^l |_{s=1}$.

Let $\phi$ be as in (5.2) and
\[
\rho(x',x_d,u,y,v,\sigma,\tau) = \frac{\partial}{\partial s} \phi\left( \frac{x'}{s}; \frac{u}{s}, \frac{y}{s}, \frac{v}{s}, \sigma, \tau \right)|_{s=1}
\]
\[
= \sigma(-x_d + y + (x' - y) \cdot \nabla_{x'} \Gamma(x' - y)) + 2 \sum_{i=1}^m \tau_i(-u_i + v_i) - x_d J_i y + \sum_{i=1}^m \tau_i e_d^i \Lambda(y - x).
\]

As before we set $\lambda = 2^k$ and observe that our operator is a sum of an operator $\mathcal{G}^{\lambda,l}$ with Schwartz kernel
\[
\mathcal{G}^{\lambda,l}(x,u,v) = \lambda^{m+2} \int \int e^{i \lambda \phi(x,u,v,x',\sigma,\tau)} \rho(x',x_d,u,y,v,\sigma,\tau) \chi_0(x,u,v) \eta(\sigma,\tau) d\sigma d\tau
\]
and an operator which has similar properties as $H^{\lambda,l}$ above (thus satisfies estimates which are better than claimed in (3.16)).

We now need to carry out the stationary phase calculations as before for the kernel $F_{\lambda,1} \mathcal{G}^{\lambda,l}$ (since the contribution from $F_{\lambda,2} \mathcal{G}^{\lambda,l}$ is again negligible). It has the form of (5.3), except that $b_t$ is replaced by $\lambda c_t$ where $c_t$ is given by
\[
c_t(x,u,v,\theta) = b_t(x,u,v,z_d,w,\sigma,\tau) \rho(x',z_d,w,y,v,\sigma,\tau).
\]
Then by stationary phase the Schwartz kernel of \( F_{\lambda,1} G^\lambda \) can be expanded as

\[
\lambda^{m+2} \int e^{iy\Phi(x,u,y,v)} c_l(x,u,y,v)d\theta = e^{iy\Phi(x,u,y,v)} \sum_{j=0}^{N-1} \tilde{E}_j^\lambda(x,u,y,v) \lambda^{1-j} + \tilde{R}_N^\lambda(x,u,y,v)
\]

where again the error term \( \tilde{R}_N^\lambda \) is easy to handle for large \( N \) and \( \tilde{E}_j^\lambda \) is defined as in (5.8) but with \( b_j \) replaced by \( c_j \).

In order to finish the proof of (3.16) it is now sufficient to establish that the operator \( T^\lambda_3 \) with kernel \( \lambda^{1-j} \tilde{E}_j^\lambda e^{iy\Phi(x,u,y,v)} \) satisfies the bound

\[
\| T^\lambda_3 \|_{L^2 \rightarrow L^2} \lesssim \lambda^{1-(d+m)/2} 2^{-l/2}(1 + \| \Lambda \| 2^l).
\]

The differentiation in \( s \) causes a blowup by not more than \( \lambda \) and by our previous analysis it follows that

\[
\| T^\lambda_3 \|_{L^2 \rightarrow L^2} \lesssim 2^{l/2} \lambda^{1-(d+m)/2}(2^{2l} \lambda^{-1})^j.
\]

If \( j = 1, 2, \ldots \) this estimate is sufficient for (5.24) since then \( 2^{l/2}(2^{2l} \lambda^{-1})^j \lesssim 2^{-l/2} \) by our restriction \( 2^l \leq \lambda^{1/3} \).

This crude estimate does not suffice for the leading term in the asymptotic expansion when \( \| \Lambda \| \) is small (or zero).

However note that when \( \Lambda = 0 \) the coefficient of \( \tau_i \) in (5.22) vanishes on the critical set where \( \theta = \theta_{\text{crit}}(x,u,y,v) \) and \( \partial \Psi / \partial \tau = 0 \) on that set. We get

\[
\rho(x', z_d, \text{crit}, u, \sigma_{\text{crit}}, \tau_{\text{crit}}) = (x_d - e_d^i J_u y - u^i \Lambda_d)((x' - y') \cdot \nabla x, \Gamma(x' - y') - \Gamma(x' - y'))
\]

\[
+ 2 \sum_{i=1}^{m} u_i (e_i^d \Lambda^d(x' - y') + e_i^d \Gamma(x' - y')).
\]

Since \( |x_d - e_d^i J_u y - u^i \Lambda_d| \approx 2^{-l} \) on the support of \( c_l \) and since the coefficients of \( u_i \) are \( O(\| \Lambda \|) \) we now gain an additional factor of \( O(2^{-l} + \| \Lambda \|) \) in the estimate (5.25) for \( j = 0 \) and thus establish (5.24) also for \( j = 0 \).

**Modifications for the proof of (3.17), (3.18).** The only reason for the modified definition (2.2.3) (replacing (2.2.2) for \( l > k/3 \)) is the preservation of the symbol estimates (4.2), needed for the validity of (4.6), (4.7). The estimation for \( K^k \) is exactly analogous to the estimation of \( K^{k,1} \) when \( l < k/3 \), and the same statement applies to the \( s \)-derivatives. Only notational modifications are needed.

### 6. Weak type \((1,1)\) estimates

We are now proving the weak type \((1,1)\) estimation (2.5). The proof of (2.6) is omitted since it is exactly analogous.

We apply standard Calderón-Zygmund arguments (with respect to nonisotropic families of balls on nilpotent Lie groups, see [4], [17]). Cj. also [14] and related papers on singular Radon transforms.

Let

\[
B_\delta = \{(x,u) : |x| \leq \delta, |u| \leq \delta^2 \}
\]

and denote by \( B_\delta^c \) its complement.
Since we have already checked the $L^2$ bounds for the maximal function it suffices to check the following Hörmander type condition for $L^\infty(\mathbb{R}^+) \text{ valued} \text{ kernels:}$

$$
sup_{\delta > 0} \sup_{(y,v) \in B_\delta} \int_{B_{\delta} \cap x} |K^{k,l}_s((y,v)^{-1}(x,u)) - K^{k,l}_s(x,u)| dx du \lesssim k^{2-\ell}(1 + \|\Lambda\|^{2\ell})
$$

which follows from the two estimates

$$
\sup_{(y,v) \in B_\delta} \int_{B_{\delta} \cap x} \left| K^{k,l}_s((y,v)^{-1}(x,u)) - K^{k,l}_s(x,u) \right| dx du \lesssim \begin{cases} 2^{k-\ell}(1 + \|\Lambda\|^{2\ell}), \\ 2^{k(m+2)} \min\{2^{-n}\delta, 2^{n}\delta^{-1}\}. \end{cases}
$$

Indeed we use the first bound for the $O(k)$ terms with $2^{-2k(m+1)} \leq 2^{-n}\delta \leq 2^{k(m+1)}$ and the second bound for the remaining terms. We then sum the series in $n$. Using scaling we see that the latter estimates are equivalent to

$$
(6.1) \quad \sup_{(y,v) \in B_1} \int_{B_1 \cap x} \sup_{s \in [1,2]} \left| K^{k,l}_s(x - y, u - v + x'Jy) - K^{k,l}_s(x,u) \right| dx du \lesssim \begin{cases} 2^{k-\ell}(1 + \|\Lambda\|^{2\ell}), \\ 2^{k(m+2)} \min\{r^{-1}, r\}. \end{cases}
$$

Because of the support properties of the kernel the integral on the left hand side is zero if $r \gg 1$. Now assume that $r \lesssim 1$. Since $|\nabla K^{k,l}_s(x,u)| \lesssim 2^{k(m+2)}$ the bound $2^{k(m+2)}r$ in (6.1) is immediate. It remains to show that

$$
\sup_{s \in [1,2]} |K^{k,l}_s|_1 \lesssim 2^{k-\ell}(1 + \|\Lambda\|^{2\ell}),
$$

and this follows from

$$
(6.2) \quad \|K^{k,l}_s\|_1 \lesssim 1,
$$

$$
(6.3) \quad \|\partial_s K^{k,l}_s\|_1 \lesssim 2^{k-\ell}(1 + \|\Lambda\|^{2\ell}).
$$

By an integration by parts in $\sigma, \tau$ we see that

$$
(6.4) \quad |K^{k,l}(x,u)| \leq C_N \frac{2^{k-\ell}}{(1 + 2^{k-\ell}||x_d - \Gamma(x')||)N} \frac{2^{km}}{(1 + 2^k|u - \Lambda x||)N}
$$

from which (6.2) immediately follows. Moreover from (5.22) one obtains by the same argument $|\partial_s K^{k,l}_s(x,u)|$ is bounded by $C_N 2^{k-\ell}(1 + \|\Lambda\|^{2\ell})$ times the right hand side of (6.4). Consequently we obtain (6.3). This finishes the proof of the weak type inequality (2.5). \hfill \square

7. Appendix

In this section we give the example of a two-step nilpotent Lie group $G$, with 10-dimensional Lie algebra, which satisfies the nondegeneracy condition but which is not isomorphic to a group of Heisenberg type.

For $\mu = (\mu_1, \mu_2) \in \mathbb{R}^2$ let

$$
E_\mu = \begin{pmatrix} \mu_1 & 0 & 0 & -\mu_2 \\ \mu_2 & \mu_1 & 0 & 0 \\ 0 & \mu_2 & \mu_1 & 0 \\ 0 & 0 & \mu_2 & \mu_1 \end{pmatrix}
$$

and define the $8 \times 8$ matrix

$$
J_\mu = \begin{pmatrix} 0 & E_\mu & 0 \\ -E_\mu & 0 \end{pmatrix};
$$
Let $g$ be the Lie algebra which is $\mathbb{R}^8 \oplus \mathbb{R}^2$ as a vector space, with Lie bracket

$$[X + U, Y + V] = 0 + \langle X^t J_{(1,0)} Y, X^t J_{(0,1)} Y \rangle.$$ 

By (7.1) the group identified with $g$ satisfies our nondegeneracy condition. We now prove by contradiction that $g$ is not isomorphic to a Heisenberg-type Lie algebra.

Assume that there is a Lie algebra isomorphism $\tilde{g} \rightarrow g$ where $\tilde{g}$ is a Heisenberg-type algebra. Then $\tilde{g} = \mathfrak{w} \oplus \mathfrak{j}$ where $\mathfrak{j}$ is the center and $\alpha$ is a linear isomorphism from $\mathfrak{j}$ to $\mathbb{R}^2$.

Now with respect to orthonormal bases $u_1, \ldots, u_8$ on $\mathfrak{w}$ and $y_9, y_{10}$ on $\mathfrak{j}$ and $e_1, \ldots, e_8$ on $\mathbb{R}^8$ and $e_9, e_{10}$ on $\mathbb{R}^2$ the map $\alpha$ is given by the $10 \times 10$ matrix

$$\begin{pmatrix} A & 0 \\ L & B \end{pmatrix}$$

where $A$ is an invertible $8 \times 8$ matrix and $B$ an invertible $2 \times 2$ matrix.

Now let $X = \sum_{i=1}^{8} x_i u_i$, $Y = \sum_{i=1}^{8} y_i u_i$, and express $\omega \in \mathfrak{j}^*$ in terms of the dual basis as $\omega = w_1 u_9^* + w_2 u_{10}^*$. Then, since $\tilde{g}$ is of Heisenberg type we have $\omega([X, Y]) = x^t \tilde{J}_w y$ with $\tilde{J}_w^2 = -(w_1^2 + w_2^2) I$; in particular

$$\det \tilde{J}_w = (w_1^2 + w_2^2)^4.$$ 

Now if $\omega = \alpha^t \mu$ (thus $B^t \mu = (w_1, w_2)^t$) then

$$x^t \tilde{J}_{B^t \mu} y = \omega([X, Y]) = (\alpha^t)^{-1} \omega(\alpha X, Y) = \langle \mu, [\alpha X, \alpha Y] \rangle = (Ax)^t J_\mu (Ay)$$

so that $A^t J_\mu A = \tilde{J}_{B^t \mu}$ and therefore

$$\det \tilde{J}_{B^t \mu} = (\det A)^2 \det J_\mu.$$ 

Thus by (7.1) and (7.2) we obtain $\det B^t \mu |^8 = (\det A)^2 (\mu_1^4 + \mu_2^4)^2$ and therefore, if $(a, b)$ and $(c, d)$ are the rows of the matrix $| \det A |^{-1/4} B^t$, 

$$\mu_1^4 + \mu_2^4 = ((a \mu_1 + b \mu_2)^2 + (c \mu_1 + d \mu_2)^2)^2,$$

for all $\mu \in \mathbb{R}^2$. Thus

$$\mu_1^4 + \mu_2^4 = (a^2 + c^2)(\mu_1^2 + (b^2 + d^2) \mu_2^2 + 2(ab + cd) \mu_1 \mu_2)^2$$

for all $\mu \in \mathbb{R}^2$. This implies $a^2 + c^2 = b^2 + d^2 = 1$ and setting $\rho = ab + cd$ we obtain after a little algebra that

$$4 \rho^2 + 2 \mu_1 \mu_2 + 4 \rho (\mu_1^2 + \mu_2^2) = 0$$

for all $\mu \in \mathbb{R}^2$. This implies both $2 \rho^2 + 1 = 0$ and $\rho = 0$, thus a contradiction. $\Box$
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