OBSERVABILITY OF DISPERSIVE EQUATIONS FROM LINE SEGMENTS BASED ON GRAPH THEORY

YUNLEI WANG AND MING WANG

Abstract. We present a unified treatment on the observability of a family of linear dispersive equations on the torus $\mathbb{T}$. We take one line segment or two line segments in space-time region as the observable set. We give the characteristic on the slopes of the line segments to guarantee the qualitative observability and quantitative observability respectively. The one line segment case, is simple, follows directly from the Ingham’s inequality. However, the two line segments case is difficult, the statement of results and the proof rely heavily on the language of graph theory. We also apply our results to (higher order) Schrödinger equations and the linear KdV equation.

1. Introduction

1.1. Background and the problem. Let $\mathbb{T} := \mathbb{R}/2\pi\mathbb{Z}$ be the one dimensional torus. Consider the Schrödinger equation on $\mathbb{T}$

$$\partial_t u = i\partial_x^2 u, \quad u(0, x) \in L^2(\mathbb{T}). \quad (1.1)$$

Then for every nonempty open set $G \subset \mathbb{T}^2$, the observability inequality

$$\int_{\mathbb{T}} |u(0, x)|^2 \, dx \leq C(G) \int_{G} |u(t, x)|^2 \, dx \, dt, \quad (1.2)$$

holds for all solutions of (1.1), where $C(G) > 0$ is a constant depending only on $G$. This is a classical result, see e.g. [9, 13, 18], [19, pp. 166-172], and [28, pp. 280-284] for a proof. Roughly speaking, (1.2) means that one can recover the solution by observation on the region $G$. In particular, (1.2) implies that

$$\int_{\mathbb{T}} |u(0, x)|^2 \, dx \leq C(T, \omega) \int_{0}^{T} \int_{\omega} |u(t, x)|^2 \, dx \, dt, \quad (1.3)$$
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where $T > 0$, $\omega \subset \mathbb{T}$ is a nonempty open set. Burq and Zworski [6] further showed that (1.3) still holds if $\omega$ is a Lebesgue measurable set with positive measure. We refer to [1, 5, 10, 26, 27] for more results on the observability inequality for Schrödinger equations with potentials and in higher dimensions.

Note that the observation region mentioned above is at least a set with positive measure in $\mathbb{R}^2$. Recently, Jaming and Komornik [15] introduced a new observability inequality for (1.1), with observation from line segments in the space-time plane. The observation regions are essentially smaller than that in previous references since the two dimensional Lebesgue measure is zero now. In fact, it is shown in [15] that, for every $t_0, x_0 \in \mathbb{R}$, the observability inequality

$$\int_T |u(0, x)|^2 \, dx \leq C(T, v) \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt \quad (1.4)$$

holds for all solutions to (1.1) and all $T > 0$ if and only if $v \in \mathbb{R} \setminus \mathbb{Z}$. In other words, (1.1) is observable from a segment if and only if the slope is not an integer. Replacing the one segment by two or more segments, with integral slopes, the observability inequality also may fail. The proof follows from various kinds of Ingham’s theorems and the algebra structure of the symbol $k^2$ associated to the Schrödinger equation.

The inequality (1.4) is called observability inequality with one moving point in [15]. We refer to [7, 14, 16, 17, 23] for more observability from moving points, and to [3, 8, 21, 22] for observability from moving observation domain in higher dimensions.

Inspired by [15], we consider a family of linear dispersive equations on $\mathbb{T}$, and investigate its qualitative and quantitative observability from line segments. More precisely, we consider the dispersive equation on $\mathbb{T}$

$$\partial_t u = iP(D)u, \quad u(0, x) = u_0(x) \in L^2(\mathbb{T}), \quad (1.5)$$

where $u = u(t, x)$ denotes a real or complex-valued function, $P(D)$ denotes a Fourier multiplier operator, $D = i^{-1}\partial_x$. Let $p : \mathbb{Z} \to \mathbb{R}$ be the symbol of $P(D)$, namely

$$\hat{P(D)}u(k) := p(k)\hat{u}(k), \quad k \in \mathbb{Z}, \quad (1.6)$$

where $\hat{u}(k) = (2\pi)^{-1} \int_{\mathbb{T}} u(x)e^{-ikx} \, dx$ stands for the $k$-th Fourier coefficient of $u$. Since $p$ is real-valued, $iP(D)$ is anti-symmetric on $L^2(\mathbb{T})$. By Stone’s theorem [25], $iP(D)$ generates a unitary group $\{e^{itP(D)}\}_{t \in \mathbb{R}}$ on $L^2(\mathbb{R})$, thus (1.5) is well-posed in $L^2(\mathbb{T})$ and $\|u(t, \cdot)\|_{L^2(\mathbb{T})} = \|u(0, \cdot)\|_{L^2(\mathbb{T})}, \forall t \in \mathbb{R}$. The controllability and stabilization of (1.5) has been studied in [24].

Let $T > 0, n \in \mathbb{N} := \{1, 2, 3, \cdots\}$ and $(t_i, x_i) \in \mathbb{R}^2, i = 1, 2, \cdots, n$ be given. We are mainly interested in the following two problems:

**Qualitative observability problem:** Find out the characterization of $v_1, v_2, \cdots, v_n \in \mathbb{R}$ such that the unique continuation property

$$u(t_i + t, x_i - vt) = 0, \forall i = 1, 2, \cdots, n, t \in (0, T) \implies u_0 = 0 \quad (1.7)$$
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holds for all solutions $u(t, x)$ of (1.5).

**Quantitative observability problem:** Find out the characterization of $v_1, v_2, \cdots, v_n \in \mathbb{R}$ such that the observability inequality

$$\int_T |u_0(x)|^2 \, dx \lesssim \int_0^T \sum_{i=1}^n |u(t_i + t, x_i - vt)|^2 \, dt$$

holds for all solutions $u(t, x)$ of (1.5).

For some technical reasons, we shall focus on the cases $n = 1, 2$ in this paper.

1.2. **Some notations.** Throughout, we use $A \lesssim B$ to denote $A \leq CB$ for some unharmful constant $C > 0$. We write $A \simeq B$ if both $A \lesssim B$ and $B \lesssim A$ hold.

For every $u_0 \in L^2(T)$, we have the Fourier expansion

$$u_0 = \sum_{k \in \mathbb{Z}} c_k e^{ikx},$$

where $c_k$ is the Fourier coefficient of $u_0$. Then, by Fourier transform, the solution $u$ of (1.5) is given by

$$u(t, x) = \sum_{k \in \mathbb{Z}} c_k e^{i(p(k)t + kx)},$$

(1.10)

Given $v \in \mathbb{R}$. By (1.10), $u(t_0 + t, x_0 - vt)$ can be expressed as

$$u(t_0 + t, x_0 - vt) = \sum_{k \in \mathbb{Z}} c_k e^{i(p(k)t_0 + kx_0 - vt)} = \sum_{k \in \mathbb{Z}} c_k e^{i(p(k)(t_0 + kx_0) + \lambda_k(v)t)},$$

(1.11)

where $\lambda_k(v) := p(k) - kv$. For each $k \in \mathbb{Z}$, we set

$$\Xi_k(v) := \{m \in \mathbb{Z} : \lambda_m(v) = \lambda_k(v)\}$$

and $n_k(v) := |\Xi_k(v)|$ denotes the cardinality.

We denote

$$\Pi(v) := \{k \in \mathbb{Z} : \exists m \in \mathbb{Z}, m \neq k \text{ such that } \lambda_k(v) = \lambda_m(v)\}.$$ 

(1.13)

Define

$$\Lambda(v) := \{\lambda_k(v) : k \in \mathbb{Z}\}$$

(1.14)

and

$$\gamma'(v) := \sup_{W \subset \Lambda(v)} \inf_{\lambda, \lambda' \in \Lambda(v) \setminus W} (\lambda - \lambda'),$$

(1.15)

where $W$ runs over all finite subsets of $\Lambda(v)$. In particular, if $|\Pi(v)| < \infty$, then

$$\gamma'(v) = \sup_{W \subset \mathbb{Z}} \inf_{k, n \in \mathbb{Z} \setminus W, k \neq n} |\lambda_k - \lambda_n| > 0$$

(1.16)

where $W$ runs over all finite subsets of $\mathbb{Z}$. 

To present our results on the observability with observations from two line segments, we need to introduce some definitions further. Let $v_1, v_2 \in \mathbb{R}$ be two different real numbers. We construct the graph $G(v_1, v_2)$ through the following rules:

- the vertices of $G(v_1, v_2)$ equal to the set $\Pi(v_1) \cup \Pi(v_2)$;
- two distinct vertices $k_1$ and $k_2$ are adjacent through red (blue, respectively) color edge if $\lambda_{k_1}(v_1) = \lambda_{k_2}(v_1)$ ($\lambda_{k_1}(v_2) = \lambda_{k_2}(v_2)$, respectively).

The graph $G(v_1, v_2)$ constructed here is first introduced by Jaming and Komornik [15] (different but equivalent way), which is used to give some criteria for the observability of beam equations from two line segments.

We claim that the graph $G(v_1, v_2)$ is simple. In other words, two distinct vertices $k_1$ and $k_2$ cannot have edges of both colors simultaneously. Indeed, if $\lambda_{k_1}(v_i) = \lambda_{k_2}(v_i)$ holds for $i = 1, 2$, then we obtain

$$(k_1 - k_2)(v_1 - v_2) = 0,$$

which is impossible for $k_1 \neq k_2$ and $v_1 \neq v_2$.

A path is a simple graph whose vertices can be arranged in a linear sequence such that two vertices are adjacent if they are consecutive in the sequence and are nonadjacent otherwise. A cycle is a simple graph whose vertices can be arranged in a cyclic sequence such that two vertices are adjacent if they are consecutive in the sequence and are nonadjacent otherwise. The length of a path or a cycle is the number of its edges.

There are two kinds of infinite path. A path who has an initial but no terminal vertex is called a one-way infinite path. A path who has neither initial nor terminal vertex is called a two-way infinite path. The length of both is defined to be $\infty$.

The above notions can be found in graph theory (see [4] for more details).

**Definition 1.1.** A graph is called connected if there is a path from any point to any other point in the graph. A connected component of a graph is a connected subgraph that is not part of any larger connected subgraph.

For a graph $G(v_1, v_2)$, we define

$$g(v_1, v_2) := \max_{H \subseteq G(v_1, v_2)} |H|,$$

where $|H|$ denotes the number of vertices in $H$. The quantity $g(v_1, v_2)$ is important to illustrate that, in what circumstance the qualitative observability property fails to be a quantitative one.

**Definition 1.2.** A path (both finite and infinite) is said to be 2-colored if its edges contains both colors.
We shall use the following assumptions on the symbol $p(k)$.

(H1) The set $\Xi_k(v)$ has only finitely many elements for all $k \in \mathbb{Z}$ and $v \in \mathbb{R}$, i.e.,
\[
n_k(v) < \infty, \quad \forall k \in \mathbb{Z}, v \in \mathbb{R}.
\] (1.18)

(H2) For each $v \in \mathbb{R}$, there exists $N_v \in \mathbb{N}$ such that
\[
n_k(v) \leq 2, \quad \forall k \geq N_v.
\] (1.19)

**Remark 1.1.** (i) Hypothesis (H1) ensures that each vertex in $G(v_1, v_2)$ has only finitely many neighborhoods.

(ii) Hypothesis (H2) ensures that all vertices but finite have at most one edge for each color. This prevents one-way infinite paths and two-way infinite paths in $G(v_1, v_2)$ to being too complicated.

(iii) The dispersive equations satisfying (H1)-(H2) are rather general. In fact, if $p \in C^1(\mathbb{R})$ and $|p'(k)| \asymp |k|^{\alpha}$ as $k \to \infty$ for some $\alpha > 0$, then (H1) and (H2) hold.

1.3. **Main results.** We first consider the case $n = 1$, namely the observability with observation from one line segment. The follow result describes the slope $\gamma$ to ensure the observability inequality.

**Theorem 1.1.** Assume that $v \in \mathbb{R}, \gamma'(v) > 0$. Then for every $(t_0, x_0) \in \mathbb{R}^2$, the observability inequality
\[
\int_{\mathbb{T}} |u_0(x)|^2 \, dx \lesssim \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt
\] (1.20)
holds for all $T > \frac{2\pi}{\sqrt[\gamma'(v)]{}}$ and all solutions to (1.5) if and only if $\Pi(v) = \emptyset$.

We remark that the restriction $\gamma'(v) > 0$ in Theorem 1.2 holds for a large kinds of dispersive equations. In particular, if $p(k)$ is a polynomial with degree $\deg p \geq 2$, then we have $\gamma'(v) = \infty$ for every $v \in \mathbb{R}$, see section 4.

Theorem 1.1 is easy, which follows from the Ingham’s inequality directly, see section 2 for details. According to Theorem 1.1, the observability (1.20) fails if $\Pi(v) \neq \emptyset$. Also, the observability inequality from two line segments
\[
\int_{\mathbb{T}} |u_0(x)|^2 \, dx \lesssim \int_0^T \sum_{i=1}^{2} |u(t_0 + t, x_0 - v_i t)|^2 \, dt
\] (1.21)
holds if one of $\Pi(v_1), \Pi(v_2)$ is empty. Thus it is natural to ask, whether (1.21) holds if $\Pi(v_1) \neq \emptyset$ and $\Pi(v_2) \neq \emptyset$? We answer the question in our next theorem. Indeed, we give the necessary and sufficient conditions on $v_1, v_2$ for both qualitative and quantitative observability of (1.5) as follows.

**Theorem 1.2.** Let $(t_1, x_1), (t_2, x_2) \in \mathbb{R}^2, v_1, v_2 \in \mathbb{R}, v_1 \neq v_2, \gamma'(v_1) > 0, \gamma'(v_2) > 0, T > 2\pi/\min\{\gamma'(v_1), \gamma'(v_2)\}$. Assume that (H1) and (H2) hold.
(i) The qualitative observability (1.7) holds with \( n = 2 \) if and only if the graph \( G(v_1, v_2) \) has no two-colored cycle.
(ii) The quantitative observability (1.8) holds with \( n = 2 \) if and only if the graph \( G(v_1, v_2) \) has no two-colored cycle and \( g(v_1, v_2) < \infty \).

By setting \( p(k) = k^2 \) in (1.5), it is easy to see that the graph \( G(v_1, v_2) \) has no two-colored cycle for different real numbers \( v_1 \neq v_2 \), and \( G(v_1, v_2) \) has a two-way infinite path for different integers \( v_1 \neq v_2 \in \mathbb{Z} \). Thus, Theorem 1.2 recovers the Jaming-Komornik’s results [15]: The qualitative observability (1.7) of the Schrödinger equation (1.1) holds for all \( v_1, v_2 \in \mathbb{R}, v_1 \neq v_2 \); but the quantitative observability (1.8) fails for all \( v_1, v_2 \in \mathbb{Z}, v_1 \neq v_2 \).

The proof of Theorem 1.2 also relies on the Ingham’s inequality. The central task here is to exploit the interaction of the two line segments’ contribution in the observability inequality. To this end, the language of graph theory is widely used. The novelty of Theorem 1.2 lies in two folds. First, it applies to a rather large number of dispersive equations, see Remark 1.1 (iv). Second, it makes clear the essential difference between the qualitative observability and the quantitative observability. We do not know how to extend Theorem 1.2 to more line segments, namely \( n \geq 3 \).

Now we apply Theorem 1.2 to more concrete equations.

**Theorem 1.3.** Let \( p \) be a real polynomial with degree \( \deg p > 2 \). Let \( T > 0 \), \((t_1, x_1), (t_2, x_2) \in \mathbb{R}^2 \) and \( v_1, v_2 \in \mathbb{R}, v_1 \neq v_2 \). Then the following are equivalent:

(i) The qualitative observability (1.7) with \( n = 2 \) holds.
(ii) The quantitative observability (1.8) with \( n = 2 \) holds.
(iii) The graph \( G(v_1, v_2) \) has no two-colored cycle.

Theorem 1.3 shows that, if \( \deg p > 2 \), the qualitative observability and the quantitative observability are equivalent. However, the equivalence fails (see Jaming-Komornik’s results [15] mentioned above) to the linear Schrödinger equation (1.1), which satisfies (1.5) with \( \deg p = 2 \). This gives a difference between the case \( \deg p > 2 \) and \( \deg p = 2 \).

Moreover, we describe briefly our results for Schrödinger and KdV equations.

* Consider the higher-order linear Schrödinger equation of the form
  \[
  \partial_t u = i(-\partial_x^2 u + \partial_x^4 u + \cdots + (-1)^l \partial_x^{2l} u).
  \]
  We prove that the quantitative observability always holds for all distinct \( v_1, v_2 \in \mathbb{R} \) (see Theorem 5.2). In other words, the observability inequality holds with observation from any two non-parallel line segments.
* For the linear KdV equation
  \[
  \partial_t u + \partial_x^3 u = 0.
  \]
We give two criteria on \( v_1, v_2 \) for the observability inequality: (1) \( v_2 > 4v_1 \); (2) some restrictions in terms of number theory, see Theorem 5.4 for details.

The paper is organized as follows. In section 2 we recall Ingham’s inequality and prove Theorem 1.1. We prove Theorems 1.2 and 1.3 in sections 3 and 4, respectively. Finally, we apply our results to Schrödinger type equations and the KdV equation in section 5.

2. Ingham inequality and Proof of Theorem 1.1

In this section, we first introduce some Ingham’s theorems on non-harmonic Fourier series. Then we apply them to prove Theorem 1.1.

**Definition 2.1.** A set of real numbers \( \Lambda = \{\lambda_k\}_{k \in J} \) is called uniformly separated if
\[
\gamma(\Lambda) := \inf_{k, n \in J, k \neq n} |\lambda_k - \lambda_n| > 0.
\]

The quantity \( \gamma(\Lambda) \) is called the uniform gap of \( \Lambda \).

Ingham \([11]\) proved the following important theorem.

**Theorem 2.1.** Let \( \Lambda = \{\lambda_k\}_{k \in J} \subset \mathbb{R} \) be uniformly separated.

(i) For every bounded interval \( I \), the direct inequality
\[
\int_I |f(x)|^2 \, dx \lesssim \sum_{k \in J} |c_k|^2
\]
holds for all functions of the form \( f(x) = \sum_{k \in J} c_k \sin \lambda_k x \) with square-summable coefficients \( c_k \).

(ii) If the interval \( I \) has length \( |I| > \frac{2\pi}{\gamma(\Lambda)} \), then the inverse inequality
\[
\sum_{k \in J} |c_k|^2 \lesssim \int_I |f(x)|^2 \, dx \tag{2.1}
\]
holds for all functions of the form \( f(x) = \sum_{k \in J} c_k \sin \lambda_k x \) with square-summable coefficients \( c_k \).

The condition \( |I| > \frac{2\pi}{\gamma(\Lambda)} \) can be weakened in some circumstance. Haraux \([9]\) proved the following generalized Ingham’s Theorem.

**Theorem 2.2.** Let \( \Lambda = \{\lambda_k\}_{k \in I} \) be a uniformly separated family of real numbers. Then the inverse inequality \( (2.1) \) holds under the condition \( |I| > \frac{2\pi}{\gamma'(\Lambda)} \), where
\[
\gamma'(\Lambda) := \sup_{W \subset I} \inf_{k, n \in J \setminus W, k \neq n} |\lambda_k - \lambda_n| > 0. \tag{2.2}
\]
The quantity $\gamma'(\Lambda)$ defined by (2.2) is called the weak uniform gap of $\Lambda$.

**Remark 2.1.** Theorem 2.2 is equivalent to say that: Given any uniformly separated $\Lambda$ and any finite subset $W \subset \Lambda$, if $|I| > \frac{2\pi}{\gamma(\Lambda \setminus W)}$, then the inverse inequality (2.1) holds. If there exists a sequence of finite subsets $\{W_n\}_{n \in \mathbb{N}}$ such that

$$\gamma(\Lambda \setminus W_n) \to \infty, \quad n \to \infty,$$

then the inverse inequality (2.1) holds for any interval of length $|I| > 0$. For example, let $\Lambda = \{k^3 : k \in \mathbb{Z}\}$ and $W_n = \{k^3 : |k| \leq n\}$ for all $n \in \mathbb{N}$, we have $\gamma(\Lambda \setminus W_n) \to \infty$ when $n \to \infty$.

For more generalizations of Ingham’s Theorem, we refer the reader to [2] and [19].

As an application, we shall give a proof of Theorem 1.1. To this end, we first present a stronger theorem here.

**Theorem 2.3.** Let $(t_0, x_0) \in \mathbb{R}^2, v \in \mathbb{R}$ and $\gamma'(v) > 0$.

(i) If $|\Pi(v)| < \infty$, then for every $T > 0$, the inequality

$$\int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt \lesssim \int_0^T |u_0(x)|^2 \, dx$$

holds for all solutions of (1.5).

(ii) If $|\Pi(v)| = 0$ and $T > \frac{2\pi}{\gamma'(v)}$, then the observability inequality

$$\int_0^T |u_0(x)|^2 \, dx \lesssim \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt$$

holds for all solutions of (1.5).

(iii) If $|\Pi(v)| \neq 0$, then there exists a non-trivial solution satisfying

$$u(t_0 + t, x_0 - vt) = 0, \quad \forall t \in \mathbb{R},$$

and thus the qualitative observability (1.7) fails.

(iv) For every $T > \frac{2\pi}{\gamma'(v)}$, the inequality

$$\sum_{k \in \mathbb{Z}} \frac{1}{n_k(v)} |d_k|^2 \lesssim \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt$$

holds for all solutions of (1.5), where

$$d_k = \sum_{m \in \Xi_k(v)} e^{i(p(m)t_0 + mx_0)} c_m, \quad \forall k \in \mathbb{Z}. $$

(2.7)
Proof. (i) By the assumption \( \gamma'(v) > 0 \) and \(|\Pi(v)| < \infty\), we use the equivalent definition (1.16) of \( \gamma'(v) \) to see that, the set \( \{\lambda_k(v)\}_{k \in \mathbb{Z}\setminus W} \) is uniformly separated for some finite set \( W \). Rewrite (1.11) as

\[
u(t_0 + t, x_0 - vt) = \sum_{k \in W} c_k e^{i(p(k)t_0 + kx_0)} e^{i\lambda_k(v)t} + \sum_{k \in \mathbb{Z}\setminus W} c_k e^{i(p(k)t_0 + kx_0)} e^{i\lambda_k(v)t}. \tag{2.8}\]

Squaring both sides of (2.8) and applying the elementary inequality \(|\sum_{1 \leq k \leq m} a_k|^2 \leq m \sum_{1 \leq k \leq m} |a_k|^2\), we infer that

\[
\int_0^T |\nu(t_0 + t, x_0 - vt)|^2 dt \leq (|W| + 1) \left( \int_0^T \sum_{k \in W} |c_k|^2 dt + \int_0^T \sum_{k \in \mathbb{Z}\setminus W} c_k e^{i(p(k)t_0 + kx_0)} e^{i\lambda_k(v)t} |^2 dt \right). \tag{2.9}\]

Moreover, by Theorem 2.1, we have the direct inequality

\[
\int_0^T \sum_{k \in \mathbb{Z}\setminus W} c_k e^{i(p(k)t_0 + kx_0)} e^{i\lambda_k(v)t} |^2 dt \lesssim \sum_{k \in \mathbb{Z}\setminus W} |c_k|^2.
\]

This, together with (2.9), gives

\[
\int_0^T |\nu(t_0 + t, x_0 - vt)|^2 dt \lesssim \sum_{k \in \mathbb{Z}} |c_k|^2.
\]

Thus we obtain (2.4) since \( \|\nu_0\|^2_{L^2(T)} = \sum_{k \in \mathbb{Z}} |c_k|^2 \).

(ii) Since \(|\Pi(v)| = 0 \) and \( \gamma'(v) > 0 \), the set \( \{\lambda_k(v)\}_{k \in \mathbb{Z}} \) is uniformly separated. The desired inequality (2.5) follows directly from Theorem 2.2.

(iii) If \(|\Pi(v)| \neq 0\), then \(\Pi(v) \neq \emptyset\). By definition, there exist two integers \( k_1, k_2 \in \Pi(v), k_1 \neq k_2 \) such that \( \lambda_{k_1}(v) = \lambda_{k_2}(v) \). Set the initial data

\[
u_0(x) = e^{-i(p(k_1)t_0 + k_1x_0)} e^{ik_1x} - e^{-i(p(k_2)t_0 + k_2x_0)} e^{ik_2x}.
\]

Then the corresponding solution of (1.5) is given by

\[
u(t, x) = e^{-i(p(k_1)t_0 + k_1x_0)} e^{ip(k_1)t} e^{ik_1 x} - e^{-i(p(k_2)t_0 + k_2x_0)} e^{ip(k_2)t} e^{ik_2 x}.
\]

Clearly, \(\nu(t, x)\) is not identical to 0, but

\[
u(t_0 + t, x_0 - vt) = 0, \quad \forall t \in \mathbb{R}.
\]

(iv) By the definition (2.7), we can rewrite (1.11) as

\[
u(t_0 + t, x_0 - vt) = \sum_{k \in \mathbb{Z}} \frac{1}{n_k(v)} d_k e^{i\lambda_k(v)t} = \sum_{k \in \{\lambda_j(v) : j \in \mathbb{Z}\}} d'_k e^{ikt}.
\]
where \(d'_k = d_j\) for some \(j\) who satisfies \(\lambda_j(v) = k\). The set \(\{\lambda_j(v) : j \in \mathbb{Z}\}\) is uniformly separated, then we obtain the desired inequality (2.6) by Theorem 2.2 (note that in (2.6) each \(d'_k, k \in \{\lambda_j(v) : j \in \mathbb{Z}\}\) is counted \(n_k(v)\) times).

**Remark 2.2.** (i) Under the assumptions of Theorem 2.3 (ii), we have in fact

\[
\int_T |u_0(x)|^2 \, dx \approx \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt,
\]

see Theorem 2.1 (i). By the same reason, the quantitative observability in Theorem 1.2 is equivalent to

\[
\int_T |u_0(x)|^2 \, dx \approx \int_0^T \sum_{i=1}^2 |u(t_i + t, x_i - v_i t)|^2 \, dt.
\]

(ii) We note that (2.6) can be rewritten as the following

\[
\sum_{k \in \Pi(v)} \frac{1}{n_k(v)} |d_k|^2 + \sum_{k \in \mathbb{Z} \setminus \Pi(v)} |c_k|^2 \lesssim \int_0^T \left| u(t_0 + t, x_0 - vt) \right|^2 \, dt.
\]  

(2.10)

In fact, if \(k \notin \Pi(v)\), then the set \(\Xi_k(v)\) has only one element, namely \(k\), so in this case, by (2.7), \(|d_k| = |c_k|\). This gives (2.10).

**Proof of Theorem 1.1.** Note that \(|\Pi(v)| = 0\) is equivalent to \(\Pi(v) = \emptyset\). Then the desired conclusion follows from Theorem 2.1 (ii) and (iii) directly. \(\square\)

### 3. Proof of Theorem 1.2

Before the proof of Theorem 1.2, it is necessary to analyze the graph \(G(v_1, v_2)\) and obtain some properties of it. Here and below, the graph \(G(v_1, v_2)\) is always the one defined in subsection 1.2. We assume that (H1) and (H2) hold.

**Definition 3.1.** A path or a cycle is called alternative if any two consecutive edges have different colors.

**Lemma 3.1.** If the graph \(G(v_1, v_2)\) contains a 2-colored path (cycle, respectively), then \(G(v_1, v_2)\) also contains an alternative path (alternative cycle, respectively).

**Proof.** We first consider a 2-colored one-way infinite path whose vertices are arranged in a linear sequence \(\{k_i\}_{i \in \mathbb{N}}\) and denote the path by \(\mathcal{L}\). By the hypothesis (H1), there exists no infinite path in \(\mathcal{L}\) that has edges with only one color. Hence there exists a subsequence \(\{k_{m_i}\}_{i \in \mathbb{N}}\) that contains all vertices of \(\mathcal{L}\) who have edges of both colors in \(\mathcal{L}\). Given any two adjacent vertices \(k_{m_i}\) and \(k_{m_{i+1}}\) in this subsequence, there exists a finite path in \(\mathcal{L}\) who contains vertices \(k_{m_i}, k_{m_{i+1}}, \ldots, k_{m_{i+1}}\). Two vertices in
\{k_{m_i}, k_{m_i+1}, \ldots, k_{m_i+1}\} are adjacent in \(L\) with only one kind of color and assume the color is red. By definition of colored edges, we obtain
\[
\lambda_{k_{m_i}}(v_1) = \lambda_{k_{m_i+1}}(v_1) = \cdots \lambda_{k_{m_i+1}}(v_1).
\] (3.1)

Then \(\lambda_{k_{m_i}}(v_1) = \lambda_{k_{m_i+1}}(v_1)\), i.e., vertices \(k_{m_i}\) and \(k_{m_i+1}\) are adjacent with the red-colored edge. By the same scheme, vertices \(k_{m_i+1}\) and \(k_{m_i+2}\) are adjacent with the blue-colored edge. Hence the subsequence and all edges of any two adjacent vertices in it forms an alternative one-way infinite path. The alternative versions of 2-colored finite paths, two-way infinite paths and cycles can be constructed by the same way.

Given \((t_1, x_1), (t_2, x_2) \in \mathbb{R}^2\). Suppose that the solution \(u\) of (1.5) satisfies
\[
u(t_i + t, x_i - v_i t) = 0, \quad \forall t \in (0, T), i = 1, 2, T > \frac{2\pi}{\min\{\gamma'(v_1), \gamma'(v_2)\}}.\] (3.2)

Then the qualitative observability is equivalent to show \(u_0 \equiv 0\), or (by (1.9)) the Fourier coefficients \(c_k = 0\) for all \(k \in \mathbb{Z}\). We present a simple criterion on \(k\) to ensure \(c_k = 0\). Let \(k\) be a vertex in \(G(v_1, v_2)\) which has only edges of one color, say red without loss of generality. Then \(k \notin \Pi(v_2)\). By Theorem 2.3 (iv) (see (2.6) and (2.10)) and the assumption (3.2), we obtain \(c_k = 0\).

The above illustration implies that for any vertex who has only edges of one color, \(c_k = 0\) under the assumption (3.2). Hence we can remove these vertices and edges that are incident on them when we prove the qualitative observability (1.7). Then we obtain a new graph. We can remove vertices and edges from the new graph by the same operation. For a finite graph, we keep repeating the above operation again and again until it terminate in finite steps. If the graph is not finite, the above operation can not terminate. To remove all these “useless” vertices at the same time, we need a definition of them without iteration.

**Definition 3.2.** Given any vertex \(k\) in \(G(v_1, v_2)\), a vertex \(k'\) is said to be connected to \(k\) in red if there exists a finite path whose initial vertex is \(k'\) and terminal vertex is \(k\), and the last edge is red-colored. An edge \(e\) is said to be connected to \(k\) if there exists a path whose initial vertex is an end of \(e\) and terminal vertex is \(k\), and the last edge is red-colored. We also define that \(k\) is connected to itself in red.

All these vertices and edges connected to \(k\) in red form a subgraph, called the red-portion of \(k\) in \(G(v_1, v_2)\). The blue-portion can be defined symmetrically.

**Lemma 3.2.** Let \(k\) be a vertex in \(G(v_1, v_2)\) satisfying

1. The red-portion of \(k\) contains no 2-colored cycle and has finite vertices, or
2. The blue-portion of \(k\) contains no 2-colored cycle and has finite vertices.

Then the assumption (3.2) implies \(c_k = 0\).
Moreover, every vertex in a red-portion or blue-portion which contains no 2-colored cycle and has finite vertices satisfies (i) or (ii).

Proof. By the symmetric property, it suffices to show that, under the condition (i), the assumption (3.2) implies $c_k = 0$. We prove it by induction. Let $n$ be the number of all vertices of the red-portion who satisfies (i). For $n = 1$, then there exists only one vertex $k$, this implies that $k$ only has blue-colored edges incident with it, then $k \notin \Pi(v_1)$ and $c_k = 0$ by Theorem 2.3 (iv). For $n = 2$, there exists only one neighborhood $k_1$ of $k$ in the red-portion. If $k_1$ has another neighborhood $k_2 \neq k$, then $k_2$ must be connected to $k$ along a path through a red-colored edge incident with $k$, which contradicts to $n = 2$. Hence $k_1$ has only one neighborhood, this implies $c_{k_1} = 0$ by Theorem 2.3 (iv). Still by Theorem 2.3 (iv), we have

$$e^{i \langle ka(k) t_1 + k x_1 \rangle} c_k + e^{i \langle k_1 a(k_1) t_1 + k_1 x_1 \rangle} c_{k_1} = 0.$$  

This implies $c_k = 0$. Now we assume that the lemma under condition (i) is true for the number of vertices of the red-portion of $k$ smaller than $n$, and consider the case of $n$ vertices. If the red-portion has a vertex with only one-colored edges, then we can remove it and reduce to the case of $n - 1$ vertices. Indeed, the red-portion who satisfies condition (i) always has such vertices. Otherwise, starting from a neighborhood $k_1$ of $k$ in the red-portion, and pass to a neighborhood $k_2$ of $k_1$ with the blue-colored edge $e(k_1, k_2)$. Since $k_2$ has both colored edges, we choose a neighborhood $k_3$ of $k_2$ with the red-colored edge $e(k_3, k_3)$. Repeat this approach and ensure $k_i \notin \{k_1, \ldots, k_{i-1}\}$ for each step $i$. Since the number of vertices is finite, it will terminate when $k_i = k_j$ for some $j < i$. This implies that the red-portion has a two-colored cycle, which contradicts to the condition (i).

Now we prove the second statement. Without loss of generality, let $k'$ be any vertex in the red-portion of $k$ who contains no 2-colored cycle and has finite vertices, suppose that it does not satisfy condition (i) and (ii). Then both the red-portion and blue-portion of $k'$ contain 2-colored cycle or infinite vertices. However, either 2-colored cycle or infinite vertices is contained in the red-portion of $k$, which leads to a contradiction.

Now we remove all vertices, in the graph $G(v_1, v_2)$, satisfying condition (i) or (ii) in Lemma 3.2, and obtain a new graph. We denote it by $\tilde{G}(v_1, v_2)$, called the reduced graph of $G(v_1, v_2)$.

In order to use it, we need some lemmas to explain the equivalence of $G(v_1, v_2)$ and $\tilde{G}(v_1, v_2)$ in some sense.

**Lemma 3.3.** Every vertex of the reduced graph $\tilde{G}(v_1, v_2)$ has both red-colored and blue-colored edges.

Proof. We prove it by contradiction. Assume that the vertex $k$ in $\tilde{G}(v_1, v_2)$ has only red-colored edges. Then it must have both colored edges in $G(v_1, v_2)$ due to the
construction of $\tilde{G}(v_1, v_2)$ and Lemma 3.2. Since $k \in \tilde{G}(v_1, v_2)$, it does not satisfy condition (i) and (ii) in Lemma 3.2. Let $k_1 \in G(v_1, v_2)$ be any neighborhood of $k$ with a blue-colored edge. Since $k$ does not satisfies (i), and the red-portion of $k$ is a subgraph of the blue-portion of $k_1$, according to the second statement of Lemma 3.2, we see that $k_1$ does not satisfy (ii). Since $k_1 \notin \tilde{G}(v_1, v_2)$ (this follows from our hypothesis on $k$ and the choices of $k_1$), it must satisfy (i). However, the red-portion of $k_1$ is a subgraph of the blue-portion of $k$ and this implies that $k$ satisfies (ii), which leads to a contradiction.

By Lemma 3.1 and Lemma 3.3, we have the following lemma directly:

**Lemma 3.4.** The reduced graph $\tilde{G}(v_1, v_2)$ contains a two colored two-way infinite path (two-colored cycle, respectively) if and only if the graph $G(v_1, v_2)$ contains a two colored two-way infinite path (two-colored cycle, respectively).

Now we are ready to prove Theorem 1.2.

**Proof of Theorem 1.2 (i).**

"If part". Suppose that $G(v_1, v_2)$ has no two-colored cycles. By Lemma 3.2 and the assumption (3.2), we deduce $c_k = 0$ for each vertex $k$ in $G(v_1, v_2)$ but not in $\tilde{G}(v_1, v_2)$. Hence it remains to consider vertices in $\tilde{G}(v_1, v_2)$. We consider the first case that $\tilde{G}(v_1, v_2)$ has neither two-colored cycle nor one-way infinite path. By Lemma 3.4, the graph $\tilde{G}(v_1, v_2)$ contains neither two-way infinite path nor two-colored cycle. This combines with Lemma 3.3 implies that the graph $\tilde{G}(v_1, v_2)$ is empty. Hence $c_k = 0$ for all $k \in \mathbb{Z}$, and the desired qualitative observability holds.

Now we assume that $\tilde{G}(v_1, v_2)$ has no two-colored cycle but has a one-way infinite path. We call a one-way infinite path $L := \{k_i, e : i \in \mathbb{N}, e = e(k_i, k_i+1), \forall i \in \mathbb{N}\}$ is primitive if the number of neighborhoods of each $k_i, i \in \mathbb{N}$ in $\tilde{G}(v_1, v_2)$ is equal to 2. By Theorem 2.3 (iv) we obtain

$$e^{i\omega_i}c_{k_i} + e^{i\omega_{i+1}}c_{k_{i+1}} = 0$$

where $\omega_i, \omega_{i+1} \in \mathbb{R}, i \in \mathbb{N}$. Clearly, (3.3) implies that $|c_{k_i}| = |c_{k_{i+1}}|$. Recall that $\|u_0\|_{L^2(\mathbb{T})}^2 = 2\pi \sum_{k \in \mathbb{Z}} |c_k|^2 < \infty$, we conclude that $c_{k_i} = 0$ for all vertices $k_i$ in a primitive one-way infinite path. Hence we can remove all vertices belonging to a primitive one-way infinite paths, and get a new graph $H(v_1, v_2)$. The new graph $H(v_1, v_2)$ has no one-way infinite path. Indeed, if it has a one-way infinite path $L'$, by the hypothesis (H2), then we can find a primitive one-way infinite path contained in $L'$, which is impossible. Hence the graph $H(v_1, v_2)$ has only finitely many vertices and no 2-colored cycle, then using Lemma 3.2 we obtain $c_k = 0$ for all $k$ in $H(v_1, v_2)$.

"Only if part". To prove the converse, we argue by contradiction. Suppose that $G(v_1, v_2)$ has a two-colored cycle, we shall construct a non-trivial solution satisfying (3.2). In fact, by Lemma 3.1 there exists an alternative cycle whose vertices are
arranged in a cyclic sequence \( \{k_j\}_{j=1}^{2m} \) with red-colored edges \( e(k_{2j-1}, k_{2j}) \) and blue-colored edges \( e(k_{2j}, k_{2j+1}) \), \( j = 1, 2, \cdots, m \) and identify \( k_{2m+1} \) with \( k_1 \). This is possible since the number of vertices in a two-colored alternative cycle is even.

We first note that the system of equations

\[
\begin{cases}
x = x_1 - v_1(t - t_1) \\
x = x_2 - v_2(t - t_2)
\end{cases}
\tag{3.4}
\]

has a unique solution \((t, x) = (t_0, x_0)\) with

\[
\begin{cases}
t_0 = \frac{(x_1 + v_1t_1) - (x_2 + v_2t_2)}{v_1 - v_2} \\
x_0 = \frac{v_1(x_2 + v_2t_2) - v_2(x_1 + v_1t_1)}{v_1 - v_2}.
\end{cases}
\tag{3.5}
\]

We set

\[
c_{kj} = \begin{cases} 
  e^{-i(p(k_j)t_0 + k_jx_0)}, & 2 \nmid j, \\
  e^{-i(p(k_j)t_0 + k_jx_0)}, & 2 \nmid j,
\end{cases}
\tag{3.6}
\]

for \( j = 1, 2, \cdots, 2m \) and \( c_k = 0 \) for \( k \notin \{k_1, k_2, \cdots, k_{2m}\} \). Consider the solution \( u(t, x) \) of (1.5) with the initial data \( u_0 = \sum_{j=1}^{2m} c_{kj} e^{ik_jx} \). Then we have

\[
u(t_1 + t, x_1 - v_1t) \\
= \sum_{j=1}^{2m} (-1)^j e^{-i(p(k_j)t_0 + k_jx_0)} e^{i(p(k_j)t_1 + k_jx_1)} e^{i\lambda_{kj}(v_1)t} \\
= \sum_{j=1}^{2m} (e^{i(p(k_{2j-1})t_1 + k_{2j-1}x_1 - p(k_{2j-1})t_0 - k_{2j-1}x_0)} - e^{i(p(k_{2j})t_1 + k_{2j}x_1 - p(k_{2j})t_0 - k_{2j}x_0)}) e^{i\lambda_{k_{2j-1}}(v_1)t}, \quad \forall t \in \mathbb{R},
\tag{3.7}
\]

where in the last identity we used

\[
\lambda_{k_{2j-1}}(v_1) = \lambda_{k_{2j}}(v_1), \quad j = 1, 2, \cdots,
\tag{3.8}
\]

which follows from the fact that the vertices \( k_{2j-1} \) and \( k_{2j} \) are adjacent through red color edges.

Also, since \((t_0, x_0)\) given by (3.5) solves (3.4), we have

\[
x_0 - x_1 = -v_1(t_0 - t_1), \quad x_0 - x_2 = -v_2(t_0 - t_2).
\]

Then we deduce from (3.7) that

\[
u(t_1 + t, x_1 - v_1t) \\
= \sum_{j=1}^{m} (e^{i(p(k_{2j-1}) - k_{2j-1}v_1)(t_1 - t_0)} - e^{i(p(k_{2j}) - k_{2j}v_1)(t_1 - t_0)}) e^{i\lambda_{k_{2j-1}}(v_1)t} \\
= 0, \quad \forall t \in \mathbb{R}.
\tag{3.9}
\]

Here we used that the coefficients of \( e^{i\lambda_{k_{2j-1}}(v_1)t} \) are zero, which follows from (3.8) and the definition of \( \lambda_k(v) \).
Similarly, since the vertex \( k_{2m+1} \) is identified with \( k_1 \), we deduce that
\[
 u(t_2 + t, x_2 - v_2 t) = 0, \quad \forall t \in \mathbb{R}.
\]
Hence there exists a nontrivial solution satisfies (3.2).

**Proof of Theorem 1.2 (ii).**

“**If part**”. We assume that the graph \( G(v_1, v_2) \) has no two-colored cycle and \( g(v_1, v_2) < \infty \). We split the discussion into two cases.

**Case (1):** the graph \( G(v_1, v_2) \) has only one connected component. Then the number of elements in \( \Pi(v_1) \cup \Pi(v_2) \) satisfies
\[
|\Pi(v_1) \cup \Pi(v_2)| \leq g(v_1, v_2) < \infty. \tag{3.10}
\]
Define
\[
d_{i,k} := \sum_{m \in \Xi_k(v_i)} e^{i(ma(m)t_0+mx_0)c_m}, \quad \forall k \in \mathbb{Z}, i = 1, 2. \tag{3.11}
\]
By Theorem 2.3 (iv) we have for \( i = 1, 2 \)
\[
\sum_{k \in \Pi(v_1)} \frac{1}{n_k(v_i)} |d_{i,k}|^2 + \sum_{k \in \mathbb{Z} \setminus \Pi(v_1)} |c_k|^2 \lesssim \int_0^T |u(t_i + t, x_i - v_i t)|^2 dt. \tag{3.12}
\]
By the assumption (H1), both \( n_k(v_1) \) and \( n_k(v_2) \) are finite for every \( k \in \mathbb{Z} \). Recall the fact (3.10), we infer
\[
\max \{ n_k(v_i) : k \in \Pi(v_1) \cup \Pi(v_2), i = 1, 2 \} < \infty. \tag{3.13}
\]
Summing (3.12) for \( i = 1, 2 \) and using (3.13), we find
\[
\sum_{k \in \Pi(v_1) \cup \Pi(v_2)} (|d_{1,k}|^2 + |d_{2,k}|^2) + \sum_{k \in \mathbb{Z} \setminus (\Pi(v_1) \cup \Pi(v_2))} |c_k|^2 \lesssim \int_0^T \sum_{i=1}^2 |u(t_i + t, x_i - v_i t)|^2 dt.
\]
Hence the quantitative observability holds if one can show that
\[
\sum_{k \in \Pi(v_1) \cup \Pi(v_2)} |c_k|^2 \lesssim \sum_{k \in \Pi(v_1) \cup \Pi(v_2)} (|d_{1,k}|^2 + |d_{2,k}|^2). \tag{3.14}
\]
We prove (3.14) by contradiction. Assume that there exist sequences \( \{ c_k^{(j)} \}_{j \in \mathbb{N}} \) for all \( k \in \Pi(v_1) \cup \Pi(v_2) \) such that
\[
\sum_{k \in \Pi(v_1) \cup \Pi(v_2)} |c_k^{(j)}|^2 = 1, \quad \forall j \in \mathbb{N}, \tag{3.15}
\]
and when \( j \to \infty \)
\[
\sum_{k \in \Pi(v_1) \cup \Pi(v_2)} (|d_{1,k}^{(j)}|^2 + |d_{2,k}^{(j)}|^2) \to 0, \tag{3.16}
\]
where $d_{i,k}^{(j)} = \sum_{m \in \mathbb{Z}^+} e^{i(ma(m)t_0 + mx_0)} c_{m}^{(j)}$ for all $j \in \mathbb{N}, k \in \Pi(v_1) \cup \Pi(v_2), i = 1, 2$.

Since $|\Pi(v_1) \cup \Pi(v_2)|$ is finite, there exists a subsequence of $c_k^{(j)}$, also denoted by $c_k^{(j)}$, such that

$$c_k^{(j)} \to c_k^0, \quad \forall k \in \Pi(v_1) \cup \Pi(v_2).$$

(3.17)

On the other hand, by (3.16) we obtain when $j \to \infty$

$$d_{i,k}^{(j)} \to 0, \quad \forall k \in \Pi(v_1) \cup \Pi(v_2), i = 1, 2.$$

Thus, by the qualitative observability in Theorem 1.2 (i), the limit in (3.17) satisfies $c_k^{(0)} = 0$ for all $k \in \Pi(v_1) \cup \Pi(v_2)$. But this contradicts to (3.15).

**Case (2):** the graph $G(v_1, v_2)$ has more than 1 connected components. Assume the graph has $m$ components and denote all components of the graph by $H_1, H_2, \cdots, H_m$. According to the proof of Case (1), for each connected component $H_i \subset G(v_1, v_2)$ with $|H_i| \leq M, i = 1, 2, \cdots, m$, (3.14) can be written as

$$\sum_{k \in H_i \cap (\Pi(v_1) \cup \Pi(v_2))} |c_k|^2 \leq C(M, T) \sum_{k \in H_i \cap (\Pi(v_1) \cup \Pi(v_2))} (|d_{1,k}|^2 + |d_{2,k}|^2),$$

(3.18)

where $C(M, T)$ is dependent on $M$ and $T$ (Indeed, a connected component with at most $M$ vertices has only finitely many possible forms, hence we may choose the largest constant as $C(M, T)$). We sum (3.18) for $i = 1, 2, \cdots, m$ and get

$$\sum_{k \in \Pi(v_1) \cup \Pi(v_2)} |c_k|^2 \leq C(M, T) \sum_{k \in \Pi(v_1) \cup \Pi(v_2)} (|d_{1,k}|^2 + |d_{2,k}|^2).$$

(3.19)

If the graph $G(v_1, v_2)$ has infinitely many connected components, we can use the conclusion of finitely many components and take the limit.

**“Only if part”**. Assume the quantitative observability (1.8) holds. Then by the proof of Theorem 1.2 (i), the graph $G(v_1, v_2)$ has no two-colored cycle. If the graph $G(v_1, v_2)$ is finite, we certainly have $g(v_1, v_2) < \infty$. So we assume that the graph $G(v_1, v_2)$ is not finite now. To show $g(v_1, v_2) < \infty$, we argue by contradiction. To this end, we assume $g(v_1, v_2) = \infty$, and split the discussion into two cases.

**Case (1):** the graph $G(v_1, v_2)$ has a one-way infinite path. By Lemma 3.3 there exists an alternative one-way infinite path whose vertices are arranged in a linear sequence $\{k_i\} \subset \mathbb{N}$ where the edge $e(k_{2i-1}, k_{2i})$ is red-colored and $e(k_{2i}, k_{2i+1})$ is blue-colored for all $i \in \mathbb{N}$. For every $n \in \mathbb{N}$, we set

$$u_{0,n} := \sum_{j=1}^{2n} c_{k_j} e^{ik_j x}, \quad c_{k_j} = (-1)^j e^{-i(p(k_j)t_0 + k_j x_0)},$$

(3.20)
where \((t_0, x_0)\) is defined by (3.5). Then

\[
\int_T |u_0,n(x)|^2 \, dx = 2\pi \sum_{i=1}^{2n} |c_{k_i}|^2 = 2\pi n. \tag{3.21}
\]

However, it follows the same way as (3.9) that the corresponding solution \(u_n\) satisfies

\[
\int_0^T \sum_{i=1}^2 |u_n(t_i + t, x_i - v_it)|^2 \, dt = \int_0^T |u_n(t_2 + t, x_2 - v_2t)|^2 \, dt \leq 4T, \tag{3.22}
\]

where the only difference here is that the initial and terminal terms do not cancel out. Then by (3.21) and (3.22) we obtain

\[
\frac{\int_0^T \sum_{i=1}^2 |u(t_i + t, x_i - v_i t)|^2 \, dt}{\int_T |u_{0,n}(x)|^2 \, dx} \to 0 \tag{3.23}
\]

when \(n \to \infty\). This contradicts to (1.8).

**Case (2):** the graph \(G(v_1, v_2)\) has no one-way infinite path and \(g(v_1, v_2) = \infty\). Then we must have a sequence of finite path \(\{\mathcal{L}_n\}_{n \in \mathbb{N}}\) such that for each \(n \in \mathbb{N}\), \(\mathcal{L}_n\) is equipped with a sequence of vertices \(\{k_{n,1}, k_{n,2}, \cdots, k_{n,m_n}\}\) and

\[
m_1 < m_2 < \cdots < m_n < \cdots. \tag{3.24}
\]

For every \(n\), we set

\[
u_{0,n} := \sum_{j=1}^{m_n} c_{k_{n,j}}, \quad c_{k_{i,j}} = (-1)^i e^{-i(k_{i,j}a(k_{i,j})t_0 + k_{i,j}x_0)},
\]

where \((t_0, x_0)\) is defined by (3.5). Similar to Case (1), we have

\[
\int_T |u_{0,n}|^2 \, dx = 2\pi m_n, \tag{3.25}
\]

and

\[
\int_0^T \sum_{i=1}^2 |u_i(t_i + t, x_i - v_i t)|^2 \, dt \leq 4T. \tag{3.26}
\]

From (3.24), \(m_n \to \infty\) as \(n \to \infty\). Letting \(n \to \infty\), the bounds (3.25)-(3.26) lead a contradiction to (1.8).

So we conclude that \(g(v_1, v_2) < \infty\), this completes the proof. \(\square\)
4. Proof of Theorem 1.3

Let \( p \) be a real polynomial with degree \( \deg p \geq 3 \). Then it is easy to see that the assumptions (H1) and (H2) hold. By Theorem 1.2, Theorem 1.3 follows if one can show that

\[ g(v_1, v_2) < \infty, \quad v_1 \neq v_2 \in \mathbb{R} \]

and

\[ \gamma'(v) = \infty, \quad v \in \mathbb{R}. \]

We split the proof into two cases.

Case (1): \( \deg p \) is odd. Assume that

\[ p(x) = a_{2n+1}x^{2n+1} + \cdots + a_1x + a_0, \quad a_{2n+1} \neq 0, n \geq 1. \]

For every \( v \in \mathbb{R} \), the relation \( \lambda_k(v) = \lambda_m(v) \) is equivalent to

\[ p(k) - p(m) - v(k - m) = 0. \quad (4.1) \]

Since the roots of \( x^{2n+1} = 1 \) are \( e^{i \frac{2\pi j}{2n+1}}, j = 1, \cdots, 2n + 1 \), we have the factorization

\[ k^{2n+1} - m^{2n+1} = (k - m) \prod_{j=1}^{2n} (k - me^{i \frac{2\pi j}{2n+1}}). \quad (4.2) \]

Then we deduce from (4.1) that if \( k \neq m \), then

\[ a_{2n+1} \prod_{j=1}^{2n} (k - me^{i \frac{2\pi j}{2n+1}}) + a_{2n} \prod_{j=1}^{2n-1} (k - me^{i \frac{2\pi j}{2n+1}}) + \cdots + a_1 = v. \quad (4.3) \]

Recall that \( a_{2n+1} \neq 0 \), the leading terms in (4.3) are

\[ \prod_{j=1}^{2n} (k - me^{i \frac{2\pi j}{2n+1}}) = \prod_{j=1}^{n} |k - me^{i \frac{2\pi j}{2n+1}}|^2 \]

\[ = \prod_{j=1}^{n} (k^2 + m^2 - 2km \cos \frac{2\pi j}{2n+1}) \gtrsim (m^2 + k^2)^n. \quad (4.4) \]

If \( m, n \) solves (4.3), then \(|m|, |n|\) are bounded by some constant \( c(v, n, a_{2n+1}) > 0 \). Thus (4.3) has only finitely many possible integer solutions \( m, k \). In other words, \(|\Pi(v)|\) is finite for all \( v \in \mathbb{R} \). Then the graph \( G(v_1, v_2) \) is finite for all \( v_1, v_2 \in \mathbb{R}, v_1 \neq v_2 \) and therefore \( g(v_1, v_2) < \infty \). To show \( \gamma'(v) = \infty \) for \( v \in \mathbb{R} \), it is sufficient to prove

\[ \lim_{m, k \to \infty, m \neq k} |(f(k) - f(m) - v(k - m))| = \infty. \]

In fact, if \( m \neq k \), then \(|k - m| \geq 1 \). Thus, by (4.3) we obtain

\[ |f(k) - f(m) - v(k - m)| \geq (k^2 + m^2)^n \to \infty \]
as \( m, k \to \infty \).

**Case (2):** \( \deg p \) is even. Assume that

\[
p(x) = a_{2n}x^{2n} + \cdots + a_1x + a_0, \quad a_{2n} \neq 0, n \geq 2.
\]

For every \( v \in \mathbb{R} \), the relation \( \lambda_k(v) = \lambda_m(v) \), \( k, m \in \mathbb{Z}, k \neq m \) is equivalent to

\[
a_{2n} \sum_{i+j=2n-1} k^i m^j + a_{2n-1} \sum_{i+j=2n-2} k^i m^j + \cdots + a_1 = v. \tag{4.5}
\]

It is related to the curve

\[
a_{2n} \sum_{i+j=2n-1} x^i y^j + a_{2n-1} \sum_{i+j=2n-2} x^i y^j + \cdots + a_1 = v \tag{4.6}
\]

in the plane \((x, y) \in \mathbb{R}^2\). We name it \( C(v) \) and analyze its asymptotic behavior. Assume \( C(v) \) has an asymptotic line, say \( l : y = ax + b \) where the values of \( a \) and \( b \) are defined as

\[
a = \lim_{(x, y) \to C(v)} \frac{y}{x} \quad \text{and} \quad b := \lim_{(x,y) \in C(v)} y - ax.
\]

It is easy to check that the asymptotic line \( l \) of \( C(v) \) can only be

\[
y = -x - \frac{a_{2n-1}}{a_{2n}}. \tag{4.7}
\]

Indeed, the line \( l \) is the asymptotic line of \( C(v) \) if (4.6) has no factor \( y + x + \frac{a_{2n-1}}{a_{2n}} \) and \( l \subset C(v) \) if (4.6) has the factor \( y + x + \frac{a_{2n-1}}{a_{2n}} \). Notice that the asymptotic line \( l \) is independent of the value of \( v \).

Since any two distinct \( C(v_1) \) and \( C(v_2) \) do not have common points, there exists at most one \( v \in \mathbb{R} \) such that (4.6) has the factor \( y + x + \frac{a_{2n-1}}{a_{2n}} \).

We first prove \( g(v_1, v_2) < \infty \). It is sufficient to prove that for any distinct \( v_1, v_2 \in \mathbb{R} \), the length of the alternative path in \( G(v_1, v_2) \) cannot be arbitrary large. If not, given any \( N \in \mathbb{N} \), we can choose an alternative path large enough such that there exists three adjacent vertices \( k, k', k'' \in \mathbb{Z} \) in the path and \( |k|, |k'|, |k''| \geq N \). Without loss of generality, we assume \( k \) and \( k' \) are adjacent with the red-colored edge. Then we have \( (k, k') \in C(v_1) \) and \( (k'', k') \in C(v_2) \). Choose \( N \) large enough such that the horizontal distance of points in \( C(v_1) \) and \( C(v_2) \) are smaller than 1, then \( k \) and \( k'' \) cannot be integers simultaneously, which leads to a contradiction.

Now we show that \( \gamma'(v) = \infty \) for all \( v \in \mathbb{R} \). Fix \( v \in \mathbb{R} \). By factorization we have

\[
|\lambda_k(v) - \lambda_m(v)| = |p(k) - p(m) - v(k - m)|
\]

\[
= |(k - m) \left( a_{2n} \sum_{i=0}^{2n-1} k^i m^{2n-1-i} + a_{2n-2} \sum_{i=0}^{2n-2} k^i m^{2n-1-i} + \cdots + a_1 - v \right) |.
\]
Thus $\lambda_k(v) \neq \lambda_m(v)$ is equivalent to $k \neq m$ and
\[
h(k, m) := a_{2n} \sum_{i=0}^{2n-1} k^i m^{2n-1-i} + a_{2n-2} \sum_{j=0}^{2n-2} k^j m^{2n-2-j} + \cdots + a_1 - v \neq 0. \tag{4.8}
\]

To show $\gamma'(v) = \infty$, it is sufficient to prove
\[
\lim_{k,m \to \infty, k \neq m \in \mathbb{Z}, h(k,m) \neq 0} |(k-m)h(k,m)| = \infty. \tag{4.9}
\]

We consider the following two cases.

**Case (a):** $|k + m| > M$, $M > 0$ determined later. Factorizing it, we obtain
\[
|h(k, m)| \geq M|a_{2n}| \prod_{j=1}^{n-1} (k^2 - 2 \cos \frac{j\pi}{n} km + m^2)
- |a_{2n-1}| \left| \sum_{j=0}^{2n-2} k^j m^{2n-2-j} \right| + \text{lower terms}
\geq (c_1|a_{2n}|M - c_2|a_{2n-1}|)(k^2 + m^2)^{n-1} \to \infty
\]
when $k, m \to \infty$, provided that $M > \frac{c_2|a_{2n-1}|}{c_1|a_{2n}|}$.

**Case (b):** $|k + m| \leq M$. Let $m = -k + r$, $r = 0, \pm 1, \pm 2, \cdots, \pm |M|$, and substitute it into $h(k, m)$. Then $h(k, m) = h(k, r - k)$ is a polynomial of $k$. If the polynomial has a degree $\deg h(k, r - k) \geq 1$, then $h(k, r - k)$ satisfy
\[
|h(k, r - k)| \to \infty
\]
when $k \to \infty$. If it is a constant, then we can write it as $h(k, r - k) = c - v$. By (4.8) we obtain $c - v \neq 0$. Then
\[
|(k-m)h(k,m)| = |(2k-r)(c-v)| \to \infty
\]
when $k \to \infty$ and $m = -k + r$.

The above discussion shows that (4.9) holds. \qed

**Remark 4.1.** From the proof of even case, we see if $p$ is a second order polynomial, we also have $\gamma'(v) = \infty$ for all $v \in \mathbb{R}$.

5. Applications

5.1. **Schrödinger equations.** Let
\[
p(k) = k^2, \quad k \in \mathbb{N}.
\]
Then the dispersive equation (1.5) reduces to the Schrödinger equation (1.1). It is easy to see that
\[
\Pi(v) = \emptyset, v \in \mathbb{R}\setminus\mathbb{Z}; \quad \Pi(v) = \mathbb{Z}, v \in \mathbb{Z}.
\]
For every two integers \( v_1 \neq v_2 \), the graph \( G(v_1, v_2) \) consists of two two-way infinite paths. Thus \( g(v_1, v_2) = \infty \). Moreover, there is no two-colored circle in \( G(v_1, v_2) \). By Remark 4.1, we have \( \gamma'(v) = \infty \). Then Theorem 1.3 recovers Jaming and Komornik’s work \cite{15} for two line segments.

**Proposition 5.1** ([15]). For any \( T > 0 \), the following assertions hold for the Schrödinger equation (1.1).

1. Qualitative (1.7) and quantitative (1.8) observability holds on one line segment if and only if \( v \in \mathbb{R} \setminus \mathbb{Z} \).
2. If \( v_1, v_2 \in \mathbb{R} \setminus \mathbb{Z} \) and \( v_1 \neq v_2 \), the qualitative observability (1.7) holds for \( n = 2 \), but the quantitative observability (1.8) fails.

In the sequel, we provide an example to show some differences between the second order Schrödinger equation and higher order versions. To this end, we consider a special higher-order linear Schrödinger equation

\[
\partial_t u = i(-\partial_x^2 u + \partial_x^4 u + \cdots + (-1)^l \partial_x^{2l} u), \quad u(0, x) = u_0(x) \in L^2(\mathbb{T})
\]

where \( l \in \mathbb{N} \) and \( l > 1 \). It can be rewritten in the form (1.5) with

\[
p(k) = k^2 + k^4 + \cdots + k^{2l}.
\]

**Theorem 5.2.** Let \((t_1, x_1), (t_2, x_2) \in \mathbb{R}, v_1, v_2 \in \mathbb{R}, v_1 \neq v_2 \) and \( T > 0 \). Then the quantitative observability

\[
\int_T |u_0|^2 \, dx \lesssim \int_0^T \left( |u(t_1 + t, x_1 - v_1 t)|^2 + |u(t_2 + t, x_2 - v_2 t)|^2 \right) \, dt
\]

holds for all solutions of (5.1).

**Proof.** Let \( v \in \mathbb{R} \). The relation \( \lambda_k(v) = \lambda_m(v) \) is equivalent to

\[
\sum_{i=1}^{2l} k^{2l-i} m^{i-1} + \sum_{i=1}^{2l-2} k^{2l-2-i} m^{i-1} + \cdots + (k + m) = v
\]

when \( k \neq m \). This is related to the curve \( C(v) \)

\[
\sum_{i=1}^{2l} x^{2l-i} y^{i-1} + \sum_{i=1}^{2l-2} x^{2l-2-i} y^{i-1} + \cdots + (x + y) = v.
\]

We claim that \( y \) is a strictly decreasing function of \( x \) along the curve \( C(v) \). To see this, we can rewrite (5.4) as

\[
(x + y) \left( \prod_{j=1}^{l-1} \left( x^2 - 2 \cos \frac{j\pi}{l} xy + y^2 \right) + \prod_{j=1}^{l-2} \left( x^2 - 2 \cos \frac{j\pi}{l-1} xy + y^2 \right) + \cdots + 1 \right) = v.
\]
We first consider the case \( v = 0 \), then the curve \( C(v) \) reduces to \( x + y = 0 \). Hence \( y \) is strictly decreasing with \( x \). If \( v \neq 0 \), then \( x + y = 0 \) is the asymptotic line of \( C(v) \). Assume \( x > 0 \), write the equation of \( C(v) \) as

\[
x^{2l-1}\left(\left(\frac{y}{x}\right)^{2l-1} + \left(\frac{y}{x}\right)^{2l-2} + \cdots + 1\right) + x^{2l-2}\left(\left(\frac{y}{x}\right)^{2l-3} + \cdots + 1\right) + \cdots + 1 = v.
\]

Then for any \((x_1, y_1), (x_2, y_2) \in C(v)\) and \(x_2 > x_1 > 0\), we obtain \( y_2 < y_1 \) because of the strict increasing property of the function \( x^{2m-1} + x^{2m-2} + \cdots + x + 1, m \in \mathbb{N} \). This is also true for \( x < 0 \). Hence for any \( v \in \mathbb{R} \), the curve \( C(v) \) can be written as \( y = g_v(x) \) which is a strictly decreasing function.

Now we choose any distinct \( v_1, v_2 \in \mathbb{R} \) and try to find an alternative cycle. Assume \( v_2 > v_1 \) and any vertex \( k_1 \in G(v_1, v_2) \). If there exists a red-colored edge incident with \( k_1 \), then we must have an integer \( k_2 \neq k_1 \) which satisfies \( \lambda_{k_1}(v_1) = \lambda_{k_2}(v_1) \). This implies that \((k_1, k_2) \in C(v_1)\). If there exists a blue-colored edge incident with \( k_2 \), then we must have an integer \( k_3 \neq k_2 \) and \( k_3 \neq k_1 \) which satisfies \( \lambda_{k_2}(v_2) = \lambda_{k_3}(v_2) \). This implies that \((k_3, k_2) \in C(v_2)\). If we can keep doing this \( 2j \) times so that \( k_1, k_2, \cdots, k_{2j} \) can form an alternative cycle, then by the strict decreasing property of \( g_v(x) \) we obtain

\[
k_1 < k_3 < \cdots < k_{2j+1},
\]

and

\[
k_2 > k_4 > \cdots > k_{2j}
\]

for all \( i = 1, 2, \cdots, j \), see Figure 1. However (5.6) contradicts to \( k_{2j+1} = k_1 \). Hence there exists no alternative cycle in \( G(v_1, v_2) \). By Theorem 1.3 we conclude that the observability inequality holds. \( \square \)
5.2. **The linear KdV equation.** The Korteweg-de Vries (KdV) equation reads
\[ \partial_t u + u \partial_x u + \partial^3_x u = 0. \]
It is introduced in [20] to explain the observation of solitary waves in a shallow channel of water. Consider the linear KdV equation
\[ \partial_t u + \partial^3_x u = 0, \quad u(0, x) = u_0(x) \in L^2(T). \quad (5.8) \]
It is a special case of (1.5) with \( p(k) = k^3 \). Hence by Theorem 1.3 the qualitative observability of (5.8) with two moving points holds for any \( T > 0 \) if and only if the quantitative observability holds.

Define a set
\[ \Gamma := \{ k^2 + km + m^2 : k, m \in \mathbb{Z} \text{ and } k \neq m \}. \quad (5.9) \]

**Theorem 5.3.** Let \( (t_0, x_0) \in \mathbb{R}^2 \) and \( v \in \mathbb{R} \).

1. If \( v \notin \Gamma \), then for every \( T > 0 \), the quantitative observability
\[ \int_T |u_0|^2 \, dx \lesssim \int_0^T |u(t_0 + t, x_0 - vt)|^2 \, dt \]
holds for all solutions of (5.8).
2. If \( v \in \Gamma \), then there exist non-trivial solutions satisfying
\[ u(t_0 + t, x_0 - vt) = 0, \quad \forall t \in \mathbb{R}. \]

**Proof.** This is a direct corollary of Theorem 2.3. \( \square \)

By the definition of \( \Gamma \), if \( v \in \mathbb{R} \setminus \mathbb{Z} \), then \( v \notin \Gamma \), and by Theorem 5.3 (i), the observability holds from one segment. The following theorem provide a criterion for the observability inequality from two segments when \( v_1, v_2 \) are integers.

**Theorem 5.4.** Let \( (t_1, x_1), (t_2, x_2) \in \mathbb{R}^2, v_1, v_2 \in \mathbb{Z}, v_1 \neq v_2 \). Then
\[ \int_T |u_0|^2 \, dx \lesssim \int_0^T \left( |u(t_1 + t, x_1 - v_1 t)|^2 + |u(t_2 + t, x_2 - v_2 t)|^2 \right) \, dt \]
holds for all solutions of (5.8) if \( v_1 \) and \( v_2 \) satisfies

1. \( v_2 > 4v_1 > 0 \) or
2. there exists a prime \( p \equiv 2 \pmod{3} \) such that \( \text{ord}_p(v_1) \neq \text{ord}_p(v_2) \), where \( \text{ord}_p(v) \) denotes the largest integer \( m \) such that \( p^m \mid v \).

**Proof.** (i) Assume that \( v_2 > 4v_1 > 0 \). By Theorem 1.3, the quantitative observability holds if we can show the qualitative one, namely
\[ u(t_i + t, x_i - v_i t) = 0, \quad t \in (0, T), \quad i = 1, 2 \implies u_0 \equiv 0. \]
It suffices to show every Fourier coefficient \( c_k \) of \( u_0 \) is zero. In fact, if \( k \notin \Pi(v_i) \) for some \( i = 1, 2 \), then we must have \( c_k = 0 \) by Theorem 2.3 (iv). Now we assume
\( k \in \Pi(v_1) \cap \Pi(v_2) \). According to the graph of \( y = x^3 - vx \), if \( k > 2\left(\frac{v}{3}\right)^{1/2} \), then there exists no \( m \in \mathbb{Z} \) such that \( k^3 - vm = m^3 - vm \). Hence we only need to consider \( k \in \left[-2\left(\frac{v}{3}\right)^{1/2}, 2\left(\frac{v}{3}\right)^{1/2}\right] \). Since \( k \in \Pi(v_2) \) there exists another \( k' \neq k \) such that \( k'^3 - v_2k' = k^3 - v_2k \). This implies that

\[
|k'| \geq \left(\frac{v_2}{3}\right)^{1/2} > 2\left(\frac{v_1}{3}\right)^{1/2}.
\]

Hence \( k' \notin \Pi(v_1) \). and then each \( k \in \Pi(v_1) \cap \Pi(v_2) \) satisfy conditions Lemma 3.2, thus \( c_k = 0 \).

(ii) Without loss of generality, we assume that \( \text{ord}_p(v_1) > \text{ord}_p(v_2) \), \( v_1, v_2 \in \Gamma \), and set \( \text{ord}_p(v_1) = 2e, e \in \mathbb{N} \) (here we use the property that any integer \( n \) can be written as the form \( n = k^2 + km + m^2, k, m \in \mathbb{Z} \) if and only if \( 2 \mid \text{ord}_p(n) \) for all \( p \equiv 2 \pmod{3} \), see [12, Proposition 9.14]). We only need to consider the vertex \( k \in \Pi(v_1) \cap \Pi(v_2) \). Since \( k \in \Pi(v_1) \), there exists \( m \neq k, m \in \mathbb{Z} \) such that

\[
v_1 = k^2 + km + m^2.
\]

Define \( \omega := e^{\frac{2 \pi i}{3}} \), then we can decompose \( v_1 \) as

\[
v_1 = (k - m\omega)(k - m\overline{\omega}).
\]

Notice that \( p \equiv 2 \pmod{3} \), i.e., \( p \) is an Eisenstein prime which is irreducible in the integral domain \( \mathbb{Z}[\omega] \). By the unique factorization theorem of \( \mathbb{Z}[\omega] \), we obtain

\[
p^e \mid k - m\omega \text{ and } p^e \mid k - m\overline{\omega},
\]

which implies

\[
p^e \mid k \text{ and } p^e \mid m.
\]  

On the other hand, by \( k \in \Pi(v_2) \) we know that there exists \( l \neq k, l \in \mathbb{Z} \) such that

\[
v_2 = k^2 + kl + l^2.
\]

Then we have the decomposition

\[
v_2 = (k - l\omega)(k - l\overline{\omega}).
\]

Since \( \text{ord}_p(v_1) > \text{ord}_p(v_2) \), we have \( p^{2e} \mid v_2 \), and thus

\[
p^e \nmid k - l\omega \text{ and } p^e \nmid k - l\overline{\omega}.
\]

Then by \( p^e \nmid k \) in (5.11) and \( p^e \nmid k - l\omega \) in (5.12) we obtain \( p^e \nmid l \). Hence \( l \notin \Pi(v_1) \). This implies that for each \( k \in \Pi(v_1) \cap \Pi(v_2) \), there exists only red-colored edges. Therefore, the reduced graph \( \tilde{G}(v_1, v_2) \) is empty and we complete the proof. \( \square \)
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