Treatment of Herzberg-Teller and non-Condon effects in optical spectra with Hierarchical Equations of Motion
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We derive a Hierarchical Equations of Motion (HEOM) description of nonadiabatic Herzberg-Teller type coupling effects and of non-Condon effects in a system of electronic transitions interacting with intra- and inter-molecular vibrational modes. We point out analogies between the auxiliary density operators (ADOs) of the hierarchy and the terms arising from explicit description of the vibrational modes in the Hamiltonian. In comparison with the standard formulation of HEOM, our equations contain additional connections between ADOs in the hierarchy scheme, which account for the dependence of the nonadiabatic coupling elements on the vibrational coordinates. We compare absorption spectra calculated with our HEOM methodology and with explicit treatment of vibrational DOF for a dimer system in the strong resonance coupling regime. Furthermore, we show that for sufficiently strong excitonic coupling, the corresponding effects in linear absorption spectra of vibronic dimers can be captured very well by the concept of effective Huang-Rhys factors.

I. INTRODUCTION

In molecular aggregates, such as photosynthetic light harvesting complexes, nuclear degrees of freedom (DOF) play a substantial role in energy transfer processes subsequent to electronic excitation. Nuclear DOF, attributed mostly to the environment of the aggregate, determine the rates of dissipative processes, and allow thus the excitation to cross excitonic energy gaps. Recently, much attention has been devoted to the role of intramolecular vibrations in exciton dynamics. Intramolecular vibrational states were proposed to enhance excitation energy transfer under various conditions, most often through augmenting resonance conditions between electronic states and extending excited state delocalization. The effects of inter-pigment coupling and those of electron-phonon coupling with environmental nuclear modes (phonons) are to a large extent in competition. While the former leads to delocalization of electronic states, the later tends to localize electronic states through local energy gap fluctuations.

Electronic DOF of molecular aggregates are well described by Frenkel exciton model. In principle, all components of the Frenkel exciton Hamiltonian can be dependent on nuclear DOF, and such a nuclear dependence of exciton parameters may significantly change exciton dynamics. The dependence of resonance coupling between transitions on different molecules on nuclear DOF, in particular on intramolecular vibrations, is known as Herzberg-Teller effect. Nonadiabatic couplings of Herzberg-Teller type can be quantified for a specific molecular aggregate by electronic structure methods. In many cases, resonance coupling between molecular transitions can be described by dipole-dipole approximation. Most often, transition dipole moments are assumed independent of nuclear coordinates (Condon approximation). However, transition dipole moments dependent on nuclear coordinates translate this dependence on the resonant coupling, and non-Condon effects are therefore intimately connected to Herzberg-Teller effects, sometimes being both collected under one of the two terms.

While the involvement of intramolecular nuclear vibrational modes in spectra and energy transfer (e.g., enhancement of their associated beating amplitude in time-resolved spectra) requires some resonance between electronic and vibrational energy gaps, enhancement of Huang-Rhys factors of a mode involved in Herzberg-Teller coupling (further on in this work, we will call such modes Herzberg-Teller active) does not rely on any such resonance. The theories involving resonance have a problem with selectivity, because the resonance conditions for enhancement seem to be rather broad. Correspondingly, it is difficult to explain why only a small number of modes (out of the large number potentially present) seem to be enhanced in beating sensitive spectroscopy. It is possible that Herzberg-Teller coupling is more selective, because it requires specific molecular structure, rather than broad resonance between states.

In the context of time-resolved experiments on photosynthetic complexes, Herzberg-Teller nonadiabatic couplings were proposed as a potential source of pronounced vibrational coherence beatings in two-dimensional electronic spectra of chlorosome of green sulfur bacteria. In a dense, disordered electronic band of chlorosome, there is very little chance to enhance exclusively only the two observed vibrational frequencies purely via resonance effect. The Herzberg-Teller coupling provides a possible explanation for the beating amplitude which is larger than expected from the Huang-Rhys factors of the involved monomers. Investigation of Herzberg-Teller coupling can thus potentially shed some more light on the character of coherent beating observed in time-resolved optical experiments on excitonic systems.
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A number of theoretical methods have been used in the past for the description of nonadiabatic coupling effects in general and of their influence on transfer properties. These include semi-classical or mixed quantum classical methods, wavefunction based or density matrix based propagation, and Hierarchical Equations of Motion (HEOM) method. Specific description of Herzberg-Teller effects and their spectroscopic signatures can be made in a vibronic basis, i.e. with an explicit inclusion of the relevant (Herzberg-Teller active) vibrational modes into the Hamiltonian. However, as an explicit treatment of vibrational modes quickly increases system size, it becomes important to search for reduction techniques, i.e. for methods to include even the Herzberg-Teller active modes into the bath which is not explicitly propagated. To achieve this, influence of Herzberg-Teller effects on spectroscopic signals was studied by a line-shape-function based approach, which was used for a theoretical investigation of signatures of non-Condon effects in two-dimensional spectra with an additional Fourier transformation with respect to the waiting time (so-called 3D-spectra). Recently, the so-called Dissipation Equations of Motion (DEOM) method was formulated in a way which allows to search for non-Condon effects into account. The same work also studied the excited state dynamics of an excitonic dimer with Condon approximation. However, excitonic coupling independent of vibrational coordinates was assumed. To continue the efforts towards formulating an efficient reduced density matrix description of Herzberg-Teller effects, we show in our article that both Herzberg-Teller and non-Condon effects in the dynamics of reduced density matrix can be described by HEOM, where the nuclear modes modulating resonance coupling are treated as a part of the bath. HEOM has recently become a very popular tool for investigation of energy transfer processes in photosynthetic aggregates. It is numerically exact, and it has been applied extensively in the recent years to medium-sized molecular aggregates, such as the Fenna-Mathews-Olson (FMO) complex. In our treatment of Herzberg-Teller and non-Condon effects we point out analogies between HEOM and description in a vibronic basis, which rely on the possibility to interpret the Auxiliary Density Operators (ADOs) of the Kubo-Tanimura hierarchy as a representation of a (stochastic) vibrational coordinate. This analogy was reported previously in a different context. We show how the respective HEOM description can be derived, starting from Feynman-Vernon functional in analogy to Ref. [33]. We compare the results of the HEOM calculations with those of density matrix propagation in a vibronic basis and investigate the influence of Herzberg-Teller and non-Condon effects on absorption spectra of a dimer model. This article is organized as follows: In Section II we introduce the model system. We specify its treatment by density matrix propagation in a vibronic basis and by HEOM in Sections II A and II B respectively, and we describe the calculation of absorption spectra. In Section II C we compare the absorption spectra from calculations with both approaches and discuss the influence of Herzberg-Teller coupling and non-Condon contributions to the transition dipole moments.

II. THEORETICAL BACKGROUND

We start with the general formulation of the aggregate Hamiltonian, where the $m$-th monomer unit is characterized by creation and annihilation operators in the electronic basis $\hat{B}_m^\dagger$ and $\hat{B}_m$, and electronic excitation energy $\epsilon_m$. We consider one intramolecular vibrational mode per monomer with momentum operator $\hat{p}_m$, vibrational frequency $\omega_m$, reorganization energy $\lambda_m$ and position operator $\hat{q}_m$. In the aggregate, the monomers with indices $m$ and $n$ are connected via resonance (or excitonic) coupling $J_{mn}$. We also assume that electronic excitations involve interaction with a large thermodynamic bath which causes dephasing of the electronic transitions on the monomers, and we include description of this external bath in the HEOM approach in the standard way. The bath modes $\alpha$ are characterized by momentum operator $\hat{p}_\alpha$, position operator $\hat{x}_\alpha$ and frequency $\omega_\alpha$. In our HEOM treatment, we intentionally want to treat also the intramolecular vibrational mode as a part of the bath. Correspondingly, we split the aggregate Hamiltonian into a system component $\hat{H}_S$, bath components $\hat{H}_B$ and $\hat{H}'_B$ and system-bath coupling components $\hat{H}_{SB}$ and $\hat{H}'_{SB}$, where the Hamiltonian contributions without a prime are related to the single oscillator mode associated with intramolecular vibrations, whereas those with a prime are related to the thermal bath. The decomposition of the total Hamiltonian

$$
\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{SB} + \hat{H}'_B + \hat{H}'_{SB}
$$

$$
= \sum_m \epsilon_m \hat{B}_m^\dagger \hat{B}_m + \sum_{m \neq n} \sum \lambda_m \hat{B}_m^\dagger \hat{B}_n
$$

$$
+ \sum_m \frac{1}{2} \left[ \hat{p}_m^2 + \omega_m \left( \hat{q}_m - \frac{\sqrt{2} \lambda_m}{\omega_m} \hat{B}_m^\dagger \hat{B}_m \right)^2 \right]
$$

$$
+ \sum_{m \alpha} \frac{1}{2} \left[ \hat{p}_\alpha^2 + \omega_\alpha \left( \hat{x}_\alpha - \frac{\sqrt{2} \lambda_\alpha}{\omega_\alpha} \hat{B}_m^\dagger \hat{B}_m \right)^2 \right]
$$

allows us to identify the different contributions, where

$$
\hat{H}_S = \sum_m \left( \epsilon_m + \lambda_m + \sum_\alpha \lambda_\alpha \right) \hat{B}_m^\dagger \hat{B}_m
$$

$$
+ \sum_{m \neq n} \sum J_{mn} \hat{B}_m^\dagger \hat{B}_n,
$$

$$
\hat{H}_B = \sum_m \frac{1}{2} \hat{p}_m^2 + \sum_m \frac{1}{2} \omega_m \hat{q}_m^2
$$
and
\[ \hat{H}_{SB} = -\sum_m \sqrt{2\lambda_m} \omega_m \hat{q}_m \hat{B}^\dagger_m \hat{B}_m \]
(4)

characterize the combination of electronic system (including reorganization energies) and associated vibrational mode, whereas the contributions
\[ \hat{H}'_B = \sum_{\alpha} \frac{1}{2} \left( \hat{p}^2_{\alpha} + w_{\alpha}^2 \hat{x}^2_{\alpha} \right) \]
(5)
and
\[ \hat{H}''_{SB} = -\sum_m \sqrt{2\lambda_m} \omega_m \hat{B}^\dagger_m \hat{B}_m \hat{x}_m \]
(6)

characterize the thermal bath. The treatment of the Hamiltonian, Eq. (1), is well-known both in the context of HEOM, as well as that of the density matrix propagation. In this paper we study Herzberg-Teller coupling terms originating via Taylor expansion of the resonance coupling dependence on intramolecular coordinates. We define the first and second order Herzberg-Teller coupling constants \( J_{mn}^{(1)} \) and \( J_{mn}^{(2)} \) and extend the Hamiltonian, Eq. (1), by two terms
\[ \hat{H}^{(1)} = \sum_m \sum_{n \neq m} J_{mn}^{(1)} (\hat{q}_m + \hat{q}_n) \hat{B}^\dagger_m \hat{B}_n \]
(7)
and
\[ \hat{H}^{(2)} = \sum_m \sum_{n \neq m} \frac{1}{2} J_{mn}^{(2)} (\hat{q}_m + \hat{q}_n)^2 \hat{B}^\dagger_m \hat{B}_n. \]
(8)

For a general formulation of the Herzberg-Teller coupling, one needs to define mode coupling constants, which in Eqs. (7) and (8) are taken as independent of which monomer unit the respective vibrational modes are assigned to. We choose this simple dependence on the bath coordinates here in order to reduce the number of model parameters. However, as will be shown below, contributions of terms depending on the squares of the coordinates and on the product of two different coordinates can be easily identified in the final formulation of the HEOM equations, and thus the result can be easily applied to a more general coupling. Treatment of these terms requires a closer consideration in the case of HEOM. Even though drawing analogies from the description in a vibronic basis already allows us to reveal the structure of the corresponding contributions in HEOM, a detailed derivation is required for a proper formulation. The same holds for the description of non-Condon effects, which can be taken into account by supplementing the transition dipole operator in Condon approximation,
\[ \hat{\mu}^{(0)} = \sum_m \mu_{\alpha m}^{(0)} (\hat{B}^\dagger_m + \hat{B}_m), \]
(9)
by the non-Condon term
\[ \hat{\mu}^{(1)} = \sum_m \mu_{\alpha m}^{(1)} \hat{q}_m (\hat{B}^\dagger_m + \hat{B}_m). \]
(10)

### A. Density matrix propagation

In order to numerically verify our HEOM treatment of the interaction of electronic DOF with the single displaced harmonic oscillator per monomer, Eq. (3), we solve the problem defined above by explicitly propagating the master equation for the reduced density matrix of the system defined by the Hamiltonian \( \hat{H}_S + \hat{H}_B + \hat{H}_{SB} \). The thermal bath in which the system is embedded is described by Hamiltonian \( \hat{H}'_B \), and the Hamiltonian \( \hat{H}''_{SB} \) describes the weak system–bath interaction. In the limit in which the system–bath coupling is truly weak, the reduced density matrix propagation should lead to the same results as our HEOM treatment, in which, however, bath is defined by Hamiltonian operator \( \hat{H}_B + \hat{H}'_B \) and system–bath interaction by operator \( \hat{H}_{SB} + \hat{H}''_{SB} \). For the formulation of the problem we use basis representation analogous to Ref. [17].

For the \( m \)-th monomer unit the ground state Hamiltonian can be identified with the \( m \)-th component of the bath term from Eq. (3),
\[ \hat{h}_m = \frac{\hat{p}^2_m}{2} + \frac{\omega^2_m}{2} \hat{q}^2_m, \]
(11)

which by representing position and momentum operator in terms of bosonic creation and annihilation operators \( \hat{b}_m^\dagger \) and \( \hat{b}_m \) as \( \hat{p}_m = i \sqrt{2\omega_m} (\hat{b}_m^\dagger - \hat{b}_m) \) and \( \hat{q}_m = \sqrt{\frac{\omega_m}{2\omega_m}} (\hat{b}_m^\dagger + \hat{b}_m) \) becomes equivalent to
\[ \hat{h}_m = \omega_m \left( \hat{b}_m^\dagger \hat{b}_m + \frac{1}{2} \right). \]
(12)

By introducing the Huang-Rhys factor \( S_m \), which can be related to reorganization energy \( \lambda_m \) and displacement \( d_m \) via \( \lambda_m = \omega_m S_m \) and \( d_m = \sqrt{\frac{2S_m}{\omega_m}} \), respectively, the so-called shift operator \( \hat{D}_m = \exp(-\sqrt{S_m}(\hat{b}_m^\dagger - \hat{b}_m)) \) can be defined [17]. The respective transformation accounts for the shifted equilibrium position of the nuclei in the singly excited state, as described by the system-bath coupling term in Eq. (1), and for the reorganization energy contribution from the system component in Eq. (2). Furthermore, the electronic excitation energy is included, so that the monomer Hamiltonian reads:
\[ \hat{H}_m = \hat{h}_m + (\epsilon_m + \hat{D}_m \hat{h}_m \hat{D}_m^\dagger) \hat{B}_m^\dagger \hat{B}_m. \]
(13)

The aggregate Hamiltonian is obtained by including Coulomb coupling \( J_{mn} \) between the monomer units \( m \) and \( n \)
\[ \hat{H}_{el-vib} = \sum_m \hat{H}_m + \sum_m \sum_{n \neq m} J_{mn} \hat{B}^\dagger_m \hat{B}_n. \]
(14)

In a representation with assignment of vibrational states \( |\ell \rangle \) and \( |j \rangle \) in a selected electronic state to each
monomer \[^{48}\], the Hamiltonians of the subspaces of ground- and singly excited state can be expressed as

\[
\hat{H}_{el-vib,i,j}^{gg} = \sum_l \langle \hat{\mathcal{H}}_l | j \rangle
\]

and

\[
\hat{H}_{el-vib,i,j} = \delta_{mn} \left[ \epsilon_m \delta_{ij} + \sum_l \langle \hat{\mathcal{H}}_l | j \rangle \right]
\]

with the definitions \( \delta_{ij} = \prod_k \delta_{ik,jk} \). In the vibronic basis

Then in addition to the already defined components a first-order term

\[
\hat{H}_{el-vib,i,j}^{(1)} = \sum_m \sum_{n \neq m} \langle \hat{\mathcal{H}}_{mn} | j \rangle \hat{\mathcal{H}}_{mn}^{\dagger} \hat{\mathcal{B}}_m \hat{\mathcal{B}}_n | j \rangle = \sum_m \sum_{n \neq m} \langle \hat{\mathcal{H}}_{mn} | j \rangle \hat{\mathcal{H}}_{mn}^{\dagger} \hat{\mathcal{B}}_m \hat{\mathcal{B}}_n
\]

and a second-order term

\[
\hat{H}_{el-vib,i,j}^{(2)} = \sum_m \sum_{n \neq m} \left( \langle \hat{\mathcal{H}}_{mn}^{\dagger} \hat{\mathcal{H}}_{mn} | j \rangle \right)^2 \hat{\mathcal{B}}_m \hat{\mathcal{B}}_n | j \rangle = \sum_m \sum_{n \neq m} \left( \langle \hat{\mathcal{H}}_{mn} | j \rangle \right)^2 \hat{\mathcal{H}}_{mn}^{\dagger} \hat{\mathcal{B}}_m \hat{\mathcal{B}}_n
\]

leading to electronic transitions facilitated by interaction of the electric field of incident light with the electronic transition dipole vector \( \hat{\mathcal{B}}_m^{(0)} \). A possible dependence of the transition dipole moments on the position coordinate can be included in analogy to Eq. \[^{18}\]. We define the rescaled non-Condon contribution to the transition dipole moment as \( \hat{\mathcal{B}}_m^{(1)} = \hat{\mathcal{B}}_m^{(1)} \sqrt{\frac{1}{2\omega_m}} \), and write

\[
\hat{H}_{el-vib,i,j}^{(1)} = \sum_m \langle \hat{\mathcal{H}}_m^{(1)} \hat{\mathcal{B}}_m^{(1)} | j \rangle \hat{\mathcal{B}}_m^{(1)} \hat{\mathcal{B}}_m | j \rangle
\]

For the description of the bath we choose a Debye-Drude spectral density with a prefactor \( \eta_{DD} \) corresponding to twice the reorganization energy and with a so-called cutoff frequency \( \omega_c \) corresponding to a damping
constant. The Debye-Drude spectral density is of the form

\[ J_{DD}(\omega) = \eta_{DD} \frac{\omega_c}{\omega^2 + \omega_c^2}. \quad (22) \]

It can be inserted in the general formula for calculation of the correlation function of the bath component of \( H'_{SB} \) via

\[ C_{\omega}(t) = \frac{2}{\pi} \int_0^\infty d\omega J_{DD}(\omega) \left( \cos(\omega t) \coth \left( \frac{\omega}{2k_B T} \right) - i \sin(\omega t) \right). \quad (23) \]

In the Supplementary Material we describe the treatment of relaxation by the standard Redfield approach in the framework of a vibronic basis representation in the time domain.

Note that the secular Redfield approach is appropriate for the calculation of linear absorption if coherence transfer effects are negligible. If non-secular effects are significant, the nonsecular version of Redfield relaxation is necessary for an accurate description \[49\]. In the calculation of nonlinear spectra, which involve excited state contributions, the standard Redfield treatment as such is not appropriate for an accurate description \[49\].

\[ \frac{S_{UO}\omega^2}{2} \frac{\exp(-i\omega_U t)}{1 + \coth \left( \frac{\beta\omega_U}{2} \right)} + \exp(+i\omega_U t) \left[ \coth \left( \frac{\beta\omega_U}{2} \right) - 1 \right]. \quad (25) \]

From this formulation the Matsubara decomposition frequencies and the corresponding coefficients can be immediately identified. We will specify them explicitly later. Note that the Matsubara decomposition terms of the undamped oscillator correlation function correspond to the two lowest Matsubara decomposition terms of an underdamped (Brownian) oscillator \[50\] in the case of zero damping.

2. Herzberg-Teller coupling terms with HEOM

In this section, the derivation of the HEOM with involvement of Herzberg-Teller coupling is sketched. We take only undamped oscillators representing intramolecular vibrational modes into account in this derivation, as only these modes contribute to Herzberg-Teller coupling according to our assumption and thus lead to nonstandard terms in the HEOM scheme. However, contributions of an environment, as described by a Debye spectral density contribution, can be easily included by extending the dimension of the hierarchy and by assigning the additional index digits of the ADOs to the corresponding Matsubara decomposition terms. Then contributions of the environment enter in the HEOM description via involvement of ADOs with change of a Matsubara index from the respective index segment. Under the assumption that the initial density matrix \( \hat{\rho}(t_0) \) corresponds to a product of system component \( \hat{\rho}_s(t_0) \) and bath component \( \hat{\rho}_b(t_0) \), the time evolution of the reduced density matrix (i.e., the density matrix with traced-out bath component) can be expressed using the time evolution operator in Hilbert space, \( \hat{U}(t, t_0) = \exp(-i \int_{t_0}^t d\tau \hat{H}) \), or the Liouville space evolution superoperator as

\[ \hat{\rho}(t) = Tr_B \{ \hat{U}^\dagger(t, t_0) \hat{\rho}(t_0) \hat{U}(t, t_0) \} = \hat{U}(t, t_0) \hat{\rho}_s(t_0). \quad (26) \]

For the Liouville space time evolution superoperator we can write

\[ \hat{U}(t, t_0) = \int_{\alpha(t_0)}^{\alpha(t)} D\alpha \int_{\alpha'(t_0)}^{\alpha'(t)} D\alpha' \exp(iS[\alpha]) F[\alpha, \alpha'] \exp(-iS[\alpha']). \quad (27) \]
with action \( S[\alpha] = \int_0^t d\tau \left[ \frac{1}{2} \dot{\alpha}^2 (\tau) - (H_{\text{id}} + U_{\text{pot}}(\alpha(\tau))) \right] \) and the Feynman-Vernon functional [33]

\[
\mathcal{F}(\alpha, \alpha'; t) = \exp \left\{ - \int_0^t d\tau \mathcal{V}^\times (\alpha, \alpha'; t) \right\}
\times \left\{ \left[ \int_0^t d\tau' i\dot{\mathcal{L}}_1(\tau' - \tau') \mathcal{V}^\circ (\alpha, \alpha'; t) \right] + \int_0^t d\tau' \mathcal{L}_2(\tau' - \tau') \mathcal{V}^\times (\alpha, \alpha'; t) \right\}.
\]

(28)

Here, \( \mathcal{V}(\alpha) \) represents a system part of the system-bath interaction operator, and the definitions \( \mathcal{V}^\times (\alpha, \alpha'; t) = \mathcal{V}(\alpha) - \mathcal{V}(\alpha') \) and \( \mathcal{V}^\circ (\alpha, \alpha'; t) = \mathcal{V}(\alpha) + \mathcal{V}(\alpha') \), \( L_1(t) = \int_0^\infty d\omega \frac{2i\omega}{\gamma_1} \cos(\omega t) \) and \( L_2(t) = \int_0^\infty d\omega J(\omega) \coth \left( \frac{\omega}{2k_B T} \right) \cos(\omega t) \) enter.

Based on the Feynman-Vernon functional, we derive the contributions to the HEOM scheme for an undamped oscillator with spectral density \( J(\omega) = \frac{1}{2} S_{UO} \omega U_O(\delta(\omega - \omega_{UO}) + \delta(\omega + \omega_{UO})) \) in the Supplementary Material. Note that in the case of an undamped oscillator only two terms appear in the Matsubara decomposition, and that the respective Matsubara decomposition frequencies are temperature-independent. The derivation allows us to identify the Matsubara decomposition coefficients assigned to the Matsubara decomposition frequencies \( \gamma_1 = i\omega_{UO} \) and \( \gamma_2 = -i\omega_{UO} \) for the description of an undamped oscillator with HEOM as

\[
c_1 = \frac{1}{2} S_{UO} \omega_{UO}^2 \left( \coth \left( \frac{\beta \omega_{UO}}{2} \right) + 1 \right),
\]

(29)

\[
c_2 = \frac{1}{2} S_{UO} \omega_{UO}^2 \left( \coth \left( \frac{\beta \omega_{UO}}{2} \right) - 1 \right)
\]

(30)

with \( \tilde{c}_1 = c_2 \) and \( \tilde{c}_2 = c_1 \) in agreement with Ref. [51].

In the case of a dimer, \( \mathcal{V}(\alpha) \) can be separated into components \( \mathcal{V}_1 = \hat{B}_1^\dagger \hat{B}_1 \). With this definition and by applying the Matsubara decomposition of the bath correlation function, the Feynman-Vernon functional can be reformulated as

\[
\mathcal{F}(\alpha, \alpha'; t) = \exp \left\{ - \int_0^t d\tau \sum_k \hat{\Phi}_k(\alpha, \alpha') \right\}
\times \left\{ \left[ \int_0^t d\tau' \exp(-\gamma_k (\tau' - \tau')) \hat{\Theta}_{ik}(\alpha, \alpha', t) \right] + \hat{G}_{ik}(\alpha, \alpha', t) \right\}
\]

(31)

with

\[
\hat{\Phi}_k(\alpha, \alpha') = i \left[ \hat{V}_1(\alpha) - \hat{V}_1(\alpha') \right],
\]

(32)

\[
\hat{\Theta}_{ik}(\alpha, \alpha', t) = -i \left[ \hat{c}_k \hat{V}_1(\alpha) - \hat{c}_k \hat{V}_1(\alpha') \right],
\]

(33)

\[
\hat{G}_{ik}(\alpha, \alpha', t) = S_{UO} \omega_{UO} \exp(-\gamma_k t) \times \left[ \hat{V}_1(\alpha) + \hat{V}_1(\alpha') \right].
\]

(34)

Different from the treatment of a Debye-Drude spectral density, \( \Theta_{ik}(\alpha, \alpha', t) \) does not exhibit an explicit time-dependence because of the purely real Matsubara decomposition coefficients of the undamped oscillator correlation function. By repeated application of the recursion scheme which is explained in Supplementary Information, in combination with the definition from Eq. [27], one obtains auxiliary density operators (ADOs) \( \hat{\rho}_n(t) = \int_\alpha(\alpha) D\alpha \int_{\alpha'}(\alpha') D\alpha' \hat{\rho}_n(\alpha, \alpha', t) \) with \( n = \{n_{11}, n_{12}, \{n_{21}, n_{22}\} \} \)

\[
\hat{\rho}_n(\alpha, \alpha', t) = \exp(iS[\alpha]) \mathcal{F}(\alpha, \alpha'; t) \exp(-iS[\alpha'])
\]

\[
\prod_l \prod_k \left[ \int_0^t d\tau' \exp(-\gamma_k (\tau' - \tau')) \hat{\Theta}_{lk}(\alpha, \alpha', t)
\right]^{n_{ik}}
\]

(35)

\[
\hat{\rho}_n(\alpha, \alpha', t) = \hat{G}_{lk}(\alpha, \alpha', t).
\]

The equation of motion for this ADO is obtained as

\[
\frac{\partial}{\partial t} \hat{\rho}_n(\alpha, \alpha', t) = \left( i[S[\alpha] - S[\alpha']] \right)
\]

\[
- i \sum_l \sum_k n_{ik} \gamma_k \hat{\rho}_n(\alpha, \alpha', t)
\]

\[
- \sum_l \sum_k \hat{\Phi}_l(\alpha, \alpha') \hat{\rho}_n^{+\ast}(\alpha, \alpha', t)
\]

\[
+ \sum_l \sum_k n_{lk} \hat{\Theta}_{lk}(\alpha, \alpha', t) \hat{\rho}_n^{-\ast}(\alpha, \alpha', t),
\]

(36)

and it can be reformulated after the path integrations as

\[
\frac{\partial}{\partial t} \hat{\rho}_n = - \left( i\hat{\mathcal{L}} + \sum_l \sum_k n_{lk} \gamma_k \right) \hat{\rho}_n
\]

\[
- i \sum_l \sum_k \left[ \hat{B}_l^\dagger \hat{B}_l \hat{\rho}_n^{+\ast} - \hat{\rho}_n^{-\ast} \hat{c}_k \hat{B}_l^\dagger \hat{B}_l \right].
\]

(37)

After the rescaling \( \hat{\rho}_n = \prod_k \prod_k \left| c_k \right|^n_{n_{lk}}^{-\ast} \hat{\rho}_n \) (see Ref. [34]) the resulting HEOM equation reads as

\[
\frac{\partial}{\partial t} \hat{\rho}_n = - \left( i\hat{\mathcal{L}} + \sum_l \sum_k n_{lk} \gamma_k \right) \hat{\rho}_n
\]

\[
- i \sum_l \sum_k \sqrt{(n_{lk} + 1)} c_k \left[ \hat{B}_l^\dagger \hat{B}_l \hat{\rho}_n^{+\ast} - \hat{\rho}_n^{-\ast} \hat{c}_k \hat{B}_l^\dagger \hat{B}_l \right].
\]

(38)

From this formulation the analogy between prefactors with square roots of Matsubara decomposition indices and prefactors with square roots of vibrational quantum numbers in the vibronic basis representation becomes recognizable. Moreover, ADOs with changing index digits
can be interpreted in terms of influence of bosonic creation/annihilation operators in a representation of the position coordinate. On the basis of this finding, we will point out the possibility, but also the limitations, of drawing analogies between density matrix propagation in a vibronic basis and HEOM for the formulation of Herzberg-Teller couplings and non-Condon effects. Note that in addition to the undamped oscillator a Debye-Drude spectral density can be taken into account in the HEOM scheme by extending the subscript set of Matsubara decomposition indices. If ADOs with decreased Matsubara decomposition indices assigned to a Debye-Drude spectral density component become involved in the HEOM equations, instead of \( c_k \) the complex conjugate coefficient \( c_k^* \) appears in the respective terms.

The inclusion of nonadiabatic coupling terms (with respect to the undamped oscillator spectral density component) is not straightforward, unless they correspond to harmonic oscillators with shifted equilibrium position, which is not the case under the assumption that the nonadiabatic coupling is of Herzberg-Teller type. While off-diagonal system-bath coupling terms of shifted-harmonic-oscillator type could be treated by extending the hierarchy structure by Matsubara decomposition indices related to the off-diagonal coupling coordinate, in the present case a description relying on the existing hierarchy structure is possible. This approach leads to additional terms in the HEOM to account for the interplay between adjacent ADOs under the influence of Herzberg-Teller coupling. From the computational point of view, the fact that the existing hierarchy does not have to be extended is advantageous, as the number of included Matsubara decomposition terms appears as a factor in the scaling of the required number of ADOs. However, the efficiency of HEOM calculations critically depends on the truncation scheme, i.e. on the selection of ADOs with sufficiently large contribution to justify their involvement in the solution of the HEOM equations. The rescaling introduced above does not only allow an intuitive comparison with description in a vibronic basis, but also leads to improved numerical convergence. If the required order of hierarchy layers for a sufficiently accurate calculation would be independent of included Herzberg-Teller coupling, the numerical effort, as compared to density matrix propagation in a vibronic basis, would be the same as without such effects. Despite the superexponential scaling of the number of ADOs in the hierarchy structure with increasing number of involved monomer units and increasing number of hierarchy layers, the HEOM approach with appropriate hierarchy truncation is favorable over description in a vibronic basis even for large aggregates. However, an a priori statement about the influence of Herzberg-Teller effects on the convergence properties is difficult. In the calculation of dimer absorption spectra, where the effect of Herzberg-Teller coupling consists in modified Huang-Rhys factors according to our findings in Sec. III, truncation of the hierarchy scheme seems to be possible at similar depth independent of whether Herzberg-Teller coupling is taken into account or the Huang-Rhys factors are modified accordingly instead.

The first-order Herzberg-Teller coupling Hamiltonian from Eq. (17) can be taken into account in the Feynman-Vernon functional in terms of its time-dependent correlation with components of the system-bath coupling Hamiltonian, thereby identifying the components of the system part associated with coupling between electronic states \( l \) and \( m \) as \( \hat{V}_{j(l),lm} = \hat{B}^\dagger_l \hat{B}_m \) and taking the trace only with respect to the bath. To include these correlation functions of the form

\[
\langle \hat{H}_{SB,l}(t) \hat{H}_{SB,l}(0) \rangle_{\text{bath}} = -\sqrt{S_{UBO} \omega_{UBO} J_{lm}^{(1)}},
\]

\[
\times \langle \hat{b}_l^\dagger (t) \hat{b}_l(t) \hat{b}_m^\dagger \hat{b}_m \rangle_{\text{bath}}, \tag{39}
\]

\[
\langle \hat{H}_{ml}^{(1)}(t) \hat{H}_{SB,l}(0) \rangle_{\text{bath}} = -\sqrt{S_{UBO} \omega_{UBO} J_{ml}^{(1)}},
\]

\[
\times \langle \hat{b}_l^\dagger (t) \hat{b}_l(t) \hat{b}_m^\dagger + \hat{b}_m \rangle_{\text{bath}}, \tag{40}
\]

in addition to the correlation function of system-bath coupling

\[
\langle \hat{H}_{SB,l}(t) \hat{H}_{SB,l}(0) \rangle_{\text{bath}} = S_{UBO} \omega_{UBO}^2,
\]

\[
\times \langle \hat{b}_l^\dagger (t) \hat{b}_l(t) \hat{b}_m^\dagger + \hat{b}_m \rangle_{\text{bath}} = \left( \sum_k c_k \exp(-\gamma_k t) \right) \hat{B}_l^\dagger \hat{B}_l, \tag{41}
\]

an appropriate scaling factor is required to relate Eqs. (39) and (40) to the given Matsubara decomposition of Eq. (11). Note that Eq. (11) was formulated under the assumption that both monomer units are characterized by the same correlation function (otherwise separate Matsubara decompositions would lead to coefficients and frequencies with two indices). The required scaling factor can be identified as

\[
\frac{j_{lm}^{(1)}}{\sqrt{S_{UBO} \omega_{UBO}}} = \frac{j_{lm}^{(1)}}{\sqrt{\sqrt{\epsilon} \sqrt{S_{UBO} \omega_{UBO}}}} = \frac{j_{lm}^{(1)}}{\sqrt{\epsilon}}, \text{ where the factor } \frac{1}{\sqrt{\epsilon}} \text{ corresponds to } \sqrt{\text{coth}(\frac{\omega}{2} \epsilon) + (-1)^k} \text{ and thus leads to a temperature-dependence of } j_{lm}^{(1)}. \]

Note that the concept of a temperature-dependent or "dressed" coupling – however coupling of zeroth order, i.e. coordinate-independent excitonic coupling – also plays a role in the dissipative dynamics of open quantum systems with description in the polaron basis. To include the first-order Herzberg-Teller term in the HEOM scheme, one can redefine Eqs. (39) and (40) by replacing \( \hat{V}_l \) with \( \hat{V}_l - \sum_m j_{lm}^{(1)} \hat{V}_{j(l),lm} \) and \( \hat{V}_{j(l),lm} \) by \( \sum_{m} j_{ml}^{(1)} \hat{V}_{j(l),ml} \), where the second and the third term stem from correlation functions formulated in Eqs. (39) and (40), respectively.
Derivation in analogy to Eqs. (36) and (37) leads to the additional terms

$$
\left( \frac{\partial}{\partial t} \hat{\rho} \right)_{J^{(1)}} = \sum_{l} \sum_{m \neq l} \sum_{k} i J_{lm,k}^{(1)} \left[ \hat{V}_{J^{(1)},lm} \hat{\rho} n_{lk} + n_{lk} \left( \hat{c}_{k} \hat{V}_{J^{(1)},lm} \hat{\rho} n_{lk} - \hat{\rho} n_{lk} \hat{c}_{k} \hat{V}_{J^{(1),lm}} \right) + \hat{V}_{J^{(1)},lm} \hat{\rho} n_{mk}^+ + n_{mk} \left( \hat{c}_{k} \hat{V}_{J^{(1),lm}} \hat{\rho} n_{mk}^- - \hat{\rho} n_{mk}^- \hat{c}_{k} \hat{V}_{J^{(1),lm}} \right) \right].
$$

(42)

Application of the rescaling of the ADOs, thereby introducing redefined commutators

$$
[\bullet, \hat{\rho} n_{jk}]_c = \bullet \hat{\rho} n_{jk} - \frac{\hat{c}_{k}}{\hat{c}_{k}} \hat{\rho} n_{jk} \bullet
$$

(43)

with appearance of a factor \( \frac{\hat{c}_{k}}{\hat{c}_{k}} = \exp((-1)^k \beta \omega(t)) \) in the subtracted term, however only in the case of involvement of an ADOs with a decreased Matsubara decomposition index, leads to

$$
\left( \frac{\partial}{\partial t} \hat{\rho} \right)_{J^{(1)}} = \sum_{l} \sum_{m \neq l} \sum_{k} i J_{lm,k}^{(1)} \left( \sqrt{n_{lk} + 1} \left[ \hat{B}_{l} \hat{B}_{m} \hat{\rho} n_{lk} + \sqrt{n_{lk} \left[ \hat{B}_{l} \hat{B}_{m} \hat{\rho} n_{mk}^+ \right]_c + \sqrt{n_{mk} + 1} \left[ \hat{B}_{l} \hat{B}_{m} \hat{\rho} n_{mk}^+ \right]_c \right] \right)
$$

(44)

With increasing temperature the contributions which stem from different Matsubara decomposition terms, specified by the index \( k \), become increasingly similar. For temperature approaching zero one finds \( \tilde{j}_{lm,1}^{(1)} = 0 \) and \( \tilde{j}_{lm,2}^{(1)} = \tilde{j}_{lm}^{(1)} \), while the ratio \( \frac{\tilde{c}_{k}}{c_{k}} \) diverges (even in combination with \( \tilde{j}_{lm,1}^{(1)} \) and \( \tilde{c}_{k} \) approaches zero). Note that by drawing analogies from the description in a vibronic basis (see Eq. (18)), one would expect a negative sign of the first-order Herzberg-Teller coupling terms, as excitonic coupling terms from the Liouville operator also enter with a negative sign. The inverted sign appears because Eq. (44) results from the combination of the opposite-signed first-order Herzberg-Teller coupling and system-bath coupling contributions within the Feynman-Vernon functional. Furthermore, drawing analogies from the description in a vibronic basis does not allow us to explain that instead of the Herzberg-Teller coupling constants \( \tilde{j}_{lm}^{(1)} \) their thermally averaged equivalents \( \tilde{j}_{lm,k}^{(1)} \) enter. It also becomes recognizable only from the analytical derivation that for terms including ADOs with decreasing index digits the redefined commutators from Eq. (43) with involvement of quotients of Matsubara decomposition coefficients in the subtracted term appear. However, the description of first-order Herzberg-Teller coupling in vibronic basis and HEOM exhibits analogous structure, where its representation in the vibronic basis can be related to the way how adjacent ADOs in the corresponding term from the HEOM approach are connected to each other.

While the treatment of transition dipole contributions in Condon approximation is straightforward, a dependence of the transition dipole operator on vibrational coordinates in the case of non-Condon transition dipole contributions poses the task to formulate an equivalent expression in HEOM space. For the further derivation, the non-Condon contributions to the transition dipole moment are written as \( \tilde{\mu}_{\mu}^{(1)} = \sum_l \tilde{\xi}_{\mu}^{(1),l} \frac{m_l}{\mu} \hat{V}_{\mu}^{(1),l} \). We need to evaluate the expectation value of the non-Condon part of the transition dipole moment, i.e. \( Tr_B \left\{ \tilde{\mu}^{(1)} \hat{\rho}(t) \right\} \), where \( \hat{\rho}(t) \) is the total density matrix (or any component of the perturbation series of the total density matrix to it) and the operator \( \hat{V}_{\mu}^{(0),l} = \hat{V}_{\mu}^{(1),l} = \hat{B}_{l}^\dagger + \hat{B}_{l} \) facilitating the electronic excitation. The expectation value can be written in terms of a generating function with an auxiliary time-like parameter \( a \). We define an operator

$$
U_{\mu}(a,0) = \exp \left\{ -i \int_0^a d\tau H \right. + \left. i \int_0^a d\tau \hat{\mu}^{(1)} E_0 \right\},
$$

(45)

which formally corresponds to the evolution operator with the total Hamiltonian \( H \) and a light–matter interaction Hamiltonian with some arbitrary constant electric field \( E_0 \). Now we can write for the non-Condon term

$$
Tr_B \left\{ \tilde{\mu}^{(1)} \hat{\rho}(t) \right\} = \sum_l \tilde{\mu}_{l}^{(1)} \left( E_0 \frac{\partial}{\partial a} \right) \left| Tr_B \left\{ \hat{U}_{\mu}(a,0) \hat{\mu}(t) \hat{U}_{\mu}(a,0) \right\} \right|_{a=0, m_l^{(1)} = 0}.
$$

(46)

The right-hand-side of the expression can be evaluated
using ADOs from the hierarchy. In particular, we obtain

\[
T_{RB} \left\{ \hat{\rho}(t) \right\} = -\sum_{l} \sum_{k} \hat{\varrho}_{l,k} \left[ \hat{V}_{\mu}^{(1),l,t}, \hat{\rho}_{\alpha}^{(1)} \right],
\]

(47)

where the index \( 0 = \{ \{0,0\}, \{0,0\} \} \) denotes the lowest term of the hierarchy, i.e. the reduced density matrix. In line with our previous definitions \( \Theta_{\alpha}^{(1)} \) denotes hierarchy elements with one index equal to one. To evaluate expectation values of the operators with dependence on bath coordinates, such as \( \hat{\varrho}_{l,k}^{(1)} \), HEOM provides elements of the hierarchy, in which the corresponding higher order information about the bath is kept.

In order to express the action of the coordinate-dependent operators on the RDM or in fact any member of the hierarchy, we can introduce HEOM space operators such that their action on the member of the hierarchy is expressed in terms of a linear combination of (in general) all members of the hierarchy. We can define e.g.

\[
\hat{\varrho}_{l,k}^{(1)} \hat{\rho}_n = T_{RB} \left\{ \hat{\rho}(t) \right\} = -\sum_{l} \sum_{k} \hat{\varrho}_{l,k}^{(1)} \left[ \hat{V}_{\mu}^{(1),l,t}, \hat{\rho}_{\alpha}^{(1)} \right].
\]

(48)

For a calculation of the absorption spectrum, we need to evaluate action of \( \hat{\varrho}_{l,k}^{(1)} \) on the RDM, at time \( t_0 \) and at later time \( t \) in which polarization is generated. However, for evaluation of higher-order signals and general spectroscopic signals, it is possible to establish HEOM space operators acting on arbitrary members of the hierarchy.

In the derivation how the influence of transitions is expressed in terms of hierarchical equations involving the ADOs equivalent to \( \hat{\rho}(t) \), the Condon transition dipole contributions enter in the phase factors containing the action, whereas the non-Condon contributions enter in the Feynman-Vernon functional. Non-Condon contributions lead to redefinition of Eqs. (32), (33) and (34) with replacement of \( \hat{V}_l \) by \( \hat{V}_l^{(1)} \), \( \hat{V}_l^{(1)} \) with the temperature-dependent non-Condon transition dipole contribution

\[
\hat{\varrho}_{l,k}^{(1)} = \hat{\varrho}_{l,k}^{(1)} \left[ \hat{V}_l^{(1),l,t}, \hat{\rho}_{\alpha}^{(1)} \right].
\]

Accordingly, one obtains

\[
\hat{\mu}_k^{(1)} \hat{\rho}_n = -\sum_{l} \sum_{k} \hat{\varrho}_{l,k}^{(1)} \left[ \hat{V}_{\mu}^{(1),l,t}, \hat{\rho}_{\alpha}^{(1)} \right] \hat{\rho}_{\alpha}^{(1)} + n_{l,k} \left( \hat{V}_{\mu}^{(1),l,t} \hat{\rho}_{\alpha}^{(1)} - \hat{\rho}_{\alpha}^{(1)} \hat{\rho}_{\alpha}^{(1)} \right). \tag{49}
\]

After switching to Hilbert space and rescaling the ADOs, a separation of the non-Condon contributions with transition dipole operator appearing on left- and right hand side of the density matrix leads to

\[
\hat{\mu}_k^{(1)} \hat{\rho}_n = \sum_{l} \sum_{k} \left( -\sqrt{2n_{l,k} + 1} \hat{\varrho}_{l,k}^{(1)} (\hat{B}_l^{+} + \hat{B}_l) \hat{\rho}_{\alpha}^{(1)} + \sqrt{2n_{l,k} + 1} \hat{\varrho}_{l,k}^{(1)} (\hat{B}_l^{+} + \hat{B}_l) \right) \hat{\rho}_{\alpha}^{(1)} - \sqrt{2n_{l,k}} \hat{\rho}_{\alpha}^{(1)} \hat{\rho}_{\alpha}^{(1)}.
\]

(50)

A closer consideration of Eqs. (50) and (51) leads to the following findings: As in the first-order Herzberg-Teller coupling, also in the non-Condon transition dipole moment the appearing signs are opposite to the ones which would be expected by drawing analogies from the corresponding formulation in the vibronic basis (see Eq. (21)). Again, this finding can be explained by the opposite sign of the additional contribution (here: the interaction of the non-Condon transition dipole moment with the electric field) and the system-bath coupling. Furthermore, the appearance of the thermally averaged transition dipole moments \( \hat{\mu}_k^{(1)} \) instead of \( \hat{\mu}_k \) is also not evident by drawing analogies from the description in the vibronic basis, and the same holds for the appearance of a ratio of Matsubara decomposition coefficients when the non-Condon transition dipole moment acts from the right hand side. Note that our description of dependencies of transition dipole moments on vibrational coordinates by establishing connections to adjacent ADOs relies on a similar concept as the treatment of the respective effects with DEOM in Ref. [31], where such dependencies are expressed in terms of so-called dissipations. In [31] also the quasi-particle nature of dissipations was mentioned, which anticipates our independently developed interpretation of the ADOs as being connected to each other via creation and annihilation operators.

For the treatment of second-order Herzberg-Teller coupling with HEOM, we choose a heuristic approach instead of a rigorous derivation with the corresponding Hamiltonian from Eq. (5) entering in the time evolution from Eq. (20) and, via cumulant expansion, in the Feynman-Vernon functional. Such derivation, which would lead to appearance of higher-order correlation functions in the Feynman-Vernon functional due to involvement of second-order Herzberg-Teller contributions, would be rather cumbersome. Furthermore, including a bilinear term in the Feynman-Vernon functional is problematic because it leads to distortion of the thermal equilibrium state and of the normalization of the density matrix elements. Approaches to overcome this issue by treating the single oscillator mode explicitly and either carrying out path integrations or solving the equation of motion for the total system have been discussed in the literature [52, 54]. Our heuristic approach relies on identification of the way how a term with linear dependence on a vibrational coordinate, such as the first-order Herzberg-Teller coupling term, translates into involve-
moment of adjacent ADOs in the respective contributions to HEOM. The extracted scheme of referring to adjacent ADOs can be formulated in terms of an operator acting in HEOM space, which is applied recursively two times for the treatment of second-order Herzberg-Teller coupling under the assumption that second-order Herzberg-Teller coupling contributions can be made accessible by generalizing the procedure for treatment of first-order Herzberg-Teller coupling. Different from both the numerically exact standard formulation of HEOM and our additional first-order Herzberg-Teller coupling contributions, which are obtained by analytic derivation, our heuristic treatment of second-order Herzberg-Teller coupling might be of limited applicability. Although we checked the plausibility of our treatment of second-order Herzberg-Teller coupling by drawing connections to terms appearing in the framework of a rigorous derivation, a proof of the equivalence of both approaches seems not to be straightforward and would go beyond the scope of this article.

Numerical results presented later in this paper confirm the validity of our treatment in the studied parameter regime.

In the recursion steps specified in the following, the second-order Herzberg-Teller coupling is rescaled by factors \( \frac{\sqrt{\pi}}{\sqrt{S_{\text{con}}}} \) and \( \frac{\sqrt{\pi}}{\sqrt{S_{\text{con}}}} \) with assignment of the Matsubara decomposition indices \( k \) and \( k' \) to the involved vibrational coordinates, resulting in second-order couplings \( J^{(2)}_{12, kk'} \). The recursion scheme can be obtained by considering the general form of a first-order Herzberg-Teller contribution to the HEOM scheme, as defined in Eq. (42), and by extracting the influence of the coupling operator in an analogous way as in the case of a non-Condon transition dipole moment. To account for Herzberg-Teller coupling of \( M \)-th order by applying the operator \( \hat{V}_{H,J(M)}^{(m)} \) with initial recursion index \( m = M \) and termination condition \( \hat{V}_{H,J(M)}^{(0)} = \hat{V}_{J(M)} \), we define the recursion scheme component-wise as

\[
\hat{V}_{H,J(M),i,j}^{(m)} = \sum_{k} \frac{1}{\sqrt{c_k}} \left( \hat{V}_{H,J(M),i,j}^{(m-1)} \hat{\rho}_{n_{ik}^{+}}^{k} + \hat{\rho}_{n_{ik}^{+}}^{k} \hat{V}_{H,J(M),i,j}^{(m-1)} \right) ,
\]

\[
\hat{n}_{ik}^{+} \hat{V}_{H,J(M),i,j}^{(m)} = \sum_{k} \frac{1}{\sqrt{c_k}} \left( \hat{\rho}_{n_{ik}^{+}}^{k} \hat{V}_{H,J(M),i,j}^{(m-1)} + \hat{\rho}_{n_{ik}^{+}}^{k} \hat{V}_{H,J(M),i,j}^{(m-1)} \right) .
\]

With these definitions, the contribution of second-order Herzberg-Teller coupling in the framework of HEOM can be written as

\[
\left( \frac{\partial}{\partial t} \hat{\rho}_{n} \right)_{j(2)} = -i \sum_{i} \sum_{j \neq i} \frac{j_{ij}^{(2)}}{2} \left[ \hat{V}_{H,J(2),i,j}^{(2)} \hat{\rho}_{n} \right] .
\]

For a compact formulation of the resulting expression we extend the notation from Eq. (43) by

\[
\bullet \hat{\rho}_{n_{ik}^{+} j_{ik}^{+}}^{+} = \hat{\rho}_{n_{ik}^{+} j_{ik}^{+}}^{+} - \frac{\hat{\rho}_{n_{ik}^{+} j_{ik}^{+}}^{+}}{c_k} \frac{\hat{\rho}_{n_{ik}^{+} j_{ik}^{+}}^{+}}{c_k} \bullet ,
\]

where the scaling of the subtracted term with a product of ratios of Matsubara decomposition coefficients only appears in the case of two decreases of index digits in the involved ADO. If only one of the index digits decreases, the definition from Eq. (43) is used. After rescaling of the ADOs, the resulting expression is
\[
\left( \frac{d}{dt} \hat{\rho}_n \right)_{j(z)} = -i \sum_i \sum_{j \neq i} \sum_k \sum_{k'} \frac{1}{2} \hat{J}^{(2)}_{ij,k,k'} \left( [\hat{B}^\dagger_i \hat{B}_j, \hat{\rho}_n] \right)_{j(z)}
\]

\[
\delta_{kk'} \left( \sqrt{n_{ik}} + 2 \sqrt{n_{ik'}} + 1 \hat{\rho}^+_n \right)_{ik,ik'} + \sqrt{n_{ik}} + 1 \sqrt{n_{ik'}} + 1 \hat{\rho}_n + \sqrt{n_{ik}} \sqrt{n_{ik'}} \hat{\rho}^+_n + \sqrt{n_{ik}} - 1 \sqrt{n_{ik'}} \hat{\rho}^-_n + \sqrt{n_{jk}} + 2 \sqrt{n_{jk'}} + 1 \hat{\rho}^+_n + \sqrt{n_{jk}} + 1 \sqrt{n_{jk'}} + 1 \hat{\rho}_n + \sqrt{n_{jk}} \sqrt{n_{jk'}} \hat{\rho}^+_n + \sqrt{n_{jk}} - 1 \sqrt{n_{jk'}} \hat{\rho}^-_n 
\]

\[
+ (1 - \delta_{kk'}) \left( \sqrt{n_{ik}} + 1 \sqrt{n_{ik'}} + 1 \hat{\rho}^+_n \right)_{ik,ik'} + \sqrt{n_{ik}} + 1 \sqrt{n_{ik'}} + 1 \hat{\rho}_n + \sqrt{n_{ik}} \sqrt{n_{ik'}} + 1 \hat{\rho}^-_n + \sqrt{n_{jk}} + 1 \sqrt{n_{jk'}} + 1 \hat{\rho}_n + 1 \sqrt{n_{jk}} \sqrt{n_{jk'}} + 1 \hat{\rho}^-_n 
\]

\[
+ \sqrt{n_{jk'}} + 1 \hat{\rho}^-_n + \sqrt{n_{jk}} - 1 \sqrt{n_{jk'}} - 1 \hat{\rho}^-_n 
\]

\[
+ 2 \left( \sqrt{n_{ik}} + 1 \sqrt{n_{ik'}} + 1 \hat{\rho}^+_n + \sqrt{n_{ik}} + 1 \sqrt{n_{ik'}} + 1 \hat{\rho}_n + \sqrt{n_{ik}} \sqrt{n_{ik'}} + 1 \hat{\rho}^-_n + 1 \sqrt{n_{ik'}} \sqrt{n_{ik'}} + 1 \hat{\rho}^-_n + \sqrt{n_{ik}} \sqrt{n_{ik'}} + 1 \hat{\rho}^-_n + \sqrt{n_{ik}} \sqrt{n_{ik'}} \right) \right].
\]

Note that because of taking two steps in the derivation (corresponding to selection of second-order terms in the system-bath interaction), where each step implies an inverted sign (as compared to the usual sign of excitonic coupling contributions in HEOM equations), the sign changes compensate each other. Apart from this aspect, the previous considerations about the question to which extent drawing analogies from the vibronic basis description of the first-order Herzberg-Teller coupling term to its description in the HEOM formalism is appropriate, also apply in the case of the second-order Herzberg-Teller coupling term with formulation in the vibronic basis given in Eq. (19). First, the second-order Herzberg-Teller coupling elements are scaled by temperature-dependent factors. Second, the subtracted terms in the commutators involving ADOs with decreasing values of index digits are scaled by ratios of Matsubara decomposition coefficients. In addition to these aspects, in the second-order Herzberg-Teller coupling term one finds additional contributions with simultaneous changes of index digits which are assigned to different Matsubara decomposition terms, even if those index digits are related to the correlation function of the same monomer. Such terms would not be expected by drawing analogies from the vibronic basis description, and they seem to be characteristic for the treatment of undamped oscillator contributions, where the combination of both Matsubara decomposition terms is required for a comprehensive description. All other terms can be easily assigned to corresponding terms in the vibronic basis representation and drawn back to the involvement of a product of specific position coordinates. In this way, it is possible to select, for example, contributions from squared position coordinates or of mixed products of them. In the case of a Brownian spectral density for the description of an under-damped oscillator, where the two lowest Matsubara decomposition terms are similar to those of the undamped oscillator, simultaneous changes of index digits assigned to other combinations of Matsubara decomposition terms seem not to play a role.

Note that higher-order Herzberg-Teller coupling terms can be made accessible by applying an analogous recursion scheme, as exemplified for the second-order Herzberg-Teller coupling. Again, it is worth mentioning that such contributions are obtained from a heuristic approach and that a numerical exactness of the RDM evolution is not guaranteed if such terms become involved.

C. Calculation of absorption spectra

Both in the case of HEOM and of density matrix propagation in a vibronic basis, absorption spectra can be calculated from a correlation function including the transition dipole operators \( \hat{\mu}_+ = \sum_m (\hat{\mu}_m^0 + \hat{\mu}_m^1 \hat{q}_m) \hat{B}_m^\dagger \) and \( \hat{\mu}_- = \sum_m (\hat{\mu}_m^0 + \hat{\mu}_m^1 \hat{q}_m) \hat{B}_m \), a Green operator \( \mathcal{G}(t) \) to account for time propagation and the initial system density matrix \( \hat{\rho}_0 \). The general expression for the correlation function reads

\[
C_{abs}(t) = \langle \hat{\mu}_- \mathcal{G}(t) \hat{\mu}_+ \hat{\rho}_0 \rangle. \tag{57}
\]

Note that in the HEOM description, \( \hat{\rho}_0(t) \) denotes the trace over the system density matrix \( \hat{\rho}_0(t) \) after application of \( \hat{\mu}_- \mathcal{G}(t) \hat{\mu}_+ \), while contributions of other ADOs are not taken into account, at least under Condon approximation. If non-Condon effects are involved, also ADOs from
the hierarchy layer with change of a single index digit by +1 compared to the system density matrix yield a contribution. Further ADOs from the hierarchy structure enter via time evolution, independent of whether non-Condon effects are taken into account or not. The absorption spectrum is obtained from the correlation function by Fourier transformation according to the formula

\[
\sigma_{ab}(\omega) = \int_0^\infty \exp(-i\omega t)C_{ab}(t).
\] (58)

To account for orientational averaging effects in the calculation of absorption spectra, the respective correlation function can be reformulated as

\[
C_{ab}(t) = \langle \hat{\mu}_- \hat{G}(t) \hat{\mu}_+ \rho_0 \rangle = \sum_i \sum_j |\langle \hat{\mu}_- j \rangle \langle \hat{\mu}_+ j | \rangle \langle \hat{G}_i j (t) \hat{\mu}_+ j \rho_0 \rangle, \]

For description in the vibronic eigenstate basis with treatment of dissipation effects by the secular Redfield approach only contributions with \( i = j \) are obtained, whereas in the case of HEOM also non-secular terms with \( i \neq j \) can appear. If such terms are negligible, orientational averaging according to [38] only leads to a scaling factor without changing the appearance of the absorption spectrum.

### III. RESULTS

For a comparison of absorption spectra from density matrix propagation in the vibronic basis and those from HEOM propagation, we choose a dimer model system with the following parameters: The monomer units are taken as equal, with electronic excitation energies \( \epsilon_1 = \epsilon_2 = 20000 \text{ cm}^{-1} \) and excitonic coupling \( J_{12} = 500 \text{ cm}^{-1} \). The intramolecular vibrational modes are characterized by the vibrational frequencies \( \omega_1 = \omega_2 = 200 \text{ cm}^{-1} \) and the Huang-Rhys factors \( S_1 = S_2 = 0.5 \). The angle between the transition dipole moments of equal absolute value is taken as \( \theta = 90^\circ \). Therefore, the matrix elements of the transition dipole operator \( \hat{\mu}^{(0)} \) in the exciton basis, which scale with \( 2 \cos^2(\theta/2) \) and \( 2 \sin^2(\theta/2) \), depending on the exciton state involved in the respective transition, lead to equal transition dipole amplitudes for both exciton bands. The same scaling applies for the non-Condon contribution \( \hat{\mu}^{(1)} \). In the Debye-Drude spectral density component we use the parameter values \( \eta_{DD} = 0.56 \) and \( \omega_0 = 20 \text{ cm}^{-1} \). To study the influence of first- and second-order Herzberg-Teller coupling and of the non-Condon transition dipole contributions separately, only one of the corresponding parameters is always taken as non-zero, and the results are compared to the case where all of them are equal to zero. Note that because of \( \eta_0 = \sqrt{\frac{2}{\omega_0}} \) (see Ref. [20]) the parameters \( \hat{\mu}^{(1)}, \hat{J}_{12}^{(1)} \) and \( \hat{J}_{12}^{(2)} \), multiplied by a factor of 2 (first-order terms) and 4 (second-order terms), respectively, can be considered as proportionality constants of Herzberg-Teller coupling or non-Condon transition dipole contribution with respect to the rescaled, dimensionless vibrational coordinate \( \tilde{q}_0 \) (first-order terms) or products of such dimensionless coordinates (second-order term). We assume \( \hat{J}_{12}^{(1)} = 32 \text{ cm}^{-1}, \hat{J}_{12}^{(2)} = 12.5 \text{ cm}^{-1} \) and \( \hat{\mu}^{(1)} = 0.5 \), but select only one of these parameters to be different from zero in each calculation to be able to study its influence separately. Together with the absorption spectra we show stick spectra, which are obtained by assigning a stick with the length corresponding to the square of the transition dipole moment between the energy eigenstates obtained by diagonalization of the system Hamiltonian in the vibronic basis. First, we consider monomer spectra from density matrix propagation in a vibronic basis and from HEOM, which are expected to be identical, provided that the numerical calculation is sufficiently accurate. In this respect, among other parameters, the number of included vibrational eigenstates in the vibronic basis plays a role. For five vibrational levels, one still finds small differences in the vibrational side bands at the largest energetic positions, as shown in Fig. 4.

![FIG. 1. Monomer absorption spectra calculated with density matrix propagation in vibronic basis (black line: five vibrational levels, blue line: seven vibrational levels) and HEOM (red line) are shown together with stick spectra (green line). Parameters: \( \epsilon_M = 20000 \text{ cm}^{-1}, \omega_0 = 200 \text{ cm}^{-1}, S_M = 0.5 \).](image-url)
The reduced relative intensities of the vibrational side bands can be explained by an effective Huang-Rhys factor of exciton state \( \alpha \), which in the case of a homodimer with \( S_1 = \zeta_1 S_D = \frac{1}{2} S_D, S_2 = \zeta_2 S_D = \frac{1}{2} S_D, S_D = S_1 + S_2 \) and \( \langle \alpha | 1 \rangle = \langle \alpha | 2 \rangle = \sqrt{\frac{1}{2}} \) becomes \( S_\alpha = \frac{1}{2} S_D = 0.25 \), as described in the Supplementary Material. In Fig. 4, appropriately shifted and scaled absorption spectra of monomers with this Huang-Rhys factor exhibit very similar vibrational structure as the exciton bands of the dimer spectra.

For a non-zero first-order Herzberg-Teller coupling constant \( J_{12}^{(1)} = 32\text{ cm}^{-1} \) (see Fig. 2 second row) the relative intensity of vibrational side bands is enhanced in the exciton band at lower energy, whereas in the upper exciton band it becomes less pronounced. This finding appears in the results of both calculation methods, which agree well in the positions and relative intensities of the peaks. A comparison of results from calculations in the vibronic basis with and without first-order Herzberg-Teller coupling- and non-Condon effects are shown. From the second row downwards a single Herzberg-Teller coupling- or non-Condon parameter is taken as non-zero, as specified by the label of each subfigure.
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\[ S_{\alpha,\text{eff},J^{(1)}} = \frac{1}{2} \left( \sqrt{S_D} (|\langle \alpha | 1 \rangle|^2 + \sqrt{\zeta_2} |\langle \alpha | 2 \rangle|^2) + \frac{2 \sum_l \sum_{m \neq l} \tilde{J}^{(1)}_{lm} \langle \alpha | l \rangle \langle m | \alpha \rangle}{\omega_0} \right)^2 + \frac{1}{2} S_D (|\langle \alpha | 1 \rangle|^2 - \sqrt{\zeta_2} |\langle \alpha | 2 \rangle|^2)^2 , \]

(59)

according to the derivation in the Supplementary Material. In the case of a homodimer one obtains effective Huang-Rhys factors \( S_{\alpha_1,J^{(1)}} = 0.525 \) and \( S_{\alpha_2,J^{(1)}} = 0.076 \) for energetically higher and lower exciton state, respectively. Separate calculations of monomer absorption spectra under the assumption of these Huang-Rhys factors allow us to reproduce the vibrational peak progression of the exciton bands of the dimer-spectra with non-zero first-order Herzberg-Teller coupling, as shown in the first row of Fig. 4.

For a non-zero second-order Herzberg-Teller coupling term \( \tilde{J}^{(2)}_{12} = 12.5 \text{ cm}^{-1} \) a comparison of the results from density matrix propagation in the vibronic basis and from HEOM is displayed in the third row of Fig. 2. Again, the Herzberg-Teller coupling enhances the vibrational peak progression of the lower exciton band and diminishes the one of the upper exciton band. The vibrational peaks in the lower exciton band of the absorption spectrum calculated with HEOM are not as smooth as those in the absorption spectrum from density matrix propagation. It seems that this finding can be explained by the numerical accuracy of the calculation, as increasing the truncation order in the HEOM calculation leads to better agreement between the results from the different methods (see Fig. 5).

The assumption of an underdamped oscillator with description by a Brownian oscillator spectral density instead of the assumption of an undamped oscillator (see Fig. 3) leads to convergence already for a truncation order \( N = 12 \) of the Matsubara expansion, whereas in the case of an undamped oscillator the result for \( N = 12 \) is still remarkably different from the one for \( N = 18 \).

FIG. 4. Dimer absorption spectra, calculated with density matrix propagation in vibronic basis: Comparison of results for \( \tilde{J}^{(1)}_{12} = 0 \text{ cm}^{-1} \), \( \tilde{J}^{(2)}_{12} = 0 \text{ cm}^{-1} \) and \( \tilde{\mu}^{(1)} = 0 \) (black lines) with results from calculations with a single Herzberg-Teller coupling- and non-Condon parameter taken as non-zero, as specified by the label of each subfigure (red lines).

FIG. 5. For \( \tilde{J}^{(1)}_{12} = 0 \text{ cm}^{-1} \), \( \tilde{J}^{(2)}_{12} = 12.5 \text{ cm}^{-1} \) and \( \tilde{\mu}^{(1)} = 0 \) dimer absorption spectra from HEOM calculations with different truncation orders \( N \) are compared in the region of the lower exciton band. The black, red and blue curve correspond to \( N = 10 \), \( N = 12 \) and \( N = 18 \), respectively.
We nevertheless keep using the undamped oscillator model because of its appropriateness for drawing analogies to the vibronic basis description on the level of the equations and because of the better comparability of the respective results. Comparison of the absorption spectra with second-order Herzberg-Teller coupling and without any Herzberg-Teller coupling effects from calculations in the vibronic basis shows that the splitting of the exciton bands is not independent of their vibrational substructure (see Fig. 4 second row). This effect becomes recognizable more clearly if \(J^{(2)}\)-contributions of the Hamiltonian with involvement of either a product of position operators assigned to vibrational coordinates of different monomer units or of squared position operators assigned to the vibrational coordinate of the same monomer unit are considered separately (see Fig. 4 third and fourth row). The comparison between the different calculation methods in the case where only contributions of the first type are taken into account leads to the absorption spectra shown in the fourth row of Fig. 4 where a better agreement of the results than in the row above appears and numerical convergence is obtained for smaller truncation order. Similar agreement of the results appears in the case where only the contributions from terms with squared position coordinates are taken into account (see Fig. 4 fifth row), however numerical convergence requires a larger truncation order than in the previous case. The differences in the absorption spectra from the compared calculation approaches in the case that both kinds of terms are included appear because of the increased numerical demands posed by their combination. For the numerical convergence the effective strength of the Herzberg-Teller coupling, which is obviously increased in a combination of both contributions, plays a role. However, also the interplay between both contributions seems to influence the numerical convergence. In the case of the second-order Herzberg-Teller coupling the influence on an effective displacement is more difficult to determine than in the case of the first-order Herzberg-Teller coupling. However, the situation can be simplified by assuming an averaged value of the vibrational coordinate of monomer \(j\) which corresponds to the respective displacement \(d_j\) when this monomer is excited. Furthermore, in the case of strong zeroth-order excitonic coupling one can assume that also the vibrational coordinate of the de-excited monomer \(k \neq j\) is displaced by \(d_k\) on average. The similar changes of the relative vibrational peak intensities in the contributions with involvement of only squared vibrational coordinates or only mixed products of them confirms this assumption. The effective Huang-Rhys factor under the influence of second-order Herzberg-Teller coupling, where scaling factors \(f_k\) account for the influence of the Herzberg-Teller coupling on the displacement, can be identified as

\[
S_{\alpha, eff,J^{(2)}} = \frac{1}{2} S_D \left( \sqrt{\zeta_1} |\alpha| 1 \right|^2 + \sqrt{\zeta_2} |\alpha| 2 \right|^2 + \frac{2 \sum_k f_k \sqrt{\zeta_k} \sum_l j_l^{(2)} \langle \alpha | l \rangle \langle m | l \rangle}{\omega_0} \right)^2
\]

(60)

according to the derivation in the Supplementary Material. For the sake of simplicity we disregard an influence of Herzberg-Teller coupling on the displacement by setting \(f_1 = f_2 = 1\). Accordingly, for the dimer model with the specified parameters effective Huang-Rhys factors of \(S_{\alpha_1,J^{(2)}} = 0.346\) and \(S_{\alpha_2,J^{(2)}} = 0.169\) for energetically higher and lower exciton state are obtained, respectively, if all second-order Herzberg-Teller coupling terms are taken into account. Again, separately calculated monomer absorption spectra for such Huang-Rhys factors allow to approximately reproduce the vibrational peak progression of the bands in the dimer-spectra with non-zero second-order Herzberg-Teller coupling, as shown in the second row of Fig. 4. The same holds for the separate terms shown in the third and fourth row of Fig. 4 where the effective Huang-Rhys factors are \(S_{\alpha_1,J^{(2)}, mixed} = S_{\alpha_1,J^{(2)}, squared} = 0.296\) and \(S_{\alpha_2,J^{(2)}, mixed} = S_{\alpha_2,J^{(2)}, squared} = 0.208\). If non-Condon effects are taken into account by assuming \(\tilde{\mu}^{(1)} = 0.5\) (see Fig. 4 sixth row), the positions of the vibrational
peaks of the exciton bands in absorption spectra calculated with density matrix propagation and HEOM agree well, and the relative intensities of the peaks differ only slightly. In both exciton bands the vibrational structure exhibits a redistribution of relative peak intensities, which leads to enhanced vibrational peaks at the bottom of the frequency range of each exciton band. However, the peak positions of the vibrational sub-bands are not changed compared to the case without Herzberg-Teller coupling- and non-Condon effects, as the fifth row of Fig. 1 shows. In the absorption spectra in the sixth row of Fig. 2 a change of the relative intensity of the exciton bands under the influence of non-Condon transitions becomes recognizable. This effect seems to be caused by interference of the dependencies of the transition dipole moments on vibrational coordinates via the zeroth-order excitonic coupling, which also influence the excited state dynamics, as discussed in [31]. However, such interference of monomer excitations beyond the Condon approximation via zeroth-order excitonic coupling cannot be identified with a dependence of the excitonic coupling itself on the position coordinates.

In all of the presented absorption spectra non-secular effects are negligible, so that orientational averaging simply results in an overall scaling factor and is therefore neglected. With increasing gap between the electronic excitation energies non-secular effects, which in the case of linear absorption correspond to coherence transfer contributions, gain relevance. Their influence becomes recognizable when the energy gap is adjusted to match the vibrational frequency – a case of interest in the context of vibronic enhancement of excitation energy transport [3, 4]. Furthermore, when the excitonic coupling is reduced, so that the exciton bands get less separated, electronic excitation of one exciton state does not only lead to involvement of the vibrational substructure of the selected exciton band, but also of the vibrational substructure of the complementary band to a non-negligible extent. Both of the latter aspects bias the validity of the concept of an effective Huang-Rhys factor, which nevertheless remains useful for interpretation of the absorption spectra.

IV. CONCLUSIONS

In this work, we have developed a method for the description of Herzberg-Teller- and non-Condon effects in the framework of the HEOM for the reduced density matrix. It turned out that additional terms in the HEOM scheme, required to account for such effects, have similar structure as the related contributions to the Hamiltonian in the vibronic basis representation. However, the signs of the respective terms and the appearance of temperature-dependent factors in the HEOM description cannot be explained by drawing analogies from the vibronic basis description. Rather, an analytic derivation via a formulation in terms of path integrals with
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