Phase sensitive quantum spectroscopy with high frequency resolution
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Classical spectrum analyzers are widely used but lack micro- or nanoscale spatial resolution. On the other hand, quantum sensors, capable of working with nanoscale precision, do not provide precise frequency resolution over a wide range of frequencies. Using a single spin in diamond, we present a measurement protocol for quantum probes which enables full signal reconstruction on a nanoscale spatial resolution up to potentially 100 GHz. We achieve 58 nT/√Hz amplitude and 0.095 rad/√Hz phase sensitivity and a relative uncertainty of $10^{-12}$ for a 1.51 GHz signal within 10 s of integration. This technique opens the way to quantum spectrum analysis methods and yields many interesting potential applications.

Spectrum analysis, whereby phase, amplitude or frequency information is extracted from periodic signals, is a widespread tool underpinning applications ranging from imaging and microscopy [1], chemical identification [2–4], development of time and frequency standards [5], quantum state tomography [6], radar detection [7] and medical diagnosis [8, 9]. As a physical measurement is required to provide information to spectral estimation algorithms, their ultimate accuracy is governed by physical laws. By using quantum mechanical detectors comprising individual or ensembles of qubits, one can test these laws, possibly revise existing theories and shed new insights. Detectors made up of individual atoms also allow systems that obtain information encoded in such spectra at the limits of sensitivity, resolution and non-invasiveness to be developed.

Here, we construct a protocol which allows a single quantum coherent spin to form a heterodyne detector (quantum analogue of the classical photodetector) for oscillating fields. We extend techniques recently developed to improve the spectral resolution at low frequencies $<100$ MHz based on dynamical decoupling [10–12], to high frequencies in the microwave regime, with analogues to another technique [13, 14]. Existing methods for microwave detection are limited in terms of spatial or spectral resolution [15–17]. We use single spins associated with nitrogen-vacancy (NV) centers in diamond to perform spectroscopy of magnetic fields oscillating at gigahertz frequencies, close to the spin resonance frequency. At the nanoscale, single NV centers have allowed for NMR and EPR spectroscopy of single molecules and nuclei to be performed [18–20]. Importantly, by recording the frequency of the magnetic field, structural and spatial information of the sample can be obtained [2, 3, 19, 20]. Applications of the presented technique could be for improving characterization of miniaturized electric circuits and radar detection.

While the analogy to heterodyne detection is not perfect, the protocol preserves many of the hallmarks of heterodyne detection. Namely:

1. down-conversion of high frequency signals to bandwidth within the detector bandwidth,
2. simultaneous recording of phase, amplitude and frequency information, allowing for complete signal reconstruction,
3. frequency resolution limited by local oscillator stability, detector independent.

We demonstrate each of these characteristics by constructing an atomic heterodyne detector from a single quantum coherent spin.

The idea is to tailor the sensor-signal interaction in such a way that the result depends on the phase of the signal. This is done by introducing a local oscillator against which the signal is beating. We refer to the technique as high frequency Qdyne due to the analogy to classical heterodyne detection but with a quantum probe [10]. In particular, the sensor is prepared in a certain superposition state. Interaction with the near-resonant signal drives the sensor in a different final state depending on the signal phase. Note that this technique is different to recent methods requiring dynamical decoupling, here no qubit control is performed during sensing duration [10, 11, 14, 21].

1) High frequency Qdyne technique

The target near-resonant signal is described by $B(t) = B_0 \cos(2\pi \nu_{\text{sig}} t + \phi_0)$ with unknown amplitude $B_0$, phase $\phi_0$ and frequency $\nu_{\text{sig}}$. In the rotating frame the interaction Hamiltonian with a two-level system is written as

$$H = \frac{\hbar \Delta}{2} \sigma_z + \frac{\hbar \Omega_{\text{sig}}}{2} \sigma_\phi$$

where $\sigma_\phi = \cos \phi_0 \sigma_x + \sin \phi_0 \sigma_y$, the Pauli matrices $\sigma_i$, the driving frequency $\Omega_{\text{sig}} = \sqrt{\Delta^2 + \Omega_0^2}$ with detuning $\Delta$ and $\Omega_0 = \gamma_N B_0$ (gyromagnetic ratio $\gamma_N$ of the NV center).
FIG. 1: Nanoscale high frequency sensing. (a) Confocal setting for sensing with a single NV center in diamond. The right panel shows its level structure and the lower panel the pulse sequence for high frequency Qdyne. (1) The NV center is excited with a green laser and the fluorescence is collected. (2) Population decay via a metastable state initializes the NV center in $|0\rangle$. (3) A DC shift can be applied to drive the sensor out of resonance with respect to the signal. The offset is turned off for a time $\tau$ to allow interaction with the sensor. (b) Working principle of the high frequency Qdyne method. After preparation of $|+i\rangle$ with a $\pi/2$-pulse around the $x$-axis the final state after signal interaction depends on the signal phase $\phi$. A signal interaction resulting in a $\pi/2$ rotation is shown. (c) Measurement of a 1.51082 GHz signal. In a sampling time of ten seconds three million samples are taken that correspond to one and a half million frequency channels in the FFT (only every 2000th point is shown). Lower plot: zoom around the peak. (d) Measurement with a signal being applied only during sensing period (top) and having a continuous signal without (center) and with DC shift (bottom).

To sense this signal we use a single nitrogen-vacancy (NV) center in diamond. Its spin ground state can be effectively described as a two-level system with states $|0\rangle$ and $|1\rangle$. Readout is done optically with a green laser and collecting the spin-dependent fluorescence (see Figure 1a). After initialization in $|0\rangle$, the NV center is prepared in the superposition state $|+i\rangle = \frac{1}{\sqrt{2}} (|0\rangle + i|1\rangle)$ by a $\pi/2$-pulse around the $x$-axis. This state then evolves under the action of the near-resonant signal field for some time $\tau$.

In the following, if not otherwise stated, we toggle the signal on and off with a switch. However, for many spectroscopy applications one may not have control over the signal, so this method may not be possible. To circumvent signal deterioration for continuous application (especially for strong signals) one can apply a DC field that shifts the sensor transition out of resonance during state preparation and readout, or conversely into resonance during the effective sensing time. Assuming signal interaction only during the desired time the spin population of the final state is calculated to be

$$|c_1|^2 = \frac{1}{2} \left[ 1 - \frac{\Delta\Omega_0}{\Omega_{\text{sig}}^2} (1 - \cos(\Omega_{\text{sig}}\tau)) \sin(\phi) + \frac{\Omega_0}{\Omega_{\text{sig}}} \sin(\Omega_{\text{sig}}\tau) \cos(\phi) \right].$$

(2)

For calculation of this result see Supplemental Material below. Assuming small detuning, $\Delta \ll \Omega_0$, the equation is approximated as

$$|c_1|^2 \approx \frac{1}{2} \left[ 1 + \sin(\Omega_0\tau) \cos(\phi) \right].$$

(3)

The spin population is sampled at constant time intervals $T_L$ where the signal phase $\phi$ changes by a constant
increment and each outcome is stored individually. With $N_{LO} = \text{round}(\nu_{\text{sens}} T_L)$, the rounded integer number of periods of the NV sensor resonance frequency $\nu_{\text{sens}}$ within $T_L$, we define a local oscillator (LO) against which the signal is beating:

$$\nu_{LO} = \frac{N_{LO}}{T_L}. \quad (4)$$

We want to emphasize that the local oscillator could also be defined by the control field that is used to manipulate the NV center at resonance [13, 14]. However, using an arbitrary waveform generator we introduce more freedom tuning the local oscillator by changing $T_L$ while always initializing $|+i\rangle$ and comparing the signal phase against a constant reference phase.

Sampling at times $T_n = n \cdot T_L$, the populations $|c_{1,n}|^2$ are calculated from Eq. (2) with phases $\phi_n = \phi_0 + 2\pi T_n \delta_0$ where the phase increment is determined by the beating of the signal against the local oscillator

$$\delta_0 = \nu_{\text{sig}} - \nu_{LO}. \quad (5)$$

As a result, an oscillation of frequency $\delta_0$ is obtained, that is imparted on the single measurements.

To show the working principle, in Figure 1c a 1.51 GHz signal is measured and a Fast Fourier Transform (FFT) resolves the oscillation in the sampled data. After preparing $|+i\rangle$ the signal of 6.5 $\mu$T amplitude interacts for 1404 ns with the NV center and in an integration time of ten seconds $3 \times 10^6$ samples are drawn. From the local oscillator the frequency channels of the FFT can be assigned to the scanned spectrum. For comparison we have measured signals for the cases of the signal being applied only during sensing period and having a continuous signal without and with DC shift under otherwise equivalent conditions (Figure 1d). To create the DC shift we apply a constant voltage of 5 V to the control of the NV center at resonance $[13, 14]$. However, using an oscillator the frequency channels of the FFT can be assigned from Eq. (2).

$\nu_0 = \nu_{\text{sig}} - \nu_{LO}$.

Note that for a detuned signal this phase can be different of the estimated peak are calculated from the argument of the complex valued FFT. Then, with linear interpolation the phase of the signal beating is obtained. With $T - 3/2$ and (c, d) with $T^{-1/2}$.

2) Signal reconstruction

As for classical heterodyne detection also in this setting an analysis of the Fourier transform allows full signal reconstruction. In Figure 2 estimation of the three parameters after different integration times is shown for the same signal as in Figure 1c. Frequency and amplitude (a, c) are estimated with a Lorentzian fit on the peak in the FFT. The uncertainty is obtained from the 95% confidence interval of the fit. Importantly, frequency uncertainty scales as $T^{-3/2}$ as a product of reduced noise ($T^{-1/2}$) and reduced linewidth ($1/T$) because of the Fourier sampling. A precision $< 1$ mHz is achieved after 10 s integration time, resulting in a relative uncertainty $\Delta \nu / \nu < 10^{-12}$. Resolution and uncertainty are limited by the accuracy of the local oscillator of about $10^{-7}$, as a result the analysis only includes statistical errors and not systematic errors.

For phase estimation due to finite resolution in the FFT spectrum the phases at the two frequency channels next to the estimated peak are calculated from the argument of the complex valued FFT. Then, with linear interpolation the phase of the signal beating is obtained. Note that for a detuned signal this phase can be different of the signal phase $\phi_0$ as can be seen from Eq. (2). In our measurements the signal detuning $\Delta$ is small and this effect can be neglected. In the Supplemental Material below a detailed analysis of this phase shift is done.

Attention has to be given to the sign of the beating in Eq. (5). If $\delta_0 < 0$ a negative frequency is sampled. Thus, the signal phase is the negative of the estimated one from the FFT. Furthermore, frequency estimation might not be unique because it does not distinguish between negative and positive frequency. The observed signal has the frequency $\delta = |\delta_0| = |\nu_{\text{sig}} - \nu_{LO}|$. This ambiguity can be resolved with a second measurement what is explained in the Supplemental Material.
3) Nanoscale quantum spectrum analysis

The measurement technique is highly interesting for spectrum analysis especially on the nanoscale as it employs a quantum sensor that can be used to estimate signals within a wide frequency range. To understand the capabilities that arise with the technique we want to investigate some benchmarks of this protocol.

Standard quantum sensing protocols usually rely on the pointwise accumulation of spectral information \([22]\). In contrast, this technique makes intrinsically use of FFT-mode with sample rate \(1/T_L\). In this way, information of many frequency channels is sampled at the same time. This allows the sensitivity to be increased by minimizing dead-time. In Figure 3a the noise floor in the FFT spectrum of a measurement with 223 nT signal strength is shown from which a sensitivity of 58 nT/√Hz is obtained (noise floor at \(T = 1\) s). From the data of Figure 2 we calculate a sensitivity of 0.995 rad/√Hz for phase and 0.03 Hz/Hz\(^{3/2}\) for frequency estimation. We want to emphasize that no dynamical decoupling is incorporated here. High frequency pulsed \([23]\) or continuous decoupling \([24]\) offer the potential to further increase the amplitude sensitivity to 4 nT/√Hz \([25]\).

We further want to investigate the spectral and dynamic range and bandwidth of the technique. The operating range that is spanned extends from megahertz (or even less) to high frequency (> GHz) and can be tuned with the resonance of the quantum sensor. For the NV center a range from 1 GHz to 3 GHz can be covered with static magnetic fields up to 30 mT and 100 GHz are reached with 3.5 T. In practical use cases, the upper limit is set by technical challenges that are involved for generating stable high magnetic fields and handling high frequency microwaves, and the lower limit may be found at weaker coupling interaction frequencies such as hyperfine coupling, otherwise the ultimate limit is set by the integration time \(1/T\).

The lower end of the dynamic range is set by the sensitivity and integration time. An upper limit can be defined because each interaction with a signal which results in a rotation of more than \(\pi/2\) of the sensor state cannot be distinguished from a rotation less than \(\pi/2\). For that reason we set the upper end to the signal strength at which a \(\pi/2\) rotation of the sensor within the sensor’s dephasing time \(T_2^*\) is performed, \(B_{\text{max}} = \frac{\pi}{2 \gamma_{NV} T_2^*}\). With \(\gamma_{NV} = 2 \pi \times 28.03 \text{ MHz/mT}\) and \(T_2^* = 50 \mu\text{s}\) we have \(B_{\text{max}} = 0.18 \mu\text{T}\). However, reducing \(\tau < T_2^*\) one can always tune the interaction to result in less than a \(\pi/2\) rotation and thus increase the dynamic range at the expense of a reduced sensitivity as is done in the measurement of Figure 1c. By changing \(\tau\) in a second measurement it is also possible to increase the dynamic range because ambiguities for a rotation larger and smaller than \(\pi/2\) get resolved. This is measured for three different signal strengths in Figure 3b that result in the same measurement signal for an interaction time of \(\tau_{\text{ref}} = 31.3\) ns.

The bandwidth is naturally given by the linewidth of the sensor’s transition and is limited by the dephasing time \(\Delta \nu_b = 1/T_L\). However, the bandwidth might be reduced if temporal overheads are involved for preparation or readout of the sensor. In these cases a unique assignment of the frequency within the sensor’s linewidth might not be possible. If the sequence length exceeds the dephasing time, \(T_L = \tau + t_{\text{overhead}} > T_2^*\), the sampling rate limits the effective bandwidth \(\Delta \nu_b = 1/T_L\). Note that we distinguish between positive and negative \(\delta_0\) and that the sampling theorem \(\delta_{\text{max}} = \delta_{0,\text{max}} = -\delta_{0,\text{min}} = 1/2T_L\) is always satisfied. In figure 3c the sensitivity is measured in dependence of the signal frequency while all other measurement parameters are kept constant. The protocol is susceptible also to frequencies outside of the sensor linewidth but with a reduced sensitivity. In the Supplemental Material we present a method to overcome potential ambiguities.

In comparison to classical spectrum analyzers this quantum analogue yields some specific peculiarities. While classical devices can have better sensitivity they are much larger in size and operate far from nanoscale spatial resolution. As an atomic sized defect in the diamond lattice, the NV center (or other appropriate quantum sensors) are able to measure small signals on the nanoscale with nanometer spatial resolution. In order to
be sensitive to a certain frequency bandwidth, an external magnetic field has to be adjusted correctly. Classical swept-tuned analyzers can cover a large bandwidth by applying band-limited electrical filters. Drawback in this case is that the analyzer might require long time to record the spectrum step by step. FFT mode analyzer on the other side yield a bandwidth that is given by the sampling rate. Our quantum spectrum analyzer is also working in FFT mode and the bandwidth is given by either the sensor linewidth or the sampling rate. Integrating this Qdyne technique to the work of Chipaux et al. \cite{15} where a magnetic field gradient is used with an NV center ensemble, a wide frequency range can be covered with the drawback of reducing nanoscale to microscale resolution. Our Qdyne technique additionally offers the advantage that thanks to the constant reference phase of the particular protocol construction the signal phase can be estimated directly without need of tracking precisely the phase of the local oscillator. For classical spectrum analyzers this is usually only possible for direct sampling of $<20\,\text{MHz}$ signals where no heterodyne mixing is required.

### Discussion

We have presented a powerful measurement technique that extends ultra-high-resolution quantum sensing to arbitrary oscillating fields for an ample field of frequencies up to potentially more than $100\,\text{GHz}$. In analogy to classical heterodyne detection full signal reconstruction is possible as frequency, amplitude and phase can be estimated at the same time. Remarkably a phase sensitivity of $0.095\,\text{rad}/\sqrt{\text{Hz}}$ is achieved that enables application to radar detection. Detailed analysis of the spectral and dynamic range show possibilities and limitations of spectrum analysis for different signals and can be adapted to various probes used as quantum sensor. Methods to increase spectral and dynamic range are presented that allow to overcome some of the limitations with help of a second measurement. Employing NV center ensembles with a high magnetic field gradient allows to considerably increase the bandwidth of the method. With atomic sized sensors, such as NV centers, the technique can be used with nanoscale objects e.g. miniaturized integrated circuits for communication.
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Supplemental Material

MEASUREMENT PROTOCOL

Measurement sequence

Our protocol for sensing high frequency AC magnetic fields is based on driving spin transitions of the NV center by the signal field. For the NV center a static magnetic field is tuned such that the energy splitting of the $|0\rangle$ and $|1\rangle$ spin states is close to the signal frequency $\nu_{\text{sig}}$. First, the NV center is polarized into the state $|0\rangle$ during laser irradiation. To establish phase correlations between the signal and the sensor beyond the sensor’s coherence time a strong control pulse of known phase is applied. In particular, we perform a resonant $\pi/2$-pulse on the NV center with phase zero. After this preparation the NV center is exposed to the signal for some interaction time $\tau$. Because the phase of the control pulse is set to zero the phase difference between the control operation and the signal is equal to the signal phase $\phi$. If we assume that the signal is on resonance with the NV spin transition and performs another $\pi/2$-rotation it is clear that for $\phi = 0$ in total a $\pi$-pulse is done and the NV center’s population is transferred to the $|1\rangle$ state. If the phase changes the population reduces until $|0\rangle$ is completely populated for $\phi = \pm \pi$. For $\phi = \pm \pi/2$ the rotational axis is perpendicular to the one from the control pulse and the NV center remains in an equally populated superposition state. In Figure 4 final states for a resonant signal with different rotation angles and for a near-resonant signal are illustrated on the Bloch sphere.

Calculation of the final state

In the rotating frame and after the rotating wave approximation the time evolution of a two-level system driven with a near-resonant external signal field, is described by

$$U_{\text{sig}} = \cos \left( \frac{\Omega_{\text{sig}} \tau}{2} \right) 1 + i \sin \left( \frac{\Omega_{\text{sig}} \tau}{2} \right) \left( \begin{array}{cc} -\frac{\Delta}{\Omega_{\text{sig}}} e^{-i\phi} & \frac{\Omega_{\text{sig}}}{\Omega_{0}} e^{i\phi} \\ \frac{\Delta}{\Omega_{\text{sig}}} e^{i\phi} & \frac{\Omega_{\text{sig}}}{\Omega_{0}} e^{-i\phi} \end{array} \right),$$

where the field has a constant amplitude with Rabi frequency $\Omega_{0}$. The duration of the interaction of the field and the system is set by the interaction time $\tau$. The signal has a phase $\phi$ and $\Delta = \omega_{\text{sig}} - \omega_{0}$ is the detuning from the resonance frequency $\omega_{0}$ of the two-level system giving the generalized Rabi frequency $\Omega_{\text{sig}} = \sqrt{\Omega_{0}^2 + \Delta^2}$.

In the presented measurement protocol a control $\pi/2$-pulse is applied before sensing the target field. In our settings the phase of this reference field is zero, $\phi_{\text{ref}} = 0$. Its effect on the two-level system is

$$U_{\pi/2} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}.$$  

FIG. 4: Final states of the measurement sequence illustrated on the Bloch sphere. (a) Final states for phases $\phi \in [0, 2\pi)$ and rotations by a resonant signal of $\Omega_{\text{sig}} \tau = \pi/3$, $\pi/2$ and $2\pi/3$ are shown as the green, red and blue paths, respectively. (b) Final states for a near-resonant signal with rotation $\Omega_{\text{sig}} \tau = \pi/2$ and detuning $\Delta = 0.3$, 1.0 and 3.0 $\Omega_{0}$ are shown as the green, red and blue paths, respectively. The graphs show the respective population of $|1\rangle$ in dependence on the signal phase $\phi$. In part (a) the green and blue curve give the same populations.
The total time evolution is governed by the product of the time evolution of the two independent fields

\[ U = U_{\text{sig}} U_{\pi/2}. \]  

(8)

If the sensor is initialized into the \(|0\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}\) state, the final state after the measurement sequence is dictated by

\[ \begin{pmatrix} c_1 \\ c_0 \end{pmatrix} = U \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \left[ \cos\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) 1 + i \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \left( -\frac{\Delta}{\Omega_{\text{sig}}} e^{-i\phi} \frac{\Omega_{\text{sig}} e^{i\phi}}{\Omega_{\text{sig}}} \right) \right] \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ i \\ 1 \\ 0 \end{pmatrix}. \]

(9)

The amplitude of the spin \(|1\rangle\) state is

\[ c_1 = \frac{1}{\sqrt{2}} \left[ \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \right. \begin{pmatrix} \Delta \\ \Omega_{\text{sig}} \sin(\phi) \end{pmatrix} + \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \left( \frac{\Delta}{\Omega_{\text{sig}}} \sin(\phi) + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} i e^{i\phi} \right) \]

resulting in the population

\[ |c_1|^2 = \frac{1}{2} \left[ \sin^2\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \left( \frac{\Delta}{\Omega_{\text{sig}}} \sin(\phi) \right)^2 + \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \left( \frac{\Delta}{\Omega_{\text{sig}}} \sin(\phi) \right)^2 \right] \]

\[ = \frac{1}{2} \left[ \sin^2\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \left( \Delta^2 \Omega_{\text{sig}}^2 - 2 \Delta \Omega_{\text{sig}} \sin(\phi) + \Omega_{\text{sig}}^2 \sin^2(\phi) \right) + \cos^2\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \cos(\phi) \right] \]

\[ + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \cos(\phi) + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \cos^2(\phi) \]

\[ = \frac{1}{2} \left[ 1 - 2 \frac{\Delta \Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin^2\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \sin(\phi) + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin\left(\frac{\Omega_{\text{sig}} \tau}{2}\right) \cos(\phi) \right]. \]

(11)

With the identities \(2 \sin^2(\theta/2) = (1 - \cos(\theta))\) and \(2 \sin(\theta/2) \cos(\theta/2) = \sin(\theta)\) the expression simplifies to

\[ |c_1|^2 = \frac{1}{2} \left[ 1 - \frac{\Delta \Omega_{\text{sig}}}{\Omega_{\text{sig}}} (1 - \cos(\Omega_{\text{sig}} \tau)) \sin(\phi) + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin(\Omega_{\text{sig}} \tau) \cos(\phi) \right] \]

(12)

as reported in the main text. One can see that for a fixed interaction time the population oscillates with the signal phase \(\phi\) as the sum of a sine and cosine wave.

**Contrast in dependence on interaction time and detuning**

For periodic sampling rate the signal phase changes linearly with each measurement sequences and an oscillation of the population is obtained. To determine the contrast \(C = \max_{\phi}(|c_1|^2) - \min_{\phi}(|c_1|^2)\) of the protocol, Eq. (12) has to be maximized and minimized as a function of the phase \(\phi\). In case of zero detuning, highest and lowest population of \(|1\rangle\) is received for a signal phase of 0 and \(\pi\) and the contrast is \(C = |\sin(\Omega_{\text{sig}} \tau)|\).

For the case of a non negligible \(\Delta\) the extrema of Eq. (12) with respect to \(\phi\) have to be found. If the derivative

\[ \frac{d|c_1|^2}{d\phi} = \frac{1}{2} \left( \frac{\Delta \Omega_{\text{sig}}}{\Omega_{\text{sig}}} (1 - \cos(\Omega_{\text{sig}} \tau)) \cos(\phi) + \frac{\Omega_{\text{sig}}}{\Omega_{\text{sig}}} \sin(\Omega_{\text{sig}} \tau) \sin(\phi) \right) \frac{1}{\omega} = 0 \]

(13)

is zero an extremum is obtained. By reordering this equation \(\phi\) has to fulfill the condition

\[ \tan(\phi) = -\frac{\Delta}{\Omega_{\text{sig}}} \frac{1 - \cos(\Omega_{\text{sig}} \tau)}{\sin(\Omega_{\text{sig}} \tau)} = -\frac{\Delta}{\Omega_{\text{sig}}} \tan\left(\frac{\Omega_{\text{sig}} \tau}{2}\right). \]

(14)

Hence an extremum is found for the phases

\[ \phi_k = -\arctan[\Delta/\Omega_{\text{sig}} \tan(\Omega_{\text{sig}} \tau/2)] + k\pi \]

(15)
with \(k\) being an integer due to the \(\pi\)-periodicity of the tangent. The two phases \(\phi_0\) and \(\phi_1\) for example give the maximum and minimum of the population and by inserting them the contrast is calculated for any signal driving of duration \(\tau\).

In Figure 5a, the peak amplitude in the FFT of the Qdyne measurement protocol is measured for a resonant signal and varying interaction time \(\tau\) and in b vice versa with a varying signal frequency and constant \(\tau\). The amount of sampled data in the measurements is kept constant such that the peak in the Fourier transform is a measure for the contrast. The data (blue bullets) is scaled to the theoretical contrast (red line) with \(C_{\text{meas}} = a \cdot C_{\text{theo}} + \text{offset}\), where the scaling factor \(a\) and the offset are determined by least squares approximation. In Figure 5b, the maximum contrast that could be obtained by optimizing the sensing time is included (green line).

In the case of large detuning, \(|\Delta| > \Omega_0\), the amplitude of the Rabi oscillation is \(\Omega_0^2/\Omega_{\text{sig}}^2 < 0.5\). For that reason highest contrast is obtained when a \(\pi\)-pulse is done, i.e. when the interaction time is half the driving period, \(\tau = \pi/\Omega_{\text{sig}}\). Condition (15) for the extrema yields \(\phi = \pm \pi/2\) because \(\tan(\Omega_{\text{sig}}\tau/2) = \tan(\pi/2) = \pm \infty\). For that reason if the phase difference between the control \(\pi/2\)-pulse and the signal is \(\pm \pi/2\) highest and lowest population is received. The final population is given by \(|c_1|^2 = 1/2(1 \pm 2\Delta\Omega_0/\Omega_{\text{sig}}^2)\) and the contrast is

\[
C = 2\frac{|\Delta|\Omega_0}{\Omega_{\text{sig}}^2}.
\]

For low detuning, \(|\Delta| \leq \Omega_0\), full contrast can always be obtained because it is possible to perform a pulse that transfers half the population. The Rabi oscillation is described by \(\Omega_0^2/\Omega_{\text{sig}}^2 \sin^2(\Omega_{\text{sig}}\tau/2)\) and has to be \(1/2\) to flip half the population. Hence, the interaction time has to be

\[
\tau = \frac{2}{\Omega_{\text{sig}}} \arcsin \left( \frac{\Omega_{\text{sig}}}{\sqrt{2}\Omega_0} \right).
\]

The phase in Eq. (15) can now be written as

\[
\phi = - \arctan \left( \frac{\Delta}{\Omega_{\text{sig}}} \right) \tan \left( \frac{\Omega_{\text{sig}}\tau}{2} \right) = - \arctan \left( \frac{\Delta}{\Omega_{\text{sig}}} \right) \arcsin \left( \frac{\Omega_{\text{sig}}}{\sqrt{2}\Omega_0} \right) = - \arctan \left( \frac{\Delta}{2\Omega_0} \right) = - \arctan \tilde{\Delta}
\]

where the identity \(\tan(\arcsin x) = x/\sqrt{1-x^2}\) is used and the dimensionless parameter \(\tilde{\Delta} = \Delta/\sqrt{\Omega_0^2 - \Delta^2}\) is introduced. To show that the measurement contrast in this case is one, also the parameter \(\tilde{\Omega}_0 = \Omega_0/\sqrt{\Omega_0^2 - \Delta^2}\) is used, such that \(1 = \tilde{\Omega}_0^2 - \tilde{\Delta}^2\). With the interaction time (17) and the phase (18) the population is

\[
|c_1|^2 = \frac{1}{2} \left[ 1 + \frac{\Delta\Omega_0}{\Omega_{\text{sig}}^2} \left( 1 - \cos \left( 2 \arcsin \left( \frac{\Omega_{\text{sig}}}{\sqrt{2}\Omega_0} \right) \right) \right) \right] \sin \left( \arctan \tilde{\Delta} \right) + \frac{\Omega_0}{\Omega_{\text{sig}}} \sin \left( 2 \arcsin \left( \frac{\Omega_{\text{sig}}}{\sqrt{2}\Omega_0} \right) \right) \cos \left( \arctan \tilde{\Delta} \right)
\]

\[
= \frac{1}{2} \left[ 1 + \frac{1}{\sqrt{1 + \Delta^2}} \left( \frac{\Delta}{\tilde{\Omega}_0} + \frac{1}{\Omega_0} \right) \right] = \frac{1}{2} \left( 1 + \frac{\sqrt{1 + \Delta^2}}{\tilde{\Omega}_0} \right) = 1.
\]

Thus the population is completely transferred into the \(|1\rangle\) state. Taking the \(\pi\)-periodicity of the tangent into account the same calculation can be done with the signal phase \(\phi = - \arctan(\tilde{\Delta}) + \pi\). In this case the sign of the terms with the sine and cosine flip and \(|c_1|^2 = 0\) is obtained. Finally, a maximally achievable contrast of

\[
C = \begin{cases} 
1, & |\Delta| \leq \Omega_0 \\
\Omega_0/\Omega_{\text{sig}}, & \text{else}
\end{cases}
\]

is obtained for the right choice of the interaction time \(\tau\).
FIG. 5: Contrast measurements. (a) Contrast in dependence on interaction time with a resonant signal. On the $x$-axis the sensing time in terms of the Rabi period $T_{\text{sig}} = \frac{2\pi}{\Omega_{\text{sig}}} \approx 2 \mu s$ is recorded. To the measurement data (blue bullets) the curve $|\sin(\Omega_0 \tau)|$ is added (red line). The signal has maxima and minima for interaction lengths $(\tau = \pi/2 \Omega_0 \approx 1.4 \mu s)$ and in dependence on signal detuning. To the measurement data (blue bullets) a theory curve according to Eqs. (12,15) is added (red line). The green line shows the highest contrast achievable for optimizing $\tau$ (eq. (20)). In both figures the measurement data has a slight shift from left to right with respect to the theory due to a slow drift in the transition frequency of the NV center.

Local oscillator and beating

In the presented protocol a local oscillator is needed with frequency close to the signal frequency. For that the resonance frequency of the sensor and hence the control field for manipulation can be used. However, we have identified the local oscillator as an estimate of the signal in Eq. (4) of the main text

$$\nu_{\text{LO}} = \frac{N_{\text{LO}}}{T_L} = \text{round}(\nu_{\text{sens}} T_L)/T_L.$$  \hspace{1cm} (21)

For either definition of the local oscillator the signal frequency has to be known beforehand within the sensor linewidth to assure sensitivity as well as unambiguous frequency estimation (upon sign ambiguity, see at the end of this section).

All following considerations apply to any definition of the local oscillator.

Now we want to derive a precise formulation of the beating that is valid for arbitrary local oscillator and signal frequencies. The phase increment with respect to the local oscillator for each new measurement after $T_L$ is $\Delta \phi = 2\pi \cdot (\nu_{\text{sig}} - \nu_{\text{LO}})/T_L$. However, for larger values of $\nu_{\text{sig}} - \nu_{\text{LO}}$ ambiguities arise and we want to describe the phase increment within the interval $[-\pi, \pi)$. For that we use the sawtooth function $\text{sawtooth}(x) = 2A \left( \frac{x}{p} - \lfloor \frac{x}{p} \rfloor \right)$ with amplitude $A$ and period $p$ where $\text{sawtooth}(0) = 0$. Here the floored modulo operation $r = a \mod n = a - n \lfloor \frac{a}{n} \rfloor$ is used. With $A = \pi$ and $p = 2\pi$ the phase increment is

$$\Delta \phi = 2\pi \left( \left( \frac{1}{2} + (\nu_{\text{sig}} - \nu_{\text{LO}}) T_L \right) \mod 1 - \frac{1}{2} \right) = 2\pi \left( \left( \frac{1}{2} + \delta_0 T_L \right) \mod 1 - \frac{1}{2} \right),$$  \hspace{1cm} (22)

with $\delta_0 = \nu_{\text{sig}} - \nu_{\text{LO}}$. This function is illustrated in Figure 6a.

For the $n$-th measurement the signal phase adds up to $\phi_n = \phi_0 + n \Delta \phi$ with the initial signal phase $\phi_0$. In the end an oscillatory behavior of the population (12) in dependence on the measurement number $n$ with phase $\phi_n$ is observed,

$$|c_1^{(n)}|^2 = \frac{1}{2} \left[ 1 - \frac{\Delta \Omega_0 \Omega_{\text{sig}}^2 (1 - \cos(\Omega_{\text{sig}} \tau))}{\Omega_{\text{sig}}^2} \sin(\phi_0 + n \Delta \phi) + \frac{\Omega_0}{\Omega_{\text{sig}}} \sin(\Omega_{\text{sig}} \tau) \cos(\phi_0 + n \Delta \phi) \right].$$  \hspace{1cm} (23)

The frequency of the oscillation is the beating of the local oscillator against the signal:

$$\delta = \frac{\Delta \phi}{2\pi T_L} = \frac{1}{T_L} \left[ \left( \frac{1}{2} + \delta_0 T_L \right) \mod 1 - \frac{1}{2} \right] = \left( \frac{1}{2T_L} + \delta_0 \right) \mod \frac{1}{T_L} - \frac{1}{2T_L}.$$  \hspace{1cm} (24)
FIG. 6: (a) Phase increment $\Delta \phi$ in dependence on the signal frequency. A sawtooth curve within $[-\pi, \pi)$ and periodicity $T_L$ is obtained. (b) Beating as of Eq. (25) (blue). For certain signal frequencies the same beating is obtained (blue bullets). With a modified sequence length $\tilde{T}_L$ (red curve) the different frequencies can be resolved by their shift (black lines).

While for phase estimation the sign of $\delta$ is of importance, as pointed out in the main text, for frequency estimation the protocol does not distinguish between a positive and a negative beating. From now on we want to consider only the absolute value of the beating

$$\delta = \left| \frac{\Delta \phi}{2\pi T_L} \right| = \left| \left( \frac{1}{2T_L} + \nu_{\text{sig}} - \nu_{\text{LO}} \right) \mod \frac{1}{T_L} - \frac{1}{2T_L} \right|. \quad (25)$$

Consequently, a sign ambiguity for estimating the signal frequency arises and $\nu_{\text{sig}}$ cannot be distinguished from $\nu'_{\text{sig}} = \nu_{\text{sig}} - 2\delta_0 = 2\nu_{\text{LO}} - \nu_{\text{sig}}$. Assuming $0 < \nu_{\text{sig}} - \nu_{\text{LO}} < 1/2T_L$ the two signals $\nu_{\text{sig}} = \nu_{\text{LO}} + \delta$ and $\nu'_{\text{sig}} = \nu_{\text{LO}} - \delta$ cannot be differentiated between by measuring $\delta$. This ambiguity can be lifted by performing another measurement with a slightly modified local oscillator $\tilde{\nu}_{\text{LO}} = \nu_{\text{LO}} - \delta \nu$. The resulting beating is

$$\tilde{\delta} = \left| \left( \frac{1}{2T_L} + \nu_{\text{sig}} - \tilde{\nu}_{\text{LO}} + \delta \nu \right) \mod \frac{1}{T_L} - \frac{1}{2T_L} \right| = \delta \pm \delta \nu, \quad (26)$$

where the modification $\pm \delta \nu$ depends on the sign of the expression $\nu_{\text{sig}} - \tilde{\nu}_{\text{LO}}$. Hence, from measuring either the positive or negative shift of $\tilde{\delta}$ from $\delta$ the sign ambiguity can be resolved.

**Phase estimation**

The oscillation that is measured with the Qdyne protocol is described with Eq. (23). Importantly, it is a sum of a sine and a cosine term of same argument ($\phi_0 + n \Delta \phi$) such that the resulting oscillation has the same frequency. However, the initial phase of this oscillation might be different from the signal phase $\phi_0$. To correctly estimate the signal phase one has to take this into account. We rewrite the sine and cosine term in a single cosine expression with the identity

$$A \cos \phi + B \sin \phi = \text{sgn}(A) \sqrt{A^2 + B^2} \cos(\phi + \theta)$$

where the phase shift $\theta$ is given by $\theta = \arctan(-B/A)$. With $A = \frac{\Omega_0}{\Omega_{\text{sig}}} \sin(\Omega_{\text{sig}} \tau)$ and $B = -\frac{\Delta \Omega_0}{\Omega_{\text{sig}}} (1 - \cos(\Omega_{\text{sig}} \tau))$ the phase of the population signal is

$$\theta = \arctan \left( \frac{\Delta}{\Omega_{\text{sig}}} \frac{1 - \cos(\Omega_{\text{sig}} \tau)}{\sin(\Omega_{\text{sig}} \tau)} \right) = \arctan \left( \frac{\Delta}{\Omega_{\text{sig}}} \tan \left( \frac{\Omega_{\text{sig}} \tau}{2} \right) \right). \quad (27)$$

This shift $\theta$ can be calculated when the frequency $\nu_{\text{sig}}$ and amplitude $B_0$ of the signal has been estimated. For small detunings $\Delta$ and rotation angles $\Omega_{\text{sig}} \tau$ the shift is negligible, but note that in the latter case no signal is obtained. The dependence of $\theta$ on the rotation angle $\Omega_{\text{sig}} \tau$ and the detuning $\Delta$ is shown in the contour plot in figure 7a and in b as a function of $\Delta$ for $\Omega_{\text{sig}} \tau = \pi/2$.

**Bandwidth**

The result (25) is in accordance with the Nyquist-Shannon sampling theorem which states that the highest frequency $\delta_{\text{max}}$ that can be resolved when sampling a signal with a constant sampling rate $1/T_L$ is given by half the sampling rate
\[ \delta_{\text{max}} = 1/2T_L. \] Signal frequencies \( \nu_{\text{sig}}^{(N)} = \nu_{\text{sig}} + \frac{N}{T_L} \) \((N \in \mathbb{Q})\) or \( \nu_{\text{sig}}^{(N)} = \nu_{\text{sig}} - 2\delta_0 - \frac{N}{T_L} \) (these are the sign ambiguities of \( \nu_{\text{sig}}^{(N)} \) that have the same beating with opposite sign) cannot be distinguished from \( \nu_{\text{sig}} \) because they result in the same \( \delta \) (see blue bullets in Figure 6b). For that reason we have assumed that the difference between the signal and local oscillator is small, \( |\nu_{\text{sig}} - \nu_{\text{LO}}| < 1/2T_L \), such that frequencies within the interval \( (\nu_{\text{LO}} - 1/2T_L, \nu_{\text{LO}} + 1/2T_L) \) can be estimated uniquely (upon sign ambiguity, see above).

For measurements in which temporal overhead due to readout and control operations of the NV center can be neglected the sequence length is equal to the interaction time which is limited by the dephasing time, \( T_L = \tau < T_2^* \). We see that the bandwidth \( 1/T_L > 1/T_2^* \) is always larger than the linewidth of the spin transition such that high sensitivity is ensured. If large temporal overheads \( (T_L \gg \tau) \) are needed (e.g., for single-shot readout) which reduce the bandwidth \( (1/T_L < 1/T_2^*) \) or to detect a wider range of frequencies to which the sensor might still be sensitive as shown in Figure 5 and Figure 3c of the main text, the bandwidth can be increased with a second measurement. This can be done by modifying the sequence length \( \tilde{T}_L = T_L + \delta T_L \) such that the beating of the modified sequence is different for all \( N \) under consideration. The beating for the \( \nu_{\text{sig}}^{(N)} \) with sequence length \( \tilde{T}_L \) is

\[
\hat{\delta}^{(N)} = \hat{\delta}(\nu_{\text{sig}}^{(N)}) = \left| \left( \frac{1}{2T_L} + \frac{N}{T_L} + \nu_{\text{sig}} - \nu_{\text{LO}} \right) \mod \frac{1}{2T_L} - \frac{1}{2T_L} \right| = \hat{\delta} \pm \Delta \delta^{(N)}
\]

(28)

where \( \hat{\delta} = \left| \left( \frac{1}{2T_L} + \nu_{\text{sig}}^{(0)} - \nu_{\text{LO}} \right) \mod \frac{1}{2T_L} - \frac{1}{2T_L} \right| \). We define the modulation of the beating as

\[
\Delta \delta^{(N)} = \frac{N}{T_L} \mod \frac{1}{T_L} = N \frac{\tilde{T}_L}{T_L} \mod 1 \cdot \frac{1}{T_L} = \left( N + \frac{N\delta T_L}{T_L} \right) \mod 1 \cdot \frac{1}{T_L} = \frac{N\delta T_L}{T_L} \mod 1 \cdot \frac{1}{T_L} \quad \text{for } |N\delta T_L/T_L| < 1.
\]

(29)

However, \( \Delta \delta^{(N)} \) has to fulfill a more stringent condition than that of the last equality, namely it has to assure that \( 0 < \Delta \delta^{(N)} < 1/2T_L \). If this is not given the modulo expression of Eq. (28) changes and \( \Delta \delta^{(N)} \) changes accordingly.

The same calculations can be done with \( \nu_{\text{sig}}^{(N)} \) giving the same result

\[
\hat{\delta}^{(N)} = \hat{\delta} \pm \Delta \delta^{(N)}.
\]

(30)

Importantly, the beating frequency changes for both cases and the frequencies \( \nu_{\text{sig}}^{(N)} \) or \( \nu_{\text{sig}}^{(N)} \) can be distinguished (sign ambiguity is not resolved) in a second measurement with modified sequence length \( \tilde{T}_L \). In Figure 6, the modified beating \( \hat{\delta} \) and shift \( \Delta \delta^{(N)} \) are illustrated. It can also be seen for the very left and right point that here the modulo expression has changed, resulting in a different \( \Delta \delta^{(N)} \) than that given in Eq. (30).

**Unique signal estimation with large bandwidth and dynamic range**

In the main text it is argued that with a second measurement where the interaction time \( \tau \) is varied the dynamic range can be increased. At this point we want to observe that the three parameters local oscillator frequency, sequence
FIG. 8: Measurement result of a signal with three frequency components. Three MW fields with slightly different frequencies are combined to create the signal. In the Fourier transform three distinct peaks are found.

length and interaction time can also be modified altogether in a second measurement. In this way unique estimation of the signal over a large bandwidth and with high dynamic range is possible. The effect of each of the modifications has to be considered as i) a constant shift but with opposite signs to resolve the sign ambiguity when modifying the local oscillator $\nu_{LO}$, ii) a shift that increases linearly with different signal frequencies within the increased bandwidth (within the given limits) when modifying the sequence length $T_L$ and iii) a change in the beating signal amplitude when modifying the interaction time $\tau$.

Multi-frequency signal

With the measurement protocol it is possible to detect signals with different frequency components $\nu_i$. The action of different signal components on the Bloch sphere is that of a simultaneous rotation about different rotation axes. The result is a combined rotation of all components. With their different frequencies each one will have a different phase increment $\Delta \phi_i$ and the readout state of the sensor’s spin states will change as the sum of each individual oscillation. Hence, in the Fourier transform the beating of each frequency component $\delta_i$ will be present. In Figure 8 the measurement result of signal with three frequency components is shown. Each peak is resolved individually. The two peaks at the right have a frequency difference of about 160 Hz. With the measurement protocol the two frequencies are resolved after an integration time of $T = 1/160 \text{Hz} = 6.25 \text{ms}$. The amplitude of each peak depends on the individual strength of the frequency component, its detuning and the interaction time. Within the bandwidth and the dynamic range each component can be fully reconstructed as presented for a monochromatic signal.

EXPERIMENTAL SETUP

Diamond sample

For the experiments a hemispherical diamond prepared by Element Six is used which was overgrown with a thin layer ($\sim 100 \text{nm}$) of 99.999 % isotopically purified $^{12}$C. The NV centers are incorporated during the growth process. With the high purity of $^{12}$C atoms a dephasing time of about $T_2 = 50 \mu s$ is obtained.

Optical and microwave setup

The centerpiece of the optical setup is a home-built confocal microscope with diffraction limited resolution. A 532 nm laser is used to excite the single NV centers and the red-shifted fluorescence is detected by an avalanche photodiode. Microwave control is generated with an arbitrary waveform generator (Tektronix AWG70001A) with 20 ps timing resolution. Magnetic signal fields at frequencies $\sim \text{GHz}$ are generated using a crystal quartz oscillator stabilized signal generator (Rohde & Schwarz SMIQ 03B). All signals are combined and guided through a 20 $\mu$m thin copper wire soldered on the sample holder and located close to the NV centers of interest.
FIG. 9: (a) Rabi measurement with the signal field. With a switch the MW signal field is pulsed to perform a Rabi measurement to calibrate the signal strength. The measured signal has a Rabi frequency of $2\pi \times 178$ kHz resulting in a magnetic field strength of 6.37 $\mu$T. (b) Pulsed ODMR to measure the DC shift of the NV center resonance when applying a 5 V DC voltage (red) with respect to no DC shift (blue).

Microwaves from the signal generator are controlled by an electrical switch which is operated by the AWG and allows to toggle the signal on and off in order to obtain a pulsed signal for the test measurements. To calibrate the magnetic field strength at the NV center a Rabi measurement is performed with this pulsed test signal (Figure 9a). From the Rabi frequency $\Omega_0$ the field strength $B_0$ is received by the relation $\Omega_0 = \gamma_{NV}B_0$, with the gyromagnetic ratio of the NV center $\gamma_{NV} = 2\pi \times 28.03$ MHz/mT.

The DC shift of the resonance of the NV center is done by applying a voltage of 5 V through the copper wire. With an optically detected magnetic resonance (ODMR) measurement we determine an additional magnetic field of about one Gauss along the NV axis that results in a frequency shift of $-3$ MHz (b).

To control the measurement and the communication with all hardware devices we use the home-build modular software suit Qudi [1].

Evaluation protocol

The fluorescence photons are recorded by an avalanche photo diode and its signal is directed to a time-tagged single photon counting card (TTSPC). To synchronize the photon counting card with the individual single measurements the AWG sends a trigger signal with each start of a new sequence. The TTSPC records each sequence together with the arrival time of the detected photons during the corresponding measurement with 200 ps resolution. By post-processing of the data only photons impinging on the APD during the first 400 ns of laser readout are selected and all other photon counts are discarded. The resulting count trace is an array of mostly zeros because the fidelity for optical readout is very low and in average about one photon in five sequences is detected. Nevertheless, the fluorescence difference of the NV center’s spin states is imparted onto the fluorescence time trace as the total probability for detecting a photon is higher for $|0\rangle$ than for $|1\rangle$. Consequently, the oscillation of the spin population in the measurement protocol is imprinted onto the count trace and doing a discrete FFT reveals the beating frequency.

On the (absolute valued) FFT spectrum a Lorentzian fit of the form

$$L(x) = L_0 \frac{\gamma^2}{(x_0 - x)^2 + \gamma^2} + L_{\text{off}}$$

is performed where $L_0$ is the amplitude, $L_{\text{off}}$ the offset, $\gamma$ the HWHM and $x_0$ the center position. The noise is determined from the square root of the variance

$$\text{noise} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (y(x_i) - L(x_i))^2}$$

with the measured FFT spectrum $y(x_i)$ and the corresponding fit values $L(x_i)$. The fitting algorithm is based on a nonlinear least-squares solver.
The uncertainty of frequency and amplitude estimation can be read from the 95% error interval of the fit parameters. The uncertainty for phase estimation is calculated by error propagation of the uncertainty in the estimation of the peak position and of the noise in the real and imaginary part of the Fourier transform. Note that the peak position estimation between two data points improves with $T^{-1/2}$ corresponding only to a reduction of noise (in contrast to $T^{-3/2}$ for frequency estimation which further improves due to a reduction of the linewidth with $T^{-1}$). Therefore the scaling of the uncertainty in phase is $T^{-1/2}$.

As the signal amplitude is estimated from the peak amplitude in the Fourier spectrum the latter has to be calibrated beforehand. This is done by measuring with a known signal. As the measurement contrast translates proportionally to the FFT amplitude a single calibration measurement is sufficient together with the results in section ”Contrast in dependence on interaction time and detuning”.
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