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Abstract
Automatic discourse processing is bottlenecked by data: current discourse formalisms pose highly demanding annotation tasks involving large taxonomies of discourse relations, making them inaccessible to lay annotators. This work instead adopts the linguistic framework of Questions Under Discussion (QUD) for discourse analysis and seeks to derive QUD structures automatically. QUD views each sentence as an answer to a question triggered in prior context; thus, we characterize relationships between sentences as free-form questions, in contrast to exhaustive fine-grained taxonomies. We develop the first-of-its-kind QUD parser that derives a dependency structure of questions over full documents, trained using a large, crowdsourced question-answering dataset DCQA (Ko et al., 2022). Human evaluation results show that QUD dependency parsing is possible for language models trained with this crowdsourced, generalizable annotation scheme. We illustrate how our QUD structure is distinct from RST trees, and demonstrate the utility of QUD analysis in the context of document simplification. Our findings show that QUD parsing is an appealing alternative for automatic discourse processing.

1 Introduction
Discourse structure characterizes how each sentence in a text relates to others to reflect the author’s high level reasoning and communicative intent. Understanding discourse can be widely useful in applications such as text summarization (Hirao et al., 2013; Gerani et al., 2014; Durrett et al., 2016; Xu et al., 2020), classification (Bhatia et al., 2015; Ji and Smith, 2017), narrative understanding (Lee and Goldwasser, 2019), machine comprehension (Narasimhan and Barzilay, 2015), etc.

However, automatically inferring discourse structure is challenging which hinders wider application (Atwell et al., 2021). At its root lies the issue of data annotation: popular coherence formalisms like the Rhetorical Structure Theory (RST, Mann and Thompson (1988)), Segmented Discourse Representation Theory (SDRT, Asher et al. (2003)), and the Penn Discourse Treebank (PDTB, Prasad et al. (2008)) require experts—typically linguists trained for the task—to reason through long documents over large relation taxonomies. These features, coupled with the difficulties of annotating full structures in the case of RST and SDRT, make the task inaccessible to lay annotators. The taxonomies differ across formalisms (Demberg et al., 2019), and their coverage and definitions are being actively researched and refined (Sanders et al., 1992; Taboada and Mann, 2006; Prasad et al., 2014).

In contrast, this work aims to derive discourse structures that fit into the linguistic framework of Questions Under Discussion (QUD) (Von Stutterheim and Klein, 1989; Van Kuppevelt, 1995), which neatly avoids reliance on a strict taxonomy. In QUD, “each sentence in discourse addresses a (often implicit) QUD either by answering it, or by bringing up another question that can answer the QUD.” (Benz and Jasinskaja, 2017). Thus relationships between sentences can be characterized by free-form questions instead of pre-defined taxonomies. For instance, consider the following two sentences:

(S3): A route out of Sarajevo was expected to open later today — but only for international humanitarian agencies that already can use another route.

(S6): A four-month cease-fire agreement signed Dec. 31 made possible the medical evacuation and opening of the route into Sarajevo today.

Sentence 6 is the answer to a question from sentence 3: “Why can they open a route?”. The question-answer view is in line with recent work reformulating linguistic annotation as question answering (He et al., 2015; Pyatkin et al., 2020; Klein...
California legislators, searching for ways to pay for the $4 billion to $6 billion in damages from last week’s earthquake, are laying the groundwork for a temporary increase in the state’s sales tax. [2] The talk of a sales tax rise follows a rebuff from Congress on the question of how much the federal government is willing to spend to aid in California’s earthquake relief efforts. [3] The state had sought as much as $4.1 billion in relief, but yesterday the House approved a more general scaled-back measure calling for $2.85 billion in aid, the bulk of which would go to California, with an unspecified amount going to regions affected by Hurricane Hugo. [4] That leaves the state roughly $2 billion to $4 billion short. [5] A sales tax increase appears to be the fastest and easiest to raise funds in a hurry.

According to the state department of finance, a one-penny increase in the state’s six-cent per dollar sales tax could raise $3 billion.

et al., 2020), which reduces the bar for data collection and allows advancements in QA systems to be recruited (Aralikatte et al., 2021). Furthermore, QUD’s reliance on natural language annotation aligns with large language models (e.g., GPT-3) using language as a universal “interface” across various tasks.

Despite the richness in theoretical research related to QUD, data-driven efforts are scarce; recent work has started corpora development under QUD (De Kuthy et al., 2018; Westera et al., 2020; Hesse et al., 2020), but these dedicated datasets are small and no computational models have yet been built to automatically derive QUD structures.

This work seeks to fill this gap, and presents the first-of-its-kind QUD parser. This parser takes a document as input and returns a question-labeled dependency structure over the sentences in the document, as depicted in Figure 1(a). For training, we use the intra-document question answering dataset DCQA (Ko et al., 2022); DCQA’s annotation scheme is both compatible with QUD and easily crowdsourced, making QUD parsing a much less costly option than existing frameworks.

Each question in DCQA is considered to arise from an “anchor” sentence, and answered by another sentence later in the same article. In line with QUD, we consider each sentence as the answer to an implicit question from prior context (Hunter and Abrusán, 2015), in particular the anchor sentence. We view the anchor sentence as the parent node of the answer sentence, with the question describing the relation between the two; this results in a dependency tree structure.

Conveniently, a subset of DCQA overlaps with the RST Discourse Treebank (Carlson et al., 2001), allowing us to directly compare the two types of structures (Figure 1(b)). We show that the QUD trees are structurally distinct from RST trees. A close inspection of relation-question correspondence reveals that QUD’s free-form questions are more fine-grained, and that their presence reduces annotator disagreement in selecting RST relations.

Trained on DCQA, our QUD parser consists of two models used in a pipeline. The first model predicts the anchor sentence for each (answer) sentence in the article; the second model performs question generation given the answer sentence and the predicted anchor sentence. Our comprehensive human evaluation shows that readers approve of 71.5% of the questions generated by our best model; among those, the answer sentence answers the generated question 78.8% of the time. Finally, we demonstrate the analytical value of QUD analysis in the context of news document simplification: the questions reveal how content is elaborated and reorganized in simplified texts.

In sum, this work marks the first step in QUD parsing; our largely positive human evaluation results show that this is a promising data-driven approach to discourse analysis with open, crowdsourced annotation that is so far infeasible to do at scale with other discourse frameworks. We release our models at https://github.com/lingchensanwen/DCQA-QUD-parsing.
2 Background and related work

Discourse frameworks Questions Under Discussion is a general framework with vast theoretical research especially in pragmatics, e.g., information structure (Roberts, 2012; Büring, 2003; Velleman and Beaver, 2016), presuppositions (Simons et al., 2010), and implicature (Hirschberg, 1985; Van Kuppevelt, 1996; Jasinskaja et al., 2017). Ginzburg et al. (1996) extended Stalnaker (1978)'s dynamic view of context to dialogue by integrating QUD with dialogue semantics, where the speakers are viewed as interactively posing and resolving queries. In QUD analysis of monologue, each sentence aims to answer a (mostly implicit) question triggered in prior context. Sometimes the questions form hierarchical relationships (stacks where larger questions have sub-questions, starting from the root question “What is the way things are?”) (Büring, 2003; Roberts, 2004; De Kuthy et al., 2018; Riester, 2019). However, because of the inherent subjectivity among naturally elicited QUD questions (Westera et al., 2020; Ko et al., 2020), we leave question relationships for future work.

QUD and coherence structures are closely related. Prior theoretical work looked into the mapping of QUDs to discourse relations (Jasinskaja et al., 2008; Onea, 2016) or the integration of the two (Kuppevelt, 1996). Hunter and Abrusán (2015) and Riester (2019) studied structural correspondences between QUD stacks and SDRT specifically. Westera et al. (2020) showed that QUD could be a useful tool to quantitatively study the predictability of discourse relations (Garvey and Caramazza, 1974; Kehler et al., 2008; Bott and Solstad, 2014). In Pyatkin et al. (2020), discourse relation taxonomies were also converted to template questions, though not in the QUD context.

Traditionally, discourse “dependency parsing” refers to parsing the RST structure (Hirao et al., 2013; Bhatia et al., 2015; Morey et al., 2018). Since QUD structures are marked by free-form questions, the key aspect of “parsing” a QUD structure is thus question generation, yielding a very different task and type of structure than RST parsing. As we show in the paper, the two are complementary to each other and not comparable. This work focuses on automating and evaluating a QUD parser; we leave for future work to explore what types of structure is helpful in different downstream tasks.

The DCQA dataset Corpora specific for QUD are scarce. Existing work includes a handful of interviews and 40 German driving reports annotated with question stacks (De Kuthy et al., 2018; Hesse et al., 2020), as well as Westera et al. (2020)'s 6 TED talks annotated following Kehler and Rohde (2017)'s expectation-driven model (eliciting questions without seeing upcoming context). Ko et al. (2020)'s larger INQUISITIVE question dataset is annotated in a similar manner, but INQUISITIVE only provides questions for the first 5 sentences of an article, and they did not annotate answers.

This work in contrast repurposes the much larger DCQA dataset (Ko et al., 2022), consisting of more than 22K questions crowdsourced across 606 news articles. DCQA was proposed as a way to more reliably and efficiently collect data to train QA systems to answer high-level questions, specifically QUD questions in INQUISITIVE. Though not originally designed for QUD parsing, DCQA is suitable for our work because its annotation procedure follows the reactive model of processing that is standard in QUD analysis (Benz and Jasinskaja, 2017), where the questions are elicited after observing the upcoming context. Concretely, for each sentence in the article, the annotator writes a QUD such that the sentence is its answer, and identifies the “anchor” sentence in preceding context that the question arose from. Figure 1(a) shows questions asked when each of the sentences 2-6 are considered as answers, and their corresponding anchor sentences. As with other discourse parsers, ours is inevitably bound by its training data. However, DCQA’s crowdsourcable paradigm makes future training much easier to scale up and generalize.

3 Questions vs. coherence relations

We first illustrate how questions capture intersentential relationships, compared with those in coherence structures. We utilize the relation taxonomy in RST for convenience, as in Section 5.3 we also compare the structure of our QUD dependency trees with that of RST.

Given each existing anchor-answer sentence pair across 7 DCQA documents, we asked two graduate students in Linguistics to select the most appropriate discourse relation between them (from the RST relation taxonomy (Carlson and Marcu, 2001)). Both students were first trained on the taxonomy using the RST annotation manual.

Analysis The frequency distribution of annotated RST relations that occurred ≥ 10 times (counting each annotator independently) is: elaboration(200),
cause(75), manner-means(69), background(64), explanation(55), comparison(33), condition(32), contrast(17), temporal(15), attribution(14). E.g.,

[context] Early one Saturday in August 1992, South Floridians discovered they had 48 hours to brace for, or flee, ... one of the nation’s most infamous hurricanes. [anchor] Oklahomans got all of 16 minutes before Monday’s tornado. [QUD] How much time do people normally have to prepare for tornadoes? [answer] And that was more time than most past twisters have allowed.

RST label: Comparison

Our analysis shows that the questions are often more fine-grained than RST relation labels; in the example below, the QUD describes what is being elaborated:

[anchor] Crippled in space, the Kepler spacecraft’s planet-hunting days are likely over. [QUD] What plans does NASA have for the damaged spacecraft? [answer] Engineers will try to bring the failed devices back into service, or find other ways to salvage the spacecraft.

RST label: Elaboration-Additional

Agreeing on what is the most appropriate RST relation, as expected, is difficult with its large relation taxonomy: Krippendorff’s $\alpha$ (with MASI distance to account for multiple selection) between the two annotators is 0.216, indicating only fair agreement (Artstein and Poesio, 2008). To study the effects of seeing the QUD, we further asked the annotators to find a relation without the question. This led to a much lower, 0.158 $\alpha$ value. Thus the presence of the QUD could, in some cases, align divergent opinions, as in the following example:

[context] For the past four years, the $600 million Kepler has been a prolific planet detector from its lonely orbit... [anchor] The project has been a stunning success, changing our view of the universe. [QUD] What knowledge did we have about solar systems before the project? [answer] Before Kepler, we knew little about other solar systems in the Milky Way galaxy.

RST labels with questions: Background; Background
RST labels w/o questions: Evidence; Circumstance

We also find that sometimes a question could be interpreted in terms of different RST relations:

[anchor] According to a preliminary National Weather Service summary, Monday’s tornado was a top-end EF5, with top winds of 200 to 210 miles per hour (mph), and was 1.3 miles wide. [QUD] How long did the tornado last?

[answer] It was tracked on the ground for 50 minutes - an eternity for a tornado - and its damage zone is more than 17 miles wide.

RST labels that could work: Evidence, Proportion, Elaboration-Additional, Manner

These findings indicate that while questions often relate to coherence relations, they are typically more specific and can also capture aspects from multiple relations. This supports Hunter and Abrusán (2015)'s skepticism about the correspondence of QUD and coherence structures, though they focused more on structural aspects of SDRT.

4 Deriving QUD dependency structures

Our task is to derive a QUD dependency structure over a document $D = (s_1, \ldots, s_n)$ consisting of $n$ sentences. A QUD tree $T = ((a_1, q_1), \ldots, (a_n, q_n))$ can be expressed as a list of $n$ tuples: each sentence has an associated anchor sentence $a_i$ and a question labeling the edge to the anchor $q_i$. To arrive at a dependency structure, we view the anchor sentence as the head of an edge, linking to the answer sentence via the question, as shown in Figure 1(a).

We set $a_1 = 0$ and $q_1 = \emptyset$; the first sentence is always the root of the QUD dependency tree, so has no parent and no question labeling the edge. Each other $a_i \in \{1, 2, \ldots, i - 1\}$ and $q_i \in \Sigma^*$ for a vocabulary $\Sigma$. We note that $T$ is analogous to a labeled dependency parse, except with questions $q$ in place of typical discrete edge labels. Our parser is a discriminative model

$$P(T \mid D) = \prod_{i=1}^{n} [P_a(a_i \mid D, i) P_q(q_i \mid D, i, a_i)].$$

This formulation relies on models corresponding to two distinct subtasks. First, anchor prediction selects the most appropriate sentence in prior context to be the anchor sentence of the generated question using a model $P(a_i \mid D, i)$. Second, question generation given the current (answer) sentence, its anchor, and the document context uses a model $P(q_i \mid D, i, a_i)$.

We do not impose projectivity constraints or other structural constraints beyond anchors needing to occur before their children. Therefore, inference can proceed with independent prediction for each sentence. We now proceed to describe the models

---

1 We paced 3 months between annotation with and without the question to minimize memorization effects.

2 We make a further simplifying assumption by doing greedy prediction of each $a_i$ before generating $q_i$. We sample $q$ using nucleus sampling and do not rely on the question probabilities to be informative about whether the structure itself is well-formed.
Figure 2: Breakdown of the two modules used in the parser: anchor selection using a Longformer QA model to select an anchor index and question generation conditioned on the selected anchor and the answer, including a BERT reranking phase.

for \( P_q \) and \( P_a \) that constitute the parser.

4.1 Anchor prediction

The anchor prediction model \( P_a \) considers the given sentence \( s_i \) and reasons through prior article context to find the most likely sentence where a QUD can be generated, such that \( s_i \) is the answer. Since this task involves long document contexts, we use the Longformer model \( \text{longformer-base-4096} \) (Beltagy et al., 2020), shown to improve both time efficiency and performance on a range of tasks with long contexts.

We adopt the standard setup of BERT for question answering (Devlin et al., 2019) and model \( P(a_i) \) as a product of start and end distributions. For the input, we concatenate the anchor sentence and the article as a single long sequence, separated by delimiters: [CLS] [answer sentence] [SEP] [document]. Following Ko et al. (2022), we add two tokens: the start of sentence token [sos] and the sentence ID, before every sentence in the article. We train the model to predict the span of the two added tokens in front of the anchor sentence.

We modify the HuggingFace (Wolf et al., 2020) codebase for our experiments. We use the Adam (Kingma and Ba, 2015) optimizer with \( (\beta_1, \beta_2) = (0.9, 0.999) \) and learning rate \( 5\text{e-5} \). The model is trained for 25000 steps using batch size 4. We use the same article split for training, validation and testing as in DCQA, and the parameters are tuned on the validation set.

4.2 Question generation

Our question generator \( P_q(q_i | D, i, a_i) \) takes in the answer sentence \( s_i \) indexed by \( i \), the anchor sentence at \( a_i \), and the article \( D \), and aims to generate an appropriate QUD. We fine-tune GPT-2 (Radford et al., 2019) for this purpose; Ko et al. (2020) showed that GPT-2 generates open-ended, high-level questions with good quality. To fine-tune this model, each input instance is a concatenation of four parts, separated by delimiters: (1) \( s_0, s_1, \ldots, s_{i-1} \), with the start and end of the anchor sentence marked by special tokens; (2) the anchor sentence; (3) \( s_i \); (4) the question.

Inference During inference, we feed in (1)—(3) and sample from the model to generate the question. By default, we use nucleus sampling (Holtzman et al., 2020) with \( p = 0.9 \). To improve the consistency of questions with the anchor or answer sentences, we use an additional reranking step.

Our reranker is a BERT binary classification model formatted as [CLS] [question] [SEP] [anchor sentence] [answer sentence]. Positive examples consist of annotated questions, anchor, and answer sentences in the DCQA training set; we synthetically generate negative examples by replacing the anchor or answer sentences with others in the same article. Training is detailed in Appendix B. To rerank, we sample 10 questions from the generation model, and choose the question with the highest posterior from the reranker.

Reducing question specificity We found that questions generated by the above model often copy parts of the answer sentence, including information that is introduced for the first time in the answer sentence. For example, in Figure 1, Hurricane Hugo is first mentioned in sentence 3. The model might ask “What type of relief is going to California and regions affected by Hurricane Hugo?” This makes the question prone to “foresee” details that are unlikely to be inferred from previous context, violating QUD principles. We observe that these unwanted details often pertain to specific entities. To this end, in the answer sentence, we replace each token that belongs to a named entity with its entity type before feeding into the GPT-2 model.\(^3\)

5 Evaluation and analysis

Since QUD parsing features an open-ended generation component, we need new evaluation methodology compared to standard discourse parsing. We focus on two main factors: (1) whether the generated question is plausible at the predicted anchor point; (2) whether the question is actually answered by the answer sentence.

\(^3\)We use the bert-base-NER model trained on the CoNLL-2003 NER dataset (Sang et al., 2003)
Question 1: Assuming you are reading through the article and ask a question based on the article up to that point, is this a reasonable question?

| Yes | Minor error |
|-----|-------------|
| Sort of | Hallu.(m) | Hallucinates minor details not mentioned in the source sentence or context. |
|       | Answered(m) | Already answered in the source sentence but could be asked again |
| No   | Nonsense | Incomprehensible or doesn’t make sense |
|      | Silliness | Irrelevant to the article |
|      | Hallu.(s) | Does not arise from that sentence or is irrelevant to the sentence |
|      | Hallu.(M) | Hallucinates key parts of the question |
|      | Answered(M) | Already answered in the source sentence and doesn’t make sense to ask again at all |

Question 2: Does the answer sentence answer the question?

| Yes | Minor error |
|-----|-------------|
| Sort of | Hallu.(m) | Hallucinates minor details not mentioned in the source sentence or context. |
|       | Answered(m) | Already answered in the source sentence but could be asked again |
| No   | Nonsense | Incomprehensible or doesn’t make sense |
|      | Silliness | Irrelevant to the article |
|      | Hallu.(s) | Does not arise from that sentence or is irrelevant to the sentence |
|      | Hallu.(M) | Hallucinates key parts of the question |
|      | Answered(M) | Already answered in the source sentence and doesn’t make sense to ask again at all |

Figure 3: Evaluation schema.

In QUD annotation and DCQA itself (Westera et al., 2020; Ko et al., 2020, 2022), it is often the case that multiple questions can be asked even given the same anchor and/or answer sentences. The evaluation of QUD validity thus involves complex reasoning performed jointly among (long) context, the anchor, the answer sentence, and the generated question itself. For these reasons, we rely on human evaluation, and leave the development of automatic evaluation metrics for future work.¹

5.1 Human Evaluation Setup

Our evaluation task shows human judges the full article, the anchor and answer sentences, and the generated question. We then ask them to judge the quality of the generated QUD using a hierarchical schema shown in Figure 3. The criteria in our evaluation overlap with De Kuthy et al. (2018)’s human annotation guidelines, while specifically accommodating typical errors observed from machine-generated outputs.

Question 1 (Q1) assesses how reasonable the question is given context prior to and including the anchor sentence. The judges have four graded options: (1) yes for perfectly fine questions; (2) minor error for questions that contain minor typos or grammatical errors that do not impact its overall good quality; (3) sort of for questions with non-negligible though not catastrophic errors; and (4) no for questions that are not acceptable. (3) and (4) both contain subcategories representative for a sample of questions we closely inspected a priori.

Question 2 (Q2) assesses whether the question is answered by the target answer sentence, also with four graded options: (1) yes where the target answer sentence is clearly an answer to the generated question; (2) yes but not the main point where the answer is not the at-issue content of the answer sentence. Such cases violate Grice’s principle of quantity (Grice, 1975) and QUD’s principle that answers should be the at-issue content of the sentence (Simons et al., 2010). (3) sort of where the answer sentence is relevant to the question but it is questionable whether it actually addresses it; and (4) no where the generated question is clearly not addressed by the answer sentence. Annotators are allowed to skip Q2 if the generated question from Q1 is of lower quality.

5.2 Results

We recruited 3 workers from Mechanical Turk as judges who have an established relationship with our lab, and are experienced with tasks involving long documents. They are compensated above $10 per hour. We annotate 380 questions from 20 articles from the DCQA test set. Inter-annotator agreement is reported in Appendix A.

Q1 results As seen in Table 1, for our full model, 71.5% of responses are “yes”es, showing that most of the generated questions are of good quality. Without reranking, there are 4.8% fewer “yes” responses; there are more questions that do not rise from the anchor sentence, showing the effectiveness of our reranker. Further removing NER masking results in a substantial drop of 11.9% of good questions. There are also more questions hallucinating details and/or irrelevant to the anchor sentence.

Q2 results Since Question 2 may not make sense when the generated question is of low quality, we show the results of Q2 on a subset of questions where all three workers answered “yes” or “minor error” for Q1 (see Table 2). Of those questions, annotators chose “yes” 78.8% of the time, showing that a majority of good-quality questions are actually answered in the answer sentence and represents anchor-answer sentence relationships. Our full model has better performance than the two...
The agony of unrequited love. It may be what keeps us devoted to the felines in our lives. A recent study confirms what cat owners have long known. Our cats understand us when we talk to them, they just don't give a fig about what we have to say. A study by two University of Tokyo researchers... determined cats recognize their owners' voices from those of strangers. Conducted by..., the test included 20 domesticated cats from 14 homes that were tested in their own familiar places…

Figure 4: Example of model-generated QUD structure.

We report the six metrics following (Ferracane et al., 2019): 1) tree height; 2) normalized arc length: the average number of sentences between edges, divided by the number of sentence $n$ in the article; 3) proportion of leaf nodes: the number of leaf nodes divided by $n$; 4) average depth of every node in the tree; 5) right branch: the number of nodes whose parent is the immediate preceding sentence in the article, divided by $n$; 6) attachment score: count of sentences whose parent node is the same sentence among the two types of trees, divided by $n$, the total number of sentences. This captures the similarity of the two types of trees.

Compared with annotated QUD trees, machine generated ones are slightly deeper and more right-branching (Table 3). The normalized arc lengths indicate that our model is not merely finding the immediately preceding sentence as the anchor, although human annotated trees tend to have slightly longer arc lengths. Machine-derived trees have a lower gap degree (Yadav et al., 2019) (13.2 on average on the validation set), compared to annotated ones (15.1 on average).

5.4 QUD vs. RST

Compared with RST (Table 3), QUD trees have longer arc lengths, showing that they more frequently represent relations between more distant sentence pairs. The tree height and average node depth of DCQA trees are larger than those of RST.

While nuclearity in RST is able to provide a hierarchical view of the text that has been used in NLP tasks, it comes with a highly contested (Wolf and Gibson, 2005; Taboada and Mann, 2006) strong compositionality assumption that “whenever two large text spans are connected through a rhetorical relation, that rhetorical relation holds also between the most important parts of the constituent spans” (Marcu, 1996). Marcu (1998) showed that this assumption renders the derived structure alone

| System | Yes | Minor error | Sort of Hallu.(m) | Ans.(m) | Nonsense | Irre.(a) | Irre.(s) | Hallu.(M) | Ans.(M) |
|--------|-----|-------------|------------------|--------|----------|---------|---------|----------|--------|
| Full   | 71.5| 4.2         | 7.1              | 4.0    | 6.4      | 0.2     | 3.0     | 2.4      | 1.2    |
| -Reranking | 66.7| 3.4         | 8.4              | 4.5    | 6.3      | 0.2     | 7.8     | 1.7      | 1.0    |
| -NER   | 54.8| 2.8         | 10.7             | 4.2    | 6.2      | 0.6     | 16.9    | 2.9      | 1.0    |

Table 1: Human evaluation results for Question 1.

| System | Yes | Not main point | Sort of | No |
|--------|-----|----------------|---------|----|
| Full   | 78.8| 3.1            | 10.5    | 7.6|
| -Reranking | 71.8| 1.8            | 14.1    | 12.3|
| -NER   | 76.7| 2.8            | 11.0    | 9.4|

Table 2: Human evaluation results for Question 2.

5.3 Characterizing tree structures

We further characterize annotated and parsed QUD trees; we also contrast QUD trees with RST, using the intersection of DCQA and RST-DT (Carlson et al., 2001). We follow Hirao et al. (2013) to convert RST constituency trees to dependency trees using nuclearity information. Since the leaves of QUD trees are sentences, we also treat sentences as the smallest discourse units for RST.
insufficient in text summarization. In contrast, the QUD framework does not make such an assumption since it does not have the RST notion of nuclearity. During left-to-right reading, QUD describes how each sentence resolves an implicit question posed in prior context, so QUD dependencies derived in this work are always rooted in the first sentence and “parentage” does not necessarily entail salience. Combined with observations from Section 3, we conclude that RST and QUD are complementary frameworks capturing different types of structure.

6 Case study: document simplification

We demonstrate the analytical value of QUD analysis in the context of document simplification. We use the Newsela dataset (Xu et al., 2015), where news articles are professionally simplified across several grade levels; a subset of Newsela (of the highest reading level) is present in DCQA. Note that most research in text simplification focuses on the sentence level (Alva-Manchego et al., 2020); we hope to inform document-level approaches.

We sample 6 articles from the DCQA Newsela subset. For each of these, 3 linguistics undergraduates (not authors of this paper) doubly annotated their corresponding middle and elementary school levels with QUD structures for the first 20 sentences following DCQA’s paradigm. This amounts to ~720 questions in total. Figure 5 shows a snippet of our analysis from two reading levels of the same article.

We run and evaluate our parser on the articles of the second reading level. Using the schema in Figure 3, Question 1 is yes for 60.2% of the time, and Question 2 is yes 75.2% of the time. This shows that while the parser is still capable of generating reasonable questions, the performance degrades compared to testing on the highest level. This is likely due to clear stylistic, organizational, and vocabulary difference for simplified texts; for this reason, we resort to using annotated QUDs to illustrate idealized results for this analysis.

Table 3: Statistics of discourse dependency trees, on the intersecting documents of RST-DT and DCQA (upper portion) and the DCQA validation set (lower portion).

| data | tree type | height | norm. arc len. | prop. of leaf | avg. depth | right branch | att. score |
|------|-----------|--------|----------------|---------------|------------|--------------|------------|
| RST ∩ DCQA | RST-dep | 5.86 | 0.12 | 0.53 | 3.49 | 0.40 | 0.30 |
| RST ∩ DCQA | DCQA-human | 6.72 | 0.21 | 0.48 | 3.88 | 0.45 | 0.47 |
| DCQA (val) | DCQA-human | 6.04 | 0.29 | 0.50 | 3.57 | 0.39 | 0.47 |
| DCQA (val) | DCQA-model | 6.76 | 0.22 | 0.43 | 3.85 | 0.52 | 0.47 |

Analysis The simplified articles, which mostly align with the original versions at the beginning, tend to contain significant reorganization of content especially later in the text. Nonetheless, we found that 62.2% of the questions had a similar question on another reading level, reflecting that QUDs frequently stay invariant despite these differences. For example, in Figure 5, the content of sentence 8 (level 2) is covered in sentence 2 (level 1), yet in both cases the question “Why is the case important” is used to link these sentences. Similarly, questions q2-6 (level 2) and q2-8 (level 1), as well as questions q6-7 (level 2) and q8-10 (level 1) reflect the same QUD.

Often, articles from higher reading levels presuppose certain knowledge that gets elaborated or explained during simplification (Srikanth and Li, 2021). QUD analysis informs how content should be elaborated: in Figure 5(a), the level 1 article defined the concept of amendment (question q8-9), absent in level 2.

Sentence splitting as a frequent operation (Petersen and Ostendorf, 2007; Zhu et al., 2010; Alva-Manchego et al., 2020) could also be explained by questions, as in the case of q8-11 in level 1, which provides a rationale as to why sentence 8 in level 2 is split (into sentences 2 and 11 in level 1). Note that this explanation is rooted outside of content conveyed by the sentence that was split.

Finally, editors also omit difficult content (Petersen and Ostendorf, 2007; Zhong et al., 2020), as in Figure 5(b): sentence 1 in level 2 is not present in the level 1 simplification (due to less salience and the reference to the “selfie generation” which goes beyond the targeted reading level). Level 2 thus contains the extra QUD: q1-2.

In sum, QUD analysis reveals how elaborated or omitted content fit into the larger context during simplification, potentially aiding future document-level simplification systems by providing intermediate rationales.
On Tuesday, the Supreme Court will consider the case of a California man whose smartphone got him in serious trouble. What they decide will affect everyone with a cellphone. The Supreme Court must decide if smartphones are covered by the Fourth Amendment. Amendments are changes to the U.S. Constitution. The Fourth Amendment provides protection against unreasonable searches. Those rules were written years before smartphones existed. Justices must decide if smartphones are covered by the Fourth Amendment to the U.S. Constitution. That amendment guarantees protection against unreasonable searches and seizures. The eventual outcome will clarify rules that were written long before smartphones existed.

8 Limitations

While our work is consistent with the key aspects of Questions Under Discussion, we do not attempt to take into account all aspects of this broad framework. Most notably, we do not model relationship between questions (or question stacks), as mentioned in Section 2. While such relationships are potentially useful, with question stacks, the annotation task becomes much more expensive; currently, no existing dataset is available to train parsers in this fashion. We applaud the development of tools such as TreeAnno (De Kuthy et al., 2018) to aid annotation. Additionally, because questions are open-ended, they are inherently subjective, which adds substantial challenge to modeling and evaluating stacks. Constraining by DCQA’s setup, we also do not explicitly model QUD with multi-sentence answers, and leave this for future work.

The subjectivity of QUD analysis also means that there is no single “right” structure. This is in contrast to coherence structures that more rigorously define their structures and relation taxonomies (multiple analyses still exist in those structures, but to a lesser degree). Nonetheless, we showed in Section 6 that consistency is still present despite documents being reworded and restructured during simplification.

To evaluate our parser, we developed a human evaluation scheme. As mentioned in Section 5, automatic evaluation of QUD structure contains both a generation and a question-answering component. However, human evaluation is costly; future work looking into the development of automatic evaluation measures can be extremely valuable.
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C Anchor prediction

We also report the accuracy of the predicted anchor sentences for the first part of our pipeline model (i.e., before the questions get generated). Note that this is a partial notion of accuracy for analysis purposes, since it is natural for different questions to be triggered from different sentences (and sometimes perfectly fine for the same question to come from different sentences) (Ko et al., 2022). On the validation and test set of the DCQA dataset, and the agreement between the model and human on 46.8% of the instances (the annotations of different annotators are treated as separate instances). This is the same as DCQA’s statistics between two human annotators.

D Example model outputs

We show an additional snippet of example model output:

Context: [9] In 1971, Sierra Nevada bighorns were one of the first animals listed as threatened under the California Endangered Species Act. [10] In 2000, the federal government added the bighorns to its endangered lists. [11] ‘There was a lot of concern about extinction,’ says state biologist Tom Stephenson, the recovery project leader. [12] ‘But with some good fortune and the combination of the right recovery efforts, it’s gone as well as anybody could’ve imagined’. [13] Teams of biologists and volunteers in 2000 began their research, and in 2007 started reintroducing the Sierra Nevada bighorn by dispersing them into herds along the Sierra’s crest. [14] The agencies designated 16 areas for the bighorns with the initial goal of repopulating 12 of them.

9-10: What happened after that?
10-11: What was the opinion of those involved in the recovery project?
9-12: What happened to the bighorns?
12-13: How did recovery efforts eventually go?
13-14: How many areas were to be re-population based on the initial work?

E Compute

For all models in this work, we used 2 compute nodes each consisting of 3x NVIDIA A100 GPUs.
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