Perturbation theory models for LSST-era galaxy clustering: tests with sub-percent mock catalog measurements in Fourier and configuration space
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We analyze the clustering of galaxies using the $z = 1.006$ snapshot of the CosmoDC2 simulation, a high-fidelity synthetic galaxy catalog designed to validate analysis methods for the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST). We present sub-percent measurements of the galaxy auto-correlation and galaxy-dark matter cross correlations in Fourier space and configuration space for a magnitude-limited galaxy sample. At these levels of precision, the statistical errors of the measurement are comparable to the systematic effects present in the simulation and measurement procedure; nevertheless, using a hybrid-PT model, we are able to model non-linear galaxy bias with 0.5% precision up to scales of $k_{\text{max}} = 0.5\, h$/Mpc and $r_{\text{min}} = 4\, \text{Mpc}/h$. While the linear bias parameter is measured with 0.01% precision, other bias parameters are determined with considerably weaker constraints and sometimes bimodal posterior distributions. We compare our fiducial model with lower dimensional models where the higher-order bias parameters are fixed at their co-evolution values and find that leaving these parameters free provides significant improvements in our ability to model small scale information. We also compare bias parameters for galaxy samples defined using different magnitude bands and find agreement between samples containing equal numbers of galaxies. Finally, we compare bias parameters between Fourier space and configuration space and find moderate to significant tension between the two approaches. Although our model is often unable to fit the CosmoDC2 galaxy samples within the 0.1% precision of our measurements, our results suggest that the hybrid-PT model used in this analysis is capable of modeling non-linear galaxy bias within the percent level precision needed for upcoming galaxy surveys.

I. INTRODUCTION

Galaxy clustering is becoming an increasingly important tool in the field of observational cosmology. Throughout the next decade, numerous wide-field galaxy surveys such as the Legacy Survey of Space and Time (LSST) from the Vera Rubin Observatory Legacy Survey of Space and Time (LSST). We present sub-percent measurements of the galaxy auto-correlation and galaxy-dark matter cross correlations in Fourier space and configuration space for a magnitude-limited galaxy sample. At these levels of precision, the statistical errors of the measurement are comparable to the systematic effects present in the simulation and measurement procedure; nevertheless, using a hybrid-PT model, we are able to model non-linear galaxy bias with 0.5% precision up to scales of $k_{\text{max}} = 0.5\, h$/Mpc and $r_{\text{min}} = 4\, \text{Mpc}/h$. While the linear bias parameter is measured with 0.01% precision, other bias parameters are determined with considerably weaker constraints and sometimes bimodal posterior distributions. We compare our fiducial model with lower dimensional models where the higher-order bias parameters are fixed at their co-evolution values and find that leaving these parameters free provides significant improvements in our ability to model small scale information. We also compare bias parameters for galaxy samples defined using different magnitude bands and find agreement between samples containing equal numbers of galaxies. Finally, we compare bias parameters between Fourier space and configuration space and find moderate to significant tension between the two approaches. Although our model is often unable to fit the CosmoDC2 galaxy samples within the 0.1% precision of our measurements, our results suggest that the hybrid-PT model used in this analysis is capable of modeling non-linear galaxy bias within the percent level precision needed for upcoming galaxy surveys.

In this paper, we validate the perturbative bias model used in the DES Y3 [9, 22, 24, 25] analysis (both for the sample of red galaxies and the sample of bright magnitude limited galaxies) against a deep, magnitude limited LSST-like galaxy sample from the CosmoDC2 simulation, the largest synthetic photometric dataset to date. The less-biased galaxies included in our faint samples are likely to be easier to model than the bright galaxies residing in the centers of the most massive halos, which tend to come from overdense regions of the Universe subject to stronger non-linear gravitational processes. Nevertheless, the increased statistical precision and non-trivial ways in which fainter galaxies occupy halos pose novel challenges to non-linear modeling.

In addition to testing the DES Y3 bias model on an LSST-like galaxy sample, we compare bias parameters for varying luminosity cuts to study whether the choice of the bands in which we perform the cuts matters. We also analyze two-point statistics in both Fourier and configuration spaces using the same galaxy sample and bias model in order to assess the level of agreement between the two methods. Although large separations in configuration space encode similar information as small wavenumbers in Fourier space, the mapping is only approximate in the presence of sharp scale cuts. Hence results from the two methods are expected to be only partially correlated [26] (c.f. “consensus results” in BAO fitting of spectroscopic data [27]).

This paper is organized as follows. In §II we describe the CosmoDC2 simulation, our measurements, bias models, and fitting procedure. We present our results in §III and conclusions in §IV.
II. DATA & METHODS

A. CosmoDC2 simulations and sample selection

CosmoDC2 is a large synthetic catalog of galaxies generated for the LSST Dark Energy Science Collaboration (DESC) to satisfy its simulation needs [28]. It was created to support the generation of the DC2 dataset [29, 30], but is itself a standalone and public data product. The catalog is based on the Outer Rim [17] simulation, a pure dark matter N-body simulation consisting of 10,240^3 particles in a 27 (Gpc/h)^3 box with mass resolution \( \sim 2.6 \times 10^9 M_\odot \) and cosmological parameters close to the best-fit WMAP-7 set [31] with \( \omega_{cdm} = 0.1109, \ \rho_h = 0.02258, n_s = 0.963, h = 0.71, \sigma_8 = 0.8, \) and \( w = -1.0. \) CosmoDC2 covers 440 deg^2 of sky area to a redshift of \( z = 3 \) and is complete to a magnitude depth of 28 in the r-band. Galaxies were populated based on a hybrid technique combining empirical models using Universe Machine [32] with semi-analytic models based on the Galacticus [33] code. CosmoDC2 was calibrated against observed properties using the DESCQA validation tool [34] and the final product is a galaxy catalog that is realistic in a number of galaxy properties, including stellar mass, morphology, spectral energy distributions, broad-band filter magnitudes, host halo informations, and weak lensing shear. It is currently not feasible to run hydrodynamic codes at these volumes and precision, but within the limitations of the HOD [35, 36] framework, CosmoDC2 represents one of the most realistic large-volume galaxy catalogs available. In this analysis we work directly with the galaxy distribution in real-space and leave the observational complications (curved sky, selection functions, blending, etc.) for future work.

We analyze CosmoDC2 snapshot data at redshift \( z = 1.006, \) which is near the peak of large scale structure constraining power for the LSST survey. Our primary galaxy sample consists of three magnitude limited samples corresponding to r-band thresholds of 22, 23, and 24.5. We also analyze galaxies with i-band limiting magnitudes of 21.80, 22.87, and 24.43 corresponding to an equal number of galaxies as the r-band cuts.

B. Power spectrum measurement

We compute the galaxy power spectrum (\( P_{gg} \)), the galaxy-matter cross power spectrum (\( P_{gm} \)), and the matter power spectrum (\( P_{mm} \)) using the publicly available nbodykit package [37]. We interpolate the galaxy and dark matter density fields of the entire simulation volume onto a 1536^3 mesh using a Cloud In Cell assignment scheme and compute the relevant power spectra in 300 logarithmically spaced bins between 0.01 and 2.8 h/Mpc. We then remove two Fourier modes with excess power as described in Appendix A and rebin the measured power spectra into 80 logarithmically spaced bins between 0.035 and 2.8 h/Mpc.

We estimate the power spectra covariance using the subsample covariance obtained by dividing the entire simulation volume into 64 equally sized subboxes and computing \( P_{gg}, P_{gm}, \) and \( P_{mm} \) within each subbox. The covariance matrix is then rescaled to apply to the full simulation volume of 27 (Gpc/h)^3. We inflate the diagonal of our covariance estimate by 5% to ensure stability of our model fits which require inverting the covariance matrix. Note that our covariance does not account for the non-periodicity of the subboxes when computing the power spectra; however, we expect the impact of this to be small.
on the scales of our analysis (0.035 to 0.9 h/Mpc) as the subboxes have a boxsize of 750 Mpc/h. Moreover, these non-periodic effects should largely cancel out in our final analysis in which we consider only the ratios $P_{gg}/P_{mm}$ and $P_{gm}/P_{mm}$. A detailed discussion of our covariance matrix estimation techniques and their implications on our results is included in Appendix B.

In Figure 1 we show the computed power spectra for the three $r$-band limited galaxy samples, as well as the galaxy-matter cross correlation coefficient $r \equiv P_{gm}/\sqrt{P_{mm}P_{ss}}$. We do not subtract shot-noise from $P_{ss}$ in this figure.

C. Correlation function measurement

In addition to measuring the power spectrum, we measure and analyze the two-point correlations between galaxies and matter particles in configuration space. In order to reduce the computational memory required for these correlation function measurements, we implement a voxel based correlation function estimator. This method removes the computational complexity of estimating two-point correlations of a large random catalog (approximately equal to 10 times the total number of galaxies, $N_{\text{total}}$) in the typical Landy-Szalay estimator [38]. We divide our simulation box (with volume $V_{\text{total}}$) into 3D cubes (called voxels) of volume $V_{\text{voxel}} = 1$ (Mpc/h)$^3$. Thereafter, we assign weights to each voxel $i$, given by $w_i = (N_i/V_{\text{voxel}}) \times (V_{\text{total}}/N_{\text{total}})$ where $N_i$ is the number of galaxies inside voxel $i$. Our voxel based estimator can then be written as:

$$\xi(r) = \sum_i \sum_j (w_i - 1)(w_j - 1)\Theta_{ij}$$

where $\Theta_{ij}$ is a top-hat like function that is equal to unity when the voxels $i$ and $j$ are separated by 3D distance $r$, within the bin-width of $\Delta r$ (calculated from the binning). We measure the correlation function in 20 bins ranging from 1.9 Mpc/h to 60 Mpc/h. We have verified that this voxel based estimator and regular Landy-Szalay based estimator using randoms are negligibly different within our error bars. We note that the configuration space measurements are obtained using only half of the total simulation volume because of computational constraints.

We estimate the configuration space covariance using the jackknife method [39, 40] by dividing the simulation into 512 regions. We only use scales below 40 Mpc/h to fit our models, where we have a reliable error estimate. We rescale the covariance to apply to the full simulation volume because of computational constraints. We note that the configuration space covariance matrix by 5%. We have verified that voxel size does not affect the correlation function measurement beyond 4 Mpc/h by repeating the measurement with a voxel twice the fiducial size.

D. Perturbative bias model

The perturbation theory framework aims to describe the overdensity of a biased tracer of dark matter, such as galaxies, in terms of the matter overdensity. This relationship is encoded in the bias parameters. In this analysis we typically work on scales larger than the Lagrangian radius of the host halos of our galaxies (denoted by $R_*$) which is the radius in early Universe Lagrangian space from which the matter accretes inside the halo. On account of this, alongside the fact that the large-scale growth factor is scale independent, we work under the approximation that the galaxy overdensity, $\delta_g$, can be described as a function of matter density at the same redshift (see Desjacques et al. [41] for a detailed review).

At large scales and high redshift, the physics of overdensity perturbations is largely linear, and hence galaxy bias is well approximated by a linear relation. The gravitational evolution of the dark matter naturally results in non-linear and non-local effects which become dominant at smaller scales and lower redshifts. Assuming homogeneity and isotropy, it can be shown that these non-linear and non-local terms can only be sourced by scalar quantities constructed out of gravitational evolution of matter density ($\delta_m$), shear ($\nabla_i \nabla_j \phi$, where $\phi$ is gravitational potential), and velocity divergences ($\nabla_i v_j$, where $v_j$ is the $j$-th component of the 3D particle velocity). As described in [42, 43], the expansion of the galaxy overdensity ($\delta_g$) can be re-arranged into independent terms that contribute at different orders:

$$\delta_g \sim \left[ f(\delta_m, \nabla_i \nabla_j \Phi, \nabla_i v_j) \sim f^{(1)}(\delta_m) + f^{(2)}(\delta^2_m, s^2) + f^{(3)}(\delta^3_m, \delta_m s^2, \psi, st) + \ldots \right] \begin{equation} (2) \end{equation}$$

where, $f^i$ are functions that contribute to the total overdensity at i-th order only and $\psi, s$ and $t$ are scalar quantities constructed out of shear and velocity divergences. Note that these terms are all spatially local, meaning that galaxy overdensity at any Eulerian position is expressed in terms of the matter density evaluated at same position. Nevertheless, galaxy formation is a non-local process in which matter from nearby areas collapses. As described in McDonald and Roy [42], the lowest order contribution from this process is captured by the Laplacian of the matter overdensity, $\nabla^2 \delta_m$. We incorporate this term in our theory model as well.

An explicit expansion of Eq. 2 in terms of matter over-density $\delta_m$ introduces a set of “bare-bias” parameters that are unobservable and can not necessarily be attributed a physical interpretation. At the power spectrum level, a re-normalization of these “bare-bias” parameters can be performed by combining terms with similar kernels (see McDonald and Roy [42] for a detailed calculation). After re-normalizing, we can write the tracer-matter cross spectrum ($P_{gm}$) and the tracer auto power spectrum ($P_{gg}$) as:
\[ P_{gm}(k) = b_1 P_{mm}(k) + \frac{1}{2} b_2 P_{b_1 b_2}(k) + \frac{1}{2} b_4 P_{b_1 s s}(k) + \frac{1}{2} b_{3nl} P_{b_1 b_{3nl}}(k) + b_k k^2 P_{mm}(k) \] (3)

\[ P_{gg}(k) = b_4^2 P_{mm}(k) + b_1 b_2 P_{b_1 b_2}(k) + b_1 b_4 P_{b_1 s s}(k) + b_1 b_{3nl} P_{b_1 b_{3nl}}(k) + \frac{1}{4} b_k^2 P_{s s s}(k) + \frac{1}{4} b_{3nl}^2 P_{s s s}(k) + 2b_k b_k k^2 P_{mm}(k) \] (4)

where \( b_1, b_2, b_4, b_{3nl} \) and \( b_k \) are the re-normalized bias parameters.

This five parameter 1-loop perturbation theory model is complete up to third order in its dependence on the matter overdensity and includes the higher-order bias contribution arising from non-local galaxy formation. The power spectrum \( P_{b_1 b_2}(k) \) is generated from the ensemble average of \( \langle \delta_m \delta_m^2 \rangle \), \( P_{b_1 s s}(k) \) is generated from \( \langle \delta_m s^2 \rangle \) and the kernel \( P_{b_1 b_{3nl}} \) is generated from a combination of the ensemble average between \( \delta_m \) and arguments of \( f^{(3)} \) (see Eq. 2) that contribute at 1-loop level [44]. These terms involve convolution of the linear matter power spectrum with various kernels and we refer the reader to Appendix A of Saito et al. [44] for the form of these kernels. The sum of the higher-order bias terms that are not directly coupled to \( P_{mm}(k) \) gives the 1-loop corrections \( P_{gg}^{1\text{-loop}}(k) \) and \( P_{gm}^{1\text{-loop}}(k) \). The scale-dependent term including \( k^2 P_{mm}(k) \) originates from higher derivative bias.

This model does not include the 2-loop corrections that are expected to become significant at scales around \( k \approx 0.3 \text{ h/Mpc} \) for \( z \approx 1 \) [45]; however, by using a hybrid PT model in which we model \( P_{mm} \) using HALOFIT simulation based fitting formula detailed in [21], we expect to partially capture the 2-loop contributions. Furthermore, this non-linear matter power spectrum estimate should capture the counter-terms described by the effective field theory [46–48]. We defer the analysis incorporating all 2-loop terms in galaxy biasing to a future study. In Appendix C we compare our measured matter power spectrum with the HALOFIT estimate and find they agree within 5% which is sufficient for this analysis.

An alternative approach to describe the clustering of biased tracers is to use the Lagrangian formulation (see Matsubara [49]), which, assuming zero contribution from higher derivative biases, results in an equivalent description of \( P_{gg} \) and \( P_{gm} \) at 1-loop order. This allows us to infer the values of the bias parameters \( b_s \) and \( b_{3nl} \). These co-evolution values depend only on the linear bias parameter \( b_1 \) and Lagrangian space contributions and are given by \( b_s \equiv -(4/7) \times (b_1 - 1) + b_{s}^{\text{lag}} \) and \( b_{3nl} \equiv (b_1 - 1) + b_{3nl}^{\text{lag}} \). Here \( b_{s}^{\text{lag}} \) and \( b_{3nl}^{\text{lag}} \) are the bias values at high redshift of Lagrangian space. In this analysis we assume \( b_{s,lag}^g = b_{s,lag}^{mm} = 0 \), but test the deviation from this assumption when analyzing the data as described in the following section (also see [50]).

\[ b_{s,lag}^g = b_{s,lag}^{mm} = 0, \text{ but test the deviation from this assumption when analyzing the data as described in the following section (also see [50]).} \]

\[ E. \text{ Models} \]

We consider three models of decreasing complexity based on the bias models in Eq. 3 and Eq. 4:

- **Fiducial model:** \( b_1, b_2, b_4, b_{3nl} \), and \( b_k \) vary freely
- **3-parameter model:** \( b_1, b_2, \) and \( b_k \) vary freely with \( b_4 \) and \( b_{3nl} \) fixed at their co-evolution values
- **2-parameter model:** \( b_1 \) and \( b_2 \) freely with \( b_4 \) and \( b_{3nl} \) at their co-evolution values and \( b_k \) set to zero

We use the publicly available FAST-PT code [51, 52] as implemented in the Core Cosmology Library (CCL) [53] to evaluate the mode coupling integrals in Eq. 3 and Eq. 4. For predictions of the matter power spectrum, we use the updated version of HALOFIT [21, 54].

\[ F. \text{ Fitting procedure} \]

1. **Power spectrum**

In a traditional analysis, one would fit the matter-matter, galaxy-matter and galaxy-galaxy power spectra jointly. Although translational invariance in the periodic box ensures that power spectra at different wavenumbers are independent at large scales, the three power spectra at the same \( k \) are not. In particular, since the three power spectra are physically tracing the same structure, measurements of \( P_{mm}, P_{gm}, \) and \( P_{gg} \) are highly correlated, leading to a poorly conditioned \( 3 \times 3 \) covariance matrix. Furthermore, at the extreme precision of the simulation at hand, the HALOFIT model itself is a limited approximation of the matter power spectrum. It has also been found that galaxy power spectra of mocks generated from the Outer Rim simulation in Ivanov [55] are not well fit by the fiducial cosmology even for relatively conservative scale cuts. Since we are interested in the model of galaxy tracing we avoid these problems by working with the ratios \( P_{gm}/P_{mm} \) and \( P_{gg}/P_{mm} \). These quantities are still correlated at the same wavenumber, but with a considerably more diagonal matrix. Additionally, when analyzing ratios, the shape of the non-linear power spectrum enters only through the loop corrections of higher order terms. The theory model for these ratios is given by

\[ \frac{P_{gm}}{P_{mm}} = b_1 + b_k k^2 + \frac{P_{gm}^{1\text{-loop}}(k)}{P_{mm}^{1\text{-loop}}(k)} \] (5)

\[ \frac{P_{gg}}{P_{mm}} = b_4^2 + 2b_1 b_k k^2 + \frac{P_{gg}^{1\text{-loop}}(k)}{P_{mm}^{1\text{-loop}}(k)} + \frac{1}{\pi_k P_{mm}^{1\text{-loop}}(k)} \] (6)
where \( P_{\text{mm}}^{H}(k) \) is the halo fit non-linear matter power spectrum. The form of \( P_{\text{gg}}^{1\text{-loop}}(k) \) and \( P_{\text{gm}}^{1\text{-loop}}(k) \) can be obtained by comparing the numerators of the above equations to Eq. 3 and Eq. 4. The final term of Equation 6 allows for scale-independent deviations from Poissonian shot-noise, given by inverse number density \((1/\pi_g)\), via the free parameter \( N_0 \). In Appendix D we include results assuming Poissonian shot-noise \((N_0 = 0)\).

We fit the ratios \( P_{\text{gm}}^{H}/P_{\text{mm}} \) and \( P_{\text{gg}}^{H}/P_{\text{mm}} \) jointly assuming a Gaussian likelihood using the covariance described in §IIB. We adopt uniform priors ranging from 0 to 2 for \( b_1 \), \(-10 \) to 10 for the non-linear bias parameters, and \(-1 \) to 1 for the non-Poissonian shot-noise, \( N_0 \). We obtain samples from the bias parameter posterior distributions using the publicly available MultiNest package [56]. In order to evaluate the dependence of bias parameters on the choice of scale cuts, we run this fitting procedure for six magnitude limited galaxy samples at sixteen scale cuts linearly spaced between 0.15 and 0.9 \( h/\text{Mpc} \).

2. Correlation function

Similarly, we measure and fit the ratios of configuration space correlations, \( \xi_{\text{gg}}/\xi_{\text{mm}} \) and \( \xi_{\text{gm}}/\xi_{\text{mm}} \). Here the configuration space correlation functions are related to the power spectra as \( \xi_{xy}(r) = \mathcal{F}^{-1}(P_{xy}(k)) \) for \( xy \in [\text{gg, gm, mm}] \), and \( \mathcal{F}^{-1} \) is the inverse Fourier transform. Note that the power spectrum \( k^2P_{\text{mm}}(k) \) in Eq. 3 and Eq. 4, contributed by the higher-derivative bias term, leads to a divergent inverse Fourier transform. Moreover, the other kernels appearing in Eq. 3 and 4 obtained using FFT-Log method [51] are unstable at higher \( k \) values \((k \geq 100 \ h/\text{Mpc})\), leading to a spurious high-frequency oscillatory feature in the configuration space theory predictions. Therefore we regularize the PT predictions of \( P_{\text{gg}} \) and \( P_{\text{gm}} \) by applying an exponential cutoff, \( \exp[-(k/k_*)^4] \), where we choose \( k_* = 10 \ h/\text{Mpc} \). We verify that our conclusions are insensitive to the choice of \( k_* \) in Appendix E. We fit the configuration space ratios

FIG. 2. \( P_{\text{gg}}^{H}/P_{\text{mm}} \) and \( P_{\text{gm}}^{H}/P_{\text{mm}} \) joint fit results for the three \( r \)-band galaxy samples with \( k_{\text{max}} = 0.35 \ h/\text{Mpc} \) (gray region). The residuals \((\Delta P/P^{\text{theory}})\) are shown in the panels below each model fit.
for the $m_r < 23$ galaxy sample at a selection of scale cuts between 4 and 12 Mpc/$h$.

TABLE I. Best fit bias parameters and goodness of fit statistics for the fiducial model fits assuming $k_{\text{max}} = 0.35$ h/Mpc.

| $m_r$ | $b_1$     | $b_2$     | $b_3$     | $b_{3n}$ | $b_k$     | $N_0$ | $\chi^2$/d.o.f | Max %  | Median % |
|-------|-----------|-----------|-----------|-----------|-----------|-------|----------------|--------|----------|
| 24.5  | 1.391$^{+0.0005}_{-0.0005}$ | 0.034$^{+0.016}_{-0.020}$ | 0.904$^{+0.047}_{-0.049}$ | 0.91$^{+0.07}_{-0.06}$ | $-0.18^{+0.04}_{-0.04}$ | 0.04$^{+0.02}_{-0.02}$ | 1.29  | 0.65  | 0.12  |
| 23    | 1.643$^{+0.0007}_{-0.0009}$ | 0.199$^{+0.024}_{-0.028}$ | 0.54$^{+0.08}_{-0.08}$ | 1.32$^{+0.10}_{-0.09}$ | 0.44$^{+0.06}_{-0.06}$ | $-0.08^{+0.01}_{-0.01}$ | 0.87  | 0.41  | 0.10  |
| 22    | 1.870$^{+0.0019}_{-0.0014}$ | 0.397$^{+0.054}_{-0.055}$ | 0.20$^{+0.38}_{-0.42}$ | 1.74$^{+0.18}_{-0.25}$ | 1.30$^{+0.12}_{-0.11}$ | $-0.07^{+0.01}_{-0.01}$ | 1.15  | 0.61  | 0.12  |

III. RESULTS

A. Power spectrum results

In Figure 2 we show the results from fitting the ratios $P_{gg}/P_{mm}$ and $P_{gH}/P_{mm}$ (top) and $P_{gH}/P_{mm}$ (bottom) with the theory predictions and residuals for the three models introduced in §II F. We find that the fiducial model produces noticeably better fits than the two and three parameter models, particularly for the $m_r < 22$ galaxy sample. The fiducial model is capable of fitting the Fourier space ratios of all galaxy samples within 0.5% and the two and three parameter models still yield sub-percent level fits. In Table I we list the best fit bias parameters, reduced $\chi^2$, and maximum and median percent deviation statistics, as defined in the following section, for the fiducial model assuming $k_{\text{max}} = 0.35$ h/Mpc.

1. Goodness of fit and model comparison

In order to evaluate our fitting procedure and compare the effectiveness of our bias models across galaxy samples, we study the reduced $\chi^2$, maximum percentage deviation, and median percentage deviation as a function of $k_{\text{max}}$. For a given model with $n_p$ free parameters fit using $n_d$ data points, the reduced $\chi^2$ is given by the ratio $\chi^2$/d.o.f where d.o.f $= n_d - n_p$ is the total number of degrees of freedom. Whereas the reduced $\chi^2$ statistic is used ubiquitously as an evaluation of goodness of fit, given the high precision of our measurement and artificial inflation of our covariance matrix, perhaps more relevant figures of merit for this analysis are the maximum and median deviation of a model from the data. If a model provides a formally bad $\chi^2$ with respect to the CosmoDC2 data, but fits the data with percent level accuracy, then it could
FIG. 4. Bias parameters as a function of $k_{\text{max}}$ for our fiducial model fits in Fourier space for all galaxy samples. The dashed lines for $b_i$, $b_{\text{lnl}}$, and $b_k$ indicate the predictions using the co-evolution relations and $N_0 = 0$ (Poissonian approximation).

still be used in a real analysis provided the measurement error bars are greater than percent level.

Figure 3 shows the reduced $\chi^2$ and maximum and median percentage deviation as a function of $k_{\text{max}}$ for all $r$-band galaxy samples and bias models. Based on the reduced $\chi^2$ values, the fiducial model performs best for the $m_r < 24.5$ and $m_r < 23$ galaxy samples; however, even for these samples, $\chi^2$/d.o.f is greater than unity for $k_{\text{max}} > 0.4 \, h$/Mpc, indicating that the fit has not fully captured the data given our estimated covariance. The reduced $\chi^2$ values for the fiducial model fits to the $m_r < 22$ and 23 samples are comparable for all scale cuts.

Although our $\chi^2$ values are not a reliable metric for quantifying the effectiveness of a particular model, we can compare $\chi^2$ values across models to assess their relative performance. In doing so we find that the fiducial model $\chi^2$ values are lower than those of the two and three parameter models for all galaxy samples and scale cuts, hence we can more effectively model small scale information by allowing all bias parameters to vary freely. The difference in performance between the fiducial and three parameter models is less pronounced for the $m_r < 22$ and 23 galaxy samples than the $m_r < 24.5$ sample. Furthermore, we find a significant difference in the $\chi^2$ values of the two and three parameter models for the $m_r < 22$ and 23 galaxy samples; however, for the $m_r < 24.5$ sample, these models yield comparable $\chi^2$ even at the most extreme scale cuts. This is consistent with the observation that the fiducial model fits for the $m_r < 24.5$ sample favor $b_k \sim 0$ across all scale cuts as shown in Figure 4.

When evaluated using the max and median percent deviation metrics, the fiducial model performs similarly for the $m_r < 23$ and $m_r < 24.5$ galaxy samples. For these samples the median and maximum deviations are around 0.1% and 0.5%, respectively, regardless of scale cut. The fiducial model fits for the $m_r < 22$ sample are significantly less accurate with median deviation around 0.5% and maximum deviation reaching 4% for $k_{\text{max}} \geq 0.4 \, h$/Mpc. The increased difficulty of modeling this sample is expected given the non-linear evolution of the massive halos in which these bright galaxies reside.

Our models generally perform better when applied to the fainter galaxy samples. With the addition of smaller scale information, including $b_k$ as a free parameter increases in our model fits for the $m_r < 22$ and $m_r < 23$ samples, but produces little effect on the $m_r < 24.5$ sample suggesting that this galaxy population has less non-local sensitivity. Furthermore, letting all five bias parameters vary freely yields significant improvements in our ability to model all galaxy samples. Our findings differ from those of [24] who found that the 2-parameter model provides sufficient precision for DES analysis. This discrepancy is likely a result of the increased precision of the measurements in this analysis. Whereas the DES analysis was focused on 2% precision, our measurements had error bars on the order of 0.1%. Nevertheless, Pandey et al. [24] was performed in configuration space so we present a more detailed comparison in §III B.

2. Comparison of $r$ and $i$ band selected samples

In any realistic galaxy survey, the survey depth and hence the number density of detected objects will vary across the footprint. To a large extent this can be accounted for by using a magnitude limited sample, where
the magnitude cut is chosen at sufficiently high signal-to-noise to ensure that the resulting catalog is complete across the footprint. Nevertheless, a magnitude cut in different bands will result in a slightly different sample selection. In this section we investigate the impact of this effect on our bias parameter estimates, as well as the dependence of our bias parameters on the scale cut.

Figure 4 shows the bias parameter estimates as a function of $k_{\text{max}}$ for our fiducial model fits for all six galaxy samples. The linear bias term, $b_1$, is stable for all galaxy samples at all scale cuts and is constrained with very high precision. The remaining bias parameters are constrained with significantly less precision and vary appreciably between scale cuts. Note that the dramatic shifts in several of the non-linear bias parameter estimates around $k_{\text{max}} = 0.25 \, h/\text{Mpc}$ are a result of the multimodal likelihood surface discussed in §III A 3.

When comparing between the $r$ and $i$-band magnitude cuts, we find that the $b_1$ estimates between our matched samples differ by nearly 10σ even though the approximate $b_1$ values are consistent to within 0.5%. On the other hand, all higher-order bias parameters, with the exception of $b_2$ for the $m_r < 22$ sample, agree to within 1σ between corresponding magnitude limited galaxy samples suggesting these samples overlap considerably. While we have the sensitivity to detect these subtle differences in our analysis, they are unlikely to matter for any upcoming galaxy surveys.

Finally, Figure 4 shows that our fiducial model estimates for $b_s$ and $b_{3nl}$ deviate from their co-evolution values, particularly at large $k_{\text{max}}$. These deviations are consistent with our model comparison findings in §III A 1 in which the fiducial model often provided significantly better fits to the data than the co-evolution models.

3. Fit bimodality

Several of our Fourier space fiducial model bias parameter posteriors are bimodal for $k_{\text{max}} \leq 0.25 \, h/\text{Mpc}$. Although a bimodal bias parameter distribution is not physically motivated, our constraints on higher-order bias parameters are $O(1)$ and enter the model nonlinearly, hence these parameters can generate a multi-

FIG. 5. Bias parameter posterior distribution when fitting the fiducial model to the ratios $P_{gg}/P_{mm}$ and $P_{gm}/P_{mm}$ for the $m_r < 23$ galaxy sample at three scale cuts.
modal likelihood surface. In this section we investigate this multimodality.

Figure 5 shows the bias parameter posterior distributions derived from the chains of the fiducial model fits for \( m_r < 23 \) galaxies at three scale cuts using GetDist [57]. The marginalized posteriors are reconstructed via kernel density smoothing of the chains which contain 9673, 10181, and 10651 samples for \( k_{\text{max}} = 0.25, 0.30, \) and \( 0.35 \) h/Mpc, respectively, using the default settings described in Lewis [57]. We check for convergence using an evidence tolerance of 0.1. At \( k_{\text{max}} = 0.25 \) h/Mpc the marginal posterior of \( b_s \) is bimodal and the remaining bias parameters are relatively unconstrained compared to their estimates from fits assuming larger scale cuts. As we include more small scale information, the data favor \( b_s \) values situated between the two modes with the bimodality disappearing for scale cuts beyond \( k_{\text{max}} = 0.35 \) h/Mpc. Note that the large error bars and occasional jumps in the maximum likelihood estimates of \( b_s \) shown in Figure 4 are a direct consequence of this bimodality.

\[
\begin{array}{ccccccc}
   b_1 & b_2 & b_3 & b_{3nl} & b_0 & N_0 & \chi^2/d.o.f \\
   1.643 & 0.11 & 0.37 & 1.46 & 0.57 & 0.02 & 0.478 \\
   1.642 & -0.04 & -0.52 & 1.28 & 1.05 & 0.02 & 0.475 \\
\end{array}
\]

In order to compare the relative significance of the two modes at \( k_{\text{max}} = 0.25 \) h/Mpc, we split the bias parameter sample into two chains based on the sign of \( b_s \) and analyze the maximum likelihood parameter within each chain. In Table II we list these parameters and their associated reduced \( \chi^2 \). Whereas the \( b_1 \) values are consistent between the two chains, the higher order bias parameter estimates disagree considerably. Nevertheless, the two sets of bias parameters yield comparable reduced \( \chi^2 \), hence both modes provide similar fits to the data given our likelihood, covariance, and scale cut. This is illustrated in Figure 6 which shows that the predictions of \( P_{gm}/P_{mm} \) and \( P_{gm}/P_{mm} \) for the two sets of bias parameters are essentially indistinguishable below the scale cut.

The observation that drastically different combinations of non-linear bias parameters can produce similar fiducial model predictions up to a fixed scale cut can be understood by analyzing the individual contributions of the terms in our fiducial model. In Figure 7 we show the non-linear contributions to \( P_{gm}/P_{mm} \) for the fiducial model using the bias parameters from Table II. The solid lines represent the sum of all non-linear contributions to the

FIG. 6. \( P_{gg}/P_{mm} \) and \( P_{gm}/P_{mm} \) joint fit results for the \( m_r < 23 \) galaxy sample at \( k_{\text{max}} = 0.25 \) h/Mpc using the best fit bias parameters derived from splitting the bimodal \( b_s \) posterior.

FIG. 7. Contributions of the PT terms in Eq. 3 to \( P_{gm}/P_{mm} \) using the positive and negative \( b_s \) best fit bias parameters. The solid lines represent the sum of all non-linear contributions for the fiducial model.
galaxy-matter power spectrum in our fiducial model and are nearly identical for the two bias parameters within the scale cut. The dashed and dotted lines denote individual contributions to the $P_{gm}/P_{mm}$ model defined in Eq. 3 from the various PT terms and can vary significantly between the modes. For example, the large scale contributions from the $b_2$ and $b_s$ terms in the fiducial model for the two modes effectively switch at low wavenumbers, yielding a comparable sum from different bias parameters. Similar deviations occur in the shapes of the remaining non-linear contributions with the $b_{knl}$ term providing a greater (lesser) contribution for the positive $b_k$ mode (red) than the negative $b_k$ mode (blue). These differences cancel at large scales when all PT terms are summed over.

In summary, cancellations between contributions of the non-linear PT terms in our fiducial model at sufficiently large scales can lead to theoretical predictions from disparate bias parameters that are indistinguishable within our error bars and hence yield bimodal bias parameter posteriors. A similar bimodality arises when fitting the configuration space data vectors $\xi_{gg}/\xi_{mm}$ and $\xi_{gm}/\xi_{mm}$ for the $m_r < 23$ galaxy sample as shown in Figure 10.

B. Correlation function results

In Figure 8 we show the results from fitting the correlation function ratios $\xi_{gg}/\xi_{mm}$ and $\xi_{gm}/\xi_{mm}$ simultaneously with our three bias models. These model fits are
for the $m_r < 23$ galaxy sample and assume a scale cut of $r_{\text{min}} = 6 \, \text{Mpc}/h$. We find an excellent fit with our fiducial model with five free parameters, which fits the correlation function measurements to within 0.2% and has a reduced $\chi^2$ of 1.2. Similar to the Fourier space results for this galaxy sample, we find that the 2-parameter and 3-parameter models provide a reasonably good fit to the data vector, where the residuals are consistent with zero within a percent.

In Figure 9 we show the reduced $\chi^2$, maximum percent deviation, and median percent deviation for the configuration space model fits to the $m_r < 23$ galaxy sample for four scale cuts ranging from $r_{\text{min}} = 4 \, \text{Mpc}/h$ to $r_{\text{min}} = 12 \, \text{Mpc}/h$. Similar to the Fourier space results, the configuration space fiducial model fits have significantly lower reduced $\chi^2$ than those of the two and three parameter models across all scale cuts. However, unlike in Fourier space, the two and three parameter models yield comparable reduced $\chi^2$ statistics across all scale cuts when fitting this galaxy sample in configuration space. The configuration space fits also tend to have smaller reduced $\chi^2$ values than the Fourier space fits for the same galaxy sample. In particular, the reduced $\chi^2$ of the configuration space fiducial model fits is consistent with unity for all scale cuts analyzed.

Similarly, the fiducial model demonstrates increased performance over the two and three parameter models when evaluated using the maximum and median percent deviation statistics. In particular, the configuration space fiducial model fits for the $m_r < 23$ galaxy sample have maximum percent deviation below 0.2% and median percent deviation below 0.05% across all scale cuts. The maximum percent deviation of the two and three parameter models ranges from over 0.2% to 1%. We also find that the maximum percent deviation of the 2-parameter model fits is approximately less than or equal to that of the 3-parameter model fits at all except the most aggressive scale cut ($r_{\text{min}} = 4 \, \text{Mpc}/h$). This is consistent with the observation that the 3-parameter model provides a poorer fit to the large scale configuration space measurements in order to fit the data points between 10 and 20 Mpc$/h$ which have tighter error bars as shown in the bottom panels of Figure 8. The 3-parameter model's inability to simultaneously describe both large and small
scale information is a consequence of the fact that the non-linear PT terms can have an \( \approx 0.5\% \) contribution in the linear regime as discussed in Appendix F.

In Figure 10 we plot the bias parameter posteriors derived from the chains of the configuration space fiducial model fits for the \( m_r < 23 \) galaxy sample at three scale cuts. As in Fourier space, we find that the marginalized posterior of \( b_s \) is bimodal when assuming conservative scale cuts. This bimodality disappears with the addition of more small scale information; however, unlike the Fourier space results, the configuration space fiducial model fits favor the mode corresponding to negative values of \( b_s \). As discussed in §III A 3 this bimodality is a result of cancellations between the non-linear terms in our fiducial model for various combinations of bias parameters at large scales.

Our results differ from those of Pandey et al. [24] who found that the 2-parameter was sufficient to describe the 3D correlation function ratios \( \xi_{gg}/\xi_{mm} \) and \( \xi_{gm}/\xi_{mm} \) in DES-like mock galaxy catalogs from the MICE [58–60] simulation. The insufficiency of the 2-parameter model in our analysis is likely a result of the increased statistical precision of our correlation function measurements. In particular, Pandey et al. [24] found that the 2-parameter model fit the MICE correlation function measurement within 2% up to 4 Mpc/\( h \) which is similar to the percent level fits of the 2-parameter model achieved in this analysis.

C. Comparison of Fourier and configuration space analyses

In this section we compare bias parameter estimates between our Fourier space fits \( (P_{gg}/P_{mm} \text{ and } P_{gm}/P_{mm}) \) and configuration space fits \( (\xi_{gg}/\xi_{mm} \text{ and } \xi_{gm}/\xi_{mm}) \) for the \( m_r < 23 \) galaxy sample. In Figure 11 we plot the bias parameters for our fiducial model as a function of \( k_{\max} \) for Fourier space fits and \( r_{\min} \) for configuration space fits assuming an conversion of the form \( r_{\min} = 2/k_{\max} \). Given that there is no exact correspondence between Fourier and configuration space scale cuts, we chose this approximate relation because it conveniently relates the range of scale cuts used in this analysis.

We find that the linear bias parameter, \( b_1 \), agrees to better than one percent between the Fourier space and configuration space fits across all scale cuts; however, the configuration space \( b_1 \) estimates are consistently higher than the estimates from the Fourier space fits. This tension in the linear bias parameter estimates is sourced by the behavior of the higher order PT kernels at the largest scales of our measurements, i.e. 0.035 h/Mpc in Fourier space and 40 Mpc/\( h \) in configuration space. At these scales, the non-linear terms in our fiducial model can still have a greater than percent level contribution to the power spectrum and correlation function theory predictions, and hence affect our constraints on \( b_1 \) which are derived from sub-percent measurements. We discuss this affect further in Appendix F.

The Fourier space fits also place tighter constraints on the bias parameters, particularly \( b_1 \). This is natural because \( b_1 \) is most strongly constrained on the largest scales, but our correlation function measurements only extend up to 40 Mpc/\( h \). Furthermore, at large scales, the power spectra error bars are largely uncorrelated, unlike those of the correlation function. At smaller scales the signal-to-noise is greater, but the signal is also degenerate with that of the higher order bias parameters.

The remaining bias parameters are determined with significantly less precision than \( b_1 \) in both Fourier and configuration space. We find significant tension in the \( b_2 \) estimates across all scale cuts; however, the remaining bias parameters are relatively consistent between the two approaches below \( k_{\max} = 0.35 \) h/Mpc and above \( r_{\min} = 6 \) Mpc/\( h \). Finally, at \( r_{\min} = 4 \) Mpc/\( h \), the non-linear bias parameters disagree considerably between the two approaches. This is a result of the configuration space fits favoring the mode corresponding to negative values of \( b_s \), as opposed to the positive mode selected in Fourier space as discussed in §III A 3.

In Figure 12 we show the Fourier space and configuration space measured cross correlation coefficients \( r(k) = P_{gm}/\sqrt{P_{mm}P_{gg}} \) and \( r(r) = \xi_{gm}/\sqrt{\xi_{mm}\xi_{gg}} \). The Fourier space measurement are shown after subtracting Poissonian shot-noise, as well as after subtracting the non-Poissonian shot-noise inferred from the fiducial...
model fit at \( k_{\text{max}} = 0.35 \, h/\text{Mpc} \). The Fourier and configuration space axes are arbitrarily related by \( r = 1.4/k \) because it provides a convenient comparison of scales of our measurements. It is difficult to directly compare \( r \) between the configuration and Fourier space because of the non-trivial relationship between \( r \) and \( k \), as well as the dependence of the Fourier space measurement on the shot-noise estimate. Nevertheless, we find that all cross-correlation coefficients are remarkably consistent with unity well beyond the linear regime.

Differences in bias parameter estimates obtained from the two approaches can be expected given that configuration space and Fourier space fundamentally encode different information under fixed scale cuts. Moreover, higher order contributions to the power spectrum and correlation function data vectors that are not accounted for in the bias model can be fit differently between the two spaces, hence leading to shifts in bias parameters. Nevertheless, several of our derived bias values are inconsistent at high statistical significance. Since the aforementioned processes should have only secondary effects on the data vectors and theory modeling, our observed differences between the two approaches could be a result of systematic numerical effects (in either theory predictions or measurements) or fitting the noise features in the simulation. The tension between our two approaches suggests that it is difficult to draw conclusions from the bias parameter values, particularly the non-linear parameters. These parameters should likely be treated as nuisance parameters and marginalized over.

Finally, we find that the configuration (Fourier) space results are unable to describe the Fourier (configuration) space measurements. In particular, using the best fit bias parameters from the configuration space fiducial model fits with the non-Poissonian shot-noise from the Fourier space fits to describe the Fourier space data vectors to \( k_{\text{max}} = 0.35 \, h/\text{Mpc} \) yields reduced \( \chi^2 \) values of 32.8, 168, 652, and 74.5 at \( r_{\text{min}} = 4, 6, 8, \) and 12 Mpc/\( h \). This incompatibility is driven by the large \( b_k \) values of the configuration space fits which lead to overestimates of \( P_{gg}/P_{mm} \) and \( P_{gm}/P_{mm} \).

D. Comparison with measurements

The linear bias parameter estimates from the fiducial model fits in our analysis are 1.394±0.001, 1.649±0.001 and 1.880±0.002 for \( m_i < 24.43 \), \( m_i < 22.87 \) and \( m_i < 21.80 \) samples, respectively. The LSST DESC Science Requirements Document (SRD) [62] assumed the form

\[
    b_1(z) = \frac{b_1(z = 0)}{g(z)},
\]

with \( b_1(z = 0) = 0.95 \) and 1.05 for \( m_i < 25.3 \) and \( m_i < 24.1 \), implying \( b_1(z = 1.0) = 1.51 \) and 1.68 for those two galaxy samples. Analysis of HSC galaxy clustering in Nicola et al. [61] found bias values lower than those provided by the SRD, with \( b_1(z = 1.0) \sim 1.60 \) and \( \sim 1.55 \) for \( m_i < 23.5 \) and \( m_i < 24.5 \). Our analysis of CosmoDC2 galaxies gives \( b_1 \) values about 10% lower than the HSC measurements. We present a comparison of these estimates in Figure 13.

IV. CONCLUSIONS

Effectively modeling non-linear galaxy bias is necessary to extract cosmological information from upcoming galaxy surveys. Large N-body simulations provide an invaluable avenue to rigorously test non-linear galaxy bias models. In this paper we validated a hybrid-PT bias
model against galaxy samples from the CosmoDC2 simulations. We measured and analyzed the two-point correlations between the galaxy and matter catalogs in both Fourier and configuration spaces. These measurements are obtained from a single 27 (Gpc/h)^3 box at redshift z ~ 1 and are some of the highest precision measurements to date. We list our main findings below:

- A five-parameter EFT-inspired hybrid perturbation theory model can effectively describe non-linear galaxy bias in the 3D power spectrum measurements from CosmoDC2 at the sub-percent level up to k_{max} = 0.4 h/Mpc and with 2% precision up to k_{max} = 0.9 h/Mpc for all magnitude limited samples considered in this paper at z ~ 1. Furthermore, after fixing three of the higher order bias parameters to values obtained from theoretical considerations and letting only b_1 and b_2 vary, we are still able to fit the measurements with 2% precision up to k_{max} = 0.5 h/Mpc.

- Bias parameter estimates obtained from distinct galaxy samples defined via r-band and i-band magnitude that are matched to give the same number of galaxies are essentially the same between the two samples. In particular, abundance matching [63], which implies that the ensemble properties of galaxies are ordered by some measure of their “bigness” (host halo mass, stellar mass, or flux in some band in our case) works to better than percent level in this analysis.

- The bias parameter likelihood surface for our fiducial model fits in Fourier space and configuration space is often multimodal when assuming relatively conservative scale cuts. This multimodality arises from degeneracies between the large scale contributions of the various PT kernels.

- Bias parameters estimated from fitting the power spectra in Fourier space exhibit moderate to significant tension with those obtained from fitting the configuration space correlation functions. In particular, although estimates of b_1 agree to within 1% for the two methods, there is still considerable tension between the configuration space and Fourier space linear bias estimates given the precision of our measurements. The remaining bias parameters, with the exception of b_2, are consistent within 1σ between the two approaches until scale cuts of k_{max} = 0.35 h/Mpc and r_{min} = 6 Mpc/h. These discrepancies likely arise from a combination of numerical effects in the measurement procedure, incompleteness of our bias model, and intrinsic differences between information contained in the power spectra and correlation functions when assuming fixed scale cuts. Since cosmological constraints come predominately from correctly determining the value of b_1, this should not be a major obstacle for most cosmological analysis. We leave pursuing a detailed understanding of this discrepancy for future work.

- At the sub-percent precision of our measurements, we find significant departures of the non-linear parameters b_\text{halo} and b_\text{halo} from their expected co-evolution values (when assuming a linear galaxy biasing in Lagrangian space). While we do expect departures from co-evolution at some level, given the differences between Fourier and configuration space fits it is not clear whether these are real or systematic effects.

This study complements various recent studies aiming to study galaxy bias models with high resolution simulations [24, 44, 64–70]. Unlike previous studies which focus either on Fourier or configuration space, in this study we perform the analysis using the two point functions in both spaces. As these two estimators are sensitive to different scales and hence differ in their sensitivity to various non-linearities, they provide a valuable check of the consistency of the cosmological and astrophysical conclusions from the data. Therefore a study like the one presented here would be useful in making model and analysis choices for future and current galaxy surveys. A majority of the previous studies used halos as the tracers of dark matter, whereas this analysis focused specifically on galaxy bias. We analyze both bright and faint galaxy samples at high redshift, where we expect future galaxy surveys to have peak sensitivity. Our findings suggest that these surveys should use the full five parameter model to describe sub-percent level measurements; however, the two and three parameter models are likely to provide sufficient descriptions at the 1-2% level as shown in Figures 3 and 9.

In this study, we have not included the effects of redshift space distortions or lensing magnifications on our measurements and model. These physical processes can be easily accounted for at linear level [71], but we leave a detailed study of the impact of their higher order contributions to a future study. The EFT-inspired model used in this work is “complete” in that it can describe any halo-distribution on sufficiently large scales. While not perfect, we find that for a realistic distribution of galaxies, it allows sub-percent descriptions to surprisingly large values of k_{max}. Including baryonic and other non-gravitational processes that can affect galaxy formation will modify this picture. The next step is to confront this model with other models in the literature, such as Lagrangian perturbation theory [47, 72–74], hybrid effective field theory [50, 75], and effective field theory of large scale structure [67, 76–78]. It is hopeful that more than one theoretical framework will produce unbiased results with different and informative sensitivity to systematic effects.
FIG. 14. Top: Galaxy-matter cross correlation coefficient for the $m_r < 24.5$ galaxy sample. The two black modes with outlying values of $r(k)$ resulting from excess power in $P_{\text{mm}}$ are removed before rebinning the measured power spectra. Bottom: Galaxy-matter cross correlation coefficient residuals calculated using a 3 point moving median about each bin center for the theory model, $r_{\text{theory}}$.
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Appendix A: Removal of excess power

When analyzing the galaxy-matter cross correlation coefficient across all galaxy samples using 300 logarithmically spaced bins between 0.01 and 2.8 $h$/Mpc we found several modes containing significant outliers. In Figure 14 we plot the cross correlation coefficient for the $m_r < 24.5$ galaxy sample in 300 bins between 0.01 and 2.8 $h$/Mpc. The two modes labeled in black represent significant outliers as can be seen in the bottom panel in which we plot the cross correlation coefficient residuals using a 3 point moving median. These outliers result from excesses in the matter power spectrum corresponding to wavenumbers where $k_x$ is equal to an integer multiple of 64 regardless of our choice of binning. We treated the finding as a simulation artifact and removed these two bins from all of our full box power spectra measurements. Note that we do not manually remove the bin associated with the outlier at $k = 0.018h$/Mpc as it is automatically excluded when we rebin using a minimum wavenumber of 0.035 $h$/Mpc.

To understand the impact of removing these bins we also ran the fiducial model fitting procedure with these bins included. Leaving these bins shifts the correspond-
ing measurement bins of $P_{gg}/P_{nm}$ and $P_{gm}/P_{mm}$ by approximately 0.5% which is greater than the precision of our measurements. In effect, including these modes in our final data vector impacts our model fits.

Figure 16 shows the fiducial model bias parameter constraints before and after removing the outlying bins. The inferred bias parameters differ between the two samples, particularly at low $k_{\text{max}}$ where the model fits are heavily constrained by the outlying bin located $k = 0.14 \ h/\text{Mpc}$. Similarly, including these two bins in our analysis significantly degrades our goodness of fit statistics. In Figure 15 we plot the reduced $\chi^2$, maximum percentage deviation, and median percentage deviation as a function of $k_{\text{max}}$ for the fiducial model fits of the $m_r < 24.5$ galaxy sample with and without including the two bins with excess matter power. Removing these bins yields a significant drop in the reduced $\chi^2$ statistic, indicating that these bins impact the model fits appreciably. Including these modes leads to a considerable increase in the maximum percentage deviation as the model is unable to fit these outliers; nevertheless, the median percent deviation is relatively unaffected. These findings motivate our decision to treat the outliers as a systematic error and remove them from our analysis.

Appendix B: Covariance matrix estimation

The Fourier space covariance matrices estimated using the subsample covariance of the ratios $P_{gg}/P_{nm}$ and $P_{gm}/P_{mm}$ calculated in 64 subboxes are essentially singular, hence leading to unstable model fits and bias parameter estimates. To address this, we artificially inflated the diagonal of all Fourier space covariance matrices by 5%. In this section we describe the impact of this adjustment on our bias parameter estimates and model fits.

In Figure 17 we plot the condition number, $\kappa(C)$, of the Fourier space covariance matrices for all $r$-band limited galaxy samples as a function of the percent increase in the covariance matrix diagonal assuming $k_{\text{max}} = 0.5h/\text{Mpc}$. We find that the condition number drops by over two orders of magnitude after increasing the diagonal of the covariance matrix by 1%. With larger adjustments, the condition number continues to steadily fall. At 5%, our selected inflation percentage, the condition numbers for all analyzed galaxy samples are of order $10^4$.

In Figure 18 we plot the reduced $\chi^2$, maximum percentage deviation, and median percentage deviation as a function of $k_{\text{max}}$ for all three $r$-band galaxy samples and all three perturbative bias models with the covariance matrices inflated by 2%, 5%, and 10%. The $\chi^2/\text{d.o.f}$ decreases appreciably as the diagonal is inflated; therefore, we need to introduce alternative metrics in order to reliably evaluate the goodness of fit of our models while maintaining stable fits. Unlike the reduced $\chi^2$, the maximum and median percentage deviation statistics are relatively stable with respect to inflating the diagonal of the covariance matrix and the largest deviations are $O(0.1)$. Therefore, our percent level claims remain unaltered by our covariance matrix adjustment.

In Figure 19 we show the bias parameter estimates obtained from fitting the $r$-band limited galaxy samples to the fiducial model with a 2%, 5%, and 10% inflation of the covariance matrix diagonal. We find extremely consistent agreement between essentially all bias parameters.
FIG. 18. Top: Reduced $\chi^2$ as a function of $k_{\text{max}}$ for the fiducial model fits to the three $r$-band galaxy samples after inflating the diagonal of the covariance matrix by 2%, 5%, and 10%. Bottom: Maximum (filled) and median (unfilled) percent deviation for these model fits.

FIG. 19. Bias parameters as a function of $k_{\text{max}}$ for the fiducial model fits in Fourier space across all $r$-band magnitude limited galaxy samples after inflating the diagonal of the covariance matrix by 2%, 5%, and 10%.
across all scale cuts regardless of the choice of diagonal inflation. There are slight deviations in the parameter estimates of $b_s$ for the $m_r < 22$ galaxy sample and $b_{3nl}$ for the $m_r < 24.5$ at large $k_{\text{max}}$; however, these parameters are still consistent to within 1σ.

Finally, in Figure 20 we compare our estimated error on $P_{\text{mm}}$ using the subsample covariance with a 5% inflation of the main diagonal with the Gaussian error approximation given by $\sigma_{P_{\text{mm}}}^{\text{Gaussian}} = \sqrt{\frac{2P_{\text{mm}}^2}{N_{\text{modes}}}}$. We find agreement between the two methods up to $k \approx 0.15 \, h/\text{Mpc}$ after which our errors are notably larger than the Gaussian estimate. This is consistent with the scales at which non-Gaussian errors are expected to become important at $z = 1.01$ [79].

In summary, inflating the covariance matrix by 5% does not have a substantial impact on the main conclusions of this paper. Although the reduced $\chi^2$, which we use almost exclusively as a relative measure of model goodness of fit, changes considerably after inflating the diagonal of the covariance matrix, the percent level accuracy of our model fits and our bias parameter estimates are unaffected. Alongside quantifying the impact of inflating the diagonal of our covariance matrix, we also show that our matter power spectrum errors are consistent with the Gaussian approximation at large scales. We leave the exercise of studying the dependence of the covariance matrix on the number of subboxes to a future study.

Appendix C: Comparison of matter power spectrum with HALOFIT

In Figure 21 we show the residuals of the computed matter power spectrum and the HALOFIT estimate. We find that HALOFIT and our measurement disagree by approximately 5% with HALOFIT underestimating our measured matter power spectrum at all scales. These deviations are likely a result of systematics associated with our power spectrum measurement and the underlying accuracy of HALOFIT. We note that inconsistencies between our measured power spectrum and HALOFIT will have a small impact on the conclusions of this analysis in which we considered the ratios of two-point statistics, hence removing any leading order dependence of our results on the HALOFIT estimate.

Appendix D: Poissonian shot-noise results

In order to assess the impact of including a constant, non-Poissonian shot-noise term in our model, we run a series of fits in which we assume Poissonian shot-noise ($N_0 = 0$). In Figure 22 we compare bias parameters as a function of $k_{\text{max}}$ for the fiducial model fits with Poissonian and non-Poissonian shot-noise to the $m_r < 23$ galaxy sample. We find consistent values of $b_1$ across all scale cuts between the two approaches. On the other hand, the non-linear bias parameters can differ significantly between the two models when assuming scale cuts for which the non-Poissonian shot-noise contribution becomes significant ($k_{\text{max}} \gtrsim 0.25 \, h/\text{Mpc}$). We note that
FIG. 22. Bias parameters as a function of $k_{\text{max}}$ for the Fourier space fiducial model fits to the $m_r < 23$ galaxy sample with and without including non-Poissonian shot-noise.

FIG. 23. Top: Reduced $\chi^2$ as a function of $k_{\text{max}}$ for the Fourier space fiducial model fits for $m_r < 23$ galaxies with and without including non-Poissonian shot-noise. Bottom: Maximum and median percent deviation for these model fits.

these changes in the non-linear bias parameters do not resolve the tension between our bias parameter estimates in configuration and Fourier space, hence our result of recovering inconsistent non-linear bias parameters between the two approaches is likely not a consequence of our shot-noise model. We note that assuming Poissonian shot-noise can have a significant impact on the performance of the two parameter model at aggressive scale cuts for which any non-Poissonian contribution will be absorbed by $b_1$ and $b_2$, thus potentially resulting in biased estimates of $b_1$.

In Figure 23 we plot the reduced $\chi^2$, maximum, and median percent deviation as a function of $k_{\text{max}}$ for the fiducial model fits to the $m_r < 23$ galaxy sample with and without including the non-Poissonian shot-noise term. We find that the reduced $\chi^2$ is noticeably worse when assuming Poissonian shot-noise for $k_{\text{max}} \geq 0.3 \, h/\text{Mpc}$. Nevertheless, the median and maximum percent deviation are consistent between the two models.

Appendix E: Regularization of the configuration space PT model

In order to mitigate high-frequency oscillations appearing at large scales in the configuration space model predictions after integrating PT kernels and also regularize the divergent inverse Fourier transform arising from the the higher-derivative bias term we multiply our models for $P_{gg}$ and $P_{gr}$ by an exponential cutoff term, $\exp[-(k/k_*)^4]$, before applying the inverse Fourier transform. In Figure 24 we show the bias parameter estimates for the configuration space fiducial model fits at $r_{\text{min}} = 6$ Mpc/$h$ for three values of $k_*$. We find consistent agreement between all bias parameters and conclude that our results are insensitive to the choice of $k_*$. 

Appendix F: Large scale non-linear contributions

In §III C we found that the linear bias parameter is consistently higher when fitting the correlation functions as opposed to the power spectra. In this section we show that this discrepancy is a result of non-linear terms having sub-percent level contributions to the Fourier space and configuration space data vectors at the largest scales.

Figure 25 shows the theory predictions for $P_{gm}/b_1 P_{mm}$ and $\xi_{gm}/b_1\xi_{mm}$ using the fiducial model and the best fit bias parameter for the $m_r < 23$ galaxy sample in Fourier space with $k_{\text{max}} = 0.35 \, h/\text{Mpc}$. The black dashed line indicates the linear contribution. At $k = 0.03 \, h/\text{Mpc}$, the largest scales we probe in Fourier space, the fiducial model is greater than the linear bias model. On the other hand, at $r = 40 \text{ Mpc}/h$, the largest scales analyzed in configuration space, the fiducial model is less than the linear bias model. In order to compensate for these differences in the non-linear PT contributions, the Fourier space fits
FIG. 24. Bias parameters posterior distribution when fitting the fiducial model to the ratios $\xi_{gg}/\xi_{mm}$ and $\xi_{gm}/\xi_{mm}$ for the $m_r < 23$ galaxy sample with three different values of the regularization scale, $k_*$, assuming $r_{\text{min}} = 6$ Mpc/h.

FIG. 25. Contribution of non-linear terms of the fiducial model to the Fourier space ratios $P_{\xi_{gm}}/b_1 P_{\xi_{mm}}$ (left) and configuration space ratios $\xi_{gm}/b_1 \xi_{mm}$ (right) generated using the same bias parameters. Linear theory is indicated using a black dashed line.
will favor lower values of $b_1$ than those in configuration space.
