Optical response for the d-density wave model
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We have calculated the optical conductivity and the Raman response for the d-density wave model, proposed as a possible explanation for the pseudogap seen in high $T_c$ cuprates. The total optical spectral weight remains approximately constant on opening of the pseudogap at fixed temperature. This occurs because there is a transfer of weight from the Drude peak to interband transitions across the pseudogap. The interband peak in the optical conductivity is prominent but becomes progressively reduced with increasing temperature, with impurity scattering, which distributes it over a larger energy range, and with inelastic scattering which can also shift its position, making it difficult to have a direct determination of the value of the pseudogap. Corresponding structure is seen in the optical scattering rate, but not necessarily at the same energies as in the conductivity.

I. INTRODUCTION

The pseudogap in the cuprates is widely believed to hold an important clue to the fundamental nature of these systems. Through angular resolved photoemission studies of the variation around the Fermi surface of the leading edge of the electron spectral density, it has been established that the pseudogap has d-wave symmetry as does the superconducting gap. A smooth evolution of the superconducting gap into the pseudogap is also observed in tunneling studies. The leading edge of the electron spectral density, it has been established that the pseudogap has d-wave symmetry as does the superconducting gap. A smooth evolution of the superconducting gap into the pseudogap is also observed in tunneling studies which shows that, in the underdoped regime, the gap fills in with increasing temperature but does not close as one goes through $T_c$. These ideas have led to a school of thought that believes that the pseudogap is a precursor to superconductivity. One model is the preformed pair model with phase coherence lost at the superconducting $T_c$, but the pairs remain till the higher pseudogap temperature $T^*$.

Another model includes finite momentum pairs, which exist at any finite temperature below $T^*$ but do not contribute to the superfluid stiffness. No zero momentum Cooper pairs remain above $T_c$ where superconductivity is lost.

A second school of thought envisages that the pseudogap has its origin in a competing order parameter. The DDW theory is found among this group. It establishes a charge density wave order which has d-wave symmetry and which opens at the antiferromagnetic Brillouin zone as the competing order parameter. The DDW model breaks time reversal symmetry because it introduces bond currents which also have small orbital magnetic moments. The two dimensional CuO$_2$ Brillouin zone is halved into a lower and an upper antiferromagnetic Brillouin zone. The DDW model can be included in the group of models associated with unconventional density waves (UDW), which have been proposed to explain some phases of correlated electron systems. For instance, UDWs have been used to understand quasi-two dimensional organic conductors, such as $\text{a-}\{\text{BEDT-TTF}_2\text{M}\text{H}_9\text{(SCN)}_4\}$ with $\text{M} = \text{K, Rb}$ and $\text{Tl}$. Unconventional density waves have a gap which averages to zero on the Fermi surface (although in contrast, the DDW gap, not opening at the Fermi surface, can only average to zero over the Brillouin zone). Likewise, there is no periodic modulation in the charge or spin density, which makes them difficult to detect experimentally. For this reason it is very important to have predictions for transport properties in order to look for features that may characterize them.

In this paper, we calculate the optical conductivity and the electronic Raman response for the DDW model. For tight-binding bands with first-nearest-neighbours only, the chemical potential acts as the lower cutoff on the interband signal in both optical responses as first discussed by Yang and Nayak in the case of optical conductivity. As the second-nearest-neighbour hopping is increased from zero, the cutoff remains, but shifts and is no longer at twice the chemical potential. The role of the chemical potential in the optical response is intimately related to the fact that the DDW order parameter opens at the antiferromagnetic Brillouin zone. As a consequence optical spectral weight is transferred from intraband to interband transitions in the energy range of the gap with little change in total spectral weight. We obtain a peak in the real part of the conductivity coming from the interband contribution. This feature is robust with respect to different dispersion relations with second-nearest-neighbours. It is modified by impurities and by inelastic scattering, which shift the energy of the structure and obscure the cutoff, making an unambiguous determination of the pseudogap difficult. As the temperature is increased, the interband spectral weight loses intensity. It is fully depleted at the pseudogap temperature $T^*$ at which point it has all been transferred to the intraband. A similar peak is found in the optical scattering rate, but it can be shifted in energy. This feature can be used to test for the DDW state, but so far, it has not been seen in the cuprates.

The paper is organized as follows. In the next section, we present the DDW model, then in section we discuss the one-particle properties relevant for our problem. Section treats the problem of the optical conductivity and of the optical spectral weight. Section deals with the electronic Raman response. In section, we consider the effects of elastic and inelastic scattering, and in
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the final section our conclusions are presented.

II. HAMILTONIAN

We consider a two dimensional system of electrons with the Hamiltonian given by:

$$\hat{H} = \sum_{k\sigma}(\epsilon_k - \mu)c_{k\sigma}^\dagger c_{k\sigma} + \frac{1}{2} \sum_{kk'\sigma'\sigma'} V(k,k',q)c_{k+q\sigma'}^\dagger c_{k'q\sigma} c_{k'\sigma'} c_{k\sigma}, \quad (1)$$

where $c_{k\sigma}^\dagger$ and $c_{k\sigma}$ are the creation and annihilation operators of electrons with momentum $k$ over the entire Brillouin zone of the $CuO_2$ plane (2D) and spin $\sigma$, $\mu$ is the chemical potential, $\epsilon_k$ is the dispersion relation and $V(k,k',q)$ is the interaction between the electrons. Following Dóra et al. [4], the interaction is taken to be of the form $V(k,k',q) = 2V(f(k)/f(k')\delta(q - Q)$, where $Q = (\pi, \pi)$ is the wavevector where the density wave order takes place.

Using the definition of the density wave order parameter,

$$i\Delta_k = -VF(k) \sum_{k'\sigma} f(k') (c_{k'\sigma + Q, \sigma} c_{k, \sigma}), \quad (2)$$

then, to within an additive constant, one arrives at the following effective Hamiltonian:

$$\hat{H}_{DDW} = \sum_{k\sigma} \left[ (\epsilon_k - \mu)c_{k\sigma}^\dagger c_{k\sigma} + i\Delta_k c_{k\sigma}^\dagger c_{k + Q, \sigma} \right]. \quad (3)$$

To diagonalize the Hamiltonian in Eq. (3), we write it with momentum restricted to the first antiferromagnetic Brillouin zone using Nambu notation:

$$\hat{H}_{DDW} = \sum_{k, \sigma} \Psi_{\sigma}^\dagger(k) \left( \epsilon_k^\dagger \tau_3 + (\epsilon_k^+ - \mu) \tau_0 - \Delta_k \tau_2 \right) \Psi_{\sigma}(k), \quad (4)$$

where $\Psi_{\sigma}^\dagger(k) = (c_{k, \sigma}^\dagger, c_{k+Q, \sigma})$, $\tau_i$ stands for the Pauli matrices, $\epsilon_k^\dagger = (\epsilon_k - \epsilon_k^+ - \epsilon_k^-)/2$ is the nesting dispersion relation and $\epsilon_k^+ = (\epsilon_k + \epsilon_k - Q)/2$ is the imperfect nesting one.

Using a standard Bogoliubov transformation, the coherence factors are found to be:

$$u_k = \sqrt{\frac{1}{2} (1 + \frac{\epsilon_k}{E_k})},$$

$$v_k = \sqrt{\frac{1}{2} (1 - \frac{\epsilon_k}{E_k})}, \quad (5)$$

where $E_k = \sqrt{(\epsilon_k^+)^2 + \Delta_k^2}$. The energy eigenvalues are:

$$E_k^\pm = \epsilon_k^\pm + E_k, \quad (6)$$

where $\pm$ refers to the upper and the lower antiferromagnetic Brillouin zone, respectively. The imperfect nesting dispersion $\epsilon_k^+ \mp \Delta_k^2$ does not enter into the coherence factors in Eq. (3), as has been previously discussed [4], however, the effects induced by the imperfect nesting term enter in Eq. (3), where the it is outside the square-root. As a consequence, in all physical quantities, this term enters linearly along with the chemical potential. This fact will be of importance for the optical response.

From the Hamiltonian of Eq. (3), we can write straightforwardly the Green’s function in Nambu notation, $G(k, i\omega_n) = i\omega_n - \hat{H}_{DDW}$, as follows:

$$G(k, i\omega_n)^{-1} = (i\omega_n - \epsilon_k^\dagger + \epsilon_k + \Delta_k \tau_2), \quad (7)$$

where the $\omega_n$ are the fermion Matsubara frequencies. The spectral functions $A_{ij}(k, \omega) = -2\text{Im}G_{ij}(k, \omega + i\delta)$ are the following:

$$A_{11}(k, \omega) = 2\pi\left\{ u_k^2 \delta(\omega + \mu + E_k^+) + v_k^2 \delta(\omega + \mu - E_k^-) \right\},$$

$$A_{22}(k, \omega) = 2\pi\left\{ u_k^2 \delta(\omega + \mu - E_k^+) + v_k^2 \delta(\omega + \mu + E_k^-) \right\},$$

$$A_{12}(k, \omega) = A_{21}(k, \omega) = 2\pi v_k u_k \left\{ \delta(\omega - \epsilon_k^+) - \delta(\omega + \epsilon_k^-) \right\}, \quad (8)$$

We observe that each $A_{ij}$ depends on the upper and lower bands, which reflects the physics of DDW theory where the quasiparticles spend time in both bands (i.e., the upper as well as the lower antiferromagnetic Brillouin zone).

We study the case with $\Delta_k = \frac{2}{7}(\cos(k_x) - \cos(k_y))$ and the dispersion relation is of the form $\epsilon_k = \epsilon_k^+ + \epsilon_k^-$, where $\epsilon_k^+ = -2t(\cos k_x + \cos k_y)$ and $\epsilon_k^- = -4t' \cos k_x \cos k_y$. We choose $t' < 0$, which is the relevant case for the cuprates. All the quantities are in units of the nearest-neighbour hopping parameter $t$, typically chosen to be between 0.1–0.25eV. Here, $t'$ is the next-nearest-neighbour hopping parameter.

III. BANDS AND DENSITY OF STATES

In the following we will comment on the band structure given by Eq. (8) together with the density of states. These one-particle properties can facilitate our understanding of the optical response. In Fig. 1 we show the bands given by Eq. (8) and in Fig. 2 we plot the corresponding density of states given by:

$$\rho(\omega) = \sum_k \left\{ u_k^2 \delta(\omega - E_k^+) + v_k^2 \delta(\omega - E_k^-) \right\}, \quad (9)$$

where the momentum sum is over the entire Brillouin zone, and this quantity does not depend on the chemical potential as it can be absorbed into the frequency. First, consider the case where $t' = 0$. The upper, $E_k^+$, and lower, $E_k^-$, bands are shown in Fig. 1b for $\Delta = 0.8t$, illustrating that the gap is maximum at $(\pi, 0)$ and closes
IV. OPTICAL CONDUCTIVITY

We consider now the real part of the optical conductivity $\sigma(\Omega)$. In the long wavelength limit ($\mathbf{q} \to 0$) the current operator in momentum space is:

$$
\mathbf{j}(\mathbf{q} \to 0, i\Omega_n) = -eT \sum_{\mathbf{k}, \omega_m} \Psi^\dagger_{\mathbf{k}} (\mathbf{k}, i\omega_m + i\Omega_n)(\nabla \epsilon^+_{\mathbf{k}} \hat{\tau}_0 + \nabla \epsilon^-_{\mathbf{k}} \hat{\tau}_3) \Psi_{\sigma}(\mathbf{k}, i\omega_m),
$$

where the $\Omega_n$ are the boson Matsubara frequencies. Within linear response theory, the optical conductivity is obtained from the current-current correlation function $\Pi(\mathbf{q} \to 0, i\Omega_n)$ as $\text{Re}\{\sigma_{\alpha\alpha}(\Omega)\} = -(1/\Omega)\text{Im}\{\Pi_{\alpha\alpha}(i\Omega_n \to \Omega + i\delta)\}$, where $\alpha$ is a Cartesian coordinate, $x, y, z$. On the imaginary axis, $\Pi_{\alpha\alpha}(i\Omega_n)$ is given in the bubble approximation in terms of the Matsubara Green’s functions $\hat{G}(\mathbf{k}, i\omega_m)$ by the following equation:

$$
\Pi(i\Omega_n) = e^2 T \sum_{\mathbf{k}, \omega_m} \text{Tr} \left[ \hat{G}(\mathbf{k}, i\omega_m + i\Omega_n)(\nabla \epsilon^+_{\mathbf{k}} \hat{\tau}_0 + \nabla \epsilon^-_{\mathbf{k}} \hat{\tau}_3) \times \hat{G}(\mathbf{k}, i\omega_m)(\nabla \epsilon^+_{\mathbf{k}} \hat{\tau}_0 + \nabla \epsilon^-_{\mathbf{k}} \hat{\tau}_3) \right].
$$

When the Green’s function, given by Eq. (7), is expressed in terms of the spectral functions $A_{ij}(\mathbf{k}, \omega)$, the real part
of the optical conductivity takes the form:

$$\text{Re}\{\sigma_{xx}(\Omega)\} = e^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) - f(\omega + \Omega) \times$$

$$\sum_{k} \left\{ \left[ \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 + \frac{c_k}{E_k} \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 \right] A_{11}(k, \omega + \Omega) A_{11}(k, \omega) + \left[ \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 - \frac{c_k}{E_k} \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 \right] A_{12}(k, \omega + \Omega) A_{21}(k, \omega) \right\},$$

(12)

where the Fermi function is given as $f(\omega) = 1/(\exp(\beta\omega) + 1)$ and $\beta = 1/k_BT$. If we do not include disorder in the system, we can express the conductivity as $\text{Re}\{\sigma(\Omega)\} = \sigma_0\delta(\Omega) + \sigma_{\text{inter}}(\Omega)$, where $\sigma_0$ indicates the intraband conductivity or Drude weight and $\sigma_{\text{inter}}(\Omega)$, the interband conductivity. Replacing the $A_{ij}$ by their expressions in $\mathfrak{S}$, we obtain for the weight $\sigma_0$ of the intraband conductivity $\sigma_{\text{intra}} = \sigma_0\delta(\Omega)$:

$$\sigma_0 = 2\pi e^2 \int_{-\infty}^{\infty} d\omega \left( \frac{\partial f(\omega)}{\partial \omega} \right) \times$$

$$\sum_{k} \left\{ \left[ \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 + \frac{c_k}{E_k} \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 \right] u_k^2 \delta(\omega + \mu - E_k^+) + \left[ \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 - \frac{c_k}{E_k} \left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 \right] v_k \delta(\omega + \mu - E_k^-) \right\},$$

(13)

and for the interband conductivity for $\Omega > 0$:

$$\sigma_{\text{inter}}(\Omega) = \frac{\pi e^2}{\Omega} \sum_{k} \frac{\sinh(\beta\Omega/2)}{\cosh(\gamma_k - \mu) + \cosh(\beta\Omega/2)} \times$$

$$\left( \frac{\partial k_{\perp}}{\partial k_x} \right)^2 \frac{\Delta^2}{E_k^2} \delta(\Omega - 2E_k).$$

(14)

Concentrating first on the intraband conductivity given by Eq. 13, if we take both $t' = 0$ and the continuum limit, we can extract analytical information. For $t' = 0$, Eq. 13 reduces to:

$$\frac{\sigma_0}{\pi e^2} = \int_{-\infty}^{\infty} d\omega \left(- \frac{\partial f(\omega)}{\partial \omega}\right) g_1(\omega),$$

(15)

where

$$g_1(\omega) = \sum_k \left( \frac{\partial c_k}{\partial k_x} \right)^2 \frac{c_k}{E_k} \left( \delta(\omega + \mu - E_k) + \delta(\omega + \mu + E_k) \right),$$

which can be further reduced in the continuum limit, after integration over energy, to:

$$g_1(\omega) = (\hbar v_F)^2 N(0) \frac{4}{\pi} \int_0^{\pi/2} d\theta \text{Re} \left\{ \frac{\cos^2 \theta}{\sqrt{1 - \left( \frac{2\Delta}{\Omega} \right)^2 \cos^2 \theta}} \right\},$$

(17)

where we have made the angular dependence of $\Delta_\theta$ explicit in Eq. 17. Using the result that in two dimensions $v_{F,x}^2 = v_F^2/2$, where $v_F$ is the Fermi velocity, and setting $h$ to 1, Eq. 17 can be finally stated in terms of Elliptic functions as follows:

$$\frac{g_1(\omega)}{2N(0)v_F^2/\pi} = E\left( \frac{\Delta^2}{(\omega + \mu)^2} \right), \text{ for } \frac{\Delta}{|\omega + \mu|} < 1$$

$$= \left\{ \begin{array}{ll}
\left( \frac{2\Delta}{\Omega} - \frac{\Delta}{|\omega + \mu|} \right) K\left( \frac{(\omega + \mu)^2}{\Delta^2} \right) \\
\frac{\Delta}{|\omega + \mu|} E\left( \frac{(\omega + \mu)^2}{\Delta^2} \right), \text{ for } \frac{\Delta}{|\omega + \mu|} > 1
\end{array} \right.$$
temperature, it becomes a step function $\theta(\Omega - 2|\mu|)$, i.e., zero, if $\Omega < 2|\mu|$ and one, otherwise. At finite temperature, this step function becomes smeared. The fact that the interband conductivity starts abruptly at $2|\mu|$ is an important feature of the DDW model. This feature does not arise, for example, in the case of the d-wave superconductor order parameter, rather it is peculiar to the DDW model because the unconventional density wave gap opens up at the antiferromagnetic Brillouin zone boundary, while the d-wave superconductor order parameter opens up at the Fermi level.

The interband conductivity for different values of the chemical potential is shown in Fig. 3 for a fixed value of the pseudogap, $\Delta = 0.8t$, and temperature, $T = 0.016t$. Note that all figures for the conductivity are in arbitrary units. Fig. 3 has been calculated using the continuum limit given by Eq. (20) and Eq. (23), and Fig. 3, using Eq. (14), with a lattice size $900 \times 900$. The main difference between the continuum limit and the discrete sum is that the singularity around $2\Delta$ is reduced for the calculation performed by summing over the full Brillouin zone. Because $\sigma_{\text{inter}}(\Omega)$ varies as $\beta\Omega$ when $\Omega \to 0$, the slope is set by $1/T$, which becomes very steep when $T$ is small, as seen in Fig. 3 (dotted curve). On the other hand when $\mu$ is finite and $T \to 0$, as we have already noted, the thermal factor in Eq. (20) provides a lower cutoff at $2|\mu|$, which is smeared in Fig. 3 due to finite temperature.

Next, considering the effect of $t'$ on the interband conductivity, we return to Eq. (14). The expression in Eq. (14) depends on $t'$ only through the hyperbolic cosine where the imperfect nesting dispersion adds directly onto the chemical potential. Hence, the non-nesting term will alter the lower cutoff on the interband conductivity. Indeed, numerical calculation shows that the cutoff, previously at $2|\mu|$, is shifted to lower frequency. The $\sigma_{\text{inter}}(\Omega)$ for different values of $t'$ is shown in Fig. 4 which is to be compared with frame (b) of Fig. 3. In all cases, we have taken half filling, maintaining the doping fixed. The doping $x$ was defined, for temperature $T$, by:

$$1 - x = 2 \int_{-\infty}^{\infty} d\omega \rho(\omega)f(\omega - \mu),$$

(24)

where $\rho(\omega)$ is the density of states of Eq. (19), shown in Fig. 2, which is normalized to one state over the entire Brillouin zone. The shape of the interband region is not much affected by the value of $t'$, but the cutoff at low energy is now shifted down from $2|\mu|$, as discussed above. The surprising fact, that the shape of the interband contribution to the conductivity is not strongly affected by $t'$, may be understood by referring to Fig. 4. On comparison of frames (a) and (b), the essential feature is that both bands shift at any value of $\mathbf{k}$ by the same amount $\Delta \mathbf{k}$, without significant change in the shape, which therefore does not affect the relative energy for vertical transitions.

We now turn to the total spectral weight, which has been discussed extensively as a key to understanding the mechanism of superconductivity. Having obtained expressions for inter- and intraband conductivities, it is straightforward to evaluate the different contributions to the total spectral weight, $W_{\text{intra}} = \sigma_0$ and $W_{\text{inter}} = \int_{-\infty}^{\infty} d\Omega \sigma_{\text{inter}}(\Omega)$, and determine how they evolve with the various parameters of the model.

Integrating expression (14) with respect to $\Omega$, the interband spectral weight is given by:

$$W_{\text{inter}}/\pi e^2 = \sum_{\mathbf{k}} \left(\frac{\partial \epsilon_{\mathbf{k}}}{\partial k_x}\right)^2 \frac{\Delta^2}{E_{\mathbf{k}}^2} [f(E_{\mathbf{k}}^- - \mu) - f(E_{\mathbf{k}}^+ - \mu)].$$

(25)

Thus, adding Eq. (25) to Eq. (18) (the intraband spectral weight), we obtain for total spectral weight $W_{\text{total}} = W_{\text{inter}} + \sigma_0$. In Fig. 5, it is shown that the missing spectral weight, in the energy range from $0 < \Omega < 2|\mu|$ in the interband conductivity, is transferred to the Drude weight as $|\mu|$ increases. The solid curve applies to the case $t' = 0$, which corresponds to the dashed line in

FIG. 3: Interband conductivity for $t' = 0$, $\Delta = 0.8t$ and $T = 0.016t$ for (a) the continuum limit and (b) summing over all the Brillouin zone. The interband conductivity is shown for different values of the chemical potential $\mu$. In both figures, it can be seen that the interband conductivity rises abruptly at $2|\mu|$, and at $2\Delta$ there is a singularity after which it drops rapidly. In the discrete case the singularity is reduced.
The doping was kept fixed at 0.016t, which corresponds to the solid curve in Fig. 2 where we find a linear behaviour similar to the one found for $t'=0$, but the lower cut off is shifted downwards in frequency.

Because of the particular band structure involved, the potential at half filling for the particular parameters used here, $\Delta = 0.8t$ and $t'=0$, is a transfer in the spectral weight from interband to intraband when the doping is increased. While the results in Fig. 5 are based on the lattice sum expressions for $\sigma_{\text{intra}}$ and $\sigma_{\text{inter}}$, the results just described can be understood simply from Eq. (15) in the continuum limit. At $T \to 0$, $\frac{\partial f(\omega)}{\partial \mu}$ becomes equal to $E_1(\frac{\Delta^2}{\mu^2})$. This Elliptic function which describes the dependence of the intraband spectral weight on $\mu$ agrees remarkably well with the corresponding solid curve of Fig. 5. Next we consider the case for $t' \neq 0$. The dashed curves in Fig. 5 apply to the case $t' = -0.3t$, which corresponds to the solid curve in Fig. 4 where we see that there is now a finite density of states even at $\mu = 0$ and hence the intraband contribution starts from a finite value of approximately 0.3 of the total weight. Because of the particular band structure involved, the intraband contribution first remains relatively flat until about $\mu = -0.4t$, which is the value of the chemical potential at half filling for the particular parameters used here, $\Delta = 0.8t$ and $t' = -0.3t$. Beyond $\mu \approx -0.4t$, there is a linear behaviour similar to the one found for $t'=0$, although with a different slope, which finally saturates to the lowest value by about 6% at $\Delta = 0.8t$. As $\Delta$ increases, the amount in the intraband component (which contains all the weight for $\Delta = 0$) gradually decreases, however, it is still about twice the amount of that in the interband at the largest value of $\Delta$ considered.

In Fig. 4, we show results for $W_{\text{inter}}$ (dashed), $W_{\text{intra}}$ (dot-dashed) and $W_{\text{total}}$ (solid) as a function of the DDW gap $\Delta$ in units of $t$. In these calculations, $t'=0$ and the doping was kept fixed at $x = 0.1$. Remarkably, the total spectral weight $W_{\text{total}}$ is only decreased from its $\Delta = 0$ value by about 6% at $\Delta = 0.8t$. As $\Delta$ increases, the amount in the intraband component (which contains all the weight for $\Delta = 0$) gradually decreases, however, it is still about twice the amount of that in the interband at the largest value of $\Delta$ considered.

To conclude, we wish to emphasize that our most important results for the total spectral weight are: 1) there is a transfer in the spectral weight from the interband conductivity at low frequencies, $0 < \Omega < 2|\mu|$, to the Drude weight at $\Omega = 0$, and 2) even though a pseudogap has opened, the total spectral weight is changed only by a few percent at fixed doping in the cases we have studied.

Other aspects of the total spectral weight were considered recently by Benfatto et al.\cite{Benfatto1995} in relation to the temperature dependence of the total spectral weight and its relevance to the experimental results by Molegraaf et al.\cite{Molegraaf1992}, who found a very small decrease of $W_{\text{total}}$ with...
increasing temperature. Benfatto et al.’s work also examined the effect of different choice of current operators. Aristov and Zeyher have also briefly commented on the spectral weight issue with respect to temperature variation. A feature of a recent work of Benfatto et al. is the examination of the role of ward identities and vertex corrections on the temperature dependence of the optical sum rule, where they find that the total spectral weight increases with decreasing temperature. While there is some difference between their total spectral weight and ours, upon comparison with the frequency-dependent optical conductivity, we find very little difference between our calculation and the one shown in their paper. They are virtually the same, with only a small quantitative difference at high frequency, and all the features discussed here remain intact. This indicates that these corrections, while important for the total spectral weight, may be neglected, as is common, for calculations of the frequency-dependent optical conductivity. Their work, done concurrently, is complementary to ours in that they examine primarily the issue of total spectral weight and we emphasize the details of frequency-dependent conductivity. Our aim in this work is to determine how the total spectral weight is distributed in the optical conductivity and where it transfers to upon the opening of the pseudogap.

V. ELECTRONIC RAMAN SCATTERING

Now that we understand the crucial role of the chemical potential in the optical conductivity (indicating the frequency above which the interband response is different from zero), we examine its effects on the Raman response. The Raman response has the advantage that different regions of the Brillouin zone may be selected via the choices of incoming and outgoing photon polarizations. In contrast, the optical conductivity is an average over all the Fermi surface. Hence, Raman experiments are relevant for unconventional density waves since they can provide information on the symmetry of the order parameter.

In the point group $D_{4h}$ of the square lattice, we have three different channels: $B_{1g}$, $B_{2g}$, and $A_{1g}$. The $B_{1g}$ channel projects out the antinodal region of the Fermi surface, the $B_{2g}$, the nodal region, and the $A_{1g}$ is a weighted average over the entire Brillouin zone. In evaluating the Raman response for these different channels, we will discuss the continuum limit for simplicity.

The real part of the optical conductivity multiplied by frequency, i.e. $\Omega Re\{\sigma(\Omega)\}$, is related to the imaginary part of the Raman susceptibility, $\chi_{\gamma\nu}$, in the case where the $v_F^2$ in the conductivity is replaced by $\gamma_\nu^2$, where $\gamma_\nu$ is the Raman vertex for a particular channel. In the absence of impurities, the Drude part of the Raman signal is zero and the interband part turns out to be:

$$\text{Im}\{\chi_{\gamma\nu}(\Omega)\} = \frac{\sinh(\beta\Omega/2)}{\cosh(\beta\mu) + \cosh(\beta\Omega/2)} g_{\text{inter}}^{\gamma\nu}(\Omega),$$

where $\nu$ stands for the three different channels mentioned above: $A_{1g}$, $B_{1g}$ and $B_{2g}$, and we have defined:

$$g_{\text{inter}}^{\gamma\nu}(\Omega) = \frac{N(0)}{2\pi} \left( \frac{2\Delta}{\Omega} \right)^2 \int_0^{\pi/2} d\theta \gamma_\nu(\theta/2)^2 \times \text{Re} \left\{ \frac{\cos^2 \theta}{\sqrt{1 - (\frac{2\Delta}{\Omega})^2 \cos^2 \theta}} \right\}$$

(26)

The expressions for the unrenormalized Raman vertices in the continuum limit are:

$$\gamma_{A_{1g}}(\theta) = a \cos(4\theta),$$

(27)

$$\gamma_{B_{1g}}(\theta) = b_1 \cos(2\theta),$$

(28)

$$\gamma_{B_{2g}}(\theta) = b_2 \sin(2\theta),$$

(29)

and we have absorbed additional constant factors in the

![FIG. 7: Raman signal for $A_{1g}$ (dotted), $B_{1g}$ (dashed), and $B_{2g}$ (solid) channels for $\Delta = 0.5t$, $\mu = 0$ and $T = 0.016t$. At $2\Delta$, there is a singularity in both $A_{1g}$ and $B_{1g}$ channels, and a small kink in $B_{2g}$. $\Omega Re\{\sigma(\Omega)\}$ (dash-dotted) is also shown for comparison. All the signals are on the same scale.](image-url)
the Raman vertices and to the role of superconductivity. Here, we are only interested in the mean field prediction for the region of the phase diagram where the DDW order prevails.

From Fig. 8 we conclude that the effect of the 2|µ| cutoff is easily seen in the A1g and the B2g signals, but less so for the B1g channel, which is already quite small in magnitude at small ω. This is because the B1g symmetry probes the antinodal quasiparticles where the pseudogap is largest.

VI. SCATTERING

We now turn to the problem of scattering by impurities and inelastic scattering. We study only the optical conductivity since the results can be easily extrapolated to the Raman response. To include quasiparticle scattering, we replace the delta functions inside the spectral functions $A_{ij}(k,\omega)$ in Eq. (3), with Lorentzians of the form:

$$\Gamma(k,\omega) = \frac{1}{\pi} \frac{\gamma(\omega)}{(\omega + \mu - E_k - \text{Re}\Sigma(k,\omega))^2 + \gamma(\omega)^2},$$

where $\gamma(\omega) = -\text{Im}\Sigma(k,\omega)$ and $\Sigma(k,\omega)$ is the self-energy due to impurities or coupling to inelastic scattering. These $A_{ij}$ are inserted in the optical conductivity given by Eq. (12).

We study two cases, the scattering rate equal to a constant: $\gamma(\omega) = \eta$, and the scattering rate of the marginal Fermi liquid: $\gamma(\omega) = \eta + \pi \lambda |\omega|$ where $\eta$ and $\lambda$ are constants.

A. $\gamma(\omega) = \eta$

If $\gamma(\omega) = \eta$, then $\text{Re}\Sigma(k,\omega) = 0$. The effect of adding a constant scattering rate is that the interband contribution can no longer be separated from the Drude contribution. Still, these two contributions can be clearly discerned in the real part of the conductivity for a large range of parameters. For the numerical calculations of the optical conductivity given by Eq. (12), we have used a lattice size of 300x300 for the Brillouin zone sum. The evolution with doping of the $\text{Re}\{\sigma(\Omega)\}$ is shown in Fig. 9. In this figure, we can clearly see the redistribution of the spectral weight between the Drude contribution and the interband contribution when the doping is varied. In all these cases, solid for $x = 0.04$, dashed for $x = 0.12$ and dash-dotted for $x = 0.2$, the lower edge of the interband region is at $2|\mu|$ as indicated by arrows with some smearing due to temperature and impurity scattering. This edge moves upwards with increasing doping. There is little change however in the upper edge of the band at approximately $2\Delta$. For the dash-dotted curve, the interband region is almost completely gone and has been transferred to the Drude peak which has increased optical strength as compared to the solid curve. The effect of varying the impurity parameter $\eta$ is very straightforward and, therefore, not shown. As $\eta$ is increased the Drude component at low frequency is broadened in width and the peak drops, likewise the interband contribution is further smeared out and reduced in height.

We now turn to the question of how $\text{Re}\{\sigma(\Omega)\}$ varies with temperature for fixed doping. For this calculation we have used a fitted dependence of the gap with temperature of $\Delta(T) = (1 - \lambda (T/T^*))^4 \sqrt{1 - (T/T^*)^2}$, where we have chosen $T^* = 0.16\Delta$. As the temperature is increased, the gap seen as the upper edge of the in-
terband transitions moves to lower frequencies because the pseudogap closes. Secondly, the depression between low frequencies and $2|\mu|$ is filled in with increasing temperature. More importantly, the Drude weight increases with increasing temperature because of the collapse of the interband region. The DC conductivity displays a typical semiconducting behaviour with resistivity decreasing with increasing temperature. However, in these calculations we have kept the scattering rate constant. In any realistic case, the inelastic scattering will increase with $T$. This can be modelled by a temperature dependent scattering rate which increases with temperature, therefore reducing the DC conductivity, and as a result there can be a change of its behaviour from semiconducting to metallic. Such inelastic scattering would modify the result of Fig. 10. It would broaden the Drude peak relative to what is seen and fill in the region between the intraband and interband contributions even more, obscuring the $2|\mu|$ cutoff.

Experimentally, the spectral weight distribution at low frequency and its temperature dependence has been studied in references\textsuperscript{28}. For their underdoped sample, the spectral weight in the pseudogap region, does not move to lower frequencies with increasing temperature as is predicted in DDW theory, but rather it has the opposite behaviour; the spectral weight at low frequencies moves to the Drude with decreasing temperature\textsuperscript{18,26}. This behaviour could only be obtained in the DDW model with strong inelastic scattering.

Next, we calculate another important quantity that is obtained in optical experiments, namely the optical scattering rate. For this, we use the extended Drude model\textsuperscript{26,27}
\begin{equation}
\tau_{\text{op}}^{-1}(\Omega) = \frac{\Omega^2}{4\pi} \frac{\text{Re}\{\sigma(\Omega)\}}{\text{Re}\{\sigma(\Omega)\}^2 + \text{Im}\{\sigma(\Omega)\}^2},
\end{equation}
where we have calculated numerically the $\text{Im}\{\sigma(\Omega)\}$ by Kramers-Kronig relations, and for the plasma frequency we have used that derived from the Drude weight in the case of $\Delta = 0$. The result is shown in Fig. 11. The most striking feature in this figure is a peak which arises from the interband contribution. This is an important result since, in principle, it can be verified experimentally. We note that as the temperature increases, the size of the peak decreases in magnitude and shifts to lower energy before disappearing completely at the pseudogap temperature $T^* = 0.16t$. Also the position of the peak in the scattering rate of Eq. (31) is not at the same position as the peak in the real part of the conductivity. It is lower. In particular for the solid curve in Fig. 11 which is the highest temperature shown, the peak falls below 0.5t while the corresponding structure in the real part of the conductivity in Fig. 10 is nearer 0.8t, although in that case it cannot be characterized simply as a peak.

Later, we will comment on the origin of these shifts, between the scattering rate and the optical conductivity, of the interband structure. A second feature to be noted in Fig. 11 is that the scattering rates at $\omega \to 0$ are considerably larger than twice the value of the impurity scattering rate that we have used. This feature will also be addressed at the end of this section. Finally, as discussed before, if the impurity parameter $\eta$ is increased, the conductivity is broadened and the effect on the peak seen in the scattering rate is for it to be broadened and reduced. Recently a peak in $\tau_{\text{op}}^{-1}(\omega)$ in the region of 400 to 3500 cm$^{-1}$ has been observed in the cobaltates\textsuperscript{28}. This peak reduces and eventually vanishes with increasing temperature. There appears to be a corresponding peak in the conductivity, as well, at higher frequency (400 to 6000 cm$^{-1}$), not unlike what we find in our model.

### B. Inelastic scattering

To present a more realistic comparison with experiments, we should include the inelastic scattering. It is important to check whether or not the strong feature found above, in the optical scattering rate, will be washed out by the inelastic scattering. We can do this using the self-energy of the marginal Fermi liquid\textsuperscript{29} in our spectral functions $A_{ij}(k, \omega)$. This phenomenological model assumes that the excited charge carriers interact with a wide, flat spectrum of excitations over $T < \omega < \omega_c$, where $\omega_c$ is a high energy cutoff of the spectrum. This model was introduced to explain the observed linear behaviour in the scattering rate $\Gamma \sim \max(|\omega|, T)$ measured in the optical conductivity, as well as in the resistivity, and in the Raman cross-section\textsuperscript{27,30}. The marginal Fermi liquid
At low temperatures, there is a strong peak caused by the interband processes, which washes out with increasing temperature, and the scattering rate eventually recovers the pure Drude behaviour.

Results based on the MFL self-energy are shown in Fig. 12 using the model of a MFL plus a displaced oscillator, as discussed in the text, and from this 1/τ(Ω) is calculated (dash-dotted line) and can be seen to be related to 1/τ(Ω) of Eq. 14 by a multiplicative constant.

The depletion of the optical weight at small Ω reflects the fact that the quasiparticle spectral weight in the MFL, Z(ω) = (1 − 2ω|ωc|)−1, varies as (2λln|ω|)−1 at small ω and therefore vanishes logarithmically at the Fermi surface. The other two curves in Fig. 12 include a DDW. The dashed curve is based on a constant quasi-particle scattering rate of η = 0.1 while the solid curve is for 0.1 + 0.5|ω|. The interband contribution manifests itself as a broad peak centered around Ω = 1.4t, in the dashed curve, which is also reasonably well separated from the Drude contribution centered around Ω = 0.

As the impurity scattering is increased, the region between the interband and the intraband fills in, and the interband peak broadens and is reduced in height (not shown). In a sense, the MFL result (black curve) can be understood as a case where impurity scattering effectively increases with increasing frequency. This has the outcome of spreading the interband spectral weight over a much larger frequency range reducing the prominence of the peak seen in the dashed curve and shifting it to lower energy. Because of this shift, it is not possible to accurately determine the size of the pseudogap from the effective position of the interband transitions in the real part of the conductivity. Nevertheless, a peak still re-

\[ \Sigma_{\text{MFL}}(\omega) = 2\lambda\omega \ln \frac{|\omega|}{\omega_c} - i\pi\lambda|\omega|, \]  

(32)

where \( \lambda \) is a dimensionless coupling constant.

Results based on the MFL self-energy are shown in Fig. 12 where they are also compared with previous results for impurities alone (i.e., a constant scattering rate). The dotted line is for η = 0.1t and the dash-dotted curve is for η = 0.1t plus the MFL contribution to the self-energy. On comparing these two curves, both calculated at temperature \( T = 0.016t \), we note that consider-

FIG. 11: Evolution of the optical scattering rate with temperature for \( x = 0.08, \Delta = 0.8t, t' = 0, \) and \( \eta = 0.05t \).

FIG. 12: Comparison of the real part of the optical conductivity including the marginal Fermi liquid self-energy (dash-dotted curve) with the case where the scattering rate is constant (dotted curve): \( \gamma(\omega) = \eta \). Here, \( \Delta = 0.8t, \mu = -0.5t, t' = 0, \pi\lambda = 0.5, \eta = 0.1t, \) and \( T = 0.016t \). Two characteristics of the marginal Fermi liquid are evident: 1. there is more spectral weight at higher frequencies and 2. the low frequency peak is narrowed in comparison with the dotted curve. Also shown are the results with a DDW included.

FIG. 13: Optical scattering rate for the MFL with the DDW. Shown is 1/τ(Ω) (solid line) for the case of \( \Delta = 0.5t, \mu = -0.5t, t' = 0, \pi\lambda = 0.5, \eta = 0.1t, \) and \( T = 0.016t \). The dotted line is an approximate fit to the conductivity curve given by the solid line in Fig. 12. The dashed line is an approximate fit to the conductivity curve of Fig. 12 using the model of a MFL plus a displaced oscillator, as discussed in the text, and from this 1/τ(Ω) is calculated (dash-dotted line) and can be seen to be related to 1/τ(Ω) of Eq. 14 by a multiplicative constant.
mains in the MFL case, although now it is not so well separated from the intraband contribution at low energies and the 2µ cutoff is no longer visible.

We also note from Eq. (12), that for the DC conductivity at zero temperature, the electron spectral functions \( A_{ij}(k, \omega) \) are all evaluated at zero frequency. In this case, only the impurity self-energy remains, since \( \Sigma_{MFL}(\omega = 0) = 0 \) in Eq. (12), therefore, both the impurity and the marginal Fermi liquid models will have the same DC value because we have chosen the same \( \eta \) and plasma frequency in both cases. However, for finite temperature, the marginal Fermi liquid DC conductivity will be reduced because of the inelastic scattering, a feature not present in the impurity case. When the DDW gap is included, spectral weight is transferred to the interband processes. In both cases of impurity only and impurity plus MFL, this transfer of spectral weight is about 50% for the parameters chosen, namely \( \mu = -0.5t \) and \( \Delta = 0.8t \). This is consistent with the solid curves in Fig. 5 which cross at this value of the chemical potential.

For \( 1 \) of Eq. (31) is the value of the DC conductivity divided by \( \Gamma \) for the pure MFL at \( T = 0 \). At \( T \neq 0 \), an inelastic contribution to the scattering would also need to be added to \( 2\eta \). For the case shown here, with \( T = 0.016t \), this is about a 10% correction. As we have seen, when the DDW is present, considerable spectral weight is transferred from the intraband to the interband absorption, and so the Drude centered about \( \Omega = 0 \) is strongly depleted, and the DC conductivity is correspondingly reduced. This means that \( 1/\tau_{\text{op}}(\omega) \) is about one half the value of \( 1/\tau_{\text{op}}(\omega) \) for the case considered here when the DDW is present. An important feature of \( 1/\tau_{\text{op}}(\omega) \) is that as \( \omega \to 0 \), it agrees exactly with the residual scattering rate \( 2\eta \) with two modifications. First, when quasiparticle scattering is present, the interband contribution can make a contribution to the DC conductivity, and second, at finite temperature in the MFL, there can also be a small increase in the DC scattering due to the inelastic scattering. Both these effects can modify somewhat the \( \omega \to 0 \) of the \( 1/\tau_{\text{op}}(\omega) \). Returning now to Fig. 11 we can understand why, in the lower temperature run, the DC limit of \( 1/\tau_{\text{op}}(\omega) \) is more than twice the value of \( 2\eta \). It reduces with increasing temperature but even for the solid curve at \( T = 0.95T^* \), it is still above \( 2\eta = 0.1t \). Returning to the solid curve of Fig. 13 we note that its DC value is also above \( 2\eta \) mainly due to the depletion of the intraband contribution. At higher frequencies, it shows the interband peak slightly below \( \Omega(t) = 0.5 \) and then takes on a quasilinear behaviour as expected of the pure MFL, but with a slope which is considerably reduced over the input scattering rate, shown as the dotted curve. The reduction in slope can be traced to the presence of the interband transitions as will be made clear in the following.

We now turn to the shift in the interband structure toward lower frequency seen in the scattering rate of Fig. 13 compared to the structure in the conductivity of Fig. 12. This also holds for Fig. 11 when compared to Fig. 10. Some understanding of this can be obtained from the study of a simplified model. For convenience, we use a simplified form for the marginal Fermi liquid conductivity:

\[
\sigma_{MFL}(\omega) = \frac{(\Omega_p^{MFL})^2}{4\pi} \left( \frac{1}{-i\omega(1 - 2\lambda \log |\omega/\omega_c|) + (2\eta + \pi\lambda\omega)} \right)
\]

(33)

Note that for the conductivity, it is \( 2\eta + \pi\lambda|\omega| \) which enters as the damping rate. The constant impurity scattering rate is twice its quasiparticle counterpart, but the MFL piece remains unaltered. Eq. (33) is a reasonably useful approximation to the more accurate calculation that would arise from implementing the exact form for the normal state conductivity:

\[
\sigma(\nu) = \frac{\Omega_p^2}{4\pi} \nu \int_0^\nu d\omega - \frac{1}{\nu - \Sigma(\nu) - \Sigma(\nu - \omega) + i2\eta}
\]

(34)

with the marginal Fermi liquid self-energy given in Eq. (32). Adding to Eq. (33) a form based on a displaced Lorentzian oscillator in the dielectric function of energy \( \omega_E \), which is used to model the interband contribution:

\[
\sigma_{\text{Lor}}(\omega) = \frac{(\Omega_p^{\text{Lor}})^2}{4\pi} \left( \frac{-i\omega}{(\omega_E - \omega^2) - i\omega\Gamma} \right)
\]

(35)

we form the optical scattering rate defined in Eq. (31) for the combined system with one change. Instead of using the complete plasma frequency coming from interband and intraband combined, we use only the intraband contribution. This is done to define \( 1/\tau_{\text{op}}(\omega) \). We use Eq. (33) and Eq. (35) to model as well as possible the solid curve (MFL+DDW) in Fig. 12. The result is shown in Fig. 13 as the dashed line. The parameters used are \( \lambda = 1/(2\pi) \), \( \eta = 0.1t \), \( \Gamma = 0.9t \), \( \omega_E = 0.6t \) and \( (\Omega_p^{\text{Lor}}/\Omega_p^{MFL})^2 = 0.57 \). With these parameters we can calculate the scattering rate \( 1/\tau^*(\Omega) \) for our model. It is given by the dash-dotted curve which can be compared with the dotted straight line equal to \( 0.2 + 0.53/t \). These quantities agree at \( \Omega = 0 \) as expected. It is to be noted that this graph provides a good qualitative confirmation of the complete numerical results of Fig. 13 (solid curve). We note that \( 1/\tau^*(\Omega) \) differs from \( 1/\tau(\Omega) \) of formula Eq. (31) mainly by a constant numerical factor. We
also note that the peak in the scattering rate has shifted downward as compared with its position in the conductivity. This is clearly due to the particular combination of real and imaginary part of the conductivity defined in Eq. (31). The reduced slope of the quasi-linear behaviour of the dash-dotted curve at large $\Omega$ when compared with the pure MFL slope is reproduced in our model (solid curve). It can now be seen that it has its origin in the fact that an interband contribution is present and is not due to an alteration of the MFL representation of the remaining intraband contribution (with the lorentzian term set to zero, we recover the straight dotted line as expected). We can conclude from this analysis that, to good approximation, the complete conductivity can be nicely modelled as a superposition of a MFL component of reduced spectral weight, but otherwise unaltered, plus an interband component given approximately by Eq. (35). This reproduces the full numerical calculation reasonably well, however, the original pseudogap value and cutoff $2|\mu|$ could never be inferred from fitting the experimental data to this model.

In principle, the formation of a DDW will also lead to changes in the self-energy of the charge carriers. For example in the DDW model the electronic density of states acquires additional energy dependence as seen in Fig. 2 which, in turn alters the quasiparticle scattering. Here, we have modelled this scattering either with a constant elastic scattering rate or, to be more realistic, by a marginal Fermi liquid (MFL) contribution. This contribution to the inelastic scattering is directly responsible for the quasilinear dependence, in frequency $\omega$, of the optical scattering rate, seen in Fig. 12 at $\omega$ beyond the interband contribution. This quasilinear dependence is a hallmark of the cuprates and is central to the MFL phenomenology which was introduced to correlate a large number of the normal state properties of the high $T_c$ oxides, which are anomalous. Unfortunately, there is no generally accepted underlying microscopic framework to the marginal Fermi liquid ansatz, which could be employed to introduced the necessary modifications to the self-energy that result from the DDW formation. Such considerations go beyond the scope of the present study.

The effects of energy dependence in the electronic density of states $\rho(\epsilon)$ on the self-energy and on the conductivity have recently been studied for elastic impurity scattering and are well understood. For example, a depression in $\rho(\epsilon)$ below its constant background value around the Fermi energy, leads directly to a corresponding reduction in the optical scattering rate in this same frequency region. In a non-self-consistent approach, the constant quasiparticle scattering rate of the flat $\rho(\epsilon)$ case, is simply multiplied by $\rho(\epsilon)$ to lowest order. In our case, this would be the $\rho(\epsilon)$ of the DDW as shown in Fig. 2. This would correspondingly reduce the scattering rate of Fig. 12 at small $\omega$. However, it was found in references that such a procedure overestimates the effect of $\rho(\epsilon)$ on the quasiparticle as well as on the optical scattering rate. In a self-consistent approach, the impurities and, even more importantly, the inelastic scattering of the MFL smear out the structures in $\rho(\epsilon)$ which are due to the opening of the DDW gap. Nevertheless, a reduction of $\tau^{-1}(\Omega)$ below the value seen in Fig. 12 is expected for frequencies below the gap and would be associated with self-energy corrections.

Finally, we discuss the issue of comparison with experiment. This model predicts the appearance of an interband contribution in the pseudogap phase and an accompanying peak in the optical scattering rate. This interband contribution should have a feature at lower energy corresponding to a lower cutoff set by $2|\mu|$ and a higher cutoff of about $2\Delta$. The lower feature should shift to higher energy with increased doping, however, from experiment the gap decreases with doping and hence the upper edge in the conductivity should decrease with increased doping. This has not been seen in experiments on the high $T_c$ cuprates. Examples of optical experiments examining the underdoped state of various cuprates are given in Refs. 26,37,38 for YBCO, Bi2212, and LSCO materials. There is no evidence for an interband feature with energy scales as described here and the optical scattering rate does not show a peak. The most up-to-date review on optical conductivity experiments in high $T_c$ cuprates does not give further evidence that could support this model. Indeed the DDW model has been controversial in its applicability to experiments in the cuprates. Some criticisms have involved the variance of the model with regard to photoemission and tunneling, but some of these issues have been possibly rectified by further calculation. Here we find that the experimental evidence from optical conductivity, at this time, does not support the DDW model for the cuprates. However, this model may find application in other systems in the future.

VII. CONCLUSIONS

We have calculated the optical conductivity and the Raman response for a DDW system. There is a cutoff at low frequencies in the interband response for both the optical conductivity and the Raman response. This cutoff is at $2|\mu|$ if there is no imperfect nesting term in the dispersion relation. The imperfect nesting adds directly to the chemical potential and shifts the cutoff to lower frequency but does not eliminate it. Including scattering makes the cutoff harder to discern.

As the chemical potential is changed we find a readjustment of the spectral weight between the inter- and intraband conductivities. That part of the interband contribution, ranging from frequencies zero to $2|\mu|$, is transferred at zero temperature to the Drude weight as the chemical potential is increased with increasing doping. However, contrary to a first expectation there is little loss in the total spectral weight with the opening of the pseudogap. This result agrees with experiments.

As mentioned above, the $2|\mu|$ cutoff also appears in
the electronic Raman scattering. The best channels to observe the cutoff at \(2|\mu|\) are \(B_{2g}\) and \(A_{1g}\). The \(B_{1g}\) channel projects out the antinodal region where the gap is biggest, and the low intensity of the Raman scattering at small \(\omega\), where it goes like \((\omega/\Delta)^3\), may make the cutoff difficult to see.

The behaviour with temperature of the optical conductivity has two characteristics: 1) the expected shift of the \(2\Delta\) feature to lower frequencies, for a mean field theory with order parameter vanishing at \(T^*\), and 2) the transfer of spectral weight from interband to intraband as the interband contribution collapses. There is also a filling of the depression between low frequencies and \(2|\mu|\).

An important result of this paper is that there is a peak in the real part of the optical conductivity in the region \(\Omega_0 < \Omega < 2\Delta\) that comes from the interband conductivity with \(\Omega_0 = 2|\mu|\) for \(t' = 0\). This peak is robust against different dispersion relations including second-nearest-neighbours. It is reduced by the impurity scattering and by the inelastic scattering, which can also shift it. It is washed out with increasing temperature vanishing completely at the pseudogap critical temperature. Similar structure is found in the optical scattering rate, but it is shifted relative to that in the optical conductivity. With strong inelastic scattering, as may be found in the MFL model, the \(2|\mu|\) cutoff and \(2\Delta\) features become more difficult to determine directly. To the best of our knowledge, this interband structure has not yet been identified in experiments on cuprates.
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