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Abstract—In this paper, we study phase-amplitude multivariable dynamics in converter-based power systems from a complex-frequency perspective. Complex frequency represents the rate of change of voltage amplitude and phase angle by its real and imaginary parts, respectively. This emerging notion is of significance as it accommodates the multivariable characteristics of power networks where active and reactive power are inherently coupled with both voltage amplitude and phase. We propose the notion of complex-frequency synchronization to study the phase-amplitude multivariable stability issue in a power system with dispatchable virtual oscillator-controlled (dVOC) converters. To achieve this, we separate the system into linear fast dynamics and approximately linear slow dynamics. The linearity property makes it tractable to analyze fast complex-frequency synchronization and slower voltage stabilization. From the perspective of complex frequency and complex-frequency synchronization, we provide novel insights into the equivalence of dVOC and complex-power-frequency droop control, stability analysis methods, and stability criteria. Our study offers a practical solution to address challenging stability issues in converter-based power systems.

Index Terms—Complex droop control, complex frequency, grid-forming control, multivariable stability analysis, synchronization stability.

I. INTRODUCTION

SYNCHRONIZATION in AC power systems is a state when the rate of evolution of the phase angle in all generating units is identical [1]. This concept is at the core of rotor-angle stability for conventional power systems. Synchronization is also a prerequisite for frequency and voltage stability, as well as smooth and efficient power transmission. However, synchronization is challenging because power systems are inherently multivariable and nonlinear. Specifically, active power or phase angle ($P/\theta$) and reactive power or voltage ($Q/V$) are nonlinearly coupled in power systems [2].

In conventional power systems, synchronization is achieved through the interaction of synchronous generators over transmission networks. The dominantly inductive network characteristics result in an approximate $P/\theta$ and $Q/V$ separation [2]. Most analytical studies of synchronization/rotor-angle stability typically assume constant voltage [3] and then employ classical swing equation models or the celebrated Kuramoto model. To further address nonlinearity, transient stability is investigated separately from small-disturbance stability, where distinct techniques are applied [4]. These techniques are effective in conventional power systems.

Power systems increasingly utilize power converters due to the unprecedented development of renewable energy integration. The loss of synchronism under grid disturbances has occurred in renewable power plants, leading to large-scale generation interruptions [5]. Such synchronization stability issues become increasingly challenging due to heterogeneous network characteristics and various converter control strategies. On the network side, $P/\theta$ and $Q/V$ dynamics become tightly coupled, especially in distribution networks (with low $X/R$ ratios) [6], which are increasingly penetrated by distributed energy resources. The sensitivity of load consumption to voltage variations also contributes to this coupling. On the converter-control side, numerous types of control strategies have been developed, e.g., phase-locked loop-based control [7], droop control [8], virtual synchronous machine [9], or matching control [10], where $P/Q$ controls typically occur on the same time scale. The synchronization stability concerning a single converter connected to an infinite grid has been explored for these controls [7]–[10], focusing mainly on the $P/\theta$ dynamics of a single converter. Nonetheless, there are few studies on the multivariable stability analysis concerning both $\theta$ and $V$ dynamics, especially for multi-converter interconnected systems.

Grid-forming (GFM) controls provide preferred solutions for controlling converter-based power systems, particularly microgrids. One of the state-of-the-art GFM controls is dispatchable virtual oscillator control (dVOC) [11], which has been shown to achieve almost globally asymptotic stability in terms of synchronization ($\theta$) and voltage ($V$) and meet power setpoints in multi-converter systems [11]–[13]. The results have been rigorously established, experimentally validated, and often reproduced [14]. Moreover, dVOC reduces to droop control under small voltage amplitude deviations. There is a growing consensus that dVOC is the most performant GFM control [14]. However, we emphasize that the stability analysis regarding dVOC in [11]–[13] made some restrictive assumptions. Therefore, the theoretical results only apply to a prespecified nominal steady state and a network with a uniform $r/\ell$ ratio. The stability problem with usually drooped steady states in general networks remains open.

A new notion, known as complex frequency, has recently been formulated in [15]. This notion is both foundational and practical. A complex-frequency quantity, which is the derivative of a complex angle [16], represents the rate of change of both voltage logarithm and phase angle. This aligns well with the multivariable coupling characteristics between $P/\theta$ and $Q/V$ dynamics. With the two-dimensional “frequency” information, complex frequency has provided practical insights.
into power system state estimation and control [17]–[19].

In this paper, we study the phase-amplitude multivariable stability issue in a dVOC-controlled power system from the perspective of complex frequency. We define the notion of complex-frequency synchronization, reveal that the linear part of dVOC is equivalent to a complex-power-frequency droop control (complex droop control for brevity), and show that this complex droop control enables the system to achieve complex-frequency synchronization on a fast time scale. On a relatively slower time scale, the system converges from the synchronous state to a voltage steady state. The slow dynamics are also (approximately) linear when viewed from a “complex angle” perspective. Thus, we can reformulate the original nonlinear stability problem into two linear subproblems: complex-frequency synchronization and voltage stabilization. We leverage linear system theory to solve these subproblems, effectively handling the case of drooped steady states and nonuniform networks while avoiding the challenge associated with directly treating nonlinear stability. We formulate linear system models, derive quantitative stability conditions, and furnish admittance models and stability criteria. These actionable methods provide a practical solution to the phase-amplitude multivariable stability problem. Moreover, the developed models are extended to encompass more general power systems that include both converters and synchronous generators. Based on this, we discuss how to apply our methods to investigate the stability of the fast converter dynamics in the presence of synchronous generators. The assumptions and results of our analysis are comprehensively validated with high-fidelity nonlinear simulations.

Notation: The set of complex numbers is denoted by $\mathbb{C}$. A real or complex scalar is denoted by $x$ or $\mathbf{x}$, respectively. The complex conjugate of $x$ is denoted by $\mathbf{x}$. A vector with real or complex entries is denoted by $\mathbf{A}$ or $\mathbf{A}$, respectively. Given a matrix $\mathbf{A} \in \mathbb{C}^{m \times n}$, $\mathbf{A}^T$ and $\mathbf{A}^H$ denote its transpose and Hermitian transpose, respectively. For a real scalar $x$, a complex scalar $\mathbf{x}$, a real vector $\mathbf{x}$, and a complex vector $\mathbf{x}$, we use $|x|$, $|\mathbf{x}|$, $||x||$, $||\mathbf{x}||$ to denote the absolute value, the modulus, the Euclidean norm $(x^T x)^{1/2}$, and the Euclidean norm $(\mathbf{x}^H \mathbf{x})^{1/2}$, respectively. For a vector $\mathbf{x} \in \mathbb{C}^n$, $\text{diag}(\mathbf{x})$ denotes the diagonal formed from $\mathbf{x}$. For a complex scalar, vector, or matrix, $\mathcal{R}(\cdot)$ and $\mathcal{J}(\cdot)$ denote the real and imaginary parts, respectively.

II. SYSTEM DESCRIPTION AND PROBLEM STATEMENT

We consider a three-phase balanced and connected power system, as depicted in Fig. 1, comprising $N$ converter-interfaced resources such as renewable energy generation, energy storage, etc. The loads in the network are represented by RLC branches or their corresponding constant impedance, which is a common assumption typically used in analytical stability studies [4]. We note that while the system herein is purely converter-based, our theoretical results can potentially be applied to more general power systems, cf. Section III-H.

1) Power Network: When ignoring the network dynamics, we obtain a static network representation. A reduced network is further obtained using Kron reduction by eliminating the load nodes. The reduced network is represented by an admittance matrix $Y \in \mathbb{C}^{N \times N}$. For each converter, we define an output current $i_{o,k} \in \mathbb{C}$ and a terminal voltage $v_k \in \mathbb{C}$. We express $v_k$ with the amplitude $\alpha_k$ and the phase angle $\theta_k$ as

$$v_k = \alpha_k \angle \theta_k$$

where $\alpha_k$ represents an AC quantity with reference to the stationary frame, and $\theta_k$ represents the phase angle that rotates with time. The power network is described by

$$\dot{Y} = \mathbf{v}$$

where $Y = [y_{o,1}, \ldots, y_{o,N}]^T$ and $\mathbf{v} = [v_1, \ldots, v_N]^T$. Based on the current-voltage mapping in (2), the power-flow equations of the network are then given as

$$\dot{s}_k = \sum_{i=1}^{N} Y_{k,i} (v_k e^{j\theta_k}) (v_i e^{-j\theta_i})$$

where $s_k = p_k + jq_k = \sum_{i=1}^{N} Y_{k,i}$ denotes the power injection at node $k$, and $y_{i,k}$ is the $k$th row and $i$th column entry of $Y$.

2) Grid-Forming dVOC Control: The converters are controlled by grid-forming dVOC control, whose terminal voltage behavior is given in complex-voltage coordinates as [11]

$$\dot{v}_k = j \omega_0 v_k^* + \eta e^{j\varphi} (p_k^* - jq_k^*) v_k - \frac{v_k}{\omega_0} \frac{v_k^* - v_k}{\omega_0} v_k$$

where $\omega_0$ denotes the fundamental frequency, $p_k^*$, $q_k^*$, and $v_k^*$ denote the active power, reactive power, and voltage setpoints, respectively, $e^{j\varphi}$ with $\varphi \in [0, \pi/2]$ denotes the rotation operator to adapt to the network impedance characteristics, and $\eta, \alpha > 0$ are control gains. In (4), we use complex-valued ordinary differential equations (ODEs) as short-hands for two-dimensional (real-valued) ODEs in $\alpha \beta$ coordinates. In the dVOC control law in (4), the first term induces harmonic oscillations of frequency $\omega_0$, the second term synchronizes the relative phase angles to the power setpoints via current feedback, and the third term regulates the voltage amplitude.

We notice that the first two terms are linear whereas the third term is nonlinear. Moreover, dVOC has been demonstrated to exhibit a droop-like behavior, making it compatible with conventional power system operation [14].

3) Multivariable Stability Problem Statement: The dVOC-based system is formulated by interconnecting the network equation (2) and the node dynamics (4), i.e.,

$$\dot{v}_k = j \omega_0 v_k + \eta e^{j\varphi} \left[ \text{diag}\left( \left\{ (p_k^* - jq_k^*) / v_k^2 \right\}_{k=1}^{N} \right) - \mathbf{Y} \right] v_k$$

$$+ \eta \text{diag}\left( \left\{ (v_k^* - v_k) / v_k^2 \right\}_{k=1}^{N} \right) v_k$$

(5)
where all shunt loads in the network admittance matrix $Y$ can be absorbed into the corresponding setpoints $(p_k^f - jq_k^f)/v_k^2$ such that we consider $Y \in \mathbb{C}^{N \times N}$ a complex-valued and symmetric Laplacian matrix with zero row/column sums.

We aim to study the frequency synchronization and voltage stabilization of the converter-based power system with respect to both $\theta_k$ and $v_k$, or $v_k$, through a multivariable analysis that does not rely on the conventional decoupling assumptions.

**Remark 1.** The system in (5) can be related to the well-known Kuramoto oscillator and Stuart-Landau oscillator. The linear part of (5) has been described as the "linear reformulation of the Kuramoto model" [20]. Furthermore, the particular case of (5) with uniform network $r/t$ ratios yields a network of Stuart-Landau oscillators [21]. Since both types of oscillators have been extensively used to model and study oscillation and synchronization behaviors in a wide range of applications including power grids, neuro-physiology, electronic circuits, and seismology [22], the results of this work may also find applications beyond power grids.

The dVOC-based system has been shown to be almost globally asymptotically stable under certain parametric conditions [11]–[13]. The results were achieved by a set of nonlinear analysis approaches. The analysis is theoretically rigorous. However, some restrictive assumptions were required to make the nonlinear problem tractable. As opposed to this, in this work, we take a complex-frequency perspective and provide a novel, more general, and actionable analysis. To do so, we reformulate the system using the notion of complex frequency.

### III. System Reformulation

#### A. Complex Angle and Frequency

Consider the complex-voltage expression (1) with nonzero amplitude. We define a complex angle $\vartheta_k$ to lead to $v_k = \varphi_k [16]$, which can be seen as a transformation between complex-voltage coordinates and complex-angle coordinates.

**Definition 1.** (Complex angle [15], [16]): Given voltage amplitude $v_k$ (in per unit) and phase angle $\theta_k$ (in rad), we define complex angle $\vartheta_k := \varphi_k + j\theta_k$, where $\varphi_k := \ln v_k$ is called voltage logarithm.

**Definition 2.** (Complex frequency [15], [16]): We define complex frequency $\varpi_k := \varphi_k = v_k / v_k + j\theta_k = \epsilon_k + j\omega_k$ by the time-derivative of $\vartheta_k$, where $\epsilon_k = v_k / v_k$ is the normalized rate of change of voltage (rocov), and $\omega_k$ is angular frequency. The nominal complex frequency is denoted as $\varpi_0 := j\omega_0$.

The notion of complex frequency has been recently developed in [15] and [16]. A geometrical interpretation is provided as follows [23]. Consider $\varpi_k := \varphi_k = v_k / v_k = v_k / v_k = (|v_k| + \xi_k) / |v_k|$, where $\varphi_k$ is decomposed into a radial component $\varphi_k$ and a rotating component $\xi_k$, which are parallel and perpendicular to $v_k$, respectively (see Fig. 2). Since $\varphi_k$ and $\xi_k$ have opposite phases, $\varphi_k = \xi_k$ returns a real number whereas $\xi_k = 0$ is excluded from the definition, which is natural for power system operation. Once $\varphi_k$ is in per-unit and $\ln v_k$ is dimensionless [15], we can still use rad (dimensionless ratio) as the unit of complex angles.

![Fig. 2. Instantaneous complex frequency $\varpi_k = \varphi_k$ is comprised of a radial component $\epsilon_k$ and an angular component $j\omega_k$.](image)

**Remark 1.**

- The system in (5) can be related to the well-known Kuramoto oscillator and Stuart-Landau oscillator. The linear part of (5) has been described as the “linear reformulation of the Kuramoto model” [20]. Furthermore, the particular case of (5) with uniform network $r/t$ ratios yields a network of Stuart-Landau oscillators [21]. Since both types of oscillators have been extensively used to model and study oscillation and synchronization behaviors in a wide range of applications including power grids, neuro-physiology, electronic circuits, and seismology [22], the results of this work may also find applications beyond power grids.

- The dVOC-based system has been shown to be almost globally asymptotically stable under certain parametric conditions [11]–[13]. The results were achieved by a set of nonlinear analysis approaches. The analysis is theoretically rigorous. However, some restrictive assumptions were required to make the nonlinear problem tractable. As opposed to this, in this work, we take a complex-frequency perspective and provide a novel, more general, and actionable analysis. To do so, we reformulate the system using the notion of complex frequency.

**B. Complex-Frequency Synchronization**

Next, we introduce the novel concept of complex-frequency synchronization, which, to the best of our knowledge, has not been previously considered or studied in the literature so far.

**Definition 3.** (Complex-frequency synchronization): Consider $N$ nodes in a connected network. The voltage trajectories achieve complex-frequency synchronization if all complex frequencies $\varpi_k = \varphi_k / v_k^0$ converge to a common constant complex frequency $\varpi_{\text{sync}}$ as $t \to \infty$, i.e., $\varphi_k / v_k^0 \to \varpi_{\text{sync}}$, $t \to \infty$, $\forall k$.

Complex-frequency synchronization implies both angular frequency synchronization $\theta_k \to \varpi_{\text{sync}}(\varpi_{\text{sync}})$ and rocov synchronization $v_k / v_k \to \varpi_{\text{sync}}(\varpi_{\text{sync}})$. Typically, one is interested in the stationary condition for power system operation, where $\varphi_k \to 0$, which is also known as augmented synchronization [27]. In this work, however, we utilize nonzero rocov in conjunction with frequency as a global variable to indicate the imbalance of complex power, encompassing both active and reactive power. This novel concept of complex-frequency synchronization makes multivariable stability analysis more tractable (but it is limited to solely converter dynamics so far). We remark that rocov has been employed as a global indicator for load-generation imbalance in DC grids [28]. In this work, we demonstrate that the rocov representation also facilitates stability analysis in AC grids. Moreover, the stabilization of the rocov will also be investigated.

**C. Normalized Power-Flow Equations**

In a synchronous state under the classical notion, the power flow in (3) is invariant, i.e., balanced, where the phase angle differences remain invariant while the voltage amplitudes are assumed to be constant. However, for a complex-frequency synchronous state where $\varphi_k / v_k \neq 0$, the power flow in (3) is not invariant due to the constantly-changing voltage amplitudes. To find an invariant representation of load-generation
balance in this case, we define the normalized power as \( z_k := \rho_k + j\sigma_k := \frac{v_k}{v_k^2} = (\rho_k + j\omega_k)/v_k^2 \), where \( \rho_k := \frac{v_k}{v_k^2} \) and \( \sigma_k := \frac{q_k}{v_k^2} \) are referred to as normalized active and reactive power, respectively. From (3), we then derive the normalized power-flow equations, their conjugates, and their vector form as follows,

\[
\begin{align*}
\bar{z}_k &= \sum_{j=1}^N \bar{y}_{kl} e^{j(\vartheta_j - \vartheta_k)}, \\
\bar{z}_k^* &= \sum_{j=1}^N \bar{y}_{kl}^* e^{-j(\vartheta_j - \vartheta_k)} = \sum_{j=1}^N \bar{y}_{kl}^* \frac{v_j}{v_k}, \\
\bar{z} &= [z_1^*, \ldots, z_N^*]^T = \text{diag}(\{1/v_k\})_k^N Y \bar{v},
\end{align*}
\]

**Proposition 1.** Both the complex-voltage ratio \( y_j/y_k \) and the normalized power \( z_k \) remain invariant in a complex-frequency synchronous state.

**Proof:** From \( \frac{d}{dt} \frac{y_j}{y_k} = \frac{y_j}{y_k} \frac{\dot{y}_j - \dot{y}_k}{y_k} = \frac{y_j}{y_k} \frac{\dot{y}_j}{y_k} \), it follows that \( \frac{d}{dt} \frac{y_j}{y_k} = 0 \) in the synchronous state where \( \dot{y}_j = \dot{y}_k \).

It then follows from (7) that \( \bar{z}_k \) remains invariant.

The invariance of \( y_j/y_k = v_j/v_k e^{i(\vartheta_j - \vartheta_k)} \) implies that both the voltage amplitude ratio and the phase angle remain invariant. This property allows voltage amplitudes to constantly change in a synchronous state, which is significant as it drops the constant-voltage assumption. It is of course not relevant in a steady state but useful for analyzing system transients. Furthermore, we note that normalized power coordinates have been utilized in previous studies [26].

**D. Linear Complex Power Flow Equations**

We denote complex-angle differences as \( \vartheta_{jk} := \vartheta_j - \vartheta_k \). Assume small \( \vartheta_{jk} \), which implies \( v_k \approx v_j \) and \( \theta_k \approx \theta_j \). We can then approximate \( e^{j\vartheta_{jk}} \approx 1 + j\vartheta_{jk} \) by the leading terms of the Macaulain Series. Substituting this approximation into (7), we obtain that \( \bar{z}_k \approx \sum_{j=1}^N \bar{y}_{kl} (1 + j\vartheta_{jk}) \). We thereby define linear complex power flow as follows.

**Definition 4.** (Linear complex power flow) Assume small complex-angle differences \( \vartheta_{jk} \approx 0 \), the linear complex power flow \( z_{lc} \) is defined as \( z_{lc} \)

\[
\begin{align*}
z_{lc}^k &= \sum_{j=1}^N \bar{y}_{kl} (1 + j\vartheta_{jk}),
\end{align*}
\]

or formulated in vector form as

\[
\bar{z}_{lc} = \text{diag}(\{1 - \bar{y}_{kl}\}_k^N) \bar{Y}_N + \bar{Y} \bar{\vartheta} = \bar{Y} \bar{\vartheta},
\]

where \( \bar{z}_{lc} = [z_{lc}^1, \ldots, z_{lc}^N]^T \), \( \bar{\vartheta} = [\vartheta_1, \ldots, \vartheta_l]^T \), \( \bar{Y}_N \) denotes the column vector of all ones, and \( \bar{Y} \bar{\vartheta} = 0_N \).

**Remark 2.** The presented linear complex power-flow equations extend the classical linear (dc) power flow equations from a complex-angle perspective. The classical ones mainly consider active power [29]. For a branch with admittance \( y \) between nodes \( k \) and \( l \), the linear power flowing from node \( k \) to \( l \) is \( z_{lc} = y(\bar{v}_k - \bar{v}_l) \) as in (9). The classical linear power flow reads \( p_{lc} = (\theta_k - \theta_l)/x \), which holds with two additional assumptions: the network is dominantly inductive, i.e., \( y = 1/(jx) \), and \( v_k \approx v_l \approx 1 \). It can be seen that \( z_{lc} \) degenerates into \( p_{lc} \) when applying these two assumptions.

2The linear power flow in polar coordinates is also referred to as dc power flow in the literature [29]. Hence, the superscript “dc” is employed here.

**Remark 3.** The linear complex power flow is lossless across the network, as observed by \( \bar{Y}_N^T \bar{z}_{lc} = \bar{Y} \bar{\vartheta} = 0_N \) from (10). This property holds regardless of the network impedance characteristics. We emphasize that the original power flow (without being normalized) is lossy still.

**E. Reformulation of dVOC as Complex Droop Control**

1) Complex Droop Control: We separate dVOC into a linear dVOC core and the other nonlinear part. The dVOC core is defined by the first two (linear) terms of dVOC in (4) as

\[
\dot{u}_k = \bar{z}_k + \eta e^{j\vartheta} (\bar{z}_k^e - \bar{z}_o),
\]

where \( \bar{z}_k = (p_k^e - jq_k^e)/v_k^2 \) denotes the normalized power setpoint. The dVOC formulation in [11] was interpreted from a consensus synchronization perspective. We provide another insightful interpretation from the viewpoint of droop control.

**Proposition 2.** The dVOC core in (11) is equivalent to a complex droop control:

\[
\dot{u}_k = \bar{z}_o + \eta e^{j\vartheta} (\bar{z}_k^e - \bar{z}_o),
\]

**Proof:** The proof is straightforward by expanding (12) as \( \dot{u}_k = \dot{u}_k^e/\bar{z}_k^e \) and noticing that \( \bar{z}_k^e = (p_k^e - jq_k^e)/v_k^2 = (\bar{z}_k^e - \bar{z}_o)/\bar{z}_k^e \).

Proposition 2 suggests that the dVOC core, similar to a p-f droop control \( \theta_k = \omega_0 + \eta (p_k^e - p_k) \) allowing frequency synchronization, is able to achieve complex-frequency synchronization, where the complex frequency \( \dot{u}_k \) indicates the balance of the normalized power \( \bar{z}_k^e \). This equivalence also suggests the compatibility of dVOC with respect to most existing GFMC controllers, including p-f droop control, virtual synchronous machine (VSM), matching control, etc. This compatibility is not surprising since the complex droop control in (12) augments the classical p-f droop control, which is the core building block of all GFMC controls.

2) Voltage Regulation of Complex Droop Control: The complex droop control in (12) aims to regulate the rate of change of voltage (rocov) and frequency, but it cannot regulate voltage amplitude in a direct manner. We augment it with a voltage amplitude regulation term to directly regulate voltage amplitude. One option is to add a proportional control term as in the dVOC in (4). Alternatively, we can control voltage logarithm using a dVOC variant similar to the classical one in (4) as

\[
\dot{u}_k = \bar{z}_o \bar{u}_k + \eta e^{j\vartheta} (\bar{z}_k^e \bar{u}_k - \bar{z}_o) + \eta \alpha (u_k^e - u_k) \bar{u}_k,
\]

where \( u_k = \ln v_k \) and \( u_k^e := \ln v_k^e \). For the dVOC in (4) and its variant in (13), the voltage feedback reveals to be highly similar around the operating region where \( v_k \approx v_k^e \). This claim holds due to \( 1 - v_k/v_k^e \approx \ln v_k - \ln v_k^e \). Following the Taylor Series \( \ln x = x - 1 + o(x - 1) \).

In practice, a low-pass filter is typically employed in the voltage feedback to filter out harmonics, which results in

\[
\tau \dot{u}_k + \dot{u}_k = \bar{z}_o \bar{u}_k + \eta e^{j\vartheta} (\bar{z}_k^e \bar{u}_k - \bar{z}_o) + \eta \alpha (u_k^e - u_k) \bar{u}_k,
\]

where \( \tau > 0 \) denotes the time constant of the filter, and \( u_{f,k} \) denotes the filtered version of \( u_k \). The dVOC version in (14)
is equivalent to a voltage regulation-enabled complex droop control, which reads in complex-angles coordinates as
\[
\dot{\varphi}_k = \omega_0 \varphi + \eta e^{j\varphi} (\zeta_k - \zeta_k) + \eta \alpha (u_k^* - u_f,k),
\]
\[
\tau \dot{u}_f,k = u_k - u_f,k = \Re(\phi_k) - u_f,k.
\]

\[
\frac{1}{\tau} \dot{u}_f,k = u_k - u_f,k = \Re(\phi_k) - u_f,k.
\]

1) Linear System for Fast Dynamics: On the fast time scale of complex-frequency synchronization dynamics, we neglect the slow dynamics of voltage regulation, i.e., \( u_f \) in (16) is considered constant. The dynamics of synchronization are then represented by the fast system as
\[
\dot{\varphi} = \omega_0 \varphi + \eta e^{j\varphi} (\zeta^* - \zeta^*) + \eta \alpha (u^* - u_f)
\]
\[
\dot{\varphi} = \omega_0 \varphi + \eta e^{j\varphi} (\zeta^* - \zeta^*) + \eta \alpha (u^* - u_f)
\]

2) Linearly Approximated System for Slow Dynamics: On the relatively slower time scale of voltage regulation, we assume that the faster complex-frequency synchronization is already completed. To facilitate a tractable linear analysis of voltage stabilization, we utilize the linear complex power-flow equations derived in Section III-D. This approximation is reasonable because the system already reaches a synchronous state, where the angle differences \( \varphi_n \) are quite small, allowing the linear power-flow approximation to hold well. When replacing \( \varphi \) in (17) with \( \varphi^* \), a system that approximately represents the slow dynamics can be given as
\[
\dot{\varphi} = \omega_0 \varphi + \eta e^{j\varphi} (\zeta^* - \zeta^*) + \eta \alpha (u^* - u_f)
\]
\[
\dot{\varphi} = \omega_0 \varphi + \eta e^{j\varphi} (\zeta^* - \zeta^*) + \eta \alpha (u^* - u_f)
\]

We refer to this system as a “linearly approximated system (for slow dynamics)”. The linearly approximated system has been formulated in complex-angle coordinates to align with the linear complex power-flow equations. In this coordinate frame, it can be seen that the system (19) is also linear.

Remark 4. Both the fast system (18) and the linearly approximated system (19) are illustrated in Fig. 3. We highlight that the choice of coordinates matters because both systems become nonlinear when viewed from a different coordinate frame. Moreover, the linearity of the developed models relies on the assumptions of time-scale separation and linear power flow. Notably, the linearity also benefits from the flexibility in control (particularly, dVOC) of power converters. We further emphasize that both linear models are in the so-called large-signal form, which differs from conventional small-signal models in the incremental form obtained through linearization around specific equilibria. Thanks to this large-signal linearity property, we can employ linear system analysis to yield actionable results on the phase-amplitude multivariable nonlinear stability issue, avoiding the challenges of directly analyzing the nonlinear dynamics of the system (16).

Remark 5. Time-scale separation is an overarching paradigm in both power systems and power electronics control. Specifically, the entire system under disturbances is supposed to first reach a synchronous state in terms of complex frequency and then a voltage steady state. This does fit empirical evidence observed in practical operation, where the deviation range for voltage is much larger than that for frequency (e.g., ~10% for voltage vs. ~1.0% for frequency) [30]. Since synchronization dynamics are faster than voltage convergence, the two subproblems, complex-frequency synchronization and voltage stabilization, can be analyzed separately. The separated analysis will be accomplished with two mathematically independent approaches.
systems, i.e., (18) and (19). We remark that this analysis is distinct from the singular perturbation analysis. The standard singular perturbation approach fails when treating synchronization as fast dynamics since the synchronous state of the fast system (18) is non-isolated [31, Th. 11.4] (i.e., if $\mathbf{v}$ is a synchronous state, then $\mathbf{k} \cdot \mathbf{v}$ will be too, $\forall \mathbf{k} \in \mathbb{C} \setminus \{0\}$).

The models in (18) and (19) exhibit a roughly similar level of abstraction when compared to other widely used models for nonlinear stability analysis in the literature (e.g., the simplified models for droop control [8] or virtual synchronous machine [9]). Moreover, for cases, where the dynamics of the inner loops and power networks (faster than synchronization) are of interest, a frequency-domain stability criterion can be employed, as discussed in Section IV-C. Alternatively, one can also resort to the nested singular perturbation approach [13], which is feasible when treating synchronization as slow dynamics (relatively slow compared to inner-loop dynamics).

H. Model Extension to More General Power Systems

Synchronous generators with inherent swing dynamics cannot achieve complex-frequency synchronization since the inherent interconnection variable is power, not the so-called normalized power. To extend the models in (18) and (19) to additionally incorporate the effect of synchronous generators, our focus still remains on the converter dynamics, while we incorporate the voltages generated by synchronous generators as a forced (i.e., exogenous) input to the converter system. To do so, we start by considering the entire network equation as

$$
\begin{bmatrix}
\dot{\mathbf{i}}_c \\
\dot{\mathbf{i}}_o 
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{Y} & \mathbf{Y}_G & \mathbf{Y}_{SG} \\
\mathbf{Y}_G & \mathbf{Y}_{SG} \\
\mathbf{Y}_{SG} & \mathbf{Y}_{SG} 
\end{bmatrix}
\begin{bmatrix}
\mathbf{v} \\
\mathbf{v}_{SG} 
\end{bmatrix},
$$

(20)

where $\mathbf{v}_{SG}$ and $\mathbf{i}_{SG}$ denote the voltages and currents of synchronous generator nodes, respectively. The admittance matrix is partitioned based on the converter and generator groups. The converter output currents are then expressed as $\dot{\mathbf{i}}_c = \dot{\mathbf{v}} + \mathbf{Y}_{SG} \mathbf{i}_{SG}$. Likewise, the linear power flows are given as $\mathbf{V} = \mathbf{Y} \dot{\mathbf{v}} + \mathbf{Y}_G \mathbf{i}_{SG}$, where $\mathbf{Y}_{SG}$ (related to $\mathbf{v}_{SG}$) represents the complex angles of synchronous generators.

We augment the system (18) with a forced input $\mathbf{v}_{SG}$, resulting in the following augmented system:

$$
\dot{\mathbf{v}} = \mathbf{v}_{o} + \eta e^{j \varphi}(\text{diag} (\mathbf{v}^*) - \mathbf{Y}) \mathbf{v} - \eta e^{j \varphi} \mathbf{Y}_G \mathbf{v}_{SG}.
$$

(21)

Likewise, we augment the system (19) with a forced input $\mathbf{i}_{SG}$, which yields that

$$
\dot{\mathbf{v}} = \mathbf{v}_{o} + \eta e^{j \varphi}(\mathbf{v}^* - \mathbf{Y} \dot{\mathbf{v}}) + \eta \mathbf{u}^* - \mathbf{u}_f
\quad - \eta e^{j \varphi} \mathbf{Y}_G \mathbf{i}_{SG}
\quad \tau \mathbf{u}_f = \mathbf{A}(\mathbf{v}) - \mathbf{u}_f.
$$

(22)

Generally, converter dynamics are notably faster than synchronous generators. As such, we can assume that synchronous generators have fixed voltages and frequencies when investigating the stability of the converter dynamics alone. Specifically, we consider $\mathbf{v}_{SG}$ and $\mathbf{i}_{SG}$ as constant exogenous inputs of the linear systems (21) and (22). The time-domain response of linear systems comprises both natural response and forced response. The natural response is of particular importance as it not only reflects the intrinsic behavior of the system but also determines the stability of the forced response under constant inputs. The results of this work are developed for the autonomous systems (18) and (19) (i.e., concerning the natural response). Our methods can be applied in power systems that also include synchronous generators to investigate the stability of the fast converter dynamics. However, the stability involving the interaction between converters and generators necessitates further research in the future. The above assumption and discussion will be validated in Section V.

IV. Stability Analysis Methods and Results

A. Complex-Frequency Synchronization Analysis

We first analyze complex-frequency synchronization stability by focusing on the fast system. The fast system (18) is a linear autonomous system with system matrix as

$$
\mathbf{A} := \mathbf{v}_{o} \mathbf{I}_N + \eta e^{j \varphi}(\text{diag} (\mathbf{v}^* - \mathbf{Y})).
$$

(23)

The complex eigenvalues of $\mathbf{A}$ are denoted as $\lambda_1, \lambda_2, \cdots, \lambda_N$, where $\Re(\lambda_1) \geq \Re(\lambda_2) \geq \cdots \geq \Re(\lambda_N)$. We term $\lambda_1$ dominant eigenvalue and assume that $\lambda_1$ has algebraic multiplicity one and $\Re(\lambda_1) > \Re(\lambda_2)$. This assumption is generic and reflects the actual requirement that power systems normally operate with only one fundamental-frequency component. For the dominant eigenvalue $\lambda_1$, we denote by $\psi$ and $\phi$ the left and right eigenvectors, respectively, i.e.,

$$
\mathbf{A} \phi = \lambda_1 \phi, \quad \psi^T \mathbf{A} = \lambda_1 \psi^T.
$$

where simply $\psi = \phi$ because $\mathbf{A}$ is symmetric. We provide a spectral stability condition for complex-frequency synchronization of the fast system (18).

Condition 1. (Spectral condition): The entries of $\phi$ are nonzero, and $\Re(\lambda_2) < 0$.

Theorem 1. Under Condition 1, the system (18) achieves complex-frequency synchronization at $\lambda_1$ for almost all initial state $\mathbf{v}_o$ except for the non-generic initial condition $\psi^T \mathbf{v}_o = 0$ where the voltages $\mathbf{v}$ converge to $0_N$.

The proof is provided in the Appendix. Under Condition 1, the response of the linear system (18) is dominated by the dominant modal response $\phi, \psi^T \mathbf{v}_o e^{\lambda_1 t}$. The other modes decay to zero, and consequently, the system synchronizes at $\lambda_1$. In Condition 1, if one entry of $\phi$ is zero (this is not generic), then the dominant modal response of the corresponding node will be zero. If the initial state $\mathbf{v}_o$ satisfies $\psi^T \mathbf{v}_o = 0$ (this is also not generic), then the overall dominant modal response will be zero. Both cases are not expected by complex-frequency synchronization. Hence, previous work [11]–[13] adopted the terminology of almost global synchronization.

Condition 1 relies on the computation of eigenvalues of $\mathbf{A}$. Although mathematically intuitive, it may lack physical intuition. To overcome this, we introduce Condition 2, a parametric stability condition that allows for gaining physical insights into Condition 1 for complex-frequency synchronization.

Condition 2. (Parametric condition): There exists a maximal phase difference $\delta \in [0, \pi/2)$ and a maximal voltage amplitude
ratio deviation $\bar{\gamma} \in (0, 1)$ such that $\lim_{t \to \infty} |\theta_k - \theta_l| \leq \bar{\delta}$ and $\lim_{t \to \infty} |\frac{\theta_k}{\theta_l} - 1| \leq \bar{\gamma}$ hold for any node pair $(k, l)$ in any synchronous state. Moreover, the power references $e_j^v$, the rotation operator $e_j^\varphi$, and the network admittance matrix $Y$ satisfy

$$\max_k R(e^{j\varphi}Y) < \frac{1+\cos\bar{\delta}}{2} (1-\bar{\gamma})^2 \lambda_2(R(e^{j\varphi}Y)),$$

(24)

where $R(e^{j\varphi}Y)$ is formed by the real part of the entries of $e^{j\varphi}Y$, and it is therefore a Laplacian matrix, and $\lambda_2(\cdot)$ denotes the second smallest eigenvalue (a positive real number).

**Theorem 2.** Under Condition 2, the system (18) achieves complex-frequency synchronization at $\lambda_2$ for almost all initial state $\mathbf{u}_0$ except for the non-generic initial condition $\mathbf{u}_0^T \mathbf{u}_0 = 0$ where the voltages $\mathbf{v}$ converge to $0_N$.

The proof is provided in the Appendix. Condition 2 first places a constraint on the phase differences and voltage ratios in the synchronous state. This constraint is intuitively reasonable for power system operation since a healthy synchronous operating point is generally characterized by rather small phase differences and voltage ratios. Condition 2 then bounds the power setpoints in terms of the algebraic connectivity $\lambda_2(\cdot)$ of the graph corresponding to the real part of the rotated network admittance matrix. This bound quantifies a few well-known engineering insights: the network should be sufficiently well connected (as reflected by $\lambda_2(\cdot) > 0$) and should not be heavily loaded (cf. the left-hand side of (24)), and the rotation angle $\varphi$ should match the impedance angle as closely as possible [6].

In terms of practical application, Condition 2 is actionable in the sense that synchronization stability assessment can be performed in a decentralized fashion with the right-hand side network connectivity information in (24).

Previous dVOC studies [11]-[13] have made two restrictive assumptions, i.e., a homogeneous $r/f$ ratio in the network and consistent setpoints with power-flow equations. In contrast, our analysis from the perspective of complex-frequency synchronization drops both assumptions. Namely, we address a network with arbitrary impedance parameters and consider arbitrary power and voltage setpoints. These two aspects are of significance. First, an actual power network is generally composed of multiple-level sub-networks that are with different impedance characteristics. Second, an actual system almost always operates at a drooped point as a result of load and generation variations.

**B. Voltage Stabilization Analysis**

We show that for the linearly approximated system (19), frequency synchronization and voltage stabilization are guaranteed. We rewrite (19) in real-valued variables as

$$\begin{align*}
\dot{u} &= \eta \sigma^* - \eta G^* u + \eta B' \theta + \nu \alpha (u^* - u_f) \\
\dot{\varphi} &= \omega_0 \mathbb{1}_N + \eta \rho^* - \eta B' u - \eta G' \theta \\
\tau u_f &= u - u_f,
\end{align*}$$

(25)

where $u + j\varphi = \theta, G^* + jB' = e^{j\varphi} Y$, and $\sigma^* + j\rho^* = e^{j\varphi} \mathbb{1}_N$. In a steady state, $\dot{u} = 0$ but $\varphi \neq 0$. To denote the steady-state equilibrium, we define the center-of-angle coordinate as $\theta_0 := \mathbb{1}_N^T \theta / N$. Then $\theta_0 = \omega_0 + \eta \mathbb{1}_N^T \rho^* / N$. We denote the angle deviations from $\theta_0$ as $\delta := \theta - \mathbb{1}_N \theta_0$. The system (25) is transformed to the center-of-angle coordinate frame as

$$\begin{align*}
\dot{u} &= \eta \sigma^* - \eta G^* u + \eta B' \delta + \eta \alpha (u^* - u_f) \\
\delta &= \eta \left( \rho^* - \mathbb{1}_N \mathbb{1}_N^T \rho^* / N \right) - \eta B' u - \eta G' \delta
\end{align*}$$

(26)

$$\tau u_f = u - u_f.$$

We show in Lemma 1 in the Appendix that the system (26) has a unique equilibrium, which is denoted as $[u_f^T, \delta^*_a, u_f^T]^T$.

**Theorem 3.** The system (26) is globally asymptotically stable with respect to the equilibrium $[u_f^T, \delta^*_a, u_f^T]^T$. The voltages $u$ and the frequencies $\theta$ of the linearly approximated system (25) converge to $u_s$ and $\omega_0 + \eta \mathbb{1}_N^T \mathcal{J}(e^{j\varphi} \mathbb{1}_N) / N$, respectively.

The proof is provided in the Appendix. The statement of “global stability” only refers to the differential equation (26) itself. For voltage stabilization of converters, we particularly consider the case where the angle differences are sufficiently small, ensuring the validity of the linearly approximated system (25). In this regard, Theorem 3 provides a guarantee for voltage stabilization of the converter-based system. We interpret the steady-state frequency deviation $\eta \mathbb{1}_N^T \mathcal{J}(e^{j\varphi} \mathbb{1}_N) / N$ as the drop gain multiplied by the average of all the individual drooped active power setpoints. We relate this result to the fact that the linear complex power flow is lossless, cf. Remark 3.

**C. Frequency-Domain Stability Criteria**

We further present frequency-domain admittance modeling and stability criteria. The frequency-domain results are also for global stability, as the developed models are already linear.

1) **Admittance Model of the Fast System:** When deriving the converter equivalent admittance, it is possible to further incorporate the inner-loop dynamics and the LC filter dynamics. The converter admittance can then be derived from $y_{equ,k}(s) := \left[ -\mathbf{L}_o, k(s) / \mathbf{U}_s(k) \right]$. For instance, considering solely the dynamics of the dVOC core, we have $y_{equ,k}(s) = \left( s - j\omega_0 e^{-j\varphi} / \eta - \mathbb{1}_N^T \mathcal{J}(e^{j\varphi} \mathbb{1}_N) \right)$. Further, when seen from any node $k$, the network-side aggregated admittance, $y_{agg,k}(s)$, can be derived. The admittance is represented as a complex-coefficient transfer function since we assume a three-phase balanced system and an admittance matrix $[a(s) - b(s)]$ is equivalent to $a(s) + jb(s)$ [32]. We remark that $a(s) + jb(s)$ is also known as generalized admittance, see [32] for further details.

2) **Admittance Model of the Linearly Approximated System:** We employ the reduced static network since the system (19) has been defined with static power flow. For each converter node $k$ in (19), we define the rotated power setpoint as $\sigma^*_k + j\rho^*_k := e^{j\varphi} \mathbb{1}_N$, cf. the vector form $\sigma^* + j\rho^* = e^{j\varphi} \mathbb{1}_N$ in (25). Similarly, we define the rotated power flow as $\sigma^{dec}_k + j\rho^{dec}_k := e^{j\varphi} \mathbb{1}_N$. The nodal admittance model is then obtained as

$$\begin{align*}
\begin{bmatrix} 1/s + \frac{\eta \alpha}{s + \eta \mathbb{1}_N^T v} \\ \mathbb{0} \end{bmatrix} \begin{bmatrix} \theta_k \\ \rho_k^{dec} \end{bmatrix} + \begin{bmatrix} \sigma_k^{dec} + \alpha u_k^* \\ \rho_k^{dec} + \omega_0 / \eta \end{bmatrix} = Y_{equ,k}^{dec}(s) \begin{bmatrix} u_k \\ \theta_k \\ \rho_k^{dec} \end{bmatrix},
\end{align*}$$

(27)

where $Y_{equ,k}^{dec}(s)$ denotes the converter equivalent admittance and $[\sigma_k^{dec} + \alpha u_k^*, \rho_k^{dec} + \omega_0 / \eta]^T$ denotes the equivalent reference. Further, we can derive the network-side aggregated admittance, denoted by $Y_{agg,k}^{dec}(s)$. These admittance models are
represented as real-coefficient $2 \times 2$ transfer function matrices, accounting for the existence of the voltage regulation term.

3) **Admittance-Based Criterion for Synchronization Stability**: Consider $L_k(s) := Y_{agg,k}(s)/Y_{equ,k}(s)$ as an admittance ratio. Let $N_1$ be the number of counterclockwise encirclements of the point $(-1 + j0)$ for $L_k(s)$ when $s$ traverses the Nyquist contour, where $L_k(s)$ has $P_1$ unstable poles. Let $Z_1$ be the number of unstable poles of the closed-loop fast system. It follows from the argument principle that $Z_1 = P_1 - N_1$. The **stability criterion** is then formulated as $Z_1 \leq 1$, indicating that all closed-loop poles are stable except one accounting for complex-frequency synchronization.

4) **Admittance-Based Criterion for Voltage Stabilization**: Consider $L_k(s) := Y_{agg,k}(s)/Y_{equ,k}(s)$ as a return-ratio matrix. Let $N_2$ be the number of counterclockwise encirclements of the origin by $\det(1 + L_k(s))$ when $s$ traverses the Nyquist contour. Note that $L_k(s)$ has no unstable poles but has a pole at the origin, cf. (27), and thus the Nyquist contour should exclude the origin. Moreover, the unity-feedback system of $L_k(s)$ is assumed to have no hidden unstable modes. From the generalized Nyquist criterion, the criterion for voltage stabilization is then given as $N_2 = 0$.

V. **CASE STUDIES**

We present case studies on a 3-bus converter-based system and a modified IEEE 9-bus system with converters and synchronous generators to illustrate our theoretical results.

1) **Complex-Frequency Synchronization and Voltage Stabilization**: The topology of the 3-bus converter-based system is shown in Fig. 4, where the line parameters are non-uniform and the converter setpoints are inconsistent. We model the converters using a high-fidelity electromagnetic transient (EMT) model, where both the inner-loop dynamics and the LC filter dynamics are retained and the controllers are implemented in $\alpha\beta$ coordinates [13]. We choose control gains of $\eta = 0.04$ and $\alpha = 5$ in per-unit, which provides a frequency droop slope of $\eta = 4\%$ and a voltage droop slope of $1/\alpha = 20\%$. We select a filter time constant of $\tau = 0.005$ s (a larger $\tau$ will deteriorate dynamic performance). Moreover, we choose $\varphi = \pi/4$ as a compromise choice to adapt to the heterogeneous $r/t$ ratios in the network. We verify that the system is stable for complex-frequency synchronization by checking that Condition 1 holds. Furthermore, we compute that $\lambda_2(\Re(e^{j\varphi}Y)) \approx 14.2$, highlighting that Condition 2 is easily satisfied for arbitrary power setpoints within the capacity range.

We illustrate complex-frequency synchronization and voltage convergence with the simulation results in Fig. 5. The system initiates from a point near the origin. Before 0.3 s, voltage regulation is disabled to observe complex-frequency synchronization with the nonzero rocof (rate of change of voltage) and frequency waveforms. Notably, the voltages increase exponentially in the synchronous state. At 0.3 s, voltage regulation is enabled. The voltages are then boosted close to the nominal point, during which complex-frequency synchronization persists. At 0.5 s, the power setpoint $\sum_{i}^P$ is changed from $0.6 - j0.4$ to $-0.1 - j0.9$. Subsequently, we observe a rapid process of complex-frequency synchronization, followed by the voltages settling to a new steady state. The active and reactive power sharing occurs in a drooped manner after the transition to steady-state operation. During voltage regulation, the complex-angle differences vary around zero, which supports the assumption of linear complex power flow underlying the previous analysis.

2) **Time-Scale Separation Between Synchronization and Voltage Regulation**: The assumption of time-scale separation between complex-frequency synchronization and voltage amplitude regulation is crucial for our theoretical results. As illustrated in Fig. 6, the time-scale separation depends on the configuration of control parameters. Specifically, a smaller value of $\alpha$ results in a slower response of voltage amplitude (while also altering the steady state of voltage droop control). Additionally, a larger time constant $\tau$ in the voltage feedback filtering also contributes to the time-scale separation (albeit at the cost of longer setting times). When the parameters are chosen appropriately, the time-scale separation is effectively maintained, and both the steady-state operational range and dynamic performance requirements are met. Inappropriate parameter settings, such as $\alpha = 10$, $\tau = 0.005$, may result in time-scale overlap and significant interactions between complex-frequency synchronization and voltage reg-
Fig. 6. A small \( \alpha \) and a large \( \tau \) ensure the time-scale separation between complex-frequency dynamics (indicated by \( |Z_{12}| \)) and voltage amplitude regulation (indicated by \( u_{f,1} \)).

Fig. 7. The linearly approximated system (19) shows a highly accurate large-signal response with respect to the nonlinear system (17). The classical linearized system shows similar accuracy but is limited to a small-signal regime around the specific steady state.

3) Accuracy of the Linear Approximation: The linear power flow approximation is employed to simplify the stability analysis of voltage stabilization. We validate the accuracy of the linear power-flow approximation through the results in Fig. 7. Both the nonlinear system (17) and the linearly approximated one (19) start from the origin of \( \mathbf{\omega} = 0_N \). The response of the linearly approximated system very closely matches the nonlinear system response. Notably, the linear system response is characterized by being independent of any steady state, which is facilitated by the adoption of complex-angle coordinates with \( \ln(\cdot) \). It is also of interest to examine the response of the classical linearized system around a specific steady state using the usual polar coordinates. To show this, we reformulate the nonlinear system in polar coordinates and then linearize it at the steady-state point, resulting in a small-signal representation (with state variables such as \( \Delta u_k \)). As observed, the small-signal response of this linearized system exhibits comparable accuracy to the proposed linearized system (19) after the disturbance at 1 s. However, we emphasize the linearized system response is contingent on the specific steady state, and its accuracy is confined to a small-signal regime. Therefore, the adoption of the conventional linearized system can only yield small-signal stability results.

4) Application of the Admittance-Based Stability Criteria: When considering the network dynamics, the synchronization stability is adversely affected [12]. We test the viability of the admittance-based criterion to assess the destabilizing effect of the network dynamics. The admittance model is established with the dVOC synchronization dynamics and the network dynamics. We compare the synchronization stability under \( \eta = 0.04 \) and 0.12. Without considering the network dynamics, both cases are identified to be stable by Conditions 1 or 2. The system with the presence of the network dynamics, however, becomes unstable under the larger gain \( \eta = 0.12 \). The Nyquist diagram of \( L_1(s) \) in Fig. 8(a) indicates \( N_1 = -1 \) in this case, while \( L_1(s) \) has two unstable poles, so that \( Z_1 = 3 > 1 \). However, we allow at most one unstable closed-loop pole as synchronous complex frequency. We validate by the Nyquist criterion and eigenvalue calculation that we need \( \eta < 0.082 \) for stability. We further test the viability of the admittance-based criterion to assess voltage convergence. The Nyquist diagram of \( \det(I + L_1(s)) \) is shown in Fig. 8(b), where \( N_2 = 0 \) confirms the voltage stabilization in the case of \( \eta = 0.04 \). We have validated the admittance model and the criterion under more cases by eigenvalue calculation with the model (37).

5) Response of Converters in Systems With Mixed Generation: Finally, we observe the behavior of complex-frequency synchronization of converters in a more general power system that also includes synchronous generators. The system configuration is depicted in Fig. 9, where the generator connected to bus 1 is replaced by two converters. Both converters are governed by the following control parameters: \( \eta = 0.03 \), \( \alpha = 5 \), \( \tau = 0.005 \), and \( \phi = \pi/3 \). We increase the active power load on bus 6 by 50 MW. The results in Fig. 10 indicate the dynamics of the generators are significantly slower than that of the converters due to the mechanical inertia of the rotor. Moreover, the voltage regulation of the generators is impacted by the slowly varying active power. In contrast, the converters achieve (approximate) complex-frequency synchronization rapidly. This suggests that our theoretical results can be uti-
lized to analyze the stability of the fast converter dynamics by assuming that the generator’s voltage and frequency are constant. If the fast converter dynamics are stable, then the converters will initially achieve cluster synchronization [33] and subsequently together attempt to achieve full synchronization with the other generators. Regardless of their fast or slow dynamic behaviors, both the converters and generators exhibit droop operation during the steady state, aligning with fundamental regulations of power systems.

VI. CONCLUSION

We investigate complex-frequency synchronization and voltage stabilization of dVOC-controlled multi-converter systems. By utilizing complex frequency as a two-dimensional signal to indicate the complex power imbalance, we define the notion of complex-frequency synchronization to investigate the phase-amplitude multivariable dynamics arising from the complex power imbalance. We show that dVOC (i.e., complex droop control) achieves complex-frequency synchronization on the fast time scale and then stabilizes voltage amplitudes on the slower time scale. An insightful understanding of dVOC is provided by revealing its equivalence to complex droop control, thus enabling us to view dVOC as a direct extension of classical p-f droop control. Our theoretical analysis shows that dVOC has superior stability properties. We present both time-domain stability analysis methods and frequency-domain stability criteria. The developed linear methods are practical to deal with the global stability of converter-based power systems such as microgrids and HVDC-connected offshore wind power plants. Furthermore, our methods may also have potential uses in investigating fast converter dynamics in more general power systems that also include synchronous machines.

APPENDIX

Proof of Theorem 1: Since the dominant eigenvalue \( \lambda_1 \) has algebraic multiplicity one, the dominant mode is denoted by \( e^{\lambda_1 t} \). The response of \( \mathbf{v}_k \) is composed of a series of modes, where we separate out the dominant modal response as \( \mathbf{v}_k^1 \). By spectral decomposition, state equation decoupling, and modal response representation [4, Sec. 12.2.4], we obtain that \( \mathbf{v}_k := [\mathbf{v}_k^1, \ldots, \mathbf{v}_k^N]^T = \mathbf{P} \mathbf{v}_k^1 \), where \( \mathbf{v}_k^1 \) is an initial state. We first consider the case where \( \mathbf{v}_k^1 := \mathbf{P} \mathbf{v}_0 \neq 0 \). We obtain the following limit for any node pair \((k, l)\)

\[
\lim_{t \to \infty} \frac{\mathbf{v}_k}{\mathbf{v}_l} = \lim_{t \to \infty} \frac{\mathbf{v}_k^1 + (\mathbf{v}_k - \mathbf{v}_l^1)}{\mathbf{v}_l^1 + (\mathbf{v}_l - \mathbf{v}_k^1)} = \lim_{t \to \infty} \frac{\mathbf{P} \phi_{k1} e^{\lambda_1 t} + (\mathbf{v}_k - \mathbf{v}_l^1) e^{\lambda_1 t}}{\mathbf{P} \phi_{l1} e^{\lambda_1 t} + (\mathbf{v}_l - \mathbf{v}_k^1) e^{\lambda_1 t}} = \frac{\phi_{k1}}{\phi_{l1}},
\]

where \( \phi_{j1} \neq 0 \) is the /th entry of \( \phi_{j1} \), and the third equality holds because \( \lambda_1 \) has a larger real part than the eigenvalues of the other non-dominant modes in \( (\mathbf{v}_k - \mathbf{v}_l^1) \), i.e., \( \Re(\lambda_1) > \Re(\lambda_2) \). We then obtain for the system (18) that

\[
\lim_{t \to \infty} \frac{\mathbf{v}_k}{\mathbf{v}_l} = \mathbf{w}_0 + \eta e^{\lambda_1 t} \left( \mathbf{w}_0 + \sum_{l=1}^N \mathbf{y}_l \phi_{l1}^\dagger \right)
= \mathbf{w}_0 + \eta e^{\lambda_1 t} \left( \mathbf{w}_0 + \sum_{l=1}^N \mathbf{y}_l \phi_{l1}^\dagger \right) = \mathbf{w}_0 + \eta e^{\lambda_1 t} \mathbf{w}_0 = \mathbf{w}_0,
\]

where the last equality holds due to \( \mathbf{A} \phi_{l1} = \lambda_1 \phi_{l1} \), namely, \( \mathbf{A} \phi_{l1} = \lambda_1 \phi_{l1} \) and \( \sum_{l=1}^N \mathbf{y}_l \phi_{l1}^\dagger = \mathbf{I} \). Power system operation requires that only one fundamental-frequency component is present in the synchronous state. This is an additional requirement for Definition 3. It is apparent that \( \Re(\lambda_2) < 0 \) fulfills this requirement since the non-dominant modes decay to zero.

We finally consider the special case where \( \mathbf{P} \mathbf{v}_0 = 0 \). In this case, the dominant modal response \( \mathbf{v}_k^1 = \mathbf{P} \mathbf{v}_0 e^{\lambda_1 t} = 0 \). The voltages converge to \( \mathbf{v}_0 \) because of \( \Re(\lambda_1) < 0 \).

Proof of Theorem 2: We first show that Condition 2 guarantees that the voltages with initial condition satisfying \( \mathbf{P} \mathbf{v}_0 = 0 \) converge to the eigenspace spanned by \( \phi_{l1} \), which is denoted by \( S \). A matrix \( \mathbf{P} := \mathbf{I} - \phi_{l1} \phi_{l1}^T / \phi_{l1}^T \phi_{l1} \) denotes the projector onto the subspace orthogonal to \( S \). Then, the distance of the point \( \mathbf{v} \) to the set \( S \) is denoted as \( \|\mathbf{v}\|_S = \|\mathbf{P} \mathbf{v}\| \). Notice that \( \mathbf{P}^2 = \mathbf{P} \) and \( \mathbf{P}^2 = \mathbf{P} \). The square of the distance is \( \|\mathbf{v}\|_S^2 = \mathbf{v}^T \mathbf{P} \mathbf{v} \). We consider the Lyapunov function

\[
V(\mathbf{v}) := \frac{1}{2} \|\mathbf{v}\|_S^2 = \frac{1}{2} \mathbf{v}^T \mathbf{P} \mathbf{v}.
\]

The time derivation of \( V(\mathbf{v}) \) along the trajectories of the system (18) is given by

\[
\dot{V}(\mathbf{v}) = \frac{1}{2} \mathbf{v}^T (\mathbf{A}^T \mathbf{P} + \mathbf{P} \mathbf{A}) \mathbf{v} + \frac{1}{2} \mathbf{v}^T \mathbf{P} \mathbf{A} \mathbf{v} + \frac{1}{2} \mathbf{v}^T \mathbf{P} \mathbf{v} = \frac{1}{2} \mathbf{v}^T \mathbf{P} \mathbf{A} \mathbf{v} + \frac{1}{2} \mathbf{v}^T \mathbf{P} \mathbf{v} + \frac{1}{2} \mathbf{v}^T \mathbf{A} \mathbf{v}.
\]

The differential of \( V(\mathbf{v}) \) is given by so-called Wirtinger derivatives as

\[
\dot{V} = \left( \frac{\partial V}{\partial \mathbf{v}} \right)^T \mathbf{v} = \left( \frac{\partial V}{\partial \mathbf{u}} \right)^T \mathbf{v} = \frac{1}{2} \mathbf{v}^T (\mathbf{A}^T \mathbf{P} + \mathbf{P} \mathbf{A}) \mathbf{v}.
\]
\[ A^H P = P A^H P \] Therefore, we obtain
\[ V(\mathbf{v}) = \frac{1}{2} \mathbf{v}^H P (A + A^H) P \mathbf{v} = \eta \mathbf{v}^H P \left[ \mathcal{A}(e^{i\varphi}) \text{diag} \left( \mathbf{z}^* \right) \right] - \mathcal{A}(e^{i\varphi} \mathbf{v}) \mathbf{v}. \] (31)

It follows that \( V(\mathbf{v}) \leq 0 \) holds if and only if
\[ \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) \mathbf{v} \leq \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) P \mathbf{v}. \] (32)

Since \( \mathcal{A}(e^{i\varphi} \mathbf{v}) \) is a diagonal matrix, the left-hand side of (32) is bounded as
\[ \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) \mathbf{v} \leq \sum_{k} \left| \frac{\mathbf{v}^H P \mathbf{v}}{\mathbf{v}} \right| \leq \sum_{k} \mathbf{v}_k^2 \max_{k} \mathcal{A}(e^{i\varphi} \mathbf{v}_k) \] (33)

To bound the right-hand side of (32), we define another projector onto the orthogonal subspace of the span of \( \mathbf{1}_N \) as
\[ \Pi := \mathbf{1}_N - \mathbf{1}_N \mathbf{1}_N^T / N \] satisfying \( \Pi^T = \Pi \) and \( \Pi^2 = \Pi \). Since \( \mathcal{A}(e^{i\varphi} \mathbf{v}) \) is a Laplacian matrix, its smallest eigenvalue is zero, and the corresponding right and left eigenvectors are \( \mathbf{1}_N \). It follows that \( \mathcal{A}(e^{i\varphi} \mathbf{v}) \Pi = \Pi \mathcal{A}(e^{i\varphi} \mathbf{v}) \). We bound the right-hand side of (32) as follows
\[ \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) P \mathbf{v} = \mathbf{v}^H P \Pi \mathcal{A}(e^{i\varphi} \mathbf{v}) \Pi P \mathbf{v} \geq \lambda_2 \left( \mathcal{A}(e^{i\varphi} \mathbf{v}) \right) \| \Pi P \mathbf{v} \|^2 \] (34)

where the first inequality holds because the smallest Rayleigh quotient of \( \Pi P \mathbf{v} \) orthogonal to the eigenvector \( \mathbf{1}_N \) of the smallest eigenvalue is zero. The second inequality holds due to the Cauchy-Schwarz inequality.

When \( \mathbf{v}_k^T \mathbf{v}_n \neq 0 \), it holds that \( \lim_{t \to \infty} (\mathbf{v}_k^T \mathbf{v}_n) = \phi_{k_1} / \phi_{n_1} \) as in (28), where \( \phi_{k_1} \neq 0, \forall k \) because Condition 2 requires the voltage amplitude ratio in the span of \( \mathbf{1}_N \) to be nonzero and bounded. Then, the synchronous-state constraints in Condition 2 can be converted to \( \angle \phi_{k_1} - \angle \phi_{n_1} \leq \delta \) and \( \| \phi_{k_1} / \phi_{n_1} - 1 \| \leq \gamma \). Following an analogous argument as in the proof of [12, Lemma 2.1], the term \( \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) P \mathbf{v} \) can be bounded as
\[ \mathbf{v}^H P \mathcal{A}(e^{i\varphi} \mathbf{v}) P \mathbf{v} \geq \lambda_2 \left( \mathcal{A}(e^{i\varphi} \mathbf{v}) \right) \| \Pi P \mathbf{v} \|^2 \sum_{k} \left( \frac{\phi_{k_1}}{\phi_{n_1}} \right)^2 \frac{1 + \cos \delta}{2} \] (34)

By substituting (33) and (34) into (31), we observe that the parametric relationship in (24) is sufficient for
\[ V(\mathbf{v}) < 0, \quad \forall \mathbf{v} \notin S. \] (35)

We conclude from (30) and (35) that the system (18) is asymptotically stable with respect to the eigenspace \( S \) for any initial states \( \mathbf{v}_0 \) satisfying \( \mathbf{v}_0^T \mathbf{v}_n \neq 0 \). From \( \lim_{t \to \infty} (\mathbf{v}_k^T / \mathbf{v}_n) = \phi_{k_1} / \phi_{n_1} \), we further obtain that \( \lim_{t \to \infty} (\mathbf{v}_k^T / \mathbf{v}_n) = \lambda_1 \) as in (29). This shows that the system (18) synchronizes at \( \Lambda_1 \).

Moreover, the asymptotic stability implies \( \lim_{t \to \infty} \| \mathbf{v} \|^2 \leq 0 \), which suffices to show \( \mathcal{A}(\lambda_k) < 0 \) for all \( k \geq 2 \). Namely, Condition 2 \( \Rightarrow \) Condition 1. It then follows that the voltages converge to \( 0 \) for \( \mathbf{v}_0^T \mathbf{v}_n = 0 \).

**Lemma 1.** The system in (26) has a unique equilibrium \( [u^*_T, \delta^*, u^*_T]^T \), where \( [u^*_T, \delta^*]^T \) is the solution of
\[ \begin{bmatrix} G' + \alpha I_N & -B' \\ B' & G' \end{bmatrix} \begin{bmatrix} u_s \\ \delta_s \end{bmatrix} = \begin{bmatrix} \sigma^* + \alpha u^*_T \\ 0 \end{bmatrix} \] (36)

**Proof:** We assume that there are equilibria in the system (26). Then, it holds that \( u = 0 \), \( \delta = 0 \), and \( u = u_f \) in the equilibria. Thus, (36) follows from (26). The set of equations (36) has a unique solution if and only if the rank condition \( \text{rank} (A) = \text{rank} ([A, b]) = 2N \) holds. The top \( N \) rows of \( A \) are linearly independent because of the presence of \( \alpha I_N \). The middle \( N \) rows have a row rank of \( N-1 \) since \( B' \) and \( G' \) are Laplacian. Furthermore, the middle \( N \) rows of \( [A, b] \) have a row rank of \( N-1 \) due to \( \begin{bmatrix} B', G', \rho^* - I_N \end{bmatrix} [0_N^T, 0_N, 0] = \begin{bmatrix} 0_N^T, 0_N, 0 \end{bmatrix} \). Therefore, the rank condition holds, indicating the system (26) has a unique equilibrium.

**Theorem of Proof 3:** Consider the error coordinates as \( [u_T, \delta_T, u_f]^T := [u_T^*, \delta_T^*, u_f]^T - [u_T^*, \delta_T^*, u_f]^T \). The error dynamics are then given as
\[ \begin{cases} \dot{\mathbf{u}} = -\eta G' \mathbf{u} + \eta B' \delta - \eta \mathbf{a} \mathbf{u} \\ \dot{\delta} = -\eta B' \mathbf{u} - \eta G' \delta \end{cases} \] (37)

A positive-definite Lyapunov function is defined as
\[ W(\mathbf{u}, \delta, \mathbf{u}_f) = \frac{1}{2} \mathbf{u}^T \mathbf{u} + \frac{1}{2} \delta^2 + \frac{1}{2} \eta \mathbf{a} \mathbf{u} \] (38)

The time derivative of it along (37) is
\[ \dot{W}(\mathbf{u}, \delta, \mathbf{u}_f) = -\eta \mathbf{u}^T G' \mathbf{u} - \eta \delta^T G' \delta - \eta \mathbf{a} \mathbf{u} \mathbf{u}_f, \] which is negative semi-definite. From \( \dot{W}(\mathbf{u}, \delta, \mathbf{u}_f) = 0 \), and \( \delta = 0 \), we obtain that \( [u_T^*, \delta_T^*, u_f]^T = 0_{3N} \). It follows from the LaSalle’s invariance principle [31, Corollary 4.2] that the system (37) is globally asymptotically stable with respect to the origin. Equivalently, the system (26) is globally asymptotically stable with respect to the equilibrium \( [u_T^*, \delta_T^*, u_f]^T \). For the system (25), \( u \to u_s \) and \( \theta \) (i.e., \( \delta + I_N \theta_0 \to I_N \theta_0 \) as \( t \to \infty \)). The steady-state frequency is \( \theta_0 = \omega_0 + \eta I_N \rho^* / N = \omega_0 + \eta I_N \mathcal{A}(e^{i\varphi} \mathbf{v}) / N \).
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