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Abstract—Visual Place Recognition (VPR) is the ability of a robotic platform to correctly interpret visual stimuli from its on-board cameras in order to determine whether it is currently located in a previously visited place, despite different viewpoint, illumination and appearance changes. JPEG is a widely used image compression standard that is capable of significantly reducing the size of an image at the cost of image clarity. For applications where several robotic platforms are simultaneously deployed, the visual data gathered must be transmitted remotely between each robot. Hence, JPEG compression can be employed to drastically reduce the amount of data transmitted over a communication channel, as working with limited bandwidth for VPR can be proven to be a challenging task. However, the effects of JPEG compression on the performance of current VPR techniques have not been previously studied. For this reason, this paper presents an in-depth study of JPEG compression in VPR related scenarios. We use a selection of well-established VPR techniques on well-established benchmark datasets with various amounts of compression applied. We show that by introducing compression, the VPR performance is drastically reduced, especially in the higher spectrum of compression. Moreover, this paper demonstrates how fine-tuning a CNN can be utilised as an optimisation method for JPEG compressed data to perform more consistently with the image transformations detected in extremely JPEG compressed images.

Index Terms—JPEG, Image Compression, Visual Place Recognition, Visual Localisation

I. INTRODUCTION

Several robotic applications benefit from deploying multiple units operating in parallel, such as search and rescue missions, where multiple robots can cover the search area easier than a single agent. This is also the case for planetary exploration, where the dangerous terrain found on other planets can be simultaneously explored by multiple smaller robots. Moreover, due to the extreme nature of the task, employing multiple agents may be desirable to minimise the risk of failure when areas are too dangerous for only a single robot to explore. Multi-agent collaborative tasks are also of great interest to NASA, as deep space exploration continues. In [1], two MarCO spacecrafts have been utilised to simultaneously explore the terrain of Mars, while relaying the captured data back to Earth. However, when a large number of robots are part of a decentralised system, the bandwidth must accommodate the entire system to facilitate swift data transmission between them. Moreover, when operating in bandwidth constrained environments, the robots are still required to transmit data [2]. Knowing their position in the operating environment as well as the positions of the other agents is fundamental for mobile robots. As part of the visual simultaneous localisation and mapping (SLAM), visual place recognition (VPR) is an essential task for the localisation process when the environment is unstructured, GPS is unavailable or the visual odometry drifts due to accumulated errors. For applications that involve a single robot, an ideal VPR method is accurate in detecting known places and efficient enough to fit the hardware and battery capability of the deputed robot [3]. For applications requiring multiple robotic platforms to collaborate, navigate and map the environment effectively, the visual data gathered must be transmitted remotely between each robot [4], [5], [6]. Hence, the amount of data required to be transmitted must be taken into consideration when working with limited bandwidth available for VPR.

This paper proposes to use highly compressed JPEG images to reduce the amount of data that is transmitted in decentralized VPR contexts. ISO/IEC-ITU JPEG is one of the most widely used compression standards employed to facilitate significant data storage and transmission reduction [7]. In our opinion, the high compression ratios enabled by JPEG compared to other standard techniques [8], [9] make it attractive for distributed VPR applications. However, JPEG is designed to have a minimal impact on the human perception system [10]. It is uncertain how the performance of various VPR techniques is affected throughout the compression.

Fig. 1. The same image (taken from the Gardens Point day left dataset) with different compression percentages (0%, 50%, 80%, 90%, 95% and 97%). It can be seen that above 90% compression the image is drastically changed from the original uncompressed image.
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spectrum. To the best of our knowledge, the study of JPEG for VPR application has been overlooked so far. To bridge this gap, this paper proposes to tune CNNs that deal with highly compressed JPEG images to circumvent the limitation of existing techniques. In summary, our contributions are as follows:

- An assessment of several well-established VPR techniques under mild to extreme JPEG compression rate, as shown in Fig. [1]. This analysis uses several datasets presenting illumination, viewpoint, and weather variations to cover some of the most common viewing conditions experienced by a robot in real-world decentralized applications, where the operating environment might present heterogeneous conditions in different places (see Fig. [2]).
- We demonstrate how a fine-tuned CNN-based descriptor on highly JPEG compressed data can achieve higher and more consistent VPR performance than non-optimized VPR techniques.

The remainder of this paper is organised as follows: Section II presents a literature review. In section III JPEG compression is presented, together with the place matching approach employed and the performance metric utilised in conducting our analysis. Section IV describes the utilised datasets and VPR techniques for performing the analysis on the effects of JPEG compression in VPR. Section V presents the detailed results and analysis. Finally, the conclusions are presented in Section VI.

II. LITERATURE REVIEW

Environmental changes such as illumination [11] and viewpoint variation [12] make a place appear differently on different traverses. These appearance changes render visual place recognition a challenging problem motivating significant effort put by the research community in proposing improvements to existing VPR methods and new techniques. Local feature descriptors such as Speeded-Up Robust Features (SURF) [13] and Scale-Invariant Feature Transform (SIFT) [14], [15] have been widely used in VPR [16], [17], [18], [19], [20]. FAB-MAP [21] is an appearance-based place recognition system that represents visual data as words and uses SURF for feature detection. Odometry information is included in FAB-MAP by the authors of [22] to create CAT-SLAM. Center Surround Extremas (CenSurE) [23] can perform real-time detection and matching of features taken from images and has been utilised by FrameSLAM in [24]. Bag-of-Words model (BoW) [25] and Vector of Locally Aggregated Descriptors (VLAD) [26] build an image descriptor of fixed length by aggregating local feature descriptors around centroids. BoW and VLAD can be used for VPR as shown in [26] and [3], respectively. Histogram-of-Oriented-Gradients (HOG) [27] is a global descriptor used to represent gradient angles, whilst also indicating the gradient magnitude for all image pixels. HOG is computationally efficient and tolerant to appearance changes [28]. Zaffar et al. proposed in [29] a training-free VPR system based on HOG feature descriptor, dubbed CoHOG, that has a low encoding time and good tolerance to lateral shift. As shown in several comparison works [30], [31], VPR descriptors work well with some place changes while not with others. [32] proposes a switching system based on complementary of several VPR techniques [33] to choose the best possible descriptor to deal with a particular place or environmental condition.

The applicability of deep-learning in VPR has been originally studied by Chen et al. in [34] where the authors combined all 21 layers of the Overfeat network [35] trained on ImageNet 2012 dataset with both the spatial and sequential filter of SeqSLAM. In [36], the authors trained two neural network architectures on the Specific Place Dataset (SPED) [37], more specifically AmosNet and HybridNet. Arandjelović et al. [38] introduced a new layer which is based on a generalised VLAD entitled NetVLAD. Khaliq et al. [39] presents a light-weight CNN-based VPR system, with low memory and resource utilization, that is robust to viewpoint and environmental changes. The authors of CALC [40] present a light-weight system that is robust to both viewpoint and illumination variations. Cross-Region-Bow [41] is a VPR technique that searches for regions of interest (ROIs) and uses the convolutional layer to create the representation of these salient regions. Khaliq et al. present RegionVLAD [42], a light-weight CNN-based VPR technique that can filter confusing elements and is able to detect salient features from images. While RegionVLAD is based on the same approach as Cross-Region-BoW, it uses VLAD for feature pooling. In [43], the authors have used the AlexNet ConvNet [44] pre-trained on the ImageNet ILSVRC dataset [45] for object recognition. The authors of [46] and [47] use binary neural networks (BNNs) for VPR. These systems are less computationally demanding than other CNN-based VPR techniques, while achieving similar place matching performance as full-precision systems. However, to run the BNNs, dedicated hardware or an inference engine that enables an efficient computation of bitwise operations is required. Efficiency is the main goal of Arcanjo et al. [48] too, who propose to address VPR by taking inspiration from the drosophila neural system to create a lightweight neural network.

In recent years, considerable effort has been put in creating decentralised VPR architectures. In contrast with centralised architectures where each robot sends the map to a central server that performs the place matching computations, in decentralised architectures the visual data gathered from each robot has to be shared between each robotic platform [49]. To achieve a robust decentralised system, the bandwidth limitations of the communication network need to be overcome [2]. The authors of [50] propose a decentralised system for multi-robot exploration based on thermal images and inertial measurements. The front-end of the pipeline handles the feature tracking and place recognition, whilst the back-end component reduces both the memory and computational cost by utilising a covariance-intersection fusion strategy. The communication pipeline employed is based on VLAD, resulting in reduced bandwidth usage. In [51], a method for Multi-Robot SLAM based on ranging sensors is presented, where
the system can create consistent maps even in scenarios where loop closures cannot be detected. In [4], the descriptor space of NetVLAD is clustered, and each smaller cluster is sent to a robot to perform efficient decentralised VPR. In [5], a data-efficient decentralised visual SLAM system is presented, where the data association scales linearly with the number of robots present in the Multi-Robot SLAM system. The authors of [6] present a loop detection architecture for performing Multi-Robot underwater visual SLAM. A common observation in [49], [4], [5] and [6] is that in Multi-Robot SLAM systems, working with a reduced bandwidth can significantly increase the difficulty in transferring the images between multiple autonomous vehicles. This work addresses the data transfer problem using JPEG compression to facilitate VPR applications where the available bandwidth is not capable of transmitting the visual data in an uncompressed form.

III. METHODOLOGY

A. Image Compression

JPEG is a compression method that allows the user to select and adjust the amount of compression applied to an image. As JPEG is a lossy compression method, there is a trade-off between image clarity and image size. By applying an increased amount of compression to any given image (e.g. above 90%), artifacts are introduced in the resulting compressed image, which could potentially lead to image alteration as seen in Fig. [1].

The JPEG compression process can be broken down into three main steps. Firstly, the data in a given image is divided into the color and luminance components. As the human perception system is better suited to perceive intensity rather than color information, the latter can be subsampled to reduce the amount of data whilst maintaining the image visually unchanged to the user. Secondly, the data subsampled from the color component is divided into 8x8 pixel blocks. On each block, the Discrete Cosine Transform (DCT) is applied to describe the image content by the coefficients of the spatial frequencies for vertical and horizontal orientations, instead of pixel values. Finally, data quantization is performed, where the higher frequency coefficients are transformed to 0 first. Depending on the amount of compression selected by the user, the subsampling step may be skipped to achieve mild image compression. Conversely, to extremely compress an image, the subsampling step is turned on, and the quantization matrix is selected so that most coefficients are set to 0.

The amount of compression applied to a given image is a parameter of the JPEG function [7], having values in range [0,99]. As the visual quality of the image is not compromised in the lower spectrum of JPEG compression, a lower value (e.g. 50%) should be selected to achieve mild image compression. Conversely, for an extremely JPEG compressed image, a high value (e.g. 97%) should be assigned to the compression parameter.

| Dataset         | Compression Applied |
|-----------------|---------------------|
|                 | 0%      | 50%    | 80%    | 90%    | 95%    | 97%    |
| 17 places       | 81.8    | 19.8   | 10.8   | 8.3    | 6.6    | 5.9    |
| Nordland        | 235.1   | 26     | 13.7   | 8.3    | 5.4    | 4.4    |
| Campus Loop     | 46.8    | 9      | 4.6    | 2.6    | 1.5    | 1      |
| GP (day-to-day) | 54.8    | 17.6   | 8.4    | 5.2    | 3.1    | 2.3    |
| GP (day-to-night)| 44.9    | 15.2   | 7      | 4.2    | 2.5    | 1.8    |
| ORCED           | 185.7   | 28.8   | 15.6   | 9.7    | 6.2    | 4.7    |
| ESSEX3D1       | 190     | 101.2  | 70     | 56.8   | 29.9   | 19.6   |
| SYNTHIA         | 207.5   | 33.6   | 15.9   | 8.5    | 4.8    | 3.6    |

B. Place matching

Place matching is performed by retrieving the best reference image from the map that corresponds with the visual data taken from a robot’s camera, known as the query image. To find the best image in the map, each query image is matched with every reference image in the dataset, using the cosine [41] to generate a similarity score between each query-reference pair:

\[ s = \frac{Q_F R_F}{||Q_F|| ||R_F||} \]  \hspace{1cm} (1)

where \( Q_F \) is the feature descriptor for a query image and \( R_F \) is the feature descriptor for a reference image. For each query image, a distinct list \( S \) of \( N \) elements will be created containing the similarity coefficients as follows:

\[ S = \{s_1, s_2, s_3, \ldots, s_N\} \] \hspace{1cm} (2)

where \( N \) is the total number of reference images in the dataset and \( s \) is in range [0,1]. For each query image, the reference image with the highest similarity score is retrieved as the matching place.

The matching process of a query image descriptor \( Q_F \) with all the reference feature descriptors \( R_F \) in the reference map \( R_M \) can be summarized as follows. In the first instance, the similarity scores are computed using equation (1) between \( Q_F \) and each \( R_F \) in \( R_M \). Secondly, these scores are stored in a 1D array similar to equation (2). Finally, the reference image that has the highest matching score (from \( S \)) is regarded as the matching place for \( Q_F \).

C. Performance Metric

VPR performance is evaluated using the percentage of correctly matched images [52], [53]:

\[ \text{Accuracy} = \frac{N_c}{N_r}, \] \hspace{1cm} (3)

where \( N_c \) represents the number of correctly matched query images and \( N_r \) the total number of reference images in the map. The accuracy has values in range [0,1]. Higher the accuracy, higher the place matching performance of a VPR technique.
IV. EXPERIMENTAL SETUP

This section presents the experimental setup for our work. We present the datasets used together with the VPR techniques employed for testing the effects of compression for VPR.

A. Test Datasets

The test data consists of eight datasets designed for VPR applications. Fig. 4 shows a query-reference pair for each of them. The first dataset used is Campus Loop dataset [40]. It contains 100 query and 100 reference images which pose challenges to any VPR system due to the high amount of viewpoint variation, seasonal variation and also the presence of statically-occluded frames. The second and third datasets are part of Gardens Point (GP) dataset [11] which contains both day and night images, that are divided as follows: 200 query images (day left) and 400 reference images — equally split into day images (day right) and night images (night right). Nordland dataset [54] is the fourth dataset used which captures the drastic visual changes that seasonal variation can have on a place (denoted by the changes in spring, summer, autumn and winter seasons). Since the most notable differences between seasons are seen during the summer and winter seasons, each VPR technique is tested on the summer-to-winter traverses of the Nordland dataset. The fifth dataset used is ESSEX3IN1 [12], which is composed of 420 images, equally split in 210 query and 210 reference images containing perceptual aliasing and confusing places/frames. 17 places [55] is an indoor dataset, with images captured under illumination and viewpoint variation. Three locations have been selected namely Arena, AshRoom and Corridor that consist of 457 query (day_vme1) and 434 reference images (night_vme1). SYNTHIA dataset [56] presents a simulated city-like environment, and contains frames in various weather, seasonal and illumination conditions. Oxford Robot Car dataset (ORCD) [57] contains images under illumination and viewpoint changes. Table I presents the size of each dataset (in Megabytes) for different levels of JPEG compression.

B. VPR Techniques

In this work, six well-established VPR techniques are used to show the effects of JPEG compression in VPR scenarios. These techniques are as follows: HOG [27], CALC [40], HybridNet [36], NetVLAD [38], CoHOG [29] and AlexNet [43]. All VPR techniques are used as they are presented by their authors with no additional changes being made to neither technique. For a fair comparison with our model, the results for AlexNet have been generated utilising the fc6 layer.

As mentioned in section III-A, JPEG compression introduces artifacts while decreasing the quality of the image. As a result, JPEG compression introduces appearance changes in an image, rather than viewpoint changes. The selection of VPR techniques employed in this work can be divided into two main categories: VPR techniques that are robust to viewpoint changes (such as NetVLAD and CoHOG) and techniques that are optimized for appearance changes (such as HybridNet and AlexNet). Thus, we can identify which approach can be easily adapted to deal with extreme JPEG

![Fig. 2. The accuracy of all VPR techniques on each dataset with different levels of JPEG compression applied is presented here.](image-url)
V. RESULTS AND ANALYSIS

In section V-A, we present the effects of JPEG compression on the performance of several VPR techniques. We discuss the performance of each technique for several levels of compression in terms of accuracy. Furthermore, in section V-B, the details of our JPEG optimized CNN are provided, whilst also presenting a comparison between our model trained on compressed data and other VPR techniques. In section V-C we present the place matching performance of our model on non-uniform JPEG compressed data.

A. Place Matching Performance

By increasing the compression percentage on each dataset, we generally obtain lower results. This can be seen in Fig. 2, where the accuracy (Y-axis) generally decreases with the increase in compression rate. This descending trend in performance is expected due to the fact that an increase in JPEG compression would conclude in a drastic change within the image structure (as observed in Fig. 1).

The results presented in Fig. 2 show that the amount of compression applied to each dataset has a direct effect on the place matching performance. However, each technique is affected differently by image compression. A possible explanation for this decrease in place matching performance can be related to the inability of current VPR techniques to cope with the extreme changes that emerge from including image compression besides the already existing challenges in VPR (viewpoint, illumination, seasonal variations etc.). In particular, we observed that JPEG compression affects more those methods designed to deal with viewpoint changes such as NetVLAD and CoHOG. On the contrary, VPR descriptors that are designed to handle appearance changes present higher tolerance to JPEG compression. The details of our analysis are presented below.

On datasets including illumination variation, such as Gardens Point day-to-night and SYNTHIA, techniques such as NetVLAD and CoHOG lose significant performance throughout the JPEG compression spectrum. The most affected VPR technique on 17 places dataset is CoHOG, where the application of JPEG compression translates to a prominent decrease in performance, as shown in Fig. 2. However, the results for SYNTHIA show that it is slightly more stable than Gardens Point. As SYNTHIA is a synthetic dataset, it is less information rich than a real-word dataset such as Gardens Point (refer to Fig. 4). The application of JPEG compression on the SYNTHIA dataset does not alter significantly the image content from the perspective of VPR. This conclusion is supported by Fig. 3 that shows the average entropy [29], [52] (on the Y-axis) in each query dataset resulting from applying different levels of JPEG compression. The reduction in entropy on SYNTHIA is much smaller when compared to other datasets tested. It is worth mentioning that for both Gardens Point day-to-day and day-to-night datasets we use day left images as query images, therefore we only provide the entropy results once in Fig. 3.

B. JPEG Optimized CNN

1) Model Design: In an effort to achieve more consistent place matching performance for different levels of JPEG compressed data, we fine-tuned a neural-network based VPR technique specifically for image compression. The neural network has the same structure as AlexNet [43], and has been trained on the Places365 dataset [58], which contains approximately 1.8 million images from 365 scene categories. Then, this neural network has been fine-tuned using 97% JPEG compressed versions of the images taken from the above mentioned dataset. We have specifically selected 97% JPEG compression rate as it provides the best trade-off between performance and stability. The resulting model, entitled 97, achieves great stability and consistent performance in the higher compression spectrum, on a variety of environments and viewing conditions. Our model achieves...
a considerable improvement in place matching performance on JPEG compressed data over AlexNet, while at the same time being capable of matching and even outperforming the deeper HybridNet at high compression ratios.

2) Model Stability and Performance: We have previously mentioned in section IV-B that each VPR technique has a different performance depending on the type and state of the perceived environment and the quality of the data subtracted from it. To successfully perform VPR tasks in real world applications, it is fundamental to determine the best technique with regards to the above-mentioned environmental variables. Thus, in this sub-section, we present a comparison between the place matching performance of our model and that of other VPR techniques, throughout the entire spectrum of JPEG compression.

Fig. 2 shows that JPEG compression has drastic effects on the performance of most VPR techniques, especially when using a significant amount of compression (e.g. 97%). As there is no universal model that achieves the highest VPR performance on all tested datasets, we present in Fig. 5 the accuracy of one of the best performing models, with different amounts of compression applied to each dataset. We have selected the features from the fc6 layer as they achieve the best performance on average.

The performance of our 97_{fc6} model is shown in Fig. 5. The VPR accuracy is highly stable across different amounts of JPEG compression. Fig. 6 compares the average VPR performance between our model and the other VPR techniques, across all tested datasets. The results presented in Fig. 6 show that our model has more consistent performance on compressed data and tends to have a steadier decrease in performance throughout the compression spectrum.

Moreover, on Gardens Point day-to-night dataset, our model outperforms every technique for compression levels of above 80%. Our 97_{fc6} model outperforms AlexNet on all JPEG compressed datasets, except for SYNTHIA as seen in Fig. 2. However, on the 97% compressed versions of Nordland, Oxford Robot Car and ESSEX3IN1 datasets, our model is outperformed by some VPR techniques presented in Fig. 2. In these cases, the technique that achieves the highest VPR performance should be utilised instead.

C. Non-uniform JPEG Compressed Datasets

In some practical cases, the visual data transmitted by an agent might be subject to bandwidth limitations, raising the need to use highly compressed images. Hence, the query and stored images (e.g. the map) may have different JPEG compression levels applied (non-uniform compression). For this reason, an analysis on the effects of non-uniform JPEG compression on the performance of our model and other VPR techniques is presented below.

Fig. 7 presents the average performance of every VPR technique in scenarios where all datasets are non-uniformly compressed. To meet the space constraints, we only included the most significant results, those for the extremes of the JPEG compression spectrum. Apart from being stable on highly JPEG compressed images as discussed in section V-B, our model also has consistent performance on datasets where the amount of JPEG compression applied to the query and reference images are in the opposite spectrum. Our 97_{fc6} model outperforms AlexNet and achieves slightly
better overall performance than HybridNet on non-uniform JPEG compressed data.

Fig. 8 presents the detailed results on Campus Loop and SYNTHIA datasets with non-uniform JPEG compression applied. On the Campus Loop dataset, our model achieves the highest VPR performance, outperforming every VPR technique tested. In section V-A we have shown that SYNTHIA is more stable under JPEG compression (due to its synthetic nature) in contrast to other datasets taken from real-world environments. This observation is also emphasized in Fig. 8, which shows that the performance of most VPR techniques on the SYNTHIA dataset is not drastically affected in the presence of non-uniform JPEG compression, especially when compared with the results presented in Fig. 2.

The results presented in Fig. 7 and Fig. 8 show that our model is more tolerant to non-uniform compression than any of the other VPR techniques tested. Moreover, the results presented throughout this paper emphasize the exceptional performance stability achieved by our neural-network on both uniform and non-uniform JPEG compressed data.

VI. CONCLUSIONS

This paper conducts an in-depth study on the effects of JPEG compression in VPR. We use a selection of well-established VPR techniques on a variety of JPEG compressed VPR datasets to present our findings. Our experiments show that techniques which are designed to deal with appearance changes present higher tolerance to JPEG compression in comparison with techniques that are designed to handle viewpoint variations. In an attempt to achieve more stable VPR performance when using JPEG compressed data, we demonstrated how fine-tuning can optimise a CNN descriptor to handle highly compressed images. The results show that our model is more consistent on both uniform and non-uniform JPEG compressed data than any other VPR technique presented in this work.

REFERENCES

[1] J. Schoolcraft, A. Klesh, and T. Werne, “Marco: interplanetary mission development on a cubesat scale,” Space Operations: Contributions from the Global Community, pp. 221–231, 2017.

[2] E. Nettleton, S. Thrun, H. Durrant-Whyte, and S. Sukkarieh, “Decentralised slam with low-bandwidth communication for teams of vehicles,” in Field and Service Robotics, vol. 24, pp. 179–188, Springer, 2006.

[3] B. Ferrari, M. Waheed, S. Waheed, S. Elsah, M. Milford, and K. D. McDonald-Maier, “Visual place recognition for aerial robotics: Exploring accuracy-computation trade-off for local image descriptors,” in 2019 NASA/ESA Conference on Adaptive Hardware and Systems (AHS), pp. 103–108, 2019.

[4] T. Cieslewski and D. Scaramuzza, “Efficient decentralized visual place recognition from full-image descriptors,” in 2017 International symposium on multi-robot and multi-agent systems (MRS), pp. 78–82, IEEE, 2017.

[5] T. Cieslewski, S. Choudhary, and D. Scaramuzza, “Data-efficient decentralized visual slam,” in 2018 IEEE international conference on robotics and automation (ICRA), pp. 2466–2473, IEEE, 2018.

[6] A. Burguera and F. Bonin-Font, “An unsupervised neural network for loop detection in underwater visual slam,” Journal of Intelligent & Robotic Systems, vol. 100, no. 3, pp. 1157–1177, 2020.

[7] G. Hudson, A. Léger, B. Niss, I. Sebestyén, and J. Vaaben, “JPEG-1 standard 25 years: past, present, and future reasons for a success,” Journal of Electronic Imaging, vol. 27, p. 040901, Aug. 2018. Publisher: SPIE.

[8] J. Hu, S. Song, and Y. Gong, “Comparative performance analysis of web image compression,” in 2017 10th International Congress on Image and Signal Processing, BioMedical Engineering and Informatics (CISP-BMEI), pp. 1–5, 2017.

[9] M. Mateika and R. Mannes, “Analysis of the compression ratio and quality in aerial images,” Aviation, vol. 11, no. 4, pp. 24–28, 2007.

[10] R. F. Haines, The effects of video compression on acceptability of images for monitoring life sciences experiments, vol. 3239. National Aeronautics and Space Administration, Office of Management, 1992.

[11] N. Sunderhauf, S. Shirazi, F. Dayoub, B. Upcroft, and M. Milford, “On the performance of convnet features for place recognition,” in 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pp. 4297–4304, IEEE, 2015.

[12] M. Zaffar, S. Elsah, M. Milford, and K. D. McDonald-Maier, “Memorable maps: A framework for re-defining places in visual place recognition,” IEEE Transactions on Intelligent Transportation Systems, vol. 22, no. 12, pp. 7355–7369, 2021.

[13] H. Bay, T. Tuytelaars, and L. Van Gool, “Surf: Speeded up robust features,” in Computer Vision and Image Understanding - CVIU, vol. 110, pp. 404–417, 01 2006.

[14] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” International journal of computer vision, vol. 60, no. 2, pp. 91–110, 2004.

[15] D. G. Lowe, “Object recognition from local scale-invariant features,” in Proceedings of the Seventh IEEE International Conference on Computer Vision, vol. 2, pp. 1150–1157 vol.2, 1999.

[16] S. Se, D. Lowe, and J. Little, “Mobile robot localization and mapping with uncertainty using scale-invariant visual landmarks,” The international Journal of robotics research, vol. 21, no. 8, pp. 735–758, 2002.

[17] H. Andreason and T. Duckett, “Topological localization for mobile robots using omni-directional vision and local features,” IFAC Proceedings Volumes, vol. 37, no. 8, pp. 36–41, 2004.

[18] E. Stumm, C. Mei, and S. Lacroix, “Probabilistic place recognition with covisibility maps,” in 2013 IEEE/RSJ International Conference on Intelligent Robots and Systems, pp. 4158–4163, IEEE, 2013.

[19] J. Kolecká, F. Li, and X. Yang, “Global localization and relative positioning based on scale-invariant keypoints,” Robotics and Autonomous Systems, vol. 52, no. 1, pp. 27–38, 2005.

[20] A. C. Murillo, J. I. Guerrero, and C. Sagues, “Surf features for efficient robot localization with omnidirectional images,” in Proceedings 2007 IEEE International Conference on Robotics and Automation, pp. 3901–3907, IEEE, 2007.

[21] M. Cummins and P. Newman, “Appearance-only slam at large scale with fab-map 2.0,” The International Journal of Robotics Research, vol. 30, no. 9, pp. 1100–1123, 2011.

[22] W. Madden, M. Milford, and G. Weyth, “Cat-slam: probabilistic localisation and mapping using a continuous appearance-based trajectory,” The International Journal of Robotics Research, vol. 31, no. 4, pp. 429–451, 2012.

[23] M. Agrawal, K. Konolige, and M. R. Blas, “Censure: Center surround extremas for realtime feature detection and matching,” in European Conference on Computer Vision, pp. 102–115, Springer, 2008.

[24] K. Konolige and M. Agrawal, “Frameslam: From bundle adjustment to real-time visual mapping,” IEEE Transactions on Robotics, vol. 24, no. 5, pp. 1066–1077, 2008.

[25] J. Philipin, O. Chum, M. Isard, J. Sivic, and A. Zisserman, “Object retrieval with large vocabularies and fast spatial matching,” in 2007 IEEE Conference on Computer Vision and Pattern Recognition, pp. 1–8, 2007.

[26] H. Jéguo, M. Douze, C. Schmid, and P. Pérez, “Aggregating local descriptors into a compact image representation,” in 2010 IEEE computer society conference on computer vision and pattern recognition, pp. 3304–3311, IEEE, 2010.

[27] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” in 2005 IEEE computer society conference on computer vision and pattern recognition (CVPR’05), vol. 1, pp. 886–893, IEEE, 2005.
