The HST/ACS Coma Cluster Survey – V. Compact stellar systems in the Coma Cluster
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ABSTRACT

The Hubble Space Telescope/Advanced Camera for Surveys (HST/ACS) Coma Cluster Treasury Survey is a deep two-passband imaging survey of the nearest very rich cluster of galaxies, covering a range of galaxy density environments. The imaging is complemented by a recent wide field redshift survey of the cluster conducted with Hectospec on the 6.5-m Monolithic Mirror Telescope (MMT). Among the many scientific applications for these data is the search for compact galaxies. In this paper, we present the discovery of seven compact (but quite luminous) stellar systems, ranging from M32-like galaxies down to ultra-compact dwarfs (UCDs)/dwarf to globular transition objects (DGTOs).

We find that all seven compact galaxies require a two-component fit to their light profile and have measured velocity dispersions that exceed those expected for typical early-type galaxies at their luminosity. From our structural parameter analysis, we conclude that three of the samples should be classified as compact ellipticals or M32-like galaxies, and the remaining four being less extreme systems. The three compact ellipticals are all found to have old luminosity weighted ages (≳12 Gyr), intermediate metallicities (−0.6 < [Fe/H] < −0.1) and high [Mg/Fe] (≳0.25).

Our findings support a tidal stripping scenario as the formation mode of compact galaxies covering the luminosity range studied here. We speculate that at least two early-type morphologies may serve as the progenitor of compact galaxies in clusters.
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1 INTRODUCTION

The term compact stellar system covers a range of possible object types, characterized by small physical dimensions and high surface brightness. The largest are the compact elliptical (cE) galaxies exemplified by M32. As a close companion of M31, its truncated radial profile has long been suspected to be due to tidal or other interactions with its giant neighbour (King 1962; Faber 1973). M32 itself has $M_V \simeq -16.5$ mag and a half-light radius $R_e \simeq 120$ pc (Kent 1987). Despite a luminosity in the dwarf galaxy regime, it has other properties more akin to those of a giant galaxy or a
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classical bulge, such as the presence of a massive central black hole (van der Marel et al. 1997) and a high metallicity (Rose et al. 2005), reinforcing the suggestion that it has suffered major loss of mass.

Few other galaxies with similar properties are known. The other usually quoted examples – somewhat brighter at $M_r \approx -18$ mag, and with $R_\text{e} \sim 200\text{–}300 \text{ pc}$ – are NGC 4486B, a companion of M87 near the centre of the Virgo Cluster (Rood 1965), NGC 5846A (in the NGC 5846 group; Faber 1973), two objects in Abell 1689 (Mieske et al. 2005) and one in Abell 496 (Chilingarian et al. 2007).

Global clusters (GCs) obviously also satisfy the requirements for compact stellar systems and are, of course, extremely numerous. Their typical luminosities (the turnover point in their luminosity function) are around $M_V \approx -7.5$ mag (Di Criscienzo et al. 2006) and the brightest examples around our Galaxy ($\omega$ Cen) and M31 (G1) reach $M_V \approx -10$ to $-11$ mag; the very populous GC systems around central cluster galaxies may extend slightly brighter, to $M_V \approx -11.5$ mag (Harris et al. 2009).

No compact objects\(^1\) at luminosities between these two extremes were known until the discovery in the Fornax Cluster (Hilker et al. 1999; Drinkwater et al. 2000) of what are generally referred to as ultra-compact dwarfs (UCDs; Phillipps et al. 2001). These have $M_V$ between $-11.5$ and $-13.5$ mag and $R_\text{e} \sim 20\text{–}30$ pc. Further similar examples were found in the Virgo Cluster (Drinkwater et al. 2004; Jones et al. 2006) and in a couple of large groups (Firth et al. 2006; Evstigneeva et al. 2007a) while Haşegan et al. (2005) added the slightly fainter, intermediate objects which they call dwarf to globular transition objects (DGTOs), for dwarf/globular transition objects (see also Drinkwater et al. 2005; Gregg et al. 2009). Marzke et al. (2006) and Chilingarian & Mamon (2008) have also suggested the existence, in Sloan Digital Sky Survey\(^2\) (SDSS) data, of compact systems with luminosities between UCDs and cEs. Between them, these new types of systems now span essentially all of the luminosity space from normal GCs upwards. The majority appear to reside in reasonably dense environments where interactions can be expected. Indeed, even those found in relatively low density environments, such as the recently discovered UCD associated with the Sombrero galaxy (M104; Hau et al. 2009) and M32 itself, have more massive companions.

In this paper, we present the discovery of compact stellar systems in the very rich and dense Coma Cluster. The sample was observed as part of the Hubble Space Telescope (HST) Treasury Survey of the Coma Cluster, undertaken using the Advanced Camera for Surveys (ACS). We describe the survey and the spectroscopic follow-up in Section 2 (see also Carter et al. 2008, for further details.). In Section 3, we present details of our search methods and examine a total of seven compact systems which have redshifts proving them to be cluster members, three of which are extreme enough to be classed as cEs. Section 4 provides details of our photometric and structural analysis of these objects, and Section 5 gives an analysis of their spectroscopic properties, including velocity dispersions and stellar populations. Section 6 summarizes our results. A separate paper will explore the range from UCDs to large GCs in Coma.

Before continuing, it is prudent to comment on the nomenclature used throughout this paper. The term cE is used here in a general sense to refer to those galaxies in our sample which possess comparable high surface brightness to that of M32. It is not used to make assumptions regarding their specific morphology or indeed possible progenitor morphology.

\section{Observations}

\subsection{The HST/ACS Coma Cluster Treasury Survey}

The HST Treasury Survey of the Coma Cluster (HST program GO10861; P.I. D. Carter) currently covers an area of just over 200 arcmin\(^2\); unfortunately, it was curtailed when only 28 per cent complete due to the failure of ACS on 2007 January 27. The majority of the 25 fields surveyed (21 completely and four partially) lie in the central regions of the cluster, but a few sparsely sample the outer (infall) regions, around 1\(^\prime\) from the core and are centred on known cluster members (see Carter et al. 2008, for details of the pointings). Note that all of the fields observed contain one or more moderately bright galaxies from the catalogue of Godwin, Metcalfe & Peach (1983, hereafter GMP).

Each individual ACS field is 11.3 arcmin\(^2\) in area, imaged on to two 4096 × 2048 pixel CCDs (see Boffi et al. 2007, for details of the instrument). We assume hereafter a luminosity distance to Coma of 100 Mpc (equivalent to $H_0 \approx 71$ km s\(^{-1}\); see e.g. Kavelaars et al. 2000), i.e. a distance modulus $m - M = 35.0$. At this distance, the pixel size of the ACS (0.05 arcsecond) corresponds to 23 pc and the ACS field of view is approximately 100 kpc\(^2\). Exposure times were 4 × 640 s in the F475W filter and 4 × 350 s in F814W, giving limiting point source magnitudes of $g_{\text{F475W}} = 26.7$ mag, $r_{\text{F814W}} = 25.9$ mag (10\(\sigma\) detections) in the AB system. Standard data reduction was carried out at Space Telescope Science Institute (STScI), using PYRAF/STSDAS and MULTI DRizzle (Koekemoer et al. 2002). Additional second-pass processing is described in the main survey paper (Carter et al. 2008). Final data products and object catalogues are fully discussed in Hammer et al. (in preparation), hereafter Paper II of this series.

\subsection{MMT/Hectospec observations}

As part of the ACS Coma Cluster Survey, we are carrying out a comprehensive spectroscopic survey of galaxies in the Coma region using Hectospec, a 300-fibre spectrograph at the MMT (Fabricant et al. 2005). Observing time was allocated for this survey by the National Optical Astronomy Observatory (NOAO) time allocation committee through the NSF/TSIP program. Hectospec observations were obtained during three semesters (2007A–2009A) in a classical-queue mode overseen by Nelson Caldwell at the Harvard-Smithsonian Center for Astrophysics. We describe the survey in detail in Marzke et al. (in preparation).

Here, we use observations obtained during 2007 and 2008. For these observing runs, we selected targets drawn from SDSS imaging based on their apparent magnitude, $g - r$ colour and surface brightness. In the regions observed with HST/ACS, the overall spectroscopic completeness is 90 per cent at $r = 19.9$ mag and 50 per cent at $r = 20.8$ mag. Because the ACS imaging was unavailable when the first round of Hectospec targeting was completed in 2007, we chose to exclude sources identified as stars by the SDSS photometric pipeline. In 2008, we took a similar approach, but we added four candidate cEs identified using the procedure described in Section 3.1.

We used the 270 lines mm\(^{-1}\) grating, which delivers approximately 4.5 Å resolution at a pixel scale of 1.21 Å pixel\(^{-1}\). The useful spectral range is approximately 3700–9000 Å. For the vast

\(^1\) We exclude blue compact dwarfs (BCDs) from this list, as they appear to be relatively diffuse underlying galaxies with very compact central star-forming regions (see e.g. Papaderos et al. 2006). We note, however, that some BCDs, such as the object reported by Trentham, Tully & Verheijen (2001), are analogous to blue cEs.

\(^2\) http://www.sdss.org
majority of targets (including those discussed in this paper), we integrated for a total of 1 hour divided into three 20-min exposures. Seeing ranged from 0.7 to 1.8 arcsec, comparable to the 1.5 arcsec fibre diameter, which subtends roughly 730 pc at the Coma distance.

We reduced the data using HSRED, an IDL package written by Richard Cool and based on the IDL pipeline developed for the SDSS. HSRED establishes an approximate flux calibration using spectra of bright F stars, which have well-measured ugriz photometry and are observed in each fibre configuration.

The HSRED pipeline produces redshifts computed using a χ² template-fitting algorithm. We also measured redshifts independently by cross-correlating the spectra with SDSS templates using XCSAO (Kurtz & Mink 1998). We selected final redshifts and judged their quality by examining each of the 6259 spectra by eye.

3 THE SAMPLE

3.1 Selection criteria

To begin our search, we first made use of the SExtractor (hereafter SE Bertin & Arnouts 1996) derived catalogues detailed in Paper II. Based on all the ACS Coma images in both F475W and F814W filters, this data base provided total magnitudes, aperture colours and first pass size and shape parameters for every object in our frames. We next combined the Hectospec redshift survey results with the imaging data and constructed the relevant total magnitude, surface brightness and size diagnostic plots to differentiate objects of interest that have confirmed Coma membership. To refine the search further, we impose additional constraints in terms of object colour, size and the level of resolution of the image (‘class_star’).

To constrain object colour we convert the colours of five of the known cEs to our ACS filter set by de-reddening and K-correcting to rest-frame colours where necessary, transforming to the survey’s F475W–F814W colour and then applying Coma reddening and K-correction. Following this procedure, we obtain a colour cut of 1.1 < F475W–F814W < 1.5 that can be applied directly to our observed SE photometry. The cEs used were M32 (V − I, HyperLeda³), NGC 4486B and NGC 5846A from the SDSS and the two objects in Abell 1689 from Mieske et al. (2005). Colour transformations and K-corrections are derived using the synphot in IRAF/STSDAS and spectral energy distributions (SEDs) from a Bag of Stellar Tracks and Isochrones (BaSTI).³ For the colour transformations we use SEDs with −1.27 ≤ [Fe/H] ≤ 0.4 and 3 Gyr ≤ Age ≤ 14 Gyr and for the K-correction we employ a 10 Gyr SED with [Fe/H] = −0.66. Tests indicate that the K-correction is dependent of metallicity and age of the assumed SED as one would expect, with variations of ±20 per cent. This only becomes significant when removing the effects of K-correction on the g − i colours of the two cEs in Abell 1689 where it is ~ ±0.1 mag, and even then it is not sufficient to move either galaxy out of the colour cut. Indeed, we also find no further likely compact candidates within ±0.1 mag of our selected colour range. Galactic extinction is corrected for according to Schlegel, Finkbeiner & Davis (1998).

Making use of the flux radius parameter provided by SE, we impose an upper limit of 500 pc on the radius that contains 50 per cent of the flux inside the MAG_AUTO Kron-like aperture. This value was determined by inspecting the magnitude–size relation for our data set and largely acts to guide the eye to areas of interest in the parameter space.

Finally, we enforce a maximum value for the SE star classifier of 0.5 in order to exclude unresolved objects from our search. In real terms, this cut removes objects with SE 50 per cent flux radius ≲ 1.5 pixels (~35 pc at Coma) and so excludes stars, GCs and some UCDs.

Fig. 1 shows the m − ⟨μ⟩R₀ diagram used to select our initial sample and candidates. Coma membership assignment was based on data from NASA/IPAC Extragalactic Database (NED)⁵ and our 2007 spectroscopic data. The mean surface brightness used here is computed as

\[ ⟨μ⟩R₀ = m_{F475W} + 2.5 \log \left[ 2π R₀^2 \right], \]

where m_{F475W} is the SE Kron-like magnitude and R₀ the radius of a circular aperture which contains 50 per cent of the total flux within the Kron-like aperture in arcsec.

This process revealed three confirmed Coma compact galaxies (CcG) with a mean surface brightness well above the global Coma trend (CcGV1, 9a and 18 in Fig. 1). In addition, it highlighted a number of other candidate objects without redshifts which were in turn eyeballed and a qualitative probability of cluster membership assigned. Five were deemed to have a high probability of membership based on their near circular appearance and lack of visible substructure. No new high probability candidates were found when the colour cut was extended 0.1 mag blue or redwards. Of the five probable members, four were on the footprint for the Hectospec follow-up run in 2008 May and subsequently all four were confirmed as cluster members. Unfortunately, the fifth could not be observed due to fibre deployment issues.

Table 1 lists our sample with SE magnitudes and matched MAG_AUTO aperture colours corrected for extinction, K-correction and converted to B and I, bandpasses on the Vega system via

\[ B = F475W_{AB} + 0.329(F475W − F814W)_{AB} + 0.097 \]

\[ (B − I) = 1.287(F475W − F814W)_{AB} + 0.538, \]

3 http://leda.univ-lyon1.fr/
4 http://albione.oa-teramo.inaf.it/
5 http://nedwww.ipac.caltech.edu/
which are derived using the methods described previously. The SE Kron-like magnitudes are near total being measured within an aperture that contains more than 90 per cent of the light for typical galaxy profiles. Matched aperture photometry is achieved by running SE in dual image mode.

In Fig. 2, we present the colour–magnitude relation for all confirmed Coma members imaged by our ACS observations. Compact galaxies are denoted by triangles. Horizontal lines show the upper and lower extent of the colour cut used when selecting the compact galaxy sample.

Table 1. CcG photometry and adopted redshifts. The full identifier refers to the survey visit number in which the galaxy is located (see Carter et al. 2008, Table 2 for details). An additional character, in alphabetical order brightest to faintest, is used to differentiate galaxies when a visit contains more than one object of interest.

| ID          | RA2000  | Dec.2000 | mb     | B − Ic | z     | mχ ±  with respect to it, would appear not to be. 
|-------------|---------|----------|--------|--------|-------|---------------------------------------------------------|
| CcGV1       | 13:00:47.67 | −28:05:33.9 | 20.72  | 2.19   | 0.0226 |
| CcGV9a†     | 13:00:18.85 | −28:00:33.4 | 18.34  | 2.04   | 0.0207 |
| CcGV9b*     | 13:00:27.31 | −28:00:33.3 | 20.71  | 2.14   | 0.0213 |
| CcGV12*     | 12:59:42.29 | −28:00:55.1 | 21.98  | 2.17   | 0.0261 |
| CcGV18      | 12:59:59.88 | −27:59:21.6 | 21.50  | 2.13   | 0.0218 |
| CcGV19a*    | 12:59:37.18 | −27:58:19.8 | 19.79  | 2.19   | 0.0254 |
| CcGV19b*    | 12:59:39.20 | −27:59:54.4 | 21.33  | 2.07   | 0.0236 |

* Spectroscopic membership confirmed following photometric selection. † GMP 2777.

![Figure 2](https://academic.oup.com/mnras/article-abstract/397/4/1816/997395/2)

**Figure 2.** Colour–magnitude relation for all confirmed Coma members imaged by our ACS observations. Compact galaxies are denoted by triangles. Horizontal lines show the upper and lower extent of the colour cut used when selecting the compact galaxy sample.

Both CcGV1 and CcGV19a are seen in projection close to significantly larger galaxies. CcGV1 is exceptionally close to IC 4045 at a projected distance of ~6.7 kpc and given a difference in their radial velocities of Δv_r = 117 ± 53 km s⁻¹ it can be assumed they are gravitationally interacting. CcGV19a is less immediately located near its neighbour at ~23 kpc from NGC 4874, yet still sits in the cDs diffuse halo. In this case, Δv_r = 438 ± 65 km s⁻¹.

CcGV19b and CcGV12 are located ~68 and 101 kpc from NGC 4874, respectively. With the former having Δv_r = 99 ± 65 km s⁻¹, it is likely to be associated with the cD while CcGV12, having Δv_r = 650 ± 66 km s⁻¹ with respect to it, would appear not to be.

CcGV18 also has a prominent near neighbour in the form of NGC 4886 which is located at a projected distance of ~28 kpc. Comparing their radial velocities, we find Δv_r = 138 ± 54 km s⁻¹ which again is possible evidence for their interaction. Additionally, we note that NGC 4889, the brightest galaxy in the cluster, is a projected distance of ~54 kpc away with Δv_r = 35 ± 82 km s⁻¹.

Finally, both CcGV9a and CcGV9b are relatively isolated spatially. CcGV9a has a projected distance of ~84 kpc to NGC 4889 and few major galaxies within this radius. Similarly, CcGV9b has no major galaxies within 55 kpc.

### 4 PHOTOMETRIC PROPERTIES

#### 4.1 Structural parameters

We have analysed our sample using the two-dimensional fitting algorithm Galfit (Peng et al. 2002) to recover their structural parameters. Each galaxy’s light profile is modelled via axially symmetric ellipses and fit with one or more user-specified analytic functions. The free parameters of each function are adjusted until the χ² residual between the real and model images (summed over all pixels) is minimized. As well as the imaging data Galfit has a further five important inputs which are discussed in detail below. These inputs are the uncertainty map, the instrumental point spread function (PSF), image masks, the choice of parametric light profile model and, finally, the sky level.

##### 4.1.1 Uncertainty maps

To compute a meaningful χ² for a given model and set of parameters Galfit requires a per pixel uncertainty or sigma image. Such maps may be created by the program itself or otherwise supplied by the user. Here, we opt to take advantage of the ‘ERR’ inverse variance map produced by MULTI Drizzle which includes Poisson noise from both sky and object together with instrument-dependent contributions due to dark current and read noise. The maps are scaled by ~0.77 to correct for correlated pixel noise (D. Hammer, private communication) and converted to 1σ per pixel images ready for input into Galfit.

##### 4.1.2 PSF

A well-constructed PSF is of primary importance when fitting models to the inner regions of galaxy surface brightness profiles. Galfit convolves the input PSF with the model currently being tested before comparing it to the real image and determining a goodness of fit for that model. If the object being fit is approaching the resolution limit of the instrument, as is often the case when attempting to decompose our compact galaxies into two components, the dependence of the derived structural parameters on the PSF increases.
It is well known that the PSF varies with position across the two ACS/WFC chips and so a separate PSF must be created for every desired location on the detector. The standard recourse is to use either artificial PSFs generated by the Tiny Tim software package or else some sort of empirical approximation. Here, we explore both methods to obtain suitable input PSFs.

To create our artificial PSFs at the required position for each galaxy, we make use of DrizzzyTim. Briefly, the task transforms the \( x-y \) coordinates of each galaxy’s centroid on the drizzled science frame back to the system of the individual geometrically distorted FLT images. It then executes TinyTim with the specified filter and a PSF diameter of 5 arcsec, and injects the distorted output PSFs into blank FLT files. Next, these files are passed through Multidrizzle using the same configuration as used for the science frames to produce an undistorted PSF at the observed location of each object. Finally, the PSF is cut out and centred according to the requirements of Galfit.

In the derivation of our empirical PSFs, it would be ideal to use stars observed at the same time as our galaxies. Unfortunately, owing to the high galactic latitude of Coma there are an insufficient number to correctly sample the detector’s PSF variations. As a work around we select recent observations of Galactic GC 47 Tucanae taken during program 10737 (P.I. J. Mack). The images are reduced using Multidrizzle with the same setup as our science data. The IRAF implementation of Daophot II (Stetson 1987; Stetson, Davis & Crabtree 1990) is then used to construct a semi-empirical PSF that varies quadratically across the CCDs from \( \sim 500 \) stars. The PSF has a Moffat function as its analytic base with six empirical look-up tables used to correct the function to the observed data. To sample the extended wings of the ACS/WFC PSF, we include non-saturated pixels from centrally saturated stars. After the initial run of the task, we use the current version of the Daophot PSF to subtract all stars used to derive the PSF from the 47 Tuc science image. Stars which have a high reduced \( \chi^2 \) as determined by Daophot during the subtraction, and so are likely having a detrimental effect during the initial phase of PSF creation, are removed from the input star list and the PSF derivation repeated. Following the completion of this procedure, we generate a PSF at the precise pixel position of each galaxy, again centred correctly for input to Galfit.

With both PSFs in hand, we test their consistency when used to derive structural parameters. Results are comparable when fitting the sample with a one-component model. However, when fitting a two-component model, we find significant disagreement in \( n \) and \( R_e \) (see equation 1) for the majority of our galaxies. To get a handle on which derived PSF best represents the actual instrumental PSF at the time of observation, we select high signal-to-noise ratio (S/N) stars within \( \sim 40 \) arcsec of each target galaxy as new input PSFs. Running Galfit once more indicates a broad consistency between parameters determined using the empirical and stellar PSFs. Based on this result, we opt to use the Daophot-derived PSFs when obtaining structural parameters for our sample.

### 4.1.3 Image masks

When fitting galaxies which have a near neighbour whose light distribution does not visibly interfere with the target galaxy, but may still have some influence on its structural parameters due to its presence in the fitting box, we choose to mask the secondary. The masks used are based on the results returned by our Sextractor analysis of the Coma imaging. For each neighbour galaxy we take Sextractor’s total aperture and scale it linearly by a factor of 1.5 (2.25 in area) in a similar approach to that used by Häusler et al. (2007). In certain situations, where there is a significant blending of a target and large nearby galaxy, such as CcGV19a which sits in the halo of NGC 4874, we subtract off the neighbour using the IRAF/Ellipse task.

---

6 See http://www.stsci.edu/software/tinytim/
7 Written by Luc Simard.
8 Input PSFs for Galfit must be centred correctly, \( N/2 + 1 \) for an even number of pixels per side and \( N/2 + 0.5 \) for an odd number.
4.1.4 Light profile parametrization

Recent work by Graham (2002), Chilingarian et al. (2007) and Chilingarian & Mamon (2008) has found cEs to require a two-component fit to their surface brightness profiles. To search for similar structure in our galaxies, we fit single and double Sérsic (1968) models which are of the form

\[ I(R) = I_e \exp \left[ -\kappa \left( \frac{r}{R_e} \right)^{1/n} \right], \]  

(1)

where \( I_e \) is the intensity at the half-light or effective radius \( R_e \). The parameter \( n \) defines the shape of the profile with \( n = 1 \) being an exponential profile and \( n = 4 \) the standard \( R^{1/4} \) law (de Vaucouleurs 1948). The shape parameter is closely connected to \( \kappa \) by the expression \( \kappa \approx 2n^{1/2} \).

The decision to fit a double Sérsic model was made to avoid unnecessary constraints being placed during two-component fitting. Indeed, as it is currently unclear as to the progenitor of cEs, there would appear to be no reason to enforce a classic bulge–disc decomposition.

To test the resolvability of the inner components which Galfit detects, we also make use of the task’s ability to fit a point source + Sérsic model. The advantage here is that Galfit uses the input PSF, making no further analytic approximations, to model the central component. This model describes the case of an unresolved nucleus within a Sérsic halo. The quality of the resultant fit is assessed based on the Galfit computed reduced \( \chi^2 \) and visual inspection of the residual map obtained by subtracting the PSF convolved model from the data.

4.1.5 Sky background determination

Making a robust sky background estimation is of key importance when fitting observed galaxy surface brightness profiles with parametric models (de Jong 1996). Using the Sérsic profile as an example, if the sky level is underestimated then the galaxy being fit appears to have more flux in its outer regions. This results in the model’s wings becoming larger and either an artificially inflated \( n \) value, a larger effective radius or both. If the sky is overestimated, the reverse occurs. An additional complication comes from sky gradients generated by diffuse intracluster light. It is therefore clear that a reliable means to determine each galaxy’s local sky background is critical when obtaining their structural parameters.

Galfit allows the sky to be fit as an extra parameter but this relies on the assumption that the model profile being used well describes the real light profile. Tests indicated that this assumption was adequate for one-component fits; however, when employing a two-component model it was found that one of the profiles was able to suppress the sky and consequently grow too large in both \( n \) and \( R_e \). To solve this problem, we determine and fix the sky prior to profile fitting using a method similar to Häussler et al. (2007).

Each galaxy’s light distribution is measured by the IRAF/ELLIPSE task with a maximum semimajor axis for iterative fitting set to the SExtractor total aperture radius. In this way, the annuli beyond this point are of fixed ellipticity and orientation. The profile gradient between these annuli is computed and the sky value determined as the mean of the annuli outwards of the point at which the gradient reaches a prescribed small value. The radius at which this transition occurs is scaled by a factor of 1.5 and results in a region of width 25–65 pixels (area \( \sim 9500–65000 \) pixels\(^2 \)) being used to estimate the sky, depending on galaxy size.

The above procedure makes no attempt to measure sky gradients. Galfit, when permitted to fit the sky freely, models it as a plane which may tilt. We take advantage of this functionality and allow the task to measure the plane’s tilt during fitting, while keeping the mean sky level fixed.

4.1.6 Results

Table 2 presents the best-fitting structural parameters for all seven CcGs. Native F475W magnitudes are corrected for Galactic extinction and K-correction before being converted to the \( B \) band using the same methods as before. The mean surface brightness parameters are additionally corrected for cosmological dimming. All magnitudes and surface brightness measurements are converted to a Vega zero-point\(^9 \) for comparison with the previous work.

In Fig. 4, we present three cutout images of each galaxy. The left-hand column presents the observed data, the middle column the residuals produced by subtracting the best-fitting seeing convolved single Sérsic model from the data and the right-hand column the equivalent but for the model which best describes each galaxy (see Table 2, column 2). To further display the quality of the best fits in Fig. 5, we use IRAF/IMFIT to produce surface brightness profiles of both real and model data and hence obtain one-dimensional residuals.

It is evident that the majority of our samples are well fit by their respective models. All galaxies were found to statistically prefer two components, either two Sérsic profiles (S+S) or a point source plus Sérsic profile (PSF+S), over a single Sérsic model. Only CcGV9a and CcGV12 have residual images showing remaining substructure. Based on our colour maps constructed in the next section, it is unlikely that the residuals associated with CcGV12 are part of the galaxy given their bluer colour with respect to the rest of the galaxy at such radii. CcGV9a residuals are interestingly symmetric and are probably indicative of a weak bar.

Both CcGV1 and CcGV18 have comparable reduced \( \chi^2 \) when fit by PSF+S and S+S models. This likely indicates the inner component is almost resolved but is either faint, too small or both to be modelled clearly. As such, we opt for the simpler PSF+S model to parametrize these galaxies. Also of note is the inner component of CcGV19b which has an \( R_e = 23 \) pc or \( \sim 1 \) ACS/WFC pixel. Given its exceptionally small angular size, both resolvability and repeatability checks were conducted using Galfit.

Fitting a PSF+S model and comparing this with an S+S fit, we find \( \Delta \chi^2 = 0.11 \) in favour of the latter. We also performed some simulations using Galfit to first create a set of artificial S+S models with 0.2 \( \leq R_{maj} \leq 1.0 \) pixel in steps of 0.05 pixel, convolved with the PSF used for CcGV19b. Next, we fitted the models with both PSF+S and S+S profiles and estimate our limit for detection of a resolved inner component for this particular galaxy to be \( R_{maj} \sim 0.4 \) pixel or 9 pc. From this, we conclude that the core of CcGV19b is sufficiently well resolved, likely due to its exceptional luminosity. We also note that the inner component of this galaxy is equally well fit by a King profile, often used when studying GCs. Fitting King plus Sérsic, we find that the derived structural parameters for both inner and outer components are consistent to well within the quoted errors in Table 2.

Typically, Galfit estimates errors based on the shape of the \( \chi^2 \) surface surrounding the \( \chi^2_{\min} \) (see Peng et al. 2002 for further details) and in general provides reasonable uncertainty estimates. However,

\(^9\) http://www.stsci.edu/hst/acs/analysis/zeropoints
Table 2. Structural parameters for CcGs. Col. 1: galaxy identifier. Col. 2: best-fitting model Sérsic + Sérsic (S+S) or point source + Sérsic (PSF+S). Col. 3–10: absolute magnitude and mean surface brightness within the effective radius $R_e$ in the $B$ band (Vega). Sérsic n and effective radius $R_e$ for inner and outer components, respectively.

| CCG (ID) | Model     | $M_B$,$e$,in (mag) | $B_B$,$e$,in (mag arcsec$^{-2}$) | n,$e$ | $R_e$,$e$ (pc) | $M_B$,$e$,out (mag) | $B_B$,$e$,out (mag arcsec$^{-2}$) | n,$e$ | $R_e$,$e$ (pc) |
|----------|-----------|--------------------|----------------------------------|------|----------------|--------------------|----------------------------------|------|----------------|
| V1       | PSF+S     | $-8.51$ ± $0.13$   | -                                | -    | -              | $-14.07$ ± $0.01$  | $21.42$ ± $0.01$               | -    | $1.04$ ± $0.01$ |
| V9a      | S+S       | $-15.72$ ± $0.21$  | $18.84$ ± $0.22$                 | $3.49$ ± $0.23$ | $172$ ± $36$   | $-16.22$ ± $0.13$  | $20.95$ ± $0.13$               | -    | $1.64$ ± $0.07$ |
| V9b      | S+S       | $-12.72$ ± $0.24$  | $21.26$ ± $0.25$                 | $2.95$ ± $0.26$ | $145$ ± $33$   | $-14.05$ ± $0.07$  | $22.27$ ± $0.07$               | -    | $1.17$ ± $0.03$ |
| V12      | PSF+S     | $-10.42$ ± $0.04$  | -                                | -    | -              | $-13.03$ ± $0.01$  | $21.39$ ± $0.01$               | -    | $1.88$ ± $0.02$ |
| V18      | PSF+S     | $-10.04$ ± $0.03$  | -                                | -    | -              | $-13.59$ ± $0.01$  | $21.48$ ± $0.01$               | -    | $1.34$ ± $0.01$ |
| V19a     | S+S       | $-14.07$ ± $0.09$  | $18.46$ ± $0.1$                 | $4.38$ ± $0.19$ | $76$ ± $9$     | $-14.89$ ± $0.04$  | $20.63$ ± $0.04$               | -    | $1.37$ ± $0.03$ |
| V19b     | S+S       | $-12.90$ ± $0.20$  | $16.82$ ± $0.21$                 | $2.60$ ± $0.52$ | $23$ ± $5$     | $-13.19$ ± $0.10$  | $21.09$ ± $0.13$               | -    | $1.40$ ± $0.04$ |

in certain regimes there are likely to be further systematics which may become more significant such as in the case of CcGV19b where the observed profile is poorly sampled and CcGV1 where the point source component is extremely faint. By varying the starting values of $R_e$ and $n$ given to Galfit, we check the stability of our derived parameters for the inner component of CcGV19b, which are reported by Galfit to have uncertainties of around a few per cent. Such tests indicate a more realistic uncertainty of $\sim$20 per cent for both $R_e$ and $n$ while the component’s magnitude varies by roughly $\pm$0.2 mag. For CcGV1, we use the visit’s uncertainty map to produce new realizations of the frame and then pass them through Galfit. The standard deviation of the distribution of magnitudes for the point source component is then used as its quoted error in Table 2.

To place our sample in the context of other recent work in this area, in Fig. 6 we present the updated versions of figs 9(a) and (g) from Graham & Guzmán (2003) (see also Chilingarian et al. 2007). These diagrams compare mean surface brightness within the effective radius $R_e$ with absolute magnitude in the $B$ band and effective radius $R_e$ for dynamically hot stellar systems. They represent different versions of the well-known $M_B$–$\mu_B$ (Kormendy 1977) relation which itself is a projection of the Fundamental Plane (Djorgovski & Davis 1987). For the full range of elliptical galaxies, dwarf to giant, data are taken from Binggeli & Jerjen (2003), Caon, Capaccioli & D’Onofrio (1993), D’Onofrio, Capaccioli & Caon (1994), Faber et al. (1997), Graham & Guzmán (2003), Stiavelli et al. (2001) and homogenized as per Graham & Guzmán (2003). We additionally include data for Es and dEs from the Virgo Cluster ACS Survey (Ferrarese et al. 2006), with the $g_{HST}$ photometric parameters transformed to the $B$ band using similar methods to those described for our Coma data, and Es brighter than $M_B = -18$ mag from Prugniel & Simien (1996). A sample of bulges is taken from MacArthur, Courteau & Holtzman (2003). In terms of compact galaxies from the literature, we include M32 (Graham 2002), NGC 4486B (Ferrarese et al. 2006) and A496cE (Chilingarian et al. 2007).

It is current practice to assume cEs that are best fit by two-component models such as Sérsic + Exponential disc or S+S with outer $n \sim 1$ are indeed bulge/disc decompositions. As such, only their bulges would be plotted in diagrams like Fig. 6. That said, we typically expect at the most an $\sim$30 per cent difference in parameters derived from the two fitting functions (VUCD 3 excluded).

The combined profile diagram clearly shows that three of the CcGs, V9a, V19a and V19b, have structural parameters which are comparable, if marginally less extreme, to those of confirmed cEs. They are seen to extend the sequence defined by giant ellipticals towards fainter magnitudes/higher surface brightness in line with those compact from the literature. The remaining four CcGs appear to follow a comparable sequence, albeit with lower surface brightness, originating from the dE region of the diagram.

Turning to the right-hand panel, the inner components of CcGV9a and CcGV19a are seen to have similar structural properties to the inner components of A496cE and M32, respectively. The most extreme case is CcGV19b whose position on the diagram is well within the parameter space occupied by the more luminous/more massive nuclei of early-type galaxies in Virgo. CcGV9b, on the other hand, appears to have an inner component much less extreme in terms of surface brightness and relies instead on small physical size and faint magnitude to perturb it off the correlation seen for normal dEs. It is evident that the inner components of the Coma cEs, in combination with those from the literature, begin to fill up the region of the plot between Es/bulges and UCDs/nuclei. Additionally, given the observed sequence, it is possible to speculate that, structurally speaking, the inner components of CcGV19b, and perhaps CcGV19a, are likely galaxy nuclei while that of CcGV9a appear more bulge like.

4.2 Colour maps

Colour gradients in early-type galaxies can be direct indicators as to their formation and evolution mechanisms. If one neglects the influence of any dust present in a given galaxy, such gradients are generated by variations in stellar population age and metallicity with radius. In terms of formation, monolithic collapse has been predicted to establish a steep negative metallicity gradient (Carlberg et al. 2000). It is current practice to assume cEs that are best fit by two-component models such as Sérsic + Exponential disc or S+S with outer $n \sim 1$ are indeed bulge/disc decompositions. As such, only their bulges would be plotted in diagrams like Fig. 6. That said, quite whether these outer components are in fact rotationally supported discs or just the remains of a dwarf/intermediate-luminosity elliptical progenitor galaxy is unclear. With this in mind, we present two versions of both plots. The left-hand panel of Fig. 6 shows the position in the parameter space of the combined two-component models for all CcGs, M32 and A496cE. In this case, the ‘whole’ profile $R_e$ is obtained via numerical integration. The right-hand panel of Fig. 6 then presents the structural parameters for the Sérsic inner components of all Coma compacts where these are resolved, M32 and A496cE. The position of NGC 4486B does not change in these plots as it is modelled by a single Sérsic function in the literature. To aid comparison we also plot data obtained for Fornax and Virgo UCDs by Evstigneeva et al. (2007b) and galaxy nuclei in the Virgo Cluster from Côté et al. (2006). For those UCDs which are best fit by an inner compact core and outer halo, we only plot the inner component. Here, we note that both the UCDs and the galaxy nuclei have had their structural parameters derived from the King profile fits rather than a Sérsic model. From the tests conducted for the inner component of CcGV19b and by inspection of the results presented in tables 8 and 9 of Evstigneeva et al. (2007b), we typically expect at the most an $\sim$30 per cent difference in parameters derived from the two fitting functions (VUCD 3 excluded).
Compact stellar systems in Coma

Previously, M32 has been found to have a flat colour profile in both the optical and near-infrared (Peletier 1993) which is, apparently, due to an exact compensation in metallicity and age gradients (Rose et al. 2005). Both A496cE and NGC 4486B have also been found to have no colour gradient, although given the scale used to display the colour axis of fig. 81 in Ferrarese et al. (2006) it is difficult to assess the possibility of a moderate gradient as is often the case in early-type galaxies. On the other hand, M59cO discovered by Chilingarian & Mamon (2008) was observed to have a relatively strong gradient in the sense that the galaxy’s core was ∼0.15 mag bluer than its halo.

To search for radial stellar population gradients in our sample, we have constructed colour maps and profiles from our ACS imaging. In order to do this, we must first degrade the resolution of the F475W image to that of the F814W. Following Chilingarian & Mamon (2008), we smooth the F475W by the ratio of the Fourier transforms of PSF$_{F814W}$ and PSF$_{F475}$ using the IRAF task PSFMATCH. This method acts to minimize resolution loss which would occur when convolving either science image with the PSF of the other. We then run IRAF/ELLIPSE on both images, taking the isophote table generated from the F475W run and using them as input isophotes for the F814W image. This process correctly ensures that our colour profiles are derived from matched annuli in both filters. In Fig. 7, we present the colour profiles and maps constructed using this method as well as isophotal ellipticity profiles obtained from the F475W images.

Nearly flat profiles are observed for CcGV1 and CcGV19b which may point to similar stellar populations at all radii although this is not definitive given the age–metallicity degeneracy suffered by broad-band colours (and the example of M32 noted above). CcGV18 has a shallow gradient, the colour becoming ∼0.2 mag redder as one moves inwards, though interestingly within the central 0.2 arcsec there is a noticeable bluing in colour of the order of ∼0.1 mag, perhaps indicating a younger population present in its unresolved nucleus (as in dEs such as NGC 205). The remaining four galaxies, which include the cEs CcGV9a and CcGV19a, all contain strong colour gradients with bluer colours at larger radii.

The colour map of CcGV9a clearly shows a red core region with higher ellipticity isophotes than those outwards of 2 arcsec. The peak in the ellipticity profile at ∼1.5 arcsec provides further evidence for the existence of a weak bar in this galaxy. There is a noticeable change in the colour profile slope at ∼0.3 arcsec which corresponds well with the effective radius of the inner Sérsic component returned by Galfit. Beyond ∼2.2 arcsec, the profile turns over and gradually becomes redder by 0.15 mag. From the colour map alone, this galaxy certainly appears to be at least a two-component system with a significant colour difference between the inner and outer regions.

CcGV19a is observed to have a colour variation of ∼0.3 mag within just 2 arcsec. As with CcGV9a, there is again a change, albeit poorly sampled, in colour profile slope near the effective radius of the inner component detected by Galfit, ∼0.1 to 0.15 arcsec. Beyond this transition, the colour profile decreases in a remarkably linear fashion until ∼1.8 arcsec, while the isophotes maintain a fairly stable ellipticity $\epsilon = 0.1 \pm 0.05$.

The colour profile of CcGV9b has a slope change at a smaller radius than would be suggested by its inner component effective radius. This is perhaps due to the smaller difference between inner and outer component surface brightness, $\Delta \mu = 1$ mag for CcGV9b but $\Delta \mu \gtrsim 2$ mag for CcGV9a and 19a, where $\Delta \mu$ is the difference between inner and outer components $\langle \mu_B \rangle$. This aside, CcGV9b and 19a have very similar colour gradients, both becoming ∼0.3 mag.

1984) which is then progressively diminished to varying degrees by major and minor mergers during a galaxy’s evolution (Kobayashi 2004). Hence, colour gradients in early-type galaxies are typically considered to be due to metallicity variations alone rather than age although the validity of this assumption is still somewhat in question (Silva & Elston 1994; Baes et al. 2007).
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Figure 4. Compact galaxy images in the F475W filter (left-hand column), residuals from subtracting the best-fitting seeing convolved single Sérsic model (middle column) and overall best-fitting model (right-hand column). All images are $10 \times 10$ arcsec$^2$ (230 pc $\times$ 230 pc).
Figure 5. Surface brightness profiles for the sample galaxies. The observed profile and best-fitting model are plotted as filled circles and dashed lines, respectively. For galaxies where the best-fitting model consists of two Sérsic profiles, the inner and outer components are denoted by dotted and dash–dotted lines, respectively.

Bluer outwards, which may be evidence for comparable changes in stellar population with radius between the two. Whilst speculative, if this were true it would be an interesting result given the differences in their structural parameters.

Finally, CcGV12 also contains a strong colour gradient which is mostly confined to within 0.2 arcsec. The structure identified in the Galfit residual is clearly visible in the colour map and is masked when the profile is constructed, using a simple binary mask of approximately comparable size. Once outside the nuclear regions, the colour profile steadily moves to bluer colours with increasing radius. As with all the galaxies with strong gradients, it is likely that this galaxy contains a central component which
is older or more metal rich, or indeed both, relative to the outer halo.

5 SPECTROSCOPIC ANALYSIS

5.1 Velocity dispersions and masses

To measure the velocity dispersions of our sample, we employ the Penalized Pixel Fitting (PPXF) routine developed by Cappellari & Emsellem (2004). This technique works by fitting a set of template spectra convolved with a parametric line of sight velocity dispersion (LOSVD) to the observed galaxy spectrum in the pixel space. Both the target galaxy and template spectra are first rebinned to a linear scale in ln(wavelength) and then a model $M$ of the target’s spectrum $G$ is constructed such that

$$M = P_m \sum_{k=1}^{l} w_k B(\sigma, V) \ast T_k + \sum_{l=0}^{1} b_l P_l,$$

where $P_m$ and $P_l$ are multiplicative and additive Legendre polynomials, respectively, of order $m$ and $l$ which are used to correct the continuum shape of the templates during the fit. $T_k$ is a set of template spectra, $B(\sigma, V)$ is the broadening function used to parametrize the LOSVD, and $w_k$ and $b_l$ are the weights given to each template. Finding the best-fitting parameters for $B$ is then a matter of minimizing

$$\chi^2 = \sum_{n=1}^{l} \left( \frac{G - M}{\Delta G} \right)^2 ,$$

where $\Delta G$ is the per pixel uncertainty on $G$ obtained during reduction. While it is possible to fit for higher moments of the LOSVD (van der Marel & Franx 1993; Gerhard 1993), given the intermediate-velocity resolution of our data, we choose to fit for $\sigma$ alone setting $B$ as a Gaussian function. For $T_k$ we use the simple stellar population (SSP) models of Vazdekis et al. (in preparation) which are based on the MILES empirical stellar spectral library (Sánchez-Blázquez et al. 2006a). These were chosen due to their large spectral coverage of 3540–7410 Å and intermediate resolution of 2.3 Å FWHM which is better (by a factor of 2) than that of our data, as required if they are to be used as templates in PPXF. To determine the order of $P_m$ and $P_l$ we fix $l = 2$ and increment $m = 0$–10 in steps of unity. We then select $m$ based on a trade off between the stability of $\sigma$, and the increasing computational time required as the complexity of $P_m$ grows. Typical values are $m = 3$–6 and for $P_l$ we find that $l = 2$ satisfies our criteria.

The actual fitting proceeds by smoothing the template spectra to match the instrumental resolution and rebinning data, templates and uncertainty spectra on to a logarithmic scale. Next, the fitting range is set to 4000–6500 Å (in the rest frame), a region chosen so as to avoid the saturated H & K lines in the blue and the increasing sky subtraction uncertainties in the red. Taking advantage of fitting in pixel as opposed to Fourier space, we mask poorly subtracted sky lines and the NaD resonance line at 5892 Å. As our spectra were taken only with measuring redshifts in mind, their S/N is often less than ideal. However, we make an attempt to fit the entire sample using PPXF and to suitably quantify the uncertainty on each LOSVD for completeness. Fig. 8 and Table 3 present the spectra of our sample together with best-fitting model, residuals of data minus model and $1\sigma$ uncertainty spectra and the velocity dispersion resulting from the fits.

We test the robustness of our measurements in a variety of ways. To estimate the random error present in our velocity dispersions, we perturb the best-fitting model spectrum for each galaxy by the relevant uncertainty spectrum and run PPXF again on the new pseudo-observation. Following 100 executions of this process, we take the standard deviation of the distribution of velocity dispersions as our $1\sigma$ errors quoted in Table 3. As we use the best-fitting model for this process, template mismatch errors are not propagated into this uncertainty.

Systematics in terms of the routine’s ability to resolve dispersions significantly below our velocity resolution, particularly from data of low S/N, are again tested for via simulations. We take a high S/N
model spectrum of comparable metallicity and age as our galaxies (see next section) from the Vazdekis library and smooth it to our instrumental resolution. Next, we convolve the spectrum with a Gaussian of width equal to the measured velocity dispersion of a particular galaxy in our sample and add the relevant noise. Starting with CcGV12, CcGV18 and CcGV9b, we repeatedly generate such fake observations with known velocity dispersion and run them through PPXF. These galaxies possess the lowest S/N and smallest measured velocity dispersions of our sample. We find CcGV12 and CcGV18 to have systematic uncertainties in their velocity dispersions of 10 per cent while CcGV9b has 25 per cent uncertainty on its measurement. To place this in context, CcGV1 has an $\sim 1$ per cent systematic error.

As our wavelength fitting range is larger than typically used when measuring velocity dispersions, we also test PPXF over a range of 4400–5400 Å. In all cases, we find that the differences are
Figure 8. CcG spectra as observed by Hectospec. Observed data, PPXF best fits, residuals and 1σ error spectra are denoted by blue, red, cyan and black lines, respectively.
Table 3. Median S/N per Å and measured velocity dispersions for our sample based on Hectospec 2007 and 2008 observations and a fitting range of 4000–6500 Å. The fourth and fifth columns present the estimated central and global velocity dispersions for each galaxy while the final two columns display the virial mass estimate and corresponding $M/L$ within $5R_e$.

| CcG  | S/N  | $\sigma$ (km s$^{-1}$) | $\sigma_0$ (km s$^{-1}$) | $\sigma_{\text{global}}$ (km s$^{-1}$) | $M_{\text{dyn}}$ ($10^8M_\odot$) | $(M/L_B)_{\text{dyn}}$ ($M_\odot/L_\odot$) |
|------|------|----------------------|----------------------|----------------------------------|---------------------------------|---------------------------------|
| V1   | 13.2 | 85.2 ± 13.9          | 91.2 ± 14.9          | 80.9 ± 13.2                      | 37.9 ± 12.4                     | 57.1 ± 18.6                     |
| V9a  | 38.4 | 97.3 ± 5.0           | 102.3 ± 5.4          | 90.7 ± 4.8                       | 75.6 ± 7.9                      | 9.6 ± 1.4                       |
| V9b  | 12.7 | 25.1 ± 15.8          | 26.6 ± 16.8          | 23.6 ± 14.9                      | 4.0 ± 5.1                       | 4.8 ± 6.1                       |
| V12  | 7.3  | 42.2 ± 10.0          | 46.4 ± 33.0          | 41.2 ± 29.3                      | 5.0 ± 7.1                       | 18.1 ± 25.7                     |
| V18  | 7.1  | 66.3 ± 25.3          | 71.9 ± 27.4          | 63.8 ± 24.3                      | 17.3 ± 13.2                     | 45.3 ± 34.5                     |
| V19a | 33.9 | 76.1 ± 5.1           | 82.3 ± 5.6           | 73.0 ± 4.9                       | 24.2 ± 3.3                      | 11.7 ± 1.6                      |
| V19b | 13.9 | 65.8 ± 17.7          | 74.1 ± 19.9          | 65.7 ± 17.6                      | 7.2 ± 3.8                       | 13.8 ± 7.5                      |
consistent within the random error presented in Table 3. Therefore, along with the resolvability issues discussed above, we make no attempt to correct our velocity dispersions for systematics as it is clearly the random error that dictates the uncertainty in our measurements. Finally, we note that CcGV9a is the only galaxy in our sample that has had its velocity dispersion measured elsewhere. SDSS DR6 observed the galaxy as having a velocity dispersion of $87 \pm 9$ km s$^{-1}$ through a 3 arcsec diameter fibre which is consistent with our result within the joint uncertainties.

In Fig. 9, we present the Faber & Jackson (1976) relation for a compilation of hot stellar systems. For elliptical galaxies, we take data from Faber et al. (1989), Geha, Guhathakurta & van der Marel (2003), van Zee, Skillman & Haynes (2004), Matković & Guzmán (2005) and Chilingarian et al. (2008). We plot data for GCs in NGC 5128 from Martini & Ho (2004) and the Milky Way from Drinkwater et al. (2003) and Hilker et al. (2007) and DGTOs in Virgo from Hayegén et al. (2005). Finally, we include several cEs from the literature. For M32, we take data from Bender, Kormendy & Dehnen (1996), for NGC 4486B from Smith et al. (2000), for NGC 5846A from Müller et al. (1999) and the SDSS, for A496cE from Chilingarian et al. (2007) and for M59cO from Chilingarian & Mamon (2008). $B$-band absolute magnitudes for M32 and NGC 4486B are those reported in Table 1 of Chilingarian et al. (2007) and references therein. It should be noted that the three archetypal compact galaxies, M32, NGC 4486B and NGC 5846A, have had their central velocity dispersions measured a number of times in the literature with a variety of different instruments. Using HyperLeda we have selected up to date representative measurements from ground-based studies which provide a suitable comparison to the data presented in the rest of the diagram. Recent high spatial resolution adaptive optics observations by Davidge, Beck & McGregor (2008) of these three galaxies are also plotted for completeness and correspond to the upper ends of the arrows attached to these galaxies. Using the prescription of Jørgensen, Franx & Kjaergaard (1995), we correct our velocity dispersion measurements to a suitably small aperture ($R_e/4$) to estimate their central values. In all cases, the correction is small, <13 per cent, and comparable to the measurement errors. The estimated central velocity dispersions for our sample are tabulated in Table 3 and are plotted in Fig. 9. The head of each arrow denotes the position in the diagram of the central component of each cE where resolved. For M32 and A496cE, only the bulge absolute magnitude is plotted. We note that conventional galaxies are largely absent from the parameter space of Fig. 9 at $M_B < -15$ mag, likely owing to their low surface brightness (see Fig. 6).

Fig. 9 shows that, along with the cEs from the literature, the majority of compact galaxies presented here conform to a tight sequence beginning at DGTOs and UCDS and extend to well above normal elliptical galaxies. Both CcGV9a and CcGV19a have velocity dispersions that are a factor of 2 larger than dEs at their respective magnitudes. It is noted that intermediate-luminosity ellipticals do almost reach CcGV9a/A496cE, though they are clearly extreme outliers. The Coma compacts, CcGV9b aside, essentially begin to fill in the parameter space between M59cO and M32. From the diagram only CcGV9b appears to differ from the trend. Unfortunately, due to the large uncertainty on this galaxy’s velocity dispersion it is hard to comment in a definitive way. However, it would seem possible that this galaxy is some sort of intermediate between dEs and the compact sequence.

With the velocity dispersions in hand, we are able to use the virial mass estimator (Spitzer 1987)

$$M_{\text{vir}} \approx \frac{\beta R_e \sigma^2}{G},$$

where $\sigma$ is the global projected velocity dispersion, $R_e$ the projected half-light (mass) radius and $\beta$ the virial coefficient. We estimate $\beta$ by correcting our data via the expression of Jørgensen et al. (1995) to an aperture of radius $5R_e$ and tabulate our estimated global dispersions in Table 3. For all profiles considered, this contains >90 per cent of the flux and by inference mass of the system. Total galaxy $R_e$ is again computed by numerical integration. The choice of scaling factor, here set as $\beta = 10$, warrants some further comment. This factor incorporates a number of corrections including those for projection effects and the specific density distribution of the system in question. Recent work by Cappellari et al. (2006), which compared complex dynamical models with equation (4), found that for a sample of 25 E/S0 galaxies $\beta \sim 5$ with $\sigma$ measured within an aperture of radius $R_e$. This result is specifically based on one component R1/4 profiles and is demonstrated in their fig. 13, which shows the relation between their computed masses and those from equation (4) assuming $\beta = 5$. It is interesting to note that in this figure M32, the lowest mass galaxy in their sample, is a substantial outlier above the relation, well beyond quoted errors. Disregarding other cEs, the next step down in the compact stellar system hierarchy are UCDS. Studies of these objects in both Fornax and Virgo have found that $\beta \sim 10$ reproduces well the results of more rigorous methods (Hilker et al. 2007; Evstigneeva et al. 2007b). Therefore, as it would seem $\beta$ could in fact be anywhere between these two extremes for our objects, we opt to follow previous compact galaxy work such as Chilingarian & Mamon (2008) and set $\beta = 10$.

Dynamical masses and mass-to-light ratios ($M/L$) for our galaxies can be found in Table 3. Uncertainties are those obtained by propagating the error on each galaxy’s velocity dispersion and total $B$-band magnitude. Aside from random errors, there are a number of caveats which apply when using the virial mass estimator. The expression assumes a constant $M/L$ with radius, an isotropic velocity distribution and that the galaxies are spherical. Given these factors and the inherent uncertainty in scaling the aperture velocity dispersions to global values, the masses and corresponding $M/L$.
presented in Table 3 should be treated as best estimates given the available data.

5.2 Stellar population parameters

The standard approach when attempting to recover luminosity-weighted age and metallicity for unresolved stellar populations is that of line index measurements. Pioneered by Burstein et al. (1984) and Gorgas et al. (1993), these indices target key information rich absorption features present in integrated galaxy spectra. Following the introduction of Lick indices in particular (Faber et al. 1985), it was shown that when combined with predictions from SSP models they are able to break the age–metallicity degeneracy for such systems inherent in broad-band photometric models (Worthey 1994). More recent work has focused on updating and refining SSP models to correctly quantify the effects of non-solar abundance patterns (Thomas, Maraston & Bender 2003; Schiavon 2007) which have been observed in early-type galaxies for some time (Peletier 1989; Worthey, Faber & Gonzalez 1992; Trager 1997). Typically, such α-enhancement has been detected as an overabundance of Mg relative to Fe in luminous elliptical galaxies and has been seen as evidence for shorter star formation episodes in more massive galaxies. This stems from the enrichment history of the interstellar medium out of which the current generation of stars formed. On short time-scales, this is dominated by Type II supernova, yielding more Mg than Fe relative to the solar neighbourhood, but on longer time-scales by Type Ia supernova which redress the balance.

In this section, we use the models of Schiavon (2007) and the EZ-AGES code devised by Graves & Schiavon (2008) to measure the age, metallicity and key abundance indicator [Mg/Fe] of our compact galaxies. Briefly, the Schiavon models are based on the flux-calibrated Jones (1999) spectral library and allow for variable abundance ratios in terms of Mg, C, N and Ca to be present in the stellar atmospheres. Additionally, the model spans a range of 1 to 17.7 Gyr and −1.3 to +0.2 in [Fe/H]. Note that the models are cast at given [Fe/H], rather than total metallicity Z. Here, we use a Salpeter initial stellar mass function and scaled-solar isochrones. EZ-AGES employs the model via a sequential grid inversion method to return consistent stellar population parameters. The process begins by making an initial measurement of age and metallicity from the Lick Hβ and ⟨Fe⟩ indices of the galaxy in question, where ⟨Fe⟩ is the average of the Fe5270 and Fe5335 indices. These are selected as they provide good age (Hβ) and metallicity response (Fe5335 and Fe5270), while being essentially insensitive to abundance pattern variations (Schiavon 2007). From the Hβ–⟨Fe⟩ index–index grid, a two-dimensional linear interpolation converts the position in index space to the fiducial age and metallicity values.

Next, the code moves on to determine the [Mg/Fe] ratio and to do this creates a new grid of Hβ–Mgb5177 (or Mg2). If the age and metallicity obtained from the inversion of this grid do not match the initial estimates, it is assumed a non-solar [Mg/Fe] is present and the model is recomputed with a new [Mg/Fe] ratio. Further iterations occur until the age and metallicity derived from both grids match within some tolerance. EZ-AGES then goes on to repeat this process replacing Mg for C, N and Ca in turn with the relevant index used to compare back to the fiducial age and metallicity estimates. Finally, the new abundance pattern is used to compute a new model and derive a new fiducial age and metallicity with the entire fitting sequence repeated until the fit does not improve.

Unfortunately, the S/N of our spectra is once again an issue, and we restrict our line index analysis to the five galaxies with the highest quality spectra to avoid uncertainties that would span entire index–index diagrams. Furthermore, while a full abundance pattern is fit, as the uncertainties associated with the initial parameters are propagated in turn through the fitting scheme, we limit our analysis to age, metallicity and [Mg/Fe].

To measure the desired indices, we use the IDL code provided with EZ-AGES. In addition to the galaxy and uncertainty spectra, the script requires the velocity dispersion for each galaxy so that the spectra may be correctly smoothed to the Lick resolution which itself varies for each index (see Schiavon 2007, Table 1). The required smoothing in each case is σsmooth = √(σres − σgal − σid), where σres is the Hectospec instrumental resolution and σgal the galaxy velocity dispersion. Index errors are computed using the equations of Cardiel et al. (1998). The relevant indices used in our analysis are tabulated in Table 4.

Fig. 10 presents an example Hβ–⟨Fe⟩ diagram used by EZ-AGES to determine fiducial ages and metallicities. It is important to note that the index grid in this figure is generated from a model with a solar abundance pattern and so is slightly offset with respect to the grids that would be obtained from each galaxy’s final best-fitting abundance pattern. Hence, to avoid overlaying five only marginally different grids we opt to display the data this way for reference only.

Table 5 displays the stellar population parameters of our sample. In all cases, but CcGV1, the default index weighting scheme of (Fe) and Hβ for [Fe/H] and age and Mgb for [Mg/Fe] was used. Other

| CcG (ID) | Hbeta (Å) | Mgb (Å) | Fe5270 (Å) | Fe5330 (Å) |
|----------|-----------|---------|------------|------------|
| V1       | 1.94 ± 0.45 | 3.64 ± 0.44 | 3.30 ± 0.46 | 3.23 ± 0.52 |
| V9a      | 1.74 ± 0.14 | 4.09 ± 0.16 | 2.16 ± 0.25 | 1.86 ± 0.19 |
| V9b      | 2.62 ± 0.45 | 3.72 ± 0.45 | 2.67 ± 0.48 | 2.23 ± 0.56 |
| V19a     | 1.62 ± 0.17 | 4.50 ± 0.17 | 3.00 ± 0.18 | 2.41 ± 0.21 |
| V19b     | 1.71 ± 0.42 | 3.88 ± 0.40 | 1.87 ± 0.45 | 2.09 ± 0.53 |

Figure 10. Example of the index–index diagram used by EZ-AGES to measure fiducial age and metallicity before going on to fit a full abundance pattern. The grid is for a solar abundance model and so is not tailored specifically for any galaxy as would be the case during normal fitting. Vertical dashed lines are isometallicity lines with [Fe/H] = −1.3, −0.7, −0.4, 0.0 and 0.2 and horizontal solid lines are constant age 1.7, 2.8, 4.4, 7.0, 11.2, 14.1 Gyr.
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combinations were tested but results proved to be stable within errors. The fit of CcGV1 failed with default index weighting because it marginally fall off the Hβ-Fe) model grid due to [Fe/H] ≥ +0.2. As such, we used only Fe5270 to constrain this galaxy’s fiducial [Fe/H] and age. Uncertainties are estimated by repeated bootstrapping of the measured indices for each galaxy. We use the measured set of indices, perturbed them randomly by their respective error and ran them through the code. The 1σ errors are then taken from the resulting parameter distributions. This somewhat computer intensive approach was chosen, as opposed to using EZ-AGES’ built in error scheme, because of situations where the task failed to compute uncertainties on the fiducial [Fe/H], age or both in either positive, negative or both directions. The issue apparently stems from the error bounds being off the model grid and can result in significantly underestimated uncertainties on, for instance, [Mg/Fe], whose derived error relies on those of the fiducial parameters and the Mgb index. Our method is still not ideal but provides a reasonable solution when trying to suitably assess error propagation.

Also, in Table 5 we present the inferred stellar M/L ratios for our sample. These are interpolated from Table 33 of Schiavon (2007) and are based on scaled solar isochrones. The quoted errors are those introduced by the uncertainty on each galaxy’s age and [Fe/H] and are also estimated by interpolation. The stellar M/L ratios do not take into account variable abundance patterns in the stellar atmospheres.

Comparing the stellar and dynamical M/L for those galaxies in our sample with both, we see that the three cEs have dark matter fractions of ~40 to 70 per cent. This result is similar to that found by Chilingarian & Mamon (2008) for M59cO but, as one would expect, depends heavily on the choice of the virial coefficient β. In addition, there is of course an aperture mismatch between that used to derive each of our M/L estimates in the sense that the Hectospec fibres are often smaller than 5R_e. However, given that all the galaxies have colour profiles which either are flat or get bluer with radius, it is likely that the mean stellar M/L would at best remain constant and likely decrease if the aperture through which it was determined were enlarged.

While it would now be desirable to compare our sample’s stellar parameters directly with data for other cEs from the literature, the inherent differences in the models used to derive such parameters make this a difficult process. Ultimately, it is unclear whether the comparison would highlight differences in the models, stellar populations or both, and disentangling them is beyond the scope of this work. However, the recent work of Smith et al. (2009, hereafter S09) employed the same stellar population model as used here to analyse a sample of 79 faint red (g − r > 0.55) dwarf galaxies in the Coma Cluster. Their results thus provide a unique comparative sample free of the systematic uncertainties mentioned above.

In Fig. 11, we present the stellar population parameters of both data sets against projected radius from the centre of the cluster and B-band magnitude. For this, we take the centre of the cluster to be RA = 12:59:48, Dec. = +27:58:50 and transform the SDSS magnitudes of S09 using the methods described previously. Considering the top row of panels first, in the [Fe/H] diagram the compacts are well mixed within the parameter coverage of the normal dwarf galaxies at their respective projected radius. The three

![Figure 11](https://academic.oup.com/mnras/article-abstract/397/4/1816/997395)  
**Figure 11.** Stellar population parameters for the Coma dwarf sample of S09 (blue points) and this work plotted against projected distance from the centre of the cluster (top row) and B-band apparent magnitude (bottom row). The black dashed line represents the extrapolation of the relations between magnitude and stellar population parameters identified by S09.
bona fide cEs in our sample \(-0.6 \leq \text{[Fe/H]} \leq -0.1\) with the two less extreme compacts, CcGV1 and CcGV9b, having super solar metallicity. In this plot, at least, the compact galaxies are largely indistinguishable from the sample of S09. The same cannot be said for the positions of the three clear cEs in the remaining panels which, despite the sizable errors, are all clustered towards older ages ($\gtrsim 12$ Gyr) and higher [Mg/Fe] ratios ($\gtrsim 0.25$) than conventional dwarf galaxies of similar luminosity. This implies that the luminosity-weighted stellar content of the cEs was formed rapidly at high redshift, a scenario which is generally associated with more massive galaxies. CcGV1 and CcGV9b, on the other hand, have comparable ages to the mean of $\sim 7 \pm 3$ Gyr seen for the S09 sample within 0.5 Mpc of the cluster centre.

Turning now to the lower row of panels of Fig. 11, in the first diagram we see the relatively strong correlation, with slope $-0.15 \pm 0.03$, between magnitude and [Fe/H] for ‘normal’ red Coma dwarf galaxies identified by S09. The following two panels present substantially weaker relations between magnitude and $\log(\text{age})$ (slope $0.06 \pm 0.03$), and magnitude and [Mg/Fe] (slope $0.01 \pm 0.02$). Unfortunately, the magnitude overlap between this work’s sample and that of S09 is rather limited making a robust comparison difficult. However, if we make the assumption that the slope of Fig. 2 is primarily driven by metallicity, as has been concluded elsewhere (Terlevich et al. 1999; Vazdekis et al. 2001), we can extrapolate the $m_B$–[Fe/H] relation to fainter magnitudes. It is then apparent that two of the Coma compacts, CcGV1 and CcGV9b, have higher metallicities than would be expected even given the significant scatter in the relation. CcGV19a and CcGV19b are also located above the trend, but probably within the extension of the scatter, with only CcGV9a located on it.

**6 DISCUSSION**

As has been previously mentioned, the majority of theories surrounding cE formation rely on a deep potential tidally stripping some type of more massive progenitor galaxy and leaving only its more tightly bound, compact core intact. Logically, the core should retain many of the properties of the central regions of the original galaxy, with some dependence perhaps on the severity of the tidal influence, and as such finding a compact object with these particular attributes gives us a direct clue as to its origin. With this in mind, we review the findings of this work.

(i) Six out of seven objects are found to have significantly redder $B-I$ colours than the sequence defined by normal cluster members. Given how strong colour–magnitude correlations are known to be for cluster early-type galaxies, this clearly implies either a different formation mode to other cluster members or else an evolutionary difference. CcGV9a on the other hand is located within the scatter of the relationship. Crudely extrapolating back to the trend seen in Fig. 2 would indicate $m_B \sim 18$ mag or $M_B \sim -17$ mag, the top end of the dwarf regime, as the original magnitudes for the six outliers. Unfortunately, given the fact that both E and early-type disc galaxies follow similar if not the same colour–magnitude relation in local galaxy clusters, it is impossible to distinguish likely progenitors from this alone.

(ii) Fitting PSF-convolved point source plus Sérsic, single and double Sérsic models, we find that all of our samples are better represented by two components. Interestingly, a similar result has also been found for a number of other cEs studied previously (Graham 2002; Mieske et al. 2005; Chilingarian et al. 2007; Chilingarian & Mamon 2008) and recently in the best candidate for a cE found in the Antlia cluster by Smith Castelli et al. (2008).

Three of the samples, CcGV9a, CcGV19a and CcGV19b, are seen to occupy the same region on structural parameter diagrams as currently accepted cE galaxies (see Fig. 6, both panels), and so we conclude they should indeed be classified as such. Under the assumption that cEs are of tidal origin, the expected direction of movement on the left-hand panel in Fig. 6 of a $M_B \sim -19$ mag, $\langle \mu_B \rangle_e \sim 20$ mag arcsec$^{-2}$ and $R_e \sim 1$ kpc progenitor whose light profile is stripped from the outside in is likely close to the observed extension of the cE/bulge correlation. The right-hand panel of Fig. 6 demonstrates that their inner components begin to fill in the parameter space between Es/bulges and UCDs/nuclei. The other galaxy with a resolved inner component, CcGV9b, is less extreme in terms of surface brightness but is still substantially offset from the general trend seen in the right-hand panel of Fig. 6.

All of the remaining three galaxies are well fit by a point source + Sérsic model with the absolute magnitudes of the point sources comparable to those found for galaxy nuclei in Virgo by Côté et al. (2006). Fitting a Gaussian to the nuclei luminosity function, they obtain $\langle M_B \rangle = -10.74$ mag ($M_B \sim -10.4$ mag) with $\sigma = 1.47$ mag. Additionally, they report a median half-light radius of 4.2 pc which would undoubtedly be unresolved at Coma, particularly given their magnitudes.

(iii) Colour gradients are detected in four of the samples in the sense that their profiles become redder towards the centre which, assuming there is little to no dust in these galaxies, is evidence for radial variations in their stellar population parameters. CcGV1, CcGV18 and CcGV19b are found to have little to no colour gradient but this does not rule out age or metallicity variations with radius. In general, significant changes in colour profile slope appear closely associated with the $R_e$ of the resolved cores of CcGV9a, CcGV19a and CcGV9b, and an upturn is also noted for CcGV12.

(iv) The velocity dispersions obtained for our sample are found to be greater than those of normal galaxies over the luminosity range in which the two populations overlap. Across $-12 < M_B < -17$ mag, there is a notable correlation between magnitude and velocity dispersion for compact galaxies from both the literature and this work. Excluding CcGV9b due to its significant deviation from the trend and considering ground-based observations only, we obtain $x = 3.7$ when fitting $L \propto \sigma^x$ across this range. It would be difficult to assess the uncertainty on $x$ due to the inhomogeneity of the data but the similarity to that found previously for Es and bulges, $x \approx 4$ (Faber & Jackson 1976), as opposed to dEs, $x \approx 2$ (Matković & Guzmán 2005), is noteworthy. Additionally, the offset nature of this relation is perhaps one of the strongest pieces of evidence for the progenitors of cEs being more massive galaxies which have undergone some form of stellar mass removal. It is worth pointing out that this would imply taking an early-type galaxy, using some method to dim it by 1–3 mag (or equivalently, assuming a constant stellar $M/L$, removing between 60 and 95 per cent of its stellar mass) and it still remains intact. This issue was highlighted by Bekki et al. (2001) who performed hydrodynamical simulations of a satellite galaxy interacting with M31. They concluded that the scarcity of cEs can be put down to the small range of initial orbital parameters that allow, in their study, a spiral galaxy to be transformed via galaxy ‘threshing’ into a cE and that once formed the lifetimes of cEs would be short (less than a few Gyr) before being fully accreted. Their results also estimate an $\sim 60$ per cent mass loss for the disc component of the satellite but only an $\sim 20$ per cent mass loss for the bulge. Such a reduction in the bulge stellar content would be insufficient to produce the observed position of many cEs seen in


Fig. 9. Another prediction of their model is the triggering of a nuclear starburst in the cE remnant of the satellite galaxy. The three cEs in Coma show no evidence for this based on their colour profile slopes and particularly mean luminosity weighted ages within the Hectospec fibres.

Alternatively, Moore et al. (1996) report that cEs are a rare class of elliptical galaxy that can form alongside normal dEs via the galaxy–galaxy harassment of bulgeless spiral galaxies. However, explaining the two-component nature of many cEs would seem difficult in this scenario.

As a third possibility, some cE galaxies could be extreme examples of 'hyper-compact stellar systems' (HCSSs), defined as clouds of stars bound to supermassive black holes that have been ejected from the centres of their host galaxies (Merritt, Schnittman & Komossa 2008). Effective radii and measured velocity dispersions of HCSSs are predicted to be

\[ R_e \approx 50 \text{pc} \left( \frac{M_*}{10^9 M_\odot} \right) \left( \frac{V_k}{500 \text{ km s}^{-1}} \right)^{-2}, \tag{5a} \]

\[ \sigma \approx 100 \text{ km s}^{-1} \left( \frac{V_k}{500 \text{ km s}^{-1}} \right), \tag{5b} \]

where \( V_k \) is the kick velocity and \( M_* \) is the black hole mass. Explaining the Coma cE galaxies in terms of HCSSs would require large (\( \gtrsim 10^9 M_\odot \)) black holes and kicks below galactic escape velocities (\( V_k \lesssim 500 \text{ km s}^{-1} \)).

(v) Employing up to date SSP models and fitting code, we have constrained the luminosity weighted age, metallicity and [Mg/Fe] ratio of our sample within the \( \sim 700 \) pc diameter of the Hectospec fibres at Coma. The three cEs all have old ages (\( \gtrsim 12 \) Gyr), intermediate metallicities (\( -0.6 < \text{[Fe/H]} < -0.1 \)) and high [Mg/Fe] (\( \gtrsim 0.25 \)). Such parameters are often associated with more massive galaxies and particularly places any in situ formation scenario, that is to say not the transformation of some progenitor, in doubt given the expected lifetimes of cEs. Of the two other Coma compact with sufficient S/N spectra, both have young to intermediate ages and solar or super-solar metallicities albeit with large error bounds. CcGV1 is found to have solar [Mg/Fe] while CcGV9b has [Mg/Fe] = 0.3 which is unusually high for its age, although again there is the caveat of a large uncertainty.

We find that four out of five galaxies have [Fe/H] either higher (CcGV1 and 9b) or at the upper limit (CcGV19a and 19b) of that expected for their luminosity. As such, we can again extrapolate back and note that a 1–3 mag shift would be required to bring them back in line with the normal of galaxies. CcGV9a’s position on the extreme of the trend in Fig. 2 is likely generated by a combination of its old age and metallicity characterized by low [Fe/H] and high [Mg/Fe].

While somewhat unwise to directly compare stellar population parameters derived from different models, it is at least interesting to note those associated with the previously known cE population. A recent study by Rose et al. (2005) found M32 to have an age and metallicity variation from 4 Gyr and [Fe/H] = 0.0 in the nucleus to 7 Gyr and [Fe/H] = −0.25 at \( 1 R_e \). Sánchez-Blázquez et al. (2006b) find NGC 4486B to have an age of 9.5 Gyr and [Fe/H] = 0.4 and NGC 5846A to have an age of 10.7 Gyr and [Fe/H] = 0.08. Finally, Chilingarian et al. (2007) and Chilingarian & Mamon (2008) obtained ages and metallicities for A496cE and M59cO of 16.4 Gyr and [Fe/H] = −0.04 and 9.3 Gyr and −0.03, respectively. Essentially, the trend appears to be towards intermediate to high ages and metallicities which is in agreement with the parameters found for our cEs. In terms of [Mg/Fe], A496cE and M59cO have super solar values (~0.2) while M32 has sub-solar, likely a result of its relatively young luminosity weighted age.

Of course, one major issue here, aside from model dependence, is difference in instrumental setup and aperture size given the strong gradients found in M32, at least. Also, M32 has significantly better spatial resolution than the other galaxies which makes suitable comparisons difficult. However, we note that Davidge et al. (2008) conclude from their high-resolution K-band spectroscopic observations of M32, NGC 4486B and NGC 5846A that the former has the chemical maturity of a spiral galaxy and is less Fe deficient than the latter pair.

(vi) For those galaxies in our sample which have both a measured dynamical and stellar \( M/L \) we estimate that they have dark matter mass fractions ~40 to 90 per cent. Our colour profiles indicate this result should be robust to the aperture mismatch between the Hectospec fibre (radius \( \lesssim 1 \) to 5\( R_e \)) and the radius used to derive our dynamical mass estimates (5\( R_e \)). However, particularly in the case of CcGV1, the degree to which this figure may be affected by the inherent uncertainties in deriving dynamical \( M/L \) for stellar systems which are probably not virialized is unclear.

6.1 Progenitors

Combining the above conclusions, the present work supports, to varying degrees, the tidal disruption and stripping scenario as the formation mode of compact galaxies, CcGV12 and CcGV9b being the weakest contributors owing to their poorly constrained velocity dispersions. Assuming this is the correct model, progenitor morphology is nevertheless difficult to assess.

6.1.1 CcGV9a

Of the clear cEs, CcGV9a seems to have at least two defining similarities to those of typical disc galaxies in the presence of a weak bar and possible outer ring. The outer component’s light profile, with \( n = 1.64 \), might perhaps then represent the threshold remains of its disc. As such, this galaxy is our best candidate to fit a similar formation mechanism to that suggested by Bekki et al. (2001) and have an early-type disc galaxy as its progenitor. Furthermore, based on the significant fraction of light contained within its outer component and relatively strong signal of its original morphology, we speculate that this galaxy may still be in the early stages of being transformed into a cE. On the other hand, how such a strong colour gradient is generated over such a small spatial scale in a class of galaxy which conventionally has rather shallow gradients is unclear. In fact, the observed colour gradient is in the opposite sense to that predicted by the model, and a luminosity weighted age of \( \sim 12 \) Gyr and [Fe/H] = −0.5 within the Hectospec fibre largely rules out a stripping induced starburst in the centre.

6.1.2 CcGV19a

The likely progenitor of CcGV19a is even less well defined. It has a number of properties in common with CcGV9a, yet an inner \( R_e = 76 \) pc would seem rather small for a normal bulge and would have to be the result of it shrinking during the tidal stripping phase. Alternatively, the inner component of this galaxy is only just larger than the upper limit found for elliptical galaxy nuclei (\( R_e = 62 \) pc) in the Virgo cluster by Côté et al. (2006). Ultimately, there is no strong pointer either way except perhaps the assumption that
S0-Sa galaxies may possess stronger colour gradients than elliptical galaxies.

### 6.1.3 CcGV19b

Our best assessment for the final definite cE, CcGV19b, would be that it is the stripped remains of an $M_B \sim -17$ mag dE,N given its compact inner component, flat colour profile, velocity dispersion and stellar population parameters. Furthermore, this galaxy has properties which are close, albeit more luminous and more massive, to those of UCDs in Fornax and Virgo (Mieske et al. 2006; Evstigneeva et al. 2007b), e.g. UCD 3 in Fornax (Phillipps et al. 2001) which has a compact core and relatively large outer halo, and so we speculate this galaxy may be an example of a UCD progenitor.

### 6.1.4 CcGV1, CcGV12 and CcGV18

All three galaxies from our sample, which have unresolved nuclei and outer components with $n = 1-1.9$, more than likely originated from nucleated elliptical galaxies with initial $M_B \sim -17$ mag. In addition, CcGV1 certainly has stellar population parameters which indicate substantial gas processing and only relatively recent star formation truncation which in turn may imply recent entry to the core of the cluster (see S09).

While, strictly speaking, not sufficiently extreme in terms of surface brightness to be classified as cEs or rather M32 like, these three galaxies are all more spatially compact than conventional dwarf galaxies at their luminosity and have higher velocity dispersions. It would appear likely they originated as the result of either less severe tidal disruption, different progenitor properties, or both, relative to cEs.

### 6.1.5 CcGV9b

CcGV9b is an odd ball even within this sample. Extrapolating back the position of its inner component in Fig. 6 points to the dE region of the plot, assuming it experiences similar scenarios to the rest of the sample, and it has a velocity dispersion, albeit poorly constrained, which complements this conclusion. Yet, its inner component is also seemingly too large, $R_e = 145$ pc, to be a classic nucleus, and the galaxy’s colour profile is strongly sloped. Additionally, this galaxy has the youngest luminosity weighted age of the sample. At best, we can comment that this galaxy may have only recently been introduced to the inner regions of the cluster but cannot robustly draw any further conclusions from our data alone.

### 7 SUMMARY

In this paper, we have reported the discovery of seven compact galaxies in the Coma Cluster that begin to fill in the parameter space between UCDs and cEs. Three were initially identified from HST/ACS imaging and MMT/Hectospec spectroscopy with a further four candidates being eyeballed classified as high probability cluster members with support from their colours, size and resolved appearance in the ACS imaging. Subsequent spectroscopy confirmed all four candidates to be cluster members.

All seven compact galaxies are found to be well fit by a two-component light profile and have structural parameters that significantly deviate from those expected for galaxies at their luminosity or size. The measured velocity dispersions for our sample exceed those of conventional dEs galaxies and the three extreme enough to be classified as cEs are found to have old, intermediate-metallicity stellar populations with a substantial Fe deficiency relative to solar abundance.

Our best explanation is that the compact galaxies in this work originated as more massive systems that were subject to some form of tidal mass removal and that they, particularly the cEs, represent the rare, extreme outcome of such galaxy–galaxy processes. We also speculate that the progenitors of our sample come from at least two distinct early-type morphologies, both of which have suffered similar nurturing by the dense cluster environment.

In light of the success reported here which employed relatively simple criteria, we propose that further searches should be mounted in other massive clusters to continue to study this extreme end of galaxy formation and evolution.
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