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Abstract
Recent publications have explored coherent radar detection in a compound Gaussian clutter environment with inverse gamma texture, since the latter clutter model has been validated for X-band high-resolution maritime surveillance radar clutter returns. This paper explores the development of coherent constant false alarm rate (CFAR) detectors for this scenario. In the first instance, a detector is constructed with explicit knowledge of the clutter parameters. It is then shown that the probability of false alarm/threshold relationship does not vary with the clutter power. To achieve a CFAR detector, clutter parameter approximations are then introduced, and the cost associated with this is then analysed.
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1 Introduction
The compound Gaussian clutter model has provided radar researchers and engineers with a mathematically tractable model for correlated non-Gaussian radar returns [1,2]. This clutter model has been validated by considerations of observed real radar returns [3]. Essentially, using the theory of spherically invariant random processes (SIRPs), the clutter is modelled as locally Gaussian with a random power level. From the random variable perspective, the clutter vector is a product of a fast fluctuating component (the speckle) and a slowly modulating component (the texture). The speckle is taken as a Gaussian process, while the texture can be selected to generate a specific marginal intensity distribution [4].

Coherent multilook radar detection in heavy-tailed compound Gaussian clutter is a topic of much interest in current signal processing research [2,5-11]. Specifically, with the validation of compound Gaussian clutter with inverse gamma texture as a model for X-band high-resolution maritime surveillance clutter returns, many publications have been examining appropriate detection schemes. Validation of the resultant Pareto clutter intensity model for X-band radar returns has been included in [12-14]. The analysis of relevant detection schemes can be found in [2,15-18]. Much work has been devoted to examining the Neyman-Pearson optimal detector [19] and its suboptimal variants, such as the generalised likelihood ratio test (GLRT) detector [2,18]. In addition, the Gaussian optimal detector or whitening matched filter (WMF) has been shown to be a useful suboptimal detector for the compound Gaussian clutter model of interest [18]. This is mainly for the case where the clutter is approximately Gaussian distributed, which tended to occur for the vertically polarised case.

Constant false alarm rate (CFAR) detectors are important because they eliminate the sensitivity of the probability of false alarm (Pfa) and threshold relationship to variations in the clutter power level [20,21]. Coherent multilook detectors are said to have the CFAR property if their Pfa/threshold relationship is independent of clutter parameters. Recently, a coherent CFAR detector has been examined in [18]. In there, it is shown that a scaled version of the WMF can result in CFAR control with respect to the underlying Pareto clutter parameters. However, this detector was found to have limited application due to the fact that it required a significantly large number of looks to avoid detector saturation [18]. Consequently, it became of interest to investigate whether other such CFAR detectors could be produced.

This paper introduces a new coherent detector for target detection in the clutter model of interest, which has
explicit dependence on the clutter parameters. It will be shown that this detector’s probability of false alarm and threshold relationship does not vary with the clutter power level. To achieve a CFAR detector, approximations are made to these clutter parameters, together with a mismatched threshold. The cost of this is then analysed, and conditions are established under which the resultant false alarm probability is not increased to an undesirable level in practice.

Throughout, detection in compound Gaussian clutter with inverse gamma texture will be also referred to as Pareto coherent detection for brevity. The paper is arranged as follows. Section 2 sets the framework for the analysis to follow. A general detector is then introduced in Section 3, while a CFAR suboptimal version is proposed in Section 4. The latter includes a full analysis of the performance of this suboptimal CFAR from a mathematical perspective. Section 5 examines the performance of these detectors through detector performance curves. These will be based upon simulated clutter, generated with Pareto parameters estimated from real data sets. A simple Gaussian target model will also be used in all performance analysis, as in [2,18]. Further assumptions employed will be introduced as appropriate.

## 2 Detection framework

The following framework has been taken from [18], which has been based upon that in [9]. The radar return is $z$, a complex $N \times 1$ vector, and the coherent multilook detection problem is stated in the form

$$H_0 : z = c \text{ against } H_1 : z = Rp + c,$$  \hspace{1cm} (1)

where all complex vectors are $N \times 1$. The statistical hypothesis $H_0$ is that the return is pure clutter, while $H_1$ is the alternative hypothesis that the return is a mixture of signal and clutter. Vector $c$ is the pure clutter return, and $p$ is the Doppler steering vector, whose components are given by $p(j) = e^{j2\pi df_0 j}$, for $j \in \{1, 2, \ldots, N\}$, where $f_0$ is the target normalised Doppler frequency (product of target Doppler frequency and radar pulse repetition interval), with $-0.5 \leq f_0 \leq 0.5$. It is assumed that this is fully known. The complex random variable $R$ is the target model, and $|R|$ is its amplitude.

The Neyman-Pearson Lemma [19] states that the form of the best test of (1) is a likelihood ratio under each of the respective hypotheses, compared to a threshold $\tau$. Hence, if $f_0(z)$ is the density under $H_0$ and $f_1(z)$ is the density under $H_1$, the statistical test that maximises the probability of detection for a fixed probability of false alarm is given by

$$L(z) = \frac{f_1(z)}{f_0(z)} \bigg|_{H_1} \geq \tau, \quad \bigg|_{H_0}$$  \hspace{1cm} (2)

where $L(z)$ is the likelihood function. The notation $L(z) \geq \tau$ used in (2) means that we reject $H_0$ if and only if $L(z) > \tau$.

The compound Gaussian clutter is modelled as a stationary stochastic process $c = SG$, where $G$ is a zero-mean Gaussian process with covariance matrix $\Sigma$. Throughout, as in [2,18], it will be assumed that this is completely known. Further work in this area will attempt to remove this restriction. It will also be assumed that its inverse is semi-definite positive so that a whitening approach can be applied to the detection problem. This is a valid exercise because a SIRP is unaffected by linear transformations [4]. Hence, we suppose that a Cholesky factorisation exists for $\Sigma^{-1}$ so that there exists a matrix $A$ such that $\Sigma^{-1} = AH$.

The random variable $S$ in the definition of the compound Gaussian model is non-negative and univariate and determines the form of the resultant marginal intensity distribution of the clutter [4]. For the case of inverse gamma texture, $S$ has density given by

$$f_S(s) = \frac{2\beta^a}{\Gamma(a)} s^{2a-1}e^{-\beta s^{-2}}, \quad (3)$$

where $\alpha$ and $\beta$ are non-negative texture distributional parameters. Using the theory of SIRPs, it can be shown that the corresponding clutter intensity model is Pareto, with shape parameter $\alpha$ and scale parameter $\beta$ [16].

We now specify the whitened version of the statistical test (1). By applying the Cholesky factor matrix $A$ to the original statistical test and defining $r = Az$, $n = Ac$ and $u = Ap$, we arrive at the statistically equivalent form

$$H_0 : r = n \text{ against } H_1 : r = Ru + n.$$  \hspace{1cm} (4)

The transformed clutter process is $n = SAG$, and $AG$ is a multidimensional complex Gaussian process, with zero mean but covariance matrix, the $N \times N$ identity matrix [11]. The whitening approach used here is invaluable in reducing the form of the likelihood densities, which simplifies the resultant detector considerably.

Using the formulation above and by applying SIRP theory to construct appropriate densities, the GLRT is shown in [2,16,18] to take the form

$$L(r) = \frac{W(r)}{\|u\|^2 (\|r\|^2 + \beta)} \bigg|_{H_1} \geq \tau, \quad \bigg|_{H_0}$$  \hspace{1cm} (5)

where

$$W(r) = \|u^H r\|^2$$  \hspace{1cm} (6)

is the WMF. Detector (5) is known as the GLRT linear threshold detector (LTD) in [2], which has been shown to perform very well in spiky clutter. Throughout, detector
(5) will be referred to as the LTD for brevity. Here, it is assumed that the clutter scale parameter $\beta$ is completely known. Both these detectors are analysed in [18], where closed form expressions between the Pfa and threshold for each are derived. It is also shown explicitly that both (5) and (6) are not coherent CFAR processes.

However, by scaling the WMF, it is shown in [18] that the detector

$$T_1(r) = \frac{W(r)}{||u||^2 ||r||^2} \frac{H_1}{H_0} \tau_1$$

(7)

operating in Pareto clutter has threshold $\tau_1$ given by

$$\tau_1 = Pfa^{-1/N} - 1.$$  

(8)

This is often referred to as the normalised matched filter (NMF) and has been investigated in [3,6]. Its relationship to the optimal Neyman-Pearson detector has been explored in [22]. Consequently, (7) is a coherent CFAR process. Analysis of this detector in [18] showed that it had a tendency to saturate if the number of looks is not sufficiently large. As an example, for a false alarm probability of $10^{-6}$, one would require $N > > 30$ looks. The motivation for the work presented here is to examine whether other coherent CFAR processes exist in the context of interest. In particular, it will be of interest to examine, as in the approach of [18], whether transformations of the NMF can yield new detectors with improved performance.

3 General detector

This section assumes that the clutter parameters $\alpha$ and $\beta$ are known. In the next section, a CFAR detector will be proposed, based upon approximating these. The main purpose of this section is to propose a new detector, whose Pfa/threshold relationship does not vary with the clutter power. This will then provide one with a threshold relationship that can be used with the new detector, when approximations of clutter parameters are applied.

The literature contains many examples of CFAR detectors produced from ones not possessing the CFAR property [8,23,24]. As an example, the LTD detector (5) has been constructed with the assumption that $\beta$ is known. To produce a suboptimal version, with the CFAR property, a maximum likelihood estimate of $\beta$ could be applied to produce a detector with no dependence on $\beta$. If the Pfa/threshold relationship also contains clutter parameter dependence, approximations can be introduced to minimise the effects of clutter power fluctuations. Alternatively, a mismatched threshold can be applied to eliminate clutter parameter dependence.

The development of the following detector resulted from an analysis of the LTD (5) and NMF (7) and its dependency on the underlying clutter parameters. Suppose $\kappa > 0$ is a known fixed constant, which is independent of both Pareto clutter parameters. Consider the coherent detector given by

$$T_2(r) = \frac{W(r) - \beta (\kappa^{1/\alpha} - 1) ||u||^2}{||u||^2 ||r||^2},$$

(9)

with detection threshold $\tau_2$. The following result shows that the Pfa and threshold do not vary with the clutter parameters:

**Lemma 3.1.** The detector (9) has false alarm probability given by

$$Pfa = (1 + \tau_2)^{-N} / \kappa.$$  

(10)

Observe that the choice of $\kappa = 1$ results in the CFAR detector (7), and so is a special case of (9).

The proof of Lemma 3.1 is now outlined and follows closely the proof of analogous results in [18]. Throughout, P denotes probability, while E is the statistical mean with respect to P. By conditioning on S and then $||r||^2 |(S = s)$, it can be shown that

$$Pfa = \int_0^\infty \int_0^\infty f_S(s)f_{||r||^2 |(S = s)}(r)dt ds$$

$$P \left( W(r) > \beta (\kappa^{1/\alpha} + \tau t) ||u||^2 |(S = s), H_0) \right) dt,$$

(11)

where $f_S$ is the density (3) and $f_{||r||^2 |(S = s)}$ is the density of $||r||^2$ conditioned on the event $(S = s)$. Using the fact that under $H_0$, $||r||^2 |(S = s)$ has a gamma distribution with parameters $N$ and $s^{-2}$ while $W(r) |(S = s)$ has an exponential distribution with parameter $s^{-2} ||u||^{-2}$ (see [18]), it can be shown that the integrals in (11) simplify to

$$Pfa = \frac{2^{\beta \alpha}}{\Gamma(\alpha)\Gamma(N)} \int_0^\infty s^{-2a-2N-1} e^{-s^{-2} \beta \kappa^{1/\alpha}} ds$$

$$\int_0^\infty t^{N-1} e^{-s^{-2}(1+\tau) t^2} dt,$$

$$= \frac{2^{\beta \alpha}}{\Gamma(\alpha)}(1 + \tau)^{-N} \int_0^\infty s^{-2a-1} e^{-\beta \kappa^{1/\alpha} s^{-2}} ds$$

$$= \frac{\beta \alpha}{\Gamma(\alpha)}(1 + \tau)^{-N} \int_0^\infty x^{\alpha-1} e^{-\beta \kappa^{1/\alpha} x} dx$$

$$= (1 + \tau)^{-N} / \kappa,$$

(12)

where the definition of the gamma function has been used to simplify the integral with respect to $t$, and the transformation $x = s^{-2}$ has then been applied, together
with a second application of the definition of the gamma function. This completes the proof.

The factor $\kappa$ can be used to minimise the effects of detector saturation, as observed in the practical implementation of the CFAR detector (7). For a small false alarm probability, the threshold set by (8) can be quite large if the number of looks is smaller than around 30 [18]. Such a number of looks will only be achieved if the radar’s scan rate is slow. Hence, the factor $\kappa$ should be able to mitigate the effects of having only a small number of looks.

It is now important to determine suitable choices for $\kappa$. Since the threshold is given by

$$\tau_2 = (\kappa P_{fa})^{-1/N} - 1,$$

it is necessary to ensure that this threshold is non-negative. Hence, in view of (13), we must constrain $(\kappa P_{fa})^{1/N} < 1$. Consequently, suppose we select a $\kappa$ such that $\kappa P_{fa} = 10^n$, for some $n$. Then, it is immediate that we must choose $n < 0$ to ensure the threshold is non-negative.

In addition, since the detector (7) has a tendency to saturate because of large thresholds, we can, without loss of generality, aim to choose a $\kappa$ that results in $\tau_2 < 1$. This requires $(\kappa P_{fa})^{-1/N} < 2$, which can be shown to require $n > -N \log(2) \approx -0.3010 N$.

Again, without loss of generality, constrain $\kappa > 1$. This assumption will be useful in the analysis to follow. If we assume that the false alarm probability is of the form $P_{fa} = 10^{-m}$, for some $m > 0$, then $\kappa = 10^m + n > 1$ provided $n > -m$. Hence, we can choose any $n$ such that

$$\max(-m, -0.3010 N) < n < 0.$$

Further insight into the selection of an appropriate $n$ can be gained by examining the limiting behaviour of the detection probability of (9) as $n \to 0$. Note that, with the choice of $\kappa$ above, we can write the detection threshold explicitly as a function of $n$ as $\tau_2(n) = 10^{n/N} - 1$, which converges to zero as $n \to 0$. Notice also that $\kappa = \kappa(n)$ converges to $10^m = P_{fa}^{-1} = 1$ as $n \to 0$. Hence, writing the probability of detection ($P_d$) as a function of $n$, it is clear with an application of (9) that

$$P_d(n) = P\left(W(r) > \beta \left(\kappa(n)^{1/\alpha} - 1\right) \|u\|^2 + \tau_2(n)\|u\|^2 \|r\|^2 \right| H_1).$$

In order to examine the limiting behaviour of (15) as $n \to 0$, we require an application of functional analysis limit theorems to justify taking the limit inside the probability in (15). The relevant result is Lebesgue’s dominated convergence theorem [25,26]. Here, we apply it with $n \to 0$, instead of an infinite limit; it is not difficult to recast the theorem for the case under consideration.

Define a sequence of indicator random variables with $X_n(r) = I\left[\|W(r)\| > \beta \left(\kappa(n)^{1/\alpha} - 1\right) \|u\|^2 + \tau_2(n)\|u\|^2 \|r\|^2 \right| H_1]$, which takes the value of 1 if and only if the inequality specified in its definition is satisfied and is zero otherwise. Then, $P_d(n) = E(X_n(r))$, where the expectation is understood to be with respect to the distribution of $r$ under $H_1$. Then, it follows, using the limits specified above, together with the fact that convergence of sets is equivalent to pointwise convergence of indicator set functions [26], $\lim_{n \to 0} X_n(r) = I\left[\|W(r)\| > \beta \left(\kappa^{-1/\alpha} - 1\right) \|u\|^2 \right]$, which is an integrable random variable. Also, $X_n(r) \leq 1$ for all $r$, and so $|X_n(r)|$ is bounded by an integrable random variable. Hence, Lebesgue’s dominated convergence theorem justifies taking the limit inside the expectation in (15), and so

$$\lim_{n \to 0} P_d(n) = P\left[\|W(r)\|^2 > \beta \left(\kappa^{-1/\alpha} - 1\right) \|u\|^2 \right| H_1].$$

The limit in (16) is the detection probability of the WMF operating in Pareto clutter [18]. This result demonstrates that it is important to not choose $n$ too close to zero; otherwise, the performance of (9) may be similar to the WMF. In the case of horizontally polarised returns, the WMF has been shown to experience a significant detection loss because the clutter is very heavy tailed [16]. Hence, in such cases, it is prudent to select an $n$ further away from zero. For a scenario with vertically polarised returns, this restriction is less important.

As a simple example, suppose we are analysing detection performance with $N = 10$ looks and a false alarm probability of $10^{-6}$. Then, $\max\{-6, -3.010\} = -3.010$, which means we need to select an $n > -3.010$. Hence, for the case of detection in vertical polarised clutter, choose for simplicity $n = -1$. Then, $\kappa = 10^5$ and $\tau_2 = 10^{0.1} = 1 \approx 0.2589$. If the number of looks is reduced to $N = 3$ and the false alarm probability increased to $10^{-4}$, then we need to select an $n$ such that $-0.903 < n < 0$. For example, in the case of horizontally polarised clutter, we can select $n = -0.5$ so that $\kappa = 10^{5.5}$ and $\tau_2 = 10^{0.1667} - 1 \approx 0.4678$.

### 4 Coherent CFAR detector

In a practical implementation of the detector (9), it is clear that estimates of the Pareto clutter parameters will need to be used. The most frequently used approach is to apply a maximum likelihood estimation (MLE) process to approximate these unknown parameters. Assuming a moderate to slow scan rate, the MLE should have a sufficient number of data points available to produce clutter estimates. Maximum likelihood estimation for the clutter modelled as a compound Gaussian process with inverse gamma texture has been analysed in [12].

Recently, it has been shown how a property of Pareto order statistics can be used, together with a least squares approach, to estimate the texture clutter parameters [27].
This new approach has been shown to improve not only on the accuracy of the MLE procedure, but additionally results in a reduction of computation time. Further, the method works well with sample sizes significantly smaller than those required for accurate estimation with an MLE procedure [27].

An alternative is that it is possible to guess these parameters using the radar’s polarisation and azimuth angle as a guide to possible Pareto clutter parameters. Such a crude practice can be justified for the Pareto scale parameter based upon the results in [15], where it is demonstrated that various detectors for the clutter model of interest do not seem to be overly sensitive to this parameter. Hence, bounds can be used to approximate it. For example, it has been found that based upon the Defence Science and Technology Organisation (DSTO) X-band high-resolution radar clutter sets [14], very spiky horizontally polarised returns, in the upwind direction, will generally have very small shape parameters ($3 < \alpha < 5$), with scale parameter $\beta < 0.1$. For vertically polarised returns, also in the upwind direction, the shape parameter tends to be large ($\alpha > 12$), while the scale parameter $0.1 < \beta < 1$. Based upon these bounds, we can approximate $\beta$ quite easily. However, a statistical estimation procedure is still required for approximation of the texture shape parameter.

In this work, the focus will not be on the estimation of these parameters but on the cost of approximating them. For example, we will examine the performance of the detector (9) when the Pareto parameters are estimated with a percentage error. This will also be done using Pareto parameters fitted to a number of different X-band radar clutter data sets. Specifically, clutter parameters estimated from the DSTO Ingara radar data [28-30] as well as the Canadian IPIX radar data [12] will be used.

Based upon the detector (9), consider the alternative detector given by

$$T_3(r) = \frac{W(r) - \hat{\beta}(\kappa^{1/\hat{\alpha}} - 1) \|u\|^2}{\|u\|^2\|r\|^2}, \quad (17)$$

where $\hat{\alpha}$ and $\hat{\beta}$ are estimates of the respective Pareto clutter parameters. Then, using an analysis as in the derivation resulting in (12), it can be shown that the probability of false alarm for this detector is given by the following:

**Lemma 4.1.** For the detector (17), operating in a Pareto clutter environment,

$$\widehat{\text{Pfa}} = \left( \frac{\beta}{\beta + \hat{\beta}(\kappa^{1/\hat{\alpha}} - 1)} \right)^{\alpha} (1 + \tau)^{-N}. \quad (18)$$

The proof is similar to that of the result (10) and so is omitted for brevity.

Due to the fact that estimated clutter parameters are used in the detector (17), the $\text{Pfa}$ given by (18) is an estimate. To produce a CFAR detector, a mismatched threshold is used: suppose the threshold is actually set with (13). Further, suppose $\theta \in (0, 1)$ is the desired probability of false alarm of the detection scheme. Then, applying the threshold $\tau = (\kappa \theta)^{-1/N} - 1$ to (18), it is immediate that

$$\widehat{\text{Pfa}}_{\text{actual}} = \left( \frac{\beta}{\beta + \hat{\beta}(\kappa^{1/\hat{\alpha}} - 1)} \right)^{\alpha} \kappa \theta, \quad (19)$$

where $\widehat{\text{Pfa}}_{\text{actual}}$ is the resultant estimated false alarm probability due to using a mismatched threshold. The hope is that if the clutter parameter estimates are fairly accurate, there will neither be an increase in the desired false alarm probability nor a significant detection loss.

Observe that when $\kappa = 1$, the actual false alarm probability and $\theta$ will match exactly due to the detector (7). An analysis of (19) is now undertaken. To begin, the questions of estimator unbiasedness and standard deviation are addressed. It is immediate that if $\hat{\alpha}$ and $\hat{\beta}$ are unbiased estimators of $\alpha$ and $\beta$, respectively, then it is unlikely that (19) is also an unbiased estimator of $\text{Pfa}$ (also since $\kappa > 1$).

Table 1 shows Monte Carlo estimates for the mean and standard deviation of (19), for a selection of clutter parameter sets and $\text{Pfa}$. The choice for each $\kappa$ has been on the basis of the result (14) for examples to be considered in the numerical examples to follow in the next section. Each mean and standard deviation estimate has been generated using a Monte Carlo sample size of $10^5$, together with the Pareto parameter estimation algorithm developed in [27].

A mathematical analysis is now included to explore properties of (19) further. It is informative to consider the situation where the actual probability of false alarm is smaller than $\theta$. Performing some analysis of (19), this will occur when $\hat{\beta} \kappa^{1/\hat{\alpha}} - \hat{\beta} \kappa^{1/\hat{\alpha}} > \hat{\beta} - \hat{\beta}$. Hence, define a function $h(t) = \hat{\beta} t^{1/\hat{\alpha}} - \hat{\beta} t^{1/\hat{\alpha}}$, for $t \geq 1$. Then, $h(1) = \hat{\beta} - \hat{\beta}$, and by taking derivatives,

$$h'(t) = t^{-1} \left[ \frac{\beta}{\alpha} t^{1/\hat{\alpha}} - \frac{\beta}{\alpha} t^{1/\hat{\alpha}} \right]. \quad (20)$$

Observe that the derivative in (20) is positive when

$$t > \left( \frac{\alpha \beta}{\beta \hat{\beta}} \right)^{\hat{\alpha}/\alpha},$$
provided $\alpha > \hat{\alpha}$. Thus, it is required that $\frac{\hat{\beta}}{\alpha} \leq 1$. Hence, assuming these conditions hold, it follows that $h$ is an increasing function for $t \geq 1$, and so $h(t) \geq h(1)$ for all $t \geq 1$, and the estimated actual probability of false alarm will be smaller than $\hat{\theta}$.

An alternative condition can be established by introducing the function

$$f(t) = \frac{t}{1 + \omega (t^{1/\hat{\alpha}} - 1)^{\hat{\beta}}},$$

(21)

where $\omega = \hat{\beta}/\beta$. Note that $f(1) = 1$, and so in view of (19), the estimated actual probability of false alarm will be smaller than $\hat{\theta}$ when $f$ is a decreasing function. By applying the quotient differentiation rule, it can be shown that

$$f'(t) = \frac{1 - \omega + (\omega - \delta) t^{1/\hat{\alpha}}}{\left[1 + \omega (t^{1/\hat{\alpha}} - 1)\right]^{\hat{\beta} + 1}},$$

(22)

where $\delta = \frac{\alpha \hat{\beta}}{\hat{\alpha} \beta}$. Note that the denominator in (22) is always positive because $t \geq 1$. In the case where $\delta \geq 1$, the derivative is bounded by

$$f'(t) \leq \frac{(\omega - 1) (t^{1/\hat{\alpha}} - 1)}{[1 + \omega (t^{1/\hat{\alpha}} - 1)]^{\hat{\beta} + 1}} < 0,$$

(23)

when $\omega < 1$, since $t > 1$.

To summarise these results, the estimated resultant probability of false alarm (19) is smaller than the desired probability of false alarm $\hat{\theta}$ provided the condition

$$\frac{\alpha \hat{\beta}}{\hat{\alpha} \beta} \geq 1$$

(24)

holds, together with one of the requirements

(i) $\hat{\alpha} < \alpha$

(25)

(ii) $\hat{\beta} < \beta$.

(26)

In a practical implementation of the detector (17), using the threshold based upon (13), the hope is that if these condition are valid, we can achieve approximate CFAR control, with at worst a reduction in the desired false alarm rate. Observe that condition (26) justifies the usage of a lower bound on the Pareto scale parameter.

Note that in the case where condition (25) holds, then if $\hat{\beta} > \beta$, it is immediate that (24) is valid. Hence, underestimating the shape parameter is necessary in practice in order to ensure that the false alarm probability does not increase. This means it will be required to utilise lower bounds on data, coupled with an MLE procedure. The practical implementation of such a scheme, relative to the DSTO Ingara data, will be explored in subsequent research.

As some examples when these conditions are met in practice, suppose we underestimate the Pareto shape parameter with a 10% error, and the Pareto scale parameter is overestimated by 10%. By this, it is understood that $\hat{\alpha} = 0.9\alpha$ and $\hat{\beta} = 1.1\beta$. Then, the conditions (24) and (25) are both met. If both parameters are underestimated by the same percentage error, then (24) will hold, as well as both (25) and (26). If the shape parameter is underestimated with an error of 10%, while the scale parameter is underestimated with a 5% error, then all three conditions will also hold.

### 5 Performance analysis of detectors

Performance assessment of the two detectors (9) and (17) is now undertaken by examining curves plotting the probability of detection ($P_d$) as a function of the signal-to-clutter ratio (SCR), for a fixed probability of false alarm. As a comparison, the performance of the LTD (5) and

| $\alpha$     | $\beta$     | $\kappa$    | $\theta$ | Mean     | Standard deviation |
|--------------|-------------|-------------|----------|----------|--------------------|
| 15.8983      | 0.1812      | $10^{4.99}$ | $10^{-5}$| $1.2297 \times 10^{-5}$ | $6.6180 \times 10^{-6}$ |
| 15.8983      | 0.1812      | $10^{6.5}$  | $10^{-7}$| $1.3865 \times 10^{-7}$ | $1.0199 \times 10^{-7}$ |
| 3.4653       | 0.0029      | $10^{4}$    | $10^{-4}$| $1.0907 \times 10^{-4}$ | $3.2809 \times 10^{-5}$ |
| 3.4653       | 0.0029      | $10^{5}$    | $10^{-6}$| $1.2232 \times 10^{-6}$ | $6.4658 \times 10^{-7}$ |
| 1.5582       | $4.3286 \times 10^{-4}$ | $10^{2}$    | $10^{-5}$| $1.0458 \times 10^{-5}$ | $1.9906 \times 10^{-6}$ |
| 1.5582       | $4.3286 \times 10^{-4}$ | $10^{2}$    | $10^{-6}$| $1.0444 \times 10^{-6}$ | $1.9879 \times 10^{-7}$ |
| 1.8587       | 0.001       | $10^{4.5}$  | $10^{-5}$| $1.1831 \times 10^{-5}$ | $5.5198 \times 10^{-6}$ |
| 1.8587       | 0.001       | $10^{3}$    | $10^{-4}$| $1.0899 \times 10^{-4}$ | $3.2448 \times 10^{-5}$ |
WMF (6) are included. Additionally, the NMF (7) is also analysed since it is a special case of the detector (9), which has no requirement for Pareto clutter parameter estimation. In all cases, the detection probability has been estimated using Monte Carlo simulation, with $10^6$ runs. The clutter is assumed to have an exponential correlation structure, also known as a Toeplitz form, as in [8] and also [18]. This means we assume $\Sigma(i,j) = \rho^{i-j}$, where $0 < \rho < 1$ and the indices $i$ and $j$ range from 1 to the maximum number of looks. In addition, the normalised Doppler frequency has been fixed at 0.5 throughout. A simple Gaussian target model has also been employed in all examples, as in [2,18], which is also known colloquially in the signal processing literature as a Swerling I target model [2].

As remarked previously, clutter parameters will be based upon estimates obtained using MLE on real data sets. The Australian DSTO Ingara data set is a series of pure clutter returns obtained using the Ingara radar during a trial in the Southern Ocean in 2004. The Ingara radar is an airborne X-band, fully polarimetric radar, which operated in a circular spotlight mode. Further details concerning this radar can be found in [30], while a thorough analysis of the data is reported in [28]. During the data gathering exercise, the radar surveyed the same ocean patch at different azimuth angles, operating at 10.1 GHz with a 20-µs compressed pulse width, with a range resolution of 0.75 m. The fitting of a Pareto intensity model to the Ingara data is described in [14].

The IPIX radar is an experimental X-band search radar belonging to Canada’s McMaster University [31,32], and a clutter collection exercise was undertaken in 1998 as reported in [12]. As detailed in the latter, this radar is capable of dual polarised operations and used a dual frequency transmission range of between 8.9 and 9.4 GHz, with a pulse width of 0.06 µs. The range resolution is reported to have been 9 m. The clutter trial was conducted at a fixed location observing Lake Ontario from a height of 20 m so that the radar was stationary. Clutter parameter estimates are reported in [12], which provide a completely different range of Pareto clutter parameters than those obtained from the Ingara radar.

In the analysis to follow, four data sets will be used to present the performance of the detectors under a number of different scenarios. With reference to radar polarisation, throughout, HH will represent horizontal transmit and receive, and VV will be the vertical transmit and receive case. No examples of cross polarisation are included due to the fact that clutter parameter estimates resulting from this polarisation tend to fall between those obtained from the HH and VV polarisations [18]. Each example is listed by radar, polarisation and clutter parameter estimates. The definition of the inverse gamma distribution in [12] replaces $\beta$ with its reciprocal in (3), which has been taken into account in the IPIX-based examples to follow.

### 5.1 Ingara, VV, $\alpha = 15.8983, \beta = 0.1812$

The first example is based upon a typical VV-polarised clutter set obtained from the Ingara data trial. For this particular data set, the Pareto clutter parameters have been estimated to be $\alpha = 15.8983$ and $\beta = 0.1812$. Additionally, this clutter set was obtained at an azimuth angle of 255° (upwind direction is approximately 227°). Figure 1 shows two plots of the performance of the WMF, LTD and NMF when the clutter parameters are assumed to be known. The performance of the detector (9) is also included and is referred to as the alternative NMF (ANMF) in the plots. The left subplot is for the case where the number of looks is $N = 5$, the Toeplitz factor is $\rho = 0.8$ and a probability of false alarm is $10^{-5}$. With reference to (14), since $\max\{−5, −1.505\} = −1.505$ and we are examining the VV-polarised case, we select $n = −0.01$ so that $\kappa = 10^{6.99}$. The plot shows the WMF and ANMF matching very closely, while the LTD has a detection loss relative to these detectors. This is due to the fact that the clutter is approximately Gaussian distributed. The NMF saturates because of the small number of looks. Hence, in this case, we see that the design of the ANMF has improved detection performance in the case of a small number of looks.

The right subplot in Figure 1 is for the same clutter, but when $N = 8, \rho = 0.8$ and the false alarm probability is set to $10^{-7}$. Hence, since $\max\{−7, −2.408\} = −2.408$, we select $n = −0.5$ to generate $\kappa = 10^{6.5}$. Here, we observe a similar situation to the previous plot, except that the LTD has a larger detection loss relative to the WMF and ANMF. The NMF has again saturated.

Figure 2 examines the performance of the detector (17), relative to the four detectors WMF, LTD, NMF and ANMF, where the latter detectors have full knowledge of clutter parameters. In the figures to follow, detector (17) will be abbreviated to ANMF Approx. In this simulation, the left subplot is for $N = 20$ and $\rho = 0.5$, and the false alarm probability has been set to $10^{-6}$. Since $\max\{−6, −6.02\} = −6, n = −5$ has been selected so that $\kappa = 10$. It is assumed that $\hat{\alpha}$ has been overestimated by double, while $\hat{\beta}$ has been underestimated by 20%. By using (19), it can be shown the resultant Pfa = $3.955 \times 10^{-6}$, yielding an increase in the false alarm rate. All the other detectors have had their thresholds set so that they have this same resultant false alarm probability to provide a valid comparison. The left subplot in Figure 2 shows that the WMF has the best performance, followed by the LTD and then the ANMF. The detector (17) has better performance than the NMF, despite the fact that it requires parameter estimation.
Figure 1 Detector performance in the VV-polarised case, corresponding to clutter simulated from the Ingara radar data trial. Due to the large Pareto shape parameter, the data are roughly Gaussian, resulting in the WMF performing very well. In the left subplot, $N = 5, \rho = 0.8$ and probability of false alarm is $10^{-5}$. The new detector ANMF matches the WMF almost exactly. Additionally, the ANMF improves on the NMF, which saturates. The right subplot is for $N = 8, \rho = 0.8$ and the false alarm probability of $10^{-7}$. Here, we can see a difference in the WMF and ANMF. The latter still improves on the NMF.

The right subplot in Figure 2 is for the case where $N = 10, \rho = 0.5$ and false alarm probability is $10^{-7}$. Noting that $\max(-7, -3.01) = -3.01, n = -1$ has been selected, and consequently, $\kappa = 10^6$. In this example, it is assumed that the shape parameter estimate is overestimated by triple, while the scale parameter is also overestimated, but by double. The subplot shows the ANMF matching the WMF very closely, while the estimator (17) has better performance than the LTD. The NMF has completely saturated due to an insufficient number of looks. In this example, the resultant false alarm probability is $2.8255 \times 10^{-5}$, which has been used to set the thresholds for the four other detectors. What is observed here is an increase in the false alarm probability due to severe inaccuracy in the clutter parameter estimates.

Figure 2 Examples of performance of the CFAR (17), which is denoted by ANMF Approx in the figure. In all cases, the four other detectors have had their thresholds set so that they have the same false alarm probability as in (17). The left subplot is for the case where $N = 20, \rho = 0.5$ and false alarm probability is $10^{-9}$. The CFAR (17) is such that the Pareto shape parameter is overestimated by double, while the scale parameter is underestimated by 20%. We observe that the detector (17) has performance bounded by that of the ANMF and NMF. The right subplot corresponds to $N = 10, \rho = 0.5$ and a false alarm probability of $10^{-7}$. Here, it is assumed that the shape parameter is overestimated by triple, and the scale parameter is overestimated by double. In this case, the detectors have closer matched performance, while the NMF saturates.
5.2 Ingara, HH, $\alpha = 3.4653$, $\beta = 0.0029$

The second example is for the case of HH-polarised clutter, again obtained from the Ingara data trial. In this case, the azimuth angle was $315^\circ$, and the Pareto clutter parameters are $\alpha = 3.4653$ and $\beta = 0.0029$. Figure 3 shows detector performance when the texture parameters are known. The left subplot is for $N = 20$, $\rho = 0.1$ and a false alarm probability of $10^{-5}$. Since $\max(-6, -6.02) = -6$, we have selected $n = -1$ so that $\kappa = 10^5$. With this choice, it is observed that the ANMF introduces a detection gain over the LTD and the WMF. Additionally, the performance of the ANMF far exceeds that of the NMF, which has poorer performance than the WMF.

The right subplot in Figure 3 is for $N = 25$, $\rho = 0.1$ and false alarm probability of $10^{-5}$. Since $\max(-5, -7.525) = -5$, $n = -4$ has been selected, and hence, $\kappa = 10$. Increasing the number of looks has resulted in an improvement on the performance of the NMF, which introduces a detection gain on the WMF. The ANMF has the best performance, with a slight gain on the LTD.

Figure 4 shows some examples of the performance of the detector (17) in horizontally polarised clutter. The left subplot corresponds to $N = 30$, $\rho = 0.3$ and a probability of false alarm of $10^{-6}$. Due to $\max(-6, -9.03) = -6$, $n = -5$ has been selected so that $\kappa = 10$. It is assumed that both texture parameters have been overestimated by a factor of 5; consequently, the resultant false alarm probability is $3.0169 \times 10^{-8}$, based upon (19). Hence, there is a large reduction in the false alarm probability. All other detectors have had their thresholds set relative to this resultant probability. The subplot shows that the WMF has very poor performance, as expected in heavy-tailed clutter. The ANMF and LTD have very good performance, with the ANMF having slightly larger probability of detection. The ANMF approximation (17) has very good performance, despite the inaccuracy with its parameter estimates. In fact, it is slightly better than the LTD. The NMF’s performance trails that of the LTD. This example shows that the new CFAR (17) can improve on the NMF considerably.

The right subplot in Figure 4 is for $N = 40$, $\rho = 0.9$ and a false alarm probability of $10^{-7}$. Due to the fact that $\max(-7, -12.04) = -7$, $n = -6$ has been selected so that $\kappa = 10$ as previously. Here, it is assumed that the clutter parameter $\alpha$ is overestimated by double, while there is a 20% error in the estimation of $\beta$. The resultant false alarm probability is $3.0169 \times 10^{-8}$, which has resulted in an order of magnitude reduction in the desired false alarm rate. The subplot shows similar results to the previous subplot, except that all detectors have closer performance, with the exception of the WMF. The CFAR (17) is matching the performance of the LTD almost exactly in this case.

5.3 IPIX, HH, $\alpha = 1.5582$, $\beta = 4.3286 \times 10^{-4}$

Clutter parameters are now sourced from the IPIX radar trial. For this example, we take the case of HH-polarised returns, using the Pareto clutter parameters $\alpha = 1.5582$ and $\beta = 4.3286 \times 10^{-4}$. It is interesting to note that the IPIX clutter parameters are much smaller than those obtained from the Ingara data trial. Such a small shape parameter indicates very spiky returns. Figure 5 shows detector performance when both texture parameters are known. The left subplot corresponds to the case where
\( N = 30, \rho = 0.4 \) and false alarm probability is \( 10^{-6} \). Since \( \max\{-6, -9.03\} = -6, n = -4 \) has been selected and \( \kappa = 100 \). The subplot shows that the WMF has very poor performance. The ANMF improves on the performance of both the LTD and NMF.

The right subplot corresponds to \( N = 25, \rho = 0.7 \) and probability of false alarm of \( 10^{-5} \). Due to \( \max\{-5, -7.525\} = -5, n = -4 \) has been selected and so \( \kappa = 10 \). The results are similar to the previous subplot, except that the performance of the ANMF is much more pronounced. The ANMF is better than the LTD and NMF as before.

Figure 6 shows the performance of the CFAR (17) relative to the other detectors. The left subplot is for \( N = 30, \rho = 0.4 \) and a false alarm probability of \( 10^{-6} \). Since \( \max\{-6, -9.03\} = -6, n = -4 \) has been selected so \( \kappa = 100 \). For this simulation, it is assumed that the shape parameter \( \alpha \) has been overestimated by 50%, while the scale parameter is overestimated by 5 times its actual value. This results in an actual false alarm probability of \( 4.5453 \times 10^{-7} \), which is a reduction in the desired false alarm rate. The subplot shows that the WMF has very poor performance, which is due to the very spiky nature of the clutter. The CFAR (17) has performance bounded above by that of the ANMF and bounded from below by the LTD. Detector NMF has smaller probability of detection than LTD. In this example, the CFAR (17) has very good performance. All detectors have the same probability of false alarm.

The right subplot is for \( N = 25, \rho = 0.7 \) and a false alarm probability of \( 10^{-7} \). Since \( \max\{-7, -7.525\} = -7, n = -5 \) has been selected, and hence, \( \kappa = 100 \). Both clutter parameters are assumed to be underestimated by 20%. The resultant false alarm probability can be shown to be \( 4.4342 \times 10^{-8} \), which is a reduction in the design false alarm rate. The subplot shows that the ANMF has the best performance, and the CFAR (17) introduces only a tiny detection loss relative to the ANMF. The LTD has a significant detection loss relative to the ANMF and its approximation. The NMF also has a significant detection loss relative to the ANMF, (17) and the LTD. The WMF has very poor performance in this example.

5.4 IPIX, \( \alpha = 1.8587, \beta = 0.001 \)

The final example is for a VV-polarised case based upon the IPIX radar trial. In this scenario, the clutter parameters are \( \alpha = 1.8587 \) and \( \beta = 0.001 \). Although this example is for the VV channel, these clutter parameters indicate very heavy-tailed non-Gaussian clutter statistics [33]. Figure 7 shows detector performance under the assumption of known clutter parameters. The left subplot is for \( N = 30, \rho = 0.6 \) and a false alarm probability of \( 10^{-5} \). Since \( \max\{-5, -9.03\} = -5, n = -3 \) has been selected, so \( \kappa = 100 \). The subplot shows that the WMF has very poor performance. The ANMF has better performance than the LTD and NMF.

The right subplot in Figure 7 is for \( N = 25, \rho = 0.1 \) and a false alarm probability of \( 10^{-7} \). Due to \( \max\{-7, -7.525\} = -7, n = -6 \) has been chosen, with \( \kappa = 10 \). The subplot shows that the ANMF has very good performance relative to the LTD and NMF, while the
WMF has very poor performance. This is another example showing that the ANMF works very well in spiky clutter.

Figure 8 now examines the performance of the CFAR (17) in this clutter scenario. The left subplot is for \( N = 40, \rho = 0.6 \) and a false alarm probability of \( 10^{-5} \). In view of the fact that \( \max(-5, -12.04) = -5, n = -4 \) has been selected so that \( \kappa = 10 \). It is assumed that the parameter \( \alpha \) is underestimated by 20%, while \( \beta \) is overestimated by 20%. This results in an actual false alarm probability of \( 4.2849 \times 10^{-6} \), which is a decrease in the desired false alarm rate level. The subplot shows that the ANMF and its CFAR approximation (17) have very comparable performance, with both detectors performing better than the LTD and NMF. Here, as before, the WMF has the worst performance. All detectors are operating with the same false alarm probability, for consistency.

The right subplot is for \( N = 30, \rho = 0.1 \) and a false alarm probability of \( 10^{-7} \). Since \( \max(-7, -9.03) = -7, n = -6 \) has been selected, yielding \( \kappa = 10 \). For this example, the Pareto shape parameter is overestimated by 80%,
while the scale parameter is overestimated by 20%. This results in an actual false alarm probability of \(2.3328 \times 10^{-7}\), which is larger than the desired false alarm rate. The plot shows similar results to the previous subplot, except that it is easier to discern the differences in detector performance. Again, the ANMF has the best performance, and the CFAR (17) has very good performance.

6 Conclusions
This paper introduced a modification of the NMF detector, referred to as the ANMF and given by (9), which was shown to work very well in practice. By using a parameter \(\kappa\), which is a function of the design false alarm probability and the number of looks, and whose value is then determined by an application of (14), one can avoid the detector saturation issues inherent in the NMF. This new detector was shown to outperform the LTD and WMF in a large number of cases, when clutter parameters are known. In particular, this tended to occur for the case where the number of looks was large (\(N \gg 30\)), and the clutter is very spiky. In addition to this, by then introducing approximations to the clutter parameters, an approximate
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**Figure 7** Detector performance with clutter parameter estimates based upon the IPIX radar trial, with VV polarisation. The left subplot is for \(N = 30, \rho = 0.6\) and a false alarm probability of \(10^{-5}\). The ANMF has a gain over all other detectors. The right subplot is for \(N = 25, \rho = 0.1\) and a false alarm probability of \(10^{-7}\). Again, the ANMF has very good performance. Due to the heavy-tailed nature of the clutter, the WMF has very poor performance.

![Figure 8](image-url2)

**Figure 8** Analysis of the CFAR detector (17) in the same clutter environment as for Figure 7. The left subplot is for the case where \(N = 40, \rho = 0.6\) and a false alarm probability is \(10^{-5}\). It is assumed that the parameter \(\alpha\) is underestimated by 20%, while \(\beta\) is overestimated by 20%. We see that the new CFAR has very good performance. The right subplot is for \(N = 30, \rho = 0.1\) and a false alarm probability of \(10^{-7}\). For this example, the Pareto shape parameter is overestimated by 80%, while the scale parameter is overestimated by 20%. As before, the new CFAR has excellent performance.
CFAR version of this detector was analysed. It was shown to perform very well in practice, depending on the error in the approximation of the clutter parameters. The error in clutter parameter estimation resulted in a change in the desired false alarm probability. Some conditions were established to ascertain when there was not an increase in the false alarm rate. Provided that the clutter parameter errors were small, there were only small variations in the false alarm rate, as expected. Despite this, the CFAR (17) was shown to have very good performance in practice.

In further research, the detector (17) will be applied to real data to assist its performance in practice. This will be coupled together with real-time parameter estimation based upon the work of [27].
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