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Abstract—Traffic flow prediction is an important part of smart transportation. The goal is to predict future traffic conditions based on historical data recorded by sensors and the traffic network. As the city continues to build, parts of the transportation network will be added or modified. How to accurately predict expanding and evolving long-term streaming networks is of great significance. To this end, we propose a new simulation-based criterion that considers teaching autonomous agents to mimic sensor patterns, planning their next visit based on the sensor’s profile (e.g., traffic, speed, occupancy). The data recorded by the sensor is most accurate when the agent can perfectly simulate the sensor’s activity pattern. We propose to formulate the problem as a continuous reinforcement learning task, where the agent is the next flow value predictor, the action is the next time-series flow value in the sensor, and the environment state is a dynamically fused representation of the sensor and transportation network. Actions taken by the agent change the environment, which in turn forces the agent’s mode to update, while the agent further explores changes in the dynamic traffic network, which helps the agent predict its next visit more accurately. Therefore, we develop a strategy in which sensors and traffic networks update each other and incorporate temporal context to quantify state representations evolving over time. Along these lines, we propose streaming traffic flow prediction based on continuous reinforcement learning model (ST-CRL), a kind of predictive model based on reinforcement learning and continuous learning, and an analytical algorithm based on KL divergence that cleverly incorporates long-term novel patterns into model induction. Second, we introduce a prioritized experience replay strategy to consolidate and aggregate previously learned core knowledge into the model. The proposed model is able to continuously learn and predict the traffic flow network evolves over time. Extensive experiments show that the algorithm has great potential in predicting long-term streaming media networks, while achieving data privacy protection to a certain extent.

I. INTRODUCTION

A long-term streaming network refers to the fact that the topology of the transportation network is continuously added and removed over a long period of time (i.e., years and months), and nodes (sensors) are constantly changing, in line with real-world scenarios. In this paper, we investigate the integration of continuous reinforcement learning in long-term traffic flow network analysis. Classical traffic flow prediction is based on historical traffic data flow and static traffic network topology to predict future traffic flow conditions. In real-world problems, traffic networks and traffic flows are constantly changing. Traffic sensors deployed in transportation facilities record the expansion of the transportation network and the evolution of traffic flow. How to model and predict complex spatial dependencies and dynamic trends of spatio-temporal patterns is a pressing problem: ST-CRL, which aims to generate modeling and update, and finally make predictions.

Existing contributions to traffic flow prediction include CNNs, LSTMs, Transformers [1–3], and various cutting-edge methods have been introduced into the field to improve the accuracy of short-term prediction in static networks. Part of the research focuses on modeling the communication network using GNN for traffic flow prediction, and has achieved great success by mining space-time correlation [4]. For example, VAR, SVR [5, 6] reduce the prediction to a single time series forecast. The spatio-temporal correlation between different locations has failed to be captured using statistical modeling approaches. In addition, training such models for all locations leads to poor performance, while using models for each location increases consumption time and storage costs. With the development of deep learning, researchers have applied various frameworks to overcome the difficulties in understanding spatio-temporal data patterns. Part of the research proposes to use reinforcement learning learning agents to learn autonomously to enrich spatial semantics to simulate streaming spatio-temporal data [7–10]. There are also some studies that propose feasible algorithms that can be used for specific communication prediction problems [11, 12]. Although these methods have achieved impressive results on the traffic prediction task, most of the research cannot be directly applied to the prediction of long-term streaming networks.

Continuous learning, also known as incremental learning and lifelong learning, is roughly equivalent in concept and has the ability to continuously process a continuous flow of information in the real world, and retain or even integrate and optimize old knowledge while absorbing new knowledge. Existing methods can be roughly divided into three categories: regularization-based methods [13], replay-based methods [14], and parameter isolation methods [15]. In recent years, continuous learning has been applied in the field of dynamic graph learning, and continual GNN and ER-GNN have achieved good results in incremental learning that only considers the GNN model when the graph structure changes. However, when the temporal patterns of nodes and network topology evolve simultaneously, they cannot handle efficient updating of spatio-temporal models in transportation networks.
To capture the expansion and evolution of long-term streaming networks, the simplest approach is to retrain the model as the road network structure is updated, a continuous learning called incremental upper bound. However, the consumption of resources is huge and the newly trained model will lose historical information, and the relative increase of the parameters of the new model poses serious challenges to efficiency and performance. Transferring existing network knowledge to the new model for resource saving and data protection is an intuitive architecture, given that the old model already produces good predictions. There are two issues to consider when using the old model directly. One is how to model new data. As streaming networks expand and evolve, large discrepancies between old and new data can reduce the accuracy of predictions, or even lead to catastrophic forgetting. The topology of the transportation network is also different from before. Therefore, three challenges need to be faced: how to model long-term streaming networks, how to extract useful knowledge from old models and fuse them, and how to efficiently capture new data models.

After a comprehensive analysis, we identified a better criterion based on imitation: teaching autonomous agents to imitate sensors based on individual data (e.g., traffic, speed, occupancy) recorded by the sensors. Based on the sensor records, the traffic values for the next moment are planned. Traffic flow prediction is most accurate when the agent can perfectly replicate the sensor activity pattern. Emerging reinforcement learning can train agents to plan their next actions to function in their environment. The state of the environment is a fused representation of sensor and traffic network dynamics, and this capability offers great potential for implementing imitation-based criteria for more accurate traffic flow prediction.

We therefore formulate the problem as a continuous reinforcement learning framework, where the agent is the next moment flow value predictor, the action is the next set of flow values in the sensor, and the environmental state is the fused representation of the sensor patterns. For example, traffic, speed, occupancy) and traffic network dynamics. The action taken by the agent to predict the flow value changes the environment, causing the sensors to record data updates, while the agent further explores changes in the dynamic traffic network, which helps the agent to more accurately predict the traffic flow at the next moment. The action pays off by reducing the gap between proxy activity patterns and actual traffic. Re-enacted, our new goal is to use a continuous reinforcement learning framework to extract traffic network representations and traffic flow predictions in environmental states by continuous reinforcement learning from long-term streaming networks.

To improve efficiency and effectiveness, based on the above architecture, we have further designed the model by integrating unknown patterns of new nodes and changing patterns of old nodes. To discover the differences between the old and new models, we propose an algorithm based on KL scatter to measure the changes of node characteristics with the model. To consolidate the traffic knowledge of the old nodes and transfer it to the new model for better prediction, we employ a prioritized experience replay strategy from a data utilization perspective. By combining the two approaches in the model, a balance is struck between learning new traffic patterns from new data and maintaining historical knowledge learned from previous data.

Our main contributions are summarized as follows. (1) We propose a new imitation-based criterion for traffic flow prediction: the more the agent can imitate the standard sensor model, the more accurate the traffic prediction will be. (2) Motivated by model-based criteria, we reshape the long-term streaming network prediction problem into a continuous reinforcement learning framework, where the agent is the next traffic value predictor and the action is the next sequence of traffic values in the sensor. The state of the environment is a dynamically fused representation of the sensor and traffic network. The reward for an action is the agent’s ability to predict the accuracy of traffic. (3) We demonstrate extensive experimental results on real traffic networks to demonstrate performance improvements. (4) Our framework can be generalized to learning tasks with long-term network structure, including but not limited to speed, traffic, congestion, etc., to support model building of intelligent transportation.

II. BACKGROUND AND PROBLEM DEFINITION

We first introduce the key definitions and the problem statement. Then, we show the overview of the proposed framework, followed by the discussion of difference with literature. All the notations are summarized in Table 1.

A. Key Components of Reinforcement Learning

In our problem setting, we show that predicting traffic flow can be formulated as a continuous reinforcement learning framework as follows:

1) **Agents.** We treat the next traffic value predictor as a proxy, i.e., predicting the traffic flow in the temporal context. Composition of all sensors based on the current state of the environment.

2) **Actions.** The action space $A$ is the prediction range of the agent for the traffic flow. The action $a_t \in A$ represents our prediction of traffic flow in the simulated time context $t$. To further simplify the action space, set the traffic range threshold to 5 categories, i.e. $[0, 1, 2, 3, 4]$ to represent the agent’s prediction of traffic in different states.

3) **Environment.** The environmental state is a fused representation of sensor patterns and traffic network dynamics in long-term streaming networks. The action taken by the agent at time $t$ (i.e., traffic flow prediction) changes the environment, resulting in an update of the agent’s mode, while the agent further explores changes in the dynamic traffic network, which helps the agent to more accurately predict the next visit. Specifically expressed as $G = (G_1, G_2, ..., G_t)$, where $G_t = G_{t-1} + \Delta$. $\Delta$ represents the expansion or deletion of traffic network nodes in the temporal context.
4) **State.** The state \( s \) represents the mode representation of the current agent (i.e., sensor) under the traffic network at time \( t \), specifically the traffic, speed, and occupancy rate on the sensor at the time of deployment \( t \), as well as the current local connected network information.

5) **Reward.** The agent predicts different traffic flow networks through the specific flow, speed, and occupancy rate under the state \( s \), we define the reward \( r \) as (i) \( r_p \), the difference between the actual flow value and the predicted flow value; (ii) \( r_c \), the speed, the traffic flow is proportional to the speed; (iii) \( r_o \), the occupancy rate, the traffic flow is inversely proportional to the occupancy rate, here is the reciprocal. The reward can be denoted as:

\[
r = \lambda_p \times r_p + \lambda_c \times r_c + \lambda_o \times r_o \quad (1)
\]

where \( \lambda_p, \lambda_c \) and \( \lambda_o \) denote the weights of the following \( r_p, r_c \) and \( r_o \) terms. We use the class difference between predicted and actual traffic flow as reward \( r_p \).

**B. Problem Statement**

In this paper, we study the long-term streaming network prediction problem. Due to the expanding and evolving nature of long-term traffic networks and traffic flows, we reformulate the traffic flow prediction problem as a continuous reinforcement learning problem that combines the data utilization of continuous learning and the modeling representation of reinforcement learning. Formally, given the state of the environment (traffic network and traffic flow pattern) before time \( t \), the goal is to predict the traffic flow after the topology change of the road network at time \( t+1 \) as output. Sensor patterns are updated incrementally with the environment to provide accurate predictions.

**C. Framework Overview**

Figure 1 shows an overview of our proposed framework, which includes the following key components: (1) Environment state updates. We consider agent patterns to interact with the environment at a given time context. Specifically, at each step, the agent state is updated by making a traffic flow prediction with environmental influence at the given time context; instead, the environment forces the agent mode to update at the given time context. (2) Strategy learning. In order to discover the difference between the old and new models, we propose an algorithm based on KL divergence to measure the change of node features with the model. In order to consolidate the traffic knowledge of the old nodes and transfer it to the new model for better prediction, we adopt a prioritized experience replay strategy from the perspective of data utilization. Predictions are evaluated against the gap between actual and predicted traffic flow, which in turn forces the next visit planner (agent) to imitate sensor preferences and patterns to satisfy imitation-based learning criteria. (3) Feedback. The agent accepts the environment and gives feedback, i.e., predicts traffic flow. Feedback is represented by a reward \( r \). (4) Policy update. After each time step, we have the current state \( s_t \), the reward feedback from the environment \( r_t \), and the next environment state \( s_{t+1} \) as a tuple \((s_t, a_t, r_t, s_{t+1})\) storage and sampling. (5) Repeat steps (1)-(4).

**D. Comparison with literature**

Despite the impressive results in traffic flow prediction, the main problem is that most methods aim to predict short-term static network structure without long-term self-update capability. The prediction of long-term streaming media network is of great significance to the construction of smart transportation, which can save a lot of human resources and costs. Therefore, in our work, continuous reinforcement learning is used for traffic flow network modeling and achieves good communication prediction performance through a continuous decision-making process. Unlike static transportation networks, long-term streaming networks are constantly expanding and evolving. Therefore, we provide rich semantics based on time-step, integrated sensor recordings of traffic networks and traffic flows to better understand agent patterns and communication prediction preferences.

**III. METHOD**

This section details our empirical evaluation of the proposed method on real-world data.

**A. Network Structure**

Dueling DQN [16] is widely exploited to learn policies by leveraging deep neural networks. In order to get the exact value of reward \( r \), take state \( s \) as input, we use the \( Q-\) value function to represent the expected return after selecting the action (traffic flow category) in the current state according to the policy.

**Policy Design.** Actions in state \( s \) are represented by \( Q-\)values. Maximize cumulative reward by Bellman equation:

\[
Q^\pi(s_t, a_t) = \mathbb{E}[r_t + \gamma \mathbb{E}[Q^\pi(s_{t+1}, a_{t+1})]] \quad (2)
\]

where \( \gamma \) is the discount factor. The \( Q-\)value uses the temporal difference(TD)-based method recursively:

\[
Q^\pi(s_t, a_t) = Q^\pi(s_t, a_t) + \alpha[r_t + \gamma \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1}) - Q^\pi(s_t, a_t)] \quad (3)
\]

Where \( \alpha \) represents the learning rate.

These elements form the experience tuple at time step \( t \), \((s_t, a_t, r_t, s_{t+1})\). The agent draws a batch of memory from the experience replay buffer and computes the following loss function:

\[
Loss(\theta) = \mathbb{E}_B[y - Q(s_t, a_t; \theta)]^2 \quad (4)
\]

\[
y = r_t + \gamma \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1}) \quad (5)
\]

where and \( \theta \) is a parameter of the common part of the neural network structure, and \( y \) definite as above.

As shown in Figure 2, we link sensor patterns and local link matrix information as the input of a fully connected (FC) layer, then, FC will map a given state \( s \) to output \( Q(s, a) \), policy selection \( Q(s, a) \) the highest value, and use its \( a \) as the prediction result.
B. Prioritized Experience Replay.

The training strategy consists of two stages: (1) priority assignment, assigning each data \((s_t, a_t, r_t, s_{t+1})\) sample a priority score \(p_r\); (2) sampling strategy, select data samples from replay buffer for training. The lower the reward obtained by the agent, the better the next-visit planner (agent) mimic the sensor mode, and the smaller the contribution of data samples to policy training. Therefore, formally, for each data sample \((s_t, a_t, r_t, s_{t+1})\), the reward-based priority score \(p_r\) is defined as:

\[
p_r(s_t, a_t, r_t, s_{t+1}) = r 
\]

C. Important Sampling.

After we get the priority score, we can’t simply select the largest sample to update, because this will lead to too small samples will never be selected, and it is easy to quickly overfit, we use the exponential form to adjust the probability distribution of sampling. After each sample \(i\) has an important metric \(p_i\), adjust the probability distribution of sampling in the form of real numbers

\[
P(i) = \frac{p_i}{\sum_k p_k} 
\]

where \(P(i)\) is the sampling probability of the \(k\)-th data sample given the corresponding priority score. We select the top 5% nodes with the highest scores as candidates for learning new patterns. These nodes have perfectly simulated agent (sensor) patterns and made accurate predictions.

In the traffic flow prediction problem, another problem arises when the time step changes, the model may forget what it has learned previously, because it only focuses on new patterns. Catastrophic forgetting prompts the model to consolidate previous knowledge, and old nodes in the transportation network should be replayed. A simple strategy is to randomly sample traffic flow samples from old nodes, but since these samples are highly randomized, the error is large. One of the existing methods is to trace the source of this knowledge, that is, historical traffic data. The second is to force the current training model to be isolated from the old model parameters. We have recorded samples of perfectly simulated sensor patterns when employing the above-mentioned prioritized experience replay and importance sampling strategies. Motivated by the first approach, such samples are used for the review of historical information.

D. Evolution Pattern Detection

On the one hand, transportation networks expand over time, i.e. sensor connectivity changes over time. So traffic between old and new nodes (sensors) can vary greatly. We design a detection algorithm to detect these nodes. Using \(P_{G_t}\) and \(P_{G_{t-1}}\) to describe the distribution of the eigenvalues of two nodes, the purpose is to analyze the similarity of the previous two distributions and reveal the change pattern of the old and new nodes. Therefore, KL divergence is introduced as a similarity measure:

\[
KL(G_t||G_{t-1}) = E \left[ \log \left( \frac{P_{G_t}}{P_{G_{t-1}}} \right) \right] \tag{8}
\]

If a node’s KL scores is very high, its pattern can be considered to have evolved substantially. Finally, we select the top 10% nodes with the highest KL scores as candidates for learning new patterns.
In this section, we present an empirical evaluation of the proposed ST-CRL and other baselines on real-world long-term streaming network data.

A. Data Description
We conducted some experiments on the real data set PEMS3 stream [17], collected by the Highway Performance Measurement System in California, collected data every 30 seconds through the sensor, aggregated the data in 5 minutes, and recorded the PEMS3 stream containing 2011 to 2017 Traffic flow data in the North Central region, while recording traffic, occupancy, speed and travel time for each lane (one station typically serves sensors in all lanes at one location). The average time series for 2011-2017 is 15264. These data provide sufficient data and spatio-temporal information. The specific information is shown in Table 1. The annual data is divided into training, validation and test sets in a 6:2:2 ratio in the time dimension. Our task is to predict the traffic flow for the next hour using data from the previous hour. The optimizer learning rate is 0.001, the batch size is 128, and train until convergence (floating around 100 epochs).

| Year | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 |
|------|------|------|------|------|------|------|------|
| Nodes | 655  | 715  | 786  | 822  | 834  | 850  | 871  |
| Edges | 1577 | 1929 | 2316 | 2536 | 2594 | 2691 | 2788 |

B. Evaluation Metrics
To evaluate the performance of our framework, we employ mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE) as measures of effectiveness. Use total training time and training time for individual nodes to reveal model efficiency.

C. Baseline Methods
SVR [6]. Support Vector Regression adapts support vector machine for regression task.

GRU [18]. Gated Recurrent Unit is an RNN model that leverages gated mechanism.

Static-STModel [19]. We utilize data at the first year (i.e., 2011) to train a surrogate model, and forecast traffic flow after 2011 using the surrogate model directly.

D. Overall Comparison
In this section, we compare ST-CRL with other baselines on traffic forecasting tasks and discuss the performance and efficiency results. Figures 2 and 3 show the spatio-temporal (i.e., next 15, 60 minutes) traffic forecasting performance in both short- and long-term contexts. The average MAE, RMSE, and MAPE are calculated for each model for all years. Our models achieve more accurate prediction errors compared to traditional online training methods (i.e., Static-STModel). In addition, ST-CRL employs a reinforcement learning model to continuously learn and maintain historical empirical data. It significantly outperforms simple methods such as SVR and GRU and has the performance model of advanced models. Since Static-STModel does not incrementally update the model, it cannot capture new patterns on the traffic network and maintain historical experience, leading to a rapid increase in prediction error. If only new nodes are trained incrementally every year without maintaining the patterns of other nodes, it will lead to a catastrophic forgetting problem. The expressiveness of the model will become unstable. Especially when the patterns of old and new nodes are very different, the prediction results will be poor. ST-CRL can maintain good and stable prediction results after modeling streaming networks, and by prioritizing experience replay and KL analysis, the results show that it can keep learning new traffic patterns while maintaining existing knowledge.

Figures 3(d) and Figures 4(d) show the running time of each model, including the total training time and the training time per epoch, averaging 7 years. It demonstrates that ST-CRL can achieve accurate predictions while maintaining high efficiency, making it possible to use it for display applications. Note that STModel uses the model trained in the first year to predict annual traffic flows thereafter, so it has a training time of 0 after 2011.

V. RELATED WORK
A. Traffic Flow Forecasting
Due to the rapid development of intelligent transportation systems (ITS), predicting the traffic flow has attracted great
attention from both industry and academics. Traditional statistical methods using various machine learning techniques, such as VAR, ARIMA and SVR [20–22], which can estimate the time-series in the traffic data. But these methods failed to pay attention to the spatial-temporal correlation between different locations. Also it will increase wasted time and storage when training each location with a model. Inspired by the advances in deep learning techniques, researchers have combine deeper networks to overcome the problem of the spatial-temporal data, such as ResNet [23] and LSTM [24] for the traffic prediction. RSTN combines CNN and ConvLSTM [25] modules through residual connections to capture spatial-temporal and extraneous dependencies. MGSTC [26] explores multiple spatial-temporal correlations through multiple gated spatial-temporal CNN branches, and dynamically combines spatial-temporal features. But these methods are not use for long streaming network. Also there have been some researches on the use of reinforcement learning in the traffic, but the problems are not traffic flow predictions.

B. Continual Reinforcement Learning

Continual learning is constant development of increasingly complex behaviors, which is a technique to train the model with the stream data. Existing methods can be divided into three categories: Replay methods [27], Regularization-based methods [13] and Parameter isolation methods.

The main goal of continuous learning is to solve the catastrophic forgetting problem of model training. When conventional deep learning models are trained on new tasks, their performance on old tasks will be significantly reduced, or even devastating. To overcome catastrophic forgetting, a conflict architecture that needs to be resolved, the stability-plasticity dilemma, is proposed. The trained model must have a certain ability to integrate new and old knowledge (stability) on the one hand, and at the same time need to prevent new knowledge from interfering with previous experience (plasticity).

VI. CONCLUSIONS

We study the problem of long-term traffic flow prediction. Due to the continuous expansion and evolution of the long-term traffic network topology and traffic flow, we use reinforcement learning for modeling and continuous learning for historical data analysis to gradually learn to generate accurate traffic flow prediction, specifically, we describe the state as a combination of sensor patterns and a transportation network, where interactions are modeled, bidirectional updates based on the practice part, the strategy aims to simulate sensors through the Dueling DQN involved and an improved sampling. Proxy mode to generate accurate traffic flow forecasts. From experiments, we can observe that this strategy better understands sensor patterns and preferences. In addition, the proposed prioritized experience replay strategy and KL analyze historical knowledge and integrate it into continuous reinforcement learning to complete the task of traffic flow prediction. It has been proved to be very effective by experiments. Compared with traditional training methods, it achieves higher prediction accuracy while greatly reducing the training complexity.
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