Modeling the construction of an individual learning path
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Abstract. In this paper, the most important aspect is touched upon - the principle of constructing an individual learning path in the system of open education. At the moment, there is no clear implemented construction method that satisfies both the learner and the teacher. The method proposed in this paper is based on the use of neural network technologies to determine significant input parameters that affect the success rate. At the first stage of determining an individual trajectory, proceeding mainly from theoretical ideas about the diagnosed set, a “draft” version of the list of parameters is formed. This option includes parameters that, according to the expert, should reflect the individual psychological differences of the subjects. The definition of a “draft” version of the initial set of diagnostic features is a difficult formalized task.

1. Introduction
In this paper, the most important aspect is touched upon - the principle of constructing an individual learning path in the system of open education. At the moment, there is no clear implemented construction method that satisfies both the learner and the teacher. The method proposed in this work finds a compromise of the problem posed: on the one hand, it does not burden the student with exhausting tests, and on the other, it does not completely shift the problem of constructing trajectories to the teacher [1, 2, 3, 4].

2. Materials and methods
In the paper, there were used general scientific and special research methods to solve mentioned aim. There are graphical analysis, statistic, techno-economic, expert estimation method. It was studied theoretical and applied papers on the research topic [1-26], also official statistics data. For developing the neural network used Matlab and Nnstar module.

3. Results
The principle of constructing an individual trajectory is proposed as follows: based on the predicted success rate of passing each module for a particular student, the modules are arranged in a chain in descending order of this indicator, which corresponds to the transition from simpler to more complex modules for this student. The method proposed in this paper is based on the use of neural network technologies to determine significant input parameters that affect the success rate. [6, 7, 8, 9, 10].
At the first stage of determining an individual trajectory, proceeding mainly from theoretical ideas about the diagnosed set, a “draft” version of the list of parameters is formed. This option includes parameters that, according to the expert, should reflect the individual psychological differences of the subjects. The definition of a “draft” version of the initial set of diagnostic features is a difficult formalized task.

Assessment of the selected parameters was carried out expertly, however, at the next stage of development, the use of psychodiagnostic tests and the results of the final control in the form of tests formed by the training system are implied. Such a system should reduce the time for creating training modules, control knowledge at various stages of training, and ensure the storage of material of the most common (hierarchical) structure [11,12,13,14,15].

The features of the developed system are the presentation of theoretical material in the form of a hierarchy of sections, some of which can be weighted (laborious) and assigned to a certain discipline (for example, power electronics) through a type of theory; can have practical tasks of various types, the result of which for each user is logged, where not only the result is recorded, but also the number of attempts and the date of execution. There are interdisciplinary relations, the connection of students with their courses, the composition of the courses [16,17,18].

The following parameters were selected as parameters of the modules and the student.

Student Options:

- full name;
- attentiveness;
- perseverance (endurance);
- independence;
- speed of perception;
- mentality;
- gender;
- initiative;
- organization.

Module parameters:
- course volume (hour);
- volume of lecture material (hour);
- the amount of practical work (hour);
- independent work (hour);
- number of illustrations;
- number of definitions;
- complexity (for a typical representative of the target group).

A separate database has been created to store data on students and modules. At the moment, it is an independent product along with software for working with it and is a specialized pre-processor. This approach is primarily due to the fact that initially the success of the new method for constructing individual learning paths was not known. Its introduction into an already working system was not advisable, the parameters of the students were determined expertly, and therefore, entering these data into the existing database is much more complicated, i.e. to requires its restructuring, in addition, the neuroimulator is not able to work with some databases and related tables.

The entire population is represented by the entire multitude of students studying electrical engineering disciplines from the moment they were last modified by one of the selected experts. During the work, statistics were collected for the student and test sample among students of the V.I. Vernadsky Crimean Federal University. To solve the problem, 78 students were selected from the general population. The selection criterion was students of the last two years of study who completed all the
modules according to the standard program (those who did not complete all the modules in the alternative form of passing or receiving an individual assignment).

45 students were randomly selected for training the network (248 examples), the remaining 33 students (112 examples) made up a test data set. To train the network, the number of examples must satisfy one of the rules $G > 2(b + l); G > (b + l)^2; G > 2(b + l),$ where $G$ is the number of examples for training the network, $b$ is the number of learner parameters, $l$ is the number of module parameters. It is believed that the higher the criterion that the set for training the network corresponds to, the more global the network will be (however, conflicting examples and methods for eliminating them should be taken into account). When distributing the examples to training and test, taking into account the criterion and preference for training the network, the parameters were distributed in a ratio of 1:2. The selection was carried out by selecting every third student, that is, every 6 records through 12 from the resulting table sorted by student code.

To simplify data entry, an automatic transition to a new parameter, “hot keys” and protection from incomplete information are provided.

The connection of the tables with the parameters of the student and the parameters of the module is carried out according to the “many to many” scheme by means of the communication table with the following fields

The model built in the Neural Network Toolbox (NNT). From the currently available neural network software products, this product is distinguished by the availability of targeted simplification of the neural network for the subsequent generation of a verbal description. It is the presence of developed capabilities to simplify the network, together with the construction of its verbal description, that gives the proposed product new consumer properties.

The model showed the best results when using the hyperbolic tangent function for the input, output layers and the hidden layer on which 3 neurons are located. As the learning algorithm, an elastic propagation algorithm was chosen. After training, a neural network test was run on a test set in order to calculate the average model error. In order to be able to compare the results of the two models, the model error was calculated using the following formula:

$$error = \frac{|V - V_n|}{V} \cdot 100\%$$

where $V$ - the actual value of the output parameter; $V_n$ - obtained forecast value.

The error was estimated according to the following principle: we consider the model suitable for building a forecast if the error is not more than 5%, while accurate results are achieved when the error value is less than 3%.

The error of the model built in the NNT relative to the real value is 2.89%. We consider this model suitable for forecasting.

Next, a study was made of the significance of the parameters using the built-in function of the NNT. The results, sorted in descending order, are presented in figure 1.

The rank of the significance of the input parameters for each network is determined, which will allow a more adequate analysis of the influence of the parameters on the output field. In most cases, the ranks of significance coincide with the average values of significance of the parameters, but sometimes they differ. The average value can be small (averaged over all networks), nevertheless, the rank shows the great importance of this parameter. The rank more precisely determines the order of the parameters according to the degree of their influence on the output field.

It can be seen from the figure1 that the most significant parameters are:

- initiative;
- organization;
- gender;
- date of birth in days;
- mentality;
number of illustrations;
complexity.

The minimum relevant parameters are:

- volume of practical exercises (hour);
- course volume (hour);
- attentiveness;
- volume of lectures (hour);
- perseverance.

Figure 1. Significance of parameters characterizing students.

From the results obtained, it is obvious that in the case of using elements of open education the concepts of “course volume”, “perseverance” (the ability to continuously assimilate more information) and “mindfulness” (the ability to assimilate details and basic aspects “on the fly”) are erased that first of all, it is connected with the features of open education - individual dosing of information and the lack of a rigid time frame (the student himself determines when and how much information he wants to study, guided by only the maximum time allotted for the module, which, as a rule, significantly exceeds the average required).

As for the parameters, initiative, organization, mentality, gender and date of birth, their significance is explained by the concept of professional suitability. It is proved that to work in certain professions a person must possess a number of qualities (this concept is most widely used in the selection of personnel
in law enforcement agencies). Such a parameter as the number of illustrations is a criterion, first of all, for visibility and, consequently, for material availability, which contributes to a better and much faster assimilation.

The principle of constructing an individual trajectory is assumed as follows: based on the predicted success rate of passing each module for a particular student, the modules are arranged in a chain in descending order of this indicator, which corresponds to the transition from simpler to more complex modules for a student.

The effectiveness of the method allows the transition to the next round of system development:

- creating a gateway for exporting data to create new neural networks;
- restructuring the database of the training system, taking into account the parameters of students and modules (and also taking into account the fact that for different courses this set will be different);
- creating a tool for importing verbal descriptions of a neural network into a training system with its subsequent use as a model for constructing trajectories.

The proposed method for determining the individual trajectory will allow to determine:

- a mechanism for constructing an individual trajectory based on the forecast of the success rate of the module;
- tests to determine the parameters of students and their implementation in the system in order to automate the process of collecting parameter data;
- a high percentage of correctly defined examples (from 70.8% to 84.3% across five networks) allows us to state the possibility of using this method for forecasting;
- the most significant input parameters affecting the success rate, most of which show a fairly stable effect (included in the top five most significant parameters in each of the trained neural network).

4. Conclusions
Based on the testing program included in the training system, comprehensive testing of students was conducted. The developed system is introduced into the educational process. In addition to the direct use of the computerized training system in educational institutions, it can be used at industrial enterprises for certification of personnel, in the selection of personnel. The individual components of the system can be used for making presentations, technical documentation, descriptions of technological processes.
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