Sensing of Arbitrary-Frequency Fields Using a Quantum Mixer
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Quantum sensors such as spin defects in diamond have achieved excellent performance by combining high sensitivity with spatial resolution. Unfortunately, these sensors can only detect signal fields with frequency in a few accessible ranges, typically low frequencies up to the experimentally achievable control field amplitudes and a narrow window around the sensors’ resonance frequency. Here, we develop and demonstrate a technique for sensing arbitrary-frequency signals by using the sensor qubit as a quantum frequency mixer, enabling a variety of sensing applications. The technique leverages nonlinear effects in periodically driven (Floquet) quantum systems to achieve quantum frequency mixing of the signal and an applied bias ac field. The frequency-mixed field can be detected using well-developed sensing techniques such as Rabi and CPMG with the only additional requirement of the bias field. We further show that the frequency mixing can distinguish vectorial components of an oscillating signal field, thus enabling arbitrary-frequency vector magnetometry. We experimentally demonstrate this protocol with nitrogen-vacancy centers in diamond to sense a 150-MHz signal field, proving the versatility of the quantum mixer sensing technique.

I. INTRODUCTION

From environmental noise in qubit platforms [1–3] to magnetism in condensed matter physics [4] and microwave antennas [5–7], magnetic fields of interest span from dc to GHz ranges. Quantum sensors such as neutral atoms [8–10], trapped ions [11], and solid-state spins [12,13] have made rapid progress in performance, yet have been limited to standard sensing protocols, including Rabi oscillation [14–17], and pulsed [18–21] and mixed dynamical decoupling [22]. These protocols severely limit the range of accessible frequencies to a narrow window around the sensor’s resonance frequency or a low-frequency range constrained by the control field amplitude. For example, the accessible frequency range for solid-state nitrogen-vacancy (NV) spins in diamond [23] is currently limited to a near-resonant window around 2.87-GHz zero-field splitting or below a few MHz. Notably, NV ensembles have not yet been able to sense intermediate frequencies (50 MHz to 2 GHz) or ultrahigh frequencies (above a few GHz) because of the challenges of achieving large static fields and strong driving with the required homogeneity. Even for single defects, avoiding large static fields while achieving arbitrary-frequency vector magnetometry is desirable.

A strategy to overcome this constraint is to convert the desired signal to the accessible frequency range of preexisting sensing protocols by classical frequency mixers [24]. However, these bulky devices can be an obstacle to deploy quantum sensors and reduce their spatial resolution.

In this paper, we develop an integrated sensor and frequency mixer based on the same quantum device by exploiting virtual transitions between different Fourier manifolds in periodically driven (Floquet) quantum systems. This creates the quantum analog of a frequency mixer, which we dub quantum frequency mixing.

The synthetic ladder energy structure of Floquet systems [25] yields rich dynamics and broad applications [26]. In quantum simulations, Floquet systems have become versatile platforms for creating and characterizing exotic states of matter such as time crystals [27,28], topological phases [29–35], and quantum chaos [36], and Floquet states have been exploited to characterize dynamical symmetries [37,38], observe stimulated Raman transition [39], and simulate long-range hopping [40]. In quantum metrology,
Floquet spectroscopy has been developed to sense ac magnetic field signals [20] and analyze spin systems [41]. For example, Floquet systems can be used to amplify weak signals by engineering spin-based masers [42,43], with applications in dark matter searches [44,45]. When driving with incompatible frequencies, the Floquet ladder structure extends into higher dimensions, leading to even more intriguing applications such as topological frequency conversion [46–48]. Under multiple driving frequencies, the dynamics of the quantum systems can be solved by multimode Floquet theory [49–52]. However, most multimode Floquet methods only analyze zero-frequency (on-resonance) terms, which give rise to static effective Hamiltonians. In this paper, we construct a theoretical framework based on Floquet theory to derive an effective frequency-mixed time-dependent Hamiltonian. This framework allows us to identify the frequency modes that dominate the dynamics and thus to build optimized protocols for frequency-mixer-based quantum sensing.

Importantly, our technique exploits well-known sensing protocols, such as continuous (Rabi) and pulsed dynamical decoupling, and expands these methods to a broader range of frequencies via quantum frequency mixing. Moreover, we extend our technique to enable arbitrary-frequency vector magnetometry by taking advantage of differences in the frequency conversions of transverse and longitudinal signal components. We demonstrate ac vector magnetometry exploiting nitrogen-vacancy centers in diamond. Quantum frequency mixing not only broadens the capabilities of quantum sensing, especially in extending the frequency range, but also opens up more potential applications.

This paper is organized as follows. In Sec. II, we give an intuitive picture of the main results of this work, including the principle of quantum frequency mixing and its application for quantum sensing. In Sec. III, we derive the effective Hamiltonian of quantum frequency mixing. In Sec. IV, we propose the protocol for sensing either transverse or longitudinal signal fields with an arbitrary frequency. In Sec. V, we discuss the strategy to improve sensitivities of these sensing protocols. In Sec. VI, we propose the principle for arbitrary-frequency vector ac magnetometry and perform a proof-of-principle experiment with a NV center ensemble, where we also characterize the sensitivity and discuss its limitations. In Sec. VII, we discuss more potential applications and summarize the paper.

II. PRINCIPLE OF QUANTUM MIXER

Frequency mixing is commonly used in classical electronics, where a frequency mixer or a multiplier generate the sum and difference of the original frequencies via a nonlinear electrical circuit [24]. The frequency conversion brings a signal to the optimal operational range of a device, allowing more efficient amplification, transmission, or detection, and it remains a dominant feature of radio reception and high-frequency oscilloscopes [24,53].

In quantum engineering, a classical frequency mixer upconverts the control fields to the resonance frequency of quantum devices to implement the desired quantum gates [1,54]. In addition, the frequency conversion based on general nonlinear effects in different materials [55–58] is also useful for optical engineering [59,60], quantum computation [61], quantum communication [62–64], and quantum sensing [65].

Thus, one natural idea to probe a signal with a frequency inaccessible by existing sensing protocols for a given quantum sensor (usually a high-frequency one) is to down-convert it by mixing with a bias ac field. However, existing (classical) frequency mixing methods are challenging in the context of quantum sensing, where the target signal might be localized at the nanoscale (and should be probed with a corresponding spatial resolution) or it is itself quantum in nature: In either scenario, mixing with a (bulky) classical apparatus might not be possible. We tackle this challenge by introducing quantum frequency mixing in quantum systems under multiple driving frequencies, as summarized with a simple schematic in Fig. 1(a).

The idea is inspired by two-photon transitions mediated by an extra state coupled to two levels of the qubit sensor [66], but here we exploit a state in the Floquet space as the virtual level. When mapping these transitions back to the Hilbert
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**FIG. 1.** (a) Quantum frequency mixing schematic. The effective Hamiltonian (red) emerges from the frequency mixing of the signal (purple) and bias (green) Hamiltonians. The effective Hamiltonian frequency $\omega_T$ can be probed experimentally. (b) Electron spin resonance (ESR) experiment to probe $\omega_T$ using an ensemble of NV centers. We sweep the bias field frequency $\omega_b$ to detect the presence of a signal field at $\omega_s = (2\pi)150$ MHz, which is not in the accessible range of typical sensing methods. We observe a resonance when the down-converted frequency $\omega_T = \pm(\omega_s - \omega_b)$ matches the probing drive amplitude at $\Omega = (2\pi)3$ MHz.
space, we find that the joint effect of two Fourier components $H_0 e^{i\omega_0 t}$ and $H_\pi e^{-i\omega_\pi t}$ in the system Hamiltonian is equivalent to an effective Hamiltonian with a frequency $\omega_0 - \omega_\pi$.

Based on the theory of quantum frequency mixing, we propose a protocol for quantum sensing with an arbitrary-frequency range. Given a signal with frequency $\omega_0$, we apply a bias field with frequency $\omega_b$ to convert the signal to a new target frequency $\omega_T = \omega_b - \omega_0$, which is in the accessible frequency range of preexisting sensing protocols, as shown in Fig. 1(a). Then, the frequency-converted signal can be probed by well-known methods in ac quantum sensing, including pulsed dynamical decoupling [12] or continuous decoupling [15,67] (by detecting Rabi oscillations [14] of either a population or a spin-locked state [15,68]).

Figure 1(b) shows a simple experimental demonstration of sensing via quantum frequency mixing with the Rabi method using an ensemble of electronic spin qubits based on NV centers in diamond. We assume that the achievable Rabi amplitude is $\Omega = (2\pi)3$ MHz at the qubit frequency $\omega_b = (2\pi)2.2$ GHz, making it impossible to detect a 150-MHz transverse signal directly. However, when we simultaneously apply a bias field and sweep its frequency $\omega_0$, we can observe an electron spin resonance when $\omega_0 - \omega_\pi = \pm \Omega$, demonstrating that we induced a down-converted signal at frequency $\omega_T = \omega_b - \omega_\pi$.

While it is easy to grasp the intuitive picture of quantum sensing via quantum frequency mixing, evaluating its performance and designing the most effective protocols requires a more in-depth analysis of the dynamics, which can be obtained by developing a modified multimode Floquet theory. This more comprehensive picture further provides insights enabling the development of a protocol for arbitrary-frequency vector magnetometry.

III. MULTIMODE FLOQUET THEORY

In this section, we extend multimode Floquet theory to derive a time-dependent effective Hamiltonian arising from the mixing of different frequency modes. The precision of the analytical approximation is then evaluated by numerically characterizing the evolution of a qubit under two driving frequencies.

A. Theory

The dynamics of time-periodic Hamiltonians can be solved by Floquet theory [25], where a time-dependent Schrödinger equation $i(\partial/\partial t)\Psi(t) = H(t)\Psi(t)$ is simplified to a time-independent, infinite-dimensional, Floquet matrix problem $H_F \Phi = \lambda \Phi$. Here, $\lambda$ is the eigenvalue of the Floquet matrix representing the eigenenergy, and $\Phi$ is the eigenvector comprised of Fourier components of eigenstates $\Phi(t)$ satisfying $\Psi(t) = e^{-i\lambda t} \Phi(t)$. Besides fully diagonalizing the Floquet matrix (with proper matrix truncation) to numerically obtain the dynamics, the Floquet-space evolution can be analyzed via time-independent perturbation theory to highlight the contributions of frequencies of interest [49–51]. However, these analytical methods are typically constrained to zero-frequency (on-resonance) terms. Alternate approaches to obtain time-dependent effective Hamiltonians such as the Jacobi-Anger expansion [69] require complicated analysis, limiting their application in quantum sensing.

Here, we extend the perturbation theory approach such that the nonstatic effective Hamiltonian due to the mixing of different frequency modes can also be analyzed. In comparison to typical perturbation theory methods where higher-order Hamiltonian corrections arise from virtual transitions through intermediate energy levels, here the higher-order terms correspond to virtual transitions between different Fourier manifolds in the multimode Floquet space, which then give rise to frequency mixing between different modes.

We start with a bimodal Floquet problem. For a periodically driven quantum system with two frequency modes $(\omega_q, \omega_r)$, the Fourier expansion of the Hamiltonian in Hilbert space is

$$H(t) = \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} H_{n,k} e^{i\omega_n t} e^{i\omega_k t},$$  \hspace{1cm} (1)

where $H_{n,k} = (H_{-n,-k})^\dagger$ because the Hamiltonian $H(t)$ is Hermitian and $\langle n, k \rangle$ denotes the frequency order. When expressed in the bimodal Floquet space, the Hamiltonian becomes a time-independent Floquet Hamiltonian,

$$H_F = \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} H_{n,k} \otimes F_n \otimes F_k^\dagger + \omega_q F_z^q + \omega_r F_z^r,$$  \hspace{1cm} (2)

by introducing the ladder operator $F_n = \sum_m |m+n\rangle\langle m|$, representing a hopping process from $|m\rangle$ to $|m+n\rangle$ in the corresponding dimension in Floquet space, and the number operator $F_z = \sum_m m|m\rangle\langle m|$ representing the ladder energy [49–51]. In other words, the Fourier components give rise to equidistant energy levels (with energy differences $\omega_{q,r}$) in Floquet space [see Fig. 2(a)]. By applying a unitary transformation $U = e^{S}$ with $S$ anti-Hermitian to block diagonalize the Floquet matrix $H_F$ in Eq. (2) and then transforming back to the Hilbert space, we obtain an effective Hamiltonian $\tilde{H}(t)$ describing the frequency-mixed dynamics of the system such that

$$\tilde{H}(t) = \sum_{m,h} \left[ H^{m,h}_1 + H^{m,h}_2 + \cdots \right] e^{i(m\omega_q + h\omega_r) t},$$  \hspace{1cm} (3)

where the second-order term is
The theoretical results up to second-order expansion can be summarized with a simple “mixer”-like schematic as shown in Fig. 1(a), which provides an intuitive picture for predicting and designing desired dynamics. The evolution of a quantum system under two unmixed Hamiltonian Fourier components $H_1 e^{i\omega_1 t}$ and $H_2 e^{i\omega_2 t}$ is equivalent—up to the second-order expansion—to the dynamics given by

$$H_1 e^{i\omega_1 t} + H_2 e^{i\omega_2 t} \Rightarrow \frac{1}{2} \left( \frac{1}{\omega_1} - \frac{1}{\omega_2} \right) [H_1, H_2] e^{i(\omega_1 + \omega_2)t}. \tag{6}$$

For a general multimode problem, the effective Hamiltonian up to second order can be calculated by summing over mixed terms due to all frequency pairs, where each pair generates an effective mixed Hamiltonian according to Eq. (6).

### B. Example

Assume we want to use a qubit sensor with energy $\omega_0$ to detect a longitudinal signal field with Hamiltonian

$$H_{sz} = \Omega_{sz} \cos(\omega_b t) \sigma_z, \tag{7}$$

with a frequency $\omega_b$ that is outside the range accessible by the sensor. To convert the signal frequency, we apply a circularly polarized transverse bias field with Hamiltonian

$$H_b = \frac{\Omega_b}{2} [\cos(\omega_b t) \sigma_x + \sin(\omega_b t) \sigma_y]. \tag{8}$$

In the absence of the signal field ($\Omega_{sz} = 0$), the problem can be solved exactly in a rotating frame defined by $U = e^{-i(\omega_0/2)t} \sigma_z$, yielding a time-independent Hamiltonian $(\omega_0 - \omega_b) \sigma_z/2 + \Omega_b \sigma_x/2$. Note that for $\Omega_b \ll (\omega_0 - \omega_b)$, to first-order perturbation theory, this reduces to evolving under an energy shift $\Omega_b^2/[4(\omega_0 - \omega_b)] \sigma_z$ (the ac Stark shift) in the rotating frame. This simple approach cannot be used to analyze the effect of the signal field, which is still time dependent in the rotating frame, and we need Floquet theory to tackle the problem. The bimodal Floquet Hamiltonian—for modes $(\omega_0, \omega_b)$—is defined by the Fourier components in the lab frame,

$$H^{(0,0)} = \frac{\omega_0}{2} \sigma_z, \quad H^{(1,0)} = \frac{\Omega_b}{2} \sigma_x, \quad H^{(0,1)} = \frac{\Omega_b}{2} \sigma_z, \tag{9}$$

with the operators $\sigma_{\pm} = (\sigma_x \pm i \sigma_y)/2$. Each of these components gives rise to transitions in the 2D energy-level ladder of Floquet space shown in Fig. 2(a).

Note that $H^{(1,0)}$ is associated with the hopping $F^{(1)}_{\pm\pm}$ in the first dimension, indicated by the green arrows, while $H^{(0,\pm)}$ is...
associated with hoppings in the second dimension, indicated by the purple arrow. Focusing on quasienergy-conserving second-order transitions, two effects emerge: the ac Stark shift and the Rabi driving. The ac Stark shift is due to transitions in the bias field space alone ($H^{(0, \pm 1)}$). Each transition changes the spin state (as they do not commute), but the whole process conserves energy [$\omega_1 = -\omega_2 = \omega_3$ in Eq. (6)], giving rise to a simple energy shift. Using Eq. (6), we can calculate

$$\hat{H}_{\delta_z} = \frac{1}{\omega_b} [H^{(1,0)}, H^{(1,0)}] = -\frac{\Omega^2}{4\omega_b} \sigma_z = \frac{\delta_z}{2} \sigma_z,$$  

where $\delta_z$ is the ac Stark shift due to the bias field. Note that the two hoppings $H^{(0, \pm 1)}$ do not introduce such a shift since they leave the spin state unchanged (that is, they commute).

By exploiting transitions involving both Floquet dimensions (the bias and signal field), we can induce a flip in the qubit state, when $\omega_b - \omega_s \approx \omega_0$. These transitions, due to the two hoppings $H^{(1,0)}, H^{(0,-1)}$ and the Hermitian conjugate process, yield a Rabi driving given by

$$\hat{H}_\Omega = \left[ \frac{1}{2} \left( \frac{1}{\omega_b} + \frac{1}{\omega_s} \right) [H^{(1,0)}, H^{(0,-1)}] e^{i(\omega_b - \omega_s) t} + \text{H.c.} \right]$$

where the mixed signal frequency is $\omega_T = \omega_b - \omega_s$, with an amplitude $\Omega_T = (\Omega_b \Omega_s/4)(\omega_b^{-1} + \omega_s^{-1})$. When neglecting fast oscillation terms in comparison to the energy gap $\omega_0$, the effective Hamiltonian is given by

$$\hat{H}_\lambda = \frac{\omega_0}{2} \sigma_z + \hat{H}_\delta + \hat{H}_\Omega. \quad (12)$$

We note that Eq. (6) applies to all frequency pairs, irrespective of their sign, and thus we should also consider terms proportional to $[H^{(1,0)}, H^{(0,1)}]$ that give rise to oscillations at $\omega_1 + \omega_2$. However, these terms correspond to fast oscillations, i.e., $\omega_1 + \omega_2 \gg |\omega_T|$, and can be neglected in Eq. (12), leaving only the term oscillating at the target-sensing frequency. We also assume that the amplitudes $\Omega_b, \Omega_s$ are much smaller than the mode frequencies $\omega_b, \omega_s$, so the perturbation expansion can be truncated to second order. Appendix B1 contains a detailed derivation and discussion of the optimal choice of reference frame.

The theoretical results in Eq. (12) can be validated by simulating the system dynamics, sweeping the bias frequency to determine $\omega_T$ and sweeping the time to determine $\Omega_T$. Indeed, we expect the spin to evolve on resonance when $\omega_T = \omega_b - \omega_s = \omega_0 + \delta_z$, with a rate set by the effective Rabi amplitude $\Omega_T$, as shown in Figs. 2(b) and 2(c), where we compare numerical simulations to the behavior predicted by the Hamiltonian $\hat{H}$ in Eq. (12).

IV. QUANTUM SENSING BY QUANTUM FREQUENCY MIXING

With an understanding of quantum frequency mixing, we can now devise various quantum-sensing protocols and analyze their performance. A broad overview of potential protocols is given in Table I, where we subdivide the various scenarios as follows: (1) longitudinal (commuting with the qubit sensor internal Hamiltonian) or transverse

| Protocol 1 | Protocol 2 | Protocol 3 | Protocol 4 | Protocol 5 |
|------------|------------|------------|------------|------------|
| Signal ($\omega_s$, $\Omega_s$) | $\sigma_z$ | $\sigma_z$ | $\sigma_x$ | $\sigma_z$ | $\sigma_z$ |
| Bias ($\omega_b$, $\Omega_b$) | $\sigma_z$ | $\sigma_z$ | $\sigma_z$ | $\sigma_z$ | $\sigma_z$ |
| Target ($\omega_T$, $\Omega_T$) | $\sigma_+$ or $\sigma_-$ | $\sigma_+$ | $-\sigma_z$ | $-\sigma_z$ | $\sigma_+$ or $\sigma_-$ |
| $\omega_T$ | $\omega_b - \omega_s$ | $\omega_b - \omega_s$ | $\omega_b - \omega_s$ | $\omega_b - \omega_s$ | $\omega_b - \omega_s$ |
| $\delta_z/2$ | $-\frac{\Omega^2}{2(\omega_b - \omega_0)}$ | $-\frac{\Omega^2}{4(\omega_b - \omega_0)}$ | $-\frac{\Omega^2}{2(\omega_b - \omega_0)} - \frac{\Omega^2}{2(\omega_b - \omega_0)}$ | $-\frac{\Omega^2}{4(\omega_b - \omega_0)} - \frac{\Omega^2}{2(\omega_b - \omega_0)}$ | $-\frac{\Omega^2}{2(\omega_b - \omega_0)}$ |
| $\Omega_T$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ |
| $\epsilon$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ | $\Omega_b/(2\omega_s)$ |
signal field; (2) longitudinal or transverse bias field with linear or circular polarization. For each of the viable combinations of these scenarios, we can use either continuous (Rabi) or pulsed (CPMG) sensing protocols to sense the effective signal at $\omega_T$. In the following, we examine in detail two exemplary cases.

A. Example 1: Sensing of longitudinal signals by Rabi oscillations

We first describe the detection of a longitudinal signal with frequency $\omega_s$ [see Eq. (7)], where the goal is to determine the amplitude $\Omega_{sz}$. Here, we use a qubit sensor with (internal) energy $H_0 = \omega_0\sigma_z/2$ and apply a circularly polarized bias $H_b$ as described in Eq. (8). As shown in Appendix B1a, the analysis is better carried out in the rotating frame set by $H_b$, where the Hamiltonian $H = H_{sz} + \tilde{H}_b$. Here, the modified bias term is

$$\tilde{H}_b = \frac{\Omega_b}{2} [\cos(\tilde{\omega}_b t)\sigma_z + \sin(\tilde{\omega}_b t)\sigma_y],$$

where $\tilde{\omega}_b = \omega_b - \omega_0$ is the shifted bias frequency in the rotating frame. Under the assumptions $\tilde{\omega}_b - \omega_s, \Omega_{b,s} \ll \tilde{\omega}_b, \omega_s$, we retrieve the results of Sec. III B, finding an effective Hamiltonian $\tilde{H}_1$ [Eq. (12)] with a target signal frequency $\omega_T = \omega_b - \omega_0 - \omega_s$ and amplitude

$$\Omega_{Tz} = \frac{\Omega_b \Omega_{sz}}{4} \left( \frac{1}{\omega_b - \omega_0} + \frac{1}{\omega_s} \right).$$

As simulated in Fig. 2, the effective target signal field can be used to drive the qubit evolution (Rabi oscillation) by setting $\omega_T = \delta_z = -\Omega_{Tz}^2/(2\omega_b)$ and thus estimate $\Omega_{sz}$.

Since the typical Rabi oscillation of the population state $|0\rangle$ is limited by a short coherence time, a more robust sensing protocol is achieved by adding an additional driving field at frequency $\omega = \omega_0 (+\delta_z)$ with amplitude $\Omega$ to perform Rabi sensing in the rotating frame [15,68,70], where the Rabi oscillation of an initial spin-locked state $|+\rangle$ is used to extract the target signal. Then, the target frequency $\omega_T$ can be simply set equal to $\Omega$, and the component of the effective target signal field orthogonal to the spin-locking $x$ direction will drive Rabi oscillations. More precisely, we prepare the system initial state to $|+\rangle$ and switch on a spin-locking microwave drive $(\Omega/2)[\cos(\omega t)\sigma_x + \sin(\omega t)\sigma_y]$, which is on resonance with the static energy $\omega = \omega_0$, while at the same time applying the target signal and bias fields. The effective Hamiltonian in the rotating frame is then simplified to

$$\tilde{H}_1 = \frac{\Omega}{2} \sigma_z + \Omega_{Tz} \sin[(\tilde{\omega}_b - \omega_s)t] \sigma_y,$$

where $\Omega_{Tz}, \delta_z \ll \Omega$, such that both the ac Stark shift and the effective target signal term along $x$ in Eq. (12) are negligible. When the target signal frequency is on resonance with the static energy in the rotating frame $[\omega_b - \omega_0 - \omega_s] = \Omega$, a Rabi oscillation is induced, which can be obtained by monitoring the population of the initial state $|+\rangle$, yielding an oscillation signal $S(t)$:

$$S(t) = P_{+}(t) = \frac{1}{2} [1 + \cos(\Omega_{Tz} t)].$$

The field amplitude $\Omega_{sz}$ can then be extracted from the signal oscillation frequency $\Omega_{Tz}$, through Eq. (14).

We note that, even in the more common case where the bias field and spin-locking drive are both linearly polarized, we obtain the same effective target signal in the rotating frame, at the cost of additional ac Stark shifts and a Bloch-Siegert shift induced by the counterrotating terms of the bias and the spin-locking fields, respectively. These static shifts have small amplitudes in comparison to $\Omega$ and can be neglected (more details are included in both Table I and Appendix B1).

B. Example 2: Sensing of transverse signals by pulsed dynamical decoupling

When the signal field is transverse, we can add either a longitudinal or a transverse bias field to achieve quantum frequency mixing. In the first case, the analysis is similar to that described above by switching the bias and signal fields, with results in Protocol 5 in Table I. Alternatively, we can apply the same transverse bias field as in Eq. (8).

Assume a transverse ac signal field couples to the qubit sensor with Hamiltonian

$$H_{sx} = \Omega_{sx} \cos(\omega_1 t)\sigma_x.$$

Then, the Hamiltonian in the rotating frame with the bias field is $\tilde{H}_1 = \tilde{H}_b + \tilde{H}_{sx}$, where $\tilde{H}_b$ is the same as Eq. (13) and $\tilde{H}_{sx}$ is

$$\tilde{H}_{sx} = \frac{\Omega_{sx}}{2} [\cos(\tilde{\omega}_s t)\sigma_z + \sin(\tilde{\omega}_s t)\sigma_y]$$

$$+ \frac{\Omega_{sx}}{2} [\cos(\tilde{\omega}_s t)\sigma_z - \sin(\tilde{\omega}_s t)\sigma_y]$$

with shifted frequencies $\tilde{\omega}_s = \omega_s - \omega_0$ and $\tilde{\omega}_z = \omega_s + \omega_0$.

The dynamics under the Hamiltonian $\tilde{H}_1$ can again be solved with our results in Eq. (6). Under the similar assumptions $\tilde{\omega}_z - \tilde{\omega}_s, \Omega_{b,z} \ll \tilde{\omega}_z, \tilde{\omega}_z, \tilde{\omega}_s$, the mode dominating the system dynamics is the frequency difference $\tilde{\omega}_z - \tilde{\omega}_s$, yielding the effective Hamiltonian

$$\tilde{H}_1 = \delta_z \frac{\Omega_{sx}}{2} \cos[(\omega_b - \omega_s)t] \sigma_z,$$

where the static ac Stark shift due to both the bias and signal fields is $\delta_z/2 = -(1/4)[\Omega_{b}^2/\tilde{\omega}_b + \Omega_{s}^2/\tilde{\omega}_s - \Omega_{sz}^2/\tilde{\omega}_z]$, and $\Omega_{Tz}$ is the target signal amplitude.
\[ \Omega_{Rx} = \frac{\Omega_b \Omega_{sx}}{4} \left( \frac{1}{\omega_0 - \omega_x} + \frac{1}{\omega_x - \omega_0} \right). \quad (20) \]

The initial transverse signal is converted to a longitudinal signal with a (lower) frequency \( \omega_T = \omega_0 - \omega_x \) and a reduced amplitude \( \Omega_{Rx} \). While this effective target signal can be measured by the same rotating-frame Rabi protocol described above under the resonance condition \( |\omega_0 - \omega_x| = \Omega \), it also naturally lends itself to pulsed dynamical decoupling ac sensing methods \cite{12}. Pulsed dynamical decoupling sequences such as CPMG \cite{18,71} have previously been implemented in sensing both longitudinal \cite{12,19,72} and transverse signals \cite{20}, where a series of \( \pi \) pulses is applied periodically with an interval \( \tau \) and only frequencies on resonance with the pulse train lead to prominent state evolution. When \( |\omega_0 - \omega_x| = \pi/\tau \), the effective mixed signal in Eq. (19) is in resonance with the CPMG sequence. Then, the amplitude of the transverse component of the target signal can be obtained by measuring the population in initial state \( |+\rangle \) as a function of the pulse number \( N = t/\tau \), yielding

\[ S(t) = P_{|+\rangle}(t) = \frac{1}{2} \left[ 1 + \cos \left( \frac{4 \Omega_{Rx} t}{\pi} \right) \right]. \quad (21) \]

V. SENSITIVITY TO QUANTUM FREQUENCY-MIXED SIGNALS

In designing protocols for arbitrary-frequency (and direction) sensing, the goal is to achieve the optimal sensitivity, which is the minimally detectable field change per unit time. The sensitivity \( \eta \) to the signal amplitude \( \Omega_b \) is given by \( \eta = \sigma_S \sqrt{t + t_j} / (dS/d\Omega_b) \) \cite{13}, where \( S(\Omega_b) \) is the measurement signal, \( \sigma_S \) is the signal uncertainty, and \( t, j \) are the sensing time and sequence dead time, respectively. By a careful choice of initial state and control protocol, the signal can always be written as

\[ S = \frac{1}{2} \left[ 1 + e^{-\chi} \cos(e \Omega_b t) \right], \quad (22) \]

where the factor \( \chi \) is due to the signal decay, and the factor \( e \) sets the sensitivity degradation in comparison to typical protocols without frequency mixing. Both of the factors are dependent on the protocol chosen. In Table I, we review possible protocols for sensing transverse and longitudinal signals with quantum frequency mixing by different bias fields. Since the factor \( e \) is shown to be proportional to the bias amplitude such that \( \eta \propto 1/\Omega_b \), the sensitivity can be improved by increasing \( \Omega_b \).

To further validate the theoretically derived target signal amplitude and to explore the optimal sensitivity, we simulate the rotating-frame Rabi oscillations for the sensing of both longitudinal signals and transverse signals. The Fourier spectrum of the Rabi oscillations, together with the theoretical predictions, is shown in Fig. 3. In Figs. 3(a) and 3(b), we simulate the Rabi spectrum as a function of bias amplitude \( \Omega_b \). When the bias amplitude \( \Omega_b \) is small, the simulation matches the linear dependence predicted by the theory with ac Stark shift terms neglected. When \( \Omega_b \) is large, the simulated Rabi frequency deviates from a linear dependence on \( \Omega_b \) because of the larger frequency detuning caused by the ac Stark shifts, and the simulation matches the theoretical prediction when such shifts \( \delta_z \) are taken into account.

Thus, to apply a larger bias amplitude for better sensitivity, one needs to extend the linear region by compensating the ac Stark shift by tuning to the corrected resonance condition \( \omega = \omega_0 + \delta_z \), where \( \delta_z = \delta_z(\omega) \) has a dependence on \( \omega \) and the solution to \( \omega, \delta_z \) can be obtained numerically for a given \( \Omega_b \). We then simulate the same bias amplitude sweep with the corrected resonance conditions in Figs. 3(c) and 3(d) as a comparison to Figs. 3(a) and 3(b). The linear region now extends to a larger value of \( \Omega_b \) for both longitudinal and
transverse signals, which demonstrates that a large bias amplitude, almost on the order of \(\omega_b\), improves the sensitivity. In principle, one can also use more orders of the perturbation expansion for better resonance corrections to expand the linear region further. However, when the value of \(\Omega_b\) becomes even larger, the condition \(\Omega_b \ll \omega_b = \omega_0 - \omega\) is no longer satisfied, and our theory based on the perturbative Floquet approach starts to break down. Moreover, if the bias amplitude can approach the same order of magnitude as the signal frequency, preexisting protocols such as rotating-frame Rabi magnetometry without frequency mixing \([15,68]\) can be utilized to perform the sensing task with better sensitivity.

In conclusion, although it is difficult to completely eliminate sensitivity degradation, this technique’s sensitivity can approach that of the preexisting traditional sensing protocols without frequency mixing by increasing \(\Omega_b\).

VI. ARBITRARY-FREQUENCY VECTOR FIELD SENSING

Although the protocols described in Sec. IV are for sensing transverse and longitudinal signals separately, in this section we show that combining these protocols yields a method for sensing a vector ac field with an arbitrary-frequency range. By applying a single bias field with tunable frequency \(\omega_b\), the transverse and longitudinal components of a vector ac field can be separately measured under different resonance conditions through Rabi or CPMG methods. While MHz–GHz vector magnetometry has been extensively studied and demonstrated \([14,68,73–80]\), our protocol paves the way to implement vector ac magnetometry in the high-frequency range (larger than a few GHz) and also serves as an alternative to existing protocols in the intermediate-frequency range (between 50 MHz and 2 GHz).

A. Principle

Consider a target signal that is a linearly polarized ac magnetic field that couples to a spin qubit in the lab frame as

\[
H_s = [\Omega_{z\perp}(\cos \theta \sigma_x + \sin \theta \sigma_y) + \Omega_{x\perp} \sigma_z] \cos(\omega_s t). \tag{23}
\]

We apply a circularly polarized bias field in the \(x-y\) plane with phase \(\phi_b\) relative to the signal phase and calculate the effective Hamiltonian in the rotating frame following Eq. (6), which yields

\[
\tilde{H}_I = \frac{\delta}{2} \sigma_z - \Omega_{\perp} \cos(\omega_r t + \phi_b - \theta) \sigma_z
+ \Omega_{z\perp}[\cos(\tilde{\omega}_r t + \phi_b) \sigma_x + \sin(\tilde{\omega}_r t + \phi_b) \sigma_y], \tag{24}
\]

where \(\omega_r = \omega_b - \omega_s\) and \(\tilde{\omega}_r = (\omega_b - \omega_0 - \omega_s)\), the ac Stark shift is \(\delta/2 = -(1/4)(\Omega_{z\perp}^2 / \omega_b + \Omega_{z\perp}^2 / \omega_r - \Omega_{z\perp}^2 / \tilde{\omega}_r)\), and the effective target signal amplitudes \(\Omega_{z\perp}, \Omega_{r\perp}\) are given by Eqs. (14) and (20), respectively (with \(\Omega_{\perp\perp}\) replacing \(\Omega_{\perp}\)). As quantum frequency mixing yields different frequencies and directions for the longitudinal and transverse components of the target signal, they can be independently detected under different resonance conditions. The sensing task is facilitated by applying a resonant control field \(\Omega(t)\) such that the Hamiltonian in the rotating frame approximately reduces to

\[
\tilde{H}_I = \frac{\Omega(t)}{2}(\sigma_x - \Omega_{r\perp} \cos(\omega_r t + \phi_b - \theta) \sigma_z
+ \Omega_{z\perp} \sin(\tilde{\omega}_r t + \phi_b) \sigma_y), \tag{25}
\]
as shown in Fig. 4(a). Here, we can safely neglect the ac Stark shifts and the effective term along \(x\). The control field amplitude is set to implement either a continuous or pulsed sensing protocol [Fig. 4(b)].

Option 1: Rabi. We set the control field to be a continuous (static) field in the rotating frame, \(\Omega(t) = \Omega\), and tune the bias frequency \(\omega_b\) to sense the longitudinal and transverse components. When \(\tilde{\omega}_r = \pm \Omega\), the longitudinal component [the \(\sigma_y\) term proportional to \(\Omega_{z\perp}\) in Eq. (25)] is on resonance, and we can neglect the off-resonance transverse component. Then, \(\Omega_{z\perp}\) can be obtained by measuring the rotating-frame Rabi oscillation of the initial spin-locked state \([+\rangle\) as shown in Eq. (16). To sense the transverse field \(\Omega_{\perp}\), we instead set \(\tilde{\omega}_r = \pm \Omega\), so the corresponding frequency-mixed term [the \(\sigma_x\) term in Eq. (25)] is now on resonance and can similarly induce a rotating-frame Rabi oscillation.

In addition to measuring the amplitudes \(\Omega_{z\perp}\) and \(\Omega_{\perp}\), Rabi oscillation can also reveal the transverse field direction \(\theta\) by setting the initial state to \([0\rangle\) and controlling the bias field phase \(\phi_b\) \([68]\) (see Supplemental Material \([81]\)). Under the resonance condition for the longitudinal component \(\tilde{\omega}_r = \pm \Omega\), the Rabi signal is then \(S(t) = (1/2) \times [1 \mp \sin(\Omega_{z\perp} t) \sin(\phi_b)]\), which reveals the phase difference between signal and bias. With control over \(\phi_b\), the transverse direction \(\theta\) can then be measured under the resonance condition for the transverse component \(\tilde{\omega}_r = \pm \Omega\), yielding a Rabi signal \(S(t) = (1/2)[1 \mp \sin(\Omega_{\perp} t) \sin(\phi_b - \theta)]\).

We note that similar methods of sensing the signal transverse direction have been demonstrated in vector ac magnetometry without frequency mixing \([68]\).

Option 2: CPMG. Rather than applying a continuous drive, we modulate \(\Omega(t)\) by periodically applying \(\pi\) pulses along the \(\sigma_z\) direction, with an interpulse delay \(\tau\). When we set the bias frequency so that \(\tilde{\omega}_r = \pm \pi / \tau\), the \(\sigma_x\) term in Eq. (25) arising from the longitudinal field is on resonance with the CPMG sequence while we can neglect the transverse component. Measuring the population of the initial state \([+\rangle\) as a function of the pulse number yields \(S(t) = (1/2)[1 \mp \cos(4 \Omega_{\perp} t / \pi)]\), which allows extraction of the longitudinal amplitude \(\Omega_{z\perp}\). Performing the same
experiment with $\omega_f = \pm \pi/\tau$ yields $S(t) = (1/2)[1 + \cos(4\Omega_{R,1} t \cos(\theta)/\pi)]$, where we only retain the on-resonance transverse field in Eq. (25) and extract $\Omega_{R,1}$. Note that we can further extract $\theta$ (and the signal phase $\phi_s$, which is set to 0 here for simplicity) by controlling the bias field phase. For both cases, the measured signals depend on the relative phase $\phi_B$ and transverse direction of the target signal, $\theta$, which can then be obtained with control over $\phi_B$.

We note that many other sensing protocols could also be combined with quantum frequency mixing to broaden the range of accessible frequencies. For example, the Ramsey sequence [82] could be utilized to probe an ac signal through the ac Stark shift. A careful analysis of their performance requires not only the Floquet tools provided here but also a study of coherence times and other practical limitations that should be evaluated case by case.

B. Experimental demonstration

We use a NV ensemble in our home-built setup [70] to demonstrate arbitrary-frequency vector magnetometry. NV centers are solid-state defects in diamond with spin $S = 1$ that provide sensitive magnetometry using optically detected, magnetic resonance techniques. A static magnetic field $B_0 \approx 239$ G is applied along the NV axis to lift the degeneracy of the spin-1 ground states $|m_S = \pm 1\rangle$. The two ground states $|m_S = 0\rangle$ and $|m_S = -1\rangle$ are used as the logical $|0\rangle$ and $|1\rangle$ [83], with an energy gap of 2200 MHz. A 0.4-W green laser beam is focused to a spot of about $30 \mu$m for polarization and fluorescence readout addressing about $10^{10}$ spins simultaneously. A 0.7-mm loop structure on a printed circuit board (PCB) delivers linearly polarized microwave (MW) and radio-frequency (rf) fields through
two input channels. Three synchronized channels of an arbitrary waveform generator (AWG) implement precise control over the MW and rf. Since all fields are applied by the same loop, we have $\Omega_y, \theta = 0$.

We apply a vector ac signal with frequency $\omega_s = (2\pi)150$ MHz and a bias field with tunable frequency $\omega_b$ for quantum frequency mixing (protocols 1 and 3 in Table I). In Fig. 4(c), sweeping the bias frequency for both the Rabi and CPMG methods reveals resonances at $\omega_b = \omega_s \pm \Omega (\pi/\tau)$ and $\omega_b = \omega_s + \omega_b \pm \Omega (\pi/\tau)$, corresponding to the transverse and longitudinal components of the signal field. Figure 4(d) shows the on-resonance time evolution for both components. We further experimentally confirm in Fig. 4(e) the linear dependence of the measured effective amplitudes, $\Omega_{T_x}, \Omega_{T_z}$ [Eqs. (14) and (20)], on both the signal and bias amplitudes.

C. Performance: Decoherence and sensitivity

Although our setup is not optimized for high photon collection efficiency and noise suppression, we evaluate the performance of vector ac magnetometry using quantum frequency mixing by characterizing the sensitivity. We use the Rabi data in Fig. 4(d) to estimate the sensitivities $\eta_z, \eta_x$ for the longitudinal and transverse components,

$$
\eta_z = \frac{4\sigma_S \sqrt{1 + T_d}}{ce\gamma \epsilon \tau e^{i\frac{\tau}{T_{2\rho}}}} \approx 7.2 \frac{\mu T}{\sqrt{\text{Hz}}},
$$

$$
\eta_x = \frac{2\sqrt{2}\sigma_S \sqrt{1 + T_d}}{ce\gamma \epsilon \tau e^{i\frac{\tau}{T_{2\rho}}}} \approx 7.6 \frac{\mu T}{\sqrt{\text{Hz}}},
$$

where for the calculation of $\eta_z, \eta_x$, $\sigma_S \approx 0.0094$, 0.0095, signal contrast $c \approx 0.01$, 0.008, and coherence time $T_{2\rho} \approx 7.5, 16.2 \mu s$ are obtained from the data fitting, and we have the sensitivity reduction factors $\epsilon_{x,z} \approx 0.01$, 0.016, and the sensing time and dead time $t, t_d = 10, 50 \mu s$ for both cases.

The ultimate projection-noise limit of the sensitivity $\eta \propto \frac{1}{\sqrt{T}} [13]$ is set by the coherence time of the signal-induced oscillation in the rotating frame, denoted by $T_{2\rho}$ [70]. The upper limit of $T_{2\rho}$ is given by the coherence time $T_\Omega$ of the state $|+\rangle$ in the absence of signal fields, which is the spin-locked state for Rabi sensing or the optimally protected state for CPMG. Theoretically, these coherence times are associated with the power spectral density (PSD) of stochastic magnetic fields due to various noise sources, and their quantitative relation has been extensively studied [21, 68, 70, 84, 85]. The coherence time of the rotating-frame Rabi oscillation can be written as

$$
\frac{1}{T_{2\rho}} \approx \frac{1}{4} S_{\Omega}(0) + \frac{1}{8} S_{\Omega}(\Omega) + \frac{3}{4} S_x(\Omega) + \frac{5}{8} S_y(\omega_b),
$$

where $S_j$ are the noise spectrum, with $j = x, z, \Omega, \Omega_F$ denoting the noise of the transverse and longitudinal spin bath fields, the spin-locking drive field, and the effective target signal field, respectively. In Fig. 4(f), we measure $T_{2\rho}$ as a function of the state oscillation frequency by sweeping the signal amplitudes $\Omega_x$. The nonmonotonic behavior was also observed in Ref. [70], which can be explained by the presence of two competing noise terms: $S_{\Omega_x}(0)$, which increases as $\Omega_x$, and $S_x(\Omega_F)$, which decreases as $\Omega_F$. Here, we assume the noise is dominated by static and low-frequency components such as driving-field inhomogeneities. However, under ideal conditions when all control and bias fields are noiseless such that $S_{\Omega_x} = S_{\Omega} = 0$, and $S_x(\omega_b) \sim 1/T_\Omega$ is small, the dominant term is then only $S_x(\Omega) \sim 1/T_\Omega$, which sets the limit of the coherence time to the spin-locking coherence $T_\Omega$. For the experimental measurement depicted in Fig. 4(f), the spin-locking coherence time approaches a timescale greater than 100 $\mu s$ for the resonant driving amplitude $\Omega = (2\pi)1$ MHz (see a more complete discussion in Refs. [68, 70]). Further optimizations [13], such as improving the photon collection efficiency [86], can improve the sensitivity and bring it closer to the best performances reported in other sensing protocols, with only a reduction factor $\epsilon_{x,z}$ difference.

The results in Fig. 4(f) show that the coherence time for sensing a transverse component is better than the longitudinal component and that the Rabi method provides longer coherence times than CPMG. Here, we briefly discuss possible reasons for this trend. Although dynamical decoupling—in particular, the pulsed CPMG protocol—can filter out static resonance shifts and inhomogeneities (mainly $\sigma_z$ terms), the cancellation is better when the effective target signal Hamiltonian commutes with $\sigma_z$. In addition, the bias fields for transverse and longitudinal components are applied by rf and MW amplifiers with different electronics elements, which give rise to different noises. We note that similar results were also observed in the comparison of various concatenated continuous driving schemes, where the rotating-frame Rabi oscillations were induced by modulation fields [70], though the noise spectrum model there already provided reasonable explanations.

Further identification of various noise sources—as well as evaluation of the validity of different noise models in continuous, pulsed, and even mixed sensing protocols—will be of interest to achieve optimal protocols. In particular, since quantum frequency mixing downconverts a stochastic ac signal [term $S_{\Omega_x}(0)$ in Eq. (28)] in the same way as a coherent signal, this paves the way to perform noise spectroscopy measurement with an arbitrary-frequency range.

VII. DISCUSSIONS AND CONCLUSIONS

In this work, we theoretically derive an intuitive but precise formula for calculating the time-dependent effective Hamiltonian in multimode Floquet problems, which is summarized as a quantum frequency mixing. Based on
the theoretical results, we propose the first quantum-sensing protocol with an arbitrary-frequency range, by converting target signal frequencies to the dynamic range of preexisting sensing protocols such as Rabi and CPMG. By combining frequency conversions for the transverse and longitudinal components of a target signal field, we propose the first arbitrary-frequency vector ac magnetometry. We then implement proof-of-principle experiments with a NV center ensemble in diamond to demonstrate vector magnetometry using both Rabi and CPMG methods and validate the theory in detail. We discuss the sensitivity of our setup and current limitations set by decoherence.

In practical applications, one potential limitation of our sensing protocol is the degradation of the sensitivity as the signal frequency increases. In addition to the method of increasing the bias field amplitude discussed in Sec. V, one can overcome such a limitation by properly choosing the polarization options for the bias field. For example, when the signal is transverse, choosing a longitudinal bias or a circularly polarized transverse bias [87] gives an improvement of the sensitivity by a factor of about $\omega_s/\omega_0$ in comparison to a linearly polarized transverse bias. To completely overcome such a degradation, one interesting direction of future research is to integrate our mixer and sensor with well-developed masers [42,43,88] to greatly enhance the sensitivity and frequency range of the quantum sensor simultaneously. Moreover, our protocol utilizes only one orientation of NV centers and can be implemented on single-NV setups [68], allowing for nanoscale spatial resolution. Thus, our work paves the way to build a quantum sensor with an arbitrary-frequency range, which is also capable of being combined with other state-of-the-art techniques to achieve high sensitivity [86,89], nanoscale resolution [90,91], arbitrary-frequency resolution [92–94], and k-space resolution [4].

Since the quantum frequency mixing protocols we developed are generally applicable to any Floquet systems, especially those under multiple driving frequencies, our work leads to broad applications beyond quantum sensing. In quantum control and quantum computation, multimode Floquet systems has been utilized to engineer desired Hamiltonians [96], to study topological phases such as topological insulators and topological superconductors [26] to study topological phases such as topological frequency conversion [46,47] and anomalous edge states [96]. In classical and quantum communications, quantum frequency mixing provides an alternative way to perform frequency modulation and frequency conversion [55–58] along with other operations in the same system, which is of interest for future study. Our theoretical calculations combine the advantage of the precise prediction of dynamics and physical insights, thus enriching the approaches targeting the aforementioned applications and opening up promising directions to develop more advanced protocols for quantum applications.
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APPENDIX A: MULTIMODE FLOQUET THEORY

To derive a general framework to calculate the effective Hamiltonian due to frequency mixing, we start with a bimodal Floquet problem, which can be easily extended to any multimode Floquet problem. A time-dependent Hamiltonian with two frequency modes $(\omega_q, \omega_r)$,

$$H(t) = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} H^{(n,k)} e^{i\omega_q t} e^{i\omega_r t},$$  \hspace{1cm} (A1)

can be written in the Floquet space as a Floquet Hamiltonian

$$H_F = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} (H^{(n,k)} \otimes F^n_q \otimes F^k_r + \omega_q I \otimes F^n_q \otimes I + \omega_r I \otimes I \otimes F^k_r),$$ \hspace{1cm} (A2)

where $(n,k)$ is a pair of integer numbers denoting the Fourier expansion order, $F_n = \sum_m |m+n\rangle \langle m|$ is the ladder operator, and $F_z = \sum_n n |n\rangle \langle n|$ is the number operator. These operators satisfy the commutation relations $[F_z, F_n] = n F_n$, $[F_n, F_m] = 0$ and $F_z F_m = F_m F_z$.

To find a solution in the form of a block-diagonalized Floquet matrix, we first separate out a diagonal part $H^{(0)}_F$ in the Floquet matrix and use a constant $\epsilon = 1$ to denote the order of magnitude, yielding

$$H^{(0)}_F = \omega_q F^n_q + \omega_r F^k_r, \quad H_F = H^{(0)}_F + \epsilon V,$$ \hspace{1cm} (A3)

where the tensor product signs are eliminated for simplicity. Then, we transform to a different frame using a unitary transformation $U = e^S$, with $S$ anti-Hermitian, to find an effective Hamiltonian

$$\hat{H}_F = e^S H_F e^{-S} = H_F + [S, H_F] + \frac{1}{2} [S, [S, H_F]] + \ldots,$$ \hspace{1cm} (A4)

which can be made approximately block diagonal by eliminating the lowest-order, off-diagonal terms. We thus expand $S$ and the transformed Hamiltonian to different orders of $\epsilon$, $S = \sum_k \epsilon^k S_k$ and $\hat{H}_F = \sum_k \epsilon^k \hat{H}_k$, yielding
\[ \tilde{H}_F = H_F^{(0)} + \epsilon (V + [S_1, H_F^{(0)}]) + \epsilon^2 \left( [S_2, H_F^{(0)}] + [S_1, V] + \frac{1}{2} [S_1, [S_1, H_F^{(0)}]] \right) + \ldots \]  

(A5)

For simplicity, we assume that \( V \) is time dependent in the Hilbert space and contains no terms commuting with the diagonal part of the Floquet matrix. Then, \( V \) introduces an off-diagonal term to first order, and to cancel it out, we set

\[ V + [S_1, H_F^{(0)}] = 0, \quad S_1 = -\Gamma^{-1}(V). \]  

(A6)

Here, \( \Gamma(X) = [X, H_F^{(0)}] \) and \( \Gamma^{-1}(X) = -\sum_{k \neq \epsilon} P_kXP_h/(E^{(v)}_0 - E^{(v)}_k) \) is its inverse [97], where \( P_k \) is the projection operator of the diagonal Floquet Hamiltonian, such that \( H_F^{(0)} = \sum_k P_k E^{(v)}_k \). Using the relations

\[ \Gamma^{-1}(F_{m} F_{n}^*) = -\frac{1}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}, \quad \Gamma^{-1}(F_{m}^{(q)} F_{n}^{(q)}) = 0, \]  

(A7)

and \( V = \sum_{n,k} H^{(n,k)} F_{n}^{(q)} F_{k}^{(q)^*} \), we obtain an explicit expression for \( S_1 \):

\[ S_1 = \sum_{n,k \neq (n_0,k_0)} \frac{H^{(n,k)}}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}. \]  

(A8)

where the pairs \((n_0, k_0)\) satisfy \( n_0 q + k_0 o = 0\); that is, they denote the resonance condition. We now have the relation

\[ [S_1, V] + \frac{1}{2} \left[ S_1, [S_1, H_F^{(0)}] \right] = \frac{1}{2} [S_1, V]. \]

Then, the second-order correction is

\[ \tilde{H}_F^{(2)} = [S_2, H_F^{(0)}] + \frac{1}{2} [S_1, V] = \left[ S_2, H_F^{(0)} \right] - \frac{1}{2} \sum_{m,h, (n,k) \neq (n_0,k_0)} \frac{[H^{(m-n,h-k)}, H^{(n,k)}]}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}. \]  

(A9)

In Ref. [52], a projection operator simply eliminates \([S_2, H_F^{(0)}]\), but there, the summation was restricted to on-resonance terms only, \((m, h) = (n_0, k_0)\). Here, we follow a slightly different route, where the second term in Eq. (A9) is the same expression as \( \Lambda_F^{(2)} \) in Ref. [52] but with the sum not restricted to \( n_0, k_0 \). We can now divide this term into two parts such that

\[ \tilde{H}_F^{(2)} = [S_2, H_F^{(0)}] + W + \tilde{H}_F^{(2)} \]  

(A10)

where

\[ W = \frac{1}{2} \sum_{m,h \neq (m,h)} \sum_{(n,k) \neq (n_0,k_0)} \frac{[H^{(m-n,h-k)}, H^{(n,k)}]}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}, \]  

(A11)

\[ \tilde{H}_F^{(2)} \]  

(A12)

where the summation for \( \tilde{H}_F^{(2)} \) is restricted to the indices \((m, h)\) labeling only the non-negligible terms (e.g., zero frequency, on resonance, and low frequencies that are picked up by the sensing protocol), and \( W \) is the complementary term. We can now use \( S_2 \) to cancel out \( W \), by setting

\[ [S_2, H_F^{(0)}] + W = 0. \]  

(A13)

If we keep all terms in Eq. (A9) (and neglect their effects later, e.g., with RWA, resonance, etc.), we can set \( W = 0 \), which also implies \( S_2 = 0 \). So with either strategy, the relevant second-order correction is

\[ \tilde{H}_F^{(2)} = -\frac{1}{2} \sum_{(m,h) \neq (n_0,k_0)} \frac{[H^{(n,k)}, H^{(m-n,h-k)}]}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}. \]  

(A14)

The effective Hamiltonian in Hilbert space is now

\[ \tilde{H}(t) = \sum_{n', k'} \langle n, k | \tilde{H}_F^{(0)} + \tilde{H}_F^{(1)} + \tilde{H}_F^{(2)} + \ldots | n', k' \rangle \]  

\[ = \sum_{(m,h)} [H^{(m,h)} + H^{(m,h)}_{(2)} + \ldots] e^{i(mq + h\omega)t}, \]  

(A15)

where the second- and third-order terms are [98]

\[ H^{(m,h)}_{(2)} = -\frac{1}{2} \sum_{n,k} \frac{[H^{(m-n,h-k)}, H^{(n,k)}]}{nmq + ko} F_{m}^{(q)} F_{n}^{(q)^*}. \]  

(A16)

\[ H^{(m,h)}_{(3)} = \frac{1}{2} \sum_{n,k,n',k'} \frac{[H^{(n,k)}, H^{(m-n',h-k')}, H^{(n',k')}] F_{m}^{(q)} F_{n}^{(q)^*}}{(nmq + ko)^2} \]  

\[ + \frac{1}{2} \sum_{n,k,n',k'} \frac{[H^{(n,k)}, H^{(m-n',h-k')}, H^{(n',k')}] F_{m}^{(q)} F_{n}^{(q)^*}}{(nmq + ko)(n'mq + k'o)} \]  

(A17)

While the range of values \( (m, h) \) is flexible in different applications [50–52], in this work we focus on slowly varying terms with a near-resonance condition \( mq + h\omega \approx 0 \) or \( mq + h\omega \ll \omega \), where \( \omega \in \{nmq + ko, n, k \in \mathbb{Z}, nmq + ko \neq 0, H^{(n,k)} \neq 0\} \), to describe frequency mixing due to different frequency modes, as we neglect terms oscillating at high frequency, which rapidly average out.
The theoretical calculations up to second order are summarized as a simple correspondence in Eq. (6) in the main text. These results can also give rise to time-independent effective Hamiltonians as discussed in Refs. [50–52]. Here, we show an example of calculating an ac Stark shift with Eq. (6) for time-independent cases. For a qubit with an energy gap $\omega_0$ under a circularly polarized driving field $(\Omega/2)[\cos(\omega t)\sigma_z + \sin(\omega t)\sigma_y]$ with detuning $\delta = \omega - \omega_0$, the effective Hamiltonian can be calculated in the rotating frame, where the unmixed Hamiltonian is $(\Omega/2)[\cos(\delta t)\sigma_z + \sin(\delta t)\sigma_y]$, yielding $H_1 = (\Omega/2)\sigma_z$, $H_2 = (\Omega/2)\sigma^-$, and $\omega_1 = -\omega_2 = \delta$. The effective Hamiltonian is then calculated as $-\Omega^2/(4\delta)[\sigma_z]$, which is exactly the ac Stark shift induced by a detuned oscillating field. This result is consistent with the calculation in standard textbooks on atomic physics [99].

APPENDIX B: QUANTUM FREQUENCY MIXING

1. Longitudinal signals

a. Case 1: Linearly polarized bias and signal

In the main text, for both the effective transverse and longitudinal signals, Rabi oscillations in the rotating frame are used to extract the signal amplitudes. Here, we show that an effective mixed signal in the x-y plane transformed from a longitudinal unmixed signal can induce Rabi oscillations in the lab frame. We start with the calculation of the effective Hamiltonian in the lab frame; then, we note that a more precise calculation should be performed in the rotating frame, which will be discussed shortly.

If both the bias field with amplitude $\Omega_b$ and signal with amplitude $\Omega_c$, are linearly polarized, the Hamiltonian in the lab frame is

$$H = \frac{\omega_0}{2} \sigma_z + \Omega_b \cos(\omega_b t + \phi_b)\sigma_x + \Omega_c \cos(\omega_c t + \phi_c)\sigma_z.$$  (B1)

This is a bimodal Floquet problem with two frequency modes $(\omega_b, \omega_c)$. The nonzero Fourier components of the Hamiltonian $H$ in Eq. (B1) are $H^{0,0} = (\omega_0/2)\sigma_z$, $H^{0,1} = (\Omega_b e^{i\phi_b}/2)\sigma_x$, and $H^{1,0} = (\Omega_c e^{i\phi_c}/2)\sigma_z$. We assume $\Omega_b, \Omega_c, |\omega_b - \omega_c| \ll \omega_b, \omega_c$ and consider the following frequencies that satisfy the near-resonance condition $|\omega_b + \omega_c| \approx 0$: (1) $(m, h) = (0, 0)$ such that $m\omega_b + h\omega_c = 0$, giving rise to the ac Stark shift; (2) $(m, h) = (\pm 1, \mp 1)$ such that $m\omega_b + h\omega_c = \pm(\omega_b - \omega_c)$, giving rise to the frequency-mixed Rabi drive (target signal). For each case, we use Eq. (A16) to calculate the second-order effective Hamiltonian term, where the values of $(n, k)$ in the summation go through all integer numbers satisfying $n\omega_b + k\omega_c \neq 0$. For example, for $(m, h) = (+1, -1)$, the values of $(n, k)$ resulting in nonvanishing second-order terms in Eq. (A16) are $(n, k) = (0, -1)$ and $(n, k) = (+1, 0)$; thus, the second-order term can be calculated as

$$\frac{1}{2} \left( \frac{1}{\omega_b} + \frac{1}{\omega_c} \right) [H^{(+1,0)}, H^{(0,-1)}] e^{i(\omega_b - \omega_c) t},$$

which again validates the formula in Eq. (6) in the main text. To calculate the complete effective Hamiltonian in the lab frame, we sum up all the frequency-mixed terms and obtain

$$\hat{H} = \frac{\omega_0}{2} \sigma_z + \frac{1}{\omega_b} [H^{(1,0)}, H^{(-1,0)}] + \frac{1}{\omega_c} [H^{(0,1)}, H^{(0,-1)}]$$

$$+ \left[ \frac{1}{2} \left( \frac{1}{\omega_b} + \frac{1}{\omega_c} \right) [H^{(1,0)}, H^{(0,-1)}] e^{i(\omega_b - \omega_c) t} + \text{H.c.} \right]$$

$$= \frac{\omega_0}{2} \sigma_z + \Omega_{Fz} \sin[(\omega_b - \omega_c) t + (\phi_b - \phi_c)]\sigma_y.$$  (B2)

where the target signal amplitude is

$$\Omega_{Fz} = \frac{\Omega_b \Omega_c}{2} \left( \frac{1}{\omega_b} + \frac{1}{\omega_c} \right).$$  (B3)

When $|\omega_b - \omega_c| = \omega_0$, a resonance condition is satisfied and a Rabi oscillation signal $S(t)$ is obtained when monitoring the population of an initial state $|0\rangle$ in the lab frame such that

$$S(t) = P_{|0\rangle}(t) = \frac{1}{2} [1 + \cos(\Omega_{Fz} t)].$$  (B4)

The ac Stark shift of the linearly polarized bias field is not predicted from the lab-frame calculation, keeping terms up to second-order expansion in the perturbation. A more precise calculation of the effective Hamiltonian should be performed in the rotating frame.

b. Case 2: Linearly polarized bias and signal

(rotating-frame analysis of Protocol 1 in Table I)

Here, we analyze case 1 again but in a rotating frame defined by $U = e^{-i(\omega_b t/2)\sigma_z}$. This transforms the Hamiltonian in Eq. (B1) to

$$H_I = \Omega_{xz} \cos(\omega_x t + \phi_x)\sigma_z$$

$$+ \Omega_{xb}^{\pm \omega_b} [\cos(\tilde{\omega}_b t + \phi_b)\sigma_x + \sin(\tilde{\omega}_b t + \phi_b)\sigma_y]$$

$$+ \Omega_{xb}^{\pm \omega_b} [\cos(\tilde{\omega}_b t + \phi_b)\sigma_x - \sin(\tilde{\omega}_b t + \phi_b)\sigma_y],$$  (B5)

where $\tilde{\omega}_b = \omega_b - \omega_0$ and $\tilde{\omega}_b = \omega_b + \omega_0$ are the shifted bias frequencies. The rotating-frame Hamiltonian $H_I$ describes a three-mode Floquet problem. We assume $\Omega_{b}, \Omega_{bz}, |\omega_b - \omega_0| \ll \omega_x, \tilde{\omega}_b, \tilde{\omega}_b$ and neglect other fast oscillating frequencies such as $\omega_b + \omega_0 \pm \omega_c$; then, we obtain the effective Hamiltonian in the rotating frame.
\[ \hat{H}_I = \frac{\delta_z}{2} \sigma_z + \Omega_{Tz} \cos[(\omega_b - \omega_0 - \omega_s)t + (\phi_b - \phi_s)] \sigma_x \\
+ \sin[(\omega_b - \omega_0 - \omega_s)t + (\phi_b - \phi_s)] \sigma_y \\
- \Omega_{Tz} \cos[(\omega_b - \omega_0 + \omega_s)t + (\phi_b + \phi_s)] \sigma_x \\
+ \sin[(\omega_b - \omega_0 + \omega_s)t + (\phi_b + \phi_s)] \sigma_y. \]  

(B6)

The ac Stark shift term is
\[ \frac{\delta_z}{2} = -\frac{\Omega_{st}^2 \omega_0}{2(\omega_b^2 - \omega_0^2)}. \]  

(B7)

and the target signal amplitudes are
\[ \Omega_{Tz} = \frac{\Omega_{s} \Omega_{st}}{4} \left( \frac{1}{\omega_b - \omega_0} + \frac{1}{\omega_s} \right), \]  

(B8)

\[ \Omega'_{Tz} = \frac{\Omega_{s} \Omega_{st}}{4} \left( \frac{1}{\omega_b - \omega_0} + \frac{1}{\omega_s} \right). \]  

(B9)

We note that at most one of the two conditions \( \omega_b - \omega_0 \pm \omega_s \ll \omega_s \) can be satisfied in practical experimental conditions. In the main text, the term with amplitude \( \Omega'_{Tz} \) is neglected; here, we include both \( \Omega_{Tz} \) and \( \Omega'_{Tz} \) terms for completeness, as resonance conditions can be used with the protocols outlined in Table I.

If we apply a linearly polarized spin-locking drive \( \Omega \cos(\omega_0 t) \sigma_x \) to create a static field \( \Omega \gg \delta_z, \Omega_{Tz} \) along the \( x \) axis in the rotating frame, then the Hamiltonian can be simplified further to
\[ \hat{H}_I = \frac{\Omega}{2} \sigma_z + \Omega_{Tz} \sin[(\omega_b - \omega_0 - \omega_s)t + (\phi_b - \phi_s)] \sigma_y \\
- \Omega_{Tz} \sin[(\omega_b - \omega_0 + \omega_s)t + (\phi_b + \phi_s)] \sigma_y, \]  

(B10)

where the total ac Stark shift \( \delta_z/2 + \Omega_{s}^2/(8\omega_0) \sigma_z \) is neglected. Here, \( \Omega_{s}^2/(8\omega_0) \) is the Bloch-Siegert shift due to the counterrotating term of the spin-locking drive.

When the resonance condition \( |(\omega_b - \omega_0 - \omega_s)| = \Omega \) (or \( |\omega_b - \omega_0 + \omega_s| = \Omega \)) is satisfied, a Rabi oscillation signal \( S(t) \) is obtained when monitoring the population of the initial state \( |+\rangle = (|0\rangle + |1\rangle)/\sqrt{2} \) in the rotating frame such that
\[ S(t) = P_{+}(t) = \frac{1}{2}[1 + \cos(\Omega_{Tz} t)]. \]  

(B11)

For both ultrahigh signal frequencies \( \Omega \ll \omega_0 < \omega_s \) and intermediate signal frequencies \( \Omega \ll \omega_s < \omega_0 \), the effective Rabi frequency is reduced to \( \Omega_{s} \Omega_{st}/2\omega_s \), leading to a sensitivity reduction factor \( \epsilon_z = \Omega_{st}^2/2\omega_s \).

We note that the derivation here can also be used to describe the lab-frame Rabi in case 1 by setting \( \Omega = 0 \). However, the effective Rabi frequency and ac Stark shift obtained in the rotating frame are different from those in the lab frame with the same order-of-perturbation calculation. In Appendix B1d, we discuss their comparison in detail and show that the rotating-frame calculation is more precise.

c. Case 3: Circularly polarized bias and linearly polarized signal
(Protocol 2 in Table I)

When the bias field is circularly polarized and the signal field is linearly polarized, the Hamiltonian in the rotating frame is
\[ \hat{H}_I = \Omega_{az} \cos(\omega_0 t + \phi_s) \sigma_z \\
+ \frac{\Omega_{st}}{2} \left[ \cos(\omega_b t + \phi_b) \sigma_x + \sin(\omega_b t + \phi_b) \sigma_y \right]. \]  

(B12)

By solving this bimodal Floquet problem, we obtain the effective Hamiltonian in the same form as Eq. (B6) with the same target signal amplitudes and a slightly different ac Stark shift term,
\[ \frac{\delta_z}{2} = -\frac{\Omega_{b}^2}{4(\omega_b - \omega_0)}. \]  

(B13)

Under the same resonance conditions, the rotating-frame Rabi oscillations of an initial spin-locked state can be induced by the effective target signal with the same form as Eq. (B11).

d. Comparison of lab-frame and rotating-frame calculations

We notice that case 1 is a special case of case 2 when \( \Omega = 0 \); however, the obtained ac Stark shift and target signal amplitude are different. Under the resonance condition \( \omega_b = \omega_s + \omega_0 \), the lab-frame derivation gives the effective Rabi frequency \( \Omega_s \Omega_{st}/2[1/\omega_s + 1/(\omega_s + \omega_0)] \), whereas the rotating-frame derivation gives the effective Rabi frequency \( \sqrt{(\Omega_{st}^2 \Omega_{az}/\omega_s)^2 + \delta_z^2} \), which takes the ac Stark shift into account. For an ultrahigh signal frequency, \( \omega_s \gg \omega_0 \), the two results are approximately the same, but for an intermediate frequency, \( \omega_s < \omega_0 \), the two results are quite different since the ac Stark shift is non-negligible. In Fig. 5, we simulate the Fourier spectrum of the lab-frame Rabi oscillations as a function of the signal frequency and compare this with the theoretical predictions, which validates that the Floquet predictions in the rotating frame are more precise.

We further study this comparison by evaluating the effective Hamiltonian in the lab frame up to third order [50,51], which gives an ac Stark shift term \( \delta_z/2 \sim -\Omega_{b}^2 \omega_0/(2\omega_b^2) \) due to the mixing of three frequencies.
ω₀, −ω₀, 0, which is still different from the one given by the rotating-frame analysis \( \delta_z/2 \approx -\Omega_b^2 \omega_0/(2(\omega_0^2 - \Omega_b^2)) \) but is already closer. When \( \omega_b \gg \omega_0 \), the two results become similar again. This comparison can be explained by examining the orders of magnitude of the effective Hamiltonian terms in Eq. (A15). In the lab frame, a large static term \((\omega_0^2/2)\sigma_z\) enters the numerator in the perturbation calculation, and the calculation of mixed terms is precise only for \( \omega_z \approx \omega_b \). However, this large static term is canceled by the transformation to the rotating frame, and the perturbation analysis is precise as long as \( \Omega_b, \Omega_{sz} \ll \omega_b - \omega_0, \omega_0 \).

We note that a similar argument of the calculation accuracy should also apply to the Jacobi-Anger method [69]. To obtain a more precise result, the reference frame for the theoretical analysis should be carefully selected.

2. Transverse signals
   a. Case 1: Linearly polarized bias and signal (Protocol 3 in Table I)

   When both the bias and signal fields are transverse and linearly polarized, the Hamiltonian in the lab frame is

   \[
   H = \frac{\omega_0}{2} \sigma_z + \Omega_b \cos(\omega_b t + \phi_b) \sigma_x + \Omega_{sz} \cos(\omega_z t + \phi_z) \sigma_z.
   \]

   In the rotating frame defined by \( U = e^{-i(\omega_0 t/2)\sigma_z} \), we obtain

   \[
   H_I = \frac{\Omega_b}{2} \left[ \cos(\tilde{\omega}_b t + \phi_b) \sigma_x + \sin(\tilde{\omega}_b t + \phi_b) \sigma_y \right] + \frac{\Omega_b}{2} \left[ \cos(\tilde{\omega}_b t + \phi_b) \sigma_y - \sin(\tilde{\omega}_b t + \phi_b) \sigma_x \right] + \frac{\Omega_{sz}}{2} \left[ \cos(\tilde{\omega}_z t + \phi_z) \sigma_z + \sin(\tilde{\omega}_z t + \phi_z) \sigma_y \right] + \frac{\Omega_{sz}}{2} \left[ \cos(\tilde{\omega}_z t + \phi_z) \sigma_y - \sin(\tilde{\omega}_z t + \phi_z) \sigma_z \right],
   \]

   where \( \tilde{\omega}_b = \omega_{b,z} + \omega_0, \tilde{\omega}_b,s = \omega_{b,z} - \omega_0 \).

   The Hamiltonian in Eq. (B15) is a four-mode Floquet problem. Assuming that \( \Omega_b, \Omega_{sx}, |\omega_b - \omega_z| \ll \tilde{\omega}_{s,b}, \delta_{s,b} \) and neglecting fast oscillating terms, we obtain the effective Hamiltonian

   \[
   \hat{H}_I = \frac{\delta_z}{2} \sigma_z - \Omega_{Fx} \cos((\omega_b - \omega_z)t + (\phi_b - \phi_z)) \sigma_z,
   \]

   where the ac Stark shift is

   \[
   \delta_z = -\Omega_b^2 \omega_0/2(\omega_b^2 - \omega_0^2) - \Omega_{sz}^2 \omega_0/2(\omega_z^2 - \omega_0^2),
   \]

   and the target signal amplitude is

   \[
   \Omega_{Fx} = \frac{\omega_b \Omega_{sx}}{2} \left( \frac{\omega_0}{\omega_b^2 - \omega_0^2} + \frac{\omega_0}{\omega_z^2 - \omega_0^2} \right).
   \]

   If we apply a linearly polarized spin-locking drive to create a static field \( \Omega \) along \( x \) in the rotating frame, the Hamiltonian is then approximately simplified to

   \[
   \hat{H}_I = \frac{\Omega}{2} \sigma_z - \Omega_{Fx} \cos((\omega_b - \omega_z)t + (\phi_b - \phi_z)) \sigma_z,
   \]

   where the total ac Stark shift \([\delta_z/2 + \Omega^2/(8\omega_0)] \ll \Omega \) is neglected.

   When \( |\omega_b - \omega_z| = \Omega \), the resonance condition is satisfied, and a Rabi oscillation signal \( S(t) \) is obtained by monitoring the population of the initial state \(|+\rangle \) in the rotating frame such that

   \[
   S(t) = P_{+}(t) = \frac{1}{2} [1 + \cos(\Omega_{Fx} t)].
   \]

   For an ultrahigh signal frequency \( \omega_{b,z} \gg \omega_0 \gg \Omega \), the effective Rabi frequency is reduced to \( \Omega_b \Omega_{sx} \omega_0/\omega_0^2 \), yielding a sensitivity reduction factor \( \epsilon_z = \Omega_b \omega_0/\omega_0^2 \). For an intermediate signal frequency \( \Omega \ll \omega_{b,z} \ll \omega_0 \), the effective Rabi frequency is reduced to \( \Omega_b \Omega_{sx} \omega_0/\omega_0 \), and the sensitivity reduction factor is \( \epsilon_z = \Omega_b/\omega_0 \).

b. Case 2: Circularly polarized bias and signal

When both the bias and signal fields are transverse and circularly polarized, the Hamiltonian in the rotating frame is
\[ H_I = \frac{\Omega_p}{2} [\cos(\tilde{\omega}_b t + \phi_b) \sigma_x + \sin(\tilde{\omega}_b t + \phi_b) \sigma_y ] + \frac{\Omega_s}{2} \cos(\tilde{\omega}_s t + \phi_s) \sigma_x + \sin(\tilde{\omega}_s t + \phi_s) \sigma_y ] + \frac{\Omega_{sx}}{2} \cos(\tilde{\omega}_{sx} t + \phi_{sx}) \sigma_x - \sin(\tilde{\omega}_{sx} t + \phi_{sx}) \sigma_y. \] (B21)

By solving the bimodal Floquet problem in Eq. (B21), we obtain the effective Hamiltonian in the same form as Eq. (B16) with the same target signal amplitude as Eq. (B20) under the same resonance condition \(|\omega_b - \omega_s| = \Omega_b\). The target signal amplitude and the sensitivity are thus similar to case 2, which has a smaller degradation factor than case 1.

### 3. Additional strategies to improve the sensitivity

Under a large bias field \(\Omega_b\) and spin-locking control amplitude \(\Omega\), higher-order terms from perturbation theory become important, as additional frequency modes are no longer negligible. These terms might potentially limit the optimal sensitivity. In addition, the possible frequency mixing involving the control fields \(\Omega(t)\) might also induce imperfections.

As we mentioned, some of the higher-order terms could be corrected for, by adjusting the working protocols. When correcting the ac Stark shift by adjusting the resonance condition of the control field \(\Omega\) to \(\omega = \omega_b + \delta_x(\omega)\) (Sec. V), a detuning term in the rotating frame \(-\delta_x \sigma_x / 2\) could give rise to additional mixed Hamiltonian terms. Since the simulation matches the theoretical predictions when the bias and signal amplitudes are not too large, as shown in both Figs. 3 and 5, these imperfections only become important when the bias or control amplitudes become large compared to mode frequencies.

Another way to suppress the ac Stark shift to improve the sensitivity is to increase the resonant driving amplitude \(\Omega\). In the Supplemental Material [81], we simulate the dependence of the bias amplitude \(\Omega_b\) under different drive amplitudes \(\Omega\), which show that the deviation from the linearity appears at a larger \(\Omega_b\) under a larger \(\Omega\). Thus, correcting the ac Stark shift and increasing \(\Omega\) may yield a higher sensitivity to vector ac fields.

### APPENDIX C: SIMULATION VALIDATION

In the main text and Appendix B, we validate the theoretical predictions of the various quantum frequency mixing protocols by simulating a few exemplary cases. In this section, we add more detailed simulations for all six cases discussed in Appendix B to further validate our theoretical results.

#### 1. Phase dependence

As introduced in the main text, the relative phase between the bias field and the signal field is used to extract the transverse signal direction; thus, it is important to validate the phase dependence of the effective Hamiltonian. Since the population measurement on the initial state \(|\pm\rangle = (|0\rangle + |1\rangle) / \sqrt{2}\) does not reveal the phase information \(\phi_b - \phi_s\) in the effective Hamiltonian [Eqs. (B2), (B10), and (B16)], here we instead monitor the population of the initial state \(|0\rangle\) (for the sensing protocol in the lab frame, i.e., case 1 of longitudinal signal sensing, we monitor \(|\pm\rangle\) in the lab frame). Before we move forward to the simulation validation of the phase dependence, we first provide an
FIG. 6. Phase $\phi_b$ sweep simulation for a qubit with $\omega_0 = (2\pi)50$ MHz. The intensity plots are the Fourier spectra of the simulated time-dependent population $P(t)$ for the initial (and readout) state $|+\rangle$ for panel (a) and $|0\rangle$ for panels (b)–(f). (a) Both the ac field (along $z$) and bias field (along $x$) are linearly polarized with $\omega_x = (2\pi)375$ MHz, $\omega_b = \omega_z + \omega_0 = (2\pi)425$ MHz, $\phi_b = 0$, and $\Omega_b = \Omega_z = (2\pi)10$ MHz. (b) Both the ac field (along $z$) and bias field (along $x$) are linearly polarized with $\omega_x = (2\pi)375$ MHz, $\omega_b = \omega_z + \omega_0 = \Omega = (2\pi)422$ MHz, $\phi_b = 0$, and $\Omega_b = \Omega_x = (2\pi)10$ MHz. The spin-locking drive amplitude is $\Omega = (2\pi)3$ MHz. (c) The ac field (along $z$) is linearly polarized, and the bias field (in the $x$-$y$ plane) is circularly polarized with the same parameters as in panel (b). (d) Both the ac field (along $x$) and bias field (along $x$) are linearly polarized with $\omega_b = \omega_z + \Omega$, $\omega_x = (2\pi)375$ MHz, $\phi_b = 0$, and $\Omega_b = \Omega_{xx} = (2\pi)10$ MHz. The spin-locking drive amplitude is $\Omega = (2\pi)3$ MHz. (e) Both the ac field (in the $x$-$y$ plane) and bias field (in the $x$-$y$ plane) are circularly polarized with the same parameters as in panel (d). (f) The ac field (along $x$) is linearly polarized, and the bias field (in the $x$-$y$ plane) is circularly polarized with the same parameters as in panel (d). All the dashed lines are theoretical predictions derived from the multimode Floquet theory.

intuitive explanation of the evolution modes under the effective Hamiltonian. The Rabi oscillation induced by the effective signal, e.g., the $\Omega_{xx}$ term in Hamiltonian $\hat{H}_J = \Omega_x \sigma_z/2 - \Omega_{xx} \cos(\Omega_t + (\phi_b - \phi_s))\sigma_z$, can be analyzed in a second rotating frame defined by the spin-locking field $\Omega_{xx}/2$, where a static signal in the $y$-$z$ plane $\langle \Omega_{xx}/2 \rangle [\sin(\theta_{\Omega_b} - \theta_{\Omega_s})\sigma_y - \cos(\theta_{\Omega_b} - \theta_{\Omega_s})\sigma_z]$, arising from the effective target signal, induces spin precession with a rate $\Omega_{xx}$ (or $\Omega_{xx}$ for a longitudinal signal), which can be directly measured by monitoring the population in $|+\rangle$. However, when monitoring the evolution with an observation operator $\sigma_z$, noncommuting with the rotating-frame transformation $\Omega_{xx}\sigma_z$, we are able to see a mixture of the Rabi frequency and the rotating-frame frequency $\Omega \pm \Omega_{xx}\Omega_{xx}$ in the Fourier spectra of the evolution, which form the Mollow triplet [37]. The intensity of the center band $\Omega$ and sidebands $\Omega \pm \Omega_{xx}\Omega_{xx}$ is determined by the initial state with respect to the direction of the static signal in the second rotating frame, which is then set by the initial phase $\phi_b - \phi_s$.

In Fig. 6, we simulate the evolution $P_{|0\rangle}(t)$, $P_{|+\rangle}(t)$ for case 1 of longitudinal signal sensing in the lab frame as a function of the phase $\phi_b$ (while keeping $\phi_s = 0$) for all six cases discussed in Appendix B and plot their Fourier spectra. When $\phi_b - \phi_s = 0$, the initial state is along the static target-field direction such that no spin precession is induced in the second rotating frame. Then, the evolution mode is simply an oscillation at the rotating-frame frequency $\Omega$ [or $\omega_0$ for case 1 of longitudinal signal sensing in Fig. 6(a)], which corresponds to the Mollow center band. When $\phi_b - \phi_s = \pi/2$, the opposite behavior is observed, where the sidebands become most prominent and the center band vanishes. The vanishing of the center band here is due to the dynamical symmetry of the Hamiltonian, which is discussed in detail in Ref. [38]. When $\phi_b - \phi_s$ is an intermediate angle, the evolution mode is a mixture of both the center band and sidebands. These predictions are validated in detail in Fig. 6.

2. Effective Rabi frequency

To further validate the theoretical results of the effective target signal amplitudes $\Omega_{xx} = \Omega_{xx}(\omega_z, \omega_x, \Omega_x, \Omega_b)$ in the main text and Appendix B, we simulate the Rabi oscillations induced by the effective target signal as a function of these parameters and plot their Fourier spectra along with the theoretical predictions obtained in Eqs. (B12), (B10), and (B16) in Appendix B.
In Fig. 7, we simulate the Rabi oscillation spectrum as a function of the signal frequency $\omega_s$ for all six cases discussed in Appendix B in the ultrahigh-frequency range $\omega_s \gg \omega_0 = (2\pi)50$ MHz. The theoretical predictions are indicated by the dashed lines, which match well with the simulation. In Fig. 8, we use a large $\omega_0 = (2\pi)2200$ MHz to simulate an intermediate range $\omega_s < \omega_0$. The consistency between the theory and simulation demonstrates the broad applicable range of our theoretical approach.

In Fig. 9, we simulate the Rabi oscillation spectrum as a function of bias amplitude $\Omega_0$. The theoretical predictions neglecting the ac Stark shift match well with the simulation.
atlying only when $\Omega_s$ is small, while the predictions considering the ac Stark shift match the simulation in a larger range.

In Figs. 7(a), 8(a), and 9, the theoretically predicted Rabi frequency is more precise when taking the ac Stark shift into account. See Supplemental Material [81] for detailed derivations of these theoretical analyses.

**APPENDIX D: TIME DOMAIN ANALYSIS**

In some specific cases, e.g., when both the bias and signal fields are along the transverse direction, there is a time-domain analysis that can also give the correct effective Hamiltonian under a reasonable approximation. One of the most popular methods is based on Jacobi-Anger expansion, which has been utilized to derive the system dynamics under periodic drives [42,69]. A detailed discussion is included in the Supplemental Material [81]. Here, we instead use an example (Protocol 3) to show that, by employing the typical method of calculating ac Stark shifts, we can also obtain the frequency-mixed signal under the condition $\omega_b, \omega_s \gg \omega_0$. We consider the sum of both the bias and signal fields in the lab frame

$$H_{bs} = \left[ \Omega_s \cos(\omega_s t + \phi_s) + \Omega_b \cos(\omega_b t + \phi_b) \right] \sigma_z$$

where $\phi_c = (\phi_b + \phi_s)/2$ and $\alpha, \beta$ are slowly varying envelopes of the fast oscillation at frequency $(\omega_b + \omega_s)/2$, with

$$\alpha = \left( \Omega_b + \Omega_s \right) \cos \left( \frac{\omega_b - \omega_s}{2} t + \frac{\phi_b - \phi_s}{2} \right),$$

$$\beta = \left( -\Omega_b + \Omega_s \right) \sin \left( \frac{\omega_b - \omega_s}{2} t + \frac{\phi_b - \phi_s}{2} \right).$$

Then, we can calculate the static ac Stark shift induced by both terms to obtain

$$\tilde{H}_{bs} = -\frac{(\alpha^2 + \beta^2)\omega_0}{2[(\omega_b + \omega_s)^2 - \omega_0^2]}\sigma_z$$

$$= -\frac{\Omega_b^2 \omega_0}{2[(\omega_b + \omega_s)^2 - \omega_0^2]}\sigma_z - \frac{\Omega_s^2 \omega_0}{2[(\omega_b + \omega_s)^2 - \omega_0^2]}\sigma_z$$

$$- \frac{\Omega_b \Omega_s \omega_0}{2 \omega_0^2} \cos[(\omega_b - \omega_s) t + \phi_b - \phi_s] \sigma_z.$$  

Here, the first two terms are the ac Stark shifts due to the bias and signal fields, and the third term, oscillating with a frequency $\omega_b - \omega_s$, is the frequency-mixed signal. Under the approximation $\omega_b, \omega_s \gg \omega_0$ and $\omega_b - \omega_s \sim \omega_0$, such a result is consistent with the Floquet derivation of Protocol 3 in Eq. (B16).
We note that for other protocols where the signal or bias field is not transverse, one can still use a similar analysis by properly choosing the reference frame and applying the ac Stark shift method or the Jacobi-Anger method, which should be analyzed case by case.
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