Roles of liquid structural ordering in glass transition, crystallization, and water’s anomalies
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Abstract

The liquid state is one of the fundamental and essential states of matter, but its physical understanding is far behind the other states, such as the gas and solid states, due to the difficulties associated with the high density causing many-body correlations and the lack of long-range order. Significant open problems in liquid science include glass transition, crystallization, and water’s anomalies. Austen Angell has contributed tremendously to these problems and proposed many new concepts of fundamental importance. In this article, we review how these concepts have influenced our work on liquid physics, focusing on the roles of liquid structural ordering in glass transition, crystallization, and water’s anomalies.
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1. Introduction

Liquids are one of the fundamental states of matter around us, and a physical understanding of the liquid state is of vital importance. The physics of an equilibrium state of simple liquids like hard spheres has been rather well established [1]. However, there are many open problems concerning liquids not that simple. They include (1) metastable liquids below the melting points (i.e., supercooled liquids) and its dynamic arrest (i.e., glass transition) [2, 3, 4, 5, 6, 7, 8, 9, 10], (2) liquid-to-crystal transition [11, 12], (3) physical properties of liquids with complex directional interactions such as water [13, 2, 14, 15, 16, 17, 18, 19], and (4) liquid and amorphous polymorphs [20, 21, 22, 23].

Austen Angell has carried out a number of pioneering studies in these topics and has been at the forefront of research moving forward over the years. I mainly studied critical phenomena and soft matter physics until 1995, and my primary interests were rather far from these topics. When I first saw the so-called Angell plot, which classifies the types of slowing down of liquid dynamics towards the glass-transition point $T_g$ in terms of liquid fragility. Fragile liquids show super-Arrhenius-type dynamic slowing down upon cooling, whereas strong liquids exhibit Arrhenius-type one. I was fascinated by this classification and became very interested in what physical factors control the fragility of liquids. This is how I got started with the research of liquid science. I first met Austen and his family with excitement in the International Discussion Meeting on Relaxations in Complex Systems held at Vigo, Spain, in 1997. Since then, I have been very fortunate to keep communicating with him closely over the years.

This article will review our research on glass transition, crystallization, and water’s anomalies in connection to many new concepts and ideas brought by Angell. Since I recently wrote a lengthy review article on liquid-liquid transition and polyamorphism [23], I will not discuss this topic much in this article. In Sec. 2 we discuss our study on glass transition initiated from my interest in the Angell plot. In Sec. 3, we discuss crystal nucleation from a supercooled liquid and glass-forming ability. In Sec. 4, we discuss the physical origin of water’s anomalies. In Sec. 5, we summarize.
2. Glass transition

Fragility and glass-forming ability: Two-order-parameter model. Motivated by Angell’s classification of glass-forming liquids, I wonder what controls the liquid fragility. I came up with the idea that the frustration on crystallization may be a critical factor.

The role of local icosahedral ordering in frustrating crystallization was first pointed out by Frank [24]. Subsequently, the concept of geometrical frustration associated with icosahedral ordering has been popularised in the community of structural glasses because of its analogy to frustration in spin glasses and has become a mainstream theoretical concept. For example, Steinhardt et al. proposed a theoretical model based on the icosahedral ordering, which suffers from geometrical frustration of the 6-fold bond orientational order parameter \( q_6 \) [25]. Similarly, Tarjus and Kivelson and their coworkers [26, 27] proposed a frustration-limited domain theory in which the critical point of structural ordering is avoided by internal frustration in the order parameter. In both approaches, the frustration originates from the “internal” geometrical frustration of the order parameter itself. These approaches can be regarded as a single-order-parameter description of glass transition, similarly to the spin-glass theory described by a spin-glass-based model. In this scenario, the key temperatures are the mode-coupling critical temperature \( T_c \), the glass transition temperature \( T_g \), and the ideal glass transition temperature \( T_0 \). (a) Single-order-parameter model of glass transition based on spin-glass-like scenarios, where frustration is internally embedded in the order parameter itself. In this scenario, the key temperatures are the mode-coupling critical temperature \( T_c \), the glass transition temperature \( T_g \), and the ideal glass transition temperature \( T_0 \).

Figure 1: (a) Single-order-parameter model of glass transition based on spin-glass-like scenarios, where frustration is internally embedded in the order parameter itself. In this scenario, the key temperatures are the mode-coupling critical temperature \( T_c \), the glass transition temperature \( T_g \), and the ideal glass transition temperature \( T_0 \). (b) Two-order-parameter model of glass transition based on frustration against crystallization or competing orderings, where frustration is between a part of the potential compatible with the crystal and the other part incompatible with it. In this scenario, the key temperatures are the onset temperature of the cooperativity \( T_m \), which is located near the melting point \( T_m \), \( T_g \), and \( T_0 \). (b) Two-order-parameter model of glass transition based on frustration against crystallization or competing orderings, where frustration is between a part of the potential compatible with the crystal and the other part incompatible with it. In this scenario, the key temperatures are the onset temperature of the cooperativity \( T_m \), which is located near the melting point \( T_m \), \( T_g \), and \( T_0 \).

In the above models based on a single order parameter, crystallization is out of consideration, i.e., the kinetic avoidance of crystallization is implicitly assumed. Thus, particular forms of free energy were introduced to describe glass transition alone. Contrary to this, I thought that the same free energy should describe crystallization and vitrification and that for modeling glass transition, it is necessary to consider squarely that a liquid always crystallizes upon slow enough cooling. There should be a link between crystallization and glass transition as long as crystallization does not involve other phenomena such as phase separation. Thus, unlike models based on the internal frustration in a single order parameter, I proposed a “two-order-parameter model” [41, 42, 43, 44, 45, 46], where frustration against crystallization caused by another type of ordering plays a critical role in avoiding crystallization and causing vitrification (see Fig. 1(b)). In other words, we focus on the frustration embedded in the free energy of a system [9]: A part of the free energy tends to form a crystal, whereas the other part tends to prevent it. Our model based on “frustration against crystallization” or “competing orderings” is essentially different in physics from the other frustration models mentioned above, although it might not have been recognized so clearly in the glass community. For example, our model can discuss the ability to form glass depending on the strength of the frustration, whereas the models based on internal frustration of a single amorphous order parameter cannot because crystallization is out of consideration.

Based on this model, I speculated that stronger frustration against crystallization makes a glass-former stronger and increases the glass-forming ability [47]. This view is consistent with the link between the kinetic and thermodynamic fragilities pointed out by Martinez and Angell [48]. For example, it was predicted that metallic glass-formers with a stronger tendency of icosahedral ordering should be less fragile (i.e., stronger) and better glass-formers, as long as
Figure 2: (a) V-shaped phase diagram of water-type liquids [34]. Stable crystals are \( S \)-type crystals with tetrahedral symmetry that expand upon crystallization at low pressure, whereas they are \( \rho \)-type crystals that shrink upon crystallization at high pressure. We proposed that water-type liquids include water, five atomic elements (Si, Ge, Sb, Bi, and Ga), and some group III-V (e.g., InSb, GaAS, and GaP) and II-VI compounds (e.g., HgTe, CdTe, and CdSe) [34]. The melting point has a minimum, \( T_X \), at \( P_X \), around which the \( S \) - and \( \rho \)-type orderings compete and the degree of frustration on crystallization is maximized. (b) Schematic phase diagram of water/LiCl mixtures [35, 36, 37]. Locally favored structures have symmetry consistent with ice crystals (\( S \)-crystal) but not with hydrate crystals (\( \rho \)-crystal). If we replace the salt concentration \( \phi \) with pressure, this figure represents the phase diagram of water or other water-type liquids (see (a)). Although both adding salt and applying pressure decrease locally favored tetrahedral structures, their roles should differ since the former has local effects whereas the latter has global effects. (c) Schematic representation of the \( \phi \) dependence of the fraction of locally favored structures and hydration structures. We note that hydrated structures and locally favored tetrahedral structures are the sources of frustration against tetrahedral crystals (\( S \)-crystal) and hydrate crystals (\( \rho \)-crystal), respectively. Panels (b) and (c), which are courtesy of Mika Kobayashi, are reproduced from Fig. 30 of Ref. [38].

Icosahedral ordering is not too strong to form quasicrystals [49, 47]. I also focused on the fact that tetrahedral liquids such as water, silicon, germanium, and bismuth, generally have a V-shaped temperature (\( T \))-pressure (\( P \)) phase diagram [34] (see Fig. 2(a)). A liquid expands upon crystallization into a low-pressure crystal, which we call \( S \)-type crystal. In contrast, above the triple point \( P_{\text{min}} \), it shrinks upon crystallization into a high-pressure crystal, which we call \( \rho \)-type crystal. Our model predicts that the glass-forming ability and fragility should be maximized near the triple point since the competition (i.e., frustration) between the two types of orderings (\( S \)-ordering and \( \rho \)-ordering) is maximized there.

Later we performed two-dimensional (2D) numerical simulation to confirm our claim by introducing a spin to each particle with an angle-dependent three-body potential (strength \( \Delta \)) favoring pentagonal symmetry in addition to an isotropic Lennard-Jones potential [39, 50] (see Fig. 3(a)). Pentagonal local structures that cannot tile the space induce strong frustration against crystallization. We indeed found that a liquid with a stronger tendency (larger \( \Delta \)) of local pentagonal ordering (i.e., stronger frustration against crystallization) becomes stronger and has a better glass-forming ability (see Fig. 3(b)). This liquid forms an antiferromagnetic crystal upon crystallization at high \( \Delta \), and the antiferromagnetic orientational ordering competes with the pentagonal spin ordering in a supercooled state. We note that the increase in the anisotropic part of the potential leads to the increase in the activation energy for particle motion at high temperatures above the onset temperature \( T_{\text{on}} \) below which cooperative motion emerges, also making liquids stronger.

We also performed simulation studies on 2D weakly polydisperse hard-sphere-like liquids, where the degree of size polydispersity \( \Delta \) is a measure of the strength of frustration against crystallization into a hexatic crystal [40]. This system has a \( \phi \)-\( \Delta \) phase diagram similar to the above 2D spin liquids (see Fig. 3(c)), showing the generality of our frustration-based scenario. For this system, we have also found that a liquid suffering stronger frustration against crystallization, i.e., larger \( \Delta \) becomes stronger and has a better glass-forming ability (see Fig. 3(d)).

Molinero, Sastry, and Angell [51] also performed numerical simulations of modified Stillinger-Weber potential, which is made of an isotropic part and anisotropic part favoring tetrahedral symmetry. They found that the glass-forming ability and the fragility are maximized.
Figure 3: (a) The phase diagram of 2D spin liquid as a function of $T$ and the strength of energetic frustration $\Delta$. An increase in $\Delta$ changes the stable equilibrium crystal from a hexagonal plastic crystal, where spins can rotate on the lattice, to an antiferromagnetic crystal. For $\Delta \geq 0.6$, the system forms glass with a specific cooling rate. (b) The Angell plot for 2D spin liquids with various $\Delta$. A liquid with larger $\Delta$ is less fragile, i.e., stronger, and has a better glass-forming ability. (c) The phase diagram of 2D polydisperse hard-sphere-like liquid as a function of $T$ and the variance of size polydispersity $\Delta$ (%) that is a measure of the frustration strength against crystallization. The stable equilibrium crystal can be formed up to $\Delta = 9\%$, but above it, the system tends to form glass without crystallization. (d) The Angell plot for liquids with various polydispersity $\Delta$. A liquid with larger $\Delta$ is less fragile, i.e., stronger, and has a better glass-forming ability, as in the 2D spin liquids. Panels (a) and (b) are reproduced from Figs. 2 and 6b of Ref. [39]. Panel (d) is reproduced from Fig. 1(b) of Ref. [40].

around the triple point, consistent with the prediction of our two-order-parameter model [42]. I vividly remember a fascinating discussion on this topic with Angell and Molinero in the International Discussion Meeting on Relaxations in Complex Systems held at Lille, France, in 2005. Later, Angell and his coworkers even proved a high glass-forming ability of atomic germanium near the triple point by performing high-pressure experiments [52]. They successfully produced a metallic amorphous state of single-component atomic germanium by temperature quench.

A similar V-shaped melting point minimum is also observed in binary mixtures. Such melting point minimum is widely known as a eutectic point. Angell also did pioneering experiments with Sare on the glass-forming ability of a water-salt mixture [53,15]. It is one of the critical experiments that was the basis of developing our two-state model. We also did experiments on the same system (a water-LiCl mixture) to test the prediction of a three-state model, which includes hydration structures as the third state to our two-state model of water (see Fig. 2(b)). This model phenomenologically describes the dependence of the viscosity on the salt concentration [36,37]. In the course of these works, Angell kindly provided us with many valuable comments.

Recently, we have used the model with tunable tetrahedrality $\lambda$ developed by Molinelo, Sastry, and Angell [51] to study the link between the degree of competing orderings and the glass-forming ability in a system with a V-shaped phase diagram (see Fig. 2(a)) [54]. We will discuss this problem and provide a more detailed physical origin of the phenomenon in Sec. 5.

Structural origin of slow glassy dynamics. One of the central questions of glass transition is the physical origin of drastic slowing down of the dynamics towards the glass transition point. The extreme case is the fragile limit according to the Angell classification. Many simulation models of spherical particles belong to the fragile-limit glass formers [59]. Our two-order-parameter model predicts that a system only weakly frustrated against crystallization, which is sitting in the border between crystallization and vitrification, should belong to the fragile-limit glass formers [59]. Based on this idea, we studied weakly frustrated liquids and found that crystal-like orientational order grows with an increase in the degree of supercooling. We show such examples of growing angular orders upon cooling in various supercooled liquids, as shown in Fig. 4, indicating the generality in fragile liquids. We emphasize that two-body density correlators, such as the radial distribution function $g(r)$ and structure factor $S(q)$, are hard to detect these angular orders. This fact also implies little coupling between the density and the angular orders for fragile-limit liquids (note that this is not the case for strong liquids, such as silica). In these liquids, steric repulsion is the primary source of structural ordering. Noting that an angular order requires at least three-body correlations, we may say that glassy amorphous order must be intrinsically due to many-body correlations, casting doubt on scenarios based on the two-body correlation [9,59,60].

We also found that these spatial fluctuations of static structural order parameters are strongly correlated with the mobility fields, i.e., dynamic heterogeneities [39,40,56,55,57,61]. These results not only support a structure-dynamics link revealed by an isoconfigurational sampling method developed by Harrowell and his
Figure 4: Spatial fluctuations of angular orders developed in various supercooled glass-forming liquids. We stress that these angular orders are not coupled to the density field and thus cannot be detected by a two-body density correlator, such as the radial distribution function or structure factor $S(q)$ \[55\]. (a) Spatial distribution of hexatic order parameter $Q_6$ time-averaged over $\tau_\alpha$ in a 2D supercooled polydisperse hard-sphere-like liquid (polydispersity $\Delta =9\%$) \[40\]. (b) Spatial distribution of hexatic order parameter $Q_6$ time-averaged over $\tau_\alpha$ in a 2D supercooled polydisperse driven granular liquid (polydispersity $\Delta =9\%$) \[55\]. (c) Spatial distribution of 6-fold bond orientational order parameter $Q_6$ time-averaged over $\tau_\alpha$ in a 3D supercooled polydisperse hard-sphere-like liquid (polydispersity $\Delta =6\%$) \[55, 57\]. (d) Spatial distribution of spin alignment order parameter $Q_6$ time-averaged over $\tau_\alpha$ in a 2D supercooled spin liquid (the frustration parameter $\Delta =0.60$) \[19\].

Figure 5: (a) Power-law relation between $\xi(\xi)$ and $(\Delta X - X_0)/X_0$ \[55\]. $X$ is the volume fraction $\Phi$ for 2D and 3D polydisperse hard-sphere-like liquids (2DPC and 3DPC), 2D granular liquids (2DGL), and 2D binary hard-sphere-like liquids (2DBL), whereas the temperature $T$ for 2D spin (2DSL) and 3D Lennard-Jones liquids (3DLJ), $\xi$ and $\xi_0$ are the static correlation lengths, and $\xi_\alpha$ is the dynamic correlation length. $\xi_\alpha$ is the correlation length of hexatic order $Q_6$ for 2DPC and 2DGL, whereas the correlation length of 6-fold bond orientational order $Q_6$ for 3DPC and 3DLJ. (b) Relation between $\log(\tau_\alpha/\tau_0)$ and $D_\alpha(X - X_0)/X_0 = D_\alpha(\xi/\xi_0)^{3/2}$ \[55\], where $D_\alpha$ is the fragility index and $d$ is the spatial dimensionality. (c) Relationship of $\tau_\alpha$ to $\xi_\alpha$ during the aging process of 3DPC (polydispersity: 6%) for the volume fractions $\Phi = 0.550, 0.568, \text{and } 0.587$, together with the relationship of $\tau_\alpha$ to $\xi_\alpha$ in the equilibrium liquid as a function of $\Phi$ \[55\]. Note that during aging, both $\tau_\alpha$ and $\xi_\alpha$ increase with the aging time. Panels (a) and (b) are reproduced from Figs. 4a and b of Ref. \[55\], respectively, and panel (c) from Fig. 4(f) of Ref. \[55\].

coworkers \[62\] but also show the importance of angular order, i.e., many-body interactions, at the origin of structure-dynamics correlation.

Furthermore, the correlation length $\xi$ has been revealed to diverge towards the ideal glass transition point $X_0$ as \[39, 40, 56, 55, 57, 61\]

$$\xi = \xi_0 \left(\frac{X - X_0}{X_0}\right)^{\nu},$$

where $\nu = 2/d$, $d$ is the spatial dimensionality, and $X$ is temperature $T$ or volume fraction $\phi$. We also found that the static correlation length grows with an increase in the degree of supercooling, in proportion to the dynamic correlation length $\xi_\alpha$ \[39, 40, 56, 55, 57, 61\]. This suggests that the dynamic heterogeneity is a consequence of the spatial fluctuation of static structural order. Moreover, we found that the exponent $\nu$ is the same as the critical exponent for the correlation length for the $d$-dimensional Ising universality class of critical phenomena \[55\]: $\nu \sim 2/d$. We show this relation suggesting the Ising criticality for various liquids is shown
in Fig. 5(a). Similar Ising-like criticality was also reported by Mosayebi et al. [63] and Zheng et al. [64].

Furthermore, we obtained the following relation between $\xi$ and the structural relaxation time $\tau_\alpha$ (see Fig. 5(b)):

$$\tau_\alpha = \tau_0 \exp \left( \frac{K(\xi/\xi_0)^{d/2}}{k_B T} \right),$$

(2)

where $\tau_0$ is the microscopic time, $K$ is related to the fragility index $D_F$ as $K = D_F k_B T$ (larger $D_F$ indicates a stronger character), and $k_B T$ is the thermal energy. This relation indicates that the activation energy for particle motion increases in proportion to $(\xi/\xi_0)^{d/2}$. Furthermore, we found [55] that the dynamics of the structural order parameter belongs to the dynamic universality of the kinetic Ising model, i.e., model A [65, 66]. We note that our angular structural order parameter is non-conserved since it can change locally at each point independently from other points (as spin can flip independently without any constraint). This non-conserved nature of the order parameter is consistent with the model A-type dynamics.

**Generalized angular order parameter: Packing capability $\Psi$.** In the above examples showing the Ising criticality, angular ordering has a connection to the crystal symmetry (see, e.g., Fig. 4) because these systems suffer from weak frustration against crystallization. However, such a connection is not expected for binary mixtures that involve phase separation upon crystallization. The phase separation cuts the link between the liquid-state and crystal-state free energies. To overcome this difficulty, we have recently introduced a new structural order parameter, i.e., local packing capability $\Psi$, which is a measure of local vibrational entropy, i.e., local free energy. This structural order parameter $\Psi$ can detect sterically favored topologies in an order-agnostic manner. It characterizes the angular order of the configuration of neighboring particles around a particle, thus intrinsically reflecting many-body correlations. We may regard $\Psi$ as a generalized bond orientational order parameter that does not rely on specific symmetry.

Using this order parameter, we have confirmed that relations (1) and (2) hold universally for any particular glass-formers, including binary mixtures, in which the interaction potentials are isotropic and additive [67, 68, 69]. Furthermore, we have found that a link between the amplitude of fast $\beta$ motion and slow structural relaxation [70, 71, 72, 40, 73, 74] is through local structures identified as the local packing capability [67].

We have also found that the average local packing capability defined in an instantaneous liquid state, $\Psi$, under thermal noise have the following relation to the system temperature ($T$) or density ($\rho$) [68] (see Fig. 5(a)):

$$\frac{(\Psi - \Psi_0)}{\rho \Psi_0} = \frac{T - T_0}{T_0} = \frac{\rho_0 - \rho}{\rho_0},$$

(3)

where $\Psi_0$ and $\rho_0$ are the values of $\Psi$ and $\rho$ at the ideal glass-transition point. This relation indicates that $\Psi$ is an essential control variable of the slow glassy dynamics not only locally but also globally [68]. For example, we have confirmed a general relationship between $\Psi$ and $\tau_\alpha$:

$$\tau_\alpha = \tau_0 \exp \left( \frac{B(\Psi - \Psi_0)}{\Psi - \Psi_0} \right),$$

(4)

where $B$ is a constant.

It has been known [75] that liquids interacting with the Weeks-Anderson-Chandler (WCA) and Lennard-Jones (LJ) potentials, which have an identical $g(r)$ but very different dynamics at the same temperature. Recently, there have been some efforts to save this failure of the two-body description of slow glassy dynamics by its modification [76, 77]. However, we have shown that these liquids actually have very different local packing capability $\Psi$ at the same temperature, responsible for the different dynamics [69]. We have confirmed that both systems obey relation (4). This finding indicates that a two-body correlation such as $g(r)$ is not enough to detect the amorphous order responsible for slow dynamics of a supercooled state, and many-body angular correlations play an essential role in slow glassy dynamics [9, 59, 60].

**Link between glassy order parameter and slow dynamics.** Now we consider how local liquid structures determine slow glassy dynamics. For a weakly polydisperse system, the spatial correlation function of the coarse-grained crystal-like bond orientational order parameter, a complex order parameter that has both amplitude and phase information, can directly detect the correlation length of growing structural order. Here, the coarse-graining up to neighboring particles is necessary to remove the disturbance due to icosahedral ordering in hard-sphere-like systems. Thus, it is hard to detect a proper correlation length without coarse-graining (see, e.g., Ref. [78]).

What is critical here is that the phase (angular) coherence of the bond orientational order parameter plays an essential role in detecting the static correlation length $\xi$ [40, 55, 57, 9] (see below). On the other hand, the amplitude correlation function fails in detecting $\xi$. For a scalar structural order parameter, the spatial coarse-graining over the correlation length $\xi$ [67, 68] or the time averaging over $\tau_\alpha$ [39, 40, 55, 57, 61] are crucial.
for seeing nearly one-to-one structure-dynamic correlation ($\xi \sim \xi_\phi$) in supercooled glass-forming liquids. This fact means that the dynamics of a particle cannot be determined locally but depends on its environment; in other words, it is determined in a coarse-graining manner [79, 67, 88].

We have shown that the size of the environment affecting the motion of a particle determines the static correlation length $\xi$ as well as the dynamic correlation length $\xi_\phi$ [67]. Using isoconfigurational averaging, we have also studied how the mobility field develops from an inherent structure with time. We have found that particle motion starts to evolve from most defective parts with low local packing capability (i.e., large $\Psi(r)$) and gradually spreads towards regions with higher packing capability (smaller $\Psi(r)$), following the $\Psi(r)$ field. The strongest correlation is seen between the mobility field pattern at the maximum dynamic heterogeneity (its characteristic length $\xi_\phi$) and the static order parameter field with the coarse-grained length $\xi$, i.e., $\xi_\phi \sim \xi$. Since this process proceeds statistically, there is no one-to-one relationship between the local scalar order parameter such as $\Psi(r)$ and the mobility field. Here we note that since $\Psi(r)$ is inversely correlated with the local Debye-Waller factor (solidity) (or, positively correlated with the amplitude of fast $\beta$ motion) [67], this result is consistent with the correlation between the Debye-Waller factor and the slow dynamics [89, 70, 72, 40, 41, 81, 82].

Here we consider the role of the phase (angular) coherence of the complex bond orientational order parameter. Considering the above finding, we speculate that the phase coherence controls how the mobility field statistically develops, following the structural order parameter field. This fact again strongly suggests the critical importance of angular structural order in determining slow glassy dynamics. We stress that the angular coherence is tightly linked to the spatial extendability of sterically favored topologies without voids.

Finally, we also emphasize that Eq. (2) holds even in out-of-equilibrium situations during aging [58] (see Fig. 5(c)) and for systems under spatial confinements [83]. These results strongly suggest that liquid dynamics at a specific location is controlled by a structural order parameter of many-body origin there, irrespective of whether the liquid is in equilibrium or out of equilibrium or whether it is confined or not confined.

The origin of the Ising-like criticality. These studies indicate that structural fluctuation of particulate glass-formers interacting with isotropic potentials shows Ising-like criticality, suggesting a discrete symmetry of glassy structural ordering. Langer proposed an Ising model of glass transition, focusing on the two-state feature of sterically favored configurations [84, 85]. This
is an intriguing idea. We might be able to say that frustration generally changes the nature of the order parameter from the continuous to discrete symmetry \([55]\) since similar phenomena are also observed in spin systems \([86, 87]\). Below we consider this problem from a different angle.

In the above, we have emphasized the importance of the phase coherency of orientational order parameter and the spatial coherence of packing capability. Such local coherency of order between neighboring particles is favored sterically because a particle with high orientational order (or packing capability) can gain an extra free volume (or vibrational entropy) if its neighbor also coherently has high order. This situation is essentially the same as the favored parallel alignment of neighboring spins in the Ising model.

Here, we point out an essential difference in the character of the order-parameter fluctuations between 2D monodisperse and glass-forming polydisperse disks. In the former, ordered patches with some phase coherency are formed in a liquid state, and its coherence length \(\xi_{\text{coh}}\) (i.e., the patch size) exponentially toward the hexatic-ordering point. On the other hand, in the latter, frustration creates low ordered regions, leading to critical-like fluctuations of the order parameter amplitude in addition to the phase, as shown in Figs. 3(a) and (b). The correlation length diverges, obeying the Ising-like power law instead of the exponential growth. Similar behaviors are also observed in other systems, such as 2D spin liquid (see Fig. 4(d) \([39]\) and glass-forming binary mixtures \([67, 68]\). We speculate that the introduction of this disorder due to frustration and the resulting order-parameter-amplitude fluctuations may be the origin of the discrete twofold symmetry, i.e., the Ising-like criticality.

In relation to the above speculation, we focus on the nature of the disorder. The above order parameter \(\Psi\) is scalar, representing the local packing capability around a central particle. Thus, its decrease with decreasing \(T\) or increasing \(\phi\) indicates the decrease of the degree of disorder. We also define voids for weakly 2D polydisperse hard-sphere-like systems as follows \([55]\). We first apply Delaunay triangulation to a spatial pattern of the centers of mass of particles. When the length of a side of a triangle connecting particle \(i\) and \(j\) is larger than a critical value \(\sigma_{ij}\), which we set \(\sigma_{ij} = 1.5(\sigma_i + \sigma_j)/2\), we cut that bond. In this way, we can identify geometrical defects, which are polygons whose number of sides are more than 4 (squares, pentagons, \(\cdots\)). The driving force of geometrical ordering is steric repulsion, which maximizes entropy by gaining vibrational entropy while sacrificing configurational entropy. The inset image of Fig. 6(b) illustrates the spatial distribution of geometrical defects (squares, pentagons, \(\cdots\)) for 2D polydisperse hard-sphere-like system \([55]\), which is anti-correlated with the degree of hexatic order (i.e., tiling with rather regular triangles). We also plot the \(\phi\)-dependence of \(P(3)\) and \(P(4)\) in Fig. 8(b). Triangles become more and more dominant with an increase in \(\phi\), and squares (i.e., geometrical defects) tend to disappear completely at the ideal glass-transition volume fraction \(\phi_0\). The fraction of voids, which is roughly the fraction of squares, \(P(4)\), follows \(P(4) \propto (\phi_0 - \phi)^{\alpha}\).

Interestingly, the \(T\)-dependence of voids, \(P(4)\), is essentially the same as that of the packing capability, \(\Psi\), Eq. 7 (compare Figs. 6(a) and (b)). We stress that since relation 6 holds in any systems interacting with isotropic interactions, including both 2D and 3D systems \([68]\), the behaviors of these two quantities characterizing local packing are universal. The packing capability \(\Psi\) and the fraction of voids \(P(4)\) act as control parameters of the dynamics as the temperature does. We may regard these quantities as ‘free volume’. This result supports the above speculation on the importance of frustration-induced disorder for the Ising-like criticality. However, since the discussion is speculative, identifying the origin of discrete symmetry remains a task for future theoretical investigation.

**Ising-criticality scenario or RFOT scenario.** Our Ising-criticality scenario \([55, 9]\) and the RFOT scenario \([29, 30, 8, 31]\) both predict the same relations for \(\xi\) and \(\tau\) like Eqs. (1) and (2) (for the former, below the onset temperature \(T_{\text{on}}\), whereas for the latter, only near \(T_0\) below the mode-coupling \(T_c\)). However, there is a fundamental difference concerning the nature of the order-parameter fluctuations.

In our scenario, spatial fluctuations of the order parameter are critical-like (i.e., obeying the Ornstein-Zernike correlation \([66]\) for our scenario, and, upon cooling, their size exceeds the particle size below the onset temperature \(T_{\text{on}}\). Thus, \(T_{\text{on}}\) marks a crossover from the simple Arrhenius to Vogel-Fulcher-Tammann law (see, e.g., Ref. [43]). Below \(T_{\text{on}}\), the static \((\xi)\) and dynamic \((\xi_4)\) correlation lengths grow in a coupled manner since the growth of structural ordering is the origin of slow dynamics in this scenario (see Fig. 7(a)).

In contrast, mosaic-like metastable islands are a prominent player for the RFOT scenario and emerge only below the mode-coupling \(T_c\), below which the free energy is supposed to have a metastable minimum. Thus, the static \((\xi)\) and dynamic \((\xi_4)\) correlation lengths are strongly decoupled far above the Kauzmann (or ideal glass-transition) temperature \(T_K = T_0\), more pre-
Figure 7: Comparison of the temperature dependences of the static ($\xi$ and $\xi_{PTS}$) and dynamic correlation lengths $\xi_4$ between the Ising criticality (a) and RFOT (b) scenarios. $T_{on}$ is the onset temperature, $T_c$ is the mode-coupling critical temperature, and $T_K$ is the Kauzmann temperature equal to the ideal glass transition temperature $T_0$.

cisely, above $T_c$ (see Fig. 7(b)). The crucial point is that $T_{on}$ is generally located much higher temperature than $T_c$, and thus, the relation between the static and dynamic correlation lengths in a temperature region between $T_{on}$ and $T_c$ should provide critical information on which scenario is more appropriate for the description of slow glassy dynamics.

Our molecular dynamics simulations showed that the relations given by Eqs. (1) and (2) hold even in the temperature region between $T_{on}$ and $T_c$ (or slightly below it). We have confirmed for 2D polydisperse hard-sphere liquid (Fig. 8(a)) [88] and 3D soft binary mixture liquid (Fig. 8(b)) [67] that the static correlation length $\xi$ is directly coupled with the dynamic correlation length $\xi_4$ even above $T_c$. According to the RFOT scenario, there should exist no rapidly growing static length above $T_c$, where mosaic structures are absent (see Fig. 7(b)). Thus, these results support our Ising-criticality scenario (compare Figs. 7(a) and (b)).

We also note that the standard point-to-set length $\xi_{PTS}$, which was developed to pick up the mosaic length based on the RFOT scenario [90][91][89], cannot detect our angular order correlation length $\xi$ [88][67]. This fact seems to indicate that the standard point-to-set (PTS) length that is inherently designed to detect translational order cannot pick up orientational order [88] unless it is specially designed to detect angular order [92] (note that the PTS defined in this way is no more order-agnostic since the knowledge of the order type is required in advance). The ROFT theory is exact for hard-sphere liq-
uids at the infinite dimension \((d = \infty)\), where many-body effects disappear entirely, and the two-body-level description becomes exact \([93]\). However, at low dimensions such as \(d = 2\) and \(3\) relevant for real systems, many-body angular correlations that originate from entropy gain associated with high particle packing capability lead to ‘entropy-driven structural ordering’ in a supercooled liquid \([9, 59, 60]\).

The physics behind our scenario can be relatively easily understood by noting that (1) crystallization of hard spheres discovered by Alder and Wainwright \([94]\) is purely entropically (or sterically) driven and (2) hexatic ordering plays a critical role in the ordering of hard disks in 2D, i.e., an intermediate hexatic phase with quasi-long-range orientational order emerges between liquid and crystal states \([95]\). Thus, we may conclude that in liquids made of particles where interparticle steric repulsions play a critical role in structural ordering, slow glassy dynamics is caused by entropy-driven angular ordering, i.e., enhancement of packing capability. Recently, Han and his coworkers \([64]\) showed that liquids made of hard ellipsoids also exhibits Ising-criticality near the glass transition, indicating that our scenario is valid as long as structural ordering is entropically driven.

We emphasize that entropically driven structural order can grow its correlation length without limitation upon cooling until geometrical frustration embedded in the structural order parameter prevents it. We note that, unlike crystalline order, amorphous order cannot tile the space thoroughly and thus intrinsically suffers from internal frustration in the structural order itself. For example, polydispersity above a particular level prevents infinite growth of crystal-like bond orientational order. Thus, the critical-like power-law growth of the correlation length \(\xi\) and the resulting VFT-like divergence of \(\tau_s\) may eventually stop upon cooling.

Finally, we note that the situation should be markedly different for energetically driven structural ordering such as tetrahedral ordering in water and silica. Locally favored structures formed energetically by directional bonds must accompany a sizeable entropic loss upon the ordering (see below) \([96, 59, 60]\). Thus, these structures cannot extend spatially and remain localized without growing, increasing only their fraction upon cooling.

Fragile-to-strong transition. Angell and his coworkers \([100]\) discovered that some liquids like water exhibit fragile behavior at a high temperature, whereas strong behavior near \(T_g\). This unusual behavior has been widely known as “fragile-to-strong transition”. Later, this transitional behavior has been reported for various liquids such as silica \([101]\), metallic glass-formers \([102, 103]\), and chalcogenide glass-formers \([104]\), and has attracted considerable attention in the glass community. It motivated us to consider the physical origin of the fragile-to-strong transition of water \([105]\). This unusual phenomenon has been claimed to be explained by a crossover from the power-law-type mode-coupling anomaly to a strong (Arrhenius) behavior upon crossing the Widom line of liquid-liquid transition \([97]\). This scenario has become very popular.

I focused on the fact that the fragile behavior of water is observed even at a temperature almost twice of \(T_g\), which is usually thought free from the glass transition or far above the onset temperature of cooperative slow glassy dynamics, \(T_{\text{on}}\). I proposed \([105]\) that this transition may not be related to glass transition, but due to the crossover between the two states from a high-temperature disordered liquid without locally favored structures (tetrahedral structures in the case of water and icosahedral structures for metallic liquids), which we call ‘\(\rho\)-liquid’, to a low-temperature liquid full of locally favored structures, which we call “\(S\)-liquid”. Since \(\rho\)- and \(S\)-liquids have different activation energies, a liquid with the fraction of locally favored structures \(s\) should have the activation energy of

\[
E(s) = E_{\rho}(1 - s) + E_{S}s,
\]

where \(E_{\rho}\) and \(E_S\) are the activation energy for pure \(\rho\)-liquid \((s = 0)\) and \(S\)-liquid \((s = 1)\), leading to an Arrhenius-to-Arrhenius crossover. The assumption behind this simple additive form of \(E(s)\) is that the lifetime of locally favored structures is much shorter than \(\tau_s\), \([105]\), which was later confirmed by numerical simulations \([92]\). It was predicted that the structural relaxation time \(\tau_s\) is described as a function of \(s\) by the following phenomenological relation \([105]\);

\[
\tau_s(s) = \tau_0 \exp \left( \frac{E_{\rho}(1 - s) + E_{S}s}{k_B T} \right),
\]

where \(\tau_0\) is the microscopic time.

Recently, we have confirmed the validity of this phenomenological relation based on numerical simulations of realistic classical water models \([98, 99]\), but at the same time found that \(s\) is not the fraction of locally favored structures, but its spatial average up to neighbors \(s^D\). This is because the dynamics of a molecule cannot be determined by itself but also affected by its neighbors. The crucial point is that diffusion occurs via the exchange between neighboring molecules, and hydrogen-bond reconnections are necessary for the diffusion of a water molecule. This consideration has led us to develop a hierarchical two-state model \([98, 99]\).
Figure 9: Dynamical crossovers in TIP5P water and real water at 1 bar. (a) The Widom-line interpretation [97] of dynamical crossovers in TIP5P water: a crossover from power-law above the Widom line ($s = 1/2$ line here) to Arrhenius law below the Widom line. This scenario results in unphysically slow dynamics at $T_g$. (b) Our hierarchical two-state scenario for dynamical crossovers in TIP5P water. In the pure $\rho$-state regime, water shows an Arrhenius behavior. When entering the two-state regime upon cooling, water shows the first dynamic crossover from the Arrhenius to non-Arrhenius (the so-called “fragile”) behavior; When leaving the two-state regime by further cooling, water exhibits the second dynamic crossover from the non-Arrhenius to Arrhenius (the so-called “strong”) behavior. (c) Two-state fitting to the temperature dependence of the experimentally measured diffusion constants of water and silica, together with a fit of our hierarchical two-state model. We also show the data of a typical fragile liquid, o-terphenyl, with a fit of the Vogel-Fulcher-Tammann law. On the details of the experimental data, see Ref. [98]. (d) Breakdown of the Stokes-Einstein-Debye relation in TIP5P water. The solid and dotted lines represent the two-state and dynamic $\rho$-state contributions, respectively, indicating that the growth of dynamic $S$-state upon cooling causes the breakdown of the Stokes-Einstein-Debye relation in supercooled water. The effective hydrodynamic radius $a = 1.3 \text{Å}$ was estimated from the high-temperature data for TIP5P water. These figures (a)-(d) are reproduced from Figs. 15(a) and (b) of Ref. [99], Fig. 5 and Fig. 4A of Ref. [98], respectively. See Refs. [98, 99] for the details.

Figure 9 shows the analyses of the dynamics of TIP5P water based on the Widom-line scenario (a) and our hierarchical two-state scenario (b), and the hierarchical two-state model analysis of the dynamics of actual water (c). We also note that our two-state model can describe the breakdown of the Stokes-Einstein-Debye relation without any adjustable parameters (Fig. 9(d) (see Refs. [98] [99] on the details). This indicates that the breakdown of the Stokes-Einstein-Debye relation in water does not come from glassiness but simply from the two-state feature. We also discuss this problem in more detail in Sec. 4.

We argue that this Arrhenius-Arrhenius crossover scenario based on the two-state model may be valid also for silica, metallic, and chalcogenide liquids since these liquids tend to form distinct locally favored structures. For silica, we have evidence for the two-state feature, similarly to water [106] [107]. For metallic glass-formers such as CuZr, it was shown that local structural orderings such as icosahedral ordering are linked to the fragile-to-strong transition, although local structures may not be one type [103]. We note that Angell and his coworkers pointed out the importance of medium-range order and liquid-liquid transition in the fragile-to-strong transition in phase-change materials used for memory [108, 109, 110].

Perspective. The above consideration has led us to classify glass-forming liquids based on which of entropy or energy is dominant in structural ordering [59, 60]. Liquids with entropy-driven structural ordering, such as hard spheres, can have amorphous structural (angular) order whose correlation length tends to diverge towards the ideal glass-transition point but may eventually stop growing due to geometrical frustration in the amorphous order parameter. In these liquids, the packing capabili-
ity is the essential order parameter. On the other hand, for liquids with energy-driven structural ordering, such as water and silica, the size of locally favored structures cannot grow and be localized due to a significant entropy loss upon structural ordering. Lowering temperature increases only the fraction of locally favored structures (s) (without increasing their sizes), leading to an Arrhenius-Arrhenius crossover discussed above. In these liquids, the fraction of locally favored structures (s) is the order parameter. Finally, the intermediate behavior is expected for liquids in which both entropy and energy contribute to the free energy. This case of liquids with intermediate fragility remains unclear, and further research is necessary to reveal the origin of the slow glassy dynamics in such liquids.

We have also found that entropy-driven structural ordering in a supercooled liquid exhibits critical-like fluctuations, whose growth leads to the increased activation energy for particle motion. However, the origin of the Ising-like criticality and its link to slow dynamics remain elusive. This problem is a challenging but interesting subject for future theoretical study.

3. Crystallization

Role of preordering of supercooled liquid in crystal nucleation. Crystallization is another important topic in the field of liquid science [11, 12]. Angell also made many pioneering experimental studies on crystal nucleation [112, 113, 114, 115]. As discussed above, we view glass transition as a consequence of frustration against crystallization. Then, as described above, we have found that in liquids suffering from weak frustration against crystallization, crystal-like orientational order develops in a supercooled state [40, 55, 57, 51]. This finding led us to the idea that preordering in the form of crystal-like orientational order acts as precursors for crystal nucleation [111, 57] (see Fig. 10 (b)).

On the other hand, in the classical nucleation theory and density functional theory of crystallization [2, 11], a supercooled liquid has been regarded as homogeneous (see Fig. 10 (a)), and thus, crystal nuclei have been assumed to be formed randomly in space. Contrary to this, we have confirmed in hard spheres [111, 57, 116] that crystal nuclei are always formed in regions of high crystal-like bond orientational order formed in a supercooled state [116, 9, 117]. We emphasize that this structural ordering is an intrinsic feature of a supercooled liquid state not suffering from strong frustration against crystallization.

Crystal nucleation begins with increasing the phase (angular) coherence of the crystal-like bond orientational order without accompanying density change. Later, the density change, i.e., translational ordering, comes into play only when the crystal nucleus becomes large enough to have its spatial periodicity. Such crystal nucleation behavior was directly confirmed by confocal microscopy experiments in colloidal systems by Tan et al. [118]. We have found that preordering also plays a critical role in the polymorph selection by simulations [116] and confocal microscopy experiments [119]. Furthermore, we have confirmed that this scenario of crystal nucleation is valid for soft spheres [120] and water [121], indicating the universality of this scenario of crystal nucleation [117].

The above scenario suggests that preordering compatible with the symmetry of a crystal to be formed promotes crystal nucleation since preordering lowers the liquid-crystal interface tension due to wetting effects [111]. We emphasize that the wetting effects are different from those in a scalar order parameter [122] since the relevant order parameter responsible for the effects is orientational. The effects are a consequence of symmetry matching between the precursor and crystal structures, leading to the polymorph selection due to preordering [116, 119]. Such preordering also plays a critical role in heterogeneous crystal nucleation on the substrate [123]. As mentioned above, we pointed out a possibility that competition between two types of crystals leads to the minimum melting point at the triple point [124], making a liquid structure more disordered and increasing the frustration against crystallization and thus glass-forming ability [47]. Angell and coworkers indeed found that this is the case for liquids with a modified Stillinger-Weber potential [51].

Impact of the preorder-crystal similarity on glass-forming ability. Recently, we have studied the physical origin of enhanced glass-forming ability near the melting point minimum, focusing on the degree of preordering in a supercooled state [54]. According to the classical nucleation theory [11], the crystal nucleation rate I is obtained as

$$I = f \frac{D}{D_0} \exp(-\beta \Delta F^*)$$  \hspace{1cm} (6)

where f is a numerical factor (which depends on terms like the Zeldovich factor [11]), D/D_0 is the adimensional diffusion constant, ΔF^* is the free energy barrier that the system has to overcome in order to crystallize, and β = 1/k_B T. Here we note that the crystallization kinetics is controlled by the diffusion constant D and
not by the viscosity $\eta$, which are decoupled for $T \leq T_m$ (see, e.g., Refs. [125] [9] [126]). It should be noted that the Stokes-Einstein relation is violated below the onset temperature $T_m$. The fact that crystal nucleation is controlled by $D$ and not by $\eta$ can also resolve Kauzmann’s paradox [125] [9].

Now we consider the crystal nucleation based on our two-order-parameter model. The free-energy cost to form a crystal nucleus, of volume $V_n$ and interface area $S_n$, can be expressed in the adimensional form by scaling it with the thermal energy as follows [54]:

$$\beta \Delta F = -V_n(\beta \Delta \mu) + S_n(\beta \gamma),$$

(7)

where $\gamma$ is the liquid-crystal interfacial tension, and $\Delta \mu = \mu_{\text{liquid}} - \mu_{\text{solid}}$ is the chemical potential difference between solid and liquid, i.e., the driving force of crystallization. It is important to note that the terms competing in the dimensionless free-energy cost are $\beta \Delta \mu$ and $\beta \gamma$, and not bare $\Delta \mu$ and $\gamma$ themselves (see Eq. (7)). Thus, the nucleation rate should not be discussed by the absolute values of $\Delta \mu$ and $\gamma$ but by those scaled by the available thermal energy. This also allows us to make a unified description of the glass-forming ability for thermal and athermal (hard-sphere) systems. In this picture, $\beta \Delta F^*$ is expressed as

$$\beta \Delta F^* = c(\beta \gamma)^d/(\beta \Delta \mu)^{d-1},$$

(8)

where $d$ is the dimensionality and $c$ is a numerical factor depending on the shape of the nucleus.

We have shown [54] that the macroscopic definition of the interfacial tension can be directly linked to the structural difference between the two phases via the general two-order-parameter Ginzburg-Landau theory, where the interfacial tension is obtained from the gradients of the order parameter fields [9]:

$$\beta \gamma = \int dx \left[ K_1 \left( \frac{d \rho}{dx} \right)^2 + K_Q \left( \frac{d Q}{dx} \right)^2 \right],$$

(9)

where $\rho$ and $Q$ are density and structural order parameters, respectively, $x$ is the coordinate perpendicular to the interface, and $K_1$ and $K_Q$ are positive coefficients associated with the spatial gradients of $\rho$ and $Q$ respectively. Since $Q$ is not scalar, the above relation is approximate but may be enough for a qualitative explanation. The above relation shows that not only $|\nabla \rho|$ but also $|\nabla Q|$ are essential in determining the interface tension. It also directly shows that the order parameter gradient, an intrinsic physical quantity characterizing the penalty associated with the structural difference between the two phases, is characterized by $\beta \gamma$ and not by $\gamma$.

The nucleation rate $I$ is determined by $D/D_0$, $\beta \Delta \mu$, and $\beta \gamma$. We have examined which of these three factors is dominant in determining $I$ and found that $\beta \gamma$ is predominant [54]. Furthermore, $\beta \gamma$ is largely determined by the degree of crystal-like preordering $Q$ in a supercooled liquid (compare Figs. [11] a and b). That is, the suppression of crystal-like preordering due to competition between the two types of crystal orderings is responsible for a higher nucleation barrier, i.e., a higher glass-forming ability near the melting-point minimum. In the case of multi-component mixtures such as metallic alloy glass-formers, the composition in preorder also strongly affects the liquid-crystal interface tension and thus the
glass-forming ability (see below) [127]. This finding not only confirms the validity of the basic idea behind our two-order parameter model [41, 42, 43, 9] but also provides a simple physical explanation for the finding of the enhanced glass-forming ability near a eutectic point by Angell and coworkers [35, 128, 4, 129, 18]. It is the crystal-liquid (preorder) similarity that controls the glass-forming ability. The generalization of the above theory incorporating the non-scalar nature of the angular order parameter $Q$, which is necessary to reveal the role of precursors in polymorph selection upon nucleation, remains for future research.

Crystal nucleation and growth in metallic systems. As an interesting example, we discuss the crystallization and glass-forming ability of monoatomic and multicomponent metallic systems. In the field of metallic glasses, the glass-forming ability of metallic alloys is a critical issue [130, 131, 132]. As shown above, frustration against crystallization, or competing ordering, is crucial for controlling the fate of a liquid upon cooling. Concerning local atomic arrangements, there are typically two types of structural orderings in these metallic liquids. One is local icosahedral ordering (ICO), whose symmetry is incompatible with crystal. Its importance was first pointed out by Frank [24]. The other is crystal-like bond orientational ordering (CRYO), which has the same local orientational symmetry as the equilibrium crystal(s). CRYO tends to promote the formation of long-range density ordering, whereas ICO acts as the source of frustration, or impurities, against crystallization [39, 111]. The strength of the competition between ICO and CRYO or between different CRYO’s determines the ease of crystallization. However, a too strong tendency of ICO may lead to the formation of a quasi-crystal [49, 47]. For Zr, for example, local icosahedral and bcc orders were reported to be competing by ab initio MD simulations [133]. Therefore, both ICO and CRYO and their relationship should play a critical role in determining the glass-forming ability [49, 47, 39]. The presence of ICO in metallic liquids and alloys has been shown by many experimental observations [134, 135, 136], and its role in glass formation has been widely studied for metallic glasses [135, 137, 138, 139, 140, 141, 142]. However, the role of CRYO in determining the glass-forming ability and the relationship between ICO and CRYO has been elusive.

To address these issues, we have studied the crystallization kinetics of CuZr, NiAl, CuZr$_2$, and Zr by numerical simulations [127]. We have compared the change of the fraction of ICO particles with decreasing temperature in Fig. 12(a). The faction of ICO particles decreases in the order of CuZr, NiAl, CuZr$_2$, and Zr and increases more slowly in the same order upon cooling. In particular, Zr has little ICO. We have also confirmed that the temperature-dependence of ICO can be well described by the two-order-parameter model (see Eq. 12) [43, 49, 9, 60] (solid curves in Fig. 12(a)), which confirms the validity of this model also to metallic systems. The spatial distributions of ICO are also
Figure 12: Topological orderings in supercooled liquids. (a) Temperature-dependence of the fraction of atoms in the icosahedral environments (ICO), $f_{ICO}$, in the four systems, CuZr, NiAl, Zr, and CuZr$_2$. The solid lines for the data of CuZr, NiAl, and CuZr$_2$ are fits of the two-order-parameter model (see Eq. (12)). (b) Temperature-dependence of the fraction of atoms involved in crystal-like environments (CRYO). The order of the quantity and growth speed of $f_{CRYO}$ is opposite to that of $f_{ICO}$. (c) Snapshots of supercooled states with red atoms in ICO and blue atoms in CRYO environments at 0.6$T_m$ for CuZr (left) and NiAl (middle), and at 0.8$T_m$ for Zr (right). (d) Snapshots of the spatial distribution of the crystalline phase (magenta atoms) and the precursors (i.e., CRYO) (blue atoms) for CuZr (left), NiAl (middle), and Zr (right). The degree of wettability of the precursors to the crystal increases with a decrease in GFA.

shown for CuZr, NiAl, and Zr in Fig. 12(c). These results demonstrate that ICO in these metallic systems promotes glass formation and leads to topological frustration against crystallization [42]. Microscopically, a larger amount of ICO particles causes a more substantial liquid-crystal structural contrast, resulting in larger $\beta \gamma$. We note that prevention of crystallization by ICO does not come from the $\beta \Delta \mu$ decrease, but the $\beta \gamma$ increase, as shown above.

Next, we turn our attention to CRYO. Figure 12(b) shows how the fraction of CRYO atoms increases with lowering the temperature. The spatial distributions of CRYO are also shown in Fig. 12(d) together with ICO for the three systems. The order of the degree of CRYO is the opposite of that of ICO. We can see that the fraction of CRYO particles increases in the order of CuZr, NiAl, CuZr$_2$, and Zr, and increases much faster in the same order upon cooling. Zr has the highest fraction of CRYO, and its growth upon cooling is the fastest. In contrast, CuZr only has a tiny fraction of CRYO. Moreover, with decreasing $T/T_m$, the spatial correlation of CRYO in Zr grows quickly, whereas it almost does not change in CuZr. Since CRYO has the local orientational symmetry same as the equilibrium crystal, its formation reduces $\beta \gamma$ and promotes crystallization. This suggests that suppressing CRYO should help with glass formation.

Chemical ordering is another crucial factor controlling crystal nucleation in multi-component systems. The significance of composition fluctuations in crystal nucleation has been pointed out [144, 145, 146, 147]. We have shown that the similarity between the composition in CRYO and the crystal to be formed plays a critical role in crystal nucleation [127].

We have also found that the crystal-growth rate is quite different among CuZr, NiAl, and Zr [127]. The growth rate is slower in the order of CuZr, NiAl, and Zr. To account for the different kinetics among the three systems, we study how the amount of the precursors defined as CRYO in the liquid state affects the crystal-growth rate. For CuZr, the amount of CRYO around the nucleus is so low that it cannot wet the crystal nucleus, as can be seen in the left panel of Fig. 12(d). Furthermore, the chemical composition of the preorder is different from that of the crystal for this system [127]. The crystal phase cannot quickly grow because of the substantial structural and compositional differences between the liquid and crystal phases across the interfaces. In contrast, there is much more CRYO for NiAl (the middle panel of Fig. 12(d)). In the early stage before the crystal grows, crystal precursors are formed while surrounding the critical nucleus. The fraction of CRYO particles becomes higher than that of crystalline particles. The amount of CRYO in Zr is even higher, and the surrounding liquid has a strong tendency to form crystal-like preordering. The chemical frustration is also absent in the monoatomic system. This fact indicates that the nucleus is thoroughly wet by CRYO during its growth (the right panel of Fig. 12(d)). These results suggest that CRYO also plays a critical role in determining not only the nucleation kinetics but also the growth kinetics by tuning the properties of the liquid-crystal interfaces.

According to CNT, after the nucleation of crystals, their growth rate $U$ is given by

$$U = k_0 D \left[1 - \exp(-\beta \Delta \mu)\right],$$

where $k_0$ is a constant. Among these liquids, the diffusion constant $D$ and $\beta \Delta \mu$ are quite similar [127]. Thus,
Eq. (10) predicts that the crystal growth rate should also be similar. Contrary to this, our study clearly shows that the crystal growth rates are significantly different among them [127]. This result shows the severe failure of CNT in predicting the crystallization kinetics of metallic liquids at large supercooling. This failure may originate from ignorance of the preordering in the liquid phase near the crystal growth front in CNT. For example, the enhancement of the liquid phase’s wettability to the crystal through preordering has been overlooked in the previous theories of crystal growth, including CNT. Our finding suggests that classical theory needs fundamental modifications to take liquid structural and chemical orderings into account. It may be of substantial importance not only for metallic alloys but also for other materials, including phase-change materials [148, 149, 150, 109, 108, 151, 152].

Concerning the above, we mention ultra-fast crystal growth observed in single atomic systems [150]. Recently, Sun and Harrowell have shown that such ultra-fast growth involves little to no activation process, which is linked to the magnitude of the displacements associated with the transformation to a crystal [153, 154]. We have recently shown that this fast crystal growth occurs via a diffusionless collective process in the presence of CRYO at the growth front [155]. This is related to the fact that the transformation of CRYO to the corresponding crystal requires only tiny but cooperative displacements since CRYO already has the bond orientational order compatible with the crystal to be formed (see the inset of Fig. 2a of Ref. [115]). Furthermore, we have found that under a particular condition, the intrinsic mechanical instability of a disordered glassy state subject to the crystal growth front allows for domino-like fast crystal growth even at ultra-low temperatures [155].

**Perspective.** In the above, we discuss homogeneous crystal nucleation. Preordering also plays a significant role in heterogeneous nucleation [123] through the coupling between the surface field and structural order parameter [83] and also in crystal growth at low temperatures [155]. Remarkably, we have recently demonstrated that the preordering in the crystal-glass interface enables crystal growth even at \( T = 0 \) (without thermal noises), i.e., crystallization due to mechanical instability [155]. The mechanical aspect of a glass state [156, 157, 158] and its link to crystallization is also an interesting issue for future study.

Here we should note that identification of local structures, e.g., by using bond orientational order parameters [25] is not necessarily reliable. Recently, machine learning has been used to detect the symmetry of a crystal structure more accurately, which may be helpful for a better description of crystal nucleation [159, 160, 161, 162].

In the above, we have shown that preordering at the crystal growth front significantly influences crystal-growth kinetics. This fact has been overlooked in classical theory. Developing a theory of crystal growth is an important task for the future.

### 4. Water’s anomalies

**Research history of water’s anomalies.** Water is the essential liquid familiar to us on the earth, but its physical properties are shrouded in mystery. Water has a peculiarity not seen in other molecular liquids. For example, it is widely known that water has the anomalous temperature- and pressure-dependences of various physical quantities such as the isothermal compressibility, specific heat, diffusion constant, and viscosity, as exemplified by the maximum density at 4°C [13]. These anomalies were proposed to be explained by “a mixture model” or “a continuum model” [13]. The former model assumes the state of water to be a mixture of a disordered liquid structure and a regular structure such as ice or clathrate and focuses on the temperature and pressure variations of these fractions, as proposed by Röntgen and Pauling. Many models are proposed along this line (e.g., Refs. [163, 164, 165, 166]). On the other hand, the latter model assumes the structure of water to be homogeneous and focuses on the continuous change of the liquid structure with the change of temperature and pressure, as proposed by Pople and others.

However, this classical debate has been challenged by a new scenario introduced by Speedy and Angell [167], who focused on the critical-like power-law behaviors of thermodynamic quantities, such as the thermal expansion coefficient, isothermal compressibility, and heat capacity. This scenario is based on the retraction of the gas-liquid spinodal line at ambient pressure and is known as the retracting spinodal scenario. For confirming this scenario, it is crucial to trace the gas-liquid spinodal line at negative pressure. This is experimentally quite challenging but has been pioneered by Caupin and his coworkers [168, 169]. This physically plausible scenario has attracted renewed interest from not only chemists but also physicists. Many people have been attracted by such critical-like behavior of water, the most familiar liquid to us.

The situation has been further changed primarily by a discovery of liquid-liquid transition, i.e., the second
and his coworkers also developed a thermodynamic liquid transition \[16, 173, 19\]. We note that Angell’s work on water science, including not only water but also liquid-amorphous forms of water by Mishima and his coworkers [170] and also by an experimental discovery of two critical points in model water by Stanley and his coworkers [98].

Debye relation all start far away from the dynamic heterogeneity, and the breakdown of the Stokes-Einstein – Einstein relation ($\chi_D = 1/2$) is independent of the dynamic quantities showing the anomalies. We point out that these hyperscaling relations between the critical exponents [66]. The suggested location of the second critical point was too far away from the experimentally accessible temperature-pressure range, and there were no such hyperscaling relations between the power-law exponents obtained by power-law fittings of various physical quantities showing the anomalies. We point out that the estimation of the non-critical background contributions has not been done reliably in most previous analyses.

Two-order-parameter model of water. Based on the above considerations on the weakness of the singularity-based scenarios, I thought that water’s anomalies originate from local structural ordering similarly to the two-order-parameter model for glassy anomalies. Thus, I proposed a simple two-order-parameter (or two-state) model [124] [95] [177]. Since Röntgen, a mixture model has been popular, and various related models have been proposed. Angell also proposed such a model [164].

Previous mixture models regard water as a mixture of two distinct structural units, thus ignoring a large difference in the degeneracy between the two states and the resulting large entropy change associated with their transformation. This has led to the overestimation of locally favored structures in most previous mixture mod-
els; for example, at ambient condition, the fraction of ordered structures were often estimated nearly or higher than 50% [163, 164, 165, 166]. We also stress that it is physically inappropriate to interpret water as a mixture of low-density (LDL) and high-density (HDL) liquids (e.g., Refs. [178, 179]) or a mixture of low-density amorphous (LDA) and high-density amorphous (HDA) water (e.g., Ref. [165]) (see Ref. [23] concerning the reasons). This overestimation of the fraction of ordered structures may partly come from the fact that if we simply decompose water into two components using isosbestic points of structural [166] and spectroscopic data [180], the estimated fraction of the ordered structures becomes considerably high.

I proposed a simple two-state model to explain water’s anomalies, putting a particular focus on a significant loss of configurational entropy upon the formation of tetrahedral ordering upon hydrogen-bonding [124, 96, 177]. I introduced the structural order parameter $S$ to represent tetrahedral orientational ordering and the density order parameter $\rho$ to represent density ordering (note that $S$ does not represent entropy). The relevance of the two-order-parameter description was supported by quantitative characterization of orientational and translational order in model water [181].

We also derived the equation of motion for these two order parameters while treating the order parameter $S$ as a non-conserved order parameter [41, 182, 183]. Note that locally favored structures can be formed and annihilated locally, and their number density is thus not conserved. The two structures exchange dynamically in a liquid state. The set of dynamic equations should be generally valid for describing liquid dynamics with locally favored structures, including liquid-liquid transition [23].

In this model, locally favored structures (LFTS) are tetrahedral structures stabilized by hydrogen bonding and having only small structural fluctuations, whereas normal-liquid structures (DNLS) have many disordered structures with large structural fluctuations. In other words, the formation of LFTS from DNLS is accompanied by a significant loss of the configurational entropy. Thus, our two-state model predicts a much smaller fraction of locally favored structures than conventional mixture models considering only the mixing entropy and neglecting the configurational entropy change associated with the transformation between the two components. For example, our model predicts that the fraction of locally favored tetrahedral structures is about 10% at ambient conditions. We also note that LFTS cannot extend spatially because of the significant loss of the configurational entropy to form LFTS from DNLS. This rationalizes the assumption that only the fraction of LFTS increases without its size growth upon cooling.

The free energy of a non-ideal mixture of the two types of local structures (two states) can be written as [124, 96, 177]:

$$ G = G_0 + s\Delta G + k_B T \left[ s \ln s + (1 - s) \ln(1 - s) \right] + J s (1 - s), $$

where $G_0$ is the free energy of $\rho$-liquid made of DNLS, $\Delta G$ is the free-energy difference between LFTS and DNLS, $s$ is the fraction of LFTS, $J$ is the strength of cooperativity of tetrahedral ordering, and $k_B$ is the Boltzmann constant. $\Delta G$ can be further written as $\Delta G = \Delta E - T \Delta \sigma + P \Delta V$, where $\Delta E$, $\Delta \sigma$, and $\Delta V$ characterize the energy, entropy, and volume differences between LFTS and DNLS, respectively. The coexistence of the two states reaches equilibrium if $\partial G/\partial s = 0$, which leads to the following relation:

$$ \frac{\partial G}{\partial s} = \Delta G + k_B T \ln \left( \frac{s}{1 - s} \right) + J (1 - 2s) = 0. \quad (11) $$

Then, the fraction $s$ of LFTS can be obtained analytically from Eq. (11) if the cooperativity is negligible ($J \sim 0$; see below) or $s \ll 1$ [124, 96, 177]:

$$ s \approx \frac{1}{1 + \exp \left( \frac{\Delta \sigma - J T (1 - 2s)}{k_B T} \right)}. \quad (12) $$

In the case of $s \ll 1$, which is roughly satisfied in the experimentally accessible temperature range at ambient and high pressures, we have the following very simple approximate expression for $s$:

$$ s \sim \exp \left( \frac{-\Delta E - J + T \Delta \sigma - P \Delta V}{k_B T} \right). \quad (13) $$

This model predicts the fraction of LFTS $s$ increases with decreasing $T$, following Eq. (12) (see Fig. 13(a)). Liquids at high and low-temperature limits are pure $\rho$-state and $S$-state, respectively. A liquid is a dynamic mixture of $\rho$-state and $S$-states in the intermediate temperature range. As will be discussed later, the dynamic quantities such as the diffusion constant and viscosity cannot directly be described by the static order parameter $s$, but by the dynamical version (see Figs. 13(b) and (c)).

The anomalous parts of thermodynamic quantities such as the density, isothermal compressibility, and heat capacity can be commonly expressed by Eq. (12), and further approximated by the common Boltzmann factor Eq. (13), the simplest mathematical expression for the water’s anomalies, as long as $s \ll 1$. It has
Figure 14: Evidence of the two-state features revealed by structural index detecting the translational order of the second shell. (a) The \( \zeta \) distribution of TIP5P water. (b) The \( z \) distribution of BKS silica. For both (a) and (b), we can see distinct bimodal distributions, and the fraction of LFTS, \( s \), increases with decreasing \( T \). (c), (d) The distributions of the number of the first shell oxygen and silicon atoms, \( N_{fs} \), for water and silica, respectively. These figures are made from Fig. 1 of Ref. [106].

been shown that the Boltzmann factor can indeed describe the experimental results of water’s anomalies well. Thus, we have argued that our two-state model can explain water’s anomalies without invoking thermodynamic singularities [124, 96, 177]. Later, a similar two-state mode was used by Anisimov and his coworkers [184, 185, 186] and Nilsson and Pettersson [178] to analyze the water’s anomalies. However, they included the effects of the second critical point and emphasized the importance of criticality, unlike us. A possibility of entropy-driven cooperative ordering was also proposed for water [184]. Recently, Caupin and Anisimov [187] also discussed the relation between the two-state description and gas-liquid spinodal in supercooled and stretched (negative pressure) water in detail. This relation has also been discussed by Angell and Kapko [188] and us [189], using the modified Stillinger-Weber model.

We have shown that the two-state model fittings nicely describe the thermodynamic anomalies of water [124, 96, 177]. However, there has been no clear experimental and numerical evidence for the existence of the two states. It was challenging to determine the water structure due to large thermal fluctuations characteristic of a liquid state. Therefore, the problem has been regarded as an unresolved issue in the field of liquids for a long time.

Numerical evidence for the two-state feature. Under these circumstances, we have introduced a new structural index \( \zeta \) for the structural analysis of simulated classical water models, which measures the local translational order in the second shell [192]. Many structural descriptors have been developed to characterize water’s local structure. Among them, focusing on the second shell of nearest neighbors [193], descriptors such as the local structure index (LSI) [194] and \( d_5 \) [195] have been introduced. However, these descriptors did not consider hydrogen bonding. The key to developing the structural index \( \zeta \) was to recognize the importance of hydrogen bonding to analyze the water arrangement in the neighboring shells around a water molecule (see Ref. [196] on the detailed comparison between these descriptors). We have also introduced a similar structural index \( z \) to analyze the liquid structure of silica [106]. We have shown that the liquid structures of water and silica show distinct bimodal distributions of these structural indices \( \zeta \) and \( z \) (see Fig. 14(a) and (b)) and that the temperature and pressure dependences of the fractions of the two structures are in almost perfect agreement with the theoretical predictions of the two-state model mentioned above [124, 96, 177]. Thus, we have succeeded in revealing the tetrahedral structure hidden in the fluctuating liquid structure of water [192, 196] and silica [106].

Angell and Kanno [197] pointed out the similarity between water and silica, but at the same time showed that the sharpness of the density maximum of water is much sharper than that of silica. We also note that silica also shows polymorphism (see, e.g., Ref. [198]) as water...
Figure 15: (a) Decomposition of the first peak of the oxygen-oxygen partial structure factor $S_{OO}(k)$ of water to the FSDP from locally favored tetrahedral structures (LFTS), i.e., $S$-state, and the peak from disordered normal liquid structures (DNLS), i.e., $p$-state. (b) The fraction of LFTS, $s$, of liquid water directly estimated from the experimental X-ray scattering data as a function of temperature $T$ and pressure $P$. The solid lines are the two-state fits by Eq. (12). Panels (a) and (b) are made from the cover image and Fig. 1B of Ref. [190], respectively.

Figure 16: Two-state-model analysis of experimentally measured thermodynamic and dynamic data of liquid water. (a) $T$-dependence of density $\rho$. The symbols represent experimental data, and the solid curves are the two-state model predictions. The dash curves denote the background contributions from DNLS. The blue and red colors represent higher and lower pressures, respectively. The pressure of each isobar is shown on the right side. In this fitting, the value of $s$ is determined independently from the FSDP analysis of X-ray scattering data (see Fig. 15). (b) The $P$-dependence of the diffusion coefficient $D$ for various $T$. Symbols are experimental data, and the curves are fits by the hierarchical two-state model. The figures (a) and (b) are reproduced from Fig. 2A and Fig. 3B of Ref. [191], respectively. See Ref. [191] on the details.

does [171, 199, 200]. We have revealed [106] that the similarity comes from the common two-state feature associated with the formation of LFTS (see Fig. 14(a) and (b)), whereas the difference stems from a much higher degree of the internal structural order of LFTS in water than silica. This difference originates from the following reason: The H-O-H angle in water is almost fixed by intramolecular covalent bonds much stronger than intermolecular hydrogen bonds, whereas the O-Si-O angle in silica largely fluctuates. In other words, H$_2$O is a rigid molecule, but SiO$_2$ is just a mixture of atoms in reality. We have also shown that this difference in the degree of the internal structural order of LFTS may also be responsible for the drastic difference in glass-forming ability between these two systems [106]. The high order of LFTS makes the liquid structure more similar to the crystal, lowering the liquid-crystal interface tension.

As shown in Figs. 14(c) and (d), LFTS is characterized by four first neighbors bonded to the central atom, whereas DNLS has five or six neighbors in the first shell for both water and silica. The thermodynamic anomaly of water has been considered to be described by the power-law, $(T - T_s)^{-a}$, associated with the singularity at $T_s$ in the second critical point scenario of Stanley et al. [172] and the retracting spinodal scenario by Speedy and Angell [157]. On the other hand, we have argued that the water's anomalies are explained by a two-state model and described by an exponential function (i.e., the Boltzmann factor) [124, 96, 177]. The above studies support our scenario [124, 96, 177]. For example,
the density decrease below 4°C with decreasing temperature can be quantitatively explained by the increase in the fraction of LFTS (s) of the bulky tetrahedral structure of a large specific volume (see below). We can explain the thermodynamic anomalies such as the isothermal compressibility and specific heat similarly. For example, the transformability between LFTS and DNLS gives water extra-softness, which is maximized when their fractions are equal (i.e., s = 1/2), leading to the peak of the isothermal compressibility: the Schottky anomaly characteristic of the two-state model.

We have also shown that kinetic anomalies such as a steep increase in the viscosity with decreasing temperature and the violation of the Stokes-Einstein-Debye relation can also be explained in a unified manner by the coarse-grained structural order parameter s_D, in which the structural order parameter s is averaged up to the nearest neighbor particles [95, 99], as discussed in Sec. 2. The reason why coarse-graining is necessary for the description of dynamical properties is that the motion of molecules requires the exchange of configurations with neighboring particles, which involves the recombination of hydrogen bonds. We have shown that a water molecule locally having a tetrahedral structure around it can move with the reconnection of hydrogen bonds only when at least two water molecules without tetrahedral order (i.e., defects in our context) exist in its neighbors [98, 106]. The popular theory of dynamical anomalies claimed that the anomalies are described by the power-law predicted by the mode-coupling theory based on the glass transition [97] or by criticality [172].

In contrast, the fact that the dynamic fluctuation (dynamic susceptibility) exhibits its maximum at the temperature where the fraction of the two dynamic states becomes 1/2, i.e., the dynamic Schottky line (s_D = 1/2), and not at the Widom line (s = 1/2) (see Fig. 13) indicates that the dynamic anomaly and the violation of the Stokes-Einstein law are caused by neither glass transition nor criticality, contrary to the popular scenarios.

Experimentally accessible evidence for the two-state feature. As described above, we have shown convincing numerical evidence for the two-state feature in model waters through introducing the structure index ζ. However, since the structure index ζ is defined by microscopic local structures, it cannot be applied to experimental systems. Accordingly, the controversy concerning both thermodynamic and dynamic anomalies of water could not be settled experimentally. The key is to find a way to determine the existence of the two states and their fractions ‘experimentally’.

To do so, we have focused on the so-called First Sharp Diffraction Peak (FSDP), which is a scattering peak that appears in the structure factor S(k) of many tetrahedral liquids (e.g., silica and silicon) at wavenumbers corresponding to distances longer than the average interatomic distance. The origin of this peak has remained unresolved and a matter of controversy over the years. Recently, we have discovered for silica that FSDP is caused by the density wave with a wavelength corresponding to the height of the tetrahedral structure [107]. This finding strongly suggests the existence of a similar FSDP in the structure factor of water. We found through molecular dynamics simulations that the density wave associated with the tetrahedral structure leads to the appearance of FSDP also in water [190], as in silica [107]. Specifically, we have proven that there is a peak (FSDP) whose wavelength corresponds to the height of a tetrahedral structure, in the partial structure factor of oxygen (see Fig. 15). We stress that this peak can be directly identified by X-ray and neutron scattering. We have also shown by numerical simulations of model waters that the intensity of FSDP is proportional to the fraction s of the locally favored tetrahedral structures, which we have independently determined using the molecular-level structure index ζ [190]. These results provide firm evidence for the validity of our two-state model based on both experimental and simulation data. Thus, we conclude that liquid water is a dynamic mixture of DNLS and LFTS.

Decomposing the first peak of the O-O partial structure factor obtained by X-ray scattering experiments into FSDP and the normal-liquid first peak, we have determined the fraction of LFTS, s, and found that s indeed follows Eq. (12) for actual water. This allows us to explain water’s anomalies without any adjustable parameters to express s. We have shown that our two-state model in which s is determined experimentally can explain water’s thermodynamic and dynamic anomalies satisfactorily (see Fig. 16) [191].

The existence of FSDP in water was not noticed until now because (1) FSDP of water is not observed as an independent peak but hidden in the first peak (see Fig. 15(a)) and (2) the origin of FSDP itself was not known until we clarified it.

We expect that this discovery of FSDP may close more than a century of a long-standing debate over the liquid water structure between the mixture and continuum models [13], which involved Nobel laureates, Röntgen, Pauling, and Pople.

The second critical point and its influence on water’s properties. Recently, the presence of the second critical point has been shown convincingly by Debenedetti
and his coworkers for ST2 water [201], two realistic water models, TIP4P/2005 and TIP4P/Ice [202], and an ab initio deep neural network model [203] (see also Ref. [204] for review). There have also been reported experimental indications for the second critical point [205, 206, 207, 208]. So, the presence of the second critical point in actual water has become more convincing. However, it should be noted that there have been some debates on the interpretation of recent X-ray scattering experiments on density fluctuations in supercooled water [209, 210]. On this issue, we stress that the peak of the isothermal compressibility is not specific to the Widom line (i.e., criticality), but can be simply a result of a two-state feature that we call the Schottky anomaly [9]: Even without any criticality, the isothermal compressibility and the heat capacity can have maxima on the Schottky line solely from the two-state feature. Thus, an analysis without considering the contribution of the Schottky anomaly should inevitably result in a wrong conclusion. We also note that there have been debates on the nature of the two forms of amorphous water, LDA and HDA (see, e.g., a recent review [205]).

We have also proposed an original method to identify the existence and location of the second critical point of water [191]. First, we systematically analyzed structural, thermodynamic, and dynamical experimental data based on our hierarchical two-state model [98, 99]. This model predicts that if a second critical point exists, the static and dynamic Schottky lines (see the red and blue lines in Fig. 17) where the static and dynamic fluctuations are maximized, respectively, on the temperature-pressure phase diagram will intersect at the second critical point (see Fig. 17). We have confirmed the validity of this prediction by simulations for a few classical models of water. Furthermore, based on experimental measurements of the isothermal compressibility and diffusivity at low temperatures, it was shown that the above two lines intersect at a temperature of 184 K and a pressure of 173 MPa in actual water, i.e., the second critical point is likely to exist in this vicinity (see the yellow star symbol in Fig. 17). This prediction is expected to provide an essential guideline for future experimental searches for the second critical point.

This result, together with the recent numerical and experimental results mentioned above, strongly suggests the presence of the second critical point in the water. However, at the same time, from the knowledge of basic critical phenomena [65], the experimentally reachable liquid region of water (the pink region in Fig. 17) is too far from the second critical point. Thus, the criticality associated with the second critical point can be almost neglected even if it exists (see the correlation length (single-dotted line) in Fig. 17) which is comparable to the bare correlation length $\xi_0$, i.e., the size of LFTS, in the experimentally reachable liquid region [191]. This fact, together with the above finding for FSDP [190], strongly suggests that the water’s anomalies can be quantitatively described by our two-order-parameter (two-state) model regarding water as a dynamic mixture of two exchangeable microscopic states [124, 96, 177]. The existence of the two critical points in water is also naturally explained by the existence of the two scalar order parameters, $\rho$ and $S$, for the gas-liquid and liquid-liquid critical points respectively [41, 182, 177, 23]. Concerning the liquid-liquid transition of water, we can understand it quite naturally as a consequence of the cooperative formation of locally favored tetrahedral structures (LFTS) represented by the

![Figure 17: The state diagram of real liquid water determined from the experimental data. The static and dynamic Schottky lines, the lines of $s(T, P) = 1/2$ (thin purple curve) and $\langle \rho^2 \rangle (T, P) = 1/2$ (thick blue curve), respectively, meet at the liquid-liquid critical point (LLCP) (yellow star). Its location is estimated to be around 184 K and 173 MPa. The circle is the isothermal compressibility maximum obtained by X-ray scattering, and the diamond is the maximum of the rate of dynamic slowing down [191]. The black dash curves represent the phase boundaries, and the squares are homogeneous nucleation temperatures. Red dot-dash curves display the contour lines of the correlation length of 3-7 Å. The magenta region represents the $T$-$P$ range, where the experimental thermodynamic data are available without ice nucleation. The correlation length exceeds twice of the molecule size only in the vicinity of the LLCP (red region), and rapidly decays to the molecule scale at $(T - T_c)/T_c > 0.3$, and thus, becomes negligible in the experimentally accessible $T$-$P$ region (magenta region). This figure is reproduced from Fig. 5C of Ref. [191].](image-url)
we use the widely accepted value of 136 K for $T_\text{I}$ (black filled circles; green line); $T_\text{II}$: the glass transition temperature of liquid I (blue filled triangles; blue curve). For pure water ($c=0$), we use the widely accepted value of 136 K for $T_\text{II}$; $T_\text{III}$: the glass transition temperature of liquid II (red filled triangles). The red curve indicates $T_\text{III}$ of pure liquid II without ice cubic ice; $T_\text{HI}$: the homogeneous nucleation temperature (violet open circles) measured for the cooling rate of 100 K min$^{-1}$; $T_\text{IV}$: the melting (liquidus) temperature (black open squares; black curve). We make a linear extrapolation of $T_\text{III}$ (green dashed line) to estimate the position of a hypothetical critical point (CP) (magenta star) of the liquid-liquid transition (LLT). This extrapolation is necessary because we cannot access LLT during the observation time. This figure is reproduced from Fig. 4a of Ref. [211]. See Ref. [211] for the details.

$J$ term in Eq. (7) in the framework of our two-order-parameter model [177, 182]. However, the microscopic origin of the cooperativity remains a task for future investigation.

Liquid-liquid transition. Angell have also tremendously contributed to the understanding of liquid-liquid transition in water [174, 212], aqueous solutions [213, 214, 215], and water-like liquids such as silicon [216], silica [217], model systems [218], and phase-change materials [110].

Inspired by these pioneering works, we have also experimentally studied liquid-liquid transitions in aqueous solutions, including a glycerol-water mixture [211] and aqueous organic solutions [219]. Figure 18 shows the state diagram of water-glycerol mixtures with the spinodal line of liquid-liquid transition obtained experimentally [211]. These studies suggest the presence of liquid-liquid transition in pure water. However, the liquid-liquid transitions in aqueous solutions always occur in a state metastable against ice nucleation. This has inevitably created controversies concerning whether the observed phenomena are truly liquid-liquid transitions or not. We have expressed our opinion about these controversies in Ref. [23], and thus do not discuss this issue here. These experimental results on liquid-liquid transition, including pattern evolution dynamics during the transformation, support the validity of the two-order-parameter description of liquid-liquid transition [41, 182, 9, 183, 23]. About liquid-liquid transitions in various liquids and a theoretical description, please refer to our recent review article [23].

Perspective. One of the most important properties of water is its ability to adapt to the environment by changing its state freely depending on temperature, pressure, ionic concentration, and others. The key to this ability is that it contains a degree of freedom, the fraction of two states, that does not exist in other simple liquids. Since water is an essential liquid for us, the results of this research will help us understand the unique properties of water itself and have a significant ripple effect on a wide range of fields, including physics, chemistry, and life sciences, and earth sciences. Furthermore, silica, silicon, and germanium, which are essential in the earth science and semiconductor industries, also have tetrahedral structures [220], and the knowledge obtained from water’s study is expected to help understand these materials as well [34, 106].

5. Summary

In this article, we have mainly reviewed our studies about the impact of local structural ordering on liquid-glass transition, crystallization, and water’s anomalies, which have been significantly affected by Angell’s pioneering works. Austen Angell made a number of experimental and theoretical findings and kept creating main research streams in the fields by proposing new ideas and views. Most scientists in the liquid science field, including myself, have been greatly affected and inspired by these intriguing ideas. We believe that these research streams will continue to contribute to the further future development of liquid science.
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