An enhanced Harris Hawk optimization algorithm for parameter estimation of single, double and triple diode photovoltaic models
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Abstract
Due to the rapid development of photovoltaic (PV) system and spreading of its application, the accuracy of modeling of solar cells, as the main and basic element of PV systems, is gaining relevance. In this paper, an Enhanced Harris Hawk Optimization Algorithm (EHHO) is proposed and applied for estimating the required parameters of different PV models in an effective and accurate way. Harris Hawk Algorithm (HHO) is based on Hawks ways in hunting and catching their preys. The HHO utilizes two phases including exploration and exploitation. The main purpose of proposed enhancement is to improve the second phase of HHO. This enhancement is performed on the exploration phase by fluctuating toward or outward the best optimal solution using sine and cosine functions. Both conventional and proposed algorithms are applied for single, double and triple diode PV models. In order to test the applicability and robustness of proposed algorithm, it is applied for estimating the parameters of different real PV systems and compared with other recent optimization algorithms. The results show that the proposed EHHO is more accurate than conventional HHO and other algorithms.
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List of symbols

| Symbol | Definition |
|--------|------------|
| SD     | Single diode |
| DD     | Double diode |
| TD     | Triple diode |
| PV     | Photo voltaic |
| HHO    | Harries Hawk optimization |
| $I_{ph}$ | Photo generated current source |
| $R_s$ | Series resistance |
| $R_{sh}$ | Shunt resistance |
| $I_t$ | PV module output current |
| $I_{d1}, I_{sd}$ | First diode current |
| $I_{d2}$ | Second diode current |
| $I_{d3}$ | Third diode current |
| $V_t$ | Terminal voltage |
| $V_{im}$ | PV real voltage |
| $I_{im}$ | PV real current |
| WCA    | Water Cycle Algorithm |
| TSA    | Tunicate Swarm Algorithm |
| RMSE   | Root Mean Square Error |
| SCA    | Sine–Cosine Algorithm |
| TLBO   | Teaching Learning-Based Optimization |
| PSO    | Particle Swarm Optimization |
| EHHO   | Enhanced Harries Hawk Optimization |
| $n$, $n_1$ | Diffusion diode ideality |
| $n_2$ | Recombination factor |
| $n_3$ | Leakage factor |
| $K$ | $= 1.380 \times 10^{-23}$ (J/Ko) Boltzmann constant |
| $q$ | $= 1.602 \times 10^{-19}$ (C) Coulombs |
| $T$ (Ko) | Photocell temperature (Kelvin) |
| $X(t + 1)$ | Hawk position in next iteration |
| $X(t)$ | Hawk current position |
| $X_{rabbit}(t)$ | Rabbit current position |
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1 Introduction

Recently, solar energy became an important source of renewable energy in the world as it is used in different applications such as energy generation, self-sustained systems (e.g., water-pumping) as well as smart homes and water heating (Abbassi et al. 2018; Chen et al. 2019a). The increase in solar energy applications leads the need of obtaining accurate and reliable models to be used for the analysis and development of solar modules and its integrations. In this regard, as the characteristic of PV solar cell is similar to P–N junction characteristics so different types of models have been developed based on the number of diodes in the model (single (SD), double (DD) and triple diodes (TD)). In literature, different algorithms have been applied to estimate the parameters of SD and DD models to develop more and more accurate PN model. A comparative study for the most recent algorithms applied to SD and DD models has been presented in Abbassi et al. (2018). The SD model contains only five parameters. These parameters are two currents (photovoltaic current and diode current) and two resistors (series and shunt resistance) and the diffusion diode ideality factor. The SD model is considered a simple model due to it has a small number of parameters (Oliva et al. 2017; Li et al. 2013; Askarzadeh and Rezazadeh 2012). Although the SD model is simple in parameter estimation, some researchers tend to use the Double diode model. DD model has been developed to overcome the problems in the SD model by taking into consideration the recombination losses (Gupta et al. 2012; Jamadi et al. 2016). DD model represents the recombination losses by adding one diode to the SD model and raise the number of the model parameters to seven parameters instead of five parameters in the SD model. These two parameters are (second diode current and recombination factor). The accuracy achieved by the DD model is higher than SD,
which gave the chance for the researchers to develop a triple diode model. The TD model has nine estimated parameters. In the TD model, one diode is added to the DD model to raise the number of diodes in the model to three. The third diode represents leakage current and grain boundaries. Using DD and TD models in estimating the parameters of solar cells is more complex but they give more accurate results than those obtained-based SD model. In the literature, several optimization algorithms have been applied to estimate the parameters of solar cell-based SD, DD and TD models (Qais et al. 2019; Omnia et al. 2018; Elazab et al. 2020; Allam et al. 2016; Abbassi et al. 2019, 2017; Ramadan et al. 2020). Allam et al. (2016), Moth-Flame Optimization Algorithm has been also used to estimate parameter of SD and DD and TD models. Abbassi et al. (2019), Salp Swarm-inspired algorithm has been adapted for parameter estimation of the DD model. Abbassi et al. (2017), comparative study to improve the SD model using genetic algorithm optimization algorithm has been presented. Ramadan et al. (2020), an enhancement teaching learn optimization algorithm has been developed for estimating the parameter of SD and DD. Many state-of-the-art methods have been developed for PV parameter estimation (Yu et al. 2019; Chen et al. 2019b; Liao et al. 2017; Zhang et al. 2020; Kler et al. 2017). Yu et al. (2019), a performance-guided JAYA (PGJAYA) algorithm has been proposed for extracting parameters of different PV models. Chen et al. (2019b), perturbed stochastic fractal search (PSFS) has been proposed to estimate the PV parameters in an optimization framework. Several hybrid optimization algorithms have been developed for solving the current optimization problem (Chen et al. 2018; Xu and Wang 2017; Ram et al. 2017a; Asaithambi and Rajappa 2018; Baygi et al. 2018; Muhisen et al. 2015; Xiong et al. 2018). Chen et al. (2018), a new hybrid teaching–learning-based artificial bee colony (TLABC) has been proposed for the solar PV parameter estimation problems. However, proposing more accurate algorithms for estimating PV parameters is still a hot research topic which needs more efforts. In general, metaheuristic algorithms are considered intelligent techniques, and they are inspired by observing the phenomena occurring in nature (Oliva et al. 2017, 2014; Kumar et al. 2017; Alam et al. 2015; Bana and Saini 2017; Qun et al. 2014). Harris hawk optimization algorithm has been considered one of recent and promising metaheuristic algorithms in literature (Heidari et al. 2019; Qais et al. 2020; Chen et al. 2020; Ridha et al. 2020). Its basic idea depends on the Harries Hawk hunting approach for its prey. HHO is a recent and a promising algorithm due to many reasons; the HHO theory is a population-based and doesn’t have access to partial derivatives which are too expensive to compute, so it is considered a gradient or derivative–free optimization technique. This advantage allows the application of HHO to any optimization problem subject to a proper formulation.

The performance of the algorithm has been tested on 29 benchmark problems in Heidari et al. (2019). Its performance has been tested for several real engineering problems (Heidari et al. 2019).

In literature, the HHO has been applied for PV parameter estimation. Qais et al. (2020), some of TD PV model parameters have been estimated using computation, and the rest of parameters have been estimated by HHO. Chen et al. (2020), a diversification-enhanced Harris Hawks Optimization (HHO) has been presented to estimate of SD and DD PV models. Ridha et al. (2020), a Boosted Harris Hawk’s Optimization (BHHO) technique has been proposed to estimate the parameters of the SD PV model.

In this paper, an Enhanced Harris Hawk optimization algorithm is proposed. The conventional Harris Hawk algorithm is based on Hawks ways in hunting and catching their preys. The HHO aims for searching locally around promising solutions. The main advantage of the proposed algorithm is the improvement in the exploitation phase of HHO by fluctuating toward or outward the best optimal solution using sine and cosine functions (Mirjalili 2016). EHHO improves the balance between exploration and exploitation phases and increases the chance of escaping from locale optima problem in the original HHO. Unlike the presented references for original or enhanced HHO application on PV model estimation (Qais et al. 2020; Chen et al. 2020; Ridha et al. 2020). Both of EHHO and HHO algorithms have been applied for estimating the PV parameters not only for one or two models but also for...
three different PV models SD, DD and TD. The accuracy of EHHO has been tested through real PV systems with different characteristics. For a fair comparison, the results of EHHO are compared with the conventional HHO and recent optimization techniques through the same applications and conditions. The main contribution of this paper can be summarized as follows:

- EHHO is proposed to enhance the performance of conventional HHO in the exploitation phase by combining between HHO and SCA.
| Benchmark function | Dimension | EHHO | HHO | WHO | SNS |
|--------------------|-----------|------|-----|-----|-----|
| F1(x)              | 30 AVG   | 4.14E-39 | **1.34E-96** | 6.47E10 - 19 | 1.37E-27 |
|                    | STD 1.75523E-38 | **7.19E-96** | 2.98E10 - 18 | 2.38E-27 |
| F2(x)              | 30 AVG   | 2.43E-25 | **1.86E-54** | 5.29E10 - 11 | 5.64E-15 |
|                    | STD 6.09E-25 | **4.052E-54** | 1.77E10 - 10 | 3.51E-15 |
| F3(x)              | 30 AVG   | 1.47E+00 | **1.88E-71** | 6.29E10 - 11 | 4.18E-08 |
|                    | STD 5.478181139 | **1.02949E-70** | 5.14E10 - 8 | 9.17E-08 |
| F4(x)              | 30 AVG   | 4.43E-04 | **5.82E-53** | 1 E10 - 7 | 5.45E-13 |
|                    | STD 0.000837774 | **1.06097E-52** | 6.09E10 - 7 | 4.55E-13 |
| F5(x)              | 30 AVG   | **3.35E-04** | 1.49E-02 | 27.67985 | 28.03399 |
|                    | STD 0.000674118 | 0.018714446 | 40.37046 | 0.216873 |
| F6(x)              | 30 AVG   | **5.25E-05** | 1.80E-04 | 0.058665 | 0.292241 |
|                    | STD 9.16954E-05 | 0.000234034 | 0.043941 | 0.181696 |
| F7(x)              | 30 AVG   | **3.31E-04** | 3.31E-04 | 0.001387 | 0.000708 |
|                    | STD 0.000403909 | 0.000403909 | 0.001255 | 0.000488 |
| F8(x)              | 30 AVG   | **12.569.4786** | -12.568.978 | -1729.69 | -6358.62 |
|                    | STD 0.014742349 | 0.8995633 | 54.13894 | 538.2484 |
| F9(x)              | 30 AVG   | 1.89E-15 | **0.00E+00** | 1 E10 - 9 | 0 |
|                    | STD 1.03781E-14 | 0 | 3.96E10 - 5 | 0 |
| F10(x)             | 30 AVG   | 6.45E-15 | **8.88E-16** | 7.99E10 - 6 | 7.46E-15 |
|                    | STD 3.92336E-15 | **1.00293E-31** | 4.474524 | 3.69E-15 |
| F11(x)             | 30 AVG   | 1.65E-03 | **0.00E+00** | 0 | 0 |
|                    | STD 0.000904638 | 0 | 8.19E10 - 16 | 0 |
| F12(x)             | 30 AVG   | **3.86E-06** | 8.11E-06 | 0.000309 | 0.00268 |
|                    | STD 5.298E-06 | 1.17697E-05 | 0.056802 | 0.001232 |
| F13(x)             | 30 AVG   | **2.53E-05** | 6.72E-05 | 0.136817 | 0.154385 |
|                    | STD 4.1883E-05 | 9.44579E-05 | 0.157716 | 0.077659 |
| F14(x)             | 2 AVG    | 1.03E+00 | 1.10E+00 | 1.097209 | **0.998004** |
|                    | STD 0.181483682 | 0.303306063 | 0.443659 | 0.998004 |
| F15(x)             | 4 AVG    | **3.09E-04** | 3.31E-04 | 0.000602 | 0.00035 |
|                    | STD 1.15789E-06 | 2.22557E-05 | 0.000276 | 6.8E-05 |
| F16(x)             | 2 AVG    | -1.03E+00 | -1.03E+00 | -1.03E+00 | -1.03163 |
|                    | STD 2.1111989E-13 | 6.73889E-10 | 5.09E10 - 12 | 1.53E-11 |
| F17(x)             | 2 AVG    | 0.397887954 | 0.39782293 | 0.397897 | 0.397897 |
|                    | STD 8.32971E-07 | 1.52722E-05 | 3.53E10 - 5 | 4.53E-05 |
| F18(x)             | 2 AVG    | 3 | 3 | 3 | 3 |
|                    | STD 7.05125E-15 | 7.15971E-09 | 2.15E10 - 14 | 2.6E-13 |
| F19(x)             | 3 AVG    | -3.862782148 | -3.862141333 | -0.31048 | -3.86278 |
|                    | STD 1.03047E-11 | 0.000528699 | 1.34 E10 - 5 | 2.22E-10 |
| F20(x)             | 3 AVG    | -3.099650734 | -2.661729592 | -3.21756 | -3.29822 |
|                    | STD 3.02075E-11 | 0.215607053 | 0.239908 | 0.048793 |
| F21(x)             | 3 AVG    | -4.80488062 | -4.624145795 | -10.1532 | -10.1532 |
|                    | STD 0.169335585 | 0.347045368 | 1.782133 | **2.8E-12** |
| F22(x)             | 3 AVG    | -10.40293974 | -5.611528392 | -9.75463 | -10.4029 |
|                    | STD 2.47384E-06 | 1.661575546 | 2.031123 | **5.0E-15** |
| F23(x)             | 3 AVG    | -10.53640962 | -5.126014787 | -10.5364 | -10.5364 |
|                    | STD 1.90059E-07 | 0.004570683 | **1.58 E10 - 15** | 2E-15 |
Different types of PV models are discussed, and their parameters estimation are considered the optimization problems.

The performance of EHHO has been tested through three applications; the first application is specialized to test the applicability of EHHO with complex models, and the others two applications are to test the applicability for different systems by applying EHHO to polycrystalline and monocrystalline PV systems.

By comparing obtained results, EHHO results are more accurate than the conventional HHO and other optimization algorithms.

The rest of this paper is arranged as follows. Section 2 describes the PV models, SD, DD and TD. Section 3 discusses the HHO and EHHO. The results and application are discussed in Sect. 4. Section 5 presents the conclusion.

### 2 Mathematical PV models

The need for developing accurate solar cell models makes the researchers do their bests in developing different solar cell models providing promising results. Each model has
advantages and drawbacks (Et-torabi et al. 2017; Jordehi 2018). In this section, the most recent models in literature have been discussed. These models are arranged from simple to complex as SD, DD and TD.

2.1 SD model

The equivalent circuit of this model consists of one current source to represent the solar cell photo generation current \( I_{ph} \), one diode for representing the P–N junction characteristics, equivalent series and shunt resistance are represented by \( R_s \) and \( R_{sh} \), respectively. The equivalent circuit is shown in Fig. 1. The output current \( I_t \) is calculated through the following equations:

\[
I_t = I_{ph} - I_{sd} - I_{sh}
\]

\[
I_t = I_{ph} - I_{sd} \left[ \exp \left( \frac{q(V_t + R_s * I_t)}{\eta * K * T} \right) - 1 \right] - \frac{(V_t + R_s * I_t)}{R_{sh}},
\]

(2)

\[ I = I_{ph} - I_{sd1} - I_{sd2} - I_{sh} \]

(3)

2.2 DD model

The DD model is differentiated from SD model by 2 diodes as shown in Fig. 2. This model is represented by (3) and (4).

\[ I = I_{ph} - I_{sd1} - I_{sd2} - I_{sh} \]

Table 3 Parameter setting for each compared algorithm

| Algorithm | Parameter setting |
|-----------|-------------------|
| EHHO      | NP = 1000         |
| HHO       | NP = 1000         |
| TLBO      | NP = 1000         |
| SOA       | NP = 1000         |
| PSO       | NP = 1000         |
| TSA       | NP = 1000         |
| MRFO      | NP = 1000         |
| WCA       | NP = 1000         |

Table 4 Estimated parameter in case of SD obtained by different optimization algorithms

| \( R_s \) (\( \Omega \)) | EHHO | HHO | TLBO | SOA | PSO | TSA | MRFO | WCA |
|--------------------------|------|-----|------|-----|-----|-----|------|-----|
| 0.0364                   | 0.0364 | 0.0364 | 0.0315 | 0.0364 | 0.0351 | 0.03631401 | 0.032948552 |
| 53.7191                  | 32.0200 | 53.7191 | 72.1576 | 53.7760 | 66.3488 | 54.48125626 | 70.80448243 |
| 0.7608                   | 0.7631 | 0.7608 | 0.7616 | 0.7608 | 0.7605 | 0.7608 | 0.7608 |
| 3.23E−07                 | 2.74E−07 | 3.23E−07 | 9.33E−07 | 3.24E−07 | 4.63E−07 | 3.29E−07 | 6.68E−07 |
| 1.4769                   | 1.4610 | 1.4769 | 1.5920 | 1.4771 | 1.51394 | 1.4786 | 1.553895035 |
| RMS                      | 0.000986022 | 0.0020053 | 0.000986022 | 0.0024544 | 0.00098603 | 0.0012461 | 0.0009867 | 0.001820358 |

Table 5 The real and output current for each algorithm

| \( V_{in} \) | \( I_{in} \) | \( EHHO \) | \( HHO \) |
|---------------|-------------|-------------|-------------|
| - 0.2057      | 0.764       | 0.7641      | 0.7723      |
| - 0.1291      | 0.762       | 0.7627      | 0.7692      |
| - 0.0588      | 0.7605      | 0.7614      | 0.7663      |
| 0.0057        | 0.7605      | 0.7602      | 0.7637      |
| 0.0646        | 0.76        | 0.7591      | 0.7613      |
| 0.1185        | 0.759       | 0.7580      | 0.7591      |
| 0.1678        | 0.757       | 0.7571      | 0.7571      |
| 0.2132        | 0.757       | 0.7561      | 0.7552      |
| 0.2545        | 0.7555      | 0.7551      | 0.7532      |
| 0.2924        | 0.754       | 0.7537      | 0.7509      |
| 0.3269        | 0.7505      | 0.7514      | 0.7479      |
| 0.3585        | 0.7465      | 0.7474      | 0.7431      |
| 0.3873        | 0.7385      | 0.7401      | 0.7353      |
| 0.4137        | 0.728       | 0.7274      | 0.7222      |
| 0.4373        | 0.7065      | 0.7070      | 0.7017      |
| 0.4590        | 0.6755      | 0.6753      | 0.6703      |
| 0.4784        | 0.632       | 0.6308      | 0.6265      |
| 0.4960        | 0.573       | 0.5719      | 0.5689      |
| 0.5119        | 0.499       | 0.4996      | 0.4979      |
| 0.5265        | 0.413       | 0.4137      | 0.4133      |
| 0.5398        | 0.3165      | 0.3175      | 0.3181      |
| 0.5521        | 0.212       | 0.2122      | 0.2131      |
| 0.5633        | 0.1035      | 0.1023      | 0.1025      |
| 0.5736        | - 0.01      | - 0.0087    | - 0.0103    |
| 0.5833        | - 0.123     | - 0.1255    | - 0.1300    |
| 0.5900        | - 0.21      | - 0.2084    | - 0.2162    |
It was shown that the TD equivalent circuit is the same as DD taking into consideration the leakage current which is represented by a third diode as shown in Fig. 3.

\[ I_t = I_{ph} - I_{dl} \left[ \exp \left( \frac{q(V_t + R_s I_t)}{\eta_1 K T} \right) - 1 \right] - I_{d2} \left[ \exp \left( \frac{q(V_t + R_s I_t)}{\eta_2 K T} \right) - 1 \right] - \frac{(V_t + R_s I_t)}{R_{sh}} \]

(4)

2.3 TD model

The TD equivalent circuit is the same as DD taking into consideration the leakage current which is represented by a third diode as shown in Fig. 3.
Equation (5) and (6) describe the mathematical model of TD model:

\[ I_t = I_{ph} - I_{d1} - I_{d2} - I_{d3} - I_{sh} \]  \hspace{1cm} (5)

\[ I_t = I_{ph} - I_{d1} \left[ \exp \left( \frac{q(V_t + R_s * I_t)}{\eta_1 * K * T} \right) - 1 \right] - I_{d2} \left[ \exp \left( \frac{q(V_t + R_s * I_t)}{\eta_2 * K * T} \right) - 1 \right] - I_{d3} \left[ \exp \left( \frac{q(V_t + R_s * I_t)}{\eta_3 * K * T} \right) - 1 \right] - \frac{(V_t + R_s * I_t)}{R_{sh}} \]  \hspace{1cm} (6)

3 Optimization algorithm

3.1 HHO

HHO optimization algorithm is inspired from Hawks ways in hunting and catching their preys. The conventional HHO algorithm is divided into two main phases, exploration and exploitation. The exploitation phase is divided into two phases (Hard passage and soft passage) (Heidari et al. 2019).

Table 6 The statistical results of all algorithms

|        | Minimum | Average | Maximum | STD  |
|--------|---------|---------|---------|------|
| EHHO   | 0.00098602 | 0.00098602 | 0.00098602 | 1.09946E−15 |
| HHO    | 0.0024318 | 0.0056922 | 0.0091354 | 0.002443418 |
| TLBO   | 0.00098602 | 0.00098602 | 0.00098602 | 7.03222E−12 |
| PSO    | 0.00098602 | 0.00098603 | 0.00098603 | 3.49975E−09 |
| MRFO   | 0.00098603 | 0.0009874 | 0.00099058 | 1.55593E−06 |
| WCA    | 0.001820358 | 0.00571303 | 0.00830814 | 0.003553504 |
| SOA    | 0.0024544 | 0.05348912 | 0.22286142 | 0.094815426 |
| TSA    | 0.0012461 | 0.00756436 | 0.01325006 | 0.004398685 |

Table 7 Estimated parameter in case of DD obtained by different optimization algorithms

|        | EHHO | HHO | TLBO | SOA | PSO | TSA | MRFO | WCA |
|--------|------|-----|------|-----|-----|-----|------|-----|
| \( R_s \) (\( \Omega \)) | 0.036373477 | 0.0299 | 0.036377169 | 0.030398823 | 0.036374 | 0.031819947 | 0.036375 | 0.036427669 |
| \( R_{sh} \) (\( \Omega \)) | 53.83998099 | 46.6989 | 53.7152132 | 714.195279 | 53.7362 | 306.172232 | 55.295418 | 53.88503435 |
| \( I_{ph} \) (A) | 0.760776281 | 0.7630 | 0.760775574 | 0.75958759 | 0.760775 | 0.76001624 | 0.760739315 | 0.760794699 |
| \( I_{d1} \) (A) | 3.21E−07 | 0.0000 | 3.23E−07 | 1.31E−06 | 3.23E−07 | 9.87E−07 | 3.16E−07 | 3.04E−07 |
| \( I_{d2} \) (A) | 2.34E−08 | 1.096E−6 | 2.10E−14 | 3.85E−08 | 2.61E−17 | 3.85E−08 | 1.42E−07 |
| \( n_1 \) | 1.476372639 | 1.6118 | 1.476892351 | 1.63144975 | 1.47696 | 1.59754286 | 1.47577662 | 1.471672903 |
| \( n_2 \) | 1.999999869 | 1.6117 | 1.558689891 | 1.79363846 | 1.999999 | 1.116495932 | 1.775146641 | 1.99190534 |
| RMS | 0.00098584 | 0.003507 | 0.00098602 | 0.0029527 | 0.00098602 | 0.0026135 | 0.00099052 | 0.001974423 |
3.1.1 Explorations

In optimization algorithms, exploration is considered as a global search. In this phase, the algorithm explores the search space looking for good solutions. The hawk waits for monitors and looks for a suitable prey through two manners:

- Exploring in random high trees and exploration depending on the position of rabbit and other hawks, as described in (7), consider \( q \) is a chance for each manner:

\[
x(t+1) = \begin{cases} 
    x_{\text{rand}}(t) & q_1 \\
    x_{\text{random}}(t) - r_1|x_{\text{rand}}(t) - 2r_2x(t)| & q \geq 0.5 \\
    (x_{\text{rabbit}}(t) - x_m(t)) - r_3(LB + r_4(UB - LB)) & q < 0.5
\end{cases}
\]

(7)

where \( t \) is the iteration number, \( X(t) \) is the current position of hawk, \( X(t+1) \) is the position of the hawk in the next iteration, \( X_{\text{rabbit}}(t) \) is the rabbit current position. \( X_{\text{rand}}(t) \) is a random position for hawk. \( X_m(t) \) is average position of hawk current position calculated using (8). LB is the lower limit of variables; UB is the upper limit of variables. \( r_1, r_2, r_3, r_4 \) and \( q \) are random values.

\[
x_m(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t)
\]

(8)

where \( N \) is the number of hawks.

The transition between exploration and exploitation depends on the prey escaping energy.

\[
E = 2E_0 \left(1 - \frac{t}{T}\right)
\]

(9)

where \( E \) is the escaping energy, \( E_0 \) is the initial energy, \( t \) is the current iteration, and \( T \) is the total number of iterations.

---

Table 8 The real and output current for proposed and conventional algorithm

| \( V_{in} \) | \( I_{in} \) | EHHO | HHO |
|------------|------------|------|-----|
| -0.2057    | 0.764      | 0.7641 | 0.7669 |
| -0.1291    | 0.762      | 0.7627 | 0.7652 |
| -0.0588    | 0.7605     | 0.7614 | 0.7637 |
| 0.0057     | 0.7605     | 0.7602 | 0.7624 |
| 0.0646     | 0.76       | 0.7591 | 0.7611 |
| 0.1185     | 0.759      | 0.7580 | 0.7599 |
| 0.1678     | 0.757      | 0.7571 | 0.7588 |
| 0.2132     | 0.757      | 0.7562 | 0.7576 |
| 0.2545     | 0.7555     | 0.7551 | 0.7563 |
| 0.2924     | 0.754      | 0.7537 | 0.7545 |
| 0.3269     | 0.7505     | 0.7514 | 0.7515 |
| 0.3585     | 0.7465     | 0.7474 | 0.7465 |
| 0.3873     | 0.7385     | 0.7401 | 0.7380 |
| 0.4137     | 0.728      | 0.7274 | 0.7238 |
| 0.4373     | 0.7065     | 0.7070 | 0.7020 |
| 0.4590     | 0.6755     | 0.6753 | 0.6695 |
| 0.4784     | 0.632      | 0.6307 | 0.6251 |
| 0.4960     | 0.573      | 0.5719 | 0.5676 |
| 0.5119     | 0.499      | 0.4996 | 0.4975 |
| 0.5265     | 0.413      | 0.4136 | 0.4144 |
| 0.5398     | 0.3165     | 0.3175 | 0.3210 |
| 0.5521     | 0.212      | 0.2122 | 0.2175 |
| 0.5633     | 0.1035     | 0.1023 | 0.1078 |
| 0.5736     | -0.01      | -0.0087 | 0.0054 |
| 0.5833     | -0.123     | -0.1255 | 0.1264 |
| 0.5900     | -0.21      | -0.2085 | 0.2150 |

---

Fig. 9 PV output current absolute error for EHHO and HHO
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Fig. 10 Fitness function for DD model for different optimization algorithms

Table 9 The statistical results of all algorithms

| Algorithm | Minimum       | Average       | Maximum       | STD            |
|-----------|---------------|---------------|---------------|----------------|
| EHHO      | 0.00098584    | 0.00098600    | 0.00098602    | 5.64209E−08    |
| HHO       | 0.0079686     | 0.010704      | 0.013679      | 0.002657       |
| TLBO      | 0.00098602    | 0.00100681    | 0.00103245    | 2.0719E−05     |
| PSO       | 0.00098591    | 0.00100681    | 0.00106299    | 3.35579E−05    |
| MRFO      | 0.00099052    | 0.00099112    | 0.00099152    | 5.50473E−07    |
| WCA       | 0.0011097     | 0.0083716     | 0.013807      | 0.006286       |
| SOA       | 0.0029527     | 0.01095922    | 0.01303392    | 0.004475991    |
| TSA       | 0.0026135     | 0.01097182    | 0.01328122    | 0.004678743    |

Fig. 11 Boxplot for RMSE values of different algorithms for DD model
3.1.2 Exploitation

By comparison with the exploration phase, exploitation is considered a local search. In this phase, the algorithm refines the solution and tries to avoid big jumps in the search space. Exploitation phase starts when $|E| \leq 1$, during $|E| > 1$, the exploration phase continues. The exploitation phase achieves through 4 inner phases depending on escaping energy ($E$) and the chance of the prey successfully escaping ($r$).

- **Soft besiege**

  In this phase, the energy of prey is decreased but it still large enough to escape, $|E| \geq 0.5$, $|l| \geq 0.5$. At these conditions, the hawk tries to reduce the prey energy though soft circles. This catching manner is presented by (10).

  $x(t + 1) = \Delta x(t) - E|x_{rabbit}(t) - x(t)|$  \hspace{1cm} (10)

  $\Delta x(t) = x_{rabbit}(t) - x(t)$  \hspace{1cm} (11)

  $J = 2(1 - r_5)$  \hspace{1cm} (12)

  where $\Delta x(t)$ is the difference between rabbit current position and hawk current position. $J$ is a value changed randomly in each iteration through $r_5$ which is a random value between (0, 1) as shown in (11) and (12).

- **Hard besiege**

  In this phase, the energy of the prey decreased to a limit that the prey cannot escape $|E| < 0.5$, $|l| \geq 0.5$, hence the hawk uses hard circles to catch it as presented in (13).

  $x(t + 1) = x_{rabbit}(t) - E|\Delta x(t)|$  \hspace{1cm} (13)
Fig. 12 PV output current absolute error for EHHO and HHO
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Fig. 13 Fitness function of TD model for different optimization algorithms

Table 12 The statistical results of all algorithms

| Algorithm | Minimum   | Average   | Maximum   | STD        |
|-----------|-----------|-----------|-----------|------------|
| EHHO      | 0.00098305| 0.00098538| 0.000986022| 1.30487E—06|
| HHO       | 0.00302923| 0.00693711| 0.00834351 | 0.002223601|
| TLBO      | 0.00098458| 0.00098637| 0.000987855| 1.43409E—06|
| PSO       | 0.00098566| 0.00098794| 0.000996122| 4.58366E—06|
| MRFO      | 0.00098600| 0.00098959| 0.000994076| 3.51236E—06|
| WCA       | 0.00190906| 0.00853591| 0.024914566| 0.009899579|
| SOA       | 0.0023362 | 0.00871767| 0.012999448| 0.005825474|
| TSA       | 0.0018276 | 0.00849432| 0.012938785| 0.006085846|
Fig. 14 Boxplot for RMSE values of different algorithms for TD model

Fig. 15 Characteristic curve of real system and TD model at different temperature

Fig. 16 Power curve for real system and TD model at different temperature
Table 14 The real and output current for the proposed and conventional algorithm

| V_{in} | I_{in} | EHBO | HHO |
|--------|-------|------|------|
| 0.118  | 1.663 | 1.6642 | 1.6744 |
| 2.237  | 1.661 | 1.6600 | 1.6664 |
| 5.434  | 1.653 | 1.6537 | 1.6544 |
| 7.26   | 1.65  | 1.6501 | 1.6475 |
| 9.68   | 1.645 | 1.6447 | 1.6384 |
| 11.59  | 1.64  | 1.6386 | 1.6310 |
| 12.6   | 1.636 | 1.6333 | 1.6266 |
| 13.37  | 1.629 | 1.6271 | 1.6226 |
| 14.09  | 1.619 | 1.6185 | 1.6173 |
| 14.88  | 1.597 | 1.6038 | 1.6080 |
| 15.59  | 1.581 | 1.5824 | 1.5916 |
| 16.4   | 1.542 | 1.5433 | 1.5546 |
| 16.71  | 1.524 | 1.5220 | 1.5310 |
| 16.98  | 1.5  | 1.5003 | 1.5060 |
| 17.13  | 1.485 | 1.4865 | 1.4896 |
| 17.32  | 1.465 | 1.4671 | 1.4659 |
| 17.91  | 1.388 | 1.3892 | 1.3969 |
| 19.08  | 1.118 | 1.1228 | 1.1305 |
| 0.118  | 1.663 | 1.6642 | 1.6744 |
| 2.237  | 1.661 | 1.6600 | 1.6664 |
| 5.434  | 1.653 | 1.6537 | 1.6544 |
| 7.26   | 1.65  | 1.6501 | 1.6475 |
| 9.68   | 1.645 | 1.6447 | 1.6384 |
| 11.59  | 1.64  | 1.6386 | 1.6310 |

Table 14 The real and output current for the proposed and conventional algorithm

− Soft besiege with progressive rapid dives

Sometimes when the rabbit still has enough escaping energy for successfully escaping, \( |E| > 0.5 \), \(|r| < 0.5 \). The hawk changes its current position to position \( Y \) through (14). But due to the rabbit zigzag escaping movement of the prey, the hawk changes its current position to position \( Z \) through (15). Where \( D \) is the problem dimension, \( \mathbf{s} \) is a random vector \( (I \times D) \), and \( \text{LF} (D) \) is the levy flight function described by (16). The final position updating at this phase is described by (17).

\[
Y = x_{\text{rabbit}}(t) - E[Jx_{\text{rabbit}}(t) - x(t)] \quad (14)
\]

\[
Z = Y + S \times \text{LF}(D) \quad (15)
\]

\[
\text{LF}(x) = 0.01 \times \frac{v \times \sigma}{|v|^h}, \sigma = \left( \frac{\Gamma(1 + \beta) \times \sin\left(\frac{\pi x}{2}ight)}{\Gamma\left(\frac{1 + \beta}{h} \right) \times \beta \times 2^{\frac{1-h}{2}}} \right)^{\frac{1}{\beta}} \quad (16)
\]

where \( v, v \) are random values between \( (0, 1) \), and \( \beta \) is constant.

\[
x(t + 1) = \begin{cases} Y & \text{if } F(Y) < F(x(t)) \\ Z & \text{if } F(Z) < F(x(t)) \end{cases} \quad (17)
\]

− Hard besiege with progressive rapid dives

In this phase, it is maybe no escaping chance for the prey as its energy is decreased so much \( |E| < 0.5 \), \(|r| < 0.5 \). The hawk decreasing the circle of catching and update its positions by (17). Where positions \( Z \) and \( Y \) are described by (15) and (18), respectively.

\[
Y = x_{\text{rabbit}}(t) - E[Jx_{\text{rabbit}}(t) - x_m(t)] \quad (18)
\]

3.2 EHBO

Exploration and exploitation are necessary for meta-heuristic optimization algorithms, where they are two conflicting milestones. The EHBO is improved performance of the conventional HHO. The HHO performs in two phases (Exploration phase and exploitation phase), and the enhance-HHO (EHBO) to improve performance of the HHO is performed on the exploitation phase. The exploitation phase aims for searching locally around
promising solutions. The sine–cosine method has been applied in the exploitation phase. Where sine–cosine function creates different solutions and fluctuate outward or toward the best possible solution (Ramadan et al. 2020). The sine–cosine function is added to Eqs. (10) and (13). The proposed enhanced equation can be described as follows:

\[
x(t + 1) = x(t) + r_1 \cos(r_2) |x_{rabbit}(t) - x(t)|
\]  

(19)

where \(r_1\) is constant and \(r_2 = 2 \pi \text{ rand } (0, 1)\), \text{rand} is a random value changed in each iteration.

Hard besiege Eq. (13) is updated to Eq. (20)

\[
x(t + 1) = x(t) + r_1 \sin(r_2) |x_{rabbit}(t) - x(t)|
\]  

(20)
Table 15 The statistical results of all algorithms

|       | Minimum   | Average     | Maximum   | STD        |
|-------|-----------|-------------|-----------|------------|
| EHHO  | 0.0019849 | 0.0020743   | 0.0021694 | 9.11983E-05|
| HHO   | 0.0087034 | 0.0445585   | 0.098341  | 0.049096514|
| TLBO  | 0.0020161 | 0.0043221   | 0.0059094 | 0.002105385|
| PSO   | 0.0021695 | 0.0022472   | 0.0023998 | 9.41895E-05|
| MRFO  | 0.0021655 | 0.0035905   | 0.0087034 | 0.002869111|
| WCA   | 0.0021706 | 0.0600729   | 0.0983410 | 0.052402047|
| SOA   | 0.0021655 | 0.0035905   | 0.0087034 | 0.002869111|
| TSA   | 0.0021733 | 0.0050139   | 0.0087034 | 0.003376114|

Fig. 19 Boxplot for RMSE values of different algorithms for TD model

Fig. 20 Characteristic curve for real system and TD model at different temperature
The computational complexity of EHHO is the same as HHO (Heidari et al. 2019), initialization complexity, fitness evaluation complexity and updating complexity. Assume \( N \) number of hawk, \( T \) number of iterations and \( D \) problem dimension.

Initialization complexity: \( O(N) \).

Fitness evaluation complexity: \( O(T \times N) \).

Updating complexity: \( O(T \times N \times D) \).

Total complexity of EHHO: \( O(N \times (T + TD + I)) \).

The overall process of the proposed EHHO can be summarized in the following steps as:

1. **Step (1)** Input population size, number of decision variables, and Max. Iteration
2. **Step (2)** Generate an initial population of a hawks \( X_i \) (solutions)
3. **Step (3)** Set current iteration 1
4. **Step (4)** Evaluate the fitness function value of hawks
5. **Step (5)** Set \( X_{rabbit} \) as the location of rabbit (best location)
6. **Step (6)** For each \( (X_i) \) Update the \( E_0 \) and \( J \) and the \( E \) using (9)
7. **Step (7)** Update solution of individual \( X_i \) using Eq. (16)
8. **Step (8)** If the current iteration is less than the maximum number of iterations, then continue; else end
   - **Exploration phase**
9. **Step (9)** If \( |E| < \) then update its solution using Eq. (9).
10. **Step (10)** Exploitation phase
11. **Step (11)** Else \( |E| < \) then go to the next steps
12. **Step (12)** if \( (r \geq 0.5 \text{ and } |E| \geq 0.5) \) then update its solution using Eq. (19).
13. **Step (13)** Else if \( (r \geq 0.5 \text{ and } |E| < 0.5) \) then update its solution using Eq. (20).
14. **Step (14)** Else if \( (r < 0.5 \text{ and } |E| \geq 0.5) \) then update its solution using Eq. (17).
15. **Step (15)** Else if \( (r < 0.5 \text{ and } |E| < 0.5) \) then update its solution using Eq. (18).
16. **Step (16)** End If

---

Table 16 The real and output current for proposed and conventional algorithms

| \( V_{tm} \) | \( I_{tm} \) | EHHO | HHO |
|----------|----------|------|------|
| 17.65    | 3.83     | 3.8502 | 3.7756 |
| 17.41    | 4.29     | 4.2671 | 4.2675 |
| 17.25    | 4.56     | 4.5346 | 4.5609 |
| 17.10    | 4.79     | 4.7747 | 4.8130 |
| 16.90    | 5.07     | 5.0743 | 5.1171 |
| 16.76    | 5.27     | 5.2624 | 5.3091 |
| 16.54    | 5.75     | 5.7737 | 5.8011 |
| 16.08    | 6.00     | 6.0389 | 6.0500 |
| 15.71    | 6.36     | 6.3447 | 6.3426 |
| 15.39    | 6.58     | 6.5679 | 6.5493 |
| 14.93    | 6.83     | 6.8187 | 6.7845 |
| 14.58    | 6.97     | 6.9643 | 6.9234 |
| 14.17    | 7.10     | 7.0945 | 7.0541 |
| 13.59    | 7.23     | 7.2232 | 7.1898 |
| 13.16    | 7.29     | 7.2883 | 7.2632 |
| 12.74    | 7.34     | 7.3339 | 7.3183 |
| 12.36    | 7.37     | 7.3641 | 7.3571 |
| 11.81    | 7.38     | 7.3946 | 7.3993 |
| 11.17    | 7.41     | 7.4165 | 7.4332 |
| 10.32    | 7.44     | 7.4327 | 7.4617 |
| 9.74     | 7.42     | 7.4389 | 7.4742 |
| 9.06     | 7.45     | 7.4433 | 7.4840 |
| 17.65    | 3.83     | 3.8502 | 3.7756 |
| 17.41    | 4.29     | 4.2671 | 4.2675 |
| 17.25    | 4.56     | 4.5346 | 4.5609 |
| 17.10    | 4.79     | 4.7747 | 4.8130 |

Fig. 21 Power curve for real system and TD model at different temperatures
Step (17)
End If
Step (18)
Evaluate the objective function value for each individual
Step (19)
Update the best solution found for $X_{\text{rabbit}}$
Step (20)
End If
Step 22)
Return $X_{\text{rabbit}}$

The SCA enhance the movement of hawk toward its prey as shown in Fig. 4. The flow chart of EHHO is shown in Fig. 5

4 Simulation results

To discuss the efficiency of the proposed algorithm, EHHO has been applied on 23 different benchmark test functions (Heidari et al. 2019). Table 1 present the results of EHHO and HHO for all functions, moreover two recent optimization algorithms. The two recent algorithms are social network search (SNS) algorithm (Talatahari et al. 2021) and wild horse optimizer (WHO) (Ramadan et al. 2021). By applying Wilcoxon rank-sum test at the 5% significance level (Chen et al. 2016). The results show that EHHO gives good results with many functions. For the best average (AVG) values of 30 independent runs, EHHO has 30.4%, HHO has 39.1%. For the best standard deviation (STD) values of 30 independent runs, EHHO has 52.1%, HHO has 21.7%, all the best values have been highlighted in bold. Table 2 presents the average time for 30 run (500 iterations in each run). “+”, “−” and “EQ” represents that the performance of EHHO is “better than”, “worse than” or “Equal to” the performance of HHO.

To discuss the applicability of the proposed algorithm for the different number of estimated parameters, three applications are achieved. In Application 1, the EHHO is applied for the three different PV models (SD, DD and TD). In Application 2 and 3, the proposed algorithm is applied to the polycrystalline and monocristalline PV system through the complex model (TD model). A comparison between the proposed algorithm, original algorithm and other recent algorithms have been achieved at the same number of search agents (population size(NP)) as shown in Table 3 which presents the parameters setting for each compared algorithm.
4.1 Optimization problem

Based on the discussion in Sect. 2, there are three optimization problems, due to the different PV models, as follows:

4.1.1 SD model optimization problem

In SD model, five parameters are estimated \( [R_s, R_{sh}, I_{ph}, I_{sd}, n] \), and they can be represented in one vector \( x = [x_1, x_2, x_3, x_4, x_5] \), hence the optimization problem is described by (21).
Table 18 The statistical results of all algorithms

| Algorithm | Minimum     | Average     | Maximum     | STD          |
|-----------|-------------|-------------|-------------|--------------|
| EHHO      | 0.015488    | 0.0154916   | 0.015494    | 3.24977E-06  |
| HHO       | 0.03385     | 0.041175    | 0.053135    | 0.007591538  |
| TLBO      | 0.015488    | 0.0154907   | 0.015495    | 3.52692E-06  |
| PSO       | 0.015488    | 0.0154909   | 0.015496    | 3.84852E-06  |
| MRFO      | 0.015508    | 0.015600    | 0.0157023   | 8.51535E-05  |
| WCA       | 0.023804    | 0.0272208   | 0.032346    | 0.004678646  |
| SOA       | 0.016046    | 0.0164750   | 0.017118602 | 0.000587488  |
| TSA       | 0.0166071   | 0.0176828   | 0.018766139 | 0.001079558  |

Fig. 24 Boxplot for RMSE values of different algorithms for TD model

Fig. 25 The characteristic curve for the real and optimized TD model by EHHA at different temperatures
In DD model, seven estimated parameters are considered: $[R_s, R_{sh}, I_{ph}, I_{d1}, I_{d2}, n_1, n_2]$, and they can be represented in one vector $x = [x_1, x_2, x_3, x_4, x_5, x_6, x_7]$, hence the optimization problem is described by (22).

$$
f_{DD}(V_{im}, I_{im}, X) = I_{im} - X_3 + X_4 \left[ \exp\left(\frac{q(V_1 + R_s \cdot I_l)}{X_5 \cdot K \cdot T} \right) - 1 \right]
+ \frac{(V_l + X_1 \cdot I_l)}{X_2}
$$

**4.1.2 DD model optimization problem**

In DD model, seven estimated parameters are considered: $[R_s, R_{sh}, I_{ph}, I_{d1}, I_{d2}, n_1, n_2]$, and they can be represented in one vector $x = [x_1, x_2, x_3, x_4, x_5, x_6, x_7]$, hence the optimization problem is described by (22).

$$
f_{DD}(V_{im}, I_{im}, X) = I_{im} - X_3 + X_4 \left[ \exp\left(\frac{q(V_1 + R_s \cdot I_l)}{X_5 \cdot K \cdot T} \right) - 1 \right]
+ \frac{(V_l + X_1 \cdot I_l)}{X_2}
$$

**4.1.3 TD model optimization problem**

In TD model, nine estimated parameters are considered: $[R_s, R_{sh}, I_{ph}, I_{d1}, I_{d2}, I_{d3}, n_1, n_2, n_3]$, and they can be represented in one vector $x = [x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9]$, hence the optimization problem is described by (23).

$$
f_{TD}(V_{im}, I_{im}, X) = I_{im} - X_3 + X_4 \left[ \exp\left(\frac{q(V_1 + R_s \cdot I_l)}{X_5 \cdot K \cdot T} \right) - 1 \right]
+ \frac{(V_l + X_1 \cdot I_l)}{X_2}
$$

**4.2 Application 1**

In this application, the EHHO is applied for estimating the parameters of three PV models using real PV system data (Ramadan et al. 2020). In literature, many papers covering RTC France cell in their application, but with conditions differ from this paper, so their results have not covered here (Călasan et al. 2019; Gao et al. 2018; Ram et al. 2017b; Yu et al. 2017; Talatahari et al. 2021). A comparison between EHHO, HHO and other algorithms are implemented for SD, DD and TD models. For a comparison between results, the objective function is calculated for each algorithm by the information of the estimated parameters and the real output current. The most accurate objective function is that obtained from the most accurate estimated parameters. The validation process for the results of the proposed algorithm and other compared algorithms depends on different factors.
• Comparing RMSE for the objective function calculated from the estimated parameters.
• The absolute error between the real output current and the output current calculated from the parameter estimated from EHHO and HHO.
• The convergence curves for each algorithm.
• Calculating the minimum, average, maximum and standard deviation (STD) values and 30 run statistical results for each algorithm.

4.2.1 SD results
Table 4 presents the parameters estimated by EHHO, HHO and other algorithms. The real PV current and the output current for EHHO and HHO are listed in Table 5. The absolute error between the real output current and the output current calculated from the parameter estimated from EHHO and HHO have been shown in Fig. 6. The convergence curves of the best run of EHHO and HHO and other algorithms have been shown in Fig. 7. Table 6 represents the minimum, average, maximum and standard deviation (STD) values for 30 run statistical results. The RMSE values calculated for all run are figured in boxplot for each algorithm as shown in Fig. 8. (+) represents the outliers.

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} f^2(V_{m}, I_{m}, X)}
\]

(24)

4.2.2 DD results
Table 7 presents the estimated parameters and RMSE for EHHO, HHO and other algorithms. The real and calculated current are presented in Table 8. Figure 9 displays absolute error for EHWO and HHO. The convergence curves are shown in Fig. 10. Table 9 represents the minimum, average, maximum and standard deviation (STD) values for 30 run statistical results. The RMSE values calculated for all run are figured in boxplot for each algorithm as shown in Fig. 11. (+) represents the outliers.

4.2.3 TD results
Table 10 presents the estimated parameters and RMSE for EHHO, HHO and other algorithms. The real and calculated current are presented in Table 11. Figure 12 displays absolute error for EHHO and HHO. The convergence curves are shown in Fig. 13. Table 12 represents the minimum, average, maximum and standard deviation (STD) values for 30 run statistical results. The RMSE values calculated for all run are figured in boxplot for each algorithm as shown in Fig. 14. (+) represents the outliers. From the tables related with SD, DD and TD results, EHHO give an accurate estimated parameter as the RMSE for EHHO is less than that for HHO and other optimization algorithms as mentioned in each table, also the parameter estimated by EHHO for TD model is more accurate than other models. From the convergence curve and current absolute error figures, the EHHO has the less fitness function and less absolute error. The reliability of the EHHO has been cleared by comparing the statistical through statistical results tables and boxplot figures. The characteristic curve of the (current–voltage) and the power curve for the real PV and the most accurate model (TD) for different temperature are displayed in Figs. 15 and 16, respectively.

4.3 Application 2
In this application, EHHO is applied to monocrystalline PV panel STM6-40/36 (Ramadan et al. 2020). Table 13 displays the results of EHHO which is better than HHO and other algorithms for parameter estimation of TD model. By comparing RMSE of EHHO for TD model with TLBO and PSO, they give the same results and better than others. Table 14 presents the real and calculated current for EHHO and HHO. The fitness function for EHHO and other optimization algorithms and current absolute error of TD model for EHHO and HHO are shown in Figs. 17 and 18, respectively. Table 15 represents the minimum, average, maximum and standard deviation (STD) values for 30 run statistical results. The RMSE values calculated for all run are figured in boxplot for each algorithm as shown in Fig. 19. (+) represents the outliers. The characteristic curve and power curve for the monocrystalline PV panel and estimated TD model by the proposed algorithm at different temperatures are displayed in Figs. 20 and 21, respectively.

4.4 Application 3
In this application, the proposed EHHO is applied to polycrystalline PV panel STM6-120/36 (Ramadan et al. 2020). The panel has open circuit voltage \( V_{oc} = 19.21 \) and short circuit current \( I_{sc} = 7.48 \)A. The measured data from the panel at temperature 55°C are listed in Table 16. Also, the calculated output current from the estimated parameter of TD model using EHHO and HHO are presented in Table 16. The estimated parameters and the calculated RMSE values for TD model obtained by EHHO and HHO and other algorithms have been listed in Table 17.

From Tables 15 and 16, it is can be observed that the estimated parameter for TD model obtained by EHHO is more accurate than those obtained by HHO, this also clearer from convergence and current absolute error curves which have been shown in Figs. 22 and 23, respectively.
By comparing RMSE of EHHO for TD model with RMSE for different algorithms, the TD model using EHHO gives the same results as TLBO and more accurate model than others. Table 18 represents the minimum, average, maximum and standard deviation (STD) values for 30 run statistical results. The RMSE values calculated for all run are figured in boxplot for each algorithm as shown in Fig. 24. The characteristic and power curves for the polycrystalline PV panel and estimated TD model by the proposed algorithm at different temperatures are displayed in Figs. 25 and 26, respectively.

5 Conclusion

In this paper, an enhanced version for the Harris Hawk-Based Optimization Algorithm, called EHHO, has been proposed and applied for solving the optimal parameter estimation of different PV models. The proposed algorithm aims to improve the exploitation phase of conventional HHO by fluctuating toward or outward the best optimal solution using sine and cosine functions. The EHHO has been tested through parameter estimation of SD, DD and TD models of the real PV system. In addition, it has been applied for estimating the parameters for Monocrystalline and polycrystalline PV panels through TD model. The results have been compared by several criteria as follows: comparing the best RMSE for the objective function, comparing the Absolute Error of the calculated and the real output current and comparing the statistical results of RMSE in 30 independent runs. The results obtained by EHHO have been compared with the conventional HHO and other recent algorithms including SOA, TLBO, PSO, MRFO, TSA and WCA. In all cases, the results obtained by EHHO are more accurate than those obtained by the conventional HHO and other optimization algorithms. It is observed that the results for TD model are more accurate than SD and DD models.
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