Spectral manipulation of the trigonometric Rosen-Morse potential through supersymmetry
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Abstract. The first and second-order supersymmetry transformations can be used to manipulate one or two energy levels of the initial spectrum when generating new exactly solvable Hamiltonians from a given initial potential. In this paper, we will construct the first and second-order supersymmetric partners of the trigonometric Rosen-Morse potential. Firstly, it is identified a set of solutions of the initial stationary Schrödinger equation which are appropriate for implementing in a simple way non-singular transformations, without inducing new singularities in the built potential. Then, the way the spectral manipulation works is illustrated through several specific examples.
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1 Introduction

Exactly solvable quantum potentials has deserved physicist attention for many years [1, 2]. In order to generate this kind of potentials, supersymmetric quantum mechanics (SUSY QM) has been recurrently employed [3–8]. This approach is equivalent to the factorization method, intertwining technique and Darboux transformation [9, 10]. After applying the procedure, it turns out that the spectra of the initial and final Hamiltonians can differ in a finite number of levels, thus suggesting the possibility to implement in this way the so-called spectral design [11–15].

On the other hand, the short range potentials are specially important in high energy physics, since they could be used to model quark confinement in quantum chromodynamics (QCD). The trigonometric Rosen-Morse (TRM) potential belongs to this class [16, 17]. e.g., in QCD it has been proposed for describing the quark-gluon interaction [18], and also as an effective potential for quark-antiquark interaction [19]. The TRM potential has been employed as well to describe thermodynamic properties of a quantum gas of mesons, because it provides a reasonable parametrization of the mesons internal structure [20]. The TRM potential arises also in the study of exact solutions for the position-dependent mass Schrödinger equation [21], and as a proposal for studying rotational type degeneration in diatomic molecules described by means of a cotangent-perturbed rigid rotator [22].
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It could be important as well in mathematical physics, in the study of non-linear algebras and SUSY QM \[23-25\], since there is a non-linear relation between the energy eigenvalues and the quantum number characterizing them. In addition, the TRM potential appears quite naturally when addressing quantum potentials on curved spaces \[26\]. Let us mention also the use of the TRM potential in studies of graphene in external magnetic fields, where it appears when considering the trigonometric singular well \( B = (0,0,B_0/\sin^2(x)) \) \[27-29\]. The SUSY transformations have been recently applied to the TRM potential in order to identify the system ladder operators and construct coherent states \[30\]. Although the SUSY techniques have been implemented for plenty of exactly solvable potentials \[7,23,31-34\], up to our knowledge the method has not been applied thoroughly to the trigonometric Rosen-Morse potential. In fact, the first-order SUSY has been used to delete the ground state energy level, but the shape-invariance of the TRM potential makes the new potential to be essentially the same as the initial one \[3,35,36\]. The second-order SUSY has been as well implemented, by deleting two consecutive energy levels of the TRM potential \[38\]. However, in both cases the employed seed solutions are bound state eigenfunctions of the TRM Hamiltonian. It would be important to determine if the SUSY method can be applied through general seed solutions, which are not necessarily bound state eigenfunctions of the initial Hamiltonian.

In this paper, we are going to study the first and second-order SUSY partners of the trigonometric Rosen-Morse potential. These transformations will allow us to design the spectra for the new potentials in several different ways, as will be shown throughout this article. The seed solutions chosen to implement the transformations will be more general than in previous works \[3,36,38\], for factorization energies which are not necessarily associated to bound states.

This paper has been organized as follows. In Sect. 2 we will make a brief overview of SUSY QM. In Sect. 3 we will discuss the TRM potential, the construction of the appropriate solutions of the corresponding Schrödinger equation and the analysis of them. In Sect. 4 we will show the results of applying the SUSY techniques to the TRM potential. Finally, our conclusions will be presented in Sect. 5.

### 2 Supersymmetric quantum mechanics

Supersymmetric quantum mechanics is a powerful tool to generate exactly solvable potentials from a given initial one. The spectrum of the new potential depends on the order of the differential operator used to implement the transformation. Since in this paper we will consider first and second-order transformations, we will give now a brief overview of both SUSY cases.

#### 2.1 First-order SUSY QM

Let us consider the two intertwining relationships

\[
H_1 A_1^+ = A_1^+ H_0, \tag{1}
\]

\[
H_0 A_1^- = A_1^- H_1, \tag{2}
\]
where $A_1^\pm$ are the first-order differential operators
\[
A_1^\pm = \frac{1}{\sqrt{2}} \left( \pm \frac{d}{dx} + \frac{u_{01}'(x)}{u_{01}(x)} \right),
\]
and $H_0, H_1$ are two Schrödinger Hamiltonians,
\[
H_i = -\frac{1}{2} \frac{d^2}{dx^2} + V_i(x), \quad i = 0, 1.
\]
We suppose that the initial potential $V_0(x)$ is defined in the interval $x \in (x_L, x_R)$, which includes the possibility that this domain could be the real line, the positive real line or some finite interval. The SUSY partner potentials $V_0(x), V_1(x)$ and the seed solution $u_{01}(x)$ turn out to be related:\cite{3,8}:
\[
V_1(x) = V_0(x) - [\ln u_{01}]'' ,
\]
\[
H_0u_{01} = -\frac{1}{2} u_{01}'' + V_0u_{01} = \epsilon_1 u_{01}.
\]
The formal eigenfunction $u_{01}$ of $H_0$ associated to the factorization energy $\epsilon_1$ satisfies as well that $A_1^+ u_{01} = 0$. The previous equations imply the factorization of $H_0$ and $H_1$ as follows:
\[
H_0 = A_1^- A_1^+ + \epsilon_1 ,
\]
\[
H_1 = A_1^+ A_1^- + \epsilon_1 .
\]
Suppose that $H_0$ is an exactly solvable Hamiltonian, with normalized eigenfunctions $\psi_{0n}(x)$ and eigenvalues $E_n, n = 0, 1, \ldots$ which are given. In order to implement the first-order SUSY, we will use a nodeless seed solution $u_{01}(x)$ associated with a factorization energy $\epsilon_1$ such that $\epsilon_1 \leq E_0$, so that none new singularity will appear in $V_1(x)$ (see Eq.(5)). Thus, the normalized eigenfunctions $\psi_{1n}(x)$ of $H_1$ associated to the eigenvalues $E_n$ acquire the form:
\[
\psi_{1n}(x) = \frac{A_1^+ \psi_{0n}(x)}{\sqrt{E_n - \epsilon_1}}.
\]
There is also a formal eigenfunction $\psi_{1\epsilon_1}$ of $H_1$ associated to $\epsilon_1$ which is annihilated by $A_1^-$, i.e., $H_1\psi_{1\epsilon_1}(x) = \epsilon_1 \psi_{1\epsilon_1}(x), A_1^- \psi_{1\epsilon_1}(x) = 0$. Thus,
\[
\psi_{1\epsilon_1}(x) \propto \frac{1}{u_{01}(x)}.
\]
Since the spectrum of $H_1$ will depend on the square-integrability of $\psi_{1\epsilon_1}(x)$, three different cases appear.
i) Deleting a level. If $\epsilon_1 = E_0$ and $u_{01}(x) = \psi_{00}(x)$, it turns out that $\psi_{1\epsilon_1}(x)$ is not square-integrable, thus $E_0 \notin \text{Sp}(H_1)$ and hence
\[
\text{Sp}(H_1) = \{E_n, n = 1, 2, \ldots \} = \text{Sp}(H_0) - \{E_0\}.
\]
ii) Creating a new level. If \( \epsilon_1 < E_0 \) with an associated nodeless seed solution \( u_{01}(x) \), it turns out that \( \psi_{1\epsilon_1}(x) \) is square-integrable and then \( \epsilon_1 \in \text{Sp}(H_1) \), i.e.,

\[
\text{Sp}(H_1) = \{ \epsilon_1, E_n, n = 0, 1, \ldots \} = \{ \epsilon_1 \} \cup \text{Sp}(H_0).
\]

(12)

Note that \( \psi_{1\epsilon_1}(x) \) is called sometimes ‘missing state’ [39] (see also [31]).

iii) Isospectral transformation. If \( \epsilon_1 < E_0 \) but the seed solution \( u_{01}(x) \) has a node at one of the ends of the potential domain (if the end is infinite this node is achieved as a limit process), it turns out that \( \psi_{1\epsilon_1}(x) \) is not square-integrable and then \( \epsilon_1 \not\in \text{Sp}(H_1) \), i.e.,

\[
\text{Sp}(H_1) = \{ E_n, n = 0, 1, \ldots \} = \text{Sp}(H_0).
\]

(13)

2.2 Second-order SUSY QM

The second-order SUSY QM is based on the intertwining relationship [40–46]

\[
H_2 B^+_2 = B^+_2 H_0,
\]

(14)

where \( B^+_2 \) is the second-order differential operator

\[
B^+_2 = \frac{1}{2} \left( \frac{d^2}{dx^2} - \eta(x) \frac{d}{dx} + \gamma(x) \right),
\]

(15)

with \( \eta(x) \) and \( \gamma(x) \) being two real functions to be found. The other operators of Eq. (14) are two Schrödinger Hamiltonians \( H_i, i = 0, 2 \) whose form is given in Eq. (4). Note that, as for the first-order SUSY QM, there is a complementary intertwining relationship

\[
H_0 B^-_2 = B^-_2 H_2,
\]

(16)

where \( B^-_2 = (B^+_2)^\dagger \), which arises from calculating the Hermitian conjugate of Eq. (14). If \( B^+_2 \) and \( H_i, i = 0, 2 \) are replaced in Eq. (14), after some work the following system of equations appears [6]:

\[
V_2 = V_0 - \eta',
\]

(17)

\[
\gamma = \frac{\eta'^2}{2} + \frac{\eta'^2}{2} - 2V_0 + d,
\]

(18)

\[
\frac{\eta \eta''}{2} - \frac{\eta'^2}{4} + \eta^2 \eta' + \frac{\eta^4}{4} - 2V_0 \eta^2 + d \eta^2 + c = 0,
\]

(19)

where \( d, c \) are two real integration constants. In order to solve this system of equations more information is required, since we have only three equations to determine four functions, \( V_0, V_2, \eta, \gamma \).

As can be seen, if \( V_0(x) \) is given it is possible to determine \( V_2(x) \) and \( \gamma(x) \), once the solution \( \eta(x) \) to the non-linear differential Eq. (19) is obtained. This is achieved through the following ansatz (see [6])

\[
\eta' = -\eta^2 + 2\beta \eta + 2\xi,
\]

\[
\eta'' = -2\beta \eta' + 2\xi',
\]

\[
\eta''' = -2\beta \eta'' + 2\xi''.
\]
with $\beta$, $\xi$ being two functions of $x$ to be determined. This ansatz transforms Eq. (19) into the following set of equations

$$\xi^2 = c, \quad \epsilon = \frac{1}{2}(d + \xi), \quad \beta' + \beta^2 = 2(V_0 - \epsilon).$$

The first two equations produce $\xi_{1,2} = \pm \sqrt{c}$ and $\epsilon_{1,2} = (d \pm \sqrt{c})/2$. The third one is a first-order non-linear differential equation, known as Riccati equation, which can be transformed into a linear one through the change $\beta_i = u'_{0i}/u_{0i}$, leading to

$$H_0u_{0i} = -\frac{1}{2}u''_{0i} + V_0u_{0i} = \epsilon_iu_{0i}, \quad i = 1, 2. \tag{20}$$

This is the stationary Schrödinger equation for the potential $V_0$ with factorization energies $\epsilon_1$, $\epsilon_2$. The functions $u_{0i}$, $i = 1, 2$ are called either transformation functions or seed solutions in the literature [3–8,38], they satisfy the Schrödinger equation (20) and belong to the kernel of $B^+_0$, i.e., $B^+_0u_{0i} = 0$, $i = 1, 2$. Depending on whether they are square integrable or not, they will be called physical or non-physical solutions of the initial Hamiltonian $H_0$.

The transformations of our interest in this paper are non-singular, i.e., the new potentials cannot have new singularities inside the domain of definition of the initial potential. The conditions to fulfill this requirement have been widely studied by years (see e.g. [3–8]). Moreover, the non-singular transformations have been classified according to the sign of the constant $c$ defining the factorization energies $\epsilon_{1,2}$. Consequently, three different cases appear: the real case $\epsilon_i \in \mathbb{R}$, $i = 1, 2$ for $c > 0$; the complex case $\epsilon_i \in \mathbb{C}$, $i = 1, 2$ for $c < 0$; the confluent case $\epsilon_1 = \epsilon_2 = d/2 \in \mathbb{R}$ for $c = 0$. Each case leads to specific restrictions on the seed solutions chosen to implement the transformation, according to the kind of modified spectrum that the new Hamiltonian will have with respect to the initial one.

### 2.2.1 Real case

If $c > 0$ the two factorization energies $\epsilon_1$, $\epsilon_2$ turn out to be real and different; we have ordered them as $\epsilon_1 > \epsilon_2$. The resulting potential reads:

$$V_2(x) = V_0(x) - \left[\ln (W(u_{01}, u_{02}))\right]^\prime, \tag{21}$$

where $W(u_{01}, u_{02})$ is the Wronskian of the two seed solutions $u_{01}$ and $u_{02}$. In order to avoid added singularities in the new potential $V_2(x)$, this Wronskian should be nodeless. If both $\epsilon_1$, $\epsilon_2$ do not coincide with bound state energies, this condition is fulfilled if $u_{02}$ has an extra node with respect to $u_{01}$ [6]. In particular, if both factorization energies are below the ground state energy $E_0$, then $u_{01}$ should be nodeless and $u_{02}$ should have one node, while for $\epsilon_1$, $\epsilon_2$ above $E_0$ both should fall in the same energy gap $(E_j, E_{j+1}]$ with the associated seed solutions $u_{02}$ and $u_{01}$ having necessarily $j + 2$ and $j + 1$ nodes respectively. On the other hand, if the two factorization energies belong to the initial spectrum, the Wronskian $W(u_{01}, u_{02})$ will be nodeless only for $\epsilon_1 = E_{j+1}$ and $\epsilon_2 = E_j$.

The eigenfunctions $\psi_{0n}(x)$ of the initial Hamiltonian $H_0$ are related with those $\psi_{2n}(x)$ of the new Hamiltonian $H_2$ as follows:

$$\psi_{2n}(x) = \frac{B^+_2 \psi_{0n}(x)}{\sqrt{(E_n - \epsilon_1)(E_n - \epsilon_2)}}. \tag{22}$$
Moreover, there are explicit solutions to the stationary Schrödinger equation for $H_2$ with factorization energies $\epsilon_1$, $\epsilon_2$, which are given by

$$
\psi_{2\epsilon_1}(x) \propto \frac{u_{02}(x)}{W(u_{01}, u_{02})}, \quad \psi_{2\epsilon_2}(x) \propto \frac{u_{01}(x)}{W(u_{01}, u_{02})},
$$

It is clear now that the kind of spectral modifications that could appear for the resultant Hamiltonian $H_2$ compared with the initial spectrum, depends on the factorization energies $\epsilon_1$, $\epsilon_2$ chosen, as well as on the square-integrability of $\psi_{2\epsilon_1}$ and $\psi_{2\epsilon_2}$.

### 2.2.2 Complex case

For $c < 0$ the two factorization energies $\epsilon_1$, $\epsilon_2$ become complex conjugate to each other, $\epsilon_2 = \epsilon_1^*$, which is the reason of the name complex case [47]. The new potential is given by

$$
V_2(x) = V_0(x) - [\ln (W(u_{01}, u_{01}^*))]'' ,
$$

where $u_{01}$ and $u_{01}^*$ are two complex conjugate seed solutions of Eq. (20). The condition for producing non-singular transformations is that $u_{01}$ fulfills (see for example [6-8])

$$
\lim_{x \to x_L} u_{01}(x) = 0 \quad \text{or} \quad \lim_{x \to x_R} u_{01}(x) = 0.
$$

These transformations turn out to be isospectral.

### 2.2.3 Confluent case

The confluent case appears for $c = 0$, when we get just a single factorization energy $\epsilon_1 = \epsilon_2 \in \mathbb{R}$. In this case the new potential is once again given by Eq. (21), but now

$$
W(u_{01}, u_{02}) = w_0 + \int_{x_0}^{x} [u_{01}(y)]^2 \, dy,
$$

where $u_{01}$ satisfies the Schrödinger equation [20] but $u_{02}$ fulfills now $(H_0 - \epsilon_1)u_{02} = u_{01}$, and $w_0$ is an integration constant that can be adjusted to avoid that $W(u_{01}, u_{02})$ has a node in the $x$-domain of $V_0(x)$. Similarly as in the complex case, the seed solution $u_{01}$ must fulfill the conditions of Eq. (25) (see for example [6,8,15,48-56]).

The kind of spectral changes that can be achieved for $H_2$ depends on the chosen factorization energy $\epsilon_1$, as well as on the value of $w_0$. Hence, it is possible to generate a new Hamiltonian $H_2$ which is isospectral to $H_0$, with an additional energy level or without a given initial one as compared with the initial spectrum.

### 3 Trigonometric Rosen-Morse potential

The trigonometric Rosen-Morse potential is given by

$$
V(x) = \frac{a(a + 1)}{2} \csc^2(x) - b \cot(x), \quad a > 0, \quad b \in \mathbb{R},
$$

with $a, b \in \mathbb{R}$. The solutions to this equation are

$$
\psi_{2\epsilon_1}(x) \propto \frac{u_{02}(x)}{W(u_{01}, u_{02})}, \quad \psi_{2\epsilon_2}(x) \propto \frac{u_{01}(x)}{W(u_{01}, u_{02})}.
$$

It is clear now that the kind of spectral modifications that could appear for the resultant Hamiltonian $H_2$ compared with the initial spectrum, depends on the factorization energies $\epsilon_1$, $\epsilon_2$ chosen, as well as on the square-integrability of $\psi_{2\epsilon_1}$ and $\psi_{2\epsilon_2}$.
which is defined on the finite interval \( x \in (0, \pi) \), i.e., \( x_L = 0 \) and \( x_R = \pi \). We need to solve first the stationary Schrödinger equation \( H \psi(x) = E \psi(x) \), which in dimensionless coordinates reads

\[
\left( -\frac{1}{2} \frac{d^2}{dx^2} + \frac{a(a+1)}{2} \csc^2(x) - b \cot(x) \right) \psi(x) = E \psi(x). \tag{28}
\]

This equation, as well as the one for the original Rosen-Morse potential, can be transformed into the hypergeometric equation \[16,37\]. For doing that, let us express \( \psi(x) \) as follows:

\[
\psi(x) = e^{-\frac{\mu}{2} x} (1 + \cot^2(x))^{(\nu - 1)/2} f(x). \tag{29}
\]

If in the equation that results for \( f(x) \) it is made the change of variable \( z = \cot(x) \) we arrive at

\[
(1 + z^2) \frac{d^2 f}{dz^2} + \left( \mu + 2\nu z \right) \frac{df}{dz} + \left[ \nu(\nu - 1) - a(a+1) \right] f = 0, \tag{30}
\]

where we have supposed that

\[
\mu(\nu - 1) + 2b = 0, \quad \frac{\mu^2}{4} - (\nu - 1)^2 + 2E = 0. \tag{31}
\]

By solving these equations for \( \mu \) and \( \nu \) (taking the positive roots) it is obtained that:

\[
\mu = \frac{2b}{\sqrt{E + \sqrt{E^2 + b^2}}}, \quad \nu = 1 - \sqrt{E + \sqrt{E^2 + b^2}}. \tag{32}
\]

The further change of variable \( \zeta = 2/(1 - iz) \) transforms Eq. (30) into

\[
\zeta^2 (1 - \zeta) \frac{d^2 f}{d\zeta^2} + \left[ \left( \nu - 2 + i\frac{\mu}{2} \right) \zeta^2 + 2(1 - \nu)\zeta \right] \frac{df}{d\zeta} + \left[ \nu(\nu - 1) - a(a+1) \right] f = 0. \tag{33}
\]

By assuming now that \( f = \zeta^{\nu+a} g \) it turns out that

\[
\zeta (1 - \zeta) \frac{d^2 g}{d\zeta^2} + \left[ 2(a+1) - \left( \nu + 2(a+1) - i\frac{\mu}{2} \right) \zeta \right] \frac{dg}{d\zeta} - (\nu + a) \left( a + 1 - i\frac{\mu}{2} \right) g = 0, \tag{34}
\]

which is the hypergeometric equation with parameters \( \nu + a, \; a + 1 - i\frac{\mu}{2} \) and \( 2(a+1) \).

Making use of the Gauss hypergeometric series (see for example \[58\]–\[60\]), we can construct a set of two linearly independent solutions to Schrödinger Eq. (28). It is straightforward to see that the first solutions reads

\[
\psi_L(x) = e^{-\frac{\mu}{2} + i(\nu+a)x} \sin^{a+1}(x) \; _2F_1 \left( \nu + a, a + 1 - \frac{i\mu}{2}; 2a + 2; 2ie^{-ix} \sin(x) \right). \tag{35}
\]

However, except when \( _2F_1 \) becomes a polynomial, the modulus of \( 2ie^{-ix} \sin(x) \) falls outside the unit circle of convergence of the hypergeometric series in the interval \( \pi/6 < x < 5\pi/6 \). In order to solve
this issue, let us use the linear transformation formulas of \( _{2}F_{1} \) [59]. Thus, if we employ expressions \( 15.3.8 \) and \( 15.3.3 \) of [59] it is obtained:

\[
\psi_L(x) = \kappa_L(\mu) e^{-\left[\frac{\mu}{2} - i(\nu+a)\right]x} \sin^{a+1}(x) {}_{2}F_{1} \left( \nu + a, a + 1 + \frac{i\nu}{2}; \nu + \frac{i\mu}{2}; e^{2ix} \right) \\
+ \rho_L(\mu) e^{\left[\frac{\mu}{2} + i(1-\nu-a)\right]x} \sin^{-a}(x) {}_{2}F_{1} \left( 1 - \nu - a, -a - \frac{i\nu}{2}; 2 - \nu + \frac{i\mu}{2}; e^{2ix} \right),
\]

where

\[
\kappa_L(\mu) = \frac{\Gamma(2a+2)\Gamma(1-\nu-i\frac{\mu}{2})}{\Gamma(a+1-i\frac{\mu}{2})\Gamma(a+2-\nu)}, \\
\rho_L(\mu) = \left( \frac{i}{2} \right)^{2a+1} \frac{\Gamma(2a+2)\Gamma(1+i\frac{\mu}{2})}{\Gamma(a+1+i\frac{\mu}{2})\Gamma(a+\nu)}.
\]

This expression does not have already the convergence problem mentioned previously. Moreover, it is straightforward to show that this solutions is real if \( E \) is real.

As we will see below, it is convenient to express the explicit dependence of \( \kappa_L \) and \( \rho_L \) on the parameter \( \mu \), even though both of them depend as well of the other parameters \( a \) and \( \nu \). This notation will simplify some of the formulas to be derived next.

In order to obtain from \( \psi_L(x) \) another linearly independent solution to Schrödinger equation (28), let us use the symmetry properties of such equation. Thus, by making a reflexion with respect to \( \pi/2 \ (x \rightarrow \pi - x) \) and changing the parameter \( b \) to \(-b \ (\mu \rightarrow -\mu)\), it is obtained once again Eq. (28).

However, the associated solution will change, it is denoted as \( \psi_R(x) \) and it is given by

\[
\psi_R(x) = e^{\left[\frac{\mu}{2} - i(\nu+a)\pi\right]x} e^{-\left[\frac{\mu}{2} - i(\nu+a)\pi\right]x} \sin^{a+1}(x) {}_{2}F_{1} \left( \nu + a, a + 1 + \frac{i\mu}{2}; 2a + 2; -2ie^{ix} \sin(x) \right) \\
= e^{\left[\frac{\mu}{2} + i(\nu+a)\pi\right]} \kappa_L(-\mu) e^{-\left[\frac{\mu}{2} + i(\nu+a)\pi\right]x} \sin^{a+1}(x) {}_{2}F_{1} \left( \nu + a, a + 1 - \frac{i\nu}{2}; \nu + \frac{i\mu}{2}; e^{-2ix} \right) \\
- e^{-\left[\frac{\mu}{2} + i(\nu+a)\pi\right]} \rho_L(-\mu) e^{\left[\frac{\mu}{2} + i(1-\nu+a)\pi\right]x} \sin^{-a}(x) {}_{2}F_{1} \left( 1 - \nu - a, -a + \frac{i\nu}{2}; 2 - \nu + \frac{i\mu}{2}; e^{-2ix} \right). \tag{37}
\]

Let us express this formula in terms of the solutions involved in the right hand side of Eq. (36), by using Eqs. 15.3.7 and 15.3.3 of [59], in order to obtain:

\[
\psi_R(x) = \kappa_R(\mu) e^{-\left[\frac{\mu}{2} - i(\nu+a)\pi\right]x} \sin^{a+1}(x) {}_{2}F_{1} \left( \nu + a, a + 1 + \frac{i\mu}{2}; \nu + \frac{i\mu}{2}; e^{2ix} \right) \\
+ \rho_R(\mu) e^{\left[\frac{\mu}{2} + i(1-\nu-a)\pi\right]x} \sin^{-a}(x) {}_{2}F_{1} \left( 1 - \nu - a, -a - \frac{i\nu}{2}; 2 - \nu - \frac{i\mu}{2}; e^{2ix} \right), \tag{38}
\]

where

\[
\kappa_R(\mu) = \Gamma \left( \nu - i\frac{\mu}{2} \right) \Gamma \left( 1 - \nu + i\frac{\mu}{2} \right) \kappa_L(\mu) \left[ \frac{e^{\frac{i\pi}{2}}}{\Gamma(a+1+i\frac{\mu}{2})\Gamma(1-a+i\frac{\mu}{2})} + \frac{e^{-i\nu\pi}}{\Gamma(a+\nu)\Gamma(1-a-\nu)} \right], \\
\rho_R(\mu) = -\Gamma \left( \nu - i\frac{\mu}{2} \right) \Gamma \left( 1 - \nu + i\frac{\mu}{2} \right) \rho_L(\mu) \left[ \frac{e^{-\frac{i\pi}{2}}}{\Gamma(a+1+i\frac{\mu}{2})\Gamma(1-a+i\frac{\mu}{2})} + \frac{e^{i\nu\pi}}{\Gamma(a+2-\nu)\Gamma(\nu-a-1)} \right].
\]

Up to here we have obtained a set of two linearly independent solutions \( \{\psi_L(x), \psi_R(x)\} \) of Eq. (28) vanishing to the left \( (x_L = 0) \) and to the right \( (x_R = \pi) \), respectively. Thus, the general solution to the Schrödinger equation for the TRM potential [28] can be written as follows

\[
\psi(x) = A\psi_L(x) + B\psi_R(x), \quad A, B \in \mathbb{C}. \tag{39}
\]
The square integrability condition applied to this general solution supplies the physical solutions (bound state eigenfunctions), which are given by (see also Eq. (35)):

$$
\psi_n(x) = C_n e^{-\left[\frac{b}{a+n+1}x\right]} sin^{a+1}(x) _2F_1(-n, a+1 - \frac{ib}{n+1+a}, 2a+2; 2ie^{-ix} sin(x)),
$$

(40)

where \( C_n \) is a normalization constant. The corresponding energy levels in the spectrum of the TRM Hamiltonian are given by

$$
E_n = \frac{1}{2} \left( n + a + 1 \right)^2 - \frac{b^2}{2(n+a+1)^2}, \quad n \in \mathbb{N}.
$$

(41)

Once the general solution (39) to the stationary Schrödinger equation (28) has been constructed, let us study next some of its properties.

### 3.1 Solution analysis

For the purpose of this work let us restrict our analysis to solutions of the form

$$
\psi(x; E, \lambda) = \psi_L(x) + \lambda \psi_R(x), \quad \lambda = B/A \in \mathbb{R},
$$

(42)

where the dependence of the general solution \( \psi \) on \( E \) and \( \lambda \) has been made explicit. From the previous section we realized the importance of knowing the number of zeros for the seed solutions, in order to guarantee the SUSY transformations to be non-singular.

The Sturm’s comparison theorem gives us information about the number of zeros for real solutions of Eq. (28), associated to real factorization energies. Thus, given the bound state solutions \( \psi_j(x), \psi_{j+1}(x) \) for two consecutive eigenvalues \( E_j, E_{j+1} \) of \( H_0 \), a solution with a real factorization energy that is in the gap bounded by \( E_j \) and \( E_{j+1} \) can have either \( j + 1 \) or \( j + 2 \) nodes. On the other hand, we know that the solutions \( \psi_L(x) \) and \( \psi_R(x) \) have the following asymptotic behavior:

$$
\lim_{x \rightarrow 0} \psi_L(x) = 0, \quad \left| \lim_{x \rightarrow \pi} \psi_L(x) \right| = \infty, \quad \left| \lim_{x \rightarrow 0} \psi_R(x) \right| = \infty, \quad \lim_{x \rightarrow \pi} \psi_R(x) = 0,
$$

(43)

(44)

thus they have \( j + 1 \) nodes for a real factorization energy in the gap \( (E_j, E_{j+1}) \). Then, it is straightforward to realize that the number of zeros of the solutions (42), with factorization energies in \( (E_j, E_{j+1}) \), depends on the parameter \( \lambda \) and the index \( j \) of the lower eigenvalue \( E_j \). Note as well that \( \psi(x; E, \lambda) \) has an even number of nodes if \( \lambda > 0 \) while for \( \lambda < 0 \) it has an odd number of zeros. As a consequence, if \( j \) is even and \( \lambda > 0 \) the solution (42) has \( j + 2 \) nodes, while for \( \lambda \leq 0 \) it will have \( j + 1 \) nodes. On the other hand, for \( j \) odd and \( \lambda \geq 0 \) the solution (42) has \( j + 1 \) zeros, and \( j + 2 \) nodes for \( \lambda < 0 \). In particular, if the factorization energy is below the ground state energy \( E_0 \) the solution is nodeless for \( \lambda \geq 0 \) while for \( \lambda < 0 \) it has 1 node. Moreover, for the two relevant limits of \( \lambda \) we get that

$$
\lim_{\lambda \rightarrow 0} \psi(x; E, \lambda) = \psi_L(x), \quad \lim_{\lambda \rightarrow \pm \infty} \psi(x; E, \lambda) \approx \lambda \psi_R(x),
$$

(45)

since for \( \lambda = 0 \) the general solution (42) reduces to \( \psi_L(x) \).
4 SUSY partners of the TRM potential

Let us take now $V_0(x)$ as the trigonometric Rosen-Morse potential of Eq. (27). The general solution to the stationary Schrödinger equation for the TRM potential allows us to explore different ways of choosing the factorization energies to implement the SUSY transformations. Depending on this selection, it is possible to generate new Hamiltonians with specific spectral modifications with respect to the initial spectrum. Below we present the results of exploring the three cases of the first-order transformation, as well as several choices of factorization energies and associated seed solutions leading to a final real potential for second-order SUSY.

4.1 First-order SUSY partners of $V_0(x)$

Let us explore next the three cases discussed at subsect. 2.1.

4.1.1 Deleting the ground state energy of $H_0$

In order to implement this transformation let us take as seed solution $u_{01}$ the ground state eigenfunction of $H_0$,

$$u_{01}(x) = \psi_0(x) \propto e^{-\frac{bx}{a+1}} \sin^{a+1}(x).$$

The first-order SUSY partner potential of $V_0(x)$ becomes (see Eq. (5)):

$$V_1(x) = \frac{1}{2}(a+1)(a+2) \csc^2(x) - b \cot(x),$$

which is once again the Rosen-Morse potential with the parameter change $a \rightarrow a + 1$ (the well-known shape-invariance of the TRM potential). The spectrum of the new Hamiltonian is

$$\text{Sp}(H_1) = \{E_n, n = 1, 2, \ldots \}.$$  

An illustration of the SUSY partner potentials $V_0(x)$ and $V_1(x)$ can be seen in Fig. 1.

4.1.2 Creating a new ground state

In order to generate a new level at $\epsilon_1 < E_0$ we need to choose as $u_{01}$ a seed solution without nodes and diverging at both ends of the $x$-domain, i.e.,

$$u_{01}(x) = \psi(x, \epsilon_1, \lambda_1) = \sin^{-a}(x)v_{01}(x), \quad \lambda_1 > 0,$$

which has been factorized appropriately, in order to isolate its divergent behavior at $x = 0$ and $x = \pi$ (see also [34]). This implies that $v_{01}(x) = \sin^a(x)u_{01}(x)$ is a nodeless bounded function in the interval $[0, \pi]$. Thus, the first-order SUSY partner potential of $V_0(x)$ reads

$$V_1(x) = \frac{1}{2}(a - 1)a \csc^2(x) - b \cot(x) - [\log v_{01}]''.$$ 

Some plots of potentials belonging to this family are shown in Fig. 2.
Fig. 1. Deleting the ground state. First-order SUSY partners (gray dashed curves) of the TRM potential (black solid curves) for different values of $a$ and $b$. The seed solution $u_{01}(x)$ is the ground state eigenfunction of $H_0$.

4.1.3 Isospectral transformations

They are obtained from the previous case, either as the limit when $\lambda_1 \to 0$ ($u_{01} = \psi_L(x)$) or when $\lambda_1 \to \infty$ ($u_{01} \approx \lambda_1 \psi_R(x)$). In both limits we obtain that

$$V_1(x) = \frac{1}{2} a(a+1) \csc^2(x) - b \cot(x) - (\log u_{01})''.$$  \hspace{1cm} (51)

This time we did not factorize the seed solution as in Eq. (49), since now its asymptotic behaviors at $x = 0$ and $x = \pi$ are different, thus inducing opposite changes in the coefficient of the term $\csc^2(x)$ at both ends of the $x$-domain ($a \to a + 1$ at one end and $a \to a - 1$ at the other). An illustration of this potential is shown in Fig. 3.

4.2 Second-order SUSY partners of $V_0(x)$

Let us explore now the second-order SUSY transformations of subsect. 2.2. In the three cases of the classification presented there, in general, the second-order SUSY partner potentials $V_2(x)$ of the trigonometric Rosen-Morse potential take the form

$$V_2(x) = \frac{1}{2} a(a+1) \csc^2(x) - b \cot(x) - \{\ln(W(u_{01},u_{02}))\}''.$$  \hspace{1cm} (52)

Sometimes we could get more convenient expressions; they will be reported when this happens.
Fig. 2. Creating a new ground state. (a) TRM potential for \(a = 2, b = 50\) (black solid curve) and its first-order SUSY partners for the seed solution \(u_{01}(x)\) with \(\epsilon_1 = -310.5, \lambda_1 = 1\) (gray dashed curve) and \(\epsilon_1 = -200, \lambda_1 = 10\) (black dotted curve). (b) Seed solution employed; (c) missing state eigenfunction of \(H_1\).

4.2.1 Real case \((c > 0)\)

There are several kinds of modified spectrum for \(H_2\) when two real different factorization energies are taken.

(i) Deleting two energy levels

This spectral modification is achieved if the factorization energies are chosen as two consecutive eigenvalues of \(H_0\), \(\epsilon_2 = E_j, \epsilon_1 = E_{j+1}\). The seed solutions employed are the two physical eigenfunctions with such energies, \(u_{01}(x) = \psi_{0j+1}(x), u_{02}(x) = \psi_{0j}(x)\), which vanish at the two ends \(x = 0\) and \(x = \pi\) of the potential domain. Taking into account now Eq. (23), which relates \(u_{01}, u_{02}\) with the two formal eigenfunctions of \(H_2\) associated to \(E_j, E_{j+1}\), it turns out that \(\psi_{2\epsilon_1}, \psi_{2\epsilon_2}\) do not fulfill the boundary conditions, thus \(E_j, E_{j+1}\) do not belong to the spectrum of \(H_2\). One concludes that the effective action of this transformation is to delete \(E_j, E_{j+1}\) for generating \(H_2\).

Let us note that this particular transformations has been studied previously [38], the resulting potentials are given by

\[
V_2(x) = \frac{1}{2}(a + 2)(a + 3) \csc^2(x) - b \cot(x) - [\ln(W(x))]'' ,
\]

(53)
where $W(x)$ is the part of the Wronskian which is left once the null behavior of $W(u_{01}, u_{02})$ at both ends has been isolated, \textit{i.e.},

$$W(u_{01}(x), u_{02}(x)) = \sin^{2a+3}(x)W(x).$$

Note that with this factorization the singularities induced by $W(u_{01}, u_{02})$ on the new potential at the end points can be separated, in order to group them with the singularities of the TRM potential (see also \cite{34}).

A special case emerges for $j = 0$, when the two seed solutions are the ground state and the first excited state of $H_0$. Now a shape invariant SUSY partner potential appears, \textit{i.e.}, the new potential becomes the initial one with the parameter $a$ increased by two. In this case the last term in Eq. (53) vanishes, which corresponds to substitute $a$ by $a + 2$ in the initial potential in order to obtain $V_2(x)$.

In Fig. 4(a) we can see some potentials generated by this transformation, while the corresponding seed solutions are shown in Figs. 4(b) and 4(c).

(ii) Creating two energy levels
Let us choose the factorization energies such that $E_j < \epsilon_2 < \epsilon_1 < E_{j+1}$. We classify first the energy gap $(E_j, E_{j+1})$ into two types, according to either $j$ is even or odd, in order to indicate then the way of choosing the solutions with the right number of zeros for the transformation to be non-singular. If $j$ is even we need to take $\lambda_1 < 0$ in the seed solution $u_{01}(x) = \psi(x; \epsilon_1, \lambda_1)$ (with $j + 1$ nodes) while a $\lambda_2 > 0$ has to be chosen in $u_{02}(x) = \psi(x; \epsilon_2, \lambda_2)$ (with $j + 2$ nodes). However, if $j$ is odd this $\lambda$-choice for each seed solution should be reversed. Note that the seed solutions employed are non-physical, but the transformation produces physical solutions (eigenfunctions) of $H_2$ for the new eigenvalues $\epsilon_1$ and $\epsilon_2$.

The potentials resulting of this transformation take the form

$$V_2(x) = \frac{1}{2}(a-2)(a-1)\csc^2(x) - b \cot(x) - [\ln(W(x))]''$$

where $W(x)$ is now the nodeless bounded function which appears once the divergent behavior induced by the seed solutions on the Wronskian at $x = 0$ and $x = \pi$ is isolated, namely,

$$W(u_{01}(x), u_{02}(x)) = \sin^{-2a+1}(x)W(x).$$

The lowest energy gap $(-\infty, E_0)$ is worth of some discussion. For seed solutions such that $\epsilon_2 < \epsilon_1 < E_0$ we need to choose $\lambda_1 > 0$ and $\lambda_2 < 0$. This case is equivalent to make two
successive non-singular first-order transformations, the first one with factorization energy \( \epsilon_1 \) and the second one with \( \epsilon_2 \).

In Fig. 5(a) we can see plots of the potentials generated by this transformation for \( \epsilon_2 < \epsilon_1 < E_0 \) (gray dashed curve) and \( E_3 < \epsilon_2 < \epsilon_1 < E_4 \) (black dotted curve). The seed solutions employed are shown to the right, in Fig. 5(b) for the potential plotted in the gray dashed curve and in Fig. 5(c) for the one in the black dotted curve.

![Fig. 5. Creating two energy levels. (a) TRM potential for \( a = 2, b = 50 \) (black solid curve) and its second-order SUSY partners \( V_2(x) \) for \( \epsilon_1 = -150, \epsilon_2 = -250 \) (gray dashed curve) and \( \epsilon_1 = -2, \epsilon_2 = -10 \) (black dotted curve). Seed solutions used to plot the gray dashed curve (b) and the black dotted curve (c) of \( V_2(x) \).](image)

(iii) Creating one energy level

This spectral change is achieved as a limit of the previous case (ii), when one of the non-physical seed solutions becomes either \( \psi_L(x) \) or \( \psi_R(x) \) (for \( \lambda \to 0 \) or \( \lambda \to \pm \infty \), respectively). If \( E_j < \epsilon_2 < \epsilon_1 < E_{j+1} \) and the seed solution for \( \epsilon_1 \) is either \( \psi_L(x) \) or \( \psi_R(x) \), then we have to take care that the transformation function for \( \epsilon_2 \) should have \( j + 2 \) nodes \( (\lambda_2 > 0 \text{ for } j \text{ even or } \lambda_2 < 0 \text{ for } j \text{ odd}) \). On the other hand, if the seed solution for \( \epsilon_2 \) is either \( \psi_L(x) \) or \( \psi_R(x) \), then the transformation function for \( \epsilon_1 \) should have \( j + 1 \) nodes \( (\lambda_1 < 0 \text{ if } j \text{ is even or } \lambda_1 > 0 \text{ if } j \text{ is odd}) \).

The new potential \( V_2(x) \) is given by Eq. (52). Now a change in the coefficient of the singular
term \( \csc^2(x) \) arises \((a \to a - 2)\) at the end where both \( u_0(x) \) diverge while there is no change at the other end, where one solution diverges but the other vanishes.

The energy gap \((-\infty, E_0)\) is again worth of consideration. In this case if the seed solution for \( \epsilon_1 \) is of type \( \psi_R(x) \) or \( \psi_L(x) \) then the transformation function for \( \epsilon_2 \) should have \( \lambda_2 < 0 \), while if the seed solution for \( \epsilon_2 \) is either of type \( \psi_R(x) \) or \( \psi_L(x) \) then the one for \( \epsilon_1 \) should have \( \lambda_1 > 0 \).

In Fig. 6(a) we can see plots of the potentials generated by this transformation, which create a new level at \( \epsilon_2 = -60 \) (gray dashed curve) and at \( \epsilon_2 = -10 \) (black dotted curve), while the seed solutions used to implement such transformations can be seen in Figs. 6(b) and 6(c).

![Fig. 6. Creating one energy level. (a) TRM potential for \( a = 2, b = 50 \) (black solid curve) and its second-order SUSY partners \( V_2(x) \) for \( \epsilon_1 = -40, \epsilon_2 = -60 \) (gray dashed curve) and \( \epsilon_1 = -2, \epsilon_2 = -10 \) (black dotted curve). Seed solutions used to plot the gray dashed curve (b) and the black dotted curve (c) of \( V_2(x) \).](image)

(iv) Moving one energy level

This kind of spectral modification requires to mix the two types of factorization energies already discussed, deleting one arbitrary level \( E_j \) of the initial spectrum but creating simultaneously the new level at a factorization energy which is in its neighbor energy gap, with an associated non-physical seed solution.

The domain of \( \lambda \) for the non-physical seed solution to induce non-singular transformations depends on either its factorization energy is above or below the mobile level. Thus, when the
factorization energies are taken as $\epsilon_1 = E_j$ and $E_{j-1} < \epsilon_2 < E_j$ the level $E_j$ is moved down, but for $\epsilon_2 = E_j$ and $E_j < \epsilon_1 < E_{j+1}$ the level $E_j$ is moved up. In both cases the non-physical seed solution must have $j + 1$ nodes, which implies that if $j$ is even $\lambda < 0$ while if $j$ is odd $\lambda > 0$.

As there are not singularities induced by the Wronskian at $x = 0$ and $x = \pi$, the second-order SUSY partner potential $V_2(x)$ is given by Eq. (52). This is so since the singularity induced by the null behavior of the bound state is canceled out by the singularity produced by the divergent behavior of the non-physical seed solution at both ends of the $x$-domain, thus the term $\csc^2(x)$ in $V_2(x)$ keeps unaltered, i.e., without changing the coefficient $a(a + 1)/2$.

In Fig. 7(a) we can see plots of the potentials for this case, the dashed curve for the potential that results of moving down the level $E_1$, the dotted curve for the potential generated by moving up the level $E_4$. The seed solutions used to implement the transformation are shown in Figs. 7(b) and 7(c).

![Graph](image)

**Fig. 7.** Moving one energy level. (a) TRM potential for $a = 2$, $b = 50$ (black solid curve) and its second-order SUSY partners $V_2(x)$ for $\epsilon_1 = E_1 = -70.125$, $\epsilon_2 = -100$ (gray dashed curve) and for $\epsilon_1 = 0$, $\epsilon_2 = E_4 = -1.01$ (black dotted curve). Seed solutions used to plot the gray dashed curve (b) and the black dotted curve (c) of $V_2(x)$.

**(v) Deleting one energy level**

Another possible spectral change is to delete $E_j$ from the initial spectrum. This is obtained as a limit of case (iv), when the eigenfunction of $H_2$ associated to the new energy level leaves to be
square-integrable but the transformation is still non-singular. Thus, one factorization energy must be $E_j$, with the seed solution being taken as $\psi_{0j}$. The other factorization energy must be in the domain $(E_{j-1}, E_j) \cup (E_j, E_{j+1})$, with the seed solution chosen as $\psi_R(x)$ or $\psi_L(x)$, which is obtained by making either $\lambda \to 0$ or $\lambda \to \pm \infty$ in the general solution (42).

In Fig. 8 we can see plots of the potentials generated by this transformation (Fig. 8(a)) and the seed solutions that were employed (Figs. 8(b) and 8(c)).

Fig. 8. Deleting one energy level. (a) TRM potential for $a = 2$, $b = 50$ (black solid curve) and its second-order SUSY partners $V_2(x)$ for $\epsilon_1 = E_1 = -70.125$, $\epsilon_2 = -100$ (gray dashed curve) and $\epsilon_1 = 0$, $\epsilon_2 = E_4 = -1.01$ (black dotted curve). Seed solutions used to plot the gray dashed curve (b) and the black dotted curve (c) of $V_2(x)$.

(vi) Isospectral transformations

It is possible to generate as well Hamiltonians which are isospectral to the initial one. This is achieved for factorization energies which are outside the initial spectrum, in the gap $(E_j, E_{j+1})$, with the seed solutions being taken either as $\psi_L$ or $\psi_R$.

The new potential is given by Eq. (52), since if one seed solution is $\psi_L$ and the other is $\psi_R$, the corresponding null and divergent behaviors cancel out at both ends of the $x$-domain, without changing the coefficient of the term $\csc^2(x)$. On the other hand, if both seed solutions are taken as $\psi_L$ ($\psi_R$), then the singularity induced on $V_2(x)$ in the neighborhood of $x = 0$ is opposite to
Fig. 9. Isospectral transformations. (a) TRM potential for $a = 2$, $b = 50$ (black solid curve) and its second-order SUSY partners $V_2(x)$ for $\epsilon_1 = -40$, $\epsilon_2 = -60$ (gray dashed curve) and $\epsilon_1 = -2$, $\epsilon_2 = -10$ (black dotted curve). Seed solutions used to plot the gray dashed curve (b) and the black dotted curve (c) of $V_2(x)$.

what happens around $x = \pi$, thus the coefficient of the term $\csc^2(x)$ changes in different ways at both ends.

In Fig. 9 we can see plots of potentials obtained by this transformation (Fig. 9(a)). The potential in the gray dashed curve is generated using both seed solutions of type $\psi_L$ (Fig. 9(b)) while for the potential in the black dotted curve one seed solution is of type $\psi_L$ and the other of type $\psi_R$ (Fig. 9(c)).

4.2.2 Complex case ($c < 0$)

The second-order SUSY transformation with two complex conjugate factorization energies supplies another way to generate isospectral Hamiltonians. The restrictions the seed solution must obey depend on the domain of definition of the initial potential, in our case $(0, \pi)$. Thus, in order to produce non-singular transformations in such a domain, the transformation function $u_{01}(x)$ associated to $\epsilon_1 \in \mathbb{C}$ must fulfill

$$\lim_{x \to 0} u_{01}(x) = 0,$$

or

$$\lim_{x \to \pi} u_{01}(x) = 0.$$  \hfill (55)
If this requirement is compared with the behavior shown in Eqs. (43) and (44), we realize that \( \psi_L(x) \) and \( \psi_R(x) \) already fulfill this condition, and the expressions (36) and (38) for such solutions remain valid for complex \( E \). Thus, the seed solutions \( \psi_L(x) \) and \( \psi_R(x) \) employed in this section are complex, and the parameters used to modify the shape of \( V_2(x) \) are the real and imaginary parts of the factorization energy.

Some potentials generated through this transformation are plotted in Fig. 10. The initial TRM potential for \( a = 2, b = 50 \) (black solid curve) is drawn in all sub-figures, showing as well two potentials generated through second-order SUSY for a factorization energy \( \epsilon_1 \) with the same real part but different imaginary parts. Fig. 10(a) shows the potentials generated for \( \epsilon_1 = E_3 + i = -16.72 + i \) (gray dashed curve) and \( \epsilon_1 = E_3 + 20i = -16.72 + 20i \) (black dotted curve), while Fig. 10(b) presents the potentials for \( \epsilon_1 = i \) (gray dashed curve) and \( \epsilon_1 = 20i \) (black dotted curve). As we can see, the maximum number of local minima the new potential shows seems to correspond with the number of nodes a real solution has in the gap within which the real part of \( \epsilon_1 \) falls. Let us stress also the way the imaginary part of \( \epsilon_1 \) smooths the oscillations in the SUSY partner potentials, as its absolute value grows up.

**Fig. 10.** Isospectral transformations. TRM potential for \( a = 2, b = 50 \) (black solid curve) and its second-order SUSY partners \( V_2(x) \) (dashed and dotted curves) for the complex factorization energies: (a) \( \epsilon_1 = E_3 + i = -16.72 + i \) (gray dashed curve), and \( \epsilon_1 = E_3 + 20i = -16.72 + 20i \) (black dotted curve); (b) \( \epsilon_1 = i \) (gray dashed curve) and \( \epsilon_1 = 20i \) (black dotted curve).
4.2.3 Confluent case \((c = 0)\)

The conditions the real seed solution \(u_{01}\) must fulfill now are the same as those of the complex case previously discussed, for a factorization energy \(\epsilon_1\) which now is real. Since for the TRM potential, by construction, the solutions \(\psi_L(x)\) and \(\psi_R(x)\) are real for \(E \in \mathbb{R}\), we can use them directly to implement the transformation. Let us note that in the confluent case it is possible to employ either physical or non-physical seed solutions, but in this work we will consider only bound states because the integrals for the non-physical seed solutions are more difficult to evaluate explicitly.

The confluent case allows to modify the initial spectrum in different ways, by changing the factorization energy \(\epsilon_1\) in Eq. (26). Since here we will consider just factorization energies in \(\text{Sp}(H_0)\), we can generate either isospectral Hamiltonians or delete one energy level of \(\text{Sp}(H_0)\).

The potentials generated through the confluent algorithm depend on \(W(u_{01}, u_{02})\), which has an integral involved (see Eq. (26)). For simplicity, let us take the lower limit of integration as the left end of the \(x\)-domain of the TRM potential, \(i.e.,\)

\[
W(u_{01}, u_{02}) = w_0 + \int_0^x [u_{01}(y)]^2 dy. \tag{56}
\]

Thus, for \(u_{01}(x) = \psi_{0j}(x)\) the \(w_0\)-values producing non-singular transformations must belong to the set \((-\infty, -1] \cup [0, \infty)\). In particular, for \(w_0 \in (-\infty, -1) \cup (0, \infty)\) the initial and final Hamiltonians are isospectral, but for \(w_0\) tending to 0 or \(-1\) the energy level \(E_j\) is erased from \(\text{Sp}(H_2)\).

In Fig. 11 we can see plots of potentials generated through the confluent second-order SUSY applied to the TRM potential. The initial potential for \(a = 2, b = 50\) (black solid curve) has been plotted in both sub-figures, and in each of them we are showing as well two potentials generated for a fixed \(\epsilon_1\) and different \(w_0\): Fig. 11(a) for \(\epsilon_1 = E_1 = -70.125, w_0 = 0\) (gray dashed curve) and \(w_0 = 0.05\) (black dotted curve); Fig. 11(b) for \(\epsilon_1 = E_3 = -16.71, w_0 = 0\) (gray dashed curve) and \(w_0 = 0.05\) (black dotted curve).

5 Concluding remarks

In this paper, the first and second-order SUSY transformations have been used to generate potentials with known spectra departing from the TRM potentials. When we vary the parameters of the initial problem characterizing the SUSY transformation, it is possible to manipulate the final spectrum and to implement simple cases of spectral design. Some particular cases of first and second-order SUSY transformations applied to the TRM potential had been studied previously [38]. In this work we were able to go further, by expanding the cases which can be addressed and recovering the ones previously studied.

In order to generate the SUSY partners of the TRM potential, we have expressed the general solution to the initial stationary Schrödinger equation in terms of two appropriate linearly independent solutions \(\psi_R(x)\) and \(\psi_L(x)\), which vanish at the right and left ends of the potential domain, respectively. The elements of this basis set allow us to identify straightforwardly the terms that could generate divergences in the \(x\)-domain for the corresponding SUSY transformation. Moreover, the key feature
Fig. 11. Confluent second-order SUSY partner potentials $V_2(x)$ (dashed and dotted curves) of the TRM potential for $a = 2$, $b = 50$ (black solid curve) and: (a) $\epsilon_1 = E_1 = -70.125$, $w_0 = 0$ (gray dashed curve) and $w_0 = 0.05$ (black dotted curve); (b) $\epsilon_1 = E_3 = -16.71$, $w_0 = 0$ (gray dashed curve) and $w_0 = 0.05$ (black dotted curve).

of these solutions is that we can characterize in a precise way their asymptotic behavior at both ends of the $x$-domain. We have studied also the general solution to the stationary Schrödinger equation, as function of the coefficients of the linear combination and the associated energy parameter, thus getting relevant information about its global properties.

The general solution, expressed in terms of $\psi_R(x)$ and $\psi_L(x)$, allows us to identify simply the seed solutions with the required number of zeros for applying the non-singular transformations we are interested in. We have explored thoroughly the different types of first and second-order SUSY transformations that can be carried out, except when non-physical seed solutions of the TRM potential are involved in the confluent second-order SUSY transformation.

In order to finish, we want to point out that the potentials derived in this work are also of short range, as the TRM potentials. This means that they could be used as well as in most of the physical situations described at the introduction of this paper, in particular as quark confinement models in QCD. Their main advantage, as compared with the TRM potentials, is the extra free parameters that are available, which could be used to fit better the physical quantities under study (see e.g. [61]). We hope that these ideas will be helpful for readers interested in SUSY QM and its physical applications.
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