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Abstract. After shortly reviewing the fundamentals of approach theory as introduced by R. Lowen in 1989, we show that this theory is intimately related with the well-known Wasserstein metric on the space of probability measures with a finite first moment on a complete and separable metric space. More precisely, we introduce a canonical approach structure, called the contractive approach structure, and prove that it is metrized by the Wasserstein metric. The key ingredients of the proof of this result are Dini’s Theorem, Ascoli’s Theorem, and the fact that the class of real-valued contractions on a metric space has some nice stability properties. We then combine the obtained result with Prokhorov’s Theorem to establish inequalities between the relative Hausdorff measure of non-compactness for the Wasserstein metric and a canonical measure of non-uniform integrability.

1. Introduction

Approach spaces were introduced in 1989 by R. Lowen as a unification of metric spaces and topological spaces ([L89], [L97], [L15], [SV16]). Instead of quantifying the properties of a space $X$ by means of one metric, an approach space is determined by assigning to each point $x \in X$ a collection $\mathcal{A}_x$ of $[0, \infty]$-valued maps on $X$ which are interpreted as local distances based at $x$. By imposing suitable axioms on the collections $\mathcal{A}_x$, we obtain a structure on $X$ which, as in the case of metric spaces, allows us to deal with quantitative concepts such as asymptotic radius and center ([AMS82], [B85], [LS1], [L01]) and Hausdorff measure of non-compactness ([BG80], [LS8]) as used in functional analysis, especially in various areas of approximation theory ([AMS82]), fixed-point theory ([GK90]), operator theory ([AKP92], [PSS]), and Banach space geometry ([DB86], [KV07], [WW96]). However, unlike metric spaces, approach spaces share many of the ‘structurally good’ properties of topological spaces, such as e.g. the easy and canonical formation of product spaces.

The structural flexibility of approach theory entails the existence of canonical approach spaces in branches of mathematical analysis such as functional analysis ([LS00], [SV03], [LV04], [SV04], [SV06], [SV07]), hyperspace theory ([LS96], [LS98], [LS00]), domain theory ([CDL11], [CDL14], [CDS14]), and
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probability theory and statistics ([BLV11], [BLV13], [BLV16]). A careful study of these approach spaces has resulted in new insights and applications in these branches.

In this paper, we will use approach theory to study the relative Hausdorff measure of non-compactness for the well-known Wasserstein metric ([V03]) on the space of probability measures with a finite first moment on a separable and complete metric space. The paper is structured as follows.

A brief overview of the basic notions of approach theory is given in Section 2. For a deep and complete treatment of the topic, we refer the reader to ([L97]) and ([L15]).

In Section 3 we show that the Wasserstein metric is intimately related to approach theory. We introduce a canonical approach structure, called the contractive approach structure, on the set of probability measures with a finite first moment on a separable and complete metric space, and we prove that it is metrizable by the Wasserstein metric. The main ingredients of the proof consist of Dini’s theorem, Ascoli’s Theorem, and the fact that the class of contractions of a metric space into the real numbers has nice stability properties.

The relative Hausdorff measure of non-compactness for the Wasserstein metric is investigated in Section 4. Approach theory, and more precisely Theorem 3.3 obtained in Section 3, and Prokhorov’s Theorem will turn out to be the essential tools to obtain in Theorem 4.4 inequalities between the Hausdorff measure of noncompactness for the Wasserstein metric and a canonical measure of non-uniform integrability.

In order to make the text self-contained, we have included some well-known background material of topological nature in various appendices.
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2. Approach theory

2.1. Approach spaces. Let \( X \) be a non-empty set and \( [0, \infty]^X \) the collection of maps of \( X \) into \( [0, \infty] \). For maps \( \phi_1, \phi_2 \in [0, \infty]^X \) we shall always interpret their maximum and minimum pointwise, e.g. \( \max\{\phi_1, \phi_2\}(x) = \max\{\phi_1(x), \phi_2(x)\} \). A subcollection \( A_0 \subset [0, \infty]^X \) is said to be upwards-directed iff for all \( \phi_1, \phi_2 \in A_0 \) there exists \( \phi \in A_0 \) such that \( \max\{\phi_1, \phi_2\} \leq \phi \).

A functional ideal on \( X \) is an upwards-directed collection \( A_0 \subset [0, \infty]^X \) such that for each \( \phi \in [0, \infty]^X \)

\[
(\forall \varepsilon > 0, \forall \omega < \infty, \exists \phi_0 \in A_0 : \min\{\phi, \omega\} \leq \phi_0 + \varepsilon) \Rightarrow \phi \in A_0.
\]

Notice that functional ideals are closed under the formation of finite maxima.

An approach structure on \( X \) is an assignment \( A \) of a functional ideal \( A_x \) on \( X \) to each point \( x \in X \) such that for each \( x \in X \) and each \( \phi \in A_x \)

\[
(A1) \phi(x) = 0,
\]

\[
(A2) \forall \varepsilon > 0, \forall \omega < \infty, \exists (\phi_x)_x \in \Pi_{x \in X} A_x, \forall y, z \in X : \min\{\phi(y), \omega\} \leq \phi_x(z) + \phi_z(y) + \varepsilon.
\]
If $A$ is an approach structure on $X$, then $(X, A)$ is called an approach space. In an approach space $(X, A)$, a map $\phi \in A_x$ is interpreted as a local distance based at $x$.

A basis for an approach structure $A$ on $X$ is an assignment $B$ of a collection $B_x \subset A_x$ to each point $x \in X$ such that for each $x \in X$

$$\forall \phi \in A_x, \forall \varepsilon > 0, \forall \omega < \infty, \exists \psi \in B_x : \min\{\phi, \omega\} \leq \psi + \varepsilon.$$  

We will also say that $B$ generates $A$.

The following result provides a common method to introduce approach structures on a set.

**Proposition 2.1.** Let $B$ be an assignment of a non-empty collection $B_x \subset [0, \infty]^X$ to each point $x \in X$. Then there exists a unique approach structure $A$ on $X$ such that $B$ is a basis for $A$ if and only if each $B_x$ is upwards-directed and for each $x \in X$ and $\psi \in B_x$

*(BA1)* $\psi(x) = 0$,

*(BA2)* $\forall \varepsilon > 0, \forall \omega < \infty, \exists (\psi_x)_x \in \Pi_{x \in X} B_x, \forall y, z \in X :$

$$\min\{\psi(y), \omega\} \leq \psi_x(z) + \psi_y(y) + \varepsilon.$$  

Recall that a metric on $X$ is a map $m$ of $X \times X$ into $\mathbb{R}^+$ such that

*(M1)* $\forall x \in X : m(x, x) = 0$,

*(M2)* $\forall x, y \in X : m(x, y) = m(y, x)$,

*(M3)* $\forall x, y, z \in X : m(x, y) \leq m(x, z) + m(z, y)$.

Let $m$ be a metric on $X$ and assign to each point $x \in X$ the collection

$$B_{m,x} = \{m(x, \cdot)\},$$

where $m(x, \cdot)$ stands for the map

$$m(x, \cdot) : X \to \mathbb{R}^+ : y \mapsto m(x, y).$$

Then it follows from Proposition 2.1 that there exists a unique approach structure $A_m$ on $X$ such that $(B_{m,x})_{x \in X}$ is a basis for $A_m$. It is not hard to establish that

$$A_{m,x} = \left\{ \phi \in (\mathbb{R}^+)^X \mid \phi \leq m(x, \cdot) \right\}.$$  

We call $A_m$ the approach structure underlying $m$. An approach structure $A$ is said to be metrizable iff there exists a metric $m$ such that $A = A_m$.

Approach spaces form the appropriate axiomatic setting for a quantitative analysis based on numerical indices measuring to what extent topological properties (such as convergence and compactness) fail to be valid. In the next subsections, we give a brief outline of how such an analysis can be developed. Throughout, $X = (X, A)$ will be an approach space.

2.2. **The associated topology.** For $x \in X$, $\phi \in A_x$, and $\varepsilon > 0$, we define the $\phi$-ball with center $x$ and radius $\varepsilon$ as the set

$$B_{\phi}(x, \varepsilon) = \{y \in X \mid \phi(y) < \varepsilon\}.$$  

More loosely, we will also refer to the latter set as a ball with center $x$ or a ball with radius $\varepsilon$.

Consider a point $x \in X$ and a set $A \subset X$. We say that $x$ belongs to the closure of $A$ iff each ball with center $x$ contains a point of $A$, and to the interior of $A$ iff $A$ contains a ball with center $x$. We denote the closure of
\(A\) as \(\overline{A}\), and the interior of \(A\) as \(A^\circ\). We call a set \(A \subset X\) closed iff \(\overline{A} = A\), and open iff \(A^\circ = A\).

It is not hard to establish that the collection of closed sets in \(X\) contains \(\emptyset\) and \(X\) and is closed under the formation of finite unions and arbitrary intersections. Furthermore, a set is open if and only if its complement is closed. In particular, the collection of open sets in \(X\) contains \(\emptyset\) and \(X\) and is closed under the formation of finite intersections and arbitrary unions.

We infer that the open sets in \(X\) define a topology, \(\mathcal{T}_A\), which will be called the topology associated with \(A\). If \(A = A_m\) for a metric \(m\), then the topology associated with \(A\) coincides with the usual topology derived from \(m\).

In the remainder of this section, each topological notion (such as e.g. convergence and compactness) should be interpreted in the topological space \((X, \mathcal{T}_A)\).

2.3. The associated quasimetric. A quasimetric on \(X\) is a map \(d\) of \(X \times X\) into \(\mathbb{R}^+\) which satisfies the properties (M1) and (M3) of a metric.

We call \(X\) locally bounded iff for all \((x, y) \in X \times X\) there exists a constant \(C > 0\) such that \(\phi(y) \leq C\) for all \(\phi \in \mathcal{A}_x\).

If \(X\) is locally bounded, put, for \(x, y \in X\),

\[d_A(x, y) = \sup_{\phi \in \mathcal{A}_x} \phi(y)\]

One easily verifies that \(d_A\) is the smallest quasimetric on \(X\) with the property that \(\phi \leq d_A(x, \cdot)\) for all \(x \in X\) and \(\phi \in \mathcal{A}_x\). We call \(d_A\) the quasimetric associated with \(A\). If \(A = A_m\) for a metric \(m\), then \(d_A = m\).

Where needed, we shall assume that \(X\) is locally bounded.

2.4. Convergence. Throughout the paper, we will make use of the convergence theory of nets. We have listed some basic facts about this theory in Appendix A. Consider a net \((x_\eta)_{\eta}\) in \(X\), a point \(x \in X\), and \(\varepsilon > 0\). We say that \((x_\eta)_{\eta}\) is \(\varepsilon\)-convergent to \(x\) iff each ball \(B\) with center \(x\) and radius \(\varepsilon\) eventually contains \((x_\eta)_{\eta}\). We define the limit operator of \((x_\eta)_{\eta}\) at \(x\) as

\[\lambda(x_\eta \to x) = \inf \{\alpha > 0 \mid (x_\eta)_{\eta}\ \text{is } \alpha\text{-convergent to } x\}\]

Notice that the latter number is zero if and only if \(x_\eta \to x\). If \(\mathcal{B}\) is a basis for \(\mathcal{A}\), then one easily verifies that

\[\lambda(x_\eta \to x) = \sup_{\phi \in \mathcal{B}_x} \sup_{\eta} \phi(x_\eta)\]

Therefore, if \(A = A_m\) for a metric \(m\),

\[\lambda(x_\eta \to x) = \limsup_{\eta} m(x, x_\eta).\] (1)

Notice that if \((x_\eta)_{\eta}\) is convergent (in the topological space \((X, \mathcal{T}_A)\)), then \(\inf_{x \in X} \lambda(x_\eta \to x) = 0\). We call \(X\) complete iff the converse holds, i.e. if each net \((x_\eta)_{\eta}\) with the property \(\inf_{x \in X} \lambda(x_\eta \to x) = 0\) is convergent. If \(A = A_m\) for a metric \(m\), then \(A\) is complete if and only if \(m\) is complete in the classical sense.
2.5. Compactness. If \( (Φ = (φ_x)_x) ∈ Π_{x∈X}A_x \), then a set \( B ⊂ X \) is called a \( Φ \)-ball iff there exist \( x ∈ X \) and \( α > 0 \) such that \( B = B_{Φ,x}(x,α) \). Let \( A ⊂ X \). We say that a collection \( V \) of sets \( V ⊂ X \) covers \( A \) iff \( A ⊂ \bigcup_{V∈V}V \). We call \( A \) \( ε \)-relatively compact iff it holds for each \( Φ ∈ Π_{x∈X}A_x \) that \( A \) can be covered with finitely many \( Φ \)-balls with radius \( ε \), and we define the relative measure of non-compactness of \( A \) as

\[
μ_{rc}(A) = \inf\{α > 0 \mid A \text{ is } α\text{-relatively compact}\}.
\]

If \( B \) is a basis for \( A \), then

\[
μ_{rc}(A) = \sup_{(φ_x)_x ∈ Π_{x∈X}B_x} \inf_{Y⊂X} \sup_{x∈A} \inf_{y∈Y} \phi_y(a).
\]

Therefore, if \( A = A_m \) for a metric \( m \),

\[
μ_{rc}(A) = \sup_{Y⊂X} \inf_{x∈A} \inf_{y∈Y} m(y,a),
\]

which is known as the relative Hausdorff measure of non-compactness for \( m \) \((BG80],[LS],[WW96]\).

The following result links the relative measure of non-compactness to the limit operator.

**Theorem 2.2.** For \( A ⊂ X \),

\[
μ_{rc}(A) = \sup_{(x,η) ∈ Π_{η∈X}A_x} \inf_{(x,η)_η} \inf_{x∈X} \lambda_{x,η}(x) \to x,
\]

the supremum taken over all nets \( (x,η) \) in \( A \), and the first infimum over all subnets \( (x,η')_η' \) of \( (x,η) \). Furthermore, if \( A \) is relatively compact, then \( μ_{rc}(A) = 0 \), and the converse holds if \( X \) is complete.

2.6. Contractions. Let \( f \) be a map of \( X \) into an approach space \( Y = (Y,A') \) and \( x ∈ X \). We say that \( f \) is contractive at \( x \) iff

\[
∀Φ ∈ A'_{f(x)} : \phi \circ f ∈ A_x,
\]

and that \( f \) is a contraction iff it is contractive at every \( x ∈ X \).

The following result characterizes the contractive property in terms of the limit operator.

**Theorem 2.3.** A map \( f : X → Y \) is contractive at \( x \) if and only if for every net \( (x,η)_η \) in \( X \)

\[
λ(f(x,η) → f(x)) ≤ λ(x,η → x).
\]

One easily derives from Theorem 2.3 that contractions between approach spaces are continuous, and that, if \( A = A_m \) for a metric \( m \) and \( A' = A_{m'} \) for a metric \( m' \), a map \( f : X → Y \) is contractive if and only if it is contractive in the metric sense, i.e. \( m'(f(x),f(y)) ≤ m(x,y) \) for all \( x,y ∈ X \).

2.7. Weak approach structures. Let \( A' \) be an approach structure on \( X \). We say that \( A' \) is weaker than \( A \) or, equivalently, that \( A \) is stronger than \( A' \) iff the identity map

\[
1_X : (X,A) → (X,A') : x → x
\]

is a contraction. Notice that \( A' \) is weaker than \( A \) if and only if \( A'_x ≤ A_x \) for each \( x ∈ X \).
It easily follows from Theorem 2.3 that

**Theorem 2.4.** \( A' \) is weaker than \( A \) if and only if, for each net \((x_\eta)_\eta \) in \( X \) and each point \( x \in X \),

\[
\lambda_{A'}(x_\eta \to x) \leq \lambda_A(x_\eta \to x).
\]

In particular, \( A' = A \) if and only if, for each net \((x_\eta)_\eta \) in \( X \) and each point \( x \in X \),

\[
\lambda_{A'}(x_\eta \to x) = \lambda_A(x_\eta \to x).
\]

Many interesting approach structures arise naturally in various areas in mathematical analysis. This is mainly due to the fact that approach spaces were designed in such a way that they allow for a lot of ‘structural flexibility’. This metaprinciple is captured by the following theorem ([L97]).

**Theorem 2.5.** Consider a set \( Y \) and an indexed collection of maps

\[
(f_i : Y \to Y_i)_{i \in I},
\]

where each \( Y_i = (Y_i, A_i) \) is an approach space. Then there exists a weakest approach structure \( A_w \) on \( Y \) with the property that each map

\[
f_i : (Y, A_w) \to Y_i
\]

is contractive. Moreover, putting for \( y \in Y \)

\[
B_y = \left\{ \max_{k \in K} \phi_k \circ f_k \mid K \subset I \text{ finite, } \forall k \in K : \phi_k \in A_{k,f_k(y)} \right\},
\]

it follows that \((B_y)_{y \in Y}\) is a basis for \( A_w \). Finally, \( A_w \) is characterized by the property that it holds for every map

\[
f : Z \to (Y, A_w),
\]

where \( Z \) is an approach space, that \( f \) is contractive if and only if each map

\[
f_i \circ f : Z \to Y_i
\]

is contractive.

We call the approach structure \( A_w \) in Theorem 2.5 the weak approach structure for the collection of maps

\[
(f_i : Y \to Y_i)_{i \in I}.
\]

Let \( \lambda_i \) stand for the limit operator in the space \( Y_i \) and \( \lambda_w \) for the limit operator in the space \((Y, A_w)\). Then

**Corollary 2.6.** For a net \((y_\eta)_\eta \) in \( Y \) and a point \( y \in Y \),

\[
\lambda_w(y_\eta \to y) = \sup_{i \in I} \lambda_i(f_i(y_\eta) \to f_i(y)).
\]

In particular,

\[
y_\eta \to y \text{ in } (Y, A_w) \iff \forall i \in I : f_i(y_\eta) \to f_i(y) \text{ in } Y_i.
\]

It is important to notice that the weak approach structure for a collection of maps of a set into metrizable approach spaces in general fails to be metrizable.
3. The Wasserstein metric and approach theory

Let $S = (S,d)$ be a separable and complete metric space, $C_b(S,\mathbb{R})$ the collection of all maps $f$ of $S$ into $\mathbb{R}$ which are bounded and continuous, and $\mathcal{P}(S)$ the set of all Borel probability measures on $S$.

Recall that a net $(P_\eta)_{\eta}$ in $\mathcal{P}(S)$ is said to converge weakly to $P \in \mathcal{P}(S)$ iff

$$\forall f \in C_b(S,\mathbb{R}): \int_S f dP_\eta \to \int_S f dP.$$  

We write $P_\eta \overset{w}{\to} P$ to indicate that $(P_\eta)_{\eta}$ converges weakly to $P$. It is well known that weak convergence corresponds to convergence with respect to the weak topology on $S$ ($[B99],[P67]$). The latter is separable and completely metrizable.

Furthermore, let $\kappa(S,\mathbb{R})$ be the collection of all maps $f$ of $S$ into $\mathbb{R}$ which are contractive, i.e. for which the inequality

$$|f(x) - f(y)| \leq d(x,y)$$

holds for all $x,y \in S$, and let $\mathcal{P}^1(S)$ be the set of all $P \in \mathcal{P}(S)$ with a finite first moment, i.e. for which

$$\int_S d(a,\cdot) dP < \infty$$

for a certain (and thus, by the triangle inequality, for all) $a \in S$, where $d(a,\cdot)$ stands for the map

$$d(a,\cdot): S \to \mathbb{R}^+: x \mapsto d(a,x).$$

Note that for $f \in \kappa(S,\mathbb{R})$, $P \in \mathcal{P}^1(S)$, and $a \in S$,

$$\int_S |f| dP \leq |f(a)| + \int_S d(a,\cdot) dx < \infty,$$

from which we infer that $\int_S f dP$ is well-defined.

The Wasserstein metric on $\mathcal{P}^1(S)$, see e.g. $[V03]$, is defined by the formula

$$W(P,Q) = \inf_\pi \int_{S \times S} d(x,y) d\pi(x,y),$$

where the infimum runs over all Borel probability measures $\pi$ on $S \times S$ with first marginal $P$ and second marginal $Q$. By Kantorovich duality theory ($[V03],[E10],[E11]$), the alternative formula

$$W(P,Q) = \sup_{f \in \kappa(S,\mathbb{R})} \left| \int_S f dP - \int_S f dQ \right|$$

holds. Furthermore, if $S = \mathbb{R}$, then

$$W(P,Q) = \int_{-\infty}^{\infty} |F_P(x) - F_Q(x)| dx$$

with $F_P$ (respectively $F_Q$) the cumulative distribution function of $P$ (respectively $Q$).

The topology underlying the Wasserstein metric is stronger than the weak topology. More precisely, for a net $(P_\eta)_{\eta}$ in $\mathcal{P}^1(S)$ and $P \in \mathcal{P}^1(S)$, the following are equivalent ($[V03]$):

1. $W(P,P_\eta) \to 0$,
(2) $P_\eta \xrightarrow{w} P$ and $\forall a \in S : \int_S d(a, \cdot) dP_\eta \to \int_S d(a, \cdot) dP$.

Also, the Wasserstein metric is separable and complete, see e.g. [B08].

**Proposition 3.1.** Let $A_W$ be the underlying approach structure of the Wasserstein metric $W$. Then, in the approach space $(\mathcal{P}^1(S), A_W)$, the limit operator of a net $(P_\eta)_\eta$ at a point $P$ is given by

$$\lambda_W(P_\eta \to P) = \limsup_\eta \sup_{f \in \kappa(S, \mathbb{R})} \left| \int f dP - \int f dP_\eta \right|.$$

*Proof.* This follows from (1) and (2). $\square$

Inspired by formula (2), we introduce the contractive approach structure $A_\kappa$ on $\mathcal{P}^1(S)$ as the weak approach structure for the collection of maps

$$\left( \mathcal{P}^1(S) \to \mathbb{R} : P \mapsto \int f dP \right)_{f \in \kappa(S, \mathbb{R})},$$

where, of course, the approach structure underlying the Euclidean metric is considered on $\mathbb{R}$.

**Proposition 3.2.** In the approach space $(\mathcal{P}^1(S), A_\kappa)$, the limit operator of a net $(P_\eta)_\eta$ at a point $P$ is given by

$$\lambda_\kappa(P_\eta \to P) = \sup_{f \in \kappa(S, \mathbb{R})} \limsup_\eta \left| \int f dP - \int f dP_\eta \right|.$$

*Proof.* This follows from the definition of $A_\kappa$ and Corollary 2.6. $\square$

The main goal of this section is to establish the following result.

**Theorem 3.3.** The Wasserstein metric metrizes the contractive approach structure, which, by Theorem 2.2, is equivalent with the assertion that, for each net $(P_\eta)_\eta$ in $\mathcal{P}^1(S)$ and each $P \in \mathcal{P}^1(S)$,

$$\lambda_\kappa(P_\eta \to P) = \lambda_W(P_\eta \to P),$$

or, more explicitly,

$$\sup_{f \in \kappa(S, \mathbb{R})} \limsup_\eta \left| \int f dP - \int f dP_\eta \right| = \limsup_\eta \sup_{f \in \kappa(S, \mathbb{R})} \left| \int f dP - \int f dP_\eta \right|.$$

For the proof of Theorem 3.3, the authors were inspired by [E10] and [E11], in particular Section 3 in [E10]. We first give four lemmas.

Fix $a \in S$ and let $\kappa_a(S, \mathbb{R})$ be the set of those $f \in \kappa(S, \mathbb{R})$ for which $f(a) = 0$.

**Lemma 3.4.** For $P, Q \in \mathcal{P}^1(S)$,

$$W(P, Q) = \sup_{f \in \kappa_a(S, \mathbb{R})} \left( \int f dP - \int f dQ \right),$$

and, for a net $(P_\eta)_\eta$ in $\mathcal{P}^1(S)$ and $P \in \mathcal{P}^1(S)$,

$$\lambda_\kappa(P_\eta \to P) = \sup_{f \in \kappa_a(S, \mathbb{R})} \limsup_\eta \left( \int f dP_\eta - \int f dP \right).$$
Proof. For $g \in \kappa(S,\mathbb{R})$, put
\[ g_a = g - g(a). \]
Then $g_a \in \kappa_a(S,\mathbb{R})$ and
\[ \int gdP - \int gdQ = \int g_a dP - \int g_a dQ. \]
Thus, from (2) we now learn that
\[ W(P,Q) = \sup_{f \in \kappa_a(S,\mathbb{R})} \left| \int fdP - \int fdQ \right|. \]
But then (3) follows from the fact that, for any $f : S \to \mathbb{R}$, $f \in \kappa_a(S,\mathbb{R})$ if and only if $-f \in \kappa_a(S,\mathbb{R})$. By the same observations, (4) is established. □

Lemma 3.5. For each $\varepsilon > 0$, there exists a net $(f_\eta)_{\eta \in D}$ in $\kappa_a(S,\mathbb{R})$, a directed set $D'$, and a monotonically increasing and cofinal map $h : D' \to D$ such that
\[ \lambda W(P_\eta \to P) - \varepsilon \leq \limsup_{\eta'} \left( \int f_{h(\eta')} dP - \int f_{h(\eta')} dP_{h(\eta')} \right) \leq \lambda W(P_\eta \to P). \]
Proof. By Lemma 3.3 choose, for each $\eta \in D$, $f_\eta \in \kappa_a(S,\mathbb{R})$ such that
\[ W(P, P_\eta) - \varepsilon \leq \int f_\eta dP - \int f_\eta dP_\eta \leq W(P, P_\eta). \]
Then
\[ \lambda W(P_\eta \to P) - \varepsilon \leq \limsup_{\eta} \left( \int f_\eta dP - \int f_\eta dP_\eta \right) \leq \lambda W(P_\eta \to P). \]
Since $\limsup_{\eta} \left( \int f_\eta dP - \int f_\eta dP_\eta \right)$ is the largest accumulation point of the net $(\int f_\eta dP - \int f_\eta dP_\eta)_{\eta \in D'}$, we can find $D'$ and $h$ with the desired properties. □

The following lemma is well-known, but we include a proof for the sake of completeness.

Lemma 3.6. Let $(f_i)_{i \in I}$ be a collection of contractions of $S$ into $\mathbb{R}$ such that for each $x \in S$ the set $\{ f_i(x) \mid i \in I \}$ is bounded. Then the maps $\sup_{i \in I} f_i$ and $\inf_{i \in I} f_i$ are also contractions.

Proof. Fix $x, y \in S$. For each $i \in I$, $f_i$ being a contraction,
\[ f_i(x) \leq f_i(y) + d(x,y), \]
whence
\[ \sup_{i \in I} f_i(x) \leq \sup_{i \in I} f_i(y) + d(x,y), \]
and, reversing the role of $x$ and $y$, also
\[ \sup_{i \in I} f_i(y) \leq \sup_{i \in I} f_i(x) + d(x,y), \]
from which we conclude that $\sup_{i \in I} f_i$ is a contraction.

Analogously, one proves that $\inf_{i \in I} f_i$ is a contraction. □
Lemma 3.7. Let $K \subset S$ be compact, $(g_\eta)_\eta$ a net of contractions of $K$ into $S$, and $g$ a contraction of $K$ into $S$. Suppose that
\[
\limsup_{\eta} \sup_{x \in K} |g(x) - g_\eta(x)| = 0.
\]
Then the net $(g_\eta)_\eta$ is uniformly bounded on $K$, and, for each $\eta$, the maps $\sup_{\zeta \geq \eta} g_\zeta$ and $\inf_{\zeta \geq \eta} g_\zeta$ are contractions. Furthermore,
\[
\limsup_{\eta} \sup_{x \in K} \left( \sup_{\zeta \geq \eta} g_\zeta \right) (x) - \left( \inf_{\zeta \geq \eta} g_\zeta \right) (x) = 0.
\]

Proof. By Lemma 3.6 for each $\eta$, the maps $\sup_{\zeta \geq \eta} g_\zeta$ and $\inf_{\zeta \geq \eta} g_\zeta$ are contractions. Furthermore, for each $x \in K$, $g(x) = \lim_\eta g_\eta(x)$, whence
\[
g(x) = \limsup_\eta g_\eta(x) = \liminf_\eta g_\eta(x).
\]
In particular, the net $(\sup_{\zeta \geq \eta} g_\zeta)_\eta$ is monotonically decreasing to $g$, and the net $(\inf_{\zeta \geq \eta} g_\zeta)_\eta$ is monotonically increasing to $g$. Therefore, the net $(\sup_{\zeta \geq \eta} g_\zeta - \inf_{\zeta \geq \eta} g_\zeta)_\eta$ is monotonically decreasing to 0. Now the proof is finished by Dini’s Theorem (Appendix B). □

We now provide the proof of Theorem 3.3.

Proof of Theorem 3.3. Fix a net $(P_\eta)_{\eta \in D}$ in $\mathcal{P}^1(S)$ and $P \in \mathcal{P}^1(S)$.

One readily sees that
\[
\lambda_{\kappa}(P_\eta \to P) \leq \lambda_{W}(P_\eta \to P).
\]

We now establish the reverse inequality, which will finish the proof. Fix $\varepsilon > 0$. According to Lemma 3.5, choose a net $(f_\eta)_{\eta \in D}$ in $\kappa_a(S, \mathbb{R})$, a directed set $D'$, and a monotonically increasing and cofinal map $h : D' \to D$ such that
\[
\lambda_{W}(P_\eta \to P) - \varepsilon \leq \lim_{\eta} \left( \int f_{h(\eta')} dP - \int f_{h(\eta')} dP_{h(\eta')} \right) \leq \lambda_{W}(P_\eta \to P).
\]

Furthermore, finite Borel measures on a separable and completely metrizable topological space being tight (\cite{PG67}), take a compact set $K \subset S$ such that
\[
\int_{S \setminus K} d(a, \cdot) dP < \varepsilon,
\]
and assume without loss of generality that $a \in K$. By Ascoli’s Theorem (Appendix C), the collection $\kappa_a(K, \mathbb{R})$ is uniformly compact, which allows us to fix $f \in \kappa_a(K, \mathbb{R})$, a directed set $D''$, and a monotonically increasing and cofinal map $h' : D'' \to D'$ such that, putting
\[
k = h \circ h',
\]
\[
\limsup_{\eta''} \sup_{x \in K} |f(x) - f_{k(\eta'')} (x)| = 0.
\]
Notice that, for all $\eta'' \in D''$, since $f_{k(\eta'')} \in \kappa_a(S, \mathbb{R})$, $|f_{k(\eta'')}| \leq d(a, \cdot)$, whence, by Lemma 3.6 $\sup_{\zeta'' \geq \eta''} f_{k(\zeta'')}$ and $\inf_{\zeta'' \geq \eta''} f_{k(\zeta'')}$ also belong to...
\(\kappa_a(S, \mathbb{R})\). Furthermore, by (8) and Lemma 3.7,

\[
\limsup_{\eta''} \sup_{x \in K} \left| \left( \sup_{\zeta'' \geq \eta''} f_{k(\zeta'')} \right)(x) - \left( \inf_{\zeta'' \geq \eta''} f_{k(\zeta'')} \right)(x) \right| = 0,
\]

so that we can fix \(\eta''_0 \in D''\) such that

\[
\sup_{x \in K} \left| \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right)(x) - \left( \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right)(x) \right| < \varepsilon. \tag{9}
\]

For each \(\eta'' \in D''\) with \(\eta'' \succeq \eta''_0\),

\[
\left( \int f_{k(\eta'')} dP - \int f_{k(\eta'')} dP_{k(\eta'')} \right) \leq \int \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP - \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP_{k(\eta'')} = \int \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} - \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right) dP + \left( \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP - \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP_{k(\eta'')} \right) = \int_K \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} - \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right) dP + \int_{S \setminus K} \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} - \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right) dP + \left( \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP - \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP_{k(\eta'')} \right).\tag{10}
\]

By (10),

\[
\int_K \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} - \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right) dP < \varepsilon. \tag{11}
\]

Since \(\sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')}\) and \(\inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')}\) belong to \(\kappa_a(S, \mathbb{R})\), and using (8),

\[
\int_{S \setminus K} \left( \sup_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} - \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} \right) dP \leq 2 \int_{S \setminus K} (a, \cdot) dP < 2\varepsilon. \tag{12}
\]

Plugging in (11) and (12) in (10), taking superior limits, and again using the fact that \(\inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')}\) belongs to \(\kappa_a(S, \mathbb{R})\),

\[
\limsup_{\eta''} \left( \int f_{k(\eta'')} dP - \int f_{k(\eta'')} dP_{k(\eta'')} \right) \leq 3\varepsilon + \limsup_{\eta''} \left( \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP - \int \inf_{\zeta'' \geq \eta''_0} f_{k(\zeta'')} dP_{k(\eta'')} \right) \leq 3\varepsilon + \lambda_k \left( P_{k(\eta'')} \to P \right) \leq 3\varepsilon + \lambda_k \left( P_\eta \to P \right) \leq 3\varepsilon + \lambda_k \left( P_\eta \to P \right). \tag{13}
\]
Using (7) and the fact that a subnet of a convergent net converges to the same limit point,

\[
\limsup_{\eta''} \left( \int f_{k(\eta'')} dP - \int f_{k(\eta'')} dP_{k(\eta'')} \right) = \lim_{\eta'} \left( \int f_{h(\eta')} dP - \int f_{h(\eta')} dP_{h(\eta')} \right),
\]

which, by (5) and (13), yields

\[
\lambda_W(P_\eta \rightharpoonup P) \leq \lambda_\kappa(P_\eta \rightharpoonup P) + 4\varepsilon.
\]

This finishes the proof by arbitrariness of \(\varepsilon > 0\).

\[\square\]

4. The relative Hausdorff measure of non-compactness for the Wasserstein metric

In a complete metric space \((X, m)\), the relative Hausdorff measure of non-compactness of a set \(A \subset X\) ([BG80], [WW96]) is given by

\[
\mu_{H,m}(A) = \inf \sup \inf_{Y \subset X} m(y, a),
\]

and this measure coincides with the relative measure of non-compactness for the approach structure underlying \(m\) (Subsection 2.5). One readily verifies that \(A\) is \(m\)-bounded if and only if \(\mu_{H,m}(A) < \infty\). Furthermore, by Theorem 2.2, \(A \subset X\) is \(m\)-relatively compact if and only if \(\mu_{H,m}(A) = 0\).

The relative (Hausdorff) measure of non-compactness of a set of probability measures was studied for the weak approach structure in [BLV11], for the continuity approach structure in [B16], and for the parametrized Prokhorov metric in [B16'].

Here we are interested in finding a meaningful expression for the relative Hausdorff measure of non-compactness for the Wasserstein metric. More precisely, keeping the notation from the previous section, we will study, for a set \(\Gamma \subset \mathcal{P}^1(S)\), the number

\[
\mu_{H,W}(\Gamma) = \inf_{\Phi \subset \mathcal{P}^1(S)} \sup_{P \in \Gamma} \inf_{Q \in \Phi} W(P, Q). \tag{14}
\]

In doing so, we will make use of the following corollary of Theorem 3.3.

**Theorem 4.1.** For \(\Gamma \subset \mathcal{P}^1(S)\),

\[
\mu_{H,W}(\Gamma) = \sup_{(P_\eta)_{\eta}} \inf_{(P_{h(\eta')})_{\eta'}} \inf_{P \in \mathcal{P}^1(S)} \sup_{f \in \mathcal{K}(S,R)} \limsup_{\eta''} \left| \int f dP - \int f dP_{h(\eta'')} \right|, \tag{15}
\]

the supremum taken over all nets \((P_\eta)_{\eta}\) in \(\Gamma\), and the first infimum over all subnets \((P_{h(\eta')})_{\eta'}\) of \((P_\eta)_{\eta}\).

**Proof.** By Theorem 3.3, the contractive approach structure \(\mathcal{A}_\kappa\) is metrized by the Wasserstein metric \(W\). Therefore, \(\mu_{H,W}\) coincides with the relative measure of non-compactness for \(\mathcal{A}_\kappa\), which, by Theorem 2.2 and Proposition 3.2 coincides with the right-hand side of (15).

\[\square\]
We say that a collection $\Gamma \subset P^1(S)$ is uniformly integrable iff there exists $a \in S$ such that for each $\varepsilon > 0$ there exists a bounded set $B \subset S$ such that for each $P \in \Gamma$

$$\int_{S \setminus B} d(a, \cdot) dP < \varepsilon,$$

and we define the measure of non-uniform integrability by

$$\mu_{UI}(\Gamma) = \inf_{a \in S} \inf_{B} \sup_{P \in \Gamma} \int_{S \setminus B} d(a, \cdot) dP,$$

the second infimum taken over all bounded sets $B \subset S$. Of course, $\mu_{UI}(\Gamma) = 0$ if and only if $\Gamma$ is uniformly integrable.

For $a \in S$ and $R \in \mathbb{R}_0^+$, let $B(a, R)$ stand for the open ball with center $a$ and radius $R$, that is

$$B(a, R) = \{ x \in S \mid d(a, x) < R \},$$

and $B^*(a, R)$ for the closed ball with center $a$ and radius $R$, that is

$$B^*(a, R) = \{ x \in S \mid d(a, x) \leq R \}.$$

**Lemma 4.2.** Fix $a \in S$ and $R \in \mathbb{R}_0^+$. Define the map $\phi_{a,R} : S \to \mathbb{R}$ by

$$\phi_{a,R}(x) = \begin{cases} (1 - \frac{R}{d(a,x)})^+ & \text{if } x \neq a \\ 0 & \text{if } x = a \end{cases}.$$ 

Then, for each $0 < \varepsilon < 1$,

$$(1-\varepsilon)1_{S \setminus B^*(a,R)/\varepsilon} \leq \phi_{a,R} \leq 1_{S \setminus B^*(a,R)},$$

and the map $\psi_{a,R} : S \to \mathbb{R}$, defined by

$$\psi_{a,R}(x) = \phi_{a,R}(x)d(a, x),$$

is a contraction.

**Proof.** This follows by straightforward verification. \qed

**Lemma 4.3.** Let $a \in \mathbb{R}$ and $f \in \kappa_a(S, \mathbb{R})$. Put, for each $R \in \mathbb{R}_0^+$,

$$f_R = (f \wedge R) \vee (-R) \text{ and } g_R = f - f_R.$$ 

Then $f_R \to f$ pointwise as $R \to \infty$, and, for each $R \in \mathbb{R}_0^+$, the following assertions hold.

- (a) $f_R \in \mathcal{C}_b(S, \mathbb{R})$,
- (b) $g_R \in \kappa_a(S, \mathbb{R})$,
- (c) $f = f_R + g_R$,
- (d) $|f_R| \leq |f|$,
- (e) $g_R = g_R 1_{S \setminus B^*(a,R)}$.

**Proof.** (a), (c), and (d) are trivial.

To prove (b), notice that

$$f_R(x) = \begin{cases} -R & \text{if } f(x) < -R \\ f(x) & \text{if } -R \leq f(x) \leq R \\ R & \text{if } R < f(x) \end{cases}.$$
and

\[ g_R(x) = \begin{cases} 
  f(x) + R & \text{if } f(x) < -R \\
  0 & \text{if } -R \leq f(x) \leq R \\
  f(x) - R & \text{if } R < f(x).
\end{cases} \tag{16} \]

Take \( x, y \in S \).

If \( f(x) < -R \) and \(-R \leq f(y) \leq R \), then, \( f \) being a contraction,

\[ -d(x, y) \leq f(x) - f(y) \leq f(x) + R = g_R(x) - g_R(y) = f(x) + R < 0, \]

from which we conclude that

\[ |g_R(x) - g_R(y)| \leq d(x, y). \]

If \( f(x) < -R \) and \( f(y) > R \), then, \( f \) being a contraction,

\[ 0 < f(y) - f(x) - 2R = g_R(y) - g_R(x) = f(y) - f(x) - 2R < f(y) - f(x) \leq d(x, y), \]

from which we again conclude that

\[ |g_R(x) - g_R(y)| \leq d(x, y). \]

The other cases are dealt with analogously, which finishes the proof of (b).

To establish (e), observe that, since \( f \in \kappa_a(S, \mathbb{R}) \), |f| \( \leq d(a, \cdot) \). Therefore, if \( x \in B^*(a, R) \), then \(-R \leq f(x) \leq R \), whence, by (16), \( g_R(x) = 0 \). This proves (e).

We will now prove the main result of this section. Recall that a set \( \Gamma \subset \mathcal{P}(S) \) is said to be tight iff for each \( \varepsilon > 0 \) there exists a compact set \( K \subset S \) such that \( P(S \setminus K) < \varepsilon \) for each \( P \in \Gamma \).

**Theorem 4.4.** For \( \Gamma \subset \mathcal{P}^1(S) \),

\[ \mu_{\text{UI}}(\Gamma) \leq \mu_{\text{H,W}}(\Gamma). \tag{17} \]

Moreover, the inequality in (17) becomes an equality if \( \Gamma \) is tight.

**Proof.** Suppose that, for \( \alpha > 0 \),

\[ \mu_{\text{H,W}}(\Gamma) < \alpha, \tag{18} \]

and fix \( a \in S \) and \( 0 < \varepsilon < 1 \). By (2) and (14), there exists a finite set \( \Phi \subset \mathcal{P}^1(S) \) such that for each \( P \in \Gamma \) there exists \( Q \in \Phi \) with the property that

\[ \sup_{f \in \kappa(S, \mathbb{R})} \left| \int f dP - \int f dQ \right| < \alpha. \tag{19} \]

Since \( \Phi \) is finite, we can choose \( R > 0 \) such that

\[ \forall Q \in \Phi : \int_{S \setminus B^*(a, R)} d(a, \cdot) dQ < \varepsilon. \tag{20} \]

Furthermore, according to Lemma 4.2 fix \( \phi_{a,R} : S \to \mathbb{R} \) such that

\[ (1 - \varepsilon) 1_{S \setminus B^*(a, R/\varepsilon)} \leq \phi_{a,R} \leq 1_{S \setminus B^*(a, R)} \tag{21} \]

and

\[ \psi_{a,R} = \phi_{a,R} d(a, \cdot) \in \kappa(S, \mathbb{R}). \tag{22} \]
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Fix $P \in \Gamma$. Take $Q \in \Phi$ such that (19) holds. Then, by (21), (22), and (20),

$$(1 - \varepsilon) \int_{S \setminus B^*(a,R/\varepsilon)} d(a,\cdot)dP \leq \int_S \phi_{a,R}d(a,\cdot)dP \leq \varepsilon + \alpha, \varepsilon + \alpha,$$

which proves that

$$\mu_{UI}(\Gamma) < (\varepsilon + \alpha)/(1 - \varepsilon).$$

Since $\alpha$ was arbitrarily chosen such that (18) holds, we have shown (17).

Now assume that $\Gamma$ is tight. We will prove that

$$\mu_{HI,W}(\Gamma) \leq \mu_{UI}(\Gamma). \quad (23)$$

Suppose that, for $\alpha > 0$, $\mu_{UI}(\Gamma) < \alpha$, (24)

that is, there exist $a \in S$ and a bounded set $B \subset S$ such that

$$\forall P \in \Gamma : \int_{S \setminus B} d(a,\cdot)dP < \alpha. \quad (25)$$

Take an arbitrary net $(P_\eta)_\eta$ in $\Gamma$. Since $\Gamma$ is tight, it is, by Prokhorov’s Theorem (Appendix D), weakly relatively compact. We thus find a subnet $(P_{h(\eta')})_{\eta'}$ and $P \in \mathcal{P}(S)$ such that $P_{h(\eta')} \rightharpoonup P$.

We first show that $P \in \mathcal{P}^1(S)$. For $R \in \mathbb{R}^+$,

$$\int_S (d(a,\cdot) \wedge R)\,dP = \lim_{\eta'} \int_S (d(a,\cdot) \wedge R)\,dP_{h(\eta')} \leq \liminf_{\eta'} \int_S d(a,\cdot)\,dP_{h(\eta')}.$$  \(\text{(26)}\)

Furthermore, by the fact that $B$ is bounded and (24), for each $\eta'$,

$$\int_S d(a,\cdot)\,dP_{h(\eta')} = \int_B d(a,\cdot)\,dP_{h(\eta')} + \int_{S \setminus B} d(a,\cdot)\,dP_{h(\eta')} \leq \sup_{x \in B} d(a, x) + \alpha. \quad (27)$$

Letting $R \uparrow \infty$ and using the Monotone Convergence Theorem, (26) and (27) yield

$$\int_S d(a,\cdot)\,dP \leq \sup_{x \in B} d(a, x) + \alpha,$$

and we conclude that $P \in \mathcal{P}^1(S)$.

We now establish that

$$\lambda_\alpha(P_{h(\eta')} \rightharpoonup P) < \alpha. \quad (28)$$

Fix $f \in \kappa_\alpha(S,\mathbb{R})$ and put, for each $R \in \mathbb{R}^+$,

$$f_R = (f \wedge R) \vee (-R) \text{ and } g_R = f - f_R.$$
Then $f_R \to f$ pointwise as $R \to \infty$, and the assertions (a)–(e) in Lemma 4.3 hold. By (b), (c), and (e) in Lemma 4.3, for all $R \in \mathbb{R}_+^+$ and $\eta'$,

$$
\int f dP_{h(\eta')} = \int f_R dP_{h(\eta')} + \int g_R dP_{h(\eta')},
$$

which, by the fact that $P_{h(\eta')} \Rightarrow P$ and (a) in Lemma 4.3, yields

$$
\limsup_{\eta'} \int fdP_{h(\eta')} \leq \int f_R dP + \limsup_{\eta'} \int_{S \setminus B^*(a,R)} d(a,\cdot) dP_{h(\eta')}.
$$

Letting $R \uparrow \infty$ and using (d) in Lemma 4.3, the Dominated Convergence Theorem, and (25), we infer

$$
\limsup_{\eta'} \int fdP_{h(\eta')} \leq \int fdP + \alpha,
$$

which, by (4), gives (28). Now it follows from (15) that

$$
\mu_{H,W}(\Gamma) \leq \alpha.
$$

Since $\alpha$ was arbitrarily chosen such that (24) holds, we have shown (23).

We will give an example which shows that the tightness condition in Theorem 4.4 cannot be omitted. For $a \in S$, let $\delta_a$ be the Dirac measure on $S$ putting all its mass on $a$

**Lemma 4.5.** For $a,b \in S$,

$$
W(\delta_a, \delta_b) = d(a,b).
$$

**Proof.** We have

$$
W(\delta_a, \delta_b) = \sup_{f \in \kappa(S,\mathbb{R})} \ |f(a) - f(b)| \leq d(a,b).
$$

Moreover, for $f = d(a,\cdot)$,

$$
|f(a) - f(b)| = d(a,b),
$$

which proves the desired equality. \hfill \Box

**Lemma 4.6.** Let $P \in \mathcal{P}^1(S)$, $a \in S$, $M \in \mathbb{R}_+^+$, and $0 < \epsilon \leq M$. Then

$$
P(B(a,M)) < \epsilon/M \Rightarrow W(P, \delta_a) > M - \epsilon.
$$

**Proof.** Suppose that

$$
W(P, \delta_a) \leq M - \epsilon.
$$

Then

$$
MP(S \setminus B(a,M)) \leq \int_{S \setminus B(a,M)} d(a,\cdot) dP
\leq \int d(a,\cdot) dP
= \left| \int d(a,\cdot) dP - \int d(a,\cdot) d\delta_a \right|
\leq M - \epsilon,
$$

which concludes the proof. \hfill \Box
whence
\[ P(B(a, M)) \geq \epsilon/M, \]
which finishes the proof. \( \square \)

Let \( \mathcal{C} \) be the space of continuous maps of the compact interval \([0, 1]\) into \( \mathbb{R} \), equipped with the supremum norm \( \| \cdot \|_\infty \), defined by
\[ \| x \|_\infty = \sup_{t \in [0,1]} |x(t)|. \]
Then \( \mathcal{C} \) is a separable Banach space.

**Theorem 4.7.** For each \( M \in \mathbb{R}_0^+ \) there exists \( \Gamma \subset \mathcal{P}^1(\mathcal{C}) \) such that
\[ \mu_{\text{UI}}(\Gamma) = 0 \quad \text{and} \quad \mu_{\text{H},W}(\Gamma) = M. \]

**Proof.** Define, for \( n \in \mathbb{N}_0 \),
\[ x_n(t) = \begin{cases} M & \text{if } 0 \leq t \leq 1 - \frac{1}{n} \\ -2Mn(n + 1)t + 2Mn^2 - M & \text{if } 1 - \frac{1}{n} \leq t \leq 1 - \frac{1}{n+1} \\ -M & \text{if } 1 - \frac{1}{n} \leq t \leq 1 \end{cases}. \]
Then, for all \( m, n \in \mathbb{N}_0 \),
\[ \| x_n \|_\infty = M \] (29)
and
\[ m \neq n \Rightarrow \| x_m - x_n \|_\infty = 2M. \] (30)

Put
\[ \Gamma = \{ \delta_{x_n} \mid n \in \mathbb{N}_0 \}. \]
By (29),
\[ \mu_{\text{UI}}(\Gamma) = 0, \]
and, by Lemma 4.6 for each \( n \in \mathbb{N}_0 \),
\[ W(\delta_{x_n}, \delta_0) = \| x_n \|_\infty = M, \]
whence, by (14),
\[ \mu_{\text{H},W}(\Gamma) \leq M. \] (31)

Now, for \( 0 < \epsilon \leq M \), fix a finite collection \( \Phi \subset \mathcal{P}^1(S) \). By (30),
\[ n \neq m \Rightarrow B_\mathcal{C}(x_n, M) \cap B_\mathcal{C}(x_m, M) = \emptyset. \]

Thus
\[ \bigcup_{k \geq n} B_\mathcal{C}(x_k, M) \downarrow \emptyset \text{ as } n \to \infty, \]
whence there exists \( n_0 \) such that, for all \( Q \in \Phi \),
\[ Q(B_\mathcal{C}(x_{n_0}, M)) < \epsilon/M, \]
and by Lemma 4.6 we infer that
\[ W(Q, \delta_{x_{n_0}}) > M - \epsilon. \]

From (14) we now deduce that
\[ \mu_{\text{H},W}(\Gamma) \geq M - \epsilon, \]
which, combined with (31), gives
\[ \mu_{\text{H},W}(\Gamma) = M. \]
This finishes the proof. \( \square \)
Appendix A. Convergence theory of nets

We summarize some basic facts of the convergence theory of nets in a topological space. The details can be found in most textbooks on general topology, such as e.g. [W70].

A directed set is a non-empty set $D$ equipped with a reflexive and transitive binary relation $\leq$ with the additional property that for all $\eta_1, \eta_2 \in D$ there exists $\eta \in D$ such that $\eta_1 \leq \eta$ and $\eta_2 \leq \eta$. We often write $\zeta \geq \eta$ instead of $\eta \leq \zeta$.

A net in a non-empty set $X$ is a map $x$ of a directed set $D$ into $X$. For $\eta \in D$, we put $x(\eta) = x_\eta$, and we usually denote the net $x$ by $(x_\eta)_{\eta \in D}$ or $(x_\eta)$. Let $(x_\eta)_{\eta \in D}$ be a net in $X$ and $A \subset X$. We say that $(x_\eta)_{\eta \in D}$ is eventually in $A$, or that $A$ eventually contains $(x_\eta)_{\eta \in D}$, if there exists $\eta_0 \in D$ such that $x_\eta \in A$ for all $\eta \geq \eta_0$, and that $(x_\eta)_{\eta \in D}$ is frequently in $A$, or that $A$ frequently contains $(x_\eta)_{\eta \in D}$, iff for each $\eta \in D$ there exists $\zeta \geq \eta$ such that $x_\zeta \in A$.

Let $X$ be a topological space, $(x_\eta)_{\eta \in D}$ a net in $X$, and $x \in X$. We say that $(x_\eta)_{\eta \in D}$ is convergent to $x$ if each neighborhood of $x$ eventually contains $(x_\eta)_{\eta \in D}$, and that $x$ is an accumulation point of $(x_\eta)_{\eta \in D}$ iff each neighborhood of $x$ frequently contains $(x_\eta)_{\eta \in D}$. We write $x_\eta \to x$ to indicate that $(x_\eta)_{\eta \in D}$ converges to $x$. If there is a unique point $x \in X$ such that $x_\eta \to x$, then we write $\lim_\eta x_\eta = x$. Furthermore, we write $x_\eta \nrightarrow x$ to indicate that $x$ is an accumulation point of $x$.

We call a map $h$ of a directed set $D'$ into a directed set $D$ monotonically increasing (resp. monotonically decreasing) iff, for all $\eta', \zeta' \in D'$, $\eta' \preceq \zeta'$ implies $h(\eta') \preceq h(\zeta')$ (resp. $h(\eta') \succeq h(\zeta')$), and cofinal iff for each $\eta \in D$ there exists $\eta' \in D'$ such that $\eta \preceq h(\eta')$.

Let $(x_\eta)_{\eta \in D}$ be a net in $X$. Then a subnet of $(x_\eta)_{\eta \in D}$ is a net of the form $(x_{h(\eta')})_{\eta' \in D'}$, where $h$ is a monotonically increasing and cofinal map of $D'$ into $D$.

Let $(x_\eta)_{\eta \in D}$ be a net in $[-\infty, \infty]$. Then the net $(\sup_{\zeta \geq \eta} x_\zeta)_\eta$ is monotonically decreasing and convergent to a limit in $[-\infty, \infty]$, which we denote by $\limsup_\eta x_\eta$, and the net $(\inf_{\zeta \geq \eta} x_\zeta)_\eta$ is monotonically increasing and convergent to a limit in $[-\infty, \infty]$, which we denote by $\liminf_\eta x_\eta$.

Let $X$ be a topological space, $(x_\eta)_{\eta \in D}$ a net in $X$, and $x \in X$. Then the following assertions hold.

1. $x_\eta \to x$ if and only if each subnet of $(x_\eta)_{\eta \in D}$ converges to $x$.
2. $x_\eta \nrightarrow x$ if and only if there exists a subnet of $(x_\eta)_{\eta \in D}$ which converges to $x$.
3. $X$ is compact if and only if each net in $X$ has an accumulation point.
4. If $X = [-\infty, \infty]$, then $\limsup_\eta x_\eta$ (resp. $\liminf_\eta x_\eta$) is the largest (resp. smallest) accumulation point of $(x_\eta)_{\eta \in D}$.
5. If $X = [-\infty, \infty]$, then $x_\eta \to x$ if and only if

$$\limsup_\eta x_\eta = \liminf_\eta x_\eta = x.$$
Appendix B. Dini’s Theorem

We will present a version of Dini’s Theorem which will be sufficient for our purposes. It can be found in any standard textbook on general topology, see e.g. [K75]. For some more general results, we refer to [KR01].

Let $\mathcal{K}$ be a compact metric space, and $\mathcal{C}(\mathcal{K}, \mathbb{R})$ the collection of continuous maps of $\mathcal{K}$ into $\mathbb{R}$. The following result is known as Dini’s Theorem. Since the proof is short, we include it.

**Theorem B.1 (Dini).** Suppose that a net $(f_\eta)_{\eta \in D}$ in $\mathcal{C}(\mathcal{K}, \mathbb{R})$ is monotonically decreasing in the sense that, for all $x \in \mathcal{K}$ and $\eta_1, \eta_2 \in D$,

$$\eta_1 \preceq \eta_2 \Rightarrow f_{\eta_1}(x) \succeq f_{\eta_2}(x),$$

and pointwise convergent to 0 in the sense that, for each $x \in \mathcal{K}$,

$$f_\eta(x) \to 0.$$

Then $(f_\eta)_{\eta}$ is uniformly convergent to 0 in the sense that

$$\sup_{x \in \mathcal{K}} f_\eta(x) \to 0.$$

**Proof.** Fix $\epsilon > 0$, and put, for each $\eta \in D$,

$$V_{\eta, \epsilon} = \{ f_\eta < \epsilon \}.$$

Then, by the continuity of $f_\eta$, $V_{\eta, \epsilon}$ is open, and, by the fact that $(f_\eta)_{\eta}$ is monotonically decreasing, for each $\eta_1, \eta_2$,

$$\eta_1 \preceq \eta_2 \Rightarrow V_{\eta_1, \epsilon} \subset V_{\eta_2, \epsilon}. \tag{32}$$

Furthermore, by the fact that $(f_\eta)_{\eta}$ converges pointwise to 0, the collection

$$\{ V_{\eta, \epsilon} \mid \eta \in D \}$$

is a cover of $\mathcal{K}$, which, by compactness, allows a finite subcover. By (32), we can fix $\eta_0$ such that $V_{\eta_0, \epsilon}$ is the largest set of this subcover. But then $\mathcal{K} = V_{\eta_0, \epsilon}$, and, for $\eta \succeq \eta_0$,

$$\mathcal{K} = V_{\eta, \epsilon} \subset V_{\eta, \epsilon} \subset \mathcal{K},$$

whence $\mathcal{K} = V_{\epsilon, \eta}$, from which we conclude that

$$\sup_{x \in \mathcal{K}} f_\eta(x) \leq \epsilon.$$

This finishes the proof. \qed

Appendix C. Ascoli’s Theorem

We will state a version of Ascoli’s Theorem which is suitable in our context. For a proof and more general versions of the result, we refer the reader to any standard book on general topology, such as e.g. [W70].

Let $\mathcal{K}$ be a compact metric space and $\mathcal{C}(\mathcal{K}, \mathbb{R})$ the space of continuous maps of $\mathcal{K}$ into $\mathbb{R}$.

Consider a subcollection $\mathcal{H} \subset \mathcal{C}(\mathcal{K}, \mathbb{R})$. We say that $\mathcal{H}$ is uniformly compact iff for each net $(f_\eta)_{\eta}$ in $\mathcal{H}$ there exist $f \in \mathcal{H}$ and a subnet $(f_{h(\eta')})_{\eta'}$ such that

$$\sup_{x \in \mathcal{K}} \left| f(x) - f_{h(\eta')}(x) \right| \to 0.$$
Furthermore, we call $\mathcal{H}$ equicontinuous iff for each $x \in K$ and each $\varepsilon > 0$ there exists $\delta > 0$ such that for all $y \in X$

$$d(x, y) < \delta \Rightarrow \forall f \in \mathcal{H} : |f(x) - f(y)| < \varepsilon,$$

and pointwise bounded iff for each $x \in K$ the set

$$\{f(x) \mid f \in \mathcal{H}\}$$

is bounded. Finally, $\mathcal{H}$ is said to be uniformly closed iff it holds for each net $(f_\eta)_\eta$ in $\mathcal{H}$ and each $f \in C(K, \mathbb{R})$ that the convergence relation

$$\sup_{x \in K}|f(x) - f_\eta(x)| \to 0$$

implies that $f \in \mathcal{H}$.

In this setting, the following result is known as Ascoli’s Theorem.

**Theorem C.1 (Ascoli).** A collection $\mathcal{H} \subset C(K, \mathbb{R})$ if uniformly compact if and only if it is equicontinuous, pointwise bounded, and uniformly closed.

**Corollary C.2.** The set $\kappa_a(K, \mathbb{R})$ is a uniformly compact subset of $C(K, \mathbb{R})$. In particular, for each net $(f_\eta)_\eta$ in $\kappa_a(K, \mathbb{R})$ there exist $f \in \kappa_a(K, \mathbb{R})$ and a subnet $(f_{h(\eta')})_\eta$ such that

$$\sup_{x \in K}|f(x) - f_{h(\eta')}(x)| \to 0.$$

**Proof.** The collection $\kappa_a(K, \mathbb{R})$ is easily seen to be equicontinuous since it only contains contractions. Furthermore, for all $f \in \kappa_a(K, \mathbb{R})$ and $x \in K$, $|f(x)| \leq d(a, x)$, from which we deduce that $\kappa_a(K, \mathbb{R})$ is pointwise bounded. Finally, the uniform limit of a net of contractions being a contraction, we conclude that $\kappa_a(K, \mathbb{R})$ is uniformly closed. But then the corollary follows from Ascoli’s Theorem. \(\square\)

**Appendix D. Prokhorov’s Theorem**

We will formulate Prokhorov’s Theorem. For the proof, we refer to any standard work on probability theory, such as e.g. [P67] and [B99].

Let $S$ be a Polish space, i.e. a separable and completely metrizable topological space, and $\mathcal{P}(S)$ the collection of Borel probability measures on $S$. A net $(P_\eta)_\eta$ in $\mathcal{P}(S)$ is said to converge weakly to $P \in \mathcal{P}(S)$ iff $\int f dP_\eta \to \int f dP$ for each bounded and continuous map $f : S \to \mathbb{R}$.

Consider a subcollection $\Gamma \subset \mathcal{P}(S)$. Then $\Gamma \subset \mathcal{P}(S)$ is said to be weakly relatively compact iff for each net $(P_\eta)_\eta$ in $\Gamma$ there exist $P \in \mathcal{P}(S)$ and a subnet $(P_{h(\eta')})_\eta$ such that $P_{h(\eta')} \overset{w}{\to} P$. Furthermore, $\Gamma$ is said to be tight iff for each $\varepsilon > 0$ there exists a compact set $K \subset S$ such that $P(S \setminus K) < \varepsilon$ for all $P \in \Gamma$.

The following celebrated result is referred to as Prokhorov’s Theorem.
Theorem D.1 (Prokhorov). A collection $\Gamma \subset \mathcal{P}(S)$ is weakly relatively compact if and only if it is tight.
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