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Abstract—Probability density estimation from observed data constitutes a central task in statistics. Recent advancements in machine learning offer new tools but also pose new challenges. The big data era demands analysis of long-range spatial and long-term temporal dependencies in large collections of raw data, rendering neural networks an attractive solution for density estimation. In this paper, we exploit the concept of copula to explicitly build an estimate of the probability density function associated to any observed data. In particular, we separate univariate marginal distributions from the joint dependence structure in the data, the copula itself, and we model the latter with a neural network-based method referred to as copula density neural estimation (CODINE). Results show that the novel structure in the data, the copula itself, and we model the associated to any observed data. In particular, we separate explicitly build an estimate of the probability density function machine learning offer new tools but also pose new challenges. Communication Systems. (e-mail: {nunzio.letizia, andrea.tonello}@aau.at)
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I. INTRODUCTION

A natural way to discover data properties is to study the underlying probability density function (pdf). Parametric and non-parametric models [1] are viable solutions for density estimation problems that deal with low-dimensional data. The former are typically used when a priori knowledge on the data structure (e.g. distribution family) is available. The latter, instead, are more flexible since they do not require any specification of the distribution’s parameters. Practically, the majority of methods from both classes fail in estimating high-dimensional densities. Hence, some recent works leveraged deep neural networks as density estimators [2], [5]. Although significant efforts have been made to scale neural network architectures in order to improve their modeling capabilities, most of tasks translate into conditional distribution estimations. Instead, generative models attempt to learn the a-priori distribution to synthesize new data out of it. Deep generative models such as generative adversarial networks [4], variational autoencoders [5] and diffusion models [6], tend to either implicitly estimate the underlying pdf or explicitly estimate a variational lower bound, providing the designer with no simple access to the investigated pdf.

In this paper, we propose to work with pseudo-observations, a projection of the collected observations into the uniform probability space via transform sampling [7]. The probability density estimation becomes a copula density estimation problem, which is formulated and solved using deep learning techniques. The envisioned copula density neural estimation method is referred to as CODINE. We further present self-consistency tests and metrics that can be used to assess the quality of the estimator. We prove and exploit the fact that the mutual information can be rewritten in terms of copula pdfs. Finally, we apply CODINE in the context of data generation.

The paper is organized as follows. Section II presents the transform sampling method and the copula. Section III presents the copula density neural estimation approach as the solution of an optimization problem. Section IV proposes self-consistency tests to assess the quality of the estimator. Section V utilizes CODINE for mutual information estimation and data generation. Finally, the conclusions are drawn.

II. PRELIMINARIES

Let us assume that the collected n data observations \{x^{(1)}, \ldots, x^{(n)}\} are produced by a fixed unknown or difficult to construct distribution with pdf \( p_X(x) = p_X(x_1, x_2, \ldots, x_d) \) and cumulative distribution function (cdf) \( F_X(x) = P(X_1 \leq x_1, \ldots, X_d \leq x_d) \). Consider the univariate random variable \( X_i \), whose marginal pdf \( p_{X_i}(x_i) \) and cdf \( F_{X_i}(x_i) \) are accessible since they can be obtained from the observations. Then, the inverse transform sampling method can be used to map the data into the uniform probability space. In fact, if \( U_i \) is a uniform random variable, then \( X_i = F_{X_i}^{-1}(U_i) \) is a random variable with cdf \( F_{X_i} \). Therefore, if the cdf is invertible, the transformation \( u_i = F_{X_i}(x_i) \forall i = 1, \ldots, d \) projects the data x into the uniform probability space with finite distribution’s support \( u_i \in [0, 1] \). The obtained transformed observations are typically called pseudo-observations. In principle, the transform sampling method is extremely beneficial: it offers a statistical normalization, thus a pre-processing operation that constitutes the first step of any deep learning pipeline.

To characterize the nature of the transformed data in the uniform probability space, it is convenient to introduce the concept of copula, a tool to analyze data dependence and construct multivariate distributions. Let \((U_1, U_2, \ldots, U_d)\) be uniform random variables, then their joint cdf \( F_U(u) = P(U_1 \leq u_1, \ldots, U_d \leq u_d) \) is a copula \( C : [0, 1]^d \to [0, 1] \) (see [8]). The core of copulas resides in Sklar’s theorem [9] which states that if \( F_X \) is a \( d \)-dimensional cdf with continuous marginals \( F_{X_1}, \ldots, F_{X_d} \), then \( F_X \) has a unique copula representation

\[
F_X(x_1, \ldots, x_d) = C_U(F_{X_1}(x_1), \ldots, F_{X_d}(x_d)).
\] (1)

Moreover, when the multivariate distribution is described in terms of the pdf \( p_X \), it holds that

\[
p_X(x_1, \ldots, x_d) = c_U(F_{X_1}(x_1), \ldots, F_{X_d}(x_d)) \cdot \prod_{i=1}^d p_{X_i}(x_i),
\] (2)

where \( c_U \) is the density of the copula.

The relation in (2) is the fundamental building block of this paper. It separates the dependence internal structure of \( p_X \) into two distinct components: the product of all the marginals
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\( p_X \) and the density of the copula \( c_U \). By nature, the former accounts only for the marginal information, thus, the statistics of each univariate variable. The latter, instead, accounts only for the joint dependence of data.

Given the fact that the marginals are known (or easy to retrieve), the estimation of the empirical joint density \( \hat{p}_X(x) \) of the observations \( \{x^{(1)}, \ldots, x^{(n)}\} \) passes through the estimation of the empirical copula density \( \hat{c}_U(u) \) of the pseudo-observations \( \{u^{(1)}, \ldots, u^{(n)}\} \). A neural estimation method is proposed in the following.

### III. Copula Density Neural Estimation

To study the copula structure, it is possible to build a simple non-parametric estimator of the cdf. For a finite set of samples, a naive copula estimator has expression

\[
\hat{C}_n(u) = \frac{1}{n} \sum_{j=1}^n \mathbb{I}_{U^{(j)}_i < u_i, \ldots, U^{(j)}_d < u_d}
\]

where \( n \) is the number of observations, \( U^{(j)}_i \) denotes the \( j \)-th pseudo-observation of the \( i \)-th random variable, with \( i = 1, \ldots, d \), and \( \mathbb{I}_A \) is the indicator function. However, strong complexity limitations occur for increasing values of \( d \), forcing to either move towards other kernel cumulative estimators or towards a parametric family of multivariate copulas. For the latter, common models are the multivariate Gaussian copula with correlation matrix \( \Sigma \) or the multivariate Student’s t-copula with \( \nu \) degrees of freedom and correlation matrix \( \Sigma \), suitable for extreme value dependence [10]. Archimedean copulas assume the form \( C(u) = \phi^{-1}(\phi(u_1) + \cdots + \phi(u_d)) \) where \( \phi \) is the generator function of the Archimedean copula. Such structure is said to be exchangeable, i.e., the components can be swapped indifferently, but its symmetry introduces modeling limitations. Multivariate copulas built using bivariate pair-copulas, also referred to as vine copulas, represent a more flexible model but the selection of the vine tree structure and the pair copula families is a complex task [11].

In the following, we propose to use deep neural networks to model dependencies in high-dimensional data, and in particular to estimate the copula pdf. The proposed framework relies on the following simple idea: we can measure the statistical distance between the pseudo-observations and uniform i.i.d. realizations using neural network parameterization. Surprisingly, by maximizing a variational lower bound on a divergence measure, we get for free the copula density neural estimator.

#### A. Variational Formulation

The \( f \)-divergence \( D_f(P||Q) \) is a measure of dependence between two distributions \( P \) and \( Q \). In detail, let \( P \) and \( Q \) be two probability measures on \( \mathcal{X} \) and assume they possess densities \( p \) and \( q \), then the \( f \)-divergence is defined as follows

\[
D_f(P||Q) = \int_{\mathcal{X}} q(x) f\left(\frac{p(x)}{q(x)}\right) \, dx,
\]

where \( \mathcal{X} \) is a compact domain and the function \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \) is convex, lower semicontinuous and satisfies \( f(1) = 0 \).

One might be interested in studying the particular case when the two densities \( p \) and \( q \) correspond to \( c_U \) and \( \pi_U \), respectively, where \( \pi_U \) describes a multivariate uniform distribution on \([0,1]^d\). In such situation, it is possible to obtain a copula density expression via the variational representation of the \( f \)-divergence. The following Lemma formulates an optimization problem whose solution yields to the desired copula density.

**Lemma 1.** Let \( u \sim c_U(u) \) be \( d \)-dimensional samples drawn from the copula density \( c_U \). Let \( f^* \) be the Fenchel conjugate of \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \), a convex lower semicontinuous function that satisfies \( f(1) = 0 \) and has derivative \( f' \). If \( \pi_U(u) \) is a multivariate uniform distribution on the unit cube \([0,1]^d\) and \( \mathcal{J}_f(T) \) is a value function defined as

\[
\mathcal{J}_f(T) = \mathbb{E}_{u \sim c_U(u)} \left[T(u)\right] - \mathbb{E}_{u \sim \pi_U(u)} \left[f^* \left(T(u)\right)\right],
\]

then

\[
c_U(u) = f^* \left(\hat{T}(u)\right),
\]

where

\[
\hat{T}(u) = \arg\max_T \mathcal{J}_f(T),
\]

**Proof.** From the hypothesis, the \( f \)-divergence between \( c_U \) and \( \pi_U \) reads as follows

\[
D_f(c_U||\pi_U) = \int_{\mathbb{R}^d} \pi_U(u) f\left(\frac{c_U(u)}{\pi_U(u)}\right) \, du = \int_{[0,1]^d} f(c_U(u)) \, du.
\]

Moreover, from Lemma 1 of [12], \( D_f \) can be expressed in terms of its lower bound via Fenchel convex duality

\[
D_f(c_U||\pi_U) \geq \sup_{T \in \mathbb{R}} \left\{ \mathbb{E}_{u \sim c_U(u)} \left[T(u)\right] - \mathbb{E}_{u \sim \pi_U(u)} \left[f^* \left(T(u)\right)\right] \right\},
\]

where \( T : [0,1]^d \rightarrow \mathbb{R} \) and \( f^* \) is the Fenchel conjugate of \( f \). Since the equality in (9) is attained for \( T(u) \) as

\[
\hat{T}(u) = f'(c_U(u)),
\]

it is sufficient to find the function \( \hat{T}(u) \) that maximizes the variational lower bound \( \mathcal{J}_f(T) \). Finally, by Fenchel duality it is also true that \( c_U(u) = f^* (\hat{T}(u)) \).

#### B. Parametric Implementation

To proceed, we propose to parametrize \( T(u) \) with a deep neural network \( T_\theta \) of parameters \( \theta \) and maximize \( \mathcal{J}_f(T) \) with gradient ascent and back-propagation \( \hat{\theta} = \arg\max_\theta \mathcal{J}_f(T_\theta) \). Since at convergence the network outputs a transformation of the copula density evaluated at the input \( u \), the final layer possesses a unique neuron with activation function that depends on the generator function \( f \) (see the code [13] for more details). The resulting estimator of the copula density reads as follows

\[
\hat{c}_U(u) = f^* (T_\theta(u)),
\]

and its training procedure enjoys two normalization properties.

\[
c_U(v) = \sqrt{\frac{\det(\Sigma_N + I)}{\det(\Sigma_N + I)}} \exp \left( -\frac{1}{2} (F_Y^{-1}(v))^T \left( (\Sigma_N + I)^{-1} - (\Sigma_N + I)^{-1} \right) (F_Y^{-1}(v)) \right),
\]

where \( \Sigma_N \) is a compact domain and the function \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \) is convex, lower semicontinuous and satisfies \( f(1) = 0 \).
The former consists in a natural normalization of the input data in the interval [0,1) via transform sampling that facilitates the training convergence and helps producing improved dependence measures [13]. The latter normalization property is perhaps at the core of the proposed methodology. The typical problem in creating neural density estimators is to enforce the network to return densities that integrate to one by construction, without any architectural modification or regularization term.

\[
    \int_{\mathbb{R}^d} p_X(x; \theta) \, dx = 1 \quad (13)
\]

Energy-based models have been proposed to tackle such constraint, but they often produce intractable densities (due to the normalization factor, see [15]). Normalizing flows [16] provide exact likelihoods but they are limited in representation. In contrast, the discriminative formulation of (5) produces a copula density neural estimator that integrates to one via transform sampling that facilitates the training convergence and helps producing improved dependence measures. The typical problem in creating neural density estimators is to enforce the network to return densities that integrate to one by construction, without any architectural modification or regularization term.

\[
    \int_{\mathbb{R}^d} p_X(x; \theta) \, dx = 1 \quad (13)
\]

Energy-based models have been proposed to tackle such constraint, but they often produce intractable densities (due to the normalization factor, see [15]). Normalizing flows [16] provide exact likelihoods but they are limited in representation. In contrast, the discriminative formulation of (5) produces a copula density neural estimator that integrates to one via transform sampling that facilitates the training convergence and helps producing improved dependence measures. The typical problem in creating neural density estimators is to enforce the network to return densities that integrate to one by construction, without any architectural modification or regularization term.

TABLE I

| Name | Generator $f(u)$ | Conjugate $f^*(t)$ |
|------|-----------------|-------------------|
| GAN  | $u \log u - (u + 1) \log(u + 1) + \log(4)$ | $-\log(1 - \exp(t))$ |
| KL   | $u \log u$ | $\exp(t - 1)$ |
| HD   | $(\sqrt{\pi} - 1)^2$ | $t/(1 - t)$ |

IV. Evaluation Measures

To assess the quality of the copula density estimator $\hat{c}_U(u)$, we propose the following set of self-consistency tests over the basic property illustrated in (13). In particular,

1) if $\hat{c}_U(u)$ is a well-defined density and $\hat{c}_U(u) = c_U(u)$, then the following relation must hold

\[
    \mathbb{E}_{u \sim \pi_U(u)} [\hat{c}_U(u)] = 1, \quad (14)
\]

2) in general, for any $n$-th order moment, if $\hat{c}_U(u)$ is a well-defined density and $\hat{c}_U(u) = c_U(u)$, then

\[
    \mathbb{E}_{u \sim \pi_U(u)} [U^n \cdot \hat{c}_U(u)] = \mathbb{E}_{u \sim c_U(u)} [U^n]. \quad (15)
\]

The first test verifies that the copula density integrates to one while the second set of tests extends the first test to the moments of any order. Similarly, joint consistency tests can be defined, e.g., the Spearman rank correlation $\rho_{X,Y}$ between pairs of variables can be rewritten in terms of their joint copula density $\hat{c}_{UV}$ and it reads as follows

\[
    \rho_{X,Y} = 12 \cdot \mathbb{E}_{(u,v) \sim \pi_U(u)\pi_V(v)} (UV \cdot \hat{c}_{UV}(u,v)) - 3. \quad (16)
\]

When the copula density is known, it is possible to assess the quality of the copula density neural estimator $\hat{c}_U(u)$ by computing the Kullback-Leibler (KL) divergence between the true and the estimated copulas

\[
    Q_c = D_{KL}(c_U || \hat{c}_U) = \mathbb{E}_{u \sim c_U(u)} \left[ \log \frac{c_U(u)}{\hat{c}_U(u)} \right]. \quad (17)
\]

Once the dependence structure is characterized via a valid copula density $\hat{c}_U(u)$, a multiplication with the estimated marginal components \( \hat{p}_X(x_i), \forall i = \{1, \ldots, d\} \) yields the estimate of the joint pdf $\hat{p}_X(x)$. In general, it is rather simple to build one-dimensional marginal density estimates $\hat{p}_X(x_i)$, e.g., using histograms or kernel functions.

Now, as a first example to validate the density estimator, we consider the transmission of $d$-dimensional Gaussian samples over an additive white Gaussian channel (AWGN). Given the AWGN model $Y = X + N$, where $X \sim \mathcal{N}(0, I)$ and $N \sim \mathcal{N}(0, \Sigma_N)$, it is simple to obtain closed-form expressions for the probability densities involved. In particular, the copula density of the output $Y$ reads as in (12), where $F_X(x)$ is an operator that element-wise applies transform sampling (via Gaussian cumulative distributions) to the components of $X$ such that $(u, v) = (F_X(x), F_Y(y))$ and $\Sigma_N = \Sigma_N \odot I$, where $A \odot B$ denotes the Hadamard product between $A$ and $B$.

In Fig. we illustrate the KL divergence (in bits) between the ground-truth and the neural estimator obtained using the $f$-GAN generator reported in Tab. To work with non-uniform copula structures, we study the case of non-diagonal noise covariance matrix $\Sigma_N$. In particular, we impose a tridiagonal covariance matrix such that $\Sigma_N = \sigma_N^2 I + R$ where $R_{i,i} = 1$ with $i = 1, \ldots, d$, and $R_{i,i+1} = \rho$, with $i = 1, \ldots, d - 1$ and $\rho = 0.5$. Moreover, Fig. also depicts the quality of the approximation for different values of the signal-to-noise ratio (SNR), defined as the reciprocal of the noise power $\sigma_N^2$, and for different dimensions $d$. To provide a numerical comparison, we also report the KL divergence $D_{KL}(c_V || \hat{c}_V)$ between the ground-truth and the flat copula density $\pi_V = 1$. It can be shown that when $c_V$ is Gaussian, we obtain

\[
    D_{KL}(c_V || \pi_V) = \frac{1}{2} \log \left( \frac{\det(\Sigma_N + I)}{\det(\Sigma_N + I)} \right). \quad (18)
\]

Notice that in Fig. we use the same simple neural network architecture for both $d = 2$ and $d = 10$. Nonetheless, CODINE can accurately approximate multidimensional densities even without any further hyper-parameter search. Fig. reports a comparison between ground-truth and estimated copula densities at 0 dB in the case of independent components ($\rho = 0$) and
correlated components ($\rho = 0.5$). It is worth mentioning that when there is independence between components, the copula density is everywhere unitary $c_V(v) = 1$. Hence, independence tests can be derived based on the structure of the estimated copula via CODINE, but we leave it for future discussions.

V. APPLICATIONS

A. Mutual Information Estimation

Given two random variables, $X$ and $Y$, the mutual information $I(X;Y)$ quantifies the statistical dependence between $X$ and $Y$. It measures the amount of information obtained about one variable via the observation of the other and it can be rewritten also in terms of KL divergence as $I(X;Y) = D_{KL}(p_{XY} \| p_X p_Y)$. From Sklar's theorem, it is simple to show that the mutual information can be computed using only copula densities as follows

$$I(X;Y) = \mathbb{E}_{(u,v) \sim c_{UV}(u,v)} \left[ \log \frac{c_{UV}(u,v)}{c_U(u)c_V(v)} \right].$$

Therefore, (19) requires three separate copula densities estimators, each of which obtained as explained in Section III. Alternatively, one could learn the copulas density ratio via maximization of the variational lower bound on the mutual information. Using again Fenchel duality, the KL divergence

$$D_{KL}(c_{UV} \| c_U c_V) = \int_{[0,1]^2} c_{UV}(u,v) \log \left( \frac{c_{UV}(u,v)}{c_U(u)c_V(v)} \right) du dv$$

(20)
corresponds to the supremum over $T$ of

$$\mathcal{J}_{KL}(T) = \mathbb{E}_{c_{UV}} \left[ T(u,v) \right] - \mathbb{E}_{c_U c_V} \left[ \exp \left( T(u,v) - 1 \right) \right].$$

When $X$ is a univariate random variable, its copula density $c_U$ is unitary. Notice that (21) can be seen as a special case of the more general (5) when $f$ is the generator of the KL divergence and the second expectation is not done over independent uniforms with distribution $\pi_U$ but over samples from the product of copula densities $c_U \cdot c_V$. We estimate the mutual information between $X$ and $Y$ in the AWGN model using the generators described in Tab.1, Fig.3, and Fig.4 show the estimated mutual information for $d = 1$ and $d = 5$, respectively, and compare it with the closed-form capacity formula $I(X;Y) = d/2 \log_2(1 + SNR)$.

B. Data Generation

As a second application example, we generate $n$ new pseudo-observations $\{\hat{u}^{(1)}, \ldots, \hat{u}^{(n)}\}$ from $c_U$ by deploying a

Markov chain Monte Carlo (MCMC) algorithm. Validating the quality of the generated data provides an alternative path for assessing the copula estimate itself. We propose to use Gibbs sampling to extract valid uniform realizations of the copula estimate. In particular, we start with an initial guess $\hat{u}^{(0)}$ and produce next samples $\hat{u}^{(i+1)}$ by sampling each component from univariate conditional densities $\hat{c}_U(u^{(i+1)}_j | u^{(i+1)}_1, \ldots, u^{(i+1)}_{j-1}, u^{(i)}_{j+1}, \ldots, u^{(i)}_d)$ for $j = 1, \ldots, d$.

It is clear that the generated data in the sample domain is obtained via inverse transform sampling through the estimated quantile functions $F_{\hat{x}_i}$.

Consider a bi-dimensional random variable whose realizations have form $x = [x_1, x_2]$ and for which we want to generate new samples $\hat{x} = [\hat{x}_1, \hat{x}_2]$. To force a non-linear statistical dependence structure, we define a toy example $x$ as $x = [\sin(t), t \cos(t)] + n$, where $t \sim \mathcal{N}(0,1)$ and $n \sim \mathcal{N}(0, \sigma^2 I)$ with $\sigma = 0.1$. We use CODINE to estimate its copula density and sample from it via Gibbs sampling. Fig.4 compares the copula density estimate obtained via kernel density estimation (Fig.4d) with the estimate obtained using CODINE (Fig.4b). It also shows the generated samples in the uniform (Fig.4d) and in the sample domain (Fig.4f). Lastly, the difference between $x$ and $\hat{x}$ are mainly due to Gibbs sampling mechanism as it can be observed from Fig.4d and Fig.4f.

VI. CONCLUSIONS

This paper presented CODINE, a copula density neural estimator. It works by maximizing a variational lower bound on the $f$-divergence between two distributions defined on the uniform probability space, namely, the distribution of the pseudo-observations and the distribution of independent uniforms. CODINE also provides alternative approaches for measuring statistical dependence, mutual information, and for data generation.
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