Quantum stabilization of photonic spatial correlations
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Abstract
The driven, dissipative Bose–Hubbard model (BHM) provides a generic description of collective phases of interacting photons in cavity arrays. In the limit of strong optical nonlinearities (hard-core limit), the BHM maps on the dissipative, transverse-field XY model (XYM). The steady-state of the XYM can be analyzed using mean-field theory, which reveals a plethora of interesting dynamical phenomena. For example, strong hopping combined with a blue-detuned drive, leads to an instability of the homogeneous steady-state with respect to antiferromagnetic fluctuations. In this paper, we address the question whether such an antiferromagnetic instability survives in the presence of quantum correlations beyond the mean-field approximation. For that purpose, we employ a self-consistent \(1/z\) expansion for the density matrix, where \(z\) is the lattice coordination number, i.e. the number of nearest neighbors for each site. We show that quantum fluctuations stabilize a new homogeneous steady-state with antiferromagnetic correlations in agreement with exact numerical simulations for finite lattices. The latter manifests itself as short-ranged oscillations of the first and second-order spatial coherence functions of the photons emitted by the array.
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1. Introduction

Photonic systems provide an ideal platform for the study of many-body physics far from equilibrium. In particular, coupled nonlinear cavities allow to engineer strongly correlated and exotic states of light with interesting spatial structure. For example, non-trivial spatial order of interacting photons associated with a breaking of the translational lattice symmetry was predicted due to fermionization [1, 2], modulated pumping [3], long-range interactions [4, 5], and geometric frustration [6]. While early works in this context were mostly theoretical, the recent progress in various cavity QED technologies, e.g. based on cold atoms, exciton-polaritons, and superconducting circuits, led to first experimental realizations of small photonic quantum simulators [7–13] (for two recent reviews, see [14, 15]).

The experimental advances in assembling nonlinear photonic cavity systems is also a strong motivation for developing novel mathematical tools and methodology. The key object is typically a master equation, which describes the dynamical evolution of the system density matrix \(\rho\). Solving the master equation exactly is a formidable numerical task [16]. In the limit of weak optical nonlinearities, it is typically sufficient to use semiclassical methods and include quantum fluctuations by accounting for Gaussian fluctuations or by using stochastic wave function methods [17]. Recently, it was proposed that the presence of a lattice may lead to emergent equilibrium behavior even in strongly driven, dissipative systems, which then facilitates the use of standard renormalization group techniques [18, 19]. However, in the opposite limit of strong optical nonlinearities and weak hopping, typically neither semiclassical nor quasi-equilibrium methods provide a suitable starting point for a theoretical analysis. Under weak driving conditions, exact diagonalization and quantum trajectories [20–23] allow to successfully address this problem for small system sizes. Large-scale numerical methods based on tensor networks [6, 24–28] can be applied to infinite lattices, but are mostly limited to one-dimension (1D). A recently developed corner-space renormalization technique [29] may provide an alternative also in two-dimensions (2D).
Decoupling mean-field theory allows to describe exactly local quantum fluctuations beyond semiclassical methods and is correct in infinite lattice dimensions, thus providing a simple tool to gain first insights into the qualitative physics at hand [5, 19, 30–37]. Recent efforts to improve on the mean-field approximation include perturbative [38, 39], projective [40], cluster [41], variational [42] and equations-of-motion approaches [43]. In [44], we developed a systematic expansion around the decoupling mean-field solution in powers of the inverse dimensionality parameter $1/z$ (with $z$ being the number of nearest neighbors). Such an expansion was originally developed in order to calculate ground and excited states of lattice systems in equilibrium [45–47]. First non-equilibrium versions were discussed in [48–50]. In [44], we expanded on previous efforts by developing a self-consistent scheme to solve for the density matrix up to second order in $1/z$. We showed, that the self-consistency condition substantially improves the results of a bare second-order expansion and compares well with large-scale numerical methods.

Here, we study the dissipative, transverse-field XY model (XYM), which describes coupled-cavity arrays in the limit of large optical nonlinearity, in order to address the role of quantum fluctuations beyond mean-field theory. A decoupling mean-field theory combined with linear stability analysis predicts a symmetry-breaking instability towards antiferromagnetic order beyond a critical value of the hopping $J$ [36]. In this parameter regime, no stable, homogeneous steady-state exists. Such an antiferromagnetic instability is particularly interesting since the spin–spin couplings in the effective Hamiltonian are purely ferromagnetic.

Using exact quantum trajectory simulations of finite lattices, one finds instead a homogeneous steady-state with antiferromagnetic spatial correlations, rather than antiferromagnetic order of the steady-state itself. Unfortunately, the lattice sizes were too small ($\sim 12$ sites) to conclude about critical behavior in the infinite system as signaled by a closing of the Liouvillian gap.

In this paper, we employ a self-consistent $1/z$ expansion to discuss the role of spatial correlations and quantum fluctuations in the infinite system beyond the mean-field approximation. We show that quantum fluctuations destroy the symmetry-breaking instability and stabilize a homogeneous steady-state with antiferromagnetic correlations in agreement with exact numerical simulations. The latter manifest as short-range oscillations of the photonic spatial coherence functions, which can be measured by detecting the photons emitted by the cavity array. We also provide simple arguments to describe the origin of the antiferromagnetic correlations in the lattice. Our results demonstrate that the self-consistent version of the $1/z$ expansion provides a valid and comparably simple tool for the study of quantum fluctuations and spatial correlations in driven, dissipative systems.

In the following, we introduce the model for the driven, dissipative cavity array in section 2 and describe the $1/z$ expansion in section 3. In section 4, we review the results of mean-field theory and a linear stability analysis before we describe our results beyond the mean-field approximation in section 5. We conclude with a brief summary and outlook in section 6.

2. Model

Our starting point is the Bose–Hubbard model (BHM)

$$H = \sum_i h_i + \frac{1}{z} \sum_{\langle ij \rangle} J_{ij} a_i^\dagger a_j,$$

$$h_i = -\Delta n_i + U n_i(n_i - 1)/2 + f a_i + f^* a_i^\dagger$$

(1)

describing photons hopping on a lattice of nonlinear cavities, where each cavity is described by the local Hamiltonian $h_i$ expressed in terms of the bosonic operator $a_i$ and the associated density operator $n_i = a_i^\dagger a_i$. Here, each site $i$ is coherently pumped with strength $f = |f| \exp(i\varphi)$, where $\varphi$ is the phase of the external drive, as described by the last term in $h_i$. The cavity frequency is renormalized to $\Delta = \omega_p - \omega_c$ in a frame rotating with the drive frequency $\omega_p$, while $U$ is the local Kerr nonlinearity. The second term in $H$ describes photons hopping to $z$ nearest-neighbor cavities with amplitude $J = -J$; the factor $1/z$ in equation (1) ensures that the bandwidth of the photon dispersion is $2J$, independent of the lattice dimension $D = z/2$, and guarantees a regular limit $z \to \infty$. The dissipative dynamics for the density matrix $\rho$ is described by a Lindblad’s master equation

$$\dot{\rho} = -i[H, \rho] + \frac{\kappa}{2} \sum_i D[a_i] \rho,$$

(2)

where $D[a] \rho = 2a\rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a$ and $\kappa$ is the photon decay rate. This model can be realized in quantum engineered settings using state-of-the-art semiconductor—[51] as well as superconductor technologies [52–54].

In the limit of large on-site nonlinearity (hard-core limit $U \to \infty$), the double occupation of lattice sites is suppressed and the local Hilbert space cutoff $n_p$ (i.e. the maximal number of photons per site) can be restricted to unity ($n_p = 1$). In this regime, photon operators are mapped to spin Pauli operators $a_i \rightarrow \sigma_i^x$, $n_i \rightarrow (\sigma_i^z + 1)/2$ with corresponding ground $|g\rangle = |0\rangle$ and excited $|e\rangle = |1\rangle$ states, where $|0\rangle/(|1\rangle)$ denote photon Fock states with zero (one) photons at site $i$. In this limit, the BHM can be written as

$$H = \sum_i h_i + \frac{1}{z} \sum_{\langle ij \rangle} J_{ij} (\sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y + i\sigma_i^z \sigma_j^z + i\sigma_i^z \sigma_j^z),$$

$$h_i = -\Delta (\sigma_i^z + 1)/2 + |f| \cos(\varphi) \sigma_i^x + |f| \sin(\varphi) \sigma_i^y.$$  

(3)

The model Hamiltonian (3) above resembles a spin-1/2 XYM with ferromagnetic couplings between nearest-neighbor Pauli spins $J_{ij} = -J$, transverse field $\Delta$ and in-plane field $f$. Dissipation is taken into account as in (2) by replacing the collapse operators $a_i \rightarrow \sigma_i^z$. In the rest of the paper, we will investigate the effective spin model (3) rather than the full BHM.
is coupled to the three-site term $\rho_{ijk}^c$, which is of order $1/z^2$ and so on, resulting in a systematic expansion in powers of $1/z$ [48]. Such a scaling of correlations is known from the Bogoliubov–Born–Green–Kirkwood–Yvon hierarchy of statistical mechanics [50, 55]. Including correlations $\rho_{ij}^c$, $\rho_{ik}^c$ and solving iteratively allows for a systematic improvement of the mean-field solution. This self-consistent approach is described in the appendix A and it has been shown to yield accurate results when compared to exact methods [44].

4. Mean-field theory and stability analysis

In order to solve equation (4), we first employ the mean-field approximation, where the connected two-site density matrix $\rho_{ij}^c$ is set to zero. We also express the local density matrix as a vector $\rho_i = [\rho_{i0,0}, \rho_{i0,1}, \rho_{i1,0}]^T$. For the steady-state with $\rho_i = 0$, we obtain three coupled nonlinear equations, which can be cast into the form of a single cubic equation for the density $n = (|\sigma|^2 + 1)/2$ and solved analytically. For hopping (spin–spin coupling) values $J$ larger than a critical value $J_c(\Delta, f)$ the cubic equation exhibits three real solutions where only two are dynamically stable and correspond to a low density phase $n \approx 0$ and a high density (saturated) phase $n \approx 1/2$. In this work, we focus on a regime of parameters with $J < J_c$ where there is only one solution to the cubic equation with an intermediate density $n$. Yet, the nonlinearity induced by the hopping $J$ gives rise to an interesting phase diagram characterized by inhomogeneous dynamical instabilities which can only be captured by studying the stability of the homogeneous density phase to perturbations with a finite momentum $k$. The phase diagram of the model (3) is very rich and can also exhibit limit cycle phases, which we do not investigate here [36]. In order to address the stability of the homogeneous density phase, we perform a linear stability analysis of the mean-field steady-state $\rho^{ss}$ and write the density matrix as $\rho_i = \rho^{ss} + \delta\rho_i$, where $\delta\rho_i$ denotes small fluctuations on top of the mean-field. Expanding equation (4) to linear order in the fluctuations, one finds for each $k$ in the first Brillouin zone a linear equation of the form

\[
i\frac{d}{dt}\delta\rho_k = J_k\delta\rho_k
\]

with $J_k = 1/\xi^2 \sum e^{-ik r} \delta\rho_i$. Here, $r_i$ denotes the position of site $i$, $N$ is the number of sites and $J_{ki}$ the Jacobian matrix derived from the linearization

\[
J_k = -2\hat{\phi}^* \Delta - i\kappa/2 - J_k X
\]

with $\phi = \rho_{00}^c$, $X = \rho_{11}^c - \rho_{00}^c$ and $\hat{\phi} = f - J\phi$. The lattice geometry enters the Jacobian matrix through the dispersion relation $J_k = 1/\xi^2 \sum e^{i\kappa(\gamma - r)}$. In the following, we focus on the 1D case with $J_k = -J \cos k$, $k = 2\pi p/N$, $p = 0, \ldots, N-1$. The steady-state solution $\rho^{ss}$ is stable if all the eigenvalues $\nu_k$ of the Jacobian have a negative imaginary part.

3. 1/z expansion

In order to solve for the nonequilibrium steady-state (NESS) of equation (2), $\rho = 0$, we make use of an expansion in the inverse coordination number of the array ($\sim 1/z$). This method was introduced to study the equilibrium properties of Hubbard-like models [45–47] and was recently extended to non-equilibrium [48] and driven-dissipative systems [44, 50]. We define the reduced density matrices of one and two lattice sites $\rho_i = \text{tr}_r [\rho]$ and $\rho_{ij} = \text{tr}_{r,r'} [\rho]$. The two-sites density matrix can be decomposed into a factorizable and a correlated term as $\rho_{ij} = \rho_i \rho_j + \rho_{ij}^c$. Starting from equation (2), one finds the dynamics of the reduced density matrix $\rho_i$,

\[
i\dot{\rho}_i = \mathcal{L}_i \rho_i + \frac{1}{z} \sum_{j \neq i} \text{tr}[\mathcal{L}_{ij}^S \rho_j \rho_i + \rho_{ij}^c].
\]

Above, we introduced the notation $\mathcal{L}_{ij}^S = \mathcal{L}_{ij} + \mathcal{L}_{ji}$, $\mathcal{L}_{ij} \rho = J_{ij} [\sigma_i \sigma_j, \rho]$ and $\mathcal{L}_i \rho = [h_i, \rho] + i(\kappa/2)D[\sigma_i, \rho]$. The equation for $\rho_i$ is coupled to the correlated part $\rho_{ij}^c$ of the two-site density matrix that is of order $1/z$. The latter’s dynamics

Figure 1. (a) Region of mean-field instability (dark and light red) for the pumped and dissipative XYM for fixed hopping $f/\kappa = 2.25$. Including quantum fluctuations to first order corrections in $1/z$ stabilizes a homogeneous steady-state with antiferromagnetic correlations for $\Delta/\kappa \gtrsim 0.5$ (light red). Panel (b) shows the eigenvalues of the Jacobian matrix $\lambda_i$ in the complex plane for $f/\kappa = 1.3$ and $\Delta/\kappa = 0.75$ (blue dot in (a)), with the $k$ values in the first Brillouin zone in color code. Note that at fixed $k$ the Jacobian (5) has three eigenvalues (the arrows illustrate how the flow in the complex plane of each eigenvalue as a function of $k$). The eigenvalue with the largest positive imaginary part is found for $k = \pi$ (red) corresponding to an antiferromagnetic instability of the homogeneous mean-field steady-state. Panel (c) shows the eigenvalues in the complex plane for the same parameters as in (b), but calculated with a density matrix including $1/z$ corrections. All eigenvalues have negative imaginary part corresponding to a stable steady-state.
(at fixed $k$ the Jacobian (5) has three eigenvalues). If one of the eigenvalues develops a positive imaginary part, the steady-state becomes unstable.

In [36], it was discussed that different instabilities—which can be classified using the eigenvalue with the largest (positive) imaginary part of the Jacobian matrix—of the steady-state solution $\rho_{ss}$ arise for positive detuning $\Delta > 0$ and finite hopping $J$, with $J$ lower than the critical threshold $J_c$ for bistability. We find that for $J/\kappa \gtrsim 2$ a region characterized by a unique instability shows up, see figure 1(a). The red area in the figure marks the region of the instability at fixed $J/\kappa = 2.25$ in a plane defined by pump strength $f$ and detuning $\Delta$. In the unstable regime, the eigenvalue at $k = \pi$ has the largest (positive) imaginary part (see figure 1(b)). The fluctuations on top of the steady-state are thus mostly antiferromagnetically ordered.

5. Quantum fluctuations beyond mean-field

We now go beyond the mean-field description and study site-site correlations to first order in $1/\varepsilon$ using the self-consistent scheme developed in [44]. The main steps of the method are briefly outlined in appendix A. We find that quantum fluctuations beyond the mean-field approximation stabilize a homogeneously steady-state in a large range of parameters, see light red area in figure 1(a) for $\Delta/\kappa \gtrsim 0.5$. In figure 1(c), we plot the eigenvalues of the steady-state and find no instability. Interestingly, the antiferromagnetic instability of the mean-field solution is replaced by antiferromagnetic correlations of the new steady-state characterized by the correlation functions

$$C_{0j}^{\alpha} = \langle \sigma_j^{\alpha \sigma_0^{\alpha \dagger}} \rangle - \langle \sigma_0^{\alpha \sigma_0^{\alpha \dagger}} \rangle^2 \tag{7}$$

with $j = 1, \ldots, N$ and $\alpha = x, y$. In figures 2(a) and (b) we show the spatial dependence of the correlators in (7). We find short-range antiferromagnetic correlations along the $y$ direction with $C_{0j+y}^{0y} < 0$ for odd sites and $C_{0j}^{0y} > 0$ for even sites for a vanishing phase of the drive $\varphi = 0$. The extent of the correlations is estimated by fitting the absolute value of the correlator $|C_{0j}^{0y}|$ with a decaying exponential, i.e. $|C_{0j}^{0y}| \propto \exp(-j/\xi)$ yielding a correlation length $\xi \approx 2$.

The antiferromagnetic correlations develop only in the $x$-$y$ plane. Interestingly, the direction of such correlations can be tuned via the phase $\varphi$ of the external drive with $f = |f|e^{i\varphi}$ in equation (1), see figure 2(b), where we show the nearest-neighbor correlator $C_{01}^{0y}$ for $\alpha = x, y$. When $\varphi = 0$, the homogeneous drive is in the $x$ direction and antiferromagnetic correlations develop predominantly in the $y$ direction. For $\varphi = \pi/2$, the drive is in the $y$ direction and antiferromagnetic correlations are pronounced in the $x$ direction. It is important to note that while figure 2(b) shows only the nearest-neighbor correlator $C_{01}^{0y}$, the antiferromagnetic correlations in the $x$ or $y$ direction (depending on the value of the drive phase $\varphi$) extend to larger distances, as shown in figure 2(a). We also note that the nearest-neighbor correlator $C_{01}^{0y}$ oscillates roughly with a period of $\pi$ between positive and negative values. If we focus on $C_{01}^{0y}$ for simplicity, we note that the minima in the oscillations are shifted with respect to $\varphi = 0, \pi$; this effect is due to different harmonics in $\varphi$ and will be explained below using a minimal model with two coupled spins.

The observed symmetry between the $x$ and $y$ direction is not accidental and can be explained as follows. In the absence of a drive, $f = 0$, the Hamiltonian as well as the Lindblad dissipator are invariant under the continuous $U(1)$ symmetry $U_\theta(t) = U(t) = U(t_0) \exp(-i \theta \sigma_j^{0y})$. When the drive is finite, $f \neq 0$, this symmetry is broken explicitly. In particular, when $\theta = \pi/2$, we have

$${\sigma}_j^{0y} = U_\pi(\pi/2)\sigma_j^{0y} U_\pi^\dagger(\pi/2),$$

$${-\sigma}_j^{0y} = U_\pi(\pi/2)\sigma_j^{0y} U_\pi^\dagger(\pi/2),$$

which does not leave the drive part of the Hamiltonian (3) invariant. It is simple to verify that the transformation (8) is equivalent to the map $|f|e^{i\varphi} \to |f|e^{i\varphi - \pi/2}$; in other words, the unitary operator $U_\pi(\theta)$ together with the parametric transformation $|f|e^{i\varphi} \to |f|e^{i(\theta + \varphi)}$ leaves the Hamiltonian (3) invariant. The resulting $x$-$y$ symmetry is responsible for the
alternation observed in figure 2(b) between x and y nearest-neighbor correlators with a period of $\pi/2$. It is important to stress that the spatial correlations discussed in figure 2 have a simple interpretation in terms of the original photonic operators, namely they are related to the first-order coherence of the photons emitted by the cavities. The first-order photon coherence function is the sum of the correlators in x and y direction, i.e.

$$g^{(1)}_{ij} = \langle a_i^+ a_j \rangle = \frac{1}{4}(C^*_i J + C^*_j J) + \langle \sigma_i^x \rangle \langle \sigma_j^x \rangle. \quad (9)$$

Consequently, antiferromagnetic correlations in either x or y direction manifest as spatial oscillations of the first-order coherence function (see inset in figure 2(a)). These oscillations can be interpreted as a modulation of the homodyne signal for $C^*_i J$. The results discussed in this paper are thus directly observable via photon emission spectroscopy.

Another interesting effect manifest in figure 2(a) is the different behavior of the correlator $C^*_i J$ depending on the value of detuning $\Delta$. We find that for negative detuning $\Delta < 0$ the correlator in the y direction exhibits ferromagnetic correlations extending further out in the lattice, i.e. the correlations in the y direction change from ferromagnetic to antiferromagnetic (F–AF) depending on the sign of detuning. We note that by the symmetry argument outlined above the correlator changes sign for negative detuning $\Delta < 0$. The results discussed in this paper are thus directly observable via photon emission spectroscopy.

Figure 3. Ferromagnetic–antiferromagnetic (F–AF) crossover in the nearest-neighbor spin–spin correlator along the y direction $C^*_i J$ in the steady-state as calculated with the $1/2$ method to first order (line) and with exact diagonalization (symbols) for a 1D lattice of $N = 6$ sites. The correlator is shown as a function of detuning $\Delta/\kappa$ at fixed drive strength $f/\kappa = 1.3$ and hopping $J/\kappa = 2.25$. The vertical dotted line marks the value $\Delta = 0$ where the correlator changes sign (see text). The gray shaded region marks the parameter regime, where the new steady-state is established (shaded area in figure 1).

This simple result further explains the dependence of the y correlator on the sign of the detuning as well as on the phase of the drive with period $\pi$ found in figure 2(b). Note, that the contribution in equation (10) proportional to $\sin(2\varphi)$ is of higher order in $\kappa/|\Delta|$: we included it explicitly in our result since it is responsible for the shift in the oscillations minima with respect to $\varphi = 0, \pi$ observed in figure 2(b). We note that by the symmetry argument outlined above the same analysis can be carried out for the x component. Finally, we remark that an apparently similar F–AF crossover was also reported in [56] based on tensor network simulations for 1D arrays; this result, however, concerned the spin correlator along the z direction, which maps to the second-order coherence of the photons emitted by the cavities [57] and manifests an opposite dependence on detuning $\Delta$. This effect can also be explained in terms of the selective excitation of the symmetric superposition state depending on the sign of detuning, see [44].

6. Summary and conclusion

In summary, we applied a self-consistent $1/2$ expansion to study the NESS of the pumped and dissipative XYM beyond the mean-field approximation. We have shown that quantum fluctuations to order $1/2$ suppress an antiferromagnetic instability in part of the phase diagram and stabilize a
homogeneous steady-state with antiferromagnetic correlations instead. We have provided simple arguments to describe the origin of the antiferromagnetic correlations in the lattice, which we confirmed by analytic calculation for a minimal model of two coupled spins. Our results are consistent with exact numerical methods based on tensor networks and quantum trajectories. While the latter require rather heavy computational efforts, our method can be carried out with modest computational resources. This motivates further simulations of dissipative spin chains [58, 59], bistability and phase transitions [60], as well as more complex systems in (possibly) higher lattice dimensions (2D, 3D) such as Rydberg polaritons, exciton-polaritons, trapped ions and superconducting transmon qubits.
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**Appendix A. Hierarchy equations and self-consistent iteration scheme**

Starting from equation (2), we obtain the equation of motion for the reduced density matrices up to order $1/z$ [48, 49], i.e.

$$i\dot{\rho}_i = L_i \rho_i + \frac{1}{z} \sum_{j \neq i} \text{tr}[L^S_{ij}(\rho_j \rho_i + \rho_i \rho_j^\dagger)], \quad (A1a)$$

$$i\dot{\rho}^{\varepsilon}_g = L_i \rho^{\varepsilon}_g + \frac{1}{z} L^S_{ij}(\rho_j \rho_i + \rho_i \rho_j^\dagger) - \frac{\rho}{z} \text{tr}[L^S_{ij}(\rho_j \rho_i + \rho_i \rho_j^\dagger)]$$

$$+ \frac{1}{z} \sum_{k \lt j} \text{tr}[L^S_{ik}(\rho_k \rho_i + \rho_i \rho_k^\dagger)] + (i \leftrightarrow j) \quad (A1b)$$

with $L^S_{ij} = L_{ij} + L_{ji}$, $L_{ij} \rho = J_i [a_i^\dagger a_j, \rho]$ and $L_{ij} \rho = [\rho_i, \rho] + i(\kappa/2)D[a_i, \rho]$, see main text. The method to solve the system of equations (A1) has been described in [44] and we discuss here the main steps. In the mean-field limit of infinite coordination number ($z \to \infty$) all connected density matrices are zero and one only needs to solve equation (A1a), which is nonlinear and can have multiple solutions. However, in order to account for spatial correlations, one needs to evaluate the density matrix to higher order in $1/z$ and also solve the equations of motion for the connected density matrices. Utilizing the scaling hierarchy $\rho^{\varepsilon}_{n1, n2, \ldots, ns} \sim \mathcal{O}(1/z^{s-1})$ one keeps on the rhs of each equation only terms up to order $1/z^{s-1}$, where $s$ is the number of lattice sites in the connected density matrix on the lhs of each equation (i.e. the underlined terms are neglected). The resulting system of equations is then closed and can be solved self-consistently (for details of the self-consistency scheme, see [44]).

**Appendix B. Perturbative expansion for the dimer model**

We start from the master equation (2) for a system described by the XYM in (3) with $N = 2$ sites and the associated four basis states $|G\rangle = |gg\rangle$, $|L\rangle = |eg\rangle$, $|R\rangle = |ge\rangle$, $|E\rangle = |ee\rangle$. We solve the resulting system of equations perturbatively by expanding the matrix elements $\rho_{ij} = \langle G|\rho|G\rangle$ etc in powers of $f/\kappa$. To leading order we obtain

$$\rho_{LL} = \rho_{RR} = \frac{\langle f | f \rangle}{\langle \Delta | f \rangle^2},$$

$$\rho_{EL} = \rho_{ER} = \frac{\langle f | f \rangle}{\langle \Delta | f \rangle^2},$$

$$\rho_{EE} = \frac{\langle f | f \rangle}{\langle \Delta | f \rangle^2}; \quad (B1)$$

with $\Delta_\kappa = \Delta + i\kappa/2$ and $\Delta_\kappa = \Delta_\kappa + J/2$. The observables in (7) are expressed in terms of these matrix elements as

$$C_{ll} = \frac{1}{2} \frac{\text{tr}[\rho_{LL} - 4\rho_{EE}]}{\text{tr}[\rho]} - 4 \frac{\text{Im}[\rho_{LL}]}{\text{tr}[\rho]} \quad (B2)$$

with $\text{tr}[\rho] = 1 + 2\rho_{LL} + \rho_{EE}$. Inserting the solutions (B1) in equation (B2) and expanding the resulting expression to leading order in $f/\kappa$, we obtain the analytic results for the correlators discussed in the main text.
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