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X-ray absorption spectroscopy measured at the \textit{L}-edge of transition metals (TMs) is a powerful element-selective tool providing direct information about the correlation effects in the 3d states. The theoretical modeling of the $2p \rightarrow 3d$ excitation processes remains to be challenging for contemporary \textit{ab initio} electronic structure techniques, due to strong core-hole and multiplet effects influencing the spectra. In this work we present a realization of the method combining the density-functional theory with multiplet ligand field theory, proposed in Haverkort \textit{et al.} [Phys. Rev. B \textbf{85}, 165113 (2012)]. In this approach a single-impurity Anderson model (SIAM) is constructed, with almost all parameters obtained from first principles, and then solved to obtain the spectra. In our implementation we adopt the language of the dynamical mean-field theory and utilize the local density of states and the hybridization function, projected onto TM 3d states, in order to construct the SIAM. The developed computational scheme is applied to calculate the \textit{L}-edge spectra for several TM monoxides. A very good agreement between the theory and experiment is found for all studied systems. The effect of core-hole relaxation, hybridization discretization, possible extensions of the method as well as its limitations are discussed.

\section{I. INTRODUCTION}

The interaction of x rays with matter gives insights into structural, chemical and electronic properties of materials. For instance, spectroscopy is used nowadays to find materials for catalysis purposes\cite{1, 2}, hydrogen storage\cite{3, 4}, batteries\cite{5} and many more. Development of the synchrotron radiation facilities allowed to make spectroscopic analyses with an unprecedented speed and resolution. The recently achieved increase in the experimental resolution, e.g. with the use of crystal analyzers\cite{6}, allowed to resolve more detailed features in the absorption spectra\cite{7}. This advancement of experimental tools constantly challenges the existing theoretical methods aimed at calculating X-ray spectroscopy, and forces the researchers to refine the approximations they use.

The \textit{L}-edge x-ray absorption spectroscopy (XAS) of the transition metals (TM) is particularly interesting and informative. In this type of experiments one primarily probes the possible transitions from the core 2p to unoccupied 3d levels. A variety of exotic phenomena such as charge, spin and orbital orderings\cite{8}, Mott transitions\cite{9, 10}, Kondo resonances, multiferroicity\cite{11} and superconductivity\cite{12} originate from the correlation effects in the 3d states. Thus, the 3d states play a decisive role in defining many important properties of the TM compounds and the \textit{L}-edge XAS directly provides their fingerprints. Another serious advantage of \textit{L}-edge XAS is the applicability of the so-called sum-rules\cite{13, 14}. This makes it possible to extract the element-resolved spin and orbital moments in ferrimagnetic materials.

As to the theoretical modeling of XAS, initially there were two main groups of methods: the ones based on density functional theory (DFT)\cite{15} and those utilizing atomic multiplet theory\cite{16}. For a review of both classes of methods, see Refs. 17 and 18. The methods based on DFT are in principle parameter-free and provide a very detailed description of the chemical structure. On the other hand, they drastically simplify the electron-electron correlations and therefore work best for itinerant electron systems. The atomic multiplet theory is completely the opposite, as it is intended to describe exactly all many-body interactions within an isolated ion. The theory best describes very localised electronic states, like 4$f$ orbitals of rare-earth elements. All effects like crystal field splitting and hybridisation have to be taken into account by introducing \textit{ad hoc} parameters, which resulted in the development of the multiplet ligand field theory (MLFT)\cite{19}. The main drawback of the latter is an ambiguity in the choice of the parameters, which can drastically affect the final results (see, e.g., Ref. 20).

This work concerns the study of TM monoxides, since they exhibit a correlation-driven insulating state and have been extensively studied both theoretically and experimentally\cite{10, 21–25}. In order to be able to calculate the \textit{L}-edges of TMs in these systems, a method which takes into account both multiplet and band-structure effects is required. There are three main reasons for that. First of all, the crystal field strength is estimated to be of the order of few eVs\cite{26} and the metal-oxygen hy-
bridization is appreciable, giving rise, for example, to the super-exchange interactions, that lead to a magnetic order at low temperature [27]. Second, even the description of the ground state of TM oxides (TMO) using conventional first-principles DFT-based methods remains a problem, which manifests itself in the wrongly predicted metallic character. The complexity of TMOs lays in the fact that the 3d orbitals are neither completely localised (like the 4f states in rare-earth metals), nor itinerant (like sp-states of Al). In order to capture both atomistic and band characters, several methods accounting for strong on-site correlation effects have been proposed, such as DFT+U [28] and DFT plus dynamical mean field theory (DFT+DMFT) [29]. Since DFT+DMFT takes into account the multiplet effects, it was shown to provide a good description of valence band spectra of TMOs [24, 25]. The final reason why correlations are important in the XAS process is that the L-edge excitation involves the presence of a 2p core-hole in the final state. This creates an additional attractive potential for the valence electrons, which tends to further localise the valence states. In addition, the created core-hole has a certain symmetry, which applies additional restrictions on the allowed transitions, giving rise to very distinct multiplet features in the XAS [30].

Several attempts to include all above-mentioned effects within a single computational framework for calculating L-edges of TM's have been suggested. The state-of-the-art methods include time-dependent DFT [31, 32], multiple scattering [33], DFT+DMFT with the final-state approximation [34], configuration interaction [35] and Bethe-Salpeter equation-based [36, 37] methods. In spite of theoretical complexities, that often require heavy computational efforts, most of the methods do not deliver a sufficiently good description of XAS of TMOs. An efficient computational scheme combining DFT and MLFT has been proposed a few years ago in Ref. [38]. The method is based on construction of a compact tight-binding description of the DFT band structure by using a projection onto Wannier functions. As a second step, this information is used to parametrize the single-impurity Anderson model (SIAM) [39], which is the core of MLFT. The obtained Wannier orbitals are also explicitly used to calculate the onsite electron-electron Coulomb interactions. In Ref. [38] the suggested approach was applied to several TMOs and showed systematically good agreement between theory and experiment.

In this study we adopt an alternative realization of the DFT+MLFT method by using a different set of localized orbitals and concepts from DMFT. We present the details of the implementation and apply the developed machinery on the series of TM monoxides: MnO, FeO, CoO and NiO. The theoretical spectra are evaluated over a parameter space defined by the relevant interactions of these compounds, and a detailed comparison is made to experimental results.

![FIG. 1: Schematic picture of the L_{2,3}-edge XA process.](image)

An electron is excited from the TM-2p core states to the TM-3d valence states. Note that the energy scale is schematic. In the presently investigated compounds the binding energy $E_b$ of the 2p state is of the order of 700 eV, the spin-orbit splitting $\frac{1}{2} \zeta_p$ of the 2p level is of the order of 10 eV and the width of the unoccupied part of the 3d valence band is a few eV.

**II. THEORETICAL ASPECTS**

In the following, we describe a combined DFT+MLFT approach to compute x-ray absorption (XA) spectra. The basic process leading to the XA $L_{2,3}$ spectra is schematically depicted in Fig. 1, in which an incoming photon excites an electron from the TM-2p core states to the TM-3d valence states. The aim of this section is to treat this process in a proper theoretical framework, and will result into the final expression for XA spectrum in Eq. (9).

In principle, if one had the exact density functional describing the electron-electron interaction, it would not be possible to calculate XA spectra since Kohn-Sham quasiparticles, obtained in DFT, are only meant to describe the ground state. Furthermore, in reality, an approximate exchange-correlation functional has to be employed. The local density approximation (LDA) is derived for a density of a homogenous electron gas, giving rise to results, if applied to complex materials, of approximate character. In the approach presented in this work, we instead treat the Coulomb interaction on a many-body level within MLFT, by solving the SIAM for valence 3d electrons. All other quantities, such as crystal field and
hybridisation are assumed to be well-described by DFT. The solution of the SIAM is used to obtain the excitation spectrum.

Our theory is a generalization of the DFT+MLFT presented in Ref. [38] by using the language of DMFT. This allows us to go beyond the cluster model, where the TM 3d orbitals hybridize only with nearest-neighbor ligands [40]. The formulated approach is rather general and does not depend on the particular implementations of its steps. Nevertheless, the calculated XA spectra will depend on the choice of local orbitals used in the SIAM. This issue is however present for all first-principle methods based on the construction of a set of localized orbitals, e.g. DFT+U, DFT+DMFT and many other, since there is no unique definition for those in a solid [29].

A. One-particle Hamiltonian and the hybridization function

In this section, we explain how the single-particle (i.e. non-interacting) Hamiltonian of the impurity and bath orbitals are constructed from DFT results.

The one-particle Green’s function of the lattice encodes the ligand-field contribution and the crystal-field splitting of the TM 3d orbitals, and is defined as the resolvent of the lattice-momentum dependent Hamiltonian $\hat{h}^{\text{DFT}}_k$: 
$$ \hat{g}_{k,0}(\omega) = ((\omega + \mu)\mathbb{1} - \hat{h}^{\text{DFT}}_k)^{-1}, $$
where $\mu$ is the chemical potential and $\mathbb{1}$ is the identity operator. The local Green’s function of the impurity orbitals situated at site $R$ is constructed by projecting $g_{k,0}(\omega)$ on the set of selected impurity orbitals:
$$ \hat{G}_{R,0}(\omega) = \sum_k \hat{P}_{R,k}\hat{g}_{k,0}(\omega)\hat{P}_{R,k}, $$
where $\hat{P}_{R,k}$ is the projection operator from lattice momentum $k$ to orthonormal orbitals on the impurity site $R$. More details about the choice of projection will be given in the next section. The hybridization function
$$ \Delta_R(\omega) = (\omega + \mu)\mathbb{1} - \hat{G}_{R,0}(\omega)^{-1} - \hat{H}_R $$
gives information at which energies and how strong the impurity interacts with its surrounding. In Eq. (3) the local Hamiltonian $\hat{H}_R$ is calculated from $\hat{h}^{\text{DFT}}_k$ by using the same projection as in Eq. (2). Formally one can write the operator in Eq. (3) in matrix form
$$ \Delta_{R,dd}(\omega) = \sum_b |V_{bd}|^2 (\omega - \epsilon_b), $$
where $V_{bd}$ are the impurity-bath hopping parameters and $\epsilon_b$ are the positions of the bath orbitals. In a generic system the sum over bath states in Eq. (4) is infinite. However, for localized impurity states, the imaginary part of the hybridization function often consists of several distinct peaks. In this case one can approximate the sum in Eq. (4) by including only a finite (and usually small) number of bath states. This approximation is routinely done in the exact diagonalization (ED) solver in DMFT [41]. This name stems from the fact that the finite-size SIAM can be exactly solved by direct diagonalization of the full many-body Hamiltonian, or at least its relevant sectors. In the presented technique, the projection is performed only on the TM 3d orbitals, which are relatively well-localised in TMOs. The influence from more delocalized O-2p states to the XAS process is incorporated in the hybridization function for the TM 3d orbitals.

B. Multiplet theory

The single-particle Hamiltonian, obtained from DFT, can be combined with Coulomb interaction terms and the resulting many-body Hamiltonian (including the core 2p-states) corresponds to a SIAM of the form:
$$ \hat{H} = \sum_{ij} \epsilon_{d_{ij}} \hat{d}^\dagger_{i,j} \hat{d}_{i,j} + \sum_i \left( \epsilon_b \hat{b}^\dagger_b \hat{b}_b + \sum_{l} V_{i,l} (\hat{d}^\dagger_l \hat{b}_b + h.c.) \right) $$$$ + \sum_i \epsilon_p \hat{p}^\dagger_i \hat{p}_i + \sum_{ijkl} \langle \hat{d}_i | \hat{l} \cdot \hat{s} | \hat{d}_j \rangle d^\dagger_i d^\dagger_j d_l d_k $$$$$ + \sum_{ijkl} U^{dd}_{ijkl} d^\dagger_i d^\dagger_j p^\dagger_k p^\dagger_l d_k, $$
where the annihilation operators $\hat{d}_i$, $\hat{b}_b$, and $\hat{p}_i$ respectively remove an electron from a 3d, a bath and a 2p-core spin-orbital state. The super-indices $i, j, k, l$ run over all spin-orbitals within the 3d-shell, the bath or the 2p-core. The non-relativistic single-particle energies are $\epsilon_{d_{ij}}$, $\epsilon_b$, and $\epsilon_p$. The spin-orbit coupling of the 3d (2p) states is described in Eq. (5) by the coupling-constant $\zeta_d$ ($\zeta_p$), the angular momentum operator $\hat{l}$ and the spin operator $\hat{s}$. The strong spin-orbit coupling for the 2p-states results in the splitting of the L_3 and L_2-edges in the XA spectrum. The on-site Coulomb repulsion between the 3d-electrons is described by the $U^{dd}$ tensor, which can be expressed via Slater-Condon integrals $F^{0}_{dd}$, $F^{2}_{dd}$ and $F^{4}_{dd}$, and the Coulomb interaction between the 2p-core hole and 3d electrons is described by the interaction tensor $U^{pd}$, which can be expressed via Slater-Condon integrals $F^{0}_{pd}$, $F^{2}_{pd}$, $F^{4}_{pd}$, $G^{1}_{pd}$ and $G^{3}_{pd}$. Slater-Condon integrals are special cases of the more general equation
$$ R^{k}(n_{1l_1}, n_{2l_2}, n_{3l_3}, n_{4l_4}) = \int_0^\infty dr r^2 \int_0^\infty dr' r'^2 R_{n_{1l_1}}(r) $$$$ \times R_{n_{2l_2}}(r') \frac{r^k}{r'^{k}} R_{n_{4l_4}}(r) R_{n_{3l_3}}(r'), $$
where $R_{n_{kl}}(r)$ is the radial part of the spherical harmonic $Y_{n_l}(\hat{r})$ and
where $R_{nl}$ is the radial wave function, $n$ is the principal quantum number and $l$ the angular momentum, namely

$$F^b(nl; n'l') = R^b(nl, n'l', n'l', nl)$$

In a cubic harmonics basis the non-spin polarized energies $\epsilon_{d,i}$, $\epsilon_{d}$, are reduced to $\epsilon_{d,i} = \epsilon_{d} + \alpha_{d}10Dq$ and $\epsilon_{d,b,t} = \epsilon_{d} + \alpha_{d}D_{b,t}$, with $t \in \{ e_{g}, t_{2g} \}$, $\epsilon_{d} = (\epsilon_{g} + \epsilon_{t_{2g}})$ averaged $3d$ (bath $b$) energy, $10Dq$ the crystal-field splitting between the $e_{g}$ and $t_{2g}$, $\delta_{t}$ the $e_{g}$-$t_{2g}$ splitting of bath state $b$, $\alpha_{e_{g}} = \frac{\sqrt{3}}{2}$ and $\alpha_{t_{2g}} = -\frac{\sqrt{3}}{2}$. In this basis also the hybridization parameter $V_{i,j}$ simplifies to $V_{b,t}$, where $V_{b,t}$ describes hopping between a 3d orbital and a bath $b$ orbital of character $t$. Appendix A describes how $V_{b,t}$ is obtained via a fitting to the hybridization function.

The solution of Eq. (5) results in the set of many-body determinants, and the corresponding eigenenergies $E_{i}$:

$$\hat{H} |i\rangle = E_{i} |i\rangle$$

Once the $|i\rangle$ corresponding to the few lowest energies are found, all statistical properties such as occupation numbers and spin moments can be directly obtained. The XA intensity is computed from

$$I(\omega) = \sum_{i} - \text{Im} \left[ (i) \frac{1}{\omega - (H - E_{i}) + i\Gamma/2} (\hat{D} |i\rangle \right] \times \exp(-\beta E_{i}),$$

where the dipole operator $\hat{D} = \epsilon \cdot \hat{r}$ describes the excitation of a 2p-core electron to the 3d-shell, with $\epsilon$ being the light polarization, $\hat{r}$ the position operator, $\Gamma$ the imaginary offset from the real axis which gives a Lorentzian broadening of the spectra, $Z$ the partition function, and $\beta$ the inverse temperature [42, 43].

### III. COMPUTATIONAL DETAILS

The isotropic XAS calculations were conducted for NiO, CoO, FeO and MnO. These TM oxides all have the same rock-salt crystal structure and experimental lattice parameters have been used [27]. Self-consistent non-spin polarized DFT calculations were performed with a $26 \times 26 \times 26$ k-point mesh sampling the Brillouin zone. We used a linear muffin-tin orbital method (LMTO) with a full-potential as well as a warped LDA potential (see below) as implemented in the “RSPT” code [44, 45] to solve the DFT problem. The set of localized impurity orbitals is constructed by projecting the total electron density on a set of Löwdin orthogonalized LMTOs for the TM 3d orbitals, denoted as ”ORT” in Ref. [25, 46]. The discretization of the hybridization function is described in Appendix A.

Most of the Slater-Condon integrals are calculated using the projected 3d wave functions. However, the screened values of $F^0_{pd}$ and $F^0_{dd}$ are difficult to calculate and are treated as tuneable parameters. It is worth mentioning that methods which allow to estimate their values from complementary experimental techniques exist [47]. From the theory side, several methods for calculating the screened value of $F^0_{dd}$ from first-principles have been proposed [48–50]. However, one should bear in mind that the screened values of both $F^0_{dd}$ and $F^0_{pd}$ depend on the choice of the projected low-energy subspace and of the correlated orbitals, and are therefore not directly transferable from one code to another [51]. On the other side, since the XA involves a charge-neutral excitation, the spectrum is not very sensitive to $F^0_{dd}$, $F^0_{pd}$ [38].

Another important aspect is the double counting (DC) correction, which has to be subtracted from the DFT-derived Hamiltonian. This is done in order to remove the contribution of the Coulomb repulsion that is already taken into account at the DFT level. The DC correction is not uniquely defined and its choice is known to influence the DFT+$U$ and DFT+DMFT results [52]. In this work, we apply a DC that is normally used in MLFT by considering the relative energy for different configurations. The charge-transfer energy is the energy difference between configurations $d^{n+1}s^{0+1}d$ and $d^{n}s^{0}$ and can be expressed as $\Delta_{CT} = \epsilon^{(0)}_{d} - \epsilon_{d} + \delta_{CT} [53]$, where $\epsilon^{(0)}_{d}$ is the on-site 3d energy before the double-counting correction. In this work, the charge transfer energy correction $\delta_{CT}$ is treated as a parameter. For all four studied systems we use $\delta_{CT} = 1.5$ eV but we remark here that the XA spectra are not very sensitive to $\delta_{CT}$. See Appendix B for more details.

A temperature of 300 K is used in Eq. (9), which is above the experimental Neel temperature for all studied systems, except for NiO [27]. The paramagnetic phase is studied by having no exchange field present in Eq. (5). The solution of the SIAM is attained using the Quanty software [38, 54–57]. The basis vectors for the ground state (GS) are obtained by using a Lanczos algorithm starting with a random $d^{n}d^{0}$ configuration, where $n_{d}$ is the (initial) occupation of $d$-orbitals, and generate the so-called tridiagonal Krylov basis.
TABLE II: Summary of the 3d occupation. The first row contains occupation used as input for the D.C. calculations presented in Sec. III, and the following rows contain occupations obtained from solving Eq. (8).

| n_{d}^{\text{calc.}} | MnO | FeO | CoO | NiO |
|----------------------|-----|-----|-----|-----|
| 0 bath               | 5   | 6   | 7   | 8   |
| 1 bath               | 5.116 | 6.179 | 7.187 | 8.194 |
| 2 bath               | 5.118 | 6.175 | 7.176 | 8.176 |
| 3 bath               | 5.144 | 6.209 | 7.197 | 8.177 |

IV. RESULTS AND DISCUSSION

Slater-Condon integrals, charge-transfer energy correction, and spin-orbit couplings are summarized in Table I, impurity occupation (both initial guess and calculated value) are summarized in Table II, hybridization parameters are summarized in Table III and on-site energies in Table IV. The calculated Slater-Condon values of \( F_{dd}^{p} \) and \( F_{dd}^{d} \) have been multiplied with screening factors 0.82 and 0.88, respectively [58], while the calculated unscreened values of \( F_{pd}^{p} \), \( G_{pd}^{p} \), \( G_{pd}^{d} \) are used. In this work, the only parameters relevant for the XAS process that are not calculated from DFT are \( F_{pd}^{d} \), \( F_{dd}^{d} \) and \( \delta_{C} \). The eigenstates in Eq. (8) are superpositions of different configurations, e.g. d^{n-1}d^{n+1}l, d^{n+2}l^{2}, where \( l \) represents a ligand hole. On top of this, also the temperature average will mix occupation number. This results in an effective occupation number \( n_{d}^{\text{calc.}} \), which is slightly higher than \( n_{d} \), see Table II.

The XA spectra of the TMOs are computed according to Eq. 9. The effective broadening parameter \( \Gamma \), which gives a uniform Lorentzian broadening of the spectra, was set to 0.4 eV. This broadening is a simplification of the more complex mechanisms leading to the broadening observed in experiments, e.g. \( L_2 \) is broader than \( L_3 \) due to its shorter core-hole lifetime, primarily due to Coster-Kronig decay [59]. However, we use a constant broadening of the theoretical spectra. To facilitate comparison with the experimental spectra, all theoretical spectra are shifted in energy.

In Fig. 2, the theoretical spectra are compared to XAS measurements [60–63]. Note that Fig. 2 contains theoretical information of various degrees of accuracy, as shown by the curves with different number of bath orbitals, obtained from the fitting of the hybridization function \( \Delta(\omega) \) (see Appendix A for more details). The results in Fig. 2 clearly show that all the experimental features are basically reproduced if one bath orbital per impurity orbital is employed. The addition of more bath orbitals does not change the overall picture and mostly redistributes the intensities and shifts certain features in the final XAS results. We will discuss the convergence in detail below, but first we make a comparison between the higher level of theory (three bath states in Fig. 2) to experimental observations.

NiO – The resemblance between the XA spectrum and the theoretical data of NiO is very good. The branching ratio and the peak positions are reproduced with high accuracy by the calculation. The experimental intensity around 867 eV can be ascribed to excitations of the 2P_{3/2} electrons to free-electron-like conduction states [38], which were ignored in the calculated curve. The two \( L_2 \) peaks have similar intensities both in experiments and in the theory and it is known including an exchange field in the theory will further improve the relative intensity [63].

FeO – A very good agreement is obtained for FeO. The main \( L_3 \) peak with its spread out shoulder at energies higher than 710 eV is well reproduced and the three-peak structure in the \( L_2 \)-edge shows good similarities to the measurement. Regardless of the background contributions to the measured spectrum, the computed branching ratio matches well to the experimental one. FeO is prone to be off-stoichiometric [64, 65], which leads to point and cluster defects. Possible off-stoichiometry present in the actual samples may further contribute to the remaining differences between theory and experiment.

MnO – The \( L_{2,3} \) XAS line profile for MnO has rich features. The \( L_3 \) edge contains three distinct peaks and a wide high-energy shoulder region. The \( L_2 \) edge is broad with no main peak visible. Also for this case, the presented approach resolves most of the details of the observed spectral shape. We can see indications of a slight underestimation of the crystal-field splitting provided by our approach.

CoO – A less pronounced agreement is found for the \( L_3 \) edge in CoO. The main peak structure is well reproduced and the agreement with experiment for the pre-peak position improves with increasing number of bath states used. The shoulder region between 775 and 779 eV is underestimated. This underestimation could be a consequence of charging effects in the experimental data. See spectra of thin CoO films and CoO mixed with Ag in Ref. [43]. The position of the \( L_2 \)-edge for CoO does not meet the quantitative similarity of the other TMOs’ \( L_2 \) sub-edge. This could be related to the interplay of spin-orbit coupling and local non-cubic distortions not included in the current calculations. These effects are known to be more important for CoO than for the other studied TMOs [43, 66]. It is also established that the XA spectrum for CoO is sensitive to the temperature [42, 43, 66].

An advantage with the presented approach is the possibility to investigate the impact that separate terms in the Hamiltonian (Eq. (5)) have on the XA spectrum. Figure 3 illustrates as an example the NiO \( L_{2,3} \) spectra obtained by neglecting selected Hamiltonian terms, e.g. crystal-field splitting, hybridization and Slater-Condon integrals. The top panel is the spectrum obtained by including all terms in the Hamiltonian and using one bath orbital per
correlated orbital. By removing both the energy splitting of the $e_g$ and $t_{2g}$ orbitals ($10Dq = 0$) and the bath splitting ($\delta_b = 0$), several changes occur. The $L_3$ edge gets a new peak next to the main peak, the peak around 855 eV shifts up in energy, the experimental shoulder around 856 eV is absent, and the relative intensity ratio between the two $L_2$ peaks is in worse agreement with the experimental data. The importance of the d-electrons to dynamically interact with its environment is shown in the third panel from the top by setting the hopping strengths ($V$) to zero. In the $L_3$ edge a new shoulder around 854 eV arises and the peak at 855 eV is shifted up too far in energy. Also here, without hopping, the correct relative intensity of the two peaks in the $L_2$ edge is not captured. A more severe approximation is shown in the fourth panel, namely, the atomic limit. Here, all effects from the environment are removed, thus no hopping and no crystal-field splitting are considered. This corresponds to combining the two approximation steps above. Within this approximation, only one peak exists in the $L_2$ edge. The small peak at 856 eV is absent and a new peak around 852 eV arises. In the fifth panel (DFT limit), all Slater-Condon integrals are zero (no many-body physics) and as expected, only one peak per edge is obtained. In the last panel the approximations in the DFT and atomic limit are combined. The spin-orbit coupling generates states with $\pi$- and $\sigma$-symmetry, which is used to diagonalize the Hamiltonian and include core-hole interaction with the valence band states. The DC is formulated using the concept of charge-transfer energy.

In summary, we present an approach to compute the $L_{2,3}$-edge XA spectra and we have applied it to $3d$ TMOs. The calculations rely on DFT ground state calculations and a projection to localized orbitals to obtain the projected density of states. The Hybridization function is formulated using Slater-Condon integral values and spin-orbit coupling parameters, using the RSPt software [44–46]. The output of this calculation is an $\Delta \kappa$-figured projection of the density of states, which can be used to localize the orbitals. The $L_3$ edge gets a new peak next to the main peak, the peak around 855 eV shifts up in energy, the experimental shoulder around 856 eV is absent, and the relative intensity ratio between the two $L_2$ peaks is in worse agreement with the experimental data. The importance of the d-electrons to dynamically interact with its environment is shown in the third panel from the top by setting the hopping strengths ($V$) to zero. In the $L_3$ edge a new shoulder around 854 eV arises and the peak at 855 eV is shifted up too far in energy. Also here, without hopping, the correct relative intensity of the two peaks in the $L_2$ edge is not captured. A more severe approximation is shown in the fourth panel, namely, the atomic limit. Here, all effects from the environment are removed, thus no hopping and no crystal-field splitting are considered. This corresponds to combining the two approximation steps above. Within this approximation, only one peak exists in the $L_2$ edge. The small peak at 856 eV is absent and a new peak around 852 eV arises. In the fifth panel (DFT limit), all Slater-Condon integrals are zero (no many-body physics) and as expected, only one peak per edge is obtained. In the last panel the approximations in the DFT and atomic limit are combined. The spin-orbit coupling generates states with $\pi$- and $\sigma$-symmetry, which is used to diagonalize the Hamiltonian and include core-hole interaction with the valence band states. The DC is formulated using the concept of charge-transfer energy.

In order to get a complete first-principles theory of XA spectra, the current approach has to be augmented with an ability to calculate the charge-transfer energy and screened values of $F_{dd}^0$ and $F_{pd}^0$. The choice of charge-transfer correction $\delta_{CT}$ is related with the DC problem and also needs to be solved. The $F_{dd}^0$ can be calculated by means of various methods [48–50] and it would be very useful to generalize these methods for the evaluation of $F_{pd}^0$. Further possible improvement would be to predict the screening effects on the higher order Slater-Condon integrals. This paper provides a tool to predict measurable quantities (i.e., core-level XAS and photoemission spectroscopy) that are sensitive to the double-counting scheme used as well as the screened value of $F_{dd}^0$. As such, this scheme can be used to test the accuracy of different implementations.

V. CONCLUSIONS

In summary, we present an approach to compute the $L_{2,3}$-edge XA spectra and we have applied it to $3d$ TMOs. The calculations rely on DFT ground state calculations and a projection to localized orbitals to obtain the projected density of states, the hybridization function, Slater-Condon integral values and spin-orbit coupling parameters, using the RSPt software [44–46]. These data are used as input parameters by the Quanpy software [54, 57], which is used to diagonalize the Hamiltonian and include core-hole interaction with the valence band states. The DC is formulated using the concept of charge-transfer energy.

With this approach, the computed XA spectra for MnO, FeO, CoO and NiO agree very well with experimental data, with respect to branching ratios and line shape profiles. We have also investigated the sensitivity of the calculated spectra with respect to the number of bath states, and find that this sensitivity is small, but rather non-linear.

We also address peculiarities related with the non-sphericity of the potential, which appears in full-potential realizations of the DFT [38]. We have used a warped-potential for the present calculations, which seems to improve the estimates of the crystal-field splitting, compared to using a full-potential. These results are presented in Appendix B. Furthermore, we discuss how the presence of the core hole on the DFT level influences the valence band parameters. Our results clearly show that the core-hole induced changes in all calculated parameters are relatively small and do not dramatically influence the simulated XA spectra.

The approach adopted here relies on the information extracted from the first principles electronic structure, which can be obtained by different means. Within DFT, the choice of the functional is important. In this work we employed warped-potential LDA, assuming that it provides an adequate description of the crystal-field splitting and TM-O hybridization. To get a more accurate description of the hybridization one could also use DFT combined with DMFT including more bath states, which recently was used to calculate core-level x-ray photoemission spectra [40]. Extension of the present method for clusters containing non-local Coulomb interactions is another promising direction.
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FIG. 2: (Color online) Comparison between the computed and the experimental XA spectra (red curves) of MnO [60], FeO [61], CoO [62] and NiO [63]. A different number of bath states are considered in the theoretical spectra.

Appendix A: Discretization of the hybridization function \( \Delta(\omega) \)

The hybridization functions for the studied systems (MnO, FeO, CoO and NiO) are similar, due to the mean-field like treatment with DFT. The \( e_g \) orbitals hybridize more than the \( t_{2g} \) orbitals with their surrounding of O states. The bath energies are picked by inspecting the DFT hybridization function and the hopping parameters are obtained by considering the weight of the hybridization intensity in the vicinity of each bath energy. Table III contains the discretized hybridization function parameters. The hybridization weight close to the Fermi level for the \( t_{2g} \) orbitals is picked up by the third set of bath orbitals. Note, in the hybridization function of a truly insulating state, this weight is suppressed [40].

To compensate for the discretization approximation of the hybridization function in Eq. (4), we adjust the 3d on-site energy \( \epsilon_t^{(0)} \) such that the discretized Green’s function [67]

\[
G_t(\omega) = (\omega - \epsilon_t^{(0)} - \sum_b \frac{|V_{b,t}|^2}{\omega - \epsilon_b})^{-1},
\]

with \( t \in \{e_g, t_{2g} \} \), resemble the local DFT Green’s function in Eq. (2). In practice, we achieved this by demanding that the imaginary part of \( G_t(\omega) \) to have the same center of gravity as the imaginary part of the local DFT Green’s function in a restricted energy window. For all considered TMOs, we selected the energy window to be \([-3, 3]\) eV around the Fermi level, as the electron bands with predominantly TM-3d character exist in this interval. The obtained on-site energies are presented in Table IV. The DFT and the discretized hybridization function using 3 bath states per 3d orbital is shown in Fig. 4 for FeO. For the \( e_g \) orbitals, the hybridization at around -19 eV is too far away from the Fermi level to enable a charge transfer in the SIAM. Therefore, no \( e_g \) bath state is placed at around -19 eV and this hybridization is instead (implicitly) compensated by the adjustment of \( \epsilon_t^{(0)} \).
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TABLE III: Summary of the bath parameters extracted from the hybridization functions obtained using the RSPt software [44, 45]. Values are in eV. Figure 4 shows both the DFT and the fitted hybridization function of FeO using three bath states.

| #bath | MnO | FeO | CoO | NiO |
|-------|-----|-----|-----|-----|
|       | $\epsilon_{b,e}$, $\epsilon_{b,t_2g}$, $V_{b,e}$, $V_{b,t_2g}$ | $\epsilon_{b,e}$, $\epsilon_{b,t_2g}$, $V_{b,e}$, $V_{b,t_2g}$ | $\epsilon_{b,e}$, $\epsilon_{b,t_2g}$, $V_{b,e}$, $V_{b,t_2g}$ | $\epsilon_{b,e}$, $\epsilon_{b,t_2g}$, $V_{b,e}$, $V_{b,t_2g}$ |
| 1     | -4.8, -6.7, 2.0, 1.4 | -4.8, -6.7, 2.1, 1.5 | -4.5, -5.5, 2.0, 1.4 | -4.4, -6.5, 2.0, 1.4 |
| 2     | -4.8, -5.7, 2.0, 1.0 | -4.8, -5.7, 2.1, 1.1 | -4.5, -5.5, 2.0, 1.0 | -4.4, -5.5, 2.0, 1.0 |
| 3     | -4.8, -5.7, 1.5, 1.0 | -4.8, -5.7, 1.6, 1.1 | -4.5, -5.5, 1.5, 1.0 | -4.4, -5.5, 1.6, 1.0 |

FIG. 3: (Color online) Calculated XA spectra of NiO. Various terms in the Hamiltonian in Eq. (5) are removed. Description of the label names, from top to bottom: 1bath: all terms are present and one bath orbital per correlated orbital is used. 1bath, no CF: degenerate $e_g$ and $t_{2g}$ (both 10Dq and $\delta_b$ is zero). 0bath: no hopping to the environment. atomic limit: no hopping to the environment and degenerate $e_g$ and $t_{2g}$. DFT limit: All Slater-Condon integrals are set to zero.

Appendix B: Double counting

To avoid double counting the monopole part of the Coulomb interaction, we consider three configurations: $p^6b^{10}d^{n_z}$, $p^6b^{10}d^{n_z+1}$ and $p^5b^{10}d^{n_z+1}$ and their corresponding energies $E_{b,0}$, $E_{b,0} + \Delta_p^{\text{CT}}$ and $E_{b,0} + (\epsilon_d^{(0)} - \epsilon_p^{(0)})$.

TABLE IV: On-site energies for three different bath discretizations. Values are in eV.

| #bath | MnO | FeO | CoO | NiO |
|-------|-----|-----|-----|-----|
|       | $\epsilon_{b,e}^{(0)}$, $\epsilon_{b,t_2g}^{(0)}$ | $\epsilon_{b,e}^{(0)}$, $\epsilon_{b,t_2g}^{(0)}$ | $\epsilon_{b,e}^{(0)}$, $\epsilon_{b,t_2g}^{(0)}$ | $\epsilon_{b,e}^{(0)}$, $\epsilon_{b,t_2g}^{(0)}$ |
| 1     | -0.080, -0.718 | -0.232, -0.878 | -0.435, -1.046 | -0.955, -1.560 |
| 2     | -0.117, -0.734 | -0.272, -0.893 | -0.476, -1.060 | -1.000, -1.578 |
| 3     | -0.192, -0.742 | -0.345, -0.901 | -0.550, -1.067 | -1.072, -1.588 |

FIG. 4: (Color online) Comparison between the DFT hybridization function (red curves) and its fitting data using three bath states (black curves) of FeO. For sake of compactness an inset is used to show the hybridization peak corresponding to O-2s states.
These energies can be expressed as [22]

\[
E_{b,0} = 6\epsilon_b + 10\epsilon_b + n_{d,t} U_{dd} + 6n_d U_{pd},
\]

\[
E_{b,0} + \Delta_b^{CT} = 6\epsilon_b + 9\epsilon_b + (n_d + 1)\epsilon_d + \left(\frac{n_d + 1}{2}\right) U_{dd} + 6(n_d + 1) U_{pd} + \left(\frac{n_d + 1}{2}\right) U_{dd} + 5(n_d + 1) U_{pd},
\]

\[
E_{b,0} + (\epsilon_d^{(0)} - \epsilon_p^{(0)}) = 5\epsilon_p + 10\epsilon_b + (n_d + 1)\epsilon_d + \left(\frac{n_d + 1}{2}\right) U_{dd} + 5(n_d + 1) U_{pd},
\]  

(B1)

where \(\Delta_b^{CT}\) is the charge transfer energy and \(\epsilon_d^{(0)}\) (\(\epsilon_p^{(0)}\)) is the DFT on-site energy for the 3d (2p) states. By solving these equations for the double-counting corrected energies \(\epsilon_d\) and \(\epsilon_p\), which enter in the SIAM in Eq. (5), and expressing the charge-transfer energy as \(\Delta_b^{CT} = \epsilon_d^{(0)} - \epsilon_b + \delta_{CT}\) [53], where \(\delta_{CT}\) is a charge-transfer correction parameter, one obtains

\[
\epsilon_d = \epsilon_d^{(0)} + \delta_{CT} - n_d U_{dd} - 6U_{pd}
\]

(B2)

\[
\epsilon_p = \epsilon_p^{(0)} + \delta_{CT} - (1 + n_d)U_{pd}.
\]

Note that \(\epsilon_p\) only will shift the XA spectrum. The average Coulomb repulsion energies used in Eq. (B1) and Eq. (B2) are expressed in Slater-Condon integrals by

\[
U_{dd} = F^{0}_{dd} - \frac{2}{63}(F^{2}_{dd} + F^{4}_{dd})
\]

(B3)

\[
U_{pd} = F^{0}_{pd} - \frac{1}{15}G^{2}_{pd} - \frac{3}{70}G^{3}_{pd}.
\]

(B4)

In order to avoid double counting the multipole part of the Coulomb interaction, we have used a warped LDA potential instead of a full LDA potential, as suggested in [38]. This means the non-spherical part of the potential inside the muffin-tin is zero. Removing non-spherical parts of the potential, to improve the crystal-field splitting, has been discussed in the past for d-electrons [38] in terms of double-counting and for f-electrons [68] in terms of self-interaction. The main difference in the band structure between the warped and the full potential is that the \(\epsilon_g\) and \(\epsilon_{2g}\) bands are further apart in energy with the warped potential. All other parameters extracted from DFT, such as bath energies, hoppings, and Slater-Condon integrals, are barely affected by this approximation of the potential. For comparison, the XA spectra obtained using the warped and full potential of CoO is shown in Fig. 5. It may be seen that the differences between the two theoretical curves are small, but clearly noticeable. The calculation based on warped potential seems to reproduce observations better, especially the features in the low-energy region.

### Appendix C: Presence of a core-hole within DFT

In Ref. [38], the parameters of a single-particle Hamiltonian are extracted from a ground state DFT calculation with no core-hole. The 2p core-hole only enters the calculation on the stage of MLFT, participating in a Coulomb interaction with the valence 3d states. Thus, the influence of a core-hole on the valence band electronic structure is not explicitly considered. In this work we aim to quantify these so far neglected effects.

We have constructed a supercell and created a 2p core hole on one of the TM atoms. The created excess charge was either added as a uniform background or simply added to the valence, to maintain charge neutrality. Both
schemes resulted in identical sets of results, which gives credence to the chosen size of the supercell.

The imaginary part of the hybridization function, with and without the core hole, is shown in Fig. 6 for FeO. For MnO, CoO, and NiO, the changes in the hybridization functions are similar. The hybridization is suppressed, which roughly corresponds to a 7%, 7%, 8% and 9% decrease in the hopping parameters for MnO, FeO, CoO, and NiO, respectively. The Slater-Condon integrals $F_{pd}^2$, $G_{pd}^1$, $G_{pd}^3$, $F_{dd}^1$, and $F_{dd}^3$ are increased a few percentage points (see Table V). Both findings are consistent with the idea that the core hole creates a potential, which further tends to localize the 3$d$ orbitals. The crystal-field splitting, $10D_q$, extracted from the discretized hybridization function and the PDOS in Fig. 7, changes -18%, -18%, -16% and -12% for MnO, FeO, CoO and NiO respectively.

In Fig. 8, we show the simulated XA spectra taking into account the renormalization of the parameters, described above. One can see that the resulted spectra are slightly modified with respect to the theoretical results obtained with no explicit core hole considered in DFT. The changes in the spectra are almost entirely due to the increase of $F_{pd}^2$, $G_{pd}^1$ and $G_{pd}^3$.

|      | $F_{pd}^2$ | $G_{pd}^1$ | $G_{pd}^3$ | $F_{dd}^1$ | $F_{dd}^3$ |
|------|------------|------------|------------|------------|------------|
| MnO  | 12         | 15         | 13         | 3          | 3          |
| FeO  | 10         | 14         | 17         | 3          | 3          |
| CoO  | 9          | 15         | 15         | 3          | 3          |
| NiO  | 10         | 12         | 14         | 4          | 3          |

TABLE V: Relative increases of Slater-Condon integrals $F_{pd}^2$, $G_{pd}^1$, $G_{pd}^3$, $F_{dd}^1$ and $F_{dd}^3$ due to core-hole relaxation, calculated using RSpt [44, 45].
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