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Abstract. We consider a nonautonomous system
\[ \dot{x} = A(t)x + f(t, x, y), \quad \dot{y} = g(t, y) \]
and give conditions under which there is a transformation of the form
\[ H(t, x, y) = (x + h(t, x, y), y) \]
taking its solutions onto the solutions of the partially linearized system
\[ \dot{x} = A(t)x, \quad \dot{y} = g(t, y). \]
Shi and Xiong [28] proved a special case where \( g(t, y) \) was a linear function of \( y \) and \( \dot{x} = A(t)x \) had an exponential dichotomy. Our assumptions on \( A \) and \( f \) are of the general form considered by Reinfelds and Steinberga [25], which include many of the generalizations of Palmer’s theorem proved by other authors. Inspired by the work of Shi and Xiong, we also prove Hölder continuity of \( H \) and its inverse in \( x \) and \( y \). Again the proofs are given in the context of Reinfelds and Steinberga but we show what the results reduce to when \( \dot{x} = A(t)x \) is assumed to have an exponential dichotomy. The paper is concluded with the discrete version of the results.

1. Introduction

One of the basic questions in the qualitative theory of dynamical systems is whether a nonlinear system (in a neighborhood of its equilibrium) is equivalent to its linear part. The celebrated Grobman-Hartman theorem (see [14, 15, 16, 17]) asserts that if \( x_0 \) is a hyperbolic fixed point of a \( C^1 \)-diffeomorphism \( F: \mathbb{R}^d \to \mathbb{R}^d \) (i.e. the spectrum of \( DF(x_0) \) does not intersect the unit circle in \( \mathbb{C} \)), then there exists a neighborhood \( U \) of \( x_0 \) such that \( F \) on \( U \) is topologically conjugated to \( DF(x_0) \). In addition, this result also has its global version. Namely, if \( A: \mathbb{R}^d \to \mathbb{R}^d \) is a hyperbolic automorphism and \( f: \mathbb{R}^d \to \mathbb{R}^d \) is a bounded Lipschitz map whose Lipschitz constant is sufficiently small, then \( A \) and \( A + f \) are topologically conjugated on \( \mathbb{R}^d \). Furthermore, there are analogous results for the case of flows. These results were extended to the case of Banach spaces independently by Palis [21] and Pugh [24], who also greatly simplified the original arguments of Grobman and Hartman.

It is well-known that even if \( F \) is \( C^\infty \), the conjugacy can fail to be locally Lipschitz. In fact, the conjugacy is in general only locally Hölder continuous. Although this fact was apparently known to experts for some time, to the best of our knowledge the first written proof appeared in [28] (in a more general setting that we describe below). More recently, the same results was essentially reproved in [3]. We stress that many works were devoted to the problem of formulating sufficient conditions which would ensure that the conjugacy exhibits higher regularity properties. In this direction, we refer to the seminal works of Sternberg [30] and Belitskii [4, 5],
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as well as to some more recent contributions [11, 12, 26, 27, 32, 33] and references therein.

The first version of the Grobman-Hartman theorem for nonautonomous dynamics is due to Palmer [22]. In order to describe this result, let us consider a nonlinear and nonautonomous differential equation

$$x' = A(t)x + f(t, x), \quad (1)$$

where $A : \mathbb{R} \to M_d$ and $f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ are continuous maps. Here, $M_d$ denotes the space of all real matrices of order $d$. Furthermore, let

$$x' = A(t)x, \quad (2)$$

be the corresponding linear part. Assume that (2) admits an exponential dichotomy (see Subsection 2.5) and that $f$ is bounded and Lipschitz in $x$ with a sufficiently small Lipschitz constant. Under these assumptions, Palmer proved that (1) and (2) are topologically conjugated. We note that an analogous result for the case of discrete time was obtained by Aulbach and Wanner [1]. In a similar manner to that in the case of autonomous dynamics, the conjugacies in Palmer’s theorem are in general only locally Hölder continuous [28, 3]. Recently, several authors formulated sufficient conditions under which the conjugacies exhibit higher regularity. We refer to [6, 8, 9, 10] and references therein.

In addition, several authors obtained important extensions of the Palmer’s theorem by relaxing some of its assumptions. In particular, Lin [20] discussed the case when $f$ can be unbounded and (2) is asymptotically stable. Moreover, Jiang considered the case when (2) admits either ordinary or a certain general type of dichotomy [18, 19]. Finally, Reinfelds and Steinberga [25] presented a rather general linearization result than can be applied to situation when (2) does not possess any type of dichotomy and that includes the main results from [18, 19, 22] as a particular case. We also note that the approach developed in [25] was used in [2] to establish sufficient conditions under which (1) and (2) are topologically equivalent, when (2) admits the so-called generalized exponential dichotomy. However, in [2] the authors in addition show that the conjugacies are unique in a suitable class.

An interesting extension of Palmer’s theorem was proposed by Shi and Xiong [28]. Let us consider the following coupled system

$$x' = A(t)x + f(t, x, y), \quad y' = B(t)y, \quad (3)$$

where $A : \mathbb{R} \to M_{d_1}$, $B : \mathbb{R} \to M_{d_2}$ and $f : \mathbb{R} \times \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \to \mathbb{R}^{d_1}$ are continuous maps. Furthermore, we consider the associated linear system

$$x' = A(t)x, \quad y' = B(t)y. \quad (4)$$

Assume that $x' = A(t)x$ admits an exponential dichotomy and that $f$ is bounded and Lipschitz in $(x, y)$ with a sufficiently small Lipschitz constant. Under these assumptions, it is proved in [28] that (3) and (4) are topologically conjugated and that the corresponding conjugacies are locally Hölder continuous.

The goal of the present paper is to essentially combine ideas from [25] and [28]. More precisely, following [25] we formulate new sufficient conditions under which (3) and (4) are topologically conjugated (by also allowing the second equation in (3) and (4) to be nonlinear). Our basic linearization result (see Theorem 2.1) does not require that the first component in (4) admit an exponential dichotomy (or even ordinary dichotomy). We also formulate sufficient conditions for the Hölder continuity of the conjugacies in both variables $x$ and $y$. We stress that Hölder linearization
was not previously discussed in the setting of [25]. Finally, we note that in the particular case when the first equation in (4) admits an exponential dichotomy, our Hölder linearization result improves that from [28] (see Remark 2.13).

The paper is organized as follows. In Section 2 we consider the case of continuous time and first formulate our general linearization result whose proof follows closely the ideas from [25]. Afterwards, we discuss the Hölder continuity of the conjugacies in both variables separately. We conclude by comparing our Hölder linearization results with that from [28]. Finally, in Section 3 we obtain the corresponding results for the case of discrete time.

2. THE CASE OF CONTINUOUS TIME

2.1. Preliminaries. Let \((X, \cdot |X)\) and \((Y, \cdot |Y)\) be two arbitrary Banach spaces. For the sake of simplicity both norms \(|\cdot|_X\) and \(|\cdot|_Y\) will be denoted simply by \(\cdot\).

By \(B(X)\) we denote the space of all bounded operators on \(X\) equipped with the operator norm (which we will also denote by \(|\cdot|\)).

Let \(A : \mathbb{R} \rightarrow B(X)\) be such that \(t \mapsto A(t)\) is continuous. Furthermore, let \(f : \mathbb{R} \times X \times Y \rightarrow X\) be a continuous map with the property that there exist continuous functions \(\mu, \gamma : \mathbb{R} \rightarrow [0, \infty)\) such that

\[
|f(t, x, y)| \leq \mu(t) \quad \text{and} \quad |f(t, x_1, y) - f(t, x_2, y)| \leq \gamma(t)|x_1 - x_2|,
\]

for \(t \in \mathbb{R}, x, x_1, x_2 \in X\) and \(y \in Y\). Finally, let \(g : \mathbb{R} \times Y \rightarrow Y\) be a continuous map and suppose that solutions of \(\dot{y} = g(t, y)\) are defined for all time and that there exists a unique such solution \(t \mapsto y(t)\) such that \(y(\tau) = \eta\) for any given pair \((\tau, \eta) \in \mathbb{R} \times Y\). We consider a coupled system

\[
\dot{x} = A(t)x + f(t, x, y), \quad \dot{y} = g(t, y).
\]

In Appendix 4.1 we show that our conditions imply that the solutions of (6) are defined for all time and that there exists a unique such solution \(t \mapsto (x(t), y(t))\) such that \((x(\tau), y(\tau)) = (\xi, \eta)\) for any given triple \((\tau, \xi, \eta) \in \mathbb{R} \times X \times Y\).

By \(T(t, s)\) we will denote the evolution family associated to the equation \(\dot{x} = A(t)x\). Furthermore, let \(P : \mathbb{R} \rightarrow B(X)\) be an arbitrary Bochner measurable map. We define

\[
\mathcal{G}(t, s) = \begin{cases} 
T(t, s)P(s) & \text{for } t \geq s, \\
-T(t, s)(I - P(s)) & \text{for } t < s,
\end{cases}
\]

where \(I\) denotes the identity operator on \(X\).

2.2. A linearization result. Besides (6), we also consider the uncoupled system

\[
\dot{x} = A(t)x, \quad \dot{y} = g(t, y).
\]

We denote by \(t \mapsto (x_1(t, \tau, \xi), y(t, \tau, \eta))\) the solution of (8) such that \(x(\tau) = \xi, y(\tau) = \eta\) and by \(t \mapsto (x_2(t, \tau, \xi, \eta), y(t, \tau, \eta))\) the solution of (6) such that \(x(\tau) = \xi, y(\tau) = \eta\).

We are now in a position to formulate our first result which gives conditions under which (6) and (8) are topologically equivalent.

**Theorem 2.1.** Suppose that

\[
N := \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |\mathcal{G}(t, s)| \mu(s) \, ds < \infty \quad \text{and} \quad q := \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |\mathcal{G}(t, s)| \gamma(s) \, ds < 1.
\]
Then, there exists a continuous function $H: \mathbb{R} \times X \times Y \to X \times Y$ of the form $H(t, x, y) = (x + h(t, x, y), y)$, where $\sup_{t, x, y} |h(t, x, y)| < \infty$, such that if $t \mapsto (x(t), y(t))$ is a solution of (8), then $t \mapsto H(t, x(t), y(t))$ is a solution of (6). In addition, there exists a continuous function $\bar{H}: \mathbb{R} \times X \times Y \to X \times Y$ of the form $\bar{H}(t, x, y) = (x + \bar{h}(t, x, y), y)$, where $\sup_{t, x, y} |\bar{h}(t, x, y)| < \infty$, such that if $t \mapsto (x(t), y(t))$ is a solution of (6), then $t \mapsto \bar{H}(t, x(t), y(t))$ is a solution of (8). Moreover, $H$ and $\bar{H}$ are inverses of each other, that is,

$$H(t, H(t, x, y)) = (x, y) = \bar{H}(t, H(t, x, y)),$$

for $t \in \mathbb{R}$ and $(x, y) \in X \times Y$.

**Proof.** We will first establish the existence of $H$. Let $Z$ denote the space of all continuous maps $h: \mathbb{R} \times X \times Y \to X$ with the property that

$$\|h\|_{\infty} := \sup_{t, x, y} |h(t, x, y)| < \infty.$$

Then, $(Z, \|\cdot\|)$ is a Banach space. Given $h \in Z$, we define

$$\hat{h}(\tau, \xi, \eta) = \int_{-\infty}^{\infty} G(\tau, s) f(s, x_1(s, \tau, \xi) + h(s, x_1(s, \tau, \xi), y(s, \tau, \eta)), y(s, \tau, \eta)) \, ds,$$

for $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$. We claim that $\hat{h} \in Z$. Indeed, observe that

$$\hat{h}(\tau, \xi, \eta) = \int_{-\infty}^{\infty} G(\tau, s) p(s, \tau, \xi, \eta) \, ds,$$

where

$$p(s, \tau, \xi, \eta) = f(s, x_1(s, \tau, \xi) + h(s, x_1(s, \tau, \xi), y(s, \tau, \eta)), y(s, \tau, \eta)).$$

Then, it follows from (5) and (9) that

$$|\hat{h}(\tau, \xi, \eta)| \leq \int_{-\infty}^{\infty} |G(\tau, s)| \mu(s) \, ds \leq N,$$

for $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$. Now

$$\hat{h}(\tau, \xi, \eta) = \int_{-\infty}^{\tau} T(\tau, s) P(s) p(s, \tau, \xi, \eta) \, ds - \int_{\tau}^{\infty} T(\tau, s)(I - P(s)) p(s, \tau, \xi, \eta) \, ds,$$

and so, by direct differentiation,

$$\frac{d}{d\tau} \hat{h}(\tau, \xi, \eta) = A(\tau) \hat{h}(\tau, \xi, \eta) + P(\tau) p(\tau, \xi, \eta) + (I - P(\tau)) p(\tau, \xi, \eta)$$

$$= A(\tau) \hat{h}(\tau, \xi, \eta) + p(\tau, \xi, \eta).$$

It follows that $\hat{h}(\tau, \xi, \eta)$ is continuous in $\tau$, locally uniformly with respect to $(\xi, \eta)$. Continuity with respect to $(\xi, \eta)$ for each fixed $\tau$ follows from the dominated convergence theorem since $|G(\tau, s)p(s, \tau, \xi, \eta)| \leq |G(\tau, s)| \mu(s)$. Hence, $\hat{h}$ is continuous and $\hat{h} \in Z$. In addition, for $h_1, h_2 \in Z$ we have (using (5) and (9)) that

$$\|h_1 - h_2\|_{\infty} \leq q\|h_1 - h_2\|_{\infty}.$$

We conclude that the map $T: Z \to Z$ defined by $T(h) = \hat{h}$, $h \in Z$ is a contraction. Therefore, $T$ has a unique fixed point $h \in Z$. Then,

$$h(\tau, \xi, \eta) = \int_{-\infty}^{\infty} G(\tau, s) f(s, x_1(s, \tau, \xi) + h(s, x_1(s, \tau, \xi), y(s, \tau, \eta)), y(s, \tau, \eta)) \, ds,$$
for \( \tau \in \mathbb{R} \) and \((\xi, \eta) \in X \times Y\). By using the identities
\[
y(t, s, y(s, \tau, \eta)) = y(t, \tau, \eta)
\]
and
\[
x_1(t, s, x_1(s, \tau, \xi)) = x_1(t, \tau, \xi),
\]
we have that
\[
h(t, x_1(t, \tau, \xi), y(t, \tau, \eta))
\]
\[
= \int_{-\infty}^{\infty} G(t, s)f(s, x_1(s, \tau, \xi) + h(s, x_1(s, \tau, \xi), y(s, \tau, \eta)), y(s, \tau, \eta)) \, ds.
\]
This implies that if \( t \mapsto (x(t), y(t)) \) is a solution of \( (8) \), then
\[
h(t, x(t), y(t)) = \int_{-\infty}^{\infty} G(t, s)f(s, x(s) + h(s, x(s), y(s)), y(s)) \, ds
\]
so that
\[
h(t, x(t), y(t)) = \int_{-\infty}^{t} T(t, s)P(s)f(s, x(s) + h(s, x(s), y(s)), y(s)) \, ds
\]
\[
- \int_{t}^{\infty} T(t, s)(I - P(s))f(s, x(s) + h(s, x(s), y(s)), y(s)) \, ds.
\]
By direct differentiation, we conclude that
\[
\frac{d}{dt} h(t, x(t), y(t)) = A(t) h(t, x(t), y(t)) + f(t, x(t) + h(t, x(t), y(t)), y(t)),
\]
and thus \( t \mapsto (x(t) + h(t, x(t), y(t)), y(t)) \) is a solution of \( (6) \). For \( \tau \in \mathbb{R} \) and \((\xi, \eta) \in X \times Y\), we set
\[
H(\tau, \xi, \eta) = (\xi + h(\tau, \xi, \eta), \eta).
\]
From the preceding discussion, we have that if \( t \mapsto (x(t), y(t)) \) is a solution of \( (8) \), then \( t \mapsto H(t, x(t), y(t)) \) is a solution of \( (6) \).

We now establish the existence of \( \bar{H} \). Note the identity
\[
x_2(t, s, x_2(s, \tau, \xi, \eta), y(s, \tau, \eta)) = x_2(t, \tau, \xi, \eta).
\]
Set
\[
\bar{h}(\tau, \xi, \eta) = - \int_{-\infty}^{\infty} G(t, s)f(s, x_2(s, \tau, \xi, \eta), y(s, \tau, \eta)) \, ds.
\]
Similarly to \( \bar{h} \), we can prove that \( \bar{h} \in \mathbb{R} \). Using the identities \( (10) \) and \( (13) \), we have that
\[
\bar{h}(t, x_2(t, \tau, \xi, \eta), y(t, \tau, \eta)) = - \int_{-\infty}^{\infty} G(t, s)f(s, x_2(s, \tau, \xi, \eta), y(s, \tau, \eta)) \, ds.
\]
Hence, if \( t \mapsto (x(t), y(t)) \) is a solution of \( (6) \), we have that
\[
\tilde{h}(t, x(t), y(t)) = - \int_{-\infty}^{\infty} G(t, s)f(s, x(s), y(s)) \, ds.
\]
By direct differentiation,
\[
\frac{d}{dt} \bar{h}(t, x(t), y(t)) = A(t) \bar{h}(t, x(t), y(t)) - f(t, x(t), y(t)),
\]
and thus $t \mapsto (x(t) + \tilde{h}(t, x(t), y(t)), y(t))$ is a solution of (8). For $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$, set

$$
\bar{H}(\tau, \xi, \eta) = (\xi + \tilde{h}(\tau, \xi, \eta), \eta).
$$

By the preceding discussion, if $t \mapsto (x(t), y(t))$ is a solution of (6), then $t \mapsto \bar{H}(t, x(t), y(t))$ is a solution of (8).

Now we prove that $H(t, \bar{H}(t, x, y)) = (x, y)$ for $t \in \mathbb{R}$ and $(x, y) \in X \times Y$. Fix $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$. Let $t \mapsto (x(t), y(t))$ be the solution of (6) such that $x(\tau) = \xi, y(\tau) = \eta$. Then $t \mapsto (z(t), y(t)) = \bar{H}(t, x(t), y(t))$ is a solution of (8) and, using (15),

$$
z(t) = x(t) + \tilde{h}(t, x(t), y(t)) = x(t) - \int_{-\infty}^{t} G(t, s)f(s, x(s), y(s)) \, ds. \quad (16)
$$

Moreover, $t \mapsto (u(t), y(t)) = H(t, z(t), y(t))$ is a solution of (6) such that $(u(\tau), y(\tau)) = H(\tau, \bar{H}(\tau, \xi, \eta))$.

Then, using (12),

$$
u(t) = z(t) + \tilde{h}(t, z(t), y(t))
$$

$$
= z(t) + \int_{-\infty}^{t} G(t, s)f(s, z(s) + h(s, z(s), y(s)), y(s)) \, ds.
$$

$$
= z(t) + \int_{-\infty}^{t} G(t, s)f(s, u(s), y(s)) \, ds.
$$

Hence,

$$
z(t) = u(t) - \int_{-\infty}^{t} G(t, s)f(s, u(s), y(s)) \, ds. \quad (17)
$$

By comparing (16) and (17), we obtain that

$$
u(t) - x(t) = \int_{-\infty}^{t} G(t, s)[f(s, u(s), y(s)) - f(s, x(s), y(s))] \, ds.
$$

Therefore,

$$
|u(t) - x(t)| \leq \int_{-\infty}^{t} |G(t, s)|\gamma(s)|u(s) - x(s)| \, ds,
$$

which together with (9) implies that

$$
\|u - x\|_{\infty} \leq q\|u - x\|_{\infty}.
$$

Since $q < 1$, we conclude that $u = x$. So $(u(\tau), y(\tau)) = (x(\tau), y(\tau))$, and thus

$$
H(\tau, \bar{H}(\tau, \xi, \eta)) = (\xi, \eta),
$$

as required.

In order to complete the proof of the theorem we show that $\bar{H}(t, H(t, x, y)) = (x, y)$ for $t \in \mathbb{R}$ and $(x, y) \in X \times Y$. Fix $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$. Let $t \mapsto (x(t), y(t))$ be the solution of (8) such that $x(\tau) = \xi, y(\tau) = \eta$. Then $t \mapsto (z(t), y(t)) = \bar{H}(t, x(t), y(t))$ is a solution of (6) and, using (12),

$$
z(t) = x(t) + \tilde{h}(t, x(t), y(t))
$$

$$
= x(t) + \int_{-\infty}^{t} G(t, s)f(s, x(s) + h(s, x(s), y(s)), y(s)) \, ds.
$$
Hence,
\[ z(t) = x(t) + \int_{-\infty}^{\infty} G(t, s)f(s, z(s), y(s)) \, ds. \]  
(18)

Furthermore, \( t \mapsto (u(t), y(t)) = \tilde{H}(t, z(t), y(t)) \) is a solution of (8) such that
\( (u(\tau), y(\tau)) = \tilde{H}(\tau, H(\tau, \xi, \eta)) \).

Then, using (15),
\[ u(t) = z(t) + \tilde{h}(t, z(t), y(t)) = z(t) - \int_{-\infty}^{\infty} G(t, s)f(s, z(s), y(s)) \, ds, \]
and therefore
\[ z(t) = u(t) + \int_{-\infty}^{\infty} G(t, s)f(s, z(s), y(s)) \, ds. \]  
(19)

By comparing the two expressions (18) and (19) for \( z(t) \), we conclude that \( u = x \).
Hence \( (u(\tau), y(\tau)) = (x(\tau), y(\tau)) \), and therefore
\[ \tilde{H}(\tau, H(\tau, \xi, \eta)) = (\xi, \eta), \]
as required. The proof of the theorem is completed. \( \square \)

**Remark 2.2.** In addition to the assumptions in the statement of Theorem 2.1, let us suppose that there exists \( T_0 > 0 \) such that
\[ A(t + T_0) = A(t), \quad g(t + T_0, y) = g(t, y) \quad \text{and} \quad f(t + T_0, x, y) = f(t, x, y), \]
for \( t \in \mathbb{R}, \ y \in Y \) and \((x, y) \in X \times Y\) and that \( G(t + T_0, s + T_0) = G(t, s) \) for all \( t \)
and \( s \) (the latter holds if and only if \( P(s + T_0) = P(s) \) for all \( s \)). Then, there exist \( H \) and \( \tilde{H} \) as in the statement of Theorem 2.1 satisfying
\[ H(t + T_0, x, y) = H(t, x, y) \quad \text{and} \quad \tilde{H}(t + T_0, x, y) = \tilde{H}(x, y), \]  
(20)
for \( t \in \mathbb{R} \) and \((x, y) \in X \times Y\). Indeed, this can be proved by slightly adjusting the proof of Theorem 2.1. Firstly, one can easily show that
\[ (x_1(t + T_0, \tau + T_0, \xi), y(t + T_0, \tau + T_0, \eta)) = (x_1(t, \tau, \xi), y(t, \tau, \eta)) \]  
(21)
and
\[ (x_2(t + T_0, \tau + T_0, \xi, \eta), y(t + T_0, \tau + T_0, \eta)) = (x_2(t, \tau, \xi, \eta), y(t, \tau, \eta)), \]  
(22)
for \( t, \tau \in \mathbb{R} \) and \((\xi, \eta) \in X \times Y\). Let \( Z \) and \( T \) be as in the proof of Theorem 2.1. Furthermore, let \( Z^{T_0} \) be the set of all \( h \in Z \) such that \( h(t + T_0, x, y) = h(t, x, y) \) for \( t \in \mathbb{R} \) and \((x, y) \in X \times Y\). Then, \( Z^{T_0} \) is a closed subset of \( Z \). Using (21), it is easy to show that \( T(Z^{T_0}) \subset Z^{T_0} \), which yields the first equality in (20). Moreover, (14) and (22) imply that the second equality in (20) also holds. In particular, in the the autonomous case, the functions \( H \) and \( \tilde{H} \) are independent of \( t \) provided that \( P(s) \) is constant.

**Remark 2.3.** The proof of Theorem 2.1 is inspired by the work of Reinfelds and Steinberga \[25\]. In particular, the main result in \[25\] is applicable to the problem of the topological equivalence between systems
\[ \dot{x} = A(t)x + f(t, x) \]
and
\[ \dot{x} = A(t)x, \]
Under the same assumptions as in the present paper (see (9)), it follows from [25, Theorem 3] that the above systems are topologically equivalent.

Besides considering the more general systems (6) and (8), we also provide some additional details (in comparison to the proof of [25, Theorem 3]). Namely, in [25] it was not explicitly proved that the conjugacies $H$ and $\bar{H}$ are inverses of each other.

**Remark 2.4.** We stress that the result analogous to Theorem 2.1 was established by Shi and Xiong [28] (see also [31]) under the assumption that $\dot{x} = A(t)x$ admits an exponential dichotomy (see Subsection 2.5). In addition, it is assumed in [28] that $\dot{y} = g(t, y)$ is a linear system.

The following example (essentially taken from [25]) shows that Theorem 2.1 is much more general from the above described result of Shi and Xiong [28].

**Example 2.5.** Let $X = \mathbb{R}^3$ and for $t \in \mathbb{R}$, set

$$A(t) = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & \frac{-2t}{1+t^2} \end{pmatrix} \quad \text{and} \quad P(t) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$  

One can easily show (see [25, Section 4]) that (9) holds whenever

$$\int_{-\infty}^{\infty} (1 + s^2) \mu(s) \, ds < +\infty \quad \text{and} \quad \int_{-\infty}^{\infty} (1 + s^2) \gamma(s) \, ds < 1.$$  

Moreover, as observed in [25], $\dot{x} = A(t)x$ does not admit an exponential dichotomy (or even the so-called ordinary dichotomy [7, Chapter 2]).

In the subsections below on Hölder continuity, we assume that $A(t), f(t, x, y)$ and $g(t, y)$ satisfy the same conditions as assumed in Theorem 2.1 and that $G(t, s)$ is as defined as in (7). However other conditions may now be added.

### 2.3. Hölder continuity of $H$ and $\bar{H}$ in $x$.  
We suppose there exist a continuous function $\Delta_1(t, s) > 0$ such that for all $t$ and $s$,

$$|T(t, s)| \leq \Delta_1(t, s) \quad \text{(23)}$$

and a continuous function $\Delta_2(t, s) > 0$ such that if $t \mapsto (x(t), y(t))$ and $t \mapsto (z(t), y(t))$ are solutions of (6), then for all $t$ and $s$,

$$|x(t) - z(t)| \leq \Delta_2(t, s)|x(s) - z(s)|. \quad \text{(24)}$$

Furthermore, we assume there exists $M \geq 1$ and a continuous function $\varepsilon : \mathbb{R} \to (0, \infty)$ such that

$$|f(t, x, y)| \leq M \quad \text{(25)}$$

and

$$|f(t, x_1, y) - f(t, x_2, y)| \leq \varepsilon(t)|x_1 - x_2|, \quad \text{(26)}$$

for $t \in \mathbb{R}$, $x, x_1, x_2 \in X$ and $y \in Y$. In addition, we assume that there exists $N \geq 1$ such that

$$\varepsilon(t) \leq N. \quad \text{(27)}$$

Finally, we suppose that

$$\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)| \, ds < \infty, \quad q := \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)| \, \varepsilon(s) \, ds < 1. \quad \text{(28)}$$

Observe that the above condition implies that (9) holds and thus Theorem 2.1 is valid. Hence, there is a function $H(t, x, y) = (x + h(t, x, y), y)$ sending the solutions
of (8) onto the solutions of (6) and a function $\tilde{H}(t, x, y) = (x + \tilde{h}(t, x, y), y)$ sending the solutions of (6) onto the solutions of (8).

**Theorem 2.6.** Let $C > 0$ and $0 < \alpha < 1$ be given. Then if

$$\max\{2M, N\}(1 + C) \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |\mathcal{G}(t, s)| \varepsilon(t) \Delta^\alpha_1(s, t) \, ds \leq C, \quad (29)$$

we have

$$|h(t, x_1, y) - h(t, x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } t \in \mathbb{R}, \ x_1, x_2 \in X \text{ and } y \in Y.$$  

Moreover, if

$$2M \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |\mathcal{G}(t, s)| \varepsilon(t) \Delta^\alpha_2(s, t) \, ds \leq C, \quad (30)$$

then

$$|\tilde{h}(t, x_1, y) - \tilde{h}(t, x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } t \in \mathbb{R}, \ x_1, x_2 \in X \text{ and } y \in Y.$$  

**Proof.** We begin by observing that (25) and (26) imply that

$$|f(t, x, y) - f(t, z, y)| = |f(t, x, y) - f(t, z, y)|^{1-\alpha}|f(t, x, y) - f(t, z, y)|^\alpha$$

$$\leq 2M \varepsilon(t)|x - z|^\alpha,$$

for $t \in \mathbb{R}$, $x, z \in X$ and $y \in Y$.

Let $Z$ be as in the proof of Theorem 2.1. Furthermore, let $Z'$ denote the set of all $\psi \in Z$ such that

$$|\psi(t, x_1, y) - \psi(t, x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } t \in \mathbb{R}, \ x_1, x_2 \in X \text{ and } y \in Y.$$  

Then, $Z'$ is a closed subset of $Z$. We now prove that $T(Z') \subset Z'$, where $T$ is as in the proof of Theorem 2.1. We recall that

$$(T \psi)(\tau, \xi, \eta) = \int_{-\infty}^{\infty} \mathcal{G}(\tau, s)f(s, x_1(s, \tau, \xi) + \psi(s, x_1(s, \tau, \xi), y(s, \tau, \eta)), y(s, \tau, \eta)) \, ds,$$

(32)

for $\tau \in \mathbb{R}$ and $(\xi, \eta) \in X \times Y$. Take an arbitrary $\psi \in Z'$. We observe (using (26), (27) and (31)) that

$$|f(t, x_1 + \psi(t, x_1, y), y) - f(t, x_2 + \psi(t, x_2, y), y)|$$

$$\leq \min\{\varepsilon(t)|x_1 - x_2| + |\psi(t, x_1, y) - \psi(t, x_2, y)|, \quad (25)$$

$$2M \varepsilon(t)|x_1 - x_2| + |\psi(t, x_1, y) - \psi(t, x_2, y)|^\alpha\}$$

$$\leq M_1 \varepsilon(t) \min\{|x_1 - x_2| + C|x_1 - x_2|^\alpha, \||x_1 - x_2| + C|x_1 - x_2|^\alpha\|^\alpha\} \quad (33)$$

$$\leq M_1 \varepsilon(t)(1 + C)|x_1 - x_2|^\alpha,$$

where $M_1 = \max\{N, 2M\}$. Now,

$$(T \psi)(t, \xi_1, \eta) - (T \psi)(t, \xi_2, \eta) = \int_{-\infty}^{\infty} \mathcal{G}(t, s)p(s) \, ds,$$

where

$$p(s) = f(s, x_1(s, t, \xi_1) + \psi(s, x_1(s, t, \xi_1), y(s, t, \eta)), y(s, t, \eta))$$

$$- f(s, x_1(s, t, \xi_2) + \psi(s, x_1(s, t, \xi_2), y(s, t, \eta)), y(s, t, \eta)),$$
Using (33), we see that
\[ |p(s)| \leq M_1 \varepsilon^\alpha(s)(1 + C)|x_1(s, t, \xi_2) - x_1(s, t, \xi_1)|^\alpha \]
\[ \leq M_1 \varepsilon^\alpha(s)(1 + C)|\Delta_1(s, t)|\xi_1 - \xi_2|^\alpha \]
\[ = M_1 \varepsilon^\alpha(s)(1 + C)|\Delta_1^\alpha(s, t)|\xi_1 - \xi_2|^\alpha. \]
Therefore, by (29) we have that
\[ |(T\psi)(t, \xi_1, \eta) - (T\psi)(t, \xi_2, \eta)| \]
\[ \leq M_1(1 + C)|\xi_1 - \xi_2|^\alpha \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)|\varepsilon^\alpha(s)|\Delta_2^\alpha(s, t)| ds \]
\[ \leq C|\xi_1 - \xi_2|^\alpha, \]
for \( t \in \mathbb{R}, \xi_1, \xi_2 \in X \) and \( \eta \in Y \). Therefore, \( T\psi \in Z' \). Consequently, the unique fixed point \( h \) of \( T \) belongs to \( Z' \), which implies the first assertion of the theorem.

In order to establish the second assertion, we recall (see the proof of Theorem 2.1) that
\[ \bar{h}(t, \xi, \eta) = - \int_{-\infty}^{\infty} G(t, s)f(s, x_2(s, t, \xi, \eta), y(s, t, \eta)) ds. \]
Then
\[ \bar{h}(t, \xi_1, \eta) - \bar{h}(t, \xi_2, \eta) = \int_{-\infty}^{\infty} G(t, s)p(s)ds, \]
where
\[ p(s) = f(s, x_2(s, t, \xi_2, \eta), y(s, t, \eta)) - f(s, x_2(s, t, \xi_1, \eta), y(s, t, \eta)). \]
By (31), we have that
\[ |p(s)| \leq 2M\varepsilon^\alpha(s)|x_2(s, t, \xi_2, \eta) - x_2(s, t, \xi_1, \eta)|^\alpha \leq 2M\varepsilon^\alpha(s)|\Delta_2^\alpha(s, t)|\xi_1 - \xi_2|^\alpha. \]
Consequently, using (30) we conclude that
\[ |\bar{h}(t, \xi_1, \eta) - \bar{h}(t, \xi_2, \eta)| \]
\[ \leq 2M|\xi_1 - \xi_2|^\alpha \int_{-\infty}^{\infty} |G(t, s)|\varepsilon^\alpha(s)|\Delta_2^\alpha(s, t)| ds \]
\[ \leq C|\xi_1 - \xi_2|^\alpha, \]
for \( t \in \mathbb{R}, \xi_1, \xi_2 \in X \) and \( \eta \in Y \). The proof of the theorem is completed. \( \square \)

**Remark 2.7.** Let us equip \( X \times Y \) with the norm \(|(x, y)| = |x| + |y|, \) for \((x, y) \in X \times Y \). We observe that under (29), \( H \) is Hölder continuous in \( x \) on every bounded subset of \( X \). Moreover, (30) implies that \( \bar{H} \) is Hölder continuous in \( x \) on every bounded subset of \( X \). Indeed, assume that (29) holds and that \( \bar{X} \subset X \) is bounded. Then, we have that
\[ |H(t, x_1, y) - H(t, x_2, y)| = |(x_1 + h(t, x_1, y)) - (x_2 + h(t, x_2, y))| \]
\[ \leq |x_1 - x_2| + |h(t, x_1, y) - h(t, x_2, y)| \]
\[ \leq |x_1 - x_2| + C|x_1 - x_2|^\alpha \]
\[ = |(x_1 - x_2)|^{1-\alpha} + C|x_1 - x_2|^\alpha \]
\[ \leq C'|x_1 - x_2|^\alpha, \]
for $t \in \mathbb{R}$, $x_1, x_2 \in \tilde{X}$ and $y \in Y$, where
\[
C' = C + \sup_{x_1, x_2 \in \tilde{X}} |x_1 - x_2|^{1-\alpha} > 0.
\]

The same argument applies for $\bar{H}$.

2.4. H"older continuity of $H$ and $\bar{H}$ in $y$. We suppose that if $t \mapsto y(t)$ and $t \mapsto w(t)$ are solutions of $\dot{y} = g(t, y)$, then
\[
|y(t) - w(t)| \leq \sigma(t, s)|y(s) - w(s)|,
\]
for some continuous function $\sigma(t, s) > 0$. In addition, we assume that there exists a continuous function $\Delta_3(t, s) > 0$ such that if $t \mapsto (x(t), y(t))$ and $t \mapsto (z(t), w(t))$ are solutions of (6) with $x(s) = z(s)$, then for all $t$ and $s$
\[
|x(t) - z(t)| + |y(t) - w(t)| \leq \Delta_3(t, s)|y(s) - w(s)|.
\]

We continue to assume that (25) holds with $M \geq 1$. Moreover, we assume that there exists a continuous function $\varepsilon: \mathbb{R} \to (0, \infty)$ satisfying (27) (with some $N \geq 1$) and such that
\[
|f(t, x_1, y_1) - f(t, x_1, y_2)| \leq \varepsilon(t)|x_1 - x_2| + |y_1 - y_2|,
\]
for $t \in \mathbb{R}$, $x_1, x_2 \in X$ and $y_1, y_2 \in Y$. Finally, suppose that (28) holds. Hence, Theorem 2.1 is again applicable and consequently there exist $H$ and $\bar{H}$ as in the statement of that result.

**Theorem 2.8.** Let $C > 0$ and $0 < \alpha < 1$ be given. Then, if
\[
\max\{2M, N\}(1 + C)\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)|\varepsilon^\alpha(s)\sigma^\alpha(s, t) \, ds \leq C,
\]
we have that
\[
|h(t, x, y_1) - h(t, x, y_2)| \leq C|y_1 - y_2|^\alpha, \quad \text{for } t \in \mathbb{R}, x \in X \text{ and } y_1, y_2 \in Y.
\]

Moreover, if
\[
2M\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)|\varepsilon^\alpha(s)\Delta^\alpha_3(s, t) \, ds \leq C,
\]
then
\[
|h(t, x, y_1) - \tilde{h}(t, x, y_2)| \leq C|y_1 - y_2|^\alpha, \quad \text{for } t \in \mathbb{R}, x \in X \text{ and } y_1, y_2 \in Y.
\]

**Proof.** We begin by observing that (25) and (36) imply that
\[
|f(t, x_1, y_1) - f(t, x_2, y_2)|
\]
\[
= |f(t, x_1, y_1) - f(t, x_2, y_2)|^{1-\alpha}|f(t, x_1, y_1) - f(t, x_2, y_2)|^\alpha
\]
\[
\leq 2M\varepsilon^\alpha(t)|x_1 - x_2| + |y_1 - y_2|^\alpha,
\]
for $t \in \mathbb{R}$, $x_1, x_2 \in X$ and $y_1, y_2 \in Y$.

Let $Z''$ denote the set of all $\psi \in Z$ (where $Z$ is again as in the proof of Theorem 2.1) such that
\[
|\psi(t, x, y_1) - \psi(t, x, y_2)| \leq C|y_1 - y_2|^\alpha, \quad \text{for } t \in \mathbb{R}, x \in X \text{ and } y_1, y_2 \in Y.
\]
Then, $Z''$ is a closed subset of $Z$. We now prove that $T(Z'') \subset Z''$, where $T$ is as in the proof of Theorem 2.1 (see (32)). Take an arbitrary $\psi \in Z''$. By (27), (36) and (39), we have that
\[
|f(t, x + \psi(t, x, y_1), y_1) - f(t, x + \psi(t, x, y_2), y_2)| \\
\leq \min\{\varepsilon(t)\|\psi(t, x, y_1) - \psi(t, x, y_2)\| + |y_1 - y_2|, \\
2M^\alpha(t)|\psi(t, x, y_1) - \psi(t, x, y_2)| + |y_1 - y_2|\}
\]
\[
\leq M_1^\alpha(t) \min\{|y_1 - y_2| + C|y_1 - y_2|^\alpha, |y_1 - y_2 + C|y_1 - y_2|^\alpha\}
\]
\[
\leq M_1^\alpha(t) \begin{cases} 
(1 + C)^\alpha |y_1 - y_2|^\alpha & \text{if } |y_1 - y_2| > 1; \\
(1 + C)|y_1 - y_2|^\alpha & \text{if } |y_1 - y_2| \leq 1
\end{cases}
\]
where $M_1 = \max\{2M, N\}$. Then,
\[
(T\psi)(t, \xi, \eta_1) - (T\psi)(t, \xi, \eta_2) = \int_{-\infty}^{\infty} G(t, s)p(s) ds,
\]
where
\[
p(s) = f(s, x_1(s, t, \xi) + \psi(s, x_1(s, t, \xi), y(s, t, \eta_1)), y(s, t, \eta_1)) \\
- f(s, x_1(s, t, \xi) + \psi(s, x_1(s, t, \xi), y(s, t, \eta_2)), y(s, t, \eta_2)).
\]
By (40), we see that
\[
|p(s)| \leq M_1^\alpha(s)(1 + C)|y(s, t, \eta_1) - y(s, t, \eta_2)|^\alpha \\
\leq M_1^\alpha(s)(1 + C)\sigma^\alpha(s, t)|\eta_1 - \eta_2|^\alpha.
\]
Hence, (37) implies that
\[
|(T\psi)(t, \xi, \eta_1) - (T\psi)(t, \xi, \eta_2)| \\
\leq M_1(1 + C)|\eta_1 - \eta_2|^\alpha \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)|^\alpha(s, t) ds \\
\leq C|\eta_1 - \eta_2|^\alpha,
\]
for $t \in \mathbb{R}$, $\xi \in X$ and $\eta_1, \eta_2 \in Y$. Therefore, $T\psi \in Z''$. Consequently, the unique fixed point $h$ of $T$ belongs to $Z''$, which implies the first assertion of the theorem.

On the other hand, we recall from Theorem 2.1 that $\tilde{h}$ is given by
\[
\tilde{h}(t, \xi, \eta) = -\int_{-\infty}^{\infty} G(t, s)f(s, x_2(s, t, \xi, \eta), y(s, t, \eta)) ds.
\]
Thus,
\[
\tilde{h}(t, \xi, \eta_1) - \tilde{h}(t, \xi, \eta_2) = \int_{-\infty}^{\infty} G(t, s)p(s) ds,
\]
where
\[
p(s) = f(s, x_2(s, t, \xi, \eta_2), y(s, t, \eta_2)) - f(s, x_2(s, t, \xi, \eta_1), y(s, t, \eta_1)).
\]
Then, using (39) we have that
\[
|p(s)| \leq 2M^\alpha(s)|x_2(s, t, \xi, \eta_1) - x_2(s, t, \xi, \eta_2)| + |y(s, t, \eta_1) - y(s, t, \eta_2)|^\alpha \\
\leq 2M^\alpha(s)\Delta_3(s, t)|\eta_1 - \eta_2|^\alpha \\
= 2M^\alpha(s)\Delta_3^\alpha(s, t)|\eta_1 - \eta_2|^\alpha.
\]
Therefore, (38) implies that
\[
|h(t, \xi, \eta_1) - h(t, \xi, \eta_2)| \leq 2M|\eta_1 - \eta_2|^\alpha \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |\mathcal{G}(t, s)|e^{\alpha s}\Delta_x^\alpha(s, t) \, ds
\]
\[
\leq C|\eta_1 - \eta_2|^\alpha,
\]
which establishes the second assertion of the theorem.

\[\square\]

**Remark 2.9.** As in Remark 2.7, we have that (37) implies that \(H\) is Hölder continuous in \(y\) on each bounded subset of \(Y\) and that under (38), \(\bar{H}\) is Hölder continuous in \(y\) on each bounded subset on \(Y\).

**Remark 2.10.** Moreover, (29) and (37) imply that \(H\) is Hölder continuous in \((x, y)\) on each bounded subset of \(X \times Y\). Similarly, (30) and (38) imply the same for \(\bar{H}\). Indeed, take \(Q \subset X \times Y\) bounded. Then,
\[
|H(t, x_1, y_1) - H(t, x_2, y_2)|
= |(x_1 + h(t, x_1, y_1), y_1) - (x_2 + h(t, x_2, y_2), y_2)|
\leq |x_1 - x_2| + |h(t, x_1, y_1) - h(t, x_2, y_2)| + |y_1 - y_2|
\leq |x_1 - x_2| + |y_1 - y_2| + |h(t, x_1, y_1) - h(t, x_2, y_1)| + |h(t, x_2, y_1) - h(t, x_2, y_2)|
\leq |x_1 - x_2| + |y_1 - y_2| + C|x_1 - x_2|^\alpha + C|y_1 - y_2|^\alpha
\leq C|(x_1, y_1) - (x_2, y_2)|^\alpha,
\]
for \(t \in \mathbb{R}, (x_1, y_1), (x_2, y_2) \in Q\), where
\[
C' = 2C + \sup_{(x_1, y_1), (x_2, y_2) \in Q} (|x_1 - x_2|^{1-\alpha} + |y_1 - y_2|^{1-\alpha}).
\]
The same argument applies for \(\bar{H}\).

2.5. **An example.** Let us now discuss a particular example to which Theorems 2.1, 2.6 and 2.8 are applicable.

First we recall a definition. We assume that \(X = \mathbb{R}^d\). We say that \(\dot{x} = A(t)x\) admits an *exponential dichotomy* with projections \(P(t), t \in \mathbb{R}\) if
\[
T(t, s)P(s) = P(t)T(s, t) \quad \text{for } t, s \in \mathbb{R},
\]
and there exist positive constants \(D_1, D_2, \lambda_1, \lambda_2\) such that
\[
|T(t, s)P(s)| \leq D_1e^{-\lambda_1(t-s)} \quad \text{and} \quad |T(s, t)(I - P(t))| \leq D_2e^{-\lambda_2(t-s)},
\]
for \(t \geq s\).

In the corollaries below, we assume that \(\dot{x} = A(t)x\) satisfies an exponential dichotomy and also some bounded growth and decay conditions. Following the corollaries, we describe conditions on the Sacker-Sell spectrum which ensure these conditions hold. Note the exponential dichotomy condition leads to the condition on the Green’s function; the bounded growth and decay conditions lead to the conditions on the \(\Delta_{\alpha}(t, s)\) functions. In the first corollary, we give conditions ensuring the existence of a linearization and Hölder continuity in \(x\).

**Corollary 2.11.** Assume that the following conditions hold:
There exist positive constants $K_1, K_2, D_1, D_2, a_2 \geq \lambda_1, a_1 \geq \lambda_2$ and projections $P(t), t \in \mathbb{R}$ such that for all $t$ and $s$

$$T(t, s)P(s) = P(t)T(t, s)$$

and for $t \geq s$

$$|T(t, s)| \leq K_1 e^{a_1(t-s)}, \quad |T(s, t)| \leq K_2 e^{a_2(t-s)},$$

(41)

$$|T(t, s)P(s)| \leq D_1 e^{-\lambda_1(t-s)}, \quad |T(s, t)(I - P(t))| \leq D_2 e^{-\lambda_2(t-s)}.$$  

(2) there exists $M \geq 1$ such that (25) holds;

(3) there exists $\varepsilon > 0$ such that

$$|f(t, x_1, y) - f(t, x_2, y)| \leq \varepsilon|x_1 - x_2|, \quad \text{for } t \in \mathbb{R}, x_1, x_2 \in X \text{ and } y \in Y.$$  

(42)

Then, if

$$\left(\frac{D_1}{\lambda_1} + \frac{D_2}{\lambda_2}\right) \varepsilon < 1,$$  

(43)

there exist functions $H$ and $\bar{H}$ as in the statement of Theorem 2.1. Furthermore, suppose that

$$0 < \alpha < \min\{\lambda_1/a_2, \lambda_2/a_1\}.$$  

(a) Then, given $C > 0$, provided $\varepsilon$ is sufficiently small so that

$$\max\{2M, \varepsilon\}(1 + C)\varepsilon^\alpha \left[\frac{D_1 K_1^\alpha}{\lambda_1 - a_2} + \frac{D_2 K_2^\alpha}{\lambda_2 - a_1}\right] \leq C,$$  

(44)

we have that

$$|h(t, x_1, y) - h(t, x_2, y)| \leq C|x_1 - x_2|^{\alpha}, \quad \text{for } t \in \mathbb{R}, x_1, x_2 \in X \text{ and } y \in Y.$$  

(45)

(b) Moreover, if $\varepsilon$ is sufficiently small so that

$$0 < \alpha < \min\{\lambda_1/(a_2 + K_1\varepsilon), \lambda_2/(a_1 + K_2\varepsilon)\},$$  

and

$$2M\varepsilon^\alpha \left[\frac{D_1 K_1^\alpha}{\lambda_1 - \alpha(a_2 + K_1\varepsilon)} + \frac{D_2 K_2^\alpha}{\lambda_2 - \alpha(a_1 + K_2\varepsilon)}\right] \leq C,$$  

(46)

then

$$|\bar{h}(t, x_1, y) - \bar{h}(t, x_2, y)| \leq C|x_1 - x_2|^{\alpha}, \quad \text{for } t \in \mathbb{R}, x_1, x_2 \in X \text{ and } y \in Y.$$  

(47)

Proof. It follows from (7) and (41) that

$$|G(t, s)| \leq \begin{cases} D_1 e^{-\lambda_1(t-s)} & \text{if } t \geq s \\ D_2 e^{-\lambda_2(s-t)} & \text{if } t < s. \end{cases}$$

Then

$$\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)| \, ds \leq \left(\frac{D_1}{\lambda_1} + \frac{D_2}{\lambda_2}\right) < \infty$$

and (43) implies that

$$\varepsilon \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)| \, ds < 1.$$  

We can now apply Theorem 2.1 to conclude that there exist functions $H$ and $\bar{H}$ as in the statement of that result.
Moreover, observe that (41) implies that (23) holds with

$$\Delta_1(t, s) = \begin{cases} K_1 e^{\alpha_1|t-s|} & \text{for } t \geq s; \\ K_2 e^{\alpha_2|t-s|} & \text{for } t < s. \end{cases}$$

Then,

$$\int_{-\infty}^{\infty} |G(t, s)| \varepsilon^\alpha \Delta_1^\alpha (s, t) \, ds$$

$$\leq \int_{-\infty}^{t} D_1 e^{-\lambda_1(t-s)} \varepsilon^\alpha K_1^\alpha e^{\alpha\alpha_2(t-s)} \, ds + \int_{t}^{\infty} D_2 e^{-\lambda_2(s-t)} \varepsilon^\alpha K_2^\alpha e^{\alpha\alpha_1(s-t)} \, ds$$

$$\leq \varepsilon^\alpha \left[ \frac{D_1 K_1^\alpha}{\lambda_1 - \alpha \alpha_2} + \frac{D_2 K_2^\alpha}{\lambda_2 - \alpha \alpha_1} \right],$$

for each $t \in \mathbb{R}$. Now Theorem 2.6 and (44) imply that (45) holds.

Next it is proved in Appendix 4.2 that (24) holds with

$$\Delta_2(t, s) = \begin{cases} K_1 e^{(a_1+K_1\varepsilon)(t-s)} & \text{for } t \geq s; \\ K_2 e^{(a_2+K_2\varepsilon)(s-t)} & \text{for } s \geq t. \end{cases}$$

Then,

$$\int_{-\infty}^{\infty} |G(t, s)| \varepsilon^\alpha \Delta_2^\alpha (s, t) \, ds$$

$$\leq \int_{-\infty}^{t} D_1 e^{-\lambda_1(t-s)} \varepsilon^\alpha K_1^\alpha e^{(a_2+K_2\varepsilon)(t-s)} \, ds + \int_{t}^{\infty} D_2 e^{-\lambda_2(s-t)} \varepsilon^\alpha K_2^\alpha e^{(a_1+K_1\varepsilon)(s-t)} \, ds,$$

which yields that

$$\int_{-\infty}^{\infty} |G(t, s)| \varepsilon^\alpha \Delta_2^\alpha (s, t) \, ds \leq \varepsilon^\alpha \left[ \frac{D_1 K_1^\alpha}{\lambda_1 - \alpha (a_2 + K_2\varepsilon)} + \frac{D_2 K_2^\alpha}{\lambda_2 - \alpha (a_1 + K_1\varepsilon)} \right],$$

for $t \in \mathbb{R}$. We conclude from Theorem 2.6 and (46) that (47) holds. The proof of the corollary is completed.

In the next corollary we give conditions ensuring the existence of a linearization and Hölder continuity in $y$.

**Corollary 2.12.** Assume that conditions (1) and (2) as in Corollary 2.11 and that, in addition, the following conditions hold:

(3) there exists $\varepsilon > 0$ such that

$$|f(t, x_1, y_1) - f(t, x_2, y_2)| \leq \varepsilon |x_1 - x_2| + |y_1 - y_2|, \quad (48)$$

for $t \in \mathbb{R}$, $x_1, x_2 \in X$ and $y_1, y_2 \in Y$;

(4) there exists $M_2 > 0$ such that

$$|g(t, y) - g(t, w)| \leq M_2 |y - w|, \quad \text{for } t \in \mathbb{R} \text{ and } y, w \in Y. \quad (49)$$

Then, if (43) holds, there exist functions $H$ and $\bar{H}$ as in the statement of Theorem 2.1. Moreover, we have the following:

(a) suppose that

$$0 < \alpha < \min\{\lambda_1/M_2, \lambda_2/M_2\}.$$ 

Given $C > 0$, provided $\varepsilon$ is sufficiently small so that

$$2M(1 + C)\varepsilon^\alpha \left[ \frac{D_1}{\lambda_1 - \alpha M_2} + \frac{D_2}{\lambda_2 - \alpha M_2} \right] \leq C, \quad (50)$$
we have that
\[ |h(t, x, y_1) - h(t, x, y_2)| \leq C|y_1 - y_2|^{\alpha}, \]
for \( t \in \mathbb{R}, x \in X \) and \( y_1, y_2 \in Y \).

(b) suppose
\[ 0 < \alpha < \min\{\frac{\lambda_1}{M_3}, \frac{\lambda_2}{M_3}\}, \]
where \( M_3 = \max\{M_2, a_1, a_2\} \). Then given \( C > 0 \), provided \( \varepsilon > 0 \) is sufficiently small so that
\[ 0 < \alpha < \min\{\frac{\lambda_1}{(M_3 + K_2 \varepsilon)}, \frac{\lambda_2}{M_3 + K_1 \varepsilon}\}, \]
and
\[ 2^{1+\alpha} M_2^\varepsilon \left[ \frac{D_1}{\lambda_1 - \alpha(M_3 + K_2 \varepsilon)} + \frac{D_2}{\lambda_2 - \alpha(M_3 + K_1 \varepsilon)} \right] \leq C, \]
we have that
\[ |\tilde{h}(t, x, y_1) - \tilde{h}(t, x, y_2)| \leq C|y_1 - y_2|^{\alpha}, \]
for \( t \in \mathbb{R}, x \in X \) and \( y_1, y_2 \in Y \).

Proof. The existence of \( H \) and \( \tilde{H} \) follows as in the proof of Corollary 2.11. Let us now establish (a). By a simple Gronwall lemma argument, we have that (34) holds with
\[ \sigma(t, s) = e^{M_2|t-s|}. \]
Then,
\[
\begin{align*}
\int_{-\infty}^{\infty} |G(t, s)| \sigma^\alpha(s, t) \, ds & \leq \int_{-\infty}^{t} D_1 e^{-\lambda_1(t-s)} e^{\alpha M_2(t-s)} \, ds + \int_{t}^{\infty} D_2 e^{-\lambda_2(s-t)} e^{\alpha M_2(s-t)} \, ds \\
& \leq \left[ \frac{D_1}{\lambda_1 - \alpha M_2} + \frac{D_2}{\lambda_2 - \alpha M_2} \right],
\end{align*}
\]
for \( t \in \mathbb{R} \). Let \( C > 0 \) be given. Then, if \( \varepsilon \) is such that (50) is satisfied, it follows from Theorem 2.8 that (51) holds.

We now prove (b). Let \( t \mapsto (x(t), y(t)) \) and \( t \mapsto (z(t), w(t)) \) be solutions of (6) such that \( x(s) = z(s) \). Then in Appendix 4.3 it is proved that
\[ |x(t) - z(t)| + |y(t) - w(t)| \leq 2e^{(M_3 + K_1 \varepsilon)|t-s|}|y(s) - w(s)| \]
if \( t \geq s \) and
\[ |x(t) - z(t)| + |y(t) - w(t)| \leq 2e^{(M_3 + K_2 \varepsilon)|t-s|}|y(s) - w(s)| \]
if \( t \leq s \). Hence, (35) holds with
\[ \Delta_3(t, s) = \begin{cases} 2e^{(M_3 + K_1 \varepsilon)|t-s|} & (t \geq s) \\
2e^{(M_3 + K_2 \varepsilon)|t-s|} & (t \leq s). \end{cases} \]
Then, 
\[
\int_{-\infty}^{\infty} |g(t,s)| \Delta^\alpha_\epsilon(s,t) \, ds \\
\leq 2^\alpha \int_{-\infty}^{t} D_1 e^{-\lambda_1(s-t)} e^{\alpha(M_3 + K_2 \epsilon)(s-t)} \, ds + 2^\alpha \int_{t}^{\infty} D_2 e^{-\lambda_2(s-t)} e^{\alpha(M_3 + K_1 \epsilon)(s-t)} \, ds
\]
\[
\leq 2^\alpha \left[ \frac{D_1}{\lambda_1 - \alpha(M_3 + K_2 \epsilon)} + \frac{D_2}{\lambda_2 - \alpha(M_3 + K_1 \epsilon)} \right].
\]

Given \( C > 0 \), if \( \epsilon \) is satisfies (52), it follows from Theorem 2.8 that (53) holds. The proof of the corollary is completed. \( \square \)

**Remark 2.13.** Under the assumptions of the previous two corollaries we have (see Remark 2.10) that \( H \) and \( \bar{H} \) are Hölder continuous in \((x,y)\) on each bounded subset of \( X \times Y \). A similar result is established in [28, Theorem 2] (see also [31, Theorem 2.2]). In contrast to these results, we obtain Hölder continuity on each bounded subset of \( X \times Y \), and not only on the unit ball on \( X \times Y \). Finally, our proofs of Theorems 2.6 and 2.8 are somewhat simpler than the corresponding arguments in [28, 31].

**Remark 2.14.** In addition, we also provide an upper bound for the Hölder exponent in \( \alpha \) in terms of the ratios between the dichotomy exponents and the growth and decay rates for \( \dot{x} = A(t)x \), in the case of Hölder continuity in \( x \). In the case of Hölder continuity in \( y \), the growth and decay rates of solutions of \( \dot{y} = g(t,y) \) must also be taken into account.

For \( \dot{x} = A(t)x \), the dichotomy exponents and the growth and decay rates can all be seen from the Sacker-Sell spectrum \( \Sigma \), which is the set of real \( \lambda \) for which \( \dot{x} = (A(t) - \lambda I)x \) does not have an exponential dichotomy. \( \Sigma \) is a closed set (see [29]). We suppose in addition it is bounded. Since we are assuming \( \dot{x} = A(t)x \) has an exponential dichotomy, then \( 0 \notin \Sigma \). In our corollaries above, we have the four positive numbers \( \lambda_1 \leq a_2, \lambda_2 \leq a_1 \). It turns out we may take them as any numbers satisfying
\[-a_2 < \inf \Sigma \leq \sup \Sigma \cap (-\infty,0) \leq -\lambda_1 < 0 < \lambda_2 < \inf [\Sigma \cap (0,\infty)] \leq \sup \Sigma < a_1.\]

**2.6. Examples without exponential dichotomy.** We now discuss the applicability of Theorems 2.6 and 2.8 in the case when \( \dot{x} = A(t)x \) does not admit an exponential dichotomy.

**Example 2.15.** We recall the notion of an exponential trichotomy introduced by Elaydi and Hajek [13]. Assume that \( X = \mathbb{R}^d \). We say that \( \dot{x} = A(t)x \) admits an exponential trichotomy if there exist two families of projections \((P^+(t))_{t \geq 0}\) and \((P^-(t))_{t \leq 0}\) and positive constants \( D_i, \lambda_i, \, i \in \{1, 2, 3, 4\} \) such that the following conditions hold:
- \( P^+(t)T(t,s) = T(t,s)P^+(s) \) for \( t, s \geq 0 \) and \( P^-(t)T(t,s) = T(t,s)P^-(s) \) for \( t, s \leq 0 \);
- for \( t \geq s \geq 0 \),
  \[ |T(t,s)P^+(s)| \leq D_1 e^{-\lambda_1(t-s)} \quad \text{and} \quad |T(s,t)(I - P^+(t))| \leq D_2 e^{-\lambda_2(t-s)}; \]
- for \( 0 \geq t \geq s \),
  \[ |T(t,s)P^-(s)| \leq D_3 e^{-\lambda_3(t-s)} \quad \text{and} \quad |T(s,t)(I - P^-(t))| \leq D_4 e^{-\lambda_4(t-s)}; \]
\( P^{-}(0) = P^{-}(0)P^{+}(0) = P^{+}(0)P^{-}(0) \).

Obviously, if \( \dot{x} = A(t)x \) admits an exponential dichotomy, then it also admits an exponential trichotomy. However, the converse statement does not hold.

Assume that \( \dot{x} = A(t)x \) admits an exponential trichotomy and that the first two estimates in (41) hold (with some \( K_i, a_i > 0, i = 1, 2 \)). Furthermore, let \( G(t, s) \) be as in (7) with

\[
P(s) = \begin{cases} P^{+}(s) & s \geq 0; \\ P^{-}(s) & s < 0. \end{cases}
\]

It is easy to show that the first estimate in (28) holds. Similarly to the arguments in the previous subsection, one can formulate conditions under which Theorem 2.6 and 2.8 can be applied in the present setting.

Finally, we note the following: if \( X \) is finite-dimensional and the first two estimates in (41) hold (with some \( K_i, a_i > 0, i = 1, 2 \)), then \( \dot{x} = A(t)x \) admits an exponential trichotomy if and only if the first estimate in (28) holds. Indeed, this follows from [13, Theorem 5.2].

We now consider an example studied (for a different purpose) by Coppel [7, p.27].

**Example 2.16.** Let \( X = \mathbb{R} \). We choose a continuously differentiable function \( \phi: \mathbb{R} \to \mathbb{R} \) with the following properties:

- \( \phi(t) \in (0, 1] \) for each \( t \in \mathbb{R} \) and \( \phi(t) = 1 \) for \( t \leq 0 \);
- \( \int_{0}^{\infty} (1/\phi(s) - 1) \, ds < +\infty \);
- \( \lim_{n \to \infty} \frac{\phi(n)}{\phi(n - 2^{-n})} = +\infty \). \hfill (55)

Furthermore, for \( t \in \mathbb{R} \) set

\[
A(t) = \frac{\phi'(t)}{\phi(t)} - 1 \quad \text{and} \quad P(t) = I.
\]

Then,

\[
T(t, s) = \frac{\phi(t)}{\phi(s)} e^{-(t-s)} \quad \text{and} \quad G(t, s) = \begin{cases} \frac{\phi(t)}{\phi(s)} e^{-(t-s)} & t \geq s; \\ 0 & t < s. \end{cases}
\]

It follows easily from (55) that \( \dot{x} = A(t)x \) does not admit an exponential dichotomy (since it is not uniformly stable).

We now assume that there exist \( M \geq 1 \) and \( \varepsilon > 0 \) such that (25) and (42) hold. Observe that for every \( t \geq 0 \),

\[
\int_{0}^{t} \frac{\phi(t)}{\phi(s)} e^{-(t-s)} \, ds = e^{-t} \phi(t) \int_{0}^{t} \frac{e^{s}}{\phi(s)} \, ds
\]

\[
= e^{-t} \phi(t) \int_{0}^{t} e^{s} \, ds + e^{-t} \phi(t) \int_{0}^{t} e^{s}(1/\phi(s) - 1) \, ds \quad (56)
\]

\[
\leq 1 + \int_{0}^{\infty} (1/\phi(s) - 1) \, ds,
\]

and thus

\[
\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} |G(t, s)| \, ds \leq 2 + \int_{0}^{\infty} (1/\phi(s) - 1) \, ds < +\infty.
\]
Assuming that $\varepsilon$ satisfies

$$\varepsilon \left( 2 + \int_0^{\infty} \frac{1}{\phi(s)} - 1 \right) ds < 1,$$

we have that (9) holds with $\mu(t) = 1$ and $\gamma(t) = \varepsilon$. Consequently, there exist $H$ and $\tilde{H}$ as in the statement of Theorem 2.1.

Take now $\alpha \in (0, 1)$ and $C > 0$. By arguing as in (56), one can conclude that

$$\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} G(t, s) \Delta^\alpha(s, t) ds = \sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} G(t, s) T(s, t)^\alpha ds \leq \frac{2}{1 - \alpha} + \int_0^{\infty} (1/\phi(s) - 1) ds.$$

Therefore, provided that $\varepsilon > 0$ satisfies

$$\max \{ 2M, \varepsilon \} (1 + C) \varepsilon^\alpha \left( \frac{2}{1 - \alpha} + \int_0^{\infty} (1/\phi(s) - 1) ds \right) \leq C,$$

it follows from Theorem 2.6 that (45) holds.

On the other hand, by arguing as in Appendix 4.2, one can easily show that

$$\Delta_2(t, s) = \frac{\phi(t)}{\phi(s)} e^{-(1 + \varepsilon)(t - s)}, \quad t \leq s.$$

Then, provided that $\varepsilon$ is sufficiently small, we have that

$$\sup_{t \in \mathbb{R}} \int_{-\infty}^{\infty} G(t, s) \Delta^\alpha_2(s, t) ds \leq \frac{2}{1 - \alpha(1 + \varepsilon)} + \int_0^{\infty} (1/\phi(s) - 1) ds.$$

Hence, if $\varepsilon > 0$ satisfies

$$2M \varepsilon^\alpha \left( \frac{2}{1 - \alpha(1 + \varepsilon)} + \int_0^{\infty} (1/\phi(s) - 1) ds \right) \leq C,$$

it follows from Theorem 2.6 that (47) holds. Similarly, one can discuss the applicability of Theorem 2.8 in this setting.

**Remark 2.17.** The previous two examples show that Theorem 2.6 and 2.8 can be applied in situations when $\dot{x} = A(t)x$ does not admit an exponential dichotomy. This shows that our results are more general than those in [3, 28, 31].

### 3. The Case of Discrete Time

Let $X$ and $Y$ be as in Subsection 2.1. Let $(A_n)_{n \in \mathbb{Z}}$ be a sequence of invertible operators in $B(X)$ and $f_n : X \times Y \to X$, $n \in \mathbb{Z}$ be a sequence of maps with the property that there exist sequences $(\mu_n)_n$ and $(\gamma_n)_n$ in $[0, \infty)$ such that

$$|f_n(x, y)| \leq \mu_n \quad \text{and} \quad |f_n(x_1, y) - f_n(x_2, y)| \leq \gamma_n |x_1 - x_2|, \quad (57)$$

for $n \in \mathbb{Z}$, $x, x_1, x_2 \in X$ and $y \in Y$. Furthermore, let $(g_n)_{n \in \mathbb{Z}}$ be a sequence of homeomorphisms on $Y$. We consider a coupled system

$$x_{n+1} = A_n x_n + f_n(x_n, y_n), \quad y_{n+1} = g_n(y_n). \quad (58)$$

For $m, n \in \mathbb{Z}$, set

$$A(m, n) = \begin{cases} A_{m-1} \cdots A_n & \text{for } m > n; \\ I & \text{for } m = n; \\ A_m^{-1} \cdots A_{n-1} & \text{for } m < n. \end{cases}$$
Let \((P_n)_{n \in \mathbb{Z}}\) be a sequence in \(B(X)\). We define
\[
G(m, n) = \begin{cases} 
A(m, n)P_n & \text{for } m \geq n; \\
A(m, n)(I - P_n) & \text{for } m < n.
\end{cases}
\] (59)

3.1. A linearization result. Besides (58), we also consider the uncoupled system
\[
x_{n+1} = A_n x_n, \quad y_{n+1} = g_n(y_n).
\] (60)

Let \(k \mapsto (x_1(k, n, x), y(k, n, y))\) denote the solution of (60) which equals \((x, y)\) when \(k = n\). Similarly, \(k \mapsto (x_2(k, n, x, y), y(k, n, y))\) is the solution of (58) whose value is \((x, y)\) at \(k = n\).

The following result is a version of Theorem 2.1 in the present setting.

Theorem 3.1. Suppose that
\[
N := \sup_{m \in \mathbb{Z}} \sum_{n = -\infty}^{\infty} |G(m, n)| \mu_{n-1} < \infty \quad \text{and} \quad q := \sup_{m \in \mathbb{Z}} \sum_{n = -\infty}^{\infty} |G(m, n)| \gamma_{n-1} < 1.
\] (61)

Then, there exists a sequence of continuous functions \(H_n : X \times Y \to X \times Y, n \in \mathbb{Z}\) of the form \(H_n(x, y) = (x + h_n(x, y), y)\), where \(\sup_{n, x, y} |h_n(x, y)| < \infty\), such that if \(n \mapsto (x_n, y_n)\) is a solution of (60), then \(n \mapsto H_n(x_n, y_n)\) is a solution of (58). In addition, there exists a sequence of continuous functions \(\hat{H}_n : X \times Y \to X \times Y, n \in \mathbb{Z}\) of the form \(\hat{H}_n(x, y) = (x + \hat{h}_n(x, y), y)\), where \(\sup_{n, x, y} |\hat{h}_n(x, y)| < \infty\), such that if \(n \mapsto (x_n, y_n)\) is a solution of (58), then \(n \mapsto \hat{H}_n(x_n, y_n)\) is a solution of (60). Moreover, \(H_n\) and \(\hat{H}_n\) are inverses of each other, that is,
\[
H_n(\hat{H}_n(x, y)) = (x, y) = \hat{H}_n(H_n(x, y)),
\] (62)

for \(n \in \mathbb{Z}\) and \((x, y) \in X \times Y\).

Proof. Since the proof is analogous to that of Theorem 2.1, we will only provide a sketch of the argument. Let \(Z\) be the space of all sequences \(h = (h_n)_{n \in \mathbb{Z}}\) of continuous maps \(h_n : X \times Y \to X\), \(n \in \mathbb{Z}\) such that
\[
\|h\|_{\infty} := \sup_{n, x, y} |h_n(x, y)| < \infty.
\]

Then, \((Z, \|\cdot\|_{\infty})\) is a Banach space. For \(h = (h_n)_{n \in \mathbb{Z}} \in Z\), we define \(\hat{h} = (\hat{h}_n)_{n \in \mathbb{Z}}\) by
\[
\hat{h}_n(\xi, \eta) = \sum_{k = -\infty}^{\infty} G(n, k)H(k, n)(\xi, \eta) \quad \text{for } n \in \mathbb{Z} \text{ and } (\xi, \eta) \in X \times Y,
\]

where
\[
H(k, n)(\xi, \eta) = f_{k-1}(x_1(k - 1, n, \xi) + h_{k-1}(x_1(k - 1, n, \xi), y(k - 1, n, \eta)), y(k - 1, n, \eta)).
\] (63)

Observe that it follows from (57) and (61) that
\[
|\hat{h}_n(\xi, \eta)| \leq \sum_{k = -\infty}^{\infty} |G(n, k)| \mu_{k-1} \leq N,
\]

for \(n \in \mathbb{Z}\) and \((\xi, \eta) \in X \times Y\). Thus, \(\hat{h} \in Z\). In addition, (57) and (61) imply that
\[
\|\hat{h}^1 - \hat{h}^2\|_{\infty} \leq q\|h^1 - h^2\|_{\infty}, \quad \text{for } h^i \in Z, i = 1, 2.
\]
We conclude that the map $T: \mathbb{Z} \to \mathbb{Z}$ given by $T(h) = \hat{h}$, $h \in \mathbb{Z}$ is a contraction. Consequently, $T$ has a unique fixed point $h = (h_n)_{n \in \mathbb{Z}} \in \mathbb{Z}$. Then,

$$h_n(\xi, \eta) = \sum_{k=-\infty}^{\infty} \mathcal{G}(n, k)H(k, n)(\xi, \eta),$$

for $n \in \mathbb{Z}$ and $(\xi, \eta) \in X \times Y$, where $H(k, n)(\xi, \eta)$ is given by (63). Then, we have that

$$h_n(x_1(n, m, \xi), y(n, m, \eta)) = \sum_{k=-\infty}^{\infty} \mathcal{G}(n, k)H(k, n)(x_1(n, m, \xi), y(n, m, \eta)).$$

Moreover, since

$$x_1(k-1, n, x_1(n, m, \xi)) = x_1(k-1, m, \xi), \ y(k-1, n, y(n, m, \eta)) = y(k-1, m, \eta),$$

we have that

$$H(k, n)(x_1(n, m, \xi), y(n, m, \eta)) = f_{k-1}(x_1(k-1, m, \xi) + h_{k-1}(x_1(k-1, m, \xi), y(k-1, m, \eta)), y(k-1, m, \eta)).$$

It follows that if $n \mapsto (x_n, y_n)$ is a solution of (60), then

$$h_n(x_n, y_n) = \sum_{k=-\infty}^{\infty} \mathcal{G}(n, k)f_{k-1}(x_{k-1} + h_{k-1}(x_{k-1}, y_{k-1}), y_{k-1}), \ n \in \mathbb{Z}$$

so that

$$h_n(x_n, y_n) = \sum_{k=-\infty}^{n} \mathcal{A}(n, k)P_kf_{k-1}(x_{k-1} + h_{k-1}(x_{k-1}, y_{k-1}), y_{k-1})$$

$$- \sum_{n+1}^{\infty} \mathcal{A}(n, k)(I - P_k)f_{k-1}(x_{k-1} + h_{k-1}(x_{k-1}, y_{k-1}), y_{k-1}).$$

Consequently,

$$x_{n+1} + h_{n+1}(x_{n+1}, y_{n+1}) - A_n(x_n + h_n(x_n, y_n))$$

$$= h_{n+1}(x_{n+1}, y_{n+1}) - A_nh_n(x_n, y_n)$$

$$= A_n \left[ \sum_{k=-\infty}^{n+1} \mathcal{A}(n, k)P_kf_{k-1}(x_{k-1} + h_{k-1}(x_{k-1}, y_{k-1}), y_{k-1})$$

$$- \sum_{n+2}^{\infty} \mathcal{A}(n, k)(I - P_k)f_{k-1}(x_{k-1} + h_{k-1}(x_{k-1}, y_{k-1}), y_{k-1}) \right]$$

$$- A_nh_n(x_n, y_n)$$

$$= A_nh_n(x_n, y_n) + P_{n+1}f_n(x_n + h_n(x_n, y_n), y_n) + (I - P_{n+1})f_n(x_n + h_n(x_n, y_n), y_n)$$

$$- A_nh_n(x_n, y_n)$$

$$= f_n(x_n + h_n(x_n, y_n), y_n),$$

for $n \in \mathbb{Z}$. Therefore, $n \mapsto (x_n + h_n(x_n, y_n), y_n)$ is a solution of (58). For $n \in \mathbb{Z}$ and $(\xi, \eta) \in X \times Y$, we set

$$H_n(\xi, \eta) = (\xi + h_n(\xi, \eta), \eta).$$
From the preceding discussion, we have that if \( n \mapsto (x_n, y_n) \) is a solution of (60), then \( n \mapsto H_n(x_n, y_n) \) is a solution of (58).

Now set
\[
\tilde{h}_n(\xi, \eta) = - \sum_{k \in \mathbb{Z}} g(n, k) f_{k-1}(x_2(k-1, n, \xi, \eta), y(k-1, n, \eta)),
\]
for \( n \in \mathbb{Z} \) and \( (\xi, \eta) \in X \times Y \). Using (61), one can easily see that \( (\tilde{h}_n)_{n \in \mathbb{Z}} \in \mathcal{Z} \).

Observe, using a similar identity to (64), that
\[
\tilde{h}_n(x_2(n, m, \xi, \eta), y(m, n, \eta)) = - \sum_{k=-\infty}^{\infty} g(n, k) f_{k-1}(x_2(k-1, m, \xi, \eta), y(k-1, m, \eta)).
\]

Hence, if \( n \mapsto (x_n, y_n) \) is a solution of (58), we have that
\[
\tilde{h}_n(x_n, y_n) = - \sum_{k=-\infty}^{\infty} g(n, k) f_{k-1}(x_{k-1}, y_{k-1}), \quad m \in \mathbb{Z}. \tag{65}
\]

By direct calculation,
\[
\tilde{h}_{n+1}(x_{n+1}, y_{n+1}) = A_n \tilde{h}_n(x_n, y_n) - f_n(x_n, y_n) \quad n \in \mathbb{Z},
\]
and thus \( n \mapsto (x_n + \tilde{h}_n(x_n, y_n), y_n) \) is a solution of (60). For \( n \in \mathbb{Z} \) and \( (\xi, \eta) \in X \times Y \), set
\[
\tilde{H}_n(\xi, \eta) = (\xi + \tilde{h}_n(\xi, \eta), \eta).
\]

By the preceding discussion, if \( n \mapsto (x_n, y_n) \) is a solution of (58), then \( n \mapsto \tilde{H}_n(x_n, y_n) \) is a solution of (60). Finally, by arguing as in the proof of Theorem 2.1 one can show that (77) holds.

The following example is a discretization of Example 2.5.

**Example 3.2.** Let \( X = \mathbb{R}^3 \) and for \( n \in \mathbb{Z} \), set
\[
A_n = \begin{pmatrix}
\cos 1 & -\sin 1 & 0 \\
\sin 1 & \cos 1 & 0 \\
0 & 0 & 1 + n^2
\end{pmatrix}
\quad \text{and} \quad
P_n = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Then,
\[
\mathcal{G}(m, n) = \begin{cases}
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & \frac{1+n^2}{1+m^2} & 0
\end{pmatrix} & \text{for } m \geq n; \\
\begin{pmatrix}
\cos(m-n) & -\sin(m-n) & 0 \\
\sin(m-n) & \cos(m-n) & 0 \\
0 & 0 & 0
\end{pmatrix} & \text{for } m < n.
\end{cases}
\]

Hence, \( |\mathcal{G}(m, n)| \leq 1 + n^2 \) and thus (61) holds whenever
\[
\sum_{n=-\infty}^{\infty} (1 + n^2) \mu_{n-1} < \infty \quad \text{and} \quad \sum_{n=-\infty}^{\infty} (1 + n^2) \gamma_{n-1} < 1.
\]

Finally, we observe that the difference equation \( x_{n+1} = A_n x_n \) does not admit an exponential dichotomy (or even an ordinary dichotomy).
3.2. Hölder continuity in $x$. We suppose there exist $\Delta_1(m, n) > 0$ such that
\[ |A(m, n)| \leq \Delta_1(m, n) \]
and $\Delta_2(m, n) > 0$ such that if $n \mapsto (x_n, y_n)$ and $n \mapsto (z_n, y_n)$ are solutions of (58) then
\[ |x_m - z_m| \leq \Delta_2(m, n)|x_n - z_n|. \]
Furthermore, we assume there exists $M \geq 1$ and a sequence $(\varepsilon_n)_{n \in \mathbb{Z}} \subset [0, \infty)$ such that
\[ |f_n(x, y)| \leq M \]
and
\[ |f_n(x_1, y) - f_n(x_2, y)| \leq \varepsilon_n|x_1 - x_2|, \]
for $n \in \mathbb{Z}$, $x, x_1, x_2 \in X$ and $y \in Y$. In addition, we assume that there exists $N \geq 1$ such that
\[ \varepsilon_n \leq N. \]
Finally, we suppose that
\[ \sup_{m \in \mathbb{Z}} \sum_{n=-\infty}^{\infty} |G(m, n)| < \infty, \quad \eta := \sup_{m \in \mathbb{Z}} \sum_{n=-\infty}^{\infty} |G(m, n)|\varepsilon_{n-1} < 1. \]
Observe that the above condition implies that (61) holds and thus Theorem 3.1 is valid. Hence, there is a sequence $H_n(x, y) = (x + h_n(x, y), y)$ sending the solutions of (60) onto the solutions of (58) and a sequence $\tilde{H}_n(x, y) = (x + \tilde{h}_n(x, y), y)$ sending the solutions of (58) onto the solutions of (60).

**Theorem 3.3.** Let $C > 0$ and $0 < \alpha < 1$ be given. Then if
\[ \max\{2M, N\}(1 + C)\sup_{n \in \mathbb{Z}} \sum_{m=-\infty}^{\infty} |G(m, n)|\varepsilon_{m-1}^{\alpha}\Delta_1^\alpha(m - 1, n) \leq C, \]
we have
\[ |h_n(x_1, y) - h_n(x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } n \in \mathbb{Z}, x_1, x_2 \in X \text{ and } y \in Y. \]
Moreover, if
\[ 2M \sup_{n \in \mathbb{Z}} \sum_{m=-\infty}^{\infty} |G(m, n)|\varepsilon_{m-1}^{\alpha}\Delta_2^\alpha(m - 1, n) \leq C, \]
then
\[ |\tilde{h}_n(x_1, y) - \tilde{h}_n(x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } n \in \mathbb{Z}, x_1, x_2 \in X \text{ and } y \in Y. \]

**Proof.** We follow closely the proof of Theorem 2.6. We begin by observing that (68) and (69) imply that
\[ |f_n(x, y) - f_n(z, y)| = |f_n(x, y) - f_n(z, y)|^{1-\alpha}|f_n(x, y) - f_n(z, y)|^\alpha \]
\[ \leq 2M\varepsilon_n^\alpha|x - z|^\alpha, \]
for $n \in \mathbb{Z}$, $x, z \in X$ and $y \in Y$.

Let $Z$ be as in the proof of Theorem 3.1. Furthermore, let $Z'$ denote the set of all $\Psi = (\psi_n)_{n \in \mathbb{Z}} \in Z$ such that
\[ |\psi_n(x_1, y) - \psi_n(x_2, y)| \leq C|x_1 - x_2|^\alpha, \quad \text{for } n \in \mathbb{Z}, x_1, x_2 \in X \text{ and } y \in Y. \]
Then, $Z'$ is a closed subset of $Z$. We now prove that $T(Z') \subset Z'$, where $T$ is as in the proof of Theorem 3.1. We recall that

$$(T\Psi)_n(\xi,\eta) = \sum_{k=-\infty}^{\infty} G(n,k)H(k,n)(\xi,\eta) \quad \text{for } n \in \mathbb{Z} \text{ and } (\xi,\eta) \in X \times Y,$$

where

$$H(k,n)(\xi,\eta) = f_{k-1}(x_1(k-1,n,\xi) + \psi_{k-1}(x_1(k-1,n,\xi),y(k-1,n,\eta)),y(k-1,n,\eta)).$$

Take an arbitrary $\Psi = (\psi_n)_{n \in \mathbb{Z}} \in Z'$. We observe (using (69), (70) and (74)) that

$$|f_n(x_1 + \psi_n(x_1,y),y) - f_n(x_2 + \psi_n(x_2,y),y)| \leq M_1\varepsilon_n^\alpha (1 + C)|x_1 - x_2|^\alpha, \quad (75)$$

where $M_1 = \max\{N,2M\}$, following the argument in (33) with $t$ replaced by $n$. Then,

$$(T\Psi)_n(\xi_1,\eta) - (T\Psi)_n(\xi_2,\eta) = \sum_{m=-\infty}^{\infty} G(n,m)p(m),$$

where

$$p(m) = f_{m-1}(x_1(m-1,n,\xi_1) + \psi_{m-1}(x_1(m-1,n,\xi_1),y(m-1,n,\eta)),y(m-1,n,\eta))$$

$$- f_{m-1}(x_1(m-1,n,\xi_2) + \psi_{m-1}(x_1(m-1,n,\xi_2),y(m-1,n,\eta)),y(m-1,n,\eta)).$$

Using (75), we see that

$$|p(m)| \leq M_1\varepsilon_{m-1}^\alpha (1 + C)|x_1(m-1,n,\xi_2) - x_1(m-1,n,\xi_1)|^\alpha$$

$$\leq M_1\varepsilon_{m-1}^\alpha (1 + C)[\Delta_1(m-1,n)|\xi_1 - \xi_2|^\alpha]$$

$$= M_1\varepsilon_{m-1}^\alpha (1 + C)\Delta_1^\alpha(m-1,n)|\xi_1 - \xi_2|^\alpha.$$

Therefore, by (72) we have that

$$|(T\Psi)_n(\xi_1,\eta) - (T\Psi)_n(\xi_2,\eta)|$$

$$\leq M_1(1 + C)|\xi_1 - \xi_2|^\alpha \sup_{n \in \mathbb{Z}} \sum_{m=-\infty}^{\infty} |G(n,m)|\varepsilon_{m-1}^\alpha \Delta_1^\alpha(m-1,n)$$

$$\leq C|\xi_1 - \xi_2|^\alpha,$$

for $t \in \mathbb{R}, \xi_1, \xi_2 \in X$ and $\eta \in Y$. Therefore, $T\Psi \in Z'$. Consequently, the unique fixed point $(h_n)_{n \in \mathbb{Z}}$ of $T$ belongs to $Z'$, which implies the first assertion of the theorem.

On the other hand, we recall from Theorem 3.1 that

$$\tilde{h}_n(\xi,\eta) = - \sum_{m \in \mathbb{Z}} G(n,m)f_{m-1}(x_2(m-1,n,\xi,\eta),y(m-1,n,\eta)).$$

Then

$$\tilde{h}_n(\xi_1,\eta) - \tilde{h}_n(\xi_2,\eta) = \sum_{m=-\infty}^{\infty} G(n,m)p(m),$$

where

$$p(m) = f_{m-1}(x_2(m-1,n,\xi_2,\eta),y(m-1,n,\eta))$$

$$- f_{m-1}(x_2(m-1,n,\xi_1,\eta),y(m-1,n,\eta)).$$
By (74), we have that
\[ |p(m)| \leq 2M \varepsilon_m^\alpha |x_2(m - 1, n, \xi_2, \eta) - x_2(m - 1, n, \xi_1, \eta)|^\alpha \]
\[ \leq 2M \varepsilon_m^\alpha \Delta_2^\alpha (m - 1, n)|\xi_1 - \xi_2|^\alpha. \]
Consequently, using (73) we conclude that
\[ ||h_n(\xi_1, \eta) - h_n(\xi_2, \eta)|| \leq 2M |\xi_1 - \xi_2|^\alpha \sum_{m=\infty}^\infty |\mathcal{G}(n, m)|\varepsilon_m^\alpha \Delta_2^\alpha (m - 1, n) \]
\[ \leq C|\xi_1 - \xi_2|^\alpha, \]
for \( n \in \mathbb{Z}, \xi_1, \xi_2 \in X \) and \( \eta \in Y \), which establishes the second assertion of the theorem. The proof of the theorem is completed. \( \square \)

3.3. Hölder continuity in \( y \). We continue to assume that (68) holds with \( M \geq 1 \). Moreover, we assume that there exists a sequence \( (\varepsilon_n)_{n \in \mathbb{Z}} \subset [0, +\infty) \) satisfying (70) (with some \( N \geq 1 \)) and such that
\[ |f_n(x_1, y_1) - f_n(x_1, y_2)| \leq \varepsilon_n(|x_1 - x_2| + |y_1 - y_2|), \]
for \( n \in \mathbb{Z}, x_1, x_2 \in X \) and \( y_1, y_2 \in Y \). Furthermore, we suppose that if \( n \mapsto y_n \) and \( n \mapsto w_n \) are solutions of \( y_{n+1} = g_n(y_n) \), then
\[ |y_m - w_m| \leq \sigma(m, n)|y_n - w_n|, \]
for some \( \sigma(m, n) > 0 \). In addition, we assume that there exist \( \Delta_3(m, n) > 0 \) such that if \( m \mapsto (x_m, y_m) \) and \( m \mapsto (z_m, w_m) \) are solutions of (58) with \( x_n = z_n \), then
\[ |x_m - z_m| + |y_m - w_m| \leq \Delta_3(m, n)|y_n - w_n|. \]
Finally, suppose that (71) holds. Hence, Theorem 2.1 is again applicable. The proof of the following result is similar to the proofs of Theorems 2.8 and 3.3 and therefore it is omitted.

**Theorem 3.4.** Let \( C > 0 \) and \( 0 < \alpha < 1 \) be given. Then, if
\[ \max\{2M, N\}(1 + C) \sup_{n \in \mathbb{Z}} \sum_{m=\infty}^\infty |\mathcal{G}(n, m)|\varepsilon_m^\alpha |\sigma^\alpha (m - 1, n)| \leq C, \]
we have that
\[ |h_n(x, y_1) - h_n(x, y_2)| \leq C|y_1 - y_2|^\alpha, \quad \text{for } n \in \mathbb{Z}, x \in X \text{ and } y_1, y_2 \in Y. \]
Moreover, if
\[ 2M \sup_{n \in \mathbb{Z}} \sum_{m=\infty}^\infty |\mathcal{G}(n, m)|\varepsilon_m^\alpha \Delta_3^\alpha (m - 1, n) \leq C, \]
then
\[ |\tilde{h}_n(x, y_1) - \tilde{h}_n(x, y_2)| \leq C|y_1 - y_2|^\alpha, \quad \text{for } n \in \mathbb{Z}, x \in X \text{ and } y_1, y_2 \in Y. \]

**Remark 3.5.** Like in Remark 2.7 (Remark 2.9, resp.) we can get that, under the assumptions of Theorem 3.3 (Theorem 3.4, resp.), for each \( n \in \mathbb{Z} \), both \( H_n(x, y) \) and \( \tilde{H}_n(x, y) \) are Hölder continuous with respect to \( x \) (resp.) when restricted to any bounded subset of \( X \) (resp.). Moreover, as in Remark 2.10, under the assumptions of Theorems 3.3 and 3.4, we may conclude that for each \( n \in \mathbb{Z} \), \( H_n(x, y) \) and \( \tilde{H}_n(x, y) \) are Hölder continuous in \( (x, y) \) when restricted to any bounded subset of \( X \times Y \).
Remark 3.6. As in Section 2.5, we can easily apply Theorems 3.1, 3.3 and 3.4 to the context where the sequence of operators \((A_n)_{n \in \mathbb{Z}}\) admits an exponential dichotomy, that is, there exists a sequence \((P_n)\) of projections on \(X = \mathbb{R}^n\) satisfying
\[
A(n, m)P_m = P_n A(n, m) \quad \text{for } n, m \in \mathbb{Z},
\]
and positive constants \(D_1, D_2, \lambda_1, \lambda_2\) such that for \(n \geq m\)
\[
|A(n, m)P_m| \leq D_1 e^{-\lambda_1(n-m)}, \quad |A(m, n)(I - P_n)| \leq D_2 e^{-\lambda_2(n-m)},
\]
and bounded growth and decay conditions
\[
|A(n, m)| \leq K_1 e^{a_1(n-m)}, \quad |A(m, n)| \leq K_2 e^{a_2(n-m)},
\]
where \(K_1, K_2, a_1, a_2\) are positive constants such that \(a_2 \geq \lambda_1, a_1 \geq \lambda_2\). We skip the details.

Remark 3.7. We note that Theorems 3.1 and 3.3 can also be applied in the case when \((A_n)_{n \in \mathbb{Z}}\) admits the so-called generalized exponential dichotomy \([2]\). We recall that a sequence \((A_n)_{n \in \mathbb{Z}} \subset \mathcal{B}(X)\) of invertible operators is said to admit a generalized exponential dichotomy if
- for each \(n \in \mathbb{Z}\) there are closed subspaces \(S(n)\) and \(U(n)\) of \(X\) such that
\[
X = S(n) \oplus U(n) \quad \text{for } n \in \mathbb{Z}; \tag{76}
\]
- for each \(n \in \mathbb{Z}\)
\[
A_n S(n) \subset S(n+1) \quad \text{and} \quad A_n^{-1} U(n+1) \subset U(n); \tag{77}
\]
- there exist \(D, \lambda > 0\) such that
\[
|A(m, n)x| \leq De^{-\lambda(m-n)}|x| \quad \text{for } x \in S(n) \text{ and } m \geq n,
\]
and
\[
|A(m, n)x| \leq De^{-\lambda(n-m)}|x| \quad \text{for } x \in U(n) \text{ and } m \leq n;
\]
- we have that
\[
\sup_{n \in \mathbb{Z}} |P_n| < \infty,
\]
where \(P_n : X \to S(n)\) is a projection associated with the decomposition (76).

We observe that in contrast to the notion of an exponential dichotomy where
\[
A_n S(n) = S(n+1) \quad \text{and} \quad A_n^{-1} U(n+1) = U(n),
\]
in the case of a generalized exponential dichotomy we impose a weaker condition (77). We refer to \([2, \text{Section 5}]\) for explicit examples of sequences that admit a generalized exponential dichotomy but do not admit an exponential dichotomy. We also note that when \(X\) is finite-dimensional, the notion of a generalized exponential dichotomy coincides with the notion of an exponential trichotomy (which for the case of discrete dynamics, following \([13]\), was first studied in \([23]\)). Assuming that
\[
\sup_{n \in \mathbb{Z}} \max\{|A_n|, |A_n^{-1}|\} < +\infty \quad \text{and setting } G(m, n) \text{ as in } (59),
\]
one can easily obtain conditions under which Theorems 3.1 and 3.3 can be applied. We emphasize that those would be exactly the same as in the context of Remark 3.6.

We note that when \(X\) is finite-dimensional, it follows from \([23, \text{Proposition 1}]\) that \((A_n)_{n \in \mathbb{Z}}\) admits an exponential trichotomy if and only if the first estimate in (71) holds.
4. Appendix

4.1. Solutions of (6) are defined for all time. Let \( t \mapsto y(t) \) be a solution of \( \dot{y} = g(t, y) \). We know it is defined for all \( t \) and it is uniquely defined by its value at any time. Since \( A(t)x + f(t, x, y(t)) \) is locally Lipschitz in \( x \) it follows that the initial value problem

\[
\dot{x} = A(t)x + f(t, x, y(t)), \quad x(\tau) = \xi
\]

has a unique solution \( x(t) \) for \( t \) near \( \tau \). Now we must show that this solution is defined for all time. Suppose \( t \mapsto x(t) \) is not defined for all \( t \geq \tau \). Then, there exists \( T > \tau \) such that \( t \mapsto x(t) \) exists on \([\tau, T)\) but is not bounded. Let \( t \mapsto z(t) \) be the solution of the inhomogeneous linear system

\[
\dot{z} = A(t)z + f(t, 0, y(t)), \quad z(\tau) = x(\tau).
\]

Then \( t \mapsto z(t) \) exists and is bounded on \([\tau, T]\). Let the bound be \( K \). We see by variation of constants that

\[
x(t) = z(t) + \int_{\tau}^{t} T(t, s)[f(s, z(s), y(s)) - f(s, 0, y(s))] ds.
\]

Let \( M > 0 \) be such that

\[
|T(t, s)| \leq M, \quad \tau \leq s, t \leq T.
\]

By (5), we have that

\[
|x(t)| \leq K + M \int_{\tau}^{t} \gamma(s)|x(s)| ds.
\]

By Gronwall’s lemma, it follows that for \( \tau \leq t < T \),

\[
|x(t)| \leq K e^{M \int_{\tau}^{t} \gamma(s) ds}
\]

and hence \( t \mapsto x(t) \) is bounded on \([\tau, T]\), which yields a contradiction. A similar argument works for \( t \leq \tau \). So solutions of (6) are defined for all \( t \).

4.2. Estimate for \( \Delta_{2}(t, s) \). Let \( t \mapsto (x(t), y(t)) \) and \( t \mapsto (z(t), y(t)) \) be solutions of (6). Then, by the variation of constants formula we have that

\[
x(t) - z(t) = T(t, s)[x(s) - z(s)] + \int_{s}^{t} T(t, u)[f(u, x(u), y(u)) - f(u, z(u), y(u))] du.
\]

So if \( t \geq s \), it follows from (41) and (42) that

\[
|x(t) - z(t)| \leq K_1 e^{a_1(t-s)} |x(s) - z(s)| + \int_{s}^{t} K_1 e^{a_1(t-u)} \varepsilon |x(u) - y(u)| du.
\]

Set \( v(t) = e^{-a_1(t-s)} |x(t) - z(t)| \). Then,

\[
v(t) \leq K_1 |x(s) - z(s)| + K_1 \varepsilon \int_{s}^{t} v(u) du.
\]

By Gronwall’s lemma, it follows that

\[
v(t) \leq K_1 |x(s) - z(s)| e^{K_1 \varepsilon (t-s)}
\]

and hence

\[
|x(t) - z(t)| \leq K_1 |x(s) - z(s)| e^{(a_1 + K_1 \varepsilon)(t-s)}.
\]

The argument for \( t \leq s \) is similar.
4.3. **Estimate for** $\Delta_3(t, s)$. Let $t \mapsto (x(t), y(t))$ and $t \mapsto (z(t), w(t))$ be solutions of (6) such that $x(s) = z(s)$. Then

$$x(t) - z(t) = \int_s^t T(t, u)[f(u, x(u), y(u)) - f(u, z(u), w(u))] \, du.$$ 

So if $t \geq s$, it follows from (41), (48) and (54) that

$$|x(t) - z(t)| \leq \int_s^t K_1 e^{M_3(t-u)} |x(u) - z(u)| + |y(u) - w(u)| \, du$$

and

$$|y(t) - w(t)| \leq e^{M_3(t-s)} |y(s) - w(s)|.$$ 

Then,

$$\int_s^t e^{M_3(t-u)} |y(u) - w(u)| \, du \leq \int_s^t e^{M_3(t-u)} e^{M_3(u-s)} |y(s) - w(s)| \, du$$

$$= (t - s) e^{M_3(t-s)} |y(s) - w(s)|.$$ 

It follows that

$$|x(t) - z(t)| \leq K_1 \int_s^t e^{M_3(t-u)} |x(u) - z(u)| \, du + K_1 \varepsilon (t - s) e^{M_3(t-s)} |y(s) - w(s)|.$$ 

Set

$$v(t) = e^{-M_3(t-s)} |x(t) - z(t)|.$$ 

Then,

$$v(t) \leq K_1 \varepsilon \int_s^t v(u) \, du + \lambda(t),$$

where

$$\lambda(t) = K_1 \varepsilon (t - s) |y(s) - w(s)|.$$ 

By Gronwall’s lemma, we have

$$v(t) \leq \lambda(t) + K_1 \varepsilon \int_s^t \lambda(u) e^{K_1 \varepsilon (t-u)} \, du.$$ 

Now, integrating by parts,

$$K_1 \varepsilon \int_s^t \lambda(u) e^{K_1 \varepsilon (t-u)} \, du$$

$$= -e^{K_1 \varepsilon (t-u)} \lambda(u) \bigg|_s^t \ + \int_s^t e^{K_1 \varepsilon (t-u)} K_1 \varepsilon |y(s) - w(s)| \, du$$

$$= -\lambda(t) + (e^{K_1 \varepsilon (t-s)} - 1) |y(s) - w(s)|.$$ 

Hence,

$$v(t) \leq (e^{K_1 \varepsilon (t-s)} - 1) |y(s) - w(s)|,$$

and so for $t \geq s$ we have that

$$|x(t) - z(t)| \leq e^{(M_3 + K_1 \varepsilon)(t-s)} |y(s) - w(s)|.$$ 

Then

$$|x(t) - z(t)| + |y(t) - w(t)| \leq 2e^{(M_3 + K_1 \varepsilon)(t-s)} |y(s) - w(s)|.$$ 

The proof for $t \leq s$ is similar.
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