Uniform minorization condition and convergence bounds for discretizations of kinetic Langevin dynamics
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Abstract

We study the convergence in total variation and $V$-norm of discretization schemes of the underdamped Langevin dynamics. Such algorithms are very popular and commonly used in molecular dynamics and computational statistics to approximatively sample from a target distribution of interest. We show first that, for a very large class of schemes, a minorization condition uniform in the stepsize holds. This class encompasses popular methods such as the Euler-Maruyama scheme and the schemes based on splitting strategies. Second, we provide mild conditions ensuring that the class of schemes that we consider satisfies a geometric Foster–Lyapunov drift condition, again uniform in the stepsize. This allows us to derive geometric convergence bounds, with a convergence rate scaling linearly with the stepsize. This kind of result is of prime interest to obtain estimates on norms of solutions to Poisson equations associated with a given numerical method.

1 Introduction

Langevin dynamics are nowadays one of the default dynamics to sample configurations of molecular systems in computational statistical physics; see for instance [31, 56, 2] for reference textbooks on molecular dynamics, as well as the more mathematically oriented works [47, 39, 42]. They are also gaining increasing popularity in Bayesian statistics and machine learning [54, 7] to obtain approximate samples from the a posteriori distribution of a statistical model [15, 18]. In this paper, we are interested in the Langevin dynamics, sometimes coined underdamped or kinetic, which describes the evolution of the position $(X_t)_{t \geq 0}$ and the velocity $(V_t)_{t \geq 0}$ of a system by the 2d-dimensional stochastic differential equation (SDE):

$$
\begin{align*}
\frac{dX_t}{dt} &= V_t dt, \\
\frac{dV_t}{dt} &= \left[ b(X_t) - \kappa V_t \right] dt + \sigma dB_t.
\end{align*}
$$

Here, $\kappa, \sigma > 0$ are some friction and diffusion coefficients respectively, and $(B_t)_{t \geq 0}$ is a standard $d$-dimensional Brownian motion defined on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$ satisfying the usual conditions. Note that, for notational simplicity, the mass matrix of the system is set to be the identity matrix and the friction coefficient is a scalar, independent of the position. It would nonetheless be possible to consider symmetric definite positive mass matrices, and position dependent friction matrices. A typical choice for the vector field $b \in C^1(\mathbb{R}^d, \mathbb{R}^d)$ is $b = -\nabla U$ for some potential energy $U$, in which case the unique invariant probability measure of (1) is the Boltzmann–Gibbs probability measure, whose density with respect to the
Lebesgue measure is proportional to \((x,v) \mapsto \exp(-\kappa [2U(x) + \|v\|^2]/\sigma^2)\). However, we are also interested in situations where the drift does not arise from a gradient, as in nonequilibrium molecular dynamics simulations [17, 30] (see for instance [42, Section 5] for a mathematical introduction to this field).

There are various techniques to prove the convergence of the continuous dynamics (1), for instance hypocoercivity [55, 57], Lyapunov estimates [59, 45, 53] and coupling methods [27]. Moreover, although the dynamics is degenerate, \textit{i.e.} the covariance matrix associated with (1) is not invertible, it can be shown using a combination of controllability arguments and hypoellipticity [53], that, for any \(t_0 > 0\) and initial condition \((X_0, V_0) = (x_0, v_0) \in \mathbb{R}^{2d}\), the random variable \((X_{t_0}, V_{t_0})\) has a distribution with a positive density \((x_{t_0}, v_{t_0}) \mapsto p_{t_0}((x_{t_0}, v_0), (x_{t_0}, v_{t_0}))\) with respect to the Lebesgue measure on \(\mathbb{R}^{2d}\), implying that the Markov semigroup associated with (1) is irreducible. Finally, quantitative bounds on \(p_{t_0}\) for any \(t_0 > 0\) can be established by various techniques, such as Malliavin calculus [5], representation formulas for pinned diffusions together with comparison principles [49, 50], or through Gaussians bounds obtained with the so-called parametrix method [36, 41].

Obtaining quantitative convergence rates at the discrete level for discretization scheme associated with (1) is more difficult. In particular, it is of prime concern to establish convergence rates \(\rho_t\) for discretization schemes with timestep \(\gamma > 0\) which are similar to their continuous counterpart, \textit{i.e.} such that \(\log(\rho_t)\) scales linearly in the timestep. More precisely, if we denote by \(R_t\) the Markov kernel associated with a given discretization scheme, it is sensible to expect that, under appropriate conditions and for any \(\gamma > 0\) small enough, this kernel admits an invariant distribution \(\pi_\gamma\) and \(d(\mu_0 R_{t_0}^k, \pi_\gamma) \leq C_\gamma \nu^k\) for an initial distribution \(\mu_0\), where \(C \geq 0\) and \(\nu \in [0,1)\), while \(d\) is some distance on the set of probability measures on \(\mathbb{R}^{2d}\). Currently, one of the main options to obtain such a convergence result is to prove Lyapunov estimates and minorization conditions which are uniform in the timestep, \textit{i.e.} that such conditions holds for \(R_{t_0/\gamma}^k\) for some \(t_0 > 0\) for constants which do not depend on \(\gamma\). This strategy was used for overdamped Langevin dynamics in [9] and [19]. While Lyapunov conditions are based on direct algebraic computations, and may require to consider implicit schemes [45, 37], showing a minorization condition uniform in the timestep is the main bottleneck of this approach. For non-degenerate stochastic dynamics, this type of results can be established relying on Malliavin calculus [6], but the resulting proof is rather involved. It may also be possible to write a direct proof as in [9] from the Girsanov theorem, although this is however possible only for dynamics with additive noise. Finally, the coupling approach developed in [26, 19, 28] cannot be applied to discretizations of the degenerate SDE (1).

In this paper, we consider another approach to obtaining minorization conditions uniform in the timestep: the idea is to consider the numerical scheme over small physical times as a perturbation of a given Gaussian process. This approach was first advocated by one of the authors to easily present the main results and rationale from [26, 19] for discretization schemes of the overdamped Langevin dynamics; see Section 3. It turns out that this approach can be extended to various discretization schemes for the underdamped Langevin dynamics, in particular the splittings schemes proposed in [10, 38], which are becoming increasingly popular in molecular dynamics (see [2, Section 12.2]). This contribution allows to amend and correct the proof of [40, Lemma 2.8] and extend this result to unbounded spaces.

**Outline of the work.** The present document is organized as follows. We present the main results we obtain in Section 2; see in particular Theorem 3 for the minorization condition, and Theorem 5 for the Lyapunov condition. Both results are stated so that the dependence on the timestep is explicit. The general structure of the numerical schemes we consider is motivated in Section 4, where we present various algorithms to discretize Langevin dynamics. The remaining sections are devoted to the proofs of these results. The proof of the minorization condition is written in Section 5, with, for pedagogical purposes, a sketch of the proof for non-degenerate dynamics in Section 3; while the proof of the Lyapunov condition can be read in Section 6. For completeness, some proofs and derivations are deferred to the appendix.

**Notation.** In order to present more concisely our results, we use the following notation throughout this work. For \(m,n,p,q \in \mathbb{N}^*\), the Kronecker product \(A \otimes B\) of a \(m \times n\) matrix \(A = (a_{i,j})_{(i,j) \in \{1,...,m\} \times \{1,...,n\}}\) and a \(p \times q\) matrix \(B = (b_{i,j})_{(i,j) \in \{1,...,p\} \times \{1,...,q\}}\) is the \(pm \times qn\) dimensional matrix with entries

\[
\forall (i,j) \in \{1,...,pm\} \times \{1,...,qn\}, \quad (A \otimes B)_{i,j} = a_{[(i-1)/p] + [j/q], [j-1/q] + [(i-1)/p]} b_{i-[(i-1)/p]p,j-[(j-1)/q]q} .
\]
Equivalently, and more explicitly, the general structure of the discretization schemes we consider (the relevance of the structural assumptions we make is illustrated later on by various examples in Section 4). We then state the main results of this work in Section 2.2, namely minoration and drift conditions uniform in the discretization timestep, from which we immediately deduce a geometric convergence with a rate uniform in the timestep as well.

2.1 Structural assumptions on the numerical schemes

Discretization schemes for \( (1) \) are obtained in practice by introducing a positive timestep \( \gamma > 0 \). They correspond to a Markov chain \( \{(X_k, V_k)\}_{k \in \mathbb{N}} \), where \( (X_k, V_k) \) approximates \( (X_{k\gamma}, V_{k\gamma}) \), the solution of \( (1) \) at time \( k\gamma \). More precisely, we consider the following general structure on the induction defining the numerical schemes: for \( k \in \mathbb{N} \),

\[
X_{k+1} = X_k + \gamma V_k + \gamma f_\gamma \left( X_k, \gamma^\delta V_k, \gamma^{\delta+1/2} \sigma_\gamma Z_{k+1}, W_{k+1} \right) + \gamma^{\delta+1/2} \sigma_\gamma D_\gamma Z_{k+1},
\]

\[
V_{k+1} = \tau_\gamma V_k + \gamma g_\gamma \left( X_k, \gamma^\delta V_k, \gamma^{\delta+1/2} \sigma_\gamma Z_{k+1}, W_{k+1} \right) + \sqrt{\gamma} \sigma_\gamma Z_{k+1},
\]

where \( \delta > 0 \) is a positive parameter (equal to 1 in all the examples we consider), the family \( (W_{k+1})_{k \in \mathbb{N}} \) is a sequence of independent and identically distributed (i.i.d.) random variables with common distribution \( \mu_w \) on a measurable space \( (W, \mathcal{W}) \), independent of the family \( (Z_{k+1})_{k \in \mathbb{N}} \) of i.i.d. \( d \)-dimensional standard Gaussian random variables. In many cases of interest (see Section 4 below), \( (W_{k+1})_{k \in \mathbb{N}} \) is a family of i.i.d. standard Gaussian random variables.

The actual numerical schemes under consideration are encoded by the measurable functions \( f_\gamma, g_\gamma : \mathbb{R}^d \times \mathcal{W} \to \mathbb{R}^d \), as well as by \( \sigma_\gamma, \tau_\gamma > 0 \) and \( D_\gamma \in \mathbb{R}^{d \times d} \). We illustrate the choice of the form for the recursion (2) by several discretization schemes for \( (1) \) in Section 4. One formally expects in the limit \( \gamma \to 0 \) that

\[
\tau_\gamma = 1 - \kappa \gamma + \mathcal{O}(\gamma^2), \quad \sigma_\gamma \to \sigma,
\]
and for any $x, v \in \mathbb{R}^d, w \in \mathbb{W},$
\[
g_\gamma(x, \gamma^\delta v, \gamma^{\delta+1/2} z, w) \to b(x), \quad f_\gamma(x, \gamma^\delta v, \gamma^{\delta+1/2} z, w) \to 0 .
\] (3)

These limits are in fact equalities for simple numerical schemes such as the Euler–Maruyama method (see (4) below). However, we need to consider a general framework, and introduce additional noise variables $(W_{k+1})_{k \in \mathbb{N}}$ and drift functions such as $f_\gamma$ in order to analyze more complicated numerical schemes, as (31) below for instance. Let us also emphasize that for (3) to hold, the arguments in the functions $f_\gamma, g_\gamma$ need to be scaled by powers of $\gamma$. In addition, these rescaled versions of $f_\gamma, g_\gamma$ are Lipschitz with constants independent of the timestep in all our examples in Section 4, which motivates Assumption A2 below.

We consider the following assumptions on the coefficients and functions entering (2). We always assume that $\gamma \in (0, \tilde{\gamma}]$, for some fixed $\tilde{\gamma} > 0$. Typically, $\tilde{\gamma}$ represents a threshold which ensures that the scheme under consideration is stable. Here, for ease of presentation, we assume in A1 below that $\tilde{\gamma}$ is even smaller than a specific constant.

The first assumption A1 expresses some form of consistency of the coefficients $\sigma, \kappa$ in (2), which are related to the coefficients $\sigma, \kappa$ in (1). In addition, we also impose some upper bound on $\tilde{\gamma}$ to simplify the derivation of our main results but it could be easily relaxed.

A1. 1) There exists $C_\kappa \geq 0$ such that $\tilde{\gamma} \leq (\kappa + 2C_\kappa)/\kappa^{\gamma}$, and for any $\gamma \in (0, \tilde{\gamma}]$, it holds $|\tau_\gamma - e^{-\kappa \gamma}| \leq C_\kappa \gamma^2$ and $\tau_\gamma \in (0, 1)$.

2) There exist $\bar{\gamma}, \mathcal{D} \in \mathbb{R}_+$ such that $\sup_{\gamma \in (0, \tilde{\gamma})} \|D_\gamma\|_{op} \leq \mathcal{D}$. Finally, $\lim_{\gamma \to 0} \sigma_\gamma = \sigma$.

The conditions in A2 express some form of Lipschitz stability with respect to scaled variables, and quantifies the fact that perturbations arising from $f_\gamma, g_\gamma$, can be of order $\gamma$ with respect to positions, while they are restricted to be of order $\gamma^{1+\delta}$ with respect to momenta.

A2. For all $w \in \mathbb{W}$, the functions $(x, v, z) \mapsto (f_\gamma(x, v, z, w), g_\gamma(x, v, z, w))$ are $C^1$. In addition, there exists $L > 0$ such that, for any $\gamma \in (0, \tilde{\gamma})$, $w \in \mathbb{W}$ and $(x, v, z), (x', v', z') \in \mathbb{R}^{3d},$
\[
\|f_\gamma(x, v, z, w) - f_\gamma(x', v', z', w)\| \leq L \|(x, v) - (x', v')\| \|z - z'|\|
\]
\[
\|g_\gamma(x, v, z, w) - g_\gamma(x', v', z', w)\| \leq L \|(x, v) - (x', v')\| \|z - z'|\| .
\]

In fact, we could assume that A2 only holds for $\mu_w$-almost all $w \in \mathbb{W}$, but strengthen this condition for ease of presentation.

For concreteness of the discussion and results to follow, we illustrate our choice of the framework specified by (2) by two simple examples. In order not to distract the reader and to not further postpone our main results, we show that most common discretization schemes of (1) fit into the framework (2) in Section 4.

Example 1 (Euler–Maruyama scheme). The Euler–Maruyama discretization of (1) reads
\[
X_{k+1} = X_k + \gamma V_k , \quad V_{k+1} = (1 - \kappa \gamma)V_k + \gamma b(X_k) + \sqrt{\tau_\gamma} \sigma Z_k .
\] (4)

This numerical scheme can be written in the form (2) upon taking
\[
\tau_\gamma = 1 - \kappa \gamma , \quad \sigma_\gamma = \sigma , \quad D_\gamma = 0 , \quad f_\gamma(x, v, z, w) = 0 ; \quad g_\gamma(x, v, z, w) = b(x) .
\]
The parameter $\delta$ is irrelevant. Note that A1 and A2 hold under the condition that $b$ is Lipschitz.

Example 2 (Simple Verlet scheme). The general recursion also includes the simplest Verlet-type scheme (see Section 4.2) which reads
\[
X_{k+1} = X_k + \gamma V_k + \gamma^2 b(X_k) , \quad V_{k+1} = e^{-\kappa \gamma} V_k + \gamma e^{-\kappa \gamma} b(X_k) + \sqrt{\frac{1 - e^{-2\kappa \gamma}}{2\kappa}} \sigma Z_{k+1} .
\]

This corresponds to (2) with $\tau_\gamma = e^{-\kappa \gamma}$, $\sigma_\gamma = \sigma \sqrt{(1 - e^{-2\kappa \gamma})/(2\kappa)}$, $D_\gamma = 0$ ($\delta$ is irrelevant), and $f_\gamma(x, v, z, w) = \gamma b(x) , g_\gamma(x, v, z, w) = e^{-\kappa \gamma} b(x)$. 4
2.2 Minorization, drift and convergence uniform in the timestep

To state our results, we introduce the Markov kernel $R_\gamma$ associated with (2), i.e., for any $(x,v) \in \mathbb{R}^{2d}$ and $B \in \mathcal{B}(\mathbb{R}^{2d}),$

$$R_\gamma((x,v),B) = \int_{\mathbb{R}^{2d+m}} \mathbb{1}_B \left( \Gamma_\gamma(x,v,(\gamma\sigma'_\gamma)^{1/2}z,w) \right) \varphi(z) \, dz \, \mu_{W}(dw),$$  \hspace{1cm} (5)

where $\varphi(z)$ is the density of the $d$-dimensional standard normal distribution, and

$$\Gamma_\gamma(x,v,z,w) = \left( x + \gamma v + \gamma f_\gamma \left( x, \gamma^d v, \gamma^d z, w \right) + \gamma^d D_\gamma z, \tau_\gamma v + \gamma g_\gamma \left( x, \gamma^d v, \gamma^d z, w \right) + z \right).$$  \hspace{1cm} (6)

We present in the following our main results which allow us to conclude to the uniform $\mathcal{V}$-geometric ergodicity for $R_\gamma$ of the form $\|\delta(x,v)R_\gamma^t - \pi_\gamma\|_\mathcal{V} \leq C\mathcal{V}(x,v)\rho^{tk}$ for any $k \in \mathbb{N}$, $\gamma \in (0,\bar{\gamma}]$ small enough, and where $C \geq 0$ and $\rho \in [0,1)$ are independent of $\gamma$. The proof of this result standardly follows from quantitive minorization and Lyapunov conditions.

**Minorization condition uniform in the timestep.** Our first main result shows that $R_\gamma^{[t_0/\gamma]}$ satisfies a minorization condition with a constant which depends only on the physical time $t_0 > 0$ (considered sufficiently small) and not on $\gamma$.

**Theorem 3.** Assume that A1 and A2 hold. Then there exists $\bar{t}_0 > 0$ such that, for any $t_0 \in (0,\bar{t}_0]$ and $M \geq 0$, there are $\varepsilon_{t_0,M} > 0$ and $\bar{\gamma}_{t_0} > 0$ for which, for any $\gamma \in (0,\bar{\gamma}_{t_0}]$ and $(x,v),(x',v') \in \mathbb{R}^{2d}(0_{2d},M),$

$$\left\| R_\gamma^{[t_0/\gamma]+1}((x,v),\cdot) - R_\gamma^{[t_0/\gamma]+1}((x',v'),\cdot) \right\|_{TV} \leq 2 \left( 1 - \varepsilon_{t_0,M} \right).$$  \hspace{1cm} (7)

In words, Theorem 3 ensures that for any compact set $K \subset \mathbb{R}^{2d}$, there exists $t_0,\gamma_{t_0} > 0$ for which, for any $\gamma \in (0,\bar{\gamma}_{t_0}]$, $K$ is 1-small for $R_\gamma^{[t_0/\gamma]}$. The proof of this result can be read in Section 5. The main steps are sketched out in the simple case of nondegenerate Langevin dynamics in Section 3.

**Lyapunov condition uniform in the timestep.** To ensure the existence of a unique stationary distribution $\mu_\gamma$ for $R_\gamma$, and obtain a rate of convergence to stationarity, we need to consider additional assumptions. We focus on conditions which allow to ensure the uniform $\mathcal{V}$-geometric ergodicity of $R_\gamma$ with a Lyapunov function built upon a function $U : \mathbb{R}^d \rightarrow \mathbb{R}$ satisfying the following condition.

**D1.** The function $U : \mathbb{R}^d \rightarrow \mathbb{R}$ is $C^1$, $U(x) \geq 0$ for any $x \in \mathbb{R}^d$, and $U(0) = 0$, $\nabla U(0) = 0$. In addition, there exists $L \geq 0$ such that for any $x,y \in \mathbb{R}^d$, $\|\nabla U(x) - \nabla U(y)\| \leq L \|x - y\|.$

In the sequel, we call this assumption D1(U) in order to highlight that it is related to the existence of an appropriate function $U$. The condition $\inf_{x \in \mathbb{R}^d} U(x) \geq 0$ is not restrictive since any function bounded from below can be shifted to be nonnegative. The conditions $U(0) = 0$ and $\nabla U(0) = 0$ could be relaxed but allow to simplify some computations and are therefore considered for ease of presentation. When $b$ comes from the gradient of a potential (up to some perturbation) function, as discussed around (13), then this potential is a natural candidate for the function $U$. In this case, D1(U) is necessary to ensure the stability of most of the schemes.

The Lyapunov function $\mathcal{V}_\gamma : \mathbb{R}^{2d} \rightarrow \mathbb{R}$ we consider is parametrized by a constant $w > 0$, and is of the following exponential form for any $\gamma \in (0,\bar{\gamma}]$ and $x,v \in \mathbb{R}^d$:

$$\mathcal{V}_\gamma(x,v) = \exp \left( w \sqrt{1 + \mathcal{V}_\gamma(x,v)} \right),$$  \hspace{1cm} (8)

where $\mathcal{V}_\gamma : \mathbb{R}^{2d} \rightarrow \mathbb{R}_+$, defined as

$$\mathcal{V}_\gamma(x,v) = \frac{\kappa_\gamma^2}{2} \|x\|^2 + \|v\|^2 + \frac{\kappa_\gamma^2 \gamma (1 + \gamma^d \theta_\gamma)}{1 - \gamma \tau_\gamma} \langle x,v \rangle + 2\alpha U(x),$$  \hspace{1cm} (9)
is the sum of $U(x)$ and a positive definite quadratic form in $(x,v)$. The parameters $\vartheta, \alpha_U$ are introduced in D2 below. As in previous studies on discretization of Langevin dynamics such as [45, Equation (8.3)], the Lyapunov function $\mathcal{W}_\gamma \varphi$ depends on the stepsize $\gamma$ through $\mathcal{W}_\gamma$ (in fact, $\mathcal{W}_\gamma$ converges as $\gamma \to 0$ to a Lyapunov function for the continuous dynamics (1), similarly to the family of Lyapunov functions considered in [45]; see [45, Equation (3.6)]).

By the estimates in Section 6 (see Lemma 24 and (94)), the design of $\mathcal{W}_\gamma$ ensures that there exist $\mathcal{L}_w, \bar{\mathcal{W}}_\gamma \in \mathbb{R}_+$ and $\bar{\gamma}_w > 0$ such that, for any $\gamma \in (0, \bar{\gamma}_w)$,

$$\mathcal{L}_w \varphi' \leq \mathcal{W}_\gamma \leq \bar{\mathcal{W}}_\gamma \varphi', \quad \varphi(x,v) = \|x\|^2 + \|v\|^2 + U(x).$$

Therefore, there exist $\varpi_1, \varpi_2 > 0$ such that for any $\varpi > 0$, $\gamma \in (0, \bar{\gamma}_w)$ and $x,v \in \mathbb{R}^d$,

$$\mathcal{W}_\gamma(x,v)^{\frac{\varpi_1}{\varpi}} \leq \mathcal{W}_\gamma(x,v) \leq \mathcal{W}_\gamma(x,v)^{\frac{\varpi_2}{\varpi}}, \quad \text{where} \quad \mathcal{W}_\gamma(x,v) = \exp \left( \varpi \sqrt{1 + \varphi(x,v)} \right). \quad (10)$$

In particular, convergence bounds on $\|\delta(x,v)R^\varphi_\gamma - \mu_\gamma\|_{\mathcal{W}_\gamma}$ for $\varpi > 0$ (where $\mu_\gamma$ is the unique invariant probability measure associated with $R_\gamma$) thus imply convergence bounds on $\|\delta(x,v)R^\varphi_\gamma - \mu_\gamma\|_{\mathcal{W}_\gamma}$.  

In view of the minorization condition provided by Theorem 3 and using for example [22, Theorem 19.4.1], it is sufficient to establish a Lyapunov condition for $R^\varphi(x,v)_{\gamma_t}$ uniform in the stepsize $\gamma > 0$ in order to obtain exponential convergence bounds for $R_\gamma$. To this end, we first establish a Lyapunov condition for $R_\gamma$, under additional technical conditions on the family of functions $f_\gamma, g_\gamma$ for $\gamma \in (0, \bar{\gamma})$, in relation with the potential $U$ considered in D1(U). To state these conditions, we introduce the function $\mathcal{F} : \mathbb{R}^{2d} \times \mathbb{R}^m \to \mathbb{R}_+$ defined for $x,v,z \in \mathbb{R}^d$ and $w \in \mathbb{R}^m$ as

$$\mathcal{F}(x,v,z,w) = \frac{\|\nabla U(x)\|^2}{L^2} + \|v\|^2 + \|z\|^2 + \|w\|^2 + \|x\|. \quad (11)$$

Note that the position $x$ appears through the two terms $\|\nabla U(x)\|^2$ and $\|x\|$ (mind the fact that the latter norm is not squared).

D2. $\mathcal{W} = \mathbb{R}^m$, $\mathcal{W} = \mathcal{B}(\mathbb{R}^m)$ and there exist $\alpha_U, \zeta_U > 0$, $\delta_U \in (0,1]$ and $C_U \geq 0$ for which, for any $\gamma \in (0, \bar{\gamma})$, there is $\vartheta_\gamma \in \mathbb{R}$ with

$$\sup_{\gamma \in (0, \bar{\gamma})} |\vartheta_\gamma| \leq \bar{\vartheta},$$

such that the following estimates hold: for any $x,v,z \in \mathbb{R}^d$ and for $\mu_\gamma$-almost every $w \in \mathbb{R}^m$,

$$\left\|f_\gamma \left( x, \gamma^\vartheta v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right\|^2 + \left\|g_\gamma \left( x, \gamma^\vartheta v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) + \alpha_U \nabla U(x) \right\|^2 \leq C_U \left[ 1 + \gamma^\vartheta \mathcal{F} \left( x,v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right], \quad (12)$$

and

$$\left\langle x, f_\gamma \left( x, \gamma^\vartheta v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right\rangle \leq \vartheta \vartheta_\gamma \left\langle x,v \right\rangle + \gamma^\vartheta \zeta_U \|x\| \|w_1\| + C_U \left[ 1 + \gamma^\vartheta \mathcal{F} \left( x,v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right],$$

$$\left\langle x, g_\gamma \left( x, \gamma^\vartheta v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right\rangle \leq -\vartheta \vartheta_\gamma \left[ \frac{\|\nabla U(x)\|^2}{L^2} + \|x\| \right] + C_U \gamma^\vartheta \mathcal{F} \left[ 1 + \gamma \vartheta \mathcal{F} \left( x,v, \gamma^{\vartheta + \frac{1}{2}} \sigma \gamma z, w \right) \right].$$

As for D1(U), we refer to this assumption as D2(U) in the sequel. The condition (12) means that, at first order in $\gamma$, $g_\gamma$ is some bounded perturbation of $\alpha_U \nabla U$, which holds in many applications. The parameter $\vartheta_\gamma$ is the prefactor of the term linear in $v$ in the expression of $f_\gamma$ (see the expressions of the functions $f_\gamma$ for the examples presented in Section 4). This explains why an unsigned term $\gamma^\vartheta \vartheta_\gamma \left\langle x,v \right\rangle$ appears on the right hand side of the third inequality above. Since $f_\gamma$ and $g_\gamma + \alpha_U \nabla U$ corresponds to some form of second order expansion in the timestep $\gamma$ for the schemes we consider, the fact that $\delta_U > 0$ in D2(U) is relatively easy to verify. Finally, note that if D2(U) is satisfied for $\delta_U > 1$, we can replace this parameter by $1 \wedge \delta_U$ upon modifying the constants appearing in this assumption.
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Note that \( D^2(U) \) is satisfied by the Euler-Maruyama scheme (4) and the ones described in Section 4 in the case \( b = -\nabla U \) with \( U \) satisfying \( D^1(U) \) and

\[
\lim \inf_{\|x\| \to +\infty} \frac{\langle \nabla U(x), x \rangle}{\|x\|^2 + \|\nabla U(x)\|^2} > 0.
\]

The latter condition is satisfied by potentials which are convex (see [3, Lemma 2.2]) or behave at infinity as \( \|x\|^a \) with \( 1 \leq a \leq 2 \). In order to illustrate that \( D^2(U) \) is a natural assumption, we check in the appendix Appendix A.7 the following result for the splitting scheme leading to (31) (the other cases considered in Section 4 being easier).

**Proposition 4.** Assume that \( b = -\nabla U \) with \( U : \mathbb{R}^d \to \mathbb{R} \) satisfying \( D^1(U) \) and (13). Then the condition \( D^2(U) \) holds for the second order splitting scheme leading to (31).

The condition \( D^2(U) \) also holds when \( b \) is an appropriate perturbation of \( -\nabla U \). Let us emphasize that we consider a weaker assumption than in [45] even when \( b \) derives from a potential. More precisely, in the case \( b = -\nabla U \), the condition (13) is strengthened in [45, Corollary 7.4] to \( \lim \inf_{\|x\| \to +\infty} \frac{\langle \nabla U(x), x \rangle}{\|x\|^2 + \|\nabla U(x)\|^2} > 0 \).

To ease the presentation of the main results, we consider the following simple assumption on the additional noise \((W_{k+1})_{k \in \mathbb{N}}\).

**D:** The random variables \((W_{k+1})_{k \in \mathbb{N}}\) are i.i.d. \( d \)-dimensional standard Gaussian random variables, and there exists \( \gamma \geq 0 \) such that for any \( x, v, z, w, w' \in \mathbb{R}^d \),

\[
\|f_\gamma(x, v, z, w) - f_\gamma(x, v, z', w')\| + \|g_\gamma(x, v, z, w) - g_\gamma(x, v, z', w')\| \leq \gamma \|x\| \ .
\]

In fact, we consider the more general condition \( D^3 \) on \((W_{k+1})_{k \in \mathbb{N}}\) in Section 4.4, which includes Section 2.2 as a special instance. We postpone its presentation since it is mainly motivated by the use of stochastic gradients in discretization schemes for (1), described in Section 4.3. Therefore, \( D^3 \) will be more transparent once this family of discretization schemes is introduced. Nevertheless, we state and prove our next result under this general assumption.

**Theorem 5.** Consider a potential \( U \) satisfying \( D^1(U), D^2(U) \), and assume that \( A^1 \) and \( D^3 \) (or \( D' \)) hold. Then there exist \( \varpi, \bar{\gamma} > 0, \lambda \in (0,1) \) and \( K, b \geq 0 \) which all depend on \( U \) such that, for any \( \gamma \in (0, \bar{\gamma}] \),

\[
\forall x, v \in \mathbb{R}^d, \quad R_\gamma w_{\gamma, \varpi}(x, v) \leq \lambda \varpi w_{\gamma, \varpi}(x, v) + \gamma b \|v\|, 
\]

where \( w_{\gamma, \varpi} \) is defined in (8).

The proof of this result is postponed to Section 6.

**Exponential convergence uniform in the timestep.** When the statement of Theorem 5 holds, [25, Lemma 1] implies that, for any \( k \in \mathbb{N}^* \) and \( \gamma \in (0, \bar{\gamma}] \),

\[
\forall x, v \in \mathbb{R}^d, \quad R_\gamma w_{\gamma, \varpi}(x, v) \leq \lambda^k \varpi w_{\gamma, \varpi}(x, v) + \frac{1}{\lambda^k} \frac{1}{\log \lambda}.
\]

Therefore, in view of [22, Theorem 19.4.1] applied to \( R_\gamma^k \) with \( k = \lceil t_0/\gamma \rceil \) (where \( t_0 \) is such that the conclusions of Theorem 3 hold), we obtain the following result.

**Theorem 6.** Consider a potential \( U \) satisfying \( D^1(U) \) and \( D^2(U) \), and assume that \( A^1, A^2 \) and \( D^3 \) hold. Then there exists \( \bar{\gamma} > 0 \) such that, for any \( \gamma \in (0, \bar{\gamma}] \), \( R_\gamma \) admits a unique invariant probability measure \( \mu_\gamma \). Moreover, there exist \( \varpi > 0, A \geq 0 \) and \( \rho \in (0,1) \) such that, for any \( \gamma \in (0, \bar{\gamma}] \),

\[
\forall x, v \in \mathbb{R}^d, \quad \|\delta(x,v) R_\gamma^k - \mu_\gamma \|_{w_{\gamma, \varpi}} \leq A \rho^k \varpi w_{\gamma, \varpi}(x, v).
\]
Then, combining this result and (10) we get that there exist \(\varpi_1, \varpi_2 > 0\) such that, for any \(\gamma \in (0, \bar{\gamma}]\),

\[
\forall x, v \in \mathbb{R}^d, \quad \|\delta(x,v) R_{k}^{\nu} - \mu_{\gamma}\|_{\mathcal{P}_{\gamma}} \leq A \rho^{k} \gamma^{2} \mathcal{P}_{\gamma}(x,v),
\]

where \(\mathcal{P}_{\gamma}\) is defined in (10).

Another corollary of (14) is the following: there exists \(K \geq 0\) (which can be computed explicitly in terms of \(A, \rho\)) such that, for any measurable function \(\phi : \mathbb{R}^{2d} \to \mathbb{R}\) with \(\int_{\mathbb{R}^d} \phi \, d\pi_{\gamma} = 0\) and \(\|\phi\|_{\mathcal{P}_{\gamma}} < +\infty\), and for any \(\gamma \in (0, \bar{\gamma}]\), the function

\[
\psi_{\gamma} = \gamma \sum_{k=0}^{+\infty} R_{k}^{\nu} \phi
\]

is well-defined, satisfies

\[
\|\psi_{\gamma}\|_{\mathcal{P}_{\gamma}} \leq K \|\phi\|_{\mathcal{P}_{\gamma}},
\]

and is the unique solution to the following Poisson equation associated with \(R_{\gamma}\) and \(\phi\) in the Banach space of measurable functions with finite \(\|\cdot\|_{\mathcal{P}_{\gamma}}\) -norm and average 0 with respect to \(\pi_{\gamma}:

\[
\frac{\text{Id} - R_{\gamma}}{\gamma} \psi_{\gamma} = \phi.
\]

### 3 Strategy of proof of Theorem 3 in a simple case

We present in this section the main ideas behind the proof of Theorem 3. We illustrate the strategy in the simplest case, namely (overdamped) Langevin dynamics

\[
dX_t = b(X_t) \, dt + B_t,
\]

discretized by an Euler–Maruyama scheme

\[
X_{k+1} = X_k + \gamma b(X_k) + \sqrt{\gamma} Z_{k+1},
\]

where \(b : \mathbb{R}^d \to \mathbb{R}^d\) and \((Z_{k+1})_{k \in \mathbb{N}}\) is a sequence of i.i.d. standard \(d\)-dimensional Gaussian random variables. Denoting by \(Q_{\gamma}\) the transition kernel of (15) (defined analogously to (5)), the counterpart of Theorem 3 reads as follows.

**Theorem 7.** Assume that \(b \in C^1(\mathbb{R}^d, \mathbb{R}^d)\) is globally Lipschitz. Then there exists \(\bar{t}_0 > 0\) such that, for any \(t_0 \in (0, \bar{t}_0]\) and \(M \geq 0\), there are \(\varepsilon_{t_0, M} > 0\) and \(\gamma_{t_0} > 0\) for which, for any \(\gamma \in (0, \gamma_{t_0}]\) and \(x, x' \in \overline{\mathbb{B}}_d(0_d, M)\),

\[
\left\|Q_{k+1|\gamma}(x, \cdot) - Q_{k+1|\gamma}(x', \cdot)\right\|_{\text{TV}} \leq 2(1 - \varepsilon_{t_0, M}).
\]

To prove this result, we need to study the distribution of \(X_k\) defined by (15) for \(k\) of order \(t_0/\gamma\) for some \(t_0 > 0\). The main idea is that the recursion (15) can be seen as a perturbation of the evolution with \(b \equiv 0\) provided \(t_0\) is sufficiently small. To this end, we first notice that a straightforward induction gives, for any \(k \in \mathbb{N}\),

\[
X_{k+1} = X_0 + G^{(k+1)} + \gamma \sum_{i=0}^{k} b(X_i), \quad G^{(k+1)} = \sqrt{\gamma} \sum_{i=1}^{k+1} Z_i.
\]

If \(t_0 > 0\) is fixed, the variance of \(G^{(k+1)}\) is of order \(t_0\) for \(k \approx t_0/\gamma\), from which the proof of Theorem 7 easily follows when \(b \equiv 0\). To treat the case \(b \not\equiv 0\), we rewrite (17) as

\[
X_{k+1} = G^{(k+1)} + \Phi^{(k+1)}(G^{(k+1)}),
\]

for some application \(\Phi^{(k+1)} : \mathbb{R}^d \to \mathbb{R}^d\), where \(\widehat{Z}\) stands for \((\widehat{Z}_1^{(k+1)}, \ldots, \widehat{Z}_k^{(k+1)})\), which are some i.i.d. Gaussian random variables constructed from \((Z_1, \ldots, Z_k)\) (see the precise definition (19) below) and independent
of $G^{(k+1)}$. We show in addition that $g \mapsto \Phi^{(k+1)}_z (g)$ is Lipschitz with Lipschitz constant strictly smaller than 1 for $t_0$ sufficiently small. As a result, the mapping $g \mapsto g + \Phi^{(k+1)}_z (g)$ is a $C^1$ diffeomorphism, so that, by a change a variable, the random variable $X_{k+1}$ admits a density with respect to the Lebesgue measure, and this density can even be bounded from below.

In order to rigorously formalize the above discussion, we first need to provide expressions for the random variables $(\tilde{Z}^{(k+1)}_1, \ldots, \tilde{Z}^{(k+1)}_k)$. Relying on Cochran’s theorem, natural candidates are obtained by a linear combination of the first $k$ original Gaussian increments $(Z_1, \ldots, Z_k)$ and $G^{(k+1)}$, as

$$\tilde{Z}^{(k+1)}_i = Z_i - \frac{1}{\sqrt{\gamma (k+1)}} G^{(k+1)}, \quad i \in \{1, \ldots, k\}. \quad (19)$$

The random vector $(\tilde{Z}^{(k+1)}_1, \ldots, \tilde{Z}^{(k+1)}_k, G^{(k+1)})$ is still a Gaussian vector, with $(\tilde{Z}^{(k+1)}_1, \ldots, \tilde{Z}^{(k+1)}_k)$ independent of $G^{(k+1)}$ by construction. This allows to express the iterated transition kernel as follows, upon introducing $n_0 = t_0/\gamma$ (assuming for simplicity that $t_0/\gamma \in \mathbb{N}$ and $t_0/\gamma > 1$):

$$Q^{n_0}_\gamma (x, B) = \int_{\mathbb{R}^n} \mathbb{I}_B \left\{ g + \Phi^{(n_0)}_z (g) \right\} N_{0, t_0, \Sigma} (g) N_{0, \Sigma_{n_0}} (\tilde{z}) \, d\tilde{z} \, dg, \quad (20)$$

where we denote by $N_{0, \Sigma}$ the density of Gaussian random variables with mean 0 and covariance matrix $\Sigma$, and $\Sigma_{n_0}$ is the covariance matrix of $(\tilde{Z}^{(n_0)}_1, \ldots, \tilde{Z}^{(n_0)}_{n-1})$. We can show similarly to Lemma 16 that $\Sigma_{n_0}$ is positive definite.

Now that the output of the Markov chain has been rewritten as a perturbation of the output obtained with $b = 0$, we can proceed with a quantitative analysis to obtain lower bounds on $(20)$. By a reasoning similar to the one leading to Proposition 20 below, there exists $t_0 > 0$ (sufficiently small) such that the function $g \mapsto \Phi^{(n_0)}_z (g)$ is Lipschitz with Lipschitz constant strictly smaller than 1 for any $t_0 \in (0, t_0]$ (provided $\gamma > 0$ is sufficiently small). Therefore, $Id + \Phi^{(n_0)}_z$ is a perturbation of the identity and hence a $C^1 (\mathbb{R}^d, \mathbb{R}^d)$-diffeomorphism. Denoting by $\Upsilon^{(n_0)}_z$ its inverse, we obtain, by a change of variable,

$$Q^{n_0}_\gamma (x, B) = \int_{\mathbb{R}^n} \mathbb{I}_B (u) N_{0, t_0, Id} \left( \Upsilon^{(n_0)}_z (u) \right) J^{(n_0)}_z (u) N_{0, \Sigma_{n_0}} (d\tilde{z}) \, d\tilde{z} \, du, \quad (21)$$

where $J^{(n_0)}_z (u)$ is the absolute value of the determinant of the Jacobian matrix associated with $\Upsilon^{(n_0)}_z$.

The next step is to construct some minorization probability measure to provide a lower bound on $Q^{n_0}_\gamma (x, B)$ based on $(21)$. We need to end this to explicitly indicate the dependence of $\Upsilon^{(n_0)}_z$ on the initial condition $x$, as the point $x = 0_d$ will serve as a reference initial condition. We then consider

$$\mu_{t_0} (B) = \int_{\mathbb{R}^n} \mathbb{I}_B (u) N_{0, t_0, Id} \left( \sqrt{\Upsilon^{(n_0)}_z (u)} \right) J^{(n_0)}_z (u) N_{0, \Sigma_{n_0}} (d\tilde{z}) \, d\tilde{z} \, du,$$

where the subscript $0_d$ in $\Phi^{(n_0)}_z (g)$ indicates that this corresponds to $(18)$ starting from $X_0 = 0_d$. This expression is similar to $(20)$, except that the initial condition is set to $0_d$ and $g$ is replaced by $g/\sqrt{\gamma}$ (in order to make use of the inequality $(22)$). Similarly to $(21)$, a change of variable leads to

$$\mu_{t_0} (B) = 2^{d/2} \pi^{-d/2} \int_{\mathbb{R}^d} \mathbb{I}_B (u) N_{0, t_0, Id} \left( \sqrt{\Upsilon^{(n_0)}_z (u)} \right) J^{(n_0)}_z (u) N_{0, \Sigma_{n_0}} (d\tilde{z}) \, d\tilde{z} \, du.$$

From this expression and $(21)$, we get

$$Q^{n_0}_\gamma (x, B) \geq 2^{-d/2} \int_{\mathbb{R}^d} \mathbb{I}_B (u) \inf_{\tilde{z} \in \mathbb{R}^{n-1}} \left\{ A_{x, \tilde{z}} (u) \right\} \mu_{t_0} (du),$$

where $A_{x, \tilde{z}} (u) = A^{(1)}_{x, \tilde{z}} (u) A^{(2)}_{x, \tilde{z}} (u)$ with

$$A^{(1)}_{x, \tilde{z}} (u) = \frac{J^{(n_0)}_z (u)}{J^{(n_0)}_0, \tilde{z} (u)}, \quad A^{(2)}_{x, \tilde{z}} (u) = \frac{N_{0, t_0, Id} \left( \Upsilon^{(n_0)}_z (u) \right)}{N_{0, t_0, Id} \left( \sqrt{\Upsilon^{(n_0)}_z (u)} \right)}.$$
When $A_{x,\tilde{z}}$ is lower bounded by a positive quantity $a_{t_0,M}$ for $x \in \overline{B}_d(0_d,M)$, we obtain $Q_{\gamma}^{\text{no}}(x,B) \geq a_{t_0,M}2^{-d/2} \mu_{t_0}(B)$, which immediately implies (16). The lower bound on $A_{x,\tilde{z}}(u)$ is proved in two steps:

(a) by obtaining upper and lower bounds on the Jacobians $J^{(no)}_{x,\tilde{z}}(u)$ to lower bound $A_{x,\tilde{z}}^{(1)}(u)$, leveraging the fact that the mapping $g \mapsto \Upsilon^{(no)}_{x,\tilde{z}}(g)$ and its inverse are Lipschitz (as in Proposition 20 below) and making use of Hadamard’s inequality (see Proposition 22);

(b) by making use of the following inequality, which motivates the factor $\sqrt{2}$ in the argument of the denominator of $A_{x,\tilde{z}}^{(2)}(u)$ and the definition of $\mu_{t_0}$:

$$t_0 \log A_{x,\tilde{z}}^{(2)}(u) = \left| \Upsilon^{(no)}_{0,\tilde{z}}(u) \right|^2 - \frac{1}{2} \left| \Upsilon^{(no)}_{x,\tilde{z}}(u) \right|^2 \geq - \left| \Upsilon^{(no)}_{x,\tilde{z}}(u) - \Upsilon^{(no)}_{0,\tilde{z}}(u) \right|^2 .$$

Here we have used the expression of the density of the Gaussian random variable $G^{\text{no}}$ defined in (17) and the Young inequality on $(a,b)$ for $a,b \in \mathbb{R}^d$, which implies that

$$\|a-b\|^2 \geq \|a\|^2/2 - \|b\|^2 .$$

When $x \mapsto \Upsilon^{(no)}_{x,\tilde{z}}(u)$ is Lipschitz on $\overline{B}_d(0_d,M)$ with a constant $K_{t_0}$, uniformly in $\gamma \in (0,\gamma_{t_0}]$ (as in Proposition 21 below), one finds $A_{x,\tilde{z}}^{(2)}(u) \geq e^{-K_{t_0}^2 M^2/t_0}$ for all $x \in \overline{B}_d(0_d,M)$.

### 4 Examples of admissible numerical schemes

We show in this section that most popular discretization schemes associated to (1) can be cast into the framework considered in (2), and that they satisfy A1 and A2. All these numerical schemes can be obtained by decomposing the generator $\mathcal{L}$ of (1) as

$$\mathcal{L} = \mathcal{A} + \mathcal{B} + \mathcal{C} ,$$

where, for any $g \in C^2(\mathbb{R}^{2d})$ and $(x,v) \in \mathbb{R}^{2d}$, the elementary operators $\mathcal{A}, \mathcal{B}, \mathcal{C}$ act as

$$\mathcal{A}g(x,v) = v^T \nabla_x g(x,v) , \quad \mathcal{B}g(x,v) = b(x)^T \nabla_v g(x,v) , \quad \mathcal{C}g(x,v) = -\kappa v^T \nabla_v g(x,v) + \frac{\sigma^2}{2} \Delta_v g(x,v) .$$

Note that the dynamics associated with $\mathcal{A}$ and $\mathcal{B}$ simply correspond to the deterministic flows $t \mapsto (x + vt, v)$ and $t \mapsto (x,v + b(x)t)$, while the dynamics associated with $\mathcal{C}$ is the Ornstein–Uhlenbeck process $(x, e^{-\kappa t}v + \sigma \int_0^t e^{-\kappa(t-s)} dB_s)_{t \geq 0}$, where, for any $t > 0$, the random variable $e^{-\kappa t}v + \sigma \int_0^t e^{-\kappa(t-s)} dB_s$ is Gaussian with mean $e^{-\kappa t}v$ and covariance matrix $\sigma^2 t I_d$, with

$$\sigma^2 = \sigma^2 \frac{1 - e^{-2\kappa t}}{2\kappa t} .$$

We consider three classes of schemes: stochastic exponential Euler schemes in Section 4.1, splitting schemes in Section 4.2, and numerical discretizations relying on stochastic gradients in Section 4.3.

#### 4.1 Stochastic exponential Euler scheme

The elementary stochastic dynamics with generator $\mathcal{A} + \mathcal{C}$ is also analytically integrable and corresponds to an Ornstein–Uhlenbeck process (see Lemma 29). One obtains the following numerical scheme by this analytic integration, upon fixing the drift to the current value $b(X_k)$:

$$X_{k+1} = X_k + \frac{1 - e^{-\kappa}}{\kappa} V_k + \frac{\kappa \gamma + e^{-\kappa} - 1}{\kappa^2} b(X_k) + \eta_{k+1} ,$$

$$V_{k+1} = e^{-\kappa} V_k + \frac{1 - e^{-\kappa}}{\kappa} b(X_k) + \xi_{k+1} ,$$

(26)
with
\[
\xi_{k+1} = \sigma \int_0^\gamma e^{-\kappa(\gamma-s)}dB_{k\gamma+s}, \quad \eta_{k+1} = \sigma \int_0^\gamma \frac{1-e^{-\kappa(\gamma-s)}}{\kappa}dB_{k\gamma+s}.
\] (27)

The scheme (26) corresponds to a stochastic exponential Euler integrator, see [16, 35] and references therein in a general framework. It has also been recently considered and studied in the machine learning community, starting with [15]. Similar schemes were in fact developed in the molecular dynamics communities in the late 70s based on the analytical solution of Langevin dynamics for \( b = 0 \) provided in [12], see for instance [29].

Note that the random variable \((\eta_{k+1}, \xi_{k+1})_{k\in\mathbb{N}}\), given in (27), is a family of i.i.d. Gaussian random vectors with covariance matrix
\[
\Sigma^{(\gamma)} \otimes \mathbb{I}_d = \begin{pmatrix} \Sigma_1^{(\gamma)} & \Sigma_2^{(\gamma)} \\ \Sigma_2^{(\gamma)} & \Sigma_3^{(\gamma)} \end{pmatrix} \otimes \mathbb{I}_d,
\] (28)

where \(\Sigma^{(\gamma)}\) has entries
\[
\Sigma_1^{(\gamma)} = \sigma^2 \int_0^\gamma \left(1 - \frac{e^{-\kappa(\gamma-s)}}{\kappa}\right)^2 ds = \frac{\sigma^2}{2\kappa^2} \left[2\gamma - 3 - 4e^{-\kappa\gamma} + e^{-2\kappa\gamma}\right],
\] (29)
\[
\Sigma_2^{(\gamma)} = \sigma^2 \int_0^\gamma e^{-\kappa(\gamma-s)} \frac{1-e^{-\kappa(\gamma-s)}}{\kappa} ds = \frac{\sigma^2(1-e^{-\kappa\gamma})^2}{2\kappa^2},
\] (30)
\[
\Sigma_3^{(\gamma)} = \sigma^2 \int_0^\gamma e^{-2\kappa(\gamma-s)} ds = \frac{\sigma^2(1-e^{-2\kappa\gamma})}{2\kappa}.
\]

Note that \(\Sigma_3^{(\gamma)}/\gamma = \bar{\sigma}_\gamma^2\) (recall (25)). Introduce also \(Z_{k+1} = \xi_{k+1}/\sqrt{\Sigma_3^{(\gamma)}}\), and \(W_{k+1}\) satisfying
\[
\eta_{k+1} = \sqrt{\Sigma_1^{(\gamma)}} (\alpha_{\gamma} Z_{k+1} + \sqrt{1-\alpha_{\gamma}^2} W_{k+1}) , \quad \alpha_{\gamma} = \Sigma_2^{(\gamma)}/\sqrt{\Sigma_1^{(\gamma)} \Sigma_3^{(\gamma)}}.
\]

It can be verified (see Lemma 28) that \(\Sigma^{(\gamma)}\) is invertible and \(\alpha_{\gamma} < 1\). Then, an easy computation shows that \((Z_{k+1})_{k\in\mathbb{N}}\) and \((W_{k+1})_{k\in\mathbb{N}}\) are independent families of i.i.d. Gaussian random vectors with identity covariance matrix. With this notation, the numerical scheme (26) can be rewritten as
\[
X_{k+1} = X_k + \frac{1-e^{-\kappa\gamma}}{\kappa} V_k + \frac{\kappa\gamma + e^{-\kappa\gamma} - 1}{\kappa^2} b(X_k) + \sqrt{\Sigma_1^{(\gamma)}} (1 - \alpha_{\gamma}^2) W_{k+1} + \gamma^{3/2} \bar{\sigma}_{\gamma} D_{\gamma} Z_{k+1},
\]
\[
V_{k+1} = e^{-\kappa\gamma} V_k + \frac{1-e^{-\kappa\gamma}}{\kappa} b(X_k) + \sqrt{\sigma}_{\gamma} Z_{k+1},
\]

where \(D_{\gamma} = \Sigma_2^{(\gamma)}/\left[\bar{\sigma}_{\gamma} \sqrt{\gamma^3 \Sigma_3^{(\gamma)}}\right]\). This fits into the framework (2) upon setting \(\delta = 1\), \(\tau_{\gamma} = e^{-\kappa\gamma}\), \(\sigma_{\gamma} = \bar{\sigma}_{\gamma}\),
\[
g_{\gamma}(x, v, z, w) = \frac{1-e^{-\kappa\gamma}}{\kappa\gamma} b(x) , \quad f_{\gamma}(x, v, z, w) = \frac{1 - \kappa\gamma - e^{-\kappa\gamma}}{\kappa^2} \left(v - \frac{\gamma}{\kappa} b(x)\right) + \frac{1}{\gamma} \sqrt{\Sigma_1^{(\gamma)} (1 - \alpha_{\gamma}^2) w}.
\]

The conditions in A1 are easily seen to be satisfied since \(\bar{\sigma}_{\gamma}/\sigma \to 1\) as \(\gamma \to 0\), while \(D_{\gamma} \to 1/2\). Finally, the conditions in A2 hold true when \(b\) is Lipschitz.

### 4.2 Splitting schemes

A systematic way of constructing numerical schemes for Langevin dynamics is to rely on splitting procedures based on the decomposition (23), as systematically studied in [38, 39, 40] for kinetic Langevin dynamics. The interest of these schemes is that they reduce to symplectic integrators of the Hamiltonian dynamics as \(\kappa \to 0\) when \(\sigma^2 = O(\kappa)\). We consider here first and second order numerical discretizations based on Lie-Trotter or Strang splittings built upon the operators \(\mathcal{A}, \mathcal{B}, \mathcal{C}\) introduced in (23). These operators are the generators of elementary SDEs which can be analytically integrated, as discussed after (24).
**First order schemes.** Schemes of weak order 1 are obtained, up to cyclic permutations, by composing the elementary dynamics associated with the operators in the order $A, B, C$ or $A, C, B$. There are therefore 6 possible first order splitting schemes, which can all be cast in the framework (2). Some general comments can be formulated on the 6 splittings schemes.

- There is no dependence on $w$ for the functions $f_γ$, $g_γ$, and no dependence on $z$ for $g_γ$.
- Functions $f_γ$ which genuinely depend on $z$ are obtained when $C$ appears before $A$. This corresponds for example to the scheme $C A B$.
- Functions $g_γ$ which genuinely depend on $v$ are obtained when $A$ appears before $B$. This corresponds for example to the scheme $C A B$.
- The functions $f_γ, g_γ$ are quite similar for schemes were consecutive applications of $B, C$ are exchanged (as for the evolutions $A BC$ and $A C B$; or for $B C A$ and $C B A$).

In view of these remarks, the simplest scheme, from a structural viewpoint, is associated with $B A C$ (as for the scheme $A B C$). Some general comments can be formulated on the 6 splitting schemes.

The numerical scheme associated with $A B C$ is the one presented in Example 2. The numerical scheme associated with $B A C$ reads

$$X_{k+1} = X_k + \gamma e^{-\kappa} V_k + \gamma^{3/2} \tilde{\sigma}_\gamma Z_{k+1}, \quad V_{k+1} = e^{-\kappa} V_k + b \left( X_k + \gamma e^{-\kappa} V_k + \gamma^{3/2} \sigma_\gamma Z_{k+1} \right) + \sqrt{\gamma} \tilde{\sigma}_\gamma Z_{k+1},$$

which corresponds to (2) with $\delta = 1, \tau_\gamma = e^{-\kappa}, \sigma_\gamma = \tilde{\sigma}_\gamma, D_\gamma = I_d, b(x,v,z,w) = \gamma/2 e^{-\kappa} + \gamma/v + z$. For both schemes, the conditions $A1$ and $A2$ hold true when $b$ is Lipschitz.

**Second order schemes.** Schemes of weak order 2 are obtained, up to cyclic permutations of the operators, by a Strang splitting based on the operators $A, B, C$. The scheme $A B C A$, for instance, corresponds to integrating the elementary dynamics associated with $A$ for a time $\gamma/2$, then the elementary dynamics associated with $B$ for a time $\gamma/2$, then the elementary dynamics associated with $C$ for a time $\gamma$, then again the elementary dynamics associated with $B$ for a time $\gamma/2$, and finally the elementary dynamics associated with $A$ for a time $\gamma/2$.

As for first order splitting schemes, there are 6 possible schemes, which can all be cast in the framework (2). Some general comments can be formulated on the 6 splittings schemes.

- There is no dependence on $w$ for the functions $f_γ, g_γ$ when $C$ is between instances of $A$ (as for the schemes $B A C A B, A B C A B$ and $A B C A C A$). This dependence is linear for $f_γ$ when the operator $A$ is in the central place (as for the schemes $C B A B C$ and $B C A C B$).
- The function $g_γ$ does not depend on $z, w$ for schemes with $A$ at the first and last places (as for the schemes $A B C A B$ and $A B C A B$).
- The functions $f_γ, g_γ$ are quite similar when consecutive operators $B, C$ are exchanged (as for the schemes $A B C A B$ and $A B C A B$; as well as for $B C A B C$ and $C B A B C$).

In view of these remarks, the simplest scheme, from a structural viewpoint, is associated with $A B C A B$ (or with $A B C A B$), while the most complicated is the one associated with $A B C A B$. We next write out more precisely these two schemes, as paradigmatic examples of second order splittings.

The numerical scheme associated with $A B C A B$ reads

$$X_{k+1} = X_k + \frac{\gamma(1 + e^{-\kappa})}{2} V_k + \frac{\gamma^2(1 + e^{-\kappa})}{4} b \left( X_k + \frac{\gamma}{2} V_k \right) + \frac{\gamma^{3/2}}{2} \tilde{\sigma}_\gamma Z_{k+1},$$

$$V_{k+1} = e^{-\kappa} V_k + \frac{\gamma(1 + e^{-\kappa})}{2} b \left( X_k + \frac{\gamma}{2} V_k \right) + \sqrt{\gamma} \tilde{\sigma}_\gamma Z_{k+1},$$

where $x, v, z, w$ are quite similar when consecutive operators $B, C$ are exchanged (as for the schemes $C B A B C$ and $B C A C B$).
where $\hat{\sigma}_\gamma$ is given by (25). It can indeed be written as (2) with $\delta = 1$, $\tau_\gamma = e^{-\gamma}$, $\sigma_\gamma = \hat{\sigma}_\gamma$, $D_\gamma = I_d/2$, and
\[
 f_\gamma(x, v, z, w) = \frac{e^{-\gamma} - 1}{2\gamma} v + \frac{\gamma(1 + e^{-\gamma})}{4} \left( x + \frac{1}{2} v \right), \quad g_\gamma(x, v, z, w) = \frac{1 + e^{-\gamma}}{2} \left( x + \frac{1}{2} v \right).
\]
The numerical scheme associated with $C_{\mathcal{A}} \mathcal{B} \mathcal{A} \mathcal{C}$ reads
\[
 X_{k+1} = X_k + \gamma e^{-\gamma/2} V_k + \frac{\gamma}{2} \left( X_k + \frac{\gamma e^{-\gamma/2}}{2} V_k + \frac{\gamma^{3/2}}{2\sqrt{\gamma}} \xi_{k+1} \right) + \frac{\gamma^{3/2}}{2\sqrt{\gamma}} \hat{\sigma}_\gamma/2 \xi_{k+1},
\]
\[
 V_{k+1} = e^{-\gamma} V_k + \gamma e^{-\gamma/2} b \left( X_k + \frac{\gamma e^{-\gamma/2}}{2} V_k + \frac{\gamma^{3/2}}{2\sqrt{\gamma}} \xi_{k+1} \right) + \sqrt{\gamma^{3/2}} \hat{\sigma}_\gamma/2 \xi_{k+1} + \frac{\gamma^{3/2}}{2\sqrt{\gamma}} \xi_{k+1}^2
\]
where $(\xi_{k+1}^1)_{k \geq 0}$ and $(\xi_{k+1}^2)_{k \geq 0}$ are two independent families of i.i.d. standard $d$-dimensional Gaussian random variables. In order to write this scheme under the form (2), similarly to Section 4.1, we introduce the sequence of random variables $(Z_{k+1})_{k \in \mathbb{N}}$ defined as
\[
 \sqrt{\frac{\gamma}{2}} \hat{\sigma}_\gamma/2 \left( e^{-\gamma/2} \xi_{k+1}^1 + \xi_{k+1}^2 \right) = \sqrt{\gamma} \hat{\sigma}_\gamma Z_{k+1}, \quad \sigma_\gamma^2 = \frac{1 + e^{-\gamma}}{2}.
\]
By construction, $(Z_{k+1})_{k \geq 0}$ are i.i.d. standard $d$-dimensional Gaussian random variables. We next consider the family of i.i.d. standard $d$-dimensional Gaussian random variables $(W_{k+1})_{k \geq 0}$ independent of $(Z_{k+1})_{k \geq 0}$ defined through the relation
\[
 \xi_{k+1}^1 = \alpha_\gamma Z_{k+1} + \sqrt{1 - \alpha_\gamma^2} W_{k+1}, \quad \alpha_\gamma = \mathbb{E} \left[ \xi_{k+1}^1 Z_{k+1} \right] = \frac{e^{-\gamma/2}}{\sqrt{1 + e^{-\gamma}}} \in (0, 1).
\]
In terms of the random variables $Z_{k+1}, W_{k+1}$, the scheme $C_{\mathcal{A}} \mathcal{B} \mathcal{A} \mathcal{C}$ can be reformulated as (2) with $\delta = 1$, $\tau_\gamma = e^{-\gamma}$, $D_\gamma = e^{-\gamma/2}/(1 + e^{-\gamma}) I_d$ and
\[
 f_\gamma(x, v, z, w) = \frac{e^{-\gamma/2} - 1}{\gamma} v + \frac{\gamma}{2} \left( x + \frac{e^{-\gamma/2}}{2(1 + e^{-\gamma})} v + \frac{e^{-\gamma/2}}{8(1 + e^{-\gamma})} w \right) + \sqrt{\frac{\gamma^{3/2}}{2(1 + e^{-\gamma})}} w,
\]
\[
 g_\gamma(x, v, z, w) = e^{-\gamma/2} b \left( x + \frac{e^{-\gamma/2}}{2(1 + e^{-\gamma})} v + \frac{e^{-\gamma/2}}{8(1 + e^{-\gamma})} w \right) + \sqrt{\frac{\gamma^{3/2}}{8(1 + e^{-\gamma})}} w.
\]
The conditions A1 and A2 are then easily seen to hold true for the two schemes $C_{\mathcal{A}} \mathcal{B} \mathcal{A} \mathcal{C}$ and $C_{\mathcal{A}} \mathcal{B} \mathcal{A} \mathcal{C}$ when $b$ is Lipschitz.

4.3 Numerical schemes with stochastic gradients

We consider in this section discretizations of (1) using stochastic approximation strategies. Such a methodology is particularly appealing in statistics and machine learning where the field $b$ can be very expensive to evaluate or cannot even be accessed [23, 58]. In these contexts, the Langevin dynamics have been primarily considered for either performing Bayesian inference [21, 1, 43] or optimizing an objective function [48, 51, 8, 20]. In the first case, $b = \nabla \log \pi$ where $\pi : \mathbb{R}^d \to \mathbb{R}_+$ is the a posteriori distribution of a statistical model, which can generally be written as $-\log \pi = \sum_{k=1}^N U_k$, with $N$ the number of observations and $U_k : \mathbb{R}^d \to \mathbb{R}$. It has also been proposed to use Langevin dynamics to find an element of $\arg \min_{x \in \mathbb{R}^d} f$ for some function $f : \mathbb{R}^d \to \mathbb{R}$ by setting $b = -\nabla f$ and taking $\sigma$ small. In particular, we are interested in the situation where $\nabla f$ can only be estimated through estimators which can potentially be biased.

The use of stochastic approximation for $b$ in these two settings can be formalized as follows. We suppose that there exist a probability measure $\mu_Y$ on a measurable space $(\mathcal{Y}, \mathcal{Y})$, and a measurable function $H : \mathbb{R}^d \times \mathcal{Y} \to \mathbb{R}^d$ such that for any $x \in \mathbb{R}^d$,
\[
 b(x) = \int_{\mathcal{Y}} H_x(y) \mu_Y(dy), \quad \sup_{x \in \mathbb{R}^d} \| b - b \| < +\infty.
\]
In addition, we suppose that we can generate i.i.d. samples \((Y_{k+1})_{k \in \mathbb{N}}\) from \(\mu_Y\). Then, a stochastic approximation of the discretization of (1) essentially consists in replacing the evaluation of \(b\) at each iteration \(k\) by \(H_{X_k}(Y_{k+1})\). For example, following [14], the Euler–Maruyama discretization (4) can be generalized as

\[
X_{k+1} = X_k + \gamma V_k, \quad V_{k+1} = (1 - \kappa\gamma)V_k + \gamma H_{X_k}(Y_{k+1}) + \sqrt{\sigma} Z_k.
\]

(32)

This numerical scheme fits into the framework (2) upon taking \(W_k = Y_k\) for any \(k \geq 1\),

\[
\tau_\gamma = 1 - \kappa\gamma, \quad \sigma_\gamma = \sigma, \quad D_\gamma = 0, \quad f_\gamma(x, v, z, w) = 0, \quad g_\gamma(x, v, z, w) = H_x(w).
\]

The parameter \(\delta\) is irrelevant. Note that \(A_1\) and \(A_2\) hold under the condition that for any \(y \in Y\), the function \(x \mapsto H_x(y)\) is Lipschitz with a Lipschitz constant independent of \(y\). The stochastic exponential Euler and splitting schemes presented in Sections 4.1 and 4.2 can also be adapted to take into account a stochastic approximation of \(b\), for instance by relying on the methodology developed in [13].

### 4.4 General assumptions on the noise

Now that we have presented numerical methods with stochastic gradients, we can specify the assumptions we need for the additional noise variables to prove Theorem 5 and Theorem 6. The idea is that the random variables \(W\) can be decomposed into two parts \((W_1, W_2)\). The first random variable \(W_1\) is a Gaussian noise resulting from a higher order integration in time of the Brownian motion. Therefore, the random variables \(W_1\) should be considered as Gaussian random variables. The second random variable \(W_2\) is related to the use of stochastic gradients. For example, it corresponds to the sequence \((Y_{k+1})_{k \in \mathbb{N}}\) in (32).

**D3.** It holds \(\mathcal{W} = \mathbb{R}^{m_1} \times \mathbb{R}^{m_2}\) and \(\mathcal{W} = \mathcal{B}(\mathbb{R}^{m_1}) \otimes \mathcal{B}(\mathbb{R}^{m_2})\). The probability measure \(\mu_w\) can be decomposed as \(\mu_w = \mu_{w_1} \otimes \mu_{w_2}\), where \(\mu_{w_1}\) and \(\mu_{w_2}\) are probability measures on \(\mathbb{R}^{m_1}\) and \(\mathbb{R}^{m_2}\) respectively, such that the following two conditions are satisfied.

1) (a) There exists \(C_{S} > 0\) such that, for any Lipschitz continuous function \(h : \mathbb{R}^{d+m_1} \to \mathbb{R}\), with Lipschitz constant \(\|h\|_{\text{Lip}}\), and any \(s \in \mathbb{R}\), it holds \(\int h d(\varphi \otimes \mu_{w_1}) < +\infty\) and

\[
\int_{\mathbb{R}^{d+m_1}} \exp(\varphi) d(\varphi \otimes \mu_{w_1}) \leq \exp\left( s \int_{\mathbb{R}^{d+m_1}} h d(\varphi \otimes \mu_{w_1}) + C_{S} \|h\|_{\text{Lip}}^{2} \frac{s^{2}}{2} \right);
\]

(b) There exists \(\tilde{L} \geq 0\) such that for any \(x, v, z, z' \in \mathbb{R}^{d}, w_1, w'_1 \in \mathbb{R}^{m_1}\) and \(w_2 \in \mathbb{R}^{m_2}\),

\[
\|f_{\gamma}(x,v,z,(w_1,w_2)) - f_{\gamma}(x,v,z',(w'_1,w_2))\| + \|g_{\gamma}(x,v,z,(w_1,w_2)) - g_{\gamma}(x,v,z',(w'_1,w_2))\| \leq \tilde{L} \|(z,w_1) - (z',w'_1)\|.
\]

2) There exists \(\tilde{\gamma}_{w} \in (0,\bar{\gamma}]\) such that \(\int_{\mathbb{R}_{w_2}} e^{\tilde{\gamma}_w \|w_2\|^2} \mu_{w_2}(dw_2) < +\infty\).

**Remark 8.** If \(\mu_{w_1}\) admits a first moment and satisfies a log-Sobolev inequality with constant \(C_{S} > 0\), i.e. for any continuously differentiable function \(h : \mathbb{R}^{m_1} \to \mathbb{R}_+\) such that \(\int h(w_1) \mu_{w_1}(dw_1) = 1\),

\[
\int_{\mathbb{R}^{m_1}} h(w_1) \log(h(w_1)) \mu_{w_1}(dw_1) \leq 2C_{S} \int_{\mathbb{R}^{m_1}} \|\nabla h\|^2 \mu_{w_1}(dw_1),
\]

then by [4, Propositions 5.5.1 and 5.2.7], the probability measure \(\varphi \otimes \mu_{w_1}\) satisfies a log-Sobolev inequality with constant \(\max(1, C_{S})\), which is the case for all the examples we consider in Sections 4.1 and 4.2. Therefore by Herbst’s argument (see [4, Proposition 5.4.1] or [11, Theorem 5.5]), condition **D3-(1)-(a) holds.**

Note that **D3-(2)** is not restrictive and covers the case where \(\mu_{w_2}\) is (sub-)Gaussian, which is frequently the case for the schemes presented in Section 4.3.
5  Proof of the minorization condition

The proof is organized in several steps. We start by rewriting the end point of the Markov chain in terms of the initial conditions and noise increments in Section 5.1, in a form amenable to perturbative treatments. The dominant part of the evolution is given by the outcome of discretization schemes corresponding to (2) in the case $b = 0$. We therefore carefully study this case in Section 5.2, where we condition solutions by the sum of the random increments characterizing the endpoints, and write out a decomposition into intermediate increments independent of the sum. We next quantify, by stability estimates, how numerical solutions depend on the random increments used to generate them (see Section 5.3). This finally allows us to prove Theorem 3 in Section 5.4 by considering the actual solutions of the numerical method as perturbations of discretizations of (2) in the case $b = 0$, provided the physical time $t_0$ is sufficiently small.

5.1  Algebraic structure of the equations

It is convenient, in particular for the stability estimates of Section 5.3, to rewrite $(X_{k+1}, V_{k+1})$ as a function of $(X_0, V_0)$ and the realizations of the random variables $\{(Z_{i+1}, W_{i+1})\}_{i=0}^k$ needed to define the $(k + 1)$-th iterate. First, in view of (2) and (6), the iterates of the Markov chain can be written as $\left(X_{k+1}, V_{k+1}\right) = \Gamma_\gamma \left(X_k, V_k, \sqrt{\gamma} \sigma, Z_{k+1}, W_{k+1}\right)$. This allows to write

\[
\left(X_{k+1}, V_{k+1}\right) = \Gamma^{(k+1)}_\gamma \left(X_0, V_0, \sqrt{\gamma} \sigma, Z_1, \ldots, Z_{k+1}, W_1, \ldots, W_{k+1}\right),
\]

(33)

where the applications $\Gamma^{(i)}_\gamma : \mathbb{R}^{2d} \times \mathbb{R}^{i \times d} \times \mathbb{R}^6 \to \mathbb{R}^{2d}$ are recursively defined as follows:

\[
\Gamma^{(0)}_\gamma (x, v) = (x, v),
\]

\[
\Gamma^{(i)}_\gamma (x, v, \{z_j\}_{j=1}^i, \{w_j\}_{j=1}^i) = \Gamma^{(i-1)}_\gamma \left(x, v, \{z_j\}_{j=1}^{i-1}, \{w_j\}_{j=1}^{i-1}, z_i, w_i\right), \quad i \geq 1.
\]

(34)

The next result provides a more explicit and constructive expression for $\Gamma^{(k+1)}_\gamma$. It is stated for the sequence $(x_{k+1}, v_{k+1}) = \Gamma_\gamma (x_k, v_k, z_{k+1}, w_{k+1})$, with $(x_i, v_i) = \Gamma^{(i)}_\gamma (x, v, \{z_j\}_{j=1}^i, \{w_j\}_{j=1}^i)$ for $i \in \{1, \ldots, k + 1\}$ and a given initial condition $(x, v) \in \mathbb{R}^{2d}$.

Lemma 9. Define, for $k \geq 0$, the vectors $g_{1}^{(k+1)} = (g_{1,1}^{(k+1)}, \ldots, g_{1,k+1}^{(k+1)})$ and $g_{2}^{(k+1)} = (g_{2,1}^{(k+1)}, \ldots, g_{2,k+1}^{(k+1)})$ with components

\[
g^{(k+1)}_{1,i} = \frac{\gamma (1 - \tau^{-k+1})}{1 - \gamma}, \quad g^{(k+1)}_{2,i} = \tau^{-k+1}, \quad i \in \{1, \ldots, k + 1\}.
\]

(35)

Then,

\[
x_{k+1} = x + \frac{1 - \tau^{-k+1}}{1 - \gamma} v + \sum_{i=0}^{k-1} g^{(k+1)}_{1,i} \left[ \gamma g_\gamma (x_i, \gamma^{\gamma} v_i, \gamma^{\gamma} z_{i+1}, w_{i+1}) + z_{i+1} \right]
\]

\[
+ \gamma \sum_{i=0}^{k} f_\gamma \left(x_i, \gamma^{\gamma} v_i, \gamma^{\gamma} z_{i+1}, w_{i+1}\right) + \gamma^{\gamma} \sum_{i=0}^{k} D_\gamma z_{i+1},
\]

\[
v_{k+1} = \tau^{-k+1} v + \sum_{i=0}^{k} g^{(k+1)}_{2,i} \left[ \gamma g_\gamma \left(x_i, \gamma^{\gamma} v_i, \gamma^{\gamma} z_{i+1}, w_{i+1}\right) + z_{i+1} \right].
\]

The proof is obtained by a simple induction and the equalities $\tau^{\gamma} g^{(k)}_{2,j} = g^{(k+1)}_{2,j}$ and $g^{(k)}_{1,j+1} + \gamma g^{(k)}_{2,j+1} = g^{(k+1)}_{1,j+1}$ for $j \in \{0, \ldots, k\}$ and $i \in \{0, \ldots, k - 1\}$. Lemma 9 allows to rewrite (33) as:

\[
\left(\begin{array}{c}
X_{k+1} \\
V_{k+1}
\end{array}\right) = \mathcal{M}^{k+1}_\gamma \left(\begin{array}{c}
X_0 \\
V_0
\end{array}\right) + \gamma \sum_{i=0}^{k} g(i) (X_i, V_i, \sqrt{\gamma} \sigma, Z_{i+1}, W_{i+1}) + \sigma_\gamma \left[ G^{(k+1)} + \gamma^{\delta} \left(\begin{array}{c}
G^{(k+1)} \\
0_d
\end{array}\right)\right],
\]

(36)
where the matrix which multiplies the initial condition reads
\[ M^{k+1} = \left[ \begin{array}{cc} 1 & \gamma(1 - \tau_k^{k+1}/(1 - \tau_0)) \\ 0 & 1 \end{array} \right] \otimes I_d , \] (37)
the drift part of the dynamics is encoded by
\[ \Theta^{(i)}(x, v, z, w) = \left( \begin{array}{c} \frac{g_1^{(k+1)}}{g_2^{(k+1)}} \\ \frac{g_2^{(k+1)}}{g_2^{(k+1)}} \end{array} \right) \otimes g_1 \left( x, \gamma \delta v, \gamma \delta z, w \right) + \left( \begin{array}{c} f_1 \left( x, \gamma \delta v, \gamma \delta z, w \right) \\ 0_d \end{array} \right) , \quad i \in \{0, \ldots, k\} , \]
while the actual noise obtained at the end of the iterations is given by \( G^{(k+1)} \)
and
\[ G^{(k+1)} = \left( G_1^{(k+1)}, G_2^{(k+1)} \right) , \] (38)
with
\[ G_1^{(k+1)} = \sqrt{\sum_{i=0}^{k-1} g_{1,i+1} Z_{i+1}} , \quad G_2^{(k+1)} = \sqrt{\sum_{i=0}^{k} g_{2,i+1} Z_{i+1}} , \quad G_3^{(k+1)} = \sqrt{\sum_{i=0}^{k} Z_{i+1}} . \] (39)
When \( A_2 \) is satisfied, it holds, for any \((x, v, z), (x', v', z') \in \mathbb{R}^{3d}, w \in W \) and \( i \in \{0, \ldots, k\} \),
\[ \left\| \Theta^{(i)}_0(x, v, z, w) - \Theta^{(i)}_0(x', v', z', w) \right\| \leq (2 + k \gamma) L \left( \|x - x'\| + \gamma \delta \|v - v'\| + \gamma \delta \|z - z'\| \right) . \] (40)
This result easily follows from the bounds
\[ \sup_{i \in \{0, \ldots, k\}} \left( \left\| g_{1,i+1} \right\| \right) \leq k \gamma , \quad \sup_{i \in \{0, \ldots, k\}} \left( \left\| g_{2,i+1} \right\| \right) \leq 1 . \] (41)
These bounds are in turn a consequence of the fact that \( \tau_k \in (0, 1) \) and, for the first inequality, \( g_{1,i+1}^{(k+1)} = \gamma \sum_{j=0}^{k-1} \tau^j_k \).

5.2 Structure and properties of the noise

We study in this section the structure of the Gaussian noise \( G^{(k+1)} \) in (36). We present in Section 5.2.1 some estimates on the covariance matrix \( \Sigma^{(t)} \), for \( t_0 > 0 \) small enough, of the continuous process (1) with \( b \equiv 0 \). Then, we relate in Section 5.2.2 the statistics of the Gaussian noise \( G^{(k+1)} \) in (36) to \( \Sigma^{(t_0)} \) for \( k \approx t_0/\gamma \). We finally provide a decomposition into a final effective Gaussian increment and independent intermediate increments, by an orthogonal decomposition (see Section 5.2.3). More precisely, we explicitly write out a linear transformation \( A \) such that \((\tilde{Z}^{(k+1)}, G^{(k+1)}) = A Z^{(k)} \) with \( G^{(k+1)} \) independent of \( \tilde{Z}^{(k+1)} \) and \( \tilde{Z}^{(k+1)} \) a Gaussian vector whose components are i.i.d. d-dimensional standard Gaussian random variables.

5.2.1 Properties of the noise covariance of the continuous process

Recall the expression (28) of the covariance matrix \( \Sigma^{(t)} \) of the Gaussian process corresponding to (1) when \( b \equiv 0 \). Our first technical result provides some bounds on the covariance matrix \( \Sigma^{(t_0)} \) associated with the underlying reference Gaussian process over times \( t_0 > 0 \).

**Lemma 10.** There exist \( \tilde{t}_0 > 0 \) and positive constants \( \bar{a}_1, \bar{a}_2, \bar{a}_3, \bar{v}_1, \bar{v}_2, \bar{v}_3 \) with \( \bar{a}_1, \bar{a}_2 > 0 \), such that, for any \( t_0 \in (0, \tilde{t}_0] \),
\[ \frac{\Sigma^{(t_0)}}{\sigma^2 t_0^3} \leq \bar{a}_1 , \quad \frac{\Sigma^{(t_0)}}{\sigma^2 t_0^2} \geq \bar{a}_2 , \quad \frac{\Sigma^{(t_0)}}{\sigma^2 t_0} \leq \bar{a}_3 . \]

The result is an immediate consequence of the limit \( \lim_{t_0 \rightarrow 0} \Sigma^{(t_0)} t_0^{-3} \sigma^2 / 3 \) (which can be seen from (29)) by approximating the integrand in the integral appearing on the right hand side of the first equality, as well as the limits \( \lim_{t_0 \rightarrow 0} \Sigma^{(t_0)} t_0^{-2} = \sigma^2 / 2 \) and \( \lim_{t_0 \rightarrow 0} \Sigma^{(t_0)} t_0^{-1} = \sigma^2 \) which are obtained in a similar way. A detailed version of the proof is provided in the appendix (see Appendix A.1).
Lemma 11. Assume that $A1$ holds. Then there exist $\bar{\rho}_c, \bar{t}_0 > 0$ such that the following inequality holds in the sense of $2 \times 2$ symmetric matrices: for any $t_0 \in (0, \bar{t}_0),$ 

$$t_0 \bar{\rho}_c^{-1} \begin{pmatrix} t_0^2 & 0 \\ 0 & 1 \end{pmatrix} \preceq \Sigma^{(t_0)} \preceq t_0 \bar{\rho}_c \begin{pmatrix} t_0^2 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Proof. Introduce, for $t_0, \rho_c > 0,$ 

$$B^{(t_0, \rho_c)} = t_0 \rho_c \begin{pmatrix} t_0^2 & 0 \\ 0 & 1 \end{pmatrix} - \left( \Sigma_1^{(t_0)} - \Sigma_3^{(t_0)} \right), \quad \hat{B}^{(t_0, \rho_c)} = - t_0 \rho_c^{-1} \begin{pmatrix} t_0^2 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

The aim is to choose $\bar{t}_0$ and $\bar{\rho}_c$ such that $B^{(t_0, \bar{\rho}_c)}$ and $\hat{B}^{(t_0, \bar{\rho}_c)}$ are both positive for any $t \in (0, \bar{t}_0].$ By Sylvester’s criterion [33, Theorem 7.2.5], the result of the lemma is implied by the following statement: there exist $\rho_c, \bar{t}_0 > 0$ such that, for any $t_0 \in (0, \bar{t}_0),$ 

$$t_0 \rho_c - \Sigma_3^{(t_0)} > 0, \quad \Sigma_3^{(t_0)} - t_0 \rho_c^{-1} > 0, \quad \det \left( B^{(t_0, \rho_c)} \right) > 0, \quad \det \left( \hat{B}^{(t_0, \rho_c)} \right) > 0.$$ 

The first two conditions are satisfied for the value of $\bar{t}_0 > 0$ given by Lemma 10 and $\rho_c \geq \rho_c^{(1)} = \sigma^2 \max(\Sigma_3, \Sigma_1^{-1}).$ Moreover, by Lemma 10, there exist $\rho_c^{(2)} > 0$ such that, for any $t_0 \in (0, \bar{t}_0),$ 

$$\det \left( B^{(t_0, \rho_c^{(2)})} \right) = \left( t_0 \rho_c^{(2)} - \Sigma_1^{(t_0)} \right)^2 \left( t_0 \rho_c^{(2)} - \Sigma_3^{(t_0)} \right)^2 - \Sigma_2^{(t_0)} > 0.$$ 

Similar computations show that there exists $\rho_c^{(3)} > 0$ for which $\det \left( B^{(t_0, \rho_c^{(3)})} \right) > 0$ for any $t_0 \in (0, \bar{t}_0].$ This completes the proof upon setting $\bar{\rho}_c = \max(\rho_c^{(1)}, \rho_c^{(2)}, \rho_c^{(3)}).$ 

5.2.2 Properties of the final Gaussian noise $G^{(k+1)}$

We specify in this section the limit of the covariance of the noise $G^{(k+1)}$ defined in (38) as $\gamma \to 0$ and $k \gamma \approx t_0.$ The following result, whose proof can be read in appendix Appendix A.2, gathers useful estimates which allow to compare the covariance of $G^{(k+1)}$ to the covariance $\Sigma^{(t_0)}$ of the underlying continuous process with $b = 0$ (see Lemma 13 below).

Lemma 12. Assume that $A1$ holds. Then, for any $\gamma \in (0, \bar{\gamma})$ and $\ell \geq 1,$ 

$$| \tau_\ell - 1 | \leq (k + C_\gamma) \gamma, \quad \left| \frac{\gamma}{1 - \tau_\ell} - \frac{1}{\kappa} \right| \leq \left( \frac{2 C_\kappa}{\kappa^2} + 1 \right) \gamma.$$ 

Lemma 13. The random variable $G^{(k+1)}$ defined in (38) is a $2d$-dimensional Gaussian random variable with mean zero and covariance matrix 

$$c^{(k+1)} = \begin{pmatrix} c_1^{(k+1)} & c_2^{(k+1)} \\ c_2^{(k+1)} & c_3^{(k+1)} \end{pmatrix} \otimes I_d,$$ 

with 

$$c_1^{(k+1)} = \gamma \left\| g_1^{(k+1)} \right\|^2 = \frac{\gamma^2}{(1 - \tau_\gamma)^2} \frac{1}{1 + \tau_\gamma} \left[ 1 + \tau_\gamma \right] \left( 2 + \tau_\gamma \right) - 2 \tau_\gamma (1 + \tau_\gamma) \tau_\gamma^k + \tau_\gamma^{2k+1},$$ 

$$c_2^{(k+1)} = \frac{\gamma}{(1 - \tau_\gamma)^2} \frac{1}{1 + \tau_\gamma} \left[ 1 - (1 + \tau_\gamma) \tau_\gamma^k + \tau_\gamma^{2k+1} \right],$$ 

$$c_3^{(k+1)} = \frac{\gamma}{(1 - \tau_\gamma)^2} \frac{1}{1 + \tau_\gamma} \left[ 1 - \tau_\gamma^{2k+1} \right],$$ 

17
where \( G_1^{(k+1)}, G_2^{(k+1)} \) are defined in (35). In addition, when \( A \) holds, there exists for any \( t_0 > 0 \) a constant \( C_{t_0} \) such that, for any \( i \in \{1, 2, 3\} \) and \( \gamma \in (0, \bar{\gamma}] \),

\[
\sup_{t_0 \in (0,t_0]} \left| C_i^{(t_0/\gamma)+1} - \frac{\Sigma(t_0)}{\sigma^2} \right| \leq C_{t_0} \gamma .
\] (45)

**Proof.** Note that since \((Z_t)_{t \in \{1, \ldots, k\}}\) are i.i.d. zero-mean Gaussian random variables and \( G_1^{(k+1)} \) and \( G_2^{(k+1)} \) are linear combination of elements of this family, \( G^{(k+1)} \) is a 2d-dimensional zero-mean Gaussian random variable with covariance matrix

\[
\begin{pmatrix}
\text{Cov} \left( G_1^{(k+1)} \right) & \text{Cov} \left( G_1^{(k+1)}, G_2^{(k+1)} \right) \\
\text{Cov} \left( G_1^{(k+1)}, G_2^{(k+1)} \right) & \text{Cov} \left( G_2^{(k+1)} \right)
\end{pmatrix}.
\]

By (39) and (35), straightforward computations give

\[
\text{Cov} \left( G_1^{(k+1)} \right) = \frac{\gamma^3}{(1 - \tau_\gamma^2)^2} \sum_{i=0}^{k-1} (1 - \tau_{\gamma}^{-1})^2 I_d = \frac{\gamma^3}{(1 - \tau_\gamma^2)^2} \left[ k - 2\tau_\gamma \frac{1 - \tau_k}{1 - \tau_\gamma} + \tau_\gamma^2 \frac{1 - \tau_{2k}}{1 - \tau_\gamma} \right] I_d ,
\]

\[
\text{Cov} \left( G_1^{(k+1)}, G_2^{(k+1)} \right) = \frac{\gamma^2}{1 - \tau_\gamma} \sum_{i=0}^{k-1} [(1 - \tau_k) \tau_\gamma^{-1} ] I_d = \frac{\gamma^2}{1 - \tau_\gamma} \left[ \tau_\gamma \frac{1 - \tau_k}{1 - \tau_\gamma} + \tau_\gamma^2 \frac{1 - \tau_{2k}}{1 - \tau_\gamma} \right] I_d ,
\]

\[
\text{Cov} \left( G_2^{(k+1)} \right) = \gamma \sum_{i=0}^{k} \tau_\gamma^{2(k-i)} I_d = \frac{\gamma}{1 - \tau_\gamma^2} \left( 1 - \tau_{2(k+1)}^2 \right) I_d ,
\]

from which we obtain the expressions of the coefficients \( c_i^{(k+1)} \) for \( 1 \leq i \leq 3 \) after some reorganization allowing to compare the resulting expressions more easily with (29)-(30) (upon replacing \( \gamma \) by \( k\gamma \) in the latter equations).

We finally show (45). By Lemma 12, we have, for any \( t_0 > 0 \) and \( \gamma \in (0, \bar{\gamma}] \),

\[
\sup_{t_0 \in (0,t_0]} \left| \tau_\gamma^{t_0/\gamma} + 1 - e^{-\alpha t_0} \right| \leq C_\alpha (t_0 + 1) \gamma ,
\]

\[
\sup_{t_0 \in (0,t_0]} \left| \tau_\gamma^{2t_0/\gamma} + 1 - e^{-2\alpha t_0} \right| \leq 2C_\alpha (t_0 + 1) \gamma .
\]

The inequality (45) is then a simple consequence of the definition (28) of \( \Sigma^{(t_0)} \), (44) and the estimates (42) in Lemma 12.

### 5.2.3 Decomposition into final noise and independent increments

After analyzing the covariance of \( G^{(k+1)} \) defined by (38) in the limit \( \gamma \to 0 \) and \( k\gamma \approx t_0 \), we aim at providing the conditional distribution of \((X_{k+1}, V_{k+1})\) given \( G^{(k+1)} \). This will be a crucial step to use a perturbation argument similar to the one presented for overdamped Langevin dynamics in Section 3. To this end, we introduce in this section the linear transformation \( \hat{Z}^{(k+1)} \) of \( Z^{(k)} \) which plays the same role as (19), i.e., \( \hat{Z}^{(k+1)} \) is independent of \( G^{(k+1)} \) and its components are i.i.d. standard Gaussian random variables.

For underdamped Langevin dynamics, we introduce for \( k \geq 2 \) and \( \gamma \in (0, \bar{\gamma}] \) the vectors \( \alpha(k + 1, \gamma) = (\alpha_1(k + 1, \gamma), \ldots, \alpha_{k+1}(k + 1, \gamma)) \) and \( \beta(k + 1, \gamma) = (\beta_1(k + 1, \gamma), \ldots, \beta_{k+1}(k + 1, \gamma)) \), and define, for any \( i \in \{1, \ldots, k-1\} \),

\[
\hat{Z}_i^{(k+1)} = Z_i - \sqrt{\gamma} \beta_i(k, \gamma) G_2^{(k+1)} - \sqrt{\gamma} \alpha_i(k, \gamma) G_1^{(k+1)}. \quad (46)
\]

The components \( k \) and \( k + 1 \) of the vectors \( \alpha(k + 1, \gamma), \beta(k + 1, \gamma) \) are not needed at this stage, but they will turn out to be useful later on. As specified below in Lemma 17, the scaling factor \( \sqrt{\gamma} \) in front of the coefficients \( \alpha_i(k, \gamma), \beta_i(k, \gamma) \) ensures that the latter coefficients are of order 1 at most as \( \gamma \to 0 \) and \( k\gamma \approx t_0 \).

**Remark 14.** In order to further motivate the chosen scalings in (46), note that the linear transform (19) for overdamped Langevin dynamics can be rewritten as

\[
\hat{Z}_i^{(k+1)} = Z_i - \sqrt{\gamma} \frac{G^{(k+1)}}{(k + 1/\gamma)}, \quad i \in \{1, \ldots, k\} .
\]

(18)
The counterpart of the coefficients $\alpha_i(k+1, \gamma), \beta_i(k+1, \gamma)$ in this context is simply $1/[(k+1)\gamma]$, which is indeed of order 1 when $k\gamma$ is of order 1.

The choice of $\alpha(k+1, \gamma), \beta(k+1, \gamma)$ corresponds to the orthogonal projection of the Gaussian variables $\{Z_{i+1}\}_{i=0}^{k-2}$ onto the the orthogonal of the vector space spanned by $g_1^{(k+1)}$ and $g_2^{(k+1)}$. This will ensure that the covariance of these projected vectors and $G^{(k+1)}$ vanishes, and hence that the projected vectors $\tilde{Z}^{(k+1)} = (\tilde{Z}_1^{(k+1)}, \ldots, \tilde{Z}_{k-1}^{(k+1)})$ are independent of $G^{(k+1)}$.

We start by constructing the orthogonal projector onto $\text{Span}(g_1^{(k+1)}, g_2^{(k+1)})$. We need to restrict the discussion to iteration indices and time steps in the set

$$E_c = \left\{(k, \gamma) \in \mathbb{N}^* \times (0, +\infty) \mid c_1^{(k+1)} c_3^{(k+1)} - \left(c_2^{(k+1)}\right)^2 \neq 0 \right\},$$

(47)

where the coefficients $(c_i^{(k+1)})_{1 \leq i \leq 3}$ are defined in Lemma 13. Note that the condition to be satisfied in (47) is in fact that the determinant of the matrix $c^{(k+1)}$ in (43) is positive (it is always nonnegative). This condition is not restrictive since, by Lemma 10 and (45), there exists $t_0 > 0$ such that, for any $t_0 \in (0, t_0]$, there is $\bar{\gamma}_{t_0} > 0$ for which $(t_0/\gamma, \gamma) \in E_c$ for any $\gamma \in (0, \bar{\gamma}_{t_0}]$.

**Lemma 15.** For any $(k, \gamma) \in E_c$, and $j \in \{1, \ldots, k+1\}$, consider $\beta_j(k+1, \gamma), \alpha_j(k+1, \gamma) \in \mathbb{R}$ the unique solution of

$$
\begin{pmatrix}
\alpha_1(k+1, \gamma) \\
\alpha_2(k+1, \gamma) \\
\alpha_3(k+1, \gamma)
\end{pmatrix} = \begin{pmatrix}
\beta_1(k+1, \gamma) \\
\beta_2(k+1, \gamma) \\
\beta_3(k+1, \gamma)
\end{pmatrix},
$$

(48)

and define

$$P^{(k)} = I_{k+1} - \gamma \beta(k+1, \gamma) g_2^{(k+1)} g_2^{(k+1)\top} - \gamma \alpha(k+1, \gamma) g_1^{(k+1)} g_1^{(k+1)\top} \in \mathbb{R}^{(k+1) \times (k+1)}. $$

(49)

Then, $P^{(k)}$ is the orthogonal projection onto $\text{Span}(g_1^{(k+1)}, g_2^{(k+1)})^\perp$.

**Proof.** We compute the action of $P^{(k)}$ on the vector space generated by $g_1^{(k+1)}$ and $g_2^{(k+1)}$ and its orthogonal. Note first that the definition (49) ensures that $P^{(k)} w = w$ for all $w \in \text{Span}(g_1^{(k+1)}, g_2^{(k+1)})^\perp$. Moreover, in view of Lemma 13 and by the definition (48) of the coefficients of $\alpha(k+1, \gamma), \beta(k+1, \gamma)$,

$$
\gamma \|g_1^{(k+1)}\|^2 \alpha + \gamma \langle g_1^{(k+1)}, g_2^{(k+1)} \rangle \beta = g_1^{(k+1)}, \quad \gamma \langle g_1^{(k+1)}, g_2^{(k+1)} \rangle \alpha + \gamma \|g_2^{(k+1)}\|^2 \beta = g_2^{(k+1)},
$$

which implies that $P^{(k)} g_1^{(k+1)} = P^{(k)} g_2^{(k+1)} = 0$, and finally $P^{(k)} w = 0$ for $w \in \text{Span}(g_1^{(k+1)}, g_2^{(k+1)})$. \(\square\)

We are now in position to specify the law of $\tilde{Z}^{(k+1)} = (\tilde{Z}_1^{(k+1)}, \ldots, \tilde{Z}_{k-1}^{(k+1)})$.

**Lemma 16.** Let $(k, \gamma) \in E_c$. Then, $\tilde{Z}^{(k+1)}$ defined by (46) is a $d \times (k-1)$-dimensional zero-mean Gaussian random variable with positive definite covariance matrix $S^{(k)} \left[ S^{(k)\top} \right]^T$, where

$$S^{(k)} = \left[ \begin{array}{cc}
I_{k-1} & 0_{k-1,2} \\
0_{k-1,2} & 0_{2,2}
\end{array} \right] P^{(k)} \otimes I_d \in \mathbb{R}^{(k-1)d \times (k+1)d}.$$  

(50)

In addition, $\tilde{Z}^{(k+1)}$ is independent of $G^{(k+1)}$ defined in (39).

**Proof.** It is easy to see that $\tilde{G}^{(k)} = (\tilde{Z}^{(k+1)}, G^{(k+1)}) = AZ^{(k)}$ with

$$A = \left[ \begin{array}{cc}
I_{k-1} & 0_{k-1,2} \\
0_{k-1,2} & 0_{2,2}
\end{array} \right] P^{(k)} + \sqrt{\gamma} \left[ \begin{array}{c}
0_{k-1,k+1} \\
\bar{g}_1^{(k+1)} \bar{g}_2^{(k+1)\top}
\end{array} \right] \otimes I_d.$$
The matrix $A$ is invertible by Gaussian elimination in view of the definition (49) of $P^{(k)}$ and the ones (35) of $g_1^{(k+1)}, g_2^{(k+1)}$, and
\[
\det(A)^{1/d} = \det \left[ \begin{pmatrix} I_{k-1} & 0_{k-1,2} \\ 0_{2,k-1} & 0_{2,2} \end{pmatrix} P^{(k)} + \sqrt{\gamma} \begin{pmatrix} g_1^{(k+1)} \\ g_2^{(k+1)} \end{pmatrix}^T \right] = \det \left[ \begin{pmatrix} I_{k-1} & 0_{k-1,2} \\ 0_{2,k-1} & 0_{2,2} \end{pmatrix} \begin{pmatrix} g_1^{(k+1)} \\ g_2^{(k+1)} \end{pmatrix} \right] > 0.
\]

Therefore, $\bar{G}^{(k+1)}$ is a zero-mean Gaussian random variable with positive definite covariance matrix $AA^T$. As a result, $\bar{Z}^{(k+1)}$ defined by (46) is a $d \times (k-1)$-dimensional zero-mean Gaussian random variable with positive definite covariance matrix $S^{(k)}S^{(k)}^T$ with $S^{(k)}$ given by (50). Finally, since $P^{(k)}g_1^{(k+1)} = P^{(k)}g_2^{(k+1)} = 0$ in view of (49), it follows that for $i \in \{1, \ldots, k-1\}$, $\text{Cov}(\bar{Z}_i^{(k)}, G_1^{(k)}) = 0$, $\text{Cov}(\bar{Z}_i^{(k)}, G_2^{(k)}) = 0$ and so $\bar{Z}^{(k+1)}$ is independent of $G^{(k+1)}$ because all random variables at hand are Gaussian.

We conclude this section by providing some bounds of the coefficients of $\alpha(k+1, 1), \beta(k+1, 1)$ defined in (48). We denote by $\|\xi\|_\infty = \max(|\xi_1|, \ldots, |\xi_k|)$ the $\ell_\infty$ norm of a vector $\xi = (\xi_1, \ldots, \xi_k) \in \mathbb{R}^k$.

**Lemma 17.** Assume that $A$ holds. Then, there exists $\bar{t}_0 > 0$ and $K \in \mathbb{R}_+$ such that, for any $t_0 \in (0, \bar{t}_0]$,
\[
\limsup_{\gamma \downarrow 0} \|\alpha((t_0/\gamma) + 1, \gamma)\|_\infty \leq K/t_0^2, \quad \limsup_{\gamma \downarrow 0} \|\beta((t_0/\gamma) + 1, \gamma)\|_\infty \leq K/t_0.
\]

**Proof.** We consider $\bar{t}_0 > 0$ as given by Lemmas 10 and 11, and such that, for any $t_0 \in (0, \bar{t}_0]$, there is $\bar{t}_0$ for which $((t_0/\gamma), \gamma) \in \mathbb{E}$ for any $\gamma \in (0, \bar{t}_0]$ (see the discussion before Lemma 15). For such values of $t_0$ and $\gamma$, the system (48) for $k_0 = (t_0/\gamma)$ can be explicitly solved as
\[
\alpha_j(k_0 + 1, \gamma) = \frac{c_3^{(k_0+1)} g_1^{(k_0+1)} - c_2^{(k_0+1)} g_2^{(k_0+1)}}{c_1^{(k_0+1)} c_3^{(k_0+1)} - \left(\frac{c_2^{(k_0+1)}}{c_1^{(k_0+1)}}\right)^2}, \quad \beta_j(k_0 + 1, \gamma) = \frac{c_1^{(k_0+1)} g_2^{(k_0+1)} - c_2^{(k_0+1)} g_1^{(k_0+1)}}{c_1^{(k_0+1)} c_3^{(k_0+1)} - \left(\frac{c_2^{(k_0+1)}}{c_1^{(k_0+1)}}\right)^2}.
\]

By (41) and Lemma 13, it follows that, for any $t_0 \in (0, \bar{t}_0]$,
\[
\limsup_{\gamma \downarrow 0} |\alpha_j(k_0 + 1, \gamma)| \leq \limsup_{\gamma \downarrow 0} \frac{|t_0 c_3^{(k_0+1)}| + |c_2^{(k_0+1)}|}{c_1^{(k_0+1)} c_3^{(k_0+1)} - \left(\frac{c_2^{(k_0+1)}}{c_1^{(k_0+1)}}\right)^2} = \frac{\sigma^2 \left(2 t_0 \Sigma_3^{(t_0)} + \Sigma_2^{(t_0)}\right)}{\Sigma_3^{(t_0)} - \Sigma_2^{(t_0)}},
\]
and
\[
\limsup_{\gamma \downarrow 0} |\beta_j(k_0 + 1, \gamma)| \leq \limsup_{\gamma \downarrow 0} \frac{|c_1^{(k_0+1)}| + t_0 |c_2^{(k_0+1)}|}{c_1^{(k_0+1)} c_3^{(k_0+1)} - \left(\frac{c_2^{(k_0+1)}}{c_1^{(k_0+1)}}\right)^2} = \frac{\sigma^2 \left(\Sigma_3^{(t_0)} + 2 t_0 \Sigma_2^{(t_0)}\right)}{\Sigma_3^{(t_0)} - \Sigma_2^{(t_0)}}.
\]

The numerators of the last term in the two previous equalities are upper bounded by Lemma 10 as $t_0 \Sigma_3^{(t_0)} + \Sigma_2^{(t_0)} \leq (\bar{g}_2 + \bar{g}_3) \sigma^2 t_0^2$ and $\Sigma_3^{(t_0)} + t_0 \Sigma_2^{(t_0)} \leq (\bar{g}_1 + \bar{g}_2) \sigma^2 t_0^2$; while the denominator is lower bounded with the Minkowski determinant theorem (see e.g. [44, Section 4.1.8]) and Lemma 11 as
\[
|\Sigma_3^{(t_0)} - \Sigma_2^{(t_0)}|^2 \geq \det \begin{pmatrix} t_0 & t_0^2 \\ \bar{g}_2 & 0 \end{pmatrix} = \frac{t_0^4}{\bar{v}_c^2}.
\]

This finally gives the claimed estimates. \(\square\)
5.3 Stability estimates

We provide in this section estimates on the mapping $\Gamma^{(k+1)}_\gamma$ defined in (34) providing the $(k+1)$-th iterates $(X_{k+1}, V_{k+1})$ of the Markov chain defined in (2) as a function of the initial condition $(x, v)$ and the realizations $\{z_{i+1}, w_{i+1}\}_{i=0}^k$. We first establish in Section 5.3.1 that this function is Lipschitz continuous with respect to the initial condition $(x, v)$ and the realizations $\{z_{i+1}\}_{i=0}^k$, and provide upper bounds on its Lipschitz constant. Pursuing on the same argument as Section 3 (see (18)), we then show in Section 5.3.2 that $(X_{k+1}, V_{k+1})$ can be written as

$$(X_{k+1}, V_{k+1}) = \Gamma^{(k+1)}_{\gamma, x, v, (z_j^{(k+1)})_{j=1}^k, (w_j^{(k+1)})_{j=1}^k} (G_1^{(k+1)}, G_2^{(k+1)}) ,$$

with $(G_1^{(k+1)}, G_2^{(k+1)})$ and $(Z_j^{(k+1)})_{j=1}^{k-1}$ respectively defined in (39) and (46). We establish Lipschitz properties of the function $(g_1, g_2) \mapsto \Gamma_{\gamma, x, v, (z_j^{(k+1)})_{j=1}^{k-1}, (w_j^{(k+1)})_{j=1}^{k+1}}(g_1, g_2)$. Then, we prove in Section 5.3.3 that this function is in fact a $C^1$-diffeomorphism. We conclude this section by studying some properties of its inverse seen as a function of $(x, v, g_1, g_2)$ and the initial conditions $(x, v)$.

5.3.1 Stability with respect to initial conditions and all noise increments

The following result provides some Lipschitz bounds for the functions $\Gamma^{(k+1)}_\gamma$ defined in (34). They are stated in terms of a norm on $\mathbb{R}^{2d}$ parametrized by some positive parameter $\lambda > 0$, namely $\|x\| + \lambda \|v\|$. The proof of Proposition 20 below will require $\lambda$ to be chosen sufficiently small.

**Lemma 18.** Assume that A2 holds and suppose $\gamma \in (0, \bar{\gamma})$, $\gamma < 1$ and fix $\lambda > 0$, a time step $\gamma > 0$, a maximal number of iterations $N \in \mathbb{N}^*$, and realizations $\{w_j\}_{j=1}^{N+1} \subset \mathbb{R}^m$ of the additional noise. For two initial conditions $(x, v), (x', v') \in \mathbb{R}^{2d}$ and realizations of the noise $\{z_j\}_{j=1}^{N+1}, \{z'_j\}_{j=1}^{N+1} \subset \mathbb{R}^d$, define for any $k \in \{0, \ldots, N-1\}$ the iterates

$$(x_{k+1}, v_{k+1}) = \Gamma^{(k+1)}_\gamma (x, v, \{z_j\}_{j=1}^{k+1}, \{w_j\}_{j=1}^{k+1}) , \quad (x'_{k+1}, v'_{k+1}) = \Gamma^{(k+1)}_\gamma (x', v', \{z'_j\}_{j=1}^{k+1}, \{w_j\}_{j=1}^{k+1}) .$$

Then, for any $k \in \{0, \ldots, N\}$,

$$\|x_k - x'_k\| + \lambda \|v_k - v'_k\| \leq L_{\Gamma, \Lambda}(\lambda)^k \left( \|x - x'\| + \lambda \|v - v'\| \right) + M_{\Gamma, \Lambda}(\lambda) \sum_{i=1}^{k} L_{\Gamma, \Lambda}(\lambda)^k \|z_i - z'_i\| , \quad (51)$$

where

$$L_{\Gamma, \Lambda}(\lambda) = 1 + \gamma \left[ \frac{1}{\lambda} + (1 + \lambda) \max \left( 1, \frac{\gamma \lambda}{\lambda} \right) \right] , \quad M_{\Gamma, \Lambda}(\lambda) = \lambda + \gamma \lambda (1 + \lambda) \Lambda . \quad (52)$$

Moreover, when the initial conditions coincide (namely when $(x, v) = (x', v')$),

$$\sum_{i=1}^{k} \|x_i - x'_i\| \leq \gamma \lambda (1 + \lambda) \|z_k - z'_k\| + \{kM_{\Gamma, \Lambda}(\lambda)L_{\Gamma, \Lambda}(\lambda)^k + \mathcal{L}^x_{k, \Lambda, \Lambda}\} \sum_{i=1}^{k-1} \|z_i - z'_i\| , \quad (53)$$

and

$$\sum_{i=1}^{k} \|v_i - v'_i\| \leq \left( 1 + \gamma \lambda \Lambda \right)^k \|z_k - z'_k\| + k \mathcal{L}^v_{k, \Lambda, \Lambda} \sum_{i=1}^{k-1} \|z_i - z'_i\| , \quad (54)$$

with

$$\mathcal{L}^x_{k, \Lambda, \Lambda} = \gamma \lambda M_{\Gamma, \Lambda}(\lambda)L_{\Gamma, \Lambda}(\lambda)^k + \gamma \left( 1 + \gamma \lambda \Lambda \right) \left( kM_{\Gamma, \Lambda}(\lambda)L_{\Gamma, \Lambda}(\lambda)^k + \left( 1 + \gamma \lambda \Lambda \right)^k \right) , \quad (55)$$

$$\mathcal{L}^v_{k, \Lambda, \Lambda} = (k - 1) \gamma M_{\Gamma, \Lambda}(\lambda) \left( 1 + \gamma \lambda \Lambda \right)^k L_{\Gamma, \Lambda}(\lambda)^k \Lambda + \left( 1 + \gamma \lambda \Lambda \right)^k .$$
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For reasons that will appear more clearly in Lemma 19 and its proof, the difference \( \|z_k - z'_k\| \) is isolated on purpose in (53)-(54) and appears with a prefactor at most 1 instead of \( k \) in contrast to the other differences \( \|z_i - z'_i\| \) for \( i \in \{1, \ldots, k-1\} \).

**Proof.** Since \((x_{k+1}, v_{k+1}) = \Gamma_z(x_k, v_k, z_{k+1}, w_{k+1})\) for \( k \in \{0, \ldots, N-1\}\), we obtain by A2 and (6) that

\[
\|x_{k+1} - x_{k+1}'\| \leq \|x_k - x_k'\| + \gamma \|v_k - v_k'\| + \gamma \|D\gamma(z_{k+1} - z_{k+1}')\| + \gamma \|f_k(x_k, \gamma z_k, \gamma z_{k+1}, w_{k+1}) - f_k'(x_k, \gamma z_{k+1}, w_{k+1})\|
\leq (1 + \gamma L)\|x_k - x_k'\| + \gamma (1 + \gamma \delta^L)\|v_k - v_k'\| + \gamma \delta (\gamma + \gamma \Lambda)\|z_{k+1} - z_{k+1}'\|, \tag{56}
\]

and, since \( \gamma \leq 1 \),

\[
\|v_{k+1} - v_{k+1}'\| \leq \|v_k - v_k'\| + \|z_{k+1} - z_{k+1}'\|
\leq \gamma L\|x_k - x_k'\| + (1 + \gamma + \gamma \delta^L)\|v_k - v_k'\| + (1 + \gamma + \gamma \delta^L)\|z_{k+1} - z_{k+1}'\|. \tag{57}
\]

Therefore,

\[
\|x_{k+1} - x_{k+1}'\| + \lambda \|v_{k+1} - v_{k+1}'\|
\leq (1 + \gamma (1 + \lambda \Lambda)\|x_k - x_k'\| + (\Lambda [1 + \gamma + \gamma \delta^L])\|v_k - v_k'\| + M_{\Gamma, \gamma}(\Lambda)\|z_{k+1} - z_{k+1}'\|
\leq \left[1 + \gamma \max \left(\Lambda, \frac{1}{\Lambda} + \left(1 + \frac{1}{\Lambda}\right)\gamma \delta^L\right)\right] (\|x_k - x_k'\| + \lambda \|v_k - v_k'\|) + M_{\Gamma, \gamma}(\Lambda)\|z_{k+1} - z_{k+1}'\|. \tag{58}
\]

The bound (51) then follows from the inequality \( 1 + \gamma \max (1 + \lambda \Lambda, \Lambda^{-1} + (1 + \Lambda^{-1}) \gamma \delta^L) \leq L_{\Gamma, \gamma}(\Lambda) \), and an easy induction on \( k \).

We now prove (53). For the sum up to indices \( k - 1 \), we use (51) and \( x_0 = x_0', v_0 = v_0' \) to write

\[
\sum_{i=1}^{k-1} \|x_i - x_i'\| \leq \sum_{i=1}^{k-1} \|x_i - x_i'\| + \lambda \|v_i - v_i'\|
\leq M_{\Gamma, \gamma}(\Lambda) \sum_{i=1}^{k-1} \sum_{j=1}^{k-1} L_{\Gamma, \gamma}(\Lambda) \|z_j - z_j'\| \leq M_{\Gamma, \gamma}(\Lambda)(k-1)L_{\Gamma, \gamma}(\Lambda)^k \sum_{i=1}^{k-1} \|z_i - z_i'\|. \tag{59}
\]

The last term in the sum is bounded with (56) and (51) as

\[
\|x_k - x_k'\| \leq (1 + \gamma L)\|x_k - x_{k-1}'\| + \gamma (1 + \gamma \Lambda)\|v_k - v_{k-1}'\| + \gamma \delta (\gamma + \gamma \Lambda)\|z_k - z_k'\|
\leq \gamma (1 + \gamma \Lambda)\|v_k - v_{k-1}'\| + \gamma \delta (\gamma + \gamma \Lambda)\|z_k - z_k'\| + (1 + \gamma L)M_{\Gamma, \gamma}(\Lambda)L_{\Gamma, \gamma}(\Lambda)^k \sum_{i=1}^{k-1} \|z_i - z_i'\|. \tag{60}
\]

It remains to bound \( \|v_{k-1} - v_{k-1}'\| \) on the right-hand side. By an easy induction based on (57) and since \( x_0 = x_0', v_0 = v_0' \), we obtain, for \( \ell \in \{0, \ldots, N-1\} \),

\[
\|v_{\ell} - v_{\ell}'\| \leq \gamma L\sum_{i=1}^{\ell-1} \|x_{i} - x_{i}'\| + \gamma \sum_{i=1}^{\ell} \|x_{i} - x_{i}'\| + \gamma \sum_{i=1}^{\ell} \|v_{i} - v_{i}'\| + \gamma \sum_{i=1}^{\ell} \|z_{i} - z_{i}'\|. \tag{61}
\]

In particular, using the previous inequality for \( \ell = k - 1 \) and (58), we get

\[
\|v_{k-1} - v_{k-1}'\| \leq \gamma L\sum_{i=1}^{k-1} \|x_{i} - x_{i}'\| + (1 + \gamma \delta^L) \sum_{i=1}^{k} \|z_{i} - z_{i}'\|
\leq \left(k\gamma M_{\Gamma, \gamma}(\Lambda)L(1 + \gamma \delta^L) \sum_{i=1}^{k} \|z_{i} - z_{i}'\| + (1 + \gamma \delta^L) \sum_{i=1}^{k} \|z_{i} - z_{i}'\|\right) \sum_{i=1}^{k-1} \|z_{i} - z_{i}'\|, \tag{62}
\]
which, plugged in the estimate (59) for $\| x_k - x'_k \|$ and combined with (58), leads to (53).

To obtain (54), we use first (60) and isolate the $k$-th term in the sum to write

$$
\sum_{i=1}^{k} \| v_i - v'_i \| \leq k^{-1} \gamma \left( 1 + \gamma^{1+\delta} L \right) \sum_{i=1}^{k-1} \| x_i - x'_i \| + \left( 1 + \gamma^{1+\delta} L \right)^k \left( \| \tilde{z}_k - z'_k \| + \sum_{i=1}^{k-1} \| \tilde{z}_i - z'_i \| \right),
$$

and then conclude with (58). \qed

### 5.3.2 Stability of maps conditioned by the total noise

In order to express $(X_{k+1}, V_{k+1})$ in terms of $G^{(k+1)}$ and $\tilde{Z}^{(k+1)}$ defined in (38) and (46), we perform a linear change of variables in the functions $\Gamma^{(i)}_\gamma$ defined in (34), for $i \in \{0, \ldots, k+1\}$. More precisely, we aim at writing, for $i \in \{0, \ldots, k+1\}$,

$$(X_i, V_i) = \tilde{\Gamma}_{\gamma}^{(i,k+1)} \left( X_0, V_0, \left\{ \sqrt{\tau} \sigma_z \tilde{Z}_{j}^{(k+1)} \right\}_{j=1}^{i \wedge (k-1)}, \{ W_j \}_{j=1}^{i}, \sigma_\gamma G^{(k+1)} \right) .$$

To this end, we define, for a given $(k, \gamma) \in E_\gamma$, the following functions, which take as arguments the initial condition $(x, v) \in \mathbb{R}^{2d}$, the realizations $(g_1, g_2) \in \mathbb{R}^{2d}$, $(\tilde{z}_j)_{j=1}^{k+1} \in \mathbb{R}^{d \times (k+1)}$ and $(w_j)_{j=1}^{k+1} \in W^{k+1}$: for $i \in \{0, \ldots, k+1\}$,

$$
\tilde{\Gamma}_{\gamma}^{(i,k+1)} \left( x, v, \{ \tilde{z}_j \}_{j=1}^{i \wedge (k-1)}, \{ w_i \}_{i=1}^{j=1}, (g_1, g_2) \right) = \Gamma_{\gamma}^{(i)} \left( x, v, \{ z_i \}_{j=1}^{i \wedge (k-1)}, \{ w_i \}_{i=1}^{j=1} \right),
$$

where

$$
z_i = \tilde{z}_i + \gamma \alpha_i(k, \gamma) g_1 + \gamma \beta_i(k, \gamma) g_2, \quad i \in \{1, \ldots, k-1\},
$$

$$
z_k = \frac{1}{\gamma} \left( g_1 - \sum_{i=0}^{k-2} g_1^{(k+1)} \tilde{z}_{i+1} \right), \quad z_{k+1} = g_2 - \sum_{i=0}^{k-1} g_2^{(k+1)} \tilde{z}_{i+1} .
$$

Note that (61) holds in view of (46) and (39) (mind in particular the change of scaling in (63) compared to (46)), which is due to the fact that $\tilde{z}_j$ correspond to the increments $\sqrt{\tau} \tilde{Z}_{j}^{(k)}$ in (61)). The final iterate can then be expressed in terms of the initial condition $(X_0, V_0)$ and the noise $G^{(k+1)}$ by reformulating (36) as

$$(X_{k+1}, V_{k+1}) = \tilde{T}_{\gamma}^{(k+1)} \gamma_{E, \mathbb{R}^d, z^{(k+1)}, W^{(k+1)}} \left( (X_0, V_0), \sigma_{\gamma} G^{(k+1)} \right),$$

where $W^{(k+1)} = (W_1, \ldots, W_{k+1})$, and

$$\tilde{T}_{\gamma}^{(k+1)} \gamma_{E, \mathbb{R}^d, z^{(k+1)}, W^{(k+1)}} \left( (x, v), (g_1, g_2) \right) = \left( g_1, g_2 \right) + \gamma^\delta \left( D_{\gamma} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \right) + \frac{1}{\gamma^\delta} \left( D_{\gamma,x,v} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \tilde{\Lambda}_{\gamma}^{(k+1)} \right),$$

with

$$
\tilde{\Lambda}_{\gamma}^{(k+1)} \gamma_{x,v, \{ \tilde{z}_j \}_{j=1}^{k+1}, \{ w_j \}_{j=1}^{k+1}} (g_1, g_2) = M_{\gamma}^{(k+1)} \left( \frac{x}{v} \right) + \gamma^\delta \tilde{\Theta}^{(i)}(x, v, \{ z_i \}_{j=1}^{i \wedge (k-1)}, \{ w_i \}_{i=1}^{j=1}, (g_1, g_2), w_{i+1}) ,
$$

$$
M_{\gamma}^{(k+1)} \text{ is given by (37), and, setting } \{ z_i \}_{i=1}^{k+1} \text{ as in (63)-(64),}
$$

$$
\tilde{\Theta}^{(i)}(x, v, \{ z_i \}_{j=1}^{i \wedge (k-1)}, (g_1, g_2), w_{i+1}) = \Theta^{(i)}(x, v, z_{i+1}, w_{i+1}) .
$$
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and
\[ \tilde{\Lambda}^{(k+1)}_{\{\tilde{z}_j\}_{j=1}^{k+1}}(g_1, g_2) = \sum_{j=1}^{k+1} z_j. \] (68)

We give in the next proposition key estimates which allow to prove that \( \Gamma_{\gamma, x, v, \{\tilde{z}_j\}_{j=1}^{k-1}, \{w_j\}_{j=1}^{k+1}}^{(k+1)} \) is a \( C^1 \)-diffeomorphism on \( \mathbb{R}^{2d} \) (see Proposition 20 below). To state the result, we define, for any \((k, \gamma) \in E_c\),
\[ m(k, \gamma) = \max (\|\alpha(k + 1, \gamma)\|_\infty, \|\beta(k + 1, \gamma)\|_\infty), \]
where \( \alpha(k + 1, \gamma), \beta(k + 1, \gamma) \) are defined by (48).

**Lemma 19.** Assume that \( A_2 \) holds and \( \sup_{\gamma \in (0, \bar{\gamma})} \tau_\gamma \leq 1. \) For any parameter \( \lambda > 0, (k, \gamma) \in E_c, \) initial condition \((x, v) \in \mathbb{R}^{2d}, \) realizations \( \tilde{z} = \{\tilde{z}_j\}_{j=1}^{k-1} \subset \mathbb{R}^d \) and \( w = \{w_j\}_{j=1}^{k+1} \in W^{k+1}, \) as well as \((g_1, g_2), (g'_1, g'_2) \in \mathbb{R}^{2d}, \) it holds
\[ \|\tilde{\Lambda}^{(k+1)}_\gamma(g_1, g_2) - \tilde{\Lambda}^{(k+1)}_\gamma(g'_1, g'_2)\| \leq \left(1 + m(k, \gamma) \kappa \gamma + \frac{1}{\kappa} \frac{1}{\gamma} \left[1 + m(k, \gamma)(\kappa \gamma)^2\right]\right) \left(\|g_1 - g'_1\| + \|g_2 - g'_2\|\right), \] (69)
and
\[ \|\tilde{z}^{(k+1)}_{\gamma, x, v, \tilde{z}, \tilde{w}}(g_1, g_2) - \tilde{z}^{(k+1)}_{\gamma, x, v, \tilde{z}, \tilde{w}}(g'_1, g'_2)\| \leq (2 + k \gamma) L L_{\Xi, k+1, \gamma, \lambda} \left(\|g_1 - g'_1\| + \|g_2 - g'_2\|\right), \] (70)
where \( L_{\Xi, k+1, \gamma, \lambda} \) and \( L_{k, \gamma, \lambda} \) are defined in (52) and (55), respectively.

**Proof.** Fix \( \lambda > 0, (k, \gamma) \in E_c, (x, v) \in \mathbb{R}^{2d}, \) \( \tilde{z} = \{\tilde{z}_j\}_{j=1}^{k-1} \subset \mathbb{R}^d, \) \( w = \{w_j\}_{j=1}^{k+1} \in W^{k+1}, \) and \((g_1, g_2), (g'_1, g'_2) \in \mathbb{R}^{2d}. \) We introduce for \( i \in \{0, \ldots, k\}, (x_i, v_i) = \Gamma_{\gamma}^{(i+1)}(x, v, \{\tilde{z}_j\}_{j=1}^{i+1}, \{w_j\}_{j=1}^{i+1}, (g_1, g_2)), \) and similarly \((x'_i, v'_i) = \Gamma_{\gamma}^{(i+1)}(x, v, \{\tilde{z}_j\}_{j=1}^{i+1}, \{w_j\}_{j=1}^{i+1}, (g'_1, g'_2)). \) With this notation and recalling (34), we obtain by the definition (62) of \( \Gamma_{\gamma}^{(i+1)} \) that
\[ (x_i, v_i) = \Gamma_{\gamma}^{(i)}(x, v, \{\tilde{z}_j\}_{j=1}^{i}, \{w_j\}_{j=1}^{i}), \quad (x'_i, v'_i) = \Gamma_{\gamma}^{(i)}(x, v, \{\tilde{z}_j\}_{j=1}^{i}, \{w_j\}_{j=1}^{i}), \]
where \( \{z_i\}_{i=0}^{k} \) and \( \{z'_i\}_{i=0}^{k} \) are the sequences defined in (63) based on \((g_1, g_2) \) and \((g'_1, g'_2) \), respectively. We start by estimating the difference \( \|z_i - z'_i\| \) for \( i \in \{1, \ldots, k+1\}. \) First, by (63), for any \( i \in \{1, \ldots, k-1\}, \)
\[ \|z_i - z'_i\| \leq \gamma m(k, \gamma) (\|g_1 - g'_1\| + \|g_2 - g'_2\|). \] (71)
Next, by (64) and (41) we get
\[ \|z_k - z'_k\| \leq \frac{1}{\gamma} \|g_1 - g'_1\| + \sum_{i=1}^{k-1} \|z_i - z'_i\| \leq \frac{1 + (k \gamma)^2 m(k, \gamma)}{\gamma} (\|g_1 - g'_1\| + \|g_2 - g'_2\|), \] (72)
We are now in position to prove (69). By (68) and (35) and since $g_2 = \sum_{i=0}^{k} g_{2, i+1}^{(k+1)}$ by (64),
\[
\left\| \tilde{\lambda}_{j}^{(k+1)}(z_1 \cdot g_1, g_2) \right\| \leq \left\| g_2 - g_2' \right\| + \sum_{i=0}^{k-1} \left( 1 - g_{2, i+1}^{(k+1)} \right) \left\| z_{i+1} - z_{i+1}' \right\|
\leq \left\| g_2 - g_2' \right\| + (1 - \tau) \left\| z_k - z_k' \right\| + \sum_{i=0}^{k-2} \left\| z_{i+1} - z_{i+1}' \right\|
\leq \left\| g_2 - g_2' \right\| + (1 - \tau) \left\| z_k - z_k' \right\| + m(k, \gamma) k \gamma (\left\| g_1 - g_1' \right\| + \left\| g_2 - g_2' \right\|).
\]

The estimate (69) follows by combining the last inequality with (72).

We next turn to the proof of (70). First, by (66)-(67) and the notation introduced at the beginning of the proof,
\[
\left\| \tilde{\Xi}_{j, \gamma, x, v, z, w}(g_1, g_2) \right\| \leq \sum_{i=0}^{k} \delta_j \left( \sum_{i=1}^{k} \left\| \Theta^{(i)}(x_i, v_i, z_i, w_i, g_1, g_2) - \Theta^{(i)}(x_i', v_i', z_i', w_i, g_1, g_2) \right\| \right)
\leq (2 + k \gamma) L \gamma \left( \sum_{i=0}^{k} \left\| x_i - x_i' \right\| + \delta \sum_{i=0}^{k} \left\| v_i - v_i' \right\| + \gamma \sum_{i=0}^{k} \left\| z_i - z_i' \right\| \right),
\]
where we used (40) for the last inequality, and the fact that $(x_0, v_0) = (x_0', v_0')$ to eliminate the term $i = 0$ in the first two sums on the right hand side of the last inequality. Therefore, in view of (53) and (54) in Lemma 18,
\[
\left\| \tilde{\Xi}_{j, \gamma, x, v, z, w}(g_1, g_2) - \tilde{\Xi}_{j, \gamma, x, v, z, w}(g_1', g_2') \right\| \leq (2 + k \gamma) L \gamma \left( \delta \left\| z_k - z_k' \right\| + \gamma \delta \left\| x - x' \right\| + \gamma \sum_{i=0}^{k} \left\| z_i - z_i' \right\| \right),
\]
with $\delta = 1 + (1 + \gamma^{1+\delta}) k + \gamma L$ and $\gamma \delta = k \gamma L R \gamma (\gamma) k + \gamma \delta (1 + k \cdot \gamma L \gamma (\gamma) k)$. The conclusion then follows from (71) and (72).

5.3.3 Estimates on diffeomorphisms defined for the total noise

We use in this section the stability results obtained in Lemmas 18 and 19 to prove that the function $\Gamma_{\gamma, x, v, z, w}^{(k+1)}$ giving the $(k+1)$-th iterate in (65), considered as a function of $(g_1, g_2)$ for fixed initial condition $(x, v)$, is a C1-diffeomorphism. In addition, we also establish regularity properties of this function and its inverse with respect to the initial condition $(x, v)$. To state our results, we introduce the following functions for $(\gamma, x) \in E_c$, and with realizations $z = \{ z_j \}_{j=1}^{k-1} \subset \mathbb{R}^d$, $w = \{ w_j \}_{j=1}^{k+1} \subset \mathbb{R}^m$:

- for a given initial condition $(x, v) \in \mathbb{R}^d$, set $\Gamma_{\gamma, x, v, z, w}^{(k+1)}(g_1, g_2) = \Gamma_{\gamma, x, v, z, w}^{(k+1)}((x, v), (g_1, g_2))$;
- for a given realization $(g_1, g_2) \in \mathbb{R}^d$, set $\Gamma_{\gamma, x, v, z, w}^{(k+1)}(x, v) = \Gamma_{\gamma, x, v, z, w}^{(k+1)}((x, v), (g_1, g_2))$.

The first result is that $\Gamma_{\gamma, x, v, z, w}^{(k+1)}$ is a diffeomorphism when $k \gamma$ is a sufficiently small positive time and $\gamma$ is not too large.

**Proposition 20.** Assume that A1 and A2 hold. There exists $t_0 > 0$ such that, for any $t_0 \in (0, t_0]$, there is $\bar{t}_0 > 0$ for which, for any $\gamma \in (0, \bar{t}_0], (x, v) \in \mathbb{R}^d$, $z \in \mathbb{R}^{(k-1) \times d}$ and $w \in \mathbb{R}^{(k+1) \times m}$

(a) $\Gamma_{\gamma, x, v, z, w}^{(t_0/\gamma)}$ is 2-Lipschitz and a C1-diffeomorphism on $\mathbb{R}^d$ satisfying, for any $(g_1, g_2), (g_1', g_2') \in \mathbb{R}^d$,
\[
\left\| \Gamma_{\gamma, x, v, z, w}^{(t_0/\gamma)}(g_1, g_2) - \Gamma_{\gamma, x, v, z, w}^{(t_0/\gamma)}(g_1', g_2') \right\| \geq \frac{1}{2} \left\| (g_1 - g_1', g_2 - g_2') \right\| ;
\]

(b) $\Gamma_{\gamma, x, v, z, w}^{(k+1)}$ is $\gamma \delta \left\| x - x' \right\| + \gamma \sum_{i=0}^{k} \left\| z_i - z_i' \right\| \right),
(b) the inverse of $\Gamma_{(t_0/\gamma)}^{\gamma,x,v,z,w}$, denoted by $\Gamma_{(t_0/\gamma)}^{\gamma,x,v,z,w}$, is 2-Lipschitz: for any $(u_1, u_2), (u_1', u_2') \in \mathbb{R}^{2d}$,
\[
\left\| \Gamma_{(t_0/\gamma)}^{\gamma,x,v,z,w}(u_1, u_2) - \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}(u_1', u_2') \right\| \leq 2 \left\| (u_1 - u_1', u_2 - u_2') \right\| .
\]

Proof. We prove that there exists $\bar{t}_0 > 0$ such that, for any $t_0 \in (0, \bar{t}_0]$, there is $\bar{\gamma}_{t_0} > 0$ for which $(g_1, g_2) \rightarrow \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)}(g_1, g_2) - (g_1, g_2)$ is 1/2-Lipschitz. Item (a) is then a straightforward consequence of [24, Exercise 3.26]. First, for any $\lambda > 0$, $(k, \gamma) \in \mathbb{E}_k$, $(x, v) \in \mathbb{R}^{2d}$, $\bar{x} \in \mathbb{R}^{(k-1) \times d}$ $w \in \mathbb{R}^{(k+1) \times m}$, $(g_1, g_2), (g_1', g_2') \in \mathbb{R}^{2d}$, by (65) and Lemma 19, we have
\[
\left\| \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}(g_1, g_2) - \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}(g_1', g_2') \right\| \leq C(k + 1, \gamma, \lambda) \left( \left\| g_1 - g_1' \right\| + \left\| g_2 - g_2' \right\| \right),
\]
where we have set
\[
C(k + 1, \gamma, \lambda) = \gamma^k \left( 1 + m(k, \gamma)k + 1 - \frac{\gamma_0 t_0}{\gamma} \right) + (2 + k\gamma) \mathbb{L} \mathbb{E}_{k+1, k, \gamma, \lambda}.
\]
As noted previously, there is $\tilde{t}_0^{(1)} > 0$ for which, for any $t_0 \in (0, \tilde{t}_0^{(1)})$, there exists $\tilde{z}_0^{(1)}$ such that for any $\gamma \in (0, \tilde{z}_0^{(1)})$, we have $(t_0/\gamma, \gamma) \in \mathbb{E}_k$. Then, Lemma 17 implies that there exists $\tilde{t}_0^{(2)} \in (0, \tilde{t}_0^{(1)})$ such that for any $t_0 \in (0, \tilde{t}_0^{(2)})$, $\limsup \gamma_0 m(\gamma_0, \gamma) \leq K' t_0^2 / \gamma_0$ for some constant $K' \geq 0$. This implies, for any $t_0 \in (0, \tilde{t}_0^{(2)})$ and $\lambda > 0$,
\[
\limsup_{\gamma \downarrow 0} C(\gamma_0/\gamma) + 1, \gamma, \lambda) = \limsup_{\gamma_0 \downarrow 0} \left( 2 + \gamma_0 / \gamma \right) \mathbb{M}_{k, \gamma}(\gamma_0, \lambda) \mathbb{L}_{\mathbb{E}}(\gamma_0, \gamma) / \gamma_0 = (2 + t_0) / \gamma_0 \left( 1 + (2 + t_0) \mathbb{L} \mathbb{E}_{k+1, \lambda} \right),
\]
where we have used for the penultimate inequality the expressions of $\mathbb{M}_{k, \gamma}(\gamma, \lambda)$, $\mathbb{L}_{\mathbb{E}}(\gamma)$ provided by (52). The latter quantity is smaller than $1 / 4$ for any $t_0 \in (0, t_0^{(2)})$ upon choosing first $\lambda = 1 / (16 \mathbb{K})$ and then $t_0 \in (0, t_0^{(2)})$ sufficiently small so that for any $t_0 \in (0, \tilde{t}_0^{(2)})$,
\[
(2 + t_0) / \gamma_0 \left( 1 + (2 + t_0) \mathbb{L} \mathbb{E}_{k+1, \lambda} \right) \leq 4 .
\]
This leads to the claimed statement, and therefore proves item (a). Item (b) next easily follows from (73).

The second result is that $\Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}$ is a diffeomorphism when $\gamma$ is a sufficiently small positive time and $\gamma$ is not too large.

**Proposition 21.** Assume that $A1$ and $A2$ hold. There exists $\bar{t}_0 > 0$, such that, for any $t_0 \in (0, \bar{t}_0]$, there is $\tilde{\gamma}_{t_0} \in (0, 1]$ for which, for any $\gamma \in (0, \tilde{\gamma}_{t_0}), (g_1, g_2), (u_1, u_2) \in \mathbb{R}^{2d}$, $\tilde{x} \in \mathbb{R}^{(k-1) \times d}$ and $w \in \mathbb{R}^{(k+1) \times m}$,

(a) the mapping $\Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}$ is Lipschitz on $\mathbb{R}^{2d}$: for any $(x, v), (x', v') \in \mathbb{R}^{2d}$,
\[
\left\| \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}(x, v) - \Gamma_{(t_0/\gamma)}^{(t_0/\gamma)+1}(x', v') \right\| \leq \exp((1 + 2)(t_0 + \gamma)) \left( \left\| x - x' \right\| + \left\| v - v' \right\| \right).
\]
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(b) the inverse of $\Gamma_{[t_0/\gamma]+1}(\gamma,x,v,\bar{z},w)$ (see Proposition 20), namely $(x,v) \mapsto \Gamma_{[t_0/\gamma]+1}(u_1, u_2)$, is Lipschitz on $\mathbb{R}^{2d}$: for any $(x,v), (x',v') \in \mathbb{R}^{2d},$
\[
\left\| \Gamma_{[t_0/\gamma]+1}(u_1, u_2) - \Gamma_{[t_0/\gamma]+1}(u_1, u_2) \right\| \leq \varepsilon_0(1 + \lambda t_0) \left( \|x - x'\| + \|v - v'\| \right).
\]

Proof. Let $\bar{t}_0 \geq 0$ such that for any $t_0 \in (0, \bar{t}_0)$, there exists $\bar{\gamma}_t_0$ for which, for any $\gamma \in (0, \bar{\gamma}_t_0)$, $(\gamma, [t_0/\gamma], \gamma) \in \mathcal{E}_c$ and Proposition 20-(a)-(b) hold. To prove (a), we note that (61)-(62) and (51) in Lemma 18 with $\lambda = 1$ imply for any $t_0 \in (0, \bar{t}_0)$, $\gamma \in (0, \bar{\gamma}_t_0)$, $(g_1, g_2) \in \mathbb{R}^{2d}$, $\bar{z} \in \mathbb{R}^{(k-1) \times d}$ and $w \in \mathbb{R}^{(k+1) \times m}$, $(x, v), (x', v') \in \mathbb{R}^{2d},$
\[
\left\| \Gamma_{[t_0/\gamma]+1}(g_1, g_2) - \Gamma_{[t_0/\gamma]+1}(g_1, g_2)(x, v) \right\| \leq L_{\Gamma, \gamma}(1) \left( \|x - x'\| + \|v - v'\| \right),
\]
from which the result follows in view of the bound
\[
L_{\Gamma, \gamma}(1) \leq \exp \left( (t_0 + \gamma) \left[ \frac{1}{\lambda} + (1 + \lambda) \max \left( 1, \frac{\gamma}{\lambda} \right) \right] \right),
\]
and the fact that $\gamma \leq \bar{\gamma}_t_0 \leq 1$.

Regarding (b), let $(x, v), (x', v') \in \mathbb{R}^{2d}$ and denote by $(g_1, g_2) = \Gamma_{[t_0/\gamma]+1}(u_1, u_2)$ and $(g_1', g_2') = \Gamma_{[t_0/\gamma]+1}(u_1, u_2)$. We obtain using $(g_1, g_2) = \Gamma_{[t_0/\gamma]+1}(u_1, u_2)$ and Proposition 20-(b), for any $t_0 \in (0, \bar{t}_0)$, $\gamma \in (0, \bar{\gamma}_t_0)$, $(g_1, g_2) \in \mathbb{R}^{2d}$, $\bar{z} \in \mathbb{R}^{(k-1) \times d}$ and $w \in \mathbb{R}^{(k+1) \times m},$
\[
\left\| \Gamma_{[t_0/\gamma]+1}(u_1, u_2) - \Gamma_{[t_0/\gamma]+1}(u_1, u_2) \right\| = \left\| (g_1, g_2) - (g_1', g_2') \right\|
\]
\[
= \left\| \Gamma_{[t_0/\gamma]+1}(g_1, g_2) - \Gamma_{[t_0/\gamma]+1}(g_1, g_2) \right\|
\]
\[
\leq \varepsilon_0(1 + \lambda t_0) \left( \|x - x'\| + \|v - v'\| \right),
\]
which completes the proof using (a).

\[
\square
\]

5.4 Proof of Theorem 3

We can now finally provide the proof of Theorem 3.

Proof of Theorem 3. For $(x, v) \in \mathbb{R}^{2d}$ and $B \in \mathcal{B}(\mathbb{R}^{2d})$, it holds, by the definition (65),
\[
R_{\gamma}[t_0/\gamma]+1((x, v), B) = \mathbb{E} \left[ \int_{\mathbb{R}^{2d}} \Gamma_{[t_0/\gamma]+1}(\gamma,x,v,\bar{z},w) \mathbb{1}_{\mathbb{R}_{[t_0/\gamma]+1}(\gamma,x,v,\bar{z},w) \in B} dw \right].
\]

Fix $M > 0$, and consider $\bar{t}_0 > 0$ such that the statements of Propositions 20 and 21 hold true. Introduce next $t_0 \in (0, \bar{t}_0]$ and the corresponding stepsize $\bar{\gamma}_t_0$ as given by Propositions 20 and 21.

The random variables $\sigma_\gamma G([t_0/\gamma]+1)$ and $\sqrt{\sigma}_\gamma \bar{Z}([t_0/\gamma]+1)$ are independent Gaussian random variables by Lemma 16. Denoting their densities with respect to the Lebesgue measure by $\varphi_{t_0, \gamma}$ and $\psi_{t_0, \gamma}$ respectively, setting $n_0 = [t_0/\gamma]+1$, and using a change of variable, for any $\gamma \in (0, \bar{\gamma}_t_0)$
\[
R_{\gamma}[t_0/\gamma]+1((x, v), B) = \int_{\mathbb{R}^{2d \times \mathbb{R}^{2d}}} \mathbb{1}_B (u_1, u_2) J_{\gamma,x,v,\bar{z},w}^{[t_0/\gamma]+1}(u_1, u_2) \varphi_{t_0, \gamma}(g_1, g_2) \psi_{t_0, \gamma}(\bar{z}) d\bar{z} \mu_\gamma^{[t_0/\gamma]+1}(dw) dg_1 dg_2
\]
\[
= \int_{\mathbb{R}^{2d \times \mathbb{R}^{2d}}} \mathbb{1}_B (u_1, u_2) J_{\gamma,x,v,\bar{z},w}^{[t_0/\gamma]+1}(u_1, u_2) \varphi_{t_0, \gamma}(g_1, g_2) \psi_{t_0, \gamma}(\bar{z}) d\bar{z} \mu_\gamma^{[t_0/\gamma]+1}(dw) du_1 du_2,
\]
where $J_{\gamma,x,v,\bar{z},w}^{[t_0/\gamma]+1}$ is the inverse of $\Gamma_{[t_0/\gamma]+1}$ (well defined by Proposition 20) and $J_{\gamma,x,v,\bar{z},w}^{[t_0/\gamma]+1}(u_1, u_2)$ is the absolute value of the determinant of the Jacobian matrix of this mapping.

We can now introduce the reference point $(0_\text{d}, 0_\text{d})$, and relate the transition probability starting from $(x, v)$ in terms of transitions starting from this $(0_\text{d}, 0_\text{d})$. For reasons that will become clear below.
and similarly to what is done in Section 3, we replace \( \Gamma_{\gamma,x,v,\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \) by \( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \) and not simply \( \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \) in \( \varphi_{t_0,\gamma} \), henceforth write for any \( \gamma \in (0, \tilde{\gamma}_0), \)

\[
 R_{\gamma}^{(\gamma,(t_0/\gamma)+1)}((x,v), B) = \int_{\mathbb{R}^{n_d} \times \mathbb{W}_n} \mathbb{I}_B(u_1, u_2) A_{\gamma,x,v,\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \times \varphi_{t_0,\gamma} \left( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \right) \psi_{t_0,\gamma}(\bar{z}) \frac{\partial}{\partial \gamma} \mu^{(\gamma,(t_0/\gamma)+1)}(d\bar{w}) \psi_{t_0,\gamma}(\bar{z}) \frac{\partial}{\partial \gamma} \mu^{(\gamma,(t_0/\gamma)+1)}(dw) du_1 du_2, \tag{74}
\]

where \( A_{\gamma,x,v,\bar{w}}^{(1)}(u_1, u_2) = \frac{\partial}{\partial \gamma} \psi_{t_0,\gamma} \left( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \right) \)
and \( A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) = A_{\gamma,x,v,\bar{w}}^{(1)}(u_1, u_2) A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \) with

\[
 A_{\gamma,x,v,\bar{w}}^{(1)}(u_1, u_2) = \frac{\partial}{\partial \gamma} \psi_{t_0,\gamma} \left( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \right), \quad A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) = \psi_{t_0,\gamma} \left( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \right). 
\]

We next bound \( A_{\gamma,x,v,\bar{w}}^{(1)}(u_1, u_2) \) and \( A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \) from below. For the latter term, we assume that \( \|x\| + \|v\| \leq M \).

By an application of Hadamard’s inequality (see Proposition 22 below) and Proposition 20-(a), we obtain for any \((u_1, u_2) \in \mathbb{R}^{2d}, (\bar{z}, \bar{w}) \in \mathbb{R}^{n_d} \times \mathbb{W}_n\) and \( \gamma \in (0, \tilde{\gamma}_0), \)

\[
 J_{\gamma}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) = \frac{1}{ \gamma^{d} \mu^{(\gamma,(t_0/\gamma)+1)}(\mathbb{R}^{n_d} \times \mathbb{W}_n)} \geq \left( \frac{2}{3} \right)^d . \] 

Similarly, \( J_{\gamma}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \leq 2^d \) by Proposition 20-(b), so that for any \((u_1, u_2) \in \mathbb{R}^{2d}, (\bar{z}, \bar{w}) \in \mathbb{R}^{n_d} \times \mathbb{W}_n\) and \( \gamma \in (0, \tilde{\gamma}_0), \)

\[
 A_{\gamma,x,v,\bar{w}}^{(1)}(u_1, u_2) \geq \frac{1}{3^d}. \tag{75}
\]

We next recall that \( \varphi_{t_0,\gamma} \) is a Gaussian density with mean 0 and covariance matrix \( \sigma_{\gamma}^2 \psi^{(\gamma,(t_0/\gamma)+1)} \) (see (43)), and use the inequality (22) to write for any \((u_1, u_2) \in \mathbb{R}^{2d}, (\bar{z}, \bar{w}) \in \mathbb{R}^{n_d} \times \mathbb{W}_n, \gamma \in (0, \tilde{\gamma}_0), \)

\[
 A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \geq \exp \left( -\frac{1}{\sigma_{\gamma}^2} \left( \psi^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) - \frac{\partial}{\partial \gamma} \psi_{t_0,\gamma}(\bar{z}) \right)^2 \right). \]

Next, by Proposition 21-(b) and Lemma 13,

\[
 \lim \inf_{\gamma \downarrow 0} A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \geq \exp \left( -4e^{2(1+2L)M_0} \left\| \left[ \Sigma^{(t_0)} \right]^{-1} \right\|_{op} \left( \|x\| + \|v\| \right)^2 \right) \geq \exp \left( -4e^{2(1+2L)M_0} \left\| \left[ \Sigma^{(t_0)} \right]^{-1} \right\|_{op} M^2 \right) = \eta_{t_0,M} , \]

where \( \Sigma^{(t_0)} \) is the matrix defined in (28). Upon reducing \( \tilde{\gamma}_0 \), we can therefore assume that the following inequality holds: for any \((u_1, u_2) \in \mathbb{R}^{2d}, (\bar{z}, \bar{w}) \in \mathbb{R}^{n_d} \times \mathbb{W}_n, \gamma \in (0, \tilde{\gamma}_0), \)

\[
 A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \geq \frac{\eta_{t_0,M}}{2}. \tag{76}
\]

Now that the factor \( A_{\gamma,x,v,\bar{w}}^{(2)}(u_1, u_2) \) is bounded from below, we can consider the remaining terms in (74) in order to construct a reference minorization measure. More precisely, using again Proposition 20-(a), the change of variable \((g_1, g_2) = \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \) implies, for any \( \gamma \in (0, \tilde{\gamma}_0), \)

\[
 \int_{\mathbb{R}^{n_d} \times \mathbb{W}_n} \mathbb{I}_B(u_1, u_2) \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \varphi_{t_0,\gamma} \left( \sqrt{2} \Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(u_1, u_2) \right) \psi_{t_0,\gamma}(\bar{z}) \frac{\partial}{\partial \gamma} \mu^{(\gamma,(t_0/\gamma)+1)}(d\bar{w}) du_1 du_2 
\]

\[
 = 2^{-d} \int_{\mathbb{R}^{n_d} \times \mathbb{W}_n} \mathbb{I}_B \left( \frac{\Gamma_{\gamma,\bar{u}_0,\bar{d},\bar{w}}^{(\gamma,(t_0/\gamma)+1)}(g_1, g_2)}{\sqrt{2}} \right) \varphi_{t_0,\gamma}(g_1, g_2) \psi_{t_0,\gamma}(\bar{z}) \frac{\partial}{\partial \gamma} \mu^{(\gamma,(t_0/\gamma)+1)}(d\bar{w}) dg_1 dg_2 
\]

\[
 = 2^{-d} \mu_{t_0,\gamma}(B),
\]
where $\mu_{\eta_0, \gamma}$ is a probability measure on $(\mathbb{R}^{2d}, \mathcal{B}(\mathbb{R}^{2d}))$. By combining the latter inequality and the lower bounds (75) and (76) in (74), we obtain the following result: for any $\gamma \in (0, \bar{\gamma}_{\eta_0}]$ and $(x, v) \in \mathbb{R}^{2d}$ such that $\|x\| + \|v\| \leq M$, 
\[
R_{\mu_{\bar{\gamma}, \gamma}}((x, v), \mathcal{B}) \geq \varepsilon_{\eta_0, M} \mu_{\eta_0, \gamma}(\mathcal{B}),
\]
with $\varepsilon_{\eta_0, M} = 6^{-d} \eta_0 \cdot M/2$. The inequality (7) then follows from [22, Lemma 18.2.7] for instance.

We conclude this section by recalling (and proving for completeness) a well-known result on the Jacobian determinant of $C^1$ Lipschitz function.

**Proposition 22.** Let $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be a continuously differentiable $L$-Lipschitz function, i.e. for any $x, y \in \mathbb{R}^d,$
\[
\|\Phi(x) - \Phi(y)\| \leq L \|x - y\|.
\]
Then, $J_{\Phi}(x) \leq L^d,$ where $J_{\Phi}$ denotes the absolute value of the determinant of the Jacobian matrix of $\Phi$.

**Proof.** Denote by $\text{Jac}: \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}$ the Jacobian matrix of $\Phi$. Since $\Phi$ is $L$-Lipschitz, it holds, for any $(x, h) \in \mathbb{R}^d \times \mathbb{R}^d$, $\|\text{Jac}_{\Phi}(x)h\| \leq L \|h\|$. By choosing $h = e_i$ for $i \in \{1, \ldots, d\}$ (with $e_1, \ldots, e_d$ the canonical basis of $\mathbb{R}^d$), it follows that
\[
\|\nabla \Phi_i\|^2 = \sum_{j=1}^d \left( \frac{\partial \Phi_i}{\partial x_j} \right)^2 \leq L^2,
\]
where $\Phi_i$ is the $i$-th component of $\Phi$. In addition, using Hadamard’s inequality (see for instance [32, Example 4.18]), we obtain $|\det(\text{Jac}_{\Phi}(x))| \leq \prod_{i=1}^d \|\nabla \Phi_i\| \leq L^d$, which completes the proof.

6 Proof of Theorem 5

Let us start by recalling the expression of the function $\mathcal{W}_\gamma : \mathbb{R}^{2d} \rightarrow \mathbb{R}$, introduced in (9) and defined under $A1$ and $D2(U)$ for $x, v \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma})$:
\[
\mathcal{W}_\gamma(x, v) = \frac{\kappa^2}{2} \|x\|^2 + \|v\|^2 + \frac{\kappa^2 \gamma (1 + \gamma \delta \vartheta_\gamma)}{1 - \vartheta_\gamma} (x, v) + 2\alpha_U U(x).
\]
(77)

This function is indeed nonnegative by Lemma 24 below. The proof of Theorem 5 relies on a conditioned Lyapunov drift inequality for $\mathcal{W}_\gamma$ (see Section 6.1), which motivates the choice of the various prefactors in (77) (see the discussion at the end of the proof of Lemma 23). This allows to write the proof of Theorem 5 in Section 6.2, with the help of some technical results postponed to Section 6.3.

6.1 Conditioned drift inequality

The following Lyapunov inequality is a key result to prove Theorem 5. Recall that the function $\mathcal{F} : \mathbb{R}^{3d} \times \mathbb{R}^{m_1 + m_2} \rightarrow \mathbb{R}_+$ is defined in (11).

**Lemma 23.** Assume that $A1$, $D1(U)$, $D2(U)$ and $D3$ hold. For any $x, v \in \mathbb{R}^d$, $w \in \mathbb{R}^{m_1 + m_2}$ and $\gamma \in (0, \bar{\gamma})$, set $(X_1^{x, v, w}, V_1^{x, v, w}) = \Gamma_\gamma(x, v, \sqrt{\sigma}, Z, w)$, where $\Gamma_\gamma$ is defined by (6) and $Z$ is a $d$-dimensional standard Gaussian random variable. Then, there exists $C \geq 0$ such that, for any $\gamma \in (0, \bar{\gamma} \wedge 1]$, $x, v \in \mathbb{R}^d$ and $w = (w_1, w_2) \in \mathbb{R}^{m_1 + m_2},$
\[
\mathbb{E} \left[ \mathcal{W}_\gamma(X_1^{x, v, w}, V_1^{x, v, w}) \right] \leq \mathcal{W}_\gamma(x, v) - \gamma \kappa \|v\|^2 - \gamma \kappa \zeta_U \left( \frac{\|\nabla U(x)\|^2}{L^2} + \|x\| \right) + C \gamma \left[ 1 + \|\nabla U(x)\| + \|v\| + \gamma^{\delta U/2} \tilde{f}(x, v, w) + \gamma^{\tilde{U}} \|x\| \|w_1\| \right],
\]
where the expectation is over the realizations of $Z$, and $\tilde{f}(x, v, w) = \|\nabla U(x)\|^2 / L^2 + \|v\|^2 + \|w\|^2 + \|x\|$. 
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Proof. The finite nonnegative constant $C$ in this proof may change from line to line but does not depend on $\gamma$, $x$, $v$ or $w$. For ease of notation, we also simply denote $(X_t^{x,v,w}, V_t^{x,v,w})$ by $(X_1, V_1)$, and do not explicitly indicate that $\gamma \in (0, \bar{\gamma} \wedge 1)$. By definition,

$$
E \left[ w_i(X_1, V_1) \right] = 2\alpha U(E[U(X_1)]) + \frac{\kappa}{2} E \left[ \| X_1 \|^2 \right] + E \left[ \| V_1 \|^2 \right] + \frac{\kappa^2 (\gamma \delta \sigma \gamma + 1)}{1 - \gamma} E \left[ (X_1, V_1) \right].
$$  (78)

We successively bound each expectation on the right-hand side of the previous equality. To bound $E[U(X_1)]$, we make use of the following estimates, which are straightforwardly obtained from $D_2(U)$ and the equality $F(x, v, \sqrt{\gamma} z, w) = F(x, v, w) + \gamma \sigma^2 d$:

$$
E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right] \leq C \left[ 1 + \gamma^{\delta u} F(x, v, w) \right],
$$

$$
E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right] \leq C \left[ 1 + \gamma^{\delta u} / \sqrt{F(x, v, w)} \right],
$$

the second inequality being obtained from the first one by a Cauchy–Schwarz inequality and the bound $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0$. Using [46, Lemma 1.2.3] and $D_1(U)$, we obtain that

$$
E \left[ U(X_1) \right] = E \left[ U \left( x + \gamma v + \gamma f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) + \gamma \delta^{1/2} \sigma, D_1, Z \right) \right]
$$

$$
\leq U(x) + E \left[ \left\langle \nabla U(x), \gamma v + f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \right\rangle \right]
$$

$$
+ \frac{L}{2} E \left[ \left\| \gamma v + f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) + \gamma \delta^{1/2} \sigma, D_1, Z \right\|^2 \right]
$$

$$
\leq U(x) + \gamma \langle \nabla U(x), v \rangle + \gamma \| \nabla U(x) \| E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right]
$$

$$
+ \frac{3L}{2} \left( \gamma^2 \| v \|^2 + \gamma^2 E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right] + \gamma^{1+2\delta} \sigma^2 E \left[ \| D_1, Z \|^2 \right] \right).
$$

Note first that, in view of (79) and $A_1$, and since $\| v \|^2 \leq F(x, v, w)$,

$$
\gamma^2 \| v \|^2 + \gamma^2 E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right] + \gamma^{1+2\delta} \sigma^2 E \left[ \| D_1, Z \|^2 \right] \leq C \left[ 1 + (2\delta)^{\wedge 1} + \gamma^2 F(x, v, w) \right].
$$

Moreover, still with (79), and since $\| \nabla U(x) \| \leq L \sqrt{F(x, v, w)}$,

$$
\| \nabla U(x) \| E \left[ \| f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \| \right] \leq C \| \nabla U(x) \| \left[ 1 + \gamma^{\delta u} / \sqrt{F(x, v, w)} \right],
$$

$$
\leq C \left[ \| \nabla U(x) \| + \gamma^{\delta u} / \sqrt{\bar{F}(x, v, w)} \right].
$$

Since $\delta u \leq 1$, this leads finally to

$$
E \left[ U(X_1) \right] \leq U(x) + \gamma \langle \nabla U(x), v \rangle + C \gamma \left[ 1 + \| \nabla U(x) \| + \gamma^{\delta u} / \sqrt{\bar{F}(x, v, w)} \right].
$$

Let us next bound $E \left[ \| X_1 \|^2 \right]$. Note first that $D_2(U)$ implies that

$$
E \left[ \langle x, f_\gamma \left( x, \gamma \delta v, \gamma \delta^{1/2} \sigma, Z, w \right) \rangle \right] \leq \gamma^\delta \bar{f}_\gamma(x, v)
$$

$$
+ C_U \left[ 1 + \gamma^{\delta u} \bar{F}(x, v, w) + \gamma^{1+2\delta} \delta \sigma^2 d + \gamma^{\delta u} \| x \| \| w_1 \| \right],
$$
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so that, with $A_1$ and $D_2(U)$,

\[
\mathbb{E} \left[ \|X_1\|^2 \right] \leq \|x\|^2 + \gamma^2 \|v\|^2 + \gamma^2 \mathbb{E} \left[ \left\| f_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\|^2 \right] + \gamma^2 d + 2\gamma \left\langle x, v \right\rangle \\
+ 2\gamma \mathbb{E} \left[ \left\langle x, f_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\rangle \right] + 2\gamma^2 \mathbb{E} \left[ \left\langle v, f_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\rangle \right] \\
+ 2\gamma^{3/2} \sigma_\gamma \mathbb{E} \left[ \left\langle \left( f_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right), D_\gamma Z \right) \right\rangle \right] \\
\leq \|x\|^2 + 2\gamma \left( 1 + \gamma^{\delta \gamma} \right) \left\langle x, v \right\rangle + C \gamma \left[ 1 + \gamma^{\delta \gamma} \tilde{f} (x, v, w) + \gamma^{\delta \gamma} \|x\| \|w_1\| \right].
\]  

(82)

To bound $\mathbb{E} \left[ \|V_1\|^2 \right]$, we rely on the following estimates, obtained from $D_2(U)$:

\[
\mathbb{E} \left[ \left\| g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) + \alpha_U \nabla U (x) \right\|^2 \right] \leq C \left( 1 + \gamma^{\delta \gamma} \tilde{f} (x, v, w) \right), \\
\mathbb{E} \left[ \left\| g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) + \alpha_U \nabla U (x) \right\|^2 \right] \leq C \left( 1 + \gamma^{\delta \gamma} \sqrt{\tilde{f} (x, v, w)} \right), \\
\mathbb{E} \left[ \left\langle x, g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\rangle \right] \leq -\zeta_U \left[ \frac{\| \nabla U (x) \|^2}{L^2} + \|x\| \right] + C \gamma^{\delta \gamma} \left( 1 + \tilde{f} (x, v, w) \right).
\]  

(83)

Therefore,

\[
\mathbb{E} \left[ \|V_1\|^2 \right] = \tau_\gamma^2 \|v\|^2 + 2\gamma^2 \alpha_U \| \nabla U (x) \|^2 + \gamma^2 \mathbb{E} \left[ \left\| g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) + \alpha_U \nabla U (x) \right\|^2 \right] \\
+ \gamma^{\delta \gamma} \mathbb{E} \left[ \left\langle x, g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\rangle + \alpha_U \nabla U (x) \right] \\
- 2\gamma^2 \mathbb{E} \left[ \nabla U (x), \mathbb{E} [g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right)] + \alpha_U \nabla U (x) \right] \\
+ 2\gamma^{3/2} \sigma_\gamma \mathbb{E} \left[ \left\langle g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) + \alpha_U \nabla U (x), Z \right\rangle \right].
\]

The terms on the third and fourth lines of the above series of inequalities can be bounded as in (80) using $D_2(U)$. For instance, for the one in the third line:

\[
\left\langle x, g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) \right\rangle \leq \|v\| \mathbb{E} \left[ \|g_\gamma \left( x, \gamma^\delta v, \gamma^{\delta + \frac{1}{2}} \sigma, Z, w \right) + \alpha_U \nabla U (x) \| \right] \\
\leq C \left[ \|v\| + \gamma^{\delta \gamma / 2} \|v\| \sqrt{\tilde{f} (x, v, w)} \right], \\
\leq C \left[ \|v\| + \gamma^{\delta \gamma / 2} \tilde{f} (x, v, w) \right].
\]

We thus obtain with $A_1$ that

\[
\mathbb{E} \left[ \|V_1\|^2 \right] \leq \tau_\gamma^2 \|v\|^2 - 2\tau_\gamma \gamma \alpha_U \left\langle x, \nabla U (x) \right\rangle + C \gamma \left[ 1 + \|v\| + \gamma^{\delta \gamma / 2} \tilde{f} (x, v, w) \right] \\
\leq (1 - \kappa \gamma) \|v\|^2 - 2\gamma \alpha_U \left\langle x, \nabla U (x) \right\rangle + C \gamma \left[ 1 + \|v\| + \gamma^{\delta \gamma / 2} \tilde{f} (x, v, w) \right],
\]  

(84)

where we have used for the last inequality that $|\tau_\gamma - 1| \leq \tau_\gamma^2 = e^{-2\kappa \gamma} + \tau_\gamma^2 - e^{-2\kappa \gamma} \leq 1 - 2\gamma \kappa + 2(\kappa^2 + C_\kappa) \gamma^2$ by Lemma 12 (the term of order $\gamma^2$ going into the remainder term in the inequality). Finally, using $A_1$
and $D_2(U)$, as well as the estimates (79) and (83),
\[
\begin{align*}
E[(X_1, V_1)] &= \tau_g \langle x, v \rangle + \gamma E \left[ \langle x, g, (x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w) \rangle \right] + \gamma \tau_g \|v\|^2 \\
&+ \gamma \tau_g E \left[ f_g \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right), v \right] \\
&- \gamma^2 \alpha_U E \left[ \left( f_g \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right), \nabla U(x) \right) \right] \\
&+ \gamma^2 E \left[ f_g \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right), g_t \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right) + \alpha_U \nabla U(x) \right] \\
&- \gamma^2 \alpha_U \langle v, \nabla U(x) \rangle \\
&+ \gamma^{3/2} \sigma E \left[ \left( f_g \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right), \nabla U(x) \right) \right] \\
&+ \gamma^{3/2} \sigma E \left[ \left( f_g \left( x, \gamma^\delta v, \gamma^{\delta + 1/2} \sigma, Z, w \right), Z \right) \right] \\
&\leq \tau_g \langle x, v \rangle - \gamma \Omega \left[ \frac{\|U(x)\|^2}{L^2} + \|x\| \right] + \gamma \tau_g \|v\|^2 + C\gamma \left\{ 1 + \|v\| + \gamma^{\delta/2} \tilde{f}(x, v, w) \right\} . \quad (85)
\end{align*}
\]
We can now come back to (78). In order to make apparent our choices of prefactors for the Lyapunov function (77), we introduce real numbers $c_1, c_2, c_3 > 0$ and $c_4 \in \mathbb{R}$, and define
\[
\hat{W}_c(x, v) = c_1 U(x) + c_2 \|x\|^2 + c_3 \|v\|^2 + c_4 \langle x, v \rangle . 
\]
By multiplying (81) by $c_1$, (82) by $c_2$, (84) by $c_3$ and (85) by $c_4$, we obtain
\[
E[\hat{W}_c(X_1, V_1)] \leq \hat{W}_c(x, v) - c_4 \gamma \Omega \left[ \frac{\|U(x)\|^2}{L^2} + \|x\| \right] - \gamma \left[ 2c_3 \kappa - c_4 \tau_g \right] \|v\|^2 \\
+ \left[ c_4 (\tau_g - 1) + 2c_2 \gamma \left( 1 + \gamma^\delta \Delta \right) \right] \langle x, v \rangle + \gamma \left[ c_1 - 2c_3 \alpha_U \right] \langle v, \nabla U(x) \rangle \\
+ C\gamma \left[ 1 + \|\nabla U(x)\| + \|v\| + \gamma^\delta \|v\| \|w_1\| + \gamma^{\delta/2} \tilde{f}(x, v, w) \right] .
\]
We choose $c_1, c_2, c_3, c_4$ to cancel the prefactors of the scalar products in the second line and to ensure that the term $- 2\kappa c_3 - c_4 \tau_g \|v\|^2 \leq - \hat{c} \|v\|^2 + C\gamma \tilde{f}(x, v, w)$ for some $\hat{c} > 0$. Such requirements can be obtained with $\hat{c} = \kappa$ by setting $c_1 = 2\alpha_U$, $c_2 = \kappa/2$, $c_3 = 1$ and $c_4 = \kappa^\gamma (1 + \gamma^\delta \|\Delta\|)/(1 - \tau_g)$ and using $|c_4 - \kappa| \leq C\gamma$ by Lemma 12.

### 6.2 Proof of Theorem 5

We are now in position to prove Theorem 5. The finite nonnegative constant $C$ in this proof may change from line to line but does not depend on $\gamma, x, v$ or $w$. A first idea in the proof is to rewrite the Lyapunov condition to be shown for $\hat{W}_c(x, v)$ as a Lyapunov function for the function
\[
\phi_\gamma = \sqrt{1 + \hat{W}_c} , \quad (86)
\]
thanks to $D_3$. In all this proof, the timestep $\gamma$ belongs to $(0, \gamma_w]$ with $\gamma_w > 0$ defined below in (93). We also denote by $(X_1, V_1) = \Gamma_\gamma(x, v, \sqrt{\gamma} \sigma, Z, W)$, the output of one step of the Markov chain starting from a given configuration $x, v \in \mathbb{R}^d$, with $Z$ a d-dimensional standard Gaussian random variable and $W = (W_1, W_2)$ a random variable independent of $Z$ with distribution $\mu_w = \mu_{w_1} \otimes \mu_{w_2}$ (recall that $\Gamma_\gamma$ is defined by (6)).

We start by bounding $R_\gamma \hat{W}_c(x, v)$ in terms of $E[\phi_\gamma(X_1, V_1) | W_2]$. The first observation is that, in view of Lemmas 26 and 27, there exists a constant $\mathcal{L} \in \mathbb{R}_+$ such that the function $(z, w_1) \mapsto \phi_\gamma(\Gamma_\gamma(x, v, \sqrt{\gamma} \sigma, z, (w_1, w_2)))$ is Lipschitz with Lipschitz constant $\sqrt{\mathcal{L}}\gamma$, uniformly in $x, v$ and $w_2$. Therefore,
by D3-(a), for any \(\varpi \in \mathbb{R}_+^d\),
\[
R_{\gamma, \varpi}(x, v) = E\left[ \mathbb{E}_[\mu_\gamma, \varpi(X_1, V_1) | W_2] \right] \leq E\left[ \exp \left( \varpi E_{\gamma} [\varphi_\gamma(X_1, V_1) | W_2] + \frac{\varpi^2 \mathcal{L}_{\gamma}}{2} \right) \right].
\]  

(87)

The next step of the proof is to obtain bounds on \(E_{\gamma} [\varphi_\gamma(X_1, V_1) | W_2] \). We first relate this quantity to \(E_{\gamma} [W_1(X_1, V_1) | W_2] \) and then rely on Lemma 23. More precisely, using the bound \(\sqrt{1 + t} \leq 1 + t/2 \) for \(t \geq -1\),
\[
E_{\gamma} [\varphi_\gamma(X_1, V_1) | W_2] \leq E\left[ \sqrt{1 + \frac{W_1(X_1, V_1) - W_1(x, v)}{\phi_\gamma^2(x, v)}} \right] W_2 \right) \leq E\left[ \sqrt{1 + \frac{W_1(X_1, V_1) - W_1(x, v)}{2\phi_\gamma^2(x, v)}} W_2 \right] = 1 + E_{\gamma} [W_1(X_1, V_1) | W_2] - \frac{\gamma W_1(x, v)}{2}. \tag{88}
\]

Since \(W_1\) admits a first moment by D3, using that \(a \leq (2\varepsilon)^{-1} + \varepsilon a^2/2\) for any \(a, \varepsilon > 0\), there exists \(\gamma_U \in (0, \gamma_{\varpi}^{(1)})\) such that for any \(\gamma \in (0, \gamma_U^{(1)})\),
\[
C E\left[ 1 + \|\nabla U(x)\| + \|v\| + \gamma^{\delta/2} \|F(x, v, W)\| + \gamma^{\delta/2} \|W_1\| \right] \leq C(1 + \gamma^{\delta/2} \|W_2\|^2) + \frac{\kappa}{2} \left( \|v\|^2 + \zeta_U \left( \frac{\|\nabla U(x)\|^2}{L^2} + \|x\| \right) \right).
\]

Therefore, by Lemma 23 and since \(-\|v\|^2 \leq -\|v\| + 1\),
\[
E_{\gamma} [W_1(X_1, V_1) | W_2] \leq W_1(x, v) - \frac{\gamma^2}{2} \left( \|v\|^2 + \zeta_U \|x\| \right) + C\gamma(1 + \|W_2\|^2)
\]
\[
\leq W_1(x, v) - \frac{\gamma^2}{2} \left( \|v\|^2 + \zeta_U \|x\| \right) + C\gamma(1 + \|W_2\|^2).
\]

Plugging this estimate in (88) and using Lemmas 25 and 24, as well as the inequality \(\sqrt{a + b} \leq 2^{-1}(\sqrt{a} + \sqrt{b})\) for \(a, b \geq 0\), we obtain
\[
E_{\gamma} [\varphi_\gamma(X_1, V_1) | W_2] \leq \varphi_\gamma(x, v) + \frac{\gamma}{4\varphi_\gamma^2} \min(1, \zeta_U^2) (\|x\| + \|v\|) + C(1 + \|W_2\|^2)
\]
\[
\leq \varphi_\gamma(x, v) - \frac{\gamma}{4\varphi_\gamma^2} \min(1, \zeta_U^2) (\|x\| + \|v\|) + C\gamma \frac{1 + \|W_2\|^2}{1 + \sqrt{c_{\varpi}/2(\|x\| + \|v\|)}}. \tag{89}
\]

Then, by (87) and (89), for any \(\gamma \in (0, \gamma_{\varpi}^{(1)})\), \(\varpi > 0\), and \(x, v \in \mathbb{R}^d\),
\[
R_{\gamma, \varpi}(x, v) \leq E\left[ \exp \left( \frac{\varpi^2 \mathcal{L}_{\gamma}}{2} + \varpi C\gamma \frac{1 + \|W_2\|^2}{1 + \sqrt{c_{\varpi}/2(\|x\| + \|v\|)}} \right) \right] \exp \left( -\gamma \frac{\kappa}{4\varphi_\gamma^2} \min(1, \zeta_U^2) (\|x\| + \|v\|) \right). \tag{90}
\]

We now choose successively \(K_U > 0\) sufficiently large and \(\varpi > 0\) sufficiently small so that the Markov chain induces a contraction for the Lyapunov function \(W_\gamma, \varpi\) on the set \(\{ (x, v) \in \mathbb{R}^{2d}, \|x\| + \|v\| \geq K_U \}\). We first need to this end a bound on exponential moments of \(W_2\). By Jensen’s inequality and D3, for any \(\gamma > 0\) and \(\gamma \in (0, \gamma_{\varpi}^{(1)})\), setting \(C_W = E\left[ e^{\gamma \|W_2\|^2} \right]^2\),
\[
E\left[ e^{\gamma \|W_2\|^2} \right] \leq \left( e^{\gamma \|W_2\|^2} \right)^{\gamma/\gamma_W} \leq C_{W}^{\gamma^2/\gamma_W}. \tag{91}
\]

For any \(\gamma > 0\), \(\gamma \in (0, \gamma_{\varpi}^{(1)})\) such that \(\varpi \leq \gamma_{W}(1 + \sqrt{c_{\varpi}/2K_U})/C\) and \(K_U > 0\), \(x, v \in \mathbb{R}^d\) with \(\|x\| + \|v\| \geq K_U\), it therefore holds by (90),
\[
\frac{1}{\varpi \gamma} \log \left( \frac{R_{\gamma, \varpi}(x, v)}{W_{\gamma, \varpi}(x, v)} \right) \leq \frac{\varpi \mathcal{L}_{\gamma}}{2} + \frac{C}{1 + \sqrt{c_{\varpi}/2K_U}} \left( 1 + \frac{\log C_W}{\gamma_W} \right) - \frac{\kappa \min(1, \zeta_U) K_U}{4[1 + \zeta_U K_U]}.
\]
Setting
\[ K_U = 1 \vee \left[ \frac{8[1 + \mathcal{C}_\phi]}{\kappa \min(1, \zeta_U)} \left( 1 + \frac{\log C_U}{\gamma_W} \right) \sqrt{2/\epsilon_W} \right], \quad \varpi_U = \frac{\kappa \min(1, \zeta_U) K_U}{8 \varpi U [1 + \mathcal{C}_\phi K_U]} , \]
and \( \bar{\gamma}_W^{(2)} = \bar{\gamma}_W [1 \wedge \{ (1 + \sqrt{\epsilon_W/2})K_U / C\varpi_U \}] \), it follows that, for any \( \gamma \leq \min(\bar{\gamma}_U^{(1)}, \bar{\gamma}_U^{(2)}) \) and \( (x, v) \in \mathbb{R}^d \)
with \( \|x\| + \|v\| \geq K_U \),
\[
R_{\gamma} \overline{W}_{\gamma, \varpi_U}(x, v) \leq \lambda_U \overline{W}_{\gamma, \varpi_U}(x, v), \quad \lambda_U = \exp \left( -\frac{\kappa \min(1, \zeta_U) K_U}{16[1 + \mathcal{C}_\phi K_U]} \right) < 1 . \tag{92}
\]

We finally consider the case \( \|x\| + \|v\| < K_U \). First, we note that (89) implies that for any \( \gamma \leq \gamma_U^{(1)} \),
\[ \mathbb{E} [\phi_\gamma(X_1, V_1) | W_2] \leq \phi_\gamma(x, v) + C\gamma (1 + \|W_2\|^2) . \]
By plugging this result in (87), we obtain
\[
R_{\gamma} \overline{W}_{\gamma, \varpi_U}(x, v) \leq \mathbb{E} \left[ \exp \left( \frac{\gamma \varpi_U}{2} \left[ \varpi_U \mathcal{L} + 2C (1 + \|W_2\|^2) \right] \right) \overline{W}_{\gamma, \varpi_U}(x, v) . \right.
\]
When \( \gamma \leq \gamma_U = \min(\bar{\gamma}_U^{(1)}, \bar{\gamma}_U^{(2)}, \bar{\gamma}_U^{(3)}) \), with \( \bar{\gamma}_U^{(3)} = \bar{\gamma}_W / (\varpi_U C) \), the right-hand side can be bounded by (91) as
\[
R_{\gamma} \overline{W}_{\gamma, \varpi_U}(x, v) \leq e^{\gamma \varpi_U} \overline{W}_{\gamma, \varpi_U}(x, v), \quad \mathcal{L} = \frac{\varpi_U \mathcal{L} + 2C \left( 1 + \frac{\log C_W}{\gamma_W} \right) )}{2} .
\]
We can therefore write, in view of the inequality \( e^t - e^s \leq (t-s)e^s \) for \( t, s \in \mathbb{R}, s \leq t \), for any \( x, v \in \mathbb{R}^d \) with \( \|x\| + \|v\| < K_U \), and \( \gamma \leq \gamma_U \),
\[
R_{\gamma} \overline{W}_{\gamma, \varpi_U}(x, v) \leq \lambda_U \overline{W}_{\gamma, \varpi_U}(x, v) + (e^{\mathcal{L} \gamma} - \lambda_U \overline{W}_{\gamma, \varpi_U}(x, v)
\leq \lambda_U \overline{W}_{\gamma, \varpi_U}(x, v) + \gamma (\mathcal{L} - \log \lambda_U) e^{\mathcal{L} \gamma - \varpi_U (1 + \mathcal{C}_\phi K_U)} .
\]
We finally obtain the following bound for any \( x, v \in \mathbb{R}^d \), \( \|x\| + \|v\| < K_U \), \( \gamma \leq \gamma_U \), using Lemma 25:
\[
R_{\gamma} \overline{W}_{\gamma, \varpi_U}(x, v) \leq \lambda_U \overline{W}_{\gamma, \varpi_U}(x, v) + \gamma b_U, \quad b_U = (\mathcal{L} - \log \lambda_U) e^{\mathcal{L}_{\gamma_U} + \varpi_U (1 + \mathcal{C}_\phi K_U)} .
\]
Combining this bound with (92) completes the proof.

### 6.3 Supporting lemmas

The proofs of the following technical lemmas are postponed to the appendix. The first technical result ensures that \( \mathcal{W}_\gamma \) is non-negative.

**Lemma 24.** Assume A1 and D2(U). Then, for any \( x, v \in \mathbb{R}^d \) and \( \gamma \in (0, \bar{\gamma}_W] \) with
\[
\bar{\gamma}_W = \min \left( 1, \bar{\gamma}_W, \left( \frac{c_W}{\kappa \theta + (1 + \bar{\theta})(2C_\kappa + \kappa^2)} \right)^{(\delta \zeta_1)^{-1}} \right), \quad c_W = \frac{1}{2} \min \left( \frac{\kappa^2}{6 - \frac{1}{4}} \right) , \tag{93}
\]
it holds \( \mathcal{W}_\gamma(x, v) \geq c_W (\|x\|^2 + \|v\|^2) + 2\alpha_U U(x), \) where \( \mathcal{W}_\gamma \) is defined in (77).

The next result provides an upper bound on \( \phi_\gamma \), itself obtained from an upper bound on \( \mathcal{W}_\gamma \).

**Lemma 25.** Assume A1, D1(U) and D2(U). Then, for any \( \gamma \in (0, \min(1, \bar{\gamma}_W]) \) and \( x, v \in \mathbb{R}^d \),
\[
\mathcal{W}_\gamma(x, v) \leq \mathcal{C}_\phi (\|x\|^2 + \|v\|^2), \quad \phi_\gamma(x, v) \leq 1 + \mathcal{C}_\phi (\|x\| + \|v\|) , \tag{94}
\]
Lemma 26. Assume that $A_1$, $D_1(U)$ and $D_2(U)$ hold. For any $\gamma \in (0, \gamma_W]$, the function $\phi_\gamma \in C^1(\mathbb{R}^{2d}, \mathbb{R})$ defined by (86) is Lipschitz continuous, and its Lipschitz constant is uniformly bounded by

$$L_\phi = \frac{1}{\sqrt{c_W}} \max \left( 2, 2\alpha_U L + \kappa^2, (1 + \bar{\vartheta})(\kappa^2 + \kappa + C_\kappa) \right),$$

where $\gamma_W, c_W$ are defined in (93).

Lemma 27. Assume that $A_1$ and $D_3$ hold, and recall that $\Gamma_\gamma$ is defined in (6). Then, for any $\gamma \in (0, \min(1, \bar{\gamma}))$, $x, v \in \mathbb{R}^d$ and $w_2 \in \mathbb{R}^m$, the function $(z, w_1) \mapsto \Gamma_\gamma(x, v, \sqrt{\gamma \sigma^T z}, (w_1, w_2))$ is Lipschitz continuous, and its Lipschitz constant is bounded by $\sqrt{2} \max(1, \bar{\sigma}) + D_\vartheta \bar{\sigma} + \bar{\sigma}$.
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is bounded by \( R \) together with the bound \( \bar{R} \). Similarly using that for any \( t \),

\[
\frac{\gamma}{1 - \tau} \geq \frac{1 - e^{-\kappa \gamma} - C \kappa \gamma^2}{\gamma} \geq \kappa - \left( \frac{\kappa^2}{2} + C \kappa \right) \gamma \geq \frac{\kappa}{2},
\]

where the last inequality follows from the bound \( \gamma \leq \bar{\gamma} \leq (\kappa + 2C \kappa / \kappa)^{-1} \) in A1. This finally leads to (42).
A.3 Proof of Lemma 24

Let $\gamma \in (0, \gamma_w]$. Consider $V_0(x, v) = \kappa^2 ||x||^2 / 2 + ||v||^2 + \kappa \langle x, v \rangle + 2\alpha U(x)$. The Cauchy–Schwarz inequality and Lemma 12 give

$$|\mathcal{W}_\gamma(x, v) - V_0(x, v)| \leq \kappa \left| \frac{\kappa \gamma (1 + \gamma^2 \vartheta_x)}{1 - \tau_\gamma} - 1 \right| \frac{||x||^2 + ||v||^2}{2}$$

$$\leq \kappa \left( \gamma \vartheta_\gamma + (1 + \gamma^2 \vartheta_\gamma) \left| \frac{\kappa \gamma}{1 - \tau_\gamma} - 1 \right| \right) \frac{||v||^2 + ||v||^2}{2}$$

$$\leq \kappa \left( \gamma \vartheta_\gamma + (1 + \gamma^2 \vartheta_\gamma) \left( \frac{2C_\kappa}{\kappa} + \kappa \right) \right) \frac{||v||^2 + ||v||^2}{2} \leq c_{\mathcal{W}}(||x||^2 + ||v||^2),$$

where the last inequality follows from the definition of $\gamma_w$. In addition, using the Cauchy–Schwarz inequality again, we get for any $\eta \in (1/2, 1)$,

$$V_0(x, v) \geq \frac{\kappa^2}{2} (1 - \eta) ||x||^2 + \left( 1 - \frac{1}{2\eta} \right) ||v||^2 + 2\alpha U(x) \geq 2c_{\mathcal{W}}(||x||^2 + ||v||^2) + 2\alpha U(x),$$

where the last inequality is obtained with $\eta = 2/3$. The combination of the two previous inequalities finally gives the claimed result.

A.4 Proof of Lemma 25

By [46, Lemma 1.2.3] and D1(U), it holds $U(x) \leq L ||x||^2 / 2$. Moreover, the Cauchy–Schwarz inequality, Lemma 12 and the last condition in D2(U) lead to

$$\frac{\kappa^2 \gamma (1 + \gamma^2 \vartheta_x)}{1 - \tau_\gamma} (x, v) \leq \frac{\kappa^2}{2} (1 + \tilde{\vartheta}) \left( \frac{1}{\kappa} + \left[ \frac{2C_\kappa}{\kappa^2} + 1 \right] \gamma \right) \left( ||x||^2 + ||v||^2 \right)$$

$$\leq \frac{1}{2} (1 + \tilde{\vartheta}) (\kappa^2 + \kappa + 2C_\kappa)(||x||^2 + ||v||^2),$$

(95)

where we used $\gamma \leq 1$ in the last inequality. This finally implies the first inequality in (94) by the definition (77) of $\mathcal{W}_\gamma$. The proof of the second one is concluded with the inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \in \mathbb{R}_+$. 

A.5 Proof of Lemma 26

In view of the definitions (77) and (86), it holds

$$\nabla_x \phi_\gamma(x, v) = \frac{1}{2\vartheta_\gamma(x, v)} \left[ \kappa^2 x + \frac{\kappa^2 \gamma (1 + \gamma^2 \vartheta_x)}{1 - \tau_\gamma} v + 2\alpha U \nabla U(x) \right],$$

so that, by a triangle inequality and upon bounding the prefactor of $v$ as in (95), and using also Lemma 24 and the inequality $\|\nabla U(x)\| \leq L ||x||$, we obtain

$$\|\nabla_x \phi_\gamma(x, v)\| \leq \frac{\kappa^2 ||x|| + (1 + \tilde{\vartheta})(\kappa^2 + \kappa + 2C_\kappa) ||v|| + 2\alpha U \|\nabla U(x)\|}{2 \sqrt{1 + c_{\mathcal{W}} \|x\|^2 + ||v||^2}}$$

$$\leq \frac{1}{\sqrt{c_{\mathcal{W}}}} \max \left( \alpha_U L, \frac{\kappa^2}{2} \left( \frac{1}{\sqrt{c_{\mathcal{W}}}} \right) (1 + \tilde{\vartheta})(\kappa^2 + \kappa + 2C_\kappa) \right).$$

Similarly, for any $x, v \in \mathbb{R}^d$,

$$\|\nabla_v \phi_\gamma(x, v)\| \leq \frac{1}{\sqrt{c_{\mathcal{W}}}} \max \left( \frac{1}{\sqrt{c_{\mathcal{W}}}}, \frac{1}{2} (1 + \tilde{\vartheta})(\kappa^2 + \kappa + 2C_\kappa) \right).$$

The conclusion then follows from the inequality $\|\nabla \phi_\gamma(x, v)\| \leq 2 \max(\|\nabla_x \phi_\gamma(x, v)\|, \|\nabla_v \phi_\gamma(x, v)\|)$ and the mean value theorem.
A.6 Proof of Lemma 27

In view of (6), A1 and D3-1-(b), we can write, for any \( x, v, z, z' \in \mathbb{R}^d, w_1, w'_1 \in \mathbb{R}^{m_1} \) and \( w_2 \in \mathbb{R}^{m_2} \),

\[
\begin{align*}
\| \Gamma(x, v, \sqrt{\gamma} \sigma, (w_1, w_2)) - \Gamma(x, v, \sqrt{\gamma} \sigma, (w'_1, w_2)) \| \\
\leq \gamma \| f_\gamma(x, \gamma^\delta v, \gamma^{1/2 + \delta} \sigma \gamma z, (w_1, w_2)) - f_\gamma(x, \gamma^\delta v, \gamma^{1/2 + \delta} \sigma \gamma z', (w'_1, w_2)) \| \\
&+ \gamma \| g_\gamma(x, \gamma^\delta v, \gamma^{1/2 + \delta} \sigma \gamma z, (w_1, w_2)) - g_\gamma(x, \gamma^\delta v, \gamma^{1/2 + \delta} \sigma \gamma z', (w'_1, w_2)) \| \\
&+ \sigma_\gamma \sqrt{\gamma} \| z - z' \| \\
&\leq \left( 2 \tilde{L}_\gamma \max(1, \gamma^{\delta + 1/2} \sigma) + \gamma^{\delta + 1/2} \| \sigma \| + \sigma \sqrt{\gamma} \right) \| (z, w_1) - (z', w'_1) \|,
\end{align*}
\]

which completes the proof.

A.7 Proof of Proposition 4

In view of (31) and since \( b = -\nabla U \),

\[
f_\gamma(x, v, z, w) = \mathcal{C}_{1, \gamma} v - \frac{1}{2} \nabla U \left( x + \mathcal{C}_{2, \gamma} v + \mathcal{C}_{3, \gamma} z + \gamma^{3/2} \mathcal{C}_{4, \gamma} w \right) + 2 \gamma^{3/2} \mathcal{C}_{4, \gamma} w,
\]

with

\[
\begin{align*}
\mathcal{C}_{1, \gamma} &= \frac{e^{-\gamma \gamma/2} - 1}{\gamma}, \\
\mathcal{C}_{2, \gamma} &= \frac{e^{-\gamma \gamma/2}}{2}, \\
\mathcal{C}_{3, \gamma} &= \frac{e^{-\gamma \gamma/2}}{2(1 + e^{-\gamma \gamma})}, \\
\mathcal{C}_{4, \gamma} &= \sqrt{\frac{\tilde{\sigma}_{\gamma}^{1/2}}{8(1 + e^{-\gamma \gamma})}}.
\end{align*}
\]

The coefficients \( \mathcal{C}_{i, \gamma} \) (for \( 1 \leq i \leq 4 \)) are uniformly bounded in \( \gamma \) for \( \gamma \in (0, \bar{\gamma}] \), and we denote by \( \mathcal{C} \) their maximal value:

\[
\mathcal{C} = \sup_{1 \leq i \leq 4} \sup_{\gamma \in (0, \bar{\gamma})} \mathcal{C}_{i, \gamma} < +\infty.
\]

A Cauchy–Schwarz inequality gives

\[
\| f_\gamma(x, \gamma^\delta v, \gamma^{1/2 + \delta} \sigma \gamma z, w) \|^2 \leq 3 \gamma^{2\delta} \mathcal{C}^2 \| v \|^2 + 12 \gamma^{3\delta} \| w \|^2 + \frac{3\gamma^2}{4} \left\| \nabla U \left( x + \gamma^\delta \mathcal{C}_{2, \gamma} v + \gamma^{1/2 + \delta} \sigma \gamma \mathcal{C}_{3, \gamma} z + \gamma^{3/2} \mathcal{C}_{4, \gamma} w \right) \right\|^2.
\]

It therefore suffices to bound the term on the second line of the previous inequality. To this end, we note that \( \mathbf{D}1(U) \) and a Cauchy–Schwarz inequality imply that, for any \( h \in \mathbb{R}^d \),

\[
\| \nabla U(x + h) \|^2 \leq 2 \| \nabla U(x) \|^2 + 2L^2 \| h \|^2.
\]

The first condition in \( \mathbf{D}2(U) \) is then easily seen to hold upon setting \( h = \gamma^\delta \mathcal{C}_{2, \gamma} v + \gamma^{1/2 + \delta} \sigma \gamma \mathcal{C}_{3, \gamma} z + \gamma^{3/2} \mathcal{C}_{4, \gamma} w \).

To prove that the second condition in \( \mathbf{D}2(U) \) holds, we need to be careful about the dependence of our estimates on \( \| x \| \). We rely on (13), which implies that there exist \( a > 0 \) and \( b \in \mathbb{R} \) such that

\[
- \langle x, \nabla U(x) \rangle \leq -a \left( \| x \| + \| \nabla U(x) \|^2 \right) + b.
\]

An inequality similar to (97) can also be written for any \( h \in \mathbb{R}^d \):

\[
- 2 \| \nabla U(x + h) \|^2 \leq - \| \nabla U(x) \|^2 + 2L^2 \| h \|^2.
\]
We therefore obtain, using a Cauchy–Schwarz inequality, for any \( h \in \mathbb{R}^d \),

\[
- \langle x, \nabla U(x + h) \rangle = - \langle x + h, \nabla U(x + h) \rangle + \langle h, \nabla U(x + h) \rangle \\
\leq -a \left( \|x + h\| + \|\nabla U(x + h)\|^2 \right) + b + \frac{a}{2} \left( \frac{\|h\|^2}{a^2} + \|\nabla U(x + h)\|^2 \right) \\
\leq -a \left( \|x\| + \frac{1}{4} \|\nabla U(x)\|^2 \right) + \tilde{b} \left( 1 + \|h\|^2 \right) ,
\]

for some constant \( \tilde{b} \in \mathbb{R} \). The second condition in D2(U) then follows from the above inequality, the fact that

\[
\left\langle x, f_\gamma \left( x, \gamma^k v, \gamma^{k+1/2} \sigma, z, w \right) \right\rangle = \gamma^k C_{1, \gamma} (x, v) + 2 \gamma^{3/2} C_{4, \gamma} (x, w) - \frac{\gamma}{2} \left( x, \nabla U(x + h) \right)
\]

with \( h = \gamma^k C_{2, \gamma} v + \gamma^{k+1/2} \sigma \), where \( C_{2, \gamma} x, \gamma \) and since

\[
\left\langle x, g_\gamma \left( x, v, z, w \right) \right\rangle = -\gamma C_{1, \gamma} \nabla U \left( x + \gamma C_{2, \gamma} v + \gamma^{3/2} C_{4, \gamma} w \right) ,
\]

with

\[
C_{1, \gamma} = e^{-\kappa \gamma / 2}, \quad C_{2, \gamma} = \frac{e^{-\kappa \gamma / 2}}{2}, \quad C_{3, \gamma} = \frac{e^{-\kappa \gamma / 2}}{2(1 + e^{-\kappa \gamma})}, \quad C_{4, \gamma} = \frac{\sqrt{2 \gamma^{1/2}}}{8(1 + e^{-\kappa \gamma})}.
\]

The coefficients \( C_{i, \gamma} \) (for \( 1 \leq i \leq 4 \)) are uniformly bounded in \( \gamma \) for \( \gamma \in (0, \bar{\gamma}] \), and we denote by \( \overline{\mathbb{F}} \) their maximal value:

\[
\overline{\mathbb{F}} = \sup_{1 \leq i \leq 4} \sup_{\gamma \in (0, \bar{\gamma}]} C_{i, \gamma} < +\infty .
\]

Note also that, there exists \( K \geq 0 \) such that for any \( \gamma \in (0, \bar{\gamma}] \),

\[
|C_{1, \gamma} - 1| \leq K \gamma ,
\]

so that we bound using D1(U) the term involving \( g_\gamma \) in the first condition as

\[
\left\| g_\gamma \left( x, \gamma^k v, \gamma^{k+1/2} \sigma, z, w \right) + \nabla U(x) \right\|^2 \leq 2 \left( 1 - C_{1, \gamma} \right)^2 \|\nabla U(x)\|^2 + 2 \overline{\mathbb{F}}^2 \|\nabla U(x + h) - \nabla U(x)\|^2 \\
\leq 2 K^2 \gamma^2 \|\nabla U(x)\|^2 + 2 \overline{\mathbb{F}}^2 L^2 \|h\|^2 ,
\]

with \( h = \gamma^k C_{2, \gamma} v + \gamma^{k+1/2} \sigma, \gamma C_{3, \gamma} z + \gamma^{3/2} C_{4, \gamma} w \), which easily implies that the second condition holds by \( (99) \). Moreover, with the same definition of \( h \),

\[
\left\langle x, g_\gamma \left( x, \gamma^k v, \gamma^{k+1/2} \sigma, z, w \right) \right\rangle = -C_{1, \gamma} \left( x, \nabla U(x + h) \right) ,
\]

from which the third condition easily follows in view of \( (98) \), \( (99) \) and \( (100) \).

### B Complementary and technical results

**Lemma 28.** For any \( \kappa, \sigma, \gamma > 0 \), \( \Sigma^{(\gamma)} \otimes I_d \) in \( (28) \) is invertible.

**Proof.** Note first that we only need to consider the case \( \sigma = \kappa = 1 \). Let \( \gamma > 0 \). Set \( M = \Sigma^{(\gamma)} \otimes I_d \). We show that \( \det(M) > 0 \). Since by [32, Exercise 45, Chapter 1], \( \det(M) = \det(\Sigma^{(\gamma)})^d \) where \( \Sigma^{(\gamma)} \) is given by \( (28) \), it suffices to show that \( \det(\Sigma^{(\gamma)}) > 0 \). Denote for any \( t > 0 \) and square-integrable functions \( h_1, h_2 : [0, t] \to \mathbb{R} \),

\[
\langle h_1, h_2 \rangle_{L^2([0,t])} = \int_0^t h_1(s)h_2(s)\,ds, \quad \|h_1\|_{L^2([0,t])} = \sqrt{\langle h_1, h_1 \rangle_{L^2([0,t])}} .
\]
By (28),
\[
\text{det}(\Sigma^{(\gamma)}) = \text{det} \left( \begin{array}{c}
\|h_1\|^2_{L^2([0,\gamma])} & \langle h_1, h_2 \rangle_{L^2([0,\gamma])} \\
\langle h_1, h_2 \rangle_{L^2([0,\gamma])} & \|h_2\|^2_{L^2([0,\gamma])} - \langle h_1, h_2 \rangle_{L^2([0,\gamma])}^2
\end{array} \right),
\]
where for any \( s \in [0, \gamma] \), \( h_1(s) = 1 - e^{-(\gamma-s)} \) and \( h_2(s) = e^{-(\gamma-s)} \). The result follows by a Cauchy–Schwarz inequality since \( h_1, h_2 \) are linearly independent. 

\[\square\]

**Lemma 29.** Let \( x, v \in \mathbb{R}^d \) and \( \kappa > 0 \). Consider for any \( t \in \mathbb{R}_+ \),
\[
\begin{align*}
\tilde{X}_t & = x + \frac{1-e^{-\kappa t}}{\kappa} v + \frac{\kappa t + e^{-\kappa t} - 1}{\kappa^2} b(x) + \sigma \int_0^t \frac{1-e^{-\kappa(t-s)}}{\kappa} \, dB_s, \\
\tilde{V}_t & = e^{-\kappa t} v + \frac{1-e^{-\kappa t}}{\kappa} b(x) + \sigma \int_0^t e^{-\kappa(t-s)} \, dB_s,
\end{align*}
\]

where \((B_t)_{t \geq 0}\) is a standard \( d \)-dimensional Brownian motion. The process \((\tilde{X}_t, \tilde{V}_t)_{t \geq 0}\) is the unique solution of the SDE,
\[
\begin{align*}
\tilde{X}_t & = x + \int_0^t \tilde{V}_s \, ds, \\
\tilde{V}_t & = v + \int_0^t \left\{ -\kappa \tilde{V}_s + b(x) \right\} \, ds + \sigma B_t.
\end{align*}
\]

**Proof.** For any \( t \in \mathbb{R}_+ \), by (101), Lemma 30 and linearity,
\[
\begin{align*}
\int_0^t \tilde{V}_s \, ds &= \int_0^t e^{-\kappa s} v + \frac{1-e^{-\kappa s}}{\kappa} b(x) \, ds + \sigma \int_0^t \int_0^s e^{-\kappa(s-r)} \, dB_r \, ds \\
&= \frac{1-e^{-\kappa t}}{\kappa} v + \frac{\kappa t + e^{-\kappa t} - 1}{\kappa^2} b(x) + \sigma \int_0^t \int_r^t e^{-\kappa(s-r)} \, dB_r \, ds \\
&= \tilde{X}_t - x.
\end{align*}
\]

In addition, using (102), we obtain
\[
\int_0^t -\kappa \tilde{V}_s + b(x) \, ds = (e^{-\kappa t} - 1)v - \frac{e^{-\kappa t} - 1}{\kappa} b(x) + \sigma \int_0^t (e^{-\kappa(t-s)} - 1) \, dB_s = \tilde{V}_t - v - \sigma \int_0^t \, dB_s,
\]
which completes the proof. 

\[\square\]

The following Fubini-type result for stochastic integrals is established in [34, Theorem 1] (see also [52, Chapter IV, Exercise (5.17)]), but an alternative proof is given here for completeness.

**Lemma 30.** For any \( f \in C^1(\mathbb{R}) \), \( g \in C^0(\mathbb{R}) \), \( u, v \geq 0 \),
\[
\int_u^v \int_u^v I_{\mathbb{R}_+}(t-s) f(s) g(t) \, dB_s \, dt = \int_u^v \int_u^v I_{\mathbb{R}_+}(t-s) f(s) g(t) \, dt \, dB_s.
\]

**Proof.** Consider \( f \in C^1(\mathbb{R}) \), \( g \in C^0(\mathbb{R}) \), \( v \geq 0 \). Without loss of generality, it is sufficient to show (103) for \( u = 0 \). Introduce, for any \( w \geq 0 \), \( G(w) = \int_0^w g(t) \, dt \) and \( M_w = f(w) B_w \). By integration by parts [52, Chapter IV, Proposition (3.1)], we have, for any \( w \geq 0 \),
\[
M_w = \int_0^w f'(s) B_s \, ds + \int_0^w f(s) \, dB_s,
\]
\[
G(w) M_w = \int_0^w g(s) f(s) B_s \, ds + \int_0^w G(s) \, dM_s.
\]

Then, by (104),
\[
\int_u^v \int_u^v I_{\mathbb{R}_+}(t-s) f(s) g(t) \, dB_s \, dt = \int_u^v \left( \int_0^t f(s) \, dB_s \right) g(t) \, dt = \int_u^v \left( M_t - \int_0^t f'(s) B_s \, ds \right) g(t) \, dt,
\]
which completes the proof. 

\[\square\]
and

\[ \int_0^v \int_0^v \mathbb{1}_{\mathbb{R}^+} (t - s) f(s) g(t) dt \, dB_s = \int_0^v (G(v) - G(s)) f(s) \, dB_s \]

\[ = \int_0^v (G(v) - G(s)) \, dM_t - \int_0^v (G(v) - G(s)) f'(s) B_s \, ds. \tag{107} \]

By Fubini’s theorem, almost surely we have \( \int_0^v f' \, f(s) B_s \, ds \, g(t) \, dt = \int_0^v (G(v) - G(s)) \, f'(s) B_s \, ds. \) Therefore using this result and (106)-(107), (103) holds if \( \int_0^v M_t \, g(t) \, dt = \int_0^v (G(v) - G(t)) \, dM_t. \) which follows from (105) as

\[ \int_0^v (G(v) - G(t)) \, dM_t = G(v) M_v - \int_0^v G(t) \, dM_t = \int_0^v g(t) f(t) B_t \, dt = \int_0^v M_t g(t) \, dt. \]

This allows to conclude the proof. \qed