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Abstract—We consider the problem of solving structured convex optimization problems over a network of agents with communication delays. It is assumed that each agent performs its local updates using possibly outdated information from its neighbors under the assumption that the delay with respect to each neighbor is bounded but otherwise arbitrary. The private objective of each agent is represented by the sum of two possibly nonsmooth functions one of which is composed with a linear mapping. The global optimization problem consists of the aggregate of the local cost functions and a common Lipschitz-differentiable function. In the case when the coupling between agents is represented only through the common function, we employ the primal-dual algorithm proposed by Vû and Condat. In the case when the linear maps introduce additional coupling between agents a new algorithm is developed. In both cases convergence is obtained under a strong convexity assumption. To the best of our knowledge, this is the first time that this form of delay is analyzed for a primal-dual algorithm in a message-passing local-memory model.

I. INTRODUCTION

In this paper we consider a class of structured optimization problems that can be represented as follows:

$$\min_{x \in \mathbb{R}^n} f(x) + \sum_{i=1}^{m} (g_i(x_i) + h_i(N_i x)), \quad (1)$$

where $x = (x_1, \ldots, x_m)$, $N_i$ is a linear mapping, $h_i, g_i$ are proper closed convex (possibly) nonsmooth functions, and $f$ is convex, continuously differentiable with Lipschitz continuous gradient. The goal is to solve (1) over a network of agents through local communications. Each agent is assumed to maintain its own private cost functions $g_i$ and $h_i \circ N_i$, while $f$ and (possibly) the linear mappings $N_i$ represent the coupling between the agents. An important challenge in such a network is the assumption that the agents have access to the latest information required for their computations.

Most iterative algorithms for convex optimization can be written as

$$x^{k+1} = x^k - T x^k, \quad (2)$$

where the mapping $\text{Id} - T$ (Id is the identity operator) has some contractive property resulting in the convergence of the sequence to a zero of $T$. In distributed optimization the goal is to devise algorithms where a group of agents/processors distributively update certain coordinates of $x$ while guaranteeing convergence to a zero of $T$.

There are two main computational models in distributed optimization (depicted in Fig. 1) with a range of hybrid models in between [1, Chap. 1]. These models are conceptually different and require different analysis. The model considered in this work is the local/private-memory model. Let us first describe the two models.

Shared-memory model: This model is characterized by the access of all agents/processors to a shared memory. A large body of literature exists for parallel coordinate descent algorithms for this problem. Typically, coordinate descent algorithms would require a memory lock to ensure consistent reading. Interesting recent works allow inconsistent reads [2], [3]. In this model, for the fixed point iteration (2), each processor reads the global memory and proceeds to choose a random coordinate $i \in \{1, \ldots, m\}$ and to perform

$$x^{k+1}_i = x^k_i - T_i \hat{x}^k,$$

where $\hat{x}^k$ denotes the data loaded from the global memory to the local storage at the clock tick $k$, and $T_i$ represents the operator that updates the $i$th coordinate. This form of updates are asynchronous in the sense that the processors update the global memory simultaneously resulting in possibly inconsistent local copy $\hat{x}^k$ due to other processors modifying the global memory during a read. The analysis of such algorithms would in general rely on either using the properties of the operator that updates the $i$th coordinate when possible (coordinate-wise Lipschitz continuity in the case of the gradient [2]), or the properties of the global operator (see [3] for nonexpansive operators). A crucial point in the convergence analysis of such methods is the fact that for a given processor, the index of the coordinate to be updated is selected at random, but no matter which coordinate is selected the same local data $\hat{x}^k$ is used for the update. Let $\hat{T}_i x := (0, \ldots, 0, T_i x, 0, \ldots, 0)$. Then in a randomized scheme the operators $\hat{T}_i$ can be summed over $i$:

$$\sum_{i=1}^{m} \hat{T}_i \hat{x}^k = T \hat{x}^k,$$

allowing one to use the properties known for the global operator (see the proof of [3, Lem. 2]). As we discuss below, the difficulty in the local-memory model is precisely due to the fact that this summation no longer holds.

Local/private-memory model: In this model each agent/processor has its own private local memory. The agents can send and receive information to other agents as needed, and agent $i$ can only update $x_i$. This model is also referred to as message-passing model [1].

In the absence of delay between agents, randomized block-coordinate updates may be used to develop distributed syn-
chronous algorithms. Such schemes would typically involve random independent activation of agents to perform their local updates, and are in this sense also referred to as asynchronous [4]–[7]. In this work we are only concerned with the use of outdated information by the agents and do not pursue this form of asynchrony.

In accordance with the notation of the seminal work [1, Chap. 7] we define the following local (outdated) version of the generic vector $x^k = (x^k_1, \ldots, x^k_m)$ used by agent $i$:

$$x^k[i] := \left( x^k_1(k), \ldots, x^k_m(k) \right),$$

where $\tau^i_j(k)$ is the latest time at which the value of $x_j$ is transmitted to agent $i$ by agent $j$. In our setting the delay is assumed to be bounded:

**Assumption 1.** There exists an integer $B$ such that for all $k \geq 0$ the following holds

$$0 \leq k - \tau^i_j(k) \leq B, \quad \text{and} \quad \tau^i_i(k) = k.$$

The fact that each agent knows its own local variable without delay is projected in the assumption $\tau^i_j(k) = k$. This is a natural assumption and is satisfied in practice. Notice that for ease of notation we defined the complete outdated vector while in practice each agent would only keep a local copy of the coordinates that are required for its computation, see Fig. 1. The direction of the arrows in Fig. 1 signify the nature of the coupling between two agents. For example, the arrow from $A_4$ to $A_3$ indicates that agent $A_3$ requires $x_4$ for its computation. Such a relation between agents is dependent on the formulation and the nature of coupling between agents. For instance, in the minimization (1), the coupling is represented through $f$ and possibly $N_i$. As we shall see in §II the coupling through $f$ may be one sided since agent $i$ may require $x_j$ for computing $\nabla_i f$ (the partial derivative of $f$ with respect to $x_i$) without agent $j$ requiring $x_i$. In summary, each agent controls only one block of coordinates and updates according to

$$x^k_{i}^{k+1} = x^k_{i} - T_i x^k[i],$$

the result of which will be sent (possibly with delay) to the agents that require it in their computations. The difficulty in this model comes from the impossibility of summing $T_i x^k[i]$ over all $i$ given that $x^k[i]$ is different for each $i$.

In addition to the above described delay, the partially asynchronous model considered in [1, Chap. 7] involves a second assumption: each agent must perform an update at least once during any time interval of a given length. Instead, we are not concerned with asynchrony but rather with the use of outdated information by the agents. We emphasize that developing partially asynchronous schemes for primal-dual algorithms or randomized schemes that comply with the delay model described in (3) remains a challenge.

In [1, Chap. 7.5] a partially asynchronous variant of the gradient method is studied. This analysis is further extended to the projected-gradient method in the convex case. In [8] a periodic linear convergence rate is established for the projected-gradient method. The recent work [9] extends this analysis to the proximal-gradient method. Notice that the aforementioned primal methods are not well equipped for problems with more complex structures as in (1).

In this work we study two primal-dual algorithms for solving (1) in the presence of bounded communication delays. Primal-dual proximal algorithms are a class of first-order methods that are easy to implement, are parallelizable, and yield the primal and dual solutions simultaneously. They are able to exploit the structure in (1) efficiently, resulting in fully split algorithms applicable to a wide range of applications. It is worth noting that while this paper focuses on two particular primal-dual algorithms, a similar analysis should be applicable to other primal-dual methods such as the ones developed in [6], [10]–[13].

**A. Main Contributions**

- To the best of our knowledge this is the first work that considers the general delay described in (3) for a primal-dual algorithm. Unlike primal methods (gradient or proximal-gradient), this scheme can be applied to solve problems with complex structures as in (1) without the need to invert matrices or to solve inner loops.
- The analysis of [1], [8], [9] rely on the use of the cost
as the Lyapunov function. In contrast, we show that under the bounded delay assumption and some strong convexity assumption, the generated sequence is quasi-Fejér monotone provided that the stepsizes are sufficiently small. Moreover, linear convergence is established with an explicit convergence factor.

Two primal-dual algorithms are presented: (i) when the coupling between agents is enforced only through $f$, the algorithm of [14], [15] is considered, (ii) when the coupling is enforced through $f$ and the linear mapping a modified algorithm is developed which appears to be new. In the second case due to the presence of additional coupling smaller step sizes must be used to ensure convergence.

### B. Motivating Example

Consider the problem of formation control [16], where each agent (vehicle) has its own private dynamics and cost function and the goal is to achieve a specific formation while communicating only with a selected number of agents. Let $w_i = (\xi_i, v_i)$ where $\xi_i$ and $v_i$ denote the local state and input sequences. The location of agent $i$ is given by $g_i = C\xi_i$ and the set of its neighbors is denoted by $A_i$. The linear dynamics of each agent over a control horizon is represented by the constraints $E_i w_i = b_i$. In order to enforce a formation between agents $i$ and $j$ the quadratic cost function $\|C(\xi_i - \xi_j) - d_{ij}\|^2$ is used where $d_{ij}$ is the target relative distance between them (refer to [16] for details). Hence, the formation control problem is formulated as the following constrained minimization:

$$\min \frac{1}{2} \sum_{i=1}^m \sum_{j \in A_i} \|C(\xi_i - \xi_j) - d_{ij}\|^2 + \frac{1}{2} \sum_{i=1}^m w_i^\top Q_i w_i$$

subject to $E_i w_i = b_i$, $i = 1, \ldots, m$

This problem can be easily cast in the form of (1) by setting $F$ equal to the first term, $g_i$ equal to the quadratic local cost, $b_i$ the indicator of the point $b_i$ and the linear mapping $N_i = E_i$. Therefore, the objective is to enforce a formation between agents by solving this optimization problem in presence of communication delays by allowing the agents to use outdated information. Notice that in this case the coupling between agents is enforced only through $f$. This special case of (1) is studied in §III.

### C. Notation and Preliminaries

Throughout, $\mathbb{R}^n$ is the $n$-dimensional Euclidean space with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\| \cdot \|$. For a positive definite matrix $P$ we define the scalar product $(x, y)_P = \langle x, Py \rangle$ and the induced norm $\|x\|_P = \sqrt{(x, x)_P}$.

For a set $C$, we denote its relative interior by $\text{ri}C$. Let $q : \mathbb{R}^n \to \mathbb{R} := \mathbb{R} \cup \{+\infty\}$ be a proper closed convex function. Its domain is denoted by $\text{dom} q$. Its subdifferential is the set-valued operator $\partial q : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$.

For a positive scalar $\rho$ the proximal map associated with $q$ is the single-valued mapping defined by

$$\text{prox}_{\rho q}(x) := \arg \min_{z \in \mathbb{R}^n} \{q(z) + \frac{1}{2\rho} \|x - z\|^2\}.$$
Assumption 2(iii) quantifies the strength of the coupling (through $f$) between agents [1, Sec. 7.5]. In particular, if $f$ is separable, i.e., $f(x) = \sum_{i=1}^{m} f_i(x_i)$, then there is no coupling and $\beta_i = 0$.

Problem (6) can be compactly represented as
\[
\minimize_{x \in \mathbb{R}^n} f(x) + g(x) + h(Lx),
\]
where $g(x) = \sum_{i=1}^{m} g_i(x_i)$, $h(u) = \sum_{i=1}^{m} h_i(u_i)$, and $L$ is as in (4). The dual problem is given by
\[
\minimize_{u \in \mathbb{R}^c} (g + f)^*(-L^T u) + h^*(u).
\]
Under the constraint qualification of Assumption 2(v), the set of solutions to the dual problem is nonempty and the duality gap is zero [18, Cor. 31.2.1]. Furthermore, $x^*$ is a primal solution and $u^*$ is a dual solution if and only if the pair $(x^*, u^*)$ satisfies
\[
0 \in \partial g(x^*) + \nabla f(x^*) + L^T u^*,
0 \in \partial h^*(u^*) - Lx^*.
\]
Such a point is called a primal-dual solution and the set of all primal-dual solutions is denoted by $\mathcal{S}$.

Let us define a few parameters used throughout the paper. For each agent $j \in \{1, \ldots, m\}$ define the positive stepizes $\gamma_i, \sigma_i$ that are associated with the primal and the dual variables, respectively. Moreover set
\[
\beta := (\beta_1, \ldots, \beta_m),
\Gamma := \text{blkdiag}(\gamma_1 I_{n_1}, \ldots, \gamma_m I_{n_m}),
\Sigma := \text{blkdiag}(\sigma_1 I_{n_1}, \ldots, \sigma_m I_{n_m}).
\]
Applying the algorithm of Vü and Condat [14], [15] to (6), with stepsize matrices $\Gamma$ and $\Sigma$ as defined above, results in the following updates for agent $i$ at iteration $k$:
\[
x^{k+1}_i = \prox_{\gamma_i g_i}(x^k_i - \gamma_i L_i^T u^k_i - \gamma_i \nabla_i f(x^k_i))
\]
\[
u^{k+1}_i = \prox_{\sigma_i h_i}(u^k_i + \sigma_i L_i(2x^{k+1}_i - x^k_i)).
\]
Notice that each agent requires the latest variables $x_i, x^{k+1}_i$ and $u^k_i$ in the above updates, which may not be available due to communication delays. In the next section we consider the case when $L$ is block-diagonal. The case of general $L$ is studied in Section IV where a modified primal-dual algorithm is proposed in place of (9) to allow for a larger stepsize in this case.

### III. The Case of Block-Diagonal Linear Mapping

Throughout this section we assume that the linear mapping $L$ has a block-diagonal structure. Therefore, the coupling between agents is enacted only through the smooth function $f$. The example of formation control in Section I-B is of this structure.

Under this assumption problem (6) becomes
\[
\minimize_{x \in \mathbb{R}^n} f(x) + \sum_{i=1}^{m} (g_i(x_i) + h_i(L_i x_i)),
\]
where $L_{ii}$ is the $i$th diagonal block of $L$, see (4). Given this diagonal structure, in the updates (9), agent $i$ must receive those $x_j$’s that are required for the computation of $\nabla_i f$ and all other operations are local. Let us define the set of agents that are required to send their variable to $i$ as follows:
\[
\mathcal{N}^\text{in}_i := \{j \mid \nabla_i f \text{ depends on } x_j\},
\]
and the set of $j$’s that agent $i$ must send $x_i$ to as $\mathcal{N}^\text{out}_i := \{j \mid i \in \mathcal{N}^\text{in}_j\}$.

Algorithm 1 summarizes the proposed scheme for this problem. At every iteration each agent $i$ performs the updates described in (9) using the last information it has received from agents $j \in \mathcal{N}^\text{in}_i$. It then transmits the updated $x^{k+1}_i$ to the agents that require it (possibly with delay). Note that $x^k[i]$ was defined as the outdated version of the full vector $x^k$ for simplicity of notation, and in practical implementation it would only involve the coordinates that are required for the computation of $\nabla_i f$.

### Algorithm 1 Vü-Condat algorithm with bounded delays

**Initialize:** $x^0_i \in \mathbb{R}^{n_i}$, $u^0_i \in \mathbb{R}^{c_i}$ for each $i \in \{1, \ldots, m\}$.

for $k = 0, 1, \ldots$ do
  for each agent $i = 1, \ldots, m$ do
    \begin{itemize}
    \item perform the local updates using the last received information, i.e., using the locally stored vector $x^k[i]$ as defined in (3):
      \[
x^{k+1}_i = \prox_{\gamma_i g_i}(x^k_i - \gamma_i L_i^T u^k_i - \gamma_i \nabla_i f(x^k_i))
      \]
      \[
u^{k+1}_i = \prox_{\sigma_i h_i}(u^k_i + \sigma_i L_i(2x^{k+1}_i - x^k_i))
      \]
    \end{itemize}
  send $x^{k+1}_i$ to all $j \in \mathcal{N}^\text{out}_i$ (possibly with different delays)
end for

As shown in Theorem 1, for small enough stepizes the generated sequence converges to a primal-dual solution under the bounded delay assumption, and provided that functions $g_i$ are strongly convex. Such needed requirements are summarized below:

**Assumption 3.** For $i = 1, \ldots, m$

(i) (Strong convexity) $g_i$ is $\mu^i_g$-convex for some $\mu^i_g > 0$.

(ii) (Convergence condition) The stepizes $\sigma_i, \gamma_i > 0$ satisfy the following assumption:
\[
\gamma_i < \frac{1}{\sigma_i \|L_i\|_2^2 + \beta + \frac{\beta^2}{2} \|\beta\|_{M^{-1}_g}},
\]
where
\[
M_g := \text{blkdiag}(\mu^1_g I_{n_1}, \ldots, \mu^m_g I_{n_m}).
\]

Notice that according to Assumption 3(ii) we require a one-time global communication of $\|\beta\|_{M^{-1}_g}$ and $\beta$ when initiating the algorithm.

Before proceeding with the convergence results, let us define the following
\[
P := \begin{pmatrix} \Gamma^{-1} - L^T \\ -L \end{pmatrix} \Sigma^{-1}.
\]
Noting that $\Sigma, \Gamma$ are positive definite, and using Schur complement we have that $P$ is positive definite if and only if $\Gamma^{-1} - L^T \Sigma L$ is positive definite, a condition that holds if (10) is satisfied (since $L$ has a block-diagonal structure).

Our analysis in Theorem 1 relies on showing that the generated sequence is quasi-Fejér monotone relative to the set of primal-dual solutions in the space equipped with the inner product $\langle \cdot, \cdot \rangle_P$. Notice that without communication delays ($B \equiv 0$), this analysis leads to the usual Fejér monotonicity.
of the sequence. The use of outdated information introduces additional error terms that are shown to be tolerated by the algorithm if the stepsizes are small enough and the functions $g_i$ are strongly convex.

**Theorem 1.** Consider Algorithm 1 and let Assumptions 1 to 3 hold. Then the sequence $(z^k)_{k \in \mathbb{N}}$ is quasi-Fejér monotone relative to $S$ in the space equipped with the inner product $(\cdot, \cdot)_P$. Furthermore, $(z^k)_{k \in \mathbb{N}}$ converges to some $z^* \in S$.

IV. THE CASE OF GENERAL LINEAR MAPPING

In this section we consider the general optimization problem (6) where additional coupling is present through the linear maps, i.e., $L_i$ is block-diagonal. We consider a modified primal-dual algorithm that resembles (9) with the difference that in the dual update the linear map $L_i$ operates on $x^k[i]$ in place of $2x^{k+1}_i - x^k[i]$. This modification results in the possibility of using larger stepsizes since the terms $2x^{k+1}_i - x^k[i]$ would introduce additional sources of error.

Let us define the following two sets:

$$M^p_i := \{j | L_{ij} \neq 0\}, \quad M^d_i := \{j | L_{ij} \neq 0\},$$

where 0 denotes a zero matrix of appropriate dimensions. In Algorithm 2, due to the additional coupling through the linear maps, the primal vector of agent $i$ must be transmitted to all $j \in M^p_i \cup N^\text{out}_i$ while the dual vector is to be transmitted to all $j \in M^d_i$. Notice that the outdated primal and dual vectors $x^k[i]$ and $u^k[i]$, need not have the same delay pattern and are arbitrary as long as Assumption 1 is satisfied, i.e., agent $i$ may use the primal vector $x^{k_1}$ and the dual vector $u^{k_2}$ transmitted by $j$ at times $k_1$ and $k_2$.

**Algorithm 2** A primal-dual algorithm with bounded delays

Initialize: $x^0_i \in \mathbb{R}^{m_i}$, $u^0_i \in \mathbb{R}^{r_i}$ for each $i \in \{1,...,m\}$.

For $k = 0, 1, 2, \ldots$

- perform the local updates using the last received information, i.e., using the locally stored vectors $x^k[i]$ and $u^k[i]$ as defined in (3):
  - $x^{k+1}_i = \text{prox}_{\gamma_i g_i}(x^k_i - \gamma_i L_i^\top u^k[i] - \gamma_i \nabla_i f(x^k[i]))$
  - $u^{k+1}_i = \text{prox}_{\sigma_i h_i}(u^k_i + \sigma_i L_i x^k[i])$
- send $x^{k+1}_i$ to all $j \in N^\text{out}_i \cup M^p_i$, and $u^{k+1}_i$ to all $j \in M^d_i$ (possibly with different delays)

In Theorem 2 convergence is established for Algorithm 2 when the stepsizes are small enough, under the assumption that the functions $g_i$ are strongly convex and $h_i$ are continuously differentiable with Lipschitz continuous gradient. We summarize these requirements below:

**Assumption 4.** For all $i = 1, \ldots, m$:

(i) (Strong convexity) $g_i$ is $\mu^*_g$-convex for some $\mu^*_g > 0$.

(ii) (Lipschitz continuity) $h_i$ is continuously differentiable, and $\nabla h_i$ is $\frac{1}{\mu^*_h}$-Lipschitz continuous for some $\mu^*_h > 0$.

Equivalently, $h^*_i$ is $\mu^*_h$-convex.

(iii) (Convergence condition) The stepsizes $\sigma_i, \gamma_i > 0$ satisfy the following inequalities

$$\sigma_i < \frac{1}{C_i (B+1)^2}, \quad \gamma_i < \frac{1}{\beta + \frac{1}{2} R_i (B+1)^2 + B^2 \|\beta\|_{M_i^*}^2},$$

where

$$R_i := \sum_{i=1}^{m} \frac{1}{\mu^*_h} \|L_i\|_2^2, \quad C_i := \sum_{i=1}^{m} \frac{1}{\mu^*_g} \|L_i^\top\|_2^2.$$ (13)

Notice that by Assumption 4(iii) we require a one time global communication of $R_i$, $C_i$, $\beta$ and $\|\beta\|_{M_i^*}^{-1}$.

Let us define the following positive definite matrix that is used in the convergence analysis

$$D := \text{blkdiag}(\Gamma^{-1}, \Sigma^{-1}).$$ (14)

We proceed with the convergence results for Algorithm 2.

**Theorem 2.** Consider Algorithm 2 and let Assumptions 1, 2 and 4 hold. Then the sequence $(z^k)_{k \in \mathbb{N}}$ is quasi-Fejér monotone relative to $S$ in the space equipped with $(\cdot, \cdot)_D$. Furthermore, $(z^k)_{k \in \mathbb{N}}$ converges to some $z^* \in S$.

Next theorem provides a sufficient condition for the stepsizes under which linear convergence is attained.

**Theorem 3** (Linear convergence), Consider Algorithm 2 and let Assumption 1, 2, 4(i) and 4(ii) hold. Let $c$ be a positive scalar and set $\gamma_i = \frac{\mu^*_g}{\mu^*_h}$, $\sigma_i = \frac{\gamma_i}{\mu^*_h}$ for $i = 1, \ldots, m$. Let $\mu^\text{min}_g = \min\{\mu^1_g, \ldots, \mu^m_g\}$, $\mu^\text{min}_h = \min\{\mu^1_h, \ldots, \mu^m_h\}$. Suppose that the following holds:

$$c \leq (1 + c_2) \frac{1}{\mu^\text{min}_h} - 1,$$

where

$$c_2 = \min\left\{ \frac{2 B \|\beta\|_2^2}{\mu^\text{min}_g}, R_i (B+1) + \beta^2 2 C_i (B+1) \right\}.$$ (14)

Then the following linear convergence rate holds

$$\|z^k - z^*\|_2^2 \leq \left( \frac{1}{1 - c} \right)^k \|z^0 - z^*\|_2^2.$$ (15)

V. CONCLUSION & FUTURE WORKS

In this paper we considered the application of primal-dual algorithms for solving structured optimization problems in a message-passing network model. It is shown that the communication delay is tolerated by the considered algorithms provided that the stepsizes are small enough, and that some strong convexity assumption holds. Future work consists of extending the convergence analysis to the partially asynchronous framework. Another research direction is to devise randomized schemes where in addition to the use of outdated information, the agents would wake up at random independently from one another.
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Lemma I.2 provides a basic inequality crucial in our analysis. The reader is referred to [1, Chap. 7.5] and [9, Lem. 4] for the proof.

Lemma I.2. Let Assumption 1 hold. Consider a vector $w^k = (w^k_1, \ldots, w^k_m)$ and its outdated version $w^k[i]$, cf. (3). Then the following inequality holds

$$\|w^k - w^k[i]\| \leq \sum_{\tau = [k-B]}^{k-1} \|w^{\tau+1} - w^{\tau}\|. \quad (17)$$

Let $l$ and $d$ be two nonnegative scalars. For a given sequence $(w^i)_{i \in \mathbb{N}}$ we define the following for simplicity of notation:

$$S^d_l(w^k)_{l \leq k} := \sum_{\tau = [k-B+l-1]}^{k-d} \|w^{\tau+1} - w^{\tau}\|^2.$$

Summing $S^d_l(w^k)_{l \leq k}$ over $k$ from 0 to $n$ and noting that each term is repeated at most $B+l-d$ times we obtain:

$$\sum_{k=0}^{n} S^d_l(w^k)_{l \leq k} \leq (B+l-d) \sum_{k=[1-B-l]}^{n-d} \|w^{k+1} - w^k\|^2 \quad \leq (B+l-d) \sum_{k=0}^{n} \|w^{k+1} - w^k\|^2. \quad (18)$$

This inequality will be used in the convergence analysis.

Lemma I.3. Suppose that $\mu^1, \mu^2 > 0$, and in the case of Lemma I.3(i) let Assumption 2(ii) hold. Then the following holds for any positive constants $\epsilon_1, \epsilon_2, \epsilon_3$.

(i) \quad \sum_{i=1}^{m} \langle x^i - x^k_i + 1, \nabla_i f(x^k_i) - \nabla_i f(x^k) \rangle \leq \frac{1}{2} \|x^{k+1} - x^*\|^2 + \frac{R}{2} \|\beta\|^2 \|M_\lambda - 1 S^0_j(x^k)\|_{\leq k} \quad \leq \frac{1}{2} \|x^* - x^{k+1}\|^2 + \frac{C_{B}(B+l)}{2} \|S^0_j(u^k)\|_{\leq k}, \quad (19)

(ii) \quad \sum_{i=1}^{m} \langle L_{i}\phi_i(u^k[i] - u^{k+1}), x^* - x^{k+1} \rangle \leq \frac{1}{2} \|x^* - x^{k+1}\|^2 + \frac{C_{B}(B+l)}{2} \|S^0_j(u^k)\|_{\leq k}, \quad (20)

(iii) \quad \sum_{i=1}^{m} \langle L_{i}\phi_i(x^k[i] - x^{k+1}), u^{k+1} - u^k \rangle \leq \frac{1}{2} \|u^{k+1} - u^*\|^2 + \frac{R_{j}(B+l)}{2} \|S^0_j(u^k)\|_{\leq k}, \quad (21)

where $R_k, C_k$ are defined in (13), $M_\lambda$ in (11) and $M_h := \text{blkdiag}(\mu^1_{I_1}, \ldots, \mu^m_{I_m})$.

Proof. We provide the proof for the first inequality and omit the rest noting that they are derived following a similar argument. Using the Cauchy–Schwarz inequality we have

$$\sum_{i=1}^{m} \langle x^i - x^k_i, \nabla_i f(x^k[i]) - \nabla_i f(x^k) \rangle \leq \sum_{i=1}^{m} \|x^{k+1} - x^*\| \|\nabla_i f(x^k[i]) - \nabla_i f(x^k)\| \leq \sum_{i=1}^{m} \|x^{k+1} - x^*\| \|\nabla_i f(x^k[i])\| \leq \sum_{i=1}^{m} \bar{\beta}_i \|x^{k+1} - x^*\| \|x^k - x^k[i]\| \leq \sum_{i=1}^{m} \bar{\beta}_i \|x^{k+1} - x^*\| \left( \sum_{\tau = [k-B]}^{k-1} \|x^{\tau+1} - x^{\tau}\| \right) \leq \sum_{i=1}^{m} \bar{\beta}_i \|x^{k+1} - x^*\| \left( \sum_{\tau = [k-B]}^{k} \|x^{\tau+1} - x^{\tau}\| \right). \quad (17)$$

We provide the proofs and lemmas omitted in the article.

Lemma I.1. Let $q : \mathbb{R}^n \to \mathbb{R}$ be a proper closed $\mu$-convex function for some $\mu \geq 0$. For all $x \in \mathbb{R}^n$, $z \in \mathbb{R}^n$ and $z := \text{prox}_q(z)$ the following holds

$$q(x) - q(z) \geq \frac{1}{\mu} \langle x - z, x - z \rangle + \frac{\mu}{2} \|x - z\|^2. \quad (15)$$

Proof. The inequality follows immediately from the definition of strong convexity and the characterization of proximal mapping [19, Prop. 16.44]. \qed

We also make use of the following basic inequality:

$$\langle x, y \rangle \leq \frac{\epsilon}{2} \|x\|^2 + \frac{1}{2} \|y\|^2, \quad \forall x, y \in \mathbb{R}^n, \epsilon > 0. \quad (16)$$
In order to derive the first inequality consider the pri-
\[ F \]
Assumption 1, 2 and 3(i) hold. Consider the
\[ \varepsilon \]
where in the penultimate inequality for each i we used (16) with
\[ \varepsilon = \frac{\nu x}{\nu x} \]

**Proof of Theorem 1.** In order to establish convergence we first derive the following intermediate result.

**Lemma I.4.** Let Assumption 1, 2 and 3(i) hold. Consider the sequence generated by Algorithm 1. Then for any \((x^*, u^*) \in S\) the following hold:
\[ \|x^{k+1} - x^*\|^2_{2M_g + 1} - \|x^k - x^*\|^2_{M_g} + \|x^k - x^{k+1}\|^2_{\|x\|^2 - \|x\|^2} \leq 2 \sum_{i=1}^{n} \|
\]
Replacing this term and using Lemma I.3 with \(\epsilon_i = 2\) in the previous inequality yields (with \(P\) defined in (12)):
\[ \|z^{k+1} - z^*\|^2_{M_g} + \|z^k - z^*\|^2_{M_g} + \|z^{k+1} - z^k\|^2_{P} \leq \beta \|x^{k+1} - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} \]

Sum inequality (25) over \(k\) from 0 to \(n\) to obtain:
\[ \|z^{n+1} - z^*\|^2_{P} + \|z^{k+1} - z^k\|^2_{P} + \sum_{k=0}^{n} \|z^{k+1} - z^k\|^2_{P} \leq \beta \sum_{k=0}^{n}\|x^{k+1} - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} \]

Let us define
\[ \tilde{P} = \begin{pmatrix} \Gamma - \frac{\beta x}{\beta x} & \frac{\beta x}{\beta x} \\ \frac{\beta x}{\beta x} & \frac{\beta x}{\beta x} \end{pmatrix} \]

For all \(a, b, c \in \mathbb{R}^n\) and all positive definite matrices \(V \in \mathbb{R}^{n \times n}\) the following inequality holds.
\[ 2(a - b, c - b)_V = |a - b|_V^2 + |c - b|_V^2 - |a - c|_V^2. \]

For notation convenience we use \(F := f + g\) and \(F^* := F(x^*).\) Noting that \(g\) is separable, sum (21) over i, add (22) and use (23) (with \(V = \Gamma - 1\), \(a = x^k, b = x^{k+1}, c = x^*\)) to obtain

\[ F^* - F^{k+1} \geq \frac{1}{2} \|x^{k+1} - x^k\|^2_{\|x^{k+1} - x^k\|^2} + \frac{1}{2} \|x^{k+1} - x^*\|^2_{\|x^{k+1} - x^*\|^2} \]

On the other hand by convexity of \(f,\) strong convexity of \(g_i\) and (8) we have
\[ F^{k+1} - F^* \geq \langle -L^* u^*, x^{k+1} - x^* \rangle + \frac{1}{2} \|x^{k+1} - x^*\|^2_{\|x^{k+1} - x^*\|^2} \]

Summing the last two inequalities, multiplying by 2 and a simple rearrangement yields (19).

For the second inequality, consider the dual update for \(u^{k+1}\) and use (15):
\[ h_i^*(u_i^*) - h_i^*(u_i^{k+1}) \geq (L_{ii} \langle 2x^{k+1} - x_i^*, u_i^* - u_i^{k+1} \rangle + \frac{1}{\sigma_i} \langle u_i^* - u_i^{k+1}, u_i^* - u_i^{k+1} \rangle. \]

Furthermore, by convexity of \(h_i\) and using (8):
\[ h^*(u^{k+1}) - h^*(u^*) \geq (L^* x^k, x^{k+1} - u^*).
\]

Sum (24) over all i, add the last inequality, and use (23) to show the inequality.

Adding (19) and (20) we obtain
\[ \|x^{k+1} - x^*\|^2_{2M_g + 1} - \|x^k - x^*\|^2_{M_g} + \|x^k - x^{k+1}\|^2_{\|x\|^2 - \|x\|^2} \]
\[ \leq 2 \sum_{i=1}^{m} \langle x_i^k - x_i^{k+1}, \nabla i, f(x^k[i]) - \nabla i, f(x^k) \rangle + \beta \|x^{k+1} - x^k\|^2_{M_g} + 2L(2x^{k+1} - x^k, u^{k+1} - u^*) \]
\[ + 2L(u^k - u^*), x^* - x^{k+1} \].

The last two inner products can be rearranged as
\[ 2L(x^k - x^k, u^{k+1} - u^*) - 2L(x^k - x^k, u^{k+1} - u^*) + 2L(u^k - u^*), x^* - x^{k+1} \]
\[ + 2L(u^k - u^*), x^* - x^{k+1} \].

Replacing this term and using Lemma I.3(i) with \(\epsilon_i = 2\) in the previous inequality yields (with \(P\) defined in (12)):
\[ \|z^{k+1} - z^*\|^2_{M_g} + \|z^k - z^*\|^2_{M_g} + \|z^{k+1} - z^k\|^2_{P} \leq \beta \|x^{k+1} - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} \]

Sum inequality (25) over \(k\) from 0 to \(n\) to obtain:
\[ \|z^{n+1} - z^*\|^2_{P} + \|z^{k+1} - z^k\|^2_{P} + \sum_{k=0}^{n} \|z^{k+1} - z^k\|^2_{P} \leq \beta \sum_{k=0}^{n}\|x^{k+1} - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} + \frac{\mu x}{\mu x} \|x^k - x^k\|^2_{M_g} \]

Let us define
\[ \tilde{P} = \begin{pmatrix} \Gamma - \frac{\beta x}{\beta x} & \frac{\beta x}{\beta x} \\ \frac{\beta x}{\beta x} & \frac{\beta x}{\beta x} \end{pmatrix} \]

Since \(\Sigma\) is positive definite (\(\sigma_i > 0\), by Schur complement \(\tilde{P}\) is positive definite provided that (10) holds (recall that \(L\) has a block-diagonal structure).

Use (18) in (26) to derive
\[ \|z^{n+1} - z^*\|^2_{P} + \sum_{k=0}^{n} \|z^{k+1} - z^k\|^2_{P} \leq \|z^0 - z^*\|^2_{P}. \]

Therefore, by letting \(n\) to infinity we obtain
\[ \sum_{k=0}^{\infty} \|z^{k+1} - z^k\|^2_{P} < \infty. \]

Hence, using (18) for the right-hand side in (25) we obtain
\[ \sum_{k=0}^{\infty} \left( \frac{\beta x}{\beta x} \|\bar{S}_1 x^k\|_{M_g} + \beta \|x^{k+1} - x^k\|^2_{P} \right) < \infty. \]

Therefore, in view of (25) we conclude that \((z_k)_{k \in \mathbb{N}}\) is quasi-Fejér monotone relative to \(S\) in the space equipped with the inner product \(\langle \cdot, \cdot \rangle_{P}\).
Consequently, the sequence \((x^k, u^k)_{k \in \mathbb{N}}\) is bounded [17, Lem. 3.1]. Let \((x^e, u^e)\) be a cluster point of \((x^k, u^k)_{k \in \mathbb{N}}\), i.e., \((x^{k_n}, u^{k_n}) \to (x^e, u^e)\). Using Lemma I.2 also \(x^{k_n}[i] \to x^e\). Noting that the proximal and linear maps as well as \(\nabla f\) are continuous, for all \(i = 1, \ldots, m\) we have
\[
\begin{align*}
x_i^k &= \text{prox}_{\gamma_i g_1}(x_i^k - \gamma_i \nabla_i f(x^e) - \gamma_i L_i u_i^k) \\
u_i^k &= \text{prox}_{\sigma_i g_1}(u_i^k + \sigma_i L_i x_i^k),
\end{align*}
\]
which implies \((x^e, u^e) \in \mathcal{S}\). The convergence of the sequence follows [17, Thm. 3.8]. □

**Proof of Theorem 2.** The proof is similar to that of Theorem 1. In this case, the presence of coupling through the linear maps results in additional error terms. First we establish a key inequality for Algorithm 2.

**Lemma I.5.** Let Assumption 1, 2, 4(i) and 4(ii) hold. Consider the sequence generated by Algorithm 2. Then for any \((x^*, u^*) \in \mathcal{S}\) the following hold:
\[
\begin{aligned}
\|x^{k+1} - x^*\|^2_{2M_g} &+ \epsilon \|x^k - x^*\|^2_{2M_\epsilon} + \|x^k - x^{k+1}\|^2_{\Sigma_{k+1} - \beta I} \\
&\leq \frac{2}{\epsilon} \sum_{i=1}^{m} (x_i^* - x_i^{k+1}, \nabla_i f(x^k[i]) - \nabla_i f(x^k)) \\
&+ \frac{2}{\epsilon} \sum_{i=1}^{m} (L_i x_i^k - u_i^k), x_i^* - x_i^{k+1}), \\
\|u^{k+1} - u^*\|^2_{2M_g + \Sigma_{k+1} - \beta I} &+ \epsilon \|u^k - u^*\|^2_{2M_\epsilon} + \|u^k - u^{k+1}\|^2_{\Sigma_{k+1}} \\
&\leq \frac{2}{\epsilon} \sum_{i=1}^{m} (L_i^T u_i^k - x_i^* - u_i^k) + (2L x^*, u^* - u^{k+1}).
\end{aligned}
\] (27)

where \(M_h := \text{blkdiag}(\mu_1 I_{r_1}, \ldots, \mu_m I_{r_m})\).

**Proof.** The proof of the lemma is similar to that of Lemma I.4 and is therefore omitted. □

Add (27) and (28), and rearrange the inner products using (5) to derive (with \(D\) defined in (14))
\[
\begin{aligned}
\|z^{k+1} - z^*\|^2_{D} &+ \|z^k - z^*\|^2_{D} + \|x^k - x^*\|^2_{2M_\epsilon} + \|x^k - x^{k+1}\|^2_{\Sigma_{k+1}} \\
&- \beta \|x^k - x^{k+1}\|^2 + \|x^{k+1} - x^*\|^2_{2M_g} + \|u^k - u^{k+1}\|^2_{\Sigma_{k+1}} \\
&\leq \frac{2}{\epsilon} \sum_{i=1}^{m} (x_i^* - x_i^{k+1}, \nabla_i f(x^k[i]) - \nabla_i f(x^k)) \\
&+ \frac{2}{\epsilon} \sum_{i=1}^{m} (L_i x_i^k - u_i^k, x_i^* - x_i^{k+1}) \\
&+ \frac{2}{\epsilon} \sum_{i=1}^{m} (L_i^T u_i^k - x_i^* - u_i^k) + 2L x^*, u^* - u^{k+1}).
\end{aligned}
\] (29)

Using the inequalities in Lemma I.3 with \(\epsilon_1 = \epsilon_2 = 1, \epsilon_3 = 2\) yields:
\[
\begin{aligned}
\|z^{k+1} - z^*\|^2_{D} &+ \|z^k - z^*\|^2_{D} + \|x^k - x^*\|^2_{2M_\epsilon} + \|x^k - x^{k+1}\|^2_{\Sigma_{k+1}} \\
&\leq B \|\tilde{\beta}\|^2_{M_g^{-1}} S_1^e(x^k)_{l \leq k} + \frac{1}{2} R_s(B+1) S_3^e(x^k)_{l \leq k} \\
&+ C_s(B+1) S_0^e(u^k)_{l \leq k} + \beta \|x^k - x^{k+1}\|^2.
\end{aligned}
\] (30)

Sum over \(k\) from 0 to \(n\) to derive
\[
\begin{aligned}
\|z^{n+1} - z^*\|^2_{D} &+ \|z^0 - z^*\|^2_{D} + \sum_{k=0}^{n} \|x^k - x^{k+1}\|^2_{D} \\
&\leq B \|\tilde{\beta}\|^2_{M_g^{-1}} S_1^e(x^1)_{l \leq k} + \frac{1}{2} R_s(B+1) \sum_{k=0}^{n} S_3^e(x^k)_{l \leq k} \\
&+ \beta \sum_{k=0}^{n} \|x^k - x^{k+1}\|^2 + C_s(B+1) \sum_{k=0}^{n} S_0^e(u^k)_{l \leq k}.
\end{aligned}
\] (31)

By repeated use of (18) in (31) we obtain
\[
\begin{aligned}
\|z^{n+1} - z^*\|^2_{D} &+ \|z^0 - z^*\|^2_{D} + \sum_{k=0}^{n} \|x^k - x^{k+1}\|^2_{D} \\
&\leq \left( B^2 \|\tilde{\beta}\|^2_{M_g^{-1}} + \frac{1}{2} R_s(B+1)^2 + \beta \right) \sum_{k=0}^{n} \|x^k - x^{k+1}\|^2 \\
&+ C_s(B+1) \sum_{k=0}^{n} \|u^k - u^{k+1}\|^2.
\end{aligned}
\]

If the stepsizes are small enough to satisfy Assumption 4(iii), letting \(n\) to infinity yields
\[
\sum_{k=0}^{\infty} \|z^{k+1} - z^k\|^2 < \infty.
\]

Therefore, it follows from (30) (using (18)) that \((z^k)_{k \in \mathbb{N}}\) is quasi-Fejér monotone relative to \(\mathcal{S}\) in the space equipped with the inner product \(\langle \cdot, \cdot \rangle_D\). Arguing as in Theorem 1 completes the proof. □

**Proof of Theorem 3.** In Theorem 2 the strong convexity assumption was leveraged to counteract the error terms. In order to prove linear convergence we retain some of the strong convexity terms. Using the inequalities of Lemma 1.3 with \(\epsilon_1 = \epsilon_2 = 0.5, \epsilon_3 = 1\) in (29) yields
\[
\begin{aligned}
\|z^{k+1} - z^*\|^2_{D} &+ \|z^k - z^*\|^2_{D} + \|x^k - x^{k+1}\|^2_{\Sigma_{k+1}} \\
&+ \beta \|x^k - x^*\|^2_{M_h} + \|u^k - u^{k+1}\|^2_{M_h} \\
&\leq \left( 2B \|\tilde{\beta}\|^2_{M_g^{-1}} + R_s(B+1) \right) S_1^e(x^k)_{l \leq k} \\
&+ 2C_s(B+1) S_0^e(u^k)_{l \leq k} - \beta \|x^k - x^{k+1}\|^2.
\end{aligned}
\] (32)

Note that one may set these constants differently and obtain a different valid bound on the stepsizes.

We have (since we set \(\gamma_i = \frac{\alpha_i}{\bar{c}} \sigma_i = \frac{\nu}{\bar{c}}\))
\[
D = \text{blkdiag}(\Gamma^{-1}, \Sigma_{-1}) = \frac{1}{\bar{c}} \text{blkdiag}(M_g, M_h),
\]
which together with (32) yields
\[
\begin{aligned}
(1 + c) \|z^{k+1} - z^*\|^2_{D} &+ \|z^k - z^*\|^2_{D} \\
&\leq \left( 2B \|\tilde{\beta}\|^2_{M_g^{-1}} + R_s(B+1) \right) S_1^e(x^k)_{l \leq k} \\
&+ 2C_s(B+1) S_0^e(u^k)_{l \leq k} - \beta \|x^k - x^{k+1}\|^2.
\end{aligned}
\] (33)

where we used the conservative bound \(\beta \|x^k - x^{k+1}\|^2 \leq \beta S_1^e(x^k)_{l \leq k}\) in order to avoid algebraic difficulties. The linear convergence rate follows by multiplying (33) by \((1+c)^k\) and summing over \(k\) from 0 to \(n\), see [20, Lem. 1]. □