An efficient numerical method for fractional ordinary differential equations - based on exponentially decreasing random memory on uniform meshes
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Abstract: This paper proposes a new numerical method to solve non-linear fractional ordinary differential equations (FODEs) of the form \( D_\gamma^\gamma u(t) = f(t, u(t)) \), with initial conditions \( u(0) = u_0 \). Here, \( f(t, u) \) is a continuous function, \( 0 < \gamma \leq 1 \) is an arbitrary positive real number and the fractional differential operator, \( D_\gamma^\gamma \), is in the sense of Caputo derivative. Fixed (short) memory method (SMM) and full memory method (FMM) are two established numerical methods for fractional differential equations. In fixed memory method, tail of the memory at each time step is cut off and hence an uncontrollable error occurs. Further, full memory method is not suitable for long time integration of fractional differential equations because of high computational cost. In the proposed method [hereinafter referred to as decreasing random memory method (DRMM)], number of memory points in the past are chosen randomly and they are decreasing along the tail of the memory. Numerical experiments showed that the error occurs in the proposed DRMM is less than that of SMM. The solutions obtained by FMM and DRMM were also very close to the actual solutions of the considered fractional differential equations. The proposed method-DRMM is more accurate than the SMM and the estimated order of convergence (EOC) of DRMM is almost same as that of FMM. The proposed method DRMM is more efficient than the established methods SMM and FMM.
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INTRODUCTION

It is accepted that fractional differential equations are more suitable than standard differential equations to describe some real world problems. Applications of fractional differential equations are found in many areas such as physics and engineering (Schiessel et al., 1995; Diethelm & Freed, 1999; Sabatier et al., 2007), chemistry and biochemistry (Oldham, 2010), finance (Scalas et al., 2000) mechanics and system biology, etc. Fractional-order models are more adequate than the standard order (with integer order derivatives and integrals) models, because fractional derivatives and integrals bring forward the temporal and spatial memory heredity of the materials and processes. This is the main advantage of fractional order models when compared with integer order models. It is very difficult if not impossible to obtain analytical solutions for most fractional differential equations. However, some analytical (Podlubny, 1999; Diethelm, 2010; Gafiychuk & Datsko, 2010; Kirane et al., 2014) and numerical (Yuste & Acedo, 2005; Zhuang & Liu, 2006; Yu et al., 2008; Rida et al., 2010; Scherer et al., 2011; Xu & He, 2011; Deng & Li, 2012; Deng et al., 2016) techniques play an important role in identifying the solution behaviour and obtaining approximate solutions of such fractional differential equations.
However, numerical integration of fractional ordinary differential equations (FODEs) on finer meshes and on long time periods is a computationally expensive process and reducing computational cost by controlling numerical errors is the main challenge. The aim of this paper is to face this challenge by introducing an efficient numerical scheme to integrate FODEs.

**Fractional derivatives**

There are different definitions for fractional derivatives. Riemann-Liouville definition and Caputo definition are the popular definitions. These definitions are reported in previous studies (Podlubny, 1999; Daftardar-Gejji & Jafari, 2005; Diethelm & Kai, 2010; Pindza & Owolabi, 2016; Garrappa, 2018).

**Definition 1.1** (Daftardar-Gejji & Jafari, 2005; Pindza & Owolabi, 2016) A real valued function \( f(x); x > 0 \), is said to be in the space \( C_\nu \), \( \nu \in \mathbb{R} \) if there exists a real number \( p > \nu \) such that \( f(x) = x^p f_1(x) \), where \( f_1(x) \in [0, \infty) \). This implies \( C_\nu \subset C_\nu \) if \( \nu \leq \nu \).

**Definition 1.2** (Daftardar-Gejji & Jafari, 2005; Pindza & Owolabi, 2016) A function \( f(x), x > 0 \), is said to be in the space \( C^m_\alpha \) if \( f^{(m)}(x) \in C_\alpha \).

**Definition 1.3** [Riemann-Liouville derivative (Pindza & Owolabi, 2016)]. Let \( u \in C^m_\alpha \), \( m \in \mathbb{N} \). The Riemann-Liouville derivative of order \( \gamma \), \( \gamma \in \mathbb{R} \), is defined as:

\[
_{a}D_{t}^{\gamma}u(t) = \frac{1}{\Gamma(m - \gamma)} \int_{a}^{t} (t - \tau)^{m - \gamma - 1} u(\tau) d\tau, \quad m - 1 \leq q < m,
\]

where \( \Gamma(x) \) denotes the Euler gamma function defined by \( \Gamma(x) = \int_{0}^{\infty} x^{x-1} e^{-x} dx \), \( q \) is the fractional order of the derivative, and \( \gamma \) is the smallest integer greater than or equal to \( q \).

**Definition 1.4** [Caputo fractional derivative (Pindza & Owolabi, 2016)]. Let \( u \in C^m_\alpha \), \( m \in \mathbb{N} \). The Caputo fractional derivative of order \( q \) is defined as:

\[
_{a}D_{t}^{q}u(t) = \frac{1}{\Gamma(m - q)} \int_{a}^{t} (t - \tau)^{m - q - 1} \frac{d^m u}{d\tau^m} d\tau, \quad m - 1 < q < m,
\]

where \( \Gamma(x) \) is the fractional binomial coefficients. Also, \( \gamma_k = (-1)^k \binom{\gamma}{k} \) has the recursive relation \( g_0 = 1, g_k = \frac{1 - \gamma + 1}{k} g_{k-1} \) for \( k \geq 1 \) and \( \sum_{k=0}^{\infty} g_k = 0 \). The approximation \( f_{CMD}^{(m)}u(t_m) \approx \frac{1}{(\Delta t)} \sum_{k=0}^{m} g_k (U^m - k \cdot u) \) is called the discrete fractional order derivative with full memory.

**METHODOLOGY**

In this paper numerical simulations of fractional differential equations are performed using numerical schemes based on two established discrete fractional order derivatives and newly introduced discrete fractional order derivative. These discrete fractional order derivatives are constructed based on finite difference formula of Caputo derivative proposed in Karatay et al. (2011).

**Discrete fractional order derivatives (DFOD)**

**Fractional-order derivative with full memory**

Consider the fractional differential equation \( D^\gamma u(t) = f(t, u(t)), u(0) = u_0, 0 < \gamma \leq 1, 0 \leq t \leq T \). \( f \) is continuous function on a suitable set. According to Diethelm and Ford (2002) the above fractional differential equation has a unique solution \( u \) on \( 0 \leq t \leq T \). Discretising the time interval \( 0 \leq t \leq T \) into \( N \) number of partitions with equal step size \( \Delta t \), one gets a uniform mesh.

Finite difference formula of first order on a uniform mesh for Caputo derivative of order \( \gamma \) is reported in (Karatay et al., 2011) in the form:

\[
D^\gamma u(t_m) = \frac{1}{(\Delta t)^{\gamma}} \sum_{k=0}^{m} g_k^\gamma (U^m - k^\gamma) + O(\Delta t),
\]

where \( t_m = m \Delta t \) and \( U^m \) denote the numerical approximation to the exact value \( u(t_m) \). Here,

\[
g_k^\gamma = (-1)^k \binom{\gamma}{k} \frac{\Gamma(\gamma + 1)}{k! \Gamma(\gamma - k + 1)}
\]

represents the fractional binomial coefficients. Also, \( g_k^\gamma (k = 1, 2, ...) \) has the recursive relation \( g_0^\gamma = 1, g_k^\gamma = \frac{1 - \gamma + 1}{k} g_{k-1}^\gamma \) for \( k \geq 1 \) and \( \sum_{k=0}^{\infty} g_k^\gamma = 0 \). The approximation \( f_{CMD}^{(m)}u(t_m) \approx \frac{1}{(\Delta t)} \sum_{k=0}^{m} g_k^\gamma (U^m - k^\gamma) \) is called the discrete fractional order derivative with full memory.

In full memory method, all the memory points up to the considered time step are taken into account in the calculation of the fractional order derivative at that point (Figure 1).
Fractional order derivative with fixed (short) memory length

In full memory method, the unknown values depend on all the past time steps. Applying full memory method in solving fractional differential equations is computationally inefficient. However, in fixed (short) memory principle (Podlubny, 1999), it is assumed that the unknown values at a time step depend only on the values at recent past time steps corresponding to time length $L$ (Figure 2). Based on this assumption, Grünwald-Letnikov fractional-order derivative with fixed memory length $L$, is defined in Abdelouahab and Hamri (2016). This method is computationally efficient but computational error is higher due to ignoring the tail of the memory.

Based on the short memory principle, the fractional order derivative with short memory $L$, $SM_{\alpha}D_{0,t}^{\alpha}u(t_n)$, corresponding to $FM_{\alpha}D_{0,t}^{\alpha}u(t_m)$ can be written in the form:

$$SM_{\alpha}D_{0,t}^{\alpha}u(t_n) = \begin{cases} \frac{1}{[\Delta t]^\alpha} \sum_{k=0}^{\lfloor n/\Delta t \rfloor} g_n^\alpha (U^{m-k} - U^0), & \text{if } t_m > L, \\ \frac{1}{[\Delta t]^\alpha} \sum_{k=0}^{\lfloor n/\Delta t \rfloor} g_n^\alpha (U^{m-k} - U^0), & \text{if } t_m \leq L, \end{cases}$$

...(03)

where $\lfloor x \rfloor$ denotes the smallest integer greater than or equal to $x$ for $x \in \mathbb{R}$. Although, this scheme is computationally cheap, the error propagation due to neglecting the tail of the memory in each time step is uncontrollable without increasing the fixed memory length. When memory length is increased the computation becomes difficult again.

A new discrete fractional order derivative with exponentially decreasing Random memory

In this section, a new discrete fractional order derivative on uniform meshes is introduced by choosing memory points randomly and they are decreasing along the tail of the memory. Suppose that the time interval $[0, T]$ is discretised into $N$ number of partitions with equal step size $\Delta t$. Let $M$ and $N_1$ be integers such that $N_1 = N/M$. That is the interval $[0, T]$ is divided into $N_1$ number of partitions $P_1, P_2, \ldots, P_{N_1}$ with equal length $M\Delta t$ (Figure 3). Now consider the case of integration up to time $t = m\Delta t$. Let $n_1 = \left[ \frac{m}{N_1} \right] - 1$Generate $R_i = \lfloor M \exp(-\alpha i/N_1) \rfloor$ number of random integers within the partition $P_i$ for $i = 1, 2, \ldots, n_1 - 1$. Here $\alpha$ is a real number which determines the decreasing speed of the number of random points through the partitions $P_i$ as $i$ increases from 1 to $n_1 - 1$. Let $A_i$ be the set of $R_i$ number of random integers chosen on partition $P_i$ sorted in ascending order. Denote the set $A_i$ as $A_i = \{a_1, a_2, \ldots, a_{R_i}\}$ ($i = 1, 2, 3, \ldots n_1 - 1$). Let $n_2 = m - M(n_1 - 1)$ if $n_1 \geq 2$ (Figure 4). Choose memory points on $[0, m\Delta t]$ as follows:

$$\left\{ \begin{array}{ll} \text{No of memory points} = \frac{m}{n_1}, & \text{if } n_1 = 0, 1 \text{ (or } m < 2M) \\ \text{All, from } M(n_1 - 1) \text{ to } m \\ R_{n_2, i} \text{ on the partition } P_i (i = 1, 2, \ldots, n_1 - 1) \end{array} \right\}, \text{ if } n_1 \geq 2 \text{ (or } m \geq 2M).$$
Fractional-order derivative with random memory is defined as follows.

\[
RM D^{\alpha}_{t_0} u(t) = \begin{cases} 
\frac{1}{(\Delta t)^\gamma} \sum_{k=0}^{m} g_k^{(m-k)} (U^{(m-k)}(t) - U^{(m-k)}(t_0)), & m < 2M, \\
\frac{1}{(\Delta t)^\gamma} \left( \sum_{k=0}^{m} g_k^{(m-k)} (U^{(m-k)}(t) - U^{(m-k)}(t_0)) + \sum_{j=1}^{\nu_2} w_j \sum_{i=1}^{\nu_1} \tilde{R}_{i,j}^{(m-i-j)} (U^{(m-i-j)}(t) - U^{(m-i-j)}(t_0)) \right), & m \geq 2M, 
\end{cases}
\]

\[\cdots(04)\]

**Figure 3:** Sketch for the discretisation of time interval \([0, T]\)

**Figure 4:** Sketch for the distribution of number of memory points on the time interval \([0, t]\), \(t < T\)

where \(I_{ij} = n_1 + (j - 1)M + q_i^j\). The weights \(w_i = M/R_i\) \((i = 1, 2, ..., n_1 - 1)\) are introduced to reduce the error, which occurs at the partition \(P_i\) due to ignoring \((M - R_i)\) number of memory points.

Figure 5 shows the variation of the distribution of random memory points over the time interval \([0, 1]\) at different levels of \(\alpha\). These distributions are not fixed as memory points are chosen randomly. It can be observed that as \(\alpha\) increases the sparsity of the distribution of random memory points increases. Figure 6 depicts how the random memory points distribute over the space up to different time levels.

**Numerical schemes**

This section introduces three numerical schemes based on the above introduced fractional order derivatives to simulate fractional differential equations of the form:

\[D^\gamma u(t) = f(t, u(t)), \quad u(0) = u_0, \quad 0 < \gamma \leq 1, \quad 0 \leq t \leq T,\]

\[\cdots(05)\]

where \(f(t, u(t))\) is a continuous function.
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Figure 5: Distribution of random memory points for different levels of $\alpha$ when $T = 1$, $dt = 0.002$, $M = 50$

Figure 6: Distribution of random memory points over different time intervals for $dt = 0.002$, $M = 50$ and $\alpha = 3$

**A fully explicit scheme with full memory**

Applying fractional-order derivative with full memory for the fractional derivative of equation (05), the following fully explicit scheme can be obtained.

$$
\Rightarrow U^m = U^0 - \sum_{k=1}^{m=[t/\Delta t]} g_k^\alpha (U^{m-k} - U^0) + (\Delta t)^\gamma f(U^{m-1}, t_{m-1}), \quad \text{...(FMM)}
$$

for $m = 1, 2, \ldots, N$. When integrating a FODE from 0 to $T$ using this scheme, $N(N+1)/2$ total number of summations (TNOS) have to be done in the process.
A fully explicit scheme with fixed (short) memory

A fully explicit scheme with short memory length $L$ can be obtained in the following form by replacing fractional order derivative of (05) by (03) and rearranging the terms.

$$U^m = \begin{cases} 
U^0 - \sum_{k=1}^{N_L} g_k (U^{m-k} - U^0) + (\Delta t)^\gamma f(U^{m-1}, t_{m-1}), & \text{if } m > M_L, \\
U^0 - \sum_{k=1}^{M_L} g_k (U^{m-k} - U^0) + (\Delta t)^\gamma f(U^{m-1}, t_{m-1}), & \text{if } m \leq M_L,
\end{cases} \quad \text{(SMM)}$$

for $m = 1, 2, \ldots, N$, where $N_L = \lfloor L/\Delta t \rfloor$. TNOS of this process is $N_L(2N - N_L + 1)/2$.

A fully explicit scheme with decreasing random memory

Replacing fractional order derivative of (05) by (04) and rearranging the terms, the following fully explicit scheme with decreasing random memory can be obtained.

$$U^m = \begin{cases} 
U^0 - \sum_{k=1}^{M_L} g_k^\alpha (U^{(m-k)} - U^0) & \text{if } m < 2M, \\
U^0 - \sum_{k=1}^{M_L} g_k^\alpha (U^{(m-k)} - U^0) - \sum_{j=1}^{n_{L-1}} \frac{R_i}{\alpha} \sum_{t=1}^{R_i} g_k^\alpha (U^{(m-t)} - U^0) + (\Delta t)^\gamma f(U^{m-1}, t_{m-1}), & \text{if } m \geq 2M,
\end{cases} \quad \text{(DRMM)}$$

for $m = 1, 2, \ldots, N$. The TNOS of a process of integration up to given time $T$ of this scheme depends on the values $M$ and $\alpha$ introduced previously. Table 1 shows the TNOS of FMM, SMM and DRMM. The dependence of TNOS on $M$ and $\alpha$ of DRMM is also shown in the same table. These numbers for DRMM are not fixed as memory points and are chosen randomly. PML means percentage memory length of SMM.

| Time | $\Delta t$ | FMM | SMM (PML=20) | DRMM | M | $\alpha$ |
|------|------------|-----|--------------|-------|---|--------|
| 5    | 0.001      | 12502500 | 4500500      | 50    | 1 | 1      |
|      |            | 3855436  | 1604685      | 1141832 | 3 | 2      |
| 5    | 0.001      | 12502500 | 4500500      | 100   | 3 | 1      |
|      |            | 3735798  | 1504851      | 1055341 | 5 | 2      |
An efficient numerical method for FODEs

Computational cost of the above schemes mainly depend on the corresponding TNOS. According to Table 1 TNOS of DRMM (for $\alpha = 2, 3, 4, 5$) is less than that of SMM (for PML = 20) and FMM. Therefore, the computational cost of DRMM (for $\alpha = 2, 3, 4, 5$) should be less than that of SMM (for PML = 20) and FMM.

RESULTS AND DISCUSSION

Numerical examples

Accuracies of the above three numerical schemes are compared with the exact solutions of the following fractional differential equations with $0 < \gamma \leq 1$ and the initial conditions $u(0)=0$:

\[
D^\gamma u(t) = \frac{2}{\Gamma(3-\gamma)} t^{3-\gamma} - \frac{1}{\Gamma(1-\gamma)} t^{1-\gamma} - u(t) + t^2 - t.
\]  

...\(07)\)

\[
D^\gamma u(t) = \frac{\Gamma(9)}{\Gamma(9-\gamma)} t^{9-\gamma} - \frac{\Gamma(5 + \gamma/2)}{\Gamma(5 - \gamma/2)} t^{5-\gamma/2} + \frac{3}{4} \Gamma(\gamma + 1) + \left(\frac{3}{2} t^{\gamma/2} - t^\gamma\right)^3 - (u(t))^{3/2}.
\]  

...\(08)\)

\[
D^\gamma u(t) = \frac{\Gamma(6)}{\Gamma(6-\gamma)} t^{6-\gamma} - \frac{\Gamma(5)}{\Gamma(5-\gamma)} t^{5-\gamma} + \frac{\Gamma(4)}{4} (4 - \gamma) t^{4-\gamma}.
\]  

...\(09)\)

The exact solutions of the FODEs (07), (08) and (09) are $u(t) = t^2 - t$, $u(t) = \left(t^8 - 3t^{4+\gamma/2} + \frac{9}{4} t^\gamma\right)$ and $u(t) = \left(t^6 - 3t^4 + 2t^4\right)$, respectively. The numerical solutions obtained by FMM, SMM, DRMM and exact solutions of above three differential equations are shown in Figure 7. According to this Figure, numerical solutions obtained by DRMM is closer to the exact solutions than that of obtained by SMM. Numerical solutions obtained by FMM are the closest solutions to the exact solutions of the considered FODEs. However, according to Table 5 the computational cost of FMM is higher than that of DRMM.

Now compare the errors between numerical solutions obtained by the numerical schemes FMM, SMM, DRMM and exact solutions. Table 2 shows the relative mean square error (Re-MSE) between exact solutions and numerical solutions at the end point of the considered time ranges of the FODEs (07), (08) and (09) obtained by the three numerical schemes. In these simulations $\alpha= 3$, $M = 100$ for DRMM, PML = 20 for SMM and $\Delta t = 0.0001$. Re-MSE of DRMM is less than that of SMM. This implies that DRMM is more accurate than SMM.

Estimated (or experimental) order of convergence (EOC)

The estimated (or experimental) order of convergence (Diethelm et al., 2004; Li & Zeng, 2013; Garrappa, 2015; Liu et al., 2018) an estimator for convergence order of a numerical scheme, is measured by

\[
EOC = \log_2 \left( \frac{E_{\text{max}}(\Delta t/2)}{E_{\text{max}}(\Delta t)} \right).
\]

Here, $E_{\text{max}}(\Delta t)$ is the numerical value of $E_{\text{max}}(\Delta t, t_i, U_i)$ is the exact solution at $t = t_i$. EOCs of FMM and DRMM corresponding to the fractional differential equations (07), (08) and (09) are shown in Tables 3 and 4, respectively. EOC of SMM is not taken into account as it is very low. Convergence orders of FMM and DRMM are approximately equal as EOCs of DRMM and FMM are approximately equal.

Computational cost

In this section, the computational time (CPU time) of the three numerical schemes FMM, DRMM and SMM are compared. Algorithms for the numerical schemes FMM, SMM and DRMM were developed and solved using Matlab on a 2.3GHz, Intel core i5 laptop computer that had 8GB of RAM and Microsoft Windows 10. Now define the two terms, computational time (CT) reduction percentage (CTRP) and $E_{\text{max}}$ increment percentage ($E_{\text{max}}\text{IP}$) between two methods FMM and DRMM as follows:

\[
\text{CTRP} = \frac{\text{CT of FMM} - \text{CT of DRMM}}{\text{CT of FMM}} \times 100 \text{ and}
\]

\[
E_{\text{max}}\text{IP} = \frac{E_{\text{max}} \text{ of DRMM} - E_{\text{max}} \text{ of FMM}}{E_{\text{max}} \text{ of FMM}} \times 100.
\]
Figure 7: Numerical solutions and exact solutions of the FODEs (07), (08) and (09). (In these simulations $\alpha = 3$, $M = 100$ in DRMM, PML = 20 in SMM and $\Delta t = 0.0001$).
**Table 3:** EOC of FMM corresponding to FODEs (07), (08) and (09) for \( \gamma = 0.8 \)

| Step Size \((\Delta t = 1/2^p)\) | \(E_{\text{max}}(\Delta t)\) of FODE | EOC of FODE |
|---|---|---|
| \(1/2^9\) | 1.4362 | 0.0042 | 0.0175 | - | - | - |
| \(1/2^{10}\) | 0.7177 | 0.0021 | 0.0088 | 1.0007 | 1.0004 | 0.9966 |
| \(1/2^{11}\) | 0.1794 | \(5.2490 \times 10^{-4}\) | 0.0022 | 1.0002 | 1.0001 | 0.9991 |
| \(1/2^{12}\) | 0.0897 | \(2.6244 \times 10^{-4}\) | 0.0011 | 1.0001 | 1.000 | 0.9996 |

**Table 4:** EOC of DRMM (for \(M = 2^{n-\alpha}, \alpha = 3\)) corresponding to FODEs (07), (08) and (09) for \( \gamma = 0.8 \)

| Step Size \((\Delta t = 1/2^p)\) | \(E_{\text{max}}(\Delta t)\) of FODE | EOC of FODE |
|---|---|---|
| \(1/2^9\) | 15.1765 | 0.0252 | 0.0129 | - | - | - |
| \(1/2^{10}\) | 6.1683 | 0.0097 | 0.0038 | 1.2989 | 1.3804 | 1.7633 |
| \(1/2^{11}\) | 3.1805 | 0.0056 | 0.0011 | 0.9556 | 0.7848 | 1.7885 |
| \(1/2^{12}\) | 1.7715 | 0.0033 | 3.8387 \(\times 10^{-4}\) | 0.8443 | 0.7851 | 1.5188 |
| \(1/2^{13}\) | 0.8401 | 0.0015 | 2.3576 \(\times 10^{-4}\) | 1.0763 | 1.0989 | 0.7033 |
| \(1/2^{14}\) | 0.4412 | 4.7399 \(\times 10^{-4}\) | 1.1435 \(\times 10^{-4}\) | 0.9292 | 1.6827 | 1.0439 |
| \(1/2^{15}\) | 0.2076 | 2.2416 \(\times 10^{-4}\) | 5.1306 \(\times 10^{-5}\) | 1.0912 | 1.0803 | 1.1563 |

**Table 5:** Variation of CT, \(E_{\text{max}}\), CTRP and \(E_{\text{max}}\)\(\text{IP}\) with respect to time levels, when integrate FODE (07) using FMM and DRMM (for \( \gamma = 0.8 \) and mesh size \(\Delta t = 10^{-3}\))

| T | FMM | DRMM \((M = N/10, \alpha = 3)\) | CT reduction and \(E_{\text{max}}\) increment |
|---|---|---|---|
| | CT (in seconds) | \(E_{\text{max}}\) | CT (in seconds) | \(E_{\text{max}}\) | CTRP | \(E_{\text{max}}\)\(\text{IP}\) |
| 25 | 8.2281 | 0.0466 | 6.0066 | 0.0596 | 26.9989 | 27.8970 |
| 50 | 31.8865 | 0.0962 | 23.0700 | 0.1175 | 27.6496 | 22.1414 |
| 75 | 71.4645 | 0.1459 | 50.7977 | 0.1699 | 28.9189 | 16.4496 |
| 100 | 148.9797 | 0.1958 | 91.4200 | 0.238 | 38.6359 | 21.5526 |
| 125 | 197.7228 | 0.2456 | 152.7657 | 0.2862 | 22.7374 | 16.5309 |
| 150 | 334.7025 | 0.2955 | 218.9782 | 0.3372 | 34.5753 | 14.1117 |
| 175 | 387.3641 | 0.3454 | 294.6666 | 0.3929 | 23.9303 | 13.7522 |
| 200 | 596.3558 | 0.3953 | 487.7036 | 0.4296 | 18.2194 | 8.6769 |
| 225 | 639.4727 | 0.4452 | 487.7036 | 0.4741 | 23.7335 | 6.4915 |
| 250 | 932.6186 | 0.4957 | 616.2594 | 0.5330 | 33.9216 | 7.5247 |
| 275 | 972.7584 | 0.545 | 724.3764 | 0.5793 | 25.5338 | 6.2936 |
| 300 | 1146.7000 | 0.5949 | 863.8433 | 0.6211 | 24.6670 | 4.4041 |
| 325 | 1408.2000 | 0.6449 | 1036.0000 | 0.6828 | 26.4309 | 5.8769 |
| 350 | 1520.6000 | 0.6948 | 1201.3000 | 0.7294 | 20.9983 | 4.9798 |
Table 5 shows the CT, $E_{\text{max}}$, CTRP and $E_{\text{max}}$IP of FMM and DRMM ($\alpha = 3, M = 100$) when FODE (07) is integrated up to different time levels. Computational cost of DRMM has been reduced approximately by 20 % when compared with FMM. It can be seen that CTRP increases and $E_{\text{max}}$IP decreases as time increases. Therefore, the DRMM is computationally more efficient than the FMM in integration of FODEs on more finer meshes or on larger time ranges.

Table 6 shows the CT and $E_{\text{max}}$ of SMM corresponding to FODE (07) at different PML levels. $E_{\text{max}}$ and CT of SMM of FODE (07) (for $\gamma = 0.8$, $T = 100$ and $\Delta t = 0.0001$) are fitted against PML and these are best fitted respectively as follows:

$$E_{\text{max}} = 8.74551 - \frac{1429.17}{\text{PML}} - \frac{59065.1}{(\text{PML})^2}$$

and

$$\text{CT} = 2.29745 - 2.46271\text{PML} - 0.0118535(\text{PML})^2.$$
of DRMM is approximately equal to that of FMM. Therefore, EOC of the proposed method, DRMM, is good enough for numerical simulations of fractional differential equations. Computational cost of DRMM is less than that of FMM and SMM when the accuracy of SMM and DRMM are in the same level. Based on these facts, it can be concluded that the proposed method, DRMM, is more efficient than the established methods, SMM and FMM, in numerical computations of FODEs. Future research would consider the applicability of newly proposed DRMM to higher order numerical schemes for fractional differential equations. Further, it is expected to investigate the suitability of DRMM to solve time fractional reaction diffusion systems.
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