SOME CRITERIA FOR WIND RIEMANNIAN COMPLETENESS AND EXISTENCE OF CAUCHY HYPERSURFACES
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ABSTRACT. Recently, a link between Lorentzian and Finslerian Geometries has been carried out, leading to the notion of wind Riemannian structure (WRS), a generalization of Finslerian Randers metrics. Here, we further develop this notion and its applications to spacetimes, by introducing some characterizations and criteria for the completeness of WRS.

As an application, we consider a general class of spacetimes admitting a time function $t$ generated by the flow of a complete Killing vector field (generalized standard stationary spacetimes or, more precisely, SSTK ones) and derive simple criteria ensuring that its slices $t = \text{constant}$ are Cauchy. Moreover, a brief summary on the Finsler/Lorentz link for readers with some acquaintance in Lorentzian Geometry, plus some simple examples in Mathematical Relativity, are provided.
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1. INTRODUCTION

In the last years, a fruitful link between Lorentzian and Finslerian geometries has been refined more and more; indeed, ramifications to different areas such as control theory, have also appeared. In this framework, our purpose here is twofold. First,
brief summary on the subject for an audience of Lorentzian geometers is provided. Then, a new application for Lorentzian Geometry will be obtained. Namely, we will consider a big class of spacetimes admitting a time function \( t \) (generated by the flow of a complete Killing vector field \( K = \partial_t \)), and we will characterize when its slices \( t = \text{constant} \) are Cauchy hypersurfaces, providing also simple criteria that ensure this property.

The refinements of the Lorentz/Finsler link can be understood in three steps:

1. Firstly, consider a product \( \mathbb{R} \times M \) endowed with a standard Lorentzian product metric \( g = -dt^2 + g_0 \) (see below for more precise notation and definitions). Clearly, all the properties of the spacetime will be encoded in the Riemannian metric \( g_0 \). Even more, if one considers a standard static metric \( g = -\Lambda dt^2 + g_0 (\Lambda > 0) \), then all the conformal properties of the spacetime can be studied in the conformal representative \( g/\Lambda \) and, thus, they are encoded in the Riemannian metric \( g_R = g_0/\Lambda \) (see for example [4, Theorem 3.67] or [15] and references therein).

2. Secondly, the previous case can be generalized by allowing \( t \)-independent cross-terms, i.e. the stationary metric \( g = -\Lambda dt^2 + 2\omega dt + g_0 (\Lambda > 0, \omega \text{ 1-form on } M) \). In this case, the conformal properties are provided by a Randers metric (formula (8) below), which is a special class of Finsler metric characterized by a Riemannian metric \( g_R \) and a vector field \( W \) with \( |W|_R < 1 \) (according to the interpretation of Zermelo problem, [2, Prop. 1.1]). This correspondence is carried out in full detail in [9] and many related properties can be seen in [7, 8, 11, 12, 16].

3. Finally, suppress the restriction \( \Lambda > 0 \) in the previous case (SSTK splitting). Now, the conformal structure is still characterized by a pair \( (g_R, W) \), but the restriction \( |W|_R < 1 \) does not apply. From the Finslerian viewpoint, this yields a wind Riemannian structure (WRS), which is a generalization of Randers metrics; even more, this also suggests the subsequent generalization of all Finsler metrics: wind Finslerian structures. Such new structures were introduced and extensively studied in [10] and further developments and applications for Finslerian geometry have been carried out in [17, 20].

The study of SSTK splittings in [10] includes quite a few topics. Among them, relativists may be interested in a link between the well-known (and non-relativistic) problem of Zermelo navigation and the relativistic Fermat principle; indeed, this link allows one to solve both problems beyond their classical scopes; moreover, it shows connections with the so called analogue gravity [3]. On the other hand, global properties of causality of SSTK spacetimes are neatly characterized by their Finslerian counterparts. So, the exact step in the ladder of causality of SSTK spacetimes is described sharply in terms of the associated WRS. In particular, the fact that the slices \( t = \text{constant} \) are Cauchy hypersurfaces becomes equivalent to the (geodesic) completeness of the WRS.

Even though such results are very accurate, a difficulty appears from a practical viewpoint. WRS’s are not standard known elements, as they have been introduced only recently. Therefore, to determine whether they satisfy or not some geometrical properties may be laborious. Due to this reason, our purpose here is to introduce some simple notions and results which allow one to check easily properties of WRS’s. As a first approach, we will focus on results about completeness because, on the one hand, completeness has a direct translation to spacetimes in terms of Cauchy
hypotheses and, on the other, it is a basic natural property with applications to Finslerian Geometry (see [17]). However, the introduced tools are expected to be applicable for other properties too, and some hints are made in the examples at the end.

Our task is organized as follows. In Section 2 we give an overview on the Lorentz/Finsler correspondence for readers with some knowledge on Lorentzian Geometry (compare with the overview in [17], written for a more Finslerian audience). More precisely, in subsection 2.1 we describe the class of spacetimes to be studied (generalized standard stationary or, more precisely, SSTK spacetimes). The generality of this class, which includes many typical relativistic spacetimes, is stressed, and the way to obtain a (non-unique) SSTK splitting is detailed. Then, in subsection 2.2, the relation between the conformal classes of spacetimes and the properties of associated Finslerian structures is introduced gradually, with increasing generality in the Finslerian tools: Riemannian/Randers/Randers-Kropina/WRS. In subsection 2.3, as a toy application of the correspondence, we consider a causally-surprising example of static spacetime constructed recently by Harris [15], and we show its Finslerian counterpart, explaining the corresponding curious properties which appear in the distance of the associated Finsler manifold.

Section 3 makes both, to introduce a geometric element for the practical study of WRS’s and to prove our main result on completeness. subsection 3.1 explains the precise technical notions on WRS balls, geodesics and completeness, extracted from [10]. Then, in subsection 3.2 we introduce a new key ingredient, the extended conic Finsler metric $\bar{F}$ associated with any WRS. We emphasize that, as analyzed in [10], any WRS $\Sigma$ determines both, a conic Finsler metric $F$ and a Lorentz-Finsler one $F_l$. The former differs from a standard Finsler metric only in the fact that its domain is just an open conic region of the tangent bundle (this is a possibility with independent interest, see [18]). However, our aim here is to show that, for any such $\Sigma$, the conic metric $F$ admits a natural extension $\bar{F}$ to the boundary of the conic region; moreover, $\bar{F}$ has an associated exponential, distance-type function (called here $\bar{F}$-separation), Cauchy sequences, etc. Then, in subsection 3.3, we give our main result, Theorem 3.23, which contains a double goal: to prove that the completeness of the WRS $\Sigma$ is fully equivalent to the completeness of $\bar{F}$, and to show that $\bar{F}$ satisfies a set of properties in the spirit of Hopf-Rinow Theorem. These properties will allow us to determine if $\bar{F}$ and, then, $\Sigma$, are complete.

In Section 4 we derive some applications by using the previous Theorem 3.23. In subsection 4.1, some simple criteria for checking whether a WRS is complete or not are provided. These criteria are stated in both, natural WRS elements and the original SSTK metric. So, one obtains also criteria which ensure whether the slices of an SSTK spacetime are Cauchy, in an easily manageable way. Finally, subsection 4.2 ends with some further concrete examples and prospects in Mathematical Relativity.

2. A Lorentzian overview on Wind Riemannian Structures

2.1. Revisiting SSTK spacetimes. We will follow standard conventions and background results as in [4, 23]. In particular, a spacetime $(L, g)$ is a time-oriented connected Lorentzian manifold $(-, +, \ldots, +)$ of dimension $n+1, n \geq 1$. Lightlike vectors $v \in TL$ will satisfy both, $g(v, v) = 0$ and $v \neq 0$ (while null vectors would be allowed to be equal to 0) so, causal vectors, being either timelike or lightlike,
also exclude 0. Except when otherwise specified, \((L,g)\) will also be stably causal, so that it admits a \textit{temporal function} \(t : L \to \mathbb{R}\) according to [5, 20] (that is, \(t\) is smooth and onto, with timelike past-directed gradient \(\nabla t\) and, in particular, a time function). Let us start with a simple result when a vector field \(K \in \mathcal{X}(L)\) complete and transversal to the slices of \(t\) can be chosen.

**Proposition 2.1.** Let \(t\) be a temporal function for \((L,g)\) and \(K \in \mathcal{X}(L)\) complete with flow \(\varphi : \mathbb{R} \times L \to L\) such that \(dt(K) \equiv 1\). Putting \(M := t^{-1}(0)\), the map

\[
\Phi : \mathbb{R} \times M \to L, \quad (\bar{t}, x) \mapsto \varphi_{\bar{t}}(x)
\]

is a diffeomorphism such that: (a) \(t \circ \Phi : \mathbb{R} \times M \to \mathbb{R}\) agrees with the natural projection and (b) \(t \circ \Phi\) is also a temporal function for the pull-back metric \(\Phi^* (g)\) and time orientation induced on \(\mathbb{R} \times M\) via \(\Phi\) (which will be denoted simply as \(t\)). Then, \(\Phi_*(\partial_t) = K\) and

\[
\Phi^*(g) = -\Lambda^L dt^2 + \omega^L \otimes dt + dt \otimes \omega^L + g^L_0,
\]

where \(\Lambda^L\), \(\omega^L\) and \(g^L_0\) are, respectively, the smooth real function \(g(K,K) \circ \Phi\), a one form whose kernel includes \(\partial_t\) and a positive semi-definite metric tensor whose radical is spanned by \(\partial_t\), all of them defined on \(\mathbb{R} \times M\).

**Proof.** \(\Phi\) is onto because \(z = \Phi(t(z), \varphi_{-t(z)}(z))\) for all \(z \in L\), and one-to-one because the equality \(dt(K) \equiv 1\) forbids the unique integral curve of \(K\) through \(z\) to close. That equality also implies \(\Phi(\{t_0\} \times M) = t^{-1}(t_0)\) plus the transversality of \(K\) and the slices \(t^{-1}(t_0)\), so that \(\Phi\) becomes a (local) diffeomorphism, and all the other assertions follow easily. \(\square\)

As already done for the natural projection \(\mathbb{R} \times M \to \mathbb{R}\), the diffeomorphism \(\Phi\) will be omitted with no further mention in the remainder.

**Remark 2.2.** (1) As any timelike vector field \(T\) satisfies that \(dt(T)\) cannot vanish, the normalized vector \(K = T/\sqrt{\det(g)}\) satisfies \(dt(K) \equiv 1\); in particular, one can choose \(K = \nabla t/g(\nabla t, \nabla t)\). However, Proposition 2.1 shows that the completeness of \(K\) is much more difficult to obtain, even taking into account that, in general, \(K\) is not assumed to be timelike.

Indeed, no complete \(K\) can exist in a stably causal spacetime \((L,g)\) such that \(L\) is not a smooth product manifold \(\mathbb{R} \times M\) as, for example, the spacetime obtained by removing two points from Lorentz-Minkowski spacetime \(\mathbb{L}^2\). However, the completeness of \(K\) may not be achieved even when \(L\) is a product. Indeed, this is the case of \(\mathbb{L}^2 \setminus \{0\}\): this spacetime is diffeomorphic to \(\mathbb{R} \times S^1\) and its natural coordinate \(t = x^0\) is a temporal function; nevertheless, it contains the non-homeomorphic slices \(t = 0\) and \(t = 1\).

(2) The choice \(K = \partial_t + 2\partial_x\) in the globally hyperbolic strip

\[
L = \{(t,x) \in \mathbb{L}^2 : x = 2t + \lambda, \forall \lambda \in (-1, 1), \forall t \in \mathbb{R}\}
\]

shows that a complete choice of \(K\) may be possible even when no complete timelike choice exists. However, in a globally hyperbolic spacetime one can always choose a temporal function \(t\) whose levels are Cauchy hypersurfaces [5]. In this case, the choice \(K = \nabla t/g(\nabla t, \nabla t)\) suggested above is necessarily complete (notice that temporal functions are assumed to be onto, and the integral curves of \(K\) must cross all the slices of \(t\), due to its Cauchy character). As a last observation, notice
that the onto character of a temporal function can be deduced when a complete \( K \) satisfying \( \text{dt}(K) \equiv 1 \) exists.

(3) A straightforward computation shows that a metric on \( \mathbb{R} \times M \) written as in (1) is Lorentzian if and only if for each tangent vector \( u \) to \( \mathbb{R} \times M \) such that \( g_0(u,u) \neq 0 \),

\[
\Lambda + \frac{\omega^L(u)^2}{g_0(u,u)} > 0, \tag{2}
\]

(see for example [10], around formula (28)).

In what follows, we will be interested in the case that \( K \) in Proposition 2.1 is a Killing vector field. In this case, all the metric elements in the proof of Proposition 2.1 (plus the bound (2)) are independent of the flow of \( K \) and, thus, of the coordinate \( t \), yielding directly:

**Corollary 2.3.** For any spacetime \((L,g)\) endowed with a temporal function \( t \) and a complete Killing vector field \( K \) such that \( \text{dt}(K) \equiv 1 \), the splitting \( L = \mathbb{R} \times M \) in Proposition 2.1 can be sharpened metrically into

\[
g = -(\Lambda \circ \pi) \text{dt}^2 + \pi^* \omega \otimes \text{dt} + \text{dt} \otimes \pi^* \omega + \pi^* g_0, \tag{3}
\]

where \( \Lambda, \omega \) and \( g_0 \) are, respectively, a smooth real function (the “lapse”), a one form (the “shift”) and a Riemannian metric on \( M \), \( \pi: \mathbb{R} \times M \to M \) is the natural projection, and \( \pi^* \) the pullback operator. Moreover, the relation

\[
\Lambda + |\omega_0|^2 > 0 \tag{4}
\]

holds, being \( |\omega_0| \) the pointwise \( g_0 \)-norm of \( \omega \).

Following [10], let us introduce the notion of SSTK spacetime.

**Definition 2.4.** A spacetime \((L,g)\) is standard with a space-transverse Killing vector field (SSTK) if it admits a (necessarily non-vanishing) complete Killing vector field \( K \) and a spacelike hypersurface \( S \) (differentiably) transverse to \( K \) which is crossed exactly once by every integral curve of \( K \).

**Corollary 2.5.** A spacetime \((L,g)\) is SSTK if and only if it admits a temporal function \( t \) and a complete Killing vector field \( K \) such that \( \text{dt}(K) \equiv 1 \). In this case, the global splitting provided by Corollary 2.3 will be called an SSTK splitting.

**Proof.** By [10, Proposition 3.3] \((L,g)\) is an SSTK spacetime if and only if it admits an SSTK splitting and, therefore, it admits \( t \) and \( K = \partial_t \) as in the statement. The converse follows from Corollary 2.3. \( \Box \)

Recall that a vector field \( X \) (and, then, the full spacetime) is called stationary (resp., static; stationary-complete; static-complete) when it is Killing and timelike (resp., additionally: the orthogonal distribution \( X^\perp \) is involutive; \( X \) is complete; both conditions occur)\(^1\). When \( \Lambda > 0 \) in (3) the spacetime is called standard stationary and if, additionally, \( \omega = 0 \), standard static. Any stationary or static spacetime can be written locally as a standard one. A stationary-complete spacetime is (globally) standard stationary if and only if it satisfies the mild causality condition of

\(^1\)Sometimes, our stationary spacetimes are called strictly stationary in the literature about Mathematical Relativity, and the name stationary is used for a Killing vector field \( K \) that is timelike at some point (see for example [21, Definition 12.2]). Indeed, the name SSTK spacetime is introduced just to avoid confusions with the previous ones: no restriction on the causal character of \( K \) is assumed (whenever its flow is temporal) but the global structure must split.
We show the lightlike vectors $u_p = \partial_t|_p + v_p$ of $(T_pL, g_p)$ with $v_p$ tangent to $M = t^{-1}(0)$. There are three different possibilities according to the causal character of $\partial_t$. All the other lightlike vectors are proportional to one of these. The subset of vectors $v_p$ forms an ellipsoid in $T_pM$.

being distinguishing [19] (or, as pointed out in [15, Prop. 2.13], and taking into account [15, Prop. 1.2], future distinguishing). In this case, the spacetime is not only stably causal but also causally continuous; however, the conditions to ensure that a static-complete spacetime is standard static are more involved, see [27, 14].

2.2. Conformal geometry and the appearance of Finslerian structures.

Now, let us consider the conformal structure for an SSTK splitting (3). This is equivalent to compute the (future-directed) lightlike directions and, because of $t$-independence, we can consider just the points on the slice $M = t^{-1}(0)$. Thus, the relevant vectors at each $p \in M$ can be written with natural identifications as $u_p = \partial_t|_p + v_p$ where $v_p \in T_pM$ and one must assume:

$$0 = g(u_p, u_p) = -\Lambda(p) + 2\omega(v_p) + g_0(v_p, v_p) = 0$$ (5)

**Lemma 2.6.** The set $\Sigma_p$ which contains all $v_p \in T_pM$ satisfying (5) is a $g_0$-sphere of center $W_p$, where $g_0(W_p, \cdot) = -\omega_p$, and (positive) radius $r_p := \sqrt{\Lambda(p) + |\omega_p|^2_0} = \sqrt{\Lambda(p) + |W_p|^2_0}$ (recall (4)).

**Proof.** Putting $w_p = v_p - W_p$ one has:

$$g_0(w_p, w_p) = g_0(W_p, W_p) - 2g_0(W_p, v_p) + g_0(v_p, v_p) = |\omega_p|^2_0 + 2\omega(v_p) + g_0(v_p, v_p),$$

so, (5) holds if and only if $g_0(w_p, w_p) = \Lambda(p) + |\omega_p|^2_0$. □

**Remark 2.7.** As we will be interested only in the conformal structure of the spacetime, we can choose the conformal metric $\tilde{g} = \Omega g$ were $\Omega = 1/\left(\Lambda + |\omega|^2_0\right)$, and
its corresponding lapse \( \tilde{\Lambda} \), shift \( \tilde{\omega} \) and Riemannian metric \( g_0 \) will satisfy

\[
\tilde{r}_p := \sqrt{\Lambda(p) + |\tilde{\omega}_p|^2_{g_0}} = 1.
\]

(6)

From the definition of \( W_p \), its independence of conformal changes becomes apparent. Consistently, we can attach the conformally invariant Riemannian metric

\[
g_R = g_0 / (\Lambda + |\omega|^2_0)
\]

(7)

to the SSTK splitting. Indeed, then \( \tilde{\Lambda} = \Omega \Lambda \) and \( |\tilde{\omega}|^2_{g_0} = \Omega |\omega|^2_0 \), thus, \( \Sigma_p \) will always be given by a \( g_R \)-sphere of radius 1.

Let us call the pair \((g_R, W)\) composed by a Riemannian metric \( g_R \) and a vector field \( W \in \mathfrak{X}(M) \) on \( M \), Zermelo data. We can summarize and systematize the previous results as follows:

**Proposition 2.8.** (1) For each SSTK splitting (3) there exist a smooth hypersurface \( \Sigma \subset TM \) and Zermelo data \((g_R, W)\), both univocally determined and invariant under pointwise conformal transformations \( g \mapsto \Omega g, \Omega > 0 \), such that:

(i) \( \Sigma \) is transverse to each tangent space \( T_p M, p \in M \), and all the lightlike directions on \( M \) are spanned by the vectors \( \partial_t + v \) such that \( v \in \Sigma \).

(ii) At each point \( p \in M \), \( \Sigma_p := \Sigma \cap T_p M \) is the \( g_R \)-sphere of center \( W_p \) and radius 1.

(2) Conversely, for each Zermelo data \((g_R, W)\) on \( M \) there exists an SSTK-splitting (unique up to pointwise conformal transformations) whose associated Zermelo data by the previous point (1) are \((g_R, W)\).

(3) Moreover, a smooth hypersurface \( \Sigma \subset TM \) can be written as the set of all \( g_R \)-spheres with center \( W_p \) at each point \( p \in M \) for some Zermelo data \((g_R, W)\) if and only if \( \Sigma \) is transverse to all \( T_p M, p \in M \) and each \( \Sigma_p := \Sigma \cap T_p M \) is an ellipsoid in the coordinates induced by any basis of \( T_p M \).

**Proof.** First of all, the transversality of a hypersurface \( \Sigma \) constructed from Zermelo data \((g_R, W)\) as in (3) can be proved as follows. Let \( F_R \) be the \( g_R \)-norm, namely, \( F_R(v) = \sqrt{g_R(v, v)} \) for \( v \in TM \). Its indicatrix \( \Sigma_R = F_R^{-1}(1) \) (i.e., the set of all its unit vectors) must be transverse to all the tangent spaces. Otherwise, as 1 is a regular value of \( F_R \), there would be some \( v \in TM \cap \Sigma_R \) such that \( (dF_R)_v(w_v) = 0 \) for some \( w_v \in T_v(T_p M) \subset T(TM) \), where \( v \in T_p M \) and \( w_v \) is not tangent to the \( g_R \)-sphere on \( T_p M \). Thus, all the vectors tangent to \( T_p M \), when looked as elements of (the vertical space in) \( T_v(TM) \) lie in the kernel of \( d(F_R)_v \). In particular, this happens to \( v_v := d(v + \lambda v)/d\lambda |_{\lambda=0} \), so,

\[
0 = (dF_R)_v(v_v) = \left. \frac{dF_R(v + \lambda v)}{d\lambda} \right|_{\lambda=0} = \left. \frac{d(1 + \lambda)}{d\lambda} \right|_{\lambda=0} F_R(v) = 1,
\]

a contradiction. Then, notice that the pointwise translation \( TM \to TM, u_p \mapsto u_p + W_p \) provided by the vector field \( W \) does preserve the smooth fiber bundle structure of \( TM \) (namely, its structure as an affine bundle, even though not as a linear bundle). Therefore, \( \Sigma = \Sigma_R + W \) must remain transverse, as required.

Now, part (1) follows just by applying pointwise the previous lemma and remark, and (2) by constructing the SSTK splitting with \( g_0 = g_R, \omega = -g(W, \cdot) \) and \( \Lambda = 1 - g_R(W, W) \). For (3) the necessary condition is now straightforward, and the sufficient
one follows by taking $W$ as the centroid of each ellipsoid and the hypersurface $\Sigma - W$ as the unit sphere bundle for G$_{HR}$.

**Definition 2.9.** A wind Riemannian structure (WRS) on a manifold is any hypersurface $\Sigma$ embedded in $TM$ which satisfies the equivalent conditions in Proposition 2.8 (3), namely, for some (univocally determined) Zermelo data $(g_R, W)$, one has $\Sigma = S_R + W$, where $S_R$ is the indicatrix (unit sphere bundle) of $g_R$.

Such a definition admits natural extensions: $\Sigma \subset M$ is a wind Finslerian structure when $\Sigma = S + W$, where $S$ is the indicatrix for a Finsler metric $F$ (now, $(F, W)$ is determined univocally if one imposes additionally that $W$ provides the centroid of $S$ at each point); then $\Sigma_p$ is a wind Minkowski structure at each $p \in M$. The properties of wind Finslerian structures and norms as well as the relation with classical Zermelo navigation problem are studied extensively in [10] (see also [17]).

Let us recall the following particular cases for an SSTK splitting.

2.2.1. **Static case.** $\omega \equiv 0$. Now, $W \equiv 0$, $g_R = g_0/\Lambda$ (necessarily $\Lambda > 0$) and the spacetime is conformal to the product $(\mathbb{R} \times M, -dt^2 + g_R)$. It is well-known that the global hyperbolicity of the spacetime is equivalent to the completeness of $g_R$ as well as to the fact that $M$ is a Cauchy hypersurface, [4, Th. 3.67, 3.69]. Moreover, the spacetime is always causally continuous, and it will be causally simple if and only if $g_R$ is convex (see the next case).

2.2.2. **Stationary case.** $\Lambda > 0$ ($K$ timelike). Now, $\Sigma_p$ is a $g_0$-sphere of center $W_p$ and radius $r_p > ||W_p||_0$ (recall Lemma 2.6), that is, the $g_R$-norm of $W_p$ is smaller than one. Therefore, the zero tangent vector is always included in the interior of each sphere $\Sigma_p$, and the hypersurface $\Sigma$ can be regarded as the indicatrix of a Randers metric $F$ of Randers type, concretely,

$$F(v) = \frac{\omega(v)}{\Lambda} + \sqrt{\frac{g_0(v, v)}{\Lambda} + \left(\frac{\omega(v)}{\Lambda}\right)^2}.$$  (8)

Then, the (future-directed) SSTK lightlike directions on $M$ are neatly described by the vectors $\partial_t + v$ such that $F(v) = 1$.

Recall that, in general, a Finsler metric is not reversible, that is, $F$ behaves as a pointwise norm which is only positive homogeneous $(F(\lambda v) = |\lambda|F(v)$ is ensured only for $\lambda \geq 0$). As a consequence, $F$ induces a (possibly non-symmetric) generalized distance $d_F$ and one must distinguish between forward open balls $B_F^+(p, r) = \{q \in M : d_F(p, q) < r\}$ and backward ones $B_F^-(p, r) = \{q \in M : d_F(q, p) < r\}$. Moreover, even though geodesics make the usual natural sense, the reverse parametrization of a geodesic may not be a geodesic.

Standard stationary spacetimes were systematically studied in [9] by using (8) (choosing a conformal representative so that $\Lambda \equiv 1$), including its causal hierarchy. Indeed, the existence of the temporal function $t$ implies that standard stationary spacetimes are stably causal. The other higher steps in the standard ladder of causality are neatly characterized by the Randers metric $F$ as follows (see [9]):

1. $M = t^{-1}(0)$ is a Cauchy hypersurface if and only if $F$ is complete.

---

2The smoothness of the Zermelo data $(g_R, W)$ follows from the transversality of $\Sigma$, [10, Proposition 2.15]; see also Section 2.2 of this reference (especially around Example 2.16) for further discussions on transversality.
(2) $\mathbb{R} \times M$ is globally hyperbolic if and only if the intersections of the closed balls $\overline{B}_p^+(p, r) \cap \overline{B}_p^+(p', r')$ are compact for all $p, p' \in M, r, r' > 0$.

(3) $\mathbb{R} \times M$ is causally simple if and only if $F$ is convex, in the sense that for each $(p, q) \in M \times M$ there exists a (non-necessarily unique) minimizing $F$-geodesic from $p$ to $q$.

(4) $\mathbb{R} \times M$ is always causally continuous, [19].

It is also worth pointing out that the causal boundary of such a stationary spacetime can be described in terms of the natural (Cauchy, Gromov) boundaries of the Finslerian manifold $(M, F)$ (see [12] for a thorough study). On the other hand, a description of the conformal maps of the stationary spacetime in Finslerian terms can be found in [16] and some links between the flag curvature of the Randers metric and the conformal invariants of the spacetime are developed in [11].

2.2.3. Nonnegative lapse. $\Lambda \geq 0$ ($K$ causal). When $\Lambda(p) = 0$ then the $g_R$-norm of $W_p$ is equal to 1 and $\Sigma_p$ contains the zero vector. Then, $F$ becomes a Kropina metric; this is a singular type of Finslerian metric $F(v) = -g(v, v)/(2\omega(v))$ which applies only to $v \in T_pM$ such that $\omega(v) < 0$. Indeed, one can rewrite (8) as:

$$F(v) = -\frac{g_0(v, v)}{-\omega(v) + \sqrt{\lambda g_0(v, v) + \omega(v)^2}},$$

(9)

which makes sense even when $\Lambda$ vanishes and will be called a Randers-Kropina metric. Now, the SSTK lightlike directions of $M$ are again described by the vectors of the form $\partial_t+v$ with $F(v) = 1$ with the caution that, whenever $\Lambda = 0$, the direction $\partial_t$ must be included (as $0 \in \Sigma_p$) and $F$ is applied only on vectors $v$ with $\omega(v) < 0$.

The Randers-Kropina metric defines an $F$-separation $d_F$ formally analogous to the generalized distance of the stationary case. Its properties are carefully studied in [10, Section 4]. Some important differences between the $F$-separation $d_F$ and the generalized distance in the standard stationary case are: (i) $d_F(p, q)$ is infinite if there is no admissible curve $\alpha$ from $p$ to $q$ (where admissible means here satisfying $\omega(\alpha'(s)) < 0$ whenever $\Lambda(\alpha(s)) = 0$, and (ii) the continuity of $d_F$ is ensured only outside the diagonal; indeed, $d_F$ is discontinuous on $(p, p)$ whenever $d_F(p, p) > 0$ (and in this case $\Lambda(p) = 0$ necessarily), [10, Th. 4.5, Prop. 4.6]. However, Randers-Kropina metrics admit geodesics analogous to the Finslerian ones.

The ladder of causal properties of the spacetime can be characterized in terms of the properties of $F$-separation, and it becomes formally analogous to the conclusions (a) — (d) of the stationary case, [10, Th. 4.9].

2.2.4. General SSTK case. ($K$ may be spacelike). Now, when $\Lambda(p) < 0$ one has $g_R(W_p, W'_p) > 1$, that is, the zero vector is not included in the solid ellipsoid enclosed by $\Sigma_p$. The half lines starting at 0 and tangent to the $g_R$-sphere $\Sigma_p$, provide a cone. Such a cone is tangent to $\Sigma_p$ in an $(n-1)$-sphere $S_{p}^{n-1}$, and $\Sigma_p \setminus S_{p}^{n-1}$ has two connected pieces. One of them is convex (when looked inside the cone from infinity), and can be described as the open set containing the vectors $v$ inside the cone such that $F(v)$ (computed by using the expression (9)) is equal to 1, see Figure 2. The other connected part is computed analogously by putting $F_l(v) = 1$ where, now,

$$F_l(v) = -\frac{g_0(v, v)}{\omega(v) + \sqrt{\lambda g_0(v, v) + \omega(v)^2}} (=-F(-v)).$$

(10)
Figure 2. The diagram shows the \( g_R \)-sphere \( \Sigma_p \) determined by the projections of lightlike vectors with the time coordinate equal to 1. When \( \Lambda(p) < 0 \), the half lines starting at 0 and intersecting \( \Sigma_p \) form a conic region. The intersection of the boundary of this conic region with \( \Sigma_p \) is an \((n-1)\) -dimensional \( g_R \)-sphere \( S^{n-1}_p \) (in the figure, only two points) which divides \( \Sigma_p \) in two connected components.

The part \( F(v) \equiv 1 \) in the regions \( \Lambda < 0 \) and \( \Lambda \geq 0 \) matches naturally. So, \( F \) behaves as a conic Finsler metric on all \( M \); indeed the conic region where \( F \) is defined is properly the interior of a cone when \( \Lambda(p) < 0 \), an open half plane when \( \Lambda(p) = 0 \) and all \( T_p M \) otherwise (see [18] for a systematic study of conic Finsler metrics). However, the concaveness of \( F_l(v) \equiv 1 \) makes \( F_l \) to behave as a Lorentz-Finsler metric, in the sense that it yields a reverse triangle inequality similar to the Lorentzian one, that is, \( F_l(v + w) \geq F_l(v) + F_l(w) \) for all \( v, w \in T_p M \) in the conic domain of definition.

So, the SSTK lightlike directions on the hypersurface \( M \) are described by the vectors of the form \( \partial_t + v \) taking into account that, when \( \Lambda(p) < 0 \), one has to choose vectors with either \( F(v) = 1 \) or \( F_l(v) = 1 \), including those in \( S^{n-1}_p \) (which corresponds with the limit case \( F(v) = F_l(v) = 1 \)). Again, the causal properties of the SSTK spacetime can be described by using the Finslerian elements \( F, F_l \) or, directly, by means of the hypersurface \( \Sigma \). However, this general case is much subtler than the previous ones, and it will be sketched in Section 3.

2.3. An application: Finslerian consequences of Harris’ stationary quotients. Even though we will focus on properties of general SSTK spacetimes linked to wind Riemannian structures, we emphasize now the links between the conformal geometry of standard stationary spacetimes and the geometry of Randers spaces, with applications also to arbitrary Finsler manifolds. Apart from the applications explained in the point (2) of subsection 2.2, several links introduced in [9] include the behavior of completeness under projective changes (see below) and properties on the differentiability of the distance function to a closed subset (see also [28]) as well as on the Hausdorff measure of the set of cut points. Now, we can add a
new application by translating a recent result by Harris on group actions [15] on static/stationary spacetimes to the Finslerian setting, namely:

There exists a Randers manifold \((M, R)\) such that not all its closed symmetrized balls are compact but its universal covering \((\tilde{M}, \tilde{R})\) satisfies that all its closed symmetrized balls are compact.

In order to understand the subtleties of this result, recall the following.

**Remark 2.10.** (1) Of course, such a property cannot hold in the Riemannian case \((M, g_R)\), because the closed \(g_R\)-balls are compact if and only if \(g_R\) is complete, and this property holds if and only if the universal covering \((\tilde{M}, \tilde{g}_R)\) is complete.

(2) The key in the Randers case is that the compactness of the closed symmetrized \(R\)-balls (which is equivalent to the compactness of the intersections between closed forward and backward \(R\)-balls) does not imply \(R\)-geodesic completeness (nor the completeness of \(R\) in any of the equivalent senses of the Finslerian Hopf-Rinow result). Indeed, as shown in [9] for Randers metrics (and then extended to the general Finslerian case in [22]), the compactness of the closed symmetrized \(R\)-balls is equivalent to the existence of a complete Randers metric \(R_f\) which is related to \(R\) by means of a trivial projective transformation (i.e., \(R^f = R + df\) for some function \(f\) on \(M\) such that \(R + df > 0\) on \(TM \setminus 0\)). As will be apparent below, the existence of such a function \(f\) in the universal covering \(\tilde{M}\) does not imply the existence of an analogous function \(\tilde{f}\) in the manifold \(M\), as \(\tilde{f}\) is not necessarily projectable.

Next, let us derive the Randers result from Harris’ ones.

**Example 2.11.** Let start with [15, Example 3.4(b)], which exhibits a globally hyperbolic standard static spacetime \(L'\) admitting a group of isometries \(G\) such that the quotient \(L = L'/G\) is static-complete (i.e., it admits a complete static vector field) and causally continuous, but not globally hyperbolic. A static-complete causally continuous spacetime is not necessarily a standard static spacetime; nevertheless, as any distinguishing stationary-complete space is standard stationary [19], so is \(L\) too. Then, we can write the standard stationary splitting \(L = \mathbb{R} \times M\) with associated Randers metric \(F\), as explained in subsection 2.2. As \(L\) is not globally hyperbolic, \((M, F)\) cannot satisfy the property of compactness of closed symmetrized balls. However, its universal Lorentzian covering \(\tilde{L} = \mathbb{R} \times \tilde{M}\) inherits a Randers metric \(\tilde{F}\) which must satisfy such a property of compactness (indeed, \(\tilde{L}\) must also be the universal covering of \(L'\) and, so, globally hyperbolic). We emphasize that, being \(\tilde{L}\) static-complete and simply connected, it can be written as a standard static spacetime, [25, Theorem 2.1(1)]; however, the splitting \(L = \mathbb{R} \times M\) we are using is only standard stationary but not standard static (otherwise, \(\tilde{F}\) would be Riemannian).

3. A new characterization of WRS completeness

**3.1. WRS geodesics and completeness vs SSTK Cauchy hypersurfaces.** In what follows, let \(\Sigma\) be a WRS on \(M\) with associated Zermelo data \((g_R, W)\) and SSTK splitting \((\mathbb{R} \times M, g)\), being \(K = \partial_t\) Killing, \(\omega = -g(K, \cdot)\) and the conformal normalization \(\Lambda + |\omega|^2_0 \equiv 1\) chosen, so that \(g_0 = g_{R_0}\) according to (6) and (7).
First definitions. The region where \( K \) is, resp., timelike (\( \Lambda > 0 \)), lightlike (\( \Lambda = 0 \)) or spacelike (\( \Lambda < 0 \)) will be called of mild wind (as \( \|W\|_R < 1 \)), critical wind and strong wind; the latter will be denoted \( M \) as it contains the Lorentz-Finsler metric \( F \) (besides the conic Finsler one \( F_\ast \) defined on all \( M \)). Moreover, we define the (possibly signature-changing) metric

\[
h = \Lambda g_0 + \omega \otimes \omega,
\]

which is Riemannian (resp. degenerate, of signature \((+,-,-,-)\)) in the mild (resp. critical, strong) wind region. Remarkably, the conformal metric \( h/\Lambda \) in the region \( \Lambda \neq 0 \) is the induced metric on the orbit space of \( \mathbb{R} \times M \) obtained by taking the quotient by the flow of \( K \) (see [9, Prop. 3.18]); clearly, \( h/\Lambda \) is not conformally invariant (however, \( h/\Lambda^2 \) is). In any case \(-h\) (as well as \( h/\Lambda \) and \(-h/\Lambda^2\)) becomes a Lorentzian metric on \( M \), and it is naturally time-oriented because the future timelike vectors of \( \mathbb{R} \times M \) project onto a single cone of \(-h\).

Let us define the following subsets of \( TM \). First, put

\[
A \cup A_E := \{ v \in TM : v \text{ is the projection of a lightlike vector of the SSTK splitting}\}.
\]

Inside this set, we will consider two non-disjoint subsets \( A \) and \( A_E \). The set \( A \) will contain the interior of all the conic domains where the conic Finsler metric \( F \) in (9) is naturally defined; then, \( A_t := TM_t \cap A \) will also be the natural open domain for the Lorentz-Finsler metric \( F_t \) in (10). The set \( A_E \) will contain all the continuously extended domain of \( F_t \) in \( A_t \), plus the zeroes of the critical region; hence, \( A \cup A_E \) can also be regarded as the extended domain for \( F \) plus the zeroes of the critical region. Explicitly, \( A_p = A \cap T_p M \) and \( (A_E)_p = A_E \cap T_p M \) are, at each \( p \in M \):

\[
v_p \in A_p \iff \begin{cases} v_p \neq 0 & \text{when } \Lambda(p) > 0 \\
-\omega_p(v_p)(= g_R(W_p, v_p)) > 0 & \text{when } \Lambda(p) = 0 \\
-\omega_p(v_p) > 0 \text{ and } h(v_p, v_p) > 0 & \text{when } \Lambda(p) < 0 \\
0_p & \text{when } \Lambda(p) = 0 \\
-\omega_p(v_p) > 0 \text{ and } h(v_p, v_p) \geq 0 & \text{when } \Lambda(p) < 0 \end{cases}
\]

\[
v_p \in (A_E)_p \iff \begin{cases} v_p \neq 0 & \text{when } \Lambda(p) > 0 \\
-\omega_p(v_p) > 0 \text{ and } h(v_p, v_p) > 0 & \text{when } \Lambda(p) < 0 \end{cases}
\]

Remark 3.1. \( F \) and \( F_t \) can be extended continuously from their open domains \( A \), \( A_t \) to \( A \cup (A_E \cap TM) \) and \( A_E \cap TM_t \), respectively. Indeed, the metric \( h \) (see (11)) vanishes in \((A_E \cap TM_t) \setminus A_t \), making equal the expressions (9), (10) for \( F \) and \( F_t \) there. However, the introduced notation will take also into account the following subtlety which occurs for the zeroes of the critical region.

We will work typically with lightlike curves \( \tilde{\alpha}(t) = (t, \alpha(t)) \) in the spacetime parameterized with the \( t \)-coordinate and then, necessarily, either \( F(\alpha'(t)) \equiv 1 \) or \( F_1(\alpha'(t)) \equiv 1 \) whenever \( \alpha' \) does not vanish. However, when \( \tilde{\alpha} \) is parallel to \( K \) at some point \( \tilde{\alpha}(t_0) = (t_0, p) \), \( p \in M \), then \( p \) belongs to the critical region and \( \tilde{\alpha}' \) projects onto the zero vector \( \alpha'(t_0) = 0_p \), which belongs to the indicatrix \( \Sigma_p \).

\( F_p \) and \( (F_1)_p \) cannot be extended continuously to \( 0_p \); however, whenever the \( F \)-length (resp. \( F_1 \)-length) of lightlike curves as \( \tilde{\alpha} \) above is considered, we will put \( F(0_p) = 1 \) (resp. \( F_1(0_p) = 1 \)) as this is the continuous extension of the function \( t \to F(\alpha'(t)) \) (resp. \( t \to F_1(\alpha'(t)) \)).

Summing up, we adopt the following convention: the \emph{extended domain} of \( F \) and \( F_t \) is all \( A \cup A_E \), with \( F(0_p) = F_t(0_p) = 1 \) whenever \( \Lambda(p) = 0 \) (even if \( F \) and \( F_t \) are not continuous there) and with \( F_t(v_p) = \infty \) on the mild and critical regions when \( v_p \neq 0 \).
Remark 3.2. Both pseudo-Finsler metrics $F$ and $F_l$ are Riemannian lower bounded (according to [18, Definition 3.10]), that is, there exists a Riemannian metric $h_R$ in $M$ such that $\sqrt{h_R(v,v)} \leq F(v), F_l(v)$ for every $v \in A_E \cup A$. This is observed in [10, below Definition 2.24] and it is easy to check directly, because it is sufficient to prove that the property holds locally (see [18, Remark 3.11 (1)]).

3.1.2. Wind curves and balls. A (piecewise smooth) curve $\tilde{\alpha}(t) = (t, \alpha(t))$ is causal (necessarily future-directed) in the SSTK splitting if and only if the velocity $\alpha'(t)$ is Zermelo-bounded, in the sense that $\alpha'(t)$ always belongs to the closed $g_R$-ball of $T_{\alpha(t)}M$ with center $W_{\alpha(t)}$ and radius 1. Even though the curve $\tilde{\alpha}$ is always regular, the velocity of $\alpha$ may vanish either in the region of mild wind or in the region of critical wind. Nevertheless, in Riemannian Geometry, it is natural to work with regular curves in order to reparametrize all the curves with the arc-parameter. In our approach, one can avoid the use of non-regular curves $\alpha$ in the region of mild wind but, for critical wind, the appearance of curves with vanishing velocity becomes unavoidable; indeed, as emphasized in the definition of $A \cup A_E$, the zero vector $0_p$ is the projection of a lightlike vector if (and only if) $p$ lies in the critical region. Accordingly, we will say that a (piecewise smooth) curve $\alpha$ is $\Sigma$-admissible if its velocity lies in $A \cup A_E$ and a wind curve if, additionally, it is Zermelo bounded. Even though we will work with piecewise smooth curves as usual, the order of differentiability can be lowered in a natural way. This happens when considering causal continuous curves [4, p. 54]; in this case, the natural assumption would be to consider locally $H^1$-curves (for causal curves and, then, for wind ones), because, under this regularity, being future-directed continuous causal becomes equivalent to the existence of an almost everywhere future-directed causal velocity [6, Th. 5.7]).

The previous definitions yield directly the following characterization of wind curves.

Proposition 3.3. A (piecewise smooth) curve $\alpha : I \subset \mathbb{R} \rightarrow M$, with $I$ an interval, is a wind curve if and only if its graph $\tilde{\alpha}$ in the associated SSTK splitting defined as

$$\tilde{\alpha}(t) = (t, \alpha(t)), \quad \forall t \in I$$

is a causal curve. In this case,

$$\ell_F(\alpha|_{[a,b]}) \leq b - a \leq \ell_{F_l}(\alpha|_{[a,b]}). \quad (12)$$

for each $a, b \in I$, with $a < b$.

Now, for each $p, q \in M$, let

$$C^\Sigma_{p,q} = \{ \text{wind curves starting at } p \text{ and ending at } q \}.$$ 

The forward and backward wind balls of center $p_0 \in M$ and radius $r > 0$ associated with the WRS $\Sigma$ are, resp:

$$B^+_{\Sigma}(p_0, r) = \{ x \in M : \exists \gamma \in C^\Sigma_{p_0,x}, \text{ s.t. } r = b_\gamma - a_\gamma \text{ and } \ell_F(\gamma) < r < \ell_{F_l}(\gamma) \},$$

$$B^-_{\Sigma}(p_0, r) = \{ x \in M : \exists \gamma \in C^\Sigma_{x,p_0}, \text{ s.t. } r = b_\gamma - a_\gamma \text{ and } \ell_F(\gamma) < r < \ell_{F_l}(\gamma) \},$$
where \(a_\gamma\) and \(b_\gamma\) are the endpoints of the interval of definition of each \(\gamma\). These balls are open \([10, \text{Remark 5.2}]\) and their closures are called \((\text{forward, backward})\) closed wind balls, denoted \(\hat{B}_+^\Sigma(p_0, r), \hat{B}_-^\Sigma(p_0, r)\). Between these two types of balls, the forward and backward c-balls are defined, resp., by:

\[
\hat{B}_+^\Sigma(p_0, r) = \{x \in M : \exists \gamma \in C_{p_0, x}^\Sigma, \text{ s.t. } r = b_\gamma - a_\gamma \text{ (so, } \ell_F(\gamma) \leq r \leq \ell_F(\gamma))\}, \\
\hat{B}_-^\Sigma(p_0, r) = \{x \in M : \exists \gamma \in C_{x, p_0}^\Sigma, \text{ s.t. } r = b_\gamma - a_\gamma \text{ (so, } \ell_F(\gamma) \leq r \leq \ell_F(\gamma))\}
\]

for \(r > 0\); for \(r = 0\), by convention \(\hat{B}_+^\Sigma(p_0, 0) = p_0\) (so that, consistently with our conventions, if \(0_{p_0} \in \Sigma_{p_0}\), then \(p_0 \in \hat{B}_+^\Sigma(p_0, r)\) for all \(r \geq 0\). When \(\Sigma\) is the indicatrix of a Randers metric, then \(B_+^\Sigma(p_0, r)\) coincides with the usual (forward or backward) open balls. Such balls have a neat interpretation \([10, \text{Prop. 5.1}]\):

**Proposition 3.4.** For the associated SSTK splitting:

\[
B_+^\Sigma(p_0, r) = \bigcup_{s > 0} \{0 + s\} \times B_+^\Sigma(x_0, s), \\
B_-^\Sigma(p_0, r) = \bigcup_{s > 0} \{0 - s\} \times B_-^\Sigma(x_0, s), \\
J_+^\Sigma(x_0) = \bigcup_{s \geq 0} \{0 + s\} \times \hat{B}_+^\Sigma(x_0, s), \\
J_-^\Sigma(x_0) = \bigcup_{s \geq 0} \{0 - s\} \times \hat{B}_-^\Sigma(x_0, s).
\]

It is worth emphasizing that the c-balls make a proper natural sense even for a Riemannian metric (see \([10, \text{Example 2.28}]\)). Indeed, the property of closedness for all the forward and backward c-balls, called \(w\)-convexity, extends naturally the notion of convexity for Riemannian and Finslerian manifolds, and becomes equivalent to the closedness of all \(J^\pm(t_0, x_0)\) above and, thus, to the causal simplicity of the SSTK spacetime, \([10, \text{Theorems 5.9, 4.9}]\).

### 3.1.3. Geodesics

Starting at the notions of balls on the WRS, geodesics can be defined as follows. A wind curve \(\gamma : I = [a, b] \to M, a < b\), is called a unit extremizing geodesic if

\[
\gamma(b) \in \hat{B}_+^\Sigma(\gamma(a), b - a) \setminus B_+^\Sigma(\gamma(a), b - a).
\]  

(13)

Then, a curve is an extremizing geodesic if it is an affine reparametrization of a unit extremizing geodesic, and it is a geodesic if it is locally an extremizing geodesic.

However, geodesics for a WRS can be looked simply as the projections on \(M\) of the future-directed lightlike pregeodesics of the associated SSTK spacetime \((\mathbb{R} \times M, g)\) parametrized proportionally to the \(t\) coordinate \([10, \text{Th. 5.5}]\). As \(K\) is Killing, any spacetime lightlike geodesic \(\rho\) has the relevant invariant \(C_\rho = g(\rho'(t), K)\). Reparametrizing with the \(t\) coordinate, we have a lightlike pregeodesic \(\tilde{\gamma}(t) = (t, \gamma(t))\) and its projection is a unit \(\Sigma\)-geodesic which belongs to one of the following cases:

1. \(C_\rho < 0\): \(\gamma\) is a geodesic of the conic Finsler metric \(F\) on \(M\), and \(\gamma'(t)\) lies always in \(A\).
2. \(C_\rho > 0\): \(\gamma\) is a geodesic of the Lorentz-Finsler metric \(F_1\) on \(M_1\), and \(\gamma'(t)\) lies always in \(A_1 := TM_1 \cap A\).
3. \(C_\rho = 0\). We have two subcases:
   1. \(3a\) \(\gamma\) is an exceptional geodesic, constantly equal to some point \(p_0\) with \(A(p_0) = 0\) and \(\Delta_{p_0}\) vanishing on the kernel of \(\omega_p\), and
   2. \(3b\) \(\gamma\) is a boundary geodesic, included in the closure of \(M_1\) and it satisfies: (i) whenever \(\gamma\) remains in \(M_1\), it is a lightlike pregeodesic of the
Lorentzian metric \( h \) in (11), reparametrized so that \( F'(\gamma') = F_l(\gamma') \) is a constant \( c = 1 \), and (ii) \( \gamma \) can reach the boundary \( \partial M_l \) (which is included in the critical region \( \Lambda = 0 \)) only at isolated points \( s_j \in I, j = 1, 2, ..., \) where \( \gamma'(s_j) = 0 \) (in this case, \( d\Lambda \) does not vanish on all the Kernel of \( \omega_{\gamma}(s_j) \)).

Even if normal neighborhoods do not make sense in general for WRS’s, all the geodesics departing from a given point \( x_0 \) (or more generally from points close to \( x_0 \)) have length uniformly bounded from below by a positive constant.

**Proposition 3.5.** Let \((M, \Sigma)\) be a wind Riemannian structure and \( x_0 \in M \), then there exists \( \varepsilon > 0 \) and a neighborhood \( U_0 \) of \( x_0 \), such that the unit \( \Sigma \)-geodesics departing from \( x \in U_0 \) are defined on \([0, \varepsilon)\) and they are extremizing.

**Proof.** The same proof of [10, Proposition 6.5] works in this case just by replacing \( x_0 \) with \( x \in U_0 \) where, as in that proposition, \( U_0 \) is the neighborhood obtained in [10, Lemma 6.4].

The WRS is (geodesically) complete when its inextendible geodesics are defined on all \( \mathbb{R} \). The next result proves, in particular, that its extendibility as a geodesic becomes equivalent to continuous extendibility.

**Proposition 3.6.** Let \( \gamma : [a, b) \to M, b < \infty, \) be a \( \Sigma \)-geodesic. If there exists \( \{t_n\} \) \( \not\to b \) such that \( \{\gamma(t_n)\}_n \) converges to some \( p \in M \), then \( \gamma \) is extendible beyond \( b \) as a \( \Sigma \)-geodesic.

**Proof.** Apply Proposition 3.5 to \( p = x_0 \) to obtain the corresponding \( \varepsilon > 0 \). Then, for some \( n_0 \) the length of \( \gamma \) between \( t_{n_0} \) and \( b \) is smaller than \( \varepsilon \), and Proposition 3.5 can be claimed again to extend \( \gamma \) beyond \( b \).

Notice that, from the spacetime viewpoint, the completeness of the WRS geodesics means that the they cross all the slices \( t = \text{constant} \) of the SSTK spacetime. This observation and Proposition 3.4 underlie the following result [10, Th. 5.9(iv)]:

**Theorem 3.7.** The following assertions are equivalent:

(i) A slice \( S_t \) (and, then every slice) is a spacelike Cauchy hypersurface.

(ii) All the \( c \)-balls \( \hat{B}^+_c(x, r) \) and \( \hat{B}^-_c(x, r), r > 0, x \in M, \) are compact.

(iii) All the (open) balls \( B^+_c(x, r) \) and \( B^-_c(x, r), r > 0, x \in M, \) are precompact.

(iv) \( \Sigma \) is geodesically complete.

It is also worth pointing out that the other causal properties of the spacetime (as being globally hyperbolic even if the slices \( S_t \) are not Cauchy) can also be characterized in terms of tidy properties of the corresponding WRS, extending the results (1)—(4) for the stationary case (§2.2.2).

3.2. The extended conic Finsler metric \( \hat{F} \). In [18], the properties of distances associated with pseudo-Finsler metrics were studied in full generality. Indeed, the metrics in that reference were defined in an open conic subset without assuming that they can be extended to the boundary. The case of critical wind considered in §2.2.3 is included in this general case. Indeed, only the conic Finsler metric \( F \) appears there and its extension to the boundary of \( A \) in the set \( TM \setminus 0 \) would be naturally equal to infinity (this is the underlying reason why this boundary did not contain allowed directions and, so, it was not included in \( A_F \)). Bearing this infinite limit in mind, such an \( F \) has been extensively studied in [10, §4].
However, as discussed in Remark 3.1, the metrics $F$ and $F_1$ are continuously extendible to the boundary of $A$ in $TM_1 \setminus 0$. Next, we will study some elements associated with this extension of $F$, which will allow us to extend Theorem 3.7, adding a further characterization to those appearing there.

3.2.1. $F$-separation. Next, we will consider the extension of $F$ explained in detail in Remark 3.1, in order to introduce a related separation, whose role has some similarities with a distance. Even though the extension of $F$ has already been taking into account in order to compute the length of wind curves, we will introduce explicitly the notation $\bar{F}$ in order to distinguish our study from previous ones, where the $F$-separation only takes into account the open domains (for example, in the Randers-Kropina case studied in [10, Section 4] or in [18]).

**Definition 3.8.** The extended conic Finsler metric of a WRS $(M, \Sigma)$ (or its associated SSTK splitting) is the map $\bar{F}: A \cup A_E \to [0, +\infty)$ given by (9) and the associated $\bar{F}$-separation is the map $d_{\bar{F}}: M \times M \to [0, +\infty)$ given by:

$$d_{\bar{F}}(p, q) = \inf_{\gamma \in C^\Sigma_{p,q}} \ell_{\bar{F}}(\gamma)$$

for every $p, q \in M$. In particular, $d_{\bar{F}}(p, q) = +\infty$ if and only if $C^\Sigma_{p,q}$ is empty.

Notice that, in this definition, $\ell_{\bar{F}}(\gamma)$ is equal to the length $\ell_{F}(\gamma)$ in the definition of the wind balls, as we already used there the extension of $F$; however, the $\bar{F}$-separation is different to the $F$-separation $d_F$ in [10, §4] and [18] as, now, curves with velocity in $A_E$ are allowed, that is, $d_{\bar{F}} \leq d_F$. Consequently, let us denote

$$B^+_{\bar{F}}(r) = \{ v \in (A_E)_{p} \subset TP M : \bar{F}(v) < r \}, \quad B^+_{\bar{F}}(p, r) = \{ q \in M : d_{\bar{F}}(p, q) < r \},$$

(14)

where the latter is the (forward) $d_{\bar{F}}$-ball of radius $r > 0$ and center $p \in M$; consistently, $B^+_{\bar{F}}(p, r)$ is its closure and dual backward notions appear replacing $d_{\bar{F}}(p, q)$ with $d_{\bar{F}}(q, p)$ in (14).

For a wind Minkowski structure of strong wind on $\mathbb{R}^n$, $d_{\bar{F}}$ becomes discontinuous because it jumps from a finite and locally bounded value of $d_{\bar{F}}(0, q)$ when $q$ belongs to $A \cup A_E$ to an infinite value when $q$ is outside. However, $d_{\bar{F}}$ may be discontinuous even when it remains finite, resembling the behaviour of the time-separation (Lorentzian distance) on a spacetime.

**Example 3.9.** Let us consider the WRS induced on the torus $T^2 = \mathbb{R}^2/4\mathbb{Z}$ from the wind Minkowskian structure on $\mathbb{R}^2$ whose indicatrix is the sphere of radius 1/2 centered at (2, 1), as depicted in Figure 3. Then $d_{\bar{F}}((0,0), P) = 1$ (P as in the Figure 3), but the points in the red line close to $P$ are at a distance much greater than 1. This concludes that the distance associated with $\bar{F}$ is not necessarily continuous even when it is finite and the WRS is geodesically complete.

Let us discuss some properties related to generalized distances (compare with [12, Section 3.1]). The first one is very simple.

---

3 For simplicity, we assume here that the connecting curves constitute the set of wind curves $C^\Sigma_{p,q}$. As $\bar{F}$ is invariant under (positive) reparametrizations, one could also consider curves with velocities in $A \cup A_E$ even vanishing in the region of mild wind (the relevant restriction for such a curve $\gamma$ would be the existence of a parametrization $\dot{\gamma}$ satisfying that $t \rightarrow (t, \gamma(t))$ is causal), but no more generality would be obtained.
Figure 3. Wind Riemannian structure on a torus $T^2(= \mathbb{R}^2/\sim)$, with $(x, y) \sim (x', y')$ if and only if $(x - x')/4, (y - y')/4 \in \mathbb{Z}$ with non-continuous $d_{\bar{F}}$ on points at finite separation.

Figure 4. Even for a Randers-Kropina metric, the $\bar{F}$-separation may present subtle properties, forbidden for a generalized distance (as $\{p_n\} \to p$ but $d_{\bar{F}}(p_n, p) = \infty$, see Example 3.11), including “black hole” type behaviors (Example 3.24).

Proposition 3.10. If $\{p_n\}$ is a sequence in $M$ such that $d_{\bar{F}}(p, p_n) \to 0$ or $d_{\bar{F}}(p_n, p) \to 0$ for some $p \in M$, then $p_n \to p$.

Proof. By Remark 3.2, there exists a Riemannian metric $h_R$ such that $\sqrt{h_R(v, v)} \leq \bar{F}(v)$ for every $v \in A \cup A_E$. As a consequence the $h_R$-distance from $p_n$ to $p$ is smaller than the $\bar{F}$-separation and it must go to 0, yielding the result. □

However, as an important difference with the case of generalized distances, the converse may not hold. The following example (a small variation of the one introduced in the Figure 4 of [17]) will be useful for this and other purposes.

Example 3.11. Consider the WRS $(g_R, W)$ in Figure 4, where $g_R$ is just the usual Euclidean metric multiplied by a factor $1/5$, $W(x, y) = f(x)\partial_x$ and the function $f$ behaves as depicted in the graph, so that the lines $x = \pm 1, x = \pm 3$ have critical wind. Clearly $\{p_n = (1 + 1/n, 0)\} \to p = (1, 0)$, but $d_{\bar{F}}(p_n, p) = \infty$ for all $n \in \mathbb{N}$ (recall, however, $\{d_{\bar{F}}(p, p_n)\} \to 0$).
With this caution, however, notions related to Cauchy sequences and completeness can be maintained.

**Definition 3.12.** Let $\tilde{F}$ be the extended conic Finsler metric associated with a WRS $(M, \Sigma)$ and $d_{\tilde{F}}$ its associated separation:

1. A subset $\mathcal{A} \subset M$ is forward (resp. backward) bounded if there exists $p \in M$ and $r > 0$ such that $\mathcal{A} \subset B^+_{\tilde{F}}(p, r)$ (resp. $\mathcal{A} \subset B^-_{\tilde{F}}(p, r)$).
2. A sequence $\{x_i\}$ is forward (resp. backward) Cauchy if for any $\varepsilon > 0$ there exists $N > 0$ such that $d_{\tilde{F}}(x_i, x_j) < \varepsilon$ for all $i, j$ with $N < i < j$ (resp. $N < j < i$).
3. The space $(M, d_{\tilde{F}})$ is forward (resp. backward) Cauchy complete if every forward (resp. backward) Cauchy sequence converges to a point $q$. Moreover, $(M, d_{\tilde{F}})$ is Cauchy complete if it is both, forward and backward Cauchy complete.

It is worth noting that, even in the more restrictive framework of generalized distances, the convergence of all the forward Cauchy sequences does not imply the convergence of all the backward ones, so, to be only forward or backward Cauchy complete makes sense (see [12, Section 3] for a comprehensive study).

In spite of Example 3.11, the following property holds for converging Cauchy sequences.

**Proposition 3.13.** If an $\tilde{F}$-forward Cauchy sequence $\{p_n\}_n$ converges to a point $p \in M$, then $\{d_{\tilde{F}}(p_n, p)\} \to 0$.

Moreover, if a forward Cauchy sequence $\{p_n\}_n$ admits a partial subsequence $\{p_{n_k}\}_k \to p \in M$ then all the sequence converges to $p$.

**Proof.** For the first assertion, the Cauchy sequence $\{p_n\}_n$ will admit a subsequence $\{p_{m_n}\}_m$ such that $d_{\tilde{F}}(p_{m_n}, p_{m_{n+1}}) < 2^{-m}$. Then, by Proposition 3.4, there exists a sequence $t_m$ such that $(t_{m+1}, p_{m+1}) \in J^+(t_m, p_m)$ in the associated splitting $(\mathbb{R} \times M, g)$ and $t_{m+1} - t_m < 2^{-m}$ for every $m \in \mathbb{N}$. Now define $\ell = \lim_{m \to \infty} t_m$, which is finite (since $\ell - t_1 = \lim_{k \to \infty} \sum_{m=1}^{k} (t_{m+1} - t_m) < \sum_{m=1}^{\infty} 2^{-m} = 2$), consider a convex neighborhood $V$ of $(\ell, p)$ and let $N$ be big enough such that $p_{m_n} \in V$ for $m \geq N$. As $(t_m, p_{m_n}) \in J^+(t_N, p_{N_n})$ for $m \geq N$ and the causal relation is closed in any convex neighborhood (see [24, Lemma 14.2]), it follows that $(\ell, p) \in J^+(t_N, p_{N_n})$. Moreover, for $m \geq N$, $d_{\tilde{F}}(p_{m_n}, p) \leq \ell - t_m < \sum_{k=\infty}^{m} 2^{-m} \to 0$. Using the triangle inequality and the definitions of $\tilde{F}$-forward Cauchy sequences, we conclude that $\{d_{\tilde{F}}(p_n, p)\} \to 0$.

For the last assertion, recall that, then $\{d_{\tilde{F}}(p_n, p)\}_k \to 0$ and, by using again the triangle identity, $\{d_{\tilde{F}}(p_n, p)\} \to 0$. So, convergence follows from Proposition 3.10. □

### 3.2.2. $\tilde{F}$-exponential and geodesic balls

Next, our aim will be to define an exponential map $\exp_{\tilde{F}}^p$ for $\tilde{F}$ at each point $p \in M$. This will extend the usual exponential for $F$ in $A$ (namely, constructed by using the formal Christoffel symbols and the associated geodesics) and will be well-defined and continuous even in the boundary of $(A_{\tilde{F}})_p$ in the strong wind region (in this region, $\exp_{\tilde{F}}^p$ will yield lightlike pregeodesics of $-h$). In order to ensure that both, $F$-geodesics and lightlike $h$-geodesics match continuously we will work with pregeodesics of the SSTK spacetime and will project them on $M$. However, recall that $F$ cannot be extended continuously to the zero
section in the critical region, so, this section will be excluded first and the possibilities of extension will be studied specifically.

**Definition 3.14.** Let $\Sigma$ be a WRS on $M$. The $F$-exponential is the map
\[
\exp^F : \mathcal{U} \subset A \cup (A_E \setminus \mathbf{0}) \rightarrow M \quad v_p \mapsto \alpha(1)
\]
where, for each $v_p$, $\alpha$ is the geodesic constructed by taking the unique lightlike pregeodesic $\tilde{\alpha}$ in the associated SSTK splitting $(\mathbb{R} \times M, g)$ written as
\[
\tilde{\alpha}(s) = (\tilde{F}(v_p)s, \alpha(s)), \quad s \in [0, 1],
\]
(i.e., $\tilde{\alpha}$ is reparametrized proportionally to the projection $t : \mathbb{R} \times M \rightarrow \mathbb{R}$) and initial velocity
\[
\tilde{\alpha}'(0) = (\tilde{F}(v_p), v_p) \in T_{(0,p)}(\mathbb{R} \times M),
\]
while $\mathcal{U}$ is the open subset of $A \cup (A_E \setminus \mathbf{0})$ containing all the tangent vectors $v_p$ such that their associated pregeodesics $\tilde{\alpha}$ are defined on all $[0, 1]$.

Recall that the exact behaviour of all the $\Sigma$-geodesics as either $F$, $F_1$ or boundary geodesics explained in Section 3.1.3 is determined in [10, Prop. 6.3] (see also Theorems 5.5 and 2.53 in that reference). Indeed, the curves $\alpha$ constructed in the previous definition correspond with the $F$-geodesics and the boundary geodesics for $\Sigma$. Bearing this in mind, the following properties are in order.

**Proposition 3.15.** For each $p \in M$ consider the starshaped domain $\mathcal{U}_p := T_pM \cap \mathcal{U}$ and the restriction $\exp^F_p := \exp^F|_{\mathcal{U}_p}$.

1. If the wind on $p$ is mild (resp. critical; strong), then $\mathcal{U}_p \subset A_p$ being $A_p = T_pM \setminus \{0_p\}$ (resp., $\mathcal{U}_p \subset A_p$, being $A_p$ an open half-space of $T_pM$; $\mathcal{U}_p \subset (A_E)_p$, being $(A_E)_p$ a solid cone without vertex).

2. Assume that the curve $\alpha$ constructed for $v_p \in \mathcal{U}_p$ in Definition 3.14 remains in:
   (a) the region of mild wind (and, so, $\Sigma$ is the indicatrix of a Randers metric around the image of $\alpha$): then, $\alpha$ is an $F$-geodesic (so that $\exp^F_p$ will agree with the natural $F$-exponential).
   (b) an open region of non-strong wind (and, so, $\Sigma$ is the indicatrix of a Randers-Kropina metric whose Christoffel symbols and geodesics can be computed as in the Finslerian case on all $A$) then, $\alpha$ is a Randers-Kropina geodesic (according to [10, Sect. 4]).
   (c) the region $M_1$ of strong wind (and, so, $\Sigma$ yields, the indicatrix of both, a conic Finsler metric $F$ and a Lorentz-Finsler one $F_1$, plus the Lorentz metric $-h$): then $\alpha$ satisfies one of the following two exclusive possibilities:
      (ci) $\alpha'$ lies in the open cones $A_1$ and $\alpha$ is an $F$-geodesic, or
      (cii) $\alpha'$ lies in the boundary $A_E \setminus A_1$ of the cones (thus, being a boundary geodesic) and it becomes a pregeodesic of the Lorentzian metric $-h$ on $M_1$.

3. The $F$-exponential $\exp^F$ is smooth on the open region $\mathcal{U} \cap A$ and continuous on all $\mathcal{U}$.

4. The $F$-exponential $\exp^F$ can be extended continuously to the zero section away from the critical region. Moreover, the restriction of $\exp^F$ to $\Sigma$ (or, in general, to the hypersurface $r\Sigma$ for any $r \geq 0$) can be continuously extended to the zero section in the critical region.
Proof. (1) Straightforward from the definitions of the domains.

(2) See Th. 5.5 and 6.3 in [10] (for part (cii), recall also Lemma 3.21); this matches with the summary in Section 3.1.3 above.

(3) Taking into account Definition 3.14, for each \( v \in \mathcal{U} \) (\( v \in T_pM \)), put \( \tau = \bar{F}(v) \), consider the lightlike \( g \)-pregeodesic \( \tilde{\alpha}(s) = (\tau s, \alpha(s)) \) and reparametrize it as a geodesic \( \tilde{\alpha}(h) = (t(h), x(h)) \) with the same initial velocity \( (\tau, v) \). Then \( (\tau s, \alpha(s)) = (t(h(s)), x(h(s))) \) for some function \( h(s) \) with \( h(0) = 0, h'(0) = 1 \). Therefore,

\[
t'(h(s)) \ h'(s) = \tau,
\]

that is, the function \( h \) satisfies the ODE

\[
h'(s) = \frac{1}{f(h(s), \tau, v)}, \quad h(0) = 0, \quad \text{where } f(\bar{s}, \tau, v) := \frac{1}{\tau} \frac{d}{ds} t(\exp^q_{(0, p)}(s(\tau, v)))
\]

whenever \( \exp^q_{(0, p)} \) is defined in \( s(\tau, v) \). Notice that \( f \) can be regarded as a smooth function on some maximal open subset of \( \mathbb{R} \times \mathbb{R}_+ \times T\mathbb{M} \) and, as \( t \) is a temporal function, \( f \) is strictly positive when applied on \((s, \tau, v)\) whenever \((\tau, v)\), regarded as a vector in \( T_{(0, p)}(\mathbb{R} \times \mathbb{M}) \), is future-directed and causal. Summing up, for any \( v = \alpha'(0) \in \mathcal{U}, \)

\[
\exp_p^F(v) = \alpha(1) = x(\varphi(1, \bar{F}(v), v)) = \pi(\exp^q_{(0, p)}(\varphi(1, \bar{F}(v), v) \cdot (\bar{F}(v), v)),
\]

where \( s \to \varphi(s, \tau, v) \) is the solution of (15) which, obviously, depends smoothly on \((\tau, v)\). So, the expression (16) shows that \( \exp_p^F \) is smooth everywhere except at most in the boundary of \( A_E \), because \( \bar{F} \) is only continuous there.

(4) For the first assertion, recall from (15) that the map \((s, v) \to f(s, F(v), v)\) is positive homogeneous of degree 0 in \( v \), that is, \( f(s, F(\lambda v), \lambda v) = f(s, F(v), v) \) for all \( \lambda > 0 \). Then, \( \varphi(1, \bar{F}(v), v) \) in (16) remains locally bounded outside the Kropina region (as we can take a compact neighborhood \( \mathcal{W} \) of \( p \) which does not intersect the critical region, and consider that \( v \) varies in \( F^{-1}(1) \cap T\mathcal{W}, \) which is compact). So, when \( v \) goes to 0 the variable of the \( g \)-exponential in (16) goes to 0 and \( \exp_p^F(v) \) goes to \( p \), as required.

For the second one, notice that \( \bar{F} \) cannot be continuously extended to \( 0_p \) whenever \( p \) lies in the critical region. However, as \( \bar{F} \) is equal to one on \( \Sigma \setminus 0 \), it can be extended continuously to 1 on \( \Sigma \), and the continuity of the exponential in the SSTK spacetime ensures the result. Obviously, this can be extended to the case \( r\Sigma \), now extending \( \bar{F} \) continuously as \( \bar{F}(0) = r \). \( \square \)

Remark 3.16. (1) It is easy to check that \( \exp_p^F \) may be non-differentiable at the boundary \( A_E \setminus A \), as the initial data for \( \gamma \) in Definition 3.14 depends on \( F(v_p) \) and \( \bar{F} \) may be non-smooth on the boundary. Indeed, the root in the expression (9) becomes 0 there; in the region of strong wind, these zeroes are the lightlike vectors for the Lorentzian metric \(-h\), which implies non-smoothability there.

However, direct computations in a concrete example may be illustrative. Consider as Zermelo data in \( \mathbb{R}^2 \) the usual scalar product and the wind vector \( W = \partial_x + \partial_y \). The function \( \phi(s) = \bar{F}(s\partial_x|_{(0, 0)} + \partial_y|_{(0, 0)}) \) for \( s \geq 0 \) is smooth for \( s > 0 \) but only continuous for \( s = 0 \). Indeed, for each \( s \geq 0 \), there exists a unique point \((x_s, y_s)\) in the convex part the indicatrix \( \Sigma_{(0, 0)} = \{(x, y) \in T_{(0, 0)}\mathbb{R}^2 : (x-1)^2 + (y-1)^2 = 1\} \) such that \( \phi(s) \cdot (x_s, y_s) = (s, 1) \). Then, \( \phi(s) = 1/y_s, x_s = sy_s \), substituting in the
indicatrix $x_s$, necessarily $y_s = (s + 1 \pm \sqrt{2s})/(s^2 + 1)$, the choice of its convex part selects the positive sign for $y_s$ and, then, $\phi(s) = (s^2 + 1)/(s + 1 + \sqrt{2s})$.

(2) About the question of continuity in part (4), notice that, when the integral curve of $K$ through a point $p$ of the critical region is a geodesic, then the continuous extension of $\exp^F|_{\Sigma}$ to $0_p$ yields simply the point $p$. However, this does not occur when such an integral curve is not a geodesic. So, in general, it is impossible to extend continuously the full exponential $\exp^F_p$ to all the zero section.

Summing up, Proposition 3.15 (4) allows one to extend continuously the domain $\mathcal{U}$ of $\exp^F$ in order to include the zero section away from the critical region. What is more, the critical region will not be an obstacle to define geodesic balls of radius $r$, since one can extend the restriction of $\exp^F$ to any $r\Sigma$.

Definition 3.17. Let $\Sigma$ be a WRS on $M$, $p \in M$. For any $r \geq 0$ such that $B^F_p(r)$ (recall the notation (14)) is included in the starshaped domain $\mathcal{U}_p \cup \{0_p\}$, the (forward) geodesic $F$-sphere of center $p$ and radius $r$ is the set

$$\mathcal{S}^+_F(p, r) = \exp^F_p(r\Sigma_p),$$

where $\exp^F_p$ is assumed to be extended to $0_p$, if necessary. Then, for any $r_0 > 0$ such that $\mathcal{S}^+_F(p, r)$ is defined for all $0 \leq r < r_0$, the (forward) geodesic $F$-ball and closed (forward) geodesic $F$-ball of center $p$ and radius $r$ are, resp., the sets

$$B^+_F(p, r) = \cup_{0 \leq r < r_0} \mathcal{S}^+_F(p, r), \quad \bar{B}^+_F(p, r) = \text{closure}(B^+_F(p, r_0)).$$

Remark 3.18. Necessarily, $\mathcal{S}^+_F(p, r)$ is compact and, whenever $\bar{B}^+_F(r_0) \subset \mathcal{U}_p$ then

$$\bar{B}^+_F(p, r_0) = B^+_F(p, r_0) \cup \mathcal{S}^+_F(p, r_0)$$

and it is compact too (indeed, the right-hand side is the projection of the compact subset in the SSTK splitting obtained by exponentiating the null vectors $w$ tangent to $(0,p)$ such that $0 < dt(w) \leq r_0$ with a $t$-reparametrized pregeodesic analogously as in the proof of part (3) in Proposition 3.15). However, $\bar{B}^+_F(p, r)$ is not necessarily open; in fact, this happens even for wind Minkowskian structures, as $A_p \cup (A_E)_p$ is not open away from the mild wind region.

Definition 3.19. A curve $\gamma : [a, b] \to M$, $p = \gamma(a), v_p = \gamma'(a)$ is an $F$-geodesic of a WRS $\Sigma$ if either $v_p \in A_p \cup ((A_E)_p \setminus 0_p)$ and $\gamma(s) = \exp^F_p((s - a)v_p)$ for all $s \in [a, b]$ or $\gamma'(a) = 0_p$, $\Lambda(p) = 0$ and there exists some $c > 0$ such that the curve $[a, b] \ni s \mapsto (c(s-a), \gamma(s)) \in \mathbb{R} \times M$ is a lightlike pregeodesic of the SSTK spacetime with initial condition $c\partial_t|_{(0,p)}$ at the instant $a$.

The previous definition extends naturally to non-compact intervals. Namely, for the case $[a, b)$ no modification is necessary, while for the case $(a, b]$ one assumes that, for all $t \in (a, b)$, the restriction $\gamma|_{[t,b]}$ is a geodesic. Indeed, the $F$-geodesics are the $F$-geodesics, boundary geodesics and exceptional geodesics explained in Section 3.1.3 (i.e., all the $\Sigma$-geodesics except the $F_i$ ones). The lack of symmetry of $\Sigma$ makes meaningful the following distinction, as in the case of classical Finsler metrics.

Definition 3.20. $\bar{F}$ is forward (resp. backward) complete if the domain of all its inextendible $F$-geodesics is upper (resp. lower) unbounded.

Clearly, given a WRS $\Sigma$, $\bar{F}$ is forward complete if and only if the extended conic Finsler metric for the reverse WRS $\Sigma = -\Sigma$ is backward complete.
3.3. Main result on the completeness of $\Sigma$. In order to obtain our main result, let us start strengthening the relations between $\bar{F}$-balls and geodesics.

**Lemma 3.21.** Let $(M, \Sigma)$ be a WRS and $x_0 \in M$. For each neighborhood $W_0$ of $x_0$ there exists another neighborhood $U_0 \subset W_0$ and some $\varepsilon > 0$ such that, for every $x \in U_0$ and $0 < r < \varepsilon$:

(i) Both, the $c$-balls $\bar{B}^+_{\Sigma}(x, r)$ and the closed $\bar{F}$-balls $\bar{B}^+_{\bar{F}}(x, r)$ are compact and included in $W_0$.

(ii) $\bar{B}^+_{\bar{F}}(r) \subset T_xM$ is included in $U_x \cup \{0_x\}$ and, then, the geodesic and metric $\bar{F}$-balls coincide, i.e.: $\bar{B}^+_{\bar{F}}(x, r) = \bar{B}^+_{\bar{F}}(x, r)$ and $\bar{B}^+_{\bar{F}}(x, r) = \bar{B}^+_{\bar{F}}(x, r)$.

**Proof.** Roughly, the result follows from [10, Lemma 6.4] and Prop. 3.5. Indeed, [10, Lemma 6.4] provides directly both, the neighborhood $U_0$ and $\varepsilon > 0$ such that the $c$-balls $\bar{B}^+_{\Sigma}(x, r)$ are compact for every $x \in U_0$ and $0 < r < \varepsilon$. Even more, this also proves that $\cup_{r \in [0, \varepsilon]} \bar{B}^+_{\Sigma}(x, r')$ (which is equal to the projection on $M$ of the compact set $J^+(0, x) \cap t^{-1}(0, r)$), recall Proposition 3.4 and the choice of $U_0$ is compact too. As this set includes $\bar{B}^+_{\bar{F}}(x, r)$, this proves the compactness of its closure, concluding (i).

For (ii) we claim first that if $U_0$ is obtained as above then $[0, \varepsilon] \times U_0$ can be assumed to lie in a globally hyperbolic (and thus, causally simple) neighborhood $U$ of the SSTK splitting satisfying $\pi(U) \subset W_0$. Indeed, $(0, x_0)$ admits an arbitrarily small globally hyperbolic neighborhood $U$ (see [23, Th. 2.14]), and we have just to assume that $\pi(U) \subset W_0$. Then, there exists a small neighborhood $W'_0 \subset \pi(U)$ of $x_0$ and some $\varepsilon' > 0$ such that $[0, \varepsilon'] \times W'_0 \subset U$. So, the claimed property follows just by repeating the step (i) imposing $U_0 \subset W'_0(\subset W_0)$ and choosing $\varepsilon < \varepsilon'$.

Proposition 3.5 implies that $\bar{B}^+_{\bar{F}}(r) \setminus \{0_x\} \subset U_x$ for every $x \in U_0$. Even more, for the required equalities, the inclusion $\subseteq$ follows trivially, as all the points in the geodesic ball are reached by a geodesic of $\bar{F}$-length smaller than the radius (or equal to it in the closed case, see Remark 3.18), which can be regarded as a wind curve (indeed, so is the $\bar{F}$-geodesic whenever $r \leq 1$; otherwise, it can be reparametrized affinely as a wind curve). For the inclusion $\supseteq$ in the first equality, recall that for each $y \in \bar{B}^+_{\bar{F}}(x, r)$ the connecting wind curve $\gamma : [0, r'] \to M$, $r' < r$ yields a causal curve $[0, r'] \ni t \mapsto (t, \gamma(t))$. Then $\gamma' = (r', \gamma(r')) \in J^+(0, x)$ and being $[0, \varepsilon] \times U_0$ included in the causally simple subset $U$, there exists a first point $z \in [0, \varepsilon] \times W_0$ on the integral curve of $\partial_{\gamma|z}$, which belongs to $J^+(0, x)$. Then, the unique lightlike geodesic from $(0, x)$ to $z$ projects into the required $\bar{F}$-geodesic. Moreover, then the inclusion $\supseteq$ in the second equality also follows just applying the compactness (and then closedness) of $\bar{B}^+_{\bar{F}}(p, r_0)$, see Remark 3.18. \hfill \Box

**Proposition 3.22.** Let $(M, \Sigma)$ be a WRS and $\bar{F}$ the associated extended conic Finsler metric. Given $p \in M$ assume that $\text{exp}^F_p$ (resp. exponential at $p$ for the reverse WRS $\bar{\Sigma} = -\Sigma$) is defined in the whole domain $\bar{A}_E(p) \subset T_pM$ (resp. $-(\bar{A}_E(p) \subset T_pM)$ of $F_p$. Then, for any $q \in M$, $q \neq p$, such that $d_{\bar{F}}(p, q)$ (resp. $d_{\bar{F}}(q, p)$) is finite, there exists a minimizing $\bar{F}$-geodesic from $p$ to $q$ (resp. from $q$ to $p$).

**Proof.** Consider a sequence of wind curves $\alpha_n$ from $p$ to $q$ such that $\lim_n \ell_{\bar{F}}(\alpha_n) = d_{\bar{F}}(p, q)$. Let $\bar{\alpha}_n(t) = (t, \alpha_n(t))$ be the graph of $\alpha_n$ in the associated SSTK spacetime $(\mathbb{R} \times M, g)$. As the curves $\bar{\alpha}_n$ are future-directed causal, then there exists a limit
curve \( \tilde{\alpha}(s) = (s, \alpha(s)) \) starting at \((0, p)\) defined in a subinterval \( I \) of \([0, d_{\tilde{F}}(p, q)]\), \(0 \in I\), such that \( \lim_{s \to 0} \alpha_s = \alpha(s) \) for all \( s \in I \) (see \([4, \text{Sect. 3.3}] \) or \([10, \text{Lemma 5.7}]\)). This implies that \( \tilde{\alpha} \) is a lightlike pregeodesic and

\[
d_{\tilde{F}}(p, \alpha(s_0)) = \ell_{\tilde{F}}(\alpha|_{[0,s_0]}),
\]

for all \( s_0 \in I \setminus \{0\} \). Indeed, if either \( \tilde{\alpha} \) is not a lightlike pregeodesic or \( (17) \) does not hold (only the inequality < should be taken into account then), we claim that there exists \( \delta > 0 \) such that \((s_0 - \delta, \alpha(s_0)) \in J^+(0,p)\). This follows from Proposition 3.4 if \((17)\) does not hold. When \( \tilde{\alpha} \) is not a pregeodesic, observe that \((s_0, \alpha(s_0)) \in I^+(0,p)\) (see \([24, \text{Proposition 10.46}]\)) and, as the chronological relation is open, there exists \( \delta > 0 \) such that \((s_0 - \delta, \alpha(s_0)) \in I^+(0,p) \subseteq J^+(0,p)\). So, for the claimed \( \delta \), there exists a future-directed causal curve \( \tilde{\rho} \) from \((0,p)\) to \((s_0 - \delta, \alpha(s_0))\). Concatenating this curve with \([s_0 - \delta, \ell_{\tilde{F}}(\alpha_n) - \delta] \ni s \to (s - \delta, \alpha_n(s)) \in \mathbb{R} \times M\), we obtain future-directed causal curves \( \tilde{\gamma}_n \) from \((0,p)\) to \((\ell_{\tilde{F}}(\alpha_n) - \delta, q)\). Taking \( n \) big enough, one gets that the projection of \( \tilde{\gamma}_n \) is a curve from \( p \) to \( q \) which has length equal to \( \ell_{\tilde{F}}(\alpha_n) - \delta < d_{\tilde{F}}(p,q) \) in contradiction with the definition of \( d_{\tilde{F}}(p,q) \). Therefore, \( \tilde{\alpha} \) is a lightlike pregeodesic and \((17)\) holds, as required.

Now, the discussion in Section 3.1.3 implies that, being \( \tilde{\alpha} \) a lightlike pregeodesic, necessarily \( \alpha \) is either a unit geodesic for \( F \) or \( F_1 \), or a boundary geodesic (exceptional geodesics are excluded as \( p \neq q \)). Moreover, if \( \alpha \) were an \( F_1 \)-geodesic which is not a boundary one, then it would be included in \( M_I \), \( \alpha' \) could not vanish and \( 0 < F(\alpha') < F_1(\alpha') \equiv 1 \) (recall that \( F \leq F_1 \) holds always and, if the equality occurred in our case, then \( h(\alpha', \alpha') = 0 \) at some point, that is, \( \alpha \) would be the boundary geodesic corresponding to the initial velocity at that point). Then,

\[
\ell_{\tilde{F}}(\alpha|_{[0,s_0]}) = \int_0^{s_0} F(\alpha'(s)) ds < d_{\tilde{F}}(p, \alpha(s_0)).
\]

As this is a contradiction with \((17)\), \( \alpha \) becomes either a boundary or \( F \)-geodesic and, thus, an \( \tilde{F} \)-geodesic. So, by the hypothesis on \( \exp_{\tilde{F}}^F \), \( \alpha \) is defined in \([0, d_{\tilde{F}}(p,q)]\), which concludes the proof.

Finally, recalling Definitions 3.12 and 3.20, we can state our main result.

**Theorem 3.23.** Let \((M, \tilde{F})\) be the conic Finsler manifold associated with a WRS \((M, \Sigma)\). Then \((M, \Sigma)\) is geodesically complete if and only if \((M, \tilde{F})\) is geodesically complete. In addition, the following conditions are equivalent:

(a) The space \((M, d_{\tilde{F}})\) is forward (resp. backward) Cauchy complete.

(b) \((M, \tilde{F})\) is forward (resp. backward) geodesically complete.

(c) Every closed and forward (resp. backward) bounded subset of \((M, d_{\tilde{F}})\) is compact.

Moreover, any of the above conditions implies that \( \tilde{F}_1 \) is forward (resp. backward) geodesically complete.

Finally, if \( p_0 \in M \) has the following property: \( d_{\tilde{F}}(p_0, q) \) (resp. \( d_{\tilde{F}}(q, p_0) \)) is finite for every \( q \in M \), then the above conditions are equivalent to

(d) At \( p_0 \in M \), \( \exp_{p_0}^{\tilde{F}} \) (resp. \( \exp_{p_0}^{\tilde{F}} \)) is defined on all \((A \cup A_E)_{p_0} \) (resp. \( -\left(A \cup A_E\right)_{p_0} \)).

**Proof.** Let us start with the equivalences among the displayed items. The introduced framework will allow us to use standard arguments as in \([1, \text{Th. 6.61}]\), for \((a) \Rightarrow (b) \Rightarrow (c) \) and \((d) \Rightarrow (c) \). We will reason always for the forward case.
(a) ⇒ (b). Otherwise take an incomplete geodesic \( \gamma : [0, b) \to M, b < \infty \). As
the sequence \( \{\gamma (b - 1/m)\}_{m>1/b} \) is forward Cauchy, then it will have a limit \( p \),
obtaining so a contradiction (recall Proposition 3.6).

(b) ⇒ (c). Let \( \{p_m\}_m \) be any forward bounded sequence and let \( p \in M, r > 0 \)
such that \( \{p_m\}_m \subset B^+_F(p, r) \). By hypothesis, Proposition 3.22 is applicable and,
thus, \( \{p_m\}_m \) lies in the geodesic ball \( B^+_F(p, r) \). Then, the existence of a converging
partial subsequence of \( \{p_m\}_m \) follows because the closure of this ball is compact
(recall Remark 3.18).

(d) ⇒ (c). As in the previous case, choosing now \( p = p_0 \) (recall that \( B^+_F(p, r) \subset B^+_F(p_0, r + d_F(p_0, p)) \) and \( d_F(p_0, p) \) is finite).

(c) ⇒ (a). Let \( \{p_m\}_m \) be a forward Cauchy sequence. The triangle inequality for
\( d_F \) implies that \( \{p_m\}_m \) is forward bounded. So, its closure is compact and \( \{p_m\}_m \)
adopts a converging subsequence. Therefore, the result follows by Proposition 3.13.

For the statement about the geodesic completeness of \( F_0 \), observe that \( \ell_F(\alpha) \leq \ell_F(\alpha) \).
This easily implies that if \( \gamma : [0, b) \to M, b < \infty \), is an \( F_0 \)-geodesic, then
the sequence \( \{\gamma (t_m)\}_m \) with \( t_m = b - 1/m \) is forward Cauchy for \( d_F \). Thus, \( \gamma \) is
extendible to \( b \) as an \( F_0 \)-geodesic (Proposition 3.6), as required.

Finally, the first statement follows because the \( \Sigma \)-geodesics are the geodesics of
both \( F \) and \( F_0 \) and we have just proved that the completeness of \( F \)-geodesics implies
the completeness of \( F_0 \)-geodesics.

Example 3.24. In the last theorem, the finiteness of \( d(p_0, q) \) (or \( d(q, p_0) \)) for
every \( q \in M \) is necessary to obtain the equivalence between (d) and the other
properties. In fact, if we consider \( M = \mathbb{R}^n \setminus \{(0, 0, \ldots, 0, 1)\}, g_R \) the Euclidean
metric and \( W = (0, \ldots, 0, 1) \), the corresponding Kropina metric satisfies that the
forward exponential map at \( 0 = (0, 0, \ldots, 0) \) is defined in the maximal domain, but
the associated distance is not forward complete. Notice, however, that \( d_F(0, q) = +\infty \)
everwhere \( q = (x_1, \ldots, x_n) \) satisfies \( x_n \leq 0 \).

As a more sophisticated example, recall Example 3.11 (Figure 4). The regions
\( x \geq 4 \) and \( x \leq -4 \) are Euclidean but cannot be connected by any wind curve. So,
the exponential at any point in the region \( x \geq 4 \) will be defined on all its tangent
space, even if one removes a point of the region \( x \leq -4 \) (making incomplete the
WRS).

Recall also that the regions \( -3 < x < -1 \) and \( 1 < x < 3 \) behave as a sort of
“black holes”, namely, once you enter there, it is not possible to go out.

4. SOME APPLICATIONS FOR SSTK SPACETIMES

4.1. Cauchy hypersurfaces in SSTK. As a direct consequence of Theorems 3.7
and 3.23, a characterization of Cauchy hypersurfaces is obtained.

Corollary 4.1. Let \((\mathbb{R} \times M, g)\) be an SSTK splitting. The following assertions are
equivalent:

1. The slices \( t = \) constant are Cauchy hypersurfaces.
2. The associated WRS, \( \Sigma \), is geodesically complete.
3. The extended conic Finsler metric \( \bar{F} \) of \( \Sigma \) is complete (in any of the equiva-

lent senses of Theorem 3.23).

This precise characterization of WRS-completeness/Cauchy slices may be useful
for concrete examples. Indeed, incompleteness would follow just by finding
an incomplete Cauchy sequence or geodesic for $\bar{F}$. Next, some criteria to ensure completeness are obtained.

**Proposition 4.2.** Let $\Sigma$ be a WRS on $M$ with associated conic Finsler metric $F$, and let $H$ be an auxiliary Finsler metric such that

$$H(v) \leq F(v), \quad \forall v \in A. \quad (18)$$

If $H$ is forward (resp. backward) complete then $\Sigma$ is forward (resp. backward) geodesically complete.

**Proof.** The usual generalized distance $d_H$ associated with $H$ satisfies that $d_H \leq d_{\bar{F}}$. Therefore, any (forward or backward) Cauchy sequence for $\bar{F}$ will also be Cauchy for $H$ and, as $H$ is complete, then it will converge to some point of $M$. □

Recall that the inequality $(18)$ means that the indicatrix $\Sigma_H$ encloses the indicatrix $\Sigma$ at each $p \in M$. In order to apply the previous criterion sharply, the indicatrix $\Sigma_H$ should fit as much as possible in $\Sigma$. However, Riemannian metrics are easier to handle in practice and this may be enough in some particular cases. First criteria are the following.

**Proposition 4.3.** Let $\Sigma$ be a WRS with Zermelo data $(g_R, W)$, and let $W^\flat = g_R(W, \cdot)$. Then, $\Sigma$ is complete if one of the following conditions holds:

(i) the conformal metric $h^* = g_R/(1 + |W|_R)^2$ is complete, or

(ii) the metric $g_R$ is complete and $|W|_R$ grows at most linearly with the $d_R$-distance, that is, there exist $\lambda_0, \lambda_1 > 0, x_0 \in M$:

$$|W_x|_R \leq \lambda_0 + \lambda_1 d_R(x_0, x) \quad \forall x \in M.$$

**Proof.** For (i), just notice that, at each $p \in M$, the indicatrix of $h^*$ is a $g_R$-sphere of radius $|W|_R + 1$. So, it contains $\Sigma_p$ and Prop. 4.2 can be applied.

The conditions in (ii) imply (i). Indeed the metric $h^*$ is conformal now to the complete one $g_R$ with a conformal factor $\Omega = 1/(1 + |W|_R)^2$ which decreases at most quadratically with the distance. So, it is well-known that $h^*$ is then complete (namely, if $\gamma : [0, \infty) \to M$ is any diverging curve parametrized with unit $g_R$-velocity, then its $h^*$-length satisfies $\int_0^\infty h^* (\gamma'(s), \gamma'(s))^{1/2} ds \geq \int_0^\infty \frac{ds}{1 + \lambda_0 + \lambda_1 s} = \infty$. □

A more accurate consequence of Proposition 4.2 is the following.

**Proposition 4.4.** A WRS $\Sigma$ with Zermelo data $(g_R, W)$ is complete if so is the Riemannian metric

$$h = g_R - \frac{1}{1 + |W|_R} W^b \otimes W^b,$$

where $W^b$ is computed with $g_R$, namely, $W^b(v) = g_R(v, W)$ for all $v \in TM$.

---

4Notice that either using the conic Finsler metric $F$ or the extended one $\bar{F}$ in the statement of this result are equivalent. Indeed, the inequality $(18)$ holds when $F$ is replaced by $\bar{F}$, since $\bar{F}$ is continuous everywhere except at most in the zeroes of the critical region, where the inequality holds trivially.
Proof. Taking into account that the completeness of $h$ and $h/2$ are equivalent, we have just to check that $h(W + U, W + U) \leq 2$, where $U$ is any $g_R$-unit vector field:

$$h(W + U, W + U) = |W|_R^2 + 1 + 2g_R(W, U) - \frac{(|W|_R^2 + g_R(W, U))^2}{1 + |W|_R^2}$$

$$= \frac{4}{1 + |W|_R^2} \left( (1 + |W|_R^2)^2 + 2(1 + |W|_R^2) g_R(W, U) - (|W|_R^2 + g_R(W, U))^2 \right)$$

where the last parenthesis can be regarded as a quadratic polynomial in $g_R(W, U)$. This takes its maximum when $g_R(W, U) = 1$, yielding so the required inequality. □

**Remark 4.5.** One can also take other choices of Riemannian metric, which are not conformal to $g_R$ but may be better adapted to the shape of $\Sigma$. For example, given $\Sigma$ as in the proposition above, it is not hard to check that $\Sigma$ is enclosed by the indicatrix of the following metric

$$h_\lambda = \frac{1}{\lambda^2} \left( g_R - \frac{1}{\lambda^2 - 1 + |W|_R^2} W^b \otimes W^b \right),$$

where $\lambda : M \to \mathbb{R}$ is any function satisfying $\lambda > 1$ (indeed, the metric $h$ in Proposition 4.4 is just $h = \lambda^2 h_\lambda$ for $\lambda = \sqrt{2}$). Therefore, the completeness of $h_\lambda$ for such a function implies that $\Sigma$ is complete too. Notice that, when $\lambda$ is close to 1, the metric $h_\lambda$ is very close to $g_R$ in the directions orthogonal to $W$ (this may be an advantage) but not in the direction of $W$, as $h_\lambda(W, W)$ becomes very small (this may be a disadvantage); the situation is the other way around for big $\lambda$.

Recall that the easier the application of the previous criteria, the weaker the result. Indeed, in Proposition 4.3, the criterion (ii) implies (i) (as seen explicitly in the proof), the latter implies the completeness of $h$ (as $h^* \leq h$), and the completeness of $h$ also implies the completeness of $g_R$ (as $g_R \geq h$); however, Proposition 4.2 can be applied even when $g_R$ is not complete. The next examples illustrate these possibilities.

**Example 4.6. Sharpness of the rough bounds.** Let $(M, g_R) = \mathbb{R}^2$, $W_{(x, y)} = f(x, y)\partial_x$, for some smooth function $f$ on $\mathbb{R}^2$.

**Bound (ii).** Choose $r \in \mathbb{R}$ and put $f(x, y) = |x|^r$ whenever $|x| \geq 1$. When $r \leq 1$, the growth of $W$ is at most linear and thus, the corresponding WRS is complete. However, if $r > 1$ the WRS is incomplete. Indeed, the inextendible curve $[0, E) \ni s \mapsto (x(s), 0)$ with $x(0) = 1$ and $x'(s) = 1 + x''(s)$ diverges (it escapes from any compact subset), it is $\bar{F}$-unit and has finite length, $L = \int_{-1}^{\infty} dx/(1 + x^r) < \infty$.

**Bound (i).** Choose $f \equiv 0$ except in the squares $(n - 1/n^4, n + 1/n^4) \times (-1, 1)$ where $|f|$ reaches the maximum $n^2$. Now, (i) is fulfilled but not (ii).

**Bound with $h$.** Put $f(x, y) = xe^y$. The metric $h^*$ is not complete (say, the curve $[0, \infty) \ni s \mapsto (1, s)$ has finite length), but $h$ (as well as $h_\lambda$ for any constant $\lambda > 1$) is complete. Indeed,

$$h = \frac{1}{1 + x^2 e^{2y}} dx^2 + dy^2,$$

thus, if $\gamma(s) = (x(s), y(s))$ is a diverging curve and $y$ is unbounded (resp. $|y|$ is bounded by some $C > 0$), then its length is infinite because it is lower bounded by, say, $\int |\gamma'(s)| ds \ (\text{resp.} \int (|x'(s)|/\sqrt{1 + x(s)^2})^2 dx) > e^{-C} \int dx/\sqrt{1 + x^2}$.

**Bound with Finslerian $H$.** Proposition 4.2 should be applied when the bound with a Riemannian metric $h$ in Propositions 4.3 and 4.4 implies a loss of sharpness.
Indeed, modify the example above putting \( M, g_R = \mathbb{R}^+ := \{ x \in \mathbb{R} : x > 0 \} \), \( W_x = f(x)\partial_x \), for some smooth function \( f \) such that \( 1 - x^2 \leq f(x) \leq 2 \) on \( (0, 1) \) and \( f \) is 0 on \([2, \infty) \). The incompleteness of \( g_R \) close to the origin makes it impossible to apply Propositions 4.3 or 4.4. However, one can obtain the forward completeness of the WRS by applying Proposition 4.2 to the non-reversible Finsler metric:

\[
H_x(v) = \begin{cases} 
  v/3 & \forall v \geq 0 \\
 -v/2 & \forall v \leq 0 
\end{cases} \quad x \in \mathbb{R}^+, \ v \in T_x \mathbb{R}^+.
\]

The forward completeness of \( H \) follows because its unique unit geodesic \([0, L) \ni s \mapsto x(s)\) with \( x(0) = 1, x'(0) < 0 \), satisfies \( x'(s) = -x^2(s) \), thus \( L = \int_0^L ds = \int_0^1 dx/x^2 = \infty \).

**Remark 4.7.** In terms of the SSTK splitting (3) and using the usual index notation \( \omega_i = -(g_0)_{ij}W^j \), \( (g_R)_{ij} = (g_0)_{ij}/(\Lambda + \omega_k \omega^k) \), the metrics \( h \) and \( h^* \) read

\[
h_{ij} = \frac{(g_0)_{ij}}{\Lambda + \omega_k \omega^k} - \frac{1}{1 + \omega_k \omega^k} \left( \frac{\omega_i \omega_j}{(\Lambda + \omega_k \omega^k)^2} \right) \equiv (g_0)_{ij} - \frac{\omega_i \omega_j}{1 + \omega_k \omega^k},
\]

\[
h^*_{ij} = \frac{(g_0)_{ij}}{\sqrt{\Lambda + \omega_k \omega^k + \omega_k \omega^k}} = \frac{(g_0)_{ij}}{1 + \sqrt{\omega_k \omega^k}},
\]

where the indices are raised and lowered with \( g_0 \) and the last expression in each equality holds under the choice \( \Lambda + \omega_k \omega^k \equiv 1 \) in the conformal class of \( g \).

### 4.2. Further examples: ergospheres and Killing horizons.

Consider the Lorentzian metric \( g \) on \( \mathbb{R} \times \mathbb{R}^3 \) in spherical coordinates \((t, r, \theta, \varphi)\),

\[
g = -\Lambda(r)dt^2 + dr^2 + r^2d\theta^2 + g_{\theta\varphi}(r)(d\theta d\varphi + d\varphi d\theta) + r^2 \sin^2 \theta d\varphi^2
\]

where, for \( r \in (1/2, 3/2) \), we will choose \( g_{\theta\varphi}(r) = 1 \) and \( \Lambda(r) = (r - 1)^m \) for some \( m = 1, 2, \ldots \). As we will focus on the hypersurface \( r = 1 \), we will assume that the metric matches with Lorentz-Minkowski \( \mathbb{L}^4 \) for \(|r - 1| > 2/3\).

First, notice that this is an SSTK spacetime where \( g_0 \) is the usual metric of \( \mathbb{R}^2 \) and \( \omega = g_{\theta\varphi}(r)d\theta \). Thus, \(|\omega|_0 = |g_{\theta\varphi}(r)|/r \), and

\[
W = -\frac{1}{r^2} \partial_{\theta}, \quad g_R = \frac{1}{1 + r^2(r - 1)^m}, \quad \text{when } r \in (1/2, 3/2).
\]

Due to the fact that \( g_R \) is complete (it agrees with \( g_0 \) outside the compact subset \(|r - 1| \leq 2/3\)) and \(|W|_R \) is bounded, any of the criteria in the previous section implies that the slices of \( t \) are Cauchy hypersurfaces.

The (hyper)surface \( S \) given as \( r = 1 \) can be seen as an ergosphere, because the sign of \( \Lambda \) changes there. This hypersurface is always timelike and so, neither the exterior region \( r > 1 \) nor the interior one \( r < 1 \) are globally hyperbolic. One can also check that the slices of \( t \) are not Cauchy hypersurfaces for these regions by using the \( \bar{F} \)-separation. Indeed, consider the region \( r \in (1 - \epsilon, 1 + \epsilon) \) for small \( \epsilon > 0 \). The vector field \( Z = (\partial_r - \partial_{\theta})/2 \) lies inside \( \Sigma \) because \( \Sigma \) is just obtained by taking the usual \( g_0 \)-unit bundle and displacing it with \(-\partial_r/r^2 \); thus, the \( \bar{F} \)-length of \( Z \) is smaller than one. As the integral curves of \( Z \) must cross \( S \), they yield non-compact \( \bar{F} \)-bounded subsets for both, the inner and the outer regions. Extending our computations (see the next example), it is not difficult to check also the lack of global hyperbolicity by using the \( \bar{F} \) distance.

Even though we have focused on completeness and Cauchy hypersurfaces, other properties of causality can be studied, suggesting that \( \bar{F} \) can also be useful beyond
our scope in this article. A computation shows

\[ \nabla_{\partial_t} \partial_t = \Gamma^r_{tt} \partial_r = -\frac{1}{2} g^{rr} \partial_{g_{tt}} \partial_r = \frac{1}{2} \frac{\partial \Lambda}{\partial r} \partial_r = \frac{m}{2} (r - 1)^{m-1} \partial_r, \quad r \in (1/2, 3/2). \]

(20)

Thus, when \( m > 1 \), the integral curves of \( \partial_t \) are geodesics, but when \( m = 1 \) they are not. This property is related to the light-convexity of \( S \) (see [7] for background) and, then, to the causal simplicity of the regions \( r > 1 \) and \( r < 1 \). Indeed, for \( m = 1 \), the inner region \( r < 1 \) cannot be causally simple, as there are lightlike geodesics starting at this region that touch \( S \) and come back to the inner region (those geodesics of the spacetime with initial velocity parallel to \( \partial_t \) on \( S \)).5 Such a property also implies the lack of \( w \)-convexity of the inner region (and, in a natural sense, the lack of \( F \)-convexity of \( S \)), which characterizes causal convexity in terms of \( \Sigma \).

Finally, consider the following variation of the previous example:

\[ g = -\Lambda(r) dt^2 + dr^2 + g_{tr}(r)(dt dr + dr dt) + r^2 d\theta^2 + r^2 \sin^2 \theta d\varphi^2 \]

where, again, we choose \( \Lambda(r) = (r - 1)^m \) for \( m = 1, 2, \ldots \), \( g_{tr}(r) = 1 \) when \( r \in (1/2, 3/2) \) and \( L^4 \) when \( |r - 1| > 2/3 \). Now, one has:

\[ W = -\partial_r, \quad g_R = \frac{1}{1 + (r - 1)^m} g_0 \quad \text{when} \ r \in (1/2, 3/2). \]

As in the previous case, the slices of \( t \) are Cauchy hypersurfaces for the full spacetime.

Now, the surface \( S \) given as \( r = 1 \) is a null hypersurface, as \( g \) becomes degenerate there; even more, it can be regarded as a Killing horizon. If one considers only the inner \( r < 1 \) or outer \( r > 1 \) regions, again, the slices \( t = \text{constant} \) are not Cauchy. However, these regions are globally hyperbolic (this property goes a bit beyond our previous study, but it shows further applications of \( \bar{F} \)). In fact, for, say, the region \( r > 1 \), a closer look at the incompleteness of \( \bar{F} \) shows that \( \bar{F} \) is forward incomplete but backward complete. In order to check this, the relevant curves can be taken as \( (s_-, s_+) \ni s \mapsto (r(s), \theta_0, \varphi_0) \) with \( \theta_0, \varphi_0 \) constants and \( r(0) > 1 \). From (9), the unit curves (necessarily \( F \)-geodesics)6 satisfy \( 1 = r'(s)/(-1 + \epsilon \sqrt{1 + (r - 1)^m}) \) where \( \epsilon = \text{sign}(r'(s)) \in \{ \pm 1 \} \) when \( r \in (1/2, 3/2) \) and they are the Euclidean unit geodesics if \( |r - 1| > 2/3 \). Clearly the \( \bar{F} \)-geodesics with \( \epsilon = 1 \) (resp. \( \epsilon = -1 \)) are forward (resp. backward) complete. Moreover, the geodesic with \( \epsilon = -1 \) is also clearly forward incomplete. However, the geodesics with \( \epsilon = 1 \) are backward complete. Indeed, assuming \( r(0) = 2 \) (as \( r' \) cannot vanish one can focus only in one

---

5To understand this easily, (20) implies that the integral curves of \( \partial_t \) are accelerated upwards, so, geodesics with initial velocity in \( \partial_t \) should come from and go into inwards. Analytically, if \( \rho(s) = (t(s), r(s), \theta(s), \varphi(s)) \) is such a geodesic, at \( s = 0 \) one has \( r'(0) = \theta'(0) = \varphi'(0) = 0 \), thus, \( r''(0) + \Gamma^r_{tt}(t'(0))^2 = 0 \) and, so, \( r''(0) < 0 \).

6Recall that all the direct computations in this example (either for \( \bar{F} \) or for other more classical procedures to study global hyperbolicity) become especially simple, because the \( M \) part of the SSTK spacetime is essentially 1-dimensional, as the coordinates \( \theta, \varphi \) do not play any relevant role.
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geodesic)

\[ s_\pm = \int_2^1 \frac{dr}{(1 \pm \sqrt{(r-1)m+1})} \]

\[ = -\int_1^2 \frac{(1 \pm \sqrt{(r-1)m+1}) dr}{(r-1)^m} \]

\[ \leq -\int_1^2 \frac{dr}{(r-1)^m} = -\infty, \]

as required. These properties of completeness are sufficient for the compactness of the intersections between the forward and backward $\bar{F}$-balls and, then, for the compactness of the corresponding intersections of the $\Sigma$-balls, the latter property being a characterization of global hyperbolicity, as proven in\(^7\) [10, Th. 5.9].

Being the inner and outer regions globally hyperbolic, they are causally simple too. However, it is interesting to consider again the lightlike geodesics of the spacetime tangent to\(^8\) $S$. First a straightforward computation shows:

\[ \nabla_{\partial_t} \partial_t = \Gamma^r_{tt} \partial_t + \Gamma^r_{tr} \partial_r = \frac{g_{tr}}{2(\Lambda + g^2_{tt})} \frac{\partial \Lambda}{\partial r} \partial_t + \frac{\Lambda}{2(\Lambda + g^2_{tr})} \frac{\partial \Lambda}{\partial r} \partial_r. \]  

(21)

So, one has $\nabla_{\partial_t} \partial_t = \frac{\partial \Lambda}{\partial r} \partial_r$ on $S$. This means that the integral curves of $\partial_t$ (which are the null generators of $S$) become geodesics when $m > 1$ and pregeodesics when $m = 1$. These geodesics plus the ones in the previous example fulfil all the possible types of lightlike geodesics orthogonal to $K = \partial_s$, described in part (3) of §3.1.3 (see Lemma 3.21, Th. 6.3(c) in [10] for details).

Summing up, even though the previous examples are very simple and can be handled directly by means of the explicit computations of lightlike geodesics, causal futures etc., they show the applicability of both, the general methods introduced in [10] and the additional tools and criteria introduced here, which are valid for general SSTK spacetimes with no restrictions on energy conditions, asymptotic behaviors, etc.
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