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Abstract. This is the preprint version of our paper on ICONIP. Outdoor augmented reality geographic information system (ARGIS) is the hot application of augmented reality over recent years. This paper concludes the key solutions of ARGIS, designs the mobile augmented reality pipeline prospect system (ARPPS), and respectively realizes the machine vision based pipeline prospect system (MVBPPS) and the sensor based pipeline prospect system (SBPPS). With the MVBPPS’s realization, this paper studies the neural network based 3D features matching method.
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1 Introduction

Since the human activities are related with the geographic information all the time, it is very natural and extremely important to integrate the augmented reality technology with the GIS. Since its generation, the augmented reality has gone through several development phases: computer indoor augmented reality, helmet-type outdoor augmented reality and mobile based outdoor augmented reality. Its application is gradually converted from the traditional exhibition to the application combined with the industry. This paper studies the mobile based outdoor augmented reality geographic information system (ARGIS) [1-3] and analyzes it by combining the examples for underground pipeline prospect. In the process of the realization of the examples, this paper also studies the neural network based 3D features matching method to optimize the feature matching process.

The traditional GIS application is displayed on the map in the form of 2D symbols after analyzing the result based on the 2D maps. However, due to the lack of strong intuition, it is difficult for the user with weak geographic knowledge to distinguish it; even the field experts also have some difficulties in distinguishing in a complicated environment. For recent years, with the 3DGIS and VRGIS development, the 3D virtual model of real environment was established to replace the 2D map [4], which improves the intuition of marker distinguishing and promotes the visualization development of GIS. However, the 3D virtual model has high requirements on hardware while it still has difference with the real world scene. As a matter of fact, the real world scene is a complicated and perfect “3D space map” for itself. If the real world scene is taken as the “map” for GIS application operation and the inquired and analyzed result is displayed on the real world scene via virtual information to achieve the interaction between the virtual space geographic information and the real world scene, so the GIS application experience can be enhanced.

Carry out scene augmentation [5,6] for human’s visual system by organically integrating the 2D or 3D pictures, text notes and other virtual information generated by the computer into the real world scene which can be seen by the user. The augmented reality has the effect of expressing the sense of reality but
cannot store and control data. However, GIS has the functions of storage, management and analysis of space information, which precisely makes up for this deficiency. The integration of them can provide the user with the location-based service and can combine all kinds of virtual space information stored in the GIS space data with the scene actually observed [7]. Besides, such integration can not only enhance the GIS user’s sense of real environment and the interactive experience but also supplies a new means for the research on GIS visualization.

Sun M[8] (2004) brought forward the concept of ARGIS (Augmented reality geographic information system), a geographic information system, digitally describes, stores and controls the objective geographic world, meanwhile, integrates such descriptions into the real world, offers the space information of a designated object and supplies the outdoor mobile information interaction. Guo Y and others (2008) pointed out that the significance of ARGIS is to apply the mobile computing and augmented reality technologies to the traditional space information service to change the traditional location-based service mechanism; then, human, which is the subject, the real world, which is the object, and the digital world transmitted by internet can combined with each other seamlessly so as to realize the interaction without being limited by any time and space and to alter the human-to-digital world and human-to-real world interactive pattern, which will provide the space-based industry system with a brand-new industrial pattern[9].

Gethin D’s article [10] of 2002 adapted GPS/INS for 3D registration of outdoor geographic information, realizing the visual presentation of outdoor underground facility structure. The subsurface data visualization system of University of Nottingham, which uses the GPS/ INS integrated system in system registration, can carry out the 3D visualization for all kinds of the following subsurface characteristics such as geologic structure, underground pipe system, underground land pollution zone etc. Gerhard Schall has published 15 articles on outdoor augmented reality since 2008, emphasizing the application of hardware sensor. One of these articles written in 2009 [11] designs an underground facility visualization augmented reality system frame and an integrated-form handheld device and integrates GPS, camera, wireless network and other devices but is not the mobile-phone-based application. The 3D registration uses the pure hardware sensor technology (GPS+ inertia measurement equipment). Gerhard Schall started to research the visual and sensor hybrid tracking registration method (12) in 2010 and obtained a series of research achievements [13, 14, 15]. The article [16] designs an industrial solution, using GPS positioning and CAD pipeline data in the real environment; it highly depends on the accuracy of GPS and there is no explanations about the orientation, tracking and other technical details [17-36].

2 Data description

Based on ARGIS framework, this paper achieves the mobile terminal augmented reality application system for urban underground pipeline prospecting (ARPPS). The system takes the underground pipeline data in Qingdao (500 square kilometers of construction area and 10 million population) as the experimental data to have achieved the machine vision based underground pipeline prospect system (MVBPPS) and sensor based underground pipeline prospect system (SBPPS).

Shape-format vector pipeline data is totally 2.7G. According to geometrical characteristics, data are divided into two types: pipeline and pipe point; according to the functional attributes, data are divided into 13 types including covered channel, power line carrier, power supply pipeline, monitoring signal
pipeline, street lamp pipeline, hot water pipeline, drinking water (feed water) pipeline, natural gas pipeline, communication pipeline, sewage pipeline, rainwater pipeline, integrated pipeline, reclaimed water pipeline. Data are described as follows:

PipePoint: {OBJECTID, Pipe Point number, x coordinate x, y coordinate, ground elevation, characteristics, attached objects, burial depth of well bottom, type of well lid, specification of well lid, materials of well lid, offset distance, rotation angle}.

PipeLine: {OBJECTID id of starting point, id of ending point, burial depth of starting point, burial depth of ending point, elevation of starting point, elevation of ending point, x coordinate of starting point, y coordinate of starting point, x coordinate of ending point, y coordinate of ending point, material, way of burying, line type, pipe diameter, pipe length}.

3 Methods

3.1 Spatial data organization and distribution

As for the Shape-format vector pipeline data, the spatial database is imported using ArcGIS; the PostGIS open source database is adopted as the spatial database; the spatial data network services interface satisfying OGC standards is researched and developed independently. The data services interface receives the parameters within the visional field of the camera at client side, and the visional field of camera is expressed with a rectangle, and the range of visional field is the coordinates of the lower left corner and upper right corner of the rectangle [Lon_Min, Lat_Min, Lon_Max, Lat_max]; parameters are transmitted in the form of URL parameters under http protocol (range of visional field obtained by calculation at client side). These parameters are used for pipeline data retrieval, and results are returned to client side in the GeoJSON format.

3.2 3D registration and tracking

**MVBPPS:** The SFM (Structure from Motion) technology is adopted to achieve the 3D registration and tracking. SFM is a kind of registration and tracking method based on natural scene reconstruction and is a kind of on-line reconstruction method. Systems mentioned in this paper utilize the PTAM (Parallel Tracking and Mapping) system, can process thousands of natural feature points in a real-time way under the PC environment, and have good performance in the aspects of precision and robustness. Klein [40] and other persons proposed the on-line reconstruction method to solve the problem of natural scene registration in mobile augmented reality, and they revised the PTAM system to achieve its operation in mobile equipment; experimental results indicate that the revised system can achieve the reconstruction and registration of small scenes, although its precision and robustness reduce slightly.

PTAMM(Parallel Tracking and Multiple Mapping)[49] extends PTAM system to allow it to use multiple independent cameras and multiple maps. This allows maps of multiple workspaces to be made and individual augmented reality applications associated with each. As the user explores the world the system is able to automatically relocate into previously mapped areas.

Recently, many scholars have used neural network to optimize the computing process of features matching. Transiently chaotic neural network (TCNN) [50] is one of the most representative. TCNN exploiting the rich behaviors of nonlinear dynamics have been developed as a new approach to extend the problem solving ability of standard HNN [51]. The TCNN model can be presented as follows:
\[
x_i(t) = \frac{1}{1 + e^{-y_i(t)(1+\varepsilon)}}
\]

\[
y_j(t + 1) = ky_j(t) + \alpha \left( \sum_{m=1; m \neq ij}^{n} w_{ij}x_j(t) + l_i \right) - z_i(t)(x_i(t) - l_i)
\]

\[
z_i(t + 1) = (1 - \beta)z_i(t)
\]

where (i=1,2,..., n) \( x_i \) is output of neuron i, \( y_i \) is internal state of neuron i, \( w_{ij} \) = connection weight from neuron j to neuron i, \( w_{ij} = w_{ji} \), \( l_i \) = input bias of neuron i, \( \alpha \) = positive scaling parameter for inputs, \( k \) = damping factor of nerve membrane \( 0 \leq k \leq 1 \), \( z_i(t) \) = self-feedback connection weight (refractory strength) \( \geq 0 \), \( \beta \) = damping factor of \( z_i(t) \), \( 0 < \beta < 1 \), \( I_0 \) = positive parameter, \( \varepsilon \) = steepness parameter of the output function \( \varepsilon > 0 \).

When matching the image features, the neural network structure is a 2D array. If the reference image is represented by a set of feature points G, which size is M; Then an input scene image that consist of several overlapping objects, can be represented as another set of feature points S, which size is N. The number of neurons in the network will be MN. The output status of the neural \( v_{ij} \) represents the matching state of point No. i, and No. j. If i matched j, \( v_{ij} \) will be set to 1, else \( v_{ij} \) will be set to 0. [52]

The common method for SFM is feature based approach (see [41] for more details). The feature base SFM depends on robust feature detection and matching, geometric image transformation, image stitching and adjustment. For robust feature detection and matching in two corresponding images, SIFT feature [42] detector with FLANN [43] match is normally employed to extract the key points in a given video sequence. It has known [44] that the hymnographies induced by the planen^T X + 1 = 0 under the coordinates \( \Pi_E = (n^T, d)^T \) is:

\[
H_{ij} = K_i \left[ R - \frac{tn^T}{a} \right] K_j^{-1}
\]

And if the camera rotates about its optical center, the group of transformations the images may undergo is a special group of hymnographies [45], [46]:

\[
H_{ij} = KR_i R_j^T K_j^{-1}
\]

**SBPPS**: Gyroscope, GPS, electronic compass, accelerometer and other sensor data are integrally used and fused to achieve 3D registration and tracking of virtual objects.

The difference between the 3D registration process and the traditional augmented reality registration process lies in determination of spatial range of visualized pipeline data. In the process of determining the spatial range of visualized pipeline data, the positioning parameters \([x, y]\) of GPS and the loading radius \(r\) are utilized; spatial range parameters of rectangle are \([x-r,y-r,x+r,y+r]\), in which \(x\) is longitude, \(y\) is latitude and \(r\) is the distance value of 10m range in the World Coordinate System. After determination of spatial range for pipeline, data are obtained through service invocation at the server side, and are rendered to the screen or projector through coordinate transformation.

The process of tracking is achieved by adopting the angular acceleration of gyroscope and accelerometer as well as the direction parameters of compass to perform the real-time monitoring and to inversely calculate the position alteration of the virtual object. Currently, the problems of this method are the shaking and drifting phenomena due to the limited precision of mobile sensor. In this experiment, the weighed
recursive average filtering algorithm [47] is adopted for data processing and shaking prevention. The weighed recursive average filtering algorithm is a kind of low-pass filtering algorithm; take the accelerometer as an example, and the corresponding parameters of the three coordinates x, y and z are Ax, Ay and Az respectively. Firstly, define the distance between new and old parameters as the standard for the degree of parameter shaking; new parameters are defined as \( A'_x, A'_y, A'_z \).

\[
d = \sqrt{(A'_x - A_x)^2 + (A'_y - A_y)^2 + (A'_z - A_z)^2}
\]

(6)

Then, take the distance as the independent variable to obtain the weighting coefficient \( \alpha \) of low-pass filter; the value of \( \alpha \) is obtained based on the range segmentation of \( d \), as shown in the formula below:

\[
\alpha(d) = \begin{cases} 
0.001, & d < \text{low} \\
0.6, & \text{low} \leq d < \text{high} \\
0.9, & d \geq \text{high}
\end{cases}
\]

(7)

Finally, multiply the parameter variation value with the factor weighting coefficient in the weighed form and superpose it to the before-change data to obtain the new parameter value [48], as shown below:

\[
A_x = A_x + \alpha(d)(A'_x - A_x) \\
A_y = A_y + \alpha(d)(A'_y - A_y) \\
A_z = A_z + \alpha(d)(A'_z - A_z)
\]

(8)

After the filtering processing of sensor signal, the shaking is reduced to some extent, and users’ experience effect is improved; however, due to the limited precision of mobile sensor, simply adopting a low-pass filtering method cannot thoroughly solve the problem.

3.3 Mapping the sense of reality on virtual-real fusion

In this paper, the virtual sectioning is adopted for both MVBPPS and SBPPS, to achieve the mapping of the sense of reality on fusion between underground pipeline and ground; MVBPPS adopts the all-sight rectangular tunnel sectioning, while SBPPS adopts the 180° front-sight circular tunnel sectioning. As for achieving the real fusion between grounds and sectioning tunnel, the OpenGL ES 2.0 mixed technology is utilized to achieve the transparent sheltering and to make the tunnel have a good immersion feeling on ground.

4 Operational results

Operating environment of application is nexus 5 mobile, and operating system is android 4.4/5.0.1. Data server: i5-3470 CPU, 16G memory, window server 2013.

MVBPPS is subjected to multi-environment tests, and operational results are tested in different lighting environments and under different ground texture conditions; testing environments include: sufficient sunshine at noon, twilight in the afternoon, floor tile covered parking lot, bituminous street, lawn, and indoor marble. The results indicate that the system operation will be hardly affected by illumination, as long as the ambient light can guarantee the accurate focusing of the camera; but it has certain influence on the variation of environment textures, and the response time of initial 3D registration is mainly affected. The experimental results are shown as figure 1. SBPPS will not be affected by illumination or texture environment, so the multi-environment tests are not performed. The operation effect is shown as figure 2.
Fig. 1. Results of tests on multiple pavements: (1) floor tile covered parking lot; (2) bituminous street; (3) lawn; (4) red floor tile; (5) indoor marble. Fig. 2. SBPPS Operation Effect

5 Conclusion

Gerhard Schall's work inspired our research [11]. The 7-point likert questionnaire method is adopted, and users include personnel in the public facilities GIS field and outdoor working staff. A series of problems about application in mobile terminal are put forward and need to be solved, including 3d modeling, registration and tracking, application interaction, etc.[53-58].

Based on ARGIS framework, this paper utilizes the Qingdao World Horticultural Expo underground pipeline data to design and achieve the two systems: MVBPPS and SBPPS; MVBPPS adopts the SFM-based registration and tracking, and uses the method TCNN to optimize the process of 3D feature matching, while SBPPS adopts the multi-sensor processing based registration and tracking; expanded application is achieved based on Google Glass and Google Cardboard. It can be seen from research and analysis in this paper that machine vision and sensor show different advantages in the application research of outdoor augmented reality; with the improvement of intelligent mobile terminal processing capacity and sensor precision, it can be imaged that the application of mobile phone based outdoor augmented geologic information system will exist everywhere, changing people's working mode and lifestyle.
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