ONLINE ADAPTIVE ALGORITHM FOR CONSTRAINT ENERGY MINIMIZING
GENERALIZED MULTISCALE DISCONTINUOUS GALERKIN METHOD
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Abstract. In this research, we propose an online basis enrichment strategy within the framework of a recently developed constraint energy minimizing generalized multiscale discontinuous Galerkin method (CEM-GMsDGs). Combining the technique of oversampling, one makes use of the information of the current residuals to adaptively construct basis functions in the online stage to reduce the error of multiscale approximation. A complete analysis of the method is presented, which shows the proposed online enrichment leads to a fast convergence from multiscale approximation to the fine-scale solution. The error reduction can be made sufficiently large by suitably selecting oversampling regions and the number of oversampling layers. Further, the convergence rate of the enrichment algorithm depends on a factor of exponential decay regarding to the number of oversampling layers and a user-defined parameter. Numerical results are provided to demonstrate the effectiveness and efficiency of the proposed online adaptive algorithm.

1. Introduction. Physical modeling in heterogeneous media with multiple scales and high contrast is the heart of many scientific and engineering applications. In many cases, the underlying mathematical model does not possess closed-form analytic solutions. Extensive research effort has been devoted to develop computational methods for obtaining numerical solutions from simulation. Mesh-based methods, such as finite difference, finite volume and finite element methods, have been well-studied and widely used for numerical modeling in various engineering applications. In recent years, the development of discontinuous Galerkin (DG) method has been very active in fluid dynamics [2, 8, 25, 45] and wave propagations [21–23, 36]. In contrary to conforming Galerkin (CG) finite element methods, DG methods make use of piecewise basis functions for achieving better conservation properties in convection-dominated problems and wave propagations. While the development of these numerical schemes has become very mature and rigorous mathematical theory has been built for justification of these methods, straightforward application of these numerical solvers are not efficient for highly heterogeneous problems, since a very fine grid is needed to capture all the heterogeneities in the physical properties and essential for obtaining accurate numerical solutions. Traditional numerical methods may then become prohibitively expensive and even unfeasible.

To remedy this situation, the development of efficient computational multiscale methods for solving multiscale problems at reduced computational expense has been of great interest to various scientific and engineering disciplines. Existing approaches include numerical homogenization approaches [46], multiscale finite element methods (MsFEM) [5, 10, 32, 33, 37], variational multiscale methods (VMS) [4, 39–41], heterogeneous multiscale methods (HMM) [1, 26, 27], and generalized multiscale finite element methods (GMsFEM) [11, 12, 20, 28]. The central idea of these multiscale methods is to construct coarse-scale numerical solvers which typically seek for solution on a coarse grid with much fewer degrees of freedom than the fine grid that is used to capture all the heterogeneities in the medium properties. In numerical homogenization approaches, effective properties are computed on the coarse grid and used to formulate the model problem and therefore the numerical solver. While these approaches are simple, they are limited to the assumption that the multiple scales in the medium properties can be separated.

Meanwhile, the goal of multiscale methods is to incorporate the fine-scale effects in the degrees of freedom used to formulate the global problem. It is therefore important to make sure the degrees of freedom are adequate for representability solution in the multiscale media. Many multiscale methods in the literature, including MsFEM, VMS, and HMM, construct one degree of freedom for each coarse region to handle the effects of local heterogeneities. For numerical modeling of convection-dominated problems and wave propagations in heterogeneous media, multiscale methods in the DG framework have been investigated [3, 13, 15, 16, 29, 33–35]. In these approaches, multiscale basis functions are in general discontinuous on the coarse grid, and stabilization or penalty terms are added to ensure well-posedness of the global problem.

While these methods had drawn lots of attention and been successfully applied in various multiscale problems, multiple multiscale basis functions are necessary in order to accurately represent the local features of the solution for more complex multiscale problems in which each local coarse region contains several
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high-conductivity regions. GMsFEM employs the idea of model reduction to extract local dominant modes and identify the underlying low-dimensional local structures for solution representation in each coarse region. This allows systematic enrichment of the coarse-scale space with fine-scale information. By including multiple degrees of freedom in each coarse region, the error of GMsFEM is related to the smallest eigenvalues which are excluded in the local spectral problems. For a more detailed discussion on GMsFEM, we refer the readers to [12,14,20,28,30,31] and the references therein.

For classical numerical schemes, such as the finite element and finite difference methods, the solution accuracy is subject to the convergence of the mesh size. Moreover, the convergence should be independent of these physical parameters. However, for multiscale problems, it is difficult to adjust coarse-grid mesh size based on scales and contrast, making deriving multiscale methods with convergence on coarse mesh size and independent of scales and contrast a non-trivial task. Very recently, several multiscale methods with mesh convergence had been developed using localization techniques [42–44]. This idea had been studied and extended to multiple degrees of freedom per coarse region for [7,17,18,38].

Our work is built within the framework of a class of recently developed multiscale methods, namely the constraint energy minimizing generalized multiscale finite element method (CEM-GMsFEM), which exhibits both coarse mesh convergence and spectral convergence. More precisely, CEM-GMsFEM is considered within a DG discretization setting [9] and extended to wave propagation in heterogeneous and high contrast media [6]. Local spectral problems and constraint energy minimization problems are used to construct multiple multiscale DG basis functions per coarse region, which are then coupled to formulate a global coarse-scale system of equations using the interior penalty discontinuous Galerkin (IPDG) formulation. This solution scheme is referred to the offline multiscale method in this paper and is used to initialize an adaptive solution procedure in an online stage. Iteratively, the multiscale solution and the data are used to compute the residual information which suggests online basis functions to be included to enrich the multiscale space and improve the accuracy of the solution. We remark that the solution accuracy of CEM-GMsDGM is important as it is applied to multiscale convection-dominated problems and wave propagation in heterogeneous and high-conductivity media.

In this research, we develop and analyze an online enrichment strategy for CEM-GMsFEM within the DG setting. The strategy is based on the information of local residuals and the technique of oversampling, adopting the ideas presented in [19] with CG setting and in [24] for mixed formulation. As a result, the corresponding online basis functions are supported in some oversampled regions. This construction differs from the previous online approach in [14] since CEM-GMsDGM makes use of the technique of oversampling. In particular, the online basis functions are formulated in the oversampled regions. We show that the convergence rate depends on the factor of exponential decay and a user-defined parameter of the online adaptive enrichment. One obtains accurate approximation in a few online iterations by choosing appropriate number of oversampling layers.

The paper is organized as follows. In Section 2, we will introduce the notions of grids, and essential discretization details such as DG finite element spaces and IPDG formulation on the coarse grid. We will then briefly review the construction of offline multiscale space in Section 3. The online adaptive method will be presented in Section 4 and analyzed in Section 5. Numerical results will be provided in Section 6 to demonstrate the effectiveness and efficiency of the proposed online adaptive algorithm. Concluding remarks will be given in Section 7.

2. Preliminaries. We consider the following high-contrast flow problem:

\[
-\nabla \cdot (\kappa \nabla u) = f \quad \text{in } \Omega, \\
u = 0 \quad \text{on } \partial \Omega.
\]

(2.1)

Here, the set \( \Omega \subset \mathbb{R}^d \) \((d \in \{2,3\})\) is a computational domain and \( f \in L^2(\Omega) \) is a given source term. We assume that the permeability field \( \kappa \in L^\infty(\Omega) \) is highly heterogeneous such that there exist two constants \( 0 < \kappa_0 \ll \kappa_1 < +\infty \) such that \( \kappa_0 \leq \kappa(x) \leq \kappa_1 \) for almost every \( x \in \Omega \).

Next, we introduce the notions of coarse and fine meshes. We start with a usual partition \( \mathcal{T}^H \) of \( \Omega \) into finite elements, which does not necessarily resolve any multiscale features. The partition \( \mathcal{T}^H \) is called a coarse grid and a generic element \( K \) in the partition \( \mathcal{T}^H \) is called a coarse element. Moreover,
\[ H := \max_{K \in \mathcal{T}^H} \left( \max_{x,y \in K} |x - y| \right) > 0 \] is called the coarse mesh size. We let \( N_c \) be the number of coarse grid nodes and \( N \) be the number of coarse elements. We also denote \( \mathcal{E}^H \) the collection of all coarse grid edges. We perform a refinement of \( \mathcal{T}^H \) to obtain a fine grid \( \mathcal{T}^h \), where \( h := \max_{\tau \in \mathcal{T}^h} \left( \max_{x,y \in \tau} |x - y| \right) > 0 \) is the mesh size of the fine grid. It is assumed that the fine grid is sufficiently small to resolve the heterogeneities. An illustration of the fine and coarse grids and a coarse element is shown in Figure 2.1.

**Fig. 2.1.** An illustration of partition of computational domain.

In this work, we consider the discontinuous Galerkin discretization and the interior penalty discontinuous Galerkin global formulation. For the \( i \)-th coarse block \( K_i \in \mathcal{T}^H \), we denote \( V(K_i) \) the restriction of the Sobolev space \( V := H^1_0(\Omega) \) on \( K_i \). Let \( V_h(K_i) \) be the conforming bilinear elements defined on the fine grid \( \mathcal{T}^h \) in \( K_i \), i.e.

\[ V_h(K_i) := \{ v \in V(K_i) : v|_\tau \in \mathcal{Q}^1(\tau) \text{ for all } \tau \in \mathcal{T}^h \text{ and } \tau \subset K_i \}, \] (2.2)

where \( \mathcal{Q}^1(\tau) \) stands for the bilinear element on the fine grid block \( \tau \). The DG approximation space is then given by the space of coarse-scale locally conforming piecewise bilinear fine-grid basis functions, namely

\[ V_h := \bigoplus_{i=1}^N V_h(K_i). \] (2.3)

We remark that functions in \( V_h \) are continuous within coarse blocks, but discontinuous across the coarse grid edges in general. Given a subdomain \( \Omega' \subseteq \Omega \) formed by a union of coarse blocks \( K \in \mathcal{T}^H \), we also define the local DG approximate space by

\[ V_h(\Omega') := \bigoplus_{K_i \subset \Omega'} V_h(K_i). \]

The global formulation of IPDG method then reads: find \( u_h \in \hat{V}_h \) such that

\[ a_{DG}(u_h, w) = \int_{\Omega} f w \, dx \quad \text{for all } w \in \hat{V}_h, \] (2.4)

where the bilinear form \( a_{DG} \) is defined by:

\[ a_{DG}(v, w) := \sum_{K \in \mathcal{T}^H} \int_K \kappa \nabla v \cdot \nabla w \, dx - \sum_{E \in \mathcal{E}^h} \int_E \{ \kappa \nabla v \cdot n_E \} [w] \, d\sigma \\
- \sum_{E \in \mathcal{E}^h} \int_E \{ \kappa \nabla w \cdot n_E \} [v] \, d\sigma + \frac{\gamma}{h} \sum_{E \in \mathcal{E}^h} \int_E \pi[v][w] \, d\sigma. \] (2.5)
The scalar $\gamma > 0$ is a penalty parameter and $n_E$ is a fixed unit normal vector defined on the coarse edge $E \in \mathcal{E}^H$. Note that the average and the jump operators in (2.5) are defined in the classical way. Specifically, consider an interior coarse edge $E \in \mathcal{E}^H$ and let $K^+$ and $K^-$ be the two coarse grid blocks sharing the edge $E$, where the unit normal vector $n_E$ is pointing from $K^+$ to $K^-$. For a piecewise smooth function $G$ with respect to the coarse grid $\mathcal{T}^H$, we define

$$\{G\} := \frac{1}{2} (G^+ + G^-) \quad \text{and} \quad [G] := G^+ - G^-,$$

where $G^+ := G|_{K^+}$ and $G^- := G|_{K^-}$. Moreover, we define

$$\tilde{\gamma} := \frac{1}{2} (\kappa_{K^+} + \kappa_{K^-})$$

on the edge $E$, where $\kappa_{K^\pm}$ is the maximum value of $\kappa$ over $K^\pm$, respectively. For a coarse edge $E$ lying on the boundary $\partial \Omega$, we define $\{G\} := G$, $[G] := G$, and $\tilde{\gamma} := \kappa_K$ on $E$, where we always assume that $n_E$ is pointing outside of the domain $\Omega$. We define the energy norm on the space of coarse-grid piecewise smooth functions by

$$\|w\|_a := \sqrt{a_G(w, w)}.$$

We also define the DG-norm by

$$\|w\|_{DG} := \left( \sum_{K \in \mathcal{T}^H} \int_K \kappa |\nabla w|^2 \, dx + \frac{\gamma}{h} \sum_{E \in \mathcal{E}^H} \int_E \tilde{\gamma} |w|^2 \, ds \right)^{1/2}.$$

The two norms are equivalent on the subspace of coarse-grid piecewise bi-cubic polynomials, that is, there exists $C_0 \geq 1$ such that

$$C_0^{-1} \|w\|_a \leq \|w\|_{DG} \leq C_0 \|w\|_a.$$

The continuity and coercivity results of the bilinear form $a_{DG}(\cdot, \cdot)$ with respect to the DG-norm is ensured by a sufficiently large penalty parameter $\gamma$. While the method works well for general highly heterogeneous field $\kappa$, we assume $\kappa$ is piecewise constant on the fine grid $\mathcal{T}^h$ for the sake of simplicity in our analysis.

### 3. Offline multiscale method.

In this section, we briefly present the construction of the multiscale basis functions. We use the concept of GMsFEM to construct our auxiliary multiscale basis functions on a generic coarse block $K$ in the coarse grid. We consider $V_h(K_i)$ as the snapshot space related to $K_i$ and we perform a dimension reduction through a spectral problem, which is to find a real number $\lambda^{(i)}_j \in \mathbb{R}$ and a function $\phi^{(i)}_j \in V_h(K_i)$ such that

$$a_i(\phi^{(i)}_j, w) = \lambda^{(i)}_j s_i(\phi^{(i)}_j, w) \quad \text{for all} \ w \in V_h(K_i).$$

Here, $a_i(\cdot, \cdot)$ is a symmetric non-negative definite bilinear operator and $s_i(\cdot, \cdot)$ is a symmetric positive definite bilinear operator defined on $V_h(K_i) \times V_h(K_i)$. We remark that the above problem is solved on the fine mesh in actual computations. Based on our analysis, we can choose

$$a_i(v, w) = \int_{K_i} \kappa \nabla v \cdot \nabla w \, dx,$$

$$s_i(v, w) = \int_{K_i} \tilde{\kappa} v w \, dx,$$

where $\tilde{\kappa} := \sum_{j=1}^{N_c} \kappa |\nabla \chi_j|^2$ and $\{\chi_j\}_{j=1}^{N_c}$ is a set of partition of unity functions. Let $\{\lambda^{(i)}_j\}$ be the set of eigenvalues of (3.1) arranged in ascending order in $j$. We use the first $L_i$ eigenfunctions, corresponding to the first smallest $L_i$ eigenvalues, to construct our local auxiliary multiscale space $V_{aux}^{(i)} := \text{span}\{\phi^{(i)}_j : 1 \leq j \leq L_i\}$. 


The global auxiliary multiscale space $V_{\text{aux}}$ is then defined as the direct sum of these local auxiliary multiscale spaces

$$V_{\text{aux}} = \bigoplus_{i=1}^{N} V_{\text{aux}}^{(i)}. \quad (3.3)$$

The bilinear form $s_i(\cdot, \cdot)$ in (3.2) defines an inner product with the induced norm $\|v\|_{s(K_i)} := \sqrt{s_i(v, v)}$. These local inner products and norms provide natural definitions of inner product and norm, which are defined by

$$s(v, w) := \sum_{i=1}^{N} s_i(v, w),$$

$$\|v\|_s := \sqrt{s(v, v)}.$$  \hspace{1cm} (3.4)

Before we move on to discuss the construction of multiscale basis functions, we introduce some tools which will be used to describe our method and analyze the convergence. We introduce a projection operator $\pi : V_h \rightarrow V_{\text{aux}}$ by $\pi := \sum_{i=1}^{N} \pi_i$, where

$$\pi_i(v) := \frac{L_i}{s_i} \sum_{j=1}^{L_i} \frac{s_i(v, \phi_j^{(i)})}{s_i(\phi_j^{(i)}, \phi_j^{(i)})} \phi_j^{(i)} \quad \text{for all } v \in V_h, \text{ for all } i = 1, 2, \ldots, N. \quad (3.5)$$

We remark that due to the $s_i$-orthogonality of the auxiliary basis functions, the projection operator satisfies the following inequality

$$\| (1 - \pi) v \|_s^2 \leq \Lambda^{-1} \sum_{i=1}^{N} a_i(v, v) \quad (3.6)$$

for any $v \in V_h$, where $\Lambda := \min_{1 \leq i \leq N} \lambda_{L_i+1}^{(i)}$.

Next, we present the construction of the (offline) multiscale basis functions in $V_h$. For each auxiliary function $\phi_j^{(i)}$, we construct a multiscale basis function $\psi_{j,ms}^{(i)}$ whose support is $K_i^{+} = K_{i,m}$, where

$$K_{i,m} := \left\{ \begin{array}{ll}
K_i & \text{if } m = 0, \\
\bigcup \{ K : K \cap K_{i,m-1} \neq \emptyset \} & \text{if } m \geq 1,
\end{array} \right.$$  \hspace{1cm} (3.7)

for any nonnegative integer $m \in \mathbb{N}$. The multiscale basis function $\psi_{j,ms}^{(i)} \in V_h(K_i^{+})$ is defined to be the solution of the following system:

$$a_{\text{DG}} \left( \psi_{j,ms}^{(i)}, \psi \right) + s \left( \pi \left( \psi_{j,ms}^{(i)}, \psi \right), \pi(\psi) \right) = s \left( \phi_j^{(i)}, \pi(\psi) \right) \quad \text{for all } \psi \in V_h \left( K_i^{+} \right).$$

We remark that the authors in [9] define the multiscale basis functions as minimizers of constraint energy minimization problem accompanying with the $s_i$-orthogonality of auxiliary functions. In the contrary, we use the modified definition (3.7) of multiscale basis functions with the so-called relaxed formulation (see [17, Section 6] for the result within continuous Galerkin setting). It is important to note that the multiscale basis functions are localized in the sense that they are supported in an oversampled region $K_{i,m}$ and approximate the corresponding global basis function which exhibits a property of exponential decay. As suggested by our analysis, the localization provides the same convergence rate with respect to the coarse mesh size and can be solved with reduced expense thanks to the localized support. With the multiscale basis functions constructed, we define the multiscale DG finite element space as

$$V_{\text{off}} := \text{span}\{\psi_{j,ms}^{(i)} : 1 \leq j \leq L_i, 1 \leq i \leq N\}, \quad (3.8)$$

which is a subspace of $V_h$. After the multiscale DG finite element space is constructed, the offline multiscale solution $u_{\text{off}}$ is given by: find $u_{\text{off}} \in V_{\text{off}}$ such that

$$a_{\text{DG}}(u_{\text{off}}, w) = \int_{\Omega} f w \, dx \quad \text{for all } w \in V_{\text{off}}. \quad (3.9)$$
4. Online adaptive algorithm. In this section, we develop an online adaptive algorithm for the CEM-GMsDGM. We first present the construction of the online basis function. Based on this construction, we propose an online adaptive algorithm.

4.1. Online basis functions. We present the construction of the online basis function. First, we define the residual functional \( r : V_h \to \mathbb{R} \). Let \( u_{\text{app}} \in V_h \) be a numerical approximation. The residual functional is defined to be

\[
r(v) := a_{\text{DG}}(u_{\text{app}}, v) - \int_{\Omega} fv \, dx \quad \text{for all } v \in V_h.
\]

We also consider local residuals. For each coarse node \( x_i \), we define a coarse neighborhood \( \omega_i := \bigcup \{ K : x_i \in K, K \in \mathcal{T}^H \} \). For each coarse neighborhood \( \omega_i \), we define the local residual functional \( r_i : V_h \to \mathbb{R} \) such that

\[
r_i(v) := a_{\text{DG}}(u_{\text{app}}, \chi_i v) - \int_{\Omega} f \chi_i v \, dx \quad \text{for all } v \in V_h.
\]

The set of functions \( \{ \chi_i \}_{i=1}^{N_c} \) forms a partition of unity with respect to the coarse grid. We remark that one can take \( \{ \chi_i \}_{i=1}^{N_c} \) to be the set of standard multiscale basis functions or the standard piecewise linear functions.

Next, we define the online basis function. The construction of the online basis function is related to the local residual. For any coarse neighborhood \( \omega_i \) related to the coarse node \( x_i \), we define \( \omega_i^+ = \omega_{i,m} \) such that

\[
\omega_{i,m} := \left\{ \omega_i \cap \bigcup \{ K : \omega_{i,m-1} \cap K \neq \emptyset \} \right\} \quad m = 0, \quad m \geq 1,
\]

for any nonnegative integer \( m \in \mathbb{N} \). We denote \( m \) the number of oversampling layers. Using the local residual, one can define the online basis function \( \beta_{om}^{(i)} \in V_h(\omega_i^+) \) whose support is the oversampled region \( \omega_i^+ \). More precisely, the online basis function \( \beta_{om}^{(i)} \in V_h(\omega_i^+) \) is defined to be the solution of the following cell problem:

\[
a_{\text{DG}}(\beta_{om}^{(i)}, v) + s(\pi(\beta_{om}^{(i)}), \pi(v)) = r_i(v) \quad \text{for all } v \in V_h(\omega_i^+).
\]

4.2. Online adaptive enrichment. In this section, we present an online adaptive algorithm with enrichment of online basis functions defined in the previous section. Once the online basis functions are constructed, we include those newly constructed functions into the multiscale space. With this enriched space, we can compute a new numerical solution by solving the equation (4.3). One can repeat the process to enrich the multiscale space until the residual norm is smaller than a prescribed tolerance.

First, we set the initial multiscale space to be \( V^{(0)}_{\text{ms}} := V_{\text{off}} \), where \( V_{\text{off}} \) is defined in (3.8). Next, we choose a parameter \( \theta \in [0,1) \), where it determines the number of online basis functions that are included in the space during each iteration. The online adaptive algorithm sequentially defines residual functionals by taking \( u_{\text{app}} = u_{\text{app}}^{(k)} \) in (4.1) and (4.2) with \( u_{\text{ms}}^{(k)} \) being the solution of (3.9) over the multiscale space \( V_{\text{ms}}^{(k)} \). That is, we define \( r^{k} \) the global residual operator at \( k \)-th level of enrichment such that

\[
r^{k}(v) := a_{\text{DG}}(u^{(k)}, v) - \int_{\Omega} fv \, dx \quad \text{for all } v \in V_h.
\]

This online adaptive method enriches the multiscale space \( V_{\text{ms}}^{(k)} \subset V_{\text{ms}}^{(k+1)} \) by adding online basis functions in (4.3), and generates an updated multiscale solutions \( u_{\text{ms}}^{(k+1)} \) in \( V_{\text{ms}}^{(k+1)} \) by Galerkin projection. The complete procedure of the online adaptive algorithm is listed in Algorithm 1.

5. Error analysis. In this section, we analyze the convergence rate of the proposed online adaptive algorithm. First, we need to introduce some notations. Given a subdomain \( \Omega' \subseteq \Omega \) formed by a union of coarse blocks \( K \in \mathcal{T}^H \), we define the local \( s \)-norm by

\[
||w||_{s(\Omega')} := \left( \sum_{K \subset \Omega'} \int_K \tilde{K}|w|^2 \, dx \right)^{1/2}.
\]
Algorithm 1 Online adaptive enrichment algorithm

1: **Input:** A given source function \( f \in L^2(\Omega) \), a parameter \( \theta \in (0, 1) \), a set of numbers \( \{L_i\}_{i=1}^N \), a number of oversampling layers \( m \), and a number of iterations \( N_{\text{Iter}} > 0 \).

2: Construct the offline space \( V_{\text{off}} \).

3: Set \( k = 0 \), \( V_{\text{ms}}^{(k)} = V_{\text{off}} \), and \( u_{\text{ms}}^{(k)} = u_{\text{off}} \) obtained in (3.9).

4: for \( k = 0 \) to \( N_{\text{Iter}} - 1 \) do

5: For each \( i \in \{1, \ldots, N_e\} \), compute \( \delta_k^i := \|z_k^i\|_{\alpha^i} \), where

\[
z_k^i(v) := a_{\text{DG}}(u_{\text{ms}}^{(k)}, v) - \int_{\Omega} f v \, dx \quad \text{for all } v \in V_h(\omega_i), \quad \|z_k^i\|_{\alpha^i} := \sup_{v \in V_h(\omega_i)} \frac{|z_k^i(v)|}{\|v\|_{\alpha^i}}.
\]

6: Enumerate the indices of \( \omega_i \) such that \( \delta_k^i \geq \delta_k^j \geq \cdots \geq \delta_k^{N_e} \).

7: Find the smallest integer \( p = p(k) \in \mathbb{N} \) such that

\[
\sum_{i=p+1}^{N_e} (\delta_k^i)^2 < \theta \sum_{i=1}^{N_e} (\delta_k^i)^2. \tag{4.4}
\]

8: For each \( i \in \{1, \ldots, p\} \), compute the online basis function \( \beta_{\text{on}}^{(i,k)} \) by solving

\[
a_{\text{DG}}(\beta_{\text{on}}^{(i,k)}, v) + s(\pi(\beta_{\text{on}}^{(i,k)}), \pi(v)) = r_k^i(v) \quad \text{for all } v \in V_h(\omega_i^+) \]

with \( r_k^i(v) := a_{\text{DG}}(u_{\text{ms}}^{(k)}, \chi_i v) - \int_{\Omega} f \chi_i v \, dx \) for all \( v \in V_h(\omega_i) \).

9: Set \( V_{\text{ms}}^{(k+1)} = V_{\text{ms}}^{(k)} \oplus \text{span} \left\{ \beta_{\text{on}}^{(i,k)} \right\}_{i=1}^p \).

10: Solve \( u_{\text{ms}}^{(k+1)} \in V_{\text{ms}}^{(k+1)} \) such that

\[
a_{\text{DG}}(u_{\text{ms}}^{(k+1)}, w) = \int_{\Omega} f w \, dx \quad \text{for all } w \in V_{\text{ms}}^{(k+1)}. \tag{4.5}
\]

11: end for

12: **Output:** A sequence of multiscale solutions \( \{u_{\text{ms}}^{(k)}\}_{k=0}^{N_{\text{Iter}}} \).

Next, we recall some theoretical results in [9]. For any coarse grid block \( K \), we define a bubble function \( B \) on \( K \) such that \( B(x) = 0 \) for all \( x \in \partial K \) and \( B(x) > 0 \) for all \( x \in \text{int}(K) \). More precisely, we take \( B = \prod_j \chi_{ms}^j \), where the product is taken over all the coarse grid nodes lying on the boundary \( \partial K \). We define a constant \( C_\pi \) such that

\[
C_\pi := \sup_{K \in T^h, \mu \in V_{\text{aux}}} \frac{\int_K \kappa \mu^2}{\int_K \kappa B \mu^2}.
\]

Furthermore, we will make use of the fine-scale Lagrange interpolation operator \( I_h \) defined as

\[
I_h : C^0(\Omega) \cap H^1_0(\Omega) \to C^0(\Omega) \cap V_h
\]

such that for all \( u \in C^0(\Omega) \cap H^1_0(\Omega) \), the interpolant \( I_h u \in C^0(\Omega) \cap V_h \) is a piecewise bilinear polynomial in each fine block \( \tau \in T^h \) given by

\[
(I_h u)(x) := u(x) \quad \text{for all vertices } x \in \tau, \tag{5.1}
\]

which satisfies the standard approximation properties: there exists \( C_I \geq 1 \) such that for any \( u \in C^0(\Omega) \cap H^1_0(\Omega) \),

\[
\|\kappa^\frac{1}{2} (u - I_h u)\|_{L^2(\tau)} + h \|\kappa^\frac{1}{2} \nabla (u - I_h u)\|_{L^2(\tau)} \leq C_I h \|\kappa^\frac{1}{2} \nabla u\|_{L^2(\tau)},
\]

\[
\|u - I_h u\|_{L^2(e)} \leq C_I h^2 \|u\|_{L^2(e)}, \tag{5.2}
\]
on each fine edge $e \subseteq \partial \tau$ and each fine block $\tau \in \mathcal{T}^h$. We assume that the following smallness criterion on the fine mesh size $h$ holds; that is, we have

$$C_T C_I (C_T^2 + \lambda_{\text{max}}) \| \Theta \|^2_{L^\infty(\Omega)} h < 1,$$

where $C_T$ is the maximum number of vertices over all coarse elements $K \in \mathcal{T}^H$ and

$$\lambda_{\text{max}} := \max_{1 \leq i \leq N} \lambda_L, \quad \Theta := \sum_{j=1}^{N_c} |\nabla \chi_j|^2.$$

We first recall the following theoretical result from [9] that is useful for our analysis of online adaptive method.

**Lemma 5.1** (Lemma 2 in [9]). Assume the following smallness criterion (5.3) holds. For any $v_{\text{aux}} \in V_{\text{aux}}$, there exists a function $v \in C^0(\Omega) \cap V_h$ such that

$$\pi(v) = v_{\text{aux}}, \quad \|v\|^2_a \leq D \|v_{\text{aux}}\|^2_s, \quad \text{supp}(v) \subseteq \text{supp}(v_{\text{aux}}),$$

where the constant $D$ is defined by

$$D := \left(\frac{2C_T (1 + C_T^2) (C_T^2 + \lambda_{\text{max}})}{1 - C_T C_I (C_T^2 + \lambda_{\text{max}}) \| \Theta \|^2_{L^\infty(K_i) h}}\right)^2.$$

Throughout this section, to simplify notations, we write $a \lesssim b$ if there exists a generic constant $C$ such that $a \leq Cb$. The first part of our analysis is devoted to provide an error estimate for the offline coarse-scale IPDG scheme (3.9). To this end, we will justify the construction of local multiscale basis function defined in (3.7). As we will show, the local multiscale basis function is an approximation the corresponding global basis function defined as follows: find $\psi_j^{(i)} \in V_h$ such that

$$a_{\text{DG}}(\psi_j^{(i)}, \psi) + s(\pi(\psi_j^{(i)}), \pi(\psi)) = s(\phi_j^{(i)}, \pi(\psi)) \quad \text{for all } \psi \in V_h,$$

We define the global multiscale space as $V_{\text{glo}} := \text{span}\{\psi_j^{(i)} : 1 \leq j \leq L_i, 1 \leq i \leq N\}$. The global basis functions have a property of exponential decay and it motivates the localization and the use of the localized multiscale basis functions $\psi_{j,ms}^{(i)}$. We denote $\tilde{V}_h$ the kernel of the operator $\pi$. We remark that for any $\psi_j^{(i)} \in V_{\text{glo}}^{(i)}$, we have

$$a_{\text{DG}}(\psi_j^{(i)}, v) = 0 \quad \text{for all } v \in \tilde{V}_h,$$

which implies $\tilde{V}_h \subset V_{\text{glo}}^{+}$. Furthermore, sufficiently many auxiliary basis functions should be included in order to ensure a fast exponential decay. The proof of this lemma is given in Appendix A.

**Lemma 5.2.** Let $m \geq 2$ be an integer. Denote $K_i^+ = K_i,m$ an oversampled region extended from each coarse grid block $K_i \in \mathcal{T}^H$. Let $\psi_j^{(i)} \in V_{\text{glo}}$ be the global multiscale basis function obtained from (5.7), and $\psi_j^{(i),ms} \in V_h(K_i,m)$ be the localized multiscale basis function obtained from (3.7). Then, there exists a generic constant $C_g > 0$ independent of the coarse mesh size $\mathcal{H}$ and $\kappa_1$ such that

$$\left\|\psi_j^{(i)} - \psi_j^{(i),ms}\right\|^2_a + \left\|\pi(\psi_j^{(i)} - \psi_j^{(i),ms})\right\|^2_s \leq C_g E_m \left(\left\|\psi_j^{(i)}\right\|^2_a + \left\|\pi(\psi_j^{(i)})\right\|^2_s\right).$$
where \( E_m := (1 + \Lambda^{-1}) (1 + (1 + \Lambda^{-1})^{-1})^{1-m} \) is the factor of exponential decay corresponding to the number \( m \) of oversampling layers, and \( \Lambda = \min_{1 \leq i \leq N} \lambda_{L_i+1}^{(i)} \).

Next, we will need the following lemma in our analysis. The proof of this result is given in Appendix A.

**Lemma 5.3.** Assume that the same conditions in Lemma 5.2 hold. Then, we have

\[
\left\| \sum_{i=1}^{N} \sum_{j=1}^{L_{i}} c_j^{(i)} (\psi_j^{(i)} - \psi_{j,ms}^{(i)}) \right\|_{a}^2 + \left\| \sum_{i=1}^{N} \sum_{j=1}^{L_{i}} c_j^{(i)} \pi (\psi_j^{(i)} - \psi_{j,ms}^{(i)}) \right\|_{s}^2 \lesssim (1 + \Lambda^{-1}) \sum_{i=1}^{N} \left( \left\| \sum_{j=1}^{L_{i}} c_j^{(i)} (\psi_j^{(i)} - \psi_{j,ms}^{(i)}) \right\|_{a}^2 + \left\| \sum_{j=1}^{L_{i}} c_j^{(i)} \pi (\psi_j^{(i)} - \psi_{j,ms}^{(i)}) \right\|_{s}^2 \right) \]

for any set of numbers \( \{c_j^{(i)}\} \).

The remaining of this section is devoted to provide an error estimate for the online adaptive algorithm in Algorithm 1. Similar to the multiscale basis functions in (3.7), the online basis function in (4.3) is a localization for the corresponding global online basis function: find \( \beta_{\mathrm{glo}}^{(i)} \in V_h \) such that

\[
a_{DG}(\beta_{\mathrm{glo}}^{(i)}, v) + s(\pi(\beta_{\mathrm{glo}}^{(i)}), \pi(v)) = r_i(v) \quad \text{for all } v \in V_h. \tag{5.10}
\]

As stated in the following lemma, similar localization results holds for the online basis functions. The proof is the same as that of Lemma 5.2 and Lemma 5.3 and is therefore omitted.

**Lemma 5.4.** Assume that the same conditions in Lemma 5.2 hold. Let \( \beta_{\mathrm{on}}^{(i)} \) be the online basis functions defined in (4.3) and \( \beta_{\mathrm{glo}}^{(i)} \) be the global online basis functions defined in (5.10). Then, we have

\[
\left\| \beta_{\mathrm{glo}}^{(i)} - \beta_{\mathrm{on}}^{(i)} \right\|_{a}^2 + \left\| \pi(\beta_{\mathrm{glo}}^{(i)}) - \pi(\beta_{\mathrm{on}}^{(i)}) \right\|_{s}^2 \lesssim E_m \left( \left\| \beta_{\mathrm{glo}}^{(i)} \right\|_{a}^2 + \left\| \pi(\beta_{\mathrm{glo}}^{(i)}) \right\|_{s}^2 \right), \tag{5.11}
\]

where \( E_m \) is the factor of exponential decay in Lemma 5.2. Furthermore, we have

\[
\left\| \sum_{i=1}^{N} \sum_{j=1}^{L_{i}} c_j^{(i)} (\beta_{\mathrm{glo}}^{(i)} - \beta_{\mathrm{on}}^{(i)}) \right\|_{a}^2 + \left\| \sum_{i=1}^{N} \sum_{j=1}^{L_{i}} c_j^{(i)} \pi(\beta_{\mathrm{glo}}^{(i)} - \beta_{\mathrm{on}}^{(i)}) \right\|_{s}^2 \lesssim (1 + \Lambda^{-1}) \sum_{i=1}^{N} \left( \left\| \sum_{j=1}^{L_{i}} c_j^{(i)} (\beta_{\mathrm{glo}}^{(i)} - \beta_{\mathrm{on}}^{(i)}) \right\|_{a}^2 + \left\| \sum_{j=1}^{L_{i}} c_j^{(i)} \pi(\beta_{\mathrm{glo}}^{(i)} - \beta_{\mathrm{on}}^{(i)}) \right\|_{s}^2 \right) \tag{5.12}
\]

for any set of numbers \( \{c_j^{(i)}\} \).

We are going to present the main result for the online adaptive enrichment algorithm. Define a constant \( C_{\mathrm{poin}} \in \mathbb{R} \) such that

\[
C_{\mathrm{poin}} := \sup_{v \in V_h} \frac{\left\| \pi(v) \right\|_{s}}{\left\| v \right\|_{a}}. \tag{5.13}
\]

It is remarkable that \( C_{\mathrm{poin}}^{2} \leq \max\{\kappa\} C_{p}^{2} \), where \( C_{p} \) is the Poincaré constant defined by \( \|w\|_{L^2(\Omega)} \leq C_{p} \|\nabla w\|_{L^2(\Omega)} \) for \( w \in V_h \).

**Theorem 5.5.** Let \( u_h \) be the solution of (2.4) and let \( \{u_{\mathrm{ms}}^{(k)}\}_{k=0}^{\infty} \) be the sequence of multiscale solutions obtained by the online adaptive enrichment algorithm. Then, we have the following error estimate:

\[
\left\| u_h - u_{\mathrm{ms}}^{(k+1)} \right\|_{a}^2 \lesssim (1 + \Lambda^{-1}) \left[ E_m ((1 + D)(1 + C_{\mathrm{poin}}^{2})(m + 1)^d + M) + M^2 \theta \right] \left\| u_h - u_{\mathrm{ms}}^{(k)} \right\|_{a}^2
\]

for any integer \( k \geq 0 \). Here, \( E_m \) is the factor exponential decay in Lemma 5.2, \( D \) is the number given in Lemma 5.1, the number \( M = \max\{M_1, M_2\} \), where \( M_1 := \max_{K \in T_h} n_K \) with \( n_K \) being the number of
coarse nodes of the coarse element $K$, $M_2 := \max_{E \in \mathcal{E}^n} n_E$ with $n_E$ being the number of coarse neighborhoods consisting of $E$, $C_{\text{con}}$ is the constant defined in (5.13), and $\theta$ is an user-defined parameter in the online adaptive enrichment algorithm.

Proof. The proof of the convergence analysis is similar to that of the one in the CG setting [19]. While one has to make use of the localization estimate for the relaxed version of CEM-DG basis functions stated in Lemma 5.2 to show the desired convergence estimate.

By Ceà’s Lemma, we have

$$\left\| u_h - u_{\text{ms}}^{(k+1)} \right\|_a \leq \left\| u_h - w \right\|_a$$

(5.14)

for any $w \in V_{\text{ms}}^{(k+1)}$. We would find an appropriate candidate $w \in V_{\text{ms}}^{(k+1)}$ and estimate the term in right-hand side. To this aim, we define global online basis function: find $\beta_{\text{glo}}^{(i,k)} \in V_h$ such that

$$a_{\text{DG}}(\beta_{\text{glo}}^{(i,k)}, v) + s(\pi(\beta_{\text{glo}}^{(i,k)}), \pi(v)) = r_i(v) \quad \text{for all } v \in V_h.$$  

Note that

$$\sum_{i=1}^{N_c} r_i^k(v) = \sum_{i=1}^{N_c} \left( a_{\text{DG}}(u_{\text{ms}}^{(k)}, \chi_i v) - \int_\Omega f \chi_i v \, dx \right) = \sum_{i=1}^{N_c} a_{\text{DG}}(u_{\text{ms}}^{(k)} - u_h, \chi_i v)$$

$$= a_{\text{DG}}(u_{\text{ms}}^{(k)} - u_h, v)$$

for any $v \in V_h$. Denote $\zeta := \sum_{i=1}^{N_c} \beta_{\text{glo}}^{(i,k)}$. Then, we have

$$a_{\text{DG}}(\zeta, v) + s(\pi(\zeta), \pi(v)) = \sum_{i=1}^{N_c} r_i^k(v) = a_{\text{DG}}(u_{\text{ms}}^{(k)} - u_h, v)$$

(5.15)

for any $v \in V_h$. Note that

$$a_{\text{DG}}(\zeta, \zeta) + s(\pi(\zeta), \pi(\zeta)) \leq \left\| u_h - u_{\text{ms}}^{(k)} \right\|_a \cdot \left\| \zeta \right\|_a$$

$$\leq \left\| u_h - u_{\text{ms}}^{(k)} \right\|_a \left[ a_{\text{DG}}(\zeta, \zeta) + s(\pi(\zeta), \pi(\zeta)) \right]^{1/2}$$

$$\implies \left\| \zeta \right\|_a^2 \leq \left\| \zeta \right\|_a^2 + \left\| \pi(\zeta) \right\|_a^2 \leq \left\| u_h - u_{\text{ms}}^{(k)} \right\|_a^2.$$

(5.16)

by taking $v = \zeta$ in (5.15). Moreover, since $\pi(v) = 0$ for all $v \in \tilde{V}_h$, from (5.15) we have

$$a_{\text{DG}}(u_h - u_{\text{ms}}^{(k)} + \zeta, v) = 0 \quad \text{for all } v \in \tilde{V}_h.$$  

Thus, we have $u_h - u_{\text{ms}}^{(k)} + \zeta \in \left( \tilde{V}_h \right)_{-a} = V_{\text{glo}}$ and there exists a set of numbers $\{c_j^{(i)}\}$ such that

$$\eta := u_h - u_{\text{ms}}^{(k)} + \zeta = \sum_{i=1}^{N} \sum_{j=1}^{L_i} c_j^{(i)} \psi_j^{(i)}.$$  

(5.17)

Let $I_k$ be the set of indices for the $k$-th level of online adaptive enrichment. For the adaptive algorithm, we add the local online basis function $\beta_{\text{on}}^{(i,k)}$ for $i \in I_k$. We take $w$ in (5.14) such that

$$w = u_{\text{ms}}^{(k)} + \eta_{\text{ms}} - \sum_{i \in I_k} \beta_{\text{on}}^{(i,k)} \in V_{\text{ms}}^{(k+1)}, \quad \text{where } \eta_{\text{ms}} := \sum_{i=1}^{N} \sum_{j=1}^{L_i} c_j^{(i)} \psi_j^{(i)}.$$
Then, we have
\[ \| u_h - u_{\text{ms}}^{(k+1)} \|_a^2 \leq \left\| u_h - u_{\text{ms}}^{(k)} - \eta u_{\text{ms}} + \sum_{i \in I_k} \beta^{(i,k)} \right\|_a^2 \]
\[ \leq \left\| u_h - u_{\text{ms}}^{(k)} - \eta + \sum_{i \in I_k} \beta^{(i,k)} \right\|_a^2 + \left\| \sum_{i=1}^{N} L_i \sum_{j=1}^{c(i)} (\psi_j - \psi_{j,\text{ms}}) \right\|_a^2 \]
\[ = \left\| - \sum_{i \not\in I_k} \beta^{(i,k)}_{\text{glo}} + \sum_{i \in I_k} (\beta^{(i,k)}_{\text{on}} - \beta^{(i,k)}_{\text{glo}}) \right\|_a^2 + \left\| \sum_{i=1}^{N} L_i \sum_{j=1}^{c(i)} (\psi_j - \psi_{j,\text{ms}}) \right\|_a^2 \]
\[ \lesssim \left\| \sum_{i \not\in I_k} \beta^{(i,k)}_{\text{glo}} \right\|_a^2 + \left\| \sum_{i \in I_k} (\beta^{(i,k)}_{\text{on}} - \beta^{(i,k)}_{\text{glo}}) \right\|_a^2 + \left\| \sum_{i=1}^{N} L_i \sum_{j=1}^{c(i)} (\psi_j - \psi_{j,\text{ms}}) \right\|_a^2 . \]

We first estimate the term \( J_1 \). Denote \( p := \sum_{i \not\in I_k} \beta^{(i,k)}_{\text{glo}} \). Note that
\[ \nabla (\chi_i p) = (\nabla \chi_i) p + \chi_i (\nabla p) \]
and \( |\chi_i| \leq 1 \). Then, we have
\[ \| \chi_i p \|_a^2 \lesssim \| \chi_i p \|^2_{\text{DG}} \lesssim \| p \|_a^2 + \| \pi(p) \|_a^2 \lesssim (1 + \Lambda^{-1}) \left( \| p \|_a^2 + \| \pi(p) \|_a^2 \right) . \]

Using the definition (5.10) of global online basis functions, we have
\[ a_{\text{DG}}(p,v) + s(\pi(p), \pi(v)) = \sum_{i \not\in I_k} r_i^k(v) = \sum_{i \not\in I_k} r_i^k(\chi_i v) \quad \text{for all } v \in V_h, \]
where \( r^k \) denotes the global residual operator at \( k \)-th level of enrichment. Taking \( v = p \) in (5.20), we obtain
\[ \| p \|_a^2 + \| \pi(p) \|_a^2 = \sum_{i \not\in I_k} r_i^k(\chi_i p) \leq \sum_{i \not\in I_k} \left( \sup_{v \in V_h(\omega_i)} \frac{|r_i^k(v)|}{\|v\|_a} \right) \| \chi_i p \|_a \]
\[ \lesssim (1 + \Lambda^{-1})^{1/2} \left( \| p \|_a^2 + \| \pi(p) \|_a^2 \right)^{1/2} \sum_{i \not\in I_k} \| z_i^k \|_a^2 . \]
\[ \leq M^{1/2}(1 + \Lambda^{-1})^{1/2} \left( \| p \|_a^2 + \| \pi(p) \|_a^2 \right)^{1/2} \left( \sum_{i \not\in I_k} \| z_i^k \|_a^2 \right)^{1/2} . \]

Then, we obtain
\[ J_1 \lesssim M(1 + \Lambda^{-1}) \sum_{i \not\in I_k} \| z_i^k \|_a^2 \leq M(1 + \Lambda^{-1}) \theta \sum_{i=1}^{N} \| z_i^k \|_a^2 , \]
where \( \theta \) is the user-defined parameter in the online adaptive algorithm. By definition of \( z_i^k \), for any \( v \in V_h(\omega_i) \), we have
\[ z_i^k(v) = a_{\text{DG}}(v_{\text{ms}}^{(k)} - u_h, v) \leq \left\| 1_{\omega_i}(u_h - u_{\text{ms}}^{(k)}) \right\|_a \| v \|_a . \]
Thus, we have
\[
\mathcal{J}_1 \leq M(1 + \Lambda^{-1})\theta \sum_{i=1}^{N} \|z^{i}_h\|_{a}^2 \leq M(1 + \Lambda^{-1})\theta \sum_{i=1}^{N} \|1_{\omega_i}(u_h - u^{(k)}_{ms})\|_{a}^2
\]
\[
\lesssim M(1 + \Lambda^{-1})\theta \sum_{i=1}^{N} \|1_{\omega_i}(u_h - u^{(k)}_{ms})\|_{DG}^2
\]
\[
\leq M^2(1 + \Lambda^{-1})\theta \|u_h - u^{(k)}_{ms}\|_{DG}^2 \lesssim M^2(1 + \Lambda^{-1})\theta \|u_h - u^{(k)}\|_{a}^2
\]

(5.21)

Next, we estimate the terms \(\mathcal{J}_2\) and \(\mathcal{J}_3\). Note that, by the definition of the global basis function (5.7), we have
\[
a_{DG}(\eta, v) + s(\pi(\eta), \pi(v)) = \sum_{i=1}^{L_i} \sum_{j=1}^{L_i} c^{(i)}_j s(\phi^{(i)}_j, \pi(v)) \quad \text{for all } v \in V_h.
\]

(5.22)

We define \(v^{(i)}_{aux} := \sum_{j=1}^{L_i} c^{(i)}_j \phi^{(i)}_j\), where the coefficients \(\{c^{(i)}_j\}\) are defined in (5.17). Then, by the results of Lemma 5.1, there exists a function \(v^{(i)} \in C^0(\Omega) \cap V_h\) such that \(\pi(v^{(i)}) = v^{(i)}_{aux}, supp(v^{(i)}) \subset supp(v^{(i)}_{aux}) = K_i\), and
\[
\|v^{(i)}\|_{a}^2 \leq D \|v^{(i)}_{aux}\|_{s}^2.
\]

(5.23)

Taking \(v = \sum_{i=1}^{N} v^{(i)}\) in (5.22), we obtain
\[
\sum_{i=1}^{N} \|v^{(i)}_{aux}\|_{s}^2 = a_{DG}(\eta_{h}, \sum_{i=1}^{N} v^{(i)}) + s(\pi(\eta), \sum_{i=1}^{N} \pi(v^{(i)}))
\]
\[
\leq \|\eta\|_{a} \cdot \|\sum_{i=1}^{N} v^{(i)}\|_{a} + \|\pi(\eta)\|_{s} \cdot \|\sum_{i=1}^{N} v^{(i)}_{aux}\|_{s}
\]
\[
\leq \left(\|\eta\|_{a}^2 + \|\pi(\eta)\|_{s}^2\right)^{1/2} \left(\sum_{i=1}^{N} \|v^{(i)}\|_{a}^2 + \sum_{i=1}^{N} \|v^{(i)}_{aux}\|_{s}^2\right)^{1/2}
\]
\[
\leq \left(\|\eta\|_{a}^2 + \|\pi(\eta)\|_{s}^2\right)^{1/2} \left(\sum_{i=1}^{N} \|v^{(i)}\|_{a}^2 + \sum_{i=1}^{N} \|v^{(i)}_{aux}\|_{s}^2\right)^{1/2}
\]

since \(v^{(i)} \in C^0(\Omega)\) and \(\phi^{(i)}_j\) is \(s\)-orthogonal. Using the orthogonality of the eigenfunctions \(\{\phi^{(i)}_j\}\) again and invoking (5.23), we obtain
\[
\sum_{i=1}^{N} \sum_{j=1}^{L_i} (c^{(i)}_j)^2 = \sum_{i=1}^{N} \|v^{(i)}_{aux}\|_{s}^2 \leq (1 + D) \left(\|\eta\|_{a}^2 + \|\pi(\eta)\|_{s}^2\right) \leq (1 + D)(1 + C_{poin}^2) \|\eta\|_{a}^2
\]
\[
\lesssim (1 + D)(1 + C_{poin}^2) \left(\|u_h - u^{(k)}_{ms}\|_{a}^2 + \|\zeta\|_{a}^2\right)
\]
\[
\lesssim (1 + D)(1 + C_{poin}^2) \|u_h - u^{(k)}_{ms}\|_{a}^2.
\]

Here, we have used the inequality (5.16). Note that
\[
\|\psi^{(i)}\|_{a}^2 + \|\pi(\psi^{(i)})\|_{s}^2 \leq \|\phi^{(i)}_j\|_{s}^2 = 1
\]
for any index \( i \in \{1, \cdots, N \} \) and \( j \in \{1, \cdots, L_i \} \). By Lemmas 5.2 and 5.3, we obtain

\[
\mathcal{J}_3 = \left\| \sum_{i=1}^{N} \sum_{j=1}^{L_i} c_j^{(i)} (\psi_j^{(i)} - \psi_{j,ms}^{(i)}) \right\|_a^2 \lesssim (1 + \Lambda^{-1})(m+1)^d E_m \sum_{i=1}^{N} \sum_{j=1}^{L_i} \left( \|\psi_j^{(i)}\|_a^2 + \|\pi(\psi_j^{(i)})\|_s^2 \right)
\]
\[
\lesssim (1 + \Lambda^{-1})(m+1)^d E_m \sum_{i=1}^{N} \sum_{j=1}^{L_i} \left( \|\psi_j^{(i)}\|_a^2 + \|\pi(\psi_j^{(i)})\|_s^2 \right)
\]
\[
\leq (1 + D)(1 + C_{\text{poin}}^2)(1 + \Lambda^{-1})(m+1)^d E_m \left\| u_h - u_{ms}^{(k)} \right\|_a^2.
\]

Next, we estimate the error of localization of online basis functions. Using the same argument as in (5.19), we have

\[
\left\| \chi_i \beta_{glo}^{(i,k)} \right\|_a^2 \lesssim (1 + \Lambda^{-1})(1 + \Lambda^{-1}) \left( \left\| \beta_{glo}^{(i,k)} \right\|_a^2 + \left\| \pi(\beta_{glo}^{(i,k)}) \right\|_s^2 \right).
\]

Using the definition (5.10) of the global online basis function and (5.25), we have

\[
\sum_{i=1}^{N_c} \left\| \beta_{glo}^{(i,k)} \right\|_a^2 + \left\| \pi(\beta_{glo}^{(i,k)}) \right\|_s^2 = a_{DG} \left( u_{ms}^{(k)} - u_h \right) \left( \sum_{i=1}^{N_c} \chi_i \beta_{glo}^{(i,k)} \right)
\]
\[
= \left\| u_{ms}^{(k)} - u_h \right\|_a \left( \sum_{i=1}^{N_c} \chi_i \beta_{glo}^{(i,k)} \right)
\]
\[
\leq \left\| u_{ms}^{(k)} - u_h \right\|_a \left( \sum_{i=1}^{N_c} \chi_i \beta_{glo}^{(i,k)} \right)
\]
\[
\leq (1 + \Lambda^{-1}) \left\| u_{ms}^{(k)} - u_h \right\|_a \left( \sum_{i=1}^{N_c} \left\| \beta_{glo}^{(i,k)} \right\|_a^2 + \left\| \pi(\beta_{glo}^{(i,k)}) \right\|_s^2 \right)^{1/2}.
\]

which implies

\[
\sum_{i=1}^{N_c} \left\| \beta_{glo}^{(i,k)} \right\|_a^2 + \left\| \pi(\beta_{glo}^{(i,k)}) \right\|_s^2 \lesssim (1 + \Lambda^{-1}) \left\| u_{ms}^{(k)} - u_h \right\|_a^2.
\]

By Lemma 5.4, we have

\[
\mathcal{J}_2 \leq \sum_{i=1}^{N_c} \left\| \beta_{glo}^{(i,k)} - \beta_{on}^{(i,k)} \right\|_a^2 + \left\| \pi(\beta_{glo}^{(i,k)} - \beta_{on}^{(i,k)}) \right\|_s^2 \lesssim (1 + \Lambda^{-1}) E_m \left\| u_{ms}^{(k)} - u_h \right\|_a^2.
\]

Combining (5.21), (5.24), and (5.27), we obtain

\[
\left\| u_h - u_{ms}^{(k+1)} \right\|_a^2 \lesssim \mathcal{J}_1 + \mathcal{J}_2 + \mathcal{J}_3
\]
\[
\lesssim (1 + \Lambda^{-1}) \left[ E_m ((1 + D)(1 + C_{\text{poin}}^2)(m+1)^d + M) + M^2 \theta \right] \left\| u_h - u_{ms}^{(k)} \right\|_a^2.
\]

This completes the proof. \( \square \)

6. Numerical experiments. In this section, we present some numerical examples with high-contrast media to demonstrate the effectiveness and efficiency of the proposed online adaptive method. We set the computational domain to be \( \Omega = (0, 1)^2 \). We partition the domain into \( 16 \times 16 \) square elements with mesh size \( H = \sqrt{2}/16 \) to form the coarse grid \( T^H \). Next, for each coarse element, we further partition it into \( 16 \times 16 \) square elements so that the mesh size \( h \) of the fine grid \( T^h \) is \( h = \sqrt{2}/256 \). We use this fine grid
to compute the reference solution $u_h$. In all the experiments, the IPDG penalty parameter in (2.5) is set to be $\gamma = 4$ to ensure the coercivity of the bilinear form $a_{DG}(\cdot, \cdot)$. In the following examples, we compute the relative $L^2$ and energy errors as follows

$$ e^{k}_{L^2} := \frac{\| u_h - (k) \|_{L^2(\Omega)}}{\| u_h \|_{L^2(\Omega)}} $$

and

$$ e^{k}_{a} := \frac{\| u_h - (k) \|_{a}}{\| u_h \|_{a}} $$

to measure the accuracy of multiscale solutions. Also, we compute the numerical convergence rate as follows

$$ \max_k \left( \frac{\| u_h - (k+1) \|_{a}^2}{\| u_h - (k) \|_{a}^2} \right) $$

where the maximum is taken over the set $\{1, \cdots, N_{Iter}\}$, where $N_{Iter}$ is the maximum number of iterations in the online adaptive algorithm.

**Example 6.1.** In the first example, we consider a highly heterogeneous permeability field $\kappa$ in the domain as shown in Figure 6.1. The background value is 1 (i.e., the blue region) and the contrast value in the channels and inclusions is $10^4$ (i.e., the yellow region). The permeability field is a piecewise constant function on the fine grid. The source function is set to be $f(x_1, x_2) = ((x_1 - 0.5)^2 + (x_2 - 0.5)^2)^{-1/4}$ for any $(x_1, x_2) \in \Omega$. We pick 2 auxiliary basis functions per coarse element and set the number of oversampling layers to be 2 to form the offline multiscale space. In the online stage, we set the number of oversampling layers to be 3 to construct online basis functions.

![Permeability Field](image.png)

**Fig. 6.1.** The permeability field $\kappa$ in Example 6.1.

We present the numerical results with different values of $\theta$ in the online adaptive algorithm. In Table 6.1, we present the $L^2$ and energy errors with uniform enrichment, that is $\theta = 0$. We remark that one may exclude the online basis functions whose corresponding local residuals are too small to avoid the singularity of the stiffness matrix. The column of DOFs stands for the total degrees of freedom in the current multiscale space. In the case of uniform enrichment, one can observe a fast convergence rate; the energy error (resp. $L^2$ error) has been driven down to smaller than 0.2% (resp. 0.006%) after three iterations with 1056 degrees of freedom in the online multiscale space. The numerical convergence rate of uniform enrichment is 0.0568.

Next, we consider the cases of adaptive enrichment with different values of the user-defined parameter. The numerical results of error decay with $\theta = 0.3$ and $\theta = 0.6$ are presented in Tables 6.2 and 6.3, respectively. That is, one may only add online basis functions for regions which account for the largest 70% and 40% of the residuals, respectively. One can observe from Table 6.2 that the numerical convergence rate is approximately equal to 0.3079. The numerical convergence rate in the case of $\theta = 0.6$ is around 0.7008. This confirms the theoretical assertion that the convergence rate can be controlled by the user-defined parameter $\theta$. Moreover,
we note that the adaptive algorithm allows adding relatively few degrees of freedom to reduce both $L^2$ and energy error to a relatively small stage.

**Example 6.2.** *In the second example, we consider a highly channelized permeability field $\kappa$ in the domain as shown in Figure 6.2. In the background region (i.e., the blue region), the value of the permeability is equal to $1$. On the other hand, the value of permeability field in the channelized region (i.e., the yellow region) is equal to $10^4$. The rest of the settings (source function, number of auxiliary modes, offline and online number of oversampling layers) are the same as in Example 6.1.*

We present the numerical results with uniform enrichment in Table 6.4. In this case, one can also observe a fast convergence rate as in Example 6.1. Specifically, the energy error (resp. $L^2$ error) has been driven down to around $0.3\%$ (resp. $0.008\%$) after three iterations with 887 degrees of freedom in the multiscale space. Here, we have applied the technique of singularity protection to avoid adding basis functions corresponding to extremely small local residuals. The numerical convergence rate of uniform enrichment is $0.1463$.

**Table 6.4**
*Numerical results in Example 6.2. Convergence rate is $0.1463$ ($\theta = 0$).*

| $k$-th iteration | DOFs | $e^k_{L^2}$ | $e^k_0$ |
|------------------|------|-------------|---------|
| 0                | 512  | 46.799045\% | 66.972703\% |
| 1                | 737  | 0.533127\%  | 7.126747\%  |
| 2                | 829  | 0.013156\%  | 0.807402\%  |
| 3                | 887  | 0.008870\%  | 0.308805\%  |

We consider the adaptive enrichment with different values of the user-defined parameter $\theta$ for the chan-
nelized case. The numerical results of error decay with $\theta = 0.3$ and $\theta = 0.6$ are presented in Tables 6.5 and 6.6, respectively. One can observe from Table 6.5 that the numerical convergence rate is approximately equal to 0.332. On the other hand, from Table 6.6 the numerical convergence rate in the case of $\theta = 0.6$ is around 0.6049. The adaptive algorithm allows adding relatively few degrees of freedom to reduce both $L^2$ and energy error to a relatively small stage. For instance, one can reduce the error to the level around 3.5% by setting $\theta = 0.3$ with additionally 100 more basis functions.

Table 6.5

Numerical results in Example 6.2. Convergence rate is 0.3329 ($\theta = 0.3$).

| $k$-th iteration | DOFs | $e^k_{\text{L2}}$ | $e^k_{\text{a}}$ |
|-------------------|------|------------------|----------------|
| 0                 | 512  | 46.799045%       | 66.972703%     |
| 1                 | 536  | 15.586852%       | 38.639358%     |
| 2                 | 556  | 2.285647%        | 14.834456%     |
| 3                 | 579  | 0.616199%        | 7.719475%      |
| 4                 | 617  | 0.139157%        | 3.544308%      |

Table 6.6

Numerical results in Example 6.2. Convergence rate is 0.6049 ($\theta = 0.6$).

| $k$-th iteration | DOFs | $e^k_{\text{L2}}$ | $e^k_{\text{a}}$ |
|-------------------|------|------------------|----------------|
| 0                 | 512  | 46.799045%       | 66.972703%     |
| 1                 | 524  | 28.303085%       | 52.086409%     |
| 2                 | 535  | 15.962970%       | 39.149738%     |
| 3                 | 547  | 6.981006%        | 25.936662%     |
| 4                 | 559  | 3.145128%        | 17.428573%     |
| 5                 | 570  | 1.194350%        | 10.751979%     |
| 6                 | 583  | 0.454958%        | 6.656748%      |

In Figure 6.3, we show the distributions of the online basis functions at the final iteration for the adaptive enrichment (i.e., the cases when $\theta = 0.3$ and $\theta = 0.6$). For both cases, we see that basis functions are mostly added in the high permeability region $\{0.375 \leq x_1 \leq 0.625\}$ as shown in Figure 6.2. This suggests that the algorithm successfully identifies coarse regions which are highly correlated to the inaccuracy of the current solution using the residual information and includes online basis functions which have crucial effects in correcting the solution.
7. Conclusion. In this research, we proposed an online adaptive strategy within the framework of the CEM-GMsDGM. The CEM-GMsDGM developed in [9] provides a systematic approach to construct offline multiscale basis functions that give a first-order convergence rate with respect to the coarse mesh size. The convergence rate is independent of the underlying heterogeneous media in the problem. In this work, the proposed algorithm gave a flexible approach to enrich multiscale degrees of freedom for error reduction during the online stage without any additional mesh refinement of the domain. The construction of online basis functions was based on the oversampling technique and the information of local residuals with respect to the current multiscale approximation. The analysis showed that the convergence rate of the online adaptive algorithm depends on the factor of exponential decay and a user-defined parameter. Numerical experiments were provided to validate the analytical estimate. In the future, we will extend this method to wave equations and convection-diffusion equations.
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Here, \( m \) and \( \mathcal{M} \) are two given nonnegative integers with \( m < \mathcal{M} \). Moreover, we define the following DG norm on \( K_{i,\mathcal{M}} \setminus K_{i,m} \) formed by a union of coarse blocks \( K \in \mathcal{T}^H \)

\[
\|w\|_{DG(K_{i,\mathcal{M}} \setminus K_{i,m})} := \left( \sum_{K_i \subseteq K_{i,\mathcal{M}} \setminus K_{i,m}} a_i(w, w) + \sum_{E \in \mathcal{E}^H(K_{i,\mathcal{M}} \setminus K_{i,m})} \int_E \pi \|w\|^2 \, d\sigma \right)^{1/2},
\]

where \( \mathcal{E}^H(K_{i,\mathcal{M}} \setminus K_{i,m}) \) denotes the collection of all coarse edges in \( \mathcal{E}^H \) which lie within the interior of \( K_{i,\mathcal{M}} \setminus K_{i,m} \) and the boundary of \( K_{i,\mathcal{M}} \). To simplify notations, we write

\[
\|\psi\|_{CEM} := \left( \|\psi\|^2_{DG} + \|\pi(\psi)\|^2 \right)^{1/2} \quad \text{and} \quad \|\psi\|_{CEM(\Omega')} := \left( \|\psi\|^2_{DG(\Omega')} + \|\pi(\psi)\|^2_{s(\Omega')} \right)^{1/2},
\]

where \( \Omega' \subseteq \Omega \) is formed by a union of coarse blocks \( K \in \mathcal{T}^H \).

**A.1. Proof of Lemma 5.2.** Subtracting (3.7) from (5.7), we have

\[
a_{DG}(\psi^{(i)}_j - \psi^{(i)}_{j,ms}, v) + s(\pi(\psi^{(i)}_j - \psi^{(i)}_{j,ms}), \pi(v)) = 0 \quad \text{for any} \ v \in V_h(K_{i,m}).
\]

Taking \( v = w - \psi^{(i)}_{j,ms} \) with \( w \in V_h(K_{i,m}) \), one can show that

\[
\|\psi^{(i)}_j - \psi^{(i)}_{j,ms}\|_a^2 + \|\pi(\psi^{(i)}_j - \psi^{(i)}_{j,ms})\|_s^2 \leq \|\psi^{(i)}_j - w\|_a^2 + \|\pi(\psi^{(i)}_j - w)\|_s^2, \quad (A.1)
\]

for any \( w \in V_h(K_{i,m}) \). Taking \( w = I_h(\chi^{m,m-1}_i \psi^{(i)}_j) \) in (A.1), we obtain

\[
\|\psi^{(i)}_j - \psi^{(i)}_{j,ms}\|_{CEM}^2 \leq \|\psi^{(i)}_j - I_h(\chi^{m,m-1}_i \psi^{(i)}_j)\|_{CEM}^2 \leq \|\psi^{(i)}_j - (1 - \chi^{m,m-1}_i) \psi^{(i)}_j\|_{CEM}^2 + \|\psi^{(i)}_j - (1 - I_h) \chi^{m,m-1}_i \psi^{(i)}_j\|_{CEM}^2, \quad (A.2)
\]

To estimate the term \( \|\psi^{(i)}_j - (1 - \chi^{m,m-1}_i) \psi^{(i)}_j\|_{CEM}^2 \), we use the fact that

\[
\nabla \left(1 - \chi^{m,m-1}_i \psi^{(i)}_j\right) = -\nabla \chi^{m,m-1}_i \psi^{(i)}_j + (1 - \chi^{m,m-1}_i) \nabla \psi^{(i)}_j, \quad 0 \leq 1 - \chi^{m,m-1}_i \leq 1
\]

to obtain

\[
\|\psi^{(i)}_j - (1 - \chi^{m,m-1}_i) \psi^{(i)}_j\|_{DG(\Omega \setminus K_{i,m-1})}^2 \leq \|\psi^{(i)}_j\|_{DG(\Omega \setminus K_{i,m-1})}^2 + \|\psi^{(i)}_j\|_{s(\Omega \setminus K_{i,m-1})}^2.
\]

\[\text{(A.3)}\]
Next, we estimate the term

\[ \| (1 - \chi_i^{m,m-1}) \psi_j^{(i)} \|_{s(K)}^2 \leq \Lambda^{-1} \left( \| \psi_j^{(i)} \|_{s(K)}^2 + \| \pi(\psi_j^{(i)}) \|_{s(K)}^2 \right). \]  

(A.4)

Therefore, we have

\[ \| (1 - \chi_i^{m,m-1}) \psi_j^{(i)} \|_{s(K)}^2 \leq \Lambda^{-1} \left( \| \psi_j^{(i)} \|_{s(K)}^2 + \| \pi(\psi_j^{(i)}) \|_{s(K)}^2 \right). \]  

(A.5)

Next, we estimate the term \( \| \pi((1 - \chi_i^{m,m-1}) \psi_j^{(i)}) \|_{s}^2 \). Using (A.4), we have

\[ \| \pi((1 - \chi_i^{m,m-1}) \psi_j^{(i)}) \|_{s}^2 \leq \Lambda^{-1} \left( \| \psi_j^{(i)} \|_{s(K)}^2 + \| \pi(\psi_j^{(i)}) \|_{s(K)}^2 \right). \]  

(A.6)

Combining (A.5) and (A.6), the first term on the right-hand side of the inequality (A.2) becomes

\[ \| (1 - \chi_i^{m,m-1}) \psi_j^{(i)} \|_{s}^2 \leq \Lambda^{-1} \left( \| \psi_j^{(i)} \|_{s(K)}^2 + \| \pi(\psi_j^{(i)}) \|_{s(K)}^2 \right). \]  

(A.7)

Now we are going to estimate the term \( \| (1 - I_h) \chi_i^{m,m-1} \psi_j^{(i)} \|_{s}^2 \). Denote

\[ \rho := (1 - I_h) \chi_i^{m,m-1} \psi_j^{(i)}. \]

By the property of the cutoff function, we have \( \rho = 0 \) in \( \Omega \setminus K_{i,m} \). On the other hand, since \( \chi_i^{m,m-1} \equiv 1 \) in \( K_{i,m-1} \), we have \( \rho = (1 - I_h) \psi_j^{(i)} = 0 \) in \( K_{i,m-1} \). As a result, we have \( \text{supp}(\rho) \subset K_{i,m} \setminus K_{i,m-1} \). Then, using (5.2), we have

\[ \| \rho \|_{s}^2 \leq \| \rho \|_{DG}^2 + \| \pi(\rho) \|_{s}^2 \]

\[ = \sum_{K_i \subset K_{i,m} \setminus K_{i,m-1}} a_t(\rho, \rho) + \sum_{E \in \mathcal{E}^H(K_{i,m} \setminus K_{i,m-1})} \int_E \pi(\rho)^2 \, d\sigma + \| \pi(\rho) \|_{s(K_{i,m} \setminus K_{i,m-1})}^2 \]

\[ \lesssim C_I^2 \left( \sum_{K_i \subset K_{i,m} \setminus K_{i,m-1}} a_t(\chi_i^{m,m-1} \psi_j^{(i)}, \chi_i^{m,m-1} \psi_j^{(i)}) \right) \]

\[ + \sum_{E \in \mathcal{E}^H(K_{i,m} \setminus K_{i,m-1})} \int_E \pi(\chi_i^{m,m-1} \psi_j^{(i)})^2 \, d\sigma \]

\[ \lesssim \| \chi_i^{m,m-1} \psi_j^{(i)} \|_{DG(K_{i,m} \setminus K_{i,m-1})}^2 = \| \psi_j^{(i)} \|_{DG(K_{i,m} \setminus K_{i,m-1})}^2. \]  

(A.8)

Consequently, the inequality (A.2) becomes

\[ \| \psi_j^{(i)} - \psi_{j,ms}^{(i)} \|_{s}^2 \lesssim (1 + \Lambda^{-1}) \| \psi_j^{(i)} \|_{s}^2. \]  

(A.9)

We estimate the term

\[ \| \psi_j^{(i)} \|_{s(K_{i,m} \setminus K_{i,m-1})}^2 \]

\[ \lesssim \| \psi_j^{(i)} \|_{DG(K_{i,m} \setminus K_{i,m-1})}^2 + \| \pi(\psi_j^{(i)}) \|_{s(K_{i,m} \setminus K_{i,m-1})}^2. \]
Denote $\xi := 1 - \chi_i^{m-1,m-2}$. By the definition of (5.7), if we take the test function to be $w = I_h(\xi^2 \psi_j^{(i)})$, then we have

$$a_{DG}(\psi_j^{(i)}, I_h(\xi^2 \psi_j^{(i)})) + s(\pi(\psi_j^{(i)}), \pi(I_h(\xi^2 \psi_j^{(i)}))) = s(\phi_j^{(i)}, \pi(I_h(\xi^2 \psi_j^{(i)}))) = 0, \quad (A.10)$$

where the last equality follows from the fact that $\text{supp}(\phi_j^{(i)}) \cap \text{supp}(\xi^2) = \emptyset$. Using the techniques of showing the formula (67) in [9], one can show that

$$\left\| \psi_j^{(i)} \right\|_{DG(\Omega \setminus K_{i,m-1})}^2 \leq a_{DG}(\psi_j^{(i)}, \xi^2 \psi_j^{(i)}) + \left\| \psi_j^{(i)} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 \leq a_{DG}(\psi_j^{(i)}, I_h(\xi^2 \psi_j^{(i)})) + a_{DG}(\psi_j^{(i)}, \xi^2 \psi_j^{(i)} - I_h(\xi^2 \psi_j^{(i)})) + \left\| \psi_j^{(i)} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 \quad (A.11)$$

On the other hand, since $\chi_i^{m-1,m-2} \equiv 0 \in \Omega \setminus K_{i,m-1}$, we have

$$s(\pi(\psi_j^{(i)}), \pi(I_h(\xi^2 \psi_j^{(i)}))) = \left\| \pi(\psi_j^{(i)}) \right\|_{s(\Omega \setminus K_{i,m-1})}^2 + \int_{K_{i,m-1} \setminus K_{i,m-2}} \tilde{\kappa}(\psi_j^{(i)}) I_h(\xi^2 \psi_j^{(i)}) dx.$$ 

Thus, we have

$$\left\| \pi(\psi_j^{(i)}) \right\|_{s(\Omega \setminus K_{i,m-1})}^2 \leq \int_{K_{i,m-1} \setminus K_{i,m-2}} \tilde{\kappa}(\psi_j^{(i)}) I_h(\xi^2 \psi_j^{(i)}) dx \quad (A.12)$$

Using (A.10) and adding (A.11) and (A.12), we have

$$\left\| \psi_j^{(i)} \right\|_{C^{1,0}(\Omega \setminus K_{i,m-1})}^2 \leq a_{DG}(\psi_j^{(i)}, \xi^2 \psi_j^{(i)} - I_h(\xi^2 \psi_j^{(i)})) + \left\| \psi_j^{(i)} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 + \frac{1}{2} \left( \left\| \pi(\psi_j^{(i)}) \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 + \left\| I_h(\xi^2 \psi_j^{(i)}) \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 \right). \quad (A.13)$$

We first analyze the terms $a_{DG}(\psi_j^{(i)}, \xi^2 \psi_j^{(i)} - I_h(\xi^2 \psi_j^{(i)}))$ and $\left\| I_h(\xi^2 \psi_j^{(i)}) \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2$. Denote $\tilde{\rho} := \xi^2 \psi_j^{(i)} - I_h(\xi^2 \psi_j^{(i)})$. Note that $\text{supp}(\tilde{\rho}) \subset K_{i,m-1} \setminus K_{i,m-2}$. Using the same argument as in that of showing (A.8), we have

$$\left\| \tilde{\rho} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2 \leq C^2 \left\| \xi^2 \psi_j^{(i)} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2. \quad (A.14)$$

Note that $|\xi| \leq 1$. Using the chain rule, we have $\nabla(\xi^2 \psi_j^{(i)}) = \xi^2 \psi_j^{(i)} + 2\xi \psi_j^{(i)} \nabla \xi$ and we are able to show that

$$\left\| \xi^2 \psi_j^{(i)} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2 \leq \left\| \psi_j^{(i)} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2 + \left\| \psi_j^{(i)} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2. \quad (A.15)$$

For the first term in (A.13), using the Young’s inequality, we have

$$a_{DG}(\psi_j^{(i)}, \tilde{\rho}) \leq \left\| \psi_j^{(i)} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2 + \left\| \tilde{\rho} \right\|_{DG(K_{i,m-1} \setminus K_{i,m-2})}^2. \quad (A.16)$$

Then, for the fourth term in (A.13), we have

$$\left\| I_h(\xi^2 \psi_j^{(i)}) \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 \leq \left\| \tilde{\rho} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 + \left\| \xi^2 \psi_j^{(i)} \right\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2. \quad (A.17)$$
Combining (A.14), (A.15), (A.16), and (A.17), the inequality (A.13) becomes
\[
\|\psi_j^{(i)}\|_{\text{CEM}(\Omega \setminus K_{i,m-1})}^2 \leq \|\psi_j^{(i)}\|_{\text{CEM}(K_{i,m-1} \setminus K_{i,m-2})}^2 + \|\psi_j^{(i)}\|_{s(K_{i,m-1} \setminus K_{i,m-2})}^2 \\
\leq (1 + \Lambda^{-1}) \|\psi_j^{(i)}\|_{\text{CEM}(K_{i,m-1} \setminus K_{i,m-2})}^2,
\]
(A.18)
where the last inequality follows from the same argument as showing (3.6).

Moreover, we note that the following inequality holds
\[
\|\psi_j^{(i)}\|_{\text{CEM}(\Omega \setminus K_{i,m-2})}^2 = \|\psi_j^{(i)}\|_{\text{CEM}(\Omega \setminus K_{i,m-1})}^2 + \|\psi_j^{(i)}\|_{\text{CEM}(K_{i,m-1} \setminus K_{i,m-2})}^2 \\
\geq (1 + (1 + \Lambda^{-1})^{-1}) \|\psi_j^{(i)}\|_{\text{CEM}(\Omega \setminus K_{i,m-1})}^2
\]
for any integer \(m \geq 2\). Using the above inequality recursively, we obtain
\[
\|\psi_j^{(i)}\|_{\text{CEM}(\Omega \setminus K_{i,m-1})}^2 \leq (1 + (1 + \Lambda^{-1})^{-1})^{1-m} \|\psi_j^{(i)}\|_{\text{CEM}}^2.
\]

Finally, the inequality (A.9) becomes
\[
\|\psi_j^{(i)} - \psi_{j,ms}^{(i)}\|_{\text{CEM}}^2 \leq (1 + \Lambda^{-1}) (1 + (1 + \Lambda^{-1})^{-1})^{1-m} \|\psi_j^{(i)}\|_{\text{CEM}}^2.
\]
This completes the proof due to the equivalence of the norms \(\|\cdot\|_a\) and \(\|\cdot\|_{\text{DG}}\).

**A.2. Proof of Lemma 5.3.** Given any \(\{c_j^{(i)}\}\), we denote \(w^{(i)} := \sum_{j=1}^{L_i} c_j^{(i)} (\psi_j^{(i)} - \psi_{j,ms}^{(i)})\) and we write \(w := \sum_{i=1}^{N} w^{(i)}\). Using the definition of the global and local multiscale basis functions in (5.7) and (3.7) with test function \(I_h((1 - \chi_i^{m+1,m})w)\), we obtain
\[
\begin{align*}
\mathcal{A}_{DG} \left( I_h((1 - \chi_i^{m+1,m})w), \sum_{j=1}^{L_i} c_j^{(i)} \psi_j^{(i)} \right) + s \left( \pi(I_h((1 - \chi_i^{m+1,m})w)), \sum_{j=1}^{L_i} c_j^{(i)} \pi(\psi_j^{(i)}) \right) &= 0, \\
\mathcal{A}_{DG} \left( I_h((1 - \chi_i^{m+1,m})w), \sum_{j=1}^{L_i} c_j^{(i)} \psi_{j,ms}^{(i)} \right) + s \left( \pi(I_h((1 - \chi_i^{m+1,m})w)), \sum_{j=1}^{L_i} c_j^{(i)} \pi(\psi_{j,ms}^{(i)}) \right) &= 0.
\end{align*}
\]
Here, we have used the fact that \(\text{supp}(\sum_{j=1}^{L_i} c_j^{(i)} \psi_{j,ms}^{(i)}) \subset K_{i,m}\). Subtracting the two equations above, we have
\[
\begin{align*}
\|w\|_a^2 + \|\pi(w)\|_s^2 &= \sum_{i=1}^{N} \mathcal{A}_{DG}(I_h(\chi_i^{m+1,m}w), w^{(i)}) + s(\pi(I_h(\chi_i^{m+1,m}w)), \pi(w^{(i)})) \\
&\leq \sum_{i=1}^{N} \left( \|I_h(\chi_i^{m+1,m}w)\|_a \|w^{(i)}\|_a + \|\pi(I_h(\chi_i^{m+1,m}w))\|_s \|\pi(w^{(i)})\|_s \right) \\
&\leq \sum_{i=1}^{N} \left( \|I_h(\chi_i^{m+1,m}w)\|_a^2 + \|\pi(I_h(\chi_i^{m+1,m}w))\|_s^2 \right)^{1/2} \left( \|w^{(i)}\|_a^2 + \|\pi(w^{(i)})\|_s^2 \right)^{1/2} \\
&\lesssim (1 + \Lambda^{-1})^{1/2} \left( \|w\|_a^2 + \|\pi(w)\|_s^2 \right)^{1/2} \left( \sum_{i=1}^{N} \|w^{(i)}\|_a^2 + \|\pi(w^{(i)})\|_s^2 \right)^{1/2},
\end{align*}
\]
where the last inequality follows from the same argument as showing (A.9) with the replacement of \(\psi_j^{(i)}\) by \(w\). Hence, we conclude that
\[
\|w\|_a^2 + \|\pi(w)\|_s^2 \lesssim (1 + \Lambda^{-1}) \sum_{i=1}^{N} \left( \|w^{(i)}\|_a^2 + \|\pi(w^{(i)})\|_s^2 \right).
\]

22