ON CRITICAL POINTS OF EIGENVALUES OF THE MONTGOMERY FAMILY OF QUARTIC OSCILLATORS
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Abstract. We discuss spectral properties of the family of quartic oscillators $h_M(\alpha) = -\frac{d^2}{dt^2} + \left(\frac{1}{2}t^2 - \alpha\right)^2$ on the real line, where $\alpha \in \mathbb{R}$ is a parameter. This operator appears in a variety of applications coming from quantum mechanics to harmonic analysis on Lie groups, Riemannian geometry and superconductivity. We study the variations of the eigenvalues $\lambda_j(\alpha)$ of $h_M(\alpha)$ as functions of the parameter $\alpha$. We prove that for $j$ sufficiently large, $\alpha \mapsto \lambda_j(\alpha)$ has a unique critical point, which is a nondegenerate minimum. We also prove that the first eigenvalue $\lambda_1(\alpha)$ enjoys the same property and give a numerically assisted proof that the same holds for the second eigenvalue $\lambda_2(\alpha)$. The proof for excited states relies on a semiclassical reformulation of the problem. In particular, we develop a method permitting to differentiate with respect to the semiclassical parameter, which may be of independent interest.
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1. INTRODUCTION AND MAIN RESULTS

We consider the spectral properties of the family (indexed by $\alpha \in \mathbb{R}$) of self-adjoint realizations of the second order differential operator

$$h_M(\alpha) := -\frac{d^2}{dt^2} + \left(\frac{1}{2} t^2 - \alpha\right)^2,$$

on the real line. This operator appears in many different settings, namely:

- in quantum mechanics, see Simon [40] (see also [39]);
- in the study of irreducible representations of certain nilpotent Lie groups of rank 3: see [26, 38, 16, 17] (and the references therein) for considerations on analytic hypoellipticity\(^1\) of hypoelliptic operators, see also [6] and [3] for a recent harmonic analysis on the so-called Engel group, and [8] for the analysis of a related sublaplacian;
- in Riemannian Geometry and the study of Schrödinger operators with magnetic fields on compact manifolds and in superconductivity, see [34] (hence the name of Montgomery attributed to this family), and [1, 14, 21, 22, 24, 25, 36, 37, 20].

Our results concern the eigenvalues of the operator $h_M(\alpha)$, acting on

$$D(h_M(\alpha)) := \left\{ u \in L^2(\mathbb{R}), -u'' + \left(\frac{1}{2} t^2 - \alpha\right)^2 u \in L^2(\mathbb{R}) \right\} \subset L^2(\mathbb{R}).$$

We first recall a list of elementary spectral properties of the operator $h_M(\alpha)$ (see e.g. [3] for a detailed proof).

**Proposition 1.1.** For any $\alpha \in \mathbb{R}$, the operator $(h_M(\alpha), D(h_M(\alpha)))$ is selfadjoint on $L^2(\mathbb{R})$, with compact resolvent. Its spectrum consists in countably many real eigenvalues with finite multiplicities, accumulating only at $+\infty$. Moreover, we have the following properties:

1. The domain $D(h_M(\alpha)) = D(h_M(0))$ does not depend on $\alpha$.
2. All eigenvalues are simple and positive, and we may thus write $\text{Sp}(h_M(\alpha)) = \{\lambda_j(\alpha), j \in \mathbb{N}^*\}$ with
   $$0 < \lambda_1(\alpha) < \cdots < \lambda_j(\alpha) < \lambda_{j+1}(\alpha) \to +\infty.$$
   $$\dim \ker(h_M(\alpha) - \lambda_j(\alpha)) = 1.$$
3. All eigenfunctions are real-analytic and decay exponentially fast at infinity (as well as all their derivatives).
4. For all $j \in \mathbb{N}^*$, functions in $\ker(h_M(\alpha) - \lambda_j(\alpha))$ have the parity of $j + 1$.

For all $j \in \mathbb{N}^*$, we shall denote by $u_j(\alpha)$ any $L^2(\mathbb{R})$ normalized real-valued function in $\ker(h_M(\alpha) - \lambda_j(\alpha))$. According to Item (2), any such family $(u_j(\alpha))_{j \in \mathbb{N}}$ forms a Hilbert basis of $L^2(\mathbb{R})$.

Some properties of the first eigenvalue of $h_M(\alpha)$ have been studied in [19].

The present paper investigates the dependence in $\alpha$ of the eigenvalues $\lambda_j(\alpha)$, and in particular the nature of its critical points. This study is motivated by a question of the second author with H. Bahouri, I. Gallagher and D. Barilari (see [3]) related to the Schrödinger evolution equation.

---

\(^1\)The existence of $\alpha \in \mathbb{C}$ such that $h_M(\alpha)$ is not injective [38] leads to the proof of the non hypoanalyticity of the Sublaplacian on the Engel group [16, 17].
on the Engel group. In that context, the study of dispersive properties involves that of oscillatory integrals whose phases contain $\lambda_j(\alpha)$. It is thus likely that dispersive estimates depend on the critical points of the maps $\alpha \mapsto \lambda_j(\alpha)$ for $j \in \mathbb{N}^*$.

As far as the variations of $\lambda_j$ are concerned, classical arguments show that $\lambda_j(\alpha) \to +\infty$ as $\alpha \to \pm \infty$ and $\lambda_j'(\alpha) < 0$ for $\alpha \leq 0$ (see Section 2). Henceforth, $\lambda_j$ has at least one critical point, namely a global minimum. The graph of the first six eigenvalues $\lambda_j(\alpha)$ is plotted on Figure 1; see also Section 5.6 for comments on this figure and additional numerical results.

Our first main result concerns the first eigenvalue $\lambda_1$.

**Theorem 1.2.** The first eigenvalue $\alpha \mapsto \lambda_1(\alpha)$ of $h_{\mathcal{M}}(\alpha)$ has a unique critical point $\alpha_c$. Moreover $\alpha_c \in (0, 1)$, $\lambda_1$ reaches its minimum at $\alpha_c$, i.e. $\lambda_1(\alpha_c) = \min_{\alpha \in \mathbb{R}} \lambda_1(\alpha)$, and this minimum is non-degenerate, i.e. $\lambda''_1(\alpha_c) > 0$.

Theorem 1.2 was conjectured by Montgomery when replacing “critical point” by “minimum” [34], partially analyzed in [24], stated in Pan-Kwek [37], and verified with a computer assisted proof in [21, 22]. One can also find in [14] a presentation of some of the results. In the case of the minimum, a complete proof was finally given in [19]. Improvements in the proof and a generalization to a larger class appeared in [27].

Our second main result is a numerically assisted proof of the same property for $\lambda_2$.

**Statement 1.3** (Numerically assisted). $\lambda_2$ has a unique critical point $\alpha_{2,c}$. Moreover this critical point is positive, corresponds to a minimum, and is non-degenerate.

Next, we investigate the case of “large eigenvalues”, i.e. of $\lambda_j(\alpha)$ for sufficiently large values of $j$. We first provide with a rough asymptotic localization of critical points of $\lambda_j$ for large $j$. We set

$$A_{j,c} = \{\alpha \in \mathbb{R}, \lambda_j'(\alpha) = 0\}, \quad \text{for } j \in \mathbb{N}^*.$$ 

**Theorem 1.4.** The function

$$E \mapsto F(E) = \int_{0}^{\sqrt{2+2\sqrt{E}}} \frac{2-x^2}{\sqrt{E-(x^2/2-1)^2}} \, dx$$

is of class $C^1$ and admits a unique zero $E_c$ in the interval $(1, +\infty)$. For any choice of $\alpha_{j,c}$ in $A_{j,c}$, we have $\lim_{j \to +\infty} \alpha_{j,c} = +\infty$ and

$$\lim_{j \to +\infty} \frac{\lambda_j(\alpha_{j,c})}{\alpha_{j,c}^2} = E_c.$$ 

\(^2\text{By numerical computations of V. Bonnaillie-No"el}\)
A numerical investigation shows that $E_c \approx 2.35$, with a relatively fast convergence with respect to $j$, see Section 5.6 for more on numerics.

Finally, our last main result proves the analogue of Theorem 1.2 for large eigenvalues.

**Theorem 1.5.** There exists $j_0$ such that for $j \geq j_0$, $\lambda_j$ admits a unique critical point $\alpha_{j,c}$ corresponding to a non degenerate minimum. Moreover, we have

$$(1.3) \quad \lambda''_j(\alpha_{j,c}) \to -3F'(E_c)G(E_c) > 0, \quad \text{as } j \to +\infty,$$

where $F'(E_c) < 0$, and, setting $V(x) = \left(\frac{x^2}{2} - 1\right)^2$ and $x_+(E) = \sqrt{2 + 2\sqrt{E}}$,

$$(1.4) \quad G(E) = \left( \int_{x_+(E)}^{x_+(E)} \left( E - V(x) \right)^{\frac{1}{2}} \, dx \right) \left( \int_{0}^{x_+(E)} \left( E - V(x) \right)^{-\frac{1}{2}} \, dx \right)^{-2}.$$

Theorems 1.2 and 1.5 together with Statement 1.3 and Figure 1 naturally lead us to the following conjecture.

**Conjecture 1.6.** For any $j \geq 1$, $\lambda_j$ has a unique critical point $\alpha_{j,c}$. Moreover this critical point is positive, corresponds to a minimum, and is non degenerate.

Note that $A_{j,c} \neq \emptyset$ because we will prove in (2.4) that for any $j$, $\lambda_j(\alpha)$ has at least a minimum. Conjecture 1.6 says in particular that $A_{j,c}$ has precisely one element for all $j \in \mathbb{N}^*$. Remark also that, on account to Theorem 1.5, there is only a finite number of eigenvalues which remain uncovered.

As in [3, Section 2], there are different regions of the space of $(j, \alpha) \in \mathbb{N} \times \mathbb{R}$ to be considered separately. Here, it is rather straightforward to see that $\lambda_j$ has no critical point in $\{ \alpha \leq 0 \}$ (see Corollary 2.2) so there are only two relevant regimes to consider.

The first regime is $\lambda_j(\alpha) \gg \alpha^2$, in which the operator $\mathfrak{h}_M(\alpha)$ may be rescaled to (a small perturbation of) the operator $P^\varepsilon = -\varepsilon^2 \frac{d^2}{dx^2} + \frac{x^2}{4}$. In this regime, we prove in Section 2.6 that there is no critical point asymptotically. The proof relies on a description of semiclassical measures associated to eigenfunctions of the operator $P^\varepsilon$ following [32].

The second regime is $\lambda_j(\alpha) \lesssim \alpha^2$, in which the operator $\mathfrak{h}_M(\alpha)$ may be rescaled to the double-well semiclassical Schrödinger operator $P_h = -\hbar^2 \frac{d^2}{dx^2} + \left( \frac{x^2}{2} - 1 \right)^2$. It appears that all critical points belong asymptotically to this regime and a thorough semiclassical analysis is needed to first localize critical points, and then prove their non-degeneracy. This is the heart of the proofs of Theorems 1.4 and 1.5 achieved respectively in Sections 3 and 4. The proof of Theorem 1.4 relies on the description of semiclassical measures associated to eigenfunctions of the operator $P_h$ at all possible energy levels $E \in \mathbb{R}_+$ (and the semiclassical reformulation of the first variation formula for eigenvalues). This allows to provide in particular with an asymptotics of $\lambda_j'(\alpha)$ when $\frac{\lambda_j(\alpha)}{\alpha^2} \to E$ (see Corollary 3.7 and Proposition 3.13). We then prove that the latter asymptotics vanishes if and only if $E = E_c$.

The description of semiclassical measures is unfortunately not sufficient for the analysis of the second derivative $\lambda''_j(\alpha)$, and thus for the proof of Theorem 1.5. Luckily enough, the energy $E_c$ is a regular energy for the potential $\left( \frac{x^2}{2} - 1 \right)^2$ since $E_c > 1$, and we can push the semiclassical analysis beyond semiclassical measures at the energy $E_c$. To this aim, we use an approximation of eigenfunctions by semiclassical Lagrangian distributions and prove that derivatives of the approximate and the true eigenfunctions are close one to the other in the semiclassical limit. We refer to the beginning of Section 4 for a detailed description of the proof of Theorem 1.5.

Finally, the proof of Theorem 1.2 is completed in Section 5. It relies on several refinements of the proof in [19]. In particular, we first obtain a refined estimate for the localization of possible critical points of $\lambda_1$. Then, we prove an upper bound for $\lambda_1(\alpha)$ and lower bound for $\lambda_3(\alpha)$ which yield a positive lower bound for $\lambda''_1$ in this interval. The estimates on $\lambda_1$ and $\lambda_3$ follow by comparing the operator $\mathfrak{h}_M(\alpha)$ with various harmonic oscillators. Numerical experiments performed by M. Persson Sundqvist are presented in Subsection 5.6 and allow to both check the accuracy of the results we obtain and prove Statement 1.3.
Acknowledgements. Many thanks to F. Nicoleau and M. Persson Sundqvist for their precious help for numerical computations with Matematica. We also thank D. Robert for useful discussions on the possible use of coherent states in semiclassical analysis and Y. Colin de Verdière for mentioning to us the results of [7]. The second author is partially supported by the Agence Nationale de la Recherche under grants SALVE (ANR-19-CE40-0004) and ADYCT (ANR-20-CE40-0017).

2. Preliminaries

2.1. Classical results. We first collect various known basic results, see [34, 24, 37, 21, 3]. Firstly,
\begin{equation}
\text{for all } j \in \mathbb{N}^*, \text{ the map } \alpha \mapsto \lambda_j(\alpha) \text{ is continuous and satisfies } \lim_{|\alpha| \to +\infty} \lambda_j(\alpha) = +\infty.
\end{equation}

When \( \alpha \to -\infty \), this is a consequence of the direct bound \( \lambda_1(\alpha) \geq \alpha^2 \) if \( \alpha < 0 \). When \( \alpha \to +\infty \), this results from standard semiclassical analysis (see Section 3 below) relative to the operator \( P_h \), yielding, for all \( k \in \mathbb{N} \),
\begin{equation}
\lambda_{2k+1}(\alpha) \sim \sqrt{2(2k+1)} \sqrt{\alpha}, \quad \text{as } \alpha \to +\infty,
\end{equation}
\begin{equation}
\lambda_{2k+2}(\alpha) - \lambda_{2k+1}(\alpha) = O(\alpha^{-\infty}), \quad \text{as } \alpha \to +\infty.
\end{equation}
The \( O(\alpha^{-\infty}) \) decay (actually, this is an exponential decay, but this will not be used here) of \( \lambda_{2k+2}(\alpha) - \lambda_{2k+1}(\alpha) \) is explained by a double well analysis of the problem (see [30], [18] or [11]). As a consequence, for any \( j \in \mathbb{N}^* \),
\begin{equation}
\alpha \mapsto \lambda_j(\alpha) \text{ admits at least one minimum }.
\end{equation}

We recall the first variation formula for the eigenvalues \( \lambda_j \).

**Proposition 2.1** (Feynmann-Hellmann formula). The map \( \alpha \mapsto \lambda_j(\alpha) \) is \( C^\infty \), the map \( \alpha \mapsto u_j(\cdot, \alpha), \mathbb{R} \to D(H_M(0)) \) is of class \( C^2 \) and
\[ (\partial_{\alpha} u_j(\cdot, \alpha), u_j(\cdot, \alpha))_{L^2(\mathbb{R})} = 0, \]
\begin{equation}
\lambda_j'(\alpha) = -2 \int_{\mathbb{R}} \left( \frac{1}{2} t^2 - \alpha \right) u_j(t, \alpha)^2 dt = -4 \int_{0}^{+\infty} \left( \frac{1}{2} t^2 - \alpha \right) u_j(t, \alpha)^2 dt.
\end{equation}

Note that the second equality in (2.5) simply follows from the fact, stated in Proposition 1.1, that eigenfunctions are either odd or even, which implies \( t \mapsto \left( \frac{1}{2} t^2 - \alpha \right) u_j(t, \alpha)^2 \) is even.

In particular, this implies:

**Corollary 2.2.** For all \( j \in \mathbb{N}^* \), the function \( \alpha \mapsto \lambda_j(\alpha) \) is strictly decreasing for \( \alpha \leq 0 \) and all critical points of \( \lambda_j \) are in \([0, +\infty[\). In addition, \( \lambda_j \) admits a strictly positive minimum which can only be attained for positive \( \alpha \)'s.

**Proof.** Recalling that \( u_j(\cdot, \alpha) \) is normalized in \( L^2(\mathbb{R}) \), Equation (2.5) rewrites as
\[ \lambda_j'(\alpha) = -\|tu_j(\cdot, \alpha)\|_{L^2(\mathbb{R})}^2 + 2\alpha, \]
As a consequence, \( \lambda_j'(\alpha) < 0 \) for all \( \alpha < 0 \) and \( \lambda_j'(0) = -\|tu_j(\cdot, 0)\|_{L^2(\mathbb{R})}^2 < 0 \) since \( u_j(\cdot, \alpha) \) is normalized in \( L^2(\mathbb{R}) \).

Observing that the first eigenfunction is even, we deduce classically the following lemma (see for example [37] for a proof).

**Lemma 2.3.** For all \( k \in \mathbb{N}^*, \alpha \in \mathbb{R} \), we have
\[ \lambda_{2k-1}(\alpha) = \lambda_k^N(\alpha), \quad \lambda_{2k}(\alpha) = \lambda_k^D(\alpha), \]
where \( \lambda_k^N(\alpha) \) (resp. \( \lambda_k^D(\alpha) \)) denotes the \( k \)-th eigenvalue of the Neumann (resp. Dirichlet) realization of the differential operator \( -\frac{d^2}{dx^2} + (\frac{1}{2} t^2 - \alpha)^2 \) in \( \mathbb{R}^+ \).

In particular, we shall use
\begin{equation}
\lambda_1(\alpha) = \lambda_1^N(\alpha), \quad \lambda_3(\alpha) = \lambda_2^N(\alpha).
\end{equation}
2.2. Dilation operators. In the present article, we shall make an intensive use of dilation operators. We define for $\eta > 0$ the following unitary (dilation) operator

\[(2.7)\]

$$T_\eta : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}),$$

$$u(x) \mapsto \eta^2 u(\eta x),$$

having adjoint/inverse $T^{*}_\eta = T^{-1}_\eta = T_{\eta^{-1}}$.

2.3. Additional properties at a critical point. Of course, multiplying the eigenvalue equation

\[(2.8)\]

$$h_M(\alpha)u(\cdot, \alpha) = \lambda(\alpha)u(\cdot, \alpha), \quad \|u(\cdot, \alpha)\|_{L^2(\mathbb{R})} = 1,$$

by $u(\cdot, \alpha)$ and integrating by parts, we obtain

\[(2.9)\]

$$\lambda(\alpha) = \|\partial_\tau u(\cdot, \alpha)\|_{L^2(\mathbb{R})}^2 + \left\|\left(\frac{t^2}{2} - \alpha\right) u(\cdot, \alpha)\right\|_{L^2(\mathbb{R})}^2.$$

In particular, we always have

\[(2.10)\]

$$\left\|\left(\frac{1}{2} t^2 - \alpha\right) u(\cdot, \alpha)\right\|_{L^2(\mathbb{R})}^2 \leq \lambda(\alpha).$$

**Lemma 2.4.** Assume that $(\lambda(\alpha), u(\cdot, \alpha))$ satisfy the eigenvalue equation (2.8). Then we have

\[(2.11)\]

$$\alpha \lambda'(\alpha) + \lambda(\alpha) = 3 \left\|\left(\frac{1}{2} t^2 - \alpha\right) u(\cdot, \alpha)\right\|_{L^2(\mathbb{R})}^2.$$

As a consequence of this lemma, one can improve a little the estimate (2.10) when $\alpha = \alpha_c$ is a critical point of $\lambda$ (this is already stated in [37, Proposition 3.5 and (3.14)]), namely

\[(2.12)\]

$$3\|\left(\frac{1}{2} t^2 - \alpha_c\right) u(\cdot, \alpha_c)\|^2 = \lambda(\alpha_c).$$

The proof uses invariance by dilation $T_\eta$, defined in (2.7), of the spectrum.

**Proof.** Since $T_\eta$ defined in (2.7) is unitary, we deduce from (2.8) that, for all $\eta > 0$ and $\alpha \in \mathbb{R}$

$$T_\eta h_M(\alpha)T^{-1}_\eta u(\cdot, \alpha) = \lambda(\alpha)T_\eta u(\cdot, \alpha), \quad \|T_\eta u(\cdot, \alpha)\|_{L^2(\mathbb{R})} = 1,$$

where the conjugated operator is given by

$$T_\eta h_M(\alpha)T^{-1}_\eta = -\frac{1}{\eta^2} \frac{d^2}{dt^2} + \left(\frac{1}{2} \eta^2 t^2 - \alpha\right).$$

That is to say, the spectrum is invariant and the eigenfunctions are only dilated. Setting $u(t, \eta, \alpha) := T_\eta u(t, \alpha)$, the above equation rewrites

$$-\frac{1}{\eta^2} \partial^2 u(t, \eta, \alpha) + \left(\frac{1}{2} \eta^2 t^2 - \alpha\right)^2 u(t, \eta, \alpha) = \lambda(\alpha) u(t, \eta, \alpha), \quad \|u(\cdot, \eta, \alpha)\|_{L^2(\mathbb{R})} = 1.$$

Differentiating this expression with respect to $\eta$, we obtain

$$2\eta^{-3} \partial^3 u + 2\eta t^2 \left(\frac{1}{2} \eta^2 t^2 - \alpha\right) u + h_M(\alpha) \partial_\eta u = \lambda \partial_\eta u,$$

together with

\[(2.13)\]

$$(u(\cdot, \eta, \alpha), \partial_\eta u(\cdot, \eta, \alpha))_{L^2(\mathbb{R})} = 0.$$  

Taking now the scalar product of the previous identity with $u(\cdot, \eta, \alpha)$ and using (2.13), we deduce

$$-2\eta^{-3} \|\partial u\|^2 + 2\eta \int_{\mathbb{R}} \left(\frac{1}{2} \eta^2 t^2 - \alpha\right) u^2(t, \eta, \alpha) dt + (h_M(\alpha) \partial_\eta u, u)_{L^2(\mathbb{R})} = 0.$$

Selfadjointness of $h_M(\alpha)$ together with (2.13) imply

$$(h_M(\alpha) \partial_\eta u, u)_{L^2(\mathbb{R})} = (\partial_\eta u, h_M(\alpha) u)_{L^2(\mathbb{R})} = \lambda(\alpha) (\partial_\eta u, u)_{L^2(\mathbb{R})} = 0,$$
and we finally deduce
\[-\eta^{-3}\|\partial_t u\|^2 + \eta \int_R t^2 \left( \frac{1}{2} \eta^2 t^2 - \alpha \right) u^2(t, \eta, \alpha) dt = 0.\]
Fixing now \( \eta = 1 \), this rewrites as
\[-\|\partial_t u\|^2 + 2 \int_R \left( \frac{1}{2} t^2 - \alpha + \alpha \right) \left( \frac{1}{2} t^2 - \alpha \right) u^2(t, \eta, \alpha) dt = 0,\]
and, recalling the first variation formula (2.5), this implies
\[0 = -\|\partial_t u\|^2 + 2 \| \left( \frac{1}{2} t^2 - \alpha \right) u(\cdot, \alpha) \|^2_{L^2(R)} - \alpha \lambda'(\alpha).\]
Combined with the energy identity (2.9), this implies (2.11) and concludes the proof of the lemma.

2.4. An integration by part formula. The following lemma will be useful in the proof of Theorem 1.2 and (as a technical device) Theorem 1.5. Although initially due to Pan-Kwek in [37] for \( \lambda_1 \) (see also [10] and [19]) the most elegant proof is given in [27]. We recall it quickly.

Lemma 2.5. Assume that \((\lambda(\alpha), u(\cdot, \alpha))\) satisfy the eigenvalue equation (2.8). Then we have
\[(2.14) \quad 2 \int_0^{+\infty} (t - \sqrt{2\alpha})(t^2/2 - \alpha) u^2(t, \alpha) dt - \frac{\sqrt{\alpha}}{\sqrt{2}} \lambda'(\alpha) = (\lambda(\alpha) - \alpha^2) u(0, \alpha)^2 + u'(0, \alpha)^2.\]

Proof. Using integration by parts together with \( u(\cdot, \alpha) \in S(R) \), according to Proposition 1.1, we have
\[
\int_0^{+\infty} \frac{d}{dt} \left( \left( \frac{1}{2} t^2 - \alpha \right) \right) u^2(t, \alpha) dt = -\alpha^2 u^2(0, \alpha) - 2 \int_0^{+\infty} \left( \frac{1}{2} t^2 - \alpha \right) u(t, \alpha) u'(t, \alpha) dt.
\]
The eigenvalue equation (2.8) then implies
\[
\int_0^{+\infty} \frac{d}{dt} \left( \left( \frac{1}{2} t^2 - \alpha \right) \right) u^2(t, \alpha) dt = -\alpha^2 u^2(0, \alpha) - 2 \int_0^{+\infty} \lambda(\alpha) u(t, \alpha) u'(t, \alpha) dt - 2 \int_0^{+\infty} u''(t, \alpha) u'(t, \alpha) dt
\]
\[(2.15) \quad = (\lambda(\alpha) - \alpha^2) u(0, \alpha)^2 + u'(0, \alpha)^2.\]

We now compute the left hand-side as
\[
\int_0^{+\infty} \frac{d}{dt} \left( \left( \frac{1}{2} t^2 - \alpha \right) \right) u^2(t, \alpha) dt = \int_0^{+\infty} 2t \left( \frac{1}{2} t^2 - \alpha \right) u^2(t, \alpha) dt
\]
\[= \int_0^{+\infty} 2(t - \sqrt{2\alpha}) \left( \frac{1}{2} t^2 - \alpha \right) u^2(t, \alpha) dt + 2\sqrt{2\alpha} \int_0^{+\infty} \left( \frac{1}{2} t^2 - \alpha \right) u^2(t, \alpha) dt
\]
Using the Feynman-Hellmann formula (2.5), this rewrites
\[
\int_0^{+\infty} \frac{d}{dt} \left( \left( \frac{1}{2} t^2 - \alpha \right) \right) u^2(t, \alpha) dt = 2 \int_0^{+\infty} (t - \sqrt{2\alpha}) \left( \frac{1}{2} t^2 - \alpha \right) u^2(t, \alpha) dt - \frac{\sqrt{\alpha}}{\sqrt{2}} \lambda'(\alpha).
\]
Combined with (2.15), this proves (2.14) and concludes the proof of the lemma.

As an immediate first application we have the following proposition.

Proposition 2.6. Assume that \( j \) is odd and that \( \alpha_{j,c} \) is a critical point of \( \lambda_j(\alpha) \). Then
\[(2.16) \quad \alpha_{j,c}^2 < \lambda_j(\alpha_{j,c}).\]
Proof. When \( j \) is odd, we recall from Proposition 1.1 that \( u_j(\cdot, \alpha) \) is even, so that \( u_j'(\cdot, \alpha) = 0 \).
We deduce from the universal formula (2.14) that if in addition \( \lambda'_j(\alpha_{j,c}) = 0 \), then
\[
(\lambda_j(\alpha_{j,c}) - \alpha_j^2)u_j(0, \alpha_{j,c})^2 = 2 \int_0^{+\infty} (t - \sqrt{2\lambda_j(\alpha_{j,c})} \left( \frac{1}{2} t^2 - \lambda_j(\alpha_{j,c}) \right) u_j^2(t, \alpha_{j,c}) dt, \quad j \text{ odd}
\]
\[
= \int_0^{+\infty} (t + \sqrt{2\lambda_j(\alpha_{j,c})}(t - \sqrt{2\lambda_j(\alpha_{j,c})})^2 u_j^2(t, \alpha_{j,c}) dt.
\]
Observing that the right hand-side is positive (\( u_j \) does not vanish identically on an open set, otherwise would vanish identically on \( \mathbb{R} \)) concludes the proof of the proposition.  \( \square \)

2.5. The second derivative. For the analysis of the second derivative, we also need the following formula established in [21] and probably much older. As in the proof of the Feynman-Hellmann formula, we start from:
\[
(\mathcal{H}_M(\alpha) - \lambda_j(\alpha)) \frac{\partial u_j(\cdot, \alpha)}{\partial \alpha} = \left[ 2 \left( \frac{t^2}{2} - \alpha \right) + \lambda'_j(\alpha) \right] u_j(\cdot, \alpha).
\]
Differentiating once more and taking the scalar product with \( u_j \) we obtain
\[
\lambda''_j(\alpha) = 2 - 4 \int \left( \frac{1}{2} t^2 - \alpha \right) u_j(t, \alpha) \partial_\alpha u_j(t, \alpha) dt,
\]
where we have used that \( u_j \) is normalized. This implies
\[
\lambda''_j(\alpha) = 2 - 2 \int t^2 u_j(t, \alpha) \partial_\alpha u_j(t, \alpha) dt = 2 - \frac{d}{d\alpha} \left( \int t^2 u_j(t, \alpha)^2 dt \right).
\]
Note finally, that we can rewrite the last inequality in a form where the normalization condition is not necessarily assumed
\[
\lambda''_j(\alpha) = 2 - 2 \int t^2 u_j(t, \alpha) \partial_\alpha u_j(t, \alpha) dt = 2 - \frac{d}{d\alpha} \left( \int t^2 u_j(t, \alpha)^2 dt \right) \left( \int u_j(t, \alpha)^2 dt \right)^{-1}.
\]

2.6. No critical point in the regime \( \lambda_j(\alpha_j) \gg \alpha_j^2 \). We prove in this preliminary section that there is no critical point in the regime \( \frac{\alpha_j^2}{\lambda_j(\alpha_j)} \to 0 \). The latter are thus necessarily located in the regime \( \lambda_j(\alpha_j) \lesssim \alpha_j^2 \), which we investigate in the next sections.

Proposition 2.7. Let \((\alpha_j)_{j \in \mathbb{N}}\) a real sequence, and assume \( \lambda_j(\alpha_j) \to +\infty \) and \( \frac{\alpha_j^2}{\lambda_j(\alpha_j)} \to 0 \), as \( j \to +\infty \). Then we have
\[
\frac{\lambda'_j(\alpha_j)}{\alpha_j \lambda_j(\alpha_j)^{1/2}} \to -K_1 \int_{-\infty}^{\infty} \frac{s^2}{\sqrt{1 - s^4/4}} ds, \quad K_1 = \left( \int_{-\infty}^{\infty} \frac{ds}{\sqrt{1 - s^4/4}} \right)^{-1},
\]
as \( j \to +\infty \).

Note that in this regime, \( \alpha \) does not necessarily converge to \(+\infty\). Note also that \( \min_{\alpha \in \mathbb{R}} \lambda_j(\alpha) \to +\infty \) as \( j \to +\infty \), so that the assumption \( \lambda_j(\alpha_j) \to +\infty \) is implied by \( j \to +\infty \).

For the next result, recall that \( A_{j,c} \) is the set of critical points of \( \alpha \mapsto \lambda_j(\alpha) \).

Corollary 2.8. For any choice of \( \alpha_{j,c} \) in \( A_{j,c} \) we have
\[
\limsup_{j \to +\infty} \lambda_j(\alpha_{j,c})/\alpha_{j,c}^2 < +\infty.
\]

Proof of Corollary 2.8. Suppose that there exists a subsequence \( j_k \) such that \( \lambda_{j_k}(\alpha_{j_k,c})/\alpha_{j_k,c}^2 \) tends to \(+\infty\) and \( \alpha_{j_k,c} \in A_{j_k,c} \). Then, applying Proposition 2.7, the left hand side of (2.21) equals 0 since \( \alpha_{j_k,c} \) is critical, whereas the right hand side is negative. This yields a contradiction.  \( \square \)
Proof of Proposition 2.7. We drop the index $j$ for readability. We start from the eigenvalue equation (3.3) with $\lambda = \lambda(\alpha)$, in which we set $w = T_{\lambda_{1/4}}u$, where the dilation operator $T_{\eta}$ is defined in (2.7). We obtain
\[
\left(-\frac{1}{\lambda^{1/2}} \frac{d^2}{ds^2} + \left(\frac{\lambda^{1/2}s^2}{2} - \alpha\right)^2\right)w = \lambda w.
\]
Dividing by $\lambda$, we obtain a semiclassical problem with semiclassical parameter $\varepsilon := \lambda^{-3/4} \to 0$ (by assumption), namely
\[
\left(-\varepsilon^2 \frac{d^2}{ds^2} + \left(\frac{s^2}{2} - \delta\right)^2\right)w = w, \quad \text{with } \delta = \frac{\alpha}{\lambda^{1/2}} \to 0 \text{ (by assumption)}.
\]
Let $\mu$ be a semiclassical measure at scale $\varepsilon_k$, associated to a sequence $(w_k, \varepsilon_k, \delta_k)$ of solutions to this equation (see e.g. [32] for a definition). The energy estimate
\[
\|\varepsilon_k w_k\|_{L^2(\mathbb{R})}^2 + \|(s^2/2 - \delta_k)w_k\|_{L^2(\mathbb{R})}^2 = \|w_k\|_{L^2(\mathbb{R})}^2 = 1
\]
shows on the one hand that $\|\varepsilon_k w_k\|_{L^2(\mathbb{R})}$ is bounded, whence $\limsup_{k \to +\infty} \|\mathcal{F}(w_k)(\xi)\|_{L^2(\mathbb{R}^2)} \to 0$ as $R \to +\infty$ (that is to say, the sequence $w_k$ is $\varepsilon_k$-oscillating) and on the other hand that for $k$ sufficiently large so that $\delta_k \leq 1$,
\[
\frac{1}{2}\|s^2 w_k\|_{L^2(\mathbb{R})} \leq \|(s^2/2 - \delta_k)w_k\|_{L^2(\mathbb{R})} + \|w_k\|_{L^2(\mathbb{R})} \leq 2,
\]
whence $\limsup_{k \to +\infty} \|w_k\|_{L^2(|x| \geq R)} \to 0$ as $R \to +\infty$ (that is to say, $w_k$ is compact at infinity).

As a consequence (see e.g. [32]) the semiclassical measure $\mu$ is a probability measure on $\mathbb{R}^2$ and its projection on the $x$-space, $\pi_*\mu$ is a probability measure on $\mathbb{R}$. Then, the semiclassical pseudodifferential calculus shows (see e.g. [41, 32]) that $\text{supp}(\mu) \subset \{(s, \xi) \in \mathbb{R}^2, p(s, \xi) = 1\}$ with $p(s, \xi) = \xi^2 + \frac{s^4}{4}$, and that $\mu$ is $H_p$-invariant, namely $H_p \mu = 0$. As a consequence, $\mu$ is the unique invariant probability measure supported by $\{(s, \xi) \in \mathbb{R}^2, p(x, \xi) = 1\}$, given explicitly as follows (see [32, Theorem 1.6]): for all $a \in C^\infty(\mathbb{R}^2)$,
\[
\langle \mu, a \rangle = \frac{K_1}{2} \sum_{\pm} \int_{-\sqrt{2}}^{\sqrt{2}} a(s, \pm \sqrt{1 - s^4/4}) \frac{ds}{\sqrt{1 - s^4/4}}, \quad K_1 = \left(\int_{-\sqrt{2}}^{\sqrt{2}} \frac{ds}{\sqrt{1 - s^4/4}}\right)^{-1}.
\]

Combined with Lemma 3.4 below (stating in a similar context that eigenfunctions decay at infinity faster than any polynomial), this implies that for all $a \in C^\infty(\mathbb{R})$ having at most polynomial growth at infinity,
\[
\int_{\mathbb{R}} a(s)|w_k(s)|^2 ds \to K_1 \int_{-\sqrt{2}}^{\sqrt{2}} \frac{a(s)}{\sqrt{1 - s^4/4}} ds.
\]
Since this convergence holds for any a sequence $(w_k, \varepsilon_k, \delta_k)$ of solutions, it always holds for the full sequence $(w, \varepsilon, \delta)$.

Recalling that $u = T_{\lambda_{1/4}}w$, we now deduce from the first variation formula (2.5) (and using that eigenfunctions are assumed normalized) that
\[
\lambda'(\alpha) = 2\alpha - \int_{\mathbb{R}} t^2 |u_k|^2(t) dt = \alpha \left(2 - \lambda^{1/2} \int_{\mathbb{R}} s^2 |w_k|^2(s) ds\right).
\]
Recalling that $\lambda = \lambda(\alpha) \to +\infty$ by assumption, we finally deduce that
\[
\lim_{\alpha \to +\infty} \frac{\lambda'(\alpha)}{\alpha^{1/2}} = \langle \pi_*\mu, s^2 \rangle = -K_1 \int_{-\sqrt{2}}^{\sqrt{2}} \frac{s^2}{\sqrt{1 - s^4/4}} ds.
\]
Since this holds for any subsequence, $(u_k, \lambda_k, \alpha_k)$, this holds for any triple $(u, \lambda, \alpha)$.

\[\square\]
3. Semiclassical measures in the regime \( \lambda_j(\alpha_j) \lesssim \alpha_j^2 \) and proof of Theorem 1.4

3.1. Semiclassical rescaling. Recalling the definition of the dilation operator \( T_{\eta} \) in (2.7), and choosing \( \eta = \sqrt{\alpha} \) for the scaling parameter, we obtain

\[
T_{\sqrt{\alpha}} \mathcal{M}(\alpha) T_{\sqrt{\alpha}}^{-1} = -\frac{1}{\alpha} \frac{d^2}{ds^2} + \alpha^2 (s^2/2 - 1)^2 = \alpha^2 \left( -\hbar^2 \frac{d^2}{ds^2} + (s^2/2 - 1)^2 \right) = \alpha^2 P_h,
\]

with

\[
h = \alpha^{-3/2}, \quad P_h := -\hbar^2 \frac{d^2}{ds^2} + (s^2/2 - 1)^2.
\]

Hence the analysis as \( \alpha \to +\infty \) becomes an analysis as \( h \to 0 \). Recall that we consider the real, \( L^2 \) normalized eigenfunction \( u \) (resp. \( u_k \)) associated to the eigenvalue \( \lambda \) (resp. \( \lambda_k \)) that is to say solution to

\[
\mathcal{M}(\alpha) u = \lambda u, \quad u \in D(\mathcal{M}(\alpha)), \quad \|u\|_{L^2(\mathbb{R})} = 1.
\]

After the semiclassical rescaling (3.1), we set

\[
v(\cdot, h) := T_{\sqrt{\alpha}} u(\cdot, \alpha), \quad \text{resp.} \quad v_k(\cdot, h) := T_{\sqrt{\alpha}} u_k(\cdot, \alpha),
\]

and (recalling that \( \alpha = h^{-2/3} \)),

\[
E(h) := \frac{\lambda(\alpha)}{\alpha^2} = h^{4/3} \lambda(\alpha), \quad \text{resp.} \quad E_k(h) := \frac{\lambda_k(\alpha)}{\alpha^2} = h^{4/3} \lambda_k(\alpha),
\]

which, according to (3.3) now solve the semiclassical eigenvalue equation

\[
P_h v = E(h) v, \quad v \in D(P_h), \quad \|v\|_{L^2(\mathbb{R})} = 1,
\]

where we recall that the operator \( P_h \) is defined in (3.2).

The first variation formula (2.5) for the eigenvalue equation becomes

\[
\lambda'(\alpha) = 2 \alpha - \|xu(\cdot, \alpha)\|_{L^2}^2 = h^{-2/3} \left( 2 - \|xv(\cdot, h)\|_{L^2}^2 \right).
\]

Localizing critical points of \( \lambda \) is thus equivalent to solving \( 2 - \|xv(\cdot, h)\|_{L^2}^2 = 0 \), where \( v(\cdot, h) \) solves (3.6). We finally reformulate the second variation formula (2.19) in the semiclassical setting.

**Lemma 3.1.** With \( \alpha = h^{-2/3} \) and \( v(\cdot, h) \) as in (3.4), we have

\[
\lambda''(\alpha) = (1 - \frac{3}{2} \hbar \partial_h) \left( \int_{\mathbb{R}} \left( 2 - s^2 \right) |v(s, h)|^2 ds \right).
\]

**Proof.** We recall from (3.4) with \( h = \alpha^{-3/2} \) that

\[
u(t, \alpha) = (T_{\alpha^{-1/2}} v)(t, h) = \alpha^{-1/2} v(\alpha^{-1/2} t, \alpha^{-3/2}).
\]

From (2.19), we deduce,

\[
\lambda''(\alpha) = 2 - \partial_\alpha \left( \int_{\mathbb{R}} x^2 \alpha^{-1/2} |v(\alpha^{-1/2} x, \alpha^{-3/2})|^2 dx \right) = 2 - \partial_\alpha \left( \alpha \int_{\mathbb{R}} s^2 |v(s, \alpha^{-3/2})|^2 ds \right)
\]

\[
= 2 - \left( \int_{\mathbb{R}} s^2 |v(s, \alpha^{-3/2})|^2 ds \right) - \alpha \partial_\alpha \left( \int_{\mathbb{R}} s^2 |v(s, \alpha^{-3/2})|^2 ds \right)
\]

\[
= 2 - \int_{\mathbb{R}} s^2 |v(s, \alpha^{-3/2})|^2 ds + 3 \alpha^{-3/2} \partial_h \left( \int_{\mathbb{R}} s^2 |v(s, \alpha^{-3/2})|^2 ds \right)
\]

\[
= 2 - \int_{\mathbb{R}} s^2 |v(s, h)|^2 ds + \frac{3}{2} \hbar \partial_h \left( \int_{\mathbb{R}} s^2 |v(s, h)|^2 ds \right),
\]

where we have used that \( \partial_\alpha (f(\alpha^{-3/2})) = -\frac{3}{2} \alpha^{-5/2} f'(\alpha^{-3/2}) \) in the penultimate equality with \( f(h) = \int_{\mathbb{R}} s^2 |v(s, h)|^2 ds \). Finally, (3.8) follows from using the normalization of \( v(\cdot, h) \).

\( \square \)
Remark 3.2. Since we have \( \lambda(\alpha) = \alpha^2 E(\alpha^{-3/2}) \), we also have the following direct relations between the variations of the eigenvalues of \( \mathcal{H}_M(\alpha) \) and those of the semiclassical operator \( P_h \) (in the present regime):

\[
\frac{\lambda(\alpha)}{\alpha^2} = E(h), \quad h = \alpha^{-3/2},
\]
\[
\frac{\lambda'(\alpha)}{\alpha} = 2E(h) - \frac{3}{2} hE'(h), \quad h = \alpha^{-3/2},
\]
\[
\lambda''(\alpha) = 2E(h) - \frac{9}{4} hE'(h) + \frac{1}{4} h^2 E''(h), \quad h = \alpha^{-3/2}.
\]

3.2. Double well analysis. The operator \( P_h \) defined in (3.2) has the form \( P_h := -h^2 \frac{d^2}{ds^2} + V(s) \) with

\[
V(s) = \left( s^2/2 - 1 \right)^2
\]

and the standard multidimensional semiclassical analysis (see for example Helffer-Robert [28], Helffer-Sjöstrand [30] and references therein) can be used. The potential is a symmetric double well potential and the two minima occur at \( \pm \sqrt{2} \) with energy 0. The quadratic approximation at the bottom leads to the following result [30].

Lemma 3.3 (Bottom of the spectrum). For all \( \beta \in \mathbb{R}_+ \setminus \sqrt{2}(2N + 1) \), there are \( N_\beta \in \mathbb{N}, h_0 > 0 \) such that

\[
\text{Sp}(P_h) \cap (-\infty, \beta h) = \{ E_n(h), n \in \{1, \ldots, N_\beta\} \}, \quad \text{uniformly for } h \in (0, h_0),
\]

with \( 0 < E_n(h) < E_{n+1}(h) < \beta h \) for all \( n \in \{1, \ldots, N_\beta - 1\} \) and \( h \in (0, h_0) \). Moreover, as \( h \to 0^+ \), we have

\[
E_{2j+1}(h) \sim \sqrt{2} (2j + 1) h, \quad (3.10)
\]
\[
E_{2j+2}(h) - E_{2j+1}(h) = O(h^+\infty), \quad (3.11)
\]

uniformly for all \( j \in \mathbb{N} \) such that \( 2j + 2 \leq N_\beta \).

Note that (3.11) is a weak form of the tunneling analysis. The asymptotics (2.2) and (2.3) are straightforward consequences of (3.10)-(3.11) together with (3.5).

Outside the minima, the potential \( V \) admits a critical point at \( s = 0 \) corresponding to a local maximum with \( V(0) = 1 \). Except at this energy 1, one can describe the whole spectrum by using Bohr-Sommerfeld formulas which are specific to the dimension one.

We now recall the localization properties of the eigenfunctions in the so-called classical region determined by their corresponding eigenvalue. For a given energy \( E \), we define the classically allowed region by

\[
K_E := V^{-1}((-\infty, E]).
\]

Proposition 3.4. Let \( E \in \mathbb{R} \). For any sequence \( (E_{j(h)}(h), v_{j(h)}(h)) \) of eigenpairs of \( P_h \) such that

\[
\limsup_{h \to 0^+} E_{j(h)}(h) \leq E
\]

and \( \|v_{j(h)}(h)\|_{L^2(\mathbb{R})} = 1 \), and any closed interval \( I \) such that \( I \cap K_E = \emptyset \), we have for any \( k \)

\[
\|v_{j(h)}(h)\|_{B^k(I)} = O(h^\infty),
\]

where

\[
B^k(I) = \{ u \in L^2(I), s^k u^{(m)}(s) \in L^2(I), \forall (\ell, m) \text{ s.t. } \ell + m \leq k \}.
\]

This is a consequence of classical Agmon estimates, see [30] or [18]. The latter actually yield an exponential decay of eigenfunctions away from the classically allowed region \( K_E \), but this is not needed in our analysis.
3.3. Semiclassical measures. We now only consider the semiclassical regime \( h \to 0^+ \) and consider the limit measures for the densities \( v(x,h)^2dx \). Taking advantage of the parity of the potential \( V = \left( \frac{x^2}{2} - 1 \right)^2 \), we define for any given energy \( E \geq 0 \),

\[
\begin{align*}
(3.12) \quad x_+(E) &= \sqrt{2 + 2\sqrt{E}} \text{ if } E \in [0, +\infty), \\
\text{and} \quad x_-(E) &= \left\{ \begin{array}{ll}
\sqrt{2 - 2\sqrt{E}} & \text{if } E \in [0, 1], \\
0 & \text{if } E \geq 1.
\end{array} \right.
\end{align*}
\]

Notice that \( x_\pm \) is defined so that for all \( E \geq 0 \),

\[
[x_-(E), x_+(E)] = \{x \geq 0, V(x) \leq E\} = K_E \cap \mathbb{R}^+
\]
is the classically allowed region intersected with \( \mathbb{R}^+ \). That is to say,

\[
K_E = [-x_+(E), x_+(E)] \quad \text{if } E \geq 1, \quad K_E = [-x_+(E), -x_-(E)] \cup [x_-(E), x_+(E)] \quad \text{if } E \leq 1.
\]
The densities \( v(x,h)^2dx \) satisfy the following asymptotic repartition.

**Proposition 3.5.** Assume \( v \) solves (3.6) with \( E(h) \to E \) and \( h \to 0^+ \), then \( v(x,h)^2dx \to m_E \) in the sense of measures in \( \mathbb{R} \) where \( m_E \) is the nonnegative Radon measure given by

\[
\begin{align*}
(3.13) \quad m_E &= \frac{1}{2}(\delta_{x^2/2 + \delta} + \delta_{x^2/2 - \Delta}) \quad \text{if } E = 0, \\
(3.14) \quad m_E &= \frac{C(E)}{2} \frac{1}{E - V(x)} \left( x \right) dx + \frac{C(E)}{2} \frac{1}{E - V(x)} \left( x \right) dx, \quad \text{if } E \in (0, 1), \\
(3.15) \quad m_E &= \delta_0 \quad \text{if } E = 1, \\
(3.16) \quad m_E &= \frac{C(E)}{2} \frac{1}{E - V(x)} \left( x \right) dx, \quad \text{if } E > 1,
\end{align*}
\]

where

\[
(3.17) \quad C(E) = \left( \int_{x_-(E)}^{x_+(E)} (E - V(x))^{-1/2} dx \right)^{-1}, \quad E \in (0, 1) \cup (1, \infty).
\]

Note that the expression for \( E \in (0, 1) \) is also valid for \( E > 1 \). The continuity of the map \( E \mapsto m_E \) at \( E = 1 \) for the weak-* topology of measures is investigated in Proposition 3.9 below.

**Proof of Proposition 3.5.** Note first that all eigenfunctions being either odd or even, the measures \( v(x,h)^2dx \) are all even and so are their limits. Next, once restricted to the half real line (thus solution to a Dirichlet or a Neumann problem on \( \mathbb{R}^+ \)), the case \( E \neq 1 \) is proved e.g. in [32] (Theorem 4.1) (before the introduction of the theory of semiclassical measures) or more recently in [32, Theorem 1.6] (see also [15, pp 139-143] or [35, Section 6 pp 190–198] for different approaches on a similar problem).

Finally, the case \( E = 1 \) follows from [9, Section 5]. For the sake of completeness, we give a short proof inspired from [32, Section 2.2, Proof of Theorem 1.6] in the case \( E = 1 \). In case \( E(h) \to 1 \), any semiclassical measure \( \mu \) (see e.g. [32] for a definition and a proof of these properties) is a probability measure on \( \mathbb{R}^2 \), supported by \( p^{-1}(1) := \{(x, \xi) \in \mathbb{R}^2, p(x, \xi) = 1\} \) where \( p(x, \xi) = \xi^2 + \left( \frac{x^2}{2} - 1 \right)^2 \), and moreover invariant by the Hamilton flow of \( p \) inside \( p^{-1}(1) \), i.e. \( 0 = H_p \mu = \left( 2\xi \partial_x - 2x \left( \frac{x^2}{2} - 1 \right) \partial_\xi \right) \mu \). Now the set \( p^{-1}(1) \) is partitioned into three \( H_p \)-invariant disjoint sets:

\[
p^{-1}(1) = \{(0, 0)\} \cup C_+ \cup C_- , \quad \text{with} \quad C_\pm := \{(x, \xi) \in \mathbb{R}^2, \pm x > 0, p(x, \xi) = 1\}.
\]

As a consequence, \( \mu = \mu_+ + \alpha \delta_{(0,0)} + \mu_- \) where \( \alpha \in [0, 1] \) and \( \mu_\pm \) is an invariant finite measure supported by \( C_\pm \). But since \( C_\pm \) is not compact, the only invariant finite measure it carries is \( \mu_\pm = 0 \). Since \( \mu \) is a probability measure, we deduce \( \mu = \delta_{(0,0)} \) and \( m_1 = \pi_+ \mu = \delta_0 \) (see [32] for a proof of the first equality). Uniqueness of the limit measure shows that the full sequence converges. \( \square \)
Remark 3.6. Note that in the single well problem [32], it is enough that \(v(x, h)\) solves (3.6) approximately, that is to say, with a \(o(h)\) remainder, in order to characterize the limit measure \(\mu\) and \(\mathfrak{m}_E\). In the double well regime, we actually use here in an essential way that \(v(x, h)\) is a genuine eigenfunction, i.e. solves (3.6) exactly (it would actually work if \(v(x, h)\) would solve (3.6) approximately with a \(O(e^{-S_i/h})\) remainder, with \(S_1\) sufficiently large) due to the tunnelling effect between the two wells, see [30].

Corollary 3.7. Let \(E \geq 0\), assume that \(\alpha \to +\infty\) and \(\frac{\lambda(\alpha)}{\alpha^2} \to E\), then

\[
\alpha^{-1}\lambda'(\alpha) \to \Phi(E),
\]

with

\[
\Phi(E) := \begin{cases} 
0, & \text{if } E = 0, \\
C(E)F(E), & \text{if } E \in (0, 1) \cup (1, \infty), \\
2, & \text{if } E = 1.
\end{cases}
\]

where, for \(E \in (0, 1) \cup (1, \infty)\), \(C(E)\) is defined in (3.17) and (3.20)

\[
F(E) := \int_{x_0(E)}^{x_+(E)} \frac{2 - x^2}{\sqrt{E - V(x)}} \, dx = \int_{(2-2\sqrt{E})}^{\sqrt{2+2\sqrt{E}}} \frac{2 - x^2}{\sqrt{E - (x^2/2 - 1)^2}} \, dx, \quad E \in (0, 1) \cup (1, \infty).
\]

where \((z)_+ = \max\{z, 0\}\).

Note that the function \(F\) in (1.1) in Theorem 1.4 is the restriction to \((1, +\infty)\) of the function defined in (3.20). The properties of the limit object in (3.18), and in particular of the function \(F(E)\) are studied in the next section. Note that this corollary is not sufficient for proving that there is no critical point near the energy \(E = 0\).

Proof. Recalling (3.7), as \(h \to 0\) and \(E(h) = h^{4/3} \lambda(\alpha) \to E\), we have, using Proposition 3.5,

\[
h^{2/3} \lambda'(\alpha) = 2 - \|xv(\cdot, h)\|_{L^2}^2 \to 2 - \int_{\mathbb{R}} x^2 d\mathfrak{m}_E(x) = \int_{\mathbb{R}} (2 - x^2) d\mathfrak{m}_E(x).
\]

That is to say, according to (3.13)–(3.16) respectively,

\[
\begin{align*}
\frac{2}{1} \lambda'(\alpha) & \to 0 \quad \text{if } E = 0, \\
\frac{2}{1} \lambda'(\alpha) & \to 2 - C(E) \int_{x_0(E)}^{x_+(E)} \frac{x^2 \, dx}{\sqrt{E - V(x)}} = C(E) \left( \int_{x_0(E)}^{x_+(E)} \frac{2 - x^2}{\sqrt{E - V(x)}} \, dx \right), \quad \text{if } E \in (0, 1), \\
\frac{2}{1} \lambda'(\alpha) & \to 2 \quad \text{if } E = 1, \\
\frac{2}{1} \lambda'(\alpha) & \to 2 - C(E) \int_0^{x_+(E)} \frac{x^2 \, dx}{\sqrt{E - V(x)}} = C(E) \left( \int_0^{x_+(E)} \frac{2 - x^2}{\sqrt{E - V(x)}} \, dx \right), \quad \text{if } E > 1.
\end{align*}
\]

3.4. Study of \(\mathfrak{m}_E\) and \(F(E)\) near \(E = 1\). Our goal in this section is to prove continuity of the family \(\mathfrak{m}_E\) and the function \(C(E)F(E)\) through \(E = 1\). As a preliminary, we study properties as \(E \to 1^\pm\) of the integral

\[
F_\varphi(E) := \int_{x_0(E)}^{x_+(E)} \frac{\varphi(x)}{\sqrt{E - V(x)}} \, dx = \int_{(2-2\sqrt{E})}^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{E - (x^2/2 - 1)^2}} \, dx,
\]

defined for \(\varphi \in C^0(\mathbb{R})\) and \(E \in (0, 1) \cup (1, +\infty)\).

Lemma 3.8. There is \(C > 0\) such that for all \(\delta \in (0, 1)\), there is \(C_\delta > 0\) such that for all \(\varphi \in C^1(\mathbb{R})\),

\[
\left| F_\varphi(E) - \varphi(0) F_1^{+, +}(E) \right| \leq C_\delta \|\varphi\|_{L^\infty(0, 1)} + C_\delta \|\varphi\|_{L^\infty(0, 3)}, \quad \text{for all } E \in (1, 9/4),
\]

\[
\left| F_\varphi(E) - \varphi(0) F_1^{+, -}(E) \right| \leq C_\delta \|\varphi\|_{L^\infty(0, 1)} + C_\delta \|\varphi\|_{L^\infty(0, 3)}, \quad \text{for all } E \in (1, 9/4),
\]
where

\[
0 \leq F_1^{-\delta}(E) - \int_0^{\delta/\sqrt{2E}} \frac{dy}{\sqrt{y^2 + 1}} \leq C\delta^2 \int_0^{\delta/\sqrt{2E}} \frac{dy}{\sqrt{y^2 + 1}}, \quad \sqrt{E} = 1 + \varepsilon,
\]

and

\[
\left| F_\varphi(E) - \varphi(0)F_1^{-\delta}(E) \right| \leq C\delta\|\varphi\|_{L^\infty(0,1)} + C\delta\|\varphi\|_{L^\infty(0,3)}, \quad \text{for all } E \in (1/4, 1),
\]

where

\[
0 \leq F_1^{-\delta}(E) - \frac{2}{\sqrt{2-E}} \int_1^{\delta/\sqrt{2E}} \frac{dy}{\sqrt{y^2 - 1}} \leq C\delta^2 \int_1^{\delta/\sqrt{2E}} \frac{dy}{\sqrt{y^2 - 1}}, \quad \sqrt{E} = 1 - \varepsilon.
\]

Note that Lemma 3.8 implies that if \( \varphi(0) \neq 0 \), then

\[
F_\varphi(E) \sim \varphi(0) - \frac{1}{2} \log \left( \frac{1}{\sqrt{E} - 1} \right) \sim \varphi(0) - \frac{1}{2} \log \left( \frac{1}{E - 1} \right) \quad \text{as } E \to 1^\pm.
\]

As a consequence, we get the following proposition. We denote by \( \mathcal{M}(\mathbb{R}) \) the set of compactly supported Radon measures on \( \mathbb{R} \).

**Proposition 3.9.** With \( m_E \) defined by (3.13)-(3.16), the map \([1, +\infty) \to \mathcal{M}(\mathbb{R}), E \mapsto m_E\) is weakly-* continuous, that is to say: for all \( \varphi \in C^0(\mathbb{R}) \) and all \( E_0 \in [0, +\infty) \), we have

\[
\langle m_E, \varphi \rangle \to \langle m_{E_0}, \varphi \rangle, \quad \text{as } E \to E_0 \quad \text{(resp. } E \to 0^+ \text{ if } E_0 = 0).}
\]

Note that this property is not strictly needed for our analysis but completes the picture nicely. Its slightly weaker Corollary 3.10 below is however needed.

**Proof of Proposition 3.9 from Lemma 3.8.**

First, for \( E \in (0, 1) \cup (1, +\infty) \), we notice that \( C(E) = \frac{1}{F_1(E)} \). The measure \( m_E \) in (3.13)-(3.16) is even and absolutely continuous, so that for any \( \varphi \in C^0(\mathbb{R}) \)

\[
\langle m_E, \varphi \rangle = \int_{\mathbb{R}^+} \varphi \, dm_E + \int_{\mathbb{R}^+} \varphi \, dm_E = \frac{1}{2F_1(E)} (F_\varphi(E) + F_{\varphi}(E)),
\]

where \( \varphi(x) = \varphi(-x) \). This implies the continuity statement for \( E \in (0, 1) \cup (1, +\infty) \).

Second, we prove the continuity statement at \( E = 1 \). Given this expression, it suffices to show that \( \frac{F_\varphi(E)}{F_1(E)} \to \varphi(0) \) as \( E \to 1^\pm \). To this aim, we assume first that \( \varphi \in C^1(\mathbb{R}) \). According to Lemma 3.8 (taken for any fixed \( \delta \in (0, 1) \)), we have

\[
\frac{F_\varphi(E)}{F_1(E)} = \varphi(0)F_1(E) + O(1)\|\varphi\|_{C^1(0,3)} \to \varphi(0),
\]

as \( E \to 1^\pm \), where we have used that \( F_1(E) \to +\infty \) as a consequence of (3.21)-(3.22).

This implies that \( \langle m_E, \varphi \rangle \to \varphi(0) \) for all \( \varphi \in C^1(\mathbb{R}) \). Finally, if \( \varphi \in C^0(\mathbb{R}) \), there is \( \varphi_n \in C^1(\mathbb{R}) \) such that \( \|\varphi_n - \varphi\|_{L^\infty(-3,3)} \to 0 \), and we write

\[
|\langle m_E, \varphi \rangle - \varphi(0)| \leq |\langle m_E, \varphi - \varphi_n \rangle| + |\langle m_E, \varphi_n \rangle - \varphi_n(0)| + |\varphi_n(0) - \varphi(0)|
\]

\[
\leq 2\|\varphi_n - \varphi\|_{L^\infty(-3,3)} + |\langle m_E, \varphi_n \rangle - \varphi_n(0)|,
\]

where we have used that \( m_E \) is a probability measure.

Given \( \varepsilon > 0 \), we fix \( n \in \mathbb{N} \) such that the first term is \( \leq \varepsilon \) and then take \( E \) close enough to 1 so that the second term is \( \leq \varepsilon \), and for such \( E \) we have \( |\langle m_E, \varphi \rangle - \varphi(0)| \leq 2\varepsilon \). We have thus proved the continuity statement at \( E = 1 \) for any \( \varphi \in C^0(\mathbb{R}) \).

Third, we prove the continuity statement at \( E = 0^+ \). To this aim, it suffices to remark that, given any sequence \( E_n \to 0^+ \), we may extract from the sequence \( \nu_n := 2\mathbb{1}_{\mathbb{R}^+} \cdot m_{E_n} \in \mathcal{M}(\mathbb{R}^+) \) of probability measure a converging subsequence in \( \mathcal{M}(\mathbb{R}^+) \). Since \( \sup \nu_n = \{x_-(E_n), x_+(E_n)\} \), the limit measure is a probability measure supported in \( \bigcap_{n \in \mathbb{N}} [x_-(E_n), x_+(E_n)] = \{\sqrt{2}\} \). Therefore the unique possible limit is \( \delta_{\sqrt{2}} \), and the whole sequence \( \nu_n \) converges to \( \delta_{\sqrt{2}} \).

This implies that \( 2\mathbb{1}_{\mathbb{R}^+} \cdot m_E \to \delta_{\sqrt{2}} \) as \( E \to 0^+ \), and, since \( m_E \) is even, that \( m_E \to \frac{1}{2} (\delta_{-\sqrt{2}} + \delta_{\sqrt{2}}) \).

This concludes the proof of the proposition. \( \square \)
Corollary 3.10. With the functions $C$ defined in (3.17) and $F$ in (3.20), the function $\Phi$ defined in (3.19) is continuous on $[0, +\infty)$.

Proof. This follows directly from the fact that $C(E) = \frac{1}{F_1(E)}$ and $F(E) = F_{2-x^2}(E)$, so that

$$\Phi(E) = C(E) F(E) = \frac{F_{2-x^2}(E)}{F_1(E)} = \langle m_E, 2 - x^2 \rangle,$$

to which Proposition 3.9 applies. \hfill \Box

We finally prove Lemma 3.8.

Proof of Lemma 3.8. First, for $E > 1$, we set $\sqrt{E} = 1 + \varepsilon > 0$ and have

$$F_\varphi(E) = \int_0^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{E - (x^2/2 - 1)^2}} \, dx = \int_0^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{(1+\varepsilon)^2 - (x^2/2 - 1)^2}} \, dx.$$  

For $\delta \in (0, 1)$ independent of $\varepsilon$, we write $F_\varphi(E) = G^{\delta,+}_\varphi(E) + F^{\delta,+}_1(E)$ with

$$G^{\delta,+}_\varphi(E) := \int_{\delta}^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{(1+\varepsilon)^2 - (x^2/2 - 1)^2}} \, dx = \int_{\delta}^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{2\varepsilon + x^2/2} - x^2 + 1} \, dx.$$  

In particular,

$$|G^{\delta,+}_\varphi(E)| \leq \|\varphi\|_{L^\infty(0, 1)} G^{\delta,+}_1(E)$$

where

$$G^{\delta,+}_1(E) := \int_{\delta}^{\sqrt{2+2\sqrt{E}}} \frac{1}{\sqrt{2x^2 - x^4/4}} \, dx = \int_{\delta}^{\sqrt{2+2\sqrt{E}}} \frac{2}{x(2\sqrt{2+x})(2-x)} \, dx < +\infty,$$

as $\varepsilon \to 0^+$. As a consequence, for any $\delta \in (0, 1)$, there is $C_\delta > 0$ such that for all $\varepsilon \in (0, 1/2)$ all $\varphi \in C^0(\mathbb{R})$,

$$|G^{\delta,+}_\varphi(E)| \leq C_\delta \|\varphi\|_{L^\infty(0, 1)}.$$

It thus remains to consider

$$F^{\delta,+}_\varphi(E) := \int_0^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{(1+\varepsilon)^2 - (x^2/2 - 1)^2}} \, dx = \int_0^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{2 + \varepsilon - (x^2/2)\varepsilon}} \, dy,$$

where we have set $x = \sqrt{2\varepsilon} y$. We also notice that

$$y \in [0, \delta/\sqrt{2\varepsilon}] \quad \Rightarrow \quad \frac{1}{\sqrt{2 + \varepsilon}} \leq \frac{1}{\sqrt{2 + \varepsilon - \varepsilon y^2}} \leq \frac{1}{\sqrt{2 + \varepsilon - \delta^2/2}}.$$  

As a consequence, we have

$$\left|F^{\delta,+}_\varphi(E) - \varphi(0) F^{\delta,+}_1(E)\right| = \sqrt{2} \left| \int_0^{\delta/\sqrt{2\varepsilon}} \frac{\varphi(\sqrt{2\varepsilon} y) - \varphi(0)}{\sqrt{2 + \varepsilon - \varepsilon y^2\sqrt{y^2 + 1}}} \, dy \right|$$

$$\leq \sqrt{2} \sqrt{2\varepsilon} \|\varphi'\|_{L^\infty(0, 1)} \int_0^{\delta/\sqrt{2\varepsilon}} \frac{dy}{\sqrt{2 + \varepsilon - \varepsilon y^2\sqrt{y^2 + 1}}} \leq C\delta \|\varphi'\|_{L^\infty(0, 1)},$$

uniformly for $\varepsilon \in (0, 1/2)$. Finally, we have

$$\frac{\sqrt{2}}{\sqrt{2 + \varepsilon}} \int_0^{\delta/\sqrt{2\varepsilon}} \frac{dy}{\sqrt{y^2 + 1}} \leq F^{\delta,+}_1(E) \leq \frac{\sqrt{2}}{\sqrt{2 + \varepsilon - \delta^2/2}} \int_0^{\delta/\sqrt{2\varepsilon}} \frac{dy}{\sqrt{y^2 + 1}},$$

from which (3.21) follows.

We now consider the case $E < 1$. Setting $\sqrt{E} = 1 - \varepsilon$ with $\varepsilon > 0$, we have

$$F_\varphi(E) = \int_{\sqrt{2+2\sqrt{E}}}^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{E - (x^2/2 - 1)^2}} \, dx = \int_{\sqrt{2+2\sqrt{E}}}^{\sqrt{2+2\sqrt{E}}} \frac{\varphi(x)}{\sqrt{(1-\varepsilon)^2 - (x^2/2 - 1)^2}} \, dx.$$
For \( \delta \in (0, 1) \) independent of \( \epsilon \), we have \( F_{\varphi}(E) = G^\delta_{\varphi} (E) + F^\delta_{\varphi} (E) \) with

\[
G^\delta_{\varphi} (E) := \int_{\delta}^{\sqrt{4 - 2\pi}} \frac{\varphi(x)}{(1 - \epsilon)^2 - (x^2/2 - 1)^2} \, dx = \int_{\delta}^{\sqrt{4 - 2\pi}} \frac{\varphi(x)}{-2\epsilon + \epsilon^2 - x^4/4 + x^2} \, dx.
\]

In particular,

\[
|G^\delta_{\varphi} (E)| \leq \|\varphi\|_{L^\infty(0, 3)} G^\delta_{1} (E)
\]

where

\[
G^\delta_{1} (E) := \int_{\delta}^{2} \frac{1}{\sqrt{x^2 - x^4/4}} \, dx = \int_{\delta}^{2} \frac{2}{x \sqrt{(2 + x)(2 - x)}} \, dx < +\infty,
\]

as \( \epsilon \to 0^+ \). As a consequence, for any \( \delta \in (0, 1) \), there is \( C_\delta > 0 \) such that for all \( \epsilon \in (0, 1/2) \), all \( \varphi \in C^0(\mathbb{R}) \),

\[
|G^\delta_{\varphi} (E)| \leq C_\delta \|\varphi\|_{L^\infty(0, 3)}.
\]

It thus remains to consider

\[
F^\delta_{\varphi} (E) := \int_{\sqrt{2\pi}}^{\delta} \frac{\varphi(x)}{(1 - \epsilon)^2 - (x^2/2 - 1)^2} \, dx = \int_{\sqrt{2\pi}}^{\delta} \frac{\varphi(x)}{(2 - \epsilon - x^2/2)(x^2/2 - \epsilon)} \, dx
\]

\[
= \sqrt{2} \int_{1}^{\delta/\sqrt{2\pi}} \frac{\varphi(\sqrt{2\pi}y)}{\sqrt{2 - \epsilon - \epsilon^2 y^2} \sqrt{y^2 - 1}} \, dy,
\]

where we have set \( x = \sqrt{2\pi}y \). We also notice that

\[
y \in [1, \delta/\sqrt{2\pi}] \implies \frac{1}{\sqrt{2 - \epsilon}} \leq \frac{1}{\sqrt{2 - \epsilon - \epsilon^2 y^2}} \leq \frac{1}{\sqrt{2 - \epsilon - \epsilon^2/2}}.
\]

As a consequence, we have

\[
\left| F^\delta_{\varphi} (E) - \varphi(0)F^\delta_{\varphi} (E) \right| = \sqrt{2} \int_{1}^{\delta/\sqrt{2\pi}} \frac{\varphi(\sqrt{2\pi}y) - \varphi(0)}{\sqrt{2 - \epsilon - \epsilon^2 y^2} \sqrt{y^2 - 1}} \, dy
\]

\[
\leq \sqrt{2} \sqrt{2\pi} \|\varphi\|_{L^\infty(0, 1)} \int_{1}^{\delta/\sqrt{2\pi}} \frac{dy}{\sqrt{2 - \epsilon - \epsilon^2 y^2} \sqrt{y^2 - 1}} \leq C_\delta \|\varphi\|_{L^\infty(0, 1)},
\]

uniformly for \( \epsilon \in (0, 1/2) \). Finally, we have

\[
\frac{\sqrt{2}}{\sqrt{2 - \epsilon}} \int_{1}^{\delta/\sqrt{2\pi}} \frac{dy}{\sqrt{y^2 - 1}} \leq F^\delta_{1} (E) \leq \frac{2}{\sqrt{2 - \epsilon - \epsilon^2/2}} \int_{1}^{\delta/\sqrt{2\pi}} \frac{dy}{\sqrt{y^2 - 1}}
\]

from which (3.22) follows. \( \square \)

3.5. **Analysis of** \( F(E) \). To prove Theorem 1.4, we now study properties of the function \( F \) defined in (3.20). We first rewrite this quantity in a more customary form.

**Lemma 3.11.** We have

\[
F(E) = -2^{1/2} E^{1/4} \theta_+ (E^{-1/2}) = -2^{1/2} \eta^{-1/2} \theta_+(\eta), \quad \text{for } \eta = E^{-1/2} \in (0, 1),
\]

\[
F(E) = -2^{1/2} E^{1/4} \theta_- (E^{-1/2}) = -2^{1/2} \eta^{-1/2} \theta_- (\eta), \quad \text{for } \eta = E^{-1/2} \in (1, +\infty),
\]

with

\[
\theta_+(\eta) := \int_{-\eta}^{1} \tau (1 - \tau^2)^{-1/2} (\tau + \eta)^{-1/2} \, d\tau, \quad \text{for } \eta = E^{-1/2} \in (0, 1),
\]

\[
\theta_-(\eta) := \int_{-1}^{1} \tau (1 - \tau^2)^{-1/2} (\tau + \eta)^{-1/2} \, d\tau, \quad \text{for } \eta = E^{-1/2} \in (1, +\infty).
\]

This reduces the study of \( F \) to that of \( \theta_+ \) and \( \theta_- \).
Proof. After a change of variable $\sigma = x^2/2 - 1$ (that is $x = \sqrt{2(\sigma + 1)}$, $dx = (2(\sigma + 1))^{-1/2} \, d\sigma$) we obtain from (3.20) that

\[
F(E) = -2 \int_{E^{1/2} - 1}^{E^{1/2}} \sigma (E - \sigma^2)^{-1/2} (2(\sigma + 1))^{-1/2} \, d\sigma.
\]

The change of variable $\sigma = E^{1/2} \tau$ then leads to

\[
F(E) = -2E^{1/2} \int_{-E^{-1/2}}^{-1} \tau (1 - \tau^2)^{-1/2} (E^{1/2} \tau + 1)^{-1/2} \, d\tau,
\]

that is to say

\[
F(E) = -2^{1/2}E^{1/2} \int_{-E^{-1/2}}^{-1} \tau (1 - \tau^2)^{-1/2} (E^{1/2} \tau + 1)^{-1/2} \, d\tau, \quad \text{for } E \in (1, +\infty),
\]

\[
F(E) = -2^{1/2}E^{1/2} \int_{-1}^{1} \tau (1 - \tau^2)^{-1/2} (E^{1/2} \tau + 1)^{-1/2} \, d\tau, \quad \text{for } E \in (0, 1).
\]

Setting $\eta = E^{-1/2}$, this rewrite

\[
F(E) = -2^{1/2} \eta^{-1/2} \int_{-\eta}^{1} \tau (1 - \eta^2)^{-1/2} (\tau + \eta)^{-1/2} \, d\tau, \quad \text{for } \eta = E^{-1/2} \in (0, 1),
\]

\[
F(E) = -2^{1/2} \eta^{-1/2} \int_{-1}^{1} \tau (1 - \eta^2)^{-1/2} (\tau + \eta)^{-1/2} \, d\tau, \quad \text{for } \eta = E^{-1/2} \in (1, +\infty),
\]

which is the sought result. □

![Graph of $E \mapsto F(E)$ computed with Matematica for $E \in (1.01, 5)$. The change of sign occurs for $E_c \approx 2.35$.](image)

We may now analyze properties of the function $F$ in (3.20). The goal of this section is to prove the existence and uniqueness of $E_c$ where $F$ vanishes, which is part of the statement of Theorem 1.4.

**Proposition 3.12.** The following statements hold:

1. The function $F$ is of class $C^1$ and we have $F' < 0$ on $(1, +\infty)$.
2. $\lim_{E \to +\infty} F(E) = -\infty$.
3. $\lim_{E \to +1} F(E) = +\infty$ and $\lim_{E \to -1} F(E) = +\infty$.
4. $F$ admits on $(1, \infty)$ a unique zero $E_c \in (1, \infty)$ and $F'(E_c) < 0$. Numerically $E_c \approx 2.35$.
5. $F(E) > 0$ for all $E \in (0, 1)$. 
Note that in Item 3, the divergence is logarithmic according to (3.23) (taken for \( F(E) = F_{2-x^2}(E) \) where \( \varphi(x) = 2 - x^2 \)).

Proof. We use Lemma 3.11 to reduce the analysis of the variation of \( F \) on \((1, \infty)\) to that of \( \theta_+ \) defined in (3.24), on \((0, 1)\). We decompose \( \theta_+ \) as \( \theta_+ = \theta_1 + \theta_2 \) with

\[
\theta_1(\eta) := \int_0^1 \tau (1 - \tau^2)^{-1/2}(\tau + \eta)^{-1/2} d\tau, \quad \eta \in (0, 1),
\]

and

\[
\theta_2(\eta) := \int_{-\eta}^0 \tau (1 - \tau^2)^{-1/2}(\tau + \eta)^{-1/2} d\tau, \quad \eta \in (0, 1).
\]

It is clear that \( \theta_1 \) is of class \( C^1 \) and decreasing. For the analysis of \( \theta_2 \), we start by an integration by part which yields

\[
\theta_2(\eta) = -2 \int_{-\eta}^0 (\tau (1 - \tau^2)^{-1/2})' (\tau + \eta)^{1/2} d\tau = -2 \int_{-\eta}^0 (1 - \tau^2)^{-3/2}(\tau + \eta)^{1/2} d\tau.
\]

In this form we see that \( \theta_2 \) is of class \( C^1 \) and that its derivative is given by

\[
\theta_2'(\eta) = -\int_{-\eta}^0 (1 - \tau^2)^{-3/2}(\tau + \eta)^{-1/2} d\tau.
\]

This yields \( \theta_2'(\eta) < 0 \) for \( \eta \in (0, 1) \) so that \( \theta_2 \) is decreasing, and thus so is \( \theta_+ = \theta_1 + \theta_2 \). Recalling from Lemma 3.11 that \( F(E) = -2^{1/2} E^{1/4} \theta_+(E^{-1/2}) \) for \( E \in (1, +\infty) \) we deduce that \( F' < 0 \) on \((1, +\infty)\), which is Item 1.

Concerning Item 2, we notice that \( \theta_+ \) is continuous at \( 0^+ \) with \( \theta_+(0) = \int_0^1 \tau^{1/2}(1 - \tau^2)^{-1/2} d\tau > 0 \). As a consequence, we deduce that \( F(E) \sim -2^{1/2} E^{1/4} \theta_+(0) \to -\infty \) as \( E \to +\infty \).

Item 3 is a direct consequence of Lemma 3.8 since \( F(E) = F_{2-x^2}(E) \) (see for instance Equation (3.23) with \( \varphi(x) = 2 - x^2 \)).

Finally, Item 4 is a direct consequence of Items 1, 2 and 3 (numerically \( E_c \sim 2.35 \)). To examine the function \( F \) on the interval \((0, 1)\), we rather study according to Lemma 3.11 the function

\[
\theta_-(\eta) = \int_{-1}^1 \tau (1 - \tau^2)^{-1/2}(\tau + \eta)^{-1/2} d\tau, \quad \eta \in (1, +\infty).
\]

Splitting the integral and changing variables, we rewrite it as

\[
\theta_-(\eta) = \int_0^1 \tau (1 - \tau^2)^{-1/2} \left( (\eta + \tau)^{-1/2} - (\eta - \tau)^{-1/2} \right) d\tau.
\]

Noticing that \( (\eta + \tau)^{-1/2} < (\eta - \tau)^{-1/2} \), this implies that \( \theta_-(\eta) < 0 \) for \( \eta \in (1, \infty) \), and from Lemma 3.11 we deduce that \( F > 0 \) on \((0, 1)\), whence Item 5.

Note that so far, we have proved in Corollary 3.7 that

\[
\alpha \to +\infty, \quad \frac{\lambda(\alpha)}{\alpha^2} \to E \in [0, +\infty) \quad \implies \quad \frac{\lambda'(\alpha)}{\alpha} \to \Phi(E) = C(E)F(E) = \langle m_E, 2 - x^2 \rangle.
\]

This is a useful piece of information as long as \( \Phi(E) \neq 0 \). We have already seen that \( \Phi(E_c) = 0 \). We have seen that \( \Phi(0) = 0 \) so that the description of the measure \( m_E \) is not enough to prove that \( \lambda' \) does not vanish in this regime. In order to prove Theorem 1.4, an additional analysis is hence required near \( E = 0 \), which is performed in the next section.

3.6. Analysis below the energy 1. The main goal of this subsection is to prove that \( \lambda'(\alpha) \) does not vanish in the regime \( \frac{\lambda(\alpha)}{\alpha^2} \to 0 \). We prove a slightly more precise result.

**Proposition 3.13.** Assume that \( \alpha \to +\infty \) and \( \frac{\lambda(\alpha)}{\alpha^2} \to E \in [0, 1) \). Then, for all \( \delta > 0 \), there is \( \alpha_0 > 0 \) such that for all \( \alpha \geq \alpha_0 \), we have

\[
\lambda'(\alpha) \geq \left( \frac{4}{3\sqrt{2} + 2\sqrt{E + \sqrt{2}}} - \delta \right) \alpha^{-1/2}.
\]
In particular, there is no critical point in this regime. Note that the case $\frac{\lambda(\alpha)}{\alpha^2} \to 0$ was not covered yet, and Proposition 3.13 yields
\[
\alpha \to +\infty, \quad \frac{\lambda(\alpha)}{\alpha^2} \to 0 \quad \implies \quad \lambda' (\alpha) \geq \left( \frac{1}{\sqrt{2}} - \delta \right) \alpha^{-1/2}.
\]
The vanishing rate of the derivative as $(2\alpha)^{-1/2}$ is consistent (and optimal) since it corresponds to that of the formal derivation of the low lying eigenvalue (2.2)–(3.10). Note that this asymptotic behavior is worse than in the case $\frac{\lambda(\alpha)}{\alpha^2} \to E \in (0, 1)$ (in which case $\lambda(E) \sim \Phi(E)\alpha$ as $\alpha \to +\infty$ according to Corollary 3.7).

**Proof.** We start from Equation (2.14), which we reformulate in the semiclassical setting. Recalling that $v(\cdot, h)$ is defined in (3.9), we have $u(0, \alpha) = \alpha^{-1/4}v(0, \alpha^{-3/2})$ and $\partial_t u(0, \alpha) = \alpha^{-3/4}\partial_x v(0, \alpha^{-3/2})$. Equation (2.14) thus rewrites as
\[
2 \int_0^{T'} (t - \sqrt{2\alpha})(t^2/2 - \alpha)\alpha^{-1/2}v(\alpha^{-1/2}t, \alpha^{-2/3})^2 dt - \frac{\sqrt{\alpha}}{\sqrt{2}}\lambda' (\alpha) = (\lambda(\alpha) - \alpha^2)\alpha^{-1/2}v(0, \alpha^{-3/2}) + \alpha^{-3/2}\partial_x v(0, \alpha^{-3/2})^2.
\]
Changing variable $x = \alpha^{-1/2}t$ in the integral and recalling that $h = \alpha^{-3/2}$, we have obtained
\[
2h^{-1} \int_0^\infty (x - \sqrt{2})(x^2/2 - 1)v(x, h)^2 dx - \frac{h^{-1/3}}{\sqrt{2}}\lambda' (\alpha) = (\lambda(\alpha) - h^{-4/3})h^{1/3}v(0, h)^2 + h\partial_x v(0, h)^2.
\]
We now recall that $v(\cdot, h)$ solves the semiclassical eigenvalue equation (3.6), associated to a family of eigenvalues $E(h) := \frac{\lambda(\alpha)}{\alpha^2} = h^{4/3}\lambda(\alpha) \to E < 1$. Hence the point $x = 0$ stands in the classically forbidden region $\mathbb{R} \setminus K_E$ at energy $E$. According to Proposition 3.4 combined with rough Sobolev embeddings, we thus have
\[
h\partial_x v(0, h)^2 = O(h^\infty), \quad (\lambda(\alpha) - h^{-4/3})h^{1/3}v(0, h)^2 = O(h^\infty).
\]
Hence, we have obtained, as $h = \alpha^{-3/2} \to 0^+$,
\[
\lambda' (\alpha) = \sqrt{2}h^{-2/3} \int_0^\infty (x - \sqrt{2})(x^2 - 2)v(x, h)^2 dx + O(h^\infty)
\]
\[
= \sqrt{2}h^{-2/3} \int_0^\infty \frac{(x + \sqrt{2})}{(x + \sqrt{2})} (x - \sqrt{2})(x^2 - 2)v(x, h)^2 dx + O(h^\infty)
\]
\[
= \sqrt{2}h^{-2/3} \int_0^\infty \frac{1}{(x + \sqrt{2})} (x^2 - 2)v(x, h)^2 dx + O(h^\infty).
\]
Using again twice the localization in $K_E$ given by Proposition 3.4, we obtain, for any $\varepsilon > 0$,
\[
\lambda' (\alpha) = 4\sqrt{2}h^{-2/3} \int_0^{x_+(E) + \varepsilon} \frac{1}{(x + \sqrt{2})} (x^2/2 - 1)^2v(x, h)^2 dx + O_\varepsilon(h^\infty)
\]
\[
\gtrsim 4\sqrt{2}h^{-2/3} \int_0^{x_+(E) + \varepsilon} \frac{1}{(x + \sqrt{2})} (x^2/2 - 1)^2v(x, h)^2 dx + O_\varepsilon(h^\infty)
\]
\[
\geq \frac{4\sqrt{2}}{(x_+(E) + \varepsilon + \sqrt{2})} h^{-2/3} \int_0^\infty (x^2/2 - 1)^2 v(x, h)^2 dx + O_\varepsilon(h^\infty).
\]
(3.27)

We now rewrite (2.11) in the semiclassical setting using (3.9) and $x = \alpha^{-1/2}t$ to obtain
\[
h^{-2/3}\lambda'(\alpha) + \lambda(\alpha) = 3 \int_{\mathbb{R}} \left( \frac{1}{2}t^2 - \alpha \right)^2 u(\cdot, \alpha)^2 dt.
\]
Using the parity of $v(\cdot, h)^2$ for any eigenfunction, we deduce
\[
\lambda'(\alpha) + h^{2/3}\lambda(\alpha) = 6h^{-2/3} \int_0^\infty (x^2/2 - 1)^2 v(x, h)^2 dx,
\]
Combining this together with (3.27) yields
\[ \lambda'(\alpha) \geq \frac{2\sqrt{2}}{3(x_+(E) + \varepsilon + \sqrt{2})} \left( \lambda'(\alpha) + h^{2/3}\lambda(\alpha) \right) + O_c(h^\infty). \]

We then notice that \( \frac{2\sqrt{2}}{3(x_+(E) + \varepsilon + \sqrt{2})} < 1 \) since \( x_+(E) \geq \sqrt{2} \geq 0 \). We deduce that
\[ \lambda'(\alpha) \geq \frac{2\sqrt{2}}{3(x_+(E) + \varepsilon)} h^{2/3}\lambda(\alpha) + O_c(h^\infty) = \frac{2\sqrt{2}}{3(x_+(E) + \varepsilon) + \sqrt{2}} h^{-2/3} E(h) + O_c(h^\infty), \]

after having recalled (3.5). Finally, we always have \( E(h) \geq E_1(h) \) where, according to the bottom of the well asymptotics (3.10) \( E_1(h) \sim \sqrt{2}h \) as \( h \to +\infty \). As a consequence, for all \( \delta > 0 \), there exists \( h_0 > 0 \) such that for all \( h \in (0, h_0) \), \( \lambda'(\alpha) \geq \left( \frac{4}{3x_+(E) + \sqrt{2} - \delta} \right) h^{1/3} \). This concludes the proof of the lemma using that \( h^{1/3} = \alpha^{-1/2} \) and recalling the explicit value of \( x_+(E) \) in (3.12).

3.7. End of the proof of Theorem 1.4. Existence and uniqueness of \( E_c \) were proven in Proposition 3.12. Next, according to Corollary 2.8, there is \( E_m > 0 \) such that \( \alpha_{j,c} \to +\infty \) and \( \lambda_j(\alpha_{j,c}) \leq E_m \alpha_{j,c}^2 \) for any \( \alpha_{j,c} \in A_{j,c} \). Up to extracting a subsequence, we may assume that \( \lambda_j(\alpha_{j,c}) \to E \in [0, E_m] \) as \( j \to +\infty \). We have \( E \notin (0,1) \) since Proposition 3.13 would then imply \( \lambda_j'(\alpha_{j,c}) > 0 \). If \( E \in (0, E_m] \), then Corollary 3.7 implies that \( \alpha_{j,c}^{-1}\lambda_j'(\alpha_{j,c}) \to \Phi(E) \). If \( E \neq E_c \), then \( \Phi(E) > 0 \) and thus \( \lambda_j'(\alpha_{j,c}) \sim \Phi(E) \alpha_{j,c} \) which contradicts \( \lambda_j'(\alpha_{j,c}) = 0 \). As a consequence, we necessarily have \( \lambda_j(\alpha_{j,c}) \to E_c \) (since this holds for any subsequence, this holds for the full sequence), which concludes the proof of Theorem 1.4.

4. Analysis beyond semiclassical measures and proof of Theorem 1.5

4.1. Introduction. According to the results of Section 3, we have now identified the location of critical points of \( \lambda_j \). In the semiclassical rescaling of the problem, the latter only arise (in the semiclassical limit) near the energy \( E \geq 1 \). The goal of the present section is to analyze the second derivative of \( \lambda_j \) around these critical points, that is to say, the semiclassical rescaling of the problem, near the energy \( E_c \). To this aim, we need to analyze precisely the right hand-side in (the semiclassical version of) the second variation formula (3.8). The latter however involves the derivative with respect to the semiclassical parameter \( h \) of quantities like \( (\alpha v_h^j, v_h^j)_{L^2} \) (or of the eigenfunctions themselves), where \( \alpha \) is a fixed polynomial and \( v_h^j \) is an eigenfunction associated to the eigenvalue \( E_j(h) \to E_c \). This piece of information is not encoded in the semiclassical measures studied in Section 3.

The main goal of the present section is thus essentially to give an explicit approximation \( v_h^{\text{app}} \) of the eigenfunction \( v_h^j \) (associated to the eigenvalue \( E_j(h) \to E_c \), that is differentiable with respect to \( h \), and such that \( \partial_h v_h^{\text{app}} \) is close to \( \partial_h v_h^j \) in the semiclassical limit. Luckily, the energy \( E_c \) is a regular level set of the potential \( (x^2/2 - 1)^2 \), and we use this fact all along the proof.

In Subsection 4.2, we therefore introduce a slightly more general setting of a 1D Schrödinger operator at a regular energy level. This allows to focus on the sole relevant properties of the potential \( (x^2/2 - 1)^2 \) at the energy \( E_c \). We also introduce additional classical quantities which arise in the semiclassical limit.

Our analysis of eigenvalues near \( E_c \) will rely on the Bohr-Sommerfeld quantization rules at this energy level, which we review in Subsection 4.3, with an emphasis on the labelling of the eigenvalues.

In Subsection 4.4, we develop a rather systematic approach to compare approximate and exact eigenvalues/eigenfunctions. We assume there that approximate eigenvalues/eigenfunctions are constructed, and give sufficient conditions on the approximate eigenfunctions \( v_h^{\text{app}} \) so that \( \partial_h v_h^{\text{app}} \) is close to \( \partial_h v_h^j \).

In Subsection 4.5, we recall a classical way for constructing approximate eigenvalues/eigenfunctions (which eventually leads in particular to the Bohr-Sommerfeld quantization conditions discussed in
Section 4.3) relying on WKB expansions or semiclassical Lagrangian Distributions. This approach was initiated by V.P. Maslov in a rather formal way but a complete mathematical proof can be found in the article by J. Duistermaat [12] and in a more formalized way in the article by B. Candelapergher and J.C. Nosmas [5]. For the analysis modulo $O(h^\infty)$, we also refer to the arguments given in the appendix of Helffer-Robert [23] (itself relying on [12] and [5]). Here, we need to revisit this construction and control that we can differentiate with respect to the parameters.

As mentioned to us by Didier Robert, we could also construct approximate eigenfunctions using coherent states instead of Lagrangian distributions.

4.2. Setting and classical quantities. Our approach in this section involves refined semiclassical analysis at a non critical energy (namely $E_c$) for the semiclassical Schrödinger operator

\begin{equation}
P_h = -\hbar^2 \frac{d^2}{dx^2} + V(x).
\end{equation}

Throughout this section, we consider this operator and let $E_0 \in \mathbb{R}$ be an energy level satisfying the following assumption.

**Assumption 4.1** (Non-degeneracy at energy level $E_0$). The potential $V$ is $C^\infty$, real-valued and even. The classically allowed region at energy $E_0$, $K_{E_0} = V^{-1}((-\infty, E_0])$ is compact, connected and nondegenerate in the sense that $V'(x) \neq 0$ for all $x \in K_{E_0}$.

Note that the evenness of the potential is actually not needed for the results presented in this section, but it simplifies notation and proofs slightly. Our goal is to apply the results of the present section to $V(x) = (x^2/2 - 1)^2$ and $E_0 = E_c \approx 2.35 > 1$ which satisfy Assumption 4.1. Note that if $(V, E_0)$ satisfy Assumption 4.1, then, there exists $\epsilon_0 > 0$ small such that $(V, E)$ also satisfy Assumption 4.1 for all $E \in I_{E_0}(\epsilon_0)$, where we have denoted by

\begin{equation}
I_{E_0}(\epsilon_0) := (E_0 - \epsilon_0, E_0 + \epsilon_0)
\end{equation}

such an interval of non-degenerate energies. Moreover, we have

\[ K_E = V^{-1}((-\infty, E]) = [-x_+(E), x_+(E)] \quad \text{for all } E \in I_{E_0}(\epsilon_0), \]

where $x_+(E)$ is the unique $x \in \mathbb{R}^+$ such that $V(x_+(E)) = E$. Note also that under Assumption 4.1, $P_h$ is essentially self-adjoint and from now on $P_h$ denotes this realization.

To conclude these preliminaries, let us now introduce some classical quantities (in the sense that they arise from classical mechanics). For $\mu > \inf V$, we first introduce the energy

\[ \mathcal{E}(\mu) = \frac{1}{2\pi} \int_{\xi^2 + V \leq \mu} d\xi d\xi. \]

Under Assumption 4.1 and with the notation (4.2), for all $\mu \in I_{E_0}(\epsilon_0)$, the energy $\mathcal{E}(\mu)$ is finite and rewrites as

\begin{equation}
\mathcal{E}(\mu) = \frac{1}{\pi} \int_{-x_+(\mu)}^{x_+(\mu)} \sqrt{\mu - V(x)} dx.
\end{equation}

Still using Assumption 4.1, $\mu \mapsto \mathcal{E}(\mu)$ is differentiable on $I_{E_0}(\epsilon_0)$ and satisfies

\[ \mathcal{E}'(\mu) = \frac{1}{2\pi} \int_{-x_+(\mu)}^{x_+(\mu)} \frac{dx}{\sqrt{\mu - V(x)}}. \]

In particular, $\mathcal{E}$ is a smooth, strictly increasing function on $I_{E_0}(\epsilon_0)$. Note that, in the case where $V(x) = (x^2/2 - 1)^2$, we have

\begin{equation}
\pi \mathcal{E}'(\mu) = C(\mu)^{-1},
\end{equation}

where $C(\mu) = \left( \int_{0}^{x_+(\mu)} (\mu - V(x))^{-1/2} dx \right)^{-1}$ was introduced in (3.17).

4.3. Bohr Sommerfeld condition and labelling of eigenvalues.
4.3.1. Spectrum and Bohr Sommerfeld condition. We start with discussing eigenvalues of \( P_h \) and their approximations, see e.g. [28]. Eigenfunctions and their approximations are discussed later on (although these approximations are of course intimately related).

Under Assumption 4.1 and with the notation (4.2), the spectrum of \( P_h \), denoted \( \text{Sp}(P_h) \) satisfies
\[
\text{Sp}(P_h) \cap (-\infty, E_0 + \epsilon_0) = \{ E_k(h), 1 \leq k \leq J(h) \},
\]
\[
\text{Sp}(P_h) \cap I_{E_0}(\epsilon_0) = \{ E^j(h), j \in \mathcal{J}(h) \},
\]
where \( J(h) \in \mathbb{N} \) and \( \mathcal{J}(h) \subset \mathbb{N} \) is a finite set for all \( h \in (0, h_0] \). Moreover, a Sturm-Liouville argument (as in Proposition 1.1) shows that \( E^j(h) \) has multiplicity one for all \( j \in \mathcal{J}(h) \), and we thus assume that
\[
E_k(h) < E_{k+1}(h), \quad \text{for all } 1 \leq k \leq J(h);
\]
\[
E^j(h) < E^{j+1}(h), \quad \text{for all } j \in \mathcal{J}(h).
\]

Under Assumption 4.1 and with the notation (4.2), for all \( \mu \in I_{E_0}(\epsilon_1) \), we consider the pairs \((h, j) \in (0, h_0] \times \mathbb{N} \) such that the Bohr-Sommerfeld quantization condition
\[
\mathcal{E}(\mu) = (j + \frac{1}{2})h.
\]
As proven for example in [28] or in the appendix of [23] (see also Theorem 6.3 and the following corollaries in [5]), there exists a family of functions \( f_\ell \in C^\infty(I_{E_0}(\epsilon_1)) \) for \( \ell \in \mathbb{N} \), such that the following holds. There is a unique \( E(j, h, \mu) \in \text{Sp}(P_h) \) such that the following relation holds, for a sequence of \( C^\infty \) functions \( f_\ell \)
\[
E(j, h, \mu) = \mu + \sum_{\ell \geq 1} f_\ell(\mu) h^\ell + O(h^\infty), \quad \text{uniformly for } (\mu, j, h) \text{ satifying (4.7), } j \in \mathcal{J}(h).
\]
Conversely any eigenvalue of \( P_h \) in \( I_{E_0}(\epsilon_0) \) can be obtained for \( h \) small enough in this way. In other words, for \( h \in (0, h_0] \) and for any \( j \in \mathcal{J}(h) \) (that is to say, for any \( E^j(h) \in \text{Sp}(P_h) \cap I_{E_0}(\epsilon_0) \), see (4.5)), we have
\[
E^j(h) = \mu_j(h) + \sum_{\ell \geq 1} f_\ell(\mu_j(h)) h^\ell + O(h^\infty),
\]
with
\[
\mu_j(h) = \mathcal{E}^{-1}((j + 1/2)h).
\]
Note that, as a direct consequence of (4.9)-(4.10) and a Taylor expansion of \( \mathcal{E}^{-1} \), the spectrum of \( P_h \) in the energy window \( I_{E_0}(\epsilon_0) \) satisfies a gap condition: there is \( C, h_0 > 0 \) such that for all \( h \in (0, h_0] \) and \( j \in \mathcal{J}(h) \),
\[
d( E^j(h), \text{Sp}(P_h) \setminus \{ E^j(h) \}) \geq \frac{1}{C}h.
\]

4.3.2. Labelling of eigenvalues. So far, the set \( \text{Sp}(P_h) \cap I_{E_0}(\epsilon_0) \) is described in two different ways according to (4.5)–(4.6), using respectively \( E_k(h) \) and \( E^j(h) \). Since eigenvalues are simple, there is for all \( (j, h) \in \mathcal{J}(h) \times (0, 1) \) a unique \( j = 0 \) such that \( E^j(h) = E_j(h) \),
where \( j \) refers to the “global labelling” of the eigenvalue, that is to say \( E_j(h) \) is the \( j \)'s eigenvalue of \( P_h \). Note that in the case when \( V \) has a unique non degenerate minimum without any other critical points below \( E_0 \) (which is not the case we are interested in our application to \( V(x) = (x^2/2 - 1)^2 \)), then we have \( j = j \), see [28]. Without this assumption, using the asymptotic Weyl formula with remainder (see again [28]) there are \( C_0, h_0 > 0 \) such that
\[
|j(j, h) - j| \leq C_0, \quad \text{for all } j \in \mathcal{J}(h), h \in (0, h_0),
\]
that is to say, for all those \( j \) such that \( E^j(h) \in I_{E_0}(\epsilon_0) \). More recently, Y. Colin de Verdière showed in [7, Theorem 3] the following more precise result.
Proposition 4.2. Under Assumption 4.1 and with the notation (4.2), there exist \( h_0 > 0 \) and \( \epsilon_1 \in (0, \epsilon_0) \) such that \( j = j \) for any eigenvalue \( E^j(h) \in I_{E_0}(\epsilon_1) \) for all \( h \in (0, h_0) \).

In other words, the proposition says that \( E^j(h) = E_j(h) \) when \( E^j(h) \) is close to \( E_0 \).

Proof. We just sketch the main lines of the proof since no detail is given in [7]. The idea is to construct a deformation of the potential \( V \) onto a harmonic potential for which the spectrum is explicit. We introduce, for some \( h \), we construct a deformation of the potential \( V \) such that, defining

\[
J = \{ \epsilon \in \mathbb{R} \mid \text{for all } t \in [0,1], \text{ we have } W_t(x) \text{ satisfies the same Assumption 4.1, in which the nondegeneracy is uniform with respect to } t \in [0,1] \}.
\]

We finally define

\[
\mathcal{E}_t(E_0) = \frac{1}{2\pi} \int_{\xi^2 + W_t(x) \leq E_0} dxd\xi = \frac{1}{\pi} \int_{x \geq 0} \sqrt{E_0 - W_t(x)} dx,
\]

where \( x_+(E_0) \) is for all \( t \in [0,1] \) the unique \( x \geq 0 \) such that \( W_t(x) = E_0 \), and

\[
V_t(x) := W_t(a(t)x/a(0)).
\]

With this choice we have \( V_0(x) = V(x), \ V_1(x) = R_0 \frac{a(1)^2}{a(0)^2} x^2 \), and

\[
\mathcal{E}_t(E_0) := \frac{1}{2\pi} \int_{\xi^2 + V_t(x) \leq E_0} dxd\xi
\]

satisfies

\[
\mathcal{E}_t(E_0) = \frac{1}{\pi} \int_{x \geq 0} \sqrt{E_0 - V_t(x)} dx = \frac{1}{\pi} \int_{x \geq 0} \sqrt{E_0 - W_t \left( \frac{a(t)x}{a(0)} \right)} dx
\]

\[
(4.13) = \frac{a(0)}{a(t)} \frac{1}{\pi} \int_{x \geq 0} \sqrt{E_0 - W_t(y)} dy = a(0) = \mathcal{E}(E_0).
\]

We now consider the spectra of the family of operators

\[
P_{h,t} := -\hbar^2 \frac{d^2}{dx^2} + V_t(x), \quad t \in [0,1],
\]

where \( P_{h,0} = P_h \) and \( P_{h,1} = -\hbar^2 \frac{d^2}{dx^2} + R_0 \frac{a(1)^2}{a(0)^2} x^2 \). In view of (4.5)–(4.6), we write

\[
\text{Sp}(P_{h,t}) \cap (-\infty, E_0 + \epsilon_0) = \{ E_k(h,t), 1 \leq k \leq J(h,t) \},
\]

\[
\text{Sp}(P_{h,t}) \cap I_{E_0}(\epsilon_0) = \{ E^j(h,t), j \in J^*(h,t) \},
\]

and since eigenvalues are simple, we may denote by \( \tilde{j}(j,h,t) \) the unique integer such that

\[
E^j(h,t) = E_{\tilde{j}(j,h,t)}(h,t).
\]

The simplicity of the spectrum also implies that the maps \( t \mapsto E^j(h,t) \) and \( t \mapsto E_k(h,t) \) are all continuous \( [0,1] \to \mathbb{R} \) for any fixed \( j,k,h \). We can then apply the above Bohr-Sommerfeld theory (4.9)–(4.10), uniformly with respect to \( t \) for the eigenvalues close to \( E_0 \), namely

\[
E^j(h,t) = \mu_j(h,t) + h_0(t) + \mathcal{O}(h^2), \quad \mu_j(h,t) = \mathcal{E}^{-1}((j + 1/2)h),
\]

for all \( j,h,t \) such that \( \mu_j(h,t) \in I_{E_0}(\epsilon_0) \). Using (4.13), there exists therefore \( \epsilon_1 < \epsilon_0 \) and \( h_0 > 0 \) such that, defining \( J^{*\epsilon}(h) \subset J(h,1) \) by

\[
\text{Sp}(P_{h,1}) \cap I_{E_0}(\epsilon_1) = \{ E^j(h,1), j \in J^{*\epsilon}(h) \},
\]

we have

\[
E^j(h,t) \in I_{E_0}(\epsilon_0) \quad \text{for all } h \in (0, h_0), t \in [0,1], j \in J^{*\epsilon}(h).
\]

As a consequence, for \( h \in (0, h_0) \) and \( j \in J^{*\epsilon}(h) \), the map

\[
t \mapsto \tilde{j}(j,h,t) - j, \quad [0,1] \to \mathbb{N}
\]
is continuous. Hence we have \( \hat{j}(j, h, t) - j \) constant for \( t \in [0, 1] \). But for \( t = 1 \) we are considering the harmonic oscillator \( P_{h,1} \), for which we know that \( \hat{j}(j, h, 1) = j \). This implies that \( \hat{j}(j, h, 0) = j \) for the operator \( P_{h,0} = P_h \).

4.4. Functional analysis: comparison between approximate eigenfunctions and eigenfunctions. In this subsection, we compare approximate eigenvalues and eigenfunctions with exact ones, and investigate their derivatives with respect to the semiclassical parameter \( h \) (having in mind the formula (3.8) for the second variation). The approach here is “abstract” in the sense that we do not construct the approximate eigenvalues/eigenfunctions but rather assume their existence. A way of constructing the latter approximate eigenvalues/eigenfunctions is reviewed in Subsection 4.5 below.

**Proposition 4.3.** We consider the operator \( P_h \) in (4.1) under Assumption 4.1 and with the notation (4.2). Assume further that, for \( C_0 > 0, k > 1 \), and \( \epsilon_1 \in (0, \epsilon_0) \) we have \( E^{app}(h) \in I_{E_0}(\epsilon_1) \), \( v_{h}^{app} \in D(P_h) \) (resp. real-valued) and \( r_h \in L^2(\mathbb{R}) \) satisfying

\[
P_h v_{h}^{app} = E^{app}(h) v_{h}^{app} + r_h, \quad \|v_{h}^{app}\|_{L^2(\mathbb{R})} = 1, \quad \|r_h\|_{L^2(\mathbb{R})} \leq C_0 h^k.
\]

Then, there exist \( C, h_0 > 0 \) and \( E(h) \in \text{Sp}(P_h) \cap I_{E_0}(\epsilon_1) \) such that

\[
|E(h) - E^{app}(h)| \leq C_0 h^k,
\]

and \( v_h \in D(P_h) \) (resp. real-valued) such that for all \( h \in (0, h_0) \),

\[
P_h v_h = E(h) v_h, \quad \|v_h\|_{L^2(\mathbb{R})} = 1, \quad \|v_h - v_{h}^{app}\|_{L^2(\mathbb{R})} \leq C h^{-k}.
\]

Notice that, since \( P_h \) has real coefficients, we may always assume that \( v_{h}^{app} \) is real valued (taking otherwise its real part or imaginary part and renormalizing). The proof is rather classical but we recall it for the sake of completeness. Note also that, according to the gap condition (4.11) and the assumption \( k > 1 \), there is at most one eigenvalue of \( P_h \) satisfying (4.15) for \( h \) small enough.

**Proof.** According to (4.16), we have \( \|\left( (P_h - E^{app}(h)) v_{h}^{app}\right)\|_{L^2(\mathbb{R})} = \|r_h\|_{L^2(\mathbb{R})} \leq C_0 h^k \|v_{h}^{app}\|_{L^2(\mathbb{R})} \) and thus \( \|\left( (P_h - E^{app}(h))^{-1}\right) v_{h}^{app}\|_{L^2(\mathbb{R})} \geq \left( C_0 h^k\right)^{-1} \) (where \( \|\left( (P_h - E^{app}(h))^{-1}\right) v_{h}^{app}\|_{L^2(\mathbb{R})} \in (0, +\infty) \)). Since the operator \( P_h \) is selfadjoint, the spectral theorem yields that if \( z \in \mathbb{C} \setminus \text{Sp}(P_h) \), we have \( \|\left( (P_h - E^{app}(h))^{-1}\right) v_{h}^{app}\|_{L^2(\mathbb{R})} = \frac{1}{d(z, \text{Sp}(P_h))} \). As a consequence, we have obtained that either \( E^{app}(h) \in \text{Sp}(P_h) \) or \( \frac{1}{d(E^{app}(h), \text{Sp}(P_h))} \geq \left( C h^k\right)^{-1} \). In any case, we deduce that

\[
d(E^{app}(h), \text{Sp}(P_h)) \leq C_0 h^k.
\]

Given that \( E^{app}(h) \in I_{E_0}(\epsilon_1) \), that \( C_0 h^k \to 0 \) and that \( \text{Sp}(P_h) \cap I_{E_0}(\epsilon_0) \) consists only in eigenvalues (see (4.5) as consequence of Assumption 4.1), there exists \( E(h) \in \text{Sp}(P_h) \cap I_{E_0}(\epsilon_0) \) with (4.15) and \( \tilde{v}_h \in D(P_h) \) satisfying \( \|\tilde{v}_h\|_{L^2(\mathbb{R})} = 1 \) such that

\[
P_h \tilde{v}_h = E(h) \tilde{v}_h.
\]

We may assume that \( \tilde{v}_h \) is real-valued since \( P_h \) has real coefficients. We denote by \( \Pi_{E(h)} \) the orthogonal projection in \( L^2(\mathbb{R}) \) onto \( \text{ker}(P_h - E(h)) \), which, on account to the simplicity of the spectrum may be written \( \Pi_{E(h)} w = (w, \tilde{v}_h)_{L^2(\mathbb{R})} \tilde{v}_h \). We have \( \Pi_{E(h)} v_{h}^{app} \) real-valued if \( \tilde{v}_h \) and \( v_{h}^{app} \) are, and

\[
(P_h - E(h)) \Pi_{E(h)} v_{h}^{app} = 0.
\]

Moreover, we denote by \( P_h = \int_{\mathbb{R}} dP(\lambda) \) the spectral resolution of the operator \( P_h \) and remark that the projector-valued measure \( dP \) is a linear combination of Dirac masses on \( I_{E_0}(\epsilon_0) \) (the spectrum is discrete on \( I_{E_0}(\epsilon_0) \)). We thus have

\[
\| (1 - \Pi_{E(h)}) v_{h}^{app} \|_{L^2(\mathbb{R})}^2 = \int_{\mathbb{R} \setminus \{E(h)\} dP(\lambda) v_{h}^{app}, v_{h}^{app}\}_{L^2(\mathbb{R})} = \int_{\mathbb{R} \setminus \{E(h)\} \frac{(\lambda - E(h))^2}{(\lambda - E(h))^2} dP(\lambda) v_{h}^{app}, v_{h}^{app}\}_{L^2(\mathbb{R})}.
\]
Recalling the gap property (4.11) (consequence of Assumption 4.1), we deduce
\[
\|(1 - \Pi_{E(h)})v^\text{app}_h\|^2_{L^2(\mathbb{R})} \leq \frac{1}{d(E(h), \text{Sp}(P_h))} \int_{\mathbb{R}\setminus\{E(h)\}} (\lambda - E(h))^2 d \left( \mathcal{P}(\lambda)v^\text{app}_h, v^\text{app}_h \right)_{L^2(\mathbb{R})} \\
\leq \frac{C^2}{h^2} \int_{\mathbb{R}} (\lambda - E(h))^2 d \left( \mathcal{P}(\lambda)v^\text{app}_h, v^\text{app}_h \right)_{L^2(\mathbb{R})} \\
\leq \frac{C^2}{h^2} \|(P_h - E(h))v^\text{app}_h\|^2_{L^2(\mathbb{R})} \\
\leq \frac{C^2}{h^2} 2 \|(P_h - E^\text{app}(h))v^\text{app}_h\|^2_{L^2(\mathbb{R})} + \frac{C^2}{h^2} 2 |E(h) - E^\text{app}(h)|^2 \|v^\text{app}_h\|^2_{L^2(\mathbb{R})} \\
\leq C h^{2k-2},
\]
(4.18)
according to (4.16)–(4.15). As a consequence, we have
\[
c^2_h := \|\Pi_{E(h)}v^\text{app}_h\|^2_{L^2(\mathbb{R})} = \|v^\text{app}_h\|^2_{L^2(\mathbb{R})} - \|(1 - \Pi_{E(h)})v^\text{app}_h\|^2_{L^2(\mathbb{R})} \geq 1 - C h^{2k-2}.
\]
(4.19)
We now set \(v_h := c_h^{-1}\Pi_{E(h)}v^\text{app}_h\), which is a normalized eigenfunction satisfying, according to (4.18)–(4.19),
\[
\|v_h - v^\text{app}_h\|^2_{L^2(\mathbb{R})} = c_h^{-2} \|\Pi_{E(h)}v^\text{app}_h - c_h v^\text{app}_h\|^2_{L^2(\mathbb{R})} \\
\leq 2 c_h^{-2} \|\Pi_{E(h)}v^\text{app}_h - v^\text{app}_h\|^2_{L^2(\mathbb{R})} + 2 c_h^{-2} (1 - c_h) \|v^\text{app}_h\|^2_{L^2(\mathbb{R})} \\
\leq 4 \frac{C h^{2k-2}}{1 - C h^{2k-2}}.
\]
This concludes the proof of the lemma. \(\square\)

We have now to prove that, under some additional assumptions, derivatives with respect to \(h\) of the approximate eigenvalues/eigenfunctions are close to derivatives with respect to \(h\) of the associated real eigenvalues/eigenfunctions.

**Proposition 4.4.** We consider the operator \(P_h\) in (4.1) under Assumption 4.1 and with the notation (4.2). Let \(\epsilon_1 \in (0, \epsilon_0)\) and
\[
I_j := \{ h \in (0, 1), E^{-1}((j + 1/2)h) \in I_{E_0}(\epsilon_1) \}, \quad j \in \mathbb{N}^*.
\]
Then, for all \(j \in \mathbb{N}^*\), the map \(I_j \ni h \mapsto E^j(h) \in \text{Sp}(P_h)\)
belongs to \(C^1(I_j)\) and for any solution to
\[
P_h v^j_h = E^j(h) v^j_h, \quad h \in I_j
\]
the map \(h \mapsto v^j_h\) belongs to \(C^1(I_j; \mathcal{S}(\mathbb{R}))\).

Assume further that we are given \(E^j,\text{app}(h) \in C^1(I_j)\) and \(v^j_h,\text{app} \in C^1(I_j; \mathcal{S}(\mathbb{R}))\) such that
\[
E^j,\text{app}(h) - E^j(h) = O(h^\infty) \quad \text{for} \ h \in I_j,
\]
\[
\|v^j_h - v^j_h,\text{app}\|_{L^2(\mathbb{R})} = O(h^\infty) \quad \text{for} \ h \in I_j,
\]
\[
P_h v^j_h,\text{app} = E^j,\text{app}(h) v^j_h,\text{app} + r^j_h \quad \text{for} \ h \in I_j,
\]
\[
\|v^j_h\|_{L^2} = 1, \quad \|v^j_h,\text{app}\|_{L^2} = 1,
\]
\[
\|r^j_h\|_{L^2} = O(h^\infty) \quad \text{for} \ h \in I_j,
\]
\[
\|\partial_h r^j_h\|_{L^2} = O(h^\infty) \quad \text{for} \ h \in I_j,
\]
\[
\text{there exists} \ k \in \mathbb{N} \text{ such that} \ \|\partial_h v^j_h,\text{app}\|_{L^2(\mathbb{R})} = O(h^{-k}) \quad \text{for} \ h \in I_j,
\]
(4.27)
\[
\text{there exists a compact set} \ K \subset \mathbb{R} \text{ such that} \ \text{supp} v^j_h,\text{app} \subset K \quad \text{for} \ h \in I_j, j \in \mathbb{N}^*;
\]
(4.28)
Then, we have

\begin{equation}
(E^{j, app})'(h) - (E^j)'(h) = O(h^{\infty}) \quad \text{uniformly for } h \in I_j, j \in \mathbb{N}^*.
\end{equation}

\begin{equation}
\|\partial_h v_h^j - \partial_h v_h^{j, app}\|_{L^2(\mathbb{R})} = O(h^{\infty}) \quad \text{uniformly for } h \in I_j.
\end{equation}

In the statement of the proposition, we keep the subscript \( j \) to remember that, for eigenvalues \( E^j(h) \) in the energy window \( I_{E_0}(\epsilon_1) \), the product \( jh \) belongs to a fixed interval and thus \( j \to +\infty \) simultaneously as \( h \to 0^+ \). We will however drop the dependence with respect to \( j \) in the proof since this statement only concerns a fixed couple of eigenvalue/eigenfunction and approximate eigenvalue/eigenfunction.

Note that the existence of \( E^j(h), v_h^j \) such that (4.21) and (4.22) are satisfied is actually a consequence of Lemma 4.3 once (4.23)–(4.24)–(4.25) are satisfied.

Note that in our application we can choose \( K \) in (4.28) to be any compact neighborhood of \( K_{E_0+\epsilon_0} = V^{-1}((\infty, E_0 + \epsilon_0]) \).

Note finally that this proposition is written assuming remainder estimates in \( O(h^{\infty}) \). In applications such \( O(h^{\infty}) \) are issued from Borel summation providing differentiable remainders, and in which one can always impose differentiability with respect to parameters. One could also write an analogue of this proposition with \( O(h^N) \) remainders, keeping track of the size \( N \) but we choose not to do it for the sake of the presentation.

**Proof.** First notice that eigenvalues \( E(h) \) are simple from Sturm-Liouville theory and are thus \( C^\infty \) with respect to \( h \in I_j \). That \( h \to v_h \) belongs to \( C^1(I_j; S(\mathbb{R})) \) follows from the following computations. In the interval \( I_j \), we differentiate (4.20) and (4.23) with respect to \( h \) and obtain

\begin{equation}
(-h^2 \partial_x^2 + V - E(h))\partial_h v_h = E'(h)v_h + 2h\partial_x^2 v_h,
\end{equation}

and

\begin{equation}
(-h^2 \partial_x^2 + V - E^{app}(h))\partial_h v_h^{app} = (E^{app})'(h)v_h^{app} + \partial_h r_h + 2h\partial_x^2 v_h^{app}.
\end{equation}

We first compare \( E'(h) \) and \( (E^{app})'(h) \) and then compare \( \partial_h v_h \) and \( \partial_h v_h^{app} \). Differentiating (4.24), we obtain

\begin{equation}
(v_h, \partial_h v_h)_{L^2(\mathbb{R})} = 0, \quad (v_h^{app}, \partial_h v_h^{app})_{L^2(\mathbb{R})} = 0.
\end{equation}

Taking the scalar product with \( v_h \) in (4.31) and using (4.33), selfadjointness of \( P_h \) and (4.20), we obtain

\begin{equation}
E'(h) = -2h (v_h, \partial_x^2 v_h)_{L^2(\mathbb{R})},
\end{equation}

and taking the scalar product with \( v_h^{app} \) in (4.32) and using (4.33) selfadjointness of \( P_h \) and (4.23), we obtain

\begin{equation}
(E^{app})'(h) = -2h (v_h^{app}, \partial_x^2 v_h^{app})_{L^2(\mathbb{R})} - (\partial_h r_h, v_h^{app})_{L^2(\mathbb{R})} + (r_h, \partial_h v_h^{app})_{L^2(\mathbb{R})}.
\end{equation}

Subtracting (4.34) to (4.35) we deduce

\begin{equation}
| (E^{app})'(h) - E'(h) | \leq 2h \left| (v_h, \partial_x^2 v_h)_{L^2(\mathbb{R})} - (v_h^{app}, \partial_x^2 v_h^{app})_{L^2(\mathbb{R})} \right| + \left| (\partial_h r_h, v_h^{app})_{L^2(\mathbb{R})} \right| + \left| (r_h, \partial_h v_h^{app})_{L^2(\mathbb{R})} \right|.
\end{equation}

The last two terms in the right hand side are \( O(h^{\infty}) \) according to Assumptions (4.24), (4.25), (4.26) and (4.27), respectively on \( v_h^{app}, r_h, \partial_h r_h \) and \( \partial_h v_h^{app} \). For the first term on the right hand-side of (4.36), we write

\begin{equation}
(v_h, \partial_x^2 v_h)_{L^2(\mathbb{R})} - (v_h^{app}, \partial_x^2 v_h^{app})_{L^2(\mathbb{R})} = (v_h - v_h^{app}, \partial_x^2 v_h)_{L^2(\mathbb{R})} + (v_h^{app}, \partial_x^2 v_h - \partial_x^2 v_h^{app})_{L^2(\mathbb{R})},
\end{equation}

\begin{equation}
= (v_h - v_h^{app}, \partial_x^2 v_h + \partial_x^2 v_h^{app})_{L^2(\mathbb{R})}.
\end{equation}
Then we will obtain again that this term is $O(h^\infty)$ by using (4.22), once we have proved the following semiclassically temperate control of $\partial^2_v v_h$ and $\partial^2_v v_{h}^\text{app}$. The first control can be deduced from (4.20) that we rewrite in the form

$$\partial^2_v v_h = h^{-2}V(x)v_h - h^{-2}E(h)v_h.$$ 

Letting $\tilde{K}$ be a compact neighborhood of $K_{E_0 + \epsilon_0} = V^{-1}([-\infty, E_0 + \epsilon_0])$ and recalling that $E(h) \in I_{E_0}(\epsilon_0)$, we thus have

$$\|\partial^2_v v_h\|_{L^2(\mathbb{R})} \leq h^{-2}\|Vv_h\|_{L^2(\mathbb{R})} + h^{-2}\|E(h)\|\|v_h\|_{L^2(\mathbb{R})} \leq Ch^{-2}\|v_h\|_{L^2(\tilde{K})} + h^{-2}\|Vv_h\|_{L^2(\mathbb{R}\setminus \tilde{K})} + Ch^{-2}\|v_h\|_{L^2(\mathbb{R})}.$$ 

Using semiclassical control of $v_h$ in the classically forbidden region, see Proposition 3.4 together with $L^2$ normalization (4.24), we obtain

$$(4.38) \quad \|\partial^2_v v_h\|_{L^2(\mathbb{R})} \leq Ch^{-2}.$$ 

The estimate

$$(4.39) \quad \|\partial^2_v v_{h}^\text{app}\|_{L^2(\mathbb{R})} \leq Ch^{-2},$$ 

follows the exact same arguments from the assumptions (4.23), (4.24), (4.25) and (4.28). The last two inequalities, combined to (4.37) and (4.36) implies (4.29).

We now turn to the proof of (4.30). We first prove that

$$(4.40) \quad V(x)(v_h - v_{h}^\text{app}) = O_{L^2(\mathbb{R})(h^\infty)} \quad \text{and} \quad \partial^2_v (v_h - v_{h}^\text{app}) = O_{L^2(\mathbb{R})(h^\infty)}.$$ 

Indeed, we first have (with $\tilde{K}$ a compact neighborhood of $K_{E_0 + \epsilon_0}$)

$$\|V(v_h - v_{h}^\text{app})\|_{L^2(\mathbb{R})} \leq \|V(v_h - v_{h}^\text{app})\|_{L^2(K \cup \tilde{K})} + \|V(v_h - v_{h}^\text{app})\|_{L^2(\mathbb{R}\setminus (K \cup \tilde{K}))} \leq C\|v_h - v_{h}^\text{app}\|_{L^2(K \cup \tilde{K})} + C\|v_h\|_{L^2(\mathbb{R}\setminus (K \cup \tilde{K}))} \leq C\|v_h - v_{h}^\text{app}\|_{L^2(\mathbb{R})} + O(h^\infty) = O(h^\infty),$$

where we have used (4.28) in the second line, Proposition 3.4 together with (4.24) in the last inequality, and (4.22) in the last equality. Then, substracting (4.23) to (4.20), we obtain

$$-h^2\partial^2_v (v_h - v_{h}^\text{app}) = -V(v_h - v_{h}^\text{app}) + E(h)v_h - E_{\text{app}}(h)v_{h}^\text{app} - r_h = -V(v_h - v_{h}^\text{app}) + (E(h) - E_{\text{app}}(h))v_h + E_{\text{app}}(h)(v_h - v_{h}^\text{app}) - r_h = O_{L^2(\mathbb{R})(h^\infty)},$$

after having used (4.22), (4.21), $E(h) \in I_{E_0}(\epsilon_0)$, together with the last estimate. This concludes the proof of (4.40). Note also that we deduce from (4.35) together with (4.24), (4.25), (4.26), (4.27), and (4.39) the existence of $k \in \mathbb{N}$ such that

$$(4.42) \quad (E^i_{\text{app}})'(h) = O(h^{-k}) \text{ uniformly for } h \in I_j.$$ 

We now rewrite the difference of (4.32) and (4.31) under the form

$$(P_h - E(h))(\partial_h v_h - \partial_h v_{h}^\text{app}) = (E(h) - E_{\text{app}}(h))\partial_h v_{h}^\text{app} + 2h\partial^2_v (v_h - v_{h}^\text{app})$$

$$(4.43) \quad \quad + (E'(h) - (E_{\text{app}})'(h))v_h - (E_{\text{app}})'(h)(v_{h}^\text{app} - v_h) - \partial_h r_h.$$ 

Using (4.21), (4.24), (4.22), (4.26), (4.40), and (4.42) this implies

$$(4.44) \quad (P_h - E(h))(\partial_h v_h - \partial_h v_{h}^\text{app}) = O_{L^2(\mathbb{R})(h^\infty)}.$$ 

Now recalling (4.33), we deduce from (4.22) and (4.27) that

$$((\partial_h v_h - \partial_h v_{h}^\text{app}), v_h)_{L^2(\mathbb{R})} = (\partial_h v_{h}^\text{app}, v_h)_{L^2(\mathbb{R})} = (\partial_h v_{h}^\text{app}, v_h - v_{h}^\text{app})_{L^2(\mathbb{R})} = O(h^\infty).$$

We now denote by $\Pi_{E(h)}$ the orthogonal projection in $L^2(\mathbb{R})$ onto $\ker(P_h - E(h))$, which we may write $\Pi_{E(h)}w = (w, v_{h}^\text{app}, v_h)_{L^2(\mathbb{R})}v_h$ according to the simplicity of the spectrum. On the one hand, the last identity implies

$$\|\Pi_{E(h)}(\partial_h v_h - \partial_h v_{h}^\text{app})\|_{L^2(\mathbb{R})} = O(h^\infty).$$
On the other hand, proceeding exactly as in (4.18) in the proof of Lemma 4.3, using the approximate equation (4.44) together with the gap condition (4.11), we obtain
\[ \|(1 - \Pi_{E(h)}) (\partial_h v^j_h - \partial_h v^{\text{app}}_h)\|_{L^2([\mathbb{R}])} = O(h^\infty). \]
Combining the last two identities concludes the proof of (4.30), and thus that of the proposition.

Recalling the expression of \( \lambda^j_h(\alpha) \) in the semiclassical scaling in Lemma 3.1, given a \( C^\infty \) real-valued function \( a \) with polynomial growth, we are now interested in the asymptotic expansion of the quantity
\[ (4.45) \quad \mathcal{M}_a^j(h) := \int a(x) |v^j_h(x)|^2 \, dx, \quad \text{for } h \in I_j, \]
and its derivative with respect to \( h \):
\[ (4.46) \quad (\mathcal{M}_a^j)'(h) = 2 \text{Re} \int a(x) (\partial_h v^j_h(x) v^{\text{app}}_h(x)) \, dx, \quad \text{for } h \in I_j, \]
We also define its approximate analogue
\[ (4.47) \quad \mathcal{M}_a^{j,\text{app}}(h) := \int a(x) |v^{j,\text{app}}_h(x)|^2 \, dx, \quad \text{for } h \in I_j, \]
and obtain the following corollary of Proposition 4.3 (applied for all \( k \in \mathbb{N} \)) and Proposition 4.4.

**Corollary 4.5.** Under the assumptions of Proposition 4.4, we have
\[ (4.48) \quad \mathcal{M}_a^j(h) - \mathcal{M}_a^{j,\text{app}}(h) = O(h^\infty) \] and
\[ (4.49) \quad (\mathcal{M}_a^j)'(h) - (\mathcal{M}_a^{j,\text{app}})'(h) = O(h^\infty), \quad \text{uniformly for } h \in I_j, \]
for any \( a \in C^\infty(\mathbb{R}) \) with polynomial growth.

**Proof.** The validity of (4.48) for \( a \in C^\infty(\mathbb{R}) \) with polynomial growth follows from the same decomposition as in (4.41). Concerning (4.49), we decompose
\[
(\mathcal{M}_a^j)'(h) - (\mathcal{M}_a^{j,\text{app}})'(h) = 2 \text{Re} \int a(x) (\partial_h v^j_h(x) v^{\text{app}}_h(x)) \, dx - 2 \text{Re} \int a(x) (\partial_h v^{j,\text{app}}_h(x) v^j_h(x)) \, dx
\]
\[
= 2 \text{Re} \left( a v^j_h \partial_h v^j_h - \partial_h v^{j,\text{app}}_h \right)_{L^2} + 2 \text{Re} \left( \partial_h v^{j,\text{app}}_h, a(v^j_h - v^{j,\text{app}}_h) \right)_{L^2}
\]
whence
\[
| (\mathcal{M}_a^j)'(h) - (\mathcal{M}_a^{j,\text{app}})'(h) | \leq 2 \left\| a v^j_h \right\|_{L^2} \left\| \partial_h v^j_h - \partial_h v^{j,\text{app}}_h \right\|_{L^2} + 2 \left\| \partial_h v^{j,\text{app}}_h \right\|_{L^2} \left\| a(v^j_h - v^{j,\text{app}}_h) \right\|_{L^2}
\]
According to (4.27) and the same decomposition as in (4.41), we have
\[
\left\| \partial_h v^{j,\text{app}}_h \right\|_{L^2} \left\| a(v^j_h - v^{j,\text{app}}_h) \right\|_{L^2} = O(h^\infty).
\]
And according to Proposition 3.4 together with (4.30), we also have
\[
\left\| a v^j_h \right\|_{L^2} \left\| \partial_h v^j_h - \partial_h v^{j,\text{app}}_h \right\|_{L^2} = O(h^\infty).
\]
The last three statements conclude the proof of (4.49) and of the corollary.

### 4.5. Semiclassical Lagrangian distributions revisited

In this subsection, we recall a classical way of constructing approximate eigenfunctions for 1D Schrödinger operators at a regular energy level \( E_0 \), through WKB expansions or so-called semiclassical Lagrangian distributions. We briefly review such a construction and check that one can differentiate with respect to parameters (in particular \( h \)). We then consider product of two such objects,
4.5.1. **Semiclassical Lagrangian distributions.** We only need part of the local theory of Lagrangian distributions. We refer to the first section of [12] (p. 209-232), to [5] or [13] (see also [31, Section 25.1]) in the non-semiclassical homogeneous setting. Given a smooth family of compact Lagrangian submanifolds \( \mu \mapsto \Lambda_\mu \subset T^*\mathbb{R}^n = \mathbb{R}^{2n} \), with \( \mu \) a parameter in a small interval \( \mu \in I_{E_0} (\epsilon_0) = (E_0 - \epsilon_0, E_0 + \epsilon_0) \), a semiclassical Lagrangian distribution (or Lagrangian function, or Lagrangian state) associated to \( \Lambda_\mu \) is a linear combination of integrals in the form (cf (1.2.1) in [12] or [5])

\[
I(x, \mu, h) = (2\pi h)^{-k/2} \int_U e^{i\varphi(x, \theta, \mu)/h} a(x, \theta, \mu, h) d\theta,
\]

where

- \( k \in \mathbb{N}, U \subset \mathbb{R}^k \) is an open set,
- \( \varphi \in C^\infty (\mathbb{R}^n \times U \times \mathbb{R}) \) is a real valued phase-function associated to the Lagrangian \( \Lambda_\mu \), that is to say, such that, on the critical set (depending on \( \mu \)) \( C_{\varphi, \mu} := \{(x, \theta), d_\theta \varphi (x, \theta, \mu) = 0\} \), the differentials \( d_x (\partial_\theta \varphi), \ldots, d_x (\partial_\theta \varphi) \) are linearly independent, and
- \( a \) is in \( C^\infty (\mathbb{R}^n \times U \times I_{E_0} (\epsilon_0) \times (0, h_0)) \), uniformly compactly supported in \( (x, \theta) \in \mathbb{R}^n \times U \) and admitting (as well as its derivatives) an expansion in the form

\[
\partial^\beta_{(x, \theta, \mu)} a(x, \theta, \mu, h) \sim \sum_{\gamma = 0}^{+\infty} a_{r, \beta}(x, \theta, \mu) h^\gamma.
\]

Here, \( \mu \in \mathbb{R} \) is an energy parameter and the dependence on \( \mu \) is \( C^\infty \). Note that the asymptotic expansion for derivatives of \( a \) is not always explicit in most references (e.g. [12]). Note also that, from the Borel summation process, the expansion (4.51) is also differentiable with respect to \( h \) and \( \mu \). The case \( k = 0 \) in (4.50) simply corresponds to \( I(x, h, \mu) = e^{i\varphi(x, h, \mu)/h} a(x, \mu, h) \), whereas, in general, (4.50) has to be understood in the sense of oscillatory integrals, see [12] or [15, Chapter 1]. Note finally that, since \( \Lambda_\mu \) is assumed to be compact here, any semiclassical Lagrangian distribution \( I(x, \mu, h) \) as defined above is actually a smooth function of \( (x, \mu, h) \in \mathbb{R}^n \times I_{E_0} (\epsilon_0) \times (0, h_0) \). Another important feature is that, if \( I(x, \mu, h) \) is a semiclassical Lagrangian distribution associated to \( \Lambda_\mu \) and \( a \in C^\infty (\mathbb{R}^n) \) (or more generally \( a \in S^m (T^*\mathbb{R}^n) \)), then \( a(x) I(x, \mu, h) \) (or more generally \( Op_h (a) I(\cdot, \mu, h) \) for any semiclassical quantization \( Op_h \), see [41]) is as well a semiclassical Lagrangian distribution associated to \( \Lambda_\mu \).

4.5.2. **Semiclassical Lagrangian distributions approximating eigenfunctions in dimension 1.** In the present 1D context \((n = 1)\), under Assumption 4.1 and with the notation (4.2), the Lagrangian manifold is the energy level

\[
\Lambda_\mu = \{(x, \xi) \in \mathbb{R}^2, \xi^2 + V(x) = \mu\}, \quad \mu \in I_{E_0} (\epsilon_0).
\]

We denote \( \pi_x : \mathbb{R} \times \mathbb{R}_\xi \rightarrow \mathbb{R}_x \) and \( \pi_\xi : \mathbb{R}_x \times \mathbb{R}_\xi \rightarrow \mathbb{R}_\xi \) the canonical projections and notice that \( \pi_x (\Lambda_\mu) = [-x_+ (\mu), x_+ (\mu)] \) (recall that Assumption 4.1 includes that \( V \) is even). Notice that away from the points \( (\pm x_+ (\mu), 0) \in \Lambda_\mu \), \( \Lambda_\mu \) projects nicely on the \( x \) variable and near these two points, \( \Lambda_\mu \) projects nicely on the \( \xi \) variable. Therefore (see e.g. [15, Exercise 12.3]), one can show that all semiclassical Lagrangian distributions/functions associated to \( \Lambda_\mu \) write

\[
I(x, \mu, h) = \sum_{\pm} a_\pm (x, \mu, h) e^{\pm \sqrt{\mu - V(x)}/h} + (2\pi h)^{-1/2} \int_\mathbb{R} b_\pm (x, \xi, \mu, h) e^{\pm \sqrt{\mu - V(x)}/h} d\xi.
\]

\[
\varphi(x, \mu) = \int_0^x \sqrt{\mu - V(s)} ds, \quad \psi(\xi, \mu) = \int_0^{\xi} x_+ (\mu - \xi^2) d\xi,
\]

with \( \mu \in I_{E_0} (\epsilon_0) \), \( \text{supp}_x a_\pm \subset [-x_+ (E_0 - \epsilon_0), x_+ (E_0 - \epsilon_0)] \) and \( \text{supp}_\xi b_\pm \) being a fixed small set containing 0. Note that, in these two sets respectively,

\[
\Lambda_\mu \cap (-x_+ (E_0 - \epsilon_0), x_+ (E_0 - \epsilon_0)) \cap \{ \pm \xi > 0 \} = \{(x, \pm \varphi'(x))\}, \quad \text{or} \quad \Lambda_\mu = \{(\pm \psi' (\xi), \xi)\}
\]

(where the last equality holds only locally).
The next important feature we use is that, under the quantization relation (4.10), i.e. \( \mu = \mu(h) = \mu_j(h) \), there exist \( E_j^{\text{app}}(h) = \mu_j(h) + O(h) \to E_0 \) and amplitudes \( a_\pm(x, \mu_j(h), h), b_\pm(x, \xi, \mu_j(h), h) \) satisfying (4.51) such that, setting

\[
u_j^{\text{app}}(x, h) := \frac{1}{h} I(x, \mu_j(h), h), \quad c_h := \|I(x, \mu_j(h), h)\|_{L^2(\mathbb{R})} \to c_0 > 0,
\]

where \( I(x, \mu, h) \) is the Lagrangian function (4.52) associated to these particular \( a_\pm, b_\pm \), we have

\[
\begin{align*}
E_j^{\text{app}}(h) u_j^{\text{app}}(x, h) &= E_j^{\text{app}}(h) u_j^{\text{app}}(x, h) + r(x, h), \\
\|u_j^{\text{app}}(x, h)\|_{L^2(\mathbb{R})} &= 1, \quad r(\cdot, h) = O_C(h^\infty), \quad \partial_r r(\cdot, h) = O_C(h^\infty).
\end{align*}
\]

Note that this function is not real-valued, which is not an issue in the above results.

4.5.3. Product of semiclassical Lagrangian distributions. In this paragraph, we are interested in the \( L^2 \) inner product of two general Lagrangian distributions associated with the same Lagrangian submanifold. We recall that from Assumption 4.1, and Equation (4.4), we have
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Then, under Assumption 4.1, assuming \( \mu(h) \to E_0 \) and satisfies the quantization condition (4.10), we have

\[

h \partial_h (K(h, \mu(h))) \to k_0(E_0) \mathcal{E}(E_0) \mathcal{E}'(E_0)^{-1}, \quad \text{as } h \to 0^+,
\]

where \( k_0(E) := \lim_{h \to 0} K(h, \mu(h)) \) when \( \mu(h) \to E \) under (4.10) is a smooth function of \( E \) near \( E = E_0 \).

Proof. It is proven in [12, p. 224] that for \( \mu = \mu(h) \), \( K(h, \mu(h)) \) has a complete expansion in the form (for any \( L > 0 \))

\[
K(h, \mu(h)) = \sum_{\ell=0}^L k_\ell(\mu(h)) h^\ell + r_L(h),
\]

where \( k_\ell \in C^\infty(I_{E_0}(\epsilon_1)) \) and

\[
r_L(h) = O(h^{L+1}) \quad \text{and} \quad \partial_h r_L(h) = O(h^L).
\]

This follows from the inspection of the proof which is simply a stationary phase theorem with \( \mu \) as a parameter, the oscillatory term disappearing when the quantization relation is satisfied. The possibility to differentiate with respect to the parameter \( h \) or to the parameter \( \mu \) when applying the stationary phase theorem is proved for example in [33] (See Part I, Section 1 and particularly p. 31, lines 5-11).

With this property, we get by a term by term differentiation

\[
\partial_h (K(h, \mu(h))) = \sum_{\ell=1}^L \ell k_\ell(\mu(h)) h^{\ell-1} + \sum_{\ell=0}^L k_\ell'(\mu(h)) \mu'(h) h^\ell + \partial_h r_L(h).
\]

Then, notice that the quantization relation (4.10) implies

\[
\mathcal{E}'(\mu(h)) \mu'(h) = \mathcal{E}(\mu(h))/h.
\]

Recalling that \( \mathcal{E}'(\mu) > 0 \) for \( \mu \in I_{\mathcal{E}_0}(\epsilon_0) \), we deduce that

\[
\partial_h (K(h, \mu(h))) = \sum_{\ell=1}^L \ell k_\ell(\mu(h)) h^{\ell-1} + \sum_{\ell=0}^L k_\ell'(\mu(h)) \mathcal{E}(\mu(h)) \mathcal{E}'(\mu(h))^{-1} h^{\ell-1} + \partial_h r_L(h).
\]

According to (4.58) and the fact that \( \mu(h) \in I_{\mathcal{E}_0}(\epsilon_0) \), ordering the terms in the two sums, this rewrites

\[
\partial_h (K(h, \mu(h))) = h^{-1} k_0(\mu(h)) \mathcal{E}(\mu(h)) \mathcal{E}'(\mu(h))^{-1} + O(1), \quad \text{as } h \to 0^+.
\]

In our application \( \mu(h) \to E_0 \) and we deduce (4.56).
From the above results, we now deduce the following corollary.

**Corollary 4.7.** Under Assumption 4.1, we assume \( \mu(h) \to E_0 \) and satisfies the quantization condition (4.10). For all \( a \in C^\infty(\mathbb{R}) \) with polynomial growth,

\[
\mathcal{W}_a^j(h) \to \langle m_{E_0}, a \rangle, \quad \text{as } h \to 0^+,
\]

\[
h \partial_h \mathcal{W}_a^j(h) \to \frac{d}{d\mu} \langle (m_\mu, a) \rangle \bigg|_{\mu = E_0} \mathcal{E}(E_0)\mathcal{E}'(E_0)^{-1}, \quad \text{as } h \to 0^+,
\]

where \( \mathcal{W}_a^j(h) \) is defined in (4.45) and \( m_\mu \) in (3.16).

**Proof.** Firstly, according to (4.54)–(4.55) above, under the quantization condition (4.10) \( \mu(h) = \mu_j(h) \), there is an approximate eigenfunction \( u_j^{\text{app}}(\cdot, h) \) associated to the eigenvalue \( E_j^{\text{app}}(h) \), such that \( u_j^{\text{app}}(\cdot, h) \) is a semiclassical Lagrangian distribution associated to \( \Lambda_{\mu(h)} \).

Secondly, as a consequence of Proposition 4.3, the gap property (4.11) and the simplicity of the spectrum (following from the Sturm–Liouville theory), there is a unique eigenvalue \( E_j(h) \) in an \( O(h) \) neighborhood of \( E_j^{\text{app}}(h) \), and we have \( E_j(h) - E_j^{\text{app}}(h) = O(h^\infty) \). Moreover, still according to Proposition 4.3, there is a (unique) normalized eigenfunction \( u_j(\cdot, h) \) of \( P_h \) associated to the eigenvalue \( E_j(h) \) and such that \( \|u_j(\cdot, h) - u_j^{\text{app}}(\cdot, h)\|_{L^2[\mathbb{R}]} = O(h^\infty) \).

Thirdly, we notice that all assumptions of Proposition 4.4 are satisfied by \( u_j(\cdot, h), E_j(h), u_j^{\text{app}}(\cdot, h), E_j^{\text{app}}(h) \) (in particular as a consequence of the fact that semiclassical Lagrangian distributions are differentiable with respect to \( h \) and yield a semiclassically temperate function). Proposition 4.4 together with Equation (4.49) in Corollary 4.5 then yield

\[
(\mathcal{W}_a^j)'(h) - (\mathcal{W}_a^{\text{app}})'(h) = O(h^\infty),
\]

where these two quantities are defined in (4.45)–(4.47) respectively, with \( u_j^h = u_j(\cdot, h) \) and \( v_j^{\text{app}} = u_j^{\text{app}}(\cdot, h) \).

Fourthly and lastly, it thus suffices to compute \( (\mathcal{W}_a^{\text{app}})'(h) \). To this aim, recalling that \( u_j^{\text{app}} \) and \( au_j^{\text{app}} \) are two semiclassical Lagrangian distributions, we use Proposition 4.6 with \( I_1 = au_j^{\text{app}} \) and \( I_2 = u_j^{\text{app}} \). Noticing that in this case, \( k_0(\mu) = \langle m_\mu, a \rangle \), Equation (4.56) thus rewrites

\[
h(\mathcal{W}_a^{\text{app}})'(h) = h \partial_h (K(h, \mu_j(h))) \to \frac{d}{d\mu} \langle (m_\mu, a) \rangle(\mu = E_0)\mathcal{E}(E_0)\mathcal{E}'(E_0)^{-1}, \quad \text{as } h \to 0^+,
\]

which is the sought result.

**4.6. The second derivative: end of proof of Theorem 1.5.** We now want to compute the asymptotics of \( \lambda_j''(\alpha, c) \). Using (3.8), \( \lambda_j'' \) rewrites as

\[
\lambda_j''(\alpha) = \left(1 - \frac{3}{2}h \partial_h \right) \left( \int_\mathbb{R} (2 - s^2)|v_j(s, h)|^2 ds \right), \quad h = \alpha^{-3/2}
\]

\[
= \left(1 - \frac{3}{2}h \partial_h \right) \mathcal{W}_a^{(2-x^2)}(h),
\]

where \( \mathcal{W}_a^{(2-x^2)}(h) \) is defined in (4.45). We now apply Corollary 4.7 with \( a(x) = 2 - x^2 \) and \( E_0 = E_c \) (which satisfies Assumption 4.1). We notice that, with this choice of \( a \), we have \( \langle m_\mu, a \rangle = \Phi(\mu) \) where \( \Phi \) is defined in (3.19), and satisfies \( \Phi(E) = C(E)F(E) \) for \( E \) near \( E_c > 1 \). As a consequence of the fact that \( \Phi(E_c) = \langle m_{E_c}, 2 - x^2 \rangle = 0 \) (by definition of \( E_c \)), combined with Corollary 4.7, we obtain at a critical point \( \alpha, c \)

\[
\lambda_j''(\alpha, c) \to -\frac{3}{2} \Phi'(E_c)\mathcal{E}(E_c)\mathcal{E}'(E_c)^{-1}, \quad \text{as } j \to +\infty.
\]

Next, we notice that, by definition of \( E_c \), we have \( \Phi'(E_c) = C'(E_c)F(E_c) + C(E_c)F'(E_c) = C(E_c)F'(E_c) \). And according to Item 1 in Proposition 3.12, we have \( F'(E_c) < 0 \). Using Assumption 4.1, and Equation (4.4), we have \( \mathcal{E}'(E_0) = (\pi C(E_0))^{-1} > 0 \), so that (4.60) rewrites

\[
\lambda_j''(\alpha, c) \to -\frac{3\pi}{2} F'(E_c)C(E_c)^2\mathcal{E}(E_c) > 0, \quad \text{as } j \to +\infty.
\]
The expression in (1.3)–(1.4) then follows from the definitions of $C$ and $E$ in (3.17) and (4.3) respectively.

Note finally that this property also implies the uniqueness of the critical point of $\lambda_j$ for $j$ large enough (otherwise $\lambda_j$ would have a local maximum), and concludes the proof of Theorem 1.5.

5. Analysis of the first two eigenvalues

In this section, we give a complete mathematical proof that $\lambda_1$ has a unique critical point (improving [19] which was always considering the minimum) and a numerically assisted proof that the same property holds for $\lambda_2$. Unfortunately we do not see how to adapt the strategy to more excited eigenvalues.

5.1. Strategy of the proof. In the case $j = 1$, the proof is a combination of Lemma 5.1 and Proposition 2.6. In the case $j = 2$, we cannot use Proposition 2.6 and we need some numerical help. Of course it is less efficient that in the analysis of the De Gennes model\(^\text{3}\) where we have equality in Proposition 2.6 but this will be enough. In the case $j = 1$, we will start by using Proposition 2.6 to deduce an upper bound for $\alpha_c$ and then we will use Lemma 5.1 to conclude. The proof will be a consequence of a good upper bound for $\lambda_1(\alpha)$ and a good lower bound for $\lambda_2(\alpha)$.

5.2. A preliminary estimate. The following lemma has been proved in [21].

**Lemma 5.1.** If $\alpha_c$ is a critical point of $\lambda_1$ (resp. $\lambda_2$) and if
\begin{equation}
3\lambda_3(\alpha_c) > 7\lambda_1(\alpha_c) \quad \text{(resp.} \quad 3\lambda_4(\alpha_c) > 7\lambda_2(\alpha_c))\),
\end{equation}
then
\begin{equation}
\lambda''_1(\alpha_c) > 0 \quad \text{(resp.} \quad \lambda''_2(\alpha_c) > 0)\).
\end{equation}

Let us recall the proof for the sake of completeness, which relies on the following general Lemma 5.2. Note that Lemma 5.1 also holds for $\lambda_2$ instead of $\lambda_1$, as a direct consequence of Lemma 5.2. We will verify numerically that this condition is indeed satisfied for $\lambda_2$.

**Lemma 5.2.** For all $j \in \mathbb{N}$ and $\alpha_c$ a critical point of $\lambda_j$, we have
\begin{align*}
\lambda''_j(\alpha_c) &\geq \frac{2}{3} \frac{3\lambda_{j+2}(\alpha_c) - 7\lambda_j(\alpha_c)}{\lambda_{j+2}(\alpha_c) - \lambda_j(\alpha_c)}, \quad \text{if} \quad j \in \{1, 2\}, \\
\lambda''_j(\alpha_c) &\geq 2 - \frac{8}{3} \lambda_j(\alpha_c) \max \left\{ \frac{1}{\lambda_j(\alpha_c) - \lambda_{j-2}(\alpha_c)}, \frac{1}{\lambda_{j+2}(\alpha_c) - \lambda_j(\alpha_c)} \right\}, \quad \text{if} \quad j \geq 3.
\end{align*}

**Remark 5.3.** Unfortunately, the inequalities obtained for $\lambda_j$ with $j \geq 3$ are less readable/useful. Also, they become inaccurate for large eigenvalues since the gap is asymptotically negligible with respect to the eigenvalue.

**Proof.** We start from the expression of $\lambda''_j(\alpha)$ in (2.18), in which the Cauchy-Schwarz inequality yields
\begin{equation}
\lambda''_j(\alpha) \geq 2 - 4 \left\| \frac{1}{2} t^2 - \alpha \right\| u_j(\cdot, \alpha) \right\|_{L^2(\mathbb{R})},
\end{equation}
and the remaining part of the proof consists in estimating the right hand-side. To estimate \(\|\partial_\alpha u_j(\cdot, \alpha)\|_{L^2(\mathbb{R})}\), we recall the equation satisfied by $\partial_\alpha u_j(\cdot, \alpha)$ in (2.17). We set
\[ H_j(\alpha) := \{ v \in L^2(\mathbb{R}), v \text{ even (resp. odd)}, v \perp u_j(\cdot, \alpha) \} \quad \text{if} \quad j \text{ is even (resp. odd)}, \]
and notice that $\partial_\alpha u_j(\cdot, \alpha) \in H_j(\alpha)$ for all $\alpha \in \mathbb{R}, j \in \mathbb{N}^*$. Moreover, if $\Pi_{H_j(\alpha)}$ denotes the orthogonal projector onto $H_j(\alpha)$, we have $\Pi_{H_j(\alpha)} \Pi_{H_j(\alpha)} = \Pi_{H_j(\alpha)}$ and the operator
\[ P_j(\alpha) := (\Pi_{M(\alpha)} - \lambda_j(\alpha)) \Pi_{H_j(\alpha)} \]
\(\text{3}\)The De Gennes model corresponds to the family of Harmonic oscillators $D_t^2 + (t + \alpha)^2$ on the half line with Neumann condition with groundstate energy $\mu(\alpha)$. It has been shown in [10] that $\lambda_1$ has a unique minimum and that this minimum is non degenerate.
is an isomorphism of $H_j(\alpha)$, since $\ker (h_\mathcal{M}(\alpha) - \lambda_j(\alpha)) = \text{span} \ u_j(\cdot, \alpha)$ (see Proposition 1.1). Now if $\alpha_c$ is a critical point of $\lambda_j$, then (2.17) rewrites

$$\tag{5.4} (h_\mathcal{M}(\alpha_c) - \lambda_j(\alpha)) \partial_\alpha u_j(\cdot, \alpha_c) = 2 \left( \frac{t^2}{2} - \alpha_c \right) u_j(\cdot, \alpha_c).$$

Note also that, according to the first variation formula (2.5), $(\frac{t^2}{2} - \alpha_c) u_j(\cdot, \alpha_c) \in H_j(\alpha_c)$ as well. Hence (5.4) is an equation in $H_j(\alpha_c)$, namely

$$P_j(\alpha) \partial_\alpha u_j(\cdot, \alpha_c) = 2 \left( \frac{t^2}{2} - \alpha_c \right) u_j(\cdot, \alpha_c),$$

or equivalently

$$\partial_\alpha u_j(\cdot, \alpha_c) = 2P_j(\alpha_c)^{-1} \left( \left( \frac{t^2}{2} - \alpha_c \right) u_j(\cdot, \alpha_c) \right).$$

As a consequence,

$$\| \partial_\alpha u_j(\cdot, \alpha_c) \|_{L^2(\mathbb{R})} \leq 2 \|P_j(\alpha_c)^{-1}\|_{\mathcal{L}(H_j(\alpha_c))} \left\| \left( \frac{t^2}{2} - \alpha_c \right) u_j(\cdot, \alpha_c) \right\|_{L^2(\mathbb{R})}.$$ 

But $P_j(\alpha)$ is a selfadjoint operator on $H_j(\alpha_c)$ with spectrum $\{\ldots, \lambda_{j-2}(\alpha) - \lambda_j(\alpha), \lambda_{j+2}(\alpha) - \lambda_j(\alpha), \lambda_{j+4}(\alpha) - \lambda_j(\alpha), \ldots \}$ if $j \geq 3$, and $\{\lambda_{j+2}(\alpha) - \lambda_j(\alpha), \lambda_{j+4}(\alpha) - \lambda_j(\alpha), \ldots \}$ if $j \in \{1, 2\}$. As a consequence

$$\|P_j(\alpha_c)^{-1}\|_{\mathcal{L}(H_j(\alpha_c))} = \begin{cases} 1 & \text{if } j \in \{1, 2\}, \\ \frac{1}{\lambda_{j+2}(\alpha) - \lambda_j(\alpha)} \left( \frac{1}{\lambda_{j}(\alpha) - \lambda_{j-2}(\alpha)} \right) & \text{if } j \geq 3. \end{cases}$$

Coming back to (5.3), we have obtained that for any $j \in \mathbb{N}$ and any critical point $\alpha_c$ of $\lambda_j$, we have

$$\lambda_j''(\alpha_c) \geq 2 - 8 \|P_j(\alpha_c)^{-1}\|_{\mathcal{L}(H_j(\alpha_c))} \left\| L(\mathcal{H}_j(\alpha_c)) \right\|^2_{L^2(\mathbb{R})},$$

which, after having used (2.12), rewrites

$$\lambda_j''(\alpha_c) \geq 2 - \frac{8}{3} \|P_j(\alpha_c)^{-1}\|_{\mathcal{L}(H_j(\alpha_c))} \lambda_j(\alpha_c).$$

Recalling the expression of $\|P_j(\alpha_c)^{-1}\|_{\mathcal{L}(H_j(\alpha_c))}$ in (5.5) then concludes the proof of the lemma. \hfill $\Box$

5.3. Upper bounds for $\lambda_1(\alpha)$. In order to apply Lemma 5.1, we need to prove, at a critical point $\alpha_c$ of $\lambda_1$, that $\frac{\lambda_1(\alpha_c)}{\lambda_1(\alpha_c)} > \frac{7}{5}$. To this aim, we need to have a rough localization of $\alpha_c$, and to provide with an upper bound for $\lambda_1$ lower bound for $\lambda_3$ near the place where $\alpha_c$ has been localized. We start with the following lemma.

**Lemma 5.4.** Assume $\alpha_c$ is a critical point for $\lambda_1$. Then we have

$$\alpha_c \in \left( 0, \left( \frac{24}{25} \right)^{1/3} \right) \subset (0, 1).$$

Moreover, we have

$$\lambda_1(\alpha) \leq \frac{4}{5} \left( \frac{9}{5} \right)^{1/3} \approx 0.97315, \quad \text{for all } \alpha \in \left( 0, \left( \frac{24}{25} \right)^{1/3} \right).$$

**Proof.** We denote, for $v \in D(h_\mathcal{M}(0))$ the energy

$$\mathcal{E}(v, \alpha) := (h_\mathcal{M}(\alpha) v, v)_{L^2(\mathbb{R})} = \|v'\|^2_{L^2(\mathbb{R})} + \left\| \left( \frac{t^2}{2} - \alpha \right) v \right\|^2_{L^2(\mathbb{R})},$$

and recall that

$$\lambda_1(\alpha) = \mathcal{E}(u_1(\cdot, \alpha), \alpha) = \min \{ \mathcal{E}(v, \alpha), v \in D(h_\mathcal{M}(0)), \|v\|_{L^2(\mathbb{R})} = 1 \}.$$
We compute\(^4\) the energy \(\mathcal{E}(u_\rho, \alpha)\) of the \(L^2\)-normalized Gaussian

\[
u_\rho = c_\rho \exp \left(-\frac{\rho t^2}{2}\right), \quad c_\rho = \sqrt{\frac{2\pi}{\rho}}, \quad \rho > 0.
\]

Using that

\[\|tu_\rho\|_{L^2(\mathbb{R})}^2 = \frac{1}{2\rho}, \quad \|t^2u_\rho\|_{L^2(\mathbb{R})}^2 = \frac{3}{(2\rho)^2},\]

we obtain

\[\mathcal{E}(u_\rho, \alpha) = \rho - \frac{3}{16} \rho^{-2} - \frac{\alpha}{2\rho} + \alpha^2.\]

From (5.8), we deduce that, for any \(\alpha \in \mathbb{R}\) and \(\rho > 0\),

\[\lambda_1(\alpha) \leq \mathcal{E}(u_\rho, \alpha) = \rho - \frac{3}{16} \rho^{-2} - \frac{\alpha}{2\rho} + \alpha^2.\]

We now write this inequality for particular values of \(\rho\).

First upper bound.

If we take the minimizing \(\rho\) for \(\alpha = 0\), we obtain \(\rho_0 = (\frac{3}{4})^\frac{1}{2}\) and the corresponding energy is

\[\mathcal{E}(u_{\rho_0}, \alpha) = \frac{1}{2} \left(\frac{3}{4}\right)^\frac{1}{2} + \frac{3}{16} \left(\frac{3}{4}\right)^{-\frac{3}{2}} + \alpha^2 - \frac{1}{2} \left(\frac{3}{4}\right)^{-\frac{1}{2}}.\]

Hence we obtain, for this specific \(\rho_0\), for all \(\alpha \in \mathbb{R}\),

\[\lambda_1(\alpha) \leq \mathcal{E}(u_{\rho_0}, \alpha) = \alpha^2 - 6^{-\frac{1}{2}} \alpha + \left(\frac{3}{4}\right)^\frac{1}{4} .\]

As in [19], we use this upper bound for \(\alpha > 0\) small enough, namely, for \(\alpha \in (0, 0.7)\). The minimum of the function \(\alpha \mapsto \mathcal{E}(u_{\rho_0}, \alpha)\) is attained at \(\alpha = \frac{6^{-\frac{1}{2}}}{2} \approx 0.28 \in (0, 0.7)\). Thus, on the interval \(\alpha \in (0, \frac{7}{10})\), we have

\[\lambda_1(\alpha) \leq \max \left(\mathcal{E}(u_{\rho_0}, 0), \mathcal{E}(u_{\rho_0}, \frac{7}{10})\right) = \mathcal{E}(u_{\rho_0}, \frac{7}{10}) \approx 0.79 \quad \text{for all} \quad \alpha \in (0, 0.7) .\]

Second upper bound.

Without being optimal, we can take \(\rho = \frac{1}{2\alpha} > 0\) in (5.9) (corresponding to the cancellation of the last two terms) which leads to

\[\lambda_1(\alpha) \leq \mathcal{E}(u_{\frac{1}{2\alpha}}, \alpha) = \frac{1}{4\alpha} + \frac{3}{4} \alpha^2 ,\]

for all \(\alpha > 0\). Implementing this in (2.16) we deduce in particular that if \(\alpha_c\) is a critical point of \(\lambda_1\), then

\[\alpha_c^2 < \frac{1}{4\alpha_c} + \frac{3}{4} \alpha_c^2 .\]

According to Corollary 2.2, we have \(\alpha_c > 0\), so that this inequality is equivalent to \(\alpha_c < 1\).

We then note that \(\alpha \mapsto \mathcal{E}(u_{\frac{1}{2\alpha}}, \alpha) = \frac{1}{4\alpha} + \frac{3}{4} \alpha^2\) reaches its minimum on \(\mathbb{R}_+^\ast\) at \(\alpha = 6^{-1/3} \approx 0.55\). In particular, this function is increasing on \((0.7, 1)\) and thus

\[\mathcal{E}(u_{\frac{1}{2\alpha}}, \alpha) \leq \mathcal{E}(u_{\frac{1}{2}}, 1) \leq 1 , \quad \text{for all} \quad \alpha \in (0.7, 1) .\]

Using (5.11), (5.12) and (5.13), we also deduce that \(\lambda_1(\alpha) \leq 1\) for all \(\alpha \in (0, 1)\).

Third upper bound.

We refine slightly the second upper bound by taking \(\rho = \frac{3}{10\alpha}\) in (5.9). We obtain

\[\lambda_1(\alpha) \leq \mathcal{E}(u_{\frac{3}{10\alpha}}, \alpha) = \frac{3}{10\alpha} + \frac{3 \times 25}{16 \times 9} \alpha^2 - \frac{5}{6} \alpha^2 + \alpha^2 = \frac{3}{10\alpha} - \frac{5}{16} \alpha^2 + \alpha^2 = \frac{3}{10\alpha} + \frac{11}{16} \alpha^2 .\]

Using again (2.16) we deduce that if \(\alpha_c\) is a critical point of \(\lambda_1\), then

\[\alpha_c^2 < \frac{3}{10\alpha_c} + \frac{11}{16} \alpha_c^2 .\]

\(^4\) This idea was rather efficient for giving an upper bound of the analog problem for the De Gennes model.
which, since \( \alpha_c > 0 \) (according to Corollary 2.2), is equivalent to the small improvement
\[
\alpha_c < (24/25)^{1/3} \approx 0.98645,
\]
which proves (5.6).
Moreover, \( \alpha \mapsto \mathcal{E}(u_{\frac{\alpha}{\lambda}}, \alpha) \) reaches its minimum on \( \mathbb{R}_+^* \) at \( \alpha = (12/55)^{1/3} \approx 0.60 \). In particular, this function is increasing on \((0.7, 1)\) and thus
\[
\lambda_1(\alpha) \leq \mathcal{E}(u_{\frac{\alpha}{\lambda}}, \alpha) \leq \mathcal{E}(u_{\frac{9}{5(24/25)^{1/3}}}, (24/25)^{1/3}) = \frac{4}{5} \left( \frac{9}{5} \right)^{1/3} \approx 0.97315,
\]
for all \( \alpha \in (0.7, (24/25)^{1/3}) \). Together with (5.11) we finally deduce (5.7), which concludes the proof of the lemma.

5.4. Lower bounds for \( \lambda_3(\alpha) \).

**Lemma 5.5.** For all \( \alpha \in \left(0, \left(\frac{24}{25}\right)^{1/3}\right) \),
\[
(5.14) \quad \lambda_3(\alpha) \geq \sqrt{15} - \frac{6}{5} \left(\frac{24}{25}\right)^{1/3} - \frac{9}{25} \approx 2.3292.
\]

**Proof.** We push the idea of comparing our operator with an harmonic oscillator. We first notice that, for any \( \gamma \geq 0, \alpha \in \mathbb{R}, t \in \mathbb{R} \), we have
\[
(5.15) \quad \gamma t^2 + \alpha^2 - (\alpha + \gamma)^2 \leq \left( \frac{1}{2} t^2 - \alpha \right)^2.
\]
Indeed, the polynomial \( \frac{X^2}{4} - (\alpha + \gamma)X + (\alpha + \gamma)^2 \) is nonnegative on \( \mathbb{R} \) for all \( \alpha, \gamma \in \mathbb{R} \), and thus \( \gamma X - (\alpha + \gamma)^2 \leq \frac{X^2}{4} - \alpha X \), which implies (5.15) for \( X = t^2 \). From this we can compare the operator \( h_{\lambda_4}(\alpha) \) to the Harmonic Oscillator
\[
\mathcal{H}_{\alpha, \gamma} := -\frac{d^2}{dt^2} + V_\gamma(t), \quad V_\gamma(t) = \gamma t^2 + \alpha^2 - (\alpha + \gamma)^2.
\]
According to the minimax principle (see e.g. [3, Lemma B.6] or [29, Chapter 11 and discussion top of p148]), denoting \( \text{Sp}(\mathcal{H}_{\alpha, \gamma}) := \{\lambda_j(\alpha, \gamma), j \in \mathbb{N}^*\} \), (5.15) implies
\[
\lambda_j(\alpha) \geq \tilde{\lambda}_j(\alpha, \gamma), \quad \text{for all } j \in \mathbb{N}^*.
\]
Recalling that the eigenvalues of the harmonic oscillator \( -\frac{d^2}{dt^2} + \gamma t^2 \) are given by \( \{(2k+1)\sqrt{\gamma}, k \in \mathbb{N}\} \), we deduce that, for any \( \gamma > 0 \),
\[
(5.16) \quad \lambda_3(\alpha) \geq \tilde{\lambda}_3(\alpha, \gamma) = 5\gamma^{\frac{3}{2}} - 2\gamma \alpha - \gamma^2.
\]
We finally choose a particular value of \( \gamma \). Choosing \( \gamma = 3/5 \), we deduce that
\[
\lambda_3(\alpha) \geq \tilde{\lambda}_3(\alpha, 3/5) = \sqrt{15} - \frac{6}{5} \alpha - \frac{9}{25},
\]
and in particular that for all \( \alpha \in [0, 1] \)
\[
\lambda_3(\alpha) \geq \tilde{\lambda}_3(\alpha, 3/5) \geq \tilde{\lambda}_3(1, 3/5) = \sqrt{15} - \frac{6}{5} - \frac{9}{25} \approx 2.313.
\]
More precisely, for all \( \alpha \in \left(0, \left(\frac{24}{25}\right)^{1/3}\right) \),
\[
\lambda_3(\alpha) \geq \tilde{\lambda}_3(\alpha, 3/5) \geq \tilde{\lambda}_3 \left( \frac{24}{25} \right)^{1/3}, 3/5 \right) = \sqrt{15} - \frac{6}{5} \left( \frac{24}{25} \right)^{1/3} - \frac{9}{25} \approx 2.3292,
\]
which concludes the proof of the lemma. \( \square \)
5.5. **End of the proof of Theorem 1.2.** From Lemmas 5.1, 5.4 and 5.5, we may now conclude the proof of Theorem 1.2.

*End of the proof of Theorem 1.2.* Let \( \alpha_c \) be a critical point of \( \alpha \mapsto \lambda_1(\alpha) \). As a consequence of Lemmas 5.4 and 5.5, namely Equations (5.6), (5.7) and (5.14), we have necessarily
\[
\lambda_1(\alpha_c) \leq \frac{4}{5} \left( \frac{9}{5} \right)^{1/3} \approx 0.97315, \quad \lambda_3(\alpha_c) \geq \sqrt{15} - \frac{6}{5} \left( \frac{24}{25} \right)^{1/3} - \frac{9}{25} \approx 2.3292.
\]

As a consequence, we have
\[
\lambda_3(\alpha_c) \geq \frac{5}{4} \left( \frac{9}{5} \right)^{-1/3} \left( \sqrt{15} - \frac{6}{5} \left( \frac{24}{25} \right)^{1/3} - \frac{9}{25} \right) \approx 2.3935 > \frac{7}{3} \approx 2.3333.
\]

Using Lemma 5.1, we deduce that \( \lambda_j^\prime(\alpha_c) > 0 \) for any critical point \( \alpha_c \). According to (2.1), \( \lambda_1(\alpha) \to +\infty \) as \( \alpha \to +\infty \). These two properties imply uniqueness (and nondegeneracy) of the critical point \( \alpha_c \), which is necessarily a minimum, and concludes the proof of the lemma. \( \square \)

5.6. **Numerics.** In the present subsection, we collect numerical data and figures communicated to us by Mikael Persson Sundqvist. The latter are obtained (using the function NDEigenvalues of mathematica) by computing numerically the first eigenvalues for the Dirichlet problem on the bounded interval \([-20, 20]\).

On Figure 3 is represented the graph of the quotient \( \alpha \mapsto \lambda_3(\alpha)/\lambda_1(\alpha) \) for \( \alpha \in (0, 1) \). This illustrates the proof of Theorem 1.2 relying on Lemmas 5.1, 5.4 and 5.5, in which we prove that \( \frac{\lambda_3(\alpha)}{\lambda_1(\alpha)} \geq 2.39 \) for \( \alpha \in \left(0, \left(\frac{25}{24}\right)^{1/3}\right) \). Here Figure 3 suggests that \( \frac{\lambda_3(\alpha)}{\lambda_1(\alpha)} \geq 4 \) for all \( \alpha \in (0, 1) \).

Matematica actually gives \( \frac{\lambda_3(\alpha)}{\lambda_1(\alpha)} \geq 4.07529 \) (with the accuracy of the calculator) with a great stability when exchanging from Dirichlet to Neumann boundary conditions at the endpoints of the bounded interval \([-20, 20]\)[5]. Note that in the limit \( \alpha \to +\infty \), we have \( \lambda_3(\alpha)/\lambda_1(\alpha) \to 3 \) (as a consequence of (2.2)). In particular the condition \( \lambda_3(\alpha)/\lambda_1(\alpha) > 7/3 \) holds for \( \alpha \) large. This gives another way to see that there are no critical point for large \( \alpha \), although this does not furnish any explicitly computable bound.

\[
\text{Figure 3. Graph of the quotient } \lambda_3/\lambda_1 \text{ over } (0, 1)
\]

On Figure 1, the graph of the first six eigenvalues \( \alpha \mapsto \lambda_j(\alpha) \) is represented on the interval \([-2.5, 6.5]\), which contains the change of variation of these six functions. This figure shows a unique critical point, which looks nondegenerate, and therefore contributes to motivate Conjecture 1.6.

Note that the asymptotic behavior as \( \alpha \to \pm \infty \) is also seen on the figure: we have and \( \lambda_{2k+1}(\alpha) \sim \lambda_{2k+2}(\alpha) \sim \sqrt{2}(2k+1)\alpha^{1/2} \) as \( \alpha \to +\infty \) see (2.2)-(2.3), and a single-well analysis [30, 18] would yield a precise asymptotic expansion as \( \alpha \to -\infty \) as well. Note that, as \( \alpha \to +\infty \), Figure 1 exhibits pairs of asymptotically exponentially close curves, which is predicted by the double well analysis (2.3). On table 1, we can see the numerical value of the critical point \( \alpha_{c,j} \) of \( \lambda_j \).

\footnote{Due to Agmon estimates, it is rather clear that the error is very small.}
| Value of $j$ | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ | $j = 6$ |
|-------------|---------|---------|---------|---------|---------|---------|
| Value of the critical point $\alpha_{c,j}$ of $\lambda_j$ | 0.35 | 1.13 | 1.14 | 1.55 | 1.78 | 2.06 |
| Value of the quotient $\lambda_j(\alpha_{c,j})/\alpha_{c,j}^2$ | 4.78 | 1.27 | 2.69 | 2.25 | 2.41 | 2.34 |

Table 1. Values of the critical point $\alpha_{c,j}$ and the quotient $\lambda_j(\alpha_{c,j})/\alpha_{c,j}^2$ for $j = 1, \cdots, 6$.

particularly, we see that $\alpha_{c,1} \approx 0.35$, which is consistent with Lemma 5.4 which proves that $\alpha_{c,1} < \left(\frac{24}{25}\right)^{1/3}$. Also on table 1, we see the value of the quotient $\lambda_j(\alpha_{c,j})/\alpha_{c,j}^2$ which converges very rapidly towards $E_c \approx 2.35$, as predicted by Theorem 1.4.

5.7. "Proof" of Statement 1.3. We here provide with a completely numerical proof. Hence our statement can not be considered as a mathematical theorem. We could have proved rigorously some reduction to an explicitly finite interval of values for $\alpha$, hence excluding the presence of more than one minimum outside this interval. But at the moment, the remaining interval is still very large ($[0, 45]$) and this does not seem sufficiently decisive. Note (see (2.2) and (2.3)) that

$$\lambda_4(\alpha)/\lambda_2(\alpha) \to 3$$

as $\alpha \to +\infty$. The values of the quotient $\alpha \mapsto \lambda_4(\alpha)/\lambda_2(\alpha)$ are plotted on Figures 4-5. Figures 4-5 numerically show that $\min\{\lambda_4(\alpha)/\lambda_2(\alpha), \alpha \in \mathbb{R}\} \approx 2.82$ and thus $\lambda_4/\lambda_2 \geq 7/3$ on $\mathbb{R}$. According to Lemma 5.1, this (numerically) proves that $\lambda''_2(\alpha_{c}) > 0$, and consequently shows uniqueness of a critical point for $\lambda_2$, hence proving Statement 1.3.

**Figure 4.** Graph of $\lambda_4/\lambda_2$ for $\alpha \in (0, 2)$

**Figure 5.** Graph of $\lambda_4/\lambda_2$ for $\alpha > 1$
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