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Abstract: The spread of the SARS-CoV-2 modeling is a challenging problem because of its complex nature and lack of information regarding certain aspects. In this paper, we explore a Digital Twin approach to model the pandemic situation in Catalonia. The Digital Twin is composed of three different dynamic models used to perform the validations by a Model Comparison approach. We detail how we use this approach to obtain knowledge regarding the effects of the nonpharmaceutical interventions and the problems we faced during the modeling process. We use Specification and Description Language (SDL) to represent the compartmental forecasting model for the SARS-CoV-2. Its graphical notation simplifies the different specialists’ understanding of the model hypotheses, which must be validated continuously following a Solution Validation approach. This model allows the successful forecasting of different scenarios for Catalonia. We present some formalization details, discuss the validation process and present some results obtained from the validation model discussion, which becomes a digital twin of the pandemic in Catalonia.
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1. Introduction

Computer simulations to forecast the infections, based on the Susceptible, Exposed, Infected and Recovered and Death (SEIRD) models are common since its preliminary inception in 1930 [1]. These models can be used to represent a pandemic situation and to forecast the new cases due to SARS-CoV-2. This paper aims to use an extended SEIRD model to predict the pandemic situation in Catalonia.

In the current context of the pandemic situation caused by the spread of SARS-CoV-2, the use of mathematical models to forecast the its trend becomes a valuable tool [2]. Some of these models are focused on the analysis of the theoretical spread of the virus, understanding the dynamic behavior of the particles, as an example, using a cellular automaton to capture the spatial relations [3] or to understand the importance of the airborne route that dominates exposure during close contact [4]. Several models have been centered on the understanding of the evolution of the trend of the new cases [5,6], modeling different scenarios [7], and understanding through the evolution of the model the effects of different non-pharmaceutical interventions (NPIs) that can be applied to the population [8,9]. The stay at the home recommendation is analyzed in [10], and a plethora of different NPIs are analyzed in [11,12] to understand their effectiveness. Not only SEIRD-like models are used to predict the behavior of pandemics. Other approaches also exist, like the use of time series [13,14]. Furthermore, the models are not only used to represent the spread of the virus. In fact, they are also used for other aspects, like the effects of the pandemic on the economy [15–17]. Almost all these models are focused on a specific area because they need to be validated using a specific dataset (country, region, etc.).
They need a good description of the trend of the evolution of new cases. From this trend, one can obtain other variables of interest, like the hospitalization rates, etc. Furthermore, understanding the effects of the NPIs over the trend, one can infer the effectiveness of the NPIs over the population. We want to model new cases trend in Catalonia, a region in Europe located in the Occidental Mediterranean Sea. To model SARS-CoV-2 spread in Catalonia, we must estimate parameters that detail the virus propagation, like effective reproductive number ($R_t$). To measure the transmission potential of a disease, we use the basic reproduction number ($R_0$); this value represents the average number of secondary infections produced by a single infection in a population. The average number of secondary cases will be lower than the basic reproduction number because not all the population will be susceptible; this will be represented by the effective reproductive number ($R_t$). If $R_t > 1$, the number of cases will increase, on $R = 1$, remains stable, and with $R < 1$, the number of cases will decrease. We can calculate $R_t$ as $R_t = R_0 P_s$, being $P_s$, the fraction of susceptible population. We also must consider the complexity to cope with the large amount of information generated by all the scientists working on SARS-CoV-2 along with the project evolution, information that must be discussed while building the model. The analysis of this phenomenon needs experts from different areas collaborating in the study using different viewpoints. Moreover, when experts make a model, they can introduce errors due to a wrong understanding of the system behavior. Also, the model implementation can introduce errors [18].

This proposal improves collaboration between experts through a formal model defined using Specification and Description Language (SDL). The formalization provides a common language for modeling and a concrete mechanism to generate correct simulations, an approach that has shown to be helpful in health care [19]. Our approach allows testing different containment measures for forecasting the spread of SARS-CoV-2 in Catalonia. However, the unknowns regarding the system analyzed imply carefully analyzing all the assumptions we use on the model. We use a Model Comparison Validation and Verification technique to solve this issue, which consists of using different models to improve error detection. The first model is a System Dynamics (SD) SEIRD model [20]. This model implements an initial parametrization to perform a preliminary analysis of the system and represents an overview of the system behavior.

We develop a second model, a SEIRD Python-coded model, that is a refinement of the first SD model. This second model aims to obtain the parametrization details used later in the last SDL model. The third model, on SDL, allows us to extend the model semantics and structure, allowing the model representation over a cellular automaton (CA) [21], providing results not only for all Catalonia, but also for different geographical zones. The tree models act as a digital twin of the pandemic situation in Catalonia, enabling the model-based discussion. A digital twin is a digital reproduction of a system, potentially at any time (present, past, and future), driven by a simulation or a set of simulation models. The approach we use in this research is to define a digital twin of the pandemic situation of Catalonia since the model assumptions will be updated coherently to the system modifications and validated continuously using the actual data we obtain from the system.

**A Digital Twin Approach**

Validation of the solution implies the use of real-time data to assess the model. The framework used in this work corresponds to the notion of digital twin (DT), introduced in 2002 by Michael Grieves [22] and now formalized by the Digital Twin Consortium (www.digitaltwinconsortium.org accessed on 14 July 2021). We define a digital twin as a virtual reproduction of a system based on simulations, real-time and historical data that allows representing, understanding, and predicting scenarios of the past, present, and future, with verified and validated models, and synchronized at a specified frequency and fidelity with the system. Kritzinger [23] identifies in the literature the extensive use of the digital model and digital shadow notions as the two constituent parts of the digital twin.
The Digital Model comprises requirements, specifications, and theoretical models, and it is possible to create asset simulators. On the other hand, the digital shadow (DS) contains models based on data captured from the actual world, via observation or by automatic measurements using sensors, in an Internet of Things context.

Stark [24] from the Fraunhofer Institute, introduced the concept of the digital master (DM), defined as the set of digital models used in the digital twin. The formula DT = DM + DS expresses the relation between DM, DS, and DT. Digital twins can be the basis of digitalization. We can apply the Reference Architecture Industry 4.0 (RAMI 4.0), formalized as the IEC/PAS 63088 standard, defining a graphical notation for digitalized components (I4.0 Components). It introduces the administration shell concept, which is metaphorically a digital shell that can cover any asset, converting it into an I4.0 Component. This approach permits representing any physical or virtual asset as a software agent, which can send and receive messages with an arbitrary amount of data. Furthermore, an administration shell can specify a list of incoming messages and a list of out-coming messages in the same way as UML components. We can represent the notion of digital twin using internally four main agent components (DM, DS, simulators, and simulators’ traces), see Figure 1.

![Figure 1. Digital Twin and the V&V Loop.](image)

The leftmost I4.0 Component, as shown in Figure 1, corresponds to the reference asset, and in our case, is the geographic area of Catalonia and its population. Using statistical tools, the data collected over time (the digital shadow) is the basis for building data-based models. In our case, we have used datasets from different countries to compare the results.

A daily process helps in the calibration of the simulation model using the data taken from the datasets. Hence, we can obtain an evolutive simulator that produces traces over time, which defines a virtual digital shadow. Therefore, the continuous comparison between the real asset’s digital shadow with the virtual simulator-generated digital shadow determines how the model must be calibrated or modified through the so called verification and validation loop (V&V Loop).

Because it is needed to perform a validation of the model continuously, the use of a standard formal language (SDL) that has a flowchart-like graphical representation, that is unambiguous (consistent) and complete, and has features that connect it to the IoT paradigm [25], simplifies this process. Essentially, SDL becomes the common language used to understand the model assumptions. We have ultimately developed a dashboard based on the Digital Twin Administration Shell, which is available at [http://pand.sdlps.com](http://pand.sdlps.com) (accessed on 14 July 2021).
2. Materials and Methods

As we mention, we develop three models to establish a validation through a model comparison approach. The first model is a classical SEIRD model and allows a fast conceptualization of the main model characteristics and features; this model is mainly used to test the preliminary assumptions and draw the model’s main boundaries. The second model, coded with Python, allows executing an optimization algorithm to find the points on the curve where the trend changes and calculate the transmission rate, a key parameter in our models. This model will accurately represent the trend of the pandemic situation in Catalonia, but that does not consider the real cases nor the confinement options, details we add on the SDL model. SDL and Python models must have similar behavior when comparing the variable Infective Detected (in the SDL model) and Infective (in the Python model). Both variables will also compare with the new cases time series obtained from the local authorities database [26]. In the following sections, we detail these three models and the interaction that exists between them.

2.1. System Dynamics Model

A classical SEIRD model is the basis of the system dynamics (SD) model, as depicted in Figure 2. We use this model to obtain a boundary that expresses the trend. These boundaries will be helpful to perform a validation based on the model comparisons approach [27] since the shapes and the trends of the other models will be similar to those obtained on this model. If not, we must reanalyze the models to detect the errors.

Figure 2. SD models implemented in Vensim PLE.

Using this model, one can test the different assumptions faster, analyze the shape of the resulting curves and understand how the effects of the model modification, for example, the addition of new compartments, will affect the other models. We opt to keep this model as simple as possible, but it helps us define the boundaries of the forecast, the general trend, and the direction of the movement. Notice, however, that this model does not intend to make a forecast. It only serves as a basis for the discussions and becomes a tool for fast prototyping, in the initial stages of the model’s development. Essentially, it is used in the implementation stages to be able to detect errors in both coding or model definition through the model comparison approach.

The equations that drive the evolution of the model (Equations (1)–(5)) presented below represent the population variation of each compartment due to the flows between them, as shown in Figure 2, assuming that the total population remains constant (Equation (6)):

\[ S' = -\frac{\beta SI}{N} \]  
\[ E' = \frac{\beta SI}{N} - \alpha E \]  
\[ I' = \alpha E - \gamma I \]  
\[ R' = \gamma I \]
\( R' = \gamma(1 - \mu)I \)  
(4)

\( D' = \gamma\mu I \)  
(5)

\( N = S + E + I + R + D \)  
(6)

The \( \alpha \) (latency rate), \( \gamma \) (recovery rate) and \( \mu \) (mortality rate) parameters will be considered constant, based on the measurements made by other studies, and \( N \) will be the total population, assuming that there is no pre-existing level of immunization to SARSCoV2 and that therefore the whole population is initially susceptible (\( S_0 = N \)).

The mean incubation period (\( \frac{1}{\alpha} \)) and the mean infectious period (\( \frac{1}{\gamma} \)) come from the inverse of the above parameters. The fatality rate (\( \mu \)) gives us the fraction of sick people who do not recover. The transmission rate (\( \beta \)) is the product of the contact rate per day and infectivity to make more detailed modeling. Finally, to calibrate \( \beta \) values, we will code a SEIRD model in Python.

2.2. Python Model

Python model runs an optimization model representing the different turning points that change the \( \beta \) we use on the SDL model. We use a simulated annealing algorithm called “dual annealing” included in the SciPy libraries to proceed with the multiparametric optimization by least-squares minimization [28]. In addition, we will also be able to estimate a value for the effective (\( R_t \)) and the basic reproduction number (\( R_0 \)) from the containment factor (\( \rho \)), the transmission rate (\( \beta \)), and the recovery rate (\( \gamma \)) with the Equation (7). The basic reproduction number, \( R_0 \), see [29], represents the average number of secondary cases that result from the introduction of a single infectious case in a susceptible population during the infectiousness period. The effective reproduction number, \( R_t \), is the same concept but after applying the containment measures:

\[ R_t = \rho R_0 = \frac{\rho \beta}{\gamma} \]  
(7)

\( \beta_i \) varies according to a confinement coefficient \( \rho_i \) so that effective transmission rate can be calculated for each segment of the curve:

\[ \beta_i = \rho_i \beta \]  
(8)

As input data, we have used the 7-day cumulative incidence and the number of turning points; using the Generalized Simulated Annealing algorithm also contained in the SciPy package [30] to optimize the values of the confinement coefficients (\( \rho \)) at the same time as the date on which they start to be applied. Thus, by establishing several turning points, we can reproduce different regimes of the epidemic curve depending on these non-pharmaceutical actions.

To fit the position of all the changing points and the transmission rate of each regime and ensure that the algorithm converges, we will proceed in a stepwise approach. So, we will consolidate the search boundaries of the previous fitted values to find the next ones and so on iteratively.

We selected this technique after trying several and finding that it worked well for us. The model allows randomly worsening the intermediate solutions to find a final solution closer to the global optimum. However, as the number of change points has increased, the difficulty of adjustment has also increased rapidly. Therefore, we end up approaching the problem in parts, so it would be interesting to improve the speed of the solution to look for other heuristics that could converge with a single execution and more efficiently. However, these alternatives are not needed at this point of the research since the time to obtain the solution is low, about one hour to do the whole process.

The main goal of the Python model is to estimate the changing points, as shown in Figure 3 that presents the different regimes on the curve. The aim is to define a model that behaves the same that the data we will obtain from the authorities (digital shadow). The
assumption is that these points should correspond to the effect of the different government interventions such as confinements, reopening, distribution of masks, among others.

![Figure 3](image)

**Figure 3.** Fitting the changing points to detect regime shifts in the cumulative incidence curve (7 regimes in this picture).

### 2.3. The SDL Model

Specification and Description Language (SDL) is a graphical object-oriented language with unambiguous formal semantics. The International Telecommunication Union standardized it. SDL uses four hierarchized building blocks: (i) SYSTEM, (ii) BLOCK, (iii) PROCESS, and (iv) PROCEDURES. Regarding the notation we use to describe the SDL diagrams, every time we refer to an SDL element, we write it in **CAPS**, while the name of the elements will be in *Italic*. The SYSTEM and BLOCK diagrams represent the model’s structure, using a hierarchical decomposition.

On the other hand, PROCESS and PROCEDURES define the model’s behavior. BLOCK and PROCESS are AGENTS that establish the communication sending SIGNALS through CHANNELS. SIGNALS act as a trigger, generating the execution of a set of actions in a PROCESS. All SIGNALS, sorted by time and priority in the input queue of every input channel, own a delay parameter that represents the time.

For those not used with SDL in the following Appendix A, we will detail the main elements of the language.

The SDL model is used to test the assumptions, and from them, effects of the NPIs. We define different models that incorporate these modifications. Table 1 shows the different models we develop in the frame of the project. All models are defined using SDL, but the modeling technique differs. 1.X models are the result of SD models, while 2.X models use cellular automaton (CA) structures, mainly to define the propagation in the different Health regions (a Health Region is an administrative division in Catalonia). 3.X models, not detailed here, are based on multi-agent simulation models (MAS) and are defined on SDL.

Figure 4 shows the 2.5 SDL model **BLayer** BLOCK diagram. Squares (BLOCKS in SDL semantics) represent the different compartments. The semantics of the compartments is the same as in the SD or Python models, representing the *Susceptible* people and the *Exposed* people and so on. On the SDL model, we add some refinement with more compartments to better detail the population’s behavior, shown in grey. The main improvements of the SDL model are: (i) BLOCK **BConfinement**, representing the confined population excluded from becoming exposed. (ii) BLOCK **BInfectiveDetected**, representing the infected detected. We assume that over time the detection improves. (iii) BLOCK **BContentionActions** that controls the actions taken by the authorities to prevent SARS-CoV-2 spread. (iv) CA defines each
cell as a model that details the spread of the SARS-CoV-2 over a Catalonia Health Region, Table 2.

**Table 1.** Models defined on the frame of the digital twin Catalonia’s pandemics modeling process.

| Model Number | Description                                                                 | Valid (at the Time of Writing This Paper) |
|--------------|-----------------------------------------------------------------------------|------------------------------------------|
| 1.9          | The initial model contains the initial growth and the total lockdown         | No, the total lockdown was open.          |
| 2.5          | Optimistical return to normality (schools and work).                        | No                                       |
| 2.6          | Increase online learning and teleworking.                                  | No                                       |
| 2.7          | Pessimistic return to normality.                                           | No                                       |
| 2.8          | More NPIs application.                                                     | No                                       |
| 2.9          | Readjusted the effect of the holidays and January restraints added.         | Yes                                      |

*Figure 4.* SDL 2.5 model. Each color on the diagram represents a Compartment on the original SEIRD model (using the same colors). The exception is for the `BContentionActions` BLOCK that represents the different NPIs applied. Notice that `BInfectiveDetected` and `BInfective` refer to the single Infective compartment on the initial SEIRD model because on the SDL 2.5 version model, we can distinguish between real and detected cases. Notice that the 1(1) in the upper corner defines the number of pages that detail this diagram and the current page number.
Table 2. Catalonia Health regions.

| Id. | Code | Description          | Population |
|-----|------|----------------------|------------|
| 6100| LL   | Lleida               | 362,850    |
| 6200| CT   | Camp de Tarragona    | 607,999    |
| 6300| TE   | Terres de l’Ebre     | 176,817    |
| 6400| GR   | Girona               | 861,753    |
| 6700| CC   | Catalunya Central    | 526,959    |
| 7100| AA   | Vall d’Aran          | 67,277     |
| 7801| BS   | Barcelona Sud        | 1,370,709  |
| 7802| BN   | Barcelona Nord       | 1,986,032  |
| 7803| BC   | Barcelona Ciutat     | 1,693,449  |
| All | CAT  | Catalunya            | 7,653,845  |

The use of the Health regions for validation allows us to see if the different curves for the different Health regions follow the data correctly. We keep the parameters that define the dynamics of the pandemic fixed and modify just the specificities of each health region, like the time of the first case or the population. A CA secondary layer details the number of persons included in each cell. Secondary layers represent static information needed for the model that remains unchanged during the model execution, like the initial total population for each health region.

As we mention, Model 2.5 is not the last model we develop: in SDL, model 2.9 represents the last refinement and contains other BLOCKS that allow us to describe the vaccination process accurately. To represent this vaccination process, we use the digital shadow of the system to introduce the vaccination rate on the model. Also, we can forecast the trend of this vaccination process to forecast the trend of the pandemic evolution. We can access the SDL model conceptualization at https://doi.org/10.6084/m9.figshare.13153100 (accessed on 14 July 2021).

3. Results

In this section, we present the process we follow to perform the continuous calibration of the models. We consider this process also a result since, through this discussion, we will be able to detect when and why a model is no longer valid, learning regarding the validity of the model assumptions we use.

3.1. Models Coding and Calibration

With the diagrams that compose the SDL model, one can implement it automatically with software that understands SDL, in our case using SDLPS (https://sdlps.com/ accessed on 14 July 2021). We define the same time discretization used in the SD model, using \( \Delta t = 0.1 \) days as the model time steep, following an activity scanning approach. Since the SDL model is the one that we will modify continuously, this automatic implementation will simplify the verification process (we can assume that the model implementation is correct).

To validate the model’s accuracy, we compare the daily new cases forecast with the dataset that contains the daily new cases in Catalonia. This dataset is available through the Open Data service in Catalonia (http://governobert.gencat.cat/en/dades_obertes/ accessed on 14 July 2021).

Since the model becomes a digital twin of the pandemic in Catalonia, it must include the NPIs applied to reduce the expansion of SARS-CoV-2. As we mention, these NPIs are part of the SDL model through events detailed on ContentionActions, defining a scenario parametrization.

3.2. Second Wave Calibration

To propose \( \beta \) values for a potential second outbreak, we use patterns of pandemic evolution in countries that have started earlier the school year, such as South Korea (August 25) or Israel (September 1), as shown in Figure 5.
Figure 5. SEIRD python-coded model results for Israel after the September 1 outbreak (top left) and for Catalonia before schools opening (September 14) (right). See the similarity in the patterns before the outbreak.

To estimate the $\beta$ in those countries, we use our Python model. We have used the 7-day cumulative incidence to obtain the turning points representing the NPIs effects. The regimes are the first outbreak in spring, followed by a hard lockdown, a stabilization in summer, and a second outbreak after the academic year restart. Table 3 represents the parametrization for the SDL model version 2.5 that forecast the second wave. Several questions yet exist, like the percent of detection that will be estimated using the percent of asymptomatic [31].

Table 3. Parameters for model 2.5 to be considered due to NPIs. % Det denotes real cases reporting level.

| Event | Date (2020) | $\beta$ | % Det | % Conf | NPIs |
|-------|-------------|---------|-------|--------|------|
| 1     | 29 January  | 1.2     | 0.1   | 0%     | First infected |
| 2     | 08 February | 1.2     | 0.25  | 0%     | Initial tests  |
| 3     | 15 March    | 0.6     | 0.45  | 35%    | Confinement    |
| 4     | 23 March    | 0.24    | 0.45  | 35%    | Air space closes|
| 5     | 13 April    | 0.2     | 0.45  | 25%    | Workers partial comeback |
| 6     | 20 April    | 0.18    | 0.45  | 25%    | Free masks     |
| 7     | 25 May      | 0.18    | 0.45  | 25%    | Phase 1 for some regions |
| 8     | 18 June     | 0.18    | 0.54  | 0%     | Phase 3 for BCN |
| 9     | 24 June     | 1.2     | 0.54  | 0%     | National day   |
| 10    | 25 June     | 0.18    | 0.54  | 0%     | Phase 3 for BCN |
| 11    | 02 July     | 0.3     | 0.54  | 0%     | New normality  |
| 12    | 17 July     | 0.21    | 0.54  | 0%     | Summer plateau |
| 13    | 15 September| 0.24    | 0.7   | 0%     | School returns |

To estimate the percent of confinement, we use public data that allows calculating this percent. On March 15, the total closure of the country represents a maximum of 35% of confinement, but the return of the industrial sector implies 10% on April 13, 2020 [32]. For the second wave, October 10, the university population has been confined, these consist about 3% of the population, but we must increase this value on October 25 because leisure closes. Half of the public workers go online, representing about 7% more of the population, which is about 10% of the population that remain at home until November 23. To estimate the percent of detection, we use the prevalence study [31,33–36] for the 2.9 model, while for the previous models, we use an estimation based on [37,38].

Model 2.5 begins on January 29. On March 15, the government confined the entire population, except essential sector workers. On March 23, air space closes, on April 13, the industrial sector workers returned to work, and on April 20, the government gave all population basic masks. During May and June until July, the restrictions gradually decimated where we enter the “new normal.”

In Catalonia on September 14, we got $\beta \approx 0.16$. The time-series analysis shows that during the summer (that defines a sort of plateau), the value of $\beta$ is peaking about 0.21, which can be considered a reference value for some kind of citizen’s behavior. The return
to normality, with an increasing movement of citizens, can represent an inflection point. Different tests have been performed, concluding with a $\beta = 0.24$ for 2.5 model, is this the value obtained from the analysis done in the Israel case, using the Catalonia cumulative incidence (85) and Israel (119), and considering that $\beta = 0.21$ will be increased by the return to the normality and will become no smaller than the value of a total lockdown, see Table 4. We consider a 70% detection rate due to the increasing testing, being the 30% the asymptomatic rate we use [38].

Table 4. $\beta$ comparison. (*) In South Korea, the summer outbreak is so low that the model is not proper. (**) The forecast of a new outbreak with a $\beta$ close to Israel proved to be accurate. (?) Information is not yet available, or the situation did not occur at the time of analysis of model 2.5.

| Regime               | Israel | S. Korea | Catalonia |
|----------------------|--------|----------|-----------|
| First outbreak       | 0.55   | 0.95     | 0.95      |
| Lockdown             | 0.12   | 0.09     | 0.15      |
| Summer outbreak      | 0.34   | (*)      | 0.43      |
| Summer plateau       | 0.20   | (*)      | 0.20      |
| Reopening outbreak   | 0.33   | 0.48     | 0.30 (**) |
| Partial lockdown     | (?)    | 0.12     | (?)       |

Figure 6 shows the new infections forecast from the different scenarios that we ran on the SDL model. SDL attempts to forecast the maximum values (worst scenario).

Figure 6. Forecast for the new infections (y-axis), the red line for the 2.5 SDL model (being this an optimistic scenario). We consider other scenarios in case 2.5 model hypotheses fail, model 2.6, and model 2.7.

3.3. Third-Wave Calibration

For the calibration of the third wave, we use a historical data comparison to obtain more insights regarding the behavior of the pandemic in Catalonia. We define a new model named 2.8 that includes some new improvements over the previous models.

As in the previous models, we must define the $\beta$ with the NPIs applied, selecting the same $\beta$ that in the previous wave due to the coincidence on the scenario (schools reopening after the Christmas holidays). We use the $\beta$ we apply on model 2.7 that represents model 2.5 with the adjusted $\beta$ due to the observed cases.

Model 2.8 represents a new wave, but that does not show a uniform growth like on the second wave. That depends on how the people confine due to the Christmas holidays.

We detect one issue with the prevision during the validation process that does not invalidate the growth but avoids obtaining a better fit. We suppose that the growth does not continue to point A (see Figure 7) because we do not consider increasing the transmission due to increase contacts during the Christmas holidays. We suppose that remains at the
same level observed in the summer, but clearly because now the people interact in a closed environment, this affects the transmission.

Figure 7. Model 2.8 with the forecast for the second wave for the new cases (y-axis). Notice the divergence between the trend of the model and point A, the highest value of the data. We are presenting a scenario considering that the Christmas holidays have no acute effects on the $\beta$.

If we compare with the data, we see that the curve has an inflection point when the NPIs that include increasing the restrictions in the leisure sector (restaurants, theaters, among others) are applied, obtaining a $\beta$ similar to the $\beta$ we see on the descending trend of the second wave. Table 5 shows the parametrization for the 2.8 model.

Table 5. Parameters used on the 2.8 simulation scenarios: $^1$ as a result of the validation process, the correct parameter for this $\beta$ is 0.3, being added on the 2.9 model. $^2$ the organization of the online courses needs a week to be fully implemented.

| Event | Date          | $\beta$ | %Det | % Conf | Description Event                      |
|-------|---------------|---------|------|--------|---------------------------------------|
| 1     | 01 December 2019 | -       | -    | -      | Start of simulation                   |
| 2     | 01 December 2019 | 0.81    | 0    | 0      | -                                     |
| 3     | 11 December 2019 | 0.81    | 0.11 | 0      | Pandemic Beginning                    |
| 4     | 15 March 2020   | 0.81    | 0.17 | 0      | Confinelement                          |
| 5     | 15 March 2020   | 0.81    | 0.17 | 0.35   | Confinelement                          |
| 6     | 15 March 2020   | 0.25    | 0.17 | 0.35   | Confinelement                          |
| 7     | 13 April 2020   | 0.25    | 0.17 | 0.2    | Workers partial comeback              |
| 8     | 20 April 2020   | 0.16    | 0.17 | 0.2    | Free Masks                            |
| 9     | 06 May 2020     | 0.16    | 0.18 | 0.2    | Phase 1 for some regions              |
| 10    | 01 June 2020    | 0.16    | 0.25 | 0.2    | Phase 3 for some regions              |
| 11    | 18 June 2020    | 0.465   | 0.25 | 0.2    | Phase 3 for BCN                       |
| 12    | 18 June 2020    | 0.465   | 0.25 | 0      | Phase 3 for BCN                       |
| 13    | 22 June 2020    | 0.465   | 0.6  | 0      | New normality                         |
| 14    | 16 July 2020    | 0.21    | 0.6  | 0      | Summer plateau                        |
| 15    | 15 September 2020 | 0.34  | 0.6  | 0      | School returns                        |
| 16    | 20 October 2020 | 0.34    | 0.6  | 0.03   | University online $^2$                 |
| 17    | 25 October 2020 | 0.34    | 0.6  | 0.1    | Movement and restaurants restrictions |
| 18    | 25 October 2020 | 0.15    | 0.6  | 0.1    | Movement and restaurants restrictions |
| 19    | 23 November 2020 | 0.3    | 0.6  | 0.1    | Reopening restaurants                 |
| 20    | 23 November 2020 | 0.3    | 0.6  | 0.03   | Reopening restaurants                 |
| 21    | 23 December 2020 | 0.21 (0.3) $^1$ | 0.6  | 0.03   | Holidays                              |
| 22    | 11 January 2021 | 0.3     | 0.6  | 0.03   | Schools Returns                       |

New NPIs have been applied to the system, implying the modification of the $\beta$ parameter, suggesting the need to revise the model hypotheses and the execution of the model following the continuous validation and verification loop.

4. Discussion

Applying a digital twin approach and focusing on a continuous validation of the model assumptions enables testing the possible causality effects for the NPIs applied to the population. The forecasts provided by the model seem accurate and allows us
to understand the future evolution of the system. It will be a crucial aspect to size the resources needed at each stage of the pandemic evolution.

We calibrated the model to show always a pessimistic view of the situation. Notice that the forecast always tries to be over the observation’s maximum values. It will help decision-makers understand the worst scenario and prepare consistently for it.

We can access the dashboard to see the Key Performance Indicators (KPI’s) and model forecast, validated continuously against the actual data in a solution validation approach, becoming a digital twin of the pandemic. Figure 8 shows the dashboards for the model 1.9 prevision on September 16, previous to the publication of the 2.5 model.

Figure 8. KPIs for Barcelona and its health area CA cells Model 1.9.

When the model invalidates, a divergence between the digital shadows of the system (Catalonia SARS-CoV-2 new cases obtained from Socrata Open Data Source) and the master’s digital shadows (simulation traces) appears. Then, one must reevaluate the hypotheses and recalibrate the model, providing valuable information to understand the situation. It will happen continuously since new NPIs will be applied to control the spread of the virus. An interesting example of NPIs is when the government provides free masks to the population. This action seems to positively affect the population, which helps increase the confidence in the mask and change the population’s mindset.

By analyzing the different models, we can discuss the possibilities and the effects of the NPIs before their application on the system. As an example, model 2.5, with a $\beta = 2.4$, shows a scenario that is not optimistic but that presents a situation that implies an increase in the number of cases. Considering the model comparison approach and using the data we obtain from other countries, we see that the $\beta$s are higher than the proposed ones. At this point, the model suggests that if the growth happens, this will become faster, implying that a discussion based on models must include the needed analysis with different scenarios.

Another example is on model 2.8, where the situation presents the Christmas holidays, using for the analysis data that comes from our observations in Catalonia. We detect that the assumption that Christmas does not affect the $\beta$ is not valid. The restoration reopening seems to impact the increase of the number of cases in the population. It has been detected and corrected on the 2.9 model using an accurate value for the $\beta$ at this point. Notice that the current valid model, 2.9, correctly predicts the current trend of the pandemic in Catalonia, suggesting that the end of the cases will be possible at the end of the summer if
the current conditions do not change (NPIs and no a variant with increased transmissibility appears). Figure 9 shows the forecast for the current trend of the pandemic situation in Catalonia using the current model.

![Figure 9](image.png)

Figure 9. Model 2.9 now forecasts for new cases (y-axis) the end of the pandemic situation in Catalonia if the NPIs remain similar to the current (at 05 June 2021) and no new variants appear.

This forecast again needs a continuous validation process but shows a positive effect of the vaccines for the disease contention. It suggests that the number of people who receive the vaccines will not have to reach 70% to achieve the desired herd immunity to control the spread; this time (05 June 2021), the number of people with complete vaccination is below 24%. We will confirm this scenario if the NPIs remain similar to the current or no new variants with the highest $\beta$ appears. During the preparation of this document model, 2.9c was invalidated. The Delta variant spread and the reduction of some NPIs implied an increase in the number of cases in Catalonia. We therefore define a new scenario (2.9d) applying a $\beta$ in our SDL model based on [39] and considering the reduction of the NPIs due to the reopening of the leisure [40] to be able to validate our forecast again. At this point, accurate monitoring of the epidemic using models will become an excellent tool to understand the implications and the effects of the NPIs if the situation worsens. Figure 10 shows the different models developed until now. Notice that every time an effective NPI is applied to the population, the model invalidates.

![Figure 10](image.png)

Figure 10. The different models that we develop due to the continuous validation process, new cases (y-axis).

5. Conclusions

The current last model at the time of writing this paper, scenario 2.9c, needs accurate monitoring due to the inclusion of the vaccination effect in the model. An increase in
the number of vaccines delivered every week to the population implies a substantial modification on the number of new cases detected later. Also, an eventual modification on the factors (NPIs, infectivity, among others) implies a necessary change of the model parameters to fit again with the system, following the shadows comparison of the digital twin approach.

The proposed methodology, defining a digital twin of the pandemic, must serve precisely to facilitate this monitoring, providing early warnings if the trend of the new cases differs from the trend of the forecasted model (shadows comparison). Because of the modification applied to the system, mainly the NPIs, to contain the virus spread, the representation of the model assumptions in a graphical language simplifies the immediate modification of the model. It makes easier the agreement between the different specialists involved in the project. This involvement of the specialists in the digital twin maintenance and continuous validation must serve to increase the model's credibility, providing a way to achieve accreditation in a continuous verification and validation loop.

In the context of Industry 4.0, the model-based discussion becomes a central element to understand the causality of complex systems. The continuous validation of simulation models, which includes a clear representation of the causal relations, is part of the proposed methodology. We cannot make decisions without understanding the possible causality rules. Although we do not fully understand that the things happen as detailed in the model, the discussion based on these causal relations helps the decision-makers understand these rules, and more interestingly, when the assumptions and the hypotheses assumed on the model are not valid and must be reconsidered.
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**Appendix A. SDL**

Specification and Description Language (SDL) is an object-oriented, formal language. The International Telecommunication Union—Telecommunication Standardization Sector (ITU–T) defines it as a standard language. The document that defines the language structure is Recommendation Z.100. Originally the language was designed to specify event-driven, real-time, complex interactive applications that involve many concurrent activities. SDL bases the communication between the different model elements on the use of discrete signals [41,42].
The conceptualization of a simulation model needs to define the following components: (i) Structure: system, blocks, processes, and the hierarchy of processes, (ii) Communication: signals, including the parameters and channels that the signals need to travel from element to element, (iii) Behavior: defined through the processes. (iv) Data: based on Abstract Data Types (ADT), and (v) Inheritances: describe the relationships between and the specializations of the model elements. At least the first two components, the structure, and the behavior, must be described in a formal language to be able to do a correct conceptualization of a simulation model.

The language has four levels: (i) system, (ii) blocks, (iii) processes, and (iv) procedures. A model always starts with the definition of what we want to represent. Using an approach based on a formal language, like SDL, we will start with a simple box that explains what the system to be modeled will be. This system, represented by the SYSTEM diagram, shows the uppermost level of the model’s structure. It clearly shows the elements that we consider in the analysis. All the other elements not present inside the SYSTEM diagram will become the ENVIRONMENT, and we express the communications between them using the CHANNELS. Following the SDL terminology, SYSTEM is an AGENT. Other AGENTS can appear in an SDL diagram, the BLOCKS, and the PROCESS. These other elements appear in lower levels of the model. The CHANNELS can be unidirectional or bidirectional and are using PORTS to connect with the BLOCKS or PROCESS. The PORTS guarantee the independence of the different AGENTS we will use in our models. It guarantees modularity, a crucial aspect of conceptual models since it allows us to reuse the different model elements. Also, modularity allows performing an incremental Validation and Verification process. It means that we do not need to Validate the whole model and focus on a subset of the model’s AGENTS. Because of modularity, an AGENT only knows what it sends and receives events using a specific PORT or CHANNEL.

To define a simulation model conceptualization, we need to detail the model structure and behavior. SYSTEM diagrams and BLOCK diagrams represent the model structure. It is a hierarchical decomposition of the different model elements; some good examples are available in [42]. The behavior will be described on the PROCESS diagrams and below, on the PROCEDURES, although these elements are not AGENTS and only represent some pieces of code. The pieces of information that travels on the CHANNELS, from AGENT to AGENT, are the SIGNALS. When a PROCESS receives a specific SIGNAL, it acts as a trigger, starting to execute a set of actions in no time. To represent the time, all the SIGNALS own a parameter, delay that represents when this SIGNAL can be processed. Every PROCESS has an input queue for every input CHANNEL, containing the received SIGNALS ordered by time and priority.

Being SDL a graphical language, a PROCESS uses different graphical elements to represent the model’s behavior. In the following lines, we describe some of the more essential elements synthetically to simplify understanding the SDL model definition.

- **Start.** This element defines the initial condition for a PROCESS diagram.
- **State.** The PROCESS must always start in a STATE, and this owns a name.
- **Input.** The PROCESS starts an execution when an INPUT receives the SIGNAL for this INPUT. All the STATES can own several different INPUTS to work with the different SIGNALS one can receive.
- **Create.** This element allows the creation of an AGENT.
- **Task.** To interpret a piece of code, we can use the TASK element. In our approach, we can use C on this element.
- **Output.** To send a SIGNAL, we must use the OUTPUT element. We can also add parameters to the SIGNALS and describe the destination if ambiguity about the signal destination exists. We can direct the communication specifying destinations using a PROCESS identifier (PId), an identifier that must own all the PROCESS. Also, we can send using the sentence via path. We can use four PId expressions: (i) self, an agent’s own identity; (ii) parent, the agent that created the agent (Null for initial agents); (iii) offspring,
the most recent agent created by the agent; (iv) sender, the agent that sent the last signal input (null before any signal received). Also, we can use [CUR CELLS] and [ALL CELL] to send the information to a specific cell of the CA.

**Decision.** To define a bifurcation, a decision point, we can use the DECISION.

Finally, mention that on the last level of the SDL language (PROCEDURE diagrams), we can describe pieces of code, also graphically, making the language complete. We can use these pieces of code in the PROCESS with the PROCEDURE CALL []
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