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Abstract. This paper presents a selection of legal topics in the context of data analytics and Big Data from a lawyer’s perspective. After introducing the reader to the role of law, both in the analogue and the digital world (1), the paper gives a systematic overview of some of the currently most relevant data-related legal topics (2). While digitalisation and data processing poses new questions to all areas of law, this paper focuses on the role Big Data plays in competition, data protection and contract law, as those are closely interlinked and address similar data-related phenomena. The paper was written from a mainly European perspective and presents some specific approaches European law takes to address the challenges we face with the advent of Big Data.
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1. Introduction – the Role of Law in a Data-Driven World

Law serves multiple functions in society. Contract law, for instance, aims to provide a clear legal framework for diverse parties to conclude contracts and exchange goods and services in a fair manner. It aims to rebalance interests and asymmetries of information or negotiation power between businesses and consumers, but also between businesses themselves. For instance, European consumer law imposes information and transparency obligations on sellers [1], prohibits particularly unfair and problematic provisions in General Terms and Conditions [2], and imposes certain rights and duties on the parties in cases where the product is not in conformity with the contract [3]. Competition law, in turn, wants to protect and foster competition with all its positive effects by prohibiting cartels and any abuse of dominant market positions, and by controlling mergers with regards to the impact they will likely have on competition [4]. Data protection law first and foremost aims at protecting privacy and self-determination of data subjects, that is, of individuals [5].
All of these areas of law existed long before the rise and success of the online platform economy and data ecosystems involving the Internet of Things (“IoT”). Nevertheless, they apply to the digital world just as they do to the analogue one. It used to be a widespread misperception that the digital world and the Internet in particular were “free” from the law. However, no space – neither analogue nor virtual – exists that is not subject to any legal rules at all. Law continues to pursue its respective societal objectives in digital environments. Power asymmetries should be rebalanced, consumers protected and self-determination and privacy ensured online too. The legal imperatives are all the more vital given the increasing blurring of lines between the online and offline world, for instance, with regards to smart products and IoT. However, it is true indeed that enforcing the law in digital contexts is often much more difficult than in analogue ones. Irrespective of the question of enforcement, the legal rules as such often do not even need to be adapted to digital cases and it does not make any difference from a legal point of view whether a certain event takes place online or offline.

Example: Under European law, for instance, the buyer of a laptop has the same legal rights should the laptop prove to be defective a few months after purchase, regardless of whether he bought it in a physical shop next door or via an online shop [6]. Similarly, competition law works according to the same principles regardless of whether an undertaking does business in a traditional market or in a digital market, such as for online search engines. In both cases, the same essential rules apply. Finally, data protection law treats data processing in mainly the same way, regardless of whether the data processor is, for instance, a company that asks you to fill in a paper questionnaire that will be integrated into a filing system, or whether the company sends you an email with a link to an online form.

Nevertheless, digitalisation is confronting our societies with a number of novel phenomena that the law in its current state is not always able to address adequately. The unprecedented availability of enormous quantities of data – often of very high quality – that can be processed at high speed (“Big Data”) [7] is one of these new phenomena. Big Data paves the way for progress that the whole of society can benefit from [8]. For instance, Big Data can help us make processes more efficient, increase knowledge by demonstrating correlations we would otherwise not be able to see, and improve forecasts [9]. Businesses and public bodies can benefit from using Big Data applications in very similar ways [10]. As a result, Big Data can have very positive impacts for individuals and for society. For instance, patients might enjoy better healthcare services thanks to optimised medical treatment or early identification of individual health risks [11]. Technology based on Big Data such as intelligent traffic systems and data use in urban systems could increase security and the mobility of citizens [12]. In addition, the environment could also benefit from Big Data, where more efficient processes help avoid pollution and unnecessary waste of resources, or where Big Data applications help stabilise energy grids to be able to cope with the volatility of renewable energy sources, such as solar or wind power [13]. At the same time, we need to be aware of and fight the dangers that come with Big Data, such as potential discrimination, erroneous decision-making based on inaccurate data, and privacy breaches [14]. It is up to the law to establish a legal framework that enables us to benefit from the opportunities while protecting us from the risks of Big Data.
2. A Selection of Legal Topics in the Context of Big Data

Big Data poses specific and complex challenges for data protection law, competition law and contract law. It makes sense to shed light on these three areas of law together, as they interact very closely, pursuing objectives that are sometimes very similar, other times very different [15].

2.1. Big Data and Data Protection Law

Data protection law is the main legal field dealing with Big Data. Throughout the last years, we have witnessed a large number of data protection scandals [16], such as Cambridge Analytica [17], that illustrate both the various dangers of collecting personal data on a large scale and the importance of effective privacy protection.

According to the European General Data Protection Regulation (“GDPR”) [18], any processing of personal data is forbidden unless the processing is justified by a legal ground listed in Art. 6(1) GDPR [19]. Such a justification may be given where the data subject – in other words, the natural person whose data are being processed – has freely given her explicit consent for the specific purpose of data processing (Art.6(1)(a) GDPR). In addition to the receipt of explicit consent, data processing can also be legitimate if it is necessary to perform a contractual obligation (Art. 6(1)(b) GDPR), if it is necessary to comply with a legal obligation of the data controller (Art.6(1)(c) GDPR), if it is necessary to protect vital interests of the data subject or another natural person (Art. 6(1)(d) GDPR) or if it is necessary to perform a task carried out in the public interest (Art.6(1)(e) GDPR). However, the processing may also be justified due to legitimate interests of the controller or third parties, provided that these interests are not overridden by the data subject’s interests (Art.6(1)(f) GDPR). In any case of data processing, basic principles need to be respected, for instance, the principles of lawfulness, fairness and transparency (Art. 5(1)(a) GDPR), and the principles of integrity and confidentiality (Art. 5(1)(f) GDPR). Moreover, the GDPR provides specific rules for certain aspects of Big Data, such as data processing on a large scale, systematic monitoring of publicly available areas and profiling, as those are considered as particularly risky [20].

Example: A consumer would like to make use of an online food delivery service. Before he can make an order, he is asked to fill in his name, address and bank account details in an online form. In addition, he is asked to answer certain questions, such as how he became aware of that particular food delivery service, what his favourite dishes are, whether he likes cooking as a hobby, and whether he has any specific allergies or illnesses that require certain diets.

Regarding his name, address and bank account details, no consent would be needed, because the food delivery service could not provide the service without the information (Art. 6(1)(b) GDPR). In contrast, any processing of the additional information mentioned above would only be justified if the consumer grants his consent (Art. 6(1)(a) GDPR). The information about potential allergies falls within the scope of health data and merits special protection (Art. 9 GDPR). In all cases, the service provider needs to inform the consumer about certain aspects of the data processing, including, for example, its purpose, the storage period and the consumer’s rights, such as the right to access his data (Art. 13(1)(c), (2)(a)(b) GDPR).
Although these rules seem restrictive at first glance, effective data protection faces a large number of difficulties in practice. To start with, data protection policies are usually very long and complex, and consumers usually do not read them [21]. Consumers therefore lack sufficient information as to what happens to their data and are not able to give consent in an informed and self-determined way. Several initiatives and projects try to tackle this issue. For instance, so called “privacy icons” aim to visualise certain data processing aspects and to help consumers better understand the way their data will be processed [22]. Personal Information Management Systems (PIMS) promise to support consumers in enforcing their privacy preferences by, for example, automatically allowing or forbidding data processing according to these preferences [23]. Others, in contrast, consider moving away from consent and instead determining on a societal – rather than individual – level what kinds of data processing should be allowed or forbidden [24].

Another issue in this regard is closely connected to both contract law and competition law. Many digital businesses claim to provide digital goods or services to the consumer “for free”, that is they do not ask for any monetary compensation to be paid by the consumer. However, they then finance their business models by other means, which may include offering advertisement services to third parties [25], for example. Nowadays, such types of online advertisement often are personalised using data available about an individual consumer or about groups of persons similar to the individual consumer in question. In such a context, the businesses with access to the biggest and most detailed consumer profile and preference datasets will benefit the most. One might therefore say that consumers do “pay” for these services, but with their personal data and/or with the attention they dedicate to the advertisements shown them based on their profiles [26].

At the same time, Art. 7(4) GDPR is very critical towards practices where the “performance of a contract, including the provision of a service, is conditional on consent to the processing of personal data that is not necessary for the performance of that contract”. The provision does not prohibit such business models in general, but emphasises that consent must be voluntary [27]. If this is not the case, the data processing in question is not legitimate [28]. The reason for this rejection lies in the nature of Big Data and possible long-term consequences both for individuals and societies as a whole. Perceiving a product as “free” can have great influence on the consumer’s behaviour [29] and impede him from taking a fully self-determined decision regarding his privacy. In this context, one also needs to be aware of the potential danger of the emergence of a “two-class society” regarding data protection – that is, a society consisting of a consumer group that is aware of the risks of disclosing data and that has the financial means to use paying alternatives, and a – potentially much bigger – group of consumers who are not aware or who are aware but cannot afford more privacy-friendly and therefore more expensive products [30]. In practice, many online services continue to tie the use of their services to user consent. It is up to the data protection authorities and courts to increase legal certainty and enforcement.
**Example:** A consumer would like to read an article of an online newspaper. Before he can access it, the newspaper asks the consumer whether he would like to pay a monetary price of 0,99 EUR for the single article (option A) or of 5,99 EUR for a one-month subscription to the online newspaper (option B) or whether he prefers not to pay any monetary price, but to give his consent to the processing of his personal data for advertisement purposes (option C). He chooses option C.

In this scenario, the consumer’s consent can be considered as “freely given”, because he had a real choice of whether or not he wanted to give consent in order to read the article by having at least one realistic alternative (option A, option B).

However, even where data processing takes place in perfect compliance with data protection law and where consumers actually are able to make a free and informed choice of whether or not they want to give consent, self-determination regarding personal information is fragile in light of the analytical potential of Big Data. Even if individuals behave in very privacy-protective ways and withhold consent, this does not hinder Big Data applications to reveal probable information about them as soon as a sufficient amount of data is available about other persons who share similar traits or behave in similar ways [31].

### 2.2. Big Data and Competition Law

After data protection law, it is competition law that is the most concerned with Big Data. On the one hand, the availability of large datasets in almost real-time can stimulate competition by fostering innovative business models and boost the performance of existing businesses [32]. On the other hand, Big Data also poses several risks to competition.

Competition law comprises various tools to protect and foster competition. Long before other areas of private law, competition law scholars already discussed the particular characteristics of multi-sided markets and the platform economy in depth [33]. For example, the question was asked whether a market in the meaning of competition law is established in cases where business models are data-driven and digital products advertised as “free” [34]. Today, the answer to this question is clearly in the affirmative [35]. One of the European member states (Germany) even changed its law to explicitly clarify that such constellations may also be subject to the control of abusive practices [36]. This development is very welcome, as the alternative would be that such businesses might escape certain competition law restrictions despite their real impact on the economy. Considering that businesses offering “free” services to consumers, such as online search engines and social networks, have some of the highest market capitalisations in the world [37], such a result would be absurd.

More importantly, competition law scholars and authorities have examined the impact of data power on the concept of market power, that is, whether access to certain kinds of data helps businesses gain or defend a dominant position in a specific market. While the answer varies from case to case, some general observations can be made. The ability to access large amounts of very granular data in almost real-time clearly has a particularly positive impact on a company’s market position in cases where the access
to that kind of data is important to be successful in the specific market, where competitors cannot access these data and where network effects and economies of scale exist and are reinforced by the availability of data [38]. Network effects are particularly important in this context. The term refers to positive feedback effects within networks and multi-sided markets that appear either between users of the same user group or between two or more different user groups [39]. For example, social networks collect vast amounts of data about their users. The more users take part in a social network, the more attractive it becomes for other users (direct network effects). The more members a social network has and the more those make use of it, the more data it creates. And the more exclusive data a social network has at its disposal, the more it can improve its services, for instance, by showing more interesting information to individual users or offer more elaborate product features such as calendar functions. As a result, users are even more attracted by the social network in question and even more data is created [40]. In that case, markets tend to “tip” and only one “winner” takes the whole market, meaning that competition is effectively restricted in that market [41].

**Example:** An undertaking has a dominant market position in a specific market for search engine services. Because of its dominant market position, the undertaking is subject to particular competition rules to make sure that it does not abuse its dominant market position (Art. 102 AEUV). For example, the undertaking would not be allowed to systematically rank its own products or services (other than the search engine itself) in a higher position than those of its competitors [42].

The importance of access to data has been widely acknowledged over the years. More recently, the European Commission has re-affirmed its intention to foster data access as part of its “European Data Strategy” [43]. Germany, for instance, already adapted its Act against Restraints of Competition (ARC) in order to stress the importance of exclusive access to data relevant for competition [44]. In rare cases, data might even become so important that parallels can be drawn with infrastructure facilities. Refusing access to these kinds of data might be considered as an abuse of market dominance and might lead to access claims granted to other companies [45]. Access to data is an important topic for competition law as a whole, but also for certain sectors in particular – for the automobile [46] and financial services sectors [47], notably.

**Example:** An independent garage offers repair and maintenance services for cars outside the car manufacturer’s own distribution system. Nowadays such a garage can only perform those services, if, among others, it is able to have access to certain vehicle on-board diagnostic information, vehicle repair and maintenance information, as well as the necessary software. In this respect, the access to non-real-time data may not be sufficient in the future anymore. New services, such as predictive maintenance, may require access to full real-time data.

Access to data for competition and economic reasons can never be granted without limits. On the contrary, among others, data sharing always needs to take place within the limits of data protection law in particular [48]. At the same time, data sharing also raises competition law concerns in cases where data are made available that reveal sensitive information that is important for competition [49]. The increasing interaction of
competition law, data protection law and contract law becomes particularly evident in the current Facebook proceedings in Germany. The German competition authority (Federal Cartel Office) had considered Facebook’s practice to collect and process data from third party sources as abusive [50], while the Düsseldorf Court of Appeal disagreed and suspended the decision [51].

2.3. Big Data and Contract Law

The “free” goods and services business model has also raised several questions for contract law. In the European Union, the new Digital Content and Digital Services Directive (“DCSD”) grants certain rights to consumers in the context of contracts for digital content and digital services [52]. One of the main questions throughout the legislative procedure was whether or not (personal) data could be considered as counter-performance. On the one hand, one needs to be aware of the fundamental rights dimension of personal data and be reluctant towards any commercialisation [53]. On the other hand, we need to make sure that consumers who provide data instead of a monetary price also get to benefit from consumer protection, for example, in cases where a digital service is defective [54]. Contract law and data protection law should thus go hand in hand to provide consumers with protection within their respective scope of application [55].

Other important contract law issues related to data and Big Data in particular concern the questions of security, compatibility, interoperability, updates and potential changes of data-driven products. In the European Union, the DCSD grants consumers and businesses certain rights in this regard for the very first time [56]. For IoT products similar rules exist [57].

**Example:** A consumer enters into a contract with a provider of music streaming services. To do so, he can choose between a paying option (A) and a non-paying option where the provider processes the consumer’s personal data in order to offer personalised advertisement for third parties and create revenues (B). The consumer chooses the non-paying option (B). One year later, the consumer is not happy with the service anymore, for example, because the service does not function properly, is not compatible with the consumer’s devices anymore, or because the provider does not offer any necessary security updates (cf. Art. 7(a), (d), Art. 8(1)(b), (2) DCSD).

Under certain circumstances, the consumer has now the right to have the streaming service brought into conformity or to terminate the contract, although he did not pay any monetary price but provided personal data (Art. 14(1)-(4) DCSD). In addition to his contractual rights under the DCSD, the consumer can still exercise his data protection rights under the GDPR, for example, by revoking the consent he gave for processing his data (Art. 3(8), recital 39 DCSD, Art. 7(3) GDPR).

Furthermore, the topic of data sharing that we have already seen in the context of competition law plays an important role in contract law too. Regarding data from the private sector, many data sharing models can be observed [58]. However, no harmonised horizontal rules exist in this regard. So far, the European Commission has elaborated basic principles and a check-list for the sharing of IoT data between businesses, and between
businesses and the public sector [59]. While these are not legally binding, a new “Data Act” is expected to be proposed in 2021 [60].

Example: Company A and company B would like to exchange non-personal data that was created by IoT objects, such as smart machines in a factory. According to the European Commission’s guidance, both parties need to comply with certain principles. For example, they should make sure to respect each other’s commercial interests and secrets, ensure undistorted competition and minimise data lock-ins.

3. Conclusion

Big Data already falls under the scope of several fields of European law today and more initiatives to adapt existing law or establish new rules are expected within the next few years. Some of the most important areas of law one needs to consider in this context are data protection, competition and contract law. Several data-related topics are addressed by all of these – albeit from different perspectives and in different ways – such as the phenomenon of “free” services and the importance of access to or the protection of certain kinds of data. In many of these data-related cases, data protection law, competition and contract law interact closely and in very complex ways. It is therefore necessary to examine a specific Big Data scenario carefully from all three perspectives and assess how those impact each other.

Of course, other fields of law may also be concerned with Big Data. Public law, for example, has to determine those cases where the processing of data is considered justified under the GDPR because of public interests (Art. 6(1)(e), (3) GDPR) [61]. Criminal law, in turn, will have to deal with an increasing number of data-related crimes, such as data espionage, phishing and providing access to stolen data [62]. IP law, in particular, faces a broad range of challenges concerning the question of whether and to what extent data should be protected by copyright law, as part of databases or trade secrets, and how text and data mining should be treated [63]. Moreover, there has been an intense debate about whether or not new absolute rights are needed, in particular regarding non personal data, such as a “data producer’s right” [64].

To fully address Big Data topics, law therefore requires a truly holistic approach. This may include reconsidering carefully the scope of application, the purposes and the means to achieve those purposes of the individual legislative acts.
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