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Abstract. We study the Plateau problem with a lower dimensional obstacle in \( \mathbb{R}^n \). Intuitively, in \( \mathbb{R}^3 \) this corresponds to a soap film (spanning a given contour) that is pushed from below by a “vertical” 2D half-space (or some smooth deformation of it). We establish almost optimal \( C^{1,1/2} \) estimates for the solutions near points on the free boundary of the contact set, in any dimension \( n \geq 2 \).

The \( C^{1,1/2} \) estimates follow from an \( \varepsilon \)-regularity result for minimal surfaces with thin obstacles in the spirit of the De Giorgi’s improvement of flatness. To prove it, we follow Savin’s small perturbations method. A nontrivial difficulty in using Savin’s approach for minimal surfaces with thin obstacles is that near a typical contact point the solution consists of two smooth surfaces that intersect transversally, and hence it is not very flat at small scales. Via a new “dichotomy approach” based on barrier arguments we are able to overcome this difficulty and prove the desired result.

1. Introduction

1.1. Minimal surfaces with obstacles. In this paper we study the regularity of minimizers in the Plateau problem with a lower dimensional — or thin — obstacle. Before introducing the problem in further detail let us contextualize it by recalling five closely related classical problems and commenting on them.

• The Plateau problem:
  \[
  \min \left\{ P(E; B_1) : E \setminus B_1 = E_0 \setminus B_1 \right\},
  \tag{1.1}
  \]
  where \( E_0 \subset \mathbb{R}^n \) (boundary condition), and \( B_1 \) denotes the unit ball of \( \mathbb{R}^n \), \( E \subset \mathbb{R}^n \), and \( P(E; B_1) \) denotes the relative perimeter of the set \( E \) in \( B_1 \).

• The Plateau problem with an obstacle:
  \[
  \min \left\{ P(E; B_1) : E \supset O, E \setminus B_1 = E_0 \setminus B_1 \right\}
  \tag{1.2}
  \]
  where \( E_0, E \) are as above and \( O \subset E_0 \) (the obstacle) is given.

• The nonparametric obstacle problem:
  \[
  \min_v \left\{ \int_{B'_1} \sqrt{1 + |\nabla v|^2} : v \geq \psi \text{ in } B'_1, v|_{\partial B'_1} = g \right\},
  \tag{1.3}
  \]
  where \( B'_1 \) denotes the unit ball of \( \mathbb{R}^{n-1} \), \( g : \partial B'_1 \to \mathbb{R} \) (the boundary condition) is given, \( v : B'_1 \to \mathbb{R} \), and \( \psi : B'_1 \to \mathbb{R} \) is the obstacle satisfying \( \psi|_{\partial B'_1} < g \).
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• The obstacle problem:
\[
\min_v \left\{ \int_{B_1^*} \frac{|\nabla v|^2}{2} : v \geq \psi \text{ in } B_1^* \cup \{x_{n-1} = 0\}, v|_{\partial B_1^*} = g \right\},
\]
where \( g, v, \) and \( \psi, \) are as above.

• The Signorini problem, or thin obstacle problem:
\[
\min_v \left\{ \int_{B_1^*} \frac{|\nabla v|^2}{2} : v \geq \psi \text{ in } B_1^* \cap \{x_{n-1} = 0\}, v|_{\partial B_1^*} = g \right\},
\]
where \( g \) and \( v \) are as above, and now \( \psi : B_1^* \cap \{x_{n-1} = 0\} \to \mathbb{R} \) (the thin obstacle) acts only on \( \{x_{n-1} = 0\} \).

Note that (1.3) is a particular case of (1.2), namely, when \( \partial \mathcal{O} \) and \( \partial \mathcal{E} \) are graphs. Also, (1.4) is, in turn, a limiting case of (1.3) — for \( \varepsilon \)-flat graphs, the area functional \( \int \sqrt{1 + |\varepsilon \nabla v|^2} \) becomes the Dirichlet energy \( \int \frac{1}{2} |\varepsilon \nabla v|^2 \) at leading order.

The regularity of solutions and free boundaries is nowadays well understood in both the classical obstacle problem (1.4) — see [5, 7] — and in the Signorini problem — see [1, 2]. The case of minimal surfaces with thick obstacles (both in parametric and nonparametric form) is also well understood — see [19, 4, 17, 15].

This paper is concerned with the regularity of minimizers of the Plateau problem with lower dimensional, or thin, obstacles. Namely, we consider (1.2) with obstacle
\[
\mathcal{O} := \Phi(\{x_{n-1} = 0, x_n \leq 0\})
\]
(1.6)
where \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) is some smooth \( (C^{1,1}) \) diffeomorphism. We denote
\[
\partial \mathcal{O} := \Phi(\{x_{n-1} = 0, x_n = 0\}).
\]

This problem (1.2)-(1.6) is the geometric version of the Signorini problem (1.5) in the same way that (1.2) with thick \( \mathcal{O} \) is the geometric version of (1.4). To visualize a solution of this problem in \( \mathbb{R}^3 \), one can think of a soap film (spanning a given contour) that is pushed from below by a vertical 2D half-space, as depicted in Figure 1.1. Note that, in \( \mathbb{R}^3 \), we cannot use a “wire” (i.e. a one dimensional curve) as obstacle, since the surface will not “feel” it.\(^1\)

Although the problem of minimal surfaces with thin obstacles was introduced by De Giorgi [12] already in 1973 (he established an existence result), very little was known on the regularity of its solutions. De Acultis in [9] established \( C^1 \) regularity around points of the solution belonging to \( \mathcal{O} \setminus \partial \mathcal{O} \). To our knowledge, the only known regularity results up to \( \partial \mathcal{O} \) concern the nonparametric case — as in (1.3) but with \( \psi \) as in (1.5). They are due to Kinderlehrer [18] who proved \( C^1 \) regularity estimates for the solution in two dimensions, and to Giusti [13], who obtained Lipschitz estimates for the solution in every dimension.

The difficulty in studying (1.2)-(1.6) (with respect to the same problem with a thick obstacle) lies on the fact that near a typical point of the contact set the hypersurface \( \partial \mathcal{E} \) consists of two surfaces that intersect transversally on \( \partial \mathcal{O} \). Therefore, \( \partial \mathcal{E} \) is typically not flat at small scales and thus (1.2) cannot be treated as a perturbation of (1.5). A more

\(^1\)More precisely, one can see that if \( \mathcal{O} \) had codimension two, then solutions of (1.2) with an infinitesimal tubular neighbourhood of \( \mathcal{O} \) as obstacle would become, in the limit, solutions of the Plateau problem (1.1) (without obstacle).
subtle dichotomy argument is needed: in Subsection 1.5 we outline the idea of this new approach that is tailored to overcome the previous difficulty.

Let us also point out that it is not completely obvious how to give a meaningful notion of solution to (1.2)-(1.6). The main issue is that with the Caccioppoli definition of relative perimeter $P$ we have

$$P(E \cup O; B_1) = P(E; B_1)$$

for all measurable $E$, and thus the obstacle $O$ seems to be ignored by $P$. This issue led De Giorgi [12] to introduce a more appropriate notion of perimeter that is suitable for the study of thin obstacle problems (this is currently known as the De Giorgi measure). We choose the similar (and a posteriori equivalent) approach of looking at the thin obstacle as a limit of infinitesimally thick neighbourhoods of it. See Subsection 1.4 for a more detailed discussion on this issue.

The goal of this paper is to address the question of the regularity of solutions to (1.2)-(1.6). In particular, the main result of this paper is the proof of the following local almost optimal regularity result.

**Theorem 1.1.** Let $E$ be a solution to the thin obstacle problem (1.2)-(1.6) in the unit ball of $\mathbb{R}^n$, $n \geq 2$. Then, $\partial E$ is $C^{1,1/2}$- around contact points and up to the contact set.

The appropriate notion of solution is discussed in Subsection 1.4. Let us emphasize here that this local regularity near contact points result holds in any dimension $n \geq 2$, in contrast to the classical regularity theory of minimal surfaces in which minimizers are regular only up to dimension 7. As we will see, this difference is due to the presence of the thin obstacle, which rules out solutions with singularities of the type of Simons and
Lawson’s cones like those appearing in dimension $n \geq 8$ in the Plateau problem without obstacles.

In the following subsections we recall the main steps in the regularity theory for sets of minimal perimeter and present the appropriate analogues for (1.2)-(1.6).

1.2. Improvement of flatness. For the classical Plateau problem De Giorgi [11] established, in 1961, the following fundamental result:

**Theorem 1.2** ([11]). Let $E \subset \mathbb{R}^n$ be a minimizer of the perimeter functional in $B_1$ and assume that $\partial E \cap B_1 \subset \{|e \cdot x| \leq \epsilon_0\}$ for some $e \in S^{n-1}$, where $\epsilon_0 = \epsilon_0(n)$ is some positive dimensional constant. Then, $\partial E \cap B_{1/2}$ is a smooth hypersurface.

This theorem follows from the following improvement of flatness property for minimizers $E$ of the perimeter in $B_1$. Namely, given $\alpha \in (0, 1)$ there exist positive constants $\epsilon_0(n, \alpha)$ and $\rho_0(n, \alpha)$ such that, whenever $0 \in \partial E$ and $\epsilon \in (0, \epsilon_0)$ then the following implication holds:

$$\partial E \cap B_1 \subset \{|e \cdot x| \leq \epsilon\} \implies \partial E \cap B_{\rho_0} \subset \{\tilde{e} \cdot x \leq \epsilon \rho_0^{1+\alpha}\}. \quad (1.8)$$

Here, $e$ and $\tilde{e}$ denote two possibly different unit vectors (in $S^{n-1}$).

Combined with the classification of stable minimal cones by Simons [23], Theorem 1.2 yields that minimizers of the perimeter in $\mathbb{R}^n$ are smooth for $3 \leq n \leq 7$. This result is optimal since, in dimensions $n \geq 8$, Bombieri, De Giorgi, and Giusti [3] showed the existence of minimal boundaries with a $(n-8)$-dimensional linear space of cone-like singularities.

The philosophy of Theorem 1.2 is also shared by other key regularity results of nonlinear PDEs: if a solution happens to be close enough to some special solution (e.g., the hyperplane), then it is regular. These are the so-called \(\epsilon\)-regularity results”.

The goal of the paper is to establish an \(\epsilon\)-regularity result for (1.2)-(1.6), thus extending De Giorgi’s improvement of flatness theorem to the setting of problem (1.2)-(1.6) — see Theorem 1.5 below. As a consequence, we will prove almost optimal $C^{1,1/2}$ estimates for minimizers of (1.2)-(1.6) in $\mathbb{R}^n$ that are sufficiently close to a canonical blow-up solution (the wedges introduced in the following subsection). We will also see that these canonical blow-up solutions are the only possible blow-ups at any contact point, and then Theorem 1.1 will follow.

1.3. Blow-ups. An essential tool in the theory of minimal surfaces is the monotonicity formula. Namely, if $\partial E$ is a minimal surface and $x_0 \in \partial E$, then the function

$$A(r) := \frac{1}{r^{n-1}} \mathcal{H}^{n-1}(\partial E \cap B_r(x_0)) \quad (1.9)$$

is monotone nondecreasing. In addition, $A$ is constant if and only if $E$ is a cone. A standard consequence of this monotonicity formula is that blow-ups of a minimizer of the perimeter $E \subset \mathbb{R}^n$ at any point $x_0 \in \partial E$ are minimizing cones. Simons proved in [23] that half-spaces are the only minimizing cones in dimensions $n \leq 7$. As a consequence, one can always apply Theorem 1.2 near $x_0$ after zooming in enough — this gives the smoothness of perimeter minimizers for $n \leq 7$.

For problem (1.2)-(1.6) we find several analogies with this theory. As we will prove in Lemma 7.2 if $E$ is a minimizer of (1.2)-(1.6) and $x_0 \in \partial E \cap \partial \Omega$ is a contact point, then the same function $A(r)$ in (1.9) is still monotone when $\Phi = \text{id}$ (and an approximate
monotonicity formula is also available for general smooth Φ; see Lemma \(^7.2\)). As a consequence, blow-ups are also cones for (1.2)-(1.6). It is trivially false, however, that hyperplanes are the only possible blow-ups in low dimensions. Indeed, the wedges (see Figure \[1.2\])

\[
\Lambda_{\gamma, \theta} := \{ x \in \mathbb{R}^n : e_{\gamma+\theta} \cdot x \leq 0 \text{ and } e_{\gamma-\theta} \cdot x \leq 0 \},
\]

for

\[
e_{\omega} := \sin \omega e_{n-1} + \cos \omega e_n, \quad -\frac{\pi}{2} \leq \gamma \leq \frac{\pi}{2}, \quad 0 \leq \theta \leq \frac{\pi}{2} - |\gamma|.
\]

are solutions to (1.2)-(1.6) for Φ = id. Thus, they are always possible blow-ups.

Being a wedge, \(\Lambda_{\gamma, \theta}\) is the intersection of two semispaces with normal vectors contained in the plane generated by \(e_{n-1}\) and \(e_n\). The aperture angle of the wedge is given by \(\pi - 2\theta\), while its rotation angle is given by \(\gamma\) with respect to \(e_n\) (we take the convention that \(e_{n-1} = e_{\pi/2}\)). Note also that there is the restriction \(0 \leq \theta \leq \frac{\pi}{2} - |\gamma|\) to guarantee that the obstacle \(\{x_{n-1} = 0, x_n \leq 0\}\) is contained in \(\Lambda_{\gamma, \theta}\).

We will show that, in all dimensions, the wedges are the only possible blow-ups around contact points. More precisely, if \(E\) is a minimizer of (1.2)-(1.6) and \(x_0 \in \partial E \cap \partial \mathcal{O}\) (i.e. \(x_0\) is a contact point) we have, in a suitable frame depending on \(x_0\),

\[
\frac{1}{r_k}(\mathcal{O} - x_0) \longrightarrow \{x_{n-1} = 0, x_n \leq 0\}
\]

and

\[
\frac{1}{r_k}(E - x_0) \longrightarrow \Lambda_{\gamma, \theta}.
\]

This will be a consequence of the the classification of conic solutions to the thin obstacle problem, given in Proposition \[1.9\].
1.4. Rigorous notion of solution to (1.2)-(1.6). Given a measurable set $E$ and an open set $\Omega \subset \mathbb{R}^n$, we recall the standard definition of the relative perimeter of $E$ in $\Omega$ as

$$P(E; \Omega) = \int_{\Omega} |\nabla \chi_E| = \sup_{g \in C^1_0(\Omega), \|g\|_{L^\infty} \leq 1} \left| \int_E \text{div} \ g \right|. \quad (1.14)$$

With this definition of perimeter (1.7) holds. Thus, unless we define the problem with further precision, minimizers of (1.2)-(1.6) will be — strictly speaking — just the ones of (1.1), ignoring $O$.

This, of course, is not what we have in mind when we think of (1.2)-(1.6). Heuristically, we would like that if $\partial E$ attaches from both sides to $O$ in some region, then the area of it is counted twice in the computation of the perimeter of $E$ instead of being ignored. To solve this issue De Giorgi introduced in [12] a notion of perimeter that is suitable for the study of thin obstacle problems (the De Giorgi measure); see also [9]. Here we will use the similar approach (that will be a posteriori equivalent) of considering a thin obstacle as a limit of thick obstacles.

Let us introduce the precise notion of (1.2)-(1.6) that will be used in this paper. For $\delta > 0$ small, let us denote

$$\Lambda^\delta := \Lambda_0, \frac{\pi}{2} - \delta. \quad (1.15)$$

(Note that $\Lambda^\delta$ is very sharp wedge, pointing in the $e_n$ direction.)

**Definition 1.3.** We say that $E$ is a minimizer of (1.2)-(1.6) in $B_1$ if $E$ has positive density at some point of $O$ and there exist $\delta_k \downarrow 0$, $E_k$ minimizers of

$$\min \left\{ P(\tilde{E}; B_1) : \tilde{E} \setminus B_1 = (E_0 \cup \Phi(\Lambda^\delta_k)) \setminus B_1 \quad \text{and} \quad \Phi(\Lambda^\delta_k) \subset \tilde{E} \right\} \quad (1.16)$$

such that $\chi_{E_k} \rightarrow \chi_E$ in $L^1(B_1)$.

Note that $\Phi(\Lambda^\delta_k)$ are thick sets approximating $O$. Now, minimizers of (1.16) "feel" the obstacle no matter how small $\delta_k$ is. The intuitive idea behind this definition is that a sequence $E_k$ as in Definition 1.3 will not converge to a solution to the Plateau problem unless the obstacle $O$ is “inactive” (i.e., the obstacle is contained in density one points for the solution to the Plateau problem). The philosophy of the paper will be to prove regularity estimates for problem (1.16) that are robust as $\delta_k \downarrow 0$. As a consequence, we will be able to show that the previous intuitive idea is actually fact. Namely, as it will be clear from the results of the paper, if the solution to the Plateau problem (with boundary data $E_0$) crosses $O \setminus \partial O$, then there exists a minimizer of (1.2)-(1.6) which is not a solution of Plateau problem (and therefore, the thin obstacle plays an active role).

We remark that any minimizer according to Definition 1.3 (up to replacing the complement of $E$ by the zero density points of $E$) is a minimizer in the sense of De Giorgi by [9] (see Remark 1.13). Conversely, it is not true a priori that any minimizer in the sense of De Giorgi can be recovered as a minimizer in the sense of Definition 1.3. Nonetheless, minimizers of the De Giorgi perimeter present locally an aperture around the obstacle by [9] (and thus, a wedge fits within), and therefore, locally around contact points they are minimizers in the sense of Definition 1.3. In particular, since our regularity results are local, they apply to minimizers in the sense of De Giorgi. (See Remark 1.11.)
1.5. **Regularity for solutions sufficiently close to a wedge.** The first result of this paper is stated next, after introducing some notation and a definition. Throughout the paper we will denote

\[ X \subset Y \text{ in } B \iff X \cap B \subset Y \cap B. \]

We also introduce the following

**Definition 1.4.** We say that \( E \) is \( \varepsilon \)-close to \( \Lambda_{\gamma,\theta} \) in \( B \) if

\[ \Lambda_{\gamma,\theta}^{-\varepsilon} \subset E \subset \Lambda_{\gamma,\theta}^{\varepsilon} \text{ in } B \]

where

\[ \Lambda_{\gamma,\theta}^{\varepsilon} := \{ x \in \mathbb{R}^n : \text{dist}(x, \Lambda_{\gamma,\theta}) \leq \varepsilon \}, \quad \Lambda_{\gamma,\theta}^{-\varepsilon} := \{ x \in \mathbb{R}^n : \text{dist}(x, \mathbb{R}^n \setminus \Lambda_{\gamma,\theta}) \geq \varepsilon \}. \]

Here is our main result, which we call **improvement of closeness**:

**Theorem 1.5** (Improvement of closeness). Given \( \alpha \in (0, \frac{1}{2}) \) there exist positive constants \( \varepsilon_\circ \) and \( \rho_\circ \) depending only on \( n \) and \( \alpha \) such that the following holds:

Assume that, for some \( \delta > 0 \), a set \( E \subset \mathbb{R}^n \) with \( P(E; B_1) < \infty \) satisfies \( \Phi(\Lambda_\delta) \cap B_1 \subset E \) and

\[ P(E; B_1) \leq P(F; B_1) \quad \forall F \text{ such that } E \setminus B_1 = F \setminus B_1 \text{ and } \Phi(\Lambda_\delta) \cap B_1 \subset F. \]  

(1.17)

Suppose that \( 0 \in \partial E \cap \partial \mathcal{O}, \varepsilon \in (0, \varepsilon_\circ), \) and

\[ \Phi(0) = 0, \quad D\Phi(0) = \text{id}, \quad |D^2\Phi| \leq \varepsilon^{1 + \frac{1}{2}}. \]  

(1.18)

Then,

\[ E \text{ is } \varepsilon \text{-close to } \Lambda_{\gamma,\theta} \text{ in } B_1 \Rightarrow E \text{ is } \varepsilon \rho_\circ^{1+\alpha} \text{-close to } \Lambda_{\tilde{\gamma},\tilde{\theta}} \text{ in } B_{\rho_\circ}, \]  

(1.19)

where \( \gamma, \tilde{\gamma}, \theta, \) and \( \tilde{\theta} \), are as in (1.11).

**Remark 1.6.** Let us comment on the statement of Theorem 1.5:

1. This result generalizes the classical De Giorgi’s improvement of flatness theorem (1.8).

2. Our estimate (1.19) is designed to be applied, iteratively in a sequence of dyadic balls, to a minimizer \( E \) of (1.16). It gives \( C^{1,\alpha} \) regularity of \( \partial E \) at points of the contact set; see Theorem 1.7 below.

3. An essential feature of our result is that the constant \( \varepsilon_\circ \) is independent of \( \delta \). Thus (1.19) is stable as \( \delta \downarrow 0 \) and hence applies to solutions of (1.2)-(1.6); see Definition (1.3).

4. The assumption \( \alpha < 1/2 \) is almost sharp. Indeed, one can easily see that the statement of the theorem cannot be true for \( \alpha \in (\frac{1}{2}, 1) \) by using that the optimal regularity of solutions to the Signorini problem is \( C^{1,\frac{1}{2}} \).

5. If \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) is any \( C^{1,1} \) diffeomorphism and \( x_0 \) belongs to \( \partial \mathcal{O} = \Phi(\{x_{n-1} = x_n = 0\}) \), then for \( \rho > 0 \) and in some new coordinates \( \bar{x} = \psi_{x_0}(x) \) with origin at \( x_0 \) such that

\[ \psi_{x_0}(x) := \rho^{-1} R_{x_0}(x - x_0), \]  

where \( R_{x_0} \) is an orthogonal matrix,

the assumption (1.18) will be fulfilled by some new diffeomorphism \( \Phi \) satisfying \( \Phi(\Lambda_\delta) = \psi(\Phi(\Lambda_\delta)) \) — see Lemma 2.6. Hence, assumption (1.18) is always satisfied after a change of coordinates.
1.6. On the proof of Theorem 1.5. Let us now briefly comment on the proof of Theorem 1.5. Our main idea is to use a “dichotomy approach”, which is combined with Savin’s “small perturbation method”. More precisely, we prove by a barrier argument that — if $\varepsilon > 0$ is small enough — one of the following two alternatives must hold:

(a) $\partial E$ is very flat in $B_1$.

(b) The contact set is full in $B_{3/4}$ (it contains $\partial \Omega \cap B_{3/4}$) and $\partial E$ splits into two minimal surfaces that meet along $\partial \Omega$ with some angle.

Then, on the one hand, if (a) holds we can use that our problem is a perturbation of the Signorini problem (1.5) and exploit the $C^{1,1/2}$ regularity for (1.5) to prove (1.19). For this we use the “small perturbation method” pioneered by Savin — see [20, 21, 22].

On the other hand, if (b) holds then $\partial E$ splits in $B_{3/4}$ into two minimal surfaces with boundary, each of them flat in a different direction. Since the contact set is full we can interpret it as a smooth “boundary condition”. Then, using the $C^{1,1}$ regularity up to the boundary of flat minimal surfaces, we can improve the flatness of each of the two surfaces separately to prove (1.19).

1.7. Consequences. From our Theorem 1.5, as in the classical theory, we get that the minimizer is sufficiently close to a “wedge” type set $\Lambda_{\gamma, \theta}$, then it has a local $C^{1,\alpha}$ structure.

Theorem 1.7. Given $\alpha \in (0, 1/2)$ there exists a positive constant $\varepsilon_0$ depending only on $n$ and $\alpha$ such that the following holds:

Assume that, for some $\delta > 0$, a set $E \subset \mathbb{R}^n$ with $P(E; B_1) < \infty$ satisfies $\Phi(\Lambda^\delta) \cap B_1 \subset E$ and (1.17). Suppose that $0 \in \partial E \cap \partial \Omega$, that

$$\Phi(0) = 0, \quad D\Phi(0) = \text{id}, \quad |D^2\Phi| \leq \varepsilon_0^{1+\frac{1}{2}},$$

and that $E$ is $\varepsilon_0$-close to $\Lambda_{\gamma, \theta}$ in $B_1$. Then, $\partial E$ has the following $C^{1,\alpha}$ structure in $B_{1/2}$. Either:

(a) In some appropriate coordinates $y = (y', y_n) = (y_1, \ldots, y_n)$, $\Phi^{-1}(\partial E)$ is the graph

$\{y_n = h(y')\}$ of a function $h \in C^{0}(B_{1/2}^\circ)$ that belongs to $C^{1,\alpha}(B_{1/2}^{+}) \cap C^{1,\alpha}(B_{1/2}^{-})$, where $B_{1/2}$ denotes the ball in $\mathbb{R}^{n-1}$ and $B_{1/2}^\pm$ are the half-balls $B_{1/2}^\pm \cap \{y_{n-1} > 0\}$. Moreover, we have $h \geq 0$ on $y_{n-1} = 0$ and $\nabla h$ is continuous on $\{y_{n-1} = 0\} \cap \{h > 0\}$.

or

(b) $\partial E \cap B_{1/2}$ is the union of two $C^{1,1}$ surfaces that meet on $\partial \Omega$ with full contact set in $B_{1/2}$.

In the previous statement $C^{1,1} := \bigcap_{\beta \in (0, 1)} C^{1,\beta}$.

Remark 1.8. It will be clear from the proofs that if $\Omega$ is a minimal surface (with boundary), then $\partial E$ cannot stick to $\partial E \cap \partial \Omega$ and (b) must hold with the same regularity as that of $\partial \Omega$. Namely, if $\partial \Omega$ is a $C^{k,\beta}$ (resp. analytic) codimension two surface, then the two surfaces in (b) will also be $C^{k,\beta}$ (resp. analytic), and not just $C^{1,1}$.

Theorem 1.7 requires the solution to be sufficiently close to a wedge-type set $\Lambda_{\gamma, \theta}$. Thanks to the following classification of global conical solutions to our problem, we will have that this is always the case (after rescaling) near any contact point.
Proposition 1.9 (Classification of minimal cones in \( \mathbb{R}^n \)). Let \( \Sigma \subset \mathbb{R}^n \) be a cone, i.e. 
\( t\Sigma = \Sigma \) for all \( t > 0 \), with \( \partial \Sigma \neq \emptyset \). Suppose that \( \Sigma \) satisfies (1.17) with \( \Phi \equiv \text{id} \).
Then, \( \Sigma = \Lambda_{\gamma, \theta} \) for some \( \gamma \) and \( \theta \) as in (1.11).

As a direct consequence of the combination of Theorem 1.7 and Proposition 1.9 we obtain the following result (which is just a more precise version of Theorem 1.1 above),

Corollary 1.10. Let \( n \geq 2 \), and assume that \( \mathcal{O} \) is a minimal surface and that \( \Phi \in C^{k,\beta} \) for some \( k \geq 2 \) and \( \beta \in (0,1) \) — or equivalently \( \partial \mathcal{O} \) is of class \( C^{k,\beta} \).

Let \( E \) be a solution (in the sense of Definition 1.3) of (1.2)-(1.6) with \( x_0 \in \partial E \cap \partial \mathcal{O} \cap B_{1/2} \). Then, for all \( \alpha \in (0, \frac{1}{2}) \), \( \partial E \) has the following \( C^{1,\alpha} \) local structure near \( x_0 \). For \( r > 0 \) small enough, we have either:
(a) In some appropriate coordinates \( y = (y', y_n) = (y_1, \ldots, y_n) \), \( \Phi^{-1}(\partial E) \) is the graph \( \{y_n = h(y')\} \) of a function \( h \in C^{0}(B'_r) \) that belongs to \( C^{1,\alpha}(B'_{r^+}) \cap C^{1,\alpha}(B'_{r^-}) \), where \( B'_r \) denotes the ball in \( \mathbb{R}^{n-1} \) and \( B'_{r^\pm} \) are the half-balls \( B'_r \cap \{\pm y_{n-1} > 0\} \). Moreover, we have \( h \geq 0 \) on \( y_{n-1} = 0 \) and \( \nabla h \) is continuous on \( \{y_{n-1} = 0\} \cap \{h > 0\} \).

or
(b) \( \partial E \cap B_r(x_0) \) is the union of two \( C^{k,\beta} \) minimal surfaces with boundary that meet on \( \partial \mathcal{O} \) with full contact set in \( B_r(x_0) \).

Remark 1.11. By [9, Theorem 2.1 and Theorem 2.2] (or by a standard barrier argument similar to that used in Hopf’s lemma) if one considers a minimizer of the De Giorgi measure for obstacles as in Corollary 1.10 then its boundaries do not stick to the obstacle. More precisely, they present an aperture around the obstacle that allows, locally, a wedge contained in the minimizer.

As a consequence, minimizers of the De Giorgi measure are locally (in a neighborhood of any contact point) minimizers in the sense of Definition 1.3. Therefore, Corollary 1.10 above applies to minimizers in the sense of De Giorgi.

Remark 1.12. In the previous statement the condition that \( \mathcal{O} \) is a minimal surface appears only to be able to apply Remark 1.8 and obtain (b). Otherwise, an analogous result with \( C^{1,1-} \) regularity holds.

Remark 1.13. We observe that, as a consequence of our results,
\[ E \text{ is a minimizer as in Definition 1.3} \implies P_{DG}(E; B_1) = P(E; B_1). \] (1.21)

Indeed, let \( E \) be a minimizer as in Definition 1.3. First, as proven in [9], since \( \mathcal{O} \) is smooth, the De Giorgi perimeter \( P_{DG} \) of the minimizer can be expressed as
\[ P_{DG}(F; B_1) = P(F; B_1) + 2\mathcal{H}^{n-1}((\mathcal{O} \setminus F) \cap B_1) \geq P(F; B_1) \quad \text{for any Borel set } F. \] (1.22)

But note that \( \partial E \) cannot stick to the obstacle from both sides at any point of \( \mathcal{O} \setminus \partial \mathcal{O} \) by the strong maximum principle. Hence,
\[ \mathcal{H}^{n-1}((\mathcal{O} \setminus E) \cap B_1) = 0. \] (1.23)

Using (1.22) and (1.23), \( E \) is therefore also a minimizer of \( P_{DG} \), since \( P_{DG}(F; B_1) \geq P(F; B_1) \geq P(E; B_1) = P_{DG}(E; B_1) \) for any competitor \( F \).
Remark 1.14. Corollary 1.10 gives the regularity of the hypersurface around contact points. The regularity around other points follows from the classical theory for minimal surfaces (see for instance chapters 8 and 9 of the classical book of Giusti [14]). Note that this is result only up to dimension 7 [23] since nonsmooth minimizers exist in dimensions 8 and higher [3]. In contrast, our regularity result holds around the contact set of the thin obstacle, in any dimension.

Remark 1.15. After a previous version of this manuscript, a preprint of Focardi and Spadaro [10] appeared in which the authors establish optimal $C^{1,1/2}$ regularity estimates and rectifiability of the free boundary for minimal surfaces with flat thin obstacles in the nonparametric case (that is, in our notation, for the case $\Phi = \text{id}$ and assuming that $\partial E$ is a graph in the $n$-th direction). Interestingly, our Corollary 1.10 gives that (at least for flat obstacles) the assumptions of [10] are always satisfied near any contact point by parametric minimal surfaces with thin obstacles. Thus, when combined with our results, the results in [10] yield that solutions to parametric thin obstacle problems are $C^{1,1/2}$ near the obstacle and their free boundary is rectifiable.

1.8. Organization of the paper. The paper is organised as follows. In Section 2 we introduce some notation, definitions, and preliminary results. In Section 3 we construct a barrier and prove the dichotomy presented in the introduction: if the solution is close to a wedge, then either $\partial E$ is very flat or its contact set is full in a smaller ball. In Section 4 we focus on the flat configuration, showing the improvement of closeness result in this case (Proposition 4.1). In Section 5, instead, we focus on the full contact set configuration, which allows us to complete the proof of our first main result, Theorem 1.5. In Section 6 we prove Theorem 1.7 by iteratively applying Theorem 1.5. Finally, in Section 7 we discuss blow-ups (monotonicity formula and classification of minimal cones) and we complete the proofs of Proposition 1.9 and Corollary 1.10 thus obtaining Theorem 1.1.
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2. Notation and preliminary results

2.1. Conventions and notation. As it is standard, throughout the paper we will assume that the representative of $E$ among sets that differ from it by a null set is such that topological and measure theoretic boundary agree. That is, given a set $E \subset \mathbb{R}^n$, we will say that $x \in \mathbb{R}^n$ belongs to the boundary of $E$, $x \in \partial E$, whenever

$$0 < |E \cap B_r(x)| < |B_r(x)|, \quad \text{for all } r > 0.$$

Notice that, in general, this is not necessarily true. However, the set of points where this does not hold is of measure zero, and therefore we can consider instead the equivalent
set $\tilde{E}$ that arises from removing all such points. Thus, without loss of generality, we will always assume that the measure theoretic and topological boundary agree.

The notation introduced in Subsections 1.3 and 1.4 will be recurrent throughout the work. In particular, the definitions of $\Lambda_{\gamma, \theta}$ and $\Lambda^\delta$ from (1.10)-(1.15) as well as the definition of $e_w$ and the conditions on the constants $\theta$ and $\gamma$ (see (1.11)). See also Figure 1.2.

On the other hand, when not stated otherwise, we add a superscript prime to an element or set in $\mathbb{R}^n$ to denote its projection to $\mathbb{R}^{n-1}$; and we proceed similarly with a double superscript prime projection to $\mathbb{R}^{n-2}$. Thus, if $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, we can also denote $x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$ or $x = (x'', x_{n-1}, x_n) \in \mathbb{R}^{n-2} \times \mathbb{R} \times \mathbb{R}$. Similarly, $B_1$ denotes the unit ball in $\mathbb{R}^n$, $B_1'$ is the unit ball in $\mathbb{R}^{n-1}$ and $B''_1$ in $\mathbb{R}^{n-2}$. We may sometimes write $B_1' \subset \mathbb{R}^n$, or $x' \in \mathbb{R}^n$ as an abuse of notation, meaning $B_1' \times \{0\} \subset \mathbb{R}^n$ and $(x', 0) \in \mathbb{R}^n$ respectively.

2.2. Preliminary results.

**Definition 2.1.** Let $E \subset \mathbb{R}^n$. We say that $E$ is a minimizer of the $\delta$-thin obstacle problem in $B_1 \subset \mathbb{R}^n$ if $\Phi(\Lambda^\delta) \cap B_1 \subset E$ and (1.17) holds.

We are also interested in the notion of super- and subsolutions to the minimal perimeter problem. Thus, the following definition will also be useful.

In general terms, we say that a set $E^+$ is a supersolution to the minimal perimeter problem when compact additive perturbations to $E^+$ in $B_1$ produce sets of larger perimeter. Similarly, $E^-$ is a subsolution to the minimal perimeter problem when compact subtractive perturbations to $E^-$ in $B_1$ increase the perimeter.

**Definition 2.2.** Let $E^\pm \subset \mathbb{R}^n$. Then, $E^+$ is a supersolution in $B$ if

$$P(F^+; B) \geq P(E^+; B),$$

for any $F^+ \subset F^+$ and $F^+ \setminus E^+ \subset B$.

Analogously, $E^-$ is a subsolution in $B$ if

$$P(F^-; B) \geq P(E^-; B),$$

for any $F^- \subset F^-$ and $E^- \setminus F^- \subset B$.

Notice that, in particular, a set satisfying (1.17) is a supersolution to the minimal perimeter problem.

**Proposition 2.3.** Given $E_0 \subset \mathbb{R}^n$ with $P(E_0; B_1) < \infty$, there exists $E$ satisfying (1.17) with $E \setminus B_1 = E_0 \setminus B_1$.

**Proof.** The proof follows by classic methods in the calculus of variations. Lower semicontinuity and compactness in $L^1$ of BV functions directly yield the result (see [14] Thm 1.9, Thm 1.19).

**Proposition 2.4.** Let $E \subset \mathbb{R}^n$ satisfying (1.17). Then, for any $B_r(x_o) \subset B_1$, $E$ is a supersolution in $B_r(x_o)$. Moreover, if $B_r(x_o) \cap \Phi(\Lambda^\delta) = \emptyset$, then $E$ is a set of minimal perimeter in $B_r(x_o)$.

**Proof.** This just follows from the definitions of minimizer of the $\delta$-thin obstacle problem (1.17) and supersolution.
Lemma 2.5. If \( E \) is a local minimizer of the perimeter around a point \( x_0 \in \partial E \), then \( \partial E \) satisfies the mean curvature equation

\[
M(D^2v, \nabla v) := (1 + |\nabla v|^2)\Delta v - (\nabla v)^T D^2v \nabla v = 0
\]

in the viscosity sense. That is, if we define for any smooth \( \varphi : B'_1 \to \mathbb{R} \),

\[
S^\varphi_{\pm} := \{ \pm x_n < \varphi(x') \},
\]

then, if \( S^\varphi_{\pm} \) is included in either \( E \) or \( E^c \) in some ball \( B_r(x_0) \) and \( x_0 \in \partial S^\varphi_{\pm} \), we have that

\[
\pm M(D^2\varphi, \nabla \varphi) \leq 0.
\] (2.1)

Moreover, if \( E \) is a supersolution to the minimal perimeter problem around \( x_0 \in \partial E \), then if \( S^\varphi_{\pm} \) is included in \( E \) in some ball \( B_r(x_0) \) and \( x_0 \in \partial S^\varphi_{\pm} \) we have the same result, (2.1).

Proof. The proof is very standard, just using the definitions of minimal perimeter and supersolution and noticing that we can decrease the perimeter if the conclusion does not hold. See, for example, [8]. \( \square \)

Lemma 2.6. Let \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) be any \( C^{1,1} \) diffeomorphism and let \( x_0 \) belong to \( \partial \mathcal{O} = \Phi(\{x_{n-1} = x_n = 0\}) \). Assume that \( |\Phi|_{C^{1,1}} \leq M \) and \( |D(\Phi^{-1})(x_0)| \leq M \). Then, for \( \rho > 0 \), there are new coordinates \( \bar{x} = \psi_{x_0}(x) \)

\[
\psi_{x_0}(x) := \rho^{-1} R_{x_0}(x - x_0), \quad \text{where } R_{x_0} \text{ is an orthogonal matrix,}
\]

and a new \( C^{1,1} \) diffeomorphism \( \bar{\Phi} \), such that

\[
\bar{\Phi}(\Lambda^\delta) = \psi_{x_0}(\Phi(\Lambda^\delta)) \quad \text{for some } \delta \in (0, C\delta)
\]

and

\[
\bar{\Phi}(0) = 0, \quad \bar{\Phi}(0) = \text{id}, \quad \text{and } |\bar{\Phi}| \leq CM^3 \rho,
\]

where \( C \) depends only on \( n \).

Proof. Let us choose \( R_{x_0} \) to be some orthogonal matrix to be chosen and define

\[
A_{x_0} := R_{x_0} D\Phi(\Phi^{-1}(x_0)).
\]

Choose \( R_{x_0} \) and \( \delta \in (0, C\delta) \) such that

\[
A_{x_0}(\Lambda^\delta) = \Lambda^\delta
\]

as a consequence the set

\[
\{x_{n-1} = 0, x_n \leq 0\}
\]

is invariant under the linear map \( A_{x_0} \).

Now define

\[
\Phi^{x_0} := R_{x_0} (\Phi(\Phi^{-1}(x_0) + A_{x_0}^{-1} x) - x_0) \quad \text{and } \quad \bar{\Phi} := \rho^{-1} \Phi^{x_0}(\rho x).
\]

Note that since \( \Phi^{-1}(x_0) \in \{x_{n-1} = x_n = 0\} \) we have \( \Phi^{-1}(x_0) + A_{x_0}^{-1} \Lambda^\delta = \Lambda^\delta \) and thus

\[
\bar{\Phi}(\Lambda^\delta) = \psi_{x_0}(\Phi(\Phi^{-1}(x_0) + A_{x_0}^{-1} \Lambda^\delta)) = \psi_{x_0}(\Phi(\Lambda^\delta)).
\]

By construction, we have \( \bar{\Phi}(0) = 0, D\bar{\Phi}(0) = \text{id}, \) and \( |\bar{\Phi}|_{C^{1,1}} \leq CM^3 \rho. \) \( \square \)
3. Barriers and dichotomy

For this section let us start by defining the mean curvature operator $H$, on functions $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$ as

$$
H\varphi = \text{div} \left( \frac{\nabla \varphi}{\sqrt{1 + |\nabla \varphi|^2}} \right) = (1 + |\nabla \varphi|^2)^{-\frac{3}{2}} M(D^2\varphi, \nabla \varphi).
$$

(3.1)

We start by introducing a supersolution that will be used as barrier.

**Lemma 3.1 (Supersolution).** Let $\beta \in \left(0, \frac{1}{10(n-2)}\right)$. Let

$$
S^+_\beta := \{ x = (x'', x_{n-1}, x_n) \in B_1 \subset \mathbb{R}^{n-2} \times \mathbb{R} \times \mathbb{R} : 
\quad x_n \leq \varphi_\beta(x'') := \beta \left( |x''|^2 - 2(n-2)x_{n-1}^2 \right) \}
$$

Then, $S^+_\beta$ is a strict supersolution to the equation of minimal graphs in $B_1$, and

$$H\varphi_\beta \leq -c \beta, \quad \text{in } B'_1,$

for some positive constant $c$ depending only on $n$.

**Proof.** Let us check that, given $\varphi_\beta$, then

$$H\varphi_\beta \leq -c \beta.
$$

Let us rewrite the operator $H$,

$$H\varphi_\beta(x') = \frac{1}{\sqrt{1 + |\nabla \varphi_\beta|^2}} \left( \Delta \varphi_\beta - \frac{(\nabla \varphi_\beta)^T D^2 \varphi_\beta \nabla \varphi_\beta}{1 + |\nabla \varphi_\beta|^2} \right) (x') = \sum_{i,j} U_{ij}(x') \partial_{ij} \varphi_\beta(x'),
$$

where

$$U_{ij}(x') := \frac{1}{\sqrt{1 + |\nabla \varphi_\beta|^2}} \left( \delta_{ij} - \frac{\partial_i \varphi_\beta(x') \partial_j \varphi_\beta(x')} {1 + |\nabla \varphi_\beta|^2} \right).
$$

Let $S_\beta(x') = \sqrt{1 + |\nabla \varphi_\beta|^2}$. Note that, $U(x') = S_\beta^{-1}(x') \left( \text{Id} - \varphi_\beta \varphi_\beta^T \right)$, where $\varphi_\beta(x') = \nabla \varphi_\beta(x')/S_\beta(x')$. The only eigenvalue of $\text{Id} - \varphi_\beta \varphi_\beta^T$ different from 1 is $1 - ||\varphi_\beta||^2$. Let $m_\varphi = \sup \{|\nabla \varphi_\beta|\}$, where the supremum is taken over the domain of definition of $\varphi_\beta$. Putting all together we have obtained that $U$ is uniformly elliptic, with ellipticity constants $\lambda_\varphi = (1 + m_\varphi^2)^{-3/2}$ and 1.

Notice then that

$$H\varphi_\beta(x') = \sum_{i,j} U_{ij}(x') \partial_{ij} \varphi_\beta(x') \leq \beta (2(n-2) - 4(n-2)\lambda_\varphi), \quad \text{in } B'_1.
$$

On the other hand, from the fact that $|\nabla \varphi| \leq 4 \beta (n-2)$ in $B'_1$,

$$\lambda_\varphi = (1 + m_\varphi^2)^{-3/2} \geq (1+16\beta^2(n-2)^2)^{-3/2}.
$$

(3.2)

Putting all together, we get the desired result. \hfill \Box

The following lemma shows that whenever the minimizer is not flat, then the contact set is full in the interior. The condition of flatness is used via the angle $\theta$ from the definition of the wedge $\Lambda_{\gamma, \theta}$: being flat means that $\theta$ is small, when compared to $\varepsilon$.  

Lemma 3.2. There exists $\varepsilon_0$ and $C_0$ depending only on $n$ such that the following statement holds:

Let $E \subset \mathbb{R}^n$ satisfying (1.17) be such that it is $\varepsilon$-close to some $\Lambda_{\gamma,\theta}$ in $B_1$, for some $\varepsilon \in (0, \varepsilon_0)$, and (1.18) holds. Suppose that $\theta \in \left[\arctan(\tilde{C}\varepsilon), \frac{\pi}{2}\right]$. Then

$$E \subset \Phi(\Lambda_{\gamma,\theta} - C_0\varepsilon)$$
in $B_{1/2}$.

In particular, the contact set is full in $B_{1/2}$.

Proof. Let us prove this result, for simplicity, in the case $\Phi \equiv \text{id}$, and at the end of the proof we discuss how to modify it in order to account for small second order perturbations.

We will slide an appropriate supersolution from above until we intersect with the surface $\partial E$.

Take $x_0 \in B''_{1/2} \times \{0\} \times \{0\}$, and by making a translation let us assume $x_0$ is the origin. Let us also rotate the setting with respect to the last two coordinates so that the angle between $e_{\gamma}$ and $e_n$ is $\angle(e_{\gamma}, e_n) = \theta - \arctan(\tilde{C}\varepsilon)$, for some constant $\tilde{C}$ depending only on $n$ to be chosen, such that $\theta > \arctan(\tilde{C}\varepsilon)$. Let us denote $e^r_{\gamma}$, $\partial E^r$, $\partial \Lambda^r_{\gamma,\theta}$, and $(\Lambda^\delta)^r$, the corresponding rotated versions. The following argument can be done with both configurations that fulfill this property, so let us assume without loss of generality that we are in a situation where

$$\{x_n = -\tilde{C}\varepsilon x_{n-1}\} \cap \{x_{n-1} \geq 0\} \subset \partial \Lambda^r_{\gamma,\theta}, \text{ in } B_{1/2}. \quad (3.3)$$

See Figure 3.3 for a representation of this rotated situation, and the whole proof.

Take the supersolution $S^+_\beta$ from Lemma 3.1. Slide $\partial S^+_\beta$ from above until it touches the boundary of the minimizer of the $\delta$-thin obstacle problem, $\partial E^r$. That is, define

$$S^t_\beta := \partial S^+_\beta + t e_n,$$

and consider

$$m_\beta := \inf\{t > 0 : S^t_\beta \cap \partial E^r \cap B_{1/2} \neq \emptyset\}.$$
We recall that
\[\partial S^+_\beta = \{ x = (x'', x_{n-1}, x_n) \in B_1 : x_n = \beta \left( |x''|^2 - 2(n-2)x_{n-1}^2 \right) \}.\]

If \(m_\beta > 0\) and \(x^m = (x^m_1, \ldots, x^m_n) \in B_{1/2}\) is such that \(x_m \in S^{m_\beta}_\beta \cap \partial E' \cap B_{1/2}\), then \(x^m\) cannot be an interior point to \(S^{m_\beta}_\beta \cap B_{1/2}\). Indeed, since \(S^{m_\beta}_\beta \cap B_{1/2} \cap \{ x_{n-1} = 0 \} \subset \{ x_n \geq m_\beta > 0 \}\) is strictly above zero, then thanks to Proposition 2.4, \(\partial E'\) is a surface of minimal perimeter around \(x_m\). On the other hand, \(S^{m_\beta}_\beta\) is a supersolution, touching on an interior point with a surface of minimal perimeter locally, which is not possible.

We will show that the boundary \(\partial B_{1/2} \cap S^{m_\beta}_\beta\) is always above \(\partial E'\) in the \(e_n\) direction. From (3.3) and using that \(\partial E' \subset \Lambda_{\gamma, \theta}^e + B_\varepsilon\), it is enough to show that there exists \(\tilde{C}\) depending only on \(n\) such that
\[\beta \left( |x''|^2 - 2(n-1)x_{n-1}^2 \right) \geq -\tilde{C} \varepsilon x_{n-1} + c_\varepsilon, \quad \text{for } x' = (x'', x_{n-1}) \in \partial B_{1/2}';\] for some constant \(c_\varepsilon\) depending only on \(n\) that accounts for the difference in distance between the Hausdorff distance and the distance in the \(e_n\)-direction. For (3.4) to be satisfied, using \(|x''|^2 = \frac{1}{4} - (x_{n-1})^2\), we want
\[-\beta(2n - 1)x_{n-1}^2 + \tilde{C} \varepsilon x_{n-1} \geq -\frac{\beta}{4} + c_\varepsilon, \quad \text{for } x_{n-1} \in [0, 1/2].\]

By taking \(\beta = 4c_\varepsilon\) and \(\tilde{C} = 2c_\varepsilon (2n - 1)\) the previous condition holds, and notice that for \(\varepsilon\) small enough (depending only on \(n\)) \(S^+_\beta\) is a supersolution as wanted.

Thus, for \(\beta = 4c_\varepsilon\) and \(\tilde{C} = 2c_\varepsilon (2n - 1)\), we can slide \(S^+_\beta\) until \(t = 0\), where it touches \(\partial E'\) at the origin (since it touches \((\Lambda^\delta)^e\) there). Therefore, the origin is a contact point, and moreover, \(\partial E'\) is contained in \(S^+_\beta \cap \{ x_{n-1} \geq 0 \}\). In particular, since the origin was a translation of any point in \(B_{1/2}' \times \{ 0 \} \times \{ 0 \}\), we have that in \(B_{1/2}' \times \{ 0 \} \times \{ 0 \} \cap \{ x_{n-1} \geq 0 \}\), \(\partial E'\) is contained in \(\{ x_n \leq 0 \}\).

Rotating back, and putting \(\arctan(\tilde{C} \varepsilon) = C_\varepsilon\) for some \(C_\varepsilon\) depending only on \(n\), we obtain the desired result from one side. Doing the same on the other side completes the proof.

If \(\Phi \neq \text{id}\), we can proceed similarly using that \(|D^2 \Phi| \leq \varepsilon^{1+\frac{1}{2}}\). Indeed, if \(E\) is \(\varepsilon\)-close to \(\Lambda_{\gamma, \theta}\), then \(\Phi^{-1}(E)\) is \(2\varepsilon\)-close to \(\Lambda_{\gamma, \theta}\) for \(\varepsilon\) small enough depending only on \(n\). Now we can repeat the previous argument with \(\Phi^{-1}(E)\) instead of \(E\). The only place where we used that \(E\) satisfies (1.17) is to check that we cannot touch at an interior point when sliding the supersolution (using the previous notation, to check that \(m_\beta\) cannot be strictly positive).

If we were touching at an interior point \(x_m\) in this case, then \(E\) would be a surface of minimal perimeter around \(\Phi(x_m)\). Since we can choose \(\beta = 4c_\varepsilon\) to avoid contact in the boundary, thanks to Lemma 3.1, the mean curvature of \(\partial S^{m_\beta}_\beta\) is below \(-4c_\varepsilon\). Consequently, the mean curvature of \(\Phi(\partial S^{m_\beta}_\beta)\) is below \(-4c_\varepsilon + c_\varepsilon^{1+\frac{1}{2}}\) and for \(\varepsilon\) small enough \(\Phi(\partial S^{m_\beta}_\beta)\) is still a supersolution: there cannot be an interior tangential contact point. \(\square\)

Lemma 3.2 shows that if if \(E\) is \(\varepsilon\)-close to some wedge \(\Lambda_{\gamma, \theta}\) in \(B_1\) with \(\theta \geq C_\varepsilon\) then we have \(E \subset \Phi(\Lambda_{\gamma, \theta - C_\varepsilon})\). As a counterpart, the following lemma shows that \(\Phi(\Lambda_{\gamma, \theta + C_\varepsilon}) \subset E\) — even for \(\theta < C_\varepsilon\).
Lemma 3.3. There exists $\varepsilon_0$ and $C_0$ depending only on $n$ such that the following statement holds:

Let $E \subset \mathbb{R}^n$ satisfying (1.17) be such that it is $\varepsilon$-close to some $\Lambda_{\gamma,\theta}$ in $B_1$, for some $\varepsilon \in (0, \varepsilon_0)$ and $\theta \in [0, \frac{\pi}{2} - C_0 \varepsilon)$. Suppose that $\Phi$ satisfies (1.18). Then

$\Phi(\Lambda_{\gamma,\theta} + C_0 \varepsilon) \subset E$ in $B_1/2$.

Proof. The proof follows very similarly to the previous result, Lemma 3.2. Again, as before, we assume $\Phi \equiv \text{id}$; and the proof can be adapted to the case $|D^2 \Phi| \leq \varepsilon^{1 + \frac{1}{2}}$ following analogously to the proof of Lemma 3.2.

We want to show that we can open $\Lambda^\delta$ up to being at an angle proportional to $\varepsilon$ from $\Lambda_{\gamma,\theta}$. Let us show it for $x_{n-1} \geq 0$.

The fact that $\Lambda^\delta \subset E$ in $B_1$ allows us to establish a separation between $x_{n-1} \geq 0$ and $x_{n-1} \leq 0$.

Consider the surface $\partial E \cap \{x_{n-1} \geq 0\}$. Let $\theta_1$ be the angle between $\partial \Lambda_{\gamma,\theta}$ and $\partial \Lambda^\delta$ in $\{x_{n-1} \geq 0\}$. If $\theta_1 \leq C_1 \varepsilon$ for some $C_1$ depending only on $n$ we are already done, since $\Lambda^\delta$ is already a barrier; so that we can suppose that $\theta_1 \geq C_1 \varepsilon$ for some $C_1$ to be determined. We denote $\Gamma_{\gamma,\theta} = \partial \Lambda_{\gamma,\theta} \cap \{x_{n-1} \geq 0\}$.

Now, as in Lemma 3.2 we rotate the setting in the last two coordinates, so that $\Gamma_{\gamma,\theta} \subset \{x_n \geq 0\}$ at an angle $\arctan(\tilde{C} \varepsilon)$ from $\{x_n = 0\}$, for some constant $\tilde{C}$ to be chosen. See Figure 3.4 for a representation after the rotation.

Notice that $-S^+_\beta$ is a subsolution to the problem, where $S^+_\beta$ denotes the supersolution constructed in Lemma 3.1. Now the situation is the same as in Lemma 3.2 upside down.
In the new coordinates after the rotation, since in \( \{x_{n-1} > 0\} \) any point on \( \partial E' \) is locally a supersolution, we will be able to slide up the subsolution up until the origin for the same constant \( \tilde{C} \) as in Lemma 3.2 as long as we are not touching with it in the region \( \{x_{n-1} \leq 0\} \) after the rotation. But this can be avoided choosing \( C_1 \) such that \( C_1 \varepsilon \geq 3 \arctan \tilde{C} \varepsilon \) for \( \varepsilon \) small.

\[ \square \]

4. Improvement of Closeness in Flat Configuration

In this section we prove our main result, Theorem 1.5 in the flat configuration case in the case \( \theta \in (0, C_0 \varepsilon) \). Namely, we show:

**Proposition 4.1.** For every \( \alpha \in (0, \frac{1}{2}) \), there exist positive constants \( \rho_\alpha \) and \( \varepsilon_\alpha \) depending only on \( n \) and \( \alpha \), such that the following statement holds:

Let \( E \subset \mathbb{R}^n \) satisfying (1.17), with \( 0 \in \partial E \), be such that \( E \) is \( \varepsilon \)-close to \( \Lambda_{\gamma, \theta} \) in \( B_1 \), for some \( \theta \in (0, C_0 \varepsilon) \) and \( \varepsilon \in (0, \varepsilon_\alpha) \), and (1.18) holds.

Then,

\[ E \text{ is } \rho_\alpha^{1+\alpha} \varepsilon \text{-close to } \Lambda_{\tilde{\gamma}, \tilde{\theta}} \text{ in } B_{\rho_\alpha}, \]

for some new \( \tilde{\gamma}' \) and \( \tilde{\theta} \) as in (1.11).

The proof of this theorem follows by compactness, using the \( C^{1,1/2} \) regularity of the solutions to the classical thin obstacle problem with the Laplacian, \( \Delta \).

The following proposition will be used to show compactness of vertical rescalings \( \{(x', x_n/\varepsilon) : (x', x_n) \in \partial E\} \) near a contact point.

**Proposition 4.2.** There exist \( h_0 \) and \( \tau_0 \) depending only on \( n \) such that the following statement holds:

Denote \( Q_1 := B'_1 \times (-1, 1) \) Let \( E \subset \mathbb{R}^n \) satisfying, for some \( v \in Q_1 \),

\[ P(E; Q_1) \leq P(F; Q_1) \quad \forall F : E \setminus Q_1 = F \setminus Q_1 \text{ and } (v + \Phi(\Lambda)) \cap Q_1 \subset F. \quad (4.1) \]

be such that for some \( b \in (-1, 1) \) and some \( h \in (0, h_0) \), (1.18) holds for \( \varepsilon \in (0, h)\),

\[ \{x_n \leq b - h\} \subset E \subset \{x_n \leq b + h\}, \quad \text{in } B'_1 \times (-1, 1), \]

and

\[ (v + \Phi(\Lambda_{0,h})) \subset E, \quad \text{in } B'_1 \times (-1, 1). \]

Then,

- either \( \{x_n \leq b - h(1 - \tau_0)\} \subset E \), in \( B'_{1/2} \times (-1, 1) \);
- or \( E \subset \{x_n \leq b + h(1 - \tau_0)\} \), in \( B'_{1/2} \times (-1, 1) \).

To prove Proposition 4.2, we need the following half-Harnack for supersolutions; see [22, Section 2] or the proof of [21, Thm 5.3].

**Proposition 4.3** ([21, 22]). Let \( E \subset \mathbb{R}^n \) be a supersolution to the minimal perimeter problem in \( B_1 \), and suppose \( \partial E \subset \{x_n \geq 0\} \). Then, for every \( \eta_0 > 0 \), there exists some \( \tau_0 \) and \( C \) depending only on \( n \) and \( \eta_0 \) such that if \( \tau < \tau_0 \) and \( \tau e_n \in \partial E \), then

\[ \|\Pi_{e_n} (\partial E \cap \{x_n \leq C \tau\}) \cap (B'_1 \times (-1, 1)) \|_{\mathbb{H}^{n-1}} \geq (1 - \eta_0) \|B'_1\|_{\mathbb{H}^{n-1}} ; \]

where \( \Pi_{e_n} \) denotes the projection of a set onto \( B'_1 \) in the \( e_n \) direction.
Proof of Proposition 4.2. We separate the proof into two different scenarios.

The first possibility is $b \leq \varepsilon^{1+\frac{1}{4}}$. In this case, since $\Phi(\Lambda_{0,h}) \subset E$, it follows that

$$\left\{ x_n \leq \frac{-\tan h}{2} - C\varepsilon^{1+\frac{1}{2}} \right\} \subset E, \quad \text{in } B'_{1/2} \times (-1,1),$$

for some $C$ depending only on $n$. For $h_0$ small enough depending only on $n$, since $\varepsilon \leq h \leq h_0$ and $b \leq \varepsilon^{1+\frac{1}{4}}$,

$$\left\{ x_n \leq b - \frac{3}{4}h \right\} \subset \left\{ x_n \leq \frac{-\tan h}{2} - C\varepsilon^{1+\frac{1}{2}} \right\} \subset E, \quad \text{in } B'_{1/2} \times (-1,1).$$

This completes the case $b \leq \varepsilon^{1+\frac{1}{4}}$.

The second case is $b > \varepsilon^{1+\frac{1}{4}}$, and is less straightforward. By Savin’s half Harnack, Proposition 4.3, for every $\tau > 0$ small enough depending only on $n$, if there exists

$$z = (z', z_n) \in \partial E, \quad \text{with } |z'| \leq \frac{1}{2} \quad \text{and } z_n \leq b - h + \tau h,$$

then

$$\left| \Pi_{E_n} \left( \partial E \cap B_1 \cap \left( B'_{3/4} \times (-1,1) \right) \cap \{ x_n \leq b - h + C_1 \tau h \} \right) \right|_{\mathcal{H}^{n-1}} \geq \frac{3}{4} |B'_{3/4}|_{\mathcal{H}^{n-1}}, \quad (4.3)$$

for some constant $C_1$ depending only on $n$.

On the other hand, notice that since we are in the case $b > \varepsilon^{1+\frac{1}{4}}$,

$$\tilde{E} := E \cup \{ x_n \leq b \},$$

is a subsolution to the minimal perimeter problem in $B_1$ for $h$ small enough. This follows since $\Phi(\Lambda^\delta) \subset \{ x_n \leq \varepsilon^{1+\frac{1}{4}} \}$ for $\varepsilon$ small enough, and $\partial E$ is a surface of minimal perimeter whenever it does not touch $\Phi(\Lambda^\delta)$.

Take $\tilde{E}$, and apply again Proposition 4.3 to get that, for every $\tau > 0$ small enough depending only on $n$ (take $\tau < C_1^{-1}$), if there exists

$$z = (z', z_n) \in \partial E, \quad \text{with } |z'| \leq \frac{1}{2} \quad \text{and } z_n \geq b + h - \tau h,$$

then

$$\left| \Pi_{E_n} \left( \partial E \cap B_1 \cap \left( B'_{3/4} \times (-1,1) \right) \cap \{ x_n \geq b + h - C_1 \tau h \} \right) \right|_{\mathcal{H}^{n-1}} \geq \frac{3}{4} |B'_{3/4}|_{\mathcal{H}^{n-1}}. \quad (4.5)$$

Take $Q = B'_{3/4} \times (b - h, b + h)$ In particular, we must have that

$$P(E; Q) \geq \frac{3}{2} |B'_{3/4}|_{\mathcal{H}^{n-1}}.$$

Notice, on the other hand, that we can take $h$ small enough so that the lateral perimeter of $Q$ is less than $\frac{1}{2} |B'_{3/4}|_{\mathcal{H}^{n-1}}$. This yields a contradiction, since including $Q$ to $E$ gives a competitor for the minimizer of (1.17); and therefore either (4.2) or (4.4) does not hold. This completes the proof. \hfill \Box

We also need a similar improvement of oscillation far away from contact points. In such case, we can use the following classical Harnack inequality for minimal surfaces. The proof of this proposition is an straightforward application of Proposition 4.3.
Proposition 4.4 ([22]). There exists \( h_0 \) and \( \tau_0 \) depending only on \( n \) such that the following statement holds:

Let \( E \subset \mathbb{R}^n \) be a set of minimal perimeter in \( B'_1 \times (-1, 1) \), such that for some \( b \in (-1, 1) \) and some \( h \in (0, h_0) \)

\[
\{ x_n \leq b - h \} \subset E \subset \{ x_n \leq b + h \}, \quad \text{in } B'_1 \times (-1, 1).
\]

Then,

- either \( \{ x_n \leq b - h(1 - \tau_0) \} \subset E, \) in \( B'_{1/2} \times (-1, 1) \);
- or \( E \subset \{ x_n \leq b + h(1 - \tau_0) \} \), in \( B'_{1/2} \times (-1, 1) \).

Actually, to account for situations in which \( \partial E \) may stick to \( \partial \Phi(\Lambda_{\gamma, \theta}) \), we need the following version of Proposition 4.4 for minimal surfaces with flat enough thin obstacles.

Proposition 4.5. There exists \( h_0 \) and \( \tau_0 \) depending only on \( n \) such that the following statement holds:

Assume that \( \Phi \) satisfies (1.18) with \( \varepsilon \in (0, h) \). Let \( E \subset \mathbb{R}^n \), satisfying

\[
\Phi(\{ x_n \leq 0 \}) \cap Q_1 \subset E
\]

where we denote \( Q_r := B'_r \times (-1, 1) \), be a solution of

\[
P(E; Q_1) \leq P(F; Q_1) \quad \forall F \text{ such that } E \setminus Q_1 = F \setminus Q_1, \quad \Phi(\{ x_n \leq 0 \}) \cap Q_1 \subset F.
\]

Assume that for some \( b \in (-1, 1) \) and some \( h \in (0, h_0) \)

\[
\{ x_n \leq b - h \} \subset E \subset \{ x_n \leq b + h \}, \quad \text{in } Q_1.
\]

Then,

- either \( \{ x_n \leq b - h(1 - \tau_0) \} \subset E, \) in \( Q_{1/2} \);
- or \( E \subset \{ x_n \leq b + h(1 - \tau_0) \} \), in \( Q_{1/2} \).

Proof. The proof is very similar to that of Proposition 4.4 in [22]. We sketch it.

Note that, by (1.18) we have

\[
\Phi(\{ x_n = 0 \}) \subset \{ |x_n| \leq \varepsilon^{1+\frac{1}{2}} \} \quad \text{in } Q_1.
\]

Now, if \( b \leq 0 \), since \( \partial E \) is above \( \Phi(\{ x_n = 0 \}) \) in \( Q_1 \), we have \( \{ x_n \leq -\varepsilon^{1+\frac{1}{2}} \} \subset E \) in \( Q_1 \). Thus we obtain \( \{ x_n \leq b - h(1 - \tau_0) \} \subset E \) in \( Q_1 \) provided \( \varepsilon^{1+\frac{1}{2}} \leq h(1 - \tau_0) \), which is trivially satisfied if \( \tau_0 \leq 1/2 \) and \( \varepsilon \leq h < h_0 \leq 1/4 \). In other words, the first alternative of the conclusion of the proposition holds whenever \( b \leq 0 \).

Let us now consider the case \( b \geq 0 \). Note that we may suppose that the “coincidence set” \( \partial E \cap \Phi(\{ x_n = 0 \}) \) is nonempty in \( Q_{3/4} \) since otherwise the result follows immediately from Proposition 4.4, noting \( \partial E \) would be a minimal boundary in \( Q_{3/4} \).

Since \( E \) is a supersolution in \( Q_1 \) satisfying \( \{ x_n \leq -\varepsilon^{1+\frac{1}{2}} \} \subset E \) in \( Q_1 \) such that has some point \( x_o = (x'_o, x_{o,n}) \in \partial E \cap Q_{3/4} \) with \( x_{o,n} \in (-\varepsilon^{1+\frac{1}{2}}, \varepsilon^{1+\frac{1}{2}}) \), Proposition 4.3 (with a standard covering argument) yields

\[
\Pi_{\varepsilon_o} (\partial E \cap \{ x_n \leq C \varepsilon^{1+\frac{1}{2}} \} \cap Q_{3/4}) \gtrsim_{\text{H}^{n-1}} \frac{3}{4} B'_{3/4} \text{H}^{n-1}.
\]  (4.6)
At the same time, the set \( \tilde{E} := E \cup \{ x_n \leq b + h/2 \} \) is a subsolution in \( Q_1 \) since the contact set \( \partial E \cap \partial \Phi(\{ x_n = 0 \}) \cap Q_1 \) is contained in \( \{ x_n \leq \varepsilon^{1+\frac{1}{2}} \} \subset \{ x_n \leq b + h/2 \} \) (recall \( b \geq 0 \) and \( \varepsilon \leq h \)). Thus, either
\[
E \subset \tilde{E} \subset \{ x_n \leq b + h(1 - \tau_0) \} \quad \text{in } Q_{3/4} \tag{4.7}
\]
or else, by Proposition 4.3 applied to \( \tilde{E}^c \), we would have
\[
| \Pi_{e_n}(\partial \tilde{E} \cap \{ x_n \geq b + h - C\tau_0 h \} \cap Q_{3/4}) |_{H^{n-1}} \geq \frac{3}{4} | B_{3/4}^c |_{H^{n-1}}. \tag{4.8}
\]
Now (4.7) clearly implies the conclusion of the proposition (first alternative). On the other hand, should (4.8) hold then, by definition of \( \tilde{E} \), (4.8) would also hold with \( \partial \tilde{E} \) replaced by \( \partial E \) and thus we would find a contradiction with (4.6) when taking \( \tau_0 \) small enough so that \( b + h - C\tau_0 h > C\varepsilon^{1+\frac{1}{2}} \) (recall \( \varepsilon < h < h_0 \) small enough). Indeed, this contradiction argument — which uses the minimality of \( \Delta E \) among boundaries of sets containing the obstacle — is identical to the one given in the proof of Proposition 4.2. \( \square \)

At this point, combining Proposition 4.2 and Proposition 4.5 we obtain the following lemma regarding the convergence of vertical rescalings to a Hölder continuous function.

**Lemma 4.6.** Let \( (E_k)_{k \in \mathbb{N}} \) be a sequence such that \( E_k \subset \mathbb{R}^n \) satisfy (1.17), with \( 0 \in \partial E_k \), and with \( \Phi_k \) such that (1.18) holds for \( \varepsilon = \varepsilon_k \). Suppose \( E_k \) is \( \varepsilon_k \)-close to \( \Lambda_{\gamma_k, \theta_k} \) in \( B_1 \), with \( \theta_k \in (0, \varepsilon_k) \), and with \( \varepsilon_k \to 0 \) as \( k \to \infty \). Suppose also that \( \Phi_k(\Lambda_{\gamma_k, \theta_k + \varepsilon_k}) \subset E_k \) in \( B_1 \). Let
\[
E_k^\varepsilon := \left\{ \left( x', \frac{x_n}{2\varepsilon_k} \right) : x = (x', x_n) \in E_k \cap B_1 \right\}, \quad \text{for all } k \in \mathbb{N}, \tag{4.9}
\]
where \( E_k^\varepsilon := R_{\gamma_k}(E_k) \), and \( R_{\gamma_k} \) denotes the rotation of angle \( \gamma_k \) in the last two coordinates bringing \( e_\gamma \) to \( e_n \).

Then, there exists \( u \in C^{0, \alpha}(\overline{B_{1/2}'} \) with \( \| u \|_{C^{0, \alpha}(\overline{B_{1/2}'})} \leq C \), for some \( C \) depending only on \( n \), such that
\[
\{ x_n \leq u(x') - \varepsilon_{k}^\beta \} \subset E_k^\varepsilon \subset \{ x_n \leq u(x') + \varepsilon_{k}^\beta \}, \quad \text{in } B_{1/2}' \times (-1, 1), \tag{4.10}
\]
for some \( \alpha > 0 \) and \( \beta > 0 \) depending only on \( n \).

**Proof.** Let us define the cylinder \( Q_1(x_o) = (B_{1/2}'(x_o') \times (-1, 1)) \cap B_1 \) for any \( x_o = (x_o', x_o,n) \in B_1 \). Notice that, thanks to the hypotheses, for any \( x_o \in \partial E_k^r \cap B_{1/2}' \),
\[
\partial E_k^r \cap Q_1(x_o') \subset \{ x \in B_1 : | x_n - x_o,n | \leq 2\varepsilon_k \},
\]
where \( x_o' \) denotes the rotated version of \( r \). That is, introducing a notation, we have
\[
\text{osc}_{n}^{2-1} \partial E_k^r \leq 2\varepsilon_k;
\]
the oscillation in the \( e_n \) direction of \( \partial E_k^r \) in the cylinder \( Q_{2-1}(x_o') \) is less than \( 2\varepsilon_k \). We would like to use that if \( \varepsilon_k \) is small enough, then either Proposition 4.2 or Proposition 4.5 improves the oscillation in the half cylinder, and proceed iteratively. In order to do that, we separate between four cases.
Case 1: $x_0 = \emptyset$. The first case we consider is $x_0 = \emptyset \in \partial E_k$. By assumption, $\Phi_k(\Lambda_{\gamma_k, \theta_k + \varepsilon_k}) \subset E_k$ in $B_1$, and we have that

$$\text{osc}_n \frac{\partial E^r_k}{Q_{2^{-1}(x^\varepsilon)}} \leq 2\varepsilon_k.$$  

If we denote as $h_\emptyset$ and $\tau_\emptyset$ the variables coming from Proposition 4.2 we have that if

$$4\varepsilon_k \leq h_\emptyset,$$  

then

$$\text{osc}_n \frac{\partial E^r_k}{Q_{2^{-2}(x^\varepsilon)}} \leq 2\varepsilon_k(1 - \tau_\emptyset).$$

We are using here Proposition 4.2 with $h = \varepsilon_k$. Condition (4.11) is to ensure that $\theta_k + \varepsilon_k \leq h_\emptyset$. If we rescale by a factor 2, we have

$$\text{osc}_n \frac{2\partial E^r_k}{Q_{2^{-1}(x^\varepsilon)}} \leq 4\varepsilon_k(1 - \tau_\emptyset),$$

so that, if we want to repeat the argument, hypothesis (4.11) becomes

$$8\varepsilon_k(1 - \tau_\emptyset) \leq h_\emptyset.$$

If we want to continue one next iteration, we can take $h = 2\varepsilon_k(1 - \tau_\emptyset)$. Notice that, after the rescaling, the transformation $\Phi$ associated to $2\partial E_k$, is $\Phi_k(x) = 2\Phi_k(x/2)$, so that $|D^2\Phi_k| \leq 2^{-1}\varepsilon_k^{1+\frac{1}{2}}$ and the hypotheses of Proposition 4.2 are still fulfilled, with a better constant.

Rescaling and repeating this procedure iteratively, we have that as long as

$$2^m(1 - \tau_\emptyset)^{m-2}\varepsilon_k \leq h_\emptyset,$$  

then

$$\text{osc}_n \frac{\partial E^r_k}{Q_{2^{-m}(x^\varepsilon)}} \leq 2\varepsilon_k(1 - \tau_\emptyset)^{m-1}. (4.13)$$

Case 2: $x_0 \in \partial E_k \cap \partial O_k \cap B_{1/2}$. The second case is when $x_0$ belongs to the contact set of the thin obstacle, $x_0 \in \partial E_k \cap \partial O_k$, where $\partial O_k := \Phi(\{x_{n-1} = x_n = 0\})$. After a translation and a rotation, up to redefining $\Phi$ if necessary, we can put ourselves in Case 1 (see Lemma 2.6 with $\rho = 1$), so that

$$2^m(1 - \tau_\emptyset)^{m-2}\varepsilon_k \leq h_\emptyset \Rightarrow \text{osc}_n \frac{\partial E^r_k}{Q_{2^{-m}(x^\varepsilon)}} \leq 2\varepsilon_k(1 - \tau_\emptyset)^{m-1}. (4.14)$$

We must point out here that, a priori, the oscillation might be in a direction different from $e_n$ due to the rotation coming from Lemma 2.6. However, since the rotation tends to the identity as $\varepsilon_k \downarrow 0$, we may also assume that for $\varepsilon_k$ small enough, the previous also holds.

Case 3: $\text{dist}(x_0, \partial E_k \cap \partial O_k) \geq \frac{1}{2}$. Follows exactly as the two previous cases, using Proposition 4.5 instead of Proposition 4.2, yielding again (4.14).

Case 4: $2^{-p-1} \leq \text{dist}(x_0, \partial E_k \cap \partial O_k) \leq 2^{-p}$ for $p \geq 3$. This is a combination of Case 2 and Case 3. We apply Case 2 and rescale, until we can apply Case 3, so that (4.14) holds again.

---

2Notice that here we want to ensure that $\Phi(\Lambda_{0, h}) \subset E_k^r$ in order to apply Proposition 4.2. We actually have that $R_{\gamma_k} \Phi_k(\Lambda_{\gamma_k, \theta_k + \varepsilon_k}) \subset E_k^r$, but this is enough to use it as a barrier from below in the proof of Proposition 4.2.
Similarly, $u - e$ with graph touching the graph of $u$. The proof follows along the lines of [21].

**Proof.** In particular, there exists a H"older modulus of continuity as $\varepsilon_k \to 0$ controlling the boundaries $\partial E_k^\varepsilon$. By Arzel`a-Ascoli, up to subsequences, $\partial E_k^\varepsilon$ converges in the Hausdorff distance to the graph of some H"older continuous function, $u$.

**Lemma 4.7.** The function $u \in C^{0,\alpha}(\overline{B'}_{1/2})$ from the Lemma 4.6 is a viscosity solution to the classical thin obstacle problem with $u(0) = 0$. That is, $u$ fulfills

$$
\begin{cases}
\Delta u &= 0 \quad \text{in } B'_{1/2} \setminus \{x_{n-1} = 0 \cap \{u = 0\}\}
\Delta u &\leq 0 \quad \text{on } \{x_{n-1} = 0\} \cap \{u = 0\}
\end{cases}
$$

in the viscosity sense. In particular,

$$
\|u\|_{C^{1,1/2}(B'_{1/4}\cap\{x_{n-1}\geq 0\})} + \|u\|_{C^{1,1/2}(B'_{1/4}\cap\{x_{n-1}\leq 0\})} \leq C
$$

for some constant $C$ depending only on $n$. That is, $u$ is $C^{1,1/2}$ up to $\{x_{n-1} = 0\}$ in either side.

**Proof.** The proof follows along the lines of [21].

Since $\partial E_k^\varepsilon$ converges uniformly to the graph of $u$, and $\partial E_k^\varepsilon \cap \{x_{n-1} = 0\} \subset \{x_n \geq -C\varepsilon_k\}$, we clearly have that $u \geq 0$ on $\{x_{n-1} = 0\}$. This follows since $\Phi(\Lambda_{\gamma_k, \theta_k + \varepsilon_k}) \subset E_k$.

Similarly, $u(0) = 0$.

Now take any point $x' \in B'_{1/2}$. Consider $P(x')$ a quadratic polynomial in $B'_{1/2}$, with graph touching the graph of $u$ from below at $(x'_0, u(x'_0))$. Since $\partial E_k^\varepsilon$ is converging uniformly to the graph of $u$, $P(x') - c_k$ touches from below $\partial E_k^\varepsilon$ at a point $y_k$ such that $y_k \to (x'_0, u(x'_0))$ as $k \to \infty$. Rescaling back, $\varepsilon_k P(x') - \tilde{c}_k$ touches from below $\partial E_k^\varepsilon$ at $\tilde{y}_k$ such that $\tilde{y}_k' \to x'_0$ for some sequence $\tilde{c}_k$ bounded. Since $\partial E_k^\varepsilon$ is a supersolution being touched from below, by Lemma 2.5 we have

$$
M(\varepsilon_k D^2 P, \varepsilon_k \nabla P) = \varepsilon_k \Delta P + \varepsilon_k^3 (\Delta P \nabla P)^2 - \varepsilon_k (\nabla P)^T D^2 P \nabla P \leq 0
$$
at $\tilde{y}_k'$. By letting $\varepsilon_k \to 0$ we reach

$$
\Delta P(x'_0) \leq 0,
$$
so that $u$ solves $\Delta u \leq 0$ in the viscosity sense.

On the other hand, suppose $x'_0 \in B'_{1/2} \setminus (\{x_{n-1} = 0\} \cap \{u = 0\})$. Let $P(x')$ be a quadratic polynomial in $B'_{1/2}$, with graph touching the graph of $u$ from above at $(x'_0, u(x'_0))$. Now, $P(x') + c_k$ touches from above $\partial E_k^\varepsilon$ at a point $y_k$ such that $y_k \to (x'_0, u(x'_0))$ as $k \to \infty$. That is, $\varepsilon_k P(x') + \tilde{c}_k$ touches from above $\partial E_k^\varepsilon$ at $\tilde{y}_k$ such that $\tilde{y}_k' \to x'_0$ for some sequence $\tilde{c}_k$ bounded. If $k$ large enough, $\tilde{y}_k' \in B'_{1/2} \setminus (\{x_{n-1} = 0\} \cap \{u = 0\})$. Therefore, either $\partial E_k^\varepsilon$ is a surface of minimal perimeter around $\tilde{y}_k$, or $\partial E_k^\varepsilon$ is touching $\Phi_k(\Lambda^\delta)$ at $\tilde{y}_k$.

In the first case, we are already done proceeding as before, we get $M(\varepsilon_k D^2 P, \varepsilon_k \nabla P) \geq 0$.

Suppose then, that $\partial E_k^\varepsilon$ is touching $\Phi_k(\Lambda^\delta)$ at $\tilde{y}_k$. For this to happen, one must have that $\Phi_k(\Lambda^\delta)$ is a supersolution to the minimal perimeter problem around $\tilde{y}_k$, otherwise
there could not be a contact point with a supersolution. However, notice that it is a supersolution with mean curvature around $\tilde{y}_k$ bounded from below by $-C\varepsilon_k^{1+\frac{1}{2}}$. Therefore, $M(\varepsilon_k D^2 P, \varepsilon_k \nabla P) \geq -C\varepsilon_k^{1+\frac{1}{2}}$ at $\tilde{y}_k$, and letting $k \to \infty$ we get $\Delta P(x') \geq 0$. Thus, (4.16) holds in the viscosity sense.

Finally, the regularity of solution to the classical thin obstacle problem, (4.17), was first shown by Caffarelli in [3]; and the optimal $C^{1,1/2}$ regularity here presented was obtained by Athanaopoulos and Caffarelli in [1].

We can now present the proof regarding the improvement of closeness to sets of the form $\Lambda_{\gamma, \theta}$, Proposition 4.1.

**Proof of Proposition 4.1.** Let us argue by contradiction, and suppose that the statement does not hold. Then, there exists some $\alpha_* \in (0, \frac{1}{2})$ and a sequence $E_k \subset \mathbb{R}^n$ satisfying (1.17), such that $0 \in \partial E_k$, $E_k$ are $\varepsilon_k$-close to some $\Lambda_{\gamma_k, \theta_k}$ for $\theta_k \in (0, C_0 \varepsilon_k)$, (1.18) holds for $\varepsilon = \varepsilon_k$ (and the transformation $\Phi_k$), for some positive sequence $\varepsilon_k \to 0$ as $k \to \infty$, but such that the conclusion does not hold for any $\rho_0, \varepsilon_0 > 0$.

By Lemma 4.3 we have that

$$\Phi_k(\Lambda_{\gamma_k, \theta_k+C_0 \varepsilon_k}) \subset E_k, \quad \text{in } B_{1/2}.$$ 

By rescaling and renaming the $\varepsilon_k$ sequence if necessary, we can assume that $\theta_k \in (0, \varepsilon_k)$ and $\Phi_k(\Lambda_{\gamma_k, \theta_k+C_0 \varepsilon_k}) \subset E_k$ in $B_1$, so that we are in the same situation as in Lemma 4.6. In particular, due to Lemma 4.6, the sequence $\partial E_k^\varepsilon$ approaches (in Hausdorff distance) a function $u$ in $B_{1/2}' \times (-1,1)$, which by Lemma 4.7 is a solution to a classical thin obstacle problem. Thanks to the regularity of $u$, and the fact that $u(0) = 0$ and $\nabla_{x'} u(0) = 0$, we have that

$$|u(x') - \partial_{n-1}^+ u(0)(x'_{n-1})_+ - \partial_{n-1}^- u(0)(x'_{n-1})_-| \leq C\rho^{3/2}, \quad \text{in } B_{2\rho},$$

for any $\rho > 0$ and for some constant $C$ depending only on $n$. Here, we have denoted $a_+ = \max\{a, 0\}$, $a_- = \min\{a, 0\}$, and

$$\partial_{n-1}^\pm u(0) := \lim_{n \to 0} \frac{\partial u}{\partial x'_{n-1}}(0, \ldots, 0, \pm \eta),$$

i.e., the limit of the derivative in the $\eta_{n-1}$ direction coming from $\{x_{n-1} > 0\}$ or $\{x_{n-1} < 0\}$ (which exist by the regularity up to the contact set). Notice, moreover, that since $\Delta u \leq 0$ around $0$, we must have $\partial_{n-1}^- u(0) \geq \partial_{n-1}^+ u(0)$. In particular, thanks to the closeness of $\partial E_k^\varepsilon$ to the graph of $u$, we have that

$$\partial E_k^\varepsilon \cap \left(B_{3\rho/2}' \times (-1, 1)\right) \subset \left\{|x_n - \partial_{n-1}^+ u(0)(x'_{n-1})_+ - \partial_{n-1}^- u(0)(x'_{n-1})_-= C\rho^{1/2}\right\},$$

which, after rescaling implies that $\partial E_k^\varepsilon$ is at distance at most $C\varepsilon_k \rho^{3/2}$ from some $\Lambda_{\tilde{\gamma}, \tilde{\theta}}$ in $B_\rho$, given by the graph of $\varepsilon_k \partial_{n-1}^+ u(0)(x'_{n-1})_+ + \varepsilon_k \partial_{n-1}^- u(0)(x'_{n-1})_-$. Now, simply take $\rho$ small enough depending only on $n$ and $\alpha_*$ such that $C\rho^{3/2} \leq \rho^{1+\alpha_*}$, and we reach a contradiction (notice that such $\rho$ exists because $\alpha_* < \frac{1}{2}$). □
5. IMPROVEMENT OF CLOSENESS IN NON-FLAT CONFIGURATION

In this section we study the complementary case to the one in the previous section: the case where $E$ is $\varepsilon$-close to a non-flat ($\theta \gtrsim \varepsilon$) wedge $\Lambda_{\gamma,\theta}$. Under this condition, thanks to Lemma 3.2, there exists a full contact set, so that the study of the regularity becomes a known matter.

We state and prove now the lemma that will allow us to conclude the proof of Theorem 1.5.

**Lemma 5.1.** There exists $\varepsilon_0$ depending only on $n$ such that the following statement holds:

Let $E \subset \mathbb{R}^n$ satisfying \(1.17\) with $0 \in \partial E$ be such that for some $\Lambda_{\gamma,\theta}$, and $\varepsilon \in (0, \varepsilon_0)$,

\[ \Phi(\Lambda_{\gamma,\theta} + \varepsilon) \subset E \subset \Phi(\Lambda_{\gamma,\theta} - \varepsilon), \quad \text{in } \mathbb{B}_1, \quad (5.1) \]

where $\Phi$ satisfies \(1.18\).

Then,

\[ \partial E \cap \overline{B_{1/2}} = \overline{\Gamma_+} \cup \overline{\Gamma_-}, \quad (5.2) \]

where

\[ \Gamma_\pm = \partial E \cap B_{1/2} \cap \Phi(\{\pm x_{n-1} > 0\}), \quad (5.3) \]

and

\[ \overline{\Gamma_\pm} \cap \Phi(\{x_{n-1} = 0\}) \cap \overline{B_{1/2}} \subset \Phi(\{x_{n-1} = x_n = 0\}), \quad (5.4) \]

Moreover, for each $\beta \in (0, 1)$, $\Gamma_+$ and $\Gamma_-$ are $C^{1,\beta}$ graphs up to the boundary in the $e_{\gamma+\theta}$ and $e_{\gamma-\theta}$ directions respectively, with $C^{1,\beta}$-norms bounded by $C\varepsilon$, where $C$ depends only on $n$ and $\beta$.

**Remark 5.2.** A direct consequence of the $C^{1,\beta}$ estimates from Lemma 5.1 there exists $\Lambda_{\gamma_{\ast},\theta_{\ast}}$ as in \(1.11\) such that for any $\bar{\alpha} \in (0, 1/2)$,

\[ E \text{ is } C\varepsilon^{1+\bar{\alpha}}-close to } \Lambda_{\gamma_{\ast},\theta_{\ast}} \text{ in } B_r, \quad \text{for all } r \in (0, 1/2), \]

for some constant $C$ depending only on $n$. Moreover,

\[ |\gamma - \gamma_{\ast}| + |\theta - \theta_{\ast}| \leq C\varepsilon, \quad \text{for some constant } C \text{ depending only on } n. \]

This will be useful later on in the paper. In fact, we could clearly take $\bar{\alpha} \in (0, 1)$ but we will only need $\bar{\alpha} < 1/2$ later on (see Proposition 6.1).

In order to prove Lemma 5.1 we need a version for thick smooth obstacles of the following standard result on regularity of flat minimizers of the perimeter.

**Theorem 5.3 ([14, Chapter 8]).** There exists $\eta_0$ small depending only on $n$ such that the following statement holds:

Let $E \subset \mathbb{R}^n$ be a minimizer of the perimeter in $B_1$ such that

\[ \{x_n \leq -\eta\} \subset E \subset \{x_n \leq \eta\}, \quad \text{in } B_1, \]

for some $\eta \in (0, \eta_0)$.

Then, there exists a map $\varphi : B_{1/2}' \to \mathbb{R}$ such that

\[ \partial E = \{x = (x', x_n) \subset \mathbb{R}^n : x_n = \varphi(x')\} \quad \text{in } B_{1/2}' \times (-1/2, 1/2), \]

where $\|\varphi\|_{C^k(B_{1/2}')} \leq C(n, k)\eta$, for some constant $C$ depending only on $n$ and $k$.

Let us comment on the standard proof of the previous theorem.
Remark 5.4. Theorem 5.3 is usually shown in two steps. First, one iterates (1.8) obtain

$$|\nu(x) - \nu(y)| \leq C\eta |x - y|^\alpha,$$

for $\alpha > 0$, and where $\nu(x)$ for $x \in \partial E$ denotes the unit normal vector to $\partial E$ pointing outwards $E$. This $C^\alpha$ estimate for the normal $\nu$ is a consequence of the improvement of flatness property (1.8).

Second, one improves this $C^{1,\alpha}$ estimate to obtain the $C^k$ regularity using interior Schauder estimates for graphs.

Comparing normal vectors is like comparing the corresponding tangent hyperplanes (or half-spaces). A similar approach is what inspired part of this work, where we compare sets of the form $\Lambda_{\gamma,\rho}$ instead of half-spaces to get the regularity.

The version of the previous result we will need is the following

**Theorem 5.5.** There exists $\eta_0$ small depending only on $n$ such that the following statement holds:

Assume $\eta \in (0, \eta_0)$ and that $\Phi$ satisfies (1.18) with $\varepsilon \in (0, \eta)$. Let $E \subset \mathbb{R}^n$, satisfying

$$\Phi(\{x_n \leq 0\}) \cap B_1 \subset E,$$

$$P(E; B_1) \leq P(F; B_1) \quad \forall F \text{ such that } E \setminus B_1 = F \setminus B_1, \quad \Phi(\{x_n \leq 0\}) \cap B_1 \subset F.$$

Assume that for some $b \in (-1/2, 1/2)$

$$\{x_n \leq b - \eta\} \subset E \subset \{x_n \leq b + \eta\}, \quad \text{in } B_1.$$

Then, there exists a map $\varphi : B'_{1/2} \rightarrow \mathbb{R}$ such that

$$\partial E = \{x = (x', x_n) \in \mathbb{R}^n : x_n = \varphi(x')\} \quad \text{in } B'_{1/2} \times (b - 1/4, b + 1/4),$$

where $\|\varphi\|_{C^{1,1}(B'_{1/2})} \leq C\eta$, for some constant $C$ depending only on $n$.

The proof of Theorem 5.5 is based on two steps as the proof of Theorem 5.3 (see Remark 5.4). First, we prove that $\partial E$ is a $C^{1,\alpha}$ graph or, more precisely, (5.5) with $\|\varphi\|_{C^{1,\alpha}(B'_{1/2})} \leq C\eta$. This can be done exactly by compactness of vertical rescaling, following the exact same strategy of Savin [21, 22].

Second, we can apply a theorem of Brézis and Kinderlehrer [4] to improve from this $C^{1,\alpha}$ estimate to the optimal $C^{1,1}$ estimate. By completeness we sketch the proof here.

**Proof of Theorem 5.5.** We do the argument in two steps.

**Step 1.** Fix some $\alpha \in (0, 1)$, say $\alpha := 1/4$. Then, we claim that if $\eta_0$ is small enough then (5.5) holds with $\|\varphi\|_{C^{1,\alpha}(B'_{1/2})} \leq C\eta$, where $C$ depends only on $n$. Indeed, exactly as in the proof of Proposition 4.1 we establish by compactness the following improvement of flatness property, around $x_0 \in B_{3/4} \setminus \partial E$,

$$\partial E \subset \{|\hat{e} \cdot (x - x_0)| \leq \eta\} \in B_{\rho r}(x_0) \quad \Rightarrow \quad \partial E \subset \{|\hat{e} \cdot (x - x_0)| \leq \rho_0^{1+\alpha}\eta\} \in B_{\rho_0 r}(x_0).$$

for some $\rho_0 \in (0, 1)$ depending only on $n$. The proof of (5.6) is analogous to the Proof of Proposition 4.1. It is enough to do the case $r = 1$. To do it, we consider the vertical rescalings defined similarly as in (4.9) in Lemma 4.6. These vertical rescalings of $\partial E$ are compact by Proposition 4.5 (similarly as in Lemma 4.6) and converge “uniformly” to a function $u \in C^{\alpha}(B'_{1/2})$ which is harmonic. Indeed, the condition $|D^2 \Phi| \leq \eta^{1+\frac{1}{2}}$
implies that the thick obstacle will be zero in the limit if we apply the vertical rescaling \((x', x_n) \mapsto (x', x_n/\eta)\) and let \(\eta \downarrow 0\). Using the \(C^{1,1}\) regularity of harmonic functions we establish (5.6).

With a standard iteration of (5.6) we establish that (5.5) holds with
\[
\|\varphi\|_{C^{1,\alpha}(B_{\rho/2}^c)} \leq C\eta \quad (\alpha = 1/4),
\]
as we wanted to show.

**Step 2.** We improve the previous \(C^{1,1/4}\) estimate to the optimal estimate \(\|\varphi\|_{C^{1,1}(B_{\rho/2}^c)} \leq C\eta\). This is a straightforward application of the results of Brézis and Kinderleher [4] of optimal \(C^{1,1}\) regularity for obstacle problems with uniformly elliptic nonlinear operators. Indeed, once we have proved that \(\partial E\) is a graph and with bounded gradient, then it follows that the mean curvature operator \(H\) is uniformly elliptic and thus [4, Theorem 1] provides exactly the desired \(C^{1,1}\) estimate.

We can now prove Lemma 5.1.

**Proof of Lemma 5.1.** We divide the proof into two steps. In the first step we show that \(\Gamma_\pm\) are graphs in an appropriate direction. The proof of the fact that \(\Gamma_\pm\) are graphs is almost immediate, just noticing that (5.1) allows us to apply Theorem 5.5 at every scale.

Let us consider first the case \(\Phi \equiv \text{id}\), and let us rotate the setting with respect to the last two coordinates, in such a way that the normal vector to \(\Lambda_{\gamma,\theta}\) for \(\{x_n-1 > 0\}\), \(e_{\gamma+\theta}\), now becomes \(e_n\) (that is, rotate an angle \(\gamma + \theta\)). Let us denote as the corresponding rotated versions with superindex \(r\), e.g. \(\Lambda_{\gamma,\theta}^r\). See Figure 5.5 for a representation of the rotated setting.

Now take any point \(x^0 \in B_{1/2} \cap \{x_n = 0\}\), so that \(x^0 \in \Lambda_{\gamma,\theta}^r\). Denote \(r_0 = x^0_{n-1}/2\), and consider a ball \(B_{r_0}(x^0)\). Notice that
\[
\{x_n \leq -3\tan(\varepsilon_0)r_0\} \subset E \subset \{x_n \leq 3\tan(\varepsilon_0)r_0\}, \quad \text{in } B_{r_0}(x^0).
\]

Thus, if \(\varepsilon_0\) is small enough, we can apply Theorem 5.3 rescaled in the ball \(B_{r_0}(x^0)\); which tells us that \((\Gamma^+)^r\) in \(B_{r_0}(x^0)\) is the graph of a function in the \(e_n\) direction. Since we can cover all of \((\Gamma^+)^r\) with balls of this kind, we conclude that \((\Gamma^+)^r\) is the graph of a function in the \(e_n\) direction in \(B_{1/2} \cap \{x_n-1 \geq 0\}\).

The case \(\Phi \not\equiv \text{id}\) is a perturbation of the previous one, but we would need to use Theorem 5.5 instead of Theorem 5.3, since it is no longer true that we are necessarily a minimal surface in \(B_{r_0}(x^0)\).

**Step 2: \(C^{1,1}\) regularity of \(\Gamma_\pm\).** Let us first discuss the case \(\Phi \equiv \text{id}\). In this situation, using (5.1), we obtain that \(\Gamma^+\) is a graph that is Lipschitz up to its boundary \(\{x_n-1 = x_n = 0\}\) and we may now consider the reflection \(\Gamma^+_\pm\) of \(\Gamma^+\) under the transformation \((x'', x_{n-1}, x_n) \mapsto (x'', -x_{n-1}, -x_n)\). Since \(\Gamma^+\) is a Lipschitz graph up to \(\{x_n-1 = x_n = 0\}\), the “odd reflection” \(\Gamma^+_+ \cup \Gamma^+_\pm\) is a Lipschitz graph which solves the equation of minimal graphs in the viscosity sense. It follows that \(\Gamma^+_+ \cup \Gamma^+_\pm\) is analytic.

In the case \(\Phi \not\equiv \text{id}\) we cannot use the reflection trick and the interior smoothness of minimal graph to conclude, but still using (5.1) and that \(\Phi \in C^{1,1}\) we see that \(\Gamma^+\) is a
Lipschitz graph with now $C^{1,1}$ boundary datum solving a thick obstacle problem with the mean curvature operator $H$. It follows from standard perturbative methods and the boundary regularity theory for obstacle problems with elliptic operators (see, for instance, Jensen [17]) that the $\Gamma^+$ is a $C^{1,\beta}$ graph up to its boundary $\Phi(\{x_{n-1} = x_n = 0\})$. \qed

With this, we can proceed and prove Theorem 1.5.

**Proof of Theorem 1.5.** If $\theta \in (0, C_0\varepsilon)$, then we can directly apply Proposition 4.1.

On the other hand, if $\theta \in [C_0\varepsilon, \frac{\pi}{2})$, thanks to Lemmas 3.2 and 3.3 we have that

$$\Phi(\Lambda_{\gamma, \theta + C_0\varepsilon}) \subset E \subset \Phi(\Lambda_{\gamma, \theta - C_0\varepsilon}), \quad \text{in } B_{1/2}.$$ 

That is, by rescaling and taking $\varepsilon$ smaller depending only on $n$ if necessary, we have put ourselves in the situation to apply Lemma 5.1. We conclude the proof in this case by noticing Remark 5.2 and that we can take $\rho_o = \frac{1}{4}$. \qed

6. Regularity of solutions

In this section, in order to simplify the computations, we assume $\Phi \equiv \text{id}$. All statements and proofs are done under this assumption. We leave to the interested reader the standard extension of this results to the cases $\Phi \in C^{k,\beta}$, $k \geq 2$ and $\beta \in (0, 1)$ or $\Phi$ analytic.

**Proposition 6.1.** There exists $\varepsilon_o$ depending only on $n$ such that the following statement holds:
Let $E \subset \mathbb{R}^n$ satisfying (1.17) with $0 \in \partial E$, be such that $E$ is $\varepsilon$-close to $\Lambda_{r,\theta}$ in $B_1$, for some $\varepsilon \in (0, \varepsilon_0)$. Then, there exists some $\Lambda_\gamma \bar{\theta}$ with $\gamma$ and $\bar{\theta}$ as in (1.11), such that for $\alpha \in (0, \frac{1}{2})$,

$$E = C_\alpha \varepsilon r^{1+\alpha} \text{-close to } \Lambda_{\gamma, \bar{\theta}} \text{ in } B_r, \quad \text{for all } r \in (0, 1/2),$$

for some constant $C_\alpha$ depending only on $n$ and $\alpha$. 

**Proof.** We will suppose that $\varepsilon > 0$ is sufficiently small so that each of the results used can be applied.

We begin by noticing that there are two possible scenarios. Either $\theta \geq C_0 \varepsilon$ or $\theta < C_0 \varepsilon$, where $C_0$ is the constant given in Lemma 3.2 and in Proposition 4.1 depending only on $n$.

Notice that if $\theta \geq C_0 \varepsilon$ we are already done. Indeed, in this case we can apply Lemma 3.2 and Lemma 3.3 to fulfill the hypotheses of Lemma 5.1 which at the same time yields the desired result, thanks to Remark 5.2.

Suppose otherwise that $\theta < C_0 \varepsilon$. In this case we can apply the improvement of closeness in Proposition 4.1. That is, there exist some radius $\rho$, depending only on $n$ and $\alpha$, such that

$$E \text{ is } \rho_0^{1+\alpha} \varepsilon \text{-close to } \Lambda_{r, \theta_2} \text{ in } B_{\rho_0},$$

for some $\gamma_2$ and $\theta_2$ as in (1.11). Let us define $E_2 := \rho_0^{-1} E$, so that we have a set $E_2 \subset \mathbb{R}^n$, satisfying (1.17), with $0 \in \partial E_2$ and $\rho_0^* \varepsilon$-close to $\Lambda_{r, \theta_2}$ in $B_1$. We are now again presented with a dichotomy: either $\theta_2 \geq C_0 \rho_0^* \varepsilon$ or $\theta_2 \leq C_0 \rho_0^* \varepsilon$. In the former case, we can again apply Lemma 5.1 and Remark 5.2 to find that

$$E_2 \text{ is } C \varepsilon \rho_0^* r^{1+\alpha} \text{-close to } \Lambda_{r, \theta_2} \text{ in } B_r, \quad \text{for all } r \in (0, 1/2),$$

for some $\Lambda_{r, \theta_2}$ (which is close to $\Lambda_{r, \theta_2}$). Rescaling back, $E$ is $C \varepsilon r^{1+\alpha}$-close to $\Lambda_{r, \theta_2}$ in $B_r$ for all $r \in (0, \rho_0/2)$. Using that $E$ is $\varepsilon$-close to $\Lambda_{r, \theta}$ in $B_1$ it follows that $E$ is $C_\alpha \varepsilon r^{1+\alpha}$-close to $\Lambda_{r, \theta_2}$ in $B_r$, for all $r \in (0, 1/2)$, and a constant $C_\alpha$ that depends on $\alpha$ and $n$, of the form $C_\alpha = C \rho_0^{-1-\alpha}$ for $C$ depending only on $n$.

If $\theta_2 \leq C_0 \rho_0^* \varepsilon$, we can repeat the process iteratively. Suppose that for all $k < k_0 \in \mathbb{N}$, we have $\theta_k \leq C_0 \rho_0^k \varepsilon$, but $\theta_{k_0} \geq C_0 \rho_0^{k_0} \varepsilon$. That is, there exist $E_k := \rho_0^{-1} E_k$, satisfying (1.17), with $0 \in \partial E_k$ such that it is $\rho_0^{\alpha(k-1)} \varepsilon$-close to $\Lambda_{r, \theta_k}$ in $B_1$. By Lemma 5.1 and Remark 5.2

$$E_{k_0} \text{ is } C \varepsilon \rho_0^{(k_0-1)\alpha} r^{1+\alpha} \text{-close to } \Lambda_{r, \theta_{k_0}} \text{ in } B_r, \quad \text{for all } r \in (0, 1/2), \quad (6.1)$$

for some $\Lambda_{r, \theta_{k_0}}$ (close to $\Lambda_{r, \theta_{k_0}}$) and for some constant $C$ depending only on $n$. Alternatively, we can write

$$E \text{ is } C \varepsilon r^{1+\alpha} \text{-close to } \Lambda_{r, \theta_{k_0}} \text{ in } B_r, \quad \text{for all } r \in (0, \rho_0^{-1}/2).$$

Let us redefine, from now on, and for convenience in the upcoming notation, $\Lambda_{r, \theta_{k_0}} := \Lambda_{r, \theta_{k_0}}$. Notice that $E_k$ is $\rho_0^{\alpha(k-1)} \varepsilon$-close to $\Lambda_{r, \theta_k}$ in $B_1$, but it is also $\rho_0^{\alpha(k-2)-1} \varepsilon$-close to $\Lambda_{r, \theta_{k-1}}$. Therefore,

$$|\theta_k - \theta_{k-1}| + |\gamma_k - \gamma_{k-1}| \leq C_\alpha \rho_0^{\alpha(k-2)} (\rho_0^{-1} + \rho_0^\alpha) \varepsilon = C_\alpha \rho_0^{\alpha(k-1)}, \quad (6.2)$$

for some $C_\alpha$ depending only on $n$ and $\alpha$. 


where the sub-indices denote the only dependences of the constants. In particular, by triangular inequality
\[ |\theta_{k_0} - \theta_k| + |\gamma_{k_0} - \gamma_k| \leq C_{n,\alpha} \varepsilon \sum_{j=k+1}^{k_0} \rho_0^{\alpha j} \leq C_{n,\alpha} \varepsilon \frac{\rho_0^{\alpha (k+1)}}{1-\rho_0^\alpha} = C_{n,\alpha} \varepsilon \rho_0^{\alpha k}, \] (6.3)
for a different constant \( C_{n,\alpha} \), still depending only on \( n \) and \( \alpha \). Thus, since \( E_k \) is \( \rho_0^{\alpha (k-1)} \)-close to \( \Lambda_{\gamma_k, \theta_k} \) in \( B_1 \), \( E \) is \( \rho_0^{(1+\alpha)(k-1)} \)-close to \( \Lambda_{\gamma_k, \theta_k} \) in \( B_{\rho_0^{k-1}} \).

Now, from (6.3), \( \Lambda_{\gamma_k, \theta_k} \) is \( C_{n,\alpha} \rho^{\alpha k} \rho_0^{k-1} \)-close to \( \Lambda_{\gamma_k, \theta_k} \) in \( B_{\rho_0^{k-1}} \). Putting all together, \( E \) is \( C_{n,\alpha} \rho^{(1+\alpha)(k-1)} \)-close to \( \Lambda_{\gamma_k, \theta_k} \) in \( B_{\rho_0^{k-1}} \) for all \( k < k_0 \). This, combined with (6.1), yields the desired result.

Finally, if \( \theta_k \leq C_\theta \rho^{k \alpha} \varepsilon \) for all \( k \in \mathbb{N} \), we can take \( k_0 = \infty \) and repeat the previous procedure. In this case, consider as \( e_\infty \) and \( \theta_\infty \) the limits of the sequences \( (e_k)_{k \in \mathbb{N}} \) and \( (\theta_k)_{k \in \mathbb{N}} \), which exist by (6.2). Notice that \( \theta_\infty = 0 \).

**Remark 6.2.** In the previous proof, notice that if \( k_0 < \infty \) we must be dealing with a point in the interior of the contact set. In particular, all points on the free boundary must have \( k_0 = \infty \), and since \( \theta_\infty = 0 \) there is a supporting plane at each of this points.

We now give a proposition on regularity of \( \partial E \) in the case that it is close enough to some \( \Lambda_{\gamma, \theta} \) with \( \theta \) small enough (the wedge is almost a half-space).

**Proposition 6.3.** There exists \( \varepsilon_\circ \) depending only on \( n \) such that the following statement holds:

Let \( E \subset \mathbb{R}^n \) satisfying (1.17), be such that \( E \) is \( \varepsilon \)-close to \( \Lambda_{\gamma, \theta} \) in \( B_1 \), for \( \varepsilon \in (0, \varepsilon_\circ) \), and \( \partial E \) is the graph of a function \( h : B'_{1/2} \rightarrow (-1, 1) \) in the \( e_n \) direction in \( B_{1/2} \). Moreover,
\[
\|h\|_{C^{1,\alpha}(B'_{1/2} \cap \{x_n-1 \geq 0\})} + \|h\|_{C^{1,\alpha}(B'_{1/2} \cap \{x_n-1 \leq 0\})} \leq C \varepsilon,
\] (6.4)
for any \( \alpha \in (0, \frac{1}{2}) \), and some constant \( C \) depending only on \( n \) and \( \alpha \).

**Proof.** Let assume for simplicity that \( \gamma = 0 \), the other cases are analogous. We will assume that \( \varepsilon_\circ \) is small enough so that the previous results can be applied. Let us also assume that the contact set, \( \Delta_E := \partial E \cap \{x_{n-1} = x_n = 0\} \), is non-empty in \( B_{1/2} \); \( \Delta_E \cap B_{1/2} \neq \emptyset \). Otherwise we are already done by the classical improvement of flatness.

**Step 1: \( \partial E \) is the graph of a function.** Let us first show that indeed \( \partial E \) is the graph of a function. To do so, proceed as in the first part of Lemma 5.1 combined with Proposition 6.1 and the fact that \( \theta \leq C_\theta \varepsilon \):

Take any \( x_0 \in B_{1/2} \cap \partial E \) not belonging to the contact set \( \Delta_E \), and let \( r := \text{dist}(x_0, \Delta_E) = |x_0 - z| \) for \( z \in \Delta_E \). Applying Proposition 6.1 around \( z \), we deduce that for some \( \Lambda_{\gamma, \theta} \) (depending on \( z \)),
\[
E \text{ is } C \varepsilon r \text{-close to } \Lambda_{\gamma, \theta}, \quad \text{in } B_{r/2}(x_0),
\]
for some constant \( C \) depending only on \( n \). If we rescale the space a factor \( 2r^{-1} \) with respect to \( z \) so that \( E \) becomes \( \tilde{E} \) then
\[
\tilde{E} \text{ is } C \varepsilon \text{-close to } \Lambda_{\gamma, \theta}, \quad \text{in } B_1(2r^{-1} x_0).
\]
Notice that \( \tilde{E} \) is a minimal surface in \( B_1(2r^{-1}x_o) \), since \( E \) is a minimal surface in \( B_{r/2}(x_o) \). Using that \( |\gamma - 0| + |\theta - \bar{\theta}| \leq C\varepsilon \) for some \( C \) depending only on \( n \), and that \( \theta \leq C_0\varepsilon \), we get that \( \Lambda_{\gamma, \bar{\theta}} \) is \( C_\varepsilon \)-close to \( \{x_n = 0\} \) in \( B_{r/2}(x_o) \). After the rescaling, \( \Lambda_{\gamma, \bar{\theta}} \) is \( C\varepsilon \)-close to \( \{x_n = 0\} \) in \( B_1(2r^{-1}x_o) \), so that \( \tilde{E} \) is \( C\varepsilon \)-close to \( \{x_n = 0\} \) in \( B_1(2r^{-1}x_o) \). Thanks to the classical improvement of flatness (Theorem 5.3) for \( \varepsilon \) small enough depending only on \( n \), \( \partial \tilde{E} \) is a graph in the \( e_n \) direction in \( B_1(2r^{-1}x_o) \), and consequently the same occurs for \( \partial E \) in \( B_{r/2}(x_o) \). Let us call \( h \) the function whose graph is defined on \( B_{r/2}(x_o) \) in the \( e_n \) direction. In particular, applying Theorem 5.3 again, \( h \in \text{Lip}(B_{r/4}^r(x_o')) \), with \( [h]_{C^{0,1}(B_{r/4}^r)} \leq C\varepsilon \); where \( x_o' \) is the projection of \( x_o \) to \( \{x_n = 0\} \).

Now, by a standard covering argument together with the fact that \( \partial E \) is continuous and \( \Delta_E \) has measure zero, \( u \) is defined in \( B_{r/2}^r \) with

\[
[h]_{C^{0,1}(B_{r/2}^r)} \leq C\varepsilon,
\]

for some \( C \) depending only on \( n \).

**Step 2: Regularity bound.** Let us now show (6.4). We will show that for any \( y' \in B_{1/4}^r \cap \{x_{n-1} \geq 0\} \) and any \( \rho \in (0, 1/4) \), there exists some \( p_{y'} \in \mathbb{R}^n \) depending only on \( y' \) such that for any \( \alpha \in (0, 1/2) \),

\[
|h(x') - h(y') - p_{y'} \cdot (x' - y')| \leq C\varepsilon \rho^{1+\alpha} \quad \text{in } B_{\rho}^r(y') \cap \{x_{n-1} \geq 0\},
\]

(6.5)

for some constant \( C \) depending only on \( n \) and \( \alpha \). The other half, \( \{x_{n-1} \leq 0\} \), follows by symmetry.

Throughout this second step we will be switching between the characterisation of the solution to our thin obstacle problem as a boundary, \( \partial E \), and as the graph of a function \( u \) on \( \mathbb{R}^{n-1} \). Thus, we can rewrite Proposition 6.1. That is, if \( 0 \in \partial E \), we know that

\[
E = C_\alpha \varepsilon r^{1+\alpha} \text{-close to } \Lambda_{\tau, \bar{\theta}} \text{ in } B_r, \quad \text{for all } r \in (0, 1/2),
\]

(6.6)

for some constant \( C_\alpha \) depending only on \( n \) and \( \alpha \), and for some \( \Lambda_{\tau, \bar{\theta}} \). We want to rewrite it in terms of \( u \). Note that \( |\gamma| + \bar{\theta} \leq C\varepsilon \) for some constant \( C \) depending only on \( n \), since \( \theta \leq C_0\varepsilon \), and therefore, we have that (6.6) implies

\[
|h(x') - A^+(x'_{n-1})_+ - A^-(x'_{n-1})_-| \leq C_\alpha \varepsilon |x'|^{1+\alpha}, \quad \text{in } B_{r/2}^r,
\]

(6.7)

with \( A^- \geq A^+ \) and \( |A^-| + |A^+| \leq C\varepsilon \) for some \( C_\alpha \) depending only on \( n \) and \( \alpha \). Notice that if \( 0 \) is in the free boundary of the contact set, \( 0 \in \partial \Delta_{E}^r \), then \( A^+ = A^- \), or equivalently \( \bar{\theta} = 0 \) (see Remark 6.2).

Let \( y', z' \in B_{1/4}^r \cap \{x_{n-1} \geq 0\} \), and let \( y', z', \bar{y}', \bar{z}' \in \Delta_{E}^r \) be such that \( \text{dist}(y', \Delta_{E}^r) = |y' - y'| \) and \( \text{dist}(z', \Delta_{E}^r) = |z' - z'| \). We denote by \( y, z, y_o, z_o \), the corresponding elements as seen in \( \mathbb{R}^n \) (e.g. \( y = (y', 0) \)), and let \( \bar{y} = (y', h(y')) \in \partial E \) and \( \bar{z} = (z', h(z')) \in \partial E \). Suppose, without loss of generality, that \( d = |y' - y'| \leq |z' - z'| \), and we consider two different cases.

- **Case 1.** Suppose that \( r = |z' - y'| \geq d/2 \). Using (6.7) centered around \( y_o \) instead of \( 0 \), we know that for some \( A^+ \) depending on \( y_o \),

\[
|h(x') - A^+ x'_{n-1}| \leq C_\alpha \varepsilon |x' - y'_o|^{1+\alpha}, \quad \text{for } x' \in B_{1/2}(y_o') \cap \{x_{n-1} \geq 0\}.
\]
Putting \( y' \) and \( z' \) in the previous expression yields
\[
|h(y') - A^+ y_{n-1}'| \leq C_\alpha \varepsilon |y' - y_0'|^{1+\alpha} \leq C_\alpha \varepsilon r^{1+\alpha},
\]
\[
|h(z') - A^+ z_{n-1}'| \leq C_\alpha \varepsilon |z' - y_0'|^{1+\alpha} \leq C_\alpha \varepsilon (d + r)^{1+\alpha} \leq C_\alpha \varepsilon r^{1+\alpha},
\]
from which
\[
|h(y') - h(z') - A^+(y_{n-1}' - z_{n-1}')| \leq C_\alpha \varepsilon r^{1+\alpha},
\]
and in particular, (6.5) holds with \( p_{y'} = A^+ \).

- **Case 2.** Suppose \( r = |z' - y'| \leq d/2 \). If \( B_d'(y') \not\subseteq \{x_{n-1}' \geq 0\} \), then \( y_0' \in \Delta_y \) belongs to the free boundary and the corresponding \( \Lambda_{\gamma(y_0'), \theta(y_0')} \) from Proposition 6.1 around \( y_0 \) is actually an hyperplane \( (\theta(y_0') = 0) \) with normal vector \( e_{\gamma(y_0')} \) (see Remark 6.2).

In particular, \( \partial E \) is \( C_\varepsilon d^{1+\alpha} \)-flat in the \( e_{\gamma(y_0') \cdot \theta(y_0')} \) direction in the ball \( B_d(y) \) thanks to Proposition 6.1. On the other hand, if \( B_d'(y') \subset \{x_{n-1}' \geq 0\} \), we consider again the corresponding \( \Lambda_{\gamma(y_0'), \theta(y_0')} \) from Proposition 6.1 around \( y_0 \). Then \( \partial E \) is \( C_\varepsilon d^{1+\alpha} \)-flat in the \( e_{\gamma(y_0') \cdot \theta(y_0')} \) direction in the ball \( B_d(y) \) (recall that \( e_{\gamma(y_0') \cdot \theta(y_0')} \) is the normal vector to \( \Lambda_{\gamma(y_0'), \theta(y_0')} \) in \( \{x_{n-1} \geq 0\} \)). In any case, noting that \( E \) is a set of minimal perimeter in \( B_d(y) \) we can apply the classical improvement of flatness (see Remark 5.4 in \( B_d(y) \)), to get
\[
|\nu(y) - \nu(z)| \leq C \varepsilon |y - z|^{\alpha},
\]
for some \( C \) depending only on \( n \). We have denoted here by \( \nu(x) \) for \( x \in \partial E \) the unit normal vector to \( \partial E \) pointed outwards with respect to \( E \) at the point \( x \).

Now notice that if \( \varepsilon \) is small enough depending only on \( n \), since \( |\nabla h| \leq C \varepsilon \),
\[
|\nu(y) - \nu(z)| \geq |\nabla h(y') - \nabla h(z')|,
\]
and on the other hand, \( |y - z| \leq |y' - z'| + |h(y') - h(z')| \leq 2|y' - z'| \) so that
\[
|\nabla h(y') - \nabla h(z')| \leq C \varepsilon |y' - z'|^{\alpha},
\]
from which (6.5) follows.

From (6.5) the result (6.4) follows by a covering argument. \( \square \)

With this, we can now prove Theorem 1.7.

**Proof of Theorem 1.7.** In the case \( \Phi \equiv \text{id} \) it is a direct consequence of Lemma 5.1 and Proposition 6.3 depending on whether the wedge \( \Lambda_{\gamma, \theta} \) is \( \varepsilon \)-flat or not. The case \( \Phi \neq \text{id} \) follows from standard perturbative arguments and is left to the interested reader. \( \square \)

### 7. Monotonicity formula and blow-ups

In this section we prove Proposition 1.9 and Corollary 1.10.

**Lemma 7.1** (Monotonicity formula for minimizers of (1.17)). Let \( E \subset \mathbb{R}^n \) satisfy (1.17) in \( B_2 \) (instead of \( B_1 \)) and suppose \( 0 \in \partial E \cap \partial \mathcal{O} \). Let us define
\[
\mathcal{A}(r) := \frac{P(E; \Phi(B_r))}{r^{n-1}}, \quad \text{for} \quad r > 0.
\]

Then,
(a) If \( \Phi \equiv \text{id} \) then \( \mathcal{A}'(1) \geq 0 \)
(b) If \( \Phi(0) = 0, \ D\Phi(0) = \text{id} \), and \([\Phi]_{C^1} \leq \eta_0\) for \( \eta_0 \in (0, 1) \) small enough depending only on \( n \) then

\[
\mathcal{A}'(1) \geq -C\eta_0
\]

for some \( C \) depending only on \( n \).

**Proof.** (a) The proof is similar to that of the classical monotonicity formula for minimal surfaces. Indeed, we take as a competitor to \( E \) in \( B_1 \) the dilation of \( E \) to \( B_{1-\varepsilon} \) and we extend it conically in the annulus. For simplicity in the following computations, from now on we rescale everything by a factor 2, so that we can deal with \( r = 1 \) and \( \mathcal{A}'(1) \).

As in [22], we take \( F \) defined as

\[
x \in F \iff \begin{cases} x \in E & \text{if } |x| > 1 \\ x/|x| \in E & \text{if } (1 - \varepsilon) \leq |x| \\ (1 - \varepsilon)^{-1}x \in E & \text{if } |x| < (1 - \varepsilon),\end{cases}
\]

that is, we first contract it by a factor \( 1 - \varepsilon \) and then extend conically \( F \) in the annulus \( B_1 \setminus B_{1-\varepsilon} \) to obtain a competitor for \( E \) in \( B_1 \).

Thus,

\[
P_{B_1}(E) \leq P_{B_1}(F) = (1 - \varepsilon)^{n-1}P_{B_1}(E) + P_{B_1 \setminus B_{1-\varepsilon}}(F). \tag{7.3}
\]

Now, dividing by \( \varepsilon \) and letting \( \varepsilon \downarrow 0 \), we obtain

\[
(n - 1)P_{B_1}(E) \leq \mathcal{H}^{n-2}(\partial E \cap \partial B_1). \tag{7.4}
\]

On the other hand, notice that

\[
\mathcal{A}'(1) = \int \frac{1}{\sqrt{1 - (x \cdot \nu(x))^2}}d\mathcal{H}^{n-2}_{\partial E \cap \partial B_1} - (n - 1)P_{B_1}(E), \tag{7.5}
\]

which combined with (7.4) yields the result in the case (a).

(b) The proof in this case is a perturbation of the proof in case (a). Now we have

\[
\Phi(0) = 0, \ D\Phi(0) \equiv \text{id} \quad \text{and} \quad |D^2\Phi| \leq \eta_0 \quad \text{in} \ B_1.
\]

The observation that allows us to control the errors is that, for all \( x_0 \in B_1 \),

\[
\Phi(x) = \Phi(x_0) + D\Phi(x_0)(x - x_0) + O(\eta_0|x - x_0|^2), \tag{7.6}
\]

\[
D\Phi(x_0) = \text{id} + O(\eta_0), \quad D\Phi(rx_0) = D\Phi(x_0) + O(\eta_0(1 - r)), \quad \forall r \in (0, 1). \tag{7.7}
\]

As a consequence, for \( r \in (0, 1] \) the maps \( \theta : (0, 1] \times \Phi(B_1) \to \Phi(B_r) \) defined by

\[
(r, x) \mapsto \Phi(r\Phi^{-1}(x))
\]

are bi-Lipschitz and are quasi-dilations with the estimate, for \( r \in (1/2, 1) \)

\[
|\theta(r, x) - \theta(r, x_0)| \leq r|x - x_0|(1 + C(1 - r)\eta_0). \tag{7.8}
\]

Indeed, (7.8) follows immediately from (7.6) and (7.7) if \( |x_0 - x| < (1 - r) \). For general \( x_0, x \) we use the previous case and the triangle inequality.

Now, repeat the proof for the case (a) after applying \( \Phi^{-1} \) and then check using (7.8) that the errors we make are small. Namely, we define \( F \) as in (7.2) but with \( E \) replaced by \( \Phi^{-1}(E) \). Note that \( \Phi(F) \) is a “competitor” of \( E \) in \( \Phi(B_1) \), namely, \( \Phi(A^\delta) \subset \Phi(F) \) and \( \Phi(F) \setminus \Phi(B_1) = E \setminus \Phi(B_1) \).

Now (7.3) must be replaced by

\[
P_{\Phi(B_1)}(E) \leq P_{\Phi(B_1)}(\Phi(F)) = P_{\Phi(B_1\setminus B_{1-\varepsilon})}(\Phi(F)) + P_{\Phi(B_1 \setminus 1\varepsilon)}(\Phi(F)). \tag{7.9}
\]
Now, using \((7.8)\) and \(\Phi(F) = \theta(1 - \varepsilon, E)\) in \(\Phi(B_{1 - \varepsilon})\), we obtain
\[
P_{\Phi(B_{1 - \varepsilon})}(\Phi(F)) \leq (1 - \varepsilon)^{n-1} P_{\Phi(B_1)}(E) + O(\eta_0 \varepsilon).
\]
and
\[
P_{\Phi(B_1 \setminus B_{1 - \varepsilon})}(\Phi(F)) = \varepsilon \mathcal{H}^{n-2}(\Phi(F \cap \partial B_1)) + O(\eta_0 \varepsilon).
\]
So that,
\[
P_{\Phi(B_1)}(E) \leq (1 - \varepsilon)^{n-1} P_{\Phi(B_1)}(E) + \varepsilon \mathcal{H}^{n-2}(\Phi(F \cap \partial B_1)) + O(\eta_0 \varepsilon).
\]
Dividing by \(\varepsilon\) and letting \(\varepsilon \downarrow 0\) we obtain
\[
(n - 1) P_{\Phi(B_1)}(E) \leq \mathcal{H}^{n-2}(\partial E \cap \Phi(\partial B_1)) + O(\eta_0).
\]
Now we conclude the proof observing that
\[
\mathcal{A}'(1) = \int \frac{\partial \theta(1, \Phi^{-1}(x))}{\sqrt{1 - (x \cdot \nu(x))^2}} dH^{n-2}_{\partial E \cap \Phi(B_1)} - (n - 1) P_{\Phi(B_1)}(E),
\]
and that \(|\partial \theta(1, \Phi^{-1}(x))| = 1 + O(\eta_0).\)

**Lemma 7.2** (Monotonicity formula for minimizers of \((1.17)\)). *Let \(E \subset \mathbb{R}^n\) satisfy \((1.17)\) and suppose \(0 \in \partial E \cap \partial \mathcal{O}\). Let us define
\[
\mathcal{A}_E(r) := \frac{P(E; \Phi(B_r))}{r^{n-1}}, \quad \text{for } r > 0.
\]
Then,
(a) If \(\Phi \equiv \text{id}\) then \(\mathcal{A}' \geq 0\) for \(r \in (0, 1)\). Moreover, \(\mathcal{A}' \equiv 0\) (i.e., \(A\) constant) if and only if \(E\) is a cone (i.e., \(E = E_t\) for any \(t > 0\)).
(b) If \(\Phi(0) = 0\), \(D\Phi(0) = \text{id}\), and \([\Phi]_{C^{1,1}} \leq \eta_0\) for \(\eta_0 \in (0, 1)\) small enough depending only on \(n\) then
\[
\mathcal{A}_E'(r) \geq -C\eta_0
\]
for some \(C\) depending only on \(n\).

**Proof.** It follows by scaling Lemma 7.1 Part (a) is immediate, being the cone condition an immediate consequence of \((7.5)\). For part (b), let us define, for any \(\lambda > 0\), \(\Phi^\lambda := \lambda \Phi\left(\frac{1}{\lambda} \cdot\right)\), and
\[
\mathcal{A}_{E}^\lambda(r) := \frac{P(E; \Phi^\lambda(B_r))}{r^{n-1}}, \quad \text{for } r > 0.
\]
Note now, that
\[
\mathcal{A}_E(r) = \frac{P(E; \lambda \Phi(B_r))}{\lambda^{n-1} r^{n-1}} = \frac{P(E; \Phi^\lambda(B_{\lambda r}))}{\lambda^{n-1} r^{n-1}} = \mathcal{A}_{\lambda E}^\lambda(\lambda r).
\]
Differentiating both sides with respect to \(r\) we obtain
\[
\mathcal{A}_E'(r) = \lambda \left(\mathcal{A}_{\lambda E}^\lambda\right)'(\lambda r).
\]
On the other hand, applying Lemma 7.1 with \(\lambda E\) and \(\Phi^\lambda\),
\[
(\mathcal{A}_{\lambda E}^\lambda)'(1) \geq -C[\Phi^\lambda]_{C^{1,1}(B_1)}(1) \geq -C\lambda^{-1}\eta_0.
\]
Putting it together with \((7.12)\) and fixing \(\lambda = r^{-1}\) we obtain
\[
\mathcal{A}_E'(r) = r^{-1} \left(\mathcal{A}_{\lambda E}^\lambda\right)'(1) \geq -C\eta_0,
\]
as we wanted to see. □

We now recall the well-known density estimates lemma for perimeter minimizers. It is a very standard result in the theory of minimal surfaces which can be found extensively in the literature. We mention, for example, the survey [21].

**Lemma 7.3.** Let $E \subset \mathbb{R}^n$ be a minimizer of the perimeter in $B_{r_0}$ for some $r_0 > 0$, such that $0 \in \partial E$. Then,

$$|E \cap B_r| \geq cr^n,$$

$$|E^c \cap B_r| \geq cr^n, \quad \text{for all} \quad r \in (0, r_0),$$

for some $c$ constant depending only on the dimension $n$.

We have a similar lemma for supersolutions to the minimal perimeter problem.

**Lemma 7.4.** Let $E^+ \subset \mathbb{R}^n$ be a supersolution to the minimal perimeter problem in $B_{r_0}$ for some $r_0 > 0$, such that $0 \in \partial E^+$. Then,

$$|(E^+)^c \cap B_r| \geq cr^n, \quad \text{for all} \quad r \in (0, r_0),$$

for some $c$ constant depending only on the dimension $n$.

**Proof.** This is standard, and follows exactly the same as Lemma 7.3. □

Let us now prove the following proposition, stating that in order to prove that at some scale the solution is close enough to a wedge, it is enough to classify conical solutions.

**Proposition 7.5.** Assume that in some dimension $n \geq 2$ the wedges $\Lambda_{\gamma, \theta}$ are the only cones $E \subset \mathbb{R}^n$ satisfying (1.17) with $\Phi = \text{id}$ and any $\delta > 0$.

Assume that, for some $\delta > 0$, the set $E \subset \mathbb{R}^n$ with $P(E; B_1) < \infty$ satisfies $\Phi(\Lambda^\delta) \cap B_1 \subset E$ and (1.17), with $\Phi$ a $C^{1,1}$ diffeomorphism.

Then, for any $\varepsilon > 0$, there exists $\rho > 0$ depending only on $n$, $\varepsilon$, and $\|\Phi\|_{C^{1,1}}$, and $\|D\Phi^{-1}\|_{L^{\infty}}$, such that if $x_0 \in \partial E \cap \partial \Omega \cap \overline{B_1}/2$, then

$$\rho^{-1}(R_{x_0} E - x_0) \quad \text{is} \quad \varepsilon \text{-close to} \quad \Lambda_{\gamma, \theta},$$

for some $\gamma$ and $\theta$ as in (1.11) and for some rotation $R_{x_0}$ depending only on $x_0$.

**Proof.** After a translation, let us start by assuming that $x_0 = 0$. Let us also take a rotation $R_{x_0}$ of the whole setting, in such a way that, if we denote $\Phi_k := k\Phi$, then $R_{x_0} \Phi_k(\Lambda^\delta)$ converges in Hausdorff distance locally to $\Lambda^{\delta'}$ as $k \to \infty$ for some $\delta' > 0$ (i.e., we take the blow-up of a Lipschitz boundary). Notice that the value $\delta'$ is determined only by $\delta$ and $\Phi$. By redefining $\Phi$ if necessary, let us assume $R_{x_0} = \text{id}$ for simplicity. (Note that we could also argue via Lemma 2.6.)

Let us argue by contradiction, and assume that the thesis does not hold.

Let $\rho_k = k^{-1}$, and consider the sequence of sets $E_k = \rho_k^{-1} E$. Notice that, for $\Phi_k := k\Phi$, each $E_k$ fulfils $\Phi_k(\Lambda^\delta) \cap B_k \subset E_k$ and solves a thin obstacle problem of the type

$$P(E_k; B_k) \leq P(F; B_k) \quad \forall F \text{ such that } E_k \setminus B_k = F \setminus B_k \text{ and } \Phi_k(\Lambda^\delta) \cap B_k \subset F. \quad (7.13)$$

Recall that the set $\Phi_k(\Lambda^\delta)$ converges in Hausdorff distance to $\Lambda^{\delta'}$ as $k \to \infty$. From minimality, we have compactness in $L^1_{\text{loc}}$ of $E_k$, so that, up to a subsequence, $E_k \overset{L^1_{\text{loc}}}{\longrightarrow} E_\infty$,
for some constant $B$ to the minimal perimeter problem in

\[ E = \Lambda \delta \subset E_\infty. \]

It immediately follows that $0 \in \partial E_\infty$.

On the other hand, by the density estimates in Lemma 7.4, since each $E_k$ is a supersolution to the minimal perimeter problem in $B_1$ and $0 \in \partial E_k$ for all $k$, we have

\[ |E_k^c \cap B_r| \geq cr^n, \quad \text{for all } r \in (0, 1), \]

for some constant $c$. The convergence in $L^1_{loc}$ implies that the limit also fulfils $|E_\infty^c \cap B_r| \geq cr^n$, and therefore $0 \in \partial E_\infty$.

Using the same notation as in the proof of Lemma 7.2 (see (7.11)), we know

\[ A_E(r) = A_{E_k}(kr), \quad \text{for all } r > 0. \]

Notice, also, that

\[ A_{E_k}(r) \to A_{E_\infty}(r) := \frac{P(E; B_r)}{r^{n-1}} \quad \text{locally as } k \to \infty, \]

where we are using the $L^1_{loc}$ convergence of $E_k$ to $E_\infty$, and the fact that $\Phi^k = k\Phi(k^{-1} \cdot) \to$ id as $k \to \infty$ in $C^1_{loc}$. In particular, we have that

\[ \lim_{r \downarrow 0} A_E(\rho) = A_{E_\infty}(r), \quad \text{for all } r > 0. \]

Thanks to Lemma 7.2 part (b), the left-hand side limit is well defined. That is, $A_{E_\infty}(r)$ is bounded and constant for any $r > 0$, which, from Lemma 7.2 part (a) implies that $E_\infty$ is a cone ($tE_\infty = E_\infty$ for any $t > 0$). By assumption, therefore, $E_\infty = \Lambda_\gamma, \theta$ for some $\gamma$ and $\theta$; and we have that $E_k$ is converging in $L^1_{loc}$ to some $\Lambda_\gamma, \theta$.

Finally, in order to reach the contradiction, let us show that the convergence of $\partial E_k$ to $\partial E_\infty$ is in Hausdorff distance locally, which will complete the proof.

Suppose that is not. That is, after extracting a subsequence, we can assume that there exists some sequence of points $y_k \in \partial E_k$ such that $y_k \to y_\infty$ and $\text{dist}(y_k, \partial E_\infty) > \varepsilon > 0$ for some $\varepsilon > 0$ and for all $1 \leq k \leq \infty$. We have a dichotomy, either $y_\infty \in E_\infty$ or $y_\infty \in E_\infty^c$.

Let us now use the density estimate in Lemma 7.4. If $y_\infty \in E_\infty$, then, after a subsequence if necessary, $|E_k^c \cap B_\varepsilon(y_k)| \geq c\varepsilon^n$ but $|E_\infty^c \cap B_\varepsilon(y_\infty)| = 0$, which is a contradiction with the $L^1_{loc}$ convergence. On the other hand, if $y_\infty \in E_\infty^c$, assume that after a subsequence $y_k \in E_\infty^c$ for all $k > 0$. We have that for $k$ large enough $y_k \in \partial E_k$ is a point around which $E_k$ is a minimal surface (being $E_\infty$ a barrier from below). That is, we can use the classical density estimates for minimal surfaces in Lemma 7.3 to reach that $|E_k \cap B_\varepsilon(y_k)| \geq c\varepsilon^n$ but $|E_\infty \cap B_\varepsilon(y_\infty)| = 0$, again, a contradiction.

Thus, in order to prove Corollary 1.10 it will be enough to classify cones.

**Proof of Proposition 1.9.** The proof is by induction on the dimension $n$.

**Step 1:** Base case. Dimension $n = 2$.

Assume that $\Sigma^2 \subset \mathbb{R}^2$ is a cone satisfying (1.17), in other words, the boundary of $\Sigma^2$ in $B_1$ consists of radii of length one. By assumption, we have $(0, -1) \in \Sigma^2 \cap S^1$. Now, if $\Sigma^2$ were not a wedge (that is, if $\Sigma^2 \cap S^1$ were disconnected) then the convex hull of $\Sigma^2 \cap B_1$ would be a set containing the obstacle (it contains $\Sigma^2$) and having strictly less relative perimeter in $B_1$ than $\Sigma^2$. This would contradict the minimality of $\Sigma^2$—i.e. (1.17).

**Step 2:** Induction step. Suppose that it holds up to dimension $n - 1 \geq 2$. Let us show it for dimension $n$. 


Let us first prove regularity of the cone around contact points. Assume that we have, without loss of generality, \( x_o = e_1 = (1, 0, \ldots, 0) \in \partial \Sigma \cap \partial B_1 \). The first thing to notice is that the blow up of \( \Sigma \) around \( x_o \) is a wedge \( \Lambda_{\gamma, \theta} \). Indeed, the blow-up is a cone by the monotonicity formula, and thanks to the fact that \( \Sigma \) is a cone and \( x_o = e_1 \), we get that the blow up at \( x_o \) must be of the form \( \mathbb{R} \times \Sigma^{n-1} \); where now \( \Sigma^{n-1} \subset \mathbb{R}^{n-1} \) is a cone in \( n-1 \) dimensions such that satisfies (1.17) (also taking \( \Lambda^\delta \) in \( n-1 \) dimensions). In particular, by induction step, \( \Sigma^{n-1} = \Lambda_{\gamma, \theta}^{n-1} \subset \mathbb{R}^{n-1} \), where \( \Lambda_{\gamma, \theta}^{n-1} \) denotes \( \Lambda_{\gamma, \theta} \) as seen in \( n-1 \) dimensions. This immediately yields that the blow up at \( x_o \) is a wedge of the form \( \Lambda_{\gamma, \theta} \). By Proposition 7.5 and Theorem 1.7, \( \partial \Sigma \) is a smooth minimal surface around any \( x_o \in \partial \Sigma \cap \{ x_{n-1} = 0 \} \) in \( \{ \pm x_{n-1} \geq 0 \} \uparrow \) up to \( x_{n-1} = 0 \).

Let us separate the proof between both sides \( \pm x_{n-1} \geq 0 \), and let us focus first on \( x_{n-1} \geq 0 \) (the other side follows analogously). We can now take \( s^* = \max \{ s \geq \delta : \Lambda^s \subset \Sigma \in x_{n-1} \geq 0 \} \). Notice that it is indeed a maximum, since it is enough to check that \( \Lambda^s \cap S^{n-1} \subset \Sigma \cap S^{n-1} \), where \( S^{n-1} \subset \mathbb{R}^n \) denotes the \( (n-1) \)-dimensional sphere.

The boundaries \( \partial \Sigma \cap S^{n-1} \) and \( \partial \Lambda^{s^*} \cap S^{n-1} \) must touch at a point \( x_o \in \{ x_{n-1} \geq 0 \} \). If \( x_o \in \{ x_{n-1} > 0 \} \), then by the strong maximum principle for minimal surfaces we must have \( \Sigma \cap \{ x_{n-1} \geq 0 \} \subset \{ x_{n-1} = 0 \} \), where \( \Sigma \) denotes the connected component of \( \Sigma \backslash \{ x_{n-1} = x_n = 0 \} \) that contains the thin obstacle \( \mathcal{O} \) (which, in this case, is flat). On the other hand, if \( x_o \in \{ x_{n-1} = x_n = 0 \} \), then we have previously shown (by induction and dimension reduction) that \( \partial \Sigma \cap \{ x_{n-1} \geq 0 \} \) is \( C^1 \) up to its boundary around the points \( x_o \) and touches the half-plane of \( \partial \Lambda^{s^*} \) tangentially at \( x_o \). Using the boundary strong maximum principle (Hopf lemma) we obtain again that \( \Sigma \cap \{ x_{n-1} \geq 0 \} \).

We can now repeat the argument, but opening \( \Lambda_{\gamma, \theta} \) instead, until we reach another connected component of \( \Sigma \backslash \{ x_{n-1} = x_n = 0 \} \). Proceeding iteratively, this yields that \( \Sigma \) must be one dimensional; that is, \( \Sigma \) is the cone \( \mathbb{R}^{n-2} \times \mathbb{S}^2 \) for some cone \( \mathbb{S}^2 \subset \mathbb{R}^2 \). By the base case in Step 1 minimality implies that \( \mathbb{S}^2 \) must be a convex angle and hence \( \mathbb{R}^{n-2} \times \mathbb{S}^2 \) is a wedge.

Once cones are classified, we can proceed with the proof of Corollary 1.10.

**Proof of Corollary 1.10.** We will apply Theorem 1.7 after a translation, rotation, and scaling. We have to check that the hypotheses are fulfilled.

By definition of minimizer of 1.16 (see Definition 1.3) there exist \( \delta_k \downarrow 0, E_k \) minimizing \( 1.16 \) such that \( \chi_{E_k} \to \chi_E \) in \( L^1(B_1) \). For each \( E_k \) let \( x_o \) be any point in \( B_{1/2} \cap \partial E_k \cap \partial \mathcal{O} \). Let \( E_k^{x_o, \rho} := \psi_{x_o}(E_k) = \rho^{-1}(R_{x_o}E_k - x_o) \), where \( \psi_{x_o} \) denotes the change of coordinates from Lemma 2.6. Let us also denote \( \phi_{x_o} := \Phi \) the new diffeomorphism (also from Lemma 2.6).

Thus, \( E_k^{x_o, \rho} \) is a minimizer of the \( \delta \)-thin obstacle problem around \( x_o \) with diffeomorphism \( \phi_{x_o} \) such that \( \phi_{x_o}(0) = 0, D\phi_{x_o}(0) = \text{id} \), and \( [\phi_{x_o}]_{C^{1,\gamma}(B_1)} \leq C\rho \) thanks to Lemma 2.6.

On the other hand, as a consequence of Proposition 1.9 and Proposition 7.5 in any dimension \( n \geq 2 \), we reach that, for \( \rho \) small enough, \( E_k^{x_o, \rho} \) is \( \varepsilon_o \)-close to \( \Lambda_{\gamma, \theta} \) for some \( \gamma \) and \( \theta \). Also, for \( \rho \) small enough, we will have \( [\phi_{x_o}]_{C^{1,\gamma}(B_1)} \leq C\rho \).
constant in Theorem 1.7. Therefore, applying Theorem 1.7 to $E_k^{x_0, \rho}$ (and shrinking by a factor $\rho$) we obtain that $\partial E_k$ has the following $C^{1, \alpha}$ structure in $B_{\rho/2}(x_0)$. Either:

(a) In appropriate coordinates $y$, $(\Phi^{x_0})^{-1}(R_{x_0}(\partial E_k - x_0))$ is the graph $\{y_n = h(y')\}$ of a function $h \in C^0(B_{\rho/2}^+)$ satisfying $h \in C^{1, \alpha}(B_{\rho/2}^+) \cap C^{1, \alpha}(\overline{B_{\rho/2}^-})$. Moreover, we have $h \geq 0$ on $y_{n-1} = 0$ and $\nabla h$ is continuous on $\{y_{n-1} = 0\} \cap \{h > 0\}$.

or

(b) $R(\partial E_k - x_0) \cap B_{\rho/2}$ is the union of two $C^{1,1}$ surfaces that meet on $\partial O$ with full contact set in $B_{\rho/2}$.

Now we deduce in case (a) that in some new coordinates with origin at $x_0$ we have $\Phi^{-1}(\partial E_k)$ is the graph $\{z_n = \tilde{h}(z')\}$ of a function $\tilde{h} \in C^0(B_{\rho}^+)$ satisfying $\tilde{h} \in C^{1, \alpha}(B_{\rho}^+) \cap C^{1, \alpha}(\overline{B_{\rho}^-})$. Moreover, we have $\tilde{h} \geq 0$ on $z_{n-1} = 0$ and $\nabla \tilde{h}$ is continuous on $\{z_{n-1} = 0\} \cap \{\tilde{h} > 0\}$.

Since (a)-(b) holds with for $E_k$ with estimates independent of $k$, we can pass to the limit and show that (a)-(b) also holds for $E$.

Finally, if the alternative (b) near some point $x_0$ then using that $\partial O$ is of class $C^{k, \beta}$ and the classical $C^{k, \beta}$ regularity up to the boundary results for minimal surfaces [17], we obtain that $\partial E$ splits into two $C^{k, \beta}$ minimal surfaces with boundary in a small ball around $x_0$.

**Proof of Theorem 1.1.** After having introduced the appropriate notion of solution, we have that Theorem 1.1 corresponds to Corollary 1.10.

**References**

[1] I. Athanasopoulos, L. Caffarelli, *Optimal regularity of lower dimensional obstacle problems*, Zap. Nauchn. Sem. S. Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 310 (2004), Kraev. Zadachi Mat. Fiz. i Smezh. Vopr. Teor. Funkts. 35 (34), 49-66, 226 [translation in J. Math. Sci. (N. Y.) 132(3), 274-284].

[2] I. Athanasopoulos, L. Caffarelli, S. Salsa, *The structure of the free boundary for lower dimensional obstacle problems*, Amer. J. Math. 130 (2008), 485-498.

[3] E. Bombieri, E. De Giorgi, and E. Giusti, *Minimal cones and the Bernstein problem*, Invent. Math. 7 (1969), 243-268.

[4] H. Brézis, D. Kinderlehrer, *The smoothness of solutions to nonlinear variational inequalities*, Indiana Univ. Math. J 9 (1974), 831-844.

[5] L. Caffarelli, *The regularity of free boundaries in higher dimensions*, Acta Math. 139 (1977), 155-184, 1977.

[6] L. Caffarelli, *Further regularity for the Signorini problem*, Comm. Partial Differential Equations 4 (1979), 1067-1075.

[7] L. Caffarelli, *The obstacle problem revisited*, J. Fourier Anal. Appl. 4 (1998), 383-402.

[8] L. Caffarelli, A. Cordoba, *An elementary regularity theory of minimal surfaces*, Differential Integral Equations 6 (1993), no. 1, 1-13.

[9] M. de Acutis, *Regolarità di frontiere minimali con ostacoli sottili* (Italian), Rend. Sem. Mat. Univ. Padova 61 (1979), 133-144.

[10] M. Focardi, E. Spadaro, *How a minimal surface leaves a thin obstacle*, arXiv:1804.02890.

[11] E. De Giorgi, *Frontiere orientate di misura minima* (Italian), Seminario di Matematica della Scuola Normale Superiore di Pisa, 1960-61 Editrice Tecnico Scientifica, Pisa 1961.

[12] E. De Giorgi, *Problemi di superfici minime con ostacoli: forma non cartesiana* (Italian), Boll. Un. Mat. Ital. (4) 8 (1973), suppl. no. 2, 80-88.
[13] E. Giusti, *Non-parametric minimal surfaces with discontinuous and thin obstacles*, Arch. Rational Mech. Anal. 49 (1972), 41-56.

[14] E. Giusti, *Minimal surfaces and functions of bounded variation*, Monographs in Mathematics, Vol. 80. Birkhäuser Verlag, Basel (1984).

[15] E. Giusti, *Minimal Surfaces with Obstacles* (2010). In: Bombieri E. (eds) Geometric Measure Theory and Minimal Surfaces. C.I.M.E. Summer Schools, vol 61. Springer, Berlin, Heidelberg.

[16] S. Hildebrandt, J. Nitsche, *Minimal surfaces with free boundaries*, Acta Math. 143 (1979), 251-272.

[17] R. Jensen, *Boundary regularity for variational inequalities*, Indiana Univ. Math. J. 29 (1980), 495-504.

[18] D. Kinderlehrer, *The regularity of minimal surfaces defined over slit domains*, Pacific J. Math. 37 (1971), 109-117.

[19] D. Kinderlehrer, *How a minimal surface leaves an obstacle*, Acta Math. 130 (1973), 221-242.

[20] O. Savin, *Regularity of flat level sets in phase transitions*, Ann. of Math. 169 (2009), 41-78.

[21] O. Savin, *Phase transitions, minimal surfaces and a conjecture of De Giorgi*, Current developments in mathematics, 2009, 59-113, Int. Press, Somerville, MA, 2010.

[22] O. Savin, *Minimal surfaces and minimizers of the Ginzburg-Landau energy*, Symmetry for elliptic PDEs, 43-57, Contemp. Math., 528, Amer. Math. Soc., Providence, RI, 2010.

[23] J. Simons, *Minimal varieties in Riemannian manifolds*, Ann. of Math. 88 (1968), 62-105.

ETH Zürieh, Department of Mathematics, Rämistrasse 101, 8092 Zürich, Switzerland

*Email address: xavierfe@math.ethz.ch*

ETH Zürieh, Department of Mathematics, Rämistrasse 101, 8092 Zürich, Switzerland

*Email address: joaquim.serra@math.ethz.ch*