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In the past two decades, the computer technology industry has developed rapidly, and the geological prospecting industry is also undergoing a computerized and electronic revolution. The application technology of new geological information systems is gradually adding us to the spatial information system of geological prospecting projects. In order to deeply study the current situation of the artificial neural network model in the spatial analysis of our country’s geographic information system, this paper uses the traditional classification analysis method; database analysis and neural network analysis method of compensating samples were collected, an artificial model of the network is established, and the algorithm is simplified. And a neural network model is created. In the research of A and B counties’ geographic information system, using a new network model, 61 geological disasters were found in County A, of which 47 were landslides, 4 collapses, and 10 unstable slopes. There were 19 geographical disasters in County B, including 9 unstable slopes, 6 landslides, and 4 collapses. In terms of geographic prediction combined with the network model, the comparison with the actual situation shows that the geographical distribution is 99.7% in the geographical and geological disaster-prone areas, and the geographical distribution is less in the non-prone areas, with a proportion of 0.3%. Geographical disaster-prone areas of low points accounted for 76.9%, and the number of disaster-affected points in the low-prone areas accounted for 22.8%. The geographical and geological grades divided by the evaluation model are basically consistent with the actual grades, which can meet the needs of geographic evaluation. It is basically realized that starting from the model’s geographic information system, a more comprehensive and practical artificial neural network model is designed.

1. Introduction

Prior to the rapid development of computer science and technology, geographic information has very limited application, and it was generally regarded as the scientific application of natural environment, surveying, drawing, water conservancy, and other disciplines. Now we all know that geographic information system is a computer-based tool to solve various geographical problems. Geographic Information System helps us understand and find ways to solve difficult problems by collecting information related to geography. For various objects around, such as rivers, streets, residential areas, etc., the geographic information system stores them in the database in the form of data and dynamically links them to the map. When the actual object changes, the data associated with it in the database should also be sent and changed, and the output mapping will be updated accordingly with the database.

As an important component of various geological exploration databases, the current application is mainly for the large number of initial flows of geological exploration-related work to drain into the database and perform corresponding work in the database, while ensuring the absolute safety of the data in the database. In this way, the storage rate
of the project can be improved, the progress of the project can be grasped in time, the quality is guaranteed, the inspection and clearance during the project completion can be further strengthened, and the problems existing in the project development process can be corrected. With the continuous improvement and maturity of the system functions of the geological prospecting supervision platform, the data storage module will further realize and improve the data entry and management functions for the two types of data existing in the process of geological prospecting projects: spatial data sets and nonspatial data sets. The function of the data storage module is applied to handheld devices, making it more convenient for geologists to use it in the field and providing better services for geological prospecting work.

In 2018, based on the characteristics of groundwater pollution in typical research areas, Li first selected the main control factors for risk assessment of karst groundwater pollution in mountainous areas. On this basis, the method of quantitative factors was determined, and the risk evaluation index system of karst groundwater pollution was established. In order to overcome the shortcomings of the method of determining factor weights in traditional evaluation methods, Li determines the structure of the artificial neural network model by combining selected evaluation factors. And the weight coefficient of each layer of evaluation factors is calculated. On this basis, a risk assessment model for karst groundwater pollution was established. And the geographic information system to superimpose the weight of each sublayer was used, and the groundwater pollution risk zoning evaluation map of the typical research area was made. The method he adopted can comprehensively and objectively reflect the fact that groundwater pollution is controlled by multiple factors and reveal the nonlinear characteristics of the pollution process. However, his research focuses on building models rather than optimizing algorithms. The proposed algorithm is still not easy to understand and operate [1]. In 2016, Arabgol provided a set of easily measurable groundwater quality variables (including water temperature, conductivity, groundwater depth, total dissolved solids, dissolved oxygen, pH, land use, and seasons of the year) as input variables to predict nitric acid salt concentration tool. The data set includes 160 water samples, representing 40 different wells, and monitored for 1 year. The relevant parameters of the best SVM model are obtained using a combination of 4-fold cross-validation and grid search technology. The optimal model is used to predict the concentration of nitrate in the aquifer of Arak Plain. The SVM model predicts that the nitrate concentration in the data set during the training and testing phases has a fairly high correlation with the measured value (0.92 and 0.87, resp.), and the root mean square error is 0.086 and 0.111, respectively. Finally, a trained SVM model and a geographic information system (GIS) interpolation scheme were used to map the nitrate concentration in groundwater for all four seasons, and the results were compared with a physical-based (flow and pollutant) model. Overall, the results show that the SVM model can be used as a fast, reliable, and cost-effective method for evaluating and predicting groundwater quality. However, there are errors in his research process, leading to deviations in the results [2]. In 2016, Ilia determined the location of the landslide through field investigations and interpretation of aerial photos, thereby constructing a list map containing 132 landslide events, and at the same time determined and used 8 influencing variables. All variables related to the landslide are converted into a 5 × 5-meter floating-point raster file. These input raster layers include lithology unit layer, elevation layer, slope angle layer, aspect layer, distance from structural feature layer, distance from hydrological network layer, topographic moisture index layer, and curvature layer. Validation of the developed model was achieved by using a subset of unprocessed landslide data, showing a satisfactory agreement between the expected and existing landslide sensitivity levels, and the area under the predicted rate curve is estimated to be 0.808. The area under the success rate curve is estimated to be 0.828, indicating that the classification rate of the existing landslide area is very high. According to the results of sensitivity analysis, the “yellow-gray-to-white marl” lithology unit is the most sensitive, and the relative frequency of its landslide changes the most. The overall results of the analysis performed provide key knowledge for successful land use planning and management practices and risk reduction projects. However, he only sampled and collected data on the landslide, and the result was too small and unrepresentative, lacking comprehensiveness [3].

The innovations of this article are as follows: (1) The development history and status quo of artificial neural networks are analyzed [4]. The two unsupervised learning network algorithms are analyzed and researched, and the two calculation processes are tested. (2) The accuracy of the model is improved by using geological information to calculate the marriage, and the improved algorithm reduces the predictability of the data sequence improves the classification effect of the network. (3) Finally, through experiments and mutual comparisons, efficient classification can be achieved, reducing the number of interactions, simplifying adaptive calculations, simplifying algorithms, and improving classification accuracy and output data efficiency [5]. Through the above work, the safety and reliability of the artificial neural network model in the spatial analysis of geographic information systems have been improved [6].

2. Design and Realization Method Based on the Research of Artificial Neural Network Model in Geospatial Analysis

2.1. Artificial Neural Network. Artificial neural network (ANN) is based on the cognitive foundation of medical neurosurgery of the human nervous system, exploring the use of computer systems to simulate the human nervous system so that the computer system can be constructed like a nervous system [7]. The human brain can perform working
memory and processing. If a network system can process things like the human brain, then it becomes a processing process similar to the human brain. The artificial intelligence consists of a large number of simple small cells [8]. It is the reproduction and purpose of the system. Among a large number of factors in various parts, a large number of units are widely produced. It is a general network of the human brain, formed by experiments and simulations, and it represents the characteristics of the human brain. It is similar to the human brain in two ways: strong self-regulation ability, able to learn and train, and gain knowledge through training; information can be learned knowledge (synaptic weights) stored in internal neurons.

As early as the early twentieth century, scientists had to imitate the brain tissue structure model and design a new structure model processed by computer, and storage and processing methods and adopt storage and processing methods that are closer to artificial nerves, solving experimental methods and actual status. It can greatly improve the operating efficiency of the computer, so it is proposed in [9]. In the 1980s and 1990s, the network once again achieved considerable development, with powerful efficiency, and simplification of any algorithm, and the efficiency of related algorithm processes was greatly improved [10].

2.2. Geographic Information System. Geographical information system is a flowchart for collecting, managing, analyzing, and displaying related geographic paths in the whole or part of the land space under the support of contemporary science and technology [11]. Around the 1960s, a country developed the world’s first geographic information system in order to facilitate the collection of site geological composition [12]. In the late 1960s, the United States launched a census plan, which realized the sampling and analysis of data from various parts of the country, and it was also used for road and communication management. It has taken the initial form of a contemporary information system. In the 1980s and 1990s, various types of geographical systems began to appear. With the maturity of science and technology, the rapid progress of collection, and the gradual improvement of scientific and technological theories, the system technology has gradually matured and is gradually being recognized and accepted by people. Geographical information system has a large number of professional research methods, which are related links for geological analysis. It can combine the spatial geographic location of various objects with corresponding views, reorganize the information according to the needs of users, and obtain satisfactory results for users through spatial analysis tools such as data mining, network analysis, and buffer analysis. It is scientific, intuitive, real-time, and diverse in functions. It is an efficient decision-making method [13].

2.3. Network Model. The network model is formed by a large number of neurons connected to each other. Although the structure of the neuron is more complicated, the function it realizes is very simple [14]. The reason why artificial neural networks have strong interaction capabilities is that they are composed of many structural units according to certain interactive connections [15]. According to the past categories of artificial neural networks, artificial neural networks are divided into two types: neural networks that interact with themselves and neural networks that have no interaction with themselves. The two types of artificial neural networks mentioned above will be introduced below.

2.3.1. Noninteractive Neural Network. Noninteractive neural network is a kind of neural network without feedback. It has a forward structure and a mutual combination structure, and has an obvious layered structure. Therefore, from the appearance, it is composed of several identical layers and there is no interconnection between them. Network composition: the signal from entering the interaction layer to the end layer is connected in a single direction. Neurons are connected from the starting layer to the next layer [16]. Each neuron only accepts the output of the neuron in the previous layer as input and outputs it to the unit below. There is no connection between the same neurons. An example of a noninteractive neural network is shown in Figure 1 [17]. This article is about the most widely used noninteractive neural network.

As can be seen from Figure 1, A is the noninteractive starting value, B is the average between the starting layer node and the intermediate value, C is the weight between the intermediate layer node and the final layer node, and D is the final layer node, the last value.

2.3.2. Interactive Neural Network. Interactive neural network is an interactive model, as shown in Figure 2 [18]. The interactive neural network also includes the initial value, the intermediate value, and the result value. Each unit simultaneously uses its own result value as an input to interact with other units, and it takes a period of work to reach stability. If the total number of neurons is M, then each neuron has M inputs and one output; that is, each neuron must be connected with other neurons [19]. Its starting value is A, the average number between the starting layer node and the middle layer is B, and the subsequent result value is D. The most widely used interactive neural network is a neural network site [20].

According to Figure 2 we can derive the algorithm steps and mathematical derivation of the BP neural network. The BP neural network algorithm is divided into nine steps:

First, make the network general: take m arbitrary values in (−1, 10) and copy these arbitrary values to the interaction value between each layer, set the error function d, and determine the exact value λ and the maximum number of learning W [21].

Secondly, choose a starting value and its corresponding predicted value in the collected data arbitrarily:

\[ a(n) = (a_1(n), a_2(n), \ldots, a_m(n)) \]

\[ p_i(n) = (p_1(n), p_2(n), \ldots, p_o(n)). \]  \hspace{1cm} (1)
According to the mathematical formula, calculate the input and output of the hidden layer:

\[
\begin{align*}
kc_k (n) &= \sum_{c=1}^{m} v_{ck} a_c (n) - e_k \quad k = 1, 2, \ldots, b, \\
ku_k (n) &= s(kc_k (n)) \quad k = 1, 2, \ldots, b, \\
xc_u (n) &= \sum_{k=1}^{b} v_{ku_k} ku_k (n) - e_u \quad u = 1, 2, \ldots, o, \\
xu_u (n) &= s(xc_u (n)) \quad u = 1, 2, \ldots, o.
\end{align*}
\]

(2)

Calculate \( \alpha_u (n) \). The first is the error between the real output and the predicted value [22], and then calculate \( \alpha_u (n) \) of each node of the error to the result value:

\[
\begin{align*}
\frac{\alpha f}{ax_{ku}} &= \frac{\alpha f}{ax_{cu}} \frac{ax_{cu} (n)}{ax_{ku}} \\
\frac{ax_{cu} (n)}{ax_{ku}} &= \frac{\alpha}{\alpha_k} \frac{\left( \sum_{k=1}^{q} v_{ku_k} ku_k (n) - p_u \right)}{ax_{ku}} = ku_k (n), \\
\frac{\alpha f}{ax_{cu} (n)} &= \frac{\alpha}{\alpha_k} \frac{\left( \frac{1}{2} \sum_{u=1}^{o} \left( g_u (n) - xu_u (n) \right)^2 \right)}{ax_{cu} (n)} \\
&= -(g_u (n) - xu_u (n)) xu_u (n) \\
&= -(g_u (n) - xu_u (n)) s' (xc_u (n)) \equiv -\beta_u (n).
\end{align*}
\]

(3)
Calculate $\beta_k(n)$, and use the connection average of the intermediate value to the result value, the output value of $\beta_u(n)$, and the output of the intermediate value to calculate the error $\beta_k(n)$ for each node of the process value:

$$\frac{af}{akc_k(n)} - \frac{af}{aku_k(n)} = \sum_{i=1}^{n} \beta_i(n)v_{ku}(n)k(\alpha_k(n)) \approx -\beta_k(n).$$

(4)

Modify the connection weight $v_{ku}(n)$, and use $\beta_u(n)$ of each node of the output layer and the output of each node of the hidden layer to modify the connection weight $v_{ku}(n)$:

$$\Delta v_{ku}(n) = -\gamma \frac{af}{av_{ku}} = \gamma \beta_u(n)ku_k(n)$$

(5)

$$v_{ku}^{M+1} = v_{ku}^M + \theta \beta_u(n)ku_k(n).$$

Modify the connection weight $v_{ck}(n)$, and use $\beta_k(n)$ of each node of the hidden layer and the input of each node of the input layer to modify the connection weight $v_{ck}(n)$:

$$v_{ck}^{M+1} = v_{ck}^M + \theta \beta_k(n)\alpha_c(n).$$

(6)

Finally, judge whether to stop learning: when the error of the BP network reaches the set error or reaches the maximum number of learning times, the algorithm ends. Otherwise, skip to the third step to continue learning [23].

Although the neural network has many advantages, it also has disadvantages. The disadvantages are mainly as follows: First of all, the process value of the neural network does not have a definite formula to guide. Secondly, because the units in each layer of the network are not connected with each other, its efficiency is also fixed, so when the module data is large, the efficiency of the neural network is directly caused to be slow. Finally, BP neural network there is often a local minimum in the overall difficulties, which does exist, so the calculation accuracy is not very high [24].

Therefore, in view of the problems and shortcomings of the above BP network, people have proposed several ways to improve; the commonly used methods are additional momentum method and adaptive learning rate method [25].

Calculate global error:

$$F = \frac{1}{2w} \sum_{i=1}^{w} \sum_{u=1}^{p} (z_u(n) - xu_u(n))^2.$$
When the increase factor method corrects the data of the network, the scope of it is also considered on the basis of the reduction. The main method is to add a change data inversely proportional to the last weight and threshold after each weight and threshold [26]. The formula is as follows:

\[ \Delta \omega_i(M + 1) = (1 - ws)\theta b_i + ws\Delta \omega_i(M) \]

The core idea of this method is to influence the last change of weight by adding momentum factor to act as a damper. Presence momentum factor reduced tendency of oscillation, effectively avoids the occurrence of local minima, and improves the convergence speed and accuracy [27].

The adaptive learning rate method is proposed for the problem that the learning rate of BP neural network is difficult to determine. This method provides a good solution to the problem of too large or too small learning rate, which also greatly reduces the time used for learning. Generally, if you want to converge faster, you should increase the learning rate. However, if the learning rate is too high, the network will not converge. Therefore, the formula for adaptive learning rate is proposed as follows:

\[ \theta(M + 1) = \begin{cases} 1.08\theta(W) & D(W + 1) < D(W) \\ 0.69\theta(W) & D(W + 1) > D(W) \times 1.02 \\ \theta(W) & \text{OTHERS} \end{cases} \]

This method can control the learning rate to maximize under the premise of ensuring that the error meets the target requirements and achieve the fastest learning rate when the error is allowed, greatly shortening the time used for network learning.

2.3.3. RBF Neural Network Model. The RBF neural network is a model proposed by J scholars and D scholars in the early 1980s and 1990s. It is a noninteractive network with several layers. The most basic composition of the RBF network includes three layers. The starting value is some initial value; providing the input/result status in response to it can use the following formula:

\[ Q_a = u \frac{\| Z - g_a \|}{2a} a = 1, 2, \ldots, m \]

\[ x = \sum_{a=1}^{m} u_a g_a - \beta \quad l = 1, 2, \ldots, k \]

Among them, \( Z = (z_1, z_2, \ldots, z_m) \) is the starting value, \( g_a \) is the midpoint of the function, \( a_a \) is the normal value, which determines the width around the intermediate value, \( m \) is the process level value, and \( u_a \) is the process value a and The average of the result value node l, \( \beta \) is the highest point of the output layer node, and \( x \) is the output of the network [28]. Because the transfer function of the process value of the result network uses a variable function, when the input data is close to the center range of the variable function, the intermediate data will produce a larger output, otherwise, it will produce a smaller output.

Using the data reduction method, its essence is to change the data dissemination by the principle that the mean value of the error between the input calculated value and the actual predicted data is the smallest:

The least squares error function equation is

\[ x = \frac{1}{2}(b(a) - b'(a))^2. \]  (11)

In the formula, \( b(a) \) is the actual prediction and \( b'(a) \) is the current actual value of the network [29]. Data reduction is to continuously correct the average value along the negative direction of \( x \) until the output error \( x \) reaches the minimum.

The formula for modifying the weight of the gradient descent method is

\[ V(p + 1) = V(p) + \epsilon(p) \left( \frac{\partial L(v)}{\partial v} \right) \nu = v(p). \]  (12)

In formula (12), \( \epsilon(p) \) is the speed at which \( 0.1 < \epsilon < 1.1 \) can be changed, so that the average value can be modified.

3. Design and Realization Method Experiment Based on the Research of Artificial Neural Network Model in Geospatial Analysis

3.1. Feasibility Analysis of the System

(1) Feasibility analysis of the technical route: first, use MATLAB numerical simulation software to simulate the improved BP neural network model, and then use a compiler to convert M-under MATLAB into a callable DLL file, so that BP neural network model can be integrated in the geographic information management system. Finally, in terms of data operation and management, related technologies such as data and document databases will be used to provide relevant support to the system.

(2) Source analysis: all relevant samples needed for geology can be obtained from the bibliography of the relevant geopolitical supervision unit. This data method has relatively little money, and its reliability and accuracy are relatively high. Therefore, obtaining relevant data in this way can effectively reduce its cost and improve reliability.

(3) System operation and operation feasibility analysis: since the development process of the entire system is carried out independently by the author, considering the user’s computer operation level and ability, as well as the aesthetics of the system and other issues, the author will develop a geographic information management system that is easy to operate and meets the aesthetic requirements of most users.
3.2. System Requirement Analysis. Requirement analysis is an important work that must be carried out before the development of the system. Its work includes determining the functions to be implemented by the system, collecting the required data, and understanding the needs of users.

(1) Storage and management of geographic data include attribute data such as place name, area or local topography, and age of existence. And three-dimensional data include population density, the degree of population reeling, the terrain surrounding the population, and other related data. The main function of this geographic situation is to be able to save and manage the collected data and provide guarantees for the realization of other applications. In addition, the system must be able to update the data all the time to ensure its stability.

(2) Geographical information query and analysis: after completing the storage and management of the collected data, the system will enable users to query these data so that users can have an intuitive understanding of relevant population data, and then use these data to analyze some geographical conditions to reflect the situation of spatial data.

(3) Topographic map research: to reflect the geographic situation of a region based on relevant data, it is necessary to integrate attributes with three-dimensional data, and then make corresponding maps through the data provided by the network.

(4) Geospatial analysis: through the past data and information, the improved BP neural network model is used to enable users to have an intuitive understanding of the future geographic development, and then use it as a powerful basis for formulating related geographic spaces.

For example, the function contains rich data information. The composition and structure of the geology and the liquid-filled nature of the interval affect the difference of observations. Therefore, the logging curves of various parameters related to rocks are the basis of lithology analysis. The logging curves for rock robustness include ordinary potential, ordinary current, and resistance. Select ordinary current and resistivity to explore lithology.

When using data values to identify geological lithology, firstly, based on the corresponding characteristics of the rock samples and parameters in the area, the lithology of the rock samples in the classification area is divided into luminescent limestone, silty sandstone, and granular limestone. Extract the parameter values corresponding to some samples from various types of rocks, determine the interaction relationship between lithology and parameter values, see Table 1, and then create the corresponding model through the program.

It can be seen from Table 1 that the algorithm system has the function of automatic adjustment and can classify the collected samples; it has strong operability and high resolution of the samples; research shows that the application of the model for data lithology identification is achievable.

| Number | api | Us/m | mv | cm  | lml | nml | Lithology   |
|--------|-----|------|----|-----|-----|-----|-------------|
| A      | 21.3| 160.1| 23.3| 20.9| 9.7 | 10.3| Fluoresce   |
| B      | 24.9| 165.3| 26.1| 22.3| 9.2 | 9.1 | Limestone   |
| C      | 113.9| 203.1| 69.3| 23.6| 7.9 | 8.1 | Silstone    |
| D      | 128.6| 206.5| 71.4| 24.1| 7.8 | 8.6 | Argilla     |
| E      | 64.3| 174.9| 51.8| 19.8| 5.8 | 9.6 | Gluten      |
| F      | 59.9| 171.3| 51.8| 19.1| 4.3 | 9.1 | Clastic limestone |

4. Experimental Results Based on the Design and Realization Method of Artificial Neural Network Model in Geospatial Analysis

4.1. Survey Content and Sample Analysis. According to the comprehensive information provided by a province, determining the content of the gold deposits in a distribution of observed target province, the network model is used to study the distribution of gold deposits in the abnormal area unit of the province. The results show that the development of gold has some relevance, providing some data to support the gold mining province.

It can be seen from Figure 3 that the division method is used to divide the whole. According to the gold distribution area of the province, a total of 100 deposit concentration areas and abnormal concentration area units are divided, of which there are 5 deposit concentration area model units, numbered $a, b, \ldots, e$. 75 gold anomaly concentrated areas, the numbers are 001, 002, \ldots, 089; see Table 2.

Among them, the definite value is assigned to the definite value, and the logical value is assigned to the grade evaluation result that has no definite value and only a logical relationship. The logical value adopts a binary variable, which is $x$ for existence and $y$ for nonexistence. See Table 2 for details.

According to the parameters in Table 2, in order to explore the network, the data of 10 gold deposit concentration area units of known divisions are selected as the initial training mode of the BP network, as shown in Table 2. The range of each gold deposit concentration area unit is used as the target result model of training. The size of the deposit can be divided into large, medium, and small units, as shown in Figure 4.

It can be seen from Figure 4 that after the exercise is completed, the user can click on the "Deflection Degree" option to enter the error curve to view the error reduction of this exercise. Use practice mode to collect data to train the network model to determine the average value and fault of the network. After the exercise is successful, the initial layer of the initial network of the prediction sample, the initial value is broadcast from the initial layer through the middle layer to the final layer, and the predicted value of the BP network is calculated.

4.2. Application of the Model. In order to test the stability of the geological evaluation model function and the reliability of the operating results, the data of two counties are selected.
as examples of the geological disaster model. These two counties have done geohazard-related cases. The data from County A is used to test the model, and the data from County B is used to ensure that the model is reliable. The geographic form of County A is dominated by sandy land. The landform in County B is dominated by plains, with small flatlands and low mountains running through hills.

Contemporary geology is distributed in hills, small river basins, and some shoals; Cretaceous strata are located in Xiaopingdi, southerly hills and shoal sand dunes in County B; shallow hilly areas to the west and south of B and low mountain areas in the east of A. It is the Jurassic strata. The local characteristics of each layer are shown in Table 3.

It can be seen from Table 3 that the main types of disasters in the region are mudslides, collapses, and crumbling slopes. After investigation, 61 geological points were discovered in County A, of which 47 were mudslides, 4 collapses, and 10 crumbling slopes. The mudslides were the main ones, and the scale was mainly small- and medium-sized. Disasters are mainly distributed in 5 towns in the eastern low mountain area; 19 geological disasters occurred in County B, including 9 shaky slopes, 6 mudslides, and 4 collapses. Shaky slopes are the main types in the county, and the types are mainly small-scale. Disasters are mainly distributed in the low mountains in the south.

Using the collected data of County A, the altitude, cutting depth, geological disaster status layer, and the prediction result layer of the easily causing area were compiled according to the image expression. The evaluation factor layer after making is shown in Figure 5.

It can be seen from Figure 5 that through the extraction function of the model analysis of the geological disaster information system, select the sampled altitude, cutting
depth, the current status of the geological disaster, and the final layer of the expected output, and then complete each layer in turn according to the guidance. The data is extracted and finally output as a database. The calculation method is to set different speeds according to a certain increment value to obtain the corresponding error value. The setting range of the speed value is generally between 0.1 and 9, and the increment value is 0.3. After the training is completed, make the recorded speed value and the corresponding error into the training error comparison table in Table 4 and the training error analysis chart in Figure 6.

As can be seen from Table 4, Figure 6 is the training error analysis diagram.

It can be clearly found from Figure 6 that when the expansion speed of the network model is ≥1.0, the corresponding error curve begins to be straight and flat. Therefore, here we take the value of speed = 1.3 as the inflection point of the curve as the training parameter of the final network model to complete the training of the network model. Figure 7 is the training curve of the software when speed is 1.3.

It can be seen from Figure 7 that after the evaluation model training is completed, the data of County B, which has similar geological environmental conditions as County A, and the network model parameters completed in the previous training are used to generate geohazard-prone areas, and then the generated geohazard-prone areas perform overlay analysis with actual surveyed geological hazards to verify the reliability of the model. We have made statistics on the number of geological hazard points in different levels of prone areas, and the statistical results are shown in Table 5.

From the analysis in Figure 7 and Table 5, it can be seen that the geological disaster points are distributed in the prone areas, accounting for 99.7%, and the disasters in the...
nonprone areas are less distributed, with a proportion of 0.3%, which is in line with the real situation of geological disaster points in the suburbs. Moreover, in the geological disaster-prone areas, the proportion of geological disasters in the high-risk and moderate-prone areas accounted for 76.9%, and the number of disaster points in the low-level

Table 4: Comparison table of training error of different spread values.

| Expansion speed | Error | Expansion speed | Error | Expansion speed | Error | Expansion speed | Error |
|-----------------|-------|-----------------|-------|-----------------|-------|-----------------|-------|
| 0.1             | 0.544564 | 2.2             | 0.195441 | 4.3             | 0.137651 | 6.4             | 0.124758 |
| 0.4             | 0.482154 | 2.5             | 0.154421 | 4.6             | 0.136241 | 6.7             | 0.120131 |
| 0.7             | 0.294567 | 2.8             | 0.148721 | 4.9             | 0.129784 | 7.0             | 0.120124 |
| 1.0             | 0.156471 | 3.1             | 0.165877 | 5.2             | 0.127845 |
| 1.3             | 0.124835 | 3.4             | 0.146795 | 5.5             | 0.129647 |
| 1.6             | 0.164897 | 3.7             | 0.148759 | 5.8             | 0.126547 |
| 1.9             | 0.194541 | 4.0             | 0.134587 | 6.1             | 0.128457 |

Figure 6: Training error analysis diagram of different spread values.

Figure 7: RBF network model training curve.

Table 5: Statistics on the number of geological hazards in different grade areas.

| Evaluation zone | High-prone area | Central prone area | Low-prone zone | Less prone area |
|-----------------|-----------------|--------------------|----------------|-----------------|
| The proportion (%) | 64.5        | 12.4                | 22.8            | 0.3             |
| Risk assessment (%) | 97          | 28                  | 58              | 4               |
| Reliability     | Quite reliable | Generally reliable | Low reliability | The number of samples is too small |

Mobile Information Systems
prone areas accounted for 22.8%. It is basically in line with the actual level and can meet the needs of geography-related work.

5. Conclusions

This article discusses the research process of neural network and its book guidance. For the function graph of the network, the data classification method is used to give a simple and cautious expression. On the basis of extensive research on BP algorithm, I chose algorithm and completed the program. Using the analytic hierarchy process, the information analysis method and the artificial network analysis method, samples were collected, the current bottleneck of the artificial network was analyzed, and the algorithm was simplified. And create an old model. In the investigation of the system of A and B counties, 61 geological disasters were found in County A, of which 47 were mudslides, 4 collapses, and 10 slopes. There were 19 geological disasters in County B, including 9 slopes, 6 mudslides, and 4 collapses. Comparing with the new model, it is shown that the geological disasters are all distributed in the areas prone to geo-geological disasters, with a ratio of 99.7%. In the nonprone areas, the geographic distribution is less, with a ratio of 0.3%. Moreover, the high-prone areas and the medium-prone areas, the proportion of suffering in the area accounted for 76.9%, and the number of suffering points in the low-prone area accounted for 22.8%. The geographical and geological grades divided by the evaluation model are basically consistent with the actual grades, which can meet the needs of the geographical evaluation work. The shortcomings of this paper are as follows: first, the original neural network algorithm is improved in this subject, but the improved method of this subject does not significantly improve some special data, and the neural network model has room for improvement; secondly, the project requirements of the project and some collection forms are uncertain, and the supervision indicators are not clear enough, so that some operation procedures and database design are not concise and even cumbersome. Therefore, in the simplification and refinement of future models, we can specifically simplify and standardize data collection methods for specific data, simplify the process, and make the artificial neural network model have profound operability in the geographic information system.
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