Current Injection: A Hardware Method of Adapting Non-Ideal Effects of ReRAM Based Deep Learning Accelerator
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Abstract Non-ideal effects of ReRAM are the major limitations of deploying crossbar based neural network accelerator in the real world. Noise injection could effectively mitigate the non-ideal effects because it is equivalent to an adaptive regularization to the neural network. However, software-based noise injection involves computation-hungry retraining and data extraction. In this paper, we propose a ReRAM crossbar based neural network accelerator with current injection to adapt non-ideal effects in the ReRAM crossbar. We inject current into the crossbar through randomly set ReRAM cells to add the adaptive regularization, and no retraining and data extraction is needed in our proposal. We evaluate our method on three neural networks: LeNet-5, ResNet-20 and ResNet-50. Results show that current injection can reduce the accuracy degradation due to Stuck at Fault (SAF) and IR drop to 1%, and 5%, respectively.
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1. Introduction

In the big data era, the “memory wall” is becoming the toughest challenge as we encounter extreme data and computation-intensive workloads. In those workloads, data movement is much more expensive than the computation itself: DRAM access would consume over 100 times more energy than a floating-point operation [1, 2]. Thus implement computing into a memory array (in-memory computing) appears as a promising approach to address such challenges. As one of the most popular emerging memory technologies, Random-Access-Memory (ReRAM) shows great potential to be the next-generation high-speed memory cell because of its high density and high memory-accessing bandwidth. Moreover, the current-mode weighted summation operation in the ReRAM crossbar intrinsically matches the fused multiply-add (FMA) computation, which is dominant in the artificial neural networks [3, 4]. Hence, ReRAM is also a top candidate for the upcoming in-memory accelerator for neural networks [5, 6, 7]. On the other hand, due to analog computing’s nature, the accuracy of the ReRAM crossbar’s output is hampered by many non-ideal effects, such as wire resistance (IR drop), process variation, and electrical noise. [8]. Many recent works have investigated such issues, which are summarized as follows.

In [9, 10, 11], the authors use different methods with retraining the weights of target Deep Neural Network (DNN) mapped to the crossbar array to mitigate various non-ideal effects. However, retraining the DNN is very compute-intensive. Moreover, typical anti-nonideal effect retraining considers and addresses the deterministic non-ideal effect, leaving non-ideal effects with stochastic behavior remain unsolved.

In [8], He et al. have proven that by injecting noise into the network during the training phase, the crossbar’s non-ideal effects can be adapted. However, their method is based on obtaining the noise profile of each crossbar during training, which is a huge computation burden.

Thus, instead of retraining the DNN whenever deploying a new accelerator, we propose different techniques for non-ideal effects, in which no retraining is needed. Our main contributions in this work can be enumerated as:

- We develop a model of the random set of the ReRAM cells when the writing voltage pulse is lower than the device’s set threshold.

- We add small overhead auxiliary ReRAM cells and develop a ReRAM program paradigm to control the random set of the ReRAM and make sure that all the ReRAM follows the same distribution.

- We propose a current injection methodology by injecting the auxiliary current into the ReRAM crossbar as a variance source to the DNN. Such a method could eventually regularize the DNN model to make it intrinsically adaptive to varying non-ideal effects. Note that such current injection is added to the initial DNN training for crossbar mapping, and no re-training is needed for each particular accelerator.
We validate our result using PytorX [8] on MNIST, CIFAR-10, and ImageNet dataset, respectively.

The rest of this paper is organized as follows: Section 2 shows the background of this research and preliminary results. Section 3 demonstrates our method to randomly set the ReRAM and injecting current into the neural network. Section 4 draws the results and discussions. Finally, Section 5 concludes this paper.

2. ReRAM Crossbar Based Neural Network Accelerator and Its Non-ideal Effects

2.1 Single array as dot-product engine

The primary computation of convolution and fully connected layer in deep convolution neural network is the dot product with bias offset among tensors, and we write element-wise dot-product in a format as:

\[ y = w^T \cdot x + b = \left[ w^T \right] \cdot \begin{bmatrix} x & b \end{bmatrix} \]

where \( w \) and \( x \) are vectorized weights and inputs, respectively, and \( b \) is the bias. We assume that bias can be easily added to the outputs using simple adders. Hence in this paper, we only focus on the computation between the input and the weight. In our hardware mapping, both weights (\( w \in \mathbb{Z} \)) and inputs (\( x \in \mathbb{Z} \)) are quantized into fixed-point representation. We choose 8-bit for both the inputs and the weights, where each one has 8-bit digits in 2’s complement format.

The two corresponding columns in the positive and the negative array can be described as:

\[ \text{Current} \]

The DAC array can be described as:

\[ \text{DAC} \]

where \( G_{ij}^+ \) and \( G_{ij}^- \) are vectorized weights and inputs, respectively, and \( \Delta \) is the reference voltage, and \( \Delta V_{\text{DAC}} \) is the minimum voltage step of the DAC. Therefore, the current flowing into the differential ADC for \( j \)-th column pair (i.e., two corresponding columns in the positive and the negative array) can be described as:

\[ I_{\text{ADC},j} = \sum_{i=1}^{M} \left( V_{\text{DAC},i} - V_{\text{ref}} \right) \cdot \left( G_{ij,n}^+ - G_{ij,n}^- \right) \]  

and

\[ G^+ = \begin{cases} \Delta G \cdot w + G_{\text{min}}, & \text{if } w \geq 0 \\ G_{\text{min}}, & \text{if } w < 0 \end{cases}, \quad G^- = \begin{cases} \Delta G \cdot w + G_{\text{min}}, & \text{if } w < 0 \\ G_{\text{min}}, & \text{if } w \geq 0 \end{cases} \]

where \( \Delta G \) is the incremental conductance of the ReRAM cell being set. Therefore, Eq. 3 can be reformatted as:

\[ I_{\text{ADC},j} = \left( \Delta V_{\text{DAC}} \cdot \Delta G \right) \sum_{i=1}^{M} w_{d,i} \cdot x_{d,i} \]

In this work, we assume that \( \Delta V_{\text{DAC}} \) and \( \Delta G \) are fixed by hardware, while \( \Delta I_{\text{ADC}} \) is configurable through tuning the reference current source of the ADC. Our method optimizes the layer-wise \( k \), then return it as a fixed value. Thus, the computation workload on digital co-processor is minimized.

2.2 Non-ideal Effects of the ReRAM Crossbar

2.2.1 device defects

There are two kinds of Stuck-at-Fault (SAF) defects in ReRAM devices, which are Stuck-at-Zero (SA0) and Stuck-at-One (SA1), respectively [13, 14, 15]. The SA0 defect is normally caused by shorted devices, which makes the conductance of the defected ReRAM cell stuck at high state (i.e., \( \Delta G + G_{\text{min}} \)). The SA1 defect is resulting from the cell or interconnects wire being permanently open. In that case, the defected ReRAM cells stuck at low conductance state (i.e., \( G_{\text{min}} \)). The ReRAM fabrication results in [16] show 1.75% and 9.04% defect rate for SA0 and SA1, respectively.

2.2.2 wire resistance

In reality, the degradation of the crossbar output current is highly correlated with both input voltage and ReRAM conductance distribution. In [17], Liu et al. employ a gradient search method to compensate for the weight matrix for IR-drop caused by the wire resistance. However, the process needs to be repeated whenever the crossbar has different input signals. In [8], He et al. employ the statistics of current drift introduced by IR drop as a stochastic noise source in the training phase of DNN. However, to obtain the accurate dropout data, the nodal analysis was utilized, imposing
ReRAM is 8.13, with a standard deviation of 0.95. Also, we establish the hardware method in this subsection. The only necessary trimming of our model is to change \( \mu  \) and \( \sigma  \) for each scenario and apply them to Eq. (8) respectively. Fig. 3 shows the model prediction from Eq. (8). Note that the mismatch is now known. Therefore we can calculate the \( \mu  \) and \( \sigma  \) for each device mismatch caused by process variation. Compared to the circuit level model proposed in [22], our model is independent of technology and can be applied to other memristor devices with the Gaussian set process. Therefore our model is compatible with the behavioral level simulation method used for large scale networks [8, 23]. The only necessary trimming of our model is to change \( \mu  \) and \( \sigma  \) based on device characterization.

To verify our model, we simulate the set process of the ReRAM cell’s random set, through which we can control the amount of current injected into the crossbar. In [18], Z. Jiang et al. have modeled the evolution of the gap distance \( u_r(t) \) by applying Arrhenius law and calculating the probability for oxygen ions to overcome the migration barriers, \( E_A \). In addition to the deterministic dynamics, the generation and migration of oxygen vacancies, which are determined by the kinetic energy of the ions, are inherently random [18]. To verify the I-V characteristics of the ReRAM, we employ the Verilog-A model proposed in [18] with the key parameters shown in Table I. These parameters can be obtained from [19, 20].

To obtain the statistics for both set stochasticity and device-to-device variation, we simulated the pulse numbers required to trigger the set transition (with a fixed 10 ns pulse width) during 300 trials. We also repeated such simulation for 200 different sets of parameters with 6\( \sigma  \) variation of 10%, which is the worst-case scenario found for stable memristor devices noted in the literature [21]. Fig. 2 shows the obtained statistical distribution of the ReRAM set triggered by the input pulse train. In Fig. 2a, for one particular ReRAM, the number of input pulses needs to set the device roughly follows a Gaussian distribution with a mean value \( \mu  \) of 8.27 and standard derivation \( \sigma  \) of 3.17. We also show the cumulative distribution function (CDF) of the distribution, which we used to model the ReRAM device. In Fig. 2b, the distribution of \( \mu  \) and \( \sigma  \) across different parameter settings are shown. The average number of voltage pulses to set the ReRAM is 8.13, with a standard deviation of 0.95. Also, most devices have an average \( \sigma  \) of 3.18, with a standard deviation of about 0.68.

Based on the simulation results, we propose a set model of the ReRAM cells, that can be easily embedded into any machine learning codes. Moreover, we include the process variation in the model to account for device mismatch. Using the CDF shown in Fig. 2b, set condition \( y  \) is:

\[
y = \begin{cases} 
1 & \text{with probability } P = \Phi(n) \\
0 & \text{with probability } 1 - P 
\end{cases}
\]

where \( n  \) is the number of set voltage pulses, and \( \Phi(n) \) is the CDF of Gaussian distribution with process variation:

\[
\Phi(n) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{n - \mu_\mu + N(0, \sigma_\mu)}{\left(\mu_\sigma + N(0, \sigma_\sigma)\right) \sqrt{2}} \right) \right]
\]

where \( N(0, x) \) is a Gaussian distribution with zero mean and variance \( x  \). We only sample \( N(0, x) \) once at the initialization of the program because it is the device mismatch caused by process variation. Compared to the circuit level model proposed in [22], our model is independent of technology and can be applied to other memristor devices with the Gaussian set process. Therefore our model is compatible with the behavioral level simulation method used for large scale networks [8, 23]. The only necessary trimming of our model is to change \( \mu  \), \( \sigma  \), \( \mu_\mu  \), and \( \sigma_\sigma \) based on device characterization.

3.2 Hardware Method for Current Injection

Using the statistic model we obtained in the previous section, we establish the hardware method in this subsection. The state-of-the-art fabrication result has shown the 6-bit [24]...
In the present work, we will employ 8-bit multi-level ReRAM cells to represent the weight. To precisely control the magnitude of the injected current, we add an auxiliary ReRAM cell as the current source, which is depicted in Fig. 4.

In Fig. 4, we add auxiliary ReRAM cells, $G_a$, into the crossbar. We apply a small voltage $V_{Ixb} = \Delta V_{DAC}$ to the word-line of the $G_a$. Thus we inject an auxiliary current $I = \Delta V_{DAC} G_a$ into the crossbar, where $V_{DAC}$ is the minimum step voltage stage of the DAC. We employ two program paradigms to our crossbar. One is the method proposed in [26], which is applied to all regular ReRAM cells in Fig. 4. Hence the regular ReRAM cells can be programmed to the exact 8-bit value. Another program paradigm is to program the auxiliary ReRAM cell, $G_{min}$, with a single voltage pulse, so that we can apply the model developed in Sec. 3.1 to predict the conductance after program. The conductance of the auxiliary ReRAM cells is

$$G_a = (G_{max} - G_{min}) N(\mu, \sigma) + G_{min} \quad (9)$$

where $N()$ is the probability density function of the Gaussian distribution, $\mu$ and $\sigma$ can be found in Fig. 2a. Therefore, an auxiliary current $I = V_{Ixb} G_a$ is injected into our crossbar. Consequently, we can rewrite the output current of the crossbar as

$$y = \frac{I_{ADC,i}}{\Delta I_{ADC}} = \frac{1}{k} \left( \sum_{i=1}^{M} w_{d,i} \cdot x_{d,i} + \frac{k G_a}{\Delta G} \right) \quad (10)$$

Henceforth the effective variance of the conductance of the ReRAM cell in the crossbar is $k G_a / \Delta G$.

To train the network with current injection, we add $k G_a / \Delta G$ as a random "bias" to every layer. Thus, Our approach could be easily integrated into any deep learning framework.

### 4. Results and Discussions

In order to investigate on the proposed neural network accelerator under various non-ideal effects, we utilized the comprehensive simulation framework PytorX proposed by He et al. in [8] as our machine learning framework. PytorX is implemented in Python and based on PyTorch, a mainstream DNN training and evaluation platform. We deeply tweaked PytorX’s circuit solver to include the Random model in Sec. 3.1. To demonstrate the effectiveness of our proposed method, we take the classical object recognition task as an example. Three network structures (LeNet-5 variant, ResNet-20 [27] and ResNet-50 [27]) on different datasets (MNIST [28], CIFAR-10, and imagenet [29]) are studied in this section. Tab. 2 shows the simulation parameter applied to our in-house tweaked Pytorx.

| Symbol | Description | Value |
|--------|-------------|-------|
| $f$    | Operating frequency | 0.01–1 GHz |
| $V_{dd}$ | Supply voltage | 3.3 V |
| $V_{ref}$ | Reference voltage | 1.67 V |
| $G_{min}/G_{max}$ | min/max conductance | 375/0.375 $\mu$S |
| $\Delta G$ | Conductance step size | 2.7 $\mu$S |
| $T$ | Temperature | 300 K |
| $D$ | Crossbar Dimension | 32, 64, 128 |
| $V_{pulse}$ | Set voltage pulse for $G_a$ | 1.3 V |

#### 4.1 Current Injection Results for SAF

In [8, 14, 10], the authors show in their experiments that SAF degrades accuracy drastically with wider and deeper network structure on a larger dataset. Fig. 5 depicts the test accuracy on MNIST, CIFAR-10 and imagenet datasets using LeNet-5 and ResNet-20, respectively. The SAF rate we used is ranging from 0% to 10% for both SA0 and SA1. SA0 is caused by shorted devices, hence the short current introduced by the defective device can easily overload the output ADC and cause a significant error. Thus it is hard to directly perform fix against the SA0 cell. We employ the row flipping transformation method proposed by B. Zhang et al. [30] to change SA0 errors to SA1 errors effectively. Hence we propose a software and hardware co-design method to reduce the effect of SAF.
1) Firstly, we convert all SA0 error to SA1 error using row flipping transformation.
2) Secondly, we employ hardware current injection to reduce the accuracy degradation caused by both SA0 and SA1. We assume that the SAF error is independent of crossbar size. Thus in Fig. 5, we only show the results with crossbar size of $64 \times 64$. The accuracy degradation caused by SAF increases when the network becomes deeper. For MNIST data set, the accuracy of LeNet-5 decreases to 30% when SA0 rate approaches 8%. On the other hand, the MNIST dataset can obtain an accuracy of 75% even when SA1 rate is 10%. For the CIFAR-10 dataset, the accuracy of the ResNet-20 drops to 30% when the SA0 rate is 4% and is near 70% when SA1 is 10%. Finally, for the imagenet, only 3% SA0 defect rate can lead to a complete system malfunction (with accuracy under 20%) of the ResNet-50 network.

Moreover, when the network topology changes, the distribution needs to be recalculated. Using hardware-based current injection, on the other hand, we can provide a one-shot solution to the IR-drop, at a price of hardware overhead. We demonstrate our result in Tab. III.

![Fig. 5: Test accuracy comparison of the $64 \times 64$ ReRAM crossbar has SAF errors, with and without variance injection.](image)

After we applied our countermeasure to the SAF defect, the accuracy of degradation can be greatly suppressed. In Fig. 5, the SAF-free accuracy is 99.81%, 95.65%, and 80.12% for MNIST, CIFAR-10 and imagenet, respectively. With our error correction method, the worst-case accuracy is 97±0.08% for MNIST, 94±0.09% for CIFAR-10, and 78±0.09% for imagenet, where the accuracy gap is within 1%.

4.2 Current Injection Results for IR Drop

The IR-drop caused by wire resistance is another dominant factor which may cause the system to malfunction. For a specific wire technology, the IR-drop is not only determined by the crossbar dimension but also strongly correlated to both input voltage magnitudes and conductance distribution of ReRAM cells. Different from SAF, the IR-drop is very sensitive to the crossbar size [8]. In [8], He et al. have provided a software-based noise injection method to mitigate the IR drop effect. However, to extract the current distribution of every crossbar in the network is computation-hungry.

From Tab. III, for the MNIST dataset, a direct mapping of neural network to $32 \times 32$, $64 \times 64$, and $128 \times 128$ crossbars will result in accuracies of 95%, 35%, and 15%, respectively. For deeper networks, such as ResNet-20 on CIFAR-10 and ResNet-50 on imagenet, crossbar malfunctions at crossbar sizes of $64 \times 64$ and $128 \times 128$. Even with a smaller crossbar size of $32 \times 32$, the accuracy degradation is significant. Our results show that hardware current injection can work very well at small ($32 \times 32$) and median ($64 \times 64$) crossbar sizes on MNIST and CIFAR-10 data set. Due to the very deep architecture of ResNet50, the accuracy degradation is still significant for the imagenet dataset, particularly on $128 \times 128$ crossbars. We also compare our results with the results in [8]. Our result is comparable to the software noise injection method. One should note that due to the huge computation burden, the authors did not report the result for the deep network (on CIFAR and imagenet data sets) and large crossbar size, e.g., $128 \times 128$.

5. Conclusion

We propose current injection—a hardware approach to adapt the ReRAM crossbar based deep learning accelerator to non-ideal effects. Our method covers two non-ideal effects—SAF errors and IR drops. We evaluate our method with three neural networks: LeNet-5, ResNet-20, and ResNet-50, on three data sets: MNIST, CIFAR-10, and imagenet. Using a two-step software and hardware co-design method, we reduce the accuracy degradation owing to SAF to within 1%. The current injection also attenuates the accuracy degradation caused by IR drop, especially on small ($32 \times 32$) and median ($64 \times 64$) crossbars, generating a reduced accuracy degradation within 5%.
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