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ABSTRACT Sensor nodes that operate as edge devices in Internet-of-Things (IoT) networks have various limitations, such as insufficient power supply and small memory size. Therefore, the sensor node must be able to use resources efficiently to achieve the specified software behavior of the target application. The application in this study involves an IoT network in which the sensor node requests the position from a moving vehicle and estimates the velocity by using a Kalman filter. Using the same sensing cycle for all vehicles improves accuracy regardless of the predicted velocity of the sensor node but increases unnecessary computations. The proposed technique defines distance weight $W_D$ which controls weight policy of the vehicle’s speed change. The distance weight $W_D$ determines a communication cycle between the sensor node and vehicle, therefore this approach enables the sensor node to adaptively determine the data request period based on the state of the vehicle. When a slow-moving vehicle intermittently communicates with a sensor node, the time required for the computation performed by the sensor node can be significantly reduced. To evaluate the proposed technique, we experimented with a traffic simulator that was implemented in MATLAB. Compared with the increment in the root mean square error of the reference velocity that sensed the position at every time step, the decrement in the processing time of the sensor node was considerable. Experiments with four manually determined distance weights and a number of spawned vehicles showed that the sensor node processing time was reduced by up to 72.91%.

INDEX TERMS Embedded system, Kalman filter, sensor node, traffic simulation, vehicle tracking.

I. INTRODUCTION

In recent years, with the rapid expansion of the Internet-of-Things (IoT), the operation of the edge device end of networks, which directly interact with the surrounding environment, has attracted attention [1], [2]. In an IoT network, edge devices can be considered as sensor nodes, which are mostly responsible for collecting and processing data from the surrounding environment. The purpose of the sensor node is to repeat the sensing operation for the target environment, rather than maintaining versatility and performance to quickly execute various functions. Therefore, the sensor node is designed as a microcontroller-based embedded system and iteratively performs only the static sensing actions programmed in the on-chip flash memory. Because the software (e.g., firmware) is embedded in the microcontroller’s on-chip memory, designing software for sensor nodes requires consideration of the available resources and functional aspects.
To easily recognize the surrounding environment, which is the role of the sensor node, it is necessary to be close to the environment, which is the target of sensing. In other words, the sensor node should be at a physical distance from the server or gateway that gathers the data. Being away from servers with abundant available resources means that sensor nodes must be placed in harsh environments where sufficient resources are not available. The following limitations apply to sensor nodes.

- Low operation speed (clock frequency) [3];
- Small on-chip memory size and chip area [4], [5];
- Battery dependent power leading to insufficient power supply [6], [7];
- Static code in on-chip flash memory that is difficult to update [8], [9].

Starting with the firmware design stage, we can overcome the limitations of these sensor nodes and achieve optimal performance by designing efficient resource-usable software suitable for the application domain. The concept of sensor nodes is applied in diverse applications, such as agriculture, industry, and smart cities. In this study, we reduce the computation time by introducing a software design that considers the embedded characteristics of the sensor node for the efficient use of resources in smart vehicle applications. The role of the sensor node in smart-vehicle applications can be summarized as follows: communicating with the vehicle traveling on the road, collecting and processing data, and transmitting data to the server, as shown in Fig. 1(a). Because the sensor node is often installed at a position where power supply is deficient compared with a vehicle or server, the computation time in the operation process needs to be minimized. Therefore, to efficiently optimize the operations performed on the sensor node, the communication frequency must be adjusted with the vehicle or server to minimize the processing time overhead. This process requires an understanding of both the embedded system characteristics and the target application domain.

In this study, the sensor node communicates with the vehicle on the road to receive the current information on the vehicle, as shown in Fig. 1(b). Based on this, we propose a technique to adaptively change the reception period of a sensor node based on the predicted vehicle condition. A moving object at a sensor node, such as a vehicle, can be tracked in diverse ways [10], [11]. In microcontroller-based embedded sensor node systems, poor performance can cause a large amount of noise in the measurement. Among several tracking methods, the Kalman filter is used for the vehicle-tracking operation of the sensor node [12], [13], [14], [15]. The role of sensor nodes has expanded not only to sensing and transmission, but also to processing. If sensing value used directly, data can guarantee fidelity and accuracy. However, sensor nodes communicate with gateways or targets to collect data. Therefore, from the perspective of transmission, which is one of the roles of sensor nodes, overhead due to entire raw data transfer can be increased. For overhead reduction, we assumed an application that performs on-device processing of sensing values at sensor nodes. The sensor node receives the coordinate position from the vehicle and predicts the velocity by using a Kalman filter. When the vehicle transmits the position information to the sensor node, the sensor node determines whether to receive based on the predicted vehicle speed and adjusts the communication period. In addition, we assumed that vehicle transmits only position toward sensor node to minimize data traffic. An on-device processing conducted on the sensor node is velocity prediction based on the Kalman filter algorithm. This computation is used to derive the unmeasured variables from the insufficient measurements. The proposed technique uses a distance-based weight of $W_D$ for more sporadic communication when the vehicle velocity is low, and reconfigures the receive cycle according to the time required by the vehicle to travel the distance based on this weight. The proposed technique focused on the operations performed within a single sensor node. We assumed a network environment where a multiple vehicle is connected to a single sensor node. The sensor node receives the state of vehicle from the communication and processes data. When the number of slow vehicles on the road increases,
the computation time on the sensor node is further reduced during infrequent communication periods of the sensor node as the communication cycle readapts in real time depending on the vehicle velocity. In addition, human efforts to update the sensor node firmware and changing environments can be reduced. The vehicle speed predicted with a diminished communication frequency should minimize the difference in the accuracy between the actual and predicted velocities without using the proposed technique.

The traffic simulator [16] in MATLAB is used to evaluate the proposed method implemented in vehicles traveling on lanes and intersections along with signaling systems on a two-dimensional coordinate plane. When a vehicle is generated based on a predefined vehicle spawn policy, it travels along a given road, encounters an intersection, and determines the route as per the signal rules. The direction and speed of the vehicles are set randomly within a predefined range. The sensor node located in the simulator environment receives the coordinate position data from the vehicle spawned on the road and predicts the vehicle speed by using the Kalman filter. The processing time of the sensor node is monitored and compared during the simulations while judiciously changing the communication cycle based on vehicle speed prediction.

The remainder of this paper is organized as follows. Section II presents the research on tracking moving objects and efficient operation of IoT sensors. Section III introduces background of the two-dimensional velocity estimation using the Kalman filter. Section IV describes the details of the proposed adaptive sensor node communication cycle adjustment technique. Section V presents the experiments for sensor node processing time overhead reduction as a case study. Finally, section VI concludes the paper.

II. RELATED WORK

The approach for improving the efficiency of wireless sensor networks is related to the network level and the sensor node processing level. A macroscopic study of wireless sensor networks is the perspective of connectivity and routing between sensor nodes. Authors in [17] and [18] proposed effective sensor routing scheme for large-area sensor networks. These studies focused on connections between sensor nodes rather than sensor node-target interactions. A study on the macroscopic resource consumption in a sensor network layer was conducted [19]. Research [20] focused on the network channel interface formation of a sensor node. They combined and optimized interfaces such as Zigbee, which is suitable for low bit-rate communication [21], to determine the optimal point between the sensor node communication coverage and energy consumption. The aim was to improve network efficiency from the perspective of communication and connection in wireless sensor networks [22], [23], [24]. These studies focused on the connections between sensor nodes and built an efficient wireless sensor network. The network level does not include any domain-specific internal functions designed at the sensor node.

Sensor nodes used as edge devices are primarily designed for microcontroller-based systems with embedded static software, i.e., firmware. Efficient resource consumption and functional updates of edge devices are important in IoT networks [25]. The operation of the sensor node can be divided into sensing, processing, and transmission [26]. In addition, transmission takes the largest proportion in the energy consumption of the sensor node. Authors in [27] reduce power consumption from image-based sensor node to processing and transmission balancing. This approach can be applied to general purpose environments that require image-based sensing.

A large number of methods exist for tracking object using the Kalman filter and Extended Kalman filter. Marchthaler et al. [28] tracked vehicle’s position based on Extended Kalman filter. A stochastic covariance filter was used for preventing measurement noise reflected to estimation and increasing accuracy. Perumal et al. [29] performed vehicle and obstacle position estimation using Extended Kalman filter for path-planning of non-linear autonomous vehicle dynamics. Prévost et al. [30] used Extended Kalman filter to state estimation and trajectory prediction of moving unmanned aerial vehicle in 3D space. A dual Extended Kalman filter scheme has been used in [31] for vehicle state and parameter estimation, thus two Kalman filters are running in parallel for splitting the state and parameter estimation problems. Kim et al. [32] employed Extended Kalman filter for vehicle position tracking using radar and lidar, to minimize measurement noise from distance characteristic. Our approach differs from research on the performance improvement of Kalman filter itself in that we focus overall sensor node operation optimization for transmission and processing coupled application.

In this study, we focus on the efficient operation of sensor nodes by the application domain and not on the communication scheme of the sensor network. Because the behavior of edge devices in sensor networks depends on the target application, software design for efficient resource consumption of sensor nodes should also demonstrate the application characteristics. A wireless sensor network consisting of multiple sensor nodes requires consideration for network routing and communication interface layers between each node. Connections between sensor nodes were not included in the scope of the proposed technique because we set boundaries for operations performed within a single node. In addition, various interface layer factors for communication between sensor node and target object (e.g., distance, network latency, bitrate) are not considered at proposed technique. The proposed approach develops a microscopically efficient sensor network by eliminating the connectivity between sensor nodes and reducing the computational effort of a single sensor node by using target application-specific software.

In our previous work, we assumed a scenario in which multiple sensor nodes received coordinate data from a moving target on a random path [33]. The sensor node calculated the coordinate distance and quantized the velocity range to reduce the number of reception cycles from the target vehicle.
Consequently, a reasonable accuracy at the sensor node was maintained while reducing the operation costs of the sensor node. However, the number of sensing target vehicles was limited, and the moving paths and velocities were modeled without a real vehicle. This cannot be regarded as a movement of the vehicle traveling on the road if we assume that the object simply moves randomly over the two-dimensional coordinate plane. Therefore, a simulator with an actual vehicle driving characteristic model should be employed.

III. Kalman Filter Two-Dimensional Velocity Prediction

A Kalman filter can predict unmeasured values in a linear system using measured values that include noise. Thus, a method was used to estimate the distribution of current state variables based on previously measured values. The linear system models that can be applied to the Kalman filter are represented based on the following general form of the linear state-space equations:

\[ x_{k+1} = Ax_k + w_k, \]
\[ z_k = Hx_k + m_k, \]

where \( x_k \) denotes the \( n \times 1 \) state vector; \( z_k \) is the \( m \times 1 \) measurement vector; \( A \) is the \( n \times n \) system model matrix; \( H \) is the \( m \times n \) measurement model matrix; \( w_k \) is the \( n \times 1 \) system noise vector; \( m_k \) is the \( m \times 1 \) measurement noise vector; and \( k \in \mathbb{R} \geq 0 \) is the time instant with \( m \) and \( n \) representing the sizes of the matrix and the vector, respectively. These are determined by the dimensions of the system model to which the Kalman filter is applied. The fundamental principle of the Kalman filter is to calculate the estimated value based on the measurement and determine the reliability of the predicted value using the error covariance. We assumed that the white noise, \( w_k \), entering the system during the measurement of the Kalman filter and the white noise \( m_k \) generated by the sensor itself follow a Gaussian normal distribution with a mean of zero. System matrix \( A \) defines the behavior of the system model over time, and output matrix \( H \) defines the relationship between the observation state variables.

The Kalman filter operation begins with the selection of the initial values, \( P_0 \) and \( x_0 \), of the error covariance, \( P_k \), and the estimated values, \( \hat{x}_k \). The initial value is required only once for the Kalman filter operation. With the initial values of \( P_k \) and \( \hat{x}_k \) selected in the previous step, the new error covariance of the current step, \( \hat{P}_k \), and the \( \hat{X}_k \) are estimated as follows:

\[ \hat{X}_k = Ax^{k-1}, \]
\[ \hat{P}_k = AP_{k-1}A^T + Q, \]

where the next time instant is \( k > 0 \) and \( Q \) is the \( n \times n \) system noise covariance diagonal matrix. Using the error covariance, \( \hat{P}_k \), and the estimated \( \hat{X}_k \) obtained from (3)-(4), we can determine the Kalman gain, \( K_k \), at the current step, \( k \), as

\[ K_k = \hat{P}_k H^T (H\hat{P}_k H^T + R)^{-1}, \]

where \( R \) is the \( m \times m \) covariance diagonal matrix of the measurement noise \( m_k \). This facilitates the estimation of the \( \hat{X}_k \) and Kalman gain \( K_k \) predicted by applying (3)-(4). In addition, to consider value \( z_k \) measured in the current system, the measurement model matrix, \( H \), which specifies the relationship between the measurement and estimation, is used. The estimated value, \( \hat{x}_k \), at current time step \( k \) is given by

\[ \hat{x}_k = \hat{X}_k + K_k (z_k - H\hat{X}_k). \]

Finally, the error covariance, \( P_k \), which represents the reliability of the estimated value, is calculated as follows:

\[ P_k = \hat{P}_k - K_k H\hat{P}_k. \]

Thus, whether to use the \( k \)th step estimation \( \hat{x}_k \) is determined according to the error covariance \( P_k \) calculated in (7). The error covariance and estimations calculated in the \( k \)th step are reused in the \( k + 1 \)th step of the Kalman filter algorithm iteration. By repeating this procedure, the Kalman filter can predict the unmeasured values.

In this study, we apply the Kalman filter to a vehicle velocity prediction application using the position on a two-dimensional road. To apply the Kalman filter, the state of an object at a particular time step must be linearly related to the state of the previous time step. If the position of the object can be determined from the periodic sampling of the sensor node, the distance information that has a linear relationship with the velocity can also be determined. Therefore, the relationship between the position and velocity can be represented by a linear system model. To use the Kalman filter algorithm, we need to derive a system model based on the relationship between position and velocity. Based on the assumption that the road on which the vehicle moves is two-dimensional, state variables \( x_k \), defining position \( p \) and velocity \( v \) in the \( x \) and \( y \) axial directions, are given by

\[ x_k = \begin{bmatrix} p_k \\ v_k \\ y_k \\ v_k \end{bmatrix}. \]

The position and velocity are considered separately for \( x \) and \( y \) directions. The period during which the sensor node measurements are entered into the current \( k \) time point Kalman filter is denoted as \( \Delta t \). The next time point \( k + 1 \) of vehicle position \( p_x^{k+1} \) is determined by adding the distance traveled during \( \Delta t \) at a velocity \( v_x^{k+1} \), which is predicted from the current position \( p_x^k \), as a linear relationship. Furthermore, assuming that the velocity \( v_y^{k+1} \) is affected only by the system noise \( w_y \), the position and velocity states of the next time step \( k + 1 \) are represented as follows:

\[ x_{k+1} = \begin{bmatrix} p_{k+1}^{k+1} \\ v_{k+1}^{k+1} \\ p_{k+1}^{k+1} \\ v_{k+1}^{k+1} \\ y_{k+1}^{k+1} \\ v_{k+1}^{k+1} \end{bmatrix} + w_k. \]
Based on (1), we can obtain the state of the next \( k + 1 \) time point, \( x_{k+1} \), by adding noise \( w_k \) to the system and the product of current state, \( x_k \), and system model matrix, \( A \). Based on the next time point \( k + 1 \) position, \( p \), and velocity \( v \) in (9), we can derive the system matrix, \( A \), to be multiplied by the current state, \( x_k \), as follows:

\[
Ax_k = A \begin{bmatrix} p^x_k \\ v^x_k \\ p^y_k \\ v^y_k \end{bmatrix} = x_{k+1} - w_k
\]

\[
= \begin{bmatrix} p^x_{k+1} \\ v^x_{k+1} \\ p^y_{k+1} \\ v^y_{k+1} \end{bmatrix} - w_k
\]

\[
= \begin{bmatrix} p^x_k + v^x_k \times \Delta t \\ v^x_k \\ p^y_k + v^y_k \times \Delta t \\ v^y_k \end{bmatrix}, \quad (10)
\]

\[
A = \begin{bmatrix} 1 & \Delta t & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & \Delta t \\ 0 & 0 & 0 & 1 \end{bmatrix}. \quad (11)
\]

Only position \( p \) is measured by the Kalman filter algorithm for the position and velocity variables constituting the system. The measurement model matrix \( H \) indicates that the relationship between the measured and estimated values uses only the information on position \( p \). Value \( z_k \) measured by (2) is only for the vehicle coordinate positions \( p^x_k \) and \( p^y_k \). Therefore, using only velocity \( p \) with \( z_k \), we can obtain \( H \) as

\[
z_k - m_k = Hx_k
\]

\[
= H \begin{bmatrix} p^x_k \\ v^x_k \\ p^y_k \\ v^y_k \end{bmatrix}
\]

\[
= \begin{bmatrix} p^x_k \\ v^y_k \end{bmatrix}, \quad (12)
\]

\[
H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}. \quad (13)
\]

We can predict the vehicle velocity, \( v_k \), from the measured vehicle position, \( p_k \), using the variables obtained from (8), (11), (13), and the Kalman filter algorithm. Finally, variables \( Q \) and \( R \) of (4)–(5) must be determined. The sizes of matrices \( A \) and \( H \) are \( 4 \times 4 \) and \( 2 \times 4 \), respectively, that is, \( n = 4 \) and \( m = 2 \). Therefore, the sizes of matrices \( Q \) and \( R \) should be \( 4 \times 4 \) and \( 2 \times 2 \), respectively.

\[
Q = q \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad R = r \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad (14)
\]

The diagonal matrices, \( Q \) and \( R \), can be represented as the product of the identity matrix and integers \( q \) and \( r \). The prediction result characteristics of the Kalman filter differ depending on which value is selected for the \( q \) and \( r \) parameters in the application. The \( q \) and \( r \) values were heuristically selected to reflect the measurements, that is, \( q = 200 \) and \( r = 50 \).

IV. PROPOSED TECHNIQUE

A. ADAPTIVE RECEPTION CYCLE CONTROL

In the smart vehicle IoT network assumed in this study, the sensor node requests vehicle position data at regular intervals. The vehicle is driven on a two-dimensional plane road, and the position of the vehicle is represented by the coordinates of the \( x \) and \( y \) axes. When the moving vehicle transmits coordinate data to the sensor node, the sensor node predicts the velocity of the vehicle by applying the Kalman filter to the received position of the vehicle. The interface configuration procedure for connecting the communication channel between the vehicle and sensor node is omitted. Unlike vehicles, which can provide plenty of power, sensor nodes need to operate on battery-level power; therefore, an efficient firmware design is required to minimize resource consumption. However, simply increasing the data reception cycle in communicating with the vehicle can reduce process time, extending the life of the device but cannot guarantee the accuracy and fidelity of the sensor node operation with certainty. Therefore, the static operation of the sensor node should be removed and the firmware function needs to be adaptively changed based on the state of sensed vehicle.

The roles performed by sensor nodes consist of three parts: sensing, transmission, and processing. The fundamental approach of the proposed technique is to reduce resource consumption due to data transfer between sensor nodes and target objects. In other words, it should be considered that the proportion of resource consumption due to data transfer is large across sensor nodes. Therefore, we chose the Kalman filter as our comprehensive application where the sensor node communicates with the target and processes the received data. This approach is applied to the Kalman filter application and makes sensor nodes behave adaptively. Not only the vehicle’s state sensing, but also the sensing value processing adaptively changes the static operation of the sensor node. The Kalman filter prediction can be used to determine the vehicle velocities, \( v^x_k \) and \( v^y_k \), using the \( k \)th time point position, \( p^x_k \) and \( p^y_k \) received from the vehicle; \( v_k \), which is the vector sum of the velocities along the \( x \) and \( y \) directions is calculated by using the following formula:

\[
v_k = \sqrt{(v^x_k)^2 + (v^y_k)^2}. \quad (15)
\]

The proposed technique configures a distance-based weight, \( W_p \), for the position data reception cycle, allowing intermittent communication when the vehicle speed estimated by the sensor node is slow. As shown in Fig. 2, velocity \( v^x_k \) is estimated by using position \( p^x_i \) received from the \( i \)th vehicle and the Kalman filter operation. When the \( W_p \) factor is determined, the reception cycle can be run-time modified based on the vehicle velocity. The reception period, \( \Delta t_{rk} \), from the \( k \)th to the time point of the next position data
The relationship between the sensor node communication period \( t_{rx} \) from 1st vehicle to the 4th vehicle and the \( W_D \) can be described as in (17). Vehicles from 1st to 4th all have different velocities when the receive cycle is changed using \( W_D \). (i.e., \( v^1, v^2 \), \( v^3 \), \( v^4 \)) The vehicle uses \( W_D \) to derive a unique \( t_{rx} \). This calculation is iterated on the sensor node to determine the appropriate reception cycle for the vehicle’s velocity as adaptive.

Determining the \( W_D \) value depends on the characteristics of the moving vehicle and communication frequency weighting policies. Let \( \Delta t_{min} \) be the cycle that requests the data from the fastest vehicle when considering the sensor node specification, and the vehicle maximum speed is \( v_{max} \). The minimum value of \( W_D \) is calculated as \( v_{max} \Delta t_{min} \). As \( W_D \) increases, the weight added to the communication cycle of the slower vehicle proportionally increases, which slows down the communication cycle with respect to the faster vehicle.

Sensor node internal total amount of computation \( P \) can be represented as follows:

\[
P_{\text{conv}} = KF \times \frac{T}{\Delta t_{\text{min}}} + C \tag{18}
\]

where \( P_{\text{conv}} \) is the total computation from conventional sensor node; \( KF \) is the computation from Kalman filter algorithm; \( C \) is the computation from other constant functions; \( T \) is the entire operating period; \( \Delta t_{\text{min}} \) is the data reception cycle from vehicle. In the conventional sensor node, the communication cycle between the target vehicle is fixed to constant with \( \Delta t_{\text{min}} \). When the sensor node communicates with the vehicle at \( \Delta t_{\text{min}} \) fixed throughout \( T \), the sensor node always consumes excess computing resources. Even though the status is different for each vehicle, if the same communication cycle is applied, overhead will occur due to unnecessary accuracy.

Applying the proposed technique (16) to (18) as follows:

\[
P_{\text{prop}} = KF \times \frac{T \times v_{\text{predicted}}}{W_D} + C \tag{19}
\]

where \( P_{\text{prop}} \) is the total computation from proposing adaptive reception cycle control applied sensor node; \( v_{\text{predicted}} \) is the velocity prediction from Kalman filter; \( W_D \) is the aforementioned distance weight. \( \Delta t_{\text{min}} \) in (18) is replaced with \( \frac{w_{\text{prop}}}{v_{\text{predicted}}} \).

Applying the proposed \( W_D \), the sensor node’s communication cycle is no longer constant. \( v_{\text{predicted}} \) can be defined as variable depending on the state of the vehicle. \( v_{\text{predicted}} \) is the vehicle velocity predicted by the Kalman filter when the new reception cycle \( t_{rx} \) is determined. In other words, the velocity of the vehicle at that time adaptively determines the reception cycle. Since the minimum value of \( W_D \) is \( v_{max} \Delta t_{\text{min}} \), the minimum value of \( \frac{w_{\text{prop}}}{v_{\text{predicted}}} \) is \( \Delta t_{\text{min}} \).

\[
\frac{W_D}{v_{\text{predicted}}} \geq \Delta t_{\text{min}} \tag{20}
\]

Therefore, we can derive \( P_{\text{conv}} \geq P_{\text{prop}} \) by substituting (20) to (18, 19). Using \( W_D \) and variable cycles depending on velocity, rather than always communicating at maximum frequency, reduces sensor node computation.

As depicted in Fig. 3, we assume that the estimated speeds of the two vehicles, A and B, are \( v^A = 2 \text{ m/s} \) and \( v^B = 5 \text{ m/s} \), respectively. Fig. 3 shows the difference change between the two communication cycles \( \Delta t_{rx} \cdot \Delta t_{rx} \) of the sensor nodes \( \Delta t_{rx} \cdot \Delta t_{rx} \) while increasing weight \( W_D \) of the reference. As \( W_D \) increases, the sensor node reception cycle difference
Algorithm 1: Kalman Filter Algorithm for Prediction Velocity-Based Adaptive Reception Period Control

1 \( t_{\text{min}} \): Minimum sensing interval
2 \( t_{rx} \): Sensing interval of the vehicle
3 \( \text{kal}_{vel} \): Velocity predicted by the Kalman filter
4 \( \text{iter}_{rx} \): Iterations for \( t_{rx} \) comparison
5 \( \text{pos}_{x,y} \): Received vehicle position
6 \( \text{pre}_{-rx}, \text{pre}_{-kal}_{vel} \): Previous values of \( t_{rx}, \text{kal}_{vel} \), respectively
7 \( \% \): Parameter initialization
8 \( \text{iter}_{rx} = 1 \)
9 \( \text{pre}_{-rx} = t_{\text{min}} \)
10 \( \text{pre}_{-kal}_{vel} = 0 \)
11
12 while every \( t_{\text{min}} \) during simulation do
13   foreach \( i \)th vehicle do
14     if \( \text{iter}_{rx} == 1 \) then
15       Calculate \( t_{rx}^{i} \) using \( W_{D} \) and \( \text{pre}_{-kal}_{vel}^{i} \)
16     else
17       \( t_{rx}^{i} \leftarrow \text{pre}_{-rx}^{i} \)
18     end
19     if \( t_{rx}^{i} == \text{iter}_{rx} \) then
20       Position request sent to \( i \)th vehicle \( \rightarrow \text{pos}_{x,y}^{i} \)
21       Predict \( \text{kal}_{vel}^{i} \) using the Kalman Filter( \( \text{pos}_{x,y}^{i}, t_{rx}^{i} \) )
22       \( \text{iter}_{rx} = 1 \)
23     else
24       \( \text{kal}_{vel}^{i} \leftarrow \text{pre}_{-kal}_{vel}^{i} \)
25       \( \text{iter}_{rx} = \text{iter}_{rx} + 1 \)
26     end
27
28   \( \text{pre}_{-rx}^{i} \leftarrow t_{rx}^{i} \)
29   \( \text{pre}_{-kal}_{vel} \leftarrow \text{kal}_{vel}^{i} \)
30
\( \Delta t_{rx}^{A} - \Delta t_{rx}^{B} \) increases proportionally. When \( W_{D} \) increases, the ratio of the data reception cycles of the two vehicles is not affected, but the difference of the reception cycle increases. Thus, the weight is defined as an effect that increases the reception cycle \( t_{rx}^{i} \) of a relatively slow vehicle (for example, Vehicle A in Fig. 3). Furthermore, even if the absolute speed value of the vehicle is the same, a slower vehicle can be weighted to have a relatively sporadic communication cycle according to the \( W_{D} \) value.

Algorithm 1 describes a method that adaptively adjusts the vehicle communication cycle during run-time based on the Kalman filter operation. The estimated speed at the sensor node is described in Algorithm 1. Algorithm 1 is executed at every minimum sensing period \( t_{\text{min}} \) iteration, where the simulation updates the dynamic changes of the vehicle (Step 13). Because the speed is different for each vehicle, the Kalman filter operation is performed separately at the sensor node, which is described for the \( i \)th vehicle in Algorithm 1 (Step 14). If the \( i \)th period \( t_{rx}^{i} \), requesting the transmission of the vehicle position is not determined, the distance weight \( W_{D} \) and the Kalman filter estimated speed of the previous iteration \( \text{pre}_{-kal}_{vel}^{i} \) are used to calculate \( t_{rx}^{i} \). If \( \text{iter}_{rx} \) is not equal to one, there is a wait for the modified request cycle, such that the previous \( \text{pre}_{-rx}^{i} \) is retained (Step 15-18). When \( \text{iter}_{rx} \) satisfies \( t_{rx}^{i} \), the Kalman filter estimates the velocity \( \text{kal}_{vel}^{i} \), using the vehicle position \( \text{pos}_{x,y}^{i} \). Then, \( \text{iter}_{rx} \) is initialized to one so that the next \( t_{rx}^{i} \) can be determined (Step 21-23). Otherwise, the previous Kalman filter-predicted velocity \( \text{pre}_{-kal}_{vel}^{i} \) is retained and \( \text{iter}_{rx} \) is incremented by one (Step 24-26).

V. EXPERIMENTS

In this study, we used a traffic simulator environment implemented in MATLAB to evaluate the proposed technique [16]. Because it is difficult to experiment with a scenario where the sensor node is communicating with multiple vehicles on an actual road, this situation was replicated using a MATLAB traffic simulator to analyze the behavior of the sensor node. The environment used for MATLAB simulation was a Windows 10 64-bit OS, Intel i7-9700K 3.6 GHz CPU, 48 GB RAM.

The open-source MATLAB traffic simulator used in this experiment is displayed in Fig. 4. The simulator implemented in MATLAB R2020b creates roads and intersections on a two-dimensional coordinate plane so that vehicles, moving at different speeds are on the road. Fig. 4(a) shows the placement of roads, intersections, and sensor nodes used in the simulator. The road has two intersections, and the position of the vehicle is constrained to the range of \((-155, 460)\) in the \( x \)-axis direction and \((-159, 159)\) in the \( y \)-axis direction. The position of the sensor node is \((159.6, 84.6)\). Fig. 4(b) represents the actual velocity of the vehicle spawned by the traffic simulator. The actual velocity is plotted when the number of spawned vehicles in the simulation is four. Each vehicle randomly moves within the maximum speed range and maintains a constant speed until it approaches an intersection. When the vehicle reaches the intersection and stops according to traffic lights, the speed decreases to zero. Recovering the set speed while slowing down indicates that the traffic light changes from red to green before the vehicle approaches the
intersection. In this experiment, we evaluate the proposed technique in a virtual environment using a traffic simulator instead of a real physical environment. The scope of the proposed technique focuses on reducing computation internal sensor nodes. To implement a real sensor node, the communication interface layer within sensor network is required. The general communication interface layer needs to consider various factors such as the distance between the sensor node and the object, the communication network latency. A proposed technique focused on the reduction of the computational load of the sensor node according to the target state, thus the communication interface was assumed to be out of boundary. The traffic simulator used in the simulation contains almost of real road components such as lanes, intersections, and traffic lights. In addition, the movement of vehicles spawned on the road is controlled by traffic light as well as its own velocity policy. These properties can minimize the difference between parameters in physical environment measurements and simulations. Furthermore, the simulation was configured considering the characteristic of sensor node on-device processing. Consequently, we were able to replicate the sensor node behavior in the physical environment in a similar way.

At the start of the simulation, Fig. 4(c) window will appear allowing the user to see the movement of the vehicle on the road in incremental time steps. The black dots indicate each vehicle in motion. The actual velocity shown in Fig. 4(b) was logged from vehicles represented by the black dots. When a vehicle encounters a traffic light at an intersection, it decides whether to wait according to a predefined signal policy. The relationship between the sensor node and vehicle objects, which are internal components of the simulation, is shown in the simulator window. For vehicle objects, the dynamics are updated according to driving policies such as lanes, intersections, and traffic lights. The sensor node requests a position coordinate from the vehicle according to the reception cycle determined by the adaptive reception cycle control. The Kalman filter operation is executed using the position received through this request. Vehicles spawned on the road are determined by the random numbers from a Poisson distribution, as follows:

$$f(k; \lambda) = \frac{\lambda^k e^{-\lambda}}{k!},$$  \hspace{1cm} (21)  

where $\lambda$ is the expected value of the number of incidents that occur within a specific time and $k$ is the number of incidents that do occur. The number of vehicles on the road is constrained by the Poisson random number (21) when $\lambda = 1.0$ to determine whether to spawn a new vehicle. The initial speed of each vehicle is random within the maximum speed range and is subsequently adjusted by the intersection signal policy. The traffic light policy is determined by the duration of each color after the initial signal light condition.
The execution of the traffic simulator and sensor node operation flow to evaluate the proposed technique is illustrated in Fig. 5. The sensor node receives the coordinate position of the moving vehicle to predict the velocity using the Kalman filter. We assumed that the minimum period for requesting the coordinate position from the vehicle at the sensor node is equal to the time step of the update of vehicle dynamics in simulation. The sensor node inputs the coordinates received for each vehicle into the Kalman filter to estimate the speed and determine the next position data reception period of the vehicle at run-time based on the distance weight $W_D$. When the coordinate is not received in that time step because of the modified $t_{rx}$, the predicted velocity is maintained from the previous $t_{rx}$. Subsequently, all the vehicles in the simulator are sensed, and the vehicle dynamics are updated in the next time step.

The velocity prediction result using the Kalman filter is compared with the actual vehicle velocity in Fig. 6. The actual velocity is calculated using the actual vehicle coordinates, and KF-Conventional is the sensor node Kalman filter velocity estimation result of requesting location data from the fastest cycle $t_{min}$. KF-Proposed is the velocity at which the vehicle position reception cycle is controlled by the sensor node using the proposed technique. If the position of the vehicle deviates from the coordinates set in the range of the road, all the speed values are logged to zero. In KF-Conventional, the position data are requested from the vehicle at all possible time steps of the sensor node, and the Kalman filter is applied for the speed estimation operation. Therefore, the difference from the actual speed is expected to be the smallest, but the calculation processing time is the largest. The discrepancies between the actual and predicted speeds were compared in terms of the root mean square error (RMSE).

$$RMSE = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (vel_{act} - vel_{kalman})^2},$$

where $n$ is the number of total simulation time steps: $k$ is the coordinate position sensing time step, $vel_{act}$ is the actual vehicle velocity; and $vel_{kalman}$ is the Kalman filter-predicted vehicle velocity.

To evaluate the proposed technique, we changed the number of vehicles spawned in the traffic simulation with the value of $W_D$ and measured the RMSE without adjusting the reception cycle. In Fig. 7, Reference is the RMSE for actual velocity when performing Kalman filter velocity estimation in the simulation without using the proposed technique. In the proposed method, the weight assigned to the sensor node reception cycle differs depending on $W_D$. The minimum value of $W_D$ is determined by the minimum available communication cycle and the maximum vehicle speed, depending on the sensor node specifications. In the experiment, the minimum case of $W_D$ was selected as four considering the maximum speed of the vehicle spawned in the simulator and the sensor node minimum communication cycle. We increased $W_D$ from four and measured sensor node computation and predictive accuracy in response to changes in $W_D$. Increasing $W_D$ means focusing on reducing the amount of computation in the trade-off relationship between accuracy and computing efficiency. However, an excessively large $W_D$ has too low accuracy and may not reach the acceptable threshold for the application. Thus, the result was measured using $W_D = \{4, 5, 6, 7\}$. We have decided that seven is the maximum case, which is an increase of 75% from the minimum case for sufficient coverage of changes. The number of vehicles generated in the simulation was varied from 10 to 25. The results show that RMSE increases with respect to the Reference.
all $W_D$ cases. The RMSE average for the Reference in all cases is 0.6359. Using $W_D$, we obtained the average RMSE for $W_D = 4, 5, 6, 7$ as 0.8213, 0.8125, 0.8129, and 0.8304, respectively.

In Table 1, the RMSE difference between the Reference and each $W_D$ case is represented as a percentage. As $W_D$ increased, the RMSE difference increased. Considering the role of the weight $W_D$, a larger $W_D$ adds more weight to the reception cycle of slower vehicles. At the same vehicle speed, the increase in the relative reception cycle difference increases the RMSE with respect to the Reference.

As shown in Fig. 8, the change in the sensor node processing time is measured within the $W_D = \{4, 5, 6, 7\}$ range. The number of vehicles generated in the simulation is equal to the previous RMSE measurement, that is, within the range of 10 to 25. The proposed method has a lower processing time than the Reference, regardless of the $W_D$ value. The higher the value of $W_D$, the lower is the average processing time. The result can be analyzed by using the aforementioned correlation between weight $W_D$ and the reception cycle. The average processing time for the Reference for all cases of the number of vehicles is 0.2547. Using $W_D$, we obtained the RMSE averages for $W_D = 4, 5, 6, 7$ as 0.1032, 0.097, 0.0862, and 0.0767, respectively. As the $W_D$ value increases, the cost of the computation time on the sensor node decreases. This result indicates that a high $W_D$ value increases the reception period weight assigned to slow vehicles.

The result of the processing time comparison for the change in $W_D$ with respect to the Reference is presented in Table 2 as a percentage. For the $W_D = 4$ case, the average RMSE for all vehicle cases is 29.1% and the average processing time reduction is 59.2%. When the number of vehicles is 21 and $W_D = 7$, the reduction in processing time is the largest at 72.91%. In contrast, it is the lowest at 54.13% when

| Distance weight $W_D$ | RMSE difference according to the number of vehicles (%) |
|-----------------------|--------------------------------------------------------|
| $W_D = 4$             | 28.01 27.94 27.83 27.77 27.57 28.27 28.26 29.26 |
| $W_D = 5$             | 26.10 25.60 25.51 25.47 25.33 26.81 26.81 27.26 |
| $W_D = 6$             | 26.91 26.41 26.31 26.27 26.11 26.94 26.94 28.01 |
| $W_D = 7$             | 29.34 28.80 28.68 28.61 28.40 29.04 29.02 30.08 |

| Distance weight $W_D$ | Processing time difference according to the number of vehicles (%) |
|-----------------------|---------------------------------------------------------------|
| $W_D = 4$             | 59.09 59.39 60.51 57.07 60.19 54.13 58.01 55.56 |
| $W_D = 5$             | 59.11 57.55 62.28 58.86 63.64 61.86 63.38 57.24 |
| $W_D = 6$             | 57.39 63.73 56.92 61.95 58.77 60.09 56.71 62.30 |
| $W_D = 7$             | 57.89 62.95 60.90 65.55 63.32 67.57 63.38 64.14 |

| $W_D = 4$             | 69.32 65.28 67.18 63.41 67.77 62.39 65.37 63.89 |
| $W_D = 5$             | 66.80 64.03 66.78 65.22 68.97 66.37 68.92 65.79 |
| $W_D = 6$             | 63.64 69.95 67.69 67.80 69.19 70.64 68.83 72.22 |
| $W_D = 7$             | 68.42 71.94 68.51 72.91 71.47 69.97 70.46 70.07 |
the number of vehicles is 15 and $W_D = 4$. Similarly, for the other $W_D$ cases, the reduction in processing time is greater than the increment in the RMSE. The velocity prediction accuracy can decrease to a reasonable extent; however, the processing time at the sensor node is significantly reduced. For battery-powered sensor nodes, efficient resource usage is prioritized under various constraints. Therefore, reducing the process time using the proposed technique can be useful.

Fig. 9 shows the reduction in the processing time per RMSE as the number of vehicles in the simulation increases. Each plotted value was derived as the average of Table 1 and 2 $W_D$ cases. A higher graph value indicates a larger process time improvement with the same RMSE fluctuation. The reduction in the processing time per RMSE tends to increase as the number of vehicles spawned in the traffic simulation changes from 10 to 25. In some sections (e.g., for the number of vehicles 10–13, and 22–23), the processing time reduction per RMSE appears to be reduced. However, considering the overall tendency of the graph, the processing time reduction per RMSE value increases with the number of vehicles. The reduction that occurs in the case of 22–25 section can be considered a temporary phenomenon. Therefore, it can be expected that the process time reduction per RMSE value increases since the number of vehicles 25. The number of vehicles coverage applied in the experiment is from 10 to 25 increased by 150%. Therefore, the contribution of the proposed technique can be justified enough considering the achieved processing time overhead reduction of more than twice the RMSE fluctuation in all cases, only except 10. Consequently, the proposed technique is more suitable when the number of vehicles is large, and the sensor nodes of a large-scale IoT network managing a large number of vehicles are expected to have a massive effect.

VI. CONCLUSION

In this paper, we propose a technique for the efficient use of sensor node resources in large-scale IoT applications. In particular, to predict a vehicle’s velocity by using the Kalman filter, the reception cycle of the position data from the vehicle is adaptively controlled to reduce the processing time of the sensor node. Thus, the processing time at the IoT sensor node is significantly reduced by minimizing the speed estimation accuracy. In addition, effective results were achieved for large-scale IoT networks when the number of vehicles increased. The experimental results showed that the processing time decreased by up to 72.91% compared to the RMSE increase in the case of 21 vehicles and $W_D = 4$. The proposed technique made a practical contribution that allow efficient computation on sensor nodes designed in embedded systems. In future work, we would like to expand the proposed technique to wireless sensor network which consisted to cooperative multiple sensor nodes to achieve macro-view operation. Moreover, this research can be extended to physically embedded board environments to achieve efficient resource consumption in terms of sensor node energy.
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