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Abstract—Media coverage has a substantial effect on the public perception of events. Nevertheless, media outlets are often biased. One way to bias news articles is by altering the word choice. The automatic identification of bias by word choice is challenging, primarily due to the lack of gold-standard data sets and high context dependencies. In this research project, I aim to devise data sets and methods to identify media bias. To achieve this, I plan to research methods using natural language processing and deep learning while employing models and using analysis concepts from psychology and linguistics. The first results indicate the effectiveness of an interdisciplinary research approach. My vision is to devise a system that helps news readers become aware of media coverage differences caused by bias. So far, my best performing BERT-based model is pre-trained on a larger corpus consisting of distant labels, indicating that distant supervision has the potential to become a solution for the difficult task of bias detection.

I. INTRODUCTION

News articles serve as a highly relevant source of information on current topics, and salient political issues [1]. A varying word choice in any news content may have a significant effect on the public and individual perception of societal issues, especially since regular news consumers are mostly not fully aware of the degree and scope of bias [5], [6]. As shown in existing research [7], [8], detecting and highlighting media bias might be relevant for media analysis and to mitigate the effects of biased reports on readers. Also, the detection of media bias can assist journalists and publishers in their work [2].

Bias, in general, is a highly sensitive topic, and some forms of bias especially rely on other factors than the content itself, such as a different perception of any text related to the individual background of a reader[9]. As the concept and its perception are very interdisciplinary, its detection is a challenging task [10]. To date, only a few research projects, mostly based on linguistic features, focus on the detection and aggregation of bias [11], [12], [10]. Even though bias embodies a complex structure, contributions [13], [14] often neglect annotator background and use crowdsourcing to collect annotations. Therefore, existing data sets exhibit low annotator agreement and inferior quality.

The same low agreement in bias perception has also been researched from a psychological perspective: many individual factors affect the perception of bias, such as topic knowledge, political ideology, or simply age and education [2]. Phenomena like the Hostile Media Effect (HME, i.e., describing the tendency to perceive media coverage of an issue as biased against one’s views [15]) might also play a role, making it hard to objectively determine whether and how an article or clip is biased.

Various definitions and methods were used to measure media bias throughout the different studies on media bias perception and identification. Still, there exists a major lack of agreement on how study participants or readers react towards bias depending on how they were asked. Most existing studies focus only on specific aspects, for example, the already mentioned HME [16], [17], [18]. Some studies asked questions related to particular articles [19], while others chose a more general approach [20]. Some ask about bias directly (e.g., ”Regarding the web page that you viewed, would you say the portrayal of the presidential candidates was strictly neutral or biased in favor of one side or the other?” [21]), and some indirectly [5], [22], [23], [24]. Some researchers tried experiments [14], while others use surveys [20].

Overall, the psychological contributions focus more on the concept itself but lack scalability. The computer scientific approaches based on linguistics features are able to analyze large amounts of data but lack relevancy. Therefore, in this work, I will try to tackle the issue from an interdisciplinary perspective and build a system to identify media bias automatically.

II. RESEARCH QUESTION, TASKS, AND CONTRIBUTIONS

My study holds both theoretical and practical significance. First, I will summarize the most influential work on media bias, to conclude a precise and suitable definition of a concept that both everyday readers as well as scientists from different areas can relate to and work with. Second, I will present various data sets measuring the concept, of which two are already published. Recently, I have published BABE (Bias
Annotations By Experts), a data set of media bias annotations, which is built on top of the previous MBIC (Media Bias Annotation Data Set Including Annotator Characteristics) [3]. MBIC offers a balanced content selection, annotations on a word and sentence level, and is with 1,700 annotated sentences one of the largest data sets available in the domain. BABE improves MBIC, and other data sets, in two aspects. On the one hand, annotations are performed by trained experts and in a larger number. On the other hand, the corpus size is expanded considerably with additional 2,000 sentences. The resulting labels are of higher quality and capture media bias better than labels gathered via crowdsourcing. In sum, BABE consists of 3,700 sentences with gold-standard expert annotations on the word and sentence level. In future work, I will extend the data set by using a gamified approach and publishing a third and final data set.

To create these data sets and evaluate the final results, knowledge about the perception of media bias is crucial. Therefore, I have already analyzed which questions can reliably measure how a reader perceived bias and build a high-quality questionnaire for media bias assessment [25]. Additionally, I am researching how bias visualizations can both indicate bias for readers and teach them in a way that they become able to identify the concept on their own.

Lastly, I will implement and compare multiple models to identify bias automatically. To date, distant supervision appears to return the best results in my previous work. Still, other models might also improve performance, which is why a careful evaluation and comparison of available models and approaches are also part of my work.

To focus on the system development as a whole, I define the following research question for my Ph.D. research: How can an automated approach identify media bias in English news articles? For the classification presented in my work, I focus on sentence-level bias detection, which is the current standard in related work (section III). To address my research question, I derive the following research tasks:

1) Review the state-of-the-art in identifying media bias (interdisciplinary) and identify the strengths and weaknesses of manual and automated methods used to identify media bias using computer science methods.
2) Research NLP techniques and required data sets to address these weaknesses. To do so, use established bias models and create necessary data sets.
3) Research how annotators can be trained to understand media bias better and return better results in potential surveys and tasks.
4) Research the perception of media bias from a psychological perspective to build a high-quality data set and evaluation.
5) Implement a prototype of a media bias identification system that employs the developed methods to demonstrate the applicability of the approach in real-world news article collections. The target group of the prototype are non-expert people.
6) Evaluate the effectiveness of the bias identification methods with a test corpus.

III. RELATED WORK

Media bias can be defined as slanted news coverage or internal news article bias [10]. While there are multiple forms of bias, e.g., bias by personal perception or by the omission of information [26], our focus is on bias caused by word choice, in which different words refer to the same concept. I have published a detailed description of media bias in [2], which I will refer to for more information. In the following, I summarize the existing literature on bias data sets and media bias classification.

A. Media Bias Data Sets

[27] present 1,235 sentences labeled for word and sentence level bias by crowdsourcing workers. All the sentences in their data set focus on one event. Another data set focusing on just one event is presented by [28]. It consists of 2,057 sentences from 90 news articles, annotated with bias labels on article and sentence levels, and contains labels such as overall bias, hidden assumption, and framing. The annotators agree with Krippendorff’s $\alpha = -0.05$. [11] also provide a second data set with 966 sentences labeled on the sentence level. However, their reported intrarater-agreement (IRR) of Fleiss’ Kappa on different topics averages at zero.

[8] classify framing in political news. Using crowdsourcing, they label 74 news articles from eight US news outlets, collected from politics-specific RSS feeds on two separate days. [14] create a data set of 6,964 articles containing political bias, unfairness, and non-objectivity labels at the article level. Altogether, they present 11 different topics such as "presidential election", "politics", and "white house".

[29] present 300 news articles containing annotations for lexical and informational bias made by two experts. They define lexical bias as bias stemming from specific word choice, and informational bias as sentences conveying information tangential or speculative to sway readers’ opinions towards entities [29]. Their data set, BASIL, allows for analysis at the token level and relative to the target, but only 448 sentences are available for lexical bias.

Under the name MBIC, I [3] extract 1,700 sentences from 1,000 news articles. Crowdsourcing workers then label bias in one word and sentence level using a survey platform that also surveyed the annotators’ backgrounds. MBIC covers 14 different topics and yields a Fleiss’ Kappa score of 0.21. Even though the referenced data sets contribute valuable resources to the media bias investigation, they still have significant drawbacks, such as (1) a small number of topics [27], [11], (2) no annotations on the word level [27], (3) low inter-annotator agreement [3], [11], [8], [27], and (4) no background check for its participants (except [3]). Also, some related papers focus on framing rather than on bias [8], [29], and results are only partially transferable. In this work, I address these weaknesses by gathering sentence-level annotations about bias by word choice over a balanced and
broad range of topics. The annotations are made by trained expert annotators with a higher capability of identifying bias than crowdsource workers.

B. Media Bias Classification Systems

Several studies tackle the automated detection of media bias [12], [22], [14]. Most of them use manually created features to detect bias [12], and are based on traditional machine learning models [2].

[10] identify sentence level bias in Wikipedia using supervised classification. They use a bias lexicon and a set of various linguistic features (e.g., assertive verbs, sentiment) with a logistic regression classifier, identifying bias-inducing words in a sentence. They also report that crowdsource workers struggle to identify bias words their classifier is able to detect.

In my work in [2], I develop a feature-based tool to detect bias-inducing words. I identify and evaluate a wide range of linguistic, lexical, and syntactic features serving as potential bias indicators. The final classifier returns an $F_1$-score of 0.43 and 0.79 AUC. I also point out the explanatory power of various feature-based approaches and the performance of their own model on the MBIC data set. Still, I conclude that Deep Learning models are promising alternatives for future work.

[12] propose a semi-automated approach to extract domain-related bias based on word embeddings properties. The authors combine bias words and linguistic features (e.g., report verbs, assertive verbs) in a random forest classifier to detect sentence-level bias in Wikipedia. They achieve an $F_1$-score of 0.69 on a newly created ground truth based on Conservapedia.\(^2\) In their following work, [13] propose a neural statement-level bias detection approach based on Wikipedia data. Using recurrent neural networks (RNNs) and different attention mechanisms, the authors achieve an $F_1$-score of 0.77, indicating a possible advantage of neural classifiers in the domain. [14] train a RNN to classify article-level bias. They also conduct a reverse feature analysis and find that, at the word level, political bias correlates with categories such as negative emotion, anger, and affect.

To summarize, most approaches use manually created features, leading to lower performance and poor representation. The few existing contributions on neural models are based on naive data sets (Section III-A). Therefore, I develop a neural classifier trained on improved data sets. One of them is already finished, BABE. My current system incorporates state-of-the-art models and improves their pre-training step through distant supervision [30], [31], allowing the model to learn bias-specific embeddings, thus improving its representation.

C. Psychological Background

In various research areas, text perception and particularly bias detection have been investigated. For example, the influence of biased reporting within traditional, citizen, and social media has been researched [32]. Other projects focus on the perception of media outlets as being hostile [20], the influence of user-related variables on the perceptions of bias [18], [19], [33], [34], [35], or the perception of bias in particular topics [20]. Other main interests in the existing research are topic-dependent text perception [36], user comments [21], [37], and visual features [38].

Apart from political or communication studies and psychology, an increasing number of computer science publications focus on the automated detection of media bias or the related concepts of framing, and sentiment analysis [2], [3], [22], [39], [10], [40].

Independent of the scientific field (e.g., Psychology, Computer Science), all the research mentioned above questions students, experts, or crowdsource workers about their perception of bias on a word, sentence, article, or image level. However, almost none report a detailed process description on how they create the respective evaluation surveys or choose the questions handed to the participants. Also, especially in the computer science studies, except one of my studies [2], none ask for the personal background of participants. Still, as shown in some of the work from psychology and communication science [25], the personal background seems crucial to understand how to interpret and use the collected feedback annotations. The data sets used in the various computer scientific approaches and projects do not reflect media bias’s complexity. Instead, they primarily focus on technical elements rather than the problem itself. I believe that data quality and comparability play a crucial role in training any classifier. Therefore, I already published a common and reliably evaluated question set, which is another central element of my overall dissertation. Again, I will refer more to that in Section V.

D. Research Gap

To my knowledge, all existing work is not including the psychological background of the concept in computer scientific work or vice-versa, based on data sets exhibiting weaknesses such as small size or no annotator background information and, therefore, return a measure of bias that is lacking transparency and reliability. Also, recent advancements in deep learning are not exploited within the media bias domain. To address the issues mentioned above, in fig. 1, I propose a four-component architecture to solve my main research question. First (1)\(^3\), I use the knowledge and models from sciences that have long studied media bias to conceptualize media bias overall and define possible measurements. Second (2), I build a more reliable (Annotator-background-aware) and bigger data set (or multiple data sets) that reflect media bias. Third (3), I develop a media bias classifier to identify bias automatically. Within this phase, I make use of the recent advancements of deep learning, including neural language models such as BERT [41]. I believe Transformer-based\(^4\) models hold potential to the outcome of my project, which partially has already been shown in my existing work with BABE. Fourth (4), I plan

\(^2\)https://conservapedia.com/Main_Page, accessed on 2021-04-10.

\(^3\)Numbers refer to fig. 1.

\(^4\)A Transformer is a deep learning model that adopts the mechanism of attention, weighing the influence of different parts of the input data. I have shown the advantages of Transformer models for media bias detection [42].
to display my results to potential users using visualizations I evaluated within multiple surveys.

IV. DATA SET CREATION

Since media bias by word choice rarely depends on context outside the sentences [29], we focused on gathering sentences only. Mainly my work compasses three different data set creation approaches:

A. MBIC

MBIC (Media Bias Annotation Data Set Including Annotator Characteristics) is the first available dataset about media bias reporting detailed information on annotator characteristics and their individual background. It was the first data set I created. Before MBIC, existing data sets did not control for the individual background of annotators, which may affect their assessment and represent critical information for contextualizing their annotations. In the paper, I present a matrix-based methodology to crowdsourc such data using a self-developed annotation platform called TASSY[39]. MBIC contains 1,700 statements representing various media bias instances. Ten crowdsource annotators reviewed the statements each and contain labels for media bias identification both on the word and sentence level. MBIC achieves an inter-annotator agreement of $\alpha = 0.21$. I also used it to train a feature-based media bias classifier [2].

B. BABE

After my work on MBIC, I concluded that crowdsource workers struggle with understanding the concept of media bias, even when given detailed instructions. Therefore, I continued to develop BABE (Bias Annotations By Experts) [42]. BABE is a robust and diverse data set created by trained experts, for media bias research. In the paper, I analyze why expert
labeling is essential within this domain\(^5\). The data set offers better annotation quality and higher inter-annotator agreement than existing work. It consists of 3,700 sentences balanced among topics and outlets, containing media bias labels on the word and sentence level. Also, it allowed me to compare expert annotations with the crowdsourced labels provided by [3] to analyze quality differences between the two groups further. My results show how expert annotators render more qualitative bias labels than crowdsourcing workers in MBIC. Employing annotators with domain expertise allows me to achieve an inter-annotator agreement of $\alpha = 0.40$, which is higher than existing data sets [3]. I believe domain knowledge and training alleviate the difficulty of identifying bias and are imperative to create a strong benchmark due to the complexity of the task. In future work, apart from improving the current data set and classifier, I will also explore why a text passage might be biased, not just its overall classification.

C. Gamification

While BABE offers a clear performance increase compared to MBIC, and I also showed that a high-quality media bias data set needs trained annotators, it contains only 3700 sentences, and already cost over 10,000$ \text{.} Given the high costs for human annotation, I will propose a different paradigm to mitigate this problem. Gamification of the process will be used to obtain/produce the desired labels. The game will be hosted on an open platform like Zooniverse\(^6\) and it will be promoted in universities/schools. I am designing it to be motivating, serious, and teach people to understand the complex construct of media bias. The game will be based on several layers; I will only summarize them here briefly:

1) In the first round, players will see a video and tutorial for sentence-level bias annotation. They will also be instructed about the game mechanics and ranking system.
2) In the second round, players will annotate sentences from BABE and get direct feedback whether or not they agree with the expert annotations made there.
3) From the third round on, players will annotate new sentences. They will be evaluated and given feedback, dependent on how other players rate the sentences.
4) From the fourth round on, players will also be able to write sentences that others can evaluate to experiment with different writing styles.

A smaller study is currently in execution to design the game properly, researching ideal ways to teach readers about bias and critical reading in general. The study contains various bias visualizations, an inoculation message, and a video about bias.

V. CLASSIFIER METHODOLOGY

After some preliminary work [2], [22], [5], [23], I propose the use of neural classifiers with automated feature learning capabilities to solve the given media bias classification task. A distant supervision framework, similar to [43], allows me to pre-train the feature extraction algorithms leading to improved language representations, thus, including information about bias in any sample. As obtaining large amounts of pre-training labeled data using humans is prohibitively expensive, I resort to noisy yet abundantly available labels providing supervisory signals within the BABE paper. I will provide a high-quality distant supervision data set for the overall project. However, the approach used with BABE already shows that distant supervision is a promising approach to tackle media bias identification.

A. Learning Task

Given a corpus $X$ and a randomly sampled sequence of tokens $x_i \in X$ with $i \in \{1,\ldots,N\}$, the learning task in such an approach consists of assigning the correct label $y_i$ to $x_i$ where $y_i \in \{0, 1\}$ represents the neutral and biased classes, respectively. The supervised task can be optimized by minimizing the binary cross-entropy loss

$$L := -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=\{0,1\}} f_k(x_i) \cdot \log(\hat{f}_k(x_i)). \quad (1)$$

where $f_k(\cdot)$ is a binary indicator triggering 0 in the case of neutral labels and 1 in the case of a biased sequence. $\hat{f}_k(\cdot)$ is a scalar representing the language model score for the given sequence.

B. Neural Models

Overall, I fit $\hat{f}_k(\cdot)$ using a range of state-of-the-art language models. Central to the architectural design of these models is [44]’s encoder stack of the Transformer[44] relying solely on the attention mechanism. I use the BERT model [41] and its variants DistilBERT [45] and RoBERTa [46] that learned bidirectional language representations from the unlabeled text. DistilBERT is a compressed model of the original BERT, and RoBERTa uses a slightly different loss function with more training data than its predecessor. I also evaluate models built on the transformer architecture but differ in the training objective. While DistilBERT and RoBERTa use masked language modeling as a pre-training task, ELECTRA [47] uses a discriminative approach to learn language representations. I also include XLNet [48] in our comparison as an example of an autoregressive model. I systematically evaluate the performance of the model on the media bias sentence classification task and investigate the impact of an additional pre-training task introduced in the next section on the classification capabilities of the models BERT and RoBERTa.

C. Distant Supervision

Fine-tuning general language models on the target task has proven beneficial for many tasks in NLP [42]. The language model pre-training followed by fine-tuning allows models to

\(^5\)The exact collection strategy and other details are laid out in [42].

\(^6\)https://www.zooniverse.org/, accessed on 2021-04-10.
incorporate the idiosyncrasies of the target corpus. For text classification, the authors of ULMFiT [43] demonstrated the superiority of task-specific word embeddings. Before fine-tuning, I introduce an additional pre-training task to improve feature learning capabilities considering media bias content. The typical unsupervised setting used in the general pre-training stage does not include information on language bias in the learning of the embedded space. To remedy this, I incorporate bias information directly in the loss function (equation 1) via distant supervision. In this approach, distant or weak labels are predicted from noisy sources, alleviating the need for data labeled by humans. Results by [49] and [31] demonstrated that pre-training on larger distant datasets followed by fine-tuning on supervised data yields improved performance for sentiment classification.

D. Distant Supervision Data Set

Until now, my pre-training corpus to apply distant supervision comprises news headlines of outlets with and without a partisan leaning to learn bias-specific word embeddings. The data source, various news outlets, are leveraged to provide distant supervision to our system. As a result, the large amounts of data necessary to learn continuous word representations are gathered by mechanical means alleviating the burden of collecting expensive annotations. The assumption is that the distribution of biased words is denser in some news sources than in others. Text sampled from news outlets with a partisan leaning is treated as biased. Text sampled from news organizations with high journalistic standards is treated as neutral. Thus, the mapping of bias and neutral labels to sequences is automatized. The data collection resembles the collection of the ground-truth data described in Section IV. The defined keywords reflect contentious issues of the US society, as I assume slanted reporting to be more likely among those topics than in the case of less controversial topics. The obtained corpus consisting of 83,143 neutral news headlines and 45,605 biased instances allows for the encoding of a sequence’s bias information in the embedded space. The news headlines corpus serves to learn more effective language representations; it is unsuitable for evaluation purposes due to its noisy nature. I ensure no overlap exists between the distant corpus and BABE to guarantee model integrity with respect to training and testing.

As a next project step, I am testing various distant data sets based on polarizing content from Twitter, Reddit, Wikipedia, and manually created selections of biased on non-biased content. I have already shown that some of these data sets improve bias detection tasks within a multi-task-learning approach [50]. Also, I am developing a parallel data set of neutral and biased sentences together with a text style transfer system to experiment with automatically creating a distant supervision data set. Ideally, the system should automatically adjust and improve its performance: When sentences of different styles can be found

or generated while the game data set returns manually created evaluations, performance can be continuously adjusted on an automated scale.

VI. System and Visualization

A system will integrate the previously described analysis workflow and visualize the results to non-expert users. I devised visualizations similar to UIs of popular news aggregators, such as Google News, and bias-aware aggregators, such as AllSides. In contrast to these, the system will be able to identify in-text instances of bias [5]. Hence, the system will give a bias-aware overview of current topics and have a visualization for single articles, which will highlight identified instances of bias. For research and evaluation of the previously described system and its analysis methods, I currently use a data set incorporating the AllSides labels [14] and BABE, which have high diversity concerning the political slant of outlets. I already researched how bias visualizations can work for everyday users in multiple studies, which I will continue to expand [5]. These projects aim to contribute to a deeper understanding of effective media bias communication. To this end, I create a set of bias visualizations revealing bias in different ways and test their effectiveness in online experiments [5].

VII. Evaluation

So far, all my work is evaluated in a traditional way by the binary biased/non-biased labels returned in studies and other related data sets. Still, I argue that standard metrics (e.g., accuracy and $F_1$) provide a limited perspective into a model’s predictive power in case of a complex construct like media bias. Further research needs to tackle these pitfalls to propose systems with better generalization capabilities. A promising starting point might be a more refined evaluation scheme that decomposes the bias detection task into multiple sub-tasks, such as presented in CheckList [51]. This scheme allows us to understand how our system performs on different types of bias (e.g., bias by context, linguistics, and overall reporting). My final bias classifier will not be evaluated on a binary scale but on a multi-faceted data set containing other related concepts like hate speech, sentiment, polarity, linguistic structure and figures, and personal annotator background per annotation. The respective data set is currently in progress.

Additionally, I believe that current research on explainable artificial intelligence might increase user trust in classifiers. Existing research presents ways to visualize Transformer-based models and make their results more accessible and interpretable [52]. Lastly, combining neural methods with advances in linguistic bias theory [2] to explain a classifier’s decision to users will also be part of my ongoing work, which I already inspected in one feature-based approach [2].

I mostly focus on sentence-level bias, which is often used in the media bias domain, but also include word-level annotations in every data set to encourage solutions focusing on more granular characteristics. I believe word-level bias conveys a strong explanatory power and is, therefore, a promising
research direction. I will also address the word level in future work.

VIII. CONCLUSION AND IMPLICATIONS

In summary, both everyday news consumers and researchers could benefit from the automated identification of bias in news articles. Devising suitable methods and data sets to find, automatically identify, and visualize bias are at the heart of this research project. The currently finished classifier based on BABE outperforms existing classifiers in the area. In addition, BABE achieves higher quality and annotator agreement than existing data sets [27], [11], [8], [29]. Also, the media bias game will be rolled out into schools and Zooniverse to teach a broad audience about bias and return a high amount of annotations simultaneously. My vision is that at a later point in time, the developed methods will make their way into an actual app or tool, helping news readers to explore and understand media bias through their daily news consumption. I also believe my system will provide promising grounds for large-scale bias analyzes as they are already executed in the social sciences or economics.
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