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Abstract
In this paper, we prove a classification theorem for the zero sets of real analytic Beltrami fields. Namely, we show that the zero set of a real analytic Beltrami field on a real analytic, connected 3-manifold without boundary is either empty after removing its isolated points or can be written as a countable, locally finite union of differentiably embedded, connected 1-dimensional submanifolds with (possibly empty) boundary and tame knots. Further, we consider the question of how complicated these tame knots can possibly be. To this end, we prove that on the standard (open) solid toroidal annulus in $\mathbb{R}^3$, there exist for any pair $(p, q)$ of positive, coprime integers countably infinitely many distinct real analytic metrics such that for each such metric, there exists a real analytic Beltrami field, corresponding to the eigenvalue $+1$ of the curl operator, whose zero set is precisely given by a standard $(p, q)$-torus knot. The metrics and the corresponding Beltrami fields are constructed explicitly and can be written down in Cartesian coordinates by means of elementary functions alone.
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1 Introduction
Beltrami fields on an oriented, real analytic Riemannian 3-manifold $(M, g)$ without boundary are vector fields $X$ which satisfy $\text{div}(X) = 0$ and $\text{curl}(X) = \lambda X$ for some...
smooth function $\lambda : M \to \mathbb{R}$. A special case of these are eigenvector fields of the curl operator corresponding to non-zero eigenvalues, since such eigenfields are automatically divergence-free. Such vector fields appear naturally in physics and have been widely studied in mathematics. For instance, they appear as stationary magnetic fields of the equations of ideal magnetohydrodynamics, and hence in particular in astrophysics, in the case of constant pressure and a resting plasma [3, Chapter III §1.A]. On the other hand, they also appear as stationary solutions of the incompressible Euler equations for an appropriate pressure function [3, Chapter II §1.A]. From a variational point of view, Beltrami fields (with a constant, non-zero proportionality function $\lambda$) are closely related to the helicity constraint magnetic energy minimisation, see [2,5,34], while Beltrami fields with a non-constant proportionality function were studied for instance in [14] and [28]. In view of hydrodynamics, Beltrami fields are of particular interest from a topological point of view. Namely, if we consider stationary solutions of the incompressible Euler equations, Arnold’s theorem [1,2], [3, Chapter II, Theorem 1.2], in essence characterises the field line behaviour of any such solution unless it is everywhere collinear with its curl. Therefore if one is interested in ‘complicated’ field line behaviour of steady Euler flows, one necessarily needs to consider Beltrami flows. For example, a consequence of Arnold’s structure theorem is that if some real analytic nowhere vanishing, incompressible, steady Euler flow admits a ‘chaotic’ field line, i.e. a field line not contained in a codimension 1 subset, then the flow is necessarily Beltrami [3, Chapter II, Proposition 6.2]. That Beltrami flows indeed can have very interesting behaviour is well known, see for example [10,11,13,16].

Let us assume for the moment that the proportionality function $\lambda$ is constant and that $M = \Omega$ is a domain in $\mathbb{R}^3$, then we in particular observe that

$$-\Delta X = \text{curl}(\text{curl}(X)) - \text{grad}(\text{div}(X)) = \lambda^2 X,$$

i.e. each component of the Beltrami field is in particular an eigenfunction of the Laplacian and consequently the zero set of $X$ is the intersection of 3 zero sets of eigenfunctions of $\Delta$. The zero sets, also referred to as nodal sets, of Laplacian eigenfunctions were thoroughly studied for example in [18,21,30] and [31]. These nodal sets are, modulo a codimension 2 countably rectifiable subset, codimension 1 hypersurfaces [18]. Thus, a priori, the zero set of a Beltrami field might be 2-dimensional. However, it was for instance observed in [8], that the zero sets of rotationally symmetric Beltrami fields on rotationally symmetric, bounded domains (diffeomorphic to the solid torus) are either empty (in case of the first eigenfield) [8, Theorem 7], or else they are ‘well-separated’ circles [8, Theorem 8]. In particular, the Hausdorff
dimension is an integer not greater than 1 and the zero sets, in the latter case, are circles, i.e. have a very special topological structure. In the present paper, we will show that these features are more generally true for any real analytic Beltrami field defined on an abstract manifold without boundary. More precisely, our result states that, after removing the isolated points, the remaining nodal set is either empty or a countable, locally finite union of analytically embedded 1-manifolds with (possibly non-present) $C^1$-endpoints, see Definition 2.1, and tame knots. Our approach differs from the approach in [8], since we do not assume any symmetry, but instead rely on results from semianalytic geometry [7,17,22], most notably the curve selection lemma [23, §2], [27, Lemma 3.1], [24, Lemma 6.6].

2 Main results

2.1 Conventions

All manifolds are assumed to be Hausdorff, second countable, oriented, connected, real analytic and without boundary, unless otherwise noted. We will simply say: ‘Let $M$ be a 3-manifold’, meaning it has all the previously mentioned properties and is 3-dimensional. $V^{ao}(M)$ denotes the set of all real analytic vector fields on a given 3-manifold $M$. Given a smooth Riemannian metric $g$ on a 3-manifold $M$, we define the curl and divergence of a vector field by means of its identification with its corresponding 1-form. More precisely if $X$ is any smooth vector field, we may associate a 1-form $\omega^1_X$ with $X$ via the Riemannian metric $g$ by setting $\omega^1_X := g(X, \cdot)$, which gives rise to an isomorphism between the spaces of smooth vector fields and (smooth) 1-forms. The divergence of $X$, denoted $\text{div}(X)$, is given by $\text{div}(X) := \star d \star \omega^1_X$, where $\star$ denotes the Hodge star operator and $d$ the exterior derivative, while the curl of $X$, denoted $\text{curl}(X)$, is the unique vector field satisfying $\omega^1_{\text{curl}(X)} = \star d \omega^1_X$. We call $X \in V^{ao}(M)$ a Beltrami field if $\text{div}(X) = 0$ and if there exists a smooth function $\lambda : M \to \mathbb{R}$ with $\text{curl}(X) = \lambda X$. Note that we only require smoothness of the metric and proportionality function, while we assume $X$ to be real analytic. If $g$ and $\lambda$ are real analytic, then every smooth vector field satisfying $\text{curl}(X) = \lambda X$ and $\text{div}(X) = 0$ is, by standard elliptic estimates, necessarily real analytic. We use the words zero set and nodal set synonymously throughout the text.

Before stating our main theorem, let us give two definitions used therein

Definition 2.1 (Real analytic 1-(sub)manifold with $C^1$-endpoints) Suppose $M$ is a 3-manifold. Let $L \subset M$ be a (not necessarily connected) subset of $M$ which is equipped with a $C^1$-atlas, turning it into a 1-dimensional manifold with (possibly empty) boundary, such that the transition functions are all $C^1$-diffeomorphisms and such that the restrictions of the transition functions to the manifold interior of $L$ are real analytic diffeomorphisms. We say that $L$ is a real analytically embedded 1-submanifold with $C^1$-endpoints, if $L$ is a $C^1$-embedded 1-submanifold of $M$ and if the manifold interior $\text{int}(L)$, with respect to the induced real analytic structure, is a real analytically embedded submanifold of $M$. We say the endpoints are non-empty if the manifold boundary of $L$ is non-empty and we say the endpoints are non-present otherwise.
Definition 2.2 (Tame knots) Let $M$ be a 3-manifold. A subset $K \subset M$ is called a knot if there exists a homeomorphism $f : S^1 \to K$. Now let $M$ be equipped with a smooth Riemannian metric $g$, then we call a knot $K \subset M$ tame if there exists a continuous map $\Gamma : [0, l] \to M$ for some $l > 0$ satisfying the following:

(i) $\Gamma([0, l]) = K$.
(ii) $\Gamma(0) = \Gamma(l)$ and $\Gamma|_{[0, l]}$ is injective.
(iii) $\Gamma \in C^1([0, l], M)$ and $\Gamma|_{[0, l]} \in C^\infty((0, l), M)$.
(iv) $|\dot{\Gamma}(s)|_g = 1$ for all $s \in [0, l]$.
(v) $0 \leq \int_0^l \kappa_{\Gamma}(s) \, ds < +\infty$, where $\kappa_{\Gamma}$ denotes the geodesic curvature of $\Gamma$.

We refer to $\int_0^l \kappa_{\Gamma}(s) \, ds$ as the total geodesic curvature.

Remark For the special case $M = \Omega \subseteq \mathbb{R}^3$ being an open subset of standard Euclidean space, equipped with the Euclidean metric, one easily checks that any tame knot in the sense of Definition 2.2 is of finite length and its unit tangent is of bounded variation. Hence if such a tame knot according to our definition is viewed as a subset of $\mathbb{R}^3$, it follows from [25,32] that it is also tame in the classical sense, i.e. there exists an ambient isotopy of Euclidean 3-space transforming $K$ to a polygonal knot, or equivalently into a smoothly embedded circle. The idea to use bounded total curvature to obtain tame knots, in the Euclidean setting, was introduced in [25]. Here we adapted this notion to our setting.

Theorem 2.1 (Main theorem, Structure of nodal sets of real analytic Beltrami fields) Let $M$ be a 3-manifold which is equipped with a smooth Riemannian metric. Suppose $X \in \mathcal{V}^\omega(M)$ is a Beltrami field, which is not the zero vector field and define $K := \{ p \in M | X(p) = 0 \}$. Then the Hausdorff dimension of $K$ is either 0 or 1 and there exists a locally finite, countable family of disjoint sets $\{ A, L_1, L_2, \ldots \}$ such that

(i) $K = A \sqcup \bigsqcup_{n \in \mathbb{N}} L_n$, where $\sqcup$ indicates that the union is disjoint.
(ii) The set $A$ is closed in $M$ and is either empty or consists of isolated points.
(iii) Each $L_n$ is either empty or a (non-empty) analytically embedded, connected, 1-submanifold without boundary. Further each $L_n$ satisfies exactly one of the following conditions

(a) $\text{clos}(L_n) = L_n$, i.e. $L_n$ is closed in $M$.
(b) $\text{clos}(L_n)$ is a connected, real analytically embedded 1-submanifold with non-empty $C^1$-endpoints.
(c) $\text{clos}(L_n) \setminus L_n$ is non-empty and $\text{clos}(L_n)$ is a tame knot.

If we let further $\mathcal{I} \subseteq A$ denote the isolated points of $K$, then $K \setminus \mathcal{I} = \bigcup_{n \in \mathbb{N}} \text{clos}(L_n)$.

Observe that for eigenfields of the curl operator on closed 3-manifolds, the zero set generically\(^1\) consists of isolated points alone, see [12, Theorem 3.7]. So that on closed 3-manifolds, the presence of knots in the zero set is a “rare” occurrence, even though in the general setting certainly possible as the result of Theorem 2.2 shows.

Let us now state some simple implications of Theorem 2.1

\(^1\) Generically in the sense that there exists a residual subset of the space of $C^r$-metrics for which the zeros of all eigenfields of curl, acting on an appropriate subspace, are all isolated.
Corollary 2.1 Let $M$ be a compact 3-manifold which is equipped with some smooth metric. Suppose $X \in \mathcal{V}_\omega(M)$ is a Beltrami field, which is not the zero vector field and let $K$ denote the zero set of $X$ and $\mathcal{I}$ denote the isolated points of $K$. Then $\mathcal{I}$ consists of at most finitely many points and exactly one of the following two situations occurs

(i) $K \setminus \mathcal{I} = \emptyset$.
(ii) $K \setminus \mathcal{I}$ is non-empty and a finite union of tame knots and real analytically embedded 1-submanifolds with $C^1$-endpoints ($C^1$-)diffeomorphic to $[0, 1]$ which intersect in at most finitely many points.

Corollary 2.2 Let $\Omega \subset \mathbb{R}^3$ be a bounded domain of the standard Euclidean 3-space (equipped with the standard metric) and let $X$ be a real analytic Beltrami field on $\Omega$, which is not the zero vector field. Suppose that $dist(\partial \Omega, K) > 0$, where $K$ is the zero set of $X$ and the distance is the usual Euclidean distance. Then after removing at most finitely many isolated points, the set $K$ is either empty or is the finite union of tame knots and real analytically embedded 1-submanifolds with $C^1$-endpoints, diffeomorphic to $[0, 1]$, which intersect in at most finitely many points.

As mentioned before if we view the tame knots in Corollary 2.2 as knots in $\mathbb{R}^3$, then they are also tame in the classical sense. Observe also that we do not make any kind of regularity assumptions on the boundary of $\Omega$. A more intuitive way of phrasing the results of Corollaries 2.1 and 2.2 is to say that the zero sets consist of at most finitely many isolated points and a finite collection of closed ($\cong S^1$) and open ($\cong [0, 1]$) (well-behaved) strings, which intersect each other in at most finitely many points.

Before we turn to our next theorem, let us shortly discuss related results regarding real analytic Beltrami flows, and more generally analytic Euler flows, on 3-manifolds. It follows for instance from [9, Corollary 1.3] that for a broad class of closed 3-manifolds every real analytic Euler flow must either possess a zero or a periodic orbit, so that the absence of zeros necessarily forces the presence of a periodic orbit, see also [29] and a recent preprint by Torres de Lizaur for an alternative proof of this fact. In this sense, the cited work and the present work complement each other. It is also worth stating that the arguments provided in [9] do not extend to the smooth setting, which is the content of [9, Proposition 1.6].

Now let us turn to the second part of our results. To this end we make the following definition

**Definition 2.3** (Torus knot, (Open) solid toroidal annulus) Let $(p, q) \in \mathbb{N}^2$ be (strictly) positive integers which are coprime, then we define the map

$$T_{p, q} : \mathbb{R} \to \mathbb{R}^3, t \mapsto (\cos(qt)(2 + \cos(pt)), \sin(qt)(2 + \cos(pt)), \sin(pt))$$  \hspace{1cm} (2.1)

and call the image $T_{p, q} := T_{p, q}(\mathbb{R})$ the $(p, q)$-torus knot.

Further we define

$$T_A := \left\{ (x, y, z) \in \mathbb{R}^3 \mid \frac{1}{4} < \left( \sqrt{x^2 + y^2} - 2 \right)^2 + z^2 < \frac{9}{4} \right\}.$$ \hspace{1cm} (2.2)
which we call (open) solid toroidal annulus.

See Figure 1 in Example 4.1 at the end of the paper for an illustration of \( T_{2,3} \) and \( T_{A} \). Our main result regarding the possible complexity of nodal sets of real analytic Beltrami fields is the following.

**Theorem 2.2** Let \( T_{A} \) be the solid toroidal annulus, then given any (strictly) positive, coprime integers \((p, q) \in \mathbb{N}^2\), there exist countable infinitely many distinct real analytic metrics \((g_{p,q,k})_{k \in \mathbb{Z}}\) on \( T_{A} \) and countable infinitely many distinct, real analytic vector fields \((X_{p,q,k})_{k \in \mathbb{Z}}\) on \( T_{A} \) such that

\[
\text{curl}_{g_{p,q,k}} (X_{p,q,k}) = X_{p,q,k} \text{ for all } k \in \mathbb{Z}
\]  

(2.3)

with respect to the standard orientation on \( T_{A} \) and such that

\[
\{x \in T_{A} | X_{p,q,k}(x) = 0 \} = T_{p,q} \text{ for all } k \in \mathbb{Z}.
\]  

(2.4)

The metrics \( g_{p,q,k} \) and vector fields \( X_{p,q,k} \) can be explicitly expressed in terms of Cartesian coordinates by means of elementary functions alone.

Let us shortly point out that the real analytic Beltrami fields constructed in Theorem 2.2 are not tangent to the boundary of the solid toroidal annulus. Further, similar results, however, with no simple way to express the Beltrami fields explicitly, may be obtained in the setting of the Euclidean metric by means of a Cauchy-Kovalevskaya type result, see [11, Theorem 3.1]. More precisely, it is possible to show that any given torus knot admits some open neighbourhood and some Beltrami field, with respect to the Euclidean metric, such that the given torus knot is the zero set of the Beltrami field. This alternative approach does not guarantee tangency to the boundary either, so that it would be interesting to obtain explicit constructions of Beltrami fields with prescribed zero sets which are tangent to the boundary or defined on all of \( \mathbb{R}^3 \), since the explicitly constructed vector fields in Theorem 2.2 do not extend analytically to the full space.

### 3 Proof of Theorem 2.1

The proof consists of several steps, which we formulate as lemmas to increase readability.

**Lemma 3.1** Suppose we are in the setting of Theorem 2.1, then the zero set \( K \) of \( X \) has a Hausdorff dimension of at most 1.

**Proof of Lemma 3.1** The statement may be viewed in the smooth setting as a direct consequence of [6] and the unique continuation result stated in [4]. In the real analytic setting, one may also argue slightly different. Namely, [7, Corollary 2.11] and the fact that the set \( K \) is analytic, i.e. locally it is the zero set of some real analytic function, imply that \( K \) can be written as a locally finite, disjoint union of analytic submanifolds. If then the Hausdorff dimension is strictly larger than 1, \( K \) must contain an analytic 2-dimensional submanifold of \( M \) and the corresponding version of [11, Theorem 3.1]
for Riemannian manifolds implies that \( X \) must vanish on some open neighbourhood around that manifold. The real analyticity of \( X \) then implies that \( X \) is the zero vector field.

In the following Lemma 3.2 up to Lemma 3.6, we will always assume that \( K \subset M \) is some closed, analytic subset of \( M \) of Hausdorff dimension at most 1. Therefore the characterisation of the zero set \( K \) provided in Theorem 2.1 more generally applies to any (at most) 1-dimensional closed, analytic subset of \( M \). A more general structure theorem, known as Łojasiewicz’s structure theorem [20, Theorem 6.3.3], characterises general analytic sets of arbitrary dimension. Here we provide a more precise characterisation in the case of 1-dimensional analytic sets by exploiting the curve selection lemma, which constitutes a very powerful tool in the lower dimensional setting. Let us point out that Łojasiewicz’s structure theorem, see also [7, Corollary 2.11], implies the existence of a decomposition of \( K \) into a locally finite, disjoint family \( \{A, L_1, L_2, \ldots \} \) with the properties (i) and (ii) of Theorem 2.1, see also the upcoming Lemma 3.2. In fact this decomposition also satisfies a stratification condition, so that the merit of our approach by means of the curve selection lemma lies essentially in a precise characterisation of the sets \( \mathrm{clos}(L_n) \), i.e. cases iii) (b) and (c) of Theorem 2.1, which shows that the closures remain embedded manifolds or contain “harmless” cusps in the sense that the closures remain tame knots. For the convenience of the reader, a more detailed proof of the upcoming lemma in the setting of Theorem 2.1 can be found in Appendix A.

Lemma 3.2 Let \( M \) be a 3-manifold and \( K \subset M \) be a closed, analytic subset of \( M \) of dimension at most 1. Then there exists a countable, locally finite disjoint family of sets \( \{A, L_1, L_2, \ldots \} \) such that \( K = A \cup \bigcup_{n \in \mathbb{N}} L_n \) and such that each of the \( L_n \) is either empty or an analytically embedded 1-submanifold without boundary. Further the set \( A \) consists of isolated points alone and is a closed subset of \( M \).

Proof of Lemma 3.2 It follows from [7, Corollary 2.11] that \( K \) can be written as a countable, locally finite, disjoint union of points \( A_n \) and real analytically embedded 1-submanifolds \( L_n \). We let \( A := \bigcup_n A_n \) and claim that this set consists of isolated points alone and is a closed subset of \( M \). To this end, let \( (p_k)_k \subset A \) be a sequence converging to some \( p \in M \). We show that \( p_k = p \) for all \( k \) high enough. But this is immediate since the family is locally finite, so that we can find some open neighbourhood \( U \) around \( p \) which intersects at most finitely many of the \( A_n \). If \( p \in M \setminus A \), then after shrinking the neighbourhood even further there would exist some neighbourhood of \( p \) not containing any of the \( p_k \), a contradiction. Similarly if \( p \in A \) we can find a neighbourhood \( U \) intersecting only finitely many of the \( A_n \). Shrinking the neighbourhood further we can therefore achieve that \( U \cap A = \{p\} \).

Lemma 3.3 Suppose we are in the setting of Lemma 3.2 and let \( \mathcal{I} \) be the set of all isolated points of \( K \), then \( K \setminus \mathcal{I} = \bigcup_{n \in \mathbb{N}} \mathrm{clos}(L_n) \), where the \( L_n \) are the sets obtained in Lemma 3.2.

Proof of Lemma 3.3 Every \( L_n \) is an analytically embedded 1-submanifold and so no \( L_n \) contains an isolated point, i.e. \( L_n \subset K \setminus \mathcal{I} \) and since \( K \) is closed we also have \( \mathrm{clos}(L_n) \subset K \). We then in addition have \( \mathrm{clos}(L_n) \setminus L_n \subset K \setminus \mathcal{I} \) and therefore
converges to \( p \) be any such fixed sequence and let
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Proof of Lemma 3.4

We claim that for any sequence \( \tau_1, \tau_2, \ldots \) in \( A \), then by closedness of \( A \) we would have \( p \in A \) and since \( A \) consists only of isolated points that would imply that the corresponding subsequence is a constant sequence, except for at most finitely many elements. This contradicts the choice of the original sequence. Therefore, after removing at most finitely many elements if necessary, the sequence \( (p_k)_k \) is contained in the union of finitely many \( L_n \). Thus there must exist at least one \( L_n \) containing a subsequence of \( (p_k)_k \) which converges to \( p \), i.e. \( p \in \text{clos}(L_n) \subseteq \bigcup_{n \in \mathbb{N}} \text{clos}(L_n) \).

Lemma 3.4 The sets \( L_n \) from Lemma 3.2 satisfy the following: If \( \text{clos}(L_n) \setminus L_n \) is non-empty, then it contains either exactly 1 or exactly 2 elements.

Proof of Lemma 3.4 Fix any \( L_n \) with \( \text{clos}(L_n) \setminus L_n \neq \emptyset \). Since \( M \) is Hausdorff and since compact subsets of Hausdorff spaces are closed, we know that \( L_n \) is in particular not compact. On the other hand, we know that \( L_n \) is an analytically embedded 1-manifold without boundary. Thus by the classification of 1-manifolds [26] we see that \( L_n \) is diffeomorphic to \((0, 1)\). Let \( \psi : (0, 1) \to M \), denote any fixed diffeomorphism. Now fix any \( p \in \text{clos}(L_n) \setminus L_n \) and let \( (p_k)_k \subset L_n \) be any sequence in \( L_n \) converging to \( p \). By definition of \( \psi \) there is a sequence \( (t_k)_k \) in the open unit interval with \( p_k = \psi(t_k) \). After choosing a subsequence of \( (t_k)_k \), we may assume that it converges to some \( t \) within \([0, 1]\) and since \( p \) is not contained in \( L_n \), we must have \( t \in (0, 1) \). We assume from now \( t = 1 \), since the other case can be treated identically. We claim that if \((s_k)_k \subseteq (0, 1)\) is any other sequence converging to \( 1 \), then \( \psi(s_k) \subset M \) converges to \( p \) as well. Once this is shown Lemma 3.4 will be proven. So let \((s_k)_k \) be any such fixed sequence and let \((s_m)_m \) be any fixed subsequence of \((s_k)_k \). We will show that each such subsequence admits yet another subsequence such that \( \psi(s_m) \) converges to \( p \). Then the claim will follow. To simplify notation we write \((s_k)_k \) instead of \((s_m)_m \). It follows from [7, Corollary 2.11] that the analytic submanifolds \( L_n \), which we obtained in Lemma 3.2, are all semianalytic. From this one concludes that \( \psi \left( (0, \frac{1}{2}) \right) \cup \psi \left( \left( \frac{1}{2}, 1 \right) \right) \) and consequently its connected components [7, Corollary 2.7], are semianalytic subsets of \( M \). Now \( p \in \text{clos} \left( \psi \left( \left( \frac{1}{2}, 1 \right) \right) \right) \) and so by the curve selection lemma we can find some \( \delta > 0 \) and a real analytic curve \( \gamma : (-\delta, \delta) \to M \) with \( \gamma(0) = p \) and \( \gamma((0, \delta)) \subseteq \psi \left( \left( \frac{1}{2}, 1 \right) \right) \). This allows us to define the function

\[
\phi : \left( 0, \frac{\delta}{2} \right) \to \left( \frac{1}{2}, 1 \right), t \mapsto \psi^{-1}(\gamma(t)).
\]

We claim that for any sequence \( (\tau_i)_i \subset \left( 0, \frac{\delta}{2} \right) \), converging to 0, we can extract a subsequence \( (\tau_m)_m \) such that \( \phi(\tau_m) \) converges to 1. So let \((\tau_i)_i \) be such a sequence, then \( \phi(\tau_i) \) is bounded and hence we can extract a subsequence (again denoted \((\tau_i)_i \)) such that \( \phi(\tau_i) \) converges to some element in \( \left[ \frac{1}{2}, 1 \right] \). But we have the equality \( \gamma(\tau_i) = \psi(\phi(\tau_i)) \). By properties of \( \gamma \) the former converges to \( p \), which is not an element of \( L_n \).
and thus $\phi(\tau)$ must converge to 1. This proves the claim. From this we in particular conclude that if we let $J := \phi \left( (0, \frac{\delta}{2}) \right) \subseteq \left( \frac{1}{2}, 1 \right)$, then by continuity $J$ must be an interval and by what we have shown $1 \in \text{clos}(J)$, i.e. $J$ is a non-degenerate interval. Now fix any null-sequence $(\tau_l)_l$ for which $\phi(\tau_l) \text{ converges to } 1$. We recall that $(s_k)_k$ was converging to 1 and so does any of its subsequences. So we can find for $\phi(\tau_l)$ some $k_l$ with $\phi(\tau_l) < s_{k_l}$ since both sequences converge to 1 from below. But then we can also find some $\tau_{l_2}$ with $s_{k_l} < \phi(\tau_{l_2})$. That way we may select subsequences of $(\tau_l)_l$ and $(s_k)_k$, again denoted in the same way, with $\phi(\tau_l) < s_l < \phi(\tau_{l_2}) < s_{l_2} < \ldots$. Now observe that $\phi(\tau_k) \in J$ for every $k$ and that $J$ is a non-degenerate interval, i.e. $[\phi(\tau_k), \phi(\tau_{k+1})] \subseteq J$ for every $k$. By construction of our subsequence we have $s_k \in [\phi(\tau_k), \phi(\tau_{k+1})] \subseteq J$, i.e. $s_k \in J$ for every $k$, and by definition of $J$ there exists for every $k$ a $\sigma_k \in (0, \frac{1}{2})$ with $s_k = \phi(\sigma_k)$. We claim that after extracting a subsequence, if necessary, the $\sigma_k$ converges to 0. Since $(\sigma_k)_k \subseteq (0, \frac{1}{2})$ we can select any convergent subsequence (again denoted $\sigma_k$) and observe that $\gamma(\sigma_k) = \psi(\phi(\sigma_k)) = \gamma(s_k) \iff s_k = \gamma^{-1}(\gamma(\sigma_k))$. Since $\gamma((0, \delta)) \subseteq L_n$, we see that if $\sigma_k$ converges to some $\sigma \in (0, \frac{1}{2}]$, then $(s_k)_k$ must converge to some element in $(0, 1)$, a contradiction. Thus $(\sigma_k)_k$ converges to 0 and in conclusion $\gamma(s_k) = \gamma(\sigma_k) \to \gamma(0) = p$ by properties of $\gamma$. \hfill \qed

**Lemma 3.5** For each of the sets $L_n$, obtained in Lemma 3.2, the closure $\text{clos}(L_n)$ is either a real analytically embedded 1-manifold with $C^1$-endpoints or a knot.

**Proof of Lemma 3.5** If $L_n$ is closed in $M$, the statement follows from Lemma 3.2. Thus, according to Lemma 3.4, let $\text{clos}(L_n) \backslash L_n = \{p_0, p_1\}$, where we allow $p_0 = p_1$. As argued in the previous proof there is a diffeomorphism $\psi : (0, 1) \to L_n$. If $p_0 \neq p_1$ we can label them such that there are sequences $(t_k)_k$, $(s_k)_k$ in $(0, 1)$ converging to 0 and 1, respectively, with $\psi(t_k)$ and $\psi(s_k)$ converging to $p_0$ and $p_1$, respectively. In case of $p_0 = p_1 = p$, we may (after replacing $\psi$ by $\psi(1-\cdot)$ if necessary) assume that there exists a sequence $(s_k)_k$ in $(0, 1)$ converging to 1 with $\psi(s_k)$ converging to $p$. Now define $C_0 := \psi \left( \left( 0, \frac{\delta}{2} \right) \right)$ and $C_1 := \psi \left( \left( \frac{1}{2}, 1 \right) \right)$, which are semianalytic sets, and observe that $p_0$ and $p_1$ are contained in the respective closures if the points are distinct or are contained in the closure of $C_1$ if they coincide. Hence by the curve selection lemma we may define the following real analytic curves

$$\gamma_{0/1} : (-\delta, \delta) \to M, \gamma_{0/1}(0) = p_{0/1} \text{ and } \gamma_{0/1}((0, \delta)) \subseteq C_{0/1}. \quad (3.2)$$

Observe that after possibly shrinking $\delta$ we may assume that $\dot{\gamma}_{0/1}(t) \neq 0$ for all $0 < |t| < \delta$, since otherwise the real analyticity of the $\gamma_{0/1}$ implies that the curves must be constant, contradicting the fact that $p_{0/1}$ is not contained in $L_n$. In a similar spirit, one can argue that there must be some $\delta > 0$ such that $\gamma_{0/1}((0, \delta))$ is injective. We observe that this implies that the maps

$$\gamma_{0/1} : \left[ 0, \frac{\delta}{2} \right] \to \gamma_{0/1} \left( \left[ 0, \frac{\delta}{2} \right] \right), \quad (3.3)$$
are continuous bijections from a compact space into a Hausdorff space and therefore are homeomorphisms. In particular, the restrictions $\gamma_0/1 \big|_{[0, \frac{\delta}{2}]}$ are homeomorphisms onto their images.

**Case 1:** Assume there does not exist a sequence $(t_k)_k$ in $(0, 1)$ converging to $0$, such that $\psi(t_k)$ converges to $p_1$. We claim that under this assumption, the set $\gamma_1 \big( \left[0, \frac{\delta}{2}\right]\big)$ is an open subset of $\text{clos}(L_n)$. Observe that if $\text{clos}(L_n) \setminus L_n$ consists of two points, then the assumption is necessarily satisfied. Further note that the images of the maps in (3.3) are disjoint since $C_0$ and $C_1$ are disjoint. So for the upcoming arguments, it is enough to consider $\gamma \equiv \gamma_1$, since identical arguments apply to $\gamma_0$.

We observe first that $\gamma : (0, \delta) \to L_n$ is smooth and by choice of $\delta$, its derivative is nowhere vanishing. Thus, the inverse function theorem implies that $\gamma$ is an open map and in particular $\gamma \big( \left(0, \frac{\delta}{2}\right)\big)$ is an open subset of $L_n$. In addition $\text{clos}(L_n) \setminus L_n$ consists of finitely many points and hence is a closed subset of $\text{clos}(L_n)$, i.e. $L_n$ is an open subset of $\text{clos}(L_n)$ and thus overall $\gamma \big( \left(0, \frac{\delta}{2}\right)\big)$ is an open subset of $\text{clos}(L_n)$. On the other hand, consider the following map

$$
\Psi : (0, 1] \to \text{clos}(L_n), \ t \mapsto \begin{cases} 
\psi(t) & 0 < t < 1 \\
p_1 & t = 1
\end{cases}
$$

and observe that for any $0 < \epsilon < 1$, we have the equality

$$
\Psi((\epsilon, 1]) = \begin{cases} 
\text{clos}(L_n) \setminus (\psi((0, \epsilon]) \cup \{p_0\}) & \text{if } p_0 \neq p_1 \\
\text{clos}(L_n) \setminus \psi((0, \epsilon]) & p_0 = p_1
\end{cases}.
$$

(3.4)

It follows from similar arguments as in the proof of Lemma 3.4 that $(\psi((0, \epsilon]) \cup \{p_0\})$ is closed in $\text{clos}(L_n)$ in the first case and, given our assumption, that $\psi((0, \epsilon])$ is closed in $\text{clos}(L_n)$ in the second case. In addition, one can also argue similarly that for $0 < \epsilon < 1$ close enough to 1, we have the inclusion $\Psi((\epsilon, 1]) \subseteq \gamma \big( \left[0, \frac{\delta}{2}\right]\big)$. Now fix any such $\epsilon$ with this property and observe

$$
\gamma \left( \left[0, \frac{\delta}{2}\right] \right) = \Psi((\epsilon, 1]) \cup \gamma \left( \left(0, \frac{\delta}{2}\right) \right),
$$

where the latter is an open set of $\text{clos}(L_n)$ and where $\Psi((\epsilon, 1])$ is open as the complement of a closed subset, (3.4). Hence according to (3.3), we see that $\gamma \big|_{\left[0, \frac{\delta}{2}\right]}$ defines a homeomorphism onto an open subset of $\text{clos}(L_n)$.

Recall that we fixed $\delta$ such that $\dot{\gamma}(t) \neq 0$ for all $0 < t < \delta$, but did not exclude the possibility that $\dot{\gamma}(0) = 0$. To address this, we can find by real analyticity of $\gamma$ a natural number $N \in \mathbb{N}$, such that the following map

$$
\tilde{\gamma} : \left[0, \left(\frac{\delta}{2}\right)^N\right) \to M, \ s \mapsto \gamma \left( \sqrt[2^N]{s} \right)
$$

(3.5)
Lemma 3.6

In the situation of case 2 of the previous proof, the corresponding knot \( \text{clos}(L_n) \) is tame in the sense of Definition 2.2.

Proof of Lemma 3.6

Observe that since we are in case 2 of the previous step, we have \( \text{clos}(L_n) \setminus L_n = \{p\} \) and \( p \in \text{clos}(C_0) \cap \text{clos}(C_1) \), see (3.2). Thus we may define two real analytic curves \( \gamma_{0/1} \) with the same properties as in (3.2). We set \( \gamma \equiv \gamma_1 \) since the other case may be treated identically. By what we had shown, after choosing \( \delta \) small enough, we know that \( \tilde{\gamma} \) never vanishes on \( [0, \left(\frac{\delta}{2}\right)^N] \) and that it still defines a homeomorphism onto an open subset. Note also that \( \tilde{\gamma} \) is always real analytic away from zero. We can then fix \( \tilde{\gamma} \) as a chart around \( p_1 \) and equip \( L_n \) with an atlas consisting of slice charts turning it into a real analytically embedded manifold of \( M \). If \( p_0 \neq p_1 \), we can find a chart around \( p_0 \) in exactly the same way as we did for \( p_1 \). Keeping in mind that \( \tilde{\gamma}(s) \neq 0 \) for all \( 0 \leq s < \left(\frac{\delta}{2}\right)^N \) it is straightforward to confirm that \( \text{clos}(L_n) \) equipped with these charts is a real analytically embedded 1-manifold with \( C^1 \)-endpoints whose manifold boundary coincides with \( \text{clos}(L_n) \setminus L_n \).

Case 2: Suppose there exists a sequence \( (t_k)_k \) in \( (0, 1) \) converging to 0 such that \( \psi(t_k) \) converges to \( p_1 \). It then follows from the same arguments as in the proof of Lemma 3.4 that we must have \( p_0 = p_1 \equiv p \) and that the following map

\[
\Psi : [0, 1] \to M, t \mapsto \begin{cases} 
\psi(t) & 0 < t < 1 \\
p & t = 0, 1
\end{cases}
\]  

(3.6)

is continuous. It follows immediately from construction that \( \Psi|_{[0,1)} \) is injective and hence it descends to a homeomorphism \( f : S^1 \to \Psi([0, 1]) = \text{clos}(L_n) \), which proves that \( \text{clos}(L_n) \) in this case is indeed a knot.  

\[\square\]

\textbf{Lemma 3.6} In the situation of case 2 of the previous proof, the corresponding knot \( \text{clos}(L_n) \) is tame in the sense of Definition 2.2.
the following curve

\[
\hat{y} : [0, 1] \rightarrow M, \ t \mapsto \begin{cases} 
\hat{y}_0 \left( \left( \frac{\delta}{2} \right)^{N_0} \frac{t}{t_{e_0}} \right) & 0 \leq t \leq e_0 \\
\psi(t) & e_0 \leq t \leq e_1 \\
\hat{y}_1 \left( \left( \frac{\delta}{2} \right)^{N_1} \frac{1-t}{1-e_1} \right) & e_1 \leq t \leq 1
\end{cases} 
\] (3.7)

is continuous by the gluing lemma. By construction \( \hat{y}|_{[0, 1]} \) is injective, \( \hat{y}(0) = p = \hat{y}(1) \) and \( \hat{y}([0, 1]) = \text{clos}(L_n) \). Further it is piecewise \( C^1 \) and piecewise smooth away from 0 and 1. In order to prove that \( \text{clos}(L_n) \) is tame, we will consider the arc-length parametrisation \( \Gamma \) of \( \hat{y} \). Define the function \( s : [0, 1] \rightarrow [0, l] \), \( \tau \mapsto \int_0^\tau |\dot{\hat{y}}(t)|_g dt \) with \( l := \int_0^1 |\dot{\hat{y}}(t)|_g dt < +\infty \). This function is strictly monotonically increasing and onto, hence has an inverse \( s^{-1} : [0, l] \rightarrow [0, 1] \) and we define \( \hat{\Gamma} := \hat{y} \circ s^{-1} : [0, l] \rightarrow M \). Observe that \( \hat{\Gamma} \) preserves the properties of \( \hat{y} \), i.e. \( \hat{\Gamma}|_{[0, l]} \) is injective, \( \hat{\Gamma}(0) = \hat{\Gamma}(l) \), \( \hat{\Gamma}([0, l]) = \text{clos}(L_n) \) and \( \hat{\Gamma} \) is piecewise \( C^1 \) and piecewise smooth away from 0 and 1. We define for convenience \( s_0 := s(\epsilon_0) \) and \( s_1 := s(\epsilon_1) \). By definition we have \(|\dot{\hat{\Gamma}}(\tau)|_g = 1 \) for all \( 0 \leq \tau \leq l \), where this equality holds for both (a priori possibly distinct) limits at the points \( s_0 \) and \( s_1 \). We claim that \( \hat{\Gamma}|_{[0, l]} \) is smooth. It is obviously enough to establish smoothness in \( s_0 \) and \( s_1 \). We will show smoothness in \( s_0 \), since the other case can be treated identically. Define the following function

\[
\sigma : I := (\epsilon_0 - \epsilon, \epsilon_0 + \epsilon) \rightarrow \mathbb{R}, \ t \mapsto \int_0^{\epsilon_0} |\dot{\hat{y}}(\tau)|_g d\tau + \int_{\epsilon_0}^t |\dot{\psi}(\tau)|_g d\tau,
\]

where \( \epsilon > 0 \) is so small that \( I \subset (0, \epsilon_1) \). Observe that \( \sigma \) is smooth and strictly increasing, hence has a smooth inverse \( \sigma^{-1} : \tilde{I} \rightarrow I \), which is again strictly increasing and where \( \tilde{I} = \sigma(I) \) is an open interval containing \( \sigma(\epsilon_0) = s(\epsilon_0) = s_0 \). By definition of \( \sigma \) we therefore find \( \sigma^{-1}(\tau) = s^{-1}(\tau) \) for all \( \tau \geq s_0 \). We define

\[
\hat{\Gamma}_+ := \psi \circ \sigma^{-1} : \tilde{I} \rightarrow M \quad (3.8)
\]

and observe that for all \( \tau \in \tilde{I} \) with \( \tau \geq s_0 \) we have \( \hat{\Gamma}_+(\tau) = \psi(\sigma^{-1}(\tau)) = (\psi \circ s^{-1})(\tau) = \hat{\Gamma}(\tau) \), where we used the strict monotonicity, i.e. \( s^{-1}(\tau) \geq s^{-1}(s_0) = \epsilon_0 \). Thus if we write \( \tilde{I} = (s_0 - s_l, s_0 + s_+) \) for suitable \( s_l, s_+ > 0 \) we see that \( \hat{\Gamma}_+ \) is a smooth extension of \( \Gamma|_{(s_0, s_0 + s_+)} := \Gamma_+ \) which satisfies \(|\dot{\hat{\Gamma}}_+|_g \equiv 1 \) on all of \( \tilde{I} \) by construction. Similarly, we can find a suitable \( s_- > 0 \) and a smooth extension \( \hat{\Gamma}_- \) of \( \Gamma_- := \Gamma|_{(s_0 - s_-, s_0)} \) to some open interval \( \tilde{I} \) around \( s_0 \) and which satisfies \(|\dot{\hat{\Gamma}}_-|_g \equiv 1 \) at all points and \( \hat{\Gamma}_-(\tilde{I}) \subseteq \gamma_0((0, \delta)) \subseteq \psi((0, 1)) \). Since \( L_n \) is smoothly embedded in \( M \), we may view \( \Gamma|_{(0, l)} \) as a map into \( L_n \) and show that it is smooth. Then smoothness as a map into \( M \) follows automatically. Thus take \( \psi \) as a global chart of \( L_n \) and consider the coordinate expressions \( \hat{\Gamma}_{\pm, \text{loc}} := \psi^{-1} \circ \hat{\Gamma}_{\pm} \). By choice of \( \hat{\Gamma}_{\pm} \) we know their tangent at \( s_0 \) is normalised and the corresponding tangent space is 1-dimensional because these curves are contained in \( L_n \). Assume for the moment that the tangents
at $s_0$ point in opposite directions, i.e. $\hat{\Gamma}_{-,loc}(s_0) = -\hat{\Gamma}_{+,loc}(s_0)$. Then using a Taylor expansion around $\tau = 0$ for $0 < \tau$ small enough we find

$$
\hat{\Gamma}_{-,loc}(s_0 - \tau) = \hat{\Gamma}_{-,loc}(s_0) - \hat{\Gamma}_{-,loc}(s_0)\tau + \hat{\Gamma}_{-,loc}(\xi)\frac{\tau^2}{2}
$$

$$
= \hat{\Gamma}_{-,loc}(s_0) + \hat{\Gamma}_{+,loc}(s_0)\tau + \hat{\Gamma}_{-,loc}(\xi)\frac{\tau^2}{2},
$$

for some $s_0 - \tau \leq \xi \leq s_0$. Observe that $\hat{\Gamma}_{+,loc}(s) = \sigma^{-1}(s)$ by (3.8) and the choice of chart. Hence $\hat{\Gamma}_{+,loc}(s_0) > 0$. In addition we take $\tau > 0$ and the term $\hat{\Gamma}_{-,loc}(\xi)$ can be uniformly bounded in $\tau$ for $\tau$ smaller than a fixed threshold. We conclude that for $0 < \tau$ small enough we have $\hat{\Gamma}_{+,loc}(s_0)\tau + \hat{\Gamma}_{-,loc}(\xi)\frac{\tau^2}{2} > 0$ and since $\hat{\Gamma}_-$ is an extension of the restriction of $\Gamma$ we compute $\hat{\Gamma}_{-,loc}(s_0) = \epsilon_0$ and arrive at

$$
\hat{\Gamma}_{-,loc}(s_0 - \tau) > \epsilon_0 \text{ for all small enough } \tau > 0. \tag{3.9}
$$

On the other hand, since $\hat{\Gamma}_-$ is an extension of $\Gamma_-$ and since $s_0 - \tau < s_0$ we have $\hat{\Gamma}_-(s_0 - \tau) = \Gamma(s_0 - \tau) = \dot{\gamma}(s^{-1}(s_0 - \tau))$. Note that $s^{-1}$ is strictly increasing and $s^{-1}(s_0) = \epsilon_0$, thus $\hat{\Gamma}_-(s_0 - \tau) \in \gamma_0 \left(\left(0, \frac{\delta}{2}\right)\right) = \psi((0, \epsilon_0))$ by definition of $\dot{\gamma}$ and $\epsilon_0$. Thus we find $0 < \hat{\Gamma}_{-,loc}(s_0 - \tau) < \epsilon_0$, which contradicts (3.9). We conclude that both tangent vectors at $s_0$ must point in the same direction and due to the normalisation condition already coincide. Since $\hat{\Gamma}_\pm$ are extensions of the left and right restriction of $\Gamma$, respectively, we see that $\Gamma$ is $C^1$ on $[0, l]$. In order to establish smoothness we will show that $\hat{\Gamma}_+$ and $\hat{\Gamma}_-$ coincide on some open neighbourhood around $s_0$, which will imply that $\Gamma$ coincides locally around $s_0$ with these smooth curves, i.e. is itself smooth around $s_0$. To see this, we assume for the moment that there does not exist an open neighbourhood around $s_0$ such that $\hat{\Gamma}_{+,loc}$ differ by only a constant on this neighbourhood. Then we can find a sequence $(\tau_n)_n$ converging to $s_0$ such that $\hat{\Gamma}_{+,loc}(\tau_n) \neq \hat{\Gamma}_{-,loc}(\tau_n)$ and due to the normalisation and one dimensionality of the tangent space we must have $\hat{\Gamma}_{+,loc}(\tau_n) = -\hat{\Gamma}_{-,loc}(\tau_n)$ for all $n$. Then a continuity argument in combination with the already established fact that $\hat{\Gamma}_{+,loc}(s_0) = \hat{\Gamma}_{-,loc}(s_0)$ implies $\hat{\Gamma}_{+,loc}(s_0) = -\hat{\Gamma}_{-,loc}(s_0) = -\hat{\Gamma}_{+,loc}(s_0)$, i.e. $\hat{\Gamma}_{+}(s_0) = 0$, which contradicts the normalisation condition. Thus indeed in a small enough neighbourhood around $s_0$ both local expressions of the extensions differ by at most a constant. However we readily check that $\hat{\Gamma}_{+,loc}(s_0) = \epsilon_0 = \hat{\Gamma}_{-,loc}(s_0)$ and hence this constant must be 0. This shows that $\Gamma|_{(0, l)} \in C^\infty((0, l), M)$.

In order to establish the tameness of the knot $\text{clos}(L_\eta)$ it is left to show that $\Gamma$ has a finite total geodesic curvature. For notational simplicity we will simply write $\kappa$ instead of $\kappa_\Gamma$ for the geodesic curvature of $\Gamma$. We observe that since $\Gamma$ is smooth on the interior we have $\kappa \in C^0([a, b], \mathbb{R})$ for every $0 < a < b < l$ and therefore it is enough to prove the existence of such $a, b$ which satisfy $\int_0^a \kappa \kappa ds, \int_b^l \kappa dt < \infty$. We will establish the existence of $a$, since the other case may be treated similarly. We recall the definition $\kappa(\tau) = |D_t \hat{\Gamma}(\tau)|_g$, i.e. $\kappa$ is the length of the acceleration vector of $\Gamma$, which in local

\[\hat{\Gamma} \text{ Springer} \]
coordinates can be expressed as

\[ D_i \hat{\Gamma}(\tau) = \left( \hat{i}^i(\tau) + \hat{i}^j(\tau) \hat{i}^k(\tau) \Gamma^i_{jk}(\Gamma(\tau)) \right) \partial_i(\Gamma(\tau)), \]

where \( \Gamma^i_{jk} \) denotes the Christoffel symbols of the Levi-Civita connection. Now if we fix any chart \((\mu, U)\) around \(p = \Gamma(0)\) with \(\mu(p) = 0\) and if we choose \(a\) small enough, then \(\Gamma([0, a]) \subset U\). Now using the relation \(2a\beta \leq a^2 + \beta^2\), that \(\Gamma \in C^1([0, l], M)\), that the metric is smooth and that \(\Gamma([0, a])\) is compact, we can find a constant \(c > 0\) with

\[ k(\tau) \leq c \left( 1 + \sum_{i=1}^{3} |\hat{i}^i(\tau)| \right) \text{ for all } 0 \leq \tau \leq a. \tag{3.10} \]

Thus (3.10) shows that it is enough to estimate \(\int_0^a |\hat{i}^i(\tau)|d\tau\) for \(1 \leq i \leq 3\). So fix any such \(i\) and recall that \(\Gamma = \hat{\gamma} \circ s^{-1}\). Since \(s^{-1}\) is strictly monotonically increasing we may choose \(a\) so small that \(s^{-1}(\tau) < \epsilon_0\) for all \(0 \leq \tau \leq a\) so that we are in the first case of the definition of \(\hat{\gamma}, (3.7)\), where we from now on set \(\hat{\gamma}(t) := \gamma_0\left(\left(\frac{\epsilon}{\epsilon_0}\right)^{N_0} \left(\frac{t}{\epsilon_0}\right)\right)\). We recall that by construction, \(\gamma_0\) is \(C^1\) up to the boundary and has a nowhere vanishing tangent. Then an explicit computation of \(\hat{i}^i\) by means of the chain rule allows us to estimate

\[ |\hat{i}^i(\tau)| \leq C \left( 1 + \sum_{k=1}^{3} |\hat{i}^k(s^{-1}(\tau))| \right), \tag{3.11} \]

for some \(C > 0\) independent of \(\tau\). Hence it is enough to estimate \(\int_0^a |\hat{i}^k(s^{-1}(\tau))|d\tau\) for \(1 \leq k \leq 3\). To this end we perform a change of variables and can uniformly bound the Jacobian determinant since \(\gamma_0\) is \(C^1\) up to the boundary. We are eventually left with showing that \(\int_0^{t_a} |\hat{i}^k(\gamma_0(t))|dt < +\infty\) for suitably small \(t_a\) or equivalently that

\[ \int_0^{t_a} \sqrt{\sum_{k=1}^{3} |\hat{i}^k(\gamma_0(t))|^2}dt \text{ is finite.} \]

To see this we have to be precise about how exactly the constant \(N_0\) in the definition of (3.7) was chosen, see also the defining equation (3.5). We recall that \(\gamma_0\) is a real analytic, non-constant curve defined on some open interval around 0 with \(\gamma_0(0) = p\). In our local coordinates, it can be expressed for \(0 \leq |t| \ll 1\) as an absolute convergent power series of the form

\[ (\mu \circ \gamma_0)(t) = \sum_{k=1}^{\infty} a_k t^k, \text{ with } a_k \in \mathbb{R}^3 \tag{3.12} \]

where we used \(\mu(\gamma_0(0)) = \mu(p) = 0\). Since \(\gamma_0\) is not constant there must be a smallest (strictly) positive integer \(N_0\) with \(a_{N_0} \neq 0\), which is exactly our choice of \(N_0\). Setting \(\bar{\gamma}_0 := (\gamma_0^1, \gamma_0^2, \gamma_0^3)\), we compute for \(t > 0\) and with the definition of \(N_0\) in mind

\[ \frac{d}{dt} \bar{\gamma}_0(t) = \sum_{k=1}^{\infty} a_{N_0+k} \frac{k}{N_0} \left( \frac{k}{N_0} + 1 \right) t^{k-1} \]

where we used \(\mu(\gamma_0(0)) = \mu(p) = 0\).
and consequently we can estimate by the triangle inequality

\[ |\tilde{y}_0(t)|_2 \leq \sum_{k=1}^{\infty} |a_{N_0+k}| 2 \frac{k}{N_0} \left( 1 + \frac{k}{N_0} \right) t^{\frac{k}{N_0}-1} \text{ for all } 0 < t \ll 1. \tag{3.13} \]

Since \( \Sigma_n(t) := \chi(0,t_a) \sum_{k=1}^{n} |a_{N_0+k}| 2 \frac{k}{N_0} \left( 1 + \frac{k}{N_0} \right) t^{\frac{k}{N_0}-1} \), where \( \chi \) denotes the characteristic function, is a sequence of nonnegative, measurable functions which is monotonically increasing, we obtain by monotone convergence

\[
\int_0^{t_a} |\tilde{y}_0(t)|_2 dt \leq \int_0^{t_a} \sum_{k=1}^{\infty} |a_{N_0+k}| 2 \frac{k}{N_0} \left( 1 + \frac{k}{N_0} \right) t^{\frac{k}{N_0}-1} dt = \sum_{k=1}^{\infty} |a_{N_0+k}| 2 \left( 1 + \frac{k}{N_0} \right) t_a^{\frac{k}{N_0}} < +\infty
\]

for \( t_a \) small enough. This shows the finiteness of the total geodesic curvature. Thus the last step is concluded and the proof of Theorem 2.1 complete.

Keeping in mind the classification of 1-manifolds, [26], Corollary 2.1 and Corollary 2.2 are direct consequences of Theorem 2.1.

\[ \square \]

4 Proof of Theorem 2.2

In order to prove this result we start with a slight modification of the ABC-flows. To this end define \( T := \mathbb{R}/(2\pi\mathbb{Z}) \times \mathbb{R}/(2\pi\mathbb{Z}) \times \left( \frac{1}{2}, \frac{3}{2} \right) \) and equip it with its standard differentiable structure and the flat metric \( g_F \). This turns \( T \) into an orientable, real analytic 3-dimensional manifold without boundary with a real analytic metric. We denote elements \( P \in T \) by \( P = ([x], [y], z) \), where \([\cdot]\) denotes the induced equivalence class. We then define

\[ \psi : T \to T_A, P = ([x], [y], z) \mapsto (\cos(x)(2 + z \cos(y)), \sin(x)(2 + z \cos(y)), z \sin(y)) , \tag{4.1} \]

where \( T_A \) is the solid toroidal annulus defined in (2.2). One readily checks that \( \psi \) is well defined and a real analytic diffeomorphism onto \( T_A \). Since \( T_A \) is an open subset of \( \mathbb{R}^3 \) it has a standard orientation and we choose the orientation on \( T \) such that \( \psi \) is orientation preserving. We now define the following vector field \( B \) on \( T \) which is expressed in Cartesian coordinates by

\[ B(P) := (\cos(z - 1) - \cos(y), \sin(1 - z), -\sin(y)) \text{ for } P = ([x], [y], z). \tag{4.2} \]

One easily verifies that \( B \) is an eigenvector field of the curl operator on \( (T, g_F) \), corresponding to the eigenvalue \(+1\) with respect to the chosen orientation. Further one can confirm by direct calculations that

\[ \mathcal{N} := \{ P \in T | B(P) = 0 \} = \mathbb{R}/2\pi\mathbb{Z} \times \{0\} \times \{1\}. \tag{4.3} \]
Our construction proceeds as follows. Suppose we are given \((p, q) \in \mathbb{N}^2\), a pair of (strictly) positive coprime integers, then we denote by \(b_0, d_0 \in \mathbb{Z}\) the pair of integers generated by the extended Euclidean algorithm, which satisfies \(pb_0 + qd_0 = 1\). Given \(k \in \mathbb{Z}\) we define \(b_k := b_0 + kq\) and \(d_k := d_0 - kp\) so that \(pb_k + qd_k = 1\) for all \(k \in \mathbb{Z}\). We observe that the following map

\[
f_{p, q, k} : \mathcal{T} \to \mathcal{T}, ([x], [y], z) \mapsto ([qx - b_k y], [px + d_k y], z)
\]

(4.4)
gives rise to a real analytic, orientation preserving diffeomorphism, whose definition is motivated by the fact that the modular group \(SL(2, \mathbb{Z})\) gives rise to a real analytic, orientation preserving diffeomorphism, whose definition is real analytic as well. Hence the above defined quantities are all real analytic and by construction of the 2-torus, i.e. we have \(\begin{pmatrix} q & -b_k \\ p & d_k \end{pmatrix} \in SL(2, \mathbb{Z})\). We make now the following definitions

\[
X_{p, q, k} := (\psi \circ f_{p, q, k})_\ast B \quad \text{and} \quad g_{p, q, k} := ((\psi \circ f_{p, q, k})^{-1})^\# g_F,
\]

(4.5)

where \(\cdot_\ast\) denotes the pushforward and \(\cdot^\#\) denotes the pullback. Observe that all diffeomorphisms involved are orientation preserving and real analytic and that \(B\) is real analytic as well. Hence the above defined quantities are all real analytic and by construction of the \(X_{p, q, k}\) they are eigenfields of curl, with respect to \(g_{p, q, k}\) and the standard orientation, corresponding to the eigenvalue +1. Further their zero set is by construction precisely given by

\[
\{(x, y, z) \in \mathcal{T}_A | X_{p, q, k}((x, y, z)) = 0\} = (\psi \circ f_{p, q, k})(\mathcal{N}) = \mathcal{T}_{p, q},
\]

by (4.3), Definition 2.3 and direct calculation. This proves properties (2.3) and (2.4). As for the explicit expressions one computes the following. Let

\[
M_{p, q, k} := \begin{pmatrix}
    d_k^2 + p^2 & d_kb_k - pq & 0 \\
    d_kb_k - pq & b_k^2 + q^2 & 0 \\
    0 & 0 & 1
\end{pmatrix}
\]

and

\[
D(x, y, z) := \begin{pmatrix}
    -\frac{y}{r} & \frac{x}{r} & 0 \\
    -\frac{xz}{rR^2} & \frac{yz}{rR^2} & \frac{(r-2)}{R^2} \\
    \frac{x(r-2)}{rR} & \frac{y(r-2)}{rR} & \frac{z}{R}
\end{pmatrix},
\]

where \(r := \sqrt{x^2 + y^2}\) and \(R := \sqrt{(r-2)^2 + z^2}\). Then \(g_{p, q, k}\) is represented in Euclidean coordinates by the matrix

\[
g_{p, q, k}(x, y, z) = D^{Tr}(x, y, z) \cdot M_{p, q, k} \cdot D(x, y, z),
\]

(4.6)

where \(\cdot\) indicates the standard matrix multiplication. It follows easily from (4.7) that the metrics are indeed distinct for different values of \(k\) since the matrix \(D(x, y, z)\) is invertible for all points in \(\mathcal{T}_A\). As for \(X_{p, q, k}\) we have the following: Given \((x, y, z) \in \mathcal{T}_A\) we define \(P = ([a], [c], t) := \psi^{-1}((x, y, z))\), then we have the expression

\[
X_{p, q, k}(x, y, z) = \left( qX_{p, q}(P) - b_k X_{p, q}^2(P) \right) \begin{pmatrix}
    -y \\
    x \\
    0
\end{pmatrix}
\]

(4.7)
Observe that it is always possible to express the quantities \( \cos(\theta) \) and \( \sin(\theta) \) in terms of Cartesian coordinates, which involves only elementary functions. Lastly note that by properties of the pushforward and since \( \psi \) is a diffeomorphism, the constructed vector fields \( X_{p,q} \) are all distinct if and only if the vector fields \( (f_{p,q})_{*}B \) are all distinct, which is easy to verify. This concludes the proof of Theorem 2.2. \qed

\textbf{Example 4.1 (The trefoil knot)} The simplest, non-trivial torus knot is the \((p, q) = (2, 3)\) torus knot, also known as the trefoil knot. From the Euclidean algorithm we get \( b_0 = -1, d_0 = 1 \) and by means of trigonometric identities, as described above, we can compute the quantities \( X_{j} \) in (4.9), omitting the arguments, to be

\[
X_{1} = \cos(R - 1) + 3 \frac{x^2 y^2 (r - 2)}{r^2 R^3} \\
+ \frac{r - 2}{R} \left( \frac{y^2}{r^2} \left( 2 - 5 \frac{z^2}{R^2} \right) - \frac{(r - 2)^2}{R^2} \right) - 2 \frac{xyz}{r^2 R} \left( 4 \frac{(r - 2)^2}{R^2} - 1 \right)
\]
\[
X_{2} = \sin(1 - R)
\]
\[
X_{3} = \frac{x^2 z^3}{r^2 R^3} + \frac{z}{r} \left( \frac{y^2}{r^2} \left( 7 \frac{(r - 2)^2}{R^2} - 1 \right) - 3 \frac{(r - 2)^2}{R^2} \right) \\
+ 2 \frac{xyz(r - 2)}{r^2 R} \left( 1 - 4 \frac{z^2}{R^2} \right),
\]

where as usual \( r = \sqrt{x^2 + y^2} \) and \( R = \sqrt{(r - 2)^2 + z^2} \). By definition we have \( b_k = 3k - 1 \) and \( d_k = 1 - 2k \), so that we obtain an exact expression for the family of
Fig. 1 The zero set of the vector fields $X_{2,3,k}$ in blue lying within the solid toroidal annulus, depicted in yellow

vector fields $X_{2,3,k}$ all of whose zero sets are given by the same trefoil knot. Figure 1 depicts the corresponding zero set as a subset of the solid toroidal annulus $T_A$, which is a solid torus from whose interior a smaller solid torus was cut out.
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A Appendix

First let us recall that the order of a zero $p$ of a given smooth vector field $X$ is defined, after fixing any chart $\mu$ around $p$, as the minimum of the orders of the zero $\mu(p)$ of the corresponding local expressions $X^j \circ \mu^{-1}$ of $X$. This definition is independent of the choice of chart. We denote the order of a given zero $p$ by $\Omega(p)$. 

Springer
Detailed proof of Lemma 3.2 in the setting of Theorem 2.1

Given \( n \in \mathbb{N} \) let \( S_n := \{ p \in K | \Omega(p) = n \} \) and observe that by analyticity of \( X \) and since we assume it not to be the zero vector field

\[
K = \bigsqcup_{n \in \mathbb{N}} S_n,
\]

where \( \bigsqcup \) indicates that the union is disjoint. Fix any non-empty \( S_n \). We claim that either \( S_n \) consists entirely of isolated points or is a union of isolated points and a (non-empty and not necessarily connected) real analytically embedded 1-submanifold without boundary. Fix some \( p \in S_n \) and a coordinate chart \( \mu_p : U_p \to V_p \subseteq \mathbb{R}^3 \) around \( p \) with \( \mu(p) = 0 \) (one may choose normal coordinates to simplify some calculations). By definition of \( S_n \) there exists a multi-index \( |\beta| = n - 1 \) and some \( X_i \) with \((\partial_1 \partial^\beta X^i)(p), (\partial_2 \partial^\beta X^i)(p), (\partial_3 \partial^\beta X^i)(p)\) \( \neq 0 \) and after possibly shrinking \( U_p \) the gradient of this function never vanishes within \( U_p \). For simplicity assume \( i = 1 \).

We can then define the vector field

\[
h := \left( (\partial^\beta X^j) \circ \mu_p^{-1} \right) e_j : V_p \to \mathbb{R}^3,
\]

where \( e_j \) denote the standard basis vectors of \( \mathbb{R}^3 \). Consider the Jacobian

\[
M_p := (Dh)(0).
\]

By choice of \( h \) we certainly have \( \text{rank}(M_p) \in \{1, 2, 3\} \). On the other hand by applying \( \partial^\beta \) to both sides of the local expressions of \( \text{curl}(X) = \lambda X \) and \( \text{div}(X) = 0 \), keeping in mind the definition of \( S_n \), one obtains

\[
(\partial_i h^j)(0) = (\partial_j h^i)(0) \text{ for all } 1 \leq i, j \leq 3 \text{ and } (\partial_i h^1)(0) = 0,
\]

where in the latter equation we use Einstein’s summation convention. It is not too hard to see that the relations in \((A.4)\) contradict the assumption \( \text{rank}(M_p) = 1 \), so that we must have \( \text{rank}(M_p) \in \{2, 3\} \). If the rank is 3, then the inverse function theorem implies that, after possibly shrinking \( U_p, 0 \in V_p \) is the unique solution of \( h(x) = 0 \) with \( x \in V_p \). It follows from the definition of \( S_n \) that \( S_n \cap U_p = \{ p \} \), i.e. \( p \) is an isolated point in this case. Now \( S_n \) may consist of isolated points alone, then we are done. Thus let from now on \( \mathcal{L}_n \neq \emptyset \) denote the non-isolated points of \( S_n \). Fix any \( p \in \mathcal{L}_n \), then by our previous arguments, we must have \( \text{rank}(M_p) = 2 \). We may assume that \((\nabla h^1)(0)\) and \((\nabla h^2)(0)\) are linearly independent, where \( \nabla \) denotes the Euclidean gradient. Define \( \hat{h} : V_p \to \mathbb{R}^2 x \mapsto (h^1(x), h^2(x)) \), then \( D\hat{h}(0) \) has rank two and thus, after possibly interchanging the role of the coordinate axis, \( (\partial_2 \hat{h})(0) \) and \( (\partial_3 \hat{h})(0) \) are linearly independent. It then follows from the real analytic implicit function theorem \([20, \text{Theorem 2.3.5}]\) that there exists an open interval \( 0 \in I \subseteq \mathbb{R} \) and open subset \( 0 \in W \subseteq \mathbb{R}^2 \) with \( I \times W \subseteq V_p \) and a real analytic function...
\[ \phi = (\phi_1, \phi_2) : I \to W \text{ with } \phi(0) = 0 \text{ and } \]
\[ \forall (t, x) \in I \times W : \hat{h}(t, x) = 0 \iff x = \phi(t). \tag{A.5} \]

After shrinking \( U_p \) if necessary, we obtain \( V_p = I \times W \). Further, since \( p \in S_n \) is not isolated, there exists a sequence \((p_k)_k \subseteq S_n \setminus \{p\}\) converging to \( p \). Thus for all high enough indices we have \( p_k \in S_n \cap U_p \) and by definition of \( S_n \) and due to \eqref{A.5} \( \mu_p(p_k) = (t_k, \phi(t_k)). \) Observe that \( t_k \neq 0 \) for all such \( k \) since otherwise \( \mu_p(p_k) = (0, \phi(0)) = (0, 0) = \mu_p(p) \) and hence \( p_k = p \), a contradiction. But since \( (p_k)_k \) converges to \( p \) and \( \mu_p(p) = 0 \), there is a sequence \((t_k)_k \subseteq I \setminus \{0\}\) converging to 0 with \( \mu_p(p_k) = (t_k, \phi(t_k)) \). Now fix any multi-index \(|\alpha| \leq n - 1\) and define the functions
\[ f^i_\alpha := (\partial^\alpha X^j) \circ \mu_p^{-1} \circ (Id|_I \times \phi) : I \to \mathbb{R}. \tag{A.6} \]

Observe that the \( f^i_\alpha \) are real analytic as compositions of real analytic functions. Further we have by definition of \( S_n \), \( f^i_\alpha(0) = (\partial^\alpha X^j)(p) = 0 \) and \( f^i_\alpha(t_k) = (\partial^\alpha X^j)(p_k) = 0 \) for all \( k \). We conclude that the set \( \{ t \in I \, | \, f^i_\alpha(t) = 0 \} \) has an accumulation point and since the \( f^i_\alpha \) are real analytic and \( I \) is an interval, we find \( f^i_\alpha = 0 \) on \( I \) for every \( 1 \leq j \leq 3 \) and multi-index \(|\alpha| \leq n - 1\). Now consider the set
\[ l_p := \{ q \in U_p | (\partial^\alpha X^j)(q) = 0 = (\partial^\beta X^2)(q) \} \tag{A.7} \]

and observe that \( q \in l_p \) if and only if \( \hat{h}(\mu_p(q)) = 0 \). We then conclude from \eqref{A.5} that \( \mu_p(q) = (t, \phi(t)) \) for some suitable \( t \in I \). Let \(|\alpha| \leq n - 1\) be any multi-index, then
\[ (\partial^\alpha X^j)(q) = ((\partial^\alpha X^j) \circ \mu_p^{-1})(\mu_p(q)) = ((\partial^\alpha X^j) \circ \mu_p^{-1})(t, \phi(t)) = f^i_\alpha(t) = 0 \]

by our previous findings. Hence \( \Omega(q) \geq n \) and by choice of \( U_p \) we know that \( \nabla (\partial^\beta X^2)(q) \neq 0 \) for every \( q \in U_p \). Thus we must have \( \Omega(q) = n \) and overall we obtain \( l_p \subseteq S_n \cap U_p \). The converse implication follows trivially from the definition of \( S_n \) and \( l_p \), so that we arrive at
\[ S_n \cap U_p = l_p \text{ for some open neighbourhood } U_p \text{ around } p. \tag{A.8} \]

We can finally define \( \psi_p : I \to l_p, t \mapsto \mu_p^{-1}((t, \phi(t))) \), which gives rise to a homeomorphism between \( I \) and the open subset \( l_p = S_n \cap U_p \) of \( S_n \), where the inverse is given by \( \pi_1 \circ \mu_p \), with \( \pi_1 \) being the projection onto the first component. Observe that since \( \psi_p \) is a homeomorphism, none of the points in \( U_p \cap S_n \) are isolated points and so in fact we have \( U_p \cap S_n = U_p \cap L_n \), so that the maps \( \psi_p \) give rise to an atlas of \( L_n \). It is easy to check that the transition functions are real analytic and that the so obtained real analytic manifold \( L_n \) is in fact real analytically embedded.

Now let \( A_n \) denote the set of isolated points of \( S_n \), then \( S_n = A_n \cup L_n \). We can further decompose \( L_n \) into its connected components \( L_n = \bigsqcup_{m \in \mathbb{N}} C_{m,n} \). Define \( A := \bigsqcup_{n \in \mathbb{N}} A_n \) and identify the \((L_n)'s\) with connected components \( C_{n,m} \) of the \( L_n \), then
this gives us our desired decomposition, once we establish the remaining properties claimed in Lemma 3.2.

We will first prove that this family is locally finite. First note that \( K \subset M \) is closed and therefore we may choose for any \( p \in M \setminus K \) the set \( M \setminus K \) as an open neighbourhood not intersecting any family member. Thus let \( p \in K \). It follows immediately from definition that the order of a zero is locally nonincreasing, i.e. we can find an open neighbourhood \( U_p \) around \( p \) such that \( \Omega(q) \leq \Omega(p) \) for all \( q \in U_p \cap K \). In other words \( U_p \cap K \cap S_n = \emptyset \) for every \( n > \Omega(p) \). Now fix any \( 1 \leq n \leq \Omega(p) \) and observe that by definition of the sets \( S_n \), they are all semianalytic (see [7] for a thorough introduction into this topic). It then follows from [7, Corollary 2.7] that the family of connected components of the \( S_n \) are locally finite. But \( A_n \) consists exactly of the isolated points of \( S_n \), while we had shown that for each \( q \in L_n \) there is an open set \( V_q \) such that \( V_q \cap S_n = V_q \cap L_n \). This implies that there exists an open set \( V \) of \( M \) with \( S_n \cap V = L_n \) and therefore the connected components of \( L_n \) give rise to connected components of \( S_n \). Hence the family of connected components of \( L_n \) is locally finite, i.e. we can find an open neighbourhood \( U_n \) around \( p \) such that at most finitely many of the connected components of \( L_n \) intersect \( U_n \). Define \( U := U_p \cap \bigcap_{n=1}^{\Omega(p)} U_n \), then \( U \) is an open neighbourhood around \( p \) which intersects only finitely many of the connected components of \( L_n \) for \( 1 \leq n \leq \Omega(p) \) and hence also only at most finitely many of the \( L_m \). Since \( p \in K \) was arbitrary the family is indeed locally finite.

Now consider the set \( A \) and suppose that \( (p_k)_k \subseteq A \) is a sequence converging to some \( p \in M \). We claim that there exists a subsequence of \( (p_k)_k \) which is entirely contained in some \( A_n \) and that \( p \in A_n \) for the same \( n \). To this end we observe that \( p \in K \) by closedness of \( K \). Just like before we can find an open neighbourhood \( U_p \) of \( p \) such that \( A \cap U_p = \bigcup_{n=1}^{\Omega(p)} A_n \cap U_p \) and thus at least one of these finitely many \( A_n \) must contain infinitely many members of the sequence \( (p_k)_k \). Fix any \( n \) with this property and denote the corresponding subsequence again by \( (p_k)_k \). Now let \( \hat{s}^{(d)}_n \) for \( 0 \leq d \leq 3 \) denote the subsets of \( S_n \) which admit an open neighbourhood \( U \) in \( M \) such that \( U \cap S_n \) is an analytically embedded \( d \)-dimensional submanifold of \( M \), then by [7, Theorem 7.2, Remark 7.3] and [24, Theorem 6.11] all these sets are semianalytic.

By our findings we have \( \hat{s}^{(3)}_n = \emptyset \), \( \hat{s}^{(2)}_n = \emptyset \), \( \hat{s}^{(1)}_n = L_n \) and \( \hat{s}^{(0)}_n = A_n \). Therefore \( A_n \) is semianalytic and \( p \in \text{clo}(A_n) \). Hence by the curve selection lemma [23, Lemma 2.1], [24, Lemma 6.6], we can in particular find a continuous curve \( \gamma : [0, \delta] \to M \) for some \( \delta > 0 \) with \( \gamma(0) = p \) and \( \gamma((0, \delta)) \subseteq A_n \). Since \( \gamma((0, \delta)) \) is connected and \( A_n \) consists precisely of the isolated points of \( S_n \) the image \( \gamma((0, \delta)) \) is a single point. By continuity of \( \gamma \) this point must coincide with \( p \) and hence \( p \in A_n \), which proves the claim. In particular \( p \in A \) and hence \( A \) is a closed subset of \( M \). If we assume that \( p \in A \) is not an isolated point in \( A \) we can find a sequence in \( A \) converging to \( p \) and consisting of distinct elements. But as we have seen we can extract a subsequence and find some \( n \) such that the limit point \( p \) and the subsequence are contained in \( A_n \). But since \( A_n \) consists only of isolated points by definition all but finitely many elements of the sequence must be equal to \( p \), a contradiction. This concludes the proof. \( \square \)

We have seen in the above proof that the sets \( L_n \) are all semianalytic so that [7, Corollary 2.7] implies that all their connected components which make up the \( L_n \) in
this approach are all semianalytic as well. Hence in this case there is no need to employ [7, Corollary 2.11] throughout the proofs of Lemma 3.2 up to Lemma 3.6 given in section 3.
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