Numerical simulations of type III planetary migration – I. Disc model and convergence tests
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ABSTRACT

We investigate the fast (type III) migration regime of high-mass protoplanets orbiting in protoplanetary discs. This type of migration is dominated by corotational torques. We study the details of flow structure in the planet’s vicinity, the dependence of migration rate on the adopted disc model and the numerical convergence of models (independence of certain numerical parameters such as gravitational softening).

We use two-dimensional hydrodynamical simulations with adaptive mesh refinement, based on the FLASH code with improved time-stepping scheme. We perform global disc simulations with sufficient resolution close to the planet, which is allowed to freely move throughout the grid. We employ a new type of equation of state in which the gas temperature depends on both the distance to the star and planet, and a simplified correction for self-gravity of the circumplanetary gas.

We find that the migration rate in the type III migration regime depends strongly on the gas dynamics inside the Hill sphere (Roche lobe of the planet) which, in turn, is sensitive to the aspect ratio of the circumplanetary disc. Furthermore, corrections due to the gas self-gravity are necessary to reduce numerical artefacts that act against rapid planet migration. Reliable numerical studies of type III migration thus require consideration of both the thermal and the self-gravity corrections, as well as a sufficient spatial resolution and the calculation of disc–planet attraction both inside and outside the Hill sphere. With this proviso, we find type III migration to be a robust mode of migration, astrophysically promising because of a speed much faster than in the previously studied modes of migration.
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1 INTRODUCTION

In the standard model of planetary system formation giant planets form through core accretion outside the ice condensation boundary (4–5 au), where the availability of water ice allows planetary cores to rapidly reach the critical mass of \( \sim 10 M_\odot \), beyond which substantial gas accretion can occur (Pollack et al. 1996). This theory provides a good fit to the structure of the Solar system, but does not explain the presence of so-called ‘hot Jupiters’ (objects with minimum masses similar to or larger than Jupiter’s mass \( M_\oplus \) and semi-major axes \( a < 0.1 \) au) discovered in extrasolar planetary systems (Mayor & Queloz 1995; Marcy, Cochran & Mayor 2000; Vogt et al. 2002). Since the in situ formation of these objects is difficult both in the core accretion scenario and through direct gravitational instability (Boss 2001), the inward migration of bodies and eccentricity pumping due to planet–planet and planet–remnant disc interaction become important parts of the new theory of planet formation.

The standard theory of planet migration (Goldreich & Tremaine 1979, 1980; Lin & Papaloizou 1993; Lin et al. 2000) considers the Lindblad resonances and neglects the corotational resonances, assuming a smooth initial density profile in the disc and a small density gradient at the corotation radius. Tidal torques due to the Lindblad resonances are believed to cause inward migration of a planet (type I or type II, for low- and high-mass planets, respectively) from the region where it formed to the inner regions where many exoplanets are observed. The type II migration times for giant planets are essentially viscous time-scales of discs, thus relatively long (Ward 1997).

However, it was recently found that the corotational resonance can modify the type I migration mode (Masset, D’Angelo & Kley 2006; Paardekooper & Mellema 2006) or lead to a new and very
fast migration mode (type III, or run-away migration) that depends strongly on the gas flow in the planet’s vicinity and does not have a predetermined direction (Masset & Papaloizou 2003; Artymowicz 2004, 2006; Papaloizou 2005). This type of migration was studied numerically by Masset & Papaloizou (2003) who performed two-dimensional simulations of a freely migrating planet and a steady state migration with fixed migration rate \( a \) for a range of the migration rates. Global, high-resolution two- and three-dimensional simulations of freely migrating planets were performed by D’Angelo, Bate & Lubow (2005). Papaloizou (2005) considered local shearing box simulations.

These numerical simulations showed that the planet’s orbital evolution depends strongly on the choice of the simulation parameters, e.g. grid resolution (D’Angelo et al. 2005), softening of the planet gravitational potential etc. The reason for this dependence can be the simplifications commonly used in the disc model. The most important simplifications are the use of two-dimensional simulations, ignoring self-gravity and the local isothermal approximation, that imposes a static temperature distribution in the planet’s vicinity.

This is the first in a series of papers devoted to type III migration of high-mass protoplanets interacting with the protoplanetary disc. In this paper we study the dependence of the planet migration on the applied disc model and we defer the description of the physics of type III migration itself to Peplinski, Artymowicz & Mellema (2008a,b, henceforth Paper II and Paper III). We concentrate on two aspects: a modification of the local isothermal approximation that allows an increase of the temperature inside the Roche lobe; and a correction of the gas acceleration (due to the gas self-gravity) that forces the circumplanetary disc to move together with the planet.

In order to analyse this we study the gas flow in the planet’s vicinity by performing numerical hydrodynamical simulations in two dimensions of a gaseous disc interacting with the star and one planet. The planet is allowed to freely migrate due to disc–planet interaction and we can study its orbital evolution in the non-steady state. Since type III migration is so sensitive to the gas flow near the planet, we include a careful analysis of the effects of various numerical parameters which influence these flow patterns.

The layout of the paper is as follows. In Sections 2 and 3 we give the basic equations, describe the disc model and the numerical method. Sections 4 and 5 contain the convergence tests and a discussion of the effects of various modifications of disc model and numerical parameters for inward and outward migration. Finally, in Section 6 we discuss their implications for numerical simulations of type III migration.

### 2 DESCRIPTION OF THE PHYSICAL MODEL

#### 2.1 Disc model

We adopt in our simulations a two-dimensional, infinitesimally thin disc model and use vertically averaged quantities, such as the surface mass density

\[
\Sigma = \int_{-\infty}^{\infty} \rho \, dz, \tag{1}
\]

where \( \rho \) is the mass density. We work in the inertial reference frame, in a Cartesian coordinate system \((x, y, z)\), also see Section 3.2. The plane of the disc and the star–planet system coincides with the \( z = 0 \) plane. The centre of mass of the star–planet system is initially set at the origin of the coordinate system. Since the star and the planet are allowed to migrate freely due to the gravitational interaction with the disc, and the total momentum of the whole system is not fully conserved due to the open boundary conditions (see Section 2.3.2), the centre of mass can move slowly away from the origin of the coordinate system. The positions and masses of the star and the planet we denote by \( r_s, M_s, r_P, M_P \), respectively.

The gas in the disc is taken to be inviscid and non-self-gravitating. The evolution of the disc is given by the two-dimensional \((x, y)\) continuity equation for \( \Sigma \) and the Euler equations for the velocity components \( \mathbf{v} \equiv (v_x, v_y) \). These equations can be written in conservative form as

\[
\frac{\partial \Sigma}{\partial t} + \nabla \cdot (\Sigma \mathbf{v}) = 0, \tag{2}
\]

\[
\frac{\partial \Sigma \mathbf{v}}{\partial t} + \nabla \cdot (\Sigma \mathbf{vv}) + \nabla P = -\nabla \Phi, \tag{3}
\]

where \( P \) is two-dimensional (vertically integrated) pressure, and \( \Phi \) is the gravitational potential generated by protostar (subscript S) and planet (subscript P):

\[
\Phi = \Phi_S + \Phi_P = -\frac{GM_s}{|r - r_s|} - \frac{GM_P}{|r - r_P|} \tag{4}
\]

We do not consider the energy equation, since we use a local isothermal approximation (see Section 2.1.1).

The gravitational potential close to the star and the planet is softened in the following way:

\[
\Phi = \begin{cases} 
-\frac{GM}{\xi}; & \text{for } \xi > 1, \\
\frac{GM}{r_{\text{soft}}} (1.875\xi^6 - 7\xi^5 + 7.875\xi^4 - 4.375\xi^2 + 2.625); & \text{for } \xi \leq 1,
\end{cases} \tag{5}
\]

where \( \xi = r/r_{\text{soft}} \) and \( r_{\text{soft}} \) is the so-called smoothing length (or gravitational softening). The reason for using this formula instead of the standard one (where \( r \) and \( r_{\text{soft}} \) are added geometrically) is to remove the dependence of the Keplerian speed on the gravity smoothing length for \( r > r_{\text{soft}} \) in the disc surrounding the body. This is especially important for simulations using a Cartesian grid since the stellar gravity has to be softened too. Moreover, it allows for a bigger smoothing length around the planet without influencing the outer part of the Roche lobe. This is necessary because the planet is moving across the grid and its position with respect to cell centres varies. As Nelson & Benz (2003a) pointed out, in this case, in order to avoid unphysical effects on the planet’s trajectory caused by close encounters with cell centres, the smoothing length needs to be larger than half the dimension of the cell. In our simulations \( r_{\text{soft}} \) is at least a few times the cell size.

Unlike the standard formula for softening of the gravity, our formula corresponds to a spherical body with a finite radius given by \( r_{\text{soft}} \). The internal structure of this body can be found using the Poisson equation and is given by the formula

\[
\rho_{\text{soft}} = \begin{cases} 
0; & \text{for } \xi > 1, \\
\frac{M}{4\pi \xi^3_{\text{soft}}} (-78.75\xi^6 + 210\xi^4 - 157.5\xi^2 + 26.25); & \text{for } \xi \leq 1.
\end{cases} \tag{6}
\]

Since \( r = r_{\text{soft}} \) is the ‘surface’ of the body generating the gravitational potential, we will include the mass of the gas within the gravitational softening \( M_{\text{soft}} \) to the effective planet mass. For more discussion see Sections 2.1.2, 5.1.2 and 5.2.2.

Previous studies of migrating Jupiter-mass planets showed that an important issue is the treatment of the torques arising from within the Hill sphere (Nelson & Benz 2003b; D’Angelo et al. 2005). It is often assumed that these torques are strong, but nearly cancel, and thus can be neglected. In addition it has been argued that accelerating
a planet through its own (bound) envelope would be unphysical. In general, the exclusion of the torques arising from within the Hill sphere is inconsistent, but can be justified if the density distribution in the Hill sphere is (almost) static and if the circumplanetary disc can be considered as a separate system. As we show below, these assumptions are not necessarily satisfied in the highly dynamic case of type III migration. The torques from the planet’s vicinity need be taken into account. Obviously, these torques depend strongly on the density distribution near the planet, which in a numerical simulation will depend on a combination of the resolution and the parameters determining this density distribution. The gravitational softening $r_{\text{soft}}$ is one of these parameters. In Section 5.1.1 we study the effects of gravitational softening.

### 2.1.1 Equation of state

Since a self-consistent calculation of the temperature is prohibitively expensive, we adopt the usual local isothermal approximation: the disc is treated as a system having a fixed temperature distribution. In this case the equation of state has the form

$$P = c_s^2 \Sigma,$$

where $c_s$ being the local isothermal sound speed. The thermal state of the fluid is given by $c_s$, which is usually assumed to be a power law of the distance to the star $s = |r - r_p|$. Assuming that the material inside a circumstellar disc is in hydrostatic equilibrium and neglecting the planet gravitational field, we can get the simple, widely used formula

$$c_s = H \Omega_s,$$

where $H$ is the disc scaleheight and $\Omega$ is the Keplerian angular velocity in the circumstellar disc,

$$\Omega_s = \sqrt{\frac{GM_p}{r_p^3}}.$$

This formula, for the constant disc opening angle, gives

$$c_s = h_s r_s \Omega_s,$$

where $h_s = H/r_s$ is the disc aspect ratio with respect to the star. In this case the Mach number of the flow in the disc is a constant given by $1/h_s$. We will designate this choice as EOS1 (equation of state 1).

For EOS1 the gas temperature is not modified by the presence of the planet. Because of the gravitational field of the embedded planet, the disc aspect ratio calculated with respect to the planet $h_p = H/r_p$ can achieve very small values (see Fig. 1), allowing the planet to collect large amounts of material. Physically, we should expect a temperature increase in the vicinity of a Jupiter-mass planet. Two-dimensional simulations (D’Angelo, Henning & Kley 2003) showed that an accreting Jupiter on a constant orbit can have a circumplanetary disc with constant $h_p$ ranging from 0.2 to 0.4, and three-dimensional simulations show even higher values (Klahr & Kley 2006). In the highly dynamic case of a rapidly migrating planet $h_p$ can be expected to attain similar values. For this reason we introduce a prescription for the sound speed, which depends on the distance to both the star and the planet:

$$c_s = \frac{h_s r_s h_p \rho_p}{\left[ (h_s r_s) + (h_p r_p) \right]^n} \sqrt{\Omega_s^2 + \Omega_p^2},$$

where $n$ is a non-dimensional parameter, $r_p = |r - r_p|$ is the distance to the planet and $\Omega_p$ is the Keplerian angular velocity in the circumplanetary disc:

$$\Omega_p = \sqrt{\frac{GM_p}{r_p^3}}.$$

This equation gives a constant disc aspect ratio in the circumstellar disc $h_s$ far away from the planet, and a constant disc aspect ratio in the circumplanetary disc $h_p$ in the planet’s vicinity. Parameter $n = 3.5$ is chosen to smoothly join equations (11) and (10). We will refer to this approach as EOS2.

The advantage of EOS2 is that it allows us to limit the amount of mass accumulated in the planet’s vicinity in the numerical simulation. For EOS1 this amount is limited only by the grid resolution and can achieve very high values. For EOS2 the amount is lower for higher $h_p$ due to the increasing pressure gradient. Physically, the amount of mass accumulated in the planet’s proximity cannot be arbitrarily high, since a large accretion rate would result in a significant heating of the inner Roche lobe, which would in turn inhibit further accretion. The maximal physically allowed accretion rate $\dot{M}_{\text{max}}$ thus provides an important constraint for the adopted values of $h_p$.

The Eddington limit gives the accretion rate for which the radiative $P_{\text{rad}}$ and gravitational $P_{\text{grav}}$ forces are balanced. In the spherically symmetric case the amount of energy released is given by the accretion luminosity $L_{\text{acc}}$,

$$L_{\text{acc}} = \frac{G M_p \dot{M}_p}{R_p},$$

where $M_p$, $R_p$ are the planet’s mass and radius, and $\dot{M}_p$ is the accretion rate. The pressure exerted by radiation on an infinitesimally thin spherical shell with radius $r$ and thickness $dr$ is given by

$$P_{\text{rad}} = \frac{L_{\text{acc}} dr}{4\pi r^2} = \frac{L_{\text{acc}} \kappa \rho dr}{4\pi r^2},$$

with $c$, $\kappa$, $\rho$ being the speed of light, optical thickness, opacity coefficient and volume density. This has to be balanced against the ‘gravitational pressure’

$$P_{\text{grav}} = \frac{G M_p \rho dr}{r^2}.$$
This balance gives a maximal accretion rate $M_{\text{max}}$.

$$M_{\text{max}} = \frac{4\pi R^2_P}{\kappa}. \quad (16)$$

In our simulations the surface of the planet is given by $r_{\text{soft}}$, which is of order of $R_0/3$, giving $R_P \sim 10^6 R_0$. Assuming $\kappa \sim 10^2 \text{cm}^2 \text{g}^{-1}$ we have $M_{\text{max}} \sim 10^{-3} M_\odot \text{yr}^{-1}$. Comparing this value with numerical results we find the minimum values for $h_{\text{p}}$ to be 0.3 and 0.4 for inward- and outward-directed migration, respectively.

As pointed out above, the torques from within the Hill sphere are important for type III migration, and will depend on the choice for $h_{\text{p}}$ (as well as $r_{\text{soft}}$). Tests of how $h_{\text{p}}$ influences the convergence behaviour of our simulations are presented in Section 4.2.

### 2.1.2 Corrections for the gas self-gravity

For low-mass discs, it is usual to not include the effects of gas self-gravity in numerical simulations. The argument is that these effects are minor in not too massive discs, while the calculation of self-gravity is particularly expensive. However, in the case of type III migration the planet can collect a considerable envelope with a mass equal to its own mass. The planet migrates through interaction with the disc material, but without self-gravity, its envelope will not do the same. This may lead to an artificial increase of the planet’s inertia, due to the discrepancy between the planet position and the centre of mass of the planet’s gaseous envelope, and can result in an additional, non-physical force acting against planet migration (Papaloizou et al. 2007).

D’Angelo et al. (2005) investigated type III migration and found that increasing the spatial resolution of their simulations led to gradually slower migration. Since higher resolution allows for more mass to accumulate within the planet’s Hill sphere, we believe that their results reflect exactly the effect described above.

Instead of calculating the full effect of self-gravity, we apply a zero-order correction by forcing the planet and its gaseous envelope to move together. This is done by modifying the acceleration of the gas in a planet’s vicinity ($a_{\text{g}}$), adding the planet acceleration due to the force from the gas $a_{\text{T}}$ to the acceleration exerted on the gas by the star and the planet:

$$a_s = -\frac{GM_s(r - r)_{s}}{r^3} - \frac{GM^*_s(r - r_p)}{r^3_P} + a_{\text{T}} \max \left[ 0, 1 - \left( r_{r\text{soft}} / r_{r\text{soft}} \right)^2 \right], \quad (17)$$

where $r_s, r_p$ are the positions of the star and the planet, respectively. $M^*_s$ is taken to be either the planet mass $M_p$, or $M^*_p$, the planet mass plus all the gas within the smoothing length $r_{\text{soft}}$ around the planet. The latter is equivalent to assuming that the gas inside $r_{\text{soft}}$ attains the spherical density distribution given by equation (6).

$a_{\text{T}}$ is calculated by summing the contributions from all the zones including interior of the Roche lobe.

The last term gives the planet acceleration multiplied by a function limiting the correction to the planet’s envelope using a parameter $r_{\text{env}}$. $r_{\text{env}}$ should be of order of the size of the circumplanetary disc with $R_0 > r_{\text{env}} > r_{\text{soft}}$. We find that $r_{\text{env}} = 0.5 R_0$ removes the artificial increase of the planet’s inertia, provided the density distribution inside $r_{\text{env}}$ is relatively symmetric and smooth, as is the case in our simulations.

Notice that $r_{\text{env}}$ and $r_{\text{soft}}$ are independent parameters. $r_{\text{env}}$ gives the position of the ‘surface’ of the protoplanet (radius where $\Phi$ starts to differ from the point-mass potential), whereas $r_{\text{env}}$ gives the size of the region that dynamically belongs to the planet and should follow the planet in its radial motion. Our correction for the gas acceleration allows to reduce the non-physical eccentricity of the orbits in the circumplanetary disc driven by the planet’s radial motion. The $r_{\text{env}}$ is thus a third parameter influencing the density distribution near the planet (the others being the gravitational smoothing, $r_{\text{soft}}$, and the disc aspect ratio in the circumplanetary disc, $h_d$). The effects of $r_{\text{env}}$ on the numerical convergence for type III migration are described in Sections 4.1 and 5.2.1. The differences between using $M^*_p = M_p$ and $M^*_p = M^*_p$ are studied in Section 5.1.2.

We stress that the described method is a crude approximation introduced to remove the non-physical effects from the planet’s orbital evolution. It does not allow any detailed study of the real flow of self-gravitating gas inside the Roche lobe or of the structure of the planet’s gaseous envelope, which are beyond the scope of this paper.

### 2.1.3 Accretion on to the planet

The orbital evolution can also be affected by gas accretion on to the planet. This can be dealt with either by using $M^*_p = M_p$ instead of $M^*_p$ in equation (17), or by removing matter from the planet’s neighbourhood $r < r_{\text{acc}}$, and adding it to $M_p$. In the latter case, we also add the momentum of the accreted gas to that of the planet. When removing gas from the disc, this is done after each integration step according to the formula

$$\Delta \Sigma = \max \left[ 0, \frac{dm}{d\Sigma} \max \left( 0, 1 - \frac{|r - r_{\text{acc}}|^2}{r_{\text{acc}}^3} \right) \left( \Sigma - \tilde{\Sigma} \right), \right] \quad (18)$$

where $r_{\text{acc}}$ is the accretion time-scale and $\Sigma$ is an average surface density in the region defined by $r_{\text{acc}} < |r - r_{\text{acc}}| < 2 r_{\text{acc}}$. The size of the accretion region $r_{\text{acc}}$ is defined by the size of the smoothing length $r_{\text{soft}}$, i.e. the size of the gravitational source. In simulations where we explicitly include accretion, we use $r_{\text{acc}} = 0.5 r_{\text{soft}}$, which is an order of magnitude smaller than the Roche lobe size. The effects of the different ways to deal with accretion are studied in Section 5.1.2.

### 2.2 Equation of motion for the star and the planet

The goal of the current study is to investigate the orbital evolution of the planetary system due to the gravitational action of the disc material. Since the calculations are done in the inertial reference frame, the equation of motion for the star and the planet have the simple form

$$\dot{r}_s = - \frac{GM_p (r_p - r_s)}{|r_p - r_s|^3} - \int_{M_\odot} G(r - r) dM_\odot(r) / |r - r|^3. \quad (20)$$

$$\dot{r}_p = - \frac{GM_p (r_p - r_s)}{|r_p - r_s|^3} - \int_{M_\odot} G(r - r) dM_\odot(r) / |r - r|^3. \quad (21)$$

In both cases the integration is carried out over the disc mass $M_\odot$ included inside the radius $r_{\text{soft}}$ (thus removing the corners of the Cartesian grid from consideration).

### 2.3 Simulation set-up

In the simulations we adopt non-dimensional units, where the sum of star and planet mass $M_S + M_p$ represents the unit of mass. The
time unit and the length unit are chosen to make the gravitational constant $G = 1$. This makes the orbital period of Keplerian rotation at a radius $a = 1$ around a unit mass body equal to $2\pi$. However, when it is necessary to convert quantities into physical units, we use a solar-mass protostar $M_\text{S} = M_\odot$, a Jupiter-mass protoplanet $M_\text{P} = M_\oplus$ and a length unit of 5.2 au. This makes the time unit equal to $11.8/2\pi$ yr.

In all the simulations the grid extends from $-4.0$ to $4.0$ in both directions around the star and planet mass centre. This corresponds to a disc region with a physical radius of 20.8 au.

### 2.3.1 Initial conditions

The initial surface density $\Sigma$ profile is given by a modified power law:

$$\Sigma = \psi(r_\text{l}) \Sigma_0 (r_\text{i}/r_\text{l})^{\alpha/2},$$

where $r_\text{l} = |r - r_\text{c}|$ is the distance to the mass centre of the planet–star system, $r_\text{i}$ is a unit distance and $\psi$ is a function that allows introducing a sharp edges in the disc (see Fig. 2).

We characterize the disc mass by the disc to the primary mass ratio

$$\mu_\text{D} = \frac{\Sigma(r_\text{s}) r_\text{s}^2}{M_\text{S}} = \frac{\Sigma_0 r_\text{i}^2}{M_\text{S}}.$$

In the simulations $\mu_\text{D}$ ranges from 0.001 to 0.01. For the minimum mass solar nebula (MMSN) $\mu_\text{D} = 0.00144$ (for $\alpha_\Sigma = -3/2$). We investigate different density profiles by changing $\alpha_\Sigma$ from $-1.5$ to $0.0$.

Since we focus on type III migration only and do not analyse the problem of orbital stability inside a gap, we do not introduce the planet smoothly nor keep it on a constant orbit for the time needed to create a gap. For most cases with $\alpha_\Sigma < 0.0$ the density gradient given by the initial profile is sufficient to start rapid inward migration. In the case of outward migration we start migration by introducing an additional density jump at the planet’s position.

The planet mass is taken to be $M_\text{P}/M_\text{S} = 0.001$ (i.e. $1 M_\oplus$ for a $1 M_\odot$ star). The planet starts on a circular orbit of semimajor axis equal $3.0$ and $0.8$ for the inward and outward migration case, respectively.

The aspect ratio for the disc with respect to the star is fixed at $h_\text{s} = 0.05$, whereas the circumplanetary disc aspect ratio $h_\text{p}$ is taken from the range $0.2$ to $0.6$.

The smoothing length of the stellar potential, $r_{\text{soft}}$, is taken to be $0.5$. Unless otherwise noted, for the planet the standard value is $0.33 R_H$, where $R_H = a (M_\text{P}/(3M_\odot))^{1/3}$, the Hill radius. The corresponding size of the envelope $r_{\text{env}}$ in equation (17) is set to $r_{\text{soft}}$ or $0.5 R_H$.

If accretion on to the planet is included, we use an accretion time-scale $\tau_{\text{acc}} = 10 \pi$ and $r_{\text{acc}} = 0.5 r_{\text{soft}}$.

### 2.3.2 Boundary conditions

To stop reflections off the boundary we use an outflow–inflow boundary condition with a so-called killing wave zone. This zone extends from radius $3.65$ to $3.9$. In this region the solution of the Euler equations for $X$ (X stands for the surface density or the velocity) is changed after each time-step by

$$\Delta X = \frac{dr}{\tau_d} (X - X_0) \psi(r),$$

where $X_0$ is the initial condition (disc in sub-Keplerian rotation), $\tau_d$ is the damping time-scale and $\psi(r)$ is a function increasing from $0$ at the inner boundary of the killing wave zone to $1$ at the outer boundary of the killing wave zone. Outside the radius $3.9$ the solution $X$ is replaced by $X_0$. In our simulations we use $\tau_d = 18$.

On our Cartesian grid the disc cannot be treated as an isolated system and some mass and angular momentum flow through the boundary is unavoidable. However, the losses are usually relatively small.

### 3 DESCRIPTION OF THE NUMERICAL METHOD

#### 3.1 Code

We adopted the FLASH hydrocode version 2.3 written by the FLASH Code Group from the Centre for Astrophysical Thermonuclear Flashes at the University of Chicago\(^1\) in 1997.

FLASH is a modular, adaptive-mesh, parallel simulation code capable of handling general compressible flow problems. It is designed to allow users to configure initial and boundary conditions, change algorithms and add new physics modules. It uses the PARAMESH library (MacNeice et al. 2000) to manage a block-structured adaptive mesh, placing resolution elements only where they are needed most. PARAMESH consists of a set of subroutines which handle refinement/derefinement, distribution of work to processors, guard cell filling and flux conservation. It also uses the Message Passing Interface (MPI) library to achieve portability and scalability on parallel computers. For our purpose, the code is used in the pure hydrodynamic mode in two dimensions, and the adaptive mesh is used to achieve high resolution around the planet (see Section 3.2).

Euler’s equations are solved using a directionally split version of the piecewise parabolic method (PPM; Colella & Woodward 1984). It represents the flow variables inside the cell with piecewise parabolic functions. This method is considerably more accurate and efficient than most formally second-order algorithms.

To solve the equations of motion for the star and the planet we use a fourth-order Runge–Kutta method. To keep the second-order accuracy in time PPM needs information about the gravitational field from the beginning and the end of the time-step. Therefore, we perform the integration of the planet’s orbit in two steps. First, we integrate using the force exerted by gas taken from the previous hydrostep. This provides PPM with the approximate position of the planet at the end of the current time-step. Secondly, after updating

\(^1\) http://flash.uchicago.edu

---

**Figure 2.** The initial surface density profile for $\alpha_\Sigma$ ranging from $0.0$ to $-1.5$ (outward migration case).
the hydrodynamic quantities, we correct the planet position using a linear interpolation between the old and new values of acceleration.

3.2 Mesh and grid structure

High resolution is needed to calculate accurately the gas flow in the planet’s vicinity. For this purpose we use the adaptive mesh refinement (AMR) module included in FLASH. AMR allows us to change the grid structure during the simulation, and gives the possibility for the refined region to follow the planet’s motion. The resolution is increased by a factor of 2 between refinement levels. Our simulations use a lowest resolution mesh of 800 cells in each direction, and a square region around the planet is refined. The maximal cell size in the disc (lowest level of refinement) is about 1 per cent of the smallest value of the planet’s semimajor axis. The cell size close to planet is at least 1.8 per cent of Hill sphere radius (corresponding to four levels of refinement).

We use a Cartesian grid for our calculations. This choice was made because the more usual cylindrical (corotating) grid geometry has few benefits for the case of a rapidly migrating planet, and also suffers from variable (physical) resolution with radius. However, this does not mean that a Cartesian grid is problem free. The most important problem is the diffusivity of the code visible in de Val-Borro et al. (2006); however, the time-scale of this process is relatively long and does not influence the rapid migration. It is discussed in Appendix A.

3.3 Multilevel time integration

In order to reduce the computational time we extended FLASH with the option of different time-steps for different refinement levels. Although the software infrastructure of FLASH accommodates level-dependent time-steps, the standard version does not have this implemented. The algorithm used is very similar to nested-grid technique presented in D’Angelo et al. (2002). Coarser blocks can use longer time-steps than finer blocks, but all blocks at a given resolution have to use the same time-step. In this case a time-step is a monotonic function of the grid resolution (in FLASH all time-steps increase the migration rate, even though the mass of the gas accumulated in the Hill sphere increases significantly (right-hand panel). For \( r_{env} = r_{soft} \) the correction region is smaller than the real size of

4 NUMERICAL CONVERGENCE

The problem of Type III migration is numerically challenging since we have to deal with the complex evolution of the co-orbital flow in a partially gap opening regime, close to the planet. Clearly one can expect the results to depend on the disc model close to the planet, and in this section we investigate how the convergence behaviour (dependence on resolution) depends on our choices for the correction for self-gravity \( (r_{env}) \), circumplanetary disc aspect ratio \( (h_p) \) and gravitational softening \( (r_{soft}) \). Here we discuss the inward migration case only, but the conclusion is valid for the outward-directed migration too.

D’Angelo et al. (2005) showed that it is hard to achieve numerical convergence for these types of flows. They found the migration to be highly dependent on the torque calculation prescription, and on the mesh resolution (see their figs 8 and 9). We can qualitatively reproduce their results when using EOS1, and for \( r_{env} = 0 \) and \( M^*_H = M_p \) (equation 17), see curves 1 and 2 in Fig. 3. In this case higher resolution allows more mass to accumulate in the planet’s vicinity, and the lack of any self-gravity allows this mass to increase the planet’s inertia, slowing down its migration.

4.1 Correction for gas self-gravity

As explained in Section 2.1.2 neglecting self-gravity is likely to be one cause of this bad convergence behaviour. To explore this further we use the correction for self-gravity described in Section 2.1.2. The key parameter of this correction is \( r_{env} \), the size of the region where the gas is dynamically connected to the planet. To establish its value, we performed a series of simulations with different resolutions (3, 4 and 5 refinement levels) and different values of \( r_{env} \): 0.0 (no correction), \( r_{soft} \) (the smoothing length for gravity) and 0.5 \( R_H \). The last value is bigger than the estimated radius of the circumplanetary disc. From the simulations we know that the circumplanetary disc extends up to \( (0.3–0.4) R_H \). We can expect \( r_{env} \) to be bigger than the radius of the circumplanetary disc, since equation (17) does not define a sharp edge to the planet’s envelope. Some of the results of these tests are presented in Fig. 3. In these simulations we used a constant \( M^*_H = M_p \).

We see that the correction reduces the ‘additional inertia’ and increases the migration rate, even though the mass of the gas accumulated in the Hill sphere increases significantly (right-hand panel). For \( r_{env} = r_{soft} \) the correction region is smaller than the real size of

![Figure 3. Convergence test for the inward-migrating Jupiter. The left-hand panel shows the time evolution of the planet’s semimajor axis \( a \); the right-hand panel shows the mass of the gas inside a Hill sphere \( M_H \). Curves 1 and 2 correspond to simulations with four and five levels of refinement and \( r_{env} = 0 \) (planet acceleration is not added to the gas acceleration); curves 3 and 4 correspond to simulations with four and five level of refinement and \( r_{env} = 0.5 R_H \). The time unit is the orbital period of the body circulating at \( a = 1 \). The planet mass \( M_p = 0.001 \).](https://academic.oup.com/mnras/article-abstract/386/1/164/977503)
the planet envelope, and we find results similar to curves 1 and 2. The convergence is much better for \( r_{\text{env}} = 0.5 R_h \) (curves 3 and 4), but even there we have not reached complete convergence with five refinement levels. This is caused by the mass accumulation in the circumplanetary disc. Comparing the simulations with four and five refinement levels (curves 3 and 4, respectively) we can see that the planet migrates faster after the mass accumulation in the circumplanetary disc stops. As the amount of mass accumulation depends on the assumed thermal structure of the circumplanetary disc (here taken to follow EOS1), we will explore this point more in the next section.

One may consider excluding the Roche lobe interior from the torque calculation as another solution to the artificial inertia problem (Masset & Papaloizou 2003). However, the gas flow in the planet vicinity is very variable and it is impossible to define a single cutting radius to remove the region dynamically connected to the planet from the torque calculation and at the same time keep all the flow lines that belong to the corotational flow. Moreover, in the case of the fast migration, the interior of the Roche lobe is not separated from the corotational flow and we cannot neglect the gas inflow into the circumplanetary disc (Fig. 5).

### 4.2 Temperature profile in the circumplanetary disc

As explained in Section 2.1.1, the use of EOS1 imposes a very thin circumplanetary disc. In such a thin disc waves can freely propagate and the shocks in the circumplanetary disc can end very close to the planet (see Fig. 4, curve 1). Such a strong shocks modify the flow inside the Roche lobe, redirecting the gas to the planet’s proximity. In the case of a planet on a constant orbit, this configuration does not cause any serious problems, since the co-orbital flow is weak and the gas inflow into the circumplanetary disc is limited. This changes for a migrating planet. In this case the inflow is potentially much larger since the planet moves into previously undisturbed disc regions. In fact, mass is often seen accumulating in the circumplanetary disc.

To understand this behaviour better we look at the flow structure near to the planet in a simulation with EOS1 and without the correction for self-gravity. The flow structure near the planet during rapid inward migration is shown in Fig. 5. On the plot we indicate the five important regions: the inner disc I, the outer disc II, horseshoe region III, the regions of strong co-orbital flow V and VI and the circumplanetary disc IV. The flow pattern is strongly asymmetric and also time dependent. The source of the mass inflow into the circumplanetary disc (IV) is the strong co-orbital flow (V and VI). It interacts with the bow shocks and gets divided into a flow transferring matter from the inner disc into the outer disc and a flow entering the Roche lobe. This latter flow interacts with the spiral shocks originating in the circumplanetary disc. Since for EOS1 the disc aspect ratio \( h \) decreases with decreasing distance to the planet, these shocks become stronger, and the material moves along the shock directly to the central density spike (see curve 1 in Fig. 4). The radial size of this spike is given by gravitational softening, since at this position \( h \) grows and the shocks disappear. Inside this region (about \( 0.6 r_{\text{soft}} \)) gas moves on circular orbits. When using EOS1 and neglecting self-gravity, any amount of material can be added to the circumplanetary disc, since the gas does not heat up during compression. So for this case, the mass of the circumplanetary disc is only limited by the grid resolution and the value of \( r_{\text{soft}} \).

This is the cause of the failing numerical convergence for the runs with \( r_{\text{env}} = 0.5 R_h \) described in the previous section. From Fig. 3 we see that the migration rate for the simulation with four refinement levels (curve 3) increases after the inflow into the circumplanetary disc stops at about 40 orbits. This happens because gas moved from the inner to the outer disc exchanges with the planet twice as much angular momentum as the ‘accreted’ gas.

To address this problem we replace EOS1 with EOS2. The latter maintains a constant disc aspect ratio in the circumplanetary disc and keeps \( h \) independent of the gravitational softening. To test the effects of this different equation of state, we performed simulations with different aspect ratios of the circumplanetary disc \( (h_p = 0.2, 0.3 \text{ and } 0.4) \) at different resolutions (three, four and five refinement levels), while neglecting our self-gravity correction \( (r_{\text{env}} = 0) \) and keeping the planet mass constant at \( M_p \) during the whole simulation.

We find that the model with \( h_p = 0.2 \) gives no improvement over the EOS1 results, the case with \( h_p = 0.3 \) gives some, but only for \( h_p = 0.4 \) numerical convergence for five refinement levels was

---

**Figure 4.** Surface density radial cut through the Roche lobe at the planet position for different temperature profiles. Curve 1 corresponds to EOS1 (equation 10); curves 2, 3 and 4 correspond to EOS2 (equation 11) with \( h_p \) equal 0.2, 0.3 and 0.4, respectively.

**Figure 5.** The flow in the planet’s proximity for the rapid inward migration in a simulation with EOS1 and no correction for self-gravity. The flow is asymmetric and a large amount of the mass is accumulated in the planet’s proximity. The plot shows the surface density distribution and the flow lines in the frame comoving with the planet and covers a square region of the size of 4\( R_h \). The colour scale is logarithmic. The pink lines show the approximate borders of the different regions in the disc: inner disc I, outer disc II, horseshoe region III, circumplanetary disc IV, co-orbital flow transferring the gas from the inner to the outer disc V and the gas stream entering the circumplanetary disc VI. The arrows show the direction of the flow.
Figure 6. Surface density and the flow lines in the planet’s vicinity for an inward-migrating Jupiter. Different plots correspond to different temperature profiles. Upper left: EOS1 (no dependence on the planet’s position). Upper right, lower left and lower right: EOS2 with $h = 0.2$, 0.3 and 0.4, respectively. The plotted domain is a square region of the size of $4R_H$. The colour scale is logarithmic.

Achieved. These results can be understood by studying the density profile near the planet (Fig. 4) and density and flow patterns (Fig. 6). The $h = 0.2$ case gives a profile very similar to EOS1. The model with $h = 0.3$ results in a somewhat smoother profile, but only for $h = 0.4$ the density profile is smooth enough for the shocks to become unimportant, and the gas inflow into the circumplanetary disc is stopped, resulting in a lower mass inside the Roche lobe. The planet’s orbital evolution and the mass of the Hill sphere content for the $h = 0.4$ simulation at different refinement levels are shown in Fig. 7. Note that these results also show how the details of the flow patterns near to the planet depend strongly on the choice for $h$ (self-gravity correction was not applied in these runs).

Figure 7. Convergence test for the inward-migrating Jupiter with the disc aspect ratio $h = 0.4$. The left-hand panel shows the time evolution of the planet’s semimajor axis $a$; the right-hand panel shows the mass of the gas inside a Hill sphere $M_H$. Curves 1, 2, and 3 correspond to three, four, and five levels of refinement. The planet mass $M_P = 0.001$. 
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These results seem to indicate that the change of temperature profile alone is sufficient for achieving numerical convergence, even if we do not apply any corrections for self-gravity. The reason for this is the smoother density distribution and the lower mass of the gas in the circumplanetary disc. The ‘artificial inertia’ effects are particularly strong when the mass of the circumplanetary disc is high, and its density profile strongly peaked. In this case any small discrepancy between the disc centre and planet position results in strong, high-frequency oscillations of all orbit parameters.2

However, even for the changed temperature profile, some ‘artificial inertia’ effects remain. To illustrate this we compare the planet’s orbital evolution for four different models in Fig. 8. Model 1 is the simplest model (without any self-gravity correction and with EOS1), model 2 uses the self-gravity correction \( r_{\text{cen}} = 0.5 \, R_{\text{H}} \), model 3 employs EOS2 \( (h_p = 0.4) \) but no self-gravity correction and model 4 applies both \( r_{\text{cen}} = 0.5 \, R_{\text{H}} \) and \( h_p = 0.4 \). We see that models 2, 3 and 4 show a higher migration rate than model 1. For model 2 there is a visible kink at 45 orbits, which is the moment when the limiting mass of the circumplanetary disc is reached. This kink is invisible for model 4, since the ‘accreted mass’ is an order of magnitude smaller, and this mass is already reached after the few first orbits. Comparing models 3 and 4 we see that the latter has a larger migration rate than the third model, implying that the change of the temperature profile does not remove the effects of ‘artificial inertia’ completely. So, although the effects of using EOS2 dominate, we prefer to also include the self-gravity correction.

5 TORQUE CALCULATION AND EFFECTIVE PLANET MASS

In the previous section we discussed the modifications of the disc model that allow to achieve the numerical convergence. In this section we will concentrate on the calculation of the torque inside the Hill sphere, and the models with the varying planet mass. Especially we will focus on the dependence of the migration on the choice of \( M_p \). We will discuss it for the inward and outward migration case separately.

2 This oscillations are not visible on the plots, since we removed them by averaging over five orbits.

5.1 Inward migration case

5.1.1 Gravitational softening

When including all material inside the Roche lobe in the calculation of the torque, the value for the gravitational softening \( r_{\text{soft}} \) can play an important role, even though increasing the value of the circumplanetary disc aspect ratio \( h_p \) should make a less dependent on \( r_{\text{soft}} \). Indeed we find that for \( h_p \geq 0.4 \) the migration behaviour does not depend on \( r_{\text{soft}} \). The results of the runs with \( h_p = 0.4 \) and \( r_{\text{cen}} \) equals 0.0208 and 0.3 \( R_{\text{H}} \) are presented in Fig. 9. In the first case \( r_{\text{soft}} \) is constant during the simulation and its value in \( R_{\text{H}} \) units is ranging from 0.1 \( R_{\text{H}} \) (initial value) up to about 0.25 \( R_{\text{H}} \). In both simulations we used \( M_p = M_p^* \). The first and the second plot show the planet orbital evolution and the mass of the gas inside a Hill sphere. The orbital evolution is independent on the size of smoothing lengths of the planet’s gravitational field; however, a larger \( r_{\text{soft}} \) allows the planet to accumulate larger amounts of material.

Above we have argued against excluding any part of the disc in the torque calculation. The results in this section allow this to be illustrated better. Fig. 10 presents the torque exerted on the planet by the gas contained within the Hill sphere. Curves 3 and 6 show the torque from the entire Hill sphere \( \Gamma_{\text{RL}} \). We divided this torque into two parts, namely the contribution from \( r_p < r_{\text{cut}}(\Gamma_{\text{soft}}, \text{curves } 1 \text{ and } 4) \) and the contribution from \( r_p > r_{\text{cut}}(\Gamma_{\text{out}}, \text{curves } 2 \text{ and } 5) \), where \( r_p \) is the distance to the planet. The two set of curves (1, 2, 3) and (4, 5, 6) correspond to \( r_{\text{cut}} \) equal 0.0208 and 0.3 \( R_{\text{H}} \), respectively.

\( \Gamma_{\text{RL}} \) is driving the migration during the fast migration phase (first 60 orbits) and drops in the slow, type-II-like migration phase. As we saw before, it is almost independent on \( r_{\text{soft}} \). However, the partial torques \( \Gamma_{\text{soft}} \) and \( \Gamma_{\text{out}} \) are varying strongly between the two choices for \( r_{\text{soft}} \). During the fast migration phase even the sign of \( \Gamma_{\text{out}} \) depends on \( r_{\text{soft}} \). During the slow phase the two choices for the softening/cutting radius both give a positive \( \Gamma_{\text{out}} \), but its value increases with decreasing \( r_{\text{soft}} \), consistent with what was found by D’Angelo et al. (2002). \( \Gamma_{\text{cen}} \) has a similar but negative value and thus \( \Gamma_{\text{RL}} \) is close to zero, independent of the value of \( r_{\text{soft}} \).

This illustrates the point made before: the interior of the Roche lobe is a complicated and variable dynamical system, and it is difficult to define a simple spherical region of radius \( r_{\text{cut}} \) that dynamically belongs to the planet and could be neglected in the torque calculation. Any fast migration calculation would be very sensitive to the choice of \( r_{\text{cut}} \) (D’Angelo et al. 2005), and a wrong choice can give
5.1.2 Mass accumulation in the planet’s vicinity

Up to this point we studied models with a constant planet mass, neglecting the gravitational interaction of the planet’s envelope with the whole disc. However, the mass of gas accumulating in the planet’s vicinity in the case of constant \( h_p = 0.4 \) is comparable to the initial planet mass and can influence the orbital evolution. In this section we present models where we vary the planet’s mass.

To test the dependence of the planet’s orbital evolution on a varying planet mass we performed three simulations. In the first one the effective planet mass is constant during the whole simulation \( M_p^* = M_p = 0.001 \), similar to the models presented above. In the second model the planet mass was replaced with all of the mass within the smoothing length \( r_{\text{soft}} \) around the planet (\( M_p^* = M_p \)). In the last model we studied the planet growth through gas accretion, i.e. removing gas from the planet’s environment and adding its mass and momentum to the planet (see Section 2.1.3).

The results are presented in Fig. 11. Curves 1 and 2 correspond to the constant mass and the \( M_p \) case, respectively. Curve 3 presents the accreting model. The upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate \( Z \) (see below). The planet mass and the mass of the gas inside a Hill sphere are presented on the lower left- and lower right-hand panels.

The non-dimensional migration rate \( Z \) is defined as the ratio of the migration rate \( \dot{a} \) and the so-called fast migration speed \( \dot{a}_f \):

\[
Z = \frac{\dot{a}}{\dot{a}_f}.
\]

where \( \dot{a}_f \) is given by the ratio of the half width of the horseshoe region \( x_c \) and the libration time-scale \( T_{\text{lib}} \). In a Keplerian disc \( \dot{a}_f \) equals (Masset & Papaloizou 2003; Papaloizou et al. 2007; Artymowicz & Peplinski, in preparation)

\[
\dot{a}_f = \frac{3x_c^2\Omega}{8\pi a}.
\]

where \( x_c \) is estimated to be about 2.5 Hill sphere radii. We can divide the type III migration into a fast, \(|Z| > 1\), and a slow, \(|Z| < 1\), migration regime. Type-II-like migration phase corresponds to \(|Z| \ll 1\). The use of \( Z \) will be discussed more fully in Paper II.

During the fast migration phase (lasting for about 70 orbits) the planet’s orbital evolution is almost independent of the planet’s mass and the mass of the circumplanetary disc. All three models show a similar evolution even though the planet’s effective mass can differ up to 40 per cent and the mass of the circumplanetary disc can differ up to 100 per cent. The amount of the gas flowing into the Hill sphere (for the model with accretion the sum of the Hill sphere content and the increase of the planet’s mass) is similar too. This means that the infall into the circumplanetary disc is a dynamical effect that mostly depends on the value of \( Z \) and the initial disc surface density, and only weakly depends on the gas dynamics deep in the Roche lobe. On the other hand, it should be very sensitive to the temperature profile at the boundary of the Roche lobe. Comparing the lower left- and lower right-hand panels of Fig. 11 we can see that most of the mass within the Roche sphere is contained within the planet’s smoothing length.

The differences between the three cases show up in the slow migration phase, where the first and the second model lose gas from the Hill sphere. The simulation with constant \( M_p \) keeps losing mass from the circumstellar disc during that entire phase, whereas in the second simulation the amount of mass within the Hill sphere...
converges to $1.22M_\star$. In the accreting model the amount of gas available in the planet’s vicinity and the pressure gradient are too small to cause mass loss from the circumplanetary disc. Instead the gas orbiting the planet is accreted, and in the stage of a gap creation (when the strong mass inflow into the circumplanetary disc stops) the amount of the mass inside the Hill sphere quickly decreases. At the end of the simulation the planet has reached a mass of $1.4M_\star$.

The differences in the slow migration regime ($|Z| < 1$) lead to different final positions in the three cases. The reason is that $a_0$ depends on the planet mass. The case of a constant planet mass makes the transition to the slow phase latest, and thus achieves the smallest orbit at $a = 1.1$. The difference between the $M_\star$ case and the accreting planet is due to the fact that the former loses mass from the Hill sphere. This influences the migration during the end of the slow migration phase (see the difference between curves 2 and 3 between 70 and 90 orbits in the upper right-hand panel of Fig. 11) and allows the accreting planet to migrate further ($a = 1.2$) than the planet in the model with the effective mass increased ($a = 1.3$).

As we can see, the orbital evolution differs between the fast ($|Z| > 1$) and the slow ($|Z| < 1$) migration regime. During the fast migration under constant $h_\star$, we can neglect details of the gas evolution deep in the circumplanetary disc, since the rate of the mass accumulation in the planet’s proximity is relatively low and the migration is driven by the outer part of the Roche lobe. However, we should keep in mind that a variation of $h_\star$ can modify the flow in the whole Roche lobe and thus can influence migration. The gas evolution in the circumplanetary disc becomes important for $|Z| \approx 1$, when the planet slows down and starts to open a gap, and the rate of the mass accumulation in the planet’s proximity increases.

To test this last dependence we performed simulations with constant planet mass (case 1 above) and with the planet’s effective mass increased by the mass within the planet’s proximity $M_\star = 0.001$. The results for $h_\star = 0.3$ are presented in Fig. 12 (curves 1 and 2 for $M_\star = 0.001$ and $M_\star = M_\star$ respectively). The upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate $Z$, respectively. The planet mass and the mass of the gas inside a Hill sphere $M_\star$ are presented on the lower left- and lower right-hand panels. During the first 70 orbits (fast migration regime $|Z| > 1$) all systems evolve almost exactly the same way. Although in the fast migration regime the migration rate $a_0$ is identical in simulations 1 and 2 and the differences for the accreting model are small, $Z$ differs slightly, since $a_0$ depends on the planet mass. The simulations start to differ after reaching the slow migration regime.

Figure 11. Results of the simulations for the varying planet’s mass and $h_\star = 0.4$. Curve 1 corresponds to the model with the constant planet’s mass $M_\star = 0.001$. Curve 2 shows the simulation with the effective mass of the planet augmented with the mass within the planet’s proximity $M_\star$. Curve 3 presents the model with an accreting planet. Upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate $Z$, respectively. The planet mass and the mass of the gas inside a Hill sphere are presented on the lower left- and lower right-hand panels. During the first 70 orbits (fast migration regime $|Z| > 1$) all systems evolve almost exactly the same way. Although in the fast migration regime the migration rate $a_0$ is identical in simulations 1 and 2 and the differences for the accreting model are small, $Z$ differs slightly, since $a_0$ depends on the planet mass. The simulations start to differ after reaching the slow migration regime.
Figure 12. Results of the simulations of inward-migrating planet with the varying planet’s mass for $h_p = 0.3$. Curve 1 corresponds to the model with the constant planet’s mass $M_P = 0.001$. Curve 2 shows the simulation with the effective planet mass increased by the mass within the planet’s smoothing length. Upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate $Z$ for the inward-migrating planets, respectively. The planet mass and the mass of the gas inside a Hill sphere are presented on the lower left- and lower right-hand panels.

Type III migration: disc model

5.2 Outward migration case

Type III migration has no pre-defined direction and can result in both inward- and outward-directed migration. In the previous section we discussed the inward migration case. Most of the conclusions reached there are also valid for the outward-directed migration, even though there are clear differences between the two types of simulations.

The first important difference is that the amount of mass accumulated in the circumplanetary disc is much larger in the case of outward migration, up to several times the initial planet mass. This is caused by the combination of a different gas density at the planet’s initial position, and the fact that the Roche lobe size (and the relative grid resolution) grows in the case of outward migration. In this section we focus on the dependence of the planet’s migration on the value of the planet’s gravitational softening and the treatment of $M_P^*$. This allows the planet to travel faster and further. A more detailed description will be presented in Paper II.

5.2.1 Gravitational softening

In Section 5.1.1 we presented the dependence of the planet’s migration on $r_{soft}$ for the inward migration case. We performed similar tests for the outward-migrating planet. Fig. 13 shows the planet’s orbital evolution and gas mass inside the Hill sphere for two simulations with $r_{soft}$ equal 0.0208 and 0.3 $R_H$, respectively. In both cases we used $h_p = 0.4$ and $M_P^* = M_P$. In both cases the planet initially migrates outward but after about 35 orbits the direction of migration suddenly changes. We find that the planet’s orbital evolution is independent of $r_{soft}$ during the first 25 orbits. When the migration speed starts to slow down, some differences between the two cases appear, and after the migration direction has reversed a clear dependence on the smoothing length becomes apparent. Still, the migration rate in both simulations differs by less than 20 per cent (when comparing $\dot{a}$ at a given radius rather than at given time) and the mass of the gas inside the Hill sphere remains similar up to 60 orbits. The origin of the differences is an instability of the horseshoe region that arises for relatively high values of the migration rate. While the details of the instability are not entirely clear (streaming instability of gas with different vorticity or alternatively accelerating/decelerating migration of a planet might be involved), the net result is a decrease of the mass deficit (density contrast) of the librating disc region, which decreases the corotational torque. During the migration reversal, the numerically computed migration rate depends strongly on $r_{soft}$. Therefore, we limit our investigation in the case of $M_P^* = M_P$ to the outward migration phase only, which is independent of $r_{soft}$.

The dependence of the torques $\Gamma_{in}$, $\Gamma_{out}$ and $\Gamma_{RL}$ on $r_{soft}$ is similar for both the inward and the outward migration.
Figure 13. Orbital evolution of the outward-migrating planet for different smoothing lengths of the planet’s gravitational potential. The time evolution of the planet’s semimajor axis $a$ (left-hand panel) and the mass of the gas inside a Hill sphere $M_H$ (right-hand panel) are plotted. Curves 1 and 2 correspond to $r_{\text{soft}}$ equal 0.0208 and 0.3 $R_H$ for $h_p = 0.4$. The planet mass $M_P = 0.001$.

Figure 14. Results of the simulations of outward-migrating planet with the varying planet’s mass. Curve 1 corresponds to the model with the constant planet’s mass $M_P = 0.001$. Curve 2 shows the simulation with the effective planet mass increased by the mass within the planet’s smoothing length. Upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate $Z$ for the inward-migrating planets, respectively. The planet mass and the mass of the gas inside a Hill sphere are presented on the lower left- and lower right-hand panels. The migration is sensitive to the value of $M_P$. In the first simulation the phases of the outward- and then inward-directed rapid migration are visible, but the second model shows only the first phase. Instead the planet is locked in the relatively slow migration mode at around $a = 1.7$. However, during the first 20 orbits both systems evolve in the same way, even the mass accumulated in the planet’s proximity differ by a factor of 3.

5.2.2 Mass accumulation in the planet’s vicinity

In Section 5.1.2 we presented models for an inward-migrating planet where we used different prescriptions for $M_P^\ast$. In the case of the outward-migrating planet we performed similar simulations with $r_{\text{soft}} = 0.3 R_H$, $h_p = 0.4$ and $\mu_D = 0.01$. Here we only consider the cases of $M_P^\ast = M_P = 0.001$ and $M_P^\ast = \tilde{M}_P$, i.e. we do not consider the accretion case. We present the results in Fig. 14. Curves 1 and 2 correspond to the $M_P$ and the $\tilde{M}_P$ case, respectively. The upper left- and upper right-hand panels show the orbital evolution and the non-dimensional migration rate $Z$, the planet mass and the mass of the gas inside the Hill sphere are presented on the lower left- and lower right-hand panels.

The orbital evolution of the outward-migrating planet is sensitive to the choice for $M_P^\ast$. In the $M_P^\ast = M_P$ simulation the planet reaches $a = 2.25$ and rapidly changes its direction of migration (as above). For the $M_P^\ast = \tilde{M}_P$ case the mass accumulated in the planet’s proximity grows from an initial value of about 4.5 ($M_P = 0.001$) up to about
This behaviour is similar to the case of inward-migrating planet with $h_p = 0.3$. The increase of $M_{\text{soft}}$ causes the planet to stop around $a = 1.75$ after 32 orbits, since the disc is not massive enough to support rapid migration of such a high-mass object.

The effects of neglecting the gravitational interaction between the massive planet’s envelope and the whole disc are visible on the plot of the non-dimensional migration rate $Z$. In the $M_p^* = M_p$ simulation the planet migrates in a fast-migration regime with $Z > 1$ and reaches $Z = 4$ before it changes its direction of migration. For $M_p^* = M_p$, $Z$ stays below 1 and the planet migrates in the slow-migration regime. However, the big difference in $Z$ is caused mostly by the different planet’s effective mass. During first 20 orbits the semimajor axis $a$ differs by less than 7 per cent and the migration rate $\dot{a}$ differs at most by 25 per cent. During this initial period both systems evolve in the same way, even though the mass accumulated in the planet’s proximity differs by a factor of 3 (about 2 and $6 \, M_\odot$ for the two models after 20 orbits). This is caused by the fact that for $Z > 1$ the migration rate depends only weakly on the planet’s mass, and during the first 20 orbits $Z$ is close to 1 in the $M_p^* = M_p$ simulation.

This test shows that it is important to use $M_p$ when we want to study the slow-migration regime of migration type III and its stopping. However, just using a constant $M_p$ gives a correct description of the fast-migration regime. For $h_p = 0.6$ the amount of mass accumulated in the circumplanetary disc and the planet’s migration become independent on the treatment of the effective mass. A more detailed description of the outward-directed type III migration will be given in Paper III.

6 CONCLUSIONS

We investigated the orbital evolution of a Jupiter-mass planet embedded in a disc and the dependence of its migration on the adopted disc model, as well as the representation of the disc-planet coupling. The calculations were performed in two dimensions in an inertial frame of reference, using a Cartesian coordinate system. We focused especially on the details of the flow in the planet’s proximity. We employed the AMR code FLASH, using up to five levels of refinement which provides high resolution in the planet’s vicinity, and extended FLASH to use different time-steps for different refinement levels. We conducted a careful analysis of the effects of various numerical parameters that influence the flow patterns inside the Roche lobe and the dependence on the grid resolution. Our goal was to find a disc model that allows numerical convergence to be reached and that minimizes non-physical effects such as an artificial increase of the planet’s inertia. We introduced a zero-order correction of the gas acceleration in the circumplanetary disc due to the gas self-gravity and a modification of the local isothermal approximation, which allows us to take into account the gravitational field of the planet when calculating the local sound speed.

For a simple disc model without these modifications to the temperature profile and the gas acceleration, we obtained results consistent with those of D’Angelo et al. (2005), depending strongly on resolution and gravitational smoothing. Convergence could only be achieved if the torques from the interior of the Hill sphere $\Gamma_{RL}$ are neglected. However, the interior of the Roche lobe is important for driving rapid migration and cannot be neglected when numerically studying type III migration. Since this region is complex and dynamically variable, it is impossible to define a unique radius around the planet that would separate the planet’s sphere of influence from the disc, and thus could be neglected in the torque calculation. Therefore, one has to include all the torques from the Roche lobe, even though artificial gravitational softening must be employed on spatial scale which is much smaller than the Roche lobe. Moreover, in the case of fast migration, the interior of the Roche lobe is not separated from the corotational flow and we cannot neglect the gas inflow into the circumplanetary disc.

When including the torques from the entire Roche lobe, we achieve convergence when using the modification of the local isothermal approximation and the correction for self-gravity. Both corrections are needed and we need to use a scaleheight of the circumplanetary disc $h_p \geq 0.4$ to achieve this convergence. In this case the results are insensitive to the gravitational smoothing length $r_{\text{soft}}$.

However, the (converged) solution will depend on the choice for $h_p$. It determines the flow structure inside the Roche lobe and the amount of gas accumulated in the planet’s vicinity. The latter influences the migration behaviour as the accumulation of a large mass lowers the non-dimensional migration rate $Z$. As long as $|Z| > 1$, the planet migrates rapidly at a rate that is only weakly dependent on the planet’s mass and the conditions in the circumplanetary disc. If the mass accumulation forces $|Z|$ to drop below 1, migration will slow down and the planet may be locked in the disc in a mode resembling type II migration where, strictly speaking, corotational torques may still be dominant over Lindblad torques.

Our modifications of the disc model compared with previous investigations are physically justified, since the rapid accretion during migration will release potential energy and heat the gas in the planet’s environment, while self-gravity will start to play a role if the planet collects an amount of mass of order its original mass. However, our implementation of these two effects is admittedly still very crude approximations. Ideally, non-isothermal, self-gravitating models should be used to self-consistently study type III migration. For example, the assumption that the circumplanetary disc aspect ratio $h_p$ is constant during the whole simulation is probably not realistic. However, type III migration is only weakly dependent on the mass accumulation in the fast migration regime ($|Z| > 1$), so we expect variations of $h_p$ to play an important role only in the slow migration regime ($|Z| < 1$).

In summary, the migration rates of the freely migrating planet in a massive disc (satisfying the condition for rapid migration) are sensitive to the adopted disc model, especially to the treatment of the interior of the Roche lobe. The effects of heating close to the planet and self-gravity of the gas have to be taken into account to construct consistent models for type III migration. These models then show rapid migration independent of the numerical resolution used. In Papers II and III we will explore the physics of type III migration in more detail.
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Figure A1. The normalized surface density profiles averaged azimuthally over 2πr for the Jupiter-mass planet. The star’s neighbourhood is not plotted to make the plot similar to fig. 4 in de Val-Borro et al. (2006). The curves 1, 2 and 3 correspond to 60, 150 and 300 orbits.

The main difference between the Cartesian and cylindrical FLASH (denoted FLASH-AP and FLASH-AG, respectively, in de Val-Borro et al. 2006) is a depletion of the inner disc. This leads to a deeper and broader gap, an asymmetry between the tadpole regions around the L4 and L5 Lagrangian points and a difference in the differential Lindblad torque calculation. The depletion is an effect of mass accumulation in the star’s vicinity, which takes place in a poorly resolved part of the disc (compared to the cylindrical codes). Higher resolution simulations (not discussed in de Val-Borro et al. 2006) show that this behaviour depends strongly on the grid resolution.

To further investigate this feature and its relevance for the simulations presented in the paper, we performed a test employing the typical mesh size adopted in our investigation. We used αΣ = 0 and the Jupiter-mass planet is kept on a constant orbit with semimajor axis a = 1. The disc extends from −2.0 to 2.0 in both directions around the centre of mass and the grid has 800 cells in both directions. The normalized surface density profile averaged azimuthally over 2πr for 60, 150 and 300 orbits are presented in Fig. A1.3 As type III migration for Jupiter in our simulations takes about 60 orbits on average, curve 1 is the most relevant. At the higher resolution the normalized surface density profile is almost identical to the results of the other codes in de Val-Borro et al. (2006). The depletion of the inner disc only appears at later times (curves 2 and 3). This means that the gas accumulation in the star’s vicinity is a slow process and does not play an important role for type III migration of a Jupiter-mass planet, which is anyway dominated by the co-orbital torques.

Clearly, for a study of the slower type II migration, dominated by the Lindblad torques, this effect is less than beneficial.

APPENDIX A: NUMERICAL DIFFUSIVITY OF CODE

Our code participated in the Hydrocode Comparison for a Disc–Planet System Project (de Val-Borro et al. 2006). In this project the results of a wide range of hydrodynamics codes were compared for the case of Jupiter- and Neptune-mass planets on a constant orbit. In this comparison differences between our Cartesian and the other (mostly) cylindrical codes were found, including a version of FLASH using a cylindrical grid.

The main difference between the Cartesian and cylindrical FLASH (denoted FLASH-AP and FLASH-AG, respectively, in de Val-Borro et al. 2006) is a depletion of the inner disc. This leads to a deeper and broader gap, an asymmetry between the tadpole regions around

3 The results for Hydrocode Comparison for a Disc–Planet System Project for different times and resolution are presented at http://www.astro.su.se/groups/planets/comparison/codes.html
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