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ABSTRACT. We show how to recover a discrete twist over an ample Hausdorff groupoid from a pair consisting of an algebra and what we call a quasi-Cartan subalgebra. We identify precisely which twists arise in this way (namely, those that satisfy the local bisection hypothesis), and we prove that the assignment of twisted Steinberg algebras to such twists and our construction of a twist from a quasi-Cartan pair are mutually inverse. We identify the algebraic pairs that correspond to effective groupoids and to principal groupoids. We also indicate the scope of our results by identifying large classes of twists for which the local bisection hypothesis holds automatically.
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1. Introduction

In this paper we provide a concrete representation theorem for a large class of abstract algebras by establishing a correspondence between algebraic twists over ample Hausdorff groupoids and a corresponding class of pairs \((A, B)\) of abstract algebras.

When trying to understand an algebra, it is often helpful to describe it in terms of a concrete representation. For example: Stone duality for commutative algebras generated by idempotents; the duality between commutative von Neumann algebras and hyperstonean spaces; Gelfand duality for commutative C*-algebras; and the Gelfand–Naimark theorem for noncommutative C*-algebras.

A more recent example comes from Leavitt path algebras, whose advent \([1, 3]\) has sparked substantial activity around interactions between abstract algebra and C*-algebras over the last decade or so. It was discovered early on that the complex Leavitt path algebra of a graph embeds in the graph C*-algebra, providing a concrete representation of any given Leavitt path algebra by bounded operators on a Hilbert space. But a clear understanding of the striking structural similarities between Leavitt path algebras over general rings and the corresponding graph C*-algebras was only achieved through the development of convolution algebras of functions on groupoids \([56, 17]\), now called Steinberg algebras, as a unifying framework. Both Leavitt path algebras and graph C*-algebras can be realised as algebras of functions on the underlying graph groupoid \([17, 33]\). Moreover, the groupoid can be recovered from either the graph C*-algebra together with its abelian subalgebra generated by the range projections of its generating partial isometries \([12]\), or from the Leavitt path algebra (over a very broad class of rings) and its corresponding commutative subalgebra \([2, 11, 13, 14, 58]\). This led to deep connections between abstract algebra and symbolic dynamics \([14]\), and these have been significantly extended through recent reconstruction results that show how increasingly broad classes of groupoids can be reconstructed both from their C*-algebras \([52, 15]\) and from their Steinberg algebras \([2, 58]\). Analogously to the case for groupoid C*-algebras, there is a disintegration theorem \([57]\) for realising modules over Steinberg algebras as sheaves over the groupoid, and Morita equivalence of Steinberg algebras can often be seen at the groupoid level \([19, 57]\). The upshot is that there are significant advantages of being able to recognise a given algebra as the Steinberg algebra of a groupoid.

In a series of papers \([22, 23, 24]\) Feldman and Moore showed that every Borel 2-cocycle on a Borel equivalence relation gives rise to a von Neumann algebra and a so-called Cartan subalgebra (roughly, an abelian subalgebra whose normaliser generates the whole algebra); and that the equivalence relation and 2-cocycle can be recovered (up to cohomology) from the pair of algebras. A corresponding theorem for C*-algebras was developed by Renault and by Kumjian first for principal groupoids \([31]\) and then for effective groupoids \([52]\), using Kumjian’s notion of a twist over an étale groupoid in place of a 2-cocycle. It was these results that Matsumoto and Matui subsequently used \([41]\) to prove that flow equivalence of shift spaces is characterised by diagonal-preserving isomorphism of the associated Cuntz–Krieger algebras, leading to the surge of activity around reconstruction of groupoids that are not even effective from the C*-algebras discussed above.

Renault’s results beg an extension to abstract algebras, following the program of “algebraisation” of operator-theoretic ideas going back to von Neumann and Kaplansky (see \([29]\)) described in \([18]\): “in the words of Berberian \([7]\) “if all the functional analysis is stripped away . . . what remains should stand firmly as a substantial piece of algebra, completely accessible through algebraic avenues.” The groundwork for such an extension was
laid recently in [4], where a notion of an algebraic twist over an ample groupoid, suitable for constructing twisted Steinberg algebras, was developed, and the structure of the resulting twisted Steinberg algebras was analysed.

In this paper we provide such an extension. We identify a class of commutative subalgebras, called algebraic quasi-Cartan subalgebras, in abstract algebras over indecomposable commutative rings. Our main theorems establish a correspondence between algebraic quasi-Cartan pairs and twists over ample Hausdorff étale groupoids that satisfy a local bisection hypothesis (analogous to that of [58]) that generalises the no-nontrivial-units condition for twisted group rings. Indeed, we show that the local bisection hypothesis follows from the no-nontrivial-units condition for sufficiently many of the twisted group rings over the interior of the isotropy of the groupoid. This guarantees that our results apply to many important examples, as we detail in the final section of the paper—carrying our results for algebras beyond the current state of the art for C*-algebras. We also pick out from amongst all algebraic quasi-Cartan pairs the algebraic Cartan pairs that correspond to the effective groupoids of Renault’s setting, and the algebraic diagonal pairs that correspond to the principal groupoids of Kumjian’s setting.

This opens interesting new avenues of study for algebras admitting quasi-Cartan subalgebras, and provides a wealth of invariants for algebraic quasi-Cartan pairs: for example, the topological full-group of the underlying groupoid \( G \), with intriguing links to the Thompson groups [48, 42]; the homology groups of \( G \), which have promising connections to computations of K-theory in the C*-algebraic setting [43, 44, 45]; and the twist itself, which behaves like a second cohomology class for the orbit space of the groupoid that can be used as a classifying invariant for Fell algebras [28].

This paper resulted from a merging of two research teams. Each team independently proved similar results and when we realised what had happened we decided to join forces. We are glad we did—we think the end result is the better for it.

Related work. In the final stages of preparation of this manuscript we became aware of Bice’s independent work [8] on ringoid bundles, and in particular on Steinberg rings and Steinberg bundles. We thank Bice bringing his work to our attention, and for sharing his preprint.

Bice’s results deal, at their most general, with topological categories appropriately fibred over étale groupoids. His main results are about Steinberg bundles which, loosely speaking, bear the same relationship to our discrete \( R \)-twists as Fell bundles bear to twists in the C*-algebraic setting; in particular, in Bice’s setting, the fibres of \( q^{-1}(G) \) can vary, and need not be commutative. Bice shows that every Steinberg bundle determines a Steinberg ring: a ring \( A \) with distinguished subsemigroups \( Z \subseteq S \subseteq A \) (corresponding to \( I(B) \subseteq N(B) \subseteq A \)), and a suitable notion of a conditional expectation \( \Phi: A \to S \) such that \( Z \subseteq \Phi(A) \), satisfying an additional support condition. He demonstrates that every Steinberg ring determines a corresponding Steinberg bundle (via an ultrafilter construction) whose Steinberg ring is the original \( (A, S, Z, \Phi) \). However, the same pair \( (A, Z) \) could admit multiple Steinberg-ring structures, yielding different Steinberg bundles.

Our set-up is less general, but requires less algebraic data to describe the algebraic objects of study: the quasi-Cartan pair \((A, B)\) is all the information required, and then \( N(B) \) and \( P \) can be recovered. We then obtain a complete and concrete correspondence between quasi-Cartan pairs and \( R \)-twists satisfying the local bisection hypothesis.

Outline of the paper. The paper is organised as follows. In Section 2, we introduce preliminaries on commutative \( R \)-algebras without torsion (this is a standing assumption
on the commutative subalgebras $B$ in our quasi-Cartan pairs), on groupoids and discrete $R$-twists, on twisted Steinberg algebras, and on inverse semigroups of normalisers of commutative subalgebras.

In Section 3, we introduce our three notions of algebraic pairs (see Definition 3.3), and we prove in Lemma 3.5 that every algebraic diagonal pair is an algebraic Cartan pair. We also show that for a given quasi-Cartan pair $(A, B)$, there is only one conditional expectation from $A$ to $B$ that satisfies the key algebraic condition of being implemented by idempotents (see Definition 3.1). To finish the section, we show that if $(A, B)$ is an algebraic Cartan pair, then there is a unique conditional expectation from $A$ to $B$, and we show in Lemma 3.6 that every algebraic Cartan pair is an algebraic quasi-Cartan pair.

In Section 4, we study the pairs of algebras arising from discrete $R$-twists, and demonstrate that such a pair is an algebraic quasi-Cartan pair if and only if the twist satisfies the local bisection hypothesis. We also provide tools for checking the local bisection hypothesis, and we finish the section by showing in Proposition 4.8 that twists over principal groupoids yield algebraic diagonal pairs, and twists over effective groupoids yield algebraic Cartan pairs.

In Section 5, we show how to construct a twist from a pair of algebras. We have made an effort to be clear about which hypotheses are required for each part of the construction. In Section 5.1, we begin with a pair $(A, B)$ such that $B$ is without torsion and the idempotents of $B$ are a set of local units for $A$, and we describe an associated groupoid $\Sigma$ of ultrafilters of normalisers of $B$ and some of its key properties. In Section 5.2 we additionally assume that $B$ is the $R$-linear span of its idempotent elements. With this hypothesis, we construct a quotient $G$ of $\Sigma$ by the action of $R^\times$, and show that $G$ is an ample groupoid. In Section 5.3, we show that under the same hypotheses we obtain a discrete $R$-twist $G(0) \times R^\times \to \Sigma \to G$ over $G$. We also show that if $(A, B)$ is an algebraic quasi-Cartan pair, then $G$ (and hence also $\Sigma$) is Hausdorff—this is all contained in Theorem 5.6 and Proposition 5.10.

In Section 6, we prove our first main result. We start with an algebraic quasi-Cartan pair $(A, B)$, and consider the twist $\Sigma$ over $G$ constructed in the preceding section. Our main theorem, Theorem 6.6, shows that there is an explicit isomorphism of $A$ onto the twisted Steinberg algebra $A_R(G; \Sigma)$ that restricts to the standard isomorphism of $B$ onto $A_R(G(0); q^{-1}(G(0))) \cong A_R(G(0))$ arising from Stone duality as in [30, Théorème 1].

In Section 7, we explore the relationship between properties of a twist $\Sigma$ over $G$ satisfying the local bisection hypothesis and properties of the associated Steinberg algebra. Specifically, we prove that if $(A, B)$ is an algebraic quasi-Cartan pair, then it is a Cartan pair if and only if the associated groupoid $G$ is effective (so that our terminology is consistent with Renault’s in [52]) and that it is a diagonal pair if and only if $G$ is principal (so that our terminology is consistent with Kumjian’s in [31]). We see in Section 6 that passing from an algebraic quasi-Cartan pair to the associated twist and then to the associated twisted Steinberg algebra and its diagonal subalgebra recovers the original pair. In Section 8 we consider the dual approach where we start with a twist, pass to the associated pair of algebras, and then construct the associated sequence of groupoids. We prove in Proposition 8.4 that given any twist $\Sigma$ over an ample Hausdorff groupoid $G$, if the algebraic pair $(A, B)$ consists of a Steinberg algebra and a diagonal subalgebra, then the groupoid $\Sigma'$ of ultrafilters of normalisers of $B$ admits a continuous open embedding of $\Sigma$ that restricts to a homeomorphism of unit spaces. Then in Theorem 8.7, we show that this embedding is an isomorphism if and only if $(A, B)$ is an algebraic quasi-Cartan pair (equivalently, if and only if $\Sigma \to G$ satisfies the local bisection hypothesis). We deduce in Corollary 8.10 that given twists $\Sigma_1 \to G_1$ and $\Sigma_2 \to G_2$ such that $\Sigma_1 \to G_1$ satisfies the local bisection hypothesis, the twists are isomorphic (which
implies in particular that $\Sigma_2 \to G_2$ also satisfies the local bisection hypothesis) if and only if the associated algebraic pairs are isomorphic. We then deduce in Corollary 8.11 that if $G_1$ is effective, then the twists are isomorphic (which implies in particular that $G_2$ is effective) if and only if there is an isomorphism $A_R(G_1; \Sigma_1) \to A_R(G_2; \Sigma_2)$ of twisted Steinberg algebras that carries the diagonal subalgebra of $A_R(G_1; \Sigma_1)$ into the diagonal subalgebra of $A_R(G_2; \Sigma_2)$.

Finally, in Section 9 we demonstrate the applicability of our results by showing that there are substantial classes of twists that satisfy the local bisection hypothesis, and therefore correspond to algebraic quasi-Cartan pairs. We consider groups $H$ with the unique product property; that is, that products $AB$ of finite subsets of $H$ always contain an element with a unique factorisation of the form $ab$ with $a \in A$ and $b \in B$. (Examples include right-orderable groups, and in particular torsion-free abelian groups.) By adapting the approach used in [58] for untwisted group rings, we show that if $R$ is reduced and indecomposable and $H$ is a group with the unique product property, then every twisted group $R$-algebra of $H$ has no nontrivial units.Combining this with our results in Section 4, we deduce that for reduced and indecomposable $R$, all $R$-twists over groupoids $G$ such that the fibres of the interior of the isotropy of $G$ have the unique product property satisfy the local bisection hypothesis (the reduced assumption can be dropped if the groupoid is effective). In particular, this includes all twists over ample Deaconu–Renault groupoids; we give a specific application to twisted Kumjian–Pask algebras.

2. Preliminaries

2.1. Commutative $R$-algebras without torsion. Throughout this article, $R$ denotes a commutative ring with identity, $R^\times$ is the group of units of $R$, and $A$ is an $R$-algebra. We always assume that $B \subseteq A$ is a commutative subalgebra with idempotents $I(B)$. We also ask that $B$ is without torsion with respect to $R$ in the sense implicitly intended in [30]; specifically,

$$\text{if } e \in I(B) \setminus \{0\} \text{ and } t \in R \text{ satisfy } te = 0, \text{ then } t = 0.$$ (WT)

Condition (WT) holds automatically if $R$ is a field (and also if $R$ is an integral domain and $B$ is a torsion-free $R$-module, as explained below). Observe that if $B$ has at least one nonzero idempotent, then condition (WT) also implies that $R$ is indecomposable\(^1\) in the sense that its only idempotents are 0 and 1: if $t \in R$ satisfies $t^2 = t$, then $t^2 e = te$ for any $e \in I(B) \setminus \{0\}$, and then $(1 - t)e = 0$, forcing $t = 0$ or $t = 1$ (since $(1 - t)e \in I(B)$). Since we will be working exclusively with algebras $B$ that are generated by their idempotent elements, it follows that $R$ is generally indecomposable. This is also the condition on $R$ used in [58]. The condition of a ring $R$ being indecomposable is a natural one in commutative ring theory. For instance, recall that the Zariski (or prime) spectrum $\text{Spec}(R)$ of $R$ is the set of prime ideals of $R$ with the topology whose basic open subsets are of the form $D(r) = \{p \in \text{Spec}(R) : r \notin p\}$ with $r \in R$. It is well known that $\text{Spec}(R)$ is a connected space if and only if $R$ is indecomposable; see [6, Chapter 1, Exercise 22].

We will frequently use without comment the following observation. If $B$ is spanned as an $R$-module by $I(B)$, then each element $b \in B$ can be written as $b = \sum_{i=1}^n t_ie_i$ with $e_1, \ldots, e_n \in I(B)$ mutually orthogonal and $t_1, \ldots, t_n \in R$. Indeed, if $b = \sum_{e \in F} t_e e$ with $F \subseteq I(B)$ finite, then $F$ generates a finite Boolean algebra, where we recall that the join of commuting idempotents $e$ and $f$ is $e \vee f = e + f - ef$, their meet is $e \wedge f = ef$, and

\(^1\)For us, indecomposable implicitly implies unital.
their relative complement is \( e \setminus f = e - ef \). We can then take \( e_1, \ldots, e_n \) to be the atoms (minimal idempotents) of this Boolean algebra.

An \( R \)-module \( M \) is called \textit{torsion-free} if \( rm = 0 \) implies that either \( m = 0 \) or \( r \) is a zero divisor, for \( r \in R \) and \( m \in M \). Notice that if \( I(B) \) generates \( B \) as an \( R \)-module, then condition (WT) implies that \( B \) is a torsion-free \( R \)-module. Indeed, if \( 0 \neq b \in B \) and \( tb = 0 \), we can write \( b = \sum_{i=1}^{n} t_i e_i \) with \( 0 \neq t_i \in R \) and \( e_i \in I(B) \) with \( e_1, \ldots, e_n \) mutually orthogonal. Then \( 0 = tbe_1 = tt_1e_1 \), and so \( tt_1 = 0 \) by (WT), whence \( t \) is a zero divisor. In particular, if \( R \) is an integral domain and \( B \) is generated by \( I(B) \), then \( B \) is torsion-free if and only if it satisfies condition (WT).

\section{Groupoids.}

We use \( G \) to mean a locally compact topological groupoid with Hausdorff unit space \( G^{(0)} \), composable pairs \( G^{(2)} \subseteq G \times G \), and range and source maps \( r, s : G \to G^{(0)} \). We evaluate composition of groupoid elements from right to left, which means that \( \gamma^{-1}r = r(\gamma) \) and \( \gamma^{-1}s = s(\gamma) \), for all \( \gamma \in G \).

For each \( x \in G^{(0)} \), we define

\[ G_x := s^{-1}(x), \quad G^x := r^{-1}(x), \quad \text{and} \quad G_x^x := G_x \cap G^x. \]

For any two subsets \( U \) and \( V \) of a groupoid \( G \), we define

\[ UV := \{ \alpha\beta : (\alpha, \beta) \in (U \times V) \cap G^{(2)} \} \quad \text{and} \quad U^{-1} := \{ \alpha^{-1} : \alpha \in U \}. \]

We call a subset \( B \) of \( G \) a \textit{bisection} if there exists an open subset \( U \) of \( G \) such that \( B \subseteq U \), and \( r|_U \) and \( s|_U \) are homeomorphisms onto open subsets of \( G^{(0)} \). We say that \( G \) is \textit{étale} if \( r \) (or, equivalently, \( s \)) is a local homeomorphism. If \( G \) is étale, then \( G^{(0)} \) is open, and both \( G_x \) and \( G^x \) are discrete in the subspace topology for any \( x \in G^{(0)} \). We recall that \( G \) is étale if and only if \( G \) has a basis of open bisections. We say that \( G \) is \textit{ample} if it has a basis of \textit{compact} open bisections. If \( G \) is étale, then \( G \) is ample if and only if its unit space \( G^{(0)} \) is totally disconnected (see [20, Proposition 4.1]). It is well known that an étale groupoid is Hausdorff if and only if its unit space is closed (see [21, Proposition 3.10], or, more generally, [54, Lemma 8.3.2]).

If \( B \) and \( D \) are compact open bisections of an ample groupoid, then \( B^{-1} \) and \( BD \) are also compact open bisections. The collection of compact open bisections is an inverse semigroup under these operations (see [51, Proposition 2.2.4]).

The \textit{isotropy} of a groupoid \( G \) is the set

\[ \text{Iso}(G) := \{ \gamma \in G : r(\gamma) = s(\gamma) \} = \bigcup_{x \in G^{(0)}} G^x_x. \]

We say that \( G \) is \textit{principal} if \( \text{Iso}(G) = G^{(0)} \), and that \( G \) is \textit{effective} if the topological interior of \( \text{Iso}(G) \) is equal to \( G^{(0)} \). So every principal étale groupoid is effective.

\begin{remark}
In full generality, effectiveness should not be confused with several related notions. There is the notion of a groupoid being topologically principal, which means that points with trivial isotropy (that is, \( G^x_x = \{ x \} \)) are dense in \( G^{(0)} \), and the weaker notion of a groupoid being topologically free, which means that \( \text{Iso}(G) \setminus G^{(0)} \) has empty interior. Both effective and topologically principal étale groupoids are topologically free (see [35, Page 283]). For second-countable étale groupoids, the notions of topologically principal and topologically free coincide (see [35, Corollary 2.26]), whereas for Hausdorff étale groupoids, being effective is equivalent to being topologically free (see [35, Page 284]). Hence for second-countable Hausdorff étale groupoids, all three notions agree (see also [52, Proposition 3.6]). However, there are examples of ample groupoids that are effective but not topologically principal (see [10, Example 6.4], or [59, Section 6.2] for examples that are minimal, in the sense that \( r(G^x_x) \) is dense in \( G^{(0)} \) for every \( x \in G^{(0)} \), and examples of second-countable non-Hausdorff groupoids that are étale and topologically principal but
not effective (see [16, Section 5.1]). The construction in [59, Proposition 6.11], but with
the finite alphabet $X$ replaced by an infinite one, yields a topologically free minimal ample
groupoid that is neither effective (by [59, Proposition 6.1]) nor topologically principal.

For the majority of this paper, the groupoids we work with are ample Hausdorff
groupoids, but we will make these assumptions explicit throughout. (Note that we use the
term “Hausdorff étale groupoid” to refer to a topological groupoid that is locally compact
as well as Hausdorff and étale.)

2.3. Discrete twists. We next recall [4, Definition 4.1]. Let $G$ be an étale groupoid, let
$R$ be a commutative unital ring, and let $T$ be a subgroup of $R^\times$. A discrete twist over $G$
is a sequence

$$G^{(0)} \times T \xrightarrow{i} \Sigma \xrightarrow{q} G,$$

where the groupoid $G^{(0)} \times T$ is regarded as a trivial group bundle with fibres $T$, $\Sigma$ is a
groupoid with $\Sigma^{(0)} = i(G^{(0)} \times \{1\})$, and $i$ and $q$ are continuous groupoid homomorphisms
that restrict to homeomorphisms of unit spaces, such that the following conditions hold:

(DT1) The sequence is exact, in the sense that $i(\{x\} \times T) = q^{-1}(x)$ for every $x \in G^{(0)}$, $i$
is injective, and $q$ is surjective.

(DT2) The groupoid $\Sigma$ is a locally trivial $G$-bundle, in the sense that for each $\alpha \in G$, there
is an open bisection $B_\alpha$ of $G$ containing $\alpha$, and a continuous map $P_\alpha: B_\alpha \to \Sigma$
such that

(i) $q \circ P_\alpha = \text{id}_{B_\alpha}$;

(ii) the map $(\beta, t) \mapsto i(r(\beta), t) P_\alpha(\beta)$ is a homeomorphism from $B_\alpha \times T$ to
$q^{-1}(B_\alpha)$.

(DT3) The image of $i$ is central in $\Sigma$, in the sense that $i(r(\sigma), t) \sigma = \sigma i(s(\sigma), t)$ for all
$\sigma \in \Sigma$ and $t \in T$.

We denote a discrete twist over $G$ by $(\Sigma, i, q)$, or by $\Sigma \to G$, or simply by $\Sigma$. We
identify $\Sigma^{(0)}$ with $G^{(0)}$ containing $\alpha$, and a continuous map $P_\alpha: B_\alpha \to \Sigma$
such that

We begin by observing that if $\Sigma$ is a discrete twist, then it, too, is an étale groupoid,
and the map $q$ is a quotient map. In fact, we have the following characterisations of
discrete twists, some of which are easier to check than others.

**Proposition 2.2.** Consider an exact sequence of groupoids as in (2.1) with $G$ étale but
not necessarily Hausdorff. Suppose that conditions (DT1) and (DT3) in the definition of
a discrete twist are satisfied. If $q$ is a local homeomorphism, then $\Sigma$ is étale. The following
are equivalent.

1. The sequence is a discrete twist.
2. The map $i$ is open and $q$ is a covering map.
3. The map $i$ is open and the map $q$ is a local homeomorphism.
4. The maps $i$ and $q$ are open, and $\Sigma$ is étale.

**Proof.** If $q$ is a local homeomorphism, then since the source map for $\Sigma$ is the com-
position of $q$ with the source map for $G$, and since local homeomorphisms are closed under
composition, $\Sigma$ is étale.
(1) \implies (2). Condition (DT2) says that \( \Sigma \) is a locally trivial fibre bundle with discrete fibres \( T \), and hence \( q \) is a covering map (and so a local homeomorphism). Thus \( \Sigma \) is étale by the previous assertion. Now [4, Lemma 4.3(b)] (which formally assumes that \( \Sigma \) and \( G \) are Hausdorff but only uses that they are étale and that conditions (DT1)–(DT3) are satisfied) implies that \( i \) is open.

(2) \implies (3) is immediate: every covering map is a local homeomorphism.

(3) \implies (4) is also immediate: if \( q \) is a local homeomorphism then it is open, and \( \Sigma \) is étale by the first assertion of the proposition.

(4) \implies (1). Suppose that \( i \) and \( q \) are open and \( \Sigma \) is étale. We show that (DT2) is satisfied; that is, that \( \Sigma \) is locally trivial. Fix \( \alpha \in G \) and \( \sigma \in \Sigma \) with \( q(\sigma) = \alpha \), and choose an open bisection \( V \subseteq \Sigma \) with \( \sigma \in V \) using that \( \Sigma \) is étale. Note that \( q|_V \) is injective, because if \( q(\beta) = q(\beta') \) with \( \beta, \beta' \in V \), then \( s(\beta) = s(\beta') \), and so \( \beta = \beta' \) since \( V \) is a bisection. Put \( B_\alpha := q(V) \) and \( P_\alpha := (q|_V)^{-1} \). Then \( P_\alpha \) is a homeomorphism since \( q \) is open by hypothesis. Moreover, \( B_\alpha \) is an open bisection, because \( V \) is an open bisection and \( q \) is an open map that respects \( r \) and \( s \). It remains to show that the map \( \phi_{P_\alpha}: (\beta, t) \mapsto i(r(\alpha), t) \) is a homeomorphism from \( B_\alpha \times T \) to \( q^{-1}(B_\alpha) \). Since \( i, r, P_\alpha \) and the multiplication in an étale groupoid are all continuous and open, it follows that \( \phi_{P_\alpha} \) is continuous and open. We now show that it is bijective. If \( i(r(\beta), t) \) is surjective, fix \( \beta \in q^{-1}(B_\alpha) \). Then \( q(\beta) = q(P_\alpha(q(\beta))) \), and so \( \beta P_\alpha(q(\beta))^{-1} \subseteq q^{-1}(G(0)) \). Thus \( \beta = i(r(\beta), t) P_\alpha(q(\beta)) \) for some \( t \in T \). This completes the proof.

The only time we apply Proposition 2.2 to non-Hausdorff groupoids is in the proof of Theorem 5.6, where we only use the implication (4) \implies (1), which does not rely on [4, Lemma 4.3(b)] (stated only for Hausdorff groupoids).

**Corollary 2.3.** Let \((\Sigma, i, q)\) be a discrete twist over a Hausdorff étale groupoid \( G \). Then \( \Sigma \) is a Hausdorff étale groupoid, and \( q \) is a local homeomorphism. In particular, \( G \) has the quotient topology. Moreover, if \( G \) is ample, then \( \Sigma \) is ample.

**Proof.** The map \( q \) is a covering map, and hence a local homeomorphism, by Proposition 2.2. Thus \( \Sigma \) is Hausdorff, because any covering space of a Hausdorff space is Hausdorff. If \( G \) is ample, then it follows from condition (DT2) that \( \Sigma \) is also ample.

In [4, Lemma 4.3(c)] it is shown that if \((\Sigma, i, q)\) is a discrete twist, then the sets \( B_\alpha \) and maps \( P_\alpha \) of condition (DT2) can be chosen such that \( P_\alpha(B_\alpha \cap G(0)) \subseteq \Sigma(0) \). A continuous map \( P_\alpha: B_\alpha \to \Sigma \) defined as in condition (DT2) that satisfies this additional condition is called a \( \text{(continuous) local section} \). If \( G \) is ample, then the open bisections from condition (DT2) can be chosen to be compact.

If \((\Sigma, i, q)\) is a discrete twist, then by definition, every element of \( G \) has an open bisection neighbourhood that admits a local trivialisation. To finish this section, we observe that the reduction of \( \Sigma \) to any countable union of compact open subsets of \( G \) is topologically trivial. The proof of the following result is essentially the proof of [4, Theorem 4.10].

**Lemma 2.4.** Let \( G \) be an ample Hausdorff groupoid, and let \((\Sigma, i, q)\) be a discrete \( R \)-twist over \( G \). Suppose that \( U \subseteq G \) is a countable union of compact open subsets. Then there exists a continuous section \( S: U \to \Sigma \) that trivialises \( \Sigma \) over \( U \), in the sense that \((\gamma, t) \mapsto t \cdot S(\gamma) \) is a homeomorphism of \( U \times \mathbb{R}^x \) onto \( q^{-1}(U) \).

In fact, in Lemma 2.4 it is enough for \( U \setminus G(0) \) to be paracompact rather than \( U \) being a countable union of compact open sets, since it is well known that a paracompact locally compact space can be partitioned into clopen \( \sigma \)-compact subspaces.
In [4], the authors studied discrete twists arising from continuous 2-cocycles (see [4, Example 4.5]), and showed that every discrete $R$-twist $(\Sigma, i, q)$ admitting a continuous global section for $q$ is induced by a continuous 2-cocycle (see [4, Proposition 4.8]). A continuous 2-cocycle on a Hausdorff étale groupoid $G$ is a continuous map $\sigma: G^{(2)} \to R^\times$ that satisfies the 2-cocycle identity: $\sigma(\alpha, \beta)\sigma(\alpha\beta, \gamma) = \sigma(\alpha, \beta\gamma)\sigma(\beta, \gamma)$ for all composable $\alpha, \beta, \gamma \in G$; and is normalised, in the sense that $\sigma(1, \gamma) = \sigma(\gamma, s(\gamma)) = 1$ for all $\gamma \in G$.

**Example 2.5.** We show how to construct, for a fairly broad class of rings $R$, a discrete $R$-twist over an ample groupoid that does not admit a continuous global section, and hence is not equivalent to a twist coming from a continuous 2-cocycle. The corresponding twisted Steinberg algebra and diagonal subalgebra comprise an algebraic quasi-Cartan pair to which our theory applies, so the full generality of twists, rather than just 2-cocycles, is necessary.

Let $R$ be a commutative unital ring. Suppose that $A \subseteq R^\times$ is a subgroup and that $t \in R^\times$ is an element such that $(i, a) \mapsto t^ia$ is an isomorphism of $\mathbb{Z}/2\mathbb{Z} \times A$ onto $R^\times$. An obvious example is $R = \mathbb{Z}$ with $t = -1$ and $A = \{1\}$; but more generally, any ordered ring (for example, a subring of an ordered field like $\mathbb{R}$) provides an example, as does any finite field of order congruent to 3 modulo 4.

We begin by showing that there is a totally disconnected locally compact Hausdorff space $X$ that supports a nontrivial principal $(\mathbb{Z}/2\mathbb{Z})$-bundle. Example 5.3 of [62] describes a totally disconnected locally compact Hausdorff space $X$ with a covering $U$ by compact open sets such that the first Čech cohomology group of $X$ with respect to this covering and with coefficients in some sheaf of abelian groups does not vanish. In the footnote to the example, the author points out that one can, in fact, prove that the first Čech cohomology group $H^1(U, \mathbb{Z}/2\mathbb{Z})$ with coefficients in the constant sheaf with value $\mathbb{Z}/2\mathbb{Z}$ does not vanish (with respect to this covering or any covering by compact open sets); some further details are provided in [53]. By the theory of principal bundles, it follows that there exists a nontrivial principal $(\mathbb{Z}/2\mathbb{Z})$-bundle $p: B \to X$ over $X$. Note that $p$ is, in fact, a double cover and hence a local homeomorphism. Since $(t) \cong \mathbb{Z}/2\mathbb{Z}$, we can and do view $B$ as a principal $(t)$-bundle.

Let $G$ be the trivial group bundle $G = X \times \mathbb{Z}$. Endow $\mathbb{Z}$ and $R^\times$ with the discrete topology. Let $\Sigma$ denote the topological sum (disjoint union) 

$$\Sigma := (X \times 2\mathbb{Z} \times R^\times) \bigsqcup (B \times (1 + 2\mathbb{Z}) \times A).$$

Define $\Sigma^{(0)} := X \times \{0\} \times \{1\}$. Define $s, r: \Sigma \to \Sigma^{(0)}$ by $s(x, j, r) = r(x, j, r) = (x, 0, 1)$ for $(x, j, r) \in X \times 2\mathbb{Z} \times R^\times$ and $s(b, k, a) = r(b, k, a) = (p(b), 0, 1)$ for $(b, k, a) \in B \times (1 + 2\mathbb{Z}) \times A$. These are local homeomorphisms because $p$ is a covering map. Using that $p$ is a double cover, so that each fibre of $p: B \to X$ has two elements, we can define a multiplication $\Sigma^{(2)} \to \Sigma$ as follows: for $(x, j, r) \in X \times 2\mathbb{Z} \times R^\times$ and $(b, k, a') \in B \times (1 + 2\mathbb{Z}) \times A$, and $i \in \{0, 1\}$, 

$$(x, j, r)(x', j', r') := (x, j + j', rr'),$$

$$(x, j, t^ia)(b, k, a') = (b, k, a')(x, j, t^ia) := (t^ib, j + k, aa'),$$

and 

$$(b, k, a)(b', k', a') := (p(b), k + k', t^{l-\delta_{b,k'}}aa').$$

Routine checks show that this is a continuous, associative, commutative multiplication. Hence $\Sigma$ is an ample étale groupoid—and indeed, it is an abelian group bundle.

Define $i: X \times R^\times = G^{(0)} \times R^\times \to \Sigma$ by $i(x, r) = (x, 0, r)$. Then $i$ is an injective open groupoid homomorphism onto a clopen subgroupoid of $\Sigma$. We have $\Sigma^{(0)} = i(G^{(0)} \times \{1\})$, and $i(X \times R^\times)$ is central because $\Sigma$ is abelian. Define $q: \Sigma \to X \times \mathbb{Z}$ by $q(x, j, r) = (x, j)$ for $(x, j, r) \in X \times 2\mathbb{Z} \times R^\times$, and $q(b, k, a) = (p(b), k)$ for $(b, k, a) \in B \times (1 + 2\mathbb{Z}) \times A$. 


Then $q$ is a surjective groupoid homomorphism and a covering map, and $q^{-1}(x,0) = \{x\} \times \{0\} \times R^x = i(\{(x,0)\} \times R^x)$ for each $x \in X$. Also, $q$ restricts to the natural homeomorphism $(x,0,1) \mapsto (x,0)$ from $\Sigma^{(0)}$ to $G^{(0)}$. Using Proposition 2.2, we see that $G^{(0)} \times T \overset{\sigma}{\to} \Sigma \overset{q}{\to} G$ is a discrete twist over $G$.

We claim that $q$ does not admit a continuous global section. To see this, suppose for contradiction that $f: G \to \Sigma$ is a continuous section for $q$ such that $f(G^{(0)}) \subseteq \Sigma^{(0)}$. Then $f(X \times \{1\}) \subseteq B \times \{1\} \times A$. In particular, $x \mapsto f(x,1,0)$ is a continuous map from $X$ to $B \times (1 + 2\mathbb{Z}) \times A$, and post-composing it with the projection of $B \times (1 + 2\mathbb{Z}) \times A$ onto $B$ yields a continuous global section for $p: B \to X$, which is a contradiction. Hence $(\Sigma, i, q)$ does not come from a continuous 2-cocycle.

2.4. Twisted Steinberg algebras. In [4], the authors defined the twisted Steinberg algebra arising from a discrete $R$-twist $(\Sigma, i, q)$ over an ample Hausdorff groupoid $G$. This was accomplished in the setting where $\Sigma$ is topologically trivial (that is, $\Sigma$ admits a continuous global section for $q$, and is thus induced by a continuous 2-cocycle). The original definition also allowed for twists over groupoids with fibres a subgroup $T \leq R^x$. We include the definition which we use below.

Given a topological space $X$ and a ring $R$, we write $C(X,R)$ for the $R$-module of locally constant maps from $X$ to $R$. For $f \in C(X,R)$, we define

$$\text{supp}(f) := \{x \in X : f(x) \neq 0\},$$

which is a clopen set. We also define

$$C_c(X,R) := \{f \in C(X,R) : \text{supp}(f) \text{ is compact}\},$$

which is an $R$-submodule of $C(X,R)$.

**Definition 2.6.** Let $G$ be an ample Hausdorff groupoid, and let $(\Sigma, i, q)$ be a discrete $R$-twist over $G$. We say that $f \in C(\Sigma, R)$ is $R^x$-contravariant if $f(t \cdot \sigma) = t^{-1}f(\sigma)$ for all $t \in R^x$ and $\sigma \in \Sigma$, and we define

$$A_R(G;\Sigma) := \{f \in C(\Sigma,R) : f \text{ is } R^x\text{-contravariant and } q(\text{supp}(f)) \text{ is compact}\}.$$

As a notational convenience, given a discrete $R$-twist $(\Sigma, i, q)$ over $G$, for $f \in A_R(G;\Sigma)$, we define

$$\text{supp}_G(f) := q(\text{supp}(f)) \subseteq G.$$

We then have $\text{supp}(f) = q^{-1}(\text{supp}_G(f))$ because of the $R^x$-contravariance of $f$. Since $q$ is a quotient map and $\text{supp}(f)$ is clopen, $\text{supp}_G(f)$ is also clopen. Thus the condition that $q(\text{supp}(f))$ is compact and the condition that $q(\text{supp}(f))$ is compact (as in [4, Definition 4.17]) are equivalent.

In [4], the authors were mainly concerned with topologically trivial twists, and in particular proved that $A_R(G;\Sigma)$ has a well-defined multiplication under this assumption. Here we show that $A_R(G;\Sigma)$ is an $R$-algebra even when the twist is not topologically trivial.

We now establish that elements of $A_R(G;\Sigma)$ can be expressed in terms of their restriction to any “slice” of their support with respect to the action of $R^x$ on $\Sigma$.

**Lemma 2.7.** Let $G$ be an ample Hausdorff groupoid and let $(\Sigma, i, q)$ be a discrete twist over $G$. Suppose that $X$ is an open subset of $\Sigma$ such that $q|_X$ is injective. Let $f: X \to R$ be a locally constant compactly supported function. Then there is a unique element $\tilde{f}$ of $A_R(G;\Sigma)$ such that $\text{supp}(\tilde{f}) \subseteq R^x \cdot X$ and $\tilde{f}|_X = f$.

---

In [4, Definition 4.17], the authors consider $R^x$-equivariant functions $f \in C(\Sigma,R)$, which satisfy $f(t \cdot \sigma) = tf(\sigma)$ for all $t \in R^x$ and $\sigma \in \Sigma$. We remark that the results in [4, Section 4.3] go through with Definition 2.6 as well. See [4, Remark 4.24]. Our use of the term “contravariant” is not related to the notion of a “contravariant functor”.
Proof. We have \( q(t \cdot \sigma) = q(\sigma) \) for all \( t \in R^\times \) and \( \sigma \in \Sigma \), and so since \( q|_X \) is injective, \( X \) intersects each \( R^\times \)-orbit at no more than one point. So there is a well-defined function \( f': R^\times \cdot \text{supp}(f) \to R \) satisfying \( f'(t \cdot \sigma) = t^{-1}f(\sigma) \) for all \( \sigma \in \text{supp}(f) \) and \( t \in R^\times \). Since \( f \) is locally constant and \( \sigma \mapsto t \cdot \sigma \) is a homeomorphism for each fixed \( t \in R^\times \), the function \( f' \) is also locally constant. It follows from \( q \) being an open map, \( q(\text{supp}(f)) \) being compact, and \( G \) being Hausdorff that \( q(\text{supp}(f)) \) is clopen, and hence \( R^\times \cdot \text{supp}(f) \) is also clopen. Therefore, the function \( \tilde{f} \) given by \( \tilde{f}|_{R^\times \cdot \text{supp}(f)} = f' \) and \( \tilde{f}|_{\Sigma \setminus R^\times \cdot \text{supp}(f)} = 0 \) is locally constant. Since \( q(\text{supp}(\tilde{f})) = q(\text{supp}(f)) \), we have that \( q(\text{supp}(\tilde{f})) \) is compact, and \( \tilde{f} \) is \( R^\times \)-contravariant by definition. The uniqueness is clear: if \( g \in A_R(G; \Sigma) \) agrees with \( f \) on \( X \) then it agrees with \( f' \) on \( R^\times \cdot X \), and so if in addition \( \text{supp}(g) \subseteq R^\times \cdot X \), then \( g = \tilde{f} \). \( \square \)

Suppose that \( X \subseteq \Sigma \) is a compact open bisection. Then in particular, \( q|_X \) is injective because \( q \) respects \( r \) and \( s \) and restricts to a homeomorphism of unit spaces. We will denote by \( \tilde{1}_X \) the element of \( A_R(G; \Sigma) \) obtained by applying Lemma 2.7 to the constant function \( 1_X : X \to R \) that maps every element of \( X \) to 1.

**Proposition 2.8.** Let \( G \) be an ample Hausdorff groupoid, and let \((\Sigma, i, q)\) be a discrete \( R \)-twist. Then for each \( f \in A_R(G; \Sigma) \), there exist a finite set \( \mathcal{F} \) of compact open bisections of \( \Sigma \) with mutually disjoint images in \( G \), and elements \( r_U \) of \( R \), for each \( U \in \mathcal{F} \), such that \( f = \sum_{U \in \mathcal{F}} r_U \tilde{1}_U \).

Proof. We apply Lemma 2.4 to find a section \( S : \text{supp}_G(f) \to \text{supp}(f) \) that trivialises \( \Sigma \) over \( \text{supp}_G(f) \). Then \( X := S(\text{supp}_G(f)) \cong \text{supp}_G(f) \times \{1\} \) is compact and open, and \( f|_X \) belongs to the (untwisted) Steinberg algebra \( A_R(\Sigma) \). Consequently, by [56, Proposition 4.14], we can write \( f|_X = \sum_{U \in \mathcal{F}} r_U \tilde{1}_U \) as a finite \( R \)-linear combination of characteristic functions of mutually disjoint compact open bisections. Since \( q \) is injective on \( X \), the images of the elements of \( \mathcal{F} \) under \( q \) are also mutually disjoint.

By Lemma 2.7, each \( \tilde{1}_U \) belongs to \( A_R(G; \Sigma) \), and so \( \sum_{U \in \mathcal{F}} r_U \tilde{1}_U \in A_R(G; \Sigma) \) because \( A_R(G; \Sigma) \) is an \( R \)-module. Now, since the functions \( f \) and \( \sum_{U \in \mathcal{F}} r_U \tilde{1}_U \) agree on \( X \) and both belong to \( A_R(G; \Sigma) \) with support contained in \( \text{supp}(f) = R^\times \cdot X \), Lemma 2.7 implies that \( f = \sum_{U \in \mathcal{F}} r_U \tilde{1}_U \). \( \square \)

**Proposition 2.9.** Let \( G \) be an ample Hausdorff groupoid, and let \((\Sigma, i, q)\) be a discrete \( R \)-twist over \( G \). Given \( f, g \in A_R(G; \Sigma) \), let \( S : \text{supp}_G(f) \to \text{supp}(f) \) be any section (not necessarily continuous) for \( q \) on \( \text{supp}_G(f) \). The formula

\[
(f \ast g)(\sigma) := \sum_{\alpha \in G^\times(\sigma) \cap \text{supp}_G(f)} f(S(\alpha))g(S(\alpha)^{-1}\sigma)
\]

does not depend on the choice of \( S \). This formula defines an associative multiplication on \( A_R(G; \Sigma) \), making it into an \( R \)-algebra.

Proof. It is straightforward to check that \( A_R(G; \Sigma) \) is an \( R \)-module. Fix \( f, g \in A_R(G; \Sigma) \). For each \( \sigma \in \Sigma \), define \( F^{r(\sigma)} := G^{r(\sigma)} \cap \text{supp}_G(f) \). Since each \( F^{r(\sigma)} \) is compact and discrete, and hence finite, the convolution formula makes sense.

Suppose that \( S \) and \( S' \) are two sections for \( q \) on \( \text{supp}_G(f) \). Then there is a unique (not necessarily continuous) function \( \alpha \mapsto t_\alpha \) from \( \text{supp}_G(f) \) to \( R^\times \) such that \( S(\alpha) = t_\alpha \cdot S'(\alpha) \)
for all $\alpha \in \text{supp}_G(f)$. Fix $\sigma \in \Sigma$. Using the centrality of $i(G(0) \times R^\times)$ and the $R^\times$-contravariance of $f$ and $g$ for the second equality, we obtain
\[
\sum_{\alpha \in F^r(\sigma)} f(S(\alpha)) g(S(\alpha)^{-1} \sigma) = \sum_{\alpha \in F^r(\sigma)} f(t_\alpha \cdot S'(\alpha)) g((t_\alpha \cdot S'(\alpha))^{-1} \sigma) = \sum_{\alpha \in F^r(\sigma)} t_\alpha^{-1} f(S'(\alpha)) t_\alpha g(S'(\alpha)^{-1} \sigma) = \sum_{\alpha \in F^r(\sigma)} f(S'(\alpha)) g(S'(\alpha)^{-1} \sigma),
\]
and thus the convolution formula does not depend on $S$.

By Proposition 2.8, any $f \in A_R(G; \Sigma)$ can be written in the form
\[
f = \sum_{U \in F} r_U \hat{1}_U,
\]
where $F$ is a finite collection of compact open bisections of $\Sigma$. As the convolution product is clearly $R$-bilinear by definition, to show both that $A_R(G; \Sigma)$ is closed under convolution and that the convolution product is associative, it suffices to show that $\hat{1}_U \ast \hat{1}_V = \hat{1}_{UV}$ for compact open bisections $U$ and $V$ of $\Sigma$ (as the compact open bisections form a semigroup). Note that $q_U$ and $q_V$ are injective. The definition of the convolution shows that
\[
\text{supp}(\hat{1}_U \ast \hat{1}_V) \subseteq (R^\times \cdot U) \cdot (R^\times \cdot V) = R^\times \cdot UV.
\]
For $(\tau, \rho) \in (U \times V) \cap \Sigma^{(2)}$, choosing a section $\zeta: G \to \Sigma$ such that $\zeta(q(\tau)) = \tau$ gives that if $\sigma = \tau \rho$, then $(\hat{1}_U \ast \hat{1}_V)(\sigma) = \sum_{\alpha \in G(\sigma)} \hat{1}_U(\zeta(\alpha)) \hat{1}_V(\zeta(\alpha)^{-1} \sigma) = \hat{1}_U(\tau) \hat{1}_V(\rho) = 1$, and so $\hat{1}_U \ast \hat{1}_V$ agrees with $\hat{1}_{UV}$ on $UV$. Thus $\hat{1}_U \ast \hat{1}_V = \hat{1}_{UV}$ by Lemma 2.7.

Note that when the intended meaning is clear, we sometimes write $fg$ rather than $f \ast g$ for the convolution product of two functions $f, g \in A_R(G; \Sigma)$.

The following corollary is a straightforward consequence of Proposition 2.8 and the proof of Proposition 2.9.

Corollary 2.10. Let $F$ and $G$ be finite collections of compact open bisections of $\Sigma$ with mutually disjoint images in $G$, and suppose that $f, g \in A_R(G; \Sigma)$ satisfy $f = \sum_{U \in F} r_U \hat{1}_U$ and $g = \sum_{V \in G} t_V \hat{1}_V$. Then
\[
f \ast g = \sum_{U \in F, V \in G} r_U t_V \hat{1}_{UV}.
\]
In particular, each $\sigma \in \Sigma$ is contained in a compact open bisection $X$ of $\Sigma$, and
\[
(\hat{1}_X \ast f)(r(\sigma')) = f((\sigma')^{-1}) = (f \ast \hat{1}_X)(s(\sigma')) \text{ for all } \sigma' \in X.
\]

Proof. Equation (2.2) follows from the formula $\hat{1}_U \ast \hat{1}_V = \hat{1}_{UV}$ established in the proof of Proposition 2.9, and from the bilinearity of multiplication. The second claim follows easily from equation (2.2).

An important feature of the twisted Steinberg algebra $A_R(G; \Sigma)$ is that, even though it does not contain the algebra $A_R(\Sigma(0))$ of locally constant functions on the unit space of $\Sigma$ (because such functions are not $R^\times$-contravariant), it does contain an algebra canonically isomorphic to $A_R(\Sigma(0))$, and the actions of elements of this algebra on $A_R(G; \Sigma)$ by multiplication are exactly as one would expect.

Proposition 2.11. Let $G$ be an ample Hausdorff groupoid and let $(\Sigma, i, q)$ be a discrete $R$-twist over $G$. The map $f \mapsto \hat{f}$ obtained from Lemma 2.7 applied to elements $f \in C_c(\Sigma(0), R) \cong A_R(G(0))$ defines an injective $R$-algebra homomorphism of $C_c(\Sigma(0), R)$ into $A_R(G; \Sigma)$ whose image is precisely $A_R(G(0); q^{-1}(G(0)))$. For $f \in C_c(\Sigma(0), R)$ and $a \in A_R(G; \Sigma)$, we have $(\hat{f} \ast a)(\sigma) = f(r(\sigma))a(\sigma)$ and $(a \ast \hat{f})(\sigma) = a(\sigma)f(s(\sigma))$ for all $\sigma \in \Sigma$. 
Proof. That \( f \mapsto \tilde{f} \) is an injective \( R \)-module map that has image contained in \( A_R(G^{(0)}; q^{-1}(G^{(0)})) \) is straightforward. For the reverse containment, observe that if \( g \in A_R(G^{(0)}; q^{-1}(G^{(0)})) \), then \( \tilde{f} := g|_{G^{(0)}} \in C_c(\Sigma^{(0)}, R) \), and since \( \tilde{f} \) and \( g \) are elements of \( A_R(G^{(0)}; q^{-1}(G^{(0)})) \) that agree on \( \Sigma^{(0)} \), they are equal by Lemma 2.7.

That this map is multiplicative and hence is an \( R \)-algebra homomorphism is a particular case of the final assertion (where \( a \in C_c(\Sigma^{(0)}, R) \)), so we now just have to prove the final assertion. Fix \( f \in C_c(\Sigma^{(0)}, R) \) and \( a \in A_R(G; \Sigma) \). Let \( S \colon q(\text{supp}(f)) \to \text{supp}(\tilde{f}) \) be the identity map. Then \( S \) is a section from \( \text{supp}_G(\tilde{f}) \) to \( \text{supp}(\tilde{f}) \), and so Proposition 2.9 shows that for all \( \sigma \in \Sigma \),

\[
(\tilde{f} * a)(\sigma) = \sum_{\beta \in G^{r(\sigma)} \cap \text{supp}(\tilde{f})} \tilde{f}(\beta) a(\beta^{-1} \sigma).
\]

The only term in the sum is \( \beta = r(\sigma) \), which yields \( S(\beta) = r(\sigma) \), and so the sum collapses to \( (\tilde{f} * a)(\sigma) = \tilde{f}(r(\sigma))a(\sigma) = f(r(\sigma))a(\sigma) \) since \( \tilde{f} \) extends \( f \) by definition.

For the second equality, fix \( \sigma \in \text{supp}(a) \) and choose a section \( S \colon \text{supp}_G(a) \to \text{supp}(a) \) such that \( S(q(\sigma)) = \sigma \). Then

\[
(a * \tilde{f})(\sigma) = \sum_{\beta \in G^{r(\sigma)} \cap \text{supp}_G(a)} a(\beta) \tilde{f}(\beta^{-1} \sigma).
\]

The only nonzero terms in the sum are those corresponding to \( \beta \in G^{r(\sigma)} \cap \text{supp}_G(a) \) such that

\[
S(\beta^{-1} \sigma) \in \text{supp}(\tilde{f}) \subseteq i(G^{(0)} \times R^\times).
\]

Since \( \text{supp}_G(\tilde{f}) \cap G^{r(\sigma)} = \{r(\sigma)\} \), the only possible nonzero summand is such that \( q(S(\beta^{-1} \sigma)) = r(\sigma) \); that is, \( \beta = q(\sigma) \). Since \( \sigma \in \text{supp}(a) \), we have \( S(\beta) = \sigma \) by our choice of \( S \), and so the sum collapses to \( (a * \tilde{f})(\sigma) = a(\sigma) \tilde{f}(\sigma^{-1} \sigma) = a(\sigma)f(s(\sigma)) \). If \( \sigma \in \Sigma \setminus \text{supp}(a) \), then both \( (a * \tilde{f})(\sigma) \) and \( a(\sigma)f(s(\sigma)) \) are zero. \( \square \)

When \( R \) is indecomposable, the idempotents of \( A_R(G^{(0)}) \) are the characteristic functions of compact open subsets of \( G^{(0)} \). Given that indecomposability of \( R \) is implied by condition (WT) when \( I(B) \) is nontrivial, the \( R \)-algebra homomorphism from Proposition 2.11 gives a better perspective on the elements of \( I(B) \).

**Corollary 2.12.** Let \( G \) be an ample Hausdorff groupoid, let \( R \) be an indecomposable commutative ring, and let \( (\Sigma, i, q) \) be a discrete \( R \)-twist over \( G \). Then the map \( U \mapsto \tilde{1}_U \) gives a lattice isomorphism between compact open subsets of \( \Sigma^{(0)} \) and \( I(B) \).

2.5. **Normalisers and inverse semigroups.** An inverse semigroup is a semigroup \( S \) such that, for each \( s \in S \), there is a unique element \( s^\dagger \) (called the inverse of \( s \)) satisfying \( ss^\dagger s = s \) and \( s^\dagger ss^\dagger = s^\dagger \). We have \( (st)^\dagger = t^\dagger s^\dagger \) and \( (s^\dagger)^\dagger = s \). The idempotents of an inverse semigroup form a commutative subsemigroup, and are precisely the elements of the form \( s^\dagger s \). Details can be found in [36].

**Definition 2.13.** Let \( R \) be a commutative unital ring, let \( A \) be an \( R \)-algebra, and let \( B \subseteq A \) be a commutative \( R \)-subalgebra. Suppose that the set \( I(B) \) of idempotents of \( B \) is a set of local units for \( A \): that is, for any \( \{a_1, \ldots, a_n\} \subseteq A \), there exists \( e \in I(B) \) with \( ea_i = a_i = a_i e \) for all \( i \in \{1, \ldots, n\} \). As in [2, Definition 3.3], define the normaliser of \( B \) to be the set

\[
N(B) := \{n \in A : \text{there exists } k \in A \text{ with } knk = k, nkn = n, \text{ and } kBn \cup nBk \subseteq B\}.
\]

We use the notation \( N_A(B) \) for \( N(B) \) if we need to specify the ambient algebra \( A \). We begin by establishing that \( N(B) \) is an inverse semigroup.
Lemma 2.14. For each \( n \in N(B) \), there exists a unique \( k \in N(B) \) such that
\[
kkn = k, \quad nkn = n, \quad \text{and} \quad kBn \cup nBk \subseteq B.
\]

Proof. Fix \( n \in N(B) \). If \( k \) satisfies equation (2.3) for \( n \), then \( k \) is itself in \( N(B) \) because \( n \) satisfies equation (2.3) for \( k \). Suppose that \( k_1 \) and \( k_2 \) both satisfy equation (2.3) for \( n \). We claim that since \( I(B) \) forms a set of local units for \( A \), we have
\[
k_1n, k_2n, nk_1, nk_2 \in B.
\]
Indeed, there exists \( e \in I(B) \) with \( k_1, k_2, n \in eAe \), and so \( k_1n = k_ien \in B \) and \( nk_i = nek_i \in B \) for \( i \in \{1,2\} \). Using this and that \( B \) is commutative for the third and sixth equalities, we obtain
\[
k_1 = k_1nk_1 = k_1nk_2nk_1 = k_1nk_1nk_2 = k_1nk_2 = k_2nk_1nk_2 = k_2nk_2 = k_2.
\]

For each \( n \in N(B) \), we write \( n^\dagger \) for the unique element \( k \in N(B) \) satisfying equation (2.3). So \( a \in A \) belongs to \( N(B) \) if and only if \( a^\dagger \) exists. Notice that the above proof shows that \( a a^\dagger, a^\dagger a \in I(B) \) for all \( a \in N(B) \). Also note that \( I(B) \subseteq N(B) \) since \( e^\dagger = e \) for each \( e \in I(B) \).

Lemma 2.15. The normaliser \( N(B) \) is an inverse semigroup with inverse \( n \mapsto n^\dagger \) and set of idempotents \( I(B) \).

Proof. To see that \( N(B) \) is closed under multiplication, fix \( n, m \in N(B) \). Then \( nBm^\dagger n^\dagger \subseteq nBn^\dagger \subseteq B \), and similarly, \( m^\dagger n^\dagger Bmn \subseteq B \). As observed above, \( mm^\dagger, n^\dagger n \in I(B) \), and so \( mm^\dagger \) and \( n^\dagger n \) commute. Hence
\[
(nm)(m^\dagger n^\dagger)(nm) = nm^\dagger nmn^\dagger m = nm.
\]
Similarly, \( m^\dagger n^\dagger (nm)m^\dagger n^\dagger = m^\dagger n^\dagger \), and so \( nm \in N(B) \). Thus \( N(B) \) is a semigroup. Lemma 2.14 therefore implies that \( N(B) \) is an inverse semigroup with inversion given by \( n \mapsto n^\dagger \). The final statement follows because if \( e \in N(B) \) is an idempotent, then \( e = e^\dagger e \in I(B) \), as we saw earlier.

Recall that there is a partial order on any inverse semigroup given by \( s \leq t \) if and only if \( s = st^\dagger t \) (or, equivalently, if and only if \( s = ts^\dagger s \)). The partial order is preserved by multiplication and inversion, and the product of two idempotents is their meet. Furthermore, \( s \leq t \) if and only if there is an idempotent \( e \) such that \( s = te \), and this is equivalent to the existence of an idempotent \( f \) such that \( s = ft \). See [36] for details. Note that \( \leq \) reduces to the usual order relation on commuting idempotents; that is, \( e \leq f \) if and only if \( ef = e \). In Lemmas 2.16 and 2.17, we present various additional properties of \( \leq \) that we use throughout the paper. The first of these results is straightforward, so we omit the proof.

Lemma 2.16. Suppose that \( A \) is an \( R \)-algebra, and that \( B \subseteq A \) is a commutative subalgebra such that \( I(B) \) forms a set of local units for \( A \). Fix \( t \in R^\times \).

(a) If \( n \in N(B) \), then \( tn \in N(B) \) with \( (tn)^\dagger = t^{-1}n^\dagger \).
(b) If \( n, m \in N(B) \) with \( n \leq m \), then \( tn \leq tm \).

Lemma 2.17. Suppose that \( A \) is an \( R \)-algebra, and that \( B \subseteq A \) is a commutative subalgebra satisfying condition (WT) such that \( I(B) \) forms a set of local units for \( A \). Then the following hold.

(a) If \( n \in N(B) \) and \( e \in I(B) \) satisfy \( n \leq e \), then \( n \in I(B) \).
(b) For \( f, e \in I(B) \) and \( t \in R^\times \), if \( 0 \neq f \leq te \), then \( t = 1 \).
(c) For \( n, m \in N(B) \), we have \( mn^\dagger m = n \iff mn^\dagger n = n \).
(d) For all \( n \in N(B) \) and \( e \in I(B) \), we have \( en, ne \leq n \).
(e) If \( e \in I(B) \) and \( n \in N(B) \), then \( n - ne, ne - en \in N(B) \), with \( (n - ne)^\dagger = n^\dagger - en^\dagger \) and \( (ne - en)^\dagger = n^\dagger - n^\dagger e, \) and \( n - ne, ne - en \leq n \).

**Proof.** Part (a) is [36, Proposition 1.4.7(5)], and parts (c) and (d) are contained in [36, Lemma 1.4.6]. For part (b), suppose that \( 0 \neq f \leq te \). Then \( tfe = f \neq 0 \) implies that \( fe \neq 0 \) and

\[
t^2fe = (tfe)^2 = f^2 = f = tfe.
\]

Multiplying both sides by \( t^{-1} \) then gives \( (1 - t)f = 0 \). Hence \( t = 1 \), as \( B \) satisfies (WT).

Part (e) follows from (d) once we observe that \( n^\dagger ne \leq n^\dagger n \) and hence \( n^\dagger n - n^\dagger ne \in I(B) \subseteq N(B) \). Thus \( n - ne = n(n^\dagger n - n^\dagger ne) \leq n \), and \( n - ne \) is an element of \( N(B) \) with inverse \( (n^\dagger n - n^\dagger ne)n^\dagger = n^\dagger - en^\dagger \). A similar argument proves the claim about \( n - en \). \( \square \)

We define free normalisers by analogy (with suitable modifications) with the definition given by Kumjian in the setting of \( C^* \)-algebras.

**Definition 2.18** (cf. [31, Definition 1]). Let \( R \) be a commutative unital ring and let \( A \) be an \( R \)-algebra, with a commutative subalgebra \( B \subseteq A \) whose idempotents form a set of local units for \( A \). We say that \( n \in N(B) \) is a free normaliser if either \( n \in B \) or \( (n^\dagger n)(nn^\dagger) = 0 \) (this latter condition is equivalent to \( n^2 = 0 \), as \( n^2 = n(n^\dagger nn^\dagger)n) \).

## 3. Algebraic quasi-Cartan pairs

In this section we introduce our main objects of study—algebraic quasi-Cartan pairs. Our main theorem shows that these are precisely the pairs of algebras that arise from discrete \( R \)-twists satisfying an appropriate local bisection hypothesis. We also define two additional types of pairs of algebras: algebraic diagonal pairs, and algebraic Cartan pairs. We prove later in this section that every diagonal pair is an algebraic Cartan pair and every algebraic Cartan pair is an algebraic quasi-Cartan pair. The diagonal pairs correspond to twists over principal groupoids, while the Cartan pairs correspond to twists over effective groupoids.

Before defining these pairs of algebras, we need to introduce an appropriate notion of a conditional expectation from an algebra onto a commutative subalgebra.

**Definition 3.1.** Let \( R \) be an indecomposable commutative ring, let \( A \) be an \( R \)-algebra, and let \( B \subseteq A \) be a commutative subalgebra such that \( I(B) \) is a set of local units for \( A \). A map \( P: A \to B \) is called a conditional expectation if

(i) \( P \) is \( R \)-linear;
(ii) \( P|_B = \text{id}_B \); and
(iii) \( P(bab') = bP(a)b' \) for \( a \in A \) and \( b, b' \in B \).

The conditional expectation \( P: A \to B \) is faithful if, for every \( a \in A \setminus \{0\} \), there exists \( n \in N(B) \) such that \( P(na) \neq 0 \). The conditional expectation \( P: A \to B \) is implemented by idempotents if, for every \( n \in N(B) \), there exists \( e \in I(B) \) such that \( P(n) = ne = en \).

Note that since \( B \) contains local units for \( A \), condition (iii) of Definition 3.1 implies that \( P \) is both left and right \( B \)-linear.

**Remark 3.2.** Watatani [61] defines a conditional expectation \( P: A \to B \) to be nondegenerate if for every nonzero \( a \in A \) there exists \( a' \in A \) such that \( P(a'a) \neq 0 \). Since we will assume that \( A \) is spanned by \( N(B) \), the notion of a nondegenerate conditional expectation is equivalent to our definition of a faithful conditional expectation in our setting.

We now define algebraic diagonal pairs, Cartan pairs, and quasi-Cartan pairs.
Definition 3.3. Let $R$ be a unital ring, let $A$ be an $R$-algebra, and let $B \subseteq A$ be a commutative subalgebra satisfying condition (WT) and with the following properties.

(i) The set $I(B)$ forms a set of local units for $A$.
(ii) $B = \text{span} (I(B))$.
(iii) $A = \text{span} (N(B))$.
(iv) There exists a faithful conditional expectation $P : A \to B$.

Then we say that the pair $(A,B)$ is:

(ADP) an algebraic diagonal pair if $A$ is spanned by the free normalisers of $B$;
(ACP) an algebraic Cartan pair if $B$ is a maximal commutative subalgebra of $A$; and
(AQP) an algebraic quasi-Cartan pair if there is a faithful conditional expectation $P : A \to B$ that is implemented by idempotents.

We will see that every algebraic diagonal pair is an algebraic Cartan pair (Lemma 3.5); that every algebraic Cartan pair is an algebraic quasi-Cartan pair, and that for such pairs there is only one conditional expectation from $A$ to $B$ (Lemma 3.6); and that for any algebraic quasi-Cartan pair $(A,B)$, there is only one conditional expectation from $A$ to $B$ that is implemented by idempotents (Proposition 3.7).

Remarks 3.4.

(1) To construct the inverse semigroup $N(B)$ in Definition 2.13, we required $B$ to be commutative and to satisfy property (i) of Definition 3.3. In fact, $B$ being abelian and property (i) are almost enough to build our discrete twist $\Sigma$ over $G$ in the next two sections. However, we need properties (ii) and (AQP) of Definition 3.3 in Proposition 5.10 to show that $G$ is Hausdorff.

(2) In the definition of an algebraic quasi-Cartan pair, note that if $n \in N(B)$ satisfies $P(n) = 0$, then $e = 0$ satisfies $P(n) = en = ne$. So we could equivalently require just that whenever $P(n) \neq 0$ there exists $e \in I(B)$ such that $P(n) = en = ne$.

(3) Significant work has been done in the direction of ascertaining existence and uniqueness of Cartan subalgebras of von Neumann algebras (for example [55, 26, 27]) and $C^*$-algebras [40]. So the corresponding questions of existence and uniqueness of algebraic quasi-Cartan subalgebras in a given $R$-algebra are natural and interesting questions, though they are not addressed in this paper.

The simplest example of an algebraic diagonal pair is the following. Let $R$ be an indecomposable commutative ring, let $A = M_n(R)$ be the ring of $n \times n$ matrices over $R$, and let $B$ be the subalgebra of diagonal matrices. Then $B$ is spanned by the diagonal matrix units $E_{ii}$, which are idempotent, and $A$ is spanned by the elementary matrix units $E_{ij}$, which are free normalisers. The faithful conditional expectation is given by making all non-diagonal entries zero. This example motivates the terminology.

A more complicated, but illustrative, class of examples is the class of Leavitt path algebras associated to directed graphs. Recall that if $E$ is a directed graph and $L_R(E)$ is its Leavitt path algebra over a ring $R$, then it admits a commutative subalgebra $D_R(E)$—the subalgebra generated by the idempotents of the form $s_\mu s_\mu^*$ for finite paths $\mu$. Example 9.5 shows that $(A_R(E),D_R(E))$ is an algebraic quasi-Cartan pair. Proposition 7.1 together with known structure theory for the groupoid of a directed graph show that $(A_R(E),D_R(E))$ is an algebraic Cartan pair if and only if every cycle in $E$ has an entrance, and is an algebraic diagonal pair if and only if $E$ contains no cycles.

Lemma 3.5. Every algebraic diagonal pair is an algebraic Cartan pair.

Proof. Suppose that $(A,B)$ is an algebraic diagonal pair and that $a \in A$ commutes with every element of $B$; we must show that $a \in B$. Since $(A,B)$ is an algebraic diagonal pair,
we can express \( a \) as a finite linear combination of free normalisers. Every free normaliser \( n \) either belongs to \( B \) or satisfies \( n f f n = 0 \); so there exist \( b \in B \), a finite set \( F \subseteq N(B) \) such that \( n f f n = 0 \) for all \( n \in F \), and coefficients \( \alpha_n \in R \) for each \( n \in F \) such that

\[
    a = b + \sum_{n \in F} \alpha_n n.
\]

Thus it suffices to show that \( a' := \sum_{n \in F} \alpha_n n \) is zero. Since \( a \) and \( b \) are in the commutant (centraliser) of \( B \), their difference \( a' = a - b \) is also in the commutant of \( B \). Let \( M \) be the set of minimal nonzero idempotents in the Boolean algebra \( X \) generated by \( \{n f f n : n \in F\} \). Then each \( e \in M \) commutes with \( a' \). Since \( \sum_{e \in M} e \) is the maximum element of \( X \), we have \( n \sum_{e \in M} e = n n f f n \sum_{e \in M} e = n n f f n = n \). Hence \( a' = \sum_{e \in M} a' e = \sum_{e \in M} e a' e = \sum_{n \in F} \alpha_n \sum_{e \in M} e n e \). So it suffices to show that each \( e n e = 0 \). Fix \( n \in F \) and \( e \in M \). If \( n f n e = 0 \), then \( e n e = e n f n f n = 0 \), so we may suppose that \( n f n e \neq 0 \). Since \( e \) is a minimal nonzero idempotent in \( X \), we deduce that \( e n f n = e \), and hence \( e n f f n = e n f n f f n = 0 \), since \( n \in F \). Thus \( e n e = e n f n e = 0 \), as required. \( \square \)

We next show that every algebraic Cartan pair is an algebraic quasi-Cartan pair, so that we have (ADP) implies (ACP) implies (AQP).

**Lemma 3.6.** Suppose that \( (A,B) \) is an algebraic Cartan pair. Then \( (A,B) \) is an algebraic quasi-Cartan pair, and every conditional expectation \( P : A \to B \) is implemented by idempotents.

**Proof.** Suppose that \( (A,B) \) is an algebraic Cartan pair and that \( P : A \to B \) is a conditional expectation. To see that \( P \) is implemented by idempotents, suppose that \( n \in N(B) \) satisfies \( P(n) \neq 0 \). Write \( P(n) = \sum_{i=1}^{k} t_i e_i \), where the \( e_i \) are mutually orthogonal elements of \( I(B) \) and each \( t_i \in R \setminus \{0\} \). Let

\[
    e(n) := \sum_{i=1}^{k} e_i.
\]

Then \( e(n) \in I(B) \). We show that \( e(n) n = n e(n) = P(n) \). First, we claim that if \( f \leq e(n) \) with \( f \in I(B) \), then \( n f f n = f \). To prove the claim, notice that

\[
    P(n f) = P(n) f = \sum_{i=1}^{k} t_i e_i f,
\]

and since \( n f f n \in n B n f \subseteq B \),

\[
    P(n f) = P(n f f n) = P(n f f n) = P(n) f = \sum_{i=1}^{k} t_i e_i n f f n = \sum_{i=1}^{k} t_i e_i n f f n.
\]

Since \( P(n f) = P(n f) \), we deduce after multiplying both sides of equation (3.1) on the right by \( f \) that \( \sum_{i=1}^{k} t_i e_i f = \sum_{i=1}^{k} t_i e_i n f f n f \). For any \( j \in \{1, \ldots, k\} \), multiplying both sides by \( e_j \) on the left yields \( t_j e_j f = t_j e_j n f f n f \), and so each \( t_j (e_j f - e_j n f f n f) = 0 \). Since \( t_j \neq 0 \) and \( e_j f - e_j n f f n f = e_j f - e_j n f f n f \) is an idempotent, we deduce from condition (WT) that each \( e_j f = e_j n f f n f \). Summing over all \( j \in \{1, \ldots, k\} \) and using that \( f \leq e(n) \) yields

\[
    f = e(n) f = \sum_{i=1}^{k} e_i f = \sum_{i=1}^{k} e_i n f f n f = e(n) n f f n f \leq n f f n.
\]
Therefore, $n^1fn \leq n^1nf_n^1n \leq f$. To prove the reverse inequality, note that

$$P(nf) = P(n)f = fP(n) = P(fn) = P(n^1fn) = P(n)n^1fn = \sum_{i=1}^{k} t_i e_i n^1fn.$$ 

Therefore, for any $j \in \{1, \ldots, k\}$, we have $t_j e_j f = t_j e_j n^1fn$, forcing

$$t_j(e_j f - e_j n^1fn) = 0.$$ 

Hence $e_j f = e_j n^1fn$ by (WT), as $n^1fn \leq f$ implies that $e_j f - e_j n^1fn$ is an idempotent. Once again summing over $j$, and using that $f \leq e(n)$, yields $f = e(n)n^1fn \leq n^1fn$, and so $f = n^1fn$ for all $f \leq e(n)$, proving the claim.

It follows that if $f \leq e(n)$ in $I(B)$, then

$$nf = n^1fn = fn^1n = fn.$$ 

(3.2)

Now fix $g \in I(B)$. Applying equation (3.2) to $f = ge(n) \leq e(n)$ at the first step, and to $f = e(n)$ at the final step, we obtain

$$g(e(n)n) = nge(n) = ne(n)g = (e(n)n)g.$$ 

Since $B$ is spanned by $I(B)$, we deduce that $e(n)n$ commutes with all elements of $B$. Since $(A, B)$ is an algebraic Cartan pair, $B$ is a maximal commutative subalgebra, and so $e(n)n \in B$. We then have $e(n)n = P(e(n)n) = e(n)P(n) = P(n)$ by the definition of $e(n)$. As we already observed, equation (3.2) gives $e(n)n = ne(n)$, and so $(A, B)$ is an algebraic quasi-Cartan pair.

In Section 6, we will define an isomorphism of $A$ onto the twisted Steinberg algebra of an associated twist in terms of a conditional expectation $P: A \to B$ that is implemented by idempotents. So a priori the isomorphism would depend upon a choice of such a conditional expectation. We finish this section by showing that in fact such a conditional expectation is uniquely determined by the algebraic structure of $(A, B)$.

**Proposition 3.7.** Suppose that $(A, B)$ is an algebraic quasi-Cartan pair. For each normaliser $n \in N(B)$, the set $\{e \in I(B) : e \leq n^1n$ and $ne \in B\}$ contains a maximum element $e(n)$. If $P$ is a conditional expectation that is implemented by idempotents, then $P(n) = ne(n) = e(n)n$. In particular, there is a unique conditional expectation $P: A \to B$ that is implemented by idempotents. In general there can be many conditional expectations from $A$ to $B$ that are not implemented by idempotents.

**Proof.** Fix $n \in N(B)$ and suppose that $P: A \to B$ is a conditional expectation that is implemented by idempotents. Write $P(n) = \sum_{i=1}^{k} t_i e_i$, where the $e_i$ are mutually orthogonal idempotents and each $t_i \in R\{0\}$. Let $e(n) := \sum_{i=1}^{k} e_i \in I(B)$. Then we have $P(n)e(n) = P(n)$. We claim that $e(n)$ is the smallest such element of $I(B)$. To see this, suppose that $f \in I(B)$ satisfies $P(n)f = P(n)$. Then, for each $j \in \{1, \ldots, k\}$, we have

$$t_j fe_j = P(n)fe_j = P(n)e_j = t_j e_j,$$

and hence $t_j(e_j - fe_j) = 0$, whence $e_j = fe_j$ by (WT). Thus $e(n) = fe(n) \leq f$, proving the claim. Since $P$ is implemented by idempotents, there exists $f \in I(B)$ such that $fn = nf = P(n)$. Thus

$$ne(n) = nfe(n) = P(n)e(n) = P(n) = e(n)P(n) = e(n)fn = fe(n)n = e(n)n.$$ 

Notice that $e(n)$ is an element of the set $\{e \in I(B) : e \leq n^1n$ and $ne \in B\}$: we have shown that $ne(n) = P(n) \in B$, and since $P(n)(n^1n) = P(n)$, we have $e(n) \leq n^1n$ by our previous argument showing that $e(n)$ is the smallest such element. It remains to show that $e(n)$ is a maximum. Fix $g \in \{e \in I(B) : e \leq n^1n$ and $ne \in B\}$. We show that
$g \leq e(n)$. Using that $ng, g \in B$, we compute $ng = P(ng) = P(n)g = ne(n)g = nge(n)$, and so $g = n^1 ng = n^1 nge(n) = ge(n) \leq e(n)$.

To see that in general there can be multiple conditional expectations from $A$ to $B$, consider the complex group algebra $A = CZ$ and commutative subalgebra $B = C1_A$ of scalar multiples of the identity. Then $A$ embeds unitally in the algebra $C(T)$ of continuous functions on the complex unit circle as Laurent polynomials, and every probability measure $m$ on $\mathbb{T}$ with full support determines a faithful conditional expectation $f \mapsto \int_{\mathbb{T}} f(z) \, dm(z)$ from $A$ to $B$.

**Corollary 3.8.** Suppose that $(A, B)$ is an algebraic Cartan pair. Then there is a unique conditional expectation from $A$ to $B$.

**Proof.** Lemma 3.6 implies that every conditional expectation from $A$ to $B$ is implemented by idempotents, and Proposition 3.7 implies that there is a unique such conditional expectation. □

We conclude this section with an example showing that (AQP) is a generalisation of the much studied no-nontrivial-units condition on twisted group rings. Recall that if $R$ is a commutative unital ring, $G$ is a group with identity $e$, and $c: G \times G \to R^\times$ is a normalised 2-cocycle, then the twisted group ring $R(G, c)$ is the $R$-algebra of finitely supported functions $f: G \to R$ with multiplication given by

$$(f * g)(\beta) = \sum_{\alpha \in G} c(\alpha, \alpha^{-1} \beta) f(\alpha) g(\alpha^{-1} \beta).$$

It is a unital ring with identity the point-mass function $\delta_e$. Note that twisted group rings are precisely the twisted Steinberg algebras of twists over discrete groups (viewed as ample groupoids); see Lemma 4.3.

**Example 3.9.** Let $G$ be a discrete group with identity $e$, let $R$ be an indecomposable commutative ring, and let $c: G \times G \to R^\times$ be a normalised 2-cocycle. Let $A := R(G, c)$ be the corresponding twisted group ring, and let $B := R\delta_e \cong R$. Then $I(B) = \{0, \delta_e\}$ spans $B$ (which trivially satisfies (WT)), and $N(B) = A^\times \cup \{0\}$, which clearly contains $\{\delta_g : g \in G\}$ and hence spans $A$. We claim that $(A, B)$ is an algebraic quasi-Cartan pair if and only if every unit of $A$ is of the form $t \delta_g$ for some $t \in R^\times$ and $g \in G$; that is, $A$ only has trivial units. We discuss twisted group rings with only trivial units—and the connection to the famous Kaplansky unit conjecture, recently resolved by Gardam [25]—in more detail in Section 9.

In this setup, a conditional expectation is an $R$-linear map $P: A \to R\delta_e$ that fixes $R\delta_e$. We claim that the only possible conditional expectation that is implemented by idempotents is given on the basis by fixing $\delta_e$ and annihilating $\delta_g$ if $g \neq e$. Indeed, $\delta_g$ is a normaliser and hence $P(\delta_g) = f \delta_g$ for some $f \in I(B) = \{0, \delta_e\}$. But since $P$ has image $B$, we must choose $f = 0$ unless $g = e$, in which case we must choose $f = \delta_e$. This formula defines a conditional expectation $P$. It is faithful because if $a \in A \setminus \{0\}$ has a nonzero coefficient of $\delta_g$, then $P(\delta_g^{-1} a) \neq 0$.

It remains to verify that $P$ is implemented by idempotents if and only if $A$ only has trivial units. If $A$ has only trivial units and $u \in N(A) = A^\times \cup \{0\}$, then $P(u) = u = u\delta_e = \delta_e u$ if $u \in R^\times \delta_e$, or $P(u) = 0 = u0 = 0u$, otherwise, and so $P$ is implemented by idempotents. Conversely, if $P$ is implemented by idempotents and $u \in A^\times$, then we can find $g \in G$ with $e$ in the support of $u\delta_g^{-1}$. Then $P(u\delta_g^{-1}) = r\delta_e$ for some $r \neq 0$. On the other hand, $P(u\delta_g^{-1}) = u\delta_g^{-1} f$ with $f = 0$ or $f = \delta_e$. We conclude that $r\delta_e = P(u\delta_g^{-1}) = u\delta_g^{-1}$, and so $r\delta_g = u \in A^\times$ and $r \in R^\times$. 
4. Building an algebraic quasi-Cartan pair from a twist

In this section we show that a discrete twist over an ample Hausdorff groupoid $G$ gives rise to an algebraic quasi-Cartan pair if and only if it satisfies an appropriate analogue of the local bisection hypothesis of [58]. We then also follow the arguments of [58] to see that an algebraic twist satisfies the local bisection hypothesis if and only if the sub-twist corresponding to the interior of the isotropy does so, and that a sufficient condition for this is that there is a dense set of units $x$ for which the twisted group algebra corresponding to the fibre of the interior of the isotropy over $x$ has no nontrivial units. Finally, we demonstrate that if the underlying groupoid is effective, then the twist gives rise to an algebraic Cartan pair, and if it is principal, then we obtain an algebraic diagonal pair.

**Definition 4.1.** Let $R$ be a commutative unital ring. We say that a discrete $R$-twist $(\Sigma, i, q)$ over an ample Hausdorff groupoid $G$ satisfies the local bisection hypothesis if for every normaliser $n$ of $A_R(G^{(0)}; q^{-1}(G^{(0)}))$ in $A_R(G; \Sigma)$, the set $\text{supp}_G(n)$ is a bisection of $G$.

Our interest in twists satisfying the local bisection hypothesis is that they give rise to algebraic quasi-Cartan pairs. The following lemma can be seen as a generalisation of Example 3.9.

**Lemma 4.2.** Let $R$ be an indecomposable commutative ring and let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$. Let $A = A_R(G; \Sigma)$, and let $B = A_R(G^{(0)}; q^{-1}(G^{(0)})) \subseteq A$. The pair $(A, B)$ satisfies conditions (i)–(iv) of Definition 3.3 with faithful conditional expectation $P: A \to B$ given by restriction of functions from $\Sigma$ to $q^{-1}(G^{(0)})$. If $(A, B)$ is an algebraic quasi-Cartan pair, then $P$ is implemented by idempotents. The pair $(A, B)$ is an algebraic quasi-Cartan pair if and only if $(\Sigma, i, q)$ satisfies the local bisection hypothesis.

**Proof.** Since $R$ is indecomposable, the idempotents of $C_c(G^{(0)}, R)$ are precisely the characteristic functions of compact open subsets of $G^{(0)}$, and hence $B$ satisfies condition (WT), because $B \cong C_c(G^{(0)}, R)$ by Proposition 2.11. A routine argument using Corollary 2.10 shows that for each compact open bisection $U$ of $\Sigma$, $\hat{1}_U$ is a normaliser of $B$ in $A$ with inverse $\hat{1}_U^{-1} = \hat{1}_{U^{-1}}$.

Properties (i) and (ii) of Definition 3.3 follow immediately from Proposition 2.11, and property (iii) follows from Proposition 2.8. For (iv), it is straightforward to see that $P$ is a conditional expectation, and for faithfulness, note that if $f(\sigma) \neq 0$ for some $\sigma \in \Sigma$, then for any compact open bisection $X \subseteq \Sigma$ containing $\sigma^{-1}$, Corollary 2.10 implies that $P(\hat{1}_X f)(s(\sigma)) = (\hat{1}_X f)(r(\sigma^{-1})) = f(\sigma) \neq 0$.

Suppose that $(A, B)$ is an algebraic quasi-Cartan pair. Then by Proposition 3.7, there is a unique faithful conditional expectation $P': A \to B$ that is implemented by idempotents. We claim that $P = P'$. Since the functions $\hat{1}_V$ with $V \subseteq \Sigma$ a compact open bisection span $A$ as an $R$-module by Proposition 2.8, it suffices by the linearity of $P$ and $P'$ to prove that for each such $V$, $P'(\hat{1}_V) = \hat{1}_V|_{q^{-1}(G^{(0)})} = \hat{1}_W$, where $W := V \cap q^{-1}(G^{(0)})$, which is a compact open bisection contained in $V$. Recall from Corollary 2.12 that $U \mapsto \hat{1}_U$ is a lattice isomorphism between compact open subsets of $\Sigma^{(0)}$ and $I(B)$. By Proposition 3.7 (and several applications of Corollary 2.10), there is a maximum element $\hat{1}_U$ of $I(B)$ satisfying $\hat{1}_U \leq \hat{1}_V |_{q^{-1}(G^{(0)})} = \hat{1}_s(V)$ such that $\hat{1}_V \hat{1}_U \in B$, and $P'(\hat{1}_V) = \hat{1}_V \hat{1}_U = \hat{1}_W$. It follows that $WU \subseteq W$ by the definition of $B$ (and since $U \subseteq \Sigma^{(0)}$). On the other hand, $s(W) \subseteq s(V)$ and $\hat{1}_V \hat{1}_s(W) = \hat{1}_W \in B$, and so it follows by maximality that $s(W) \subseteq U$. Thus $W = VS(W) \subseteq VU$, and so $W = VU$. We conclude that $P'(\hat{1}_V) = \hat{1}_W = P(\hat{1}_V)$, as required.
Now, we show that \((\Sigma, i, q)\) satisfies the local bisection hypothesis. Suppose that \(n\) is a normaliser and that \(\sigma \in \text{supp}(n)\). We show that if \(\tau \in \Sigma_{s(\sigma)} \setminus (R^x \cdot \sigma)\), then \(n(\tau) = 0\); that the same holds if \(\tau \in \Sigma^r(\sigma) \setminus (R^x \cdot \sigma)\) follows by a similar argument. By choosing a continuous local section from \(G\) to \(\Sigma\), we can find a compact open bisection \(U \subseteq \Sigma\) containing \(\sigma\) such that \((r, \epsilon) \mapsto r \cdot \epsilon\) is a homeomorphism of \(R^x \times U\) onto \(q^{-1}(q(U))\). Then we have \(P(n1_{U^{-1}}) = (n1_{U^{-1}})|_{q^{-1}(G^{(0)})}\), and in particular, by Corollary 2.10,

\[
P(n1_{U^{-1}})(r(\sigma)) = n(\sigma)1_{U^{-1}}(\sigma^{-1}) = n(\sigma) \neq 0.
\]

Since \(P(n1_{U^{-1}}) = n1_{U^{-1}}1_V\) for some compact open subset \(V \subseteq G^{(0)}\), we deduce that \(r(\sigma) \in V\). Using again that \(P(n1_{U^{-1}}) = (n1_{U^{-1}})|_{q^{-1}(G^{(0)})}\), we see that

\[
n(\tau) = (n1_{U^{-1}})(\tau \sigma^{-1}) = (n1_{U^{-1}}1_V)(\tau \sigma^{-1}) = P(n1_{U^{-1}})(\tau \sigma^{-1}).
\]

Since \(\tau \in \Sigma_{s(\sigma)} \setminus (R^x \cdot \sigma)\), we have \(\tau \sigma^{-1} \notin q^{-1}(G^{(0)})\), and so we deduce that \(n(\tau) = 0\).

Finally, suppose that \((\Sigma, i, q)\) satisfies the local bisection hypothesis. We must show that \((A, B)\) is an algebraic quasi-Cartan pair. Fix a normaliser \(n \in N(B)\). Then \(\text{supp}_G(n)\) is a bisection. Let \(U := \text{supp}(n) \cap \Sigma(0)\), and let \(e := 1_U \in I(B)\). Then \(ne = n|_{s^{-1}(U)}\). If \(n(\sigma) \neq 0\) and \(\sigma \notin R^x \cdot U = \text{supp}(n) \cap q^{-1}(G^{(0)})\), then \(s(\sigma) \notin U\) because \(\text{supp}_G(n)\) is a bisection. It follows by a routine calculation that \(ne = n|_{s^{-1}(U)} = P(n)\), and similarly \(en = P(n)\), as required.

Since twists satisfying the local bisection hypothesis give examples of algebraic quasi-Cartan pairs, we are interested in identifying conditions that guarantee the local bisection hypothesis. In the next few results, we follow the analysis used in [58] to give a sufficient condition in terms of twisted group algebras associated to the fibres of the interior of the isotropy in the twist. We begin by describing these algebras. This is standard, and our proof follows ideas from [4, Section 4.3].

Given a discrete \(R\)-twist \((\Sigma, i, q)\) over a groupoid \(G\), let \(\mathcal{I}\) denote the interior of the isotropy in \(G\), and let \(\mathcal{J} := q^{-1}(\mathcal{I})\), which is the interior of the isotropy in \(\Sigma\). Notice that the image of \(i\) is contained in \(\mathcal{J}\) and we can restrict \(q\) to \(\mathcal{J}\) and obtain a map \(q|_{\mathcal{J}}: \mathcal{J} \to \mathcal{I}\). It is straightforward to check that \((\mathcal{J}, i, q|_{\mathcal{J}})\) is again a twist and that \(A_R(\mathcal{I}; \mathcal{J})\) can be seen as a subalgebra of \(A_R(G; \Sigma)\) by extending an element of \(A_R(\mathcal{I}; \mathcal{J})\) to be zero outside \(\mathcal{J}\). Similarly, if we fix \(x \in G^{(0)}\), then \(\mathcal{I}_x = \mathcal{I}^x = \mathcal{I}_x^x\), and \(\mathcal{J}_x = \mathcal{J}^x = \mathcal{J}_x^x\), and we can build a discrete \(R\)-twist \((\mathcal{J}_x, i_x, q_x)\) over \(\mathcal{I}_x\), where \(i_x = i_{\mathcal{I}_x \times R^x}\) and \(q_x = q|_{\mathcal{J}_x}\).

**Lemma 4.3.** Let \(R\) be a commutative unital ring and let \((\Sigma, i, q)\) be a discrete \(R\)-twist over an ample Hausdorff groupoid \(G\). Let \(\mathcal{I}\) denote the interior of the isotropy in \(G\) and let \(\mathcal{J} := q^{-1}(\mathcal{I})\), which is the interior of the isotropy in \(\Sigma\). Fix \(x \in G^{(0)}\), and let \(\zeta: \mathcal{I}_x \to \mathcal{J}_x\) be a section for \(q|_{\mathcal{J}_x}\) such that \(\zeta(x) = x\). Define \(c_x: \mathcal{I}_x \times \mathcal{I}_x \to R^x\) by \(\zeta(\alpha)\zeta(\beta) = c_x(\alpha, \beta)\). Then \(c_x\) is a normalised 2-cocycle on \(\mathcal{I}_x\), and there is an isomorphism \(\rho_x: A_R(\mathcal{I}_x; \mathcal{J}_x) \to R(\mathcal{I}_x, c_x)\) of \(R\)-algebras such that \(\rho_x(f)(\beta) = f(\zeta(\beta))\) for all \(f \in A_R(\mathcal{I}_x; \mathcal{J}_x)\) and \(\beta \in \mathcal{I}_x\).

**Proof.** It is routine to verify that each \(c_x\) is a normalised 2-cocycle using associativity of multiplication in \(\Sigma\) and that \(\zeta\) preserves the identity. Certainly there is an \(R\)-linear map \(\rho_x\) satisfying the given formula. To see that \(\rho_x\) is injective, suppose that \(\rho_x(f)(0) = 0\). Then for each \(\sigma \in \mathcal{J}_x\), we have \(\sigma = t \cdot \zeta(q(\sigma))\) for some \(t \in R^x\), and then \(f(\sigma) = f(t \cdot \zeta(q(\sigma))) = t^{-1}f(\zeta(q(\sigma))) = t^{-1}\rho_x(f)(q(\sigma)) = 0\). To see that \(\rho_x\) is surjective, fix \(h \in R(\mathcal{I}_x, c_x)\). For each \(\sigma \in \mathcal{J}_x\), there is a unique \(t_\sigma \in R^x\) such that \(\sigma = t_\sigma \cdot \zeta(q(\sigma))\) and \(t_\sigma = 1\) for \(\sigma \in \zeta(\mathcal{I}_x)\). Define \(f: \mathcal{J}_x \to R\) by \(f(\sigma) = t_\sigma^{-1}h(q(\sigma))\) for all \(\sigma \in \mathcal{J}_x\). Then \(f \in A_R(\mathcal{I}_x; \mathcal{J}_x)\), and \(\rho_x(f) = h\).
It remains to check that $\rho_\zeta$ is multiplicative. Fix $f, g \in A_R(\mathcal{I}_x; \mathcal{J}_x)$ and $\beta \in \mathcal{I}_x$. Then

$$\rho_\zeta(f * g)(\beta) = (f * g)(\zeta(\beta)).$$

By the definition of convolution in $A_R(\mathcal{I}_x; \mathcal{J}_x)$, the convolution product $(f * g)(\zeta(\beta))$ can be computed by choosing any section from $\mathcal{I}_x$ to $\mathcal{J}_x$, so we obtain

$$\rho_\zeta(f * g)(\beta) = \sum_{\alpha \in \mathcal{I}_x} f(\zeta(\alpha)) g(\zeta(\alpha)^{-1} \zeta(\beta)).$$

For each $\alpha \in \mathcal{I}_x$, we have $\zeta(\alpha) \zeta(\alpha^{-1}) = c_x(\alpha, \alpha^{-1}) \zeta(\alpha \alpha^{-1}) = c_x(\alpha, \alpha^{-1}) \cdot x$, and rearranging this shows that $\zeta(\alpha^{-1}) = c_x(\alpha, \alpha^{-1})^{-1} \zeta(\alpha)$. Therefore, since $\zeta(\alpha^{-1}) \zeta(\beta) = c_x(\alpha^{-1}, \beta) \cdot \zeta(\alpha \beta)$ for all $\alpha \in \mathcal{I}_x$, we have

$$\rho_\zeta(f * g)(\beta) = \sum_{\alpha \in \mathcal{I}_x} c_x(\alpha, \alpha^{-1}) f(\zeta(\alpha)) g(\zeta(\alpha^{-1}) \zeta(\beta))$$

$$= \sum_{\alpha \in \mathcal{I}_x} c_x(\alpha, \alpha^{-1}) c_x(\alpha^{-1}, \beta)^{-1} f(\zeta(\alpha)) g(\zeta(\alpha \beta)).$$

The 2-cocycle identity and that $c_x$ is normalised give

$$c_x(\alpha^{-1}, \beta) c_x(\alpha, \alpha^{-1}) = c_x(\alpha, \alpha^{-1}) c_x(\alpha \alpha^{-1}, \beta) = c_x(\alpha, \alpha^{-1}).$$

Thus, rearranging gives $c_x(\alpha, \alpha^{-1}) c_x(\alpha^{-1}, \beta)^{-1} = c_x(\alpha, \alpha^{-1})$. Hence

$$\rho_\zeta(f * g)(\beta) = \sum_{\alpha \in \mathcal{I}_x} c_x(\alpha, \alpha^{-1}) f(\zeta(\alpha)) g(\zeta(\alpha \beta))$$

$$= \sum_{\alpha \in \mathcal{I}_x} c_x(\alpha, \alpha^{-1}) \rho_\zeta(f)(\alpha) \rho_\zeta(g)(\alpha^{-1} \beta)$$

$$= (\rho_\zeta(f) * \rho_\zeta(g))(\beta).$$

Changing the section $\zeta$ in Lemma 4.3 results in a cohomologous normalised 2-cocycle and hence it does not change the algebra (up to isomorphism), nor does it affect whether or not the twisted group ring has only trivial units. In fact, a twisted group ring is graded by the underlying group, and the property of having only trivial units means that all the units are homogeneous elements; the isomorphism of algebras corresponding to replacing a 2-cocycle by a cohomologous one does not change the grading.

**Remark 4.4.** Let $R$ be an indecomposable commutative ring and let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$. The argument of [58, Proposition 4.5] shows that if $n$ is a normaliser of $A_R(G(0); q^{-1}(G(0)))$ in $A_R(G; \Sigma)$, then $n^1 n \in A_R(G(0); q^{-1}(G(0)))$ is equal to $\overline{1}_s(\supp(n))$ and $nn^1 = \overline{1}_r(\supp(n))$.

**Proposition 4.5.** Let $R$ be an indecomposable commutative ring and let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$. Let $\mathcal{I}$ denote the interior of the isotropy in $G$ and let $\mathcal{J} := q^{-1}(\mathcal{I})$, which is the interior of the isotropy in $\Sigma$. Let $x \in G(0)$, let $\mathcal{I}_x$ and $c_x$ be as in Lemma 4.3, and suppose that the twisted group ring $R(\mathcal{I}_x, c_x)$ has only trivial units. Then for any normaliser $n$ of $A_R(G(0); q^{-1}(G(0)))$ in $A_R(\mathcal{I}; \mathcal{J})$, we have $\supp_\mathcal{I}(n) \cap \mathcal{I}_x \leq 1$.

**Proof.** Suppose that $n|_{\mathcal{J}_x} \neq 0$. We must show that $n|_{\mathcal{J}_x}$ is supported on $q^{-1}(\mu)$ for some $\mu \in \mathcal{I}$. Fix $\alpha \in \mathcal{J}_x$ with $n(\alpha) \neq 0$. Remark 4.4 gives $n^1 n = 1_s(\supp(n)) = 1_r(\supp(n)) = nn^1$. So we obtain $(n^1 n)(\overline{s}(\alpha)) = 1 = (n^1 n)(\overline{s}(\alpha))$. Fix a section $\zeta: \mathcal{I}_x \to \mathcal{J}_x$ and let $\rho_\zeta: A_R(\mathcal{I}_x; \mathcal{J}_x) \to R(\mathcal{I}_x, c_x)$ be the isomorphism of Lemma 4.3. Since $\mathcal{J} = q^{-1}(\mathcal{I})$ consists of isotropy, the convolution product $n^1 n$ evaluated at $x$ is the same as $n^1|_{\mathcal{J}_x} * n|_{\mathcal{J}_x}$ at $x$ (and similarly for $nn^1$), and we obtain $n^1|_{\mathcal{J}_x} * n|_{\mathcal{J}_x} = 1_{A_R(\mathcal{I}_x; \mathcal{J}_x)} = n|_{\mathcal{J}_x} * n^1|_{\mathcal{J}_x}$. It follows that...
$\rho_\zeta(n|J_\zeta)$ is a unit, and therefore it has the form $t\delta_\mu$ for some $\mu \in I_x$. So $n|J_\zeta = t\rho_\zeta^{-1}(\delta_\mu)$ is supported on $R^x \cdot \zeta(\mu) = q^{-1}(\mu)$, as required.

The following lemma can be viewed as a far-reaching extension of Example 3.9.

**Lemma 4.6.** Let $R$ be an indecomposable commutative ring and let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$. Let $I$ denote the interior of the isotropy in $G$ and $J := q^{-1}(I)$, which is the interior of the isotropy in $\Sigma$. For each $x \in G^{(0)}$, let $I_x$ and $c_x$ be as in Lemma 4.3. Suppose that the set of units $x \in G^{(0)}$ for which $R(I_x, c_x)^x = \{\delta_\alpha : t \in R^x$ and $\alpha \in I_x\}$ is dense in $G^{(0)}$. Then $(J, i, q|J)$ satisfies the local bisection hypothesis.

**Proof.** Suppose that $n$ is a normaliser of $A_R(G^{(0)}; q^{-1}(G^{(0)}))$ in $A_R(I, J)$. We must show that $\operatorname{supp}_I(n)$ is a bisection. Suppose for contradiction that this is not the case. Then we can find $\alpha, \beta \in \operatorname{supp}_I(n)$ with $s(\alpha) = s(\beta)$ but $\alpha \neq \beta$. Since $I$ is Hausdorff and $\operatorname{supp}_I(n)$ is open, we can find disjoint compact open bisections $U$ and $V$ of $I$ with $\alpha \in U$, $\beta \in V$, and $U \cap V \subseteq \operatorname{supp}_I(n)$. By assumption, $s(U) \cap s(V) \neq \emptyset$ as $s(\alpha) = s(\beta)$ is in the intersection. Since $s(U) \cap s(V)$ is an open subset of $G^{(0)}$, there exists $x \in s(U) \cap s(V)$ such that the twisted group ring $R(I_x, c_x)$ has only trivial units. Take $\alpha' \in U$ and $\beta' \in V$ with $s(\alpha') = x = s(\beta')$. Then $\alpha' = \beta'$ by Proposition 4.5, contradicting that $U$ and $V$ are disjoint. \qed

The next lemma shows that the local bisection hypothesis can be checked on the interior of the isotropy.

**Lemma 4.7.** Let $R$ be an indecomposable commutative ring and let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$. Let $I$ denote the interior of the isotropy in $G$ and let $J := q^{-1}(I)$, which is the interior of the isotropy in $\Sigma$. Let $A := A_R(G; \Sigma)$, let $A' := A_R(I, J)$, and let $B := A_R(G^{(0)}; q^{-1}(G^{(0)}))$. Then

(a) the normaliser $N_{A'}(B)$ of $B$ in $A'$ satisfies

\[ N_{A'}(B) = N_A(B) \cap A' \] and

(b) $(\Sigma, i, q)$ satisfies the local bisection hypothesis if and only if $(J, i, q|J)$ does.

**Proof.** The proof very closely follows the arguments of [58, Proposition 4.7, Corollary 4.8, and Proposition 4.10], with just minor adjustments to incorporate the generality of twists.

Claim 1 (cf. [58, Proposition 4.7]): if $n \in N_A(B)$ and $\sigma, \tau \in \operatorname{supp}(n)$, then $s(\sigma) = s(\tau)$ if and only if $r(\sigma) = r(\tau)$. Suppose that $x = s(\sigma) = s(\tau)$ and prove that $r(\sigma) = r(\tau)$; the converse follows from a symmetric argument. Suppose for contradiction that $y := r(\sigma) \neq r(\tau) =: z$. Fix disjoint compact open neighbourhoods $y \in U$ and $z \in V$ in $\Sigma^{(0)}$, and let $x = \tilde{1}_U$ and $q = \tilde{1}_V$. Then $pn, qn \in N_A(B)$.

**Remark 4.4** gives $(n^1 p n)(x) = 1$ because $(pn)(\sigma) \neq 0$ and $(pn)(\sigma) = n^1 p n$. Similarly, $(n^1 q n)(x) = 1$ because $(qn)(\tau) \neq 0$. Since $p + q = 1_{U \cap V} \in I(B)$ by the disjointness of $U$ and $V$, we have by the same reasoning that $(n^1(p + q)n)(x) = 1$ because $(p + q)n(\sigma) \neq 0$. Hence

\[ 2 = (n^1 p n)(x) + (n^1 q n)(x) = (n^1(p + q)n)(x) = 1, \]

which is a contradiction.

Claim 2 (cf. [58, Corollary 4.8]): if $n \in N_A(B)$, then $\operatorname{supp}(n) \operatorname{supp}(n)^{-1}$ and $\operatorname{supp}(n)^{-1} \operatorname{supp}(n)$ are contained in $J$. For this, suppose that $\sigma \in \operatorname{supp}(n)$ and $\tau \in \operatorname{supp}(n)^{-1}$ and $s(\sigma) = r(\tau)$. Then $\tau^{-1} \in \operatorname{supp}(n)$ and $s(\sigma) = s(\tau^{-1})$, so Claim 1 shows that $r(\sigma) = r(\tau^{-1})$. So $\sigma \tau$ is in the isotropy of $\Sigma$. It follows that the open set $\operatorname{supp}(n) \operatorname{supp}(n)^{-1}$ is contained in the isotropy, and hence $\operatorname{supp}(n) \operatorname{supp}(n)^{-1} \subseteq J$. A symmetric argument shows that $\operatorname{supp}(n)^{-1} \operatorname{supp}(n) \subseteq J$. 


Now for part (a), note that \( N_\Sigma'(B) \) is clearly contained in \( N_\Sigma(A) \cap A' \). For the reverse containment, it suffices to show that if \( n \in N_\Sigma(A) \cap A' \), then \( \text{supp}(n^i) \subseteq J \). So suppose that \( \sigma \in \text{supp}(n^i) \). Then Remark 4.4 shows that \((nn^i)(\sigma) = 1^\circ \). So any section \( \zeta: G_{s(\sigma)} \to \Sigma_{s(\sigma)} \) satisfies
\[
1 = (nn^i)(\sigma) = \sum_{\alpha \in G_{s(\sigma)}} n(\zeta(\alpha)^{-1}) n^i(\zeta(\alpha)).
\]
Since the sum is nonzero, at least one term, say corresponding to \( \alpha_0 \in G_{s(\sigma)} \), satisfies \( \zeta(\alpha_0)^{-1} \in \text{supp}(n) \) and \( \zeta(\alpha_0) \in \text{supp}(n^i) \). Applying Claim 1 to \( n^i \), we see that \( r(\alpha_0) = r(\sigma) \). Since \( \text{supp}(n) \subseteq J \) by hypothesis on \( n \), we have \( \alpha_0^{-1} \in I \), and so we deduce that
\[
s(\sigma) = s(\alpha_0) = r(\alpha_0) = r(\sigma),
\]
as required.

For part (b), the “only if” implication is clear, so we suppose that \((\mathcal{J}, i, q|\mathcal{J})\) satisfies the local bisection hypothesis, and establish that \((\Sigma, i, q)\) does too. Fix \( n \in N_\Sigma(B) \). Suppose that \( \sigma, \tau \in \text{supp}(n) \) satisfy \( s(\sigma) = s(\tau) \). Then \( r(\sigma) = r(\tau) \) by Claim 1. We must show that \( q(\sigma) = q(\tau) \). Since \( n \) is locally constant, there is a compact open bisection \( U \) containing \( \sigma \) such that \( n|U \) is constant. Claim 2 implies that \( U^{-1} \text{supp}(n) \subseteq J \). Let \( m := 1_U - 1 \). Then \( mn \) belongs to \( N_\Sigma(A) \cap A' \), and so part (a) shows that \( mn \in N_\Sigma'(B) \). Since \((\mathcal{J}, i, q|\mathcal{J})\) satisfies the local bisection hypothesis, we deduce that \( \text{supp}_G(mn) = \text{supp}_G(n) \) is a bisection. Let \( x = s(\sigma) \). We claim that \( x, \sigma^{-1} \tau \in \text{supp}(mn) \). To see this, fix a section \( S: \text{supp}_G(mn) = q(U^{-1}) \to \text{supp}(m) = R^x \cdot U^{-1} \) with \( S(q(\sigma)) = \sigma \). Since \( U \) is a bisection, we have
\[
(mx)(x) = \sum_{\gamma \in G^x} m(S(\gamma)) n(S(\gamma)^{-1}) = n(S(q(\sigma))) = n(\sigma) \neq 0,
\]
and
\[
(mn)(\sigma^{-1}\tau) = \sum_{\gamma \in G^x} m(S(\gamma)) n(S(\gamma)^{-1}\sigma^{-1}\tau) = n(\tau) \neq 0,
\]
as claimed. Since \( q(\text{supp}(mn)) \) is a bisection and \( s(x) = x = s(\sigma^{-1}\tau) \), we deduce that \( q(\sigma^{-1}\tau) = q(x) \), and hence \( q(\sigma) = q(\tau) \).

We have seen that twists satisfying the local bisection hypothesis give rise to algebraic quasi-Cartan pairs. To finish the section we show that if the underlying groupoid \( G \) is effective, then we obtain an algebraic Cartan pair, and if it is principal, then we obtain an algebraic diagonal pair.

**Proposition 4.8.** Let \( R \) be an indecomposable commutative ring and let \((\Sigma, i, q)\) be a discrete \( R \)-twist over an ample Hausdorff groupoid \( G \). If \( G \) is effective then \((A, B) := (A_R(G; \Sigma), A_R(G^{00}, q^{-1}(G^{00})))\) is an algebraic Cartan pair, and if \( G \) is principal then \((A, B)\) is an algebraic diagonal pair.

**Proof.** If \( G \) is effective, then Lemma 4.7(b) implies that the local bisection hypothesis holds. Then by Lemma 4.2, \((A, B)\) is an algebraic quasi-Cartan pair with conditional expectation \( P: A \to B \) given by restriction of functions from \( \Sigma \) to \( q^{-1}(G^{00}) \). So, we just have to show that if \( G \) is effective, then \((A, B)\) satisfies (ACP) and that if \( G \) is principal then \((A, B)\) satisfies (ADP).

First suppose that \( G \) is effective. Then for \( f \in A \backslash B \), we must show that \( f \) does not commute with \( B \). Since \( f \notin B \), there exists \( \sigma \in \Sigma \backslash q^{-1}(G^{00}) \) such that \( f(\sigma) \neq 0 \). Then \( U := f^{-1}(f(\sigma)) \) is open. Since \( G \) is effective, \( q(U) \) is open, and \( q(\sigma) \notin G^{00} \). [10, Lemma 3.1(3)] implies that there exists \( \tau \in U \) such that \( r(\tau) \neq s(\tau) \). Fix a compact open set \( V \subseteq G^{00} \) that contains \( s(\tau) \) but not \( r(\tau) \), and let \( e_V := \tilde{1}_V \in B \). Then \( (f e_V)(\tau) = f(\tau) = f(\sigma) \neq 0 = (e_V f)(\tau) \). So \( f e_V \neq e_V f \), and hence \( f \) does not commute with \( B \), as required.
Now suppose that \( G \) is principal. Fix a compact open bisection \( U \subseteq \Sigma \). By Proposition 2.8, it suffices to show that \( \tilde{1}_V \) is a linear combination of free normalisers. Let \( U_0 := U \cap q^{-1}(G^{(0)}) \) and \( V := U \setminus U_0 \). Both \( U_0 \) and \( V \) are compact open bisections, and we obtain \( \tilde{1}_U = \tilde{1}_{U_0} + \tilde{1}_V \). Since \( \tilde{1}_{U_0} \in B \) is a free normaliser, we just have to show that \( \tilde{1}_V \) is a linear combination of free normalisers. Since \( q(V) \cap G^{(0)} \) is empty and \( G \) is principal, we have \( r(\sigma) \neq s(\sigma) \) for all \( \sigma \in V \). Thus, for each \( \sigma \in V \), we can find a compact open bisection \( V_\sigma \subseteq V \) containing \( \sigma \) with \( V_\sigma^2 = \emptyset \) by choosing disjoint compact open neighbourhoods \( U, U' \subseteq G^{(0)} \) of \( r(\sigma) \) and \( s(\sigma) \), respectively, and putting \( V_\sigma := U V U' \subseteq V \). By compactness, we can cover \( V \) by finitely many compact open bisections \( V_1, \ldots, V_n \) such that \( V_i^2 = \emptyset \) for \( i \in \{1, \ldots, n\} \). Then by putting \( V_1' = V_1 \setminus \bigcup_{j=1}^{i-1} V_j' \) for each \( i \in \{1, \ldots, n\} \), we obtain a refined cover of \( V \) consisting of mutually disjoint sets. Now each \( \tilde{1}_{V_i'} \) is a free normaliser, and \( \tilde{1}_V = \sum_{i=1}^n \tilde{1}_{V_i'} \). \(\square\)

5. Building a twist from a pair of algebras

Throughout this section we assume that \( A \) is an \( R \)-algebra with \( B \) a commutative subalgebra without torsion in the sense of condition (WT) (that is, for \( e \in I(B) \) and \( t \in R \), if \( t e = 0 \), then \( t = 0 \) or \( e = 0 \)), and satisfying property (i) of Definition 3.3 (that is, \( I(B) \) is a set of local units for \( A \)).

5.1. The groupoid \( \Sigma \). In this section we use the partial order \( \leq \) on \( N(B) \) defined in Section 2.5 (on page 14) to define the groupoid of ultrafilters on \( N(B) \), which will play the same role as Renault’s Weyl twist in [52].

If \( U \subseteq N(B) \), then the upclosure of \( U \) is the set
\[
U^\uparrow := \{ m \in N(B) : \text{there exists } n \in U \text{ with } n \leq m \}.
\]

A filter of \( N(B) \) is a subset \( U \subseteq N(B) \setminus \{0\} \) such that \( U = U^\uparrow \) and whenever \( m, n \in U \) there exists \( p \in U \) such that \( p \leq m, n \). An ultrafilter is a maximal filter. The collection \( \Sigma \) of all ultrafilters of \( N(B) \) forms a groupoid with the following structure (see [36, Proposition 9.2.1] and [37, Proposition 2.13]). For each \( U \in \Sigma \),
\[
U^{-1} := \{ n^\dagger : n \in U \}.
\]

A pair \((U, V)\) of ultrafilters of \( N(B) \) is composable if and only if \( m^\dagger m n n^\dagger \neq 0 \) (or, equivalently, if and only if \( mn \neq 0 \)) for all \( m \in U \) and \( n \in V \), and then
\[
UV := \{ mn : m \in U, n \in V \}^\dagger.
\]

The definition of an ultrafilter ensures that a pair \((U, V)\) of ultrafilters is composable if and only if \( s(U) := U^{-1}U \) is equal to \( r(V) := VV^{-1} \). It follows that
\[
\Sigma^{(0)} = \{ U \in \Sigma : U \cap I(B) \neq \emptyset \}.
\]

For \( n \in N(B) \), we write
\[
\mathcal{V}_n := \{ U \in \Sigma : n \in U \}.
\]

The collection \( \{ \mathcal{V}_n : n \in N(B) \} \) forms a basis of open bisections for a topology on \( \Sigma \), making it an étale groupoid. We have \( \mathcal{V}_n \mathcal{V}_m = \mathcal{V}_{nm} \) and \( \mathcal{V}_n^{-1} = \mathcal{V}_{n^\dagger} \) for all \( m, n \in N(B) \). For more details, see [5, Lemma 3.2]. By [38, Lemma 2.22] (see also [5, Propositions 2.2 and 4.4]), \( \Sigma^{(0)} \) is a Hausdorff subspace of \( \Sigma \). In Lemma 5.3, we show how scalar multiplication in the algebra interacts with the groupoid structure.
Remark 5.1. Note that [5, Proposition 2.2 and Proposition 4.4] say that \( U \mapsto U \cap I(B) \) is a homeomorphism from the set of ultrafilters of \( N(B) \) that contain an element of \( I(B) \) to the set of ultrafilters of \( I(B) \), and so we often identify elements of \( \Sigma^{(0)} \) with ultrafilters of \( I(B) \) when convenient. In particular, since \( I(B) \) is a Boolean algebra, Stone duality implies that \( \mathcal{V}_e \) is compact for each \( e \in I(B) \).

We will frequently use the following standard fact about ultrafilters. This fact, and much of what we say about the groupoid \( \Sigma \) as an ample groupoid, would immediately follow from the results of [39] if one proved that \( N(B) \) is a Boolean inverse semigroup (called a weakly Boolean inverse semigroup in [39]). However, to prove this would go too far afield.

Lemma 5.2. Suppose that \( A \) is an \( R \)-algebra, and that \( B \subseteq A \) is a commutative subalgebra satisfying condition \((\text{WT})\) and \((i)\) of Definition 3.3. Let \( \Sigma \) be the groupoid of ultrafilters of \( N(B) \). Suppose that \( n \in U \subseteq \Sigma \) and that \( e_1, \ldots, e_k \in I(B) \) are mutually orthogonal idempotents satisfying \( n = \sum_{i=1}^k ne_i \). Then there exists a unique \( i \in \{1, \ldots, k\} \) such that \( ne_i \in U \). Dually, if \( n = \sum_{i=1}^k f_i n \) for mutually orthogonal idempotents \( f_1, \ldots, f_k \in I(B) \), then \( f_i n \in U \) for a unique \( i \in \{1, \ldots, k\} \).

Proof. Note that \( ne_i = nn^i ne_i \) for each \( i \), and that the \( n^i ne_i \in I(B) \) are mutually orthogonal idempotents. So by replacing each \( e_i \) with \( n^i ne_i \), we may assume that \( n^i ne_i = e_i \) for each \( i \in \{1, \ldots, k\} \), and hence \( n = \sum_{i=1}^k e_i \). Since \( n^i n \in U^-1 U \cap I(B) \), which is an ultrafilter of the Boolean algebra \( I(B) \) by Remark 5.1, it follows that there is a unique \( i \in \{1, \ldots, k\} \) with \( e_i \in U^-1 U \cap I(B) \) (since the characteristic function of an ultrafilter on a Boolean algebra is a Boolean algebra homomorphism). Then \( ne_i \in U(U^-1 U) = U \). Moreover, if \( ne_j \in U \) for some \( j \in \{1, \ldots, k\} \), then \( e_j = (ne_j)^i ne_j \in U^{-1} U \cap I(B) \), and so \( j = i \). This proves the first statement.

For the dual result, note that \( n = \sum_{i=1}^k f_i n = \sum_{i=1}^k n(n^i f_i n) \), and that the \( n^i f_i n \) are mutually orthogonal idempotents in \( I(B) \). Therefore, \( f_i n = n(n^i f_i n) \in U \) for a unique \( i \in \{1, \ldots, k\} \) by the previous paragraph.

Lemma 5.3. Suppose that \( A \) is an \( R \)-algebra, and that \( B \subseteq A \) is a commutative subalgebra satisfying condition \((\text{WT})\) and satisfying property \((i)\) of Definition 3.3. Let \( \Sigma \) be the groupoid of ultrafilters of \( N(B) \). For \( t, s \in R^X \) and \( n \in N(B) \), we have the following.

(a) If \( U \subseteq \Sigma \), then \( tU := \{tm : m \in U\} \subseteq \Sigma \).
(b) If \( U \subseteq \Sigma \), then \( (tU)^{-1} = t^{-1}U^{-1} \).
(c) If \( U, W \in \Sigma^{(2)} \), then \( (tU)sW \in \Sigma^{(2)} \) and \( (tU)(sW) = (ts)(UW) \).
(d) If \( U \subseteq \Sigma \), then \( sU = s(tU) \) and \( r(U) = r(tU) \).
(e) If \( tU \subseteq N(B) \) with \( tU = sW \), then \( t = s \) and \( U = W \).

Proof. For part (a), notice that \( tU \subseteq N(B) \) by Lemma 2.16(a). We first show that \( tU \) is a filter. Fix \( tm, tn \in tU \). Since \( U \) is a filter, there exists \( k \in U \) such that \( k \leq m \) and \( k \leq n \). Then \( t(k) \in tU \), and Lemma 2.16(b) implies that \( tk \leq tm \) and \( tk \leq tn \). Next suppose that \( p \in N(B) \) and that there exists \( tm \in tU \) with \( tm \leq p \). Then \( m \leq t^{-1}p \) by Lemma 2.16(b) again. Again using that \( U \) is a filter, we have \( t^{-1}p \in U \), and hence \( p = tt^{-1}p \in tU \). Also, \( 0 \notin tU \), for otherwise \( 0 = t^{-1}0 \in U \). Hence \( tU \) is a filter.

To see that \( tU \) is an ultrafilter, suppose that \( tU \subseteq W \), where \( W \) is a filter. Then \( U \subseteq t^{-1}W \). Since \( U \) is an ultrafilter and \( t^{-1}W \) is a filter by our previous argument, \( U = t^{-1}W \), and hence \( tU = W \).
For part (b), Lemma 2.16(a) implies that
\[(tU)^{-1} = \{(tm)': m \in U\} = \{t^{-1}m': m \in U\} = t^{-1}U^{-1}.\]

For part (c), fix \((U, W) \in \Sigma^{(2)}\). We begin by verifying that \(tU\) and \(sW\) are composable. Suppose that \(m \in tU\) and \(n \in sW\). Then \(m = tm'\) with \(m' \in U\) and \(n = sn'\) with \(n' \in W\). Since \((U, W) \in \Sigma^{(2)}\), we have that \(m'n' \neq 0\). Therefore, \(mn = (ts)m'n' \neq 0\) since \(ts \in R^x\). Thus \((tU, sW) \in \Sigma^{(2)}\). Since \((ts)(UW)\) is an ultrafilter by part (a), it suffices to show that \((ts)(UW) \subseteq (tU)(sW)\). Fix \(k \in (ts)(UW)\). Then there exists \(m \in UW\) such that \(k = (ts)m\). Therefore, there exist \(n \in U\) and \(p \in W\) such that \(np \leq m\), and so \((tn)(sp) = (ts)(np) \leq (ts)m = k\). Hence \(k \in (tU)(sW)\), and so \((tU)(sW) = (ts)(UW)\).

Item (d) follows easily from parts (b) and (c).

For part (e), the containment \(\mathcal{V}_n \subseteq \mathcal{V}_{tn}\) follows from part (a). For the reverse containment, fix \(W \in \mathcal{V}_n\). Then \(tn \in W \in \Sigma\), and hence \(n \in t^{-1}W \in \Sigma\) by part (a). So \(t^{-1}W \in \mathcal{V}_n\), and \(W = t(t^{-1}W) \in t\mathcal{V}_n\).

For part (f), we prove the contrapositive. For this, suppose that \(U \in \mathcal{V}_{tn} \cap \mathcal{V}_n\). Then \(n \neq 0\) and \(tn, n \in U\), and so there exists \(m \in U\) such that \(0 \neq m \leq tn, n\). Thus \(0 \neq mmn' \leq tnn'\), and so \(t = 1\) by Lemma 2.17(b).

For part (g), suppose that \(U, W \in \Sigma^{(0)}\) satisfy \(tU = sW\). Then \(U = (t^{-1}s)W\), and so it suffices to show that \(t^{-1}s = 1\). For this, fix \(e_1, e_2 \in I(B)\) with \(e_1 \in U\) and \(e_2 \in W\). Then \(t^{-1}se_2 \in U\), and so there exists \(f \in U\) such that \(0 \neq f \leq e_1, t^{-1}se_2\). Now by Lemma 2.17(a), we have \(f \in I(B)\), and so Lemma 2.17(b) implies that \(t^{-1}s = 1\).

5.2. The groupoid \(G\). Let \(A\) be an \(R\)-algebra, and let \(B\) be a commutative subalgebra of \(A\) satisfying condition (WT) and satisfying property (i) of Definition 3.3. We define a relation \(\simeq\) on \(\Sigma\), the groupoid of ultrafilters of the inverse semigroup \(N(B)\), by

\[U \simeq W \iff \text{there exists } t \in R^x \text{ such that } U = tW.\]  
(5.1)

Then \(\simeq\) is an equivalence relation. We define \(G\) to be the quotient \(\Sigma/\simeq\) endowed with the quotient topology, and we denote the corresponding quotient map by \(q: \Sigma \to G\). In the following lemma we show that \(G\) is a groupoid that inherits its structure from \(\Sigma\).

Lemma 5.4. Suppose that \(A\) is an \(R\)-algebra, and that \(B \subseteq A\) is a commutative subalgebra satisfying condition (WT) and satisfying property (i) of Definition 3.3. Let \(\Sigma\) be the groupoid of ultrafilters of \(N(B)\), and let \(q: \Sigma \to G\) be the quotient map defined above.

(a) The quotient \(G = \{q(U) : U \in \Sigma\}\) is a groupoid with inversion given by \(q(U)^{-1} := q(U^{-1})\), composable pairs \(G^{(2)} := \{(q(U), q(W)) : (U, W) \in \Sigma^{(2)}\}\), and composition given by \(q(U)q(W) := q(UW)\) for all \((U, W) \in \Sigma^{(2)}\). We have \(s(q(U)) = q(s(U))\) and \(r(q(U)) = q(r(U))\) for all \(U \in \Sigma\), and so \(G^{(0)} = q(\Sigma^{(0)})\).

(b) The quotient map \(q: \Sigma \to G\) is a groupoid homomorphism.

(c) The quotient map restricts to a bijection \(q|_{\Sigma^{(0)}}: \Sigma^{(0)} \to G^{(0)}\).

Proof. For part (a), note that Lemma 5.3(b) implies that the inverse is well-defined. Composability and the product are well-defined by Lemma 5.3(c). The remainder of the groupoid structure comes from the groupoid structure of \(\Sigma\), and part (b) follows as well. For part (c), first note that \(q(\Sigma^{(0)}) = G^{(0)}\) by part (a). Injectivity of \(q|_{\Sigma^{(0)}}\) follows from Lemma 5.3(g) with \(t = 1\).

Lemma 5.5. Suppose that \(A\) is an \(R\)-algebra, and that \(B \subseteq A\) is a commutative subalgebra satisfying condition (WT) and satisfying property (i) of Definition 3.3. Let \(\Sigma\) be the groupoid of ultrafilters of \(N(B)\), and let \(q: \Sigma \to G\) be the quotient map defined above.

(a) The collection \(\{\mathcal{V}_n : n \in N(B)\}\) forms a basis of compact open bisections for the topology on \(\Sigma\). In particular, \(\Sigma\) is an ample groupoid.
Proof. For part (a), to see that $\Sigma$ is ample, we show that it is open, it suffices to show that $q$ is open subset $\{V_n : n \in N(B)\}$ restricts to a homeomorphism of unit spaces follows from Lemma 5.4(c).

For part (b), since $G$ is endowed with the quotient topology by definition, to see that $q$ is open, it suffices to show that $q^{-1}(q(V_n))$ is open in $\Sigma$ for any $n \in N(B)$. Using Lemma 5.3(e) for the last equality, we calculate

$$q^{-1}(q(V_n)) = \{tU : t \in R^\times \text{ and } U \in V_n\} = \bigcup_{t \in R^\times} tV_n = \bigcup_{t \in R^\times} V_{nt},$$

which is open in $\Sigma$. That $q$ restricts to a homeomorphism of unit spaces follows from Lemma 5.4(c).

For part (c), compactness of each $q(V_n)$ follows from part (a), because $q$ is continuous. Since $\{V_n : n \in N(B)\}$ is a basis for $\Sigma$ and $q$ is surjective, the collection $\{q(V_n) : n \in N(B)\}$ covers $G$. Part (b) shows that each $q(V_n)$ is open in $G$. So to see that $\{q(V_n) : n \in N(B)\}$ is a basis for the quotient topology, it suffices to show that for each open subset $O$ of $G$ and each element $q(U) \in O$, there exists $n \in N(B)$ such that $q(U) \subseteq q(V_n) \subseteq O$.

Since $O$ is open in the quotient topology on $G$, $q^{-1}(O)$ is open in $\Sigma$. Since $U \in q^{-1}(O)$ and $\{V_n : n \in N(B)\}$ is a basis for $\Sigma$, there exists $n \in N(B)$ such that $q(U) \subseteq q(V_n) \subseteq O$, and so $\{q(V_n) : n \in N(B)\}$ is a basis. To see that the sets $q(V_n)$ are open bisections, we need to show that the source and range maps are injective on each $q(V_n)$. But this follows from parts (a) and (c) of Lemma 5.4, since $V_n$ is an open bisection. Now [9, Proposition 6.6] implies that $G$ is a topological groupoid, and hence $G$ is ample.

\[\square\]

5.3. The twist of an algebraic quasi-Cartan pair. The main theorem of this section is that if $(A, B)$ is an algebraic quasi-Cartan pair, then $(\Sigma, i, q)$ is a discrete $R$-twist over $G$, and $G$ is Hausdorff.

Theorem 5.6. Suppose that $A$ is an $R$-algebra, and that $B \subseteq A$ is a commutative subalgebra satisfying condition (WT) and satisfying properties (i) and (ii) of Definition 3.3. Let $\Sigma$ be the groupoid of ultrafilters of $N(B)$, let $G$ be the quotient of $\Sigma$ by the equivalence relation given in equation (5.1), and let $q : \Sigma \rightarrow G$ be the quotient map. Define $i : G^{(0)} \times R^\times \rightarrow \Sigma$ by $i(q(U), t) = tU$ for $U \in \Sigma^{(0)}$ and $t \in R^\times$. Then the sequence

$$G^{(0)} \times R^\times \xrightarrow{i} \Sigma \xrightarrow{q} G$$

is a discrete $R$-twist over $G$. If $(A, B)$ is an algebraic quasi-Cartan pair, then $G$ is Hausdorff.

Since $B$ is without torsion as in condition (WT), [30, Théorème 1] shows that there is an isomorphism $\phi : B \rightarrow A_R(\Sigma^{(0)})$ that satisfies

$$\phi(e) = 1_{V_e} \text{ for all } e \in I(B).$$

In [30, Théorème 1], Keimel asks that $B$ and $R$ satisfy the stronger property that if $tb = 0$ with $t \in R$ and $b \in B \setminus \{0\}$, then $t = 0$. But the only time this property is used in the proof is in [30, 2.13], when, in fact, $b \in I(B)$. Moreover, in the proof of [30, Corollaire 3], Keimel implicitly uses that condition (WT) is strong enough to obtain the
result (and the corollary is, in fact, formally equivalent to the theorem holding under the weaker hypothesis (WT)).

To start the proof of Theorem 5.6, we show that if \((A, B)\) is an algebraic quasi-Cartan pair then \(G\) is Hausdorff (see Proposition 5.10). For this, we need the following lemma.

**Lemma 5.7.** Suppose that \((A, B)\) is an algebraic quasi-Cartan pair. If \(n \in N(B) \cap B\), then \(n^1 \in B\), and \(\phi(n)(U) \in R^x \cup \{0\}\) for all \(U \in \Sigma^{(0)}\).

**Proof.** Suppose that \(n \in N(B) \cap B\). Then
\[
n^1 = n^1 nn^1 = P(n^1)n^1 = P(n^1nn^1) = P(n^1) \in B,
\]
proving the first statement. Since \(n^1n\) is an idempotent element of \(B\) and is a right identity for \(n\), and since \(R\) is indecomposable, we have \(\phi(n^1) = 1_W\) for some compact open set \(W\) containing the support of \(\phi(n)\). Since \(\phi\) is multiplicative, we deduce that \(\phi(n^1)(U) \phi(n)(U) = 1\) for all \(U \in \text{supp}(\phi(n))\), and so each \(\phi(n^1)(U)\) is an inverse for \(\phi(n)(U)\) (because \(R\) is commutative).

The following consequence of Lemma 5.7 is used frequently, often without comment.

**Corollary 5.8.** Suppose that \((A, B)\) is an algebraic quasi-Cartan pair. Let \(n \in N(B) \cap B\), and suppose that \(n = \sum_{i=1}^k t_i e_i\), where \(e_1, \ldots, e_k\) are mutually orthogonal idempotents and \(t_1, \ldots, t_k \in R \setminus \{0\}\). Then \(t_i \in R^x\) for each \(i \in \{1, \ldots, k\}\).

**Proof.** Choose an ultrafilter \(W \in \mathcal{V}_{e_i}\). Then \(e_j \in W\) if and only if \(j = i\), and so \(\phi(n)(W) = t_i \in R^x\) by Lemma 5.7.

**Remark 5.9.** If \((A, B)\) is an algebraic quasi-Cartan pair, then since \(B = \text{span}(I(B))\), every \(n \in B\) can be expressed in the form \(n = \sum_{i=1}^k t_i e_i\), where \(e_1, \ldots, e_k \in I(B)\) are mutually orthogonal idempotents and \(t_1, \ldots, t_k \in R\). It follows (using Corollary 5.8) that \(n \in N(B) \cap B\) if and only if \(t_1, \ldots, t_k \in R^x \cup \{0\}\). Thus
\[
N(B) \cap B = \{b \in B : \phi(b)(U) \in R^x \cup \{0\}\} \text{ for all } U \in \Sigma^{(0)}.
\]

**Proposition 5.10.** Suppose that \((A, B)\) is an algebraic quasi-Cartan pair. Then \(G\) is Hausdorff.

**Proof.** It suffices by [54, Lemma 8.3.2] to prove that \(G^{(0)}\) is closed. Since \(q\) is a quotient map, it suffices to show that \(q^{-1}(G \setminus G^{(0)})\) is open. This set consists of all ultrafilters \(U\) of \(N(B)\) such that \(U\) contains no elements of the form \(te\) with \(e \in I(B)\) and \(t \in R^x\). Let \(U\) be such an ultrafilter, and fix \(n \in U\). By (AQP), there exists \(f \in I(B)\) such that \(P(n) = nf = fn \in N(B) \cap B\). Take mutually orthogonal idempotents \(e_1, \ldots, e_k \in I(B)\) and coefficients \(t_1, \ldots, t_k \in R \setminus \{0\}\) such that \(nf = P(n) = \sum_{i=1}^k t_i e_i\), and note that \(t_i \in R^x\) for each \(i \in \{1, \ldots, k\}\), by Corollary 5.8. Also, \(nfe_i = t_i e_i\) for all \(i \in \{1, \ldots, k\}\), and so \(nf = \sum_{i=1}^k nfe_i\).

Note that \(n - nf \in N(B)\) by Lemma 2.17(e). Thus, since \(n = n(n^1n - n^1nf) + nf\), we deduce that either \(nf \in U\) or \(n(n^1n - n^1nf) = n - nf \in U\) by Lemma 5.2. But if \(nf \in U\), then since \(nf = \sum_{i=1}^k nfe_i\), we must have \(t_i e_i = nfe_i \in U\) for some \(i \in \{1, \ldots, k\}\) by Lemma 5.2, which is a contradiction to our hypothesis on \(U\). Thus we must have \(n - nf \in U\), and so \(U \in \mathcal{V}_{n-nf}\).

We claim that if \(V \in \mathcal{V}_{n-nf}\), then \(V \notin q^{-1}(G^{(0)})\). To see this, suppose for contradiction that \(tg \in V\) for some \(t \in R^x\) and \(g \in I(B)\). Then \(tg\) and \(n - nf\) have a common lower bound \(m\) in \(V\), and so \(t^{-1}m \leq g\). Hence \(t^{-1}m \in I(B)\) by Lemma 2.17(a), and so \(m = th\) for some idempotent \(h \in I(B)\). Since \(th = m \leq n - nf \leq n\), we have that \(th = th t^{-1}hn = hn\). So
\[
th = P(th) = P(hn) = hP(n) = hn f = th f.
\]
But then $m = th = thf \leq (n - nf)f = 0$, and so $m = 0$, which contradicts $m \in V$. Thus $V \notin \varphi^{-1}(G^{(0)})$, as required. We conclude that $q^{-1}(G \setminus G^{(0)})$ is open and hence $G^{(0)}$ is closed, whence $G$ is Hausdorff.

Proof of Theorem 5.6. Lemma 5.4(b) shows that $q$ is a groupoid homomorphism. It is continuous and surjective by definition. By Lemma 5.5(b), $q$ restricts to a homeomorphism of unit spaces. In what follows, we identify $G^{(0)}$ with $\Sigma^{(0)}$ for cleaner notation.

To see that $i$ is a groupoid homomorphism, fix a composable pair $((U, t), (U, s)) \in (G^{(0)} \times R^\times)^{(2)}$, where $U \in \Sigma^{(0)}$. Then

$$i((U, t)(U, s)) = i(U, ts) = tsU = tsUU.$$

An application of Lemma 5.3(c) shows that this is equal to $tUsU = i(U, t)i(U, s)$, and hence $i$ is a groupoid homomorphism.

To see that $i$ is continuous, fix a basic open set $V_n \subseteq \Sigma$. Then

$$i^{-1}(V_n) = \{(U, t) \in \Sigma^{(0)} \times R^\times : tU \in V_n\} = \{(U, t) \in \Sigma^{(0)} \times R^\times : U \in V_{t^{-1}n}\} \text{ by Lemma 5.3(e)} = \bigcup_{t \in R^\times} (V_{t^{-1}n} \cap \Sigma^{(0)}) \times \{t\}.$$

Since $V_{t^{-1}n} \cap \Sigma^{(0)}$ is open in $\Sigma^{(0)} \cong G^{(0)}$, we deduce that $i^{-1}(V_n)$ is open in $G^{(0)} \times R^\times$.

Lemma 5.3(g) shows that $i$ is injective, and clearly $i(G^{(0)} \times \{1\}) = \Sigma^{(0)}$. For the exactness condition $(DT1)$, fix $U \in G^{(0)}$, and note that

$$i(U) \times R^\times = \{tU : t \in R^\times\} = q^{-1}(U).$$

We next check condition $(DT3)$, which requires that the image of $i$ is central in $\Sigma$. Fix $U \in \Sigma$ and $t \in R^\times$. Then we have

$$i(r(U), t)U = t(UU^{-1})U = tU = U(t(U^{-1}U)) = Ui(s(U), t)$$

by Lemma 5.3(c).

We use the implication $(4) \implies (1)$ of Proposition 2.2 to complete the proof that the sequence satisfies $(DT1)$–$(DT3)$ (and hence is a discrete $R$-twist). We have that $\Sigma$ is ample and that the map $q$ is open by parts (a) and (b) of Lemma 5.5. We show that $i$ is open. Fix a basic open set $V_e \times \{t\}$ with $e \in I(B)$ and $t \in R^\times$. Then, using Lemma 5.3(e) for the last equality, we see that

$$i(V_e \times \{t\}) = tV_e = V_{te}.$$

Thus $i$ is an open map, as required.

The final statement now follows by Proposition 5.10.

6. The isomorphism $A \cong A_R(G; \Sigma)$

Let $(A, B)$ be an algebraic quasi-Cartan pair and let $\Sigma$ be the groupoid of ultrafilters of $N(B)$. Let $C(\Sigma, R)$ denote the $R$-module of continuous (or equivalently, locally constant) functions from $\Sigma$ to $R$ with pointwise operations. In this section we build a map from $A$ to $C(\Sigma, R)$ using both the faithful conditional expectation $P : A \to B$ that is implemented by idempotents and the isomorphism $\phi : B \to A_R(\Sigma^{(0)})$ from equation (5.2) that satisfies $\phi(e) = 1_{V_e}$ for all $e \in I(B)$. We prove that this map is in fact an isomorphism of $A$ onto the twisted Steinberg algebra $A_R(G; \Sigma)$.
Proposition 6.1. Suppose that \((A, B)\) is an algebraic quasi-Cartan pair, and let \(G\) and \(\Sigma\) be the groupoids constructed in Section 5. Let \(\phi : B \to A_R(\Sigma^{(0)})\) be the isomorphism from equation (5.2) that satisfies \(\phi(e) = 1_{V_e}\) for all \(e \in I(B)\). For each \(a \in A\), there is a function \(\hat{a} : \Sigma \to R\) such that for any ultrafilter \(U \in \Sigma\) and any \(n \in U\),
\[
\hat{a}(U) = \phi(P(n^t a))(s(U)).
\]
Furthermore,
\begin{enumerate}
\item \(\hat{a}\) is continuous;
\item the map \(a \mapsto \hat{a}\) from \(A\) to \(C(\Sigma, R)\) is \(R\)-linear;
\item the map \(a \mapsto \hat{a}\) from \(A\) to \(C(\Sigma, R)\) is injective;
\item \(\hat{a}(tU) = t^{-1}\hat{a}(U)\) for every \(t \in \mathbb{R}^\times\) and \(U \in \Sigma\);
\item for \(b \in B\), we have \(\hat{b}|_{\Sigma^{(0)}} = \phi(b)\), and \(\text{supp}(\hat{b}) \subseteq \iota(G^{(0)} \times \mathbb{R}^\times)\).
\end{enumerate}

Proof. To see that there exists a (well-defined) function \(\hat{a}\) satisfying the given formula, we must show that \(\phi(P(n^t a))(s(U))\) is independent of the choice of \(n \in U\). So fix \(a \in A\), \(U \in \Sigma\), and \(n, m \in U\). We must show that
\[
\phi(P(n^t a))(s(U)) - \phi(P(m^t a))(s(U)) = 0.
\]
Observe that if \(m, n \in U\), then there exists \(k \in U\) such that \(k \leq m, n\), whence \(k^t \leq m^t, n^t\). So
\[
k^t km^t = k^t = k^t kn^t,
\]
and moreover,
\[
\phi(k^t k)(s(U)) = 1_{V_{km^t}}(U^{-1} U) = 1.
\]
Now, using that \(\phi\) is multiplicative and that \(P\) is a conditional expectation, we compute
\[
\phi(P(n^t a))(s(U)) - \phi(P(m^t a))(s(U)) = \phi(k^t k)(s(U)) \phi(P(n^t a - m^t a))(s(U))
\]
\[
= \phi(P(k^t km^t a - k^t km^t a))(s(U))
\]
\[
= \phi(P(k^t a - k^t a))(s(U))
\]
\[
= 0.
\]

For part (a), fix \(a \in A\). We show that \(\hat{a}\) is locally constant. Let \(U \in \Sigma\) and choose \(n \in U\). The function \(\phi(P(n^t a)) \in A_R(\Sigma^{(0)})\) is locally constant, and so there is an idempotent \(e \in s(U)\) such that for each ultrafilter \(W \in \Sigma^{(0)}\) containing \(e\), we have \(\phi(P(n^t a))(W) = \Phi(P(n^t a))(s(U))\). Let \(m \in U\) with \(m^t m \leq e\). Then \(m\) and \(n\) have a common lower bound \(k \in U\), and hence \(k^t k \leq m^t m \leq e\). Thus \(k = nk^t k \leq ne\). So \(ne \in U\), and hence \(\mathcal{V}_{ne}\) is an open neighbourhood of \(U\). If \(V \in \mathcal{V}_{ne}\), then \(n \in V\), because \(ne \leq n\) (by Lemma 2.17(d)), and \(e \in s(V)\) because \((ne)^t ne = en^t ne \leq e\). Therefore,
\[
\hat{a}(V) = \phi(P(n^t a))(s(V)) = \phi(P(n^t a))(s(U)) = \hat{a}(U),
\]
by the choice of \(e\). Thus \(\hat{a}\) is locally constant, and hence is continuous.

Part (b) follows from the \(R\)-linearity of \(P\) and \(\phi\).

For part (c), suppose that \(\hat{a} = 0\). Then \(\hat{a}(U) = 0\) for all \(U \in \Sigma\). We claim that \(\phi(P(na)) = 0\) for all \(n \in N(B)\). Fix \(n \in N(B)\) and \(U \in \Sigma^{(0)}\). We show that \(\phi(P(na))(U) = 0\) by considering two cases. First, suppose that \(nn^t \in U\). Then
\[
U \in \mathcal{V}_{nn^t} = \mathcal{V}_n \mathcal{V}_{n^t} = s(\mathcal{V}_{n^t}),
\]
and so we can find an ultrafilter \(W \in \mathcal{V}_{n^t}\) such that \(s(W) = U\). We then have
\[
\phi(P(na))(U) = \phi(P(na))(s(W)) = \hat{a}(W) = 0.
\]
For the second case, suppose that \( nn^\dagger \notin U \). Then \( U \notin \mathcal{V}_{nn^\dagger} \), and since \( P \) is a conditional expectation, we have
\[
\phi(P(na))(U) = \phi(P(nn^\dagger na))(U) = \phi(nn^\dagger)(U) \phi(P(na))(U) = 1_{\mathcal{V}_{nn^\dagger}}(U) \phi(P(na))(U) = 0,
\]
as claimed. Since \( \phi \) is injective, we deduce that \( P(na) = 0 \) for all \( n \in N(B) \). Now, since \( P \) is faithful (property (iv) of Definition 3.3), we deduce that \( a = 0 \).

For part (d), fix \( U \in \Sigma \) and \( t \in R^\times \). Then \( s(U) = s(tU) \) by Lemma 5.3(d). Let \( n \in U \). Then \( tn \in tU \) and \( (tn)^\dagger = t^{-1}n^\dagger \) by Lemma 2.16(a). Therefore,
\[
\hat{a}(tU) = \phi(P((tn)^\dagger a))(s(tU)) = \phi(P(t^{-1}n^\dagger a))(s(U)) = t^{-1}\phi(P(n^\dagger a))(s(U)) = t^{-1}\hat{a}(U),
\]
as required.

Finally, we show that \( \hat{a}(U) \) is faithful (property (iv) of Definition 3.3), we deduce that \( P \) is faithful (property (iv) of Definition 3.3), we deduce that \( a = 0 \).

For part (e), fix \( b \in B \) and \( U \in \Sigma^{(0)} \) with \( e \in U \cap I(B) \), and note that \( e = e^\dagger \). Then
\[
\hat{b}(U) = \phi(P(eb))(s(U)) = \phi(eb)(U) = \phi(e)(U)\phi(b)(U) = 1_{\mathcal{V}_e}(U)\phi(b)(U) = \phi(b)(U).
\]

We now prove that if \((A,B)\) is an algebraic quasi-Cartan pair, and \( \Sigma \) is as constructed in Section 5, then there is an isomorphism of \( A \) onto \( A_R(G;\Sigma) \) that carries \( B \) to the canonical subalgebra isomorphic to \( A_R(\Sigma^{(0)}) \). We need the following technical lemma.

In what follows, we write \( \hat{P}(a) := \overline{P(a)} \) for each \( a \in A \), where \( a \mapsto \hat{a} : A \to C(\Sigma, R) \) is the map from Proposition 6.1.
**Lemma 6.2.** Let $R$ be an indecomposable commutative ring. Suppose that $(A,B)$ is an algebraic quasi-Cartan pair with faithful conditional expectation $\hat{P}: A \to B$ implemented by idempotents. Let $G$ and $\Sigma$ be the groupoids constructed in Section 5. Let $m,n \in N(B)$ and $U \in \Sigma^{(0)}$. If $\hat{P}(mn)(U) \neq 0$, then there exists $f \in U \cap I(B)$ such that $f_{mn} = mnf = \hat{P}(mn)(U)f \in B$.

Proof. Suppose that $\hat{P}(mn)(U) \neq 0$. Then $P(mn) \neq 0$ by Proposition 6.1(b), and since $P$ is implemented by idempotents, there exists $e_0 \in I(B)$ such that $e_0mn = mne_0 = P(mn)$. Since $P(mn) \in B$, Proposition 6.1(e) implies that

$$0 \neq \hat{P}(mn)(U) = \phi(P(mn))(U) = \phi(mmn^1mne_0^2)(U)$$

$$= \phi(mm^1\phi(mne_0)(U)\phi(e_0)(U)) = 1_{V_{mn^1}}(U) \phi(mne_0)(U) 1_{V_{e_0}}(U),$$

and so $mm^1, e_0 \in U$. Hence $e := e_0mm^1 \in U \cap I(B)$ satisfies

$$e_{mn} = e_0mm^1e = eP(mn)e = mne_0e = mne. \quad (6.1)$$

Since $eP(mn) \in B$, there is a finite set $F \subseteq I(B)$ of mutually orthogonal idempotents and nonzero coefficients $r_f \in R$ such that $eP(mn) = \sum_{f \in F} r_f \hat{f}$; without loss of generality we may assume that $f \leq e$ for each $f \in F$. Thus, using Proposition 6.1(e) and equation (5.2), we see that

$$0 \neq \hat{P}(mn)(U) = \hat{c}(U)\hat{P}(mn)(U) = \sum_{f \in F} r_f\hat{f} = \sum_{f \in F} r_f1_{V_f}(U).$$

Hence we deduce that $U \in \bigcup_{f \in F} V_f$. But the mutual orthogonality of the idempotents in $F$ implies that the $V_f$ are pairwise disjoint, and so there is a unique $f \in F \cap U$. Therefore, $r_f = \hat{P}(mn)(U)$. Since $f \leq e$, a similar argument to the one used in equation (6.1) shows that $f$ commutes with $mn$, and $f_{mn} = femn = fP(mn) = r_f f = \hat{P}(mn)(U)f \in B$. \qed

**Lemma 6.3.** Let $(A,B)$ be an algebraic quasi-Cartan pair, and let $G$ and $\Sigma$ be the groupoids constructed in Section 5. Then for $n \in N(B)$ and $U \in \Sigma$, we have

$$\hat{n}(U) = \begin{cases} t^{-1} & \text{if } U \in V_{tn} \text{ for some } t \in R^\times \\ 0 & \text{otherwise.} \end{cases}$$

In particular, $\hat{n}$ is equal to the function $\hat{1}_{V_n} \in A_R(G; \Sigma)$ of Lemma 2.7.

Proof. For the first case, suppose that $U \in V_{tn}$ for some $t \in R^\times$, and let $\phi: B \to A_R(\Sigma^{(0)})$ be the isomorphism of equation (5.2) that satisfies $\phi(e) = 1_{V_e}$ for all $e \in I(B)$. Then $(tn)^1 = t^{-1}n^1$ by Lemma 2.16(a), and so $n^1n = (tn)^1tn \in s(U)$. Therefore, we have

$$\hat{n}(U) = \phi(P(t^{-1}n^1n)(s(U))) = \phi(t^{-1}n^1n)(s(U)) = t^{-1}\phi(n^1n)(s(U)) = t^{-1}.$$

For the second case, we prove the contrapositive. Suppose that $\hat{n}(U) \neq 0$, and fix $m \in U$. Then by Proposition 6.1(e) and the definition of $\hat{n}$, we have

$$\hat{P}(m^1n)(s(U)) = \phi(P(m^1n)(s(U))) = \hat{n}(U) \neq 0.$$

Hence Lemma 6.2 shows that there exists an idempotent $f \in s(U)$ such that $fm^1n = m^1nf = \hat{n}(U)f$. Since $\hat{n}(U)f = fm^1n \in N(B) \cap B$, Lemma 5.7 implies that $t := \hat{n}(U)$ belongs to $R^\times$. Since $f \in s(U)$ and $m \in U$, we have $mf \in U$. Note that $t(mf) = m(tf) = mm^1nf \leq n$ by Lemma 2.17(d). Thus $mf \leq t^{-1}n$ by Lemma 2.16(b), and so $t^{-1}n \in U$. That is, $U \in V_{t^{-1}n}$, as required. \qed

For the surjectivity in the main theorem (Theorem 6.6), we need to know that each element of $A_R(G; \Sigma)$ can be written as a finite sum of elements of the form $\hat{n}$ (where $t \in R$ and $n \in N(B)$); we do this in the following two results, the first of which is standard.
Lemma 6.4. Let $H$ be an ample groupoid and let $D$ be a compact open bisection of $H$. Let $\mathcal{B}$ be an inverse semigroup of compact open bisections that form a basis for $H$ and whose idempotents are closed under relative complement and disjoint union. Then $D$ can be expressed as a finite disjoint union of elements of $\mathcal{B}$.

Proof. Since $\mathcal{B}$ is a basis and $D$ is compact, we can certainly write $D = \bigcup_{i=1}^N B_i$ with $B_i \in \mathcal{B}$. Put $B'_i = B_i$. Assume inductively that we have found $B'_1, \ldots, B'_r \in \mathcal{B}$ pairwise disjoint with $\bigcup_{i=1}^r B_i = \bigcup_{j=1}^n B'_j$ for $1 \leq j < n$. Then put $B'_{j+1} = B_{j+1} \setminus \bigcup_{i=1}^n s(B'_i)$. By assumption on $\mathcal{B}$, we have that $B'_{j+1} \in \mathcal{B}$ as $B'_1, B'_2 \subseteq D$ disjoint implies that $s(B'_1)$ and $s(B'_2)$ are disjoint because $D$ is a bisection. Note that $B'_{j+1}$ is disjoint from $B'_1, \ldots, B'_j$ by construction.

Since $B'_{j+1} \subseteq B_{j+1}$, by the inductive assumption it suffices to show that $B_{j+1} \subseteq \bigcup_{i=1}^{j+1} B'_i$. Fix $\gamma \in B_{j+1}$. If $s(\gamma) \notin s(B'_1) \cup \cdots \cup s(B'_j)$, then trivially $\gamma \in B'_{j+1}$. If $s(\gamma) \in s(B'_i)$ for some $i \in \{1, \ldots, j\}$, then since $B'_i, B_{j+1} \subseteq D$ and $D$ is a bisection, we must have that $\gamma \in B'_i$. This completes the proof.

Proposition 6.5. Let $(A, B)$ be an algebraic quasi-Cartan pair, and let $G$ and $\Sigma$ be the groupoids constructed in Section 5. For any $f \in A_R(G; \Sigma)$, there exist $n_1, \ldots, n_M \in N(B)$ and $t_1, \ldots, t_M \in R$ such that

$$ f = \sum_{j=1}^M t_j \tilde{n}_j. $$

Proof. By Proposition 2.8, it suffices to prove the claim for $f = \hat{1}_D$, where $D$ is a compact open bisection of $\Sigma$. The collection $\mathcal{B} = \{\mathcal{V}_n : n \in N(B)\}$ is a basis of compact open bisections forming a basis for the topology on $\Sigma$. Moreover, if $e, f \in I(B)$, then $\mathcal{V}_e \setminus \mathcal{V}_f = \mathcal{V}_{e-f}$, and $\mathcal{V}_{e} \cap \mathcal{V}_f = \emptyset$ if and only if $e-f = 0$, in which case, $\mathcal{V}_e \cup \mathcal{V}_f = \mathcal{V}_{e+f}$, by Stone duality applied to $I(B)$. Thus, by Lemma 6.4, we can express $D$ as a finite disjoint union of basic compact open sets, say, $D = \bigcup_{j=1}^M \mathcal{V}_{n_j}$. Then $g := \sum_{j=1}^M \tilde{n}_j$ is an element of $A_R(G; \Sigma)$ satisfying $\text{supp}(g) \subseteq \mathcal{V}^c \cdot D$ and $g|_D \equiv 1$, by Lemma 5.3(e) and Lemma 6.3. Therefore, Lemma 2.7 gives $g = \hat{1}_D$.

Theorem 6.6. Suppose that $(A, B)$ is an algebraic quasi-Cartan pair. Let $G$ and $\Sigma$ be the groupoids constructed in Section 5. Then the map $\varphi : a \mapsto \hat{a}$ from $A$ to $C(\Sigma, R)$ defined in Proposition 6.1 is an isomorphism of $A$ onto $A_R(G; \Sigma)$ that takes $B$ to $A_R(G(0); q^{-1}(G(0)))$, which is isomorphic to $A_R(G(0))$, and hence also to $A_R(G(0))$.

Proof. We begin by showing that $\hat{a} \in A_R(G; \Sigma)$ for each $a \in A$. If $n \in N(B)$, then $\hat{n} \in A_R(G; \Sigma)$ by Lemma 6.3. Since each $a \in A$ can be expressed as an $R$-linear combination of elements of $N(B)$ (by property (iii) of Definition 3.3), it follows that $\hat{a} \in A_R(G; \Sigma)$, because $\varphi$ is $R$-linear by Proposition 6.1(b).

Proposition 6.1 implies that $\varphi$ is an injective $R$-linear map, and Proposition 6.5 implies that $\varphi$ is surjective.

To complete the proof that $\varphi$ is an isomorphism, we must show that $\hat{a} \cdot \hat{a}' = \hat{a} * \hat{a}'$ for all $a, a' \in A$. Since $A$ is the $R$-linear span of $N(B)$, it suffices to prove this for $a = n, a' = m \in N(B)$. But this follows from Lemma 6.3 and Corollary 2.10, since $\mathcal{V}_n \mathcal{V}_m = \mathcal{V}_{nm}$.

Finally, we check the statement about $B$. If $e \in I(B)$, then $\varphi(e) = \hat{e} = \hat{1}_{\mathcal{V}_e}$ by Lemma 6.3. Since $I(B)$ spans $B$ and $\{1_{\mathcal{V}_e} : e \in I(B)\}$ spans $A_R(G(0); q^{-1}(G(0)))$ (by Proposition 6.11), it follows that $\varphi$ carries $B$ isomorphically to $A_R(G(0); q^{-1}(G(0)))$, completing the proof.

Corollary 6.7. Suppose that $(A, B)$ is an algebraic quasi-Cartan pair. Then the discrete $R$-twist $(\Sigma, i, q)$ of Theorem 5.6 satisfies the local bisection hypothesis.
Lemma 7.2. Let \( \phi \) be spanned by \( \sigma \). Suppose that \( \phi \) satisfies \( \phi(\sigma) = 1_{\mathcal{V}} \), for all \( \sigma \in I(B) \). We claim that \( \phi(\sigma) = 1_{\mathcal{V}} \) if and only if \( \phi \) is effective, and\( \phi(\sigma) = 1_{\mathcal{V}} \) if and only if \( \phi \) is principal.

The proof will follow easily once we establish the following two lemmas.

Proposition 7.1. Suppose that \((A, B)\) is an algebraic quasi-Cartan pair. Then

(a) \((A, B)\) is an algebraic Cartan pair if and only if \( G \) is effective, and

(b) \((A, B)\) is an algebraic diagonal pair if and only if \( G \) is principal.

In this section we describe the properties of the groupoid \( G \) (from the previous section) that identify the algebraic diagonal pairs and the algebraic Cartan pairs amongst all algebraic quasi-Cartan pairs.

Lemma 7.2. Let \((A, B)\) be an algebraic Cartan pair, and let \( n \in N(B) \). Suppose that \( \mathcal{V}_n \subseteq \text{Iso}(\Sigma) \). Then \( n \in B \).

Proof. Let \( P : A \to B \) be the faithful conditional expectation that is implemented by idempotents, and let \( \phi : B \to A_R(\Sigma(0)) \) be the isomorphism from equation (5.2) that satisfies \( \phi(e) = 1_{\mathcal{V}} \), for all \( e \in I(B) \). We claim that \( nb = bn \) for every \( b \in B \). Since \( B \) is spanned by \( I(B) \) (property (ii) of Definition 3.3), it suffices to fix \( e \in I(B) \) and show that \( en = ne \). We show that \( \widehat{ne} = \widehat{en} \); the claim then follows by the injectivity of \( a \mapsto \widehat{a} \) (Proposition 6.1(c)). Fix \( U \subseteq \Sigma \). If \( \widehat{n}(U) = 0 \), then by multiplicativity of \( a \mapsto \widehat{a} \) (Theorem 6.6), we have
\[
\widehat{en}(U) = \widehat{e}(U) \widehat{n}(U) = 0 = \widehat{n}(U) \widehat{e}(U) = \widehat{ne}(U).
\]
So it suffices to consider \( U \in \text{supp}(\widehat{n}) \) is an algebraic diagonal pair if and only if \( G \) is effective, and
\[
\begin{align*}
\widehat{ne}(U) &= \phi(P(m^\dagger ne))(s(U)) \\
&= \phi(P(m^\dagger n))(s(U)) \phi(e)(s(U)) \\
&= \begin{cases} \\
\phi(P(m^\dagger n))(s(U)) & \text{if } e \in s(U) \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]
In the first case, we have \( e \in s(U) = r(U) \). Since \( r(U)U = U \), we have \( en \in U \), and hence
\[
\widehat{en}(U) = \phi(P(em^\dagger n))(s(U)) = \phi(P(em^\dagger n))(s(U)) = \widehat{n}(U) = \widehat{ne}(U).
\]
For the second case, suppose that \( e \notin s(U) = r(U) \). Let \( e_1 := mm^\dagger - emm^\dagger \) and let \( e_2 := emm^\dagger \). These are orthogonal idempotents in \( I(B) \), and \( m = e_1 m + e_2 m \). Therefore, either \( e_1 m = m - em \) or \( e_2 m = em \) belongs to \( U \), by Lemma 5.2. But if \( em \in U \), then since \( em(em^\dagger) = emm^\dagger e \leq e \), we have \( e \in r(U) \), which is a contradiction. So we must have \( m - em \in U \). Let \( k := (m - em)^\dagger \). Then \( k = m^\dagger - m^\dagger/e \) by Lemma 2.17(e), and so \( ke = 0 \). Therefore, \( \widehat{en}(U) = \phi(P(ken))(s(U)) = 0 \), as required. This completes the proof of the claim.

By the claim, \( n \) commutes with all of \( B \). Since \( B \) is a maximal commutative subalgebra, this forces \( n \in B \).

Lemma 7.3. Suppose that \((A, B)\) is an algebraic quasi-Cartan pair. If \( n \in N(B) \cap B \), then \( \mathcal{V}_n \subseteq q^{-1}(G(0)) \).
Proof. The result is trivial if $n = 0$, and so we assume that $n ≠ 0$. By Remark 5.9, there exist mutually orthogonal idempotents $e_1, \ldots, e_k \in I(B)$ and coefficients $t_1, \ldots, t_k \in R^x$ such that $n = \sum_{i=1}^k t_i e_i$. Note that $ne_i = te_i$ for each $i \in \{1, \ldots, k\}$, and so $n = \sum_{i=1}^k ne_i$. Fix $V \in V_n$. Then Lemma 5.2 implies that $ne_i \in V$ for some (unique) $i \in \{1, \ldots, k\}$. Thus $t_i e_i = ne_i \in V$, and so $e_i \in t_i^{-1}V$. Therefore, $t_i^{-1}V \in \Sigma^{(0)}$, and so $V = t_i(t_i^{-1}V) \in R^x \cdot \Sigma^{(0)} = q^{-1}(G(0))$, as required. 

Proof of Proposition 7.1. For part (a), first suppose that $(A, B)$ is an algebraic Cartan pair. Fix an open set $O$ contained in the interior of the isotropy of $G$. Without loss of generality, we may assume that $O = q(V_n)$ for some $n \in N(B)$. Then $V_n$ is contained in the isotropy of $\Sigma$. Lemma 7.2 implies that $n \in B$, and Lemma 7.3 gives $q(V_n) \subseteq G(0)$.

Now suppose that $G$ is effective. Then the algebraic quasi-Cartan pair $(A, B)$ is isomorphic to $(A_R(G; \Sigma), A_R(G(0), q^{-1}(G(0))))$ (by Theorem 6.6), which is an algebraic Cartan pair by Proposition 4.8.

For part (b), first suppose that $(A, B)$ is an algebraic diagonal pair. Fix $U \in \Sigma$ such that $r(U) = s(U)$. We must show that $q(U) \in G(0)$. For this, fix $n \in U$. Since $A$ is spanned by the free normalisers of $B$, we can write $n = n_0 + \sum_{i=1}^k n_i$, where $n_0 \in B$ and each $n_i$ is a normaliser satisfying $n_i^2 = 0$. Since $s(U)$ is an ultrafilter, we can find an idempotent $e \in s(U) = r(U)$ such that for every $i \in \{1, \ldots, k\}$, we have $e \leq n_i^1 n_i$, whenever $n_i^1 n_i \in s(U)$, and $en_i^1 n_i = 0$ whenever $n_i^1 n_i \notin s(U)$. Since $e \in s(U) = r(U)$, we have $\sum_{i=0}^k en_i e = en = e \in U$. If $i \in \{1, \ldots, k\}$ satisfies $n_i^1 n_i \notin s(U)$, then $en_i e = en_i n_i n_i e = 0$; and if $i \in \{1, \ldots, k\}$ satisfies $n_i^1 n_i \in s(U)$, then $e \leq n_i^1 n_i$, and so $en_i e = e(n_i^1 n_i)(n_i e) = 0$ as well. So we obtain $ene = en_0 e \in U \cup B \cap N(B)$. Hence $U \in V_{ene} \subseteq q^{-1}(G(0))$ by Lemma 7.3.

Now suppose that $G$ is principal. Then $(A, B) \cong (A_R(G; \Sigma), A_R(G(0), q^{-1}(G(0))))$ is the algebra of a twist over a principal groupoid (by Theorem 6.6), and hence is an algebraic diagonal pair by Proposition 4.8. 

8. Recovering a twist from its quasi-Cartan pair

In this section we show that if $(\Sigma, i, q)$ is a discrete $R$-twist over an ample Hausdorff groupoid $G$, then we can construct a natural embedding of $\Sigma$ into the groupoid of ultrafilters $\Sigma^{(0)}$ obtained from Theorem 5.6 applied to the pair $(A_R(G; \Sigma), A_R(G(0), q^{-1}(G(0))))$. We then show that this map is an isomorphism if and only if $(\Sigma, i, q)$ satisfies the local bisection hypothesis. We start with some technical results. Throughout, we will identify $\Sigma^{(0)}$ with ultrafilters of $I(B)$, where $B := A_R(G(0); q^{-1}(G(0)))$, via the homeomorphism described in Remark 5.1.

Lemma 8.1. Let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$, let $A := A_R(G; \Sigma)$, and let $B := A_R(G(0), q^{-1}(G(0)))$. If $U$ is an ultrafilter of $I(B)$ and $n \in N(B)$ satisfies $n^1 n \in U$, then the upclosure $V := (nU)^{\uparrow}$ of $nU \subseteq N(B) \setminus \{0\}$ is an ultrafilter of $N(B)$ containing $n$.

Proof. Regarding $U$ as an ultrafilter in $\Sigma^{(0)}$, we have $U \in V_{n^1 n} = s(V_n)$, and so there exists an ultrafilter $V \in V_n$ with $s(V) = U$. Then [5, Lemma 3.1(a)] implies that $V = (nU)^{\uparrow}$. Since $n^1 n \in U$, we have $n = nn^1 n \in nU \subseteq V \subseteq N(B) \setminus \{0\}$. 

Lemma 8.2. Let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$, let $A := A_R(G; \Sigma)$, and let $B := A_R(G(0), q^{-1}(G(0)))$. Let $X \subseteq \Sigma$ be a compact open bisection, and let $n \in N(B)$. Then

(a) $1_X \leq n$ if and only if $n|_X \equiv 1$ and $q(X) = s^{-1}(s(q(X))) \cap \text{supp}_G(n)$;
(b) if \( n \leq \tilde{1}_X \), then \( n = \tilde{1}_Y \) for some compact open bisection \( Y \subseteq X \); and
(c) given a compact open bisection \( Y \subseteq \Sigma \), we have \( \tilde{1}_Y \leq \tilde{1}_X \) if and only if \( Y \subseteq X \).

**Proof.** For part (a), suppose first that \( \tilde{1}_X \leq n \); that is, that \( \tilde{1}_X = n\tilde{1}_X\tilde{1}_X = n\tilde{1}_{s(X)} \). Proposition 2.11 implies that for all \( \sigma \in X \),

\[
1 = \tilde{1}_X(\sigma) = (n\tilde{1}_{s(X)})(\sigma) = n(\sigma)\tilde{1}_{s(X)}(s(\sigma)) = n(\sigma).
\]

The containment \( q(X) \subseteq s^{-1}(s(q(X))) \cap \text{supp}_G(n) \) follows from the above equality. For the reverse containment, suppose that \( \sigma \in \Sigma \) satisfies \( q(\sigma) \in s^{-1}(s(q(X))) \cap \text{supp}_G(n) \). Then \( s(q(\sigma)) \in s(q(X)) \), and so there exists \( \gamma \in X \) such that \( q(s(\gamma)) = s(q(\gamma)) = s(q(\sigma)) = q(s(\sigma)) \). This implies that there exists a unique \( \gamma \in R^\times \) such that \( \sigma = t \cdot s(\gamma) \). By the equality \( \tilde{1}_X = n\tilde{1}_{s(X)} \), we obtain

\[
\tilde{1}_X(\sigma) = (n\tilde{1}_{s(X)})(\sigma) = n(\sigma)\tilde{1}_{s(X)}(s(\sigma)) = t^{-1}n(\sigma) = 0.
\]

This implies that \( \sigma = u \cdot \sigma' \) for some \( \sigma' \in X \) and \( u \in R^\times \). Hence \( q(\sigma) = q(\sigma') \in q(X) \), and the containment \( s^{-1}(s(q(X))) \cap \text{supp}_G(n) \subseteq q(X) \) follows.

For the converse, notice that for \( \gamma \in \Sigma \), applying Proposition 2.11 at the first step gives

\[
(n\tilde{1}_{s(X)})(\gamma) \neq 0 \iff n(\gamma)\tilde{1}_{s(X)}(s(\gamma)) \neq 0 \iff \gamma \in \text{supp}(n) \text{ and } s(q(\gamma)) = q(s(\gamma)) \in q(s(X)) = q(X) \iff q(\gamma) \in R^\times \cdot X.
\]

Since \((n\tilde{1}_{s(X)})(\sigma) = 1\) for all \( \sigma \in X \), we deduce that \( n\tilde{1}_{s(X)} = \tilde{1}_X \) by Lemma 2.7, and hence \( \tilde{1}_Y \leq n \).

For part (b), let \( Y := X \cap s^{-1}(\text{supp}(n)) \). Note that \( s(\text{supp}(n)) = s(\text{supp}_G(n)) \) (under the usual identification of \( G(0) \) and \( \Sigma(0) \)) is compact and open, and hence is clopen since \( G(0) \) is Hausdorff. Thus \( Y \) is a clopen subset of the compact open bisection \( X \), and so \( Y \) is a compact open bisection. Since \( n \leq \tilde{1}_X \) by hypothesis, Remark 4.4 implies that

\[
n = \tilde{1}_X n^\dagger n = \tilde{1}_X\tilde{1}_{s(\text{supp}(n))} = \tilde{1}_Y.
\]

For part (c), let \( Y \) be a compact open bisection of \( \Sigma \). If \( \tilde{1}_Y \leq \tilde{1}_X \), then since \( \tilde{1}_Y \in N(B) \), part (b) implies that \( \tilde{1}_Y = \tilde{1}_Y \) for some compact open bisection \( Z \subseteq X \). This forces \( Y = Z \), so that \( Y \subseteq X \). On the other hand, if \( Y \subseteq X \), then \( Xs(Y) = Y \), and so \( \tilde{1}_Y = \tilde{1}_X\tilde{1}_{s(Y)} \leq \tilde{1}_X \) by Lemma 2.17(d) and Corollary 2.10 (since \( \tilde{1}_{s(Y)} \in I(B) \) and \( \tilde{1}_X \in N(B) \)).

**Lemma 8.3.** Let \((\Sigma, i, q)\) be a discrete \( R \)-twist over an ample Hausdorff groupoid \( G \), let \( A := A_R(G; \Sigma) \), and let \( B := A_R(G(0); q^{-1}(G(0))) \). Fix \( \sigma \in \Sigma \). The set \( U_{s(\sigma)} := \{ e \in I(B) : e(s(\sigma)) = 1 \} \) is an ultrafilter of \( I(B) \).

(a) If \( X \) and \( Y \) are compact open bisections such that \( \sigma \in X \cap Y \), then \((\tilde{1}_X U_{s(\sigma)})^\dagger = (\tilde{1}_Y U_{s(\sigma)})^\dagger \).

(b) If \( X \) and \( Y \) are compact open bisections such that \( \sigma \in X \) and \( \tilde{1}_Y \in (\tilde{1}_X U_{s(\sigma)})^\dagger \), then \( \sigma \in Y \).

Proof. A routine argument shows that \( U_{s(\sigma)} \) is an ultrafilter of \( I(B) \).

For part (a), it suffices by symmetry to show that \((\tilde{1}_X U_{s(\sigma)})^\dagger \subseteq (\tilde{1}_Y U_{s(\sigma)})^\dagger \). Since the right-hand side is closed upwards, it suffices to show that it contains \( \tilde{1}_X U_{s(\sigma)} \). But the right-hand side is also closed under right multiplication by \( U_{s(\sigma)} \). Thus it suffices to show
that $\hat{1}_X \in (\hat{1}_Y U_{s(\sigma)})^\dagger$. Since $X \cap Y$ is open, there is a compact open set $W \subseteq X \cap Y$ with $\sigma \in W$, and clearly $W$ is a compact open bisection. So $\hat{1}_W \leq \hat{1}_X, \hat{1}_Y$ by Lemma 8.2(c), and $\hat{1}_X(W) \subseteq U_{s(\sigma)}$ since $\sigma \in W$. Note that $\hat{1}_W = \hat{1}_Y \hat{1}_s(W)$ by Corollary 2.10. Therefore, $\hat{1}_X \hat{1}_s(W) = \hat{1}_W \leq \hat{1}_X$, and so $\hat{1}_X \in (\hat{1}_Y U_{s(\sigma)})^\dagger$, as required.

For part (b), note that since $\hat{1}_Y \in (\hat{1}_X U_{s(\sigma)})^\dagger$, there exists a compact open set $W \subseteq \Sigma^{(0)}$ such that $\hat{1}_W \subseteq U_{s(\sigma)}$ and $\hat{1}_X W = \hat{1}_X \hat{1}_W \leq \hat{1}_Y$ by Corollary 2.10. Thus $\sigma = \sigma s(\sigma) \subseteq X W$, and so $\hat{1}_Y(\sigma) = 1$ by Lemma 8.2(a). Hence $\sigma \in Y$.

For part (c), note that since $n \in (\hat{1}_X U_{s(\sigma)})^\dagger$, there exists a compact open set $W \subseteq \Sigma^{(0)}$ such that $\hat{1}_W \subseteq U_{s(\sigma)}$ and $\hat{1}_X W = \hat{1}_X \hat{1}_W \leq n$. By replacing $W$ with $W \cap s(X)$, we may assume that $W \subseteq s(X)$. Hence $\hat{1}_X W = \hat{1}_X \hat{1}_W \leq n$. Since $W \subseteq U_{s(\sigma)}$, we have $s(\sigma) \subseteq W$, and so $\sigma = \sigma s(\sigma) \subseteq X W$.

We are now in a position to show that for any discrete $R$-twist $(\Sigma, i, q)$ over $G$, there is a continuous open groupoid homomorphism $\Phi$ of $\Sigma$ into the twist obtained from the pair $(A_R(G; \Sigma), A_R(G^{(0)}; q^{-1}(G^{(0)})))$, and that this induces a morphism of twists. We first establish the existence of $\Phi$.

**Proposition 8.4.** Let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$, let $A := A_R(G; \Sigma)$, and let $B := A_R(G^{(0)}; q^{-1}(G^{(0)}))$. Let $\Sigma'$ be the groupoid of ultrafilters of $N(B)$ defined in Section 5.1, and let $G'$ be the corresponding quotient of $\Sigma'$ by the action of $R^\times$. For each $x \in \Sigma^{(0)}$, let $U_x$ be the ultrafilter $\{e \in I(B) : e(x) = 1\}$ of $I(B)$ corresponding to $x$. For $\sigma \in \Sigma$, let $X$ be a compact open bisection containing $\sigma$, and let

$$
\Phi(\sigma) := (\hat{1}_X U_{s(\sigma)})^\dagger \in \Sigma'.
$$

Then $\Phi(\sigma)$ does not depend on the choice of $X$. The map $\Phi : \Sigma \to \Sigma'$ is an $R^\times$-equivariant continuous open embedding of topological groupoids such that $\Phi(\Sigma^{(0)}) = \Sigma'^{(0)}$.

**Proof.** Lemma 8.3(iii) shows that $\Phi(\sigma)$ does not depend on the choice of $X$. To see that $\Phi$ is injective, suppose that $\sigma$ and $\tau$ are distinct elements of $\Sigma$. Since $\Sigma$ is Hausdorff, there is a compact open bisection $X \subseteq \Sigma$ such that $\sigma \in X$ and $\tau \notin X$. In particular, $\hat{1}_X \hat{1}_s(X) = \hat{1}_X \in (\Phi(\sigma)) \setminus (\Phi(\tau))$ by Corollary 2.10 and Lemma 8.3(b), and so $\Phi(\sigma) \neq \Phi(\tau)$.

Fix $x \in \Sigma^{(0)}$. By taking any compact open neighbourhood $X \subseteq \Sigma^{(0)}$ of $x$, we see that $\hat{1}_X(e) \in (\hat{1}_X U_{s(\sigma)})^\dagger = (U_x)^\dagger$ is the unique ultrafilter of $N(B)$ containing $U_x$. By Stone duality, it follows that $\Phi$ restricts to a homeomorphism from $\Sigma^{(0)}$ to $\Sigma'^{(0)}$.

Fix $\sigma \in \Sigma$ and let $X \subseteq \Sigma$ be a compact open bisection containing $\sigma$. Put $V := (\hat{1}_X U_{s(\sigma)})^\dagger = \Phi(\sigma)$. Then $s(\Phi(\sigma)) = e \in V$. If $e \in U_{s(\sigma)}$, then $e \geq (\hat{1}_X e \hat{1}_X)^\dagger \in V$, and so $e \in V$. Therefore, $\Phi(s(\sigma)) = (U_{s(\sigma)})^\dagger \subseteq V$. By the maximality of $\sigma$-ultrafilters, we have $\Phi(s(\sigma)) = e \in V$. Put $\Phi(\sigma) := (\hat{1}_X e \hat{1}_X)^\dagger \in V$. Therefore, $\Phi(\sigma) := (\hat{1}_X e \hat{1}_X)^\dagger \subseteq V$. Thus $\Phi(\sigma) = (\hat{1}_X e \hat{1}_X)^\dagger \subseteq V$, and so $\Phi(\sigma) = \Phi(\sigma)$. Since these are ultrafilters. It follows that $\Phi$ carries composable pairs to composable pairs.

To see that $\Phi$ is multiplicative, fix $(\sigma, \tau) \in \Sigma^{(2)}$, and choose a compact open bisection $W \subseteq \Sigma$ containing $\sigma \tau$. By the continuity of multiplication, there exist compact open bisections $X$ and $Y$ of $\Sigma$ containing $\sigma$ and $\tau$, respectively, with $XY \subseteq W$. Then $\hat{1}_X \hat{1}_Y = \hat{1}_{XY} \leq \hat{1}_W$ by Corollary 2.10 and Lemma 8.2(c). It follows that $\hat{1}_W \in (\Phi(\sigma) \Phi(\tau))$. Since $s(\tau) = s(\sigma)$, it follows that $\hat{1}_W U_{s(\tau)} \subseteq (\Phi(\sigma) \Phi(\tau)) U_{s(\tau)} \subseteq \Phi(\sigma) \Phi(\tau)$, and so $\Phi(\sigma) \tau \subseteq \Phi(\sigma) \Phi(\tau)$. Hence $\Phi(\sigma) \tau = \Phi(\sigma) \Phi(\tau)$ by the maximality of $\sigma$-ultrafilters.

To see that $\Phi$ is continuous, fix $n \in N(B)$, and let $\sigma \in \Phi^{-1}(V_n)$. Choose a compact open bisection $X \subseteq \Sigma$ containing $\sigma$. Then $(\hat{1}_X U_{s(\sigma)})^\dagger = \Phi(\sigma) \in V_n$, and so by the definition of $V_n$, we have $n \in (\hat{1}_X U_{s(\sigma)})^\dagger$. It follows from Lemma 8.3(c) that there is a compact open
set $W \subseteq s(X)$ such that $\sigma \in XW$ and $\tilde{1}_{XW} \tilde{s}(X) = \tilde{1}_{XW} \leq n$. Hence $\Phi(\tau) \in \mathcal{V}_n$ for each $\tau \in XW$, and so $XW$ is an open neighbourhood of $\sigma$ contained in $\Phi^{-1}(\mathcal{V}_n)$.

To see that $\Phi$ is open, it suffices to fix a compact open bisection $X$ of $\Sigma$, and show that $\Phi(X) = \mathcal{V}_{1_X}$. If $\sigma \in X$, then certainly $1_X \in \Phi(\sigma)$, and so $\Phi(\sigma) \in \mathcal{V}_{1_X}$. This gives $\Phi(X) \subseteq \mathcal{V}_{1_X}$. For the reverse containment, suppose that $U \in \mathcal{V}_{1_X}$. Then $1_X \in U$, and so $\tilde{1}_{X} = \tilde{1}_{X} \in s(U)$. We already know that $s(U) = (U_x)^v$ for some $x \in \Sigma^{(0)}$, and hence $\tilde{1}_{X} \subseteq s(X)$. Let $\sigma$ be the unique element of $X$ such that $s(\sigma) = x$. We claim that $U = \Phi(\sigma)$. Indeed, since $s(U) = (U_x)^v = (U_s(\sigma))^v$ and $1_X \in U$, we have $1_X U_s(\sigma) \subseteq U$, and hence $\Phi(\sigma) \subseteq U$. Thus $U = \Phi(\sigma) \subseteq \Phi(X)$ by the maximality property of ultrafilters, and so $\Phi$ is an open map.

It remains to prove $R^\times$-equivariance. Fix $t \in R^\times$ and $\sigma \in \Sigma$. Fix a compact open bisection $X \subseteq \Sigma$ containing $\sigma$. Then $t \cdot X$ is a compact open bisection containing $t \cdot \sigma$, and $\tilde{1}_{t \cdot X} = t \tilde{1}_X$. Since $s(t \cdot \sigma) = s(\sigma)$, we have $\Phi(t \cdot \sigma) = (\tilde{1}_{t \cdot X} U_s(\sigma))^v$. Now

$$\tilde{1}_{t \cdot X} U_s(\sigma) = (t \tilde{1}_X) U_s(\sigma) \subseteq t \cdot \Phi(\sigma),$$

and thus $\Phi(t \cdot \sigma) \subseteq t \cdot \Phi(\sigma)$. Hence $\Phi(t \cdot \sigma) = t \cdot \Phi(\sigma)$ since they are ultrafilters. \hfill $\square$

It is now relatively straightforward to show that $\Phi$ induces a morphism of discrete $R$-twists.

Corollary 8.5. Let $(\Sigma, i, q)$ be a discrete $R$-twist over an ample Hausdorff groupoid $G$, let $A := A_R(G; \Sigma)$, and let $B := A_R(G^{(0)}; q^{-1}(G^{(0)}))$. Let

$$G''^0 \times R^\times \xrightarrow{i'} \Sigma' \xrightarrow{q'} G'$$

be the sequence obtained from $(A, B)$ via Theorem 5.6. Let $\Phi: \Sigma \to \Sigma'$ be the map of Proposition 8.4. Then there is a (well-defined) map $\Phi_G: G \to G'$ given by $\Phi_G(q(\sigma)) = q'(\Phi(\sigma))$, and the following diagram commutes.

$$
\begin{array}{ccc}
G^{(0)} \times R^\times & \xrightarrow{i} & \Sigma \\
\downarrow{\Phi_G \times \text{id}} & & \downarrow{\Phi} \\
G''^0 \times R^\times & \xrightarrow{i'} & \Sigma'
\end{array}
$$

$\Phi_G$.

Proof. Proposition 8.4 shows that $\Phi$ is $R^\times$-equivariant. Thus $\Phi_G$ is well-defined, and the right-hand square of the diagram commutes. To see that the left-hand square commutes, observe that for all $x \in \Sigma^{(0)}$, we have

$$\Phi(i(q(x), t)) = \Phi(t \cdot x) = t \cdot \Phi(x) = i'(q'(\Phi(x)), t), t = i'(\Phi_G(q(x)), t). \hfill \square$$

To proceed, we need the following observation about normalisers $n \in N(B)$ with $\text{supp}_G(n)$ a bisection.

Proposition 8.6. Fix $n \in N(B)$. Then $\text{supp}_G(n)$ is a bisection if and only if $n = \tilde{1}_X$ for a (necessarily unique) compact open bisection $X$ of $\Sigma$.

Proof. Suppose that $X \subseteq \Sigma$ is a compact open bisection of $\Sigma$. Then $\text{supp}_G(\tilde{1}_X) = q(X)$ is a compact open bisection of $G$, since $q$ is a continuous open map that restricts to a homeomorphism of unit spaces. Moreover, $\tilde{1}_X^{-1}(1) = X$, and so uniqueness is clear.

For the converse, suppose that $\text{supp}_G(n)$ is a compact open bisection of $G$. Note that $n^{-1}n = \tilde{1}_{\text{supp}(n)}$ by Remark 4.4. Fix $\sigma \in \text{supp}(n)$. Then $1 = (n^{-1}n)(s(\sigma)) = n^{-1}(\sigma^{-1})n(\sigma)$ since $\text{supp}_G(n)$ is a bisection, and so $n(\sigma) \in R^\times$. It follows that $n$ takes values in $R^\times$, and so by the $R^\times$-contravariance of $n$, we have $\text{supp}(n) = R^\times \cdot X$, where $X := n^{-1}(1)$. Since $n$ is continuous, $X$ is open. Moreover, $q(X) = \text{supp}_G(n)$ by the above observation.
We claim that \( q|_X \) is injective. To see this, suppose that \( q(\sigma) = q(\tau) \) for \( \sigma, \tau \in X \). Then \( \tau = t \cdot \sigma \) for some \( t \in R^\times \), and so \( n(\sigma) = 1 = n(\tau) = t^{-1} \). Hence \( t = 1 \), and so \( \sigma = \tau \). Therefore, \( X \) is homeomorphic to \( q(X) = \text{supp}_G(n) \), and hence \( X \) is compact. To see that \( X \) is a bisection, note that if \( s(\sigma) = s(\tau) \) for \( \sigma, \tau \in X \), then \( q(\sigma) = q(\tau) \) since \( \text{supp}_G(n) \) is a bisection, and so \( \sigma = \tau \) by the injectivity of \( q|_X \). Similarly, \( r|_X \) is injective. Since \( \tilde{1}_X \) and \( n \) are supported on \( R^\times \cdot X \) and agree on \( X \), we deduce that \( n = \tilde{1}_X \) by Lemma 2.7.

It follows from Proposition 8.6 that \( X \mapsto \tilde{1}_X \) is an isomorphism of the inverse semigroup of compact open bisections of \( \Sigma \) onto \( N(B) \) if the twist \( \Sigma \to G \) satisfies the local bisection hypothesis (using Corollary 2.10). Therefore, we deduce by so-called noncommutative Stone duality [39] that \( \Sigma \cong \Sigma' \). Moreover, the map \( \Phi \) is the isomorphism that noncommutative Stone duality provides. The next result gives a more precise statement; namely, that the map \( \Phi \) of Proposition 8.4 is surjective precisely when the pair of algebras associated to \( G \) is an algebraic quasi-Cartan pair.

**Theorem 8.7.** Let \((\Sigma, i, q)\) be a discrete \( R \)-twist over an ample Hausdorff groupoid \( G \), let \( A := A_R(G; \Sigma) \), and let \( B := A_R(G^{(0)}; q^{-1}(G^{(0)})) \). Let \( \Sigma' \) be the groupoid of ultrafilters of \( N(B) \) defined in Section 5.1. Let \( \Phi : \Sigma \to \Sigma' \) be the map from Proposition 8.4. The following are equivalent.

1. The pair \((A, B)\) is an algebraic quasi-Cartan pair.
2. The twist \((\Sigma, i, q)\) satisfies the local bisection hypothesis.
3. The map \( \Phi \) is surjective and, in particular, it is an isomorphism of topological groupoids.

**Proof.** Lemma 4.2 gives \( 1 \iff 2 \).

To see that \( 2 \implies 3 \), let \( U \in \Sigma' \) and \( n \in U \). Then \( \text{supp}_G(n) \) is a bisection of \( G \), and so by Proposition 8.6, there is a compact open bisection \( X \) of \( \Sigma \) such that \( n = \tilde{1}_X \). For each \( x \in \Sigma^{(0)} \), let \( U_x \) be the ultrafilter \( \{ e \in I(B) : e(x) = 1 \} \) of \( I(B) \). By Proposition 8.4, we have \( s(U) = (U_x)^\dagger \) for some \( x \in \Sigma^{(0)} \), and since \( \tilde{1}_{s(X)} = n^\dagger n \in s(U) \), there exists \( e \in U_x \) such that \( e \leq \tilde{1}_{s(X)} \). Since \( e(x) = 1 \), Lemma 8.2(c) implies that \( x \in s(X) \). Since \( X \) is a bisection, there is a unique \( \sigma \in X \) with \( s(\sigma) = x \). Note that \( \tilde{1}_X U_x = n U_x \subseteq U s(U) = U \), and hence \( \Phi(\sigma) = (\tilde{1}_X U_{s(\sigma)})^\dagger \subseteq U \). Thus \( U = \Phi(\sigma) \) since these are ultrafilters. Therefore, \( \Phi \) is surjective and hence is an isomorphism by Proposition 8.4.

To see that \( 3 \implies 2 \), fix \( n \in N(B) \setminus \{ 0 \} \) and \( x \in s(\text{supp}_G(n)) \). Note that \( n^\dagger n = \tilde{1}_{s(\text{supp}_G(n))} \) by Remark 4.4, and hence \( s(\text{supp}_G(n)) = \text{supp}_G(n^\dagger n) \). Therefore, \( n^\dagger n \in U_x \), and so Lemma 8.1 implies that \( n U_x \) is a bisection of \( N(B) \) containing \( n \), with source \( U_x \). Since \( \Phi \) is surjective and respects the source map, there exists \( \tau \in \Sigma \) with \( s(\tau) = x \) such that \( \Phi(\tau) = (n U_x)^\dagger \). So \( n \in \Phi(\tau) \). Let \( X \) be a compact open bisection of \( \Sigma \) containing \( \tau \), so that \( \Phi(\tau) = (\tilde{1}_X U_{s(\tau)})^\dagger \). By Lemma 8.3(c), there exists a compact open set \( W \subseteq s(X) \) such that \( \tau \in X W \) and \( \tilde{1}_X W \leq n \). Since \( X W \subseteq X \) is a bisection, Lemma 8.2(a) implies that \( q(\tau) \) is the unique element of \( \text{supp}_G(n) \) with \( s(q(\tau)) = x \). Since \( x \in s(\text{supp}_G(n)) \) was arbitrary, it follows that \( s \) is injective on \( \text{supp}_G(n) \). A symmetric argument shows that \( r \) is injective on \( \text{supp}_G(n) \), and so \( \text{supp}_G(n) \) is a bisection. \( \Box \)

To finish off, we deduce that the local bisection hypothesis is encoded algebraically in the sense that if the algebraic pairs corresponding to two twists are isomorphic, then either neither of the two twists satisfies the local bisection hypothesis, or they both do.

**Definition 8.8.** Let \((\Sigma_1, i_1, q_1)\) and \((\Sigma_2, i_2, q_2)\) be discrete \( R \)-twists over ample Hausdorff groupoids \( G_1 \) and \( G_2 \), respectively. We say that an isomorphism \( \Psi : A_R(G_1; \Sigma_1) \to A_R(G_2; \Sigma_2) \) is diagonal-preserving if \( \Psi(A_R(G_1^{(0)}; q_1^{-1}(G_1^{(0)}))) = A_R(G_2^{(0)}; q_2^{-1}(G_2^{(0)})) \).
Remar 8.9. Let $(\Sigma, i, q)$ be a discrete $R$-twist over $G$, let $A := A_R(G; \Sigma)$, and let $B := A_R(G^{(0)}; q^{-1}(G^{(0)}))$. As in the untwisted case, we call $B$ the diagonal subalgebra of $A$, even though Proposition 7.1 says that $(A, B)$ is an algebraic diagonal pair if and only if $G$ is principal.

Corollary 8.10. Let $(\Sigma_1, i_1, q_1)$ and $(\Sigma_2, i_2, q_2)$ be discrete $R$-twists over ample Hausdorff groupoids $G_1$ and $G_2$, respectively. Suppose that $\Sigma_1 \rightarrow G_1$ satisfies the local bisection hypothesis. The following are equivalent.

1. The twists $(\Sigma_1, i_1, q_1)$ and $(\Sigma_2, i_2, q_2)$ are isomorphic.
2. There exists a diagonal-preserving isomorphism of $R$-algebras $\Psi: A_R(G_1; \Sigma_1) \rightarrow A_R(G_2; \Sigma_2)$.

Proof. The implication $(1) \implies (2)$ is immediate. We prove the implication $(2) \implies (1)$. Write $(A_1, B_1)$ and $(A_2, B_2)$ for the algebraic pairs associated to $\Sigma_1 \rightarrow G_1$ and $\Sigma_2 \rightarrow G_2$, respectively. We first show that $(A_2, B_2)$ is an algebraic quasi-Cartan pair. Define $\tilde{P}: A_2 \rightarrow B_2$ by $\tilde{P}(a_2) = \Psi(P_{2}(\Psi^{-1}(a_2)))$, where $P_1$ is the unique faithful conditional expectation that is implemented by idempotents for the pair $(A_1, B_1)$. Since $\Psi$ is diagonal-preserving, it is straightforward to prove that $\tilde{P}|_{B_2} = \text{id}_{B_2}$, that $\tilde{P}(b_2a_2b_2') = b_2\tilde{P}(a_2)b_2'$ for all $a_2 \in A_2$ and $b_2, b_2' \in B_2$, and that $\Psi(N(B_1)) = N(B_2)$. The latter implies that $\tilde{P}$ is faithful and that it is implemented by idempotents. Since $\Psi$ and $P_1$ are $R$-linear, $\tilde{P}$ is $R$-linear. Hence the pair $(A_2, B_2)$ with $\tilde{P}$ is an algebraic quasi-Cartan pair. By Lemma 4.2, $(\Sigma_2, i_2, q_2)$ satisfies the local bisection hypothesis, and by Proposition 3.7 and Lemma 4.2, $\tilde{P}$ coincides with the conditional expectation of $(A_2, B_2)$ given by restriction of functions.

We now build an isomorphism between the twists. By Theorem 8.7(3) and Corollary 8.5, we can identify each $\Sigma_i$ with the groupoid of ultrafilters in $N(B_i)$, and we can identify each $G_i$ with the corresponding quotient. Since the partial order on each $N(B_i)$ is defined in terms of the multiplication, it follows that if $U$ is a filter of $N(B_i)$, then $\tilde{P}(U)$ is a filter of $N(B_2)$, and if $V$ is a filter of $N(B_2)$, then $\tilde{P}^{-1}(V)$ is a filter of $N(B_1)$. Hence the map $\tilde{P}: \Sigma_1 \rightarrow \Sigma_2$ given by $\tilde{P}(U) := \tilde{P}(U)$ is a well-defined bijection. Moreover, since the multipication and topology on each $\Sigma_i$ depend only on the multiplicative structure of $N(B_i)$, it is straightforward to show that $\tilde{P}$ is a topological groupoid isomorphism. Since $\Psi$ is $R$-linear, we have $\psi(tU) = t\psi(U)$ for all $t \in R^\times$ and $U \in \Sigma_1$, and so $\psi$ is $R^\times$-equivariant. Hence there is a (well-defined) topological groupoid isomorphism $\psi_G: G_1 \rightarrow G_2$ given by $\psi_G(q_1(U)) := q_2(\psi(U))$. It follows that the diagram
\[
\begin{array}{ccc}
G_1^{(0)} \times R^\times & \xrightarrow{i_1} & \Sigma_1 \xrightarrow{q_1} G_1 \\
\downarrow \psi_G \times \text{id} & & \downarrow \psi \\
G_2^{(0)} \times R^\times & \xrightarrow{i_2} & \Sigma_2 \xrightarrow{q_2} G_2
\end{array}
\]
gives an isomorphism between the twists $(\Sigma_1, i_1, q_1)$ and $(\Sigma_2, i_2, q_2)$.

If at least one of the two twists is effective, then we can strengthen the previous result by asking only for an isomorphism of twisted Steinberg algebras that restricts to an inclusion of diagonal subalgebras; this implies that in fact it restricts to an isomorphism of diagonal subalgebras.

Corollary 8.11. Let $(\Sigma_1, i_1, q_1)$ and $(\Sigma_2, i_2, q_2)$ be discrete $R$-twists over ample Hausdorff groupoids $G_1$ and $G_2$, respectively. Suppose that $G_1$ is effective. The following are equivalent.

1. The twists $(\Sigma_1, i_1, q_1)$ and $(\Sigma_2, i_2, q_2)$ are isomorphic.
There exists a diagonal-preserving isomorphism of $R$-algebras $\Psi: A_R(G_1; \Sigma_1) \to A_R(G_2; \Sigma_2)$.

(3) There exists an isomorphism of $R$-algebras $\Psi: A_R(G_1; \Sigma_1) \to A_R(G_2; \Sigma_2)$ such that $\Psi\left(A_R(G_1^{(0)}; q_1^{-1}(G_1^{(0)}))\right) \subseteq A_R(G_2^{(0)}; q_2^{-1}(G_2^{(0)}))$.

Proof. Since $G_1$ is effective, Lemmas 4.2 and 3.6 and Proposition 4.8 together imply that $(\Sigma_1, i_1, q_1)$ satisfies the local bisection hypothesis. The equivalence $(1) \iff (2)$ follows from Corollary 8.10. The implication $(2) \implies (3)$ is clear. We prove that $(3) \implies (2)$. Let $\Psi$ be an isomorphism as in $(3)$. Since $G_1$ is effective, Proposition 4.8 implies that $B_1 := A_R(G_1^{(0)}; q_1^{-1}(G_1^{(0)}))$ is a maximal commutative subalgebra of $A_R(G_1; \Sigma_1)$, which implies that $\Psi(B_1)$ is a maximal commutative subalgebra of $A_R(G_2; \Sigma_2)$. Since $A_R(G_2^{(0)}; q_2^{-1}(G_2^{(0)}))$ is a commutative subalgebra containing $\Psi(B_1)$, they are equal. \hfill $\square$

9. Examples satisfying the local bisection hypothesis

In this short section we show that our theorems apply to a relatively large class of groupoids and twists. In particular, all twists over Deaconu–Renault groupoids with totally disconnected unit spaces satisfy the local bisection hypothesis.

The starting point is to show that there are plenty of groups whose twisted group algebras over large classes of indecomposable rings have no nontrivial units. Most of what we write here is well known.

The question as to which group rings have no nontrivial units goes back to the thesis of Graham Higman from the early 1940s. The famous Kaplansky unit conjecture asserts that if $R$ is an integral domain and $G$ is a torsion-free group, then $RG$ has no nontrivial units. Not long after this paper was first posted to ArXiv, Gardam [25] produced the first known counterexample to the Kaplansky unit conjecture; the group is torsion-free virtually abelian (in fact, crystallographic) and Gardam showed that it has nontrivial units over fields of characteristic 2. Murray recently extended Gardam’s result by showing that the same group has nontrivial units over any field of positive characteristic [46]. The question of whether there are counterexamples in characteristic zero is still open. In any event, it is now clear that the class of groups whose group rings have no nontrivial units is less wide than previously hoped. So let us turn to those classes of groups for which the unit conjecture is known to hold; twisted group rings of groups in these classes also have no nontrivial units, which is the relevance for us.

Recall that a group $G$ is right orderable if there is a total order $<$ on $G$ such that $x < y$ implies that $xz < yz$ for all $x, y, z \in G$. If, in addition, the order satisfies $zx < zy$ for all $x, y, z \in G$ such that $x < y$, then $G$ is said to be orderable. Note that a group $G$ is (right) orderable if and only if all of its finitely generated subgroups are too [50, Lemma 13.2.2].

A group $G$ is said to have the unique product property if, given two finite nonempty subsets $A$ and $B$ of $G$, there is an element of $AB$ that can be uniquely written as a product $ab$ with $a \in A$ and $b \in B$. This property is satisfied by any right-orderable group [50, Theorem 13.1.7] and so, in particular, by any torsion-free abelian group, torsion-free nilpotent group [50, Lemma 13.1.6], and free group. Note that locally indicable groups are right orderable. Here, a group $G$ is locally indicable if every finitely generated subgroup admits a nontrivial homomorphism to an infinite cyclic group.

It was shown by Strojnowski [60] that if $G$ has the unique product property and $A$ and $B$ are finite subsets of $G$ with $|A| + |B| > 2$, then there are two distinct elements $g, h \in AB$ which have unique representations $g = ab$ and $h = a'b'$ with $a, a' \in A$ and $b, b' \in B$. Note that every group satisfying the unique product property is torsion-free, and that there are groups satisfying the unique product property that are not right orderable.
If \( R \) is an integral domain and \( G \) has the unique product property, then it is well known that the group ring \( RG \) has no nontrivial units. The same argument applies \textit{mutatis mutandis} to twisted group rings. A more general result for group graded rings can be found in [49, Theorem 3.4]. We include the elementary proof for completeness.

**Lemma 9.1.** Let \( G \) be a group satisfying the unique product property, let \( R \) be a unital integral domain, and let \( c \) be a normalised \( R^\times \)-valued 2-cocycle on \( G \). Then the only units of the twisted group ring \( R(G, c) \) are the elements of the set \( \{ t\delta_g : t \in R^\times, g \in G \} \).

**Proof.** Let \( e \) denote the identity of \( G \). Suppose that \( a, b \in R(G, c) \) satisfy \( ab = ba = 1_{R(G, c)} = \delta_e \). Write \( a = \sum_{g \in G} a_g \delta_g \) and \( b = \sum_{h \in G} b_h \delta_h \). Let \( A := \{ g : a_g \neq 0 \} \) and \( B := \{ h : b_h \neq 0 \} \). These are finite sets. If \( a \) and \( b \) are not both trivial units, then \(|A| + |B| > 2\). So there exist distinct \( g, h \in AB \) which have unique factorisations \( g = xy \) and \( h = x'y' \) with \( x, x' \in A \) and \( y, y' \in B \). It follows that the coefficients of \( \delta_g \) and \( \delta_h \) in \( ab \) are \( a_x b_y c(x, y) \) and \( a_x b_y c(x', y') \), respectively, and these are both nonzero since \( R \) is an integral domain. This contradicts \( ab = \delta_e \). Therefore, \(|A| + |B| \leq 2\), and so \( a = a_g \delta_g \) and \( b = b_h \delta_h \) with \( g, h \in G \). We then have \( a_g b_h c(g, h) = 1 \), and so \( a_g, b_h \in R^\times \), as required. \( \square \)

We call \( G \) a trivial-units-only group if the twisted group ring \( k(G, c) \) has no nontrivial units for every field \( k \) and every normalised \( k^\times \)-valued 2-cocycle \( c \) on \( G \). For example, a group satisfying the unique product property is a trivial-units-only group by Lemma 9.1.

Recall that a commutative unital ring \( R \) is reduced if it has no nonzero nilpotent elements. This is equivalent to the intersection of all prime ideals of \( R \) being trivial. Every integral domain is reduced and indecomposable. However, the class of reduced and indecomposable commutative rings is much larger and includes the coordinate rings of connected (but not necessarily irreducible) affine varieties over algebraically closed fields. For instance, \( \mathbb{C}[x, y]/(xy) \), which is the coordinate ring of the union of the coordinate axes in \( \mathbb{C}^2 \), is reduced and indecomposable but not an integral domain.

The following proposition is a variation of [58, Proposition 2.1], which is based on [47, Theorem 3]. It generalises Lemma 9.1.

**Proposition 9.2.** Let \( G \) be a nontrivial trivial-units-only group as defined above (for example, a group satisfying the unique product property). Let \( R \) be a commutative unital ring and let \( c \) be an \( R^\times \)-valued normalised 2-cocycle on \( G \). Then \( R(G, c) \) has no nontrivial units if and only if \( R \) is reduced and indecomposable.

**Proof.** Let \( e \) denote the identity of \( G \). We begin with necessity; this argument applies to all nontrivial groups \( G \). Fix \( g \in G \setminus \{ e \} \). Suppose first that \( R \) is not indecomposable, and let \( f \in R \setminus \{ 0, 1 \} \) be an idempotent. Then \( a = f \delta_e + (1 - f) \delta_g \) is a nontrivial unit with inverse \( b = f \delta_e + (1 - f) c(g, g^{-1})^{-1} \delta_g \). Indeed, using that \( c \) is normalised, we have that \( ab = (f + (1 - f) c(g, g^{-1}) c(g, g^{-1})^{-1}) \delta_e = \delta_e \), and similarly, \( ba = \delta_e \), using that \( c(g, g^{-1}) = c(g^{-1}, g) \), since \( c \) is a normalised 2-cocycle.

Next assume that \( R \) is not reduced. If \( n \in R \setminus \{ 0 \} \) is nilpotent, then \( n \delta_g \) is nilpotent, and so \( \delta_e - n \delta_g \) is a nontrivial unit with inverse \( \delta_e + n \delta_g \).

For sufficiency, we use some algebraic geometry, following [47]. Since \( R \) is indecomposable, its prime (Zariski) spectrum \( \text{Spec}(R) \) is connected. If \( p \in \text{Spec}(R) \), then the residue field at \( p \) is the field of fractions \( \kappa(p) \) of \( R/p \). For each \( r \in R \), we write \( r(p) \) for the image of \( r \) in \( \kappa(p) \) under the composition \( R \to R/p \to \kappa(p) \). We have an induced \( \kappa(p)^\times \)-valued normalised 2-cocycle \( c_p \) on \( G \) obtained by putting \( c_p(g, h) = c(g, h)(p) \). Moreover, there is a canonical surjective homomorphism \( \pi_p : R(G, c) \to \kappa(p)(G, c_p) \) sending \( \sum_{g \in G} a_g \delta_g \) to \( a(p) := \sum_{g \in G} a_g(p) \delta_g \).

Let \( a \in R(G, c) \) be a unit, say \( a = \sum_{g \in G} a_g \delta_g \). Then \( a(p) \) is a unit of \( \kappa(p)(G, c_p) \) and hence is a trivial unit by the hypothesis that \( G \) is a trivial-units-only group. It follows
that there is a unique element \( h \in G \) with \( a_h(p) \neq 0 \). Denote this element by \( g(p) \). Then \( g: p \mapsto g(p) \) is a map from \( \text{Spec}(R) \) to \( G \). We claim that \( g \) is locally constant. Indeed, if \( g(p) = h \), then \( a_h \notin p \). Let \( D(a_h) \) denote the basic open set of all prime ideals not containing \( a_h \). For \( q \in D(a_h) \), we have \( a_h(q) \neq 0 \), and so \( g(q) = h \). Therefore, \( g \) is constant on \( D(a_h) \), and so \( g \) is locally constant, as claimed. Since \( \text{Spec}(R) \) is connected, we deduce that \( g \) is constant. Hence there exists \( h \in G \) such that \( a_h(p) \neq 0 \) for all \( p \in \text{Spec}(R) \); and for all \( h' \neq h \), we have \( a_{h'}(p) = 0 \) for all \( p \in \text{Spec}(R) \). Since \( R \) is reduced, the intersection of all of its prime ideals is zero, and so \( a_h = 0 \) for \( h' \neq h \). And, since \( a_h \) belongs to no prime ideal, and hence to no maximal ideal, it is a unit. Thus \( a = a_h\delta_h \) is a trivial unit. \( \square \)

**Corollary 9.3.** Let \( R \) be a reduced and indecomposable commutative ring, and let \( (\Sigma, i, q) \) be a discrete \( R \)-twist over an ample Hausdorff groupoid \( G \). Let \( \mathcal{I} \) denote the interior of the isotropy of \( G \), and suppose that there is a dense set \( X \subseteq G^{(0)} \) such that for each \( x \in X \), the group \( \mathcal{I}_x \) satisfies the unique product property (for example, it might be a right-orderable group). Let \( A := A_R(G; \Sigma) \) and \( B := A_R(G^{(0)}; q^{-1}(G^{(0)})) \subseteq A \). Then \((A, B)\) is an algebraic quasi-Cartan pair, and the map \( \Phi \) of Proposition 8.4 from \( \Sigma \) to the twist \( \Sigma' \) is an isomorphism of twists.

**Proof.** Lemma 9.1 and Proposition 9.2 show that twisted group rings of groups satisfying the unique product property have no nontrivial units, and so the hypothesis of Lemma 4.6 is satisfied. Therefore, Lemma 4.6 and Lemma 4.7(b) together show that \((\Sigma, i, q)\) satisfies the local bisection hypothesis. The result follows from Corollary 8.5 and Theorem 8.7. \( \square \)

Since free abelian groups are orderable and hence have the unique product property, we have the following corollary of Corollary 9.3.

**Corollary 9.4.** Let \( X \) be a totally disconnected locally compact Hausdorff space, and let \( T: n \mapsto T_n \) be an action of \( \mathbb{N}^k \) on \( X \) by local homeomorphisms. Let \( G \) be the associated Deaconu–Renault groupoid, let \( R \) be a reduced and indecomposable commutative ring, and let \((\Sigma, i, q)\) be a discrete \( R \)-twist over \( G \). Let \((A, B) := (A_R(G; \Sigma), A_R(G^{(0)}; q^{-1}(G^{(0)})))\) be the associated algebraic pair. Then \((A, B)\) is an algebraic quasi-Cartan pair, and Theorem 8.7 recovers the groupoid \( G \) and the discrete twist \( \Sigma \) from \((A, B)\).

**Example 9.5.** Let \( \Lambda \) be a countable row-finite higher-rank graph with no sources as in [32], let \( R \) be a reduced and indecomposable commutative ring, and let \( \omega \) be normalised \( R^\times \)-valued 2-cocycle on \( \Lambda \) as in [34]. The arguments of [34, Section 6] show how to construct a normalised locally constant \( R^\times \)-valued 2-cocycle \( c_\omega \) on the \( k \)-graph groupoid \( G_\Lambda \). Since this groupoid is a Deaconu–Renault groupoid, our results show that the twist \( G_\Lambda \times_{c_\omega} R^\times \) over \( G_\Lambda \) obtained from \( c_\omega \) can be recovered from the twisted Steinberg algebra \( A_R(G_\Lambda; G_\Lambda \times_{c_\omega} R^\times) \) and its canonical commutative subalgebra (isomorphic to) \( C_c(\Lambda^{\infty}, R) \). Moreover, \( A_R(G_\Lambda; G_\Lambda \times_{c_\omega} R^\times) \cong A_R(G_\Lambda, c_\omega) \) as in [4, Theorem 4.23], and one can recover the cohomology class of \( c_\omega \) from the twist \( G_\Lambda \times_{c_\omega} R^\times \) over \( G_\Lambda \) as in [4, Corollary 4.16]. So the groupoid \( G_\Lambda \) and the cohomology class of \( c_\omega \) are invariants of the pair \((A_R(G_\Lambda, c_\omega), C_c(\Lambda^{\infty}, R))\).
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