An Assessment of Recently Released High-Degree Global Geopotential Models Based on Heterogeneous Geodetic and Ocean Data
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The development of the global geopotential model (GGM) broadens its applications in ocean science, which emphasizes the importance for model assessment. We assess the recently released high-degree GGMs over the South China Sea through heterogeneous geodetic observations and synthetic/ocean reanalysis data. The comparisons with a high resolution (~3 km) airborne gravimetric survey over the Paracel Islands show that XGM2019e_2159 has relatively high quality, where the standard deviation (SD) of the misfits against the airborne gravity data is ∼3.1 mGal. However, the comparisons with local airborne/shipborne gravity data hardly discriminate the qualities of other GGMs that have or truncated to the same expansion degree. Whereas, the comparisons with the synthetic/ocean reanalysis data demonstrate that the qualities of the values derived from different GGMs are not identical, and the ones derived from XGM2019e_2159 have better performances. The SD of the misfits between the mean dynamic topography (MDT) derived from XGM2019e_2159 and the ocean data is 2.5 cm; and this value changes to 7.1 cm/s (6.8 cm/s) when the associated zonal (meridian) geostrophic velocities are assessed. In contrast, the values derived from the other GGMs show deteriorated qualities compared to those derived from XGM2019e_2159. In particular, the contents computed from the widely used EGM2008 have relatively poor qualities, which is reduced by 3.9 cm when the MDT is assessed, and by 4.0 cm/s (5.5 cm/s) when the zonal (meridian) velocities are assessed, compared to the results derived from XGM2019e_2159. The results suggest that the choice of a GGM in oceanographic study is crucial, especially over coastal zones. Moreover, the synthetic/ocean data sets may be served as additional data sources for global/regional gravity field assessment, which are useful in regions that lack of high-quality geodetic data.
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INTRODUCTION

The knowledge of a global geopotential model (GGM) enables a wealth of applications in ocean science. For instance, the combination of a GGM and satellite altimetry data allows to monitoring ocean state from space in a global scale (Bingham et al., 2011a; Knudsen et al., 2011; Volkov and Zlotnicki, 2012; Rio et al., 2014), which is beneficial for studying coastal ecosystem processes and understanding heat and energy cycles as well as water exchanges over oceanic areas. Moreover, the information of a GGM facilitates the applications of height datum unification (Rummel, 2012; Wu et al., 2016; Filmer et al., 2018), the study of oceanic lithosphere (Kaban et al., 1999; Rummel et al., 2002; Tenzer et al., 2015), and oil/gas explorations as well as other offshore activities (Braitenberg and Ebbing, 2009; Rio et al., 2011; Sampietro, 2015).

The wide applications of the global geopotential models emphasize the improvement of these models in terms of accuracy and spatial resolution. The dedicated spaceborne gravimetric missions, such as Gravity Recovery and Climate Experiment (GRACE) (e.g., Tapley et al., 2003; Tapley et al., 2005) and Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) (e.g., Pail et al., 2011), significantly improve the global gravity field at long wavelength bands (Pail et al., 2010; Bruinsma et al., 2013; Brockman et al., 2014). However, the low resolution of a satellite-only GGM derived from GRACE/GOCE data remains a barrier for ocean state study at medium- and short-wavelength bands, especially for the wavelengths shorter than ∼100 km (e.g., Jayne, 2006; Albertella et al., 2012). The satellite-only model can be enhanced by combining terrestrial and marine gravity data, and the enhanced solution is the so-called combined GGM, also known as the high-degree GGM. The high-degree GGM dramatically improves the accuracy and spatial resolution of global gravity field, and the widely used model like EGM2008/EIGEN-6C4 samples the global gravity field at a resolution of ∼10 km (Pavlis et al., 2012, 2013; Förste et al., 2014). Consequently, the use of a high-degree GGM allows to mapping the mean ocean circulation at more detailed scales than a satellite-only model (e.g., Andersen and Knudsen, 2009; Vianna and Menezes, 2010).

However, large uncertainties were found in a high-degree GGM attempting to study the detailed mean ocean state at a regional scale, e.g., see Farrell et al. (2012). These uncertainties are attributed to two main aspects. First, the noises in observations propagated into a GGM, known as the commission errors. The properties of commission errors are heterogeneous considering different GGMs were computed with different data sets and data preprocessing strategies. Second, the use of a high-degree GGM only lacks the ability to recover the short-wavelength signals beyond its maximal expansion degree, known as the omission errors. The errors in a GGM may cause strong oscillations up to a magnitude of decimeter level, particularly in the regions that only fill-in data were used in model development. This remains a major obstacle to the use of a GGM in oceanographic studies and geophysical investigations (McAdoo et al., 2013; Fecher et al., 2017; Skourup et al., 2017). Moreover, a high-degree GGM that computed by merging altimetric gravity data over oceans suffers from the coastal problem (e.g., Huang, 2017; Wu et al., 2019, 2021); since the altimeter data contain larger errors close to coast/island than in open seas, due to the severely contaminated waveforms and deteriorated geophysical corrections (Deng and Featherstone, 2006; Andersen and Scharroo, 2011; Abulaitijiang et al., 2015).

Whereas, the development of satellite altimetry leads to the improvement of marine gravity field, and the altimetric gravity models that computed with the recent released altimetry data (e.g., CryoSat-2, Jason, SARAL/Altika) show improved accuracies compared to the ones derived from old altimeter data (e.g., Geosat and ERS-1) (Sandwell et al., 2013; Sandwell et al., 2014; Garcia et al., 2014). As a result, the GGMs that computed by using the recent altimetric gravity data may have improved qualities. In addition, the accumulation of satellite gravimetric data and the improved data preprocessing strategies as well as data weighting schemes may further contribute to improve a high-degree GGM (e.g., Fecher et al., 2017). Given the fact that the information of a GGM plays a more important role in ocean science than ever, it is crucial for evaluating the recently released GGMs before they are used for oceanographic researches; however, little attention has been paid to model assessment over oceans. This study focuses on the assessment of recently released high-degree GGMs over a local area, where no locally surveyed gravity data have been combined for computing the currently available GGMs. This study can provide an insight into the qualities of different GGMs at other oceanic areas that only fill-in or altimetric gravity data were used for model development, e.g., most regions of Asia. For model assessment, the traditionally used geodetic observations, i.e., heterogeneous gravity data are used in this study (Arabelos and Tscherning, 2010; Hirt et al., 2011). Besides, independent ocean reanalysis data sets are introduced, which were successfully applied to validating the altimeter-derived mean dynamic topography (MDT) and unifying vertical height systems (Ophaug et al., 2015; Idžanović et al., 2017; Filmer et al., 2018).

STUDY AREA AND DATA

The South China Sea (SCS) is selected as the study area, which extends from 0°N to 24°N latitude and 99°E to 121°E longitude. The SCS is a semi-enclosed marginal sea, and it connects with the East China Sea, the Pacific, and the Indian Ocean through the Taiwan Strait, the Luzon Strait, and the Strait of Malacca, respectively (e.g., Ho et al., 2000); see Figure 1 and the background information displays the bathymetry derived from the General Bathymetric Chart of the Oceans (GEBCO) (Weatherall et al., 2015). The SCS is dominated by seasonal monsoons with active mesoscale eddies (Jia and Liu, 2004; Gan et al., 2006; Chen et al., 2011) and major water exchanges occurring at the Taiwan Strait, the Luzon Strait, and the Sunda Shelf (e.g., Hwang and Chen, 2000). The ocean state study over the SCS presents particular challenges due to the complex topography, monsoon winds, and high variability of local hydrological conditions (Wang et al., 2003; Chen et al., 2011; Xu et al., 2012). This offers a good opportunity to investigate the performances of recently published GGMs in ocean state study.
In the following, the heterogeneous gravity observations and synthetic/ocean reanalysis data are introduced.

**Global geopotential Models**
Several recently published high-degree GGMs, i.e., EGM2008, GECO, SGG-UGM-1, EIGEN-6C4, GOCO05c, XGM2016, XGM2019, and XGM2019e_2159 are investigated in this study. The reason for choosing the models above is that these models have relatively higher spatial resolutions and better accuracies compared to most of other GGMs, see the validation results against the globally distributed GPS/levelling data in http://icgem.gfz-potsdam.de/home. These models were computed by merging satellite gravimetric data and terrestrial and marine gravity data based on spherical harmonic functions. EGM2008 has a full expansion degree and order (d/o) of (2190/2159), which was computed by merging GRACE measurements with terrestrial gravity data on the land and altimetric gravity data in the ocean. Since no GOCE data have been incorporated for developing EGM2008, and the recently published GGMs were computed by combining GOCE data, which is supposed to improve the global gravity field in the frequency bands approximately from degree 30 to 220 in spherical harmonics representation (Gruber et al., 2014). As such, several recently released GOCE-based GGMs, i.e., the GECO (d/o 2190/2159) (Gilardoni et al., 2015), SGG-UGM-1 (d/o 2159/2159) (Liang et al., 2018), EIGEN-6C4 (d/o 2190/2159) (Fürste et al., 2014), GOCO05c (Fecher et al., 2017), XGM2016 (Pail et al., 2018), XGM2019, and XGM2019e_2159 (Zingerle et al., 2019), are introduced. The detailed information with respect to the data sets used in these GGMs’ development is seen in Table 1.

An investigation of error degree variances offers an insight into the error spectra of a GGM, regarded as internal error estimates; and it supplies a rudimentary quality assessment (e.g., Pail et al., 2011). The cumulative geoid error of each GGM is calculated by using the estimated errors of Stokes’ coefficients of this model, and the equations we use can be seen in, e.g., Erol et al. (2020). Figure 2 shows the degree-wise accumulated geoid errors of different GGMs, demonstrates the error up to the maximal degree of each model. EGM2008 has relatively large error, which rises rapidly from degrees 30–220, and reaches ~7.3 cm by the degree of 220 and then increases slowly to 8.2 cm by the maximal degree. Whereas, the accumulated geoid errors of the models that have similar expansion degrees, like GECO, SGG-UGM-1, EIGEN-6C4, and XGM2019e_2159 are reduced to ~4.2, 2.7, 3.4, and 3.1 cm,

---

**TABLE 1 | Description of global geopotential models.**

| Model         | Expansion degree | Data used for model development | Remarks |
|---------------|------------------|--------------------------------|---------|
| EGM2008       | 2190             | GRACE data, terrestrial, altimetry-derived, and airborne gravity data | EGM2008 was computed without GOCE data. The DNSC07 data, which is the predecessor of DNSC08GRA, was used over the South China Sea (Pavlis et al., 2012), Pavlis et al. (2013) |
| GECO          | 2190             | GOCE-only TIM R5 (d/o 250) and EGM2008 | GECO was computed by combining GOCE-only TIM R5 model into EGM2008 (Gilardoni et al., 2015). GOCE-only TIM R5 was developed by using the satellite-to-satellite tracking (SST) data and GOCE satellite gravity gradiometry (SGG) data over the entire period (Pail et al., 2011) |
| SGG-UGM-1     | 2159             | GOCE SST and SGG data, and EGM2008 | SGG-UGM-1 was developed by merging GOCE SST and SGG (d/o 220) into EGM2008 (Liang et al., 2018) |
| EIGEN-6C4     | 2190             | LAGEOS, GRACE RL03, GOCE SGG data, and surface gravity data | Surface data were DTU12 geoid data over oceans and EGM2008 geoid height grid over continents (Fürste et al., 2014) |
| GOCO05c       | 720              | GOCO05S, and surface gravity anomaly data | GOCO05S (d/o 280) was developed by combining GRACE (ITG-Grace2014s), GOCE, kinematic orbits, and satellite laser ranging (SLR) data. DTU13GRA-derived gravity data were used in oceans (Fecher et al., 2017) |
| XGM2016       | 719              | GOCO05S, and surface gravity grid | XGM2016 was computed by combining GOCO05S and a global 15’x15’ grid provided by National Geospatial-Intelligence Agency (NGA) (Pail et al., 2018) |
| XGM2019/ XGM2019e_2159 | 760/2190 | GOCO06S, and surface gravity data | XGM2019 and XGM2019e were developed using the same data, but the former was truncated to d/o 760. DTU13GRA-derived gravity data were used over oceans (Zingerle et al., 2019) |
respectively. The prominent error in EGM2008 at the frequency bands between degrees 30–220 is mainly due to the lack of GOCE data; and the other four models discussed above that developed with GOCE data have better qualities in this frequency bands, where GOCE data paly a dominant role in global gravity field recovery (e.g., Gruber et al., 2014). Moreover, the combination of updated altimetric gravity data may be the main reason that EIGEN-6C4/XGM2019e_2159 has smaller error than EGM2008 at short-wavelength bands. The comparisons of the GGMs that have lower truncated degrees, i.e., GOCO05C, XGM2016, and XGM2019, show that GOCO05C has the largest error, and its error increases dramatically after degree 170 and reaches 12.5 cm by the degree of 720. By comparison, the cumulative geoid error of XGM2016/XGM2019 reduces to 1.1/2.5 cm by its maximal degree.

It is noteworthy that the correlation of errors of spherical harmonic coefficients is ignored when the (accumulated) error degree variances are computed, and the GGM’s error at a specific geographic location cannot be estimated. While, a more rigorous way for internal error estimate can be implemented through the error propagation by using the full error variance-covariance matrix of spherical harmonic coefficients of a GGM (Balmino, 2009). However, considering the limited accessibility of the full error variance-covariance matrices of the high-degree GGMs and the associated huge computation load, this method may be difficult to be implemented. Moreover, the polar gap problem exists in the GGMs that developed with GOCE data, which especially affects the qualities of zonal and near-zonal coefficients (Pail et al., 2011). In total, the error degree variances only supply a global mean of internal error and cannot be regarded as the realistic error estimate.

**Heterogeneous gravity Data**

**Airborne Gravity Disturbances**

The First Geodetic Surveying Team of Ministry of Natural Resources of China conducted an airborne gravimetric survey in 2018, covered the Paracel Islands that located in the northwest SCS, see the enclosed area of the red rectangle in **Figure 1**. This area ranges from 15.5°N to 18.2°N latitude and 111.0°E to 113.3°E longitude. The airborne survey was implemented with a GT-2A gravimeter, which contained 87 flights in total to complete 61,594 line kilometers. It covered ∼270 km in east-west direction and ∼325 km in north-south direction, see **Figure 3**. The traverse lines were north-south oriented and spaced at 1 km, while the tie lines were east-west oriented and spaced at 5 km. The height of the flight ranged from 739 to 847 m above the mean sea level.

The GT-2A gravimeter recorded the raw data at a frequency of 18.75 Hz, and the gravity data were calculated by subtracting the GPS-derived aircraft accelerations from the inertial accelerations, which were then corrected for the Eötvös effect and compensated for the off-level corrections. The derived gravity disturbances were filtered by a low pass filter with a cut-off frequency of 0.01 Hz to reduce the high-frequency noise, which were then resampled to 2 Hz corresponding to the epoch of GPS.
measurements. The spatial resolution of the derived airborne gravity disturbances after the filtering is ∼3 km. The airborne gravity data were then referenced to the Chinese Geodetic Coordinate System 2000 (CGCS 2000), and the geodetic coordinates were referenced to the GRS80 reference ellipsoid. Seven repeat lines were conducted for quality control, and the overall standard deviation (SD) of the variations of repeat lines was ∼1.44 mGal. Moreover, the crossover measurements on transverse and tie lines offer an overview of the data quality, and the SD of the differences at crossovers was ∼1.54 mGal, showing in a good agreement with the statistics of the repeat lines. This airborne survey includes ∼1,854,900 point-wise data, which haven’t been used for global/regional gravity field model development.

**Shipborne Gravity Anomalies**

The marine gravity anomalies are retrieved from the National Geophysical Data Center (NGDC) in the National Centers for Environmental Information (NCEI), where worldwide shipborne gravity data collected during the marine cruises from 1939 to present are available. The original gravity data suffer from the instrument errors, navigational errors, and biases stemming from the inconsistencies among different height systems as well as other systematic errors (Denker and Roland, 2005; Wu et al., 2017a). DTU17GRA is introduced to ensure the quality of the shipborne data. This model combined the 25 years of satellite altimetry data and included the recent altimeter data from Jason-1, CryoSat-2, and SARAL/Altika. The comparison with independent gravity data showed that DTU17GRA had improved precision compared with the previous versions developed at DTU space (Andersen and Knudsen, 2019). The erroneous shipborne gravity data from the NGDC are first removed through a 3-sigma rule, i.e., data are identified as blunders if the difference between the shipborne gravity data and DTU17GRA-derived value is larger than three times of the SD of all the differences. Since the shipborne gravity data originated from various epochs and systematic errors were likely to exist, we apply a crossover adjustment to reduce the systematic errors. The duplicate data are then removed and we assume a constant bias for each track. It is noteworthy that not all the systematic errors can be estimated due to the lack of track information for some cruises. The SD of the differences at the crossovers is estimated as 8.4 mGal, which is slightly smaller than the SD of the differences between DTU17GRA-derived values and shipborne gravity data before the crossover adjustment, with a value of ∼9.0 mGal.

**Existing MDTs and Ocean Models**

The performances of different GGMs are investigated in MDT and geostrophic velocities recovery, where an existing synthetic MDT and three ocean models are introduced for comparison. The synthetic MDT is called CNES-CLS13MDT, and it covers the period of 1993–2012 at a resolution ∼0.25° (~30 km). This model was estimated by using the CNES-CLS11 mean sea surface (MSS) data and EGM-DIR R4 (a satellite-only GGM) as the raw solution, which was then enhanced by in situ data to recover unresolved small-scale signals (Rio et al., 2011). Three ocean models, i.e., the Simple Ocean Data Assimilation, version 3 (SODA3) (Carton et al., 2018), the ocean reanalysis product of the European Centre for Medium-Range Weather Forecasts, version 5 (ECMWF ORAS5) (Zuo et al., 2017), and the Ocean Circulation and Climate Advanced Modeling Project (OCCAM) (Fox and Haines, 2003), are ocean reanalysis products provided with the field of dynamic topography. SODA3 was developed by ocean reanalysis with enhancements to model resolution, observation, forcing data, and the addition of active sea ice. This model maps the ocean state from 1980 to 2017, and it has a 0.25° horizontal resolution. ORAS5 is a recently released ocean reanalysis product from the ECMWF, which was developed...
from Ocean ReAnalysis Pilot 5 (Zuo et al., 2017) using the same ocean and sea ice model and data assimilation method. ORAS5 has a horizontal resolution of 0.25°, and it supplies monthly data from 1979 to 2018. The OCCAM MDT (0.5° horizontal resolution) maps the ocean state from 1993 to 2004, and was developed by using a hydrodynamic model forced with wind stresses from the ECMWF, hydrographic data, and surface temperature (Fox and Haines, 2003).

RESULTS AND DISCUSSION
Validation Against Airborne/Shipborne gravity Data
The maximal expansion degrees of EGM2008, EIGEN-6C4, GECO, SGG-UGM-1, and XGM2019e_2159 are higher than those of XGM2016, XGM2019, and GOCO05c. For the sake of comparison, the computations with the models that have higher expansion degrees are not only carried out up to the maximal degrees but also truncate to degree 720. Table 2 shows the statistics of the differences between the airborne gravity disturbances and the quantities synthesized from different GGMs at the flight altitude. The statistics derived from XGM2016, GOCO05c, and GGMs that truncated to degree 720 are very close, and the SD values of the misfits against the airborne data are ~9.0 mGal. The models that truncate to degree 720 cannot recover the contents with the wavelengths shorter than ~30.4 km; and consequently, large inconsistencies against the airborne data are observed. Figure 4 demonstrates the discrepancies between different GGMs and the airborne data (several representative models are displayed), and most significant discrepancies concentrate at regions close to islands in the Paracel Islands (see Figure 1). The main reason may be due to the degraded quality of altimetry data used in developing these
GGMs, while the airborne survey does not suffer from the problem like waveform contamination near coast/island and provides accurate observations.

The expansions of the GGMs that have higher expansion degrees to the maximal degrees recover more small-scale signals and significantly reduce the discrepancies against the airborne data; and the SD values of the misfits are reduced by a magnitude of ~5 mGal, compared to results derived from the models truncated to degree 720, see Table 2. However, these GGMs, i.e., with a full expansion degree of 2190 (2159), sample the gravity field at a resolution of ~10 km, which is still inferior to the mean resolution of airborne data (~3 km); and the high-frequency signals that have the wavelengths shorter than 10 km are missed in these models. As a result, the differences between these GGMs and the airborne data demonstrate as high-frequency features.

The mutual comparisons show that EGM2008, GECO, and SGG-UGM-1 have comparable qualities, with a SD value of ~4.0 mGal. GECO/SGG-UGM-1 that computed based on EGM2008 but additionally with GOCE data does not demonstrate better result than EGM2008. The possible reason is GOCO data mainly contribute to long-wavelength bands (degrees 30–220), and the effects introduced by GOCE data are not prominent in terms of gravity disturbances since they are dominated by local short-wavelength features. EIGEN-6C4 does not show improved performance compared to EGM2008/GECO/SGG-UGM-1, although EIGEN-6C4 was computed based on an updated altimetric gravity model (DTU12 data) versus DNSC07GRA that used in developing EGM2008 (Andersen et al., 2010). Whereas, XGM2019e_2159 has relative high quality and the SD of the misfits reduces to ~3 mGal; and the discrepancies against the airborne data reduce dramatically close to islands, see Figure 4E. The better fit of XGM2019e_2159 with the airborne data is largely attributed to the use of updated altimetric gravity data in model development, i.e., DTU13GRA; and DTU13GRA has improved quality compared to DNSC07GRA that was used in computing EGM2008 (Andersen et al., 2013). Thus, the incorporation of

| TABLE 3 | Statistics of the differences between the shipborne gravity anomalies retrieved from NGDC and quantities synthesized from different GGMs over South China Sea. |
|---------|---------|---------|---------|---------|
| Degree  | Max     | Min     | Mean    | SD      |
| EGM2008 | 720     | 44.3    | 42.0    | 1.1     | 13.3    |
| EGM2008 | 2190    | 23.2    | 28.9    | 1.6     | 9.4     |
| EIGEN-6C4| 720     | 44.7    | 42.7    | 1.0     | 13.5    |
| EIGEN-6C4| 2190    | 32.6    | 29.5    | 1.5     | 9.5     |
| GECO    | 720     | 44.5    | 42.4    | 1.1     | 13.4    |
| GECO    | 2190    | 32.5    | 29.3    | 1.6     | 9.5     |
| SGG-UGM-1| 720     | 44.4    | 42.1    | 1.1     | 13.3    |
| SGG-UGM-1| 2159    | 32.3    | 28.9    | 1.6     | 9.4     |
| XGM2019e_2159| 720     | 44.2    | 41.9    | 1.1     | 13.3    |
| XGM2019e_2159| 2190    | 32.2    | 28.9    | 1.6     | 9.4     |
| GOCO05c | 720     | 44.4    | 42.1    | 1.2     | 13.3    |
| XGM2016 | 719     | 44.2    | 41.9    | 1.1     | 13.3    |
| XGM2019 | 760     | 44.2    | 41.9    | 1.1     | 13.3    |
| XGM2019 | 720     | 44.2    | 41.9    | 1.1     | 13.3    |

Mean Dynamic Topography Comparison

Before computing the geodetic MDT, we study the error information of different versions of MSS in order to choose an appropriate MSS. The interpolation errors of two recently released models, i.e., DU15MSS (Andersen et al., 2016) and DTU18MSS (Andersen et al., 2018), are studied. Figure 6 shows the errors of these models, and the root mean square (RMS) of errors of DTU15MSS and DTU18MSS is 1.95 and 1.78 cm, respectively, which indicate that DTU18MSS has better quality. DTU18MSS shows improved quality along the southern coast of Guangdong in China, the eastern coast of Vietnam and Malaysia, and the western coast of Luzon and coastal areas over Philippines. The reason that DTU18MSS outperforms DTU15MSS is mainly due to the incorporation of more high-quality altimeter data and the use of improved data pre-processing methods (Andersen et al., 2018).

MDT determined through a geodetic approach illustrates the departure of the MSS from the geoid/quasi-geoid (Bingham et al., 2011a, 2014; Griesel et al., 2012). The raw geodetic MDT is computed as the difference between DU18MSS and quasi-geoid computed from a GGM expanded to its maximal degree. For cross validation, CNES-CLS13MDT, SODA3 MDT, ORAS5 MDT, and OCCAM MDT are introduced, where the former three models have a resolution of 0.25°, while the resolution of OCCAM is 0.5°. The raw geodetic MDT contains small-scale contents that cannot be resolved in synthetic/ocean data, and we apply a Gaussian filter with a correlation length of 30 km to the raw geodetic MDT for ensuring a spectrally consistent comparison. Different MDTs are referenced to various time periods, and we use the method suggested by Bingham and Haines (2006) to unify the time period, where all the models are adjusted to the geodetic MDT time period (1993–2018). The AVISO altimetric sea level anomaly (SLA) is used to standardize all the MDTs to the required period (e.g., Rio et al., 2011). The CNES-CLS13MDT is adjusted to the 1993–2018 period computed as CNES-CLS13MDT (93–2018) = CNES-CLS13MDT (93–2012) + MSLA (93–2018) – MSLA (93–2012), and MSLA denotes the mean value of SLA over a specific time period. For OCCAM MDT, a similar method is used.
to adjust its period to 1993–2018. For SODA3, we first compute the mean SODA MDT by averaging the monthly data from 1993 to 2017, which is then adjusted to 1993–2018 by using the SLA data. For ORAS5, the associated MDT is retrieved by averaging the monthly data from 1993 to 2018.

Different MDTs generally have analogous structures, vary in a range of $\sim 0.5$ m, see Figure 7, where the maximum value up to 0.9 m appears around the western coast of Cambodia; while, the minimum value, roughly 0.5 m, occurs in the northern SCS. However, prominent discrepancies between the geodetic MDTs and synthetic/ocean models are observed, particularly in the northern SCS, by a magnitude up to 10 cm. The behaviors of MDTs computed from different GGMs are heterogeneous, where the signals derived from EGM2008, GECO, SGG-UGM-1, and EIGEN-6C4 have relatively significant oscillations over the southern part, compared to ones calculated from the other four GGMs. Moreover, the magnitudes of MDT signals of different synthetic/ocean models are not consistent, where CNES-CLS13MDT has smaller values over the northern SCS, while ORAS5 has larger values around the Luzon Strait.

The extreme values exist in the geodetic MDTs along the coast of Hainan, eastern coast of Vietnam, and western coast of Brunei and Malaysia. These values are identified as outliers, due to the uncorrected errors in the MSS model and errors in the quasi-geoid (Hipkin et al., 2004; Wu et al., 2017b; Wu et al., 2019). The remaining errors in the MSS model are mainly due to the orbit errors and errors in various range corrections (e.g., Andersen and Knudsen, 2009). However, these errors have been significantly reduced with the combination of recent altimeter data, even over coastal areas, see Figure 6. Whereas, the quasi-geoid over coastal
regions suffers from the scarcity of surveyed gravimetric data, the degraded quality of altimetric gravity data, and the uncorrected biases/tilts among different data sets that used in computing the quasi-geoid (Huang, 2017; Wu et al., 2019). The EGM2008 commission errors, composed of the low-degree errors estimated by using a satellite-only model through error propagation and high-degree ones computed through an integral formula using surface gravity data (Pavlis et al., 2012), are seen in Appendix A. These errors reach decimeter level along the coastal regions over the SCS, suggesting that the computed geodetic MDTs prominently suffer from the errors in the associated GGMs, even though the application of filtering suppresses the high-frequency noises.

CNES-CLS13MDT and three ocean models are used as control data for model assessment; however, the lack of formal error of synthetic/ocean model remains an obstacle for deriving reliable results through an individual model. Thus, we not only provide the results computed from each synthetic/ocean model, but also give the statistics derived from the comparisons with the mean value of all synthetic/ocean models, which provide sufficient independence and redundancy to allow more robust comparison. Figure 8 demonstrates the discrepancies between the MDTs computed from different GGMs and the mean of all synthetic/ocean data. The MDT derived from EGM2008 has the largest oscillations, and the maximum/minimum value is 17.9/-19.7 cm, with a SD of 6.4 cm, see Table 4. The significant long-wavelength errors are observed in the MDT derived from EGM2008, by a magnitude greater than 3 cm, and this is probably due to the lack of GOCE data in the computation of EGM2008. The long-wavelength errors are consequently reduced when the GGMs computed with GOCE data are applied, for instance, see the MDT derived from GECO/XGM2019e_2159 in Figure 8. Moreover, the coastal problem is extremely prominent in the MDT computed from EGM2008, especially around the coast of Hainan, Vietnam, Malaysia, and Brunei, where the errors reach a magnitude greater than 10 cm. This is attributed to the use of relatively low quality of altimetric gravity data in computing EGM2008 and the data voids occurred close to coast/island when EGM2008 was computed. In contrast, the MDT derived from SGG-UGM-1/GECO shows less variations and improved consistencies comparing with the synthetic/ocean data, and the SD of the misfits reduces to 3.3/4.1 cm. The incorporation of GOCE data is the main reason that these two MDTs show improved qualities at long-wavelength bands than the one computed from EGM2008. Moreover, the application of GECO/SGG-UGM-1 substantially reduces the errors of the associated MDT over coastal regions, for instance, along the coast of Hainan and Vietnam. The mutual comparison shows that the MDT derived from GECO has better quality than that computed from SGG-UGM-1, where the different methods for model development and data merging/assimilation approaches may account for these differences. The MDT derived from EIGEN-6C4 has comparable quality as that derived from GECO; however, the errors in the MDT model derived from EIGEN-6C4 are reduced over coastal regions, compared to the one derived from GECO/SGG-UGM-1. EIGEN-6C4 was computed by combining GRACE, GOCE, and EGM2008 data, but it included DTU12 geoid data over oceans; and this may be the main reason that EIGEN-6C4 has better performance in coastal MDT computation than EGM2008/GECO/SGG-UGM-1. We also notice that significant small-scale contents propagate into the MDT computed from EIGEN-6C4, particularly in the southern SCS, indicating that the use of the Gaussian filter may not be an optimal way to make a spectrally consistent fusion of the MSS and the quasi-geoid. The comparisons with local shipborne/airborne data show that these GGMs discussed above have comparable qualities; moreover, these models typically show comparable accuracies when validated against GPS/levelling data, e.g., see Featherstone et al. (2018) and Wu et al. (2018). However, this is not true when comparing with the synthetic/ocean data, where the qualities of these models can be discriminated.
The use of XGM2019e_2159 leads to a more consistent MDT with the synthetic/ocean data, which demonstrates less variations compared to the MDTs derived from the GGMs described above. The SD of the misfits between the MDT calculated from XGM2019e_2159 and the synthetic/ocean data is ∼2.5 cm, with a reduction of ∼0.8/0.8/1.6/3.9 cm, compared to the MDT computed from GECO/EIGEN-6C4/SGG-UGM-1/EGM2008. This is mainly attributed to the combination of recent satellite gravimetry and altimetry data in computing XGM2019e_2159, which combined a recently released GRACE/GOCE satellite-only model (GOCO05s) at long wavelength and DTU13GRA data at short-wavelength. DTU13GRA has better quality than the previous versions, e.g., DTU10GRA and DNSC07GRA, and the quasi-geoid calculated from XGM2019e_2159 was improved accordingly. This result is commensurate with the validation results against the airborne gravity data over the Paracel Islands, where XGM2019e_2159 has relatively high quality.

For the MDTs computed with the GGMs that have lower expansion degrees, the SD of the misfits between the MDT modeled from GOCO05c and the synthetic/ocean data is ∼2.9 cm; while, for the MDT computed from XGM2016/ XGM2019, this value is slightly better, by a magnitude of 0.3/0.4 cm XGM2016 was developed using the same methodology as GOCO05c, but the input surface data were different, where GOCO05c used DTU13GRA data, while XGM2016 combined NGA gridded data at oceans. The MDTs derived from XGM2019 and XGM2019e_2159 have almost identical features, since XGM2019 was computed using the same input data sets and modeling method as XGM2019e_2159, but truncated to degree 760.
The comparison of each synthetic/ocean model and the geodetic MDTs derived from different GGMs show that CNES-CLS13MDT/SODA has smaller discrepancies against the geodetic MDTs, compared to ORAS5/OCCAM. This indicates that geodetic MDT may be used for synthetic/ocean model assessment, particularly in the regions lacking in situ data (e.g., buoys and hydrological profiles). However, it should be emphasized that these results are rudimentary ones since the
TABLE 4 | The standard deviation of the differences between the MDTs derived from different GGMs and synthetic/ocean model.

| Geodetic MDT minus synthetic/ocean model | CNES-CLS13MDT | SODA | ORAS5 | OCCAM | Mean of all synthetic/ocean models |
|-----------------------------------------|---------------|------|-------|-------|-----------------------------------|
| EGM2008                                 | 6.0           | 6.4  | 7.3   | 6.8   | 6.4                               |
| GECO                                    | 2.9           | 3.0  | 3.7   | 4.4   | 3.3                               |
| SGG-UGM-1                               | 3.7           | 3.7  | 4.5   | 5.1   | 4.1                               |
| EIGEN-6C4                                | 3.0           | 3.0  | 3.8   | 4.4   | 3.3                               |
| XGM2019e_2159                           | 2.4           | 2.4  | 3.0   | 3.7   | 2.5                               |
| GOCC05c                                 | 2.5           | 2.7  | 3.4   | 3.9   | 2.9                               |
| XGM2016                                 | 2.4           | 2.4  | 3.2   | 3.8   | 2.6                               |
| XGM2019                                 | 2.3           | 2.4  | 3.1   | 3.7   | 2.5                               |

FIGURE 9 | The zonal (A) and meridian (B) mean of the misfits between the MDTs derived from different GGMs and mean of all synthetic/ocean models.
error information of the ocean models is not available and no in situ data have been for evaluating the synthetic/ocean models and geodetic MDTs in this study.

In addition, the geodetic MDTs’ characteristics along the zonal/meridian profile are investigated. Figure 9A shows the zonal mean of the misfits between different geodetic MDTs and
the mean of all synthetic/ocean data. The MDT derived from EGM2008 demonstrates strong oscillations, and the spike-like errors appear, by a magnitude up to 5 cm. The MDT derived from SGG-UGM-1/EIGEN-6C4 has slightly better performance; however, the spikes are still prominent. For instance, the MDT computed from SGG-UGM-1 has strong variations from 18°N to 21°N, where this profile passes through the regions around Hainan in China. This corresponds to the result that the MDT

**FIGURE 11** Differences between the zonal velocities computed from the MDT computed from (A) EGM2008, (B) GECO, (C) SGG-UGM-1, (D) EIGEN-6C4, (E) XGM2019e_2159, (F) GOCO05c, (G) XGM2016, (H) XGM2019 and the mean of the zonal velocities derived from all synthetic/ocean data.
TABLE 5 | The standard deviation of the differences between the zonal velocities synthesized from the MDTs modeled from different GGMs and those derived from synthetic/ocean data.

| MDT minus synthetic/ocean model | CNES-CLS13MDT | SODA | ORAS5 | OCCAM | AIPO | Mean of all synthetic/ocean models |
|--------------------------------|--------------|------|-------|-------|------|---------------------------------|
| EGM2008                        | 11.4         | 11.2 | 13.2  | 12.6  | 11.8 | 11.1                            |
| GECO                           | 7.6          | 7.5  | 8.9   | 8.5   | 8.3  | 7.1                             |
| SGG-UGM-1                      | 8.0          | 8.0  | 9.6   | 9.1   | 9.0  | 7.7                             |
| EIGEN-6C4                      | 8.0          | 8.2  | 9.5   | 9.0   | 9.0  | 7.9                             |
| XGM2019e_2159                  | 7.7          | 7.4  | 9.0   | 8.2   | 8.3  | 7.1                             |
| GOCO05c                       | 8.1          | 7.7  | 9.2   | 8.6   | 8.5  | 7.4                             |
| XGM2016                        | 7.8          | 7.7  | 9.1   | 8.5   | 8.5  | 7.4                             |
| XGM2019                        | 7.7          | 7.7  | 9.0   | 8.3   | 8.3  | 7.1                             |

Derived from SGG-UGM-1 has large errors around Hainan because of the coastal problem. In contrast, the MDTs computed from the other GGMs show improved qualities, and almost no apparent spikes are found. The MDT derived from XGM2019e_2159/XGM2019 has relatively small variations, and the discrepancies against the synthetic/ocean data are within 3 cm. The misfits between the geodetic MDTs and the ocean data are reduced along the meridian profile compared to the ones derived from the zonal profile, see Figure 9B. This is mainly due to the configuration of satellite orbits, which affects the error structures of the GGM-derived quantities. As the orbit of GRACE/GOCE is almost south-north oriented, the along-track data sampling is much denser than that in the across-track direction; and consequently, larger errors were found in east-west direction than in north-south direction (Balmino, 2009; Bingham et al., 2011b). Similar validation results are concluded along the meridian profile as ones derived from the zonal profile, where the signal calculated from XGM2019e_2159/XGM2019 has relatively high quality.

Geostrophic Currents Comparison

The performances of different GGMs are further assessed in terms of geostrophic velocities. Apart from the synthetic/ocean data shown in Existing MDTs and Ocean Models, another reanalysis data set derived from an ocean data assimilation system in Asia, the Indian Ocean, and the western Pacific Ocean (AIPO), known as AIPOcean (Yan et al., 2015), is introduced. AIPOcean data was developed based on the ensemble optimal interpolation (EnOI) method, where various types of observations including the AVISO altimetric SLA, satellite-sensed sea surface temperature, and in situ temperature and salinity profiles, were assimilated. AIPOcean data contains the daily averaged ocean current field from January 1, 1993 to December 31, 2006, with a horizontal resolution of 0.25°. The comparisons with independent observations and other reanalysis products show that the quality of AIPOcean data was well controlled, which provided the realistic structures of the ocean state in AIPO (Yan et al., 2015).

AIPOcean data map the ocean currents from 1993 to 2006 with a horizontal resolution of 0.25°, and the synthetic/geodetic MDT is adjusted to this time period based on AVISO SLA data, and then the geostrophic velocities are computed. Whereas, the surface currents provided in the ocean models are retrieved and averaged to map the signals over the 1993–2006 time period.

Figure 10 shows the zonal velocities computed from the geodetic MDTs and the synthetic/ocean data, which generally reconstruct the real surface circulation over the SCS. For instance, the blue strip-like features over the northern of SCS that passes through the southern of Hainan is the South China Sea Warm Current (SCSWC), playing a key role in distribution of mass, energy, and heat balances over the northern SCS (Hsueh and Zhong, 2004; Chiang et al., 2008; Yang et al., 2008). Moreover, the yellow/red signals along the Guangdong coast are known as Guangdong Coastal Current (GCC) (Hu et al., 2000; Gu et al., 2012). However, the structures of GCC are not identical in different models. For example, the intensity of GCC in CNES-CLS13MDT/SODA is not as strong as that in ORAS5/OCCAM/AIPO.

The detailed features of the zonal velocities derived from the geodetic MDTs and ocean models are heterogeneous. For signals computed from the geodetic MDTs, more scattered structures are observed in the values computed from the MDT derived from EGM2008, displaying as prominent long-wavelength patterns, especially in the southern SCS. However, these large-scale contents cannot be treated as real ocean circulation signals, since the long-wavelength contents of EGM2008 are questionable due to the lack of GOCE data. By comparison, the velocities computed from the MDTs derived from other GGMs show less variations and smoother patterns. It is noticeable that a high-degree GGM suffers from the coastal problem, where the errors in the associated MDT are magnified in the computation of geostrophic velocities, since the gradients of MDT are used to compute the geostrophic velocities. However, the coastal problem may be mitigated by using the recent altimeter data (Oppea et al., 2015; Idžanović et al., 2017) and airborne gravimetric survey (Hwang et al., 2006; Wu et al., 2019).

CNES-CLS13MDT and SODA demonstrate smoother structures than other ocean models over the southern SCS, and significant small-scale structures are observed in CNES-CLS13MDT over the northern part. While, ORAS5, OCCAM, and AIPO have relatively intense features over the Guangdong coast, compared to CNES-CLS13MDT/SODA. Different methods and input data for model development are the main reasons for these differences. For example, CNES-CLS13MDT is a synthetic model, estimated through a geodetic method as a raw solution, which was then enhanced by in situ data to recover the small-scale contents. While, the ocean models are the ocean...
Figure 12 | Meridian geostrophic velocities computed from the MDT derived from (A) EGM2008, (B) GECO, (C) SGG-UGM-1, (D) EIGEN-6C4, (E) XGM2019_2159, (F) GOCO05s, (G) XGM2016, (H) XGM2019, (I) CNES-CLS13MDT, and meridian velocities retrieved from (J) SODA, (K) ORASS, (L) OCCAM, and (M) AIPO.
reanalysis products developed by combining ocean state data, hydrographic data, surface temperature, and so on.

Figure 11 demonstrates the discrepancies between the zonal geostrophic velocities computed from different geodetic MDTs and the mean of all synthetic/ocean data, and the associated statistics are given in Table 5. The performances of the velocities computed from different geodetic MDTs are heterogeneous. The zonal velocities derived from the MDT modeled with EGM2008...
The synthetic/ocean data are seen in MDT modeled with XGM2019 show better performances. and 7.1 cm/s, respectively, where the velocities derived from the modeled with GOCO05c, XGM2016, and XGM2019 is 7.7, 7.3, and 6.9 cm/s, respectively, where the velocities derived from the MDT modeled with XGM2019 also have better performances.

The SD of the misfits of the zonal velocities derived from the MDTs modeled with these four models have improved qualities, and the SD values of the misfits reduce to 7.1–7.9 cm/s. The errors of the geostrophic velocities computed from these four models are significantly reduced over coastal regions, especially in the southern coast of Guangdong, north-eastern and south-eastern coast of Vietnam, western coast of Malaysia and Philippines. The mutual comparisons show that the zonal velocities computed from the MDT computed from GECO/ XGM2019e_2159 have better qualities than the ones computed from the MDT modeled with SGG-UGM-1/EIGEN-6C4. This is not consistent with the results derived from the MDT comparison, where the MDT computed from GECO has lower quality than the one derived from XGM2019e_2159, but has comparable quality with the MDT derived from EIGEN-6C4. The SD of the misfits of the zonal velocities derived from the MDTs modeled with GOCO05c, XGM2016, and XGM2019 are 7.4, 7.4, and 7.1 cm/s, respectively, where the velocities derived from the MDT modeled with XGM2019 show better performances.

The meridian velocities synthesized from the geodetic MDTs and the synthetic/ocean data are seen in Figure 12, which represent the north-southward ocean circulation of SCS. For instance, a southward along-shelf current is seen along the coast of Vietnam, see the blue stripe-like features, which is mainly caused by local monsoon system (Hu et al., 2000; Chen et al., 2012). In addition, the red signals cross the Luzon Strait are line with the Kuroshio intrusion, e.g., see Hu et al. (2000) and Xue et al. (2004). The comparison results are seen in Figure 13; Table 6, where the velocities computed from the MDT modeled with EGM2008 have the worst performances, the SD of the misfits against the ocean data reaches 12.3 cm/s. Whereas, the SD values reduce to 7.6, 8.0, 8.6, and 6.8 cm/s, respectively, when the velocities derived from the MDTs modeled with GECO, SGG-UGM-1, EIGEN-6C4, and XGM2019e_2159 are assessed. The SD of the misfits of the meridian velocities derived from the MDTs modeled with GOCO05c, XGM2016, and XGM2019 is 7.7, 7.3, and 6.9 cm/s, respectively, where the signals derived from the MDT modeled with XGM2019 also have better performances.

### CONCLUSION

The wide range of applications of the global geopotential models in ocean science emphasizes the importance for model assessment. We assess the qualities of the recently released high-degree GGMs over the South China Sea, where local airborne/shipborne gravity data and independent synthetic/ocean reanalysis data are served as the control data.

A comparison with a high resolution (~3 km) airborne gravimetric survey over the Paracel Islands shows that XGM2019e_2159 has relatively high quality, and the SD of the misfits against the airborne gravity data is ~3.1 mGal. The SD values increase to ~4.0 mGal when EGM2008, GECO, SGG-UGM-1, and EIGEN-6C4 are validated; however, the qualities of these models cannot be discriminated. Whereas, the comparisons with the shipborne gravity data that retrieved from the NGDC cannot discriminate the qualities of different GGMs that have the same expansion degree, due to the limited data precision.

The assessments with the synthetic/ocean data show that the qualities of the values derived from different GGMs are heterogeneous. The MDT computed from XGM2019e_2159 has relatively high quality, showing in an agreement with the validation results against the airborne gravity data. The SD of the differences between the MDT modeled with XGM2019e_2159 and the mean of all synthetic/ocean data is ~2.5 cm; and this value changes to 7.1 cm/s (6.8 cm/s) when the associated zonal (meridional) velocities are assessed. The assessments of the quantities modeled with EIGEN-6C4, GECO, SGG-UGM-1, GOCO05c, and XGM2016 show that they have deteriorated qualities than the ones derived from XGM2019e_2159, with a reduction of approximately 0.1–1.6 cm in terms of MDT, and of 0.3–1.8 cm/s in terms of geostrophic velocities. The values derived from EGM2008 demonstrate the worst performances, which is reduced by 3.9 cm when the MDT is assessed, and by 4.0 cm/s (5.5 cm/s) when the zonal (meridional) velocities are assessed, compared to the results derived from XGM2019e_2159. Moreover, the quantities computed from EGM2008 severely suffer from the coastal problem, which is mainly attributed to the lack of high-quality altimetric gravity data when this model was developed.

These numerical results suggest that the choice of a GGM in ocean state study is crucial, particularly in coastal regions, even though different GGMs that have the similar expansion degrees...
may show comparable results when compared with local gravity data. Moreover, the use of synthetic/ocean data may be capable of distinguishing the qualities of different GGMs, indicating that these data sets may be served as additional data sources for global/regional gravity field model assessment over oceans.
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APPENDIX A | ERROR OF EGM2008

FIGURE A1 | Associated errors of EGM2008 in terms of quasi-geoid heights.