Our core timekeeping mechanism, the circadian clock, plays a vital role in immunity. Although the mechanics of circadian control over the immune response is generally explained by transcriptional activation or repression derived from this clock’s transcription-translation negative-feedback loop, research suggests that some regulation occurs beyond transcriptional activity. We comprehensively profiled the transcriptome and proteome of murine bone marrow-derived macrophages and found that only 15% of the circadian proteome had corresponding oscillating mRNA, suggesting post-transcriptional regulation influences macrophage clock regulatory output to a greater extent than any other tissue previously profiled. This regulation may be explained by the robust temporal enrichment we identified for proteins involved in degradation and translation. Extensive post-transcriptional temporal-gating of metabolic pathways was also observed and further corresponds with daily variations in ATP production, mitochondrial morphology, and phagocytosis. The disruption of this circadian post-transcriptional metabolic regulation impaired immune functionality. Our results demonstrate that cell-intrinsic post-transcriptional regulation is a primary driver of circadian output in macrophages and that this regulation, particularly of metabolic pathways, plays an important role in determining their response to immune stimuli.

[Supplemental material is available for this article.]

Much of life on earth is exposed to the regular day/night cycle of the planet and has evolved circadian rhythms to anticipate these predictable changes (Eckel-Mahan and Sassone-Corsi 2013). Circadian rhythms are generated by a molecular oscillator, or clock, which adjusts innumerable cellular functions to regulate behaviors, encompassing everything from luminescence in fungi to sleep in humans (Dunlap 1999; Patke et al. 2020). In concordance with this, many facets of immunity are controlled by circadian rhythms, and the dysregulation of circadian rhythms can be detrimental to the immune response (Scheiermann et al. 2018). Chronic circadian disruption is associated with an increased risk for metabolic, cardiovascular, and neurodegenerative diseases, all sharing underlying inflammatory components, leading to the hypothesis that dysregulation of immunity, for example, chronic inflammation, is a critical link between disease and circadian rhythms (Evans and Davidson 2013; Scheiermann et al. 2018). Further, studies with myeloid-specific clock knockouts have demonstrated that the cell-intrinsic clock in myeloid immune cells plays a critical role in dictating this regulation/dysregulation, independent of systemic cues (Nguyen et al. 2013; Sato et al. 2014; Xu et al. 2014; Curtis et al. 2015; Huo et al. 2017; Kiessling et al. 2017; Early et al. 2018).

The canonical view of physiological circadian regulation on immunity is via a transcription-translation-based negative-feedback loop, where the heterodimeric transcription factor positive-arm complex regulates the expression of both the negative arm as well as a host of other genes not involved in the feedback loop, termed clock-controlled genes (ccgs) (Hurley et al. 2016; Takahashi 2017). Clock genes in an interlocking auxiliary loop (e.g., Rev-erho) also regulate ccgs and have been shown to play an important role in macrophages’ circadian functions (Gibbs et al. 2012; Lam et al. 2013; Sato et al. 2014). Utilizing many different organisms and tissue types, transcriptome profiling studies have found that large proportions of transcripts oscillate circadianly and are highly tissue-specific (Hughes et al. 2009; Abruzzi et al. 2011; Zhang et al. 2014; Mure et al. 2018). However, recent evidence suggests the importance of circadian post-transcriptional and post-translational mechanisms, resulting in circadianly oscillating proteins not derived from oscillating transcripts and vice versa (Reddy et al. 2006; Kojima et al. 2011; Chiang et al. 2014; Hurley et al. 2014, 2018; Mauvoisin et al. 2014; Robles et al. 2014; Wang et al. 2017a, 2018; Green 2018; Mauvoisin and Gachon 2020). Despite this mounting evidence, there is a lack of studies utilizing adequate sampling depth, resolution, replication, and time course length to generate highly powered data sets probing the regulatory relationships between the circadian transcriptome and proteome, and there is little information on how this post-transcriptional regulation impacts the immune response (Hughes et al. 2017).
To provide such a data set, we analyzed the global transcriptome and proteome of murine bone marrow-derived macrophages (BMDMs) every 2 h, over 48 h, in triplicate using RNA-seq and tandem mass tag mass spectrometry (TMT-MS), respectively. Macrophages were selected for this investigation as previous work has shown that macrophages possess robust circadian clocks and demonstrate circadian control of their key immune functions, such as phagocytosis, cytokine release, differentiation, and migration in/out of various tissue compartments (Bourin et al. 2002; Hayashi et al. 2007; Keller et al. 2009; Gibbs et al. 2012; Silver et al. 2012, 2018; Sato et al. 2014; Wang et al. 2016; Kesslerling et al. 2017; Pick et al. 2019). Macrophages play a vital role in the initiation, sustainment, and resolution of both acute and chronic inflammation, and it has been suggested that the disruption of these circadian rhythms in immunity and inflammation may play a critical part in the negative impact of clock disruption on human health (Bechtold et al. 2010; Arjona et al. 2012; Cermakian et al. 2013; Evens and Davidson 2013; Curtis et al. 2014; Geiger et al. 2015; Labrecque and Cermakian 2015; Scheiermann et al. 2018). Finally, as macrophages live for months at a time, circulating in the bloodstream before long in-tissue residencies, the influence of their circadian clocks would be of more consequence than shorter-lived immune cells (van Furth and Cohn 1968). However, much is left to be desired in the study of macrophage rhythms as most prior studies have used transcriptional and ex/in vivo methods to determine macrophage output pathways, complicating what rhythms are generated by the presence of systemic circadian cues versus what is intrinsically controlled by macrophage clocks. Here, we report and characterize a broad array of cellular functions that are circadianly regulated by the macrophage-intrinsic clock.

Results
Analysis of the macrophage circadian transcriptome and proteome demonstrates extensive circadian regulation

To determine if the substantial, physiologically relevant, circadian post-transcriptional regulation noted in other tissue types was conserved in immune cells, bone-marrow derived macrophages were selected for in vitro interrogation as they are derived from primary cells, making their clock output more relevant to in vivo conditions and are terminally differentiated, limiting potential confounding effects of the cell cycle. BMDMs were derived from bone marrow progenitor cells extracted from Per2::Lac CS7BL/6j mice and differentiated with recombinant M-CSF (Yoo et al. 2004). Flow cytometry confirmed that >99% of cells displayed the macrophage-specific markers ITGAM (also known as CD11b) and ADGRE1 (also known as F4/80), demonstrating complete differentiation into macrophages (Supplemental Fig. S1A,B; Zhang et al. 2008). We extracted total RNA and protein from these serum-shock-synchronized BMDMs every 2 h over 48 h in triplicate, totaling six independent time courses (Fig. 1A; Supplemental Fig. S1C). Luminescence traces confirmed that our protocol resulted in reliable, ~24-h PER2 oscillations, and sampling for all time courses began at 16 h post-serum shock to avoid artificial gene expression that occurs immediately following serum shock (Supplemental Fig. S1D; Balsalobre et al. 1998).

Quantitative RNA-sequencing was performed to analyze the transcriptome over time. In short, samples were processed so as to quantify both coding and noncoding RNA expression in transcripts per million (TPM) at each time point (Supplemental Table S1; Supplemental Fig. S2A). Quantitative proteomic analysis was completed using tandem mass tag mass spectrometry. Protein samples were isobarically mass-tagged after digestion and analyzed utilizing eight multiplex groups. Across all multiplexes, 162,920 unique peptides were identified in at least one time point, comprising a total of 10,162 distinct proteins detected, with 6290 proteins detected in every time point (Supplemental Table S2). The transcriptome and proteome data were preprocessing and analyzed using the previously published tools LIMBR and ECHO, designed for circadian time course analysis (Supplemental Fig. S2B,C; Supplemental Data S3, S4; De los Santos et al. 2017, 2020; Crowell et al. 2019). After LIMBR preprocessing, a total of 6050 proteins and 36,451 RNAs qualified for further analysis. These transcripts and proteins were categorized as oscillating/not oscillating using the ECHO program in the free-run mode (see Methods; De los Santos et al. 2020).

Once we identified our oscillating proteins and transcripts, we examined both data sets for clock gene levels. We found that each identified positive- and negative-arm clock gene known to oscillate in a circadian manner did so at both the RNA (Fig. 1B) and protein levels (Fig. 1C). Clock gene transcripts including Arntl (also known as Bmal1), Clock, Cry1, Cry2, Nr1d1, Per1, and Per2 were identified as circadian, with low variation between replicates (Fig. 1B, top panel; Supplemental Fig. S2C). Due to known low abundance levels and our stringent detection cutoffs, no protein products of clock genes were classified as detected in the proteome. However, manual examination of pre-LIMBR curated average levels of clock gene proteins at each time point indicated oscillations of both positive- (ARNTL) and negative-arm (PER1, CRY1) clock proteins (Fig. 1C, top panel).

Based on the ECHO-modeled periods for known clock gene transcripts, genes were considered to be circadianly oscillating if the Benjamini–Hochberg adjusted P-value was <0.05, the amplitude change coefficient was between ±0.15, and the period between 20 and 28 h. This classified 5790 transcripts as circadian, 15.3% of coding transcripts were circadian (n = 3160) within the coding-only detected transcriptome (n = 20,699). When analyzing the distributions of modeled parameters, we noted a bias toward a shorter period length (between 20 and 22 h) and that most oscillations decreased in amplitude (damped) over time (Supplemental Fig. S2D; De los Santos et al. 2017, 2020). For ECHO-modeled protein periods, we broadened the period range of what we considered circadian to 18–30 h to accommodate higher levels of technical noise attributable to proteomics-based techniques (Hurley et al. 2018). Analysis of the proteome identified 1778 proteins as circadian, meaning 29% of the detected proteome is under circadian control (Fig. 1C). There was little bias in period length detected and more widespread damping over time as compared to the transcriptome (Supplemental Fig. S2D). In both cases, the majority of genes in the circadian RNA and protein sets had P-values far lower than 0.01, indicating statistically accurate modeling of these genes by ECHO (Supplemental Fig. S2D, lower panel).

Post-transcriptional and post-translational controls in the late phase contribute to circadian output

In an exhaustive study, Mure et al. concluded that there was broad circadian gating on mammalian transcripts but did not investigate the impact of these transcriptional waves on protein levels and, by extension, cell physiology (Mure et al. 2018). We therefore probed our data sets for circadianly gated timing of the peak phases of RNA
Figure 1. Multi-omics profiling details extensive circadian regulation of the macrophage transcriptome and proteome. (A) A schematic of the analysis of macrophage circadian regulation. Bone marrow derived macrophages (BMDMs) from Per2::Luc mice were synchronized in vitro via serum shock and sampled in triplicate for global proteome and transcriptome profiling with 10-plex tandem mass tag mass spectrometry and RNA-seq, respectively. Circadianly oscillating genes were identified using the ECHO program to determine the macrophage circadian protein–protein interaction network. (B) All detected clock gene transcripts oscillated circadianly, and error bars show the standard deviation for Per2 as a representative gene for the variation between triplicate values. Heat map in bottom panel shows relative expression for all identified circadian transcripts. (C) All detected clock proteins exhibited circadian abundances with delay from their respective transcripts. Points shown are an average of the summed signal/noise of peptides for the identified protein for up to three replicates depending on the detection at the given time point. Heat map in bottom panel shows relative expression for all identified circadian proteins. (D) A schematic summarizing how circadian time (CT) for our in vitro synchronized experimentation was inferred from comparison of Per2 mRNA oscillation timing we observed to the oscillation of Per2 mRNA reported in macrophages extracted from light-entrained mice transferred to constant dark conditions (Keller et al. 2009). Shading represents the relative inactive period (light gray) and active periods (dark gray) during the Dark:Dark (DD) experiment by Keller et al. Because mice are nocturnal, CT0/24 is the onset of the inactive period and CT12 is the onset of the active period.
and protein and found that macrophage circadian RNA and protein levels both peak in two anti-phase “waves” when visualized on a 24-h scale (Fig. 2A). While our experiment was done in vitro, circadian time (CT) that is comparable to murine macrophage 24-h timing in vivo was inferred by comparing Per2 mRNA oscillations observed in our time course to previous work done by Keller et al. with macrophages extracted from light-entrained mice (Keller et al. 2009). To orient our in vitro results to what could be expected in vivo, we determined that our time course beginning at a trough of Per2 mRNA expression at post-serum shock hour 16 is equivalent to the trough in Per2 expression occurring at CT4 in murine macrophages (Fig. 1D). Thus, we observed one smaller wave of circadian genes generally peaking during the “early” time points, corresponding to early circadian time (CT3–15, circadian RNAs n = 2724, circadian proteins n = 807), and one larger wave with peaks around the “later” time points/circadian time phase (CT15–3, circadian RNAs n = 3066, circadian proteins n = 947) (Fig. 2A). When we subset our RNA data to only include circadian RNAs that encoded proteins (n = 2801), the RNA waves became more evident, occurring ~2 h before the corresponding protein wave (CT1–13 circadian RNAs n = 1415, CT13–1 circadian RNAs n = 1386) (Fig. 2A).

The fixed delay between RNA and protein peaks suggested a correlation between the temporally related RNA and protein waves; that is, mRNAs are transcribed and shortly after translated into proteins, as would be suggested by the canonical circadian regulation framework. To determine if these general temporal waves aligned with specific protein/RNA relationships, we subset our data sets to examine only genes that were detected and rhythmic in both the transcriptome and proteome. This identified 250 genes that were circadian at both the mRNA and protein level (Supplemental Fig. S3A). We compared the peak time of each mRNA with the peak time of its corresponding protein and found a low correlation between the RNA and protein pairs. While the majority of oscillating proteins with oscillating mRNA peaked during the late wave of translation, the peak phase of their corresponding mRNAs was evenly distributed between the two mRNA waves (Fig. 2B). The dominance of this late wave peak for protein abundance appeared to be specific to proteins with associated oscillating mRNA, as the peak level timings of proteins that did not have oscillating mRNA were more evenly distributed (Supplemental Fig. S3B,C). When the lag times of the peak protein levels were plotted against the timing of peak mRNA levels, it was apparent that mRNAs peaking in the early phase had a longer phase delay to translation as compared to mRNAs peaking in the late phase (Fig. 2C). Transcripts that peaked near CT6 took 15–18 h to reach their respective protein peak, whereas transcripts peaking around CT18 only took 3–6 h to reach their protein peak. This suggested that translation of transcripts occurs more readily during the late phase, implying temporal differences in post-transcriptional regulation.

We then expanded our analysis to investigate the overall relationship between oscillating RNAs and proteins. We found that, while our transcriptome largely encompassed our proteome (n = 5833 total genes), there was little overlap between circadian transcripts and circadian proteins (Supplemental Fig. S3A,D). Sixty-eight percent of circadian transcripts did not result in a circadian protein, and 86% of circadian proteins did not derive from a circadian transcript. As this discrepancy was higher than has been previously reported, we wanted to rule out that this lack of overlap was due to the more lenient period cutoffs used for proteins to be considered circadian (Hurley et al. 2018). We therefore evaluated the overlap using the more or less lenient period cutoffs for both data sets (Supplemental Fig. S3E,F) and found that the ratios remained skewed toward minority overlap, indicating strong evidence for post-transcriptional regulation in these BMDMs.

Post-transcriptional and post-translational mechanisms are abundant in the late phase

The evidence of post-transcriptional circadian control described above led us to examine clock-timed biological processes that could contribute to this regulation. Past studies have shown that translation may be the key process underlying circadian post-transcriptional regulation, and gene ontological enrichment analysis

---

**Figure 2.** Comparison of circadian transcripts and proteins reveals a significant role for post-transcriptional and post-translational regulation. (A) The percentage of total oscillating transcripts (blue) or proteins (orange) peaking at a given time was plotted on a radial histogram by circadian time of peak, binned in 1-h windows. (B) A heat map comparing the difference in the phases of corresponding oscillating transcripts (blue) and proteins (orange) binned into 2-h intervals over circadian time for genes circadian at both the mRNA and protein level. (C) Density graph displaying the lag time to protein creation from the peak time of corresponding oscillating transcript levels for genes circadian at both the mRNA and protein level.
to examine the 250 genes rhythmic at both the mRNA and protein levels found that they were enriched for processes involved in translation (Bonferroni P-value = \(2.72 \times 10^{-4}\), fold enrichment = 5.18) (Supplemental Table S3; Ashburner et al. 2000; Hurley et al. 2014, 2018; Caster et al. 2016; Fabregat et al. 2018; Mi et al. 2019). Therefore, we examined the circadian proteome to determine if a significant proportion of the clock output has functionality in translation. First, we split the proteins into two groups evenly with time based on the temporal “waves” observed in Figure 2A. Proteins that peaked in abundance between CT3 and CT15 were considered “early wave” proteins and proteins that peak between CT15 and CT3 were considered “late wave” proteins. Both categories were assessed for enrichments for Reactome categories using Amigo/Panther enrichment analysis tools, as well as interrogated to determine protein–protein interactions (Ashburner et al. 2000; Fabregat et al. 2018; Mi et al. 2019). Proteins belonging to significantly enriched (Bonferroni adjusted P-value < 0.05) Reactome categories were color-coded according to their category and graphed by their protein–protein interactions with STRINGdb (Fig. 3A; Supplemental Data S1, S2; Szklarczyk et al. 2015). We further utilized Phase Set Enrichment Analysis (PSEA) with curated murine Gene Ontology gene sets to investigate protein enrichment by time of day (Supplemental Fig. S4A; Zhang et al. 2016; Bares and Ge 2019).

Proteins peaking in the late wave (CT15–3) were enriched in translational categories (“Processing of Capped Intron-Containing Pre-mRNA,” “RNA polymerase II Transcription,” and “Translation”), and the proteins involved in these processes were highly clustered (Fig. 3A, inset 1). Using PSEA, we additionally identified that proteins peaking in the late phase were involved in tRNA aminoacylation, the ligation of amino acids to tRNA to be used in translation (Supplemental Fig. S4A). We then modeled the levels of 16 different rhythmic enzymes catalyzing the formation of tRNA and calculated the average relative level of tRNA enzymes over the day. We found that tRNA-synthesizing enzymes generally peaked during the late phase (CT20) (Fig. 3B; Supplemental Fig. S4B). We also identified several circadian eukaryotic initiation factors, which are another important contributor to the translational machinery (Fig. 3C; Supplemental Fig. S4C). While circadian eukaryotic initiation factors exhibited more variation in their phases and shorter periods, an average of all oscillations demonstrates a peak in the late phase (CT16). These peaks in translation-associated proteins possibly underlie the wave of circadian proteins that arose rapidly from circadian RNA at CT18, as well as circadian proteins that arose from noncircadian RNA from CT18–22 (see Fig. 2; Supplemental Fig. S3).

However, the late wave peak in translational regulation did not explain the peak of circadian proteins near CT10 without associated circadian RNAs. Previous models suggested that a peak in ubiquitin ligases antiphase to protein peak phases would suggest that these proteins are going through timed degradation (Lück et al. 2014). We noted that the late phase was also enriched for ubiquitin ligases and proteasomal subunits (Fig. 3A, inset 2). Moreover, PSEA identified an enrichment for ubiquitin-protein ligases in the late phase (Supplemental Fig. S4A). We modeled and calculated the average level of rhythmic proteins involved in protein ubiquitination/degradation over the day. We found that the average peak of protein degrading enzymes was in the late phase (Fig. 3D; Supplemental Fig. S4D). This suggests that ubiquitin-targeted proteolysis may explain the peak of circadian proteins near CT10 without associated circadian RNAs. To probe this further, we identified a ubiquitin-protein ligase and its targeted protein to examine their temporal relationship (Fig. 3E; Supplemental Fig. S4E). The E3 ubiquitin-protein ligase CBLB is known to be particularly important for immune cell function due to its ability to modulate immune signaling by specifically targeting protein tyrosine kinases (PTKs) for degradation and other proteins important to this PTK signaling network, such as VAV2 (Lutz-Nicoladoni et al. 2015). VAV2 is a guanine exchange factor with regulatory roles in phagocytosis, adhesion, and migration via PTK-based toll-like receptor signaling (Miletic et al. 2007). As would be expected with a targeted-degradation regulatory relationship, we found that VAV2 had higher abundance when CBLB had lower abundance, and vice versa (Fig. 3E; Supplemental Fig. S4E).

Post-transcriptional circadian regulation in the early phase is enriched in immunometabolic regulatory pathways

With the demonstration of post-transcriptional regulation specific to the late wave, we next investigated the enrichment of the proteins in the early wave (CT3–15). Highly enriched categories included the “Citric Acid Cycle and Respiratory Electron Transport” and “Metabolism of Vitamins and Cofactors” (Fig. 4A). PSEA identified several murine energy-producing pathways and mitochondrial cellular components in the early wave (Supplemental Fig. S4A). While both the CT15–3 and CT3–15 waves were enriched for “Innate Immunity,” the proteins involved in the early wave (CT3–15) appeared to share more interactions with proteins involved in receptor tyrosine kinase signaling and metabolism (Fig. 4A, inset). These data characterize the early wave as a time for energy production via the regulation of central metabolic pathways.

The timing of the macrophage metabolic state is of interest as metabolic programming is increasingly recognized as a critical factor in determining macrophage immune responses, such as characterizing polarization within the M1 pro-inflammatory/M2 anti-inflammatory spectrum (Blagih and Jones 2012; Tang and Mauro 2017; Van den Bossche et al. 2017). To determine if there is circadian regulation of these metabolic pathways in macrophages, we analyzed which proteins circadianly oscillated in the protein complexes involved in the production of ATP (Fig. 4B–D). To ultimately produce ATP and other energy mediators (e.g., NADH), glucose first must undergo glycolysis. Parallel to glycolysis, the pentose phosphate pathway (PPP) utilizes glucose to produce NADPH and other metabolites that can feed back into glycolysis. Evaluation of circadian proteins in the glycolysis pathway and the PPP revealed 14 proteins, 11 functioning in glycolysis and three in the PPP, with the average oscillation peaking in the early phase. In contrast, phosphofructokinases (PFKL, PFKM, PFPK), the mediators of the rate-limiting first step of glycolysis, peak during the late phase (Supplemental Fig. S5A; Bonora et al. 2012). Previous work in Neospora canin demonstrated circadianly regulated proteins in the PPP peak in abundance antiphase to circadianly regulated glycolysis proteins (Hurley et al. 2018). We found evidence of a similar arrangement in macrophages, where the PPP proteins were circadianly regulated, peaking in the late wave, antiphase to glycolysis rate-limiting enzymes (Supplemental Fig. S5B). This suggests that energy production via glycolysis versus PPP are primed to occur at different times of the circadian day.

The product of glycolysis, pyruvate, can be further metabolized in the mitochondria via the tricarboxylic acid (TCA) cycle to generate an abundance of NADH. Eleven protein subunits in five protein complexes in the TCA cycle were circadianly regulated, and all but one peaked during the early phase (Fig. 4C;
Figure 3. Functional pathway enrichments indicate late phase post-transcriptional/-translational regulation. (A) A global view of the STRINGdb network of the proteins in enriched Reactome categories that peak in the late wave (CT15–3), with insets focusing on key interactions, including (1) Translation, RNA Polymerase II Transcription, and Processing of Capped Intron-Containing Pre-mRNA, and (2) Class I MHC mediated antigen processing and presentation, and Innate Immune System. Interactions shown as strings are filtered to highest confidence interactions (confidence > 0.9). Colors denote independent Reactome categories. Gray coloring represents genes from enriched Reactome categories that did not represent a large proportion of the protein–protein interactome or described redundant categories. (B) An average of the modeled fits of all 16 circadian proteins in the tRNA-amino acylation reactome category. Shading indicates ±1 standard deviation of models at each time point. The circadian time of the first peak is labeled. (C) An average of the modeled fits of all 11 circadian proteins identified as elongation initiation factors. (D) An average of the modeled fits of all 21 circadian proteins in the ubiquitin-proteasome category, as defined by KEGG. Shading indicates ±1 standard deviation of models at each time point. (E) Modeled fits for the E3 ubiquitin ligase CBLB and a protein it targets for degradation, VAV2.
Figure 4. Circadian regulation of central metabolic pathways coordinates mitochondrial ATP synthesis in the early phase. (A) A global view of the STRINGdb network of the proteins in enriched Reactome categories that peak in the early wave (CT3–15), with an inset focusing on key interactions, including the citric acid cycle and respiratory electron transport. Interactions shown as strings are filtered to highest confidence interactions (confidence > 0.9). Colors denote independent Reactome categories. Gray coloring represents genes from enriched Reactome categories that did not represent a significant proportion of the protein–protein interactome or described redundant categories. (B) An average of the oscillations for circadian proteins in the glycolysis and pentose phosphate pathways (PPPs). The average relative protein abundance model of all circadian proteins identified in each phase is represented, with the shaded region representing the standard deviation between models at each time point. The circadian time of the first peak is labeled. (C) A schematic of the subunits involved in the TCA cycle which had component proteins identified as rhythmic. An average curve and shaded standard deviation of the overall TCA cycle (center) as well as individual modeled fits for all circadian proteins in the identified corresponding enzyme complex are shown next to each step. The circadian time of the first peak is labeled. (D) A schematic of the subunits involved in the ETC which had component proteins identified as rhythmic. Average curve and shaded standard deviation of the modeled fits for all circadian proteins in the identified enzyme complex are shown below. The circadian time of the first peak is labeled.
Supplemental Fig. S5C). Importantly, this included the enzyme catalyzing the initial entry of metabolites derived from glycolysis into the TCA cycle, as well as the majority of subunits belonging to protein complexes that facilitate irreversible reactions. Thus, this targeted circadian regulation is likely to propel the TCA cycle in the forward, NADH-producing direction during the early phase. Moreover, in the electron transport chain (ETC), which utilizes the NADH produced by the TCA cycle to generate large amounts of ATP, 24 subunits comprising parts of four ETC complexes oscillated with a circadian period in our data set (Fig. 4D; Supplemental Fig. S5D). The average time of proteins reaching their peak levels in the ETC was also in the early phase, slightly delayed from that seen for the TCA cycle. As M2-like, anti-inflammatory macrophages favor ATP production via stable oxidative phosphorylation, our findings suggest that naïve macrophages resemble an anti-inflammatory immunometabolic state in early phase (Van den Bossche et al. 2017). To also examine if this circadian regulation of central metabolic pathways is largely derived from post-transcriptional/-translational mechanisms, we analyzed which circadian proteins have corresponding circadian mRNA and found that only four—one in glycolysis, one in pentose phosphate, and two in the electron transport chain categories—were circadian at the mRNA level. Thus, the majority of circadian regulation of metabolic enzymes occurs at the post-transcriptional level in macrophages.

**Post-transcriptional circadian regulation influences ATP production and mitochondrial morphology**

Due to the significant circadian post-transcriptional regulation in the TCA cycle and ETC, we hypothesized that there would be a resulting oscillation in the respiratory rate of mitochondria, that is, the macrophage respiratory rate. To analyze daily variations in macropage respiratory rates, we utilized a Seahorse assay to measure oxygen consumption rate (OCR) at both the trough and peak of PER2 abundance over one complete cycle, as determined by luminescence tracings (Supplemental Fig. S6A). For each time point, a basal respiratory rate was measured (Fig. 5A). As predicted by our analysis of the proteome, where we noted a peak in oxidative phosphorylation protein abundance in the early phase, basal respiratory rates were significantly higher during the early phase at CT4 compared to CT16 (Fig. 5A). OCR was measured after the addition of oligomycin, an ATP synthase-inhibitor, to provide a measure of ATP production. CT4 exhibited a higher capacity for mitochondrial ATP production as compared to CT16 (Fig. 5B). Fluoro-carbonyl cyanide phenylhydrazone (FCCP) was then added to assess the maximal respiration of the mitochondria. We found that maximal

**Figure 5.** Circadian regulation of metabolism and mitochondrial morphology leads to a peak in mitochondrial-linked oxygen consumption rate in the early phase. Seahorse-derived measurements at different time points for the rate of (A) basal respiration and (B) ATP-linked OCR, in picomoles/min for 50,000 cells/well and 30 total wells per time point. (****) P ≤ 0.0001. (C) The oscillation of MFF protein in the proteomics time course. Across circadian time in synchronized BMDMs, mitochondria were stained using MitoTracker Red CMXRos (D), and the amount of fragmented (E) and elongated (F) mitochondria were quantified by confocal microscopy by measuring the length of over 50 mitochondrial particles per cell for 25 cells per sample in triplicate independent time courses. Mitochondria with intermediate lengths were considered “tubular” and therefore neither elongated nor fragmented.
respiration decreased as a function of time as opposed to an oscillatory manner (Supplemental Fig. S6B). Finally, Rotenone/ Antimycin A was added to inhibit mitochondrial function and measure spare respiratory capacity. The spare respiratory capacity decreased with time similar to what was observed for maximal capacity (Supplemental Fig. S6C). As a whole, this suggests that the circadian clock generates daily variations in basal rate metabolism and ATP-linked oxygen consumption in macrophages, similar to what was also observed in fibroblasts (Schmitt et al. 2018).

Mitochondria regulate energy production through the coordination of fission (fragmentation of mitochondria) and fusion (elongation of mitochondria). Fused mitochondrial morphology supports higher levels of ATP generation via oxidative phosphorylation (Angajala et al. 2018). A key protein controlling fission is dynamin 1-like protein (DNM1L), also known as DRP1, a GTPase which is recruited to the mitochondrial outer membrane by Mitochondrial fission factor (MFF) (Smirnova et al. 2001; Otera et al. 2010; Wang et al. 2017b). In our data set, MFF protein oscillated in a circadian manner, but its transcript did not (Fig. 5C). When we surveyed additional proteins involved in the fission/fusion pathway, we found that FIS1 and DNM1L were also rhythmic (Supplemental Fig. S6D,E; Supplemental Table S4). We postulated that the oscillation of MFF would lead to an oscillation in mitochondri- al morphology that would also coincide with the observed variations in basal/ATP-linked oxygen consumption. To investigate this, mitochondrial morphology was assessed over time by imaging macrophages stained with MitoTracker Red (Fig. 5D). Indeed, an increase in the percentage of fragmented, that is, fissioned, mitochondria was observed in the late phase at CT0/24 (Fig. 5E), coinciding with the peak in MFF protein abundance (Fig. 5C). The highest percentage of elongated, that is, fused, mitochondria occurred at CT6, coinciding with the time of day with the highest basal and ATP-linked oxygen consumption (Fig. 5F).

Circadian post-transcriptional regulation of metabolism impacts the phagocytic immune response

Mitochondrial function is highly influential to immune responses (Mills and O’Neill 2016). We thus proposed that circadian regulation of mitochondrial dynamics and ATP production would have distinct consequences on a macrophage’s response to immunological stimuli. One of the characteristic functions of macrophages in their role as mediators of the immune response and inflammation is their phagocytic activity. Phagocytosis involves complex networking of surface receptors, signaling cascades, and cytoskeletal modifications, making phagocytosis an energy-demanding process requiring interconnection with cellular metabolism. In addition to metabolic regulation, PSEA for circadian proteins identified in the late wave the ontological category “Positive Regulation of I-Kappa B Kinase NF-kB Cascade,” a category that highlights proteins involved in the signaling pathway that leads to the phosphorylation and degradation of I-Kappa B, enabling a robust inflammatory response via NF-kB signaling (Fig. 6A; Supplemental Fig. S4A; Liou 2002).

To determine if macrophage phagocytic activity was circadianly timed in our in vitro model, we measured the phagocytosis of Af488-conjugated zymosan, a yeast-derived bioparticle, as zymosan had previously been shown to be phagocytized with daily variation by ex vivo murine peritoneal macrophages and is also known to exert inflammatory signaling primarily via TLR2/Dectin-1 receptors, which have cooperating signaling cascades converging on NF-kB signaling (Fig. 6A,B; Gantner et al. 2003; Demneh and Brown 2007; Hayashi et al. 2007). Luminescence tracking further examined that the addition of zymosan and/or oligomycin was not radically altering clock gene expression for the duration of our experiment or ablating PER2 rhythmicity, though long-term, immune challenge at CT4 decreased the amplitude of the oscillation, whereas immune challenge at CT16 did not. (Supplemental Fig. S7A-C). Consistent with previous studies on circadian phagocytosis, BMDMs derived from Per2::Luc mice were observed to phagocytize zymosan in a temporally dependent manner, with the lowest phagocytosis rate at CT12 and the highest at CT0 (Fig. 6C), with an 11.4% increase in efficiency at the peak versus the trough (Hayashi et al. 2007; Oliva-Ramírez et al. 2014).

Both ECHO and JTK analysis confirmed the significance of this variation’s fit to a 24-h oscillatory pattern (Supplemental Table S5; Hughes et al. 2010; De los Santos et al. 2017, 2020). To determine if circadian metabolic regulation was the driving force in the temporal organization of phagocytosis, we added the ATP synthase inhibitor oligomycin A to the phagocytosis assay at each time point and measured phagocytosis 30 min later (Fig. 6D; Jastroch et al. 2010). We noted an expected decrease in phagocytosis, which was exacerbated over time, yet with no evidence of oscillatory daily variation in phagocytosis in these cells (Fig. 6D; Supplemental Table S5). To eliminate the possibility that the phagocytosis variation was dictated independently of clock function, we analyzed phagocytosis rates from BMDMs derived from Per1/Per2 double-knockout mice, which are arrhythmic in all tissues (Bae et al. 2001; Zheng et al. 2001), and found that phagocytosis was not oscillatory in Per1/Per2 knockout BMDMs (Fig. 6E; Supplemental Table S5). Modeling the levels of the signaling proteins involved in the I-Kappa B Kinase/NF-kB cascade demonstrated that these proteins peaked at the same time as increased phagocytosis activity (Fig. 6A,C; Supplemental Fig. S7D), suggesting that circadian signaling pathway regulation in crosstalk with circadian metabolic regulation could also play a role in the generation of the temporal variations observed.

Discussion

Our comprehensive profiling of the macrophage transcriptome and proteome over circadian time revealed extensive physiologically relevant circadian post-transcriptional regulation (Fig. 1; Supplemental Fig. S3) via two distinct yet discordant waves of circadian transcripts and proteins occurring antiphase to each other (Fig. 2). Our high-powered study, optimized to identify as many oscillating genes as possible, observed a marked lack of overlap between circadian mRNA and protein as compared to previous studies, establishing that post-transcriptional/translation mechanisms play a particularly significant role in macrophages. These findings refute the canonical view that transcriptional activation or repression from clock genes is the dominant driver of circadian output, as has been described in other tissue types where the magnitude of such discrepancies between circadian mRNAs/proteins is smaller (Reddy et al. 2006; Kojima et al. 2011; Chiang et al. 2014; Hurley et al. 2014, 2018; Mauvoisin et al. 2014; Robles et al. 2014; Wang et al. 2017a, 2018; Green 2018; Mauvoisin and Gachon 2020). This discordance may extend to all mammalian tissue types, as previous studies have not been able to achieve the power of our extended, densely sampled study (Reddy et al. 2006; Kojima et al. 2011; Mauvoisin et al. 2014; Robles et al. 2014; Green 2018; Wang et al. 2018; Mauvoisin and Gachon 2020). It remains possible, however, that macrophages are unique in the extent of their circadian post-transcriptional regulation. This regulation may be
necessary due to the macrophages’ need to respond quickly to a wide variety of potential immunological stimuli (Abbas et al. 2018). Our previous work utilizing an identical experimental design and similar analysis in the fungal model N. crassa did not indicate a high prevalence of post-transcriptional regulation, supporting that our findings represent a novel lack of correlation between rhythmic mRNA and protein (Hurley et al. 2018). However, future work deeply evaluating both proteomes and transcriptomes from other immune cells and tissues is needed to determine if this is the case.

Post-transcriptional regulation in mammalian tissues has been suggested to primarily derive from systemic cues, such as hormones, nutrients, and nerve signals (Koike et al. 2012; Kojima et al. 2012; Menet et al. 2012; Partch et al. 2014). However, our data showed that extensive post-transcriptional regulation occurred in macrophages devoid of systemic cues in vitro, contradicting this hypothesis and demonstrating that the macrophages’ endogenous clock network alone can produce oscillations beyond the canonical mechanism of transcriptional regulation. In contrast to solid tissues, where the stochasticity between millions of cells can be buffered against by systemic regulation producing an overall circadian output from the solid tissue, macrophages are largely independent in their surveillance and initiation of early stages of inflammation (Nagoshi et al. 2004; Forger and Peskin 2005; Lande-Diner et al. 2015). Our work suggests that macrophages’ unique roles in the body may have driven them to rely heavily upon their intrinsic clock to regulate output by driving post-transcriptional oscillations in protein abundance, suggesting a novel mechanism for circadian regulation. Enrichment analysis revealed that protein degradation, in addition to translational mechanisms also reported in other tissues, potentially plays a role in macrophage post-transcriptional circadian regulation, suggesting that control of protein homeostasis is a source of this intrinsic post-transcriptional regulation (Figs. 2, 3; Lück et al. 2014; Caster et al. 2016; Hurley et al. 2018). Although enrichments for proteins with functions in various pathways were identified, it is beyond the scope of our high-throughput methods to definitively determine how, or if, these pathways would ultimately be influenced. Ribosome and degradation profiling would be needed to shed additional light on the impact and origins of protein abundance oscillations, as this cannot be deciphered by our steady-state measurements. Additionally, future work and low-throughput validation of gene oscillations are warranted to determine how our in vitro findings relate to macrophages in vivo with the additional influence of systemic cues. There are several possibilities to explain how proteins without rhythmic mRNAs could be targeted for rhythmic synthesis or degradation by clock-controlled mechanisms. For example, regulation could occur via the control of selective initiation/elongation factors, splicing complexes, transport across the nuclear membrane or towards ribosomes/proteasomes, or via stabilizing/destabilizing interactions with clock gene proteins either directly or indirectly through the temporal formation of protein complexes (Wong et al. 2020).

Our deeply sampled data set proved to be a valuable resource to investigate the impact of circadian regulation on macrophage physiology, demonstrating that the circadian clock generates distinct immunometabolic states at opposing times of day, with the inactive phase primed for ATP synthesis via oxidative

**Figure 6.** Macrophage phagocytosis of zymosan shows metabolism-related circadian variation in vitro. (A) An average of the modeled fits of all 12 circadian proteins in the NF-κB signaling pathway. The circadian time of the first peak is labeled. (B) Representative confocal microscopy images demonstrating identification of macrophages positive and negative for phagocytosis of zymosan-AlexaFluor488. Cells were also DAPI-stained to aid in cell counting. The levels of phagocytosis are reported as a percent of cells with one or more particles of zymosan in (C) Per2::Luc, (D) Per2::Luc co-incubated with oligomycin, and (E) Per1/Per2 knockout BMDMs at a 4-h resolution for 24 h (N = 3). Trace of significant circadian oscillation as determined by ECHO (BH adj P-value = 0.0026) is plotted on the Per2::Luc graph in a dotted red line. Error bars represent standard error of the mean (SEM) for triplicate samples. All parameters for ECHO and JTK analyses, including noncircadian oscillatory fits for D and E, are reported in Supplemental Table S5.
phosphorylation and the active phase poised for glycolysis (Fig. 7). These antiphase immunometabolic states were defined by their different enrichments of circadian proteins (Figs. 3, 4) and corresponding daily variations in both metabolic rate and mitochondrial morphology (Fig. 5). Although protein abundance does not necessarily equate to increased activity or efficiency of a metabolic pathway, previous work in Neocospora provides evidence that circadian regulation of enzyme abundance serves to control metabolic pathways such as xylitol synthesis (Hurley et al. 2018). In macrophages, it is known that the lipopolysaccharide-induced metabolic reprogramming to a pro-inflammatory state is coordinated by the transcription factor HIF1A, which up-regulates expression of glycolytic enzymes (Tannahill et al. 2013). Therefore, it is feasible that clock regulation of metabolic enzyme abundance could prime macrophage metabolic programming to be pro- or anti-inflammatory. Indeed, our data suggest that this regulation is meaningful in generating metabolic consequences. Our Seahorse assay confirmed the existence of a daily variation in basal and ATP-linked cellular respiration, and our examination of mitochondrial morphology further supports the temporal organization of high and low metabolic states corresponding with post-transcriptional regulation of oxidative phosphorylation proteins (Peek et al. 2013; Langston et al. 2017; Schmitt et al. 2018).

In concordance with our finding that clock output temporally primes macrophage immunometabolic states, zymosan phagocytosis demonstrated 24-h variation consistent with rhythmic regulation. This is similar to observations made in previous studies, yet differences in the presumed phases of optimal phagocytic activity were seen, likely due to differences in the macrophage niche, pathogens, and experimental designs used (Hayashi et al. 2007; Tognini et al. 2017; Geiger et al. 2019; Kitchen et al. 2020). We further found that both a clock knockout strain and mitochondrial disruptor ablated this rhythm (Fig. 6). This suggests that the distinct immunometabolic states generated by the circadian clock impact immunological responses, yet our approach could not definitively isolate metabolic regulation from other possible regulatory mechanisms underlying circadian influence on phagocytosis. Our data as a whole support that post-transcriptional circadian regulation metabolically primed naïve macrophages to resemble an anti-inflammatory phenotype (Fig. 7), which characteristically has robust ATP production via mitochondrial oxidative phosphorylation. At the opposite time of day, the immunometabolic state resembled a pro-inflammatory programming, as shunting oxidative phosphorylation in favor of glycolysis is a hallmark of pro-inflammatory macrophages (Van den Bossche et al. 2017; Carroll et al. 2019). A circadianly timed proclivity for inflammatory responses was consistent with our findings that zymosan is more readily phagocytized at the end of the active phase (Fig. 6C), which is consistent with the majority of studies in both humans and nocturnal animals, showing that immune challenges are generally less effectively neutralized when exposed during the inactive phase or under circumstances of circadian disruption when macrophages are not primed for appropriate inflammatory responses (Geiger et al. 2015; Nagy and Haschemi 2015; Van den Bossche et al. 2017). However, exact timing of the immunometabolic phases coordinated by the circadian clock requires future examination to determine the relationship between observed peaks in protein abundance and related metabolic/immunological activity. As circadian control of metabolic pathways has been shown to be conserved in a multitude of tissue types and organisms, our study serves as a foundation to generate hypotheses about the diverse functional impacts of metabolic regulation in a multitude of biological and disease contexts.

In addition to the protective roles of inflammation in pathogen defense, inflammation also plays an important part in the pathology of diseases associated with chronic circadian disruption.
leading many to hypothesize that the dysregulation of immunity plays a major role in the link between chronic circadian disruption and associated diseases (Evans and Davidson 2013; Musiek and Holtzman 2016; Shostak 2017). Our work provides further evidence for this link, as disruption to the intricate metabolic and clock regulatory networks we identified in macrophages could result in a pathological dysregulation of immunity, potentially fueling chronic inflammation that contributes to disease. Our data sets and analyses provide a robust foundation on which we can build to understand the role of circadian clocks in macrophages. This could ultimately inform novel strategies for prevention and treatment of diseases associated with chronic circadian disruption and inflammation.

**Methods**

**BMDM differentiation and synchronization**

Bone marrow was collected from tibias/fibulas of 3- to 6-mo-old male Per2::Luc or Per1/Per2 knockout mice (C57BL/6) and differentiated with DMEM supplemented with M-CSF and 10% FBS. After 7 d, differentiated macrophages were synchronized by a 24-h starve in serum-free media followed by 2-h serum shock with Leibovitz supplemented with 50% FBS. Cells were assayed via LumiCycle32 (Actimetrics) in Leibovitz media containing Luciferin and 10% FBS. See Supplemental Methods for further details.

**RNA-sequencing**

Every 2 h over 48 h starting at 16 h post-serum shock for three independent time courses, RNA was extracted using standard Qiagen RNeasy protocols for analysis via RNA-seq. Paired-end reads were sequenced with an Illumina HiSeq and mapped to the Mus musculus GRCm38.87 reference genome using the DRAGEN pipeline. Hit counts were quantified with HTSeq and normalized to transcripts per million. See Supplemental Methods for further details.

**Proteomics**

Every 2 h over 48 h starting at 16 h post-serum shock for three independent time courses, protein was extracted with 8 M Urea buffer for analysis via multiplex tandem mass tag mass spectrometry. A total of eight 10-plexes were run on an Orbitrap Lumos spectrometer, each containing nine isobarically tagged randomized samples and one pooled sample shared between all multiplexes for comparison. Peptides were identified by their MS2 spectra and mapped to UniProt reference Mus musculus proteome UP000000589. See Supplemental Methods for further details.

**Omics data processing and detection of rhythms**

RNA-seq and proteomics data were further processed to remove batch effects using the LIMBR pipeline with default parameters and removing peptides/transcripts with <70% detection across all 72 time points. Any missing values for remaining peptides were then imputed by LIMBR (Crowell et al. 2019). Batch effect-adjusted data were then analyzed for rhythms with ECHO (v3.0) in free-run mode with smoothing and normalization options (see Supplemental Data S3, S4; De los Santos et al. 2020). Genes were considered circadianly oscillating if BH-adjusted P-value < 0.05, and forcing coefficient between 0.15 and ~0.15, as recommended in De los Santos et al. (2020), as well as if the period was between 20 and 28 for RNA and 18 and 30 for proteins, based on evaluating the known clock gene periods as modeled by our ECHO analysis method. To compare the circadian times at which transcripts/proteins peak, CT phase times were adjusted by period length. To compare genes between data sets, UniProt numbers were used to look up current MGI primary gene names. Duplicate circadian proteins due to database differences or multiple isoforms present were manually curated by choosing a representative protein based on which had more peptides quantified.

**Reactome enrichment and STRINGdb analysis**

The list of circadian proteins generated with ECHO was bisected into two groups based on circadian adjusted time of peak: those peaking between CT3–15 and those peaking between CT15–3. Each list was analyzed with PantherDB’s PANTHER overrepresentation test using Reactome version 65 (2019-03-02) against the full Mus musculus database. Categories were considered enriched if the Bonferroni corrected P-value was <0.05. For STRINGdb visualization and analysis, both lists were subset to only include proteins that belong to at least one enriched category. STRINGdb networks were then generated and colored by Reactome category using the stringApp for Cytoscape and selecting to visualize only high-confidence interactions (>0.9) (Doncheva et al. 2019).

**Mitochondrial dynamics**

For Seahorse analysis, 50,000 murine macrophages were synchronized via serum shock as described previously in three 12-h staggered groups in a 96-well plate, then simultaneously assayed at postshock time points 16, 28, and 40 with a Seahorse XF instrument according to the manufacturer’s protocol. For mitochondrial morphology analysis, macrophages were synchronized in glass-bottom dishes, and 50 nM MitoTracker Red CMXRos was added to media 30 min prior to each time point. Cells were imaged via confocal microscope, and the mitochondrial length of more than 50 mitochondrial particles per cell was measured with ImageJ in over 25 cells per experimental condition, out of three independent experiments. Mitochondria were then divided into two different categories based on length, as mitochondria of <1 µm (fragmented) and >3 µm (elongated), as described by Park et al. (2013). See Supplemental Methods for further details.

**Zymosan phagocytosis**

Macrophages from Per2::Luc or Per1/Per2 knockout mice were synchronized utilizing two groups staggered by 12 h. FBS-opsonized zymosan (AF488 labeled) was added (1:100 cell:zymosan) to cell culture media for triplicate time points every 4 h over 24 h, with or without 1.5 µM oligomycin. Cells were washed, formalin-fixed, and DAPI-stained, then imaged with confocal fluorescence microscope. Using ImageJ, the number of macrophages with positive zymosan-AF488 signal was counted to calculate the percentage of zymosan-positive macrophages out of at least 100 total macrophages observed per sample. See Supplemental Methods for further details.

**Data access**

All raw and processed sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) under accession number GSE157878. The mass spectrometry proteomics data generated in this study have been submitted to ProteomeXchange (http://www.proteomexchange.org) under accession number PXD022260.
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