Simultaneous dual-color fluorescence microscope: A characterization study
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Abstract
BACKGROUND: High spatial resolution and geometric accuracy is crucial for chromosomal analysis of clinical cytogenetic applications. High resolution and rapid simultaneous acquisition of multiple fluorescent wavelengths can be achieved by utilizing concurrent imaging with multiple detectors. However, such class of microscopic systems functions differently from traditional fluorescence microscopes.

OBJECTIVE: To develop a practical characterization framework to assess and optimize the performance of a high resolution and dual-color fluorescence microscope designed for clinical chromosomal analysis.

METHODS: A dual-band microscopic imaging system utilizes a dichroic mirror, two sets of specially selected optical filters, and two detectors to simultaneously acquire two fluorescent wavelengths. The system’s geometric distortion, linearity, the modulation transfer function, and the dual detectors’ alignment were characterized.

RESULTS: Experiment results show that the geometric distortion at lens periphery is less than 1%. Both fluorescent channels show linear signal responses, but there exists discrepancy between the two due to the detectors’ non-uniform response ratio to different wavelengths. In terms of the spatial resolution, the two contrast transfer function curves trend agreeably with the spatial frequency. The alignment measurement allows quantitatively assessing the cameras’ alignment. A result image of adjusted alignment is demonstrated to show the reduced discrepancy by using the alignment measurement method.

CONCLUSIONS: In this paper, we present a system characterization study and its methods for a specially designed imaging system for clinical cytogenetic applications. The presented characterization methods are not only unique to this dual-color imaging system but also applicable to evaluation and optimization of other similar multi-color microscopic image systems for improving their clinical utilities for future cytogenetic applications.

Keywords: Fluorescence microscopy, medical imaging, imaging systems

1. Introduction

Thanks to the continuous research efforts in investigating the mechanism of cancer development in the last 40 years, the association between chromosome changes and transformation of normal human cells into cancer cells has been well discovered and better understood [1]. As a result, cytogenetic diagnostic methods of chromosome analysis are widely used in biological researches and clinical practices. Among them, fluorescence in situ hybridization (FISH) has demonstrated its utility in localizing and quantifying DNAs in chromosomes for investigating association between chromosomal abnormalities and pathological developments as well as for confirming abnormalities found by other assays. A fluorescence microscope is an optically modified light microscope that enables detecting objects at molecular scale through amplified FISH signals [2]. Modern advances in fluorescence probe, optic filter, detector, and computation technology lead to significantly improved image quality and resolution of fluorescence microscopes and, therefore,
overall accuracy for cytogenetic applications such as for cancer diagnosis and prognosis assessment. Automated whole slide scanning to generate digital images of microscopic slides is an essential element of digital pathology [3]. Most commercial available wide-field FISH systems rely on switching motorized filter wheels for acquiring multiple FISH wavelengths during the slide digitization process. However, this practice is inefficient for generating images of multiple FISH channels due to the necessity of imaging every field of view (FoV) multiple times, especially when the depth of focus (DoF) is limited where acquisition of multiple image planes is required. In addition, temporal discrepancy will be introduced by consecutive image acquisitions in the situations of real-time imaging. To retrieve multi-spectral images, various imaging technologies were applied to microscopy such as liquid crystal tunable filter (LCTFs), acousto-optical tunable filter (AOTF) [4] and Fourier transform interferometry [5]. Confocal microscopes are specialized in imaging thick specimens [6] and capable of spectral imaging [7]. Out-of-focus light is reduced by optical sectioning, which results in superior contrast and axial resolution compared to conventional epi-fluorescence microscopes [8]. As the effect of point spread functions is reduced, optical sectioning in theory improves lateral resolution as well [9]. However, galvanometer-based confocal microscopy sacrifices acquisition speed, and its image scanning is a rather slow process. As an improvement as well as a commercially available product, resonant scanning confocal microscopy [10] is able to achieve fast, video-rate scanning speed. Possibly due to manufacture costs of the high-precision optical and electronic components, a commercialized confocal microscope is much more expensive than a wide-field fluorescence microscope, and the former is therefore a less appealing solution for many laboratories. As a result, conventional wide-field fluorescence microscopes have been remaining as a popular and practical imaging tool for clinical FISH examination [11].

Various attempts that aim at simultaneously imaging multiple FISH wavelengths utilizing multiple detectors have been made, both academically and commercially. Using a dichroic mirror to split the emitted light and two detectors to capture image at video rate, Morris et al. demonstrated the feasibility of real-time multi-wavelength fluorescence imaging [12]. Similar design was made with four fluorescent channels [13]. In recent years, a number of simultaneous multi-wavelength microscopic imaging systems have been developed by manufactures including Andor, Cairn Research, Hamamatsu, and Photometrics. Dual detectors were also used in multifocal plane microscopy to track in vivo fluorescence signals spanning across multiple focal planes [14]. However, using multiple detectors can introduce a number of problems that not exist do for conventional microscopes. For example, separate light path can create various discrepancies among the images such as registration error and magnification difference. For applications where high spatial resolution and geometric accuracy are required, such kinds of problems may lead to bias or even erroneous results and may potentially compromise diagnoses and treatments. In order to validate a FISH imaging system that was specifically designed for clinical chromosomal analysis, we conducted this characterization study to systematically assess its performance. In addition, the presented characterization methods can also be applied on other systems that follow the similar principle.

2. Materials and methods

2.1. System description

A picture of the system, which is based on a Nikon Eclipse 50i wide-field microscope, is shown in Fig. 1b. Its optical principle is illustrated in Fig. 1a. The light source is a 200 W metal-halide lamp (Lumen 200, Prior Scientific, MA). Two fluorescence filter sets are installed. The first filter set inside the microscope’s filter chamber consists of a multi-band excitation filter (XP1053 405-490-555-650QBEX, Nikon) and a multi-band dichroic mirror (XF2046 400-485-558-640QBDR, Nikon). The original binocular was removed and replaced with a second filter set, which is for splitting the emission light to reach respective detectors. The second filter set is composed of a dichroic mirror and two emission filters for DAPI (QMAX EM 420-480, QuantaxMAX) and spectrum orange (XF3022 580DF30, Nikon). Each emission filter allows only one band to pass onto a CCD detector to produce a monochromatic image. In the current setting, only the images of blue DAPI and specturm orange are acquired. For this characterization study, three Nikon Plan Apo λ series objective lenses (10×/0.45, 60×/0.95, and 100×/1.45) are utilized.

The two CCD detectors (CM-141MCL, JAI Inc., Japan) used in the microscope have a pixel size of
Fig. 1. (a) A schematic draw of the system’s optics. The collimated beam from a 200W metal-halide source first passes through a multi-band excitation filter and reflected by a multi-band dichroic mirror toward the specimen. A second single-band dichroic mirror splits the transmitted emission light into two separate beams for simultaneous detection. (b) The picture of the microscope system.

6.45 \mu m \times 6.45 \mu m \text{ and a pixel array of } 1392 \times 1040. Each CCD detector is coupled with a 0.7 \times \text{ relay lens (C-TEP, Nikon, Japan)} \text{ and a PCI frame grabber (X64-CL, iPro, DALSA, Canada)} \text{ to compose an image acquisition unit. Each unit is joined with a set of adjustable optical stages for positioning and orienting the detector. An adjustable stage set includes a high-performance low-profile ball bearing linear stage (model 423, Newport, VA), 3 SM-13 Vernier micrometers (Newport, VA) and a Techspec kinematic table platform (Edmund, NJ) as shown in Fig. 2. The reason for adjusting position and orientation of the detector will be discussed in later section. A high-precision programmable motorized stage (Model OptiScan II, PRIOR, UK) is mounted in the microscope. The motorized stage and the image acquisition components are connected to a host computer for integrated control for image acquisition and scan.}

2.2. System characterization

Since the presented imaging system was specifically designed for chromosome analysis of clinic cytogenetics, it has to meet a number of particular requirements. First of all, studying genomic loci and their transcriptional activities requires high spatial resolution, which is described by the system’s contrast transfer function (CTF). Furthermore, high geometric accuracy is mandatory. In addition to geometric distortion, which is the primary cause of geometric inaccuracy in single detector microscopy, registration error and magnification difference induced by improperly aligned detectors can also compromise the validity of data in situations such as analyzing radial position of genomic loci. In order to validate the feasibility of the system, the following performances of the system: geometric distortion, photon signal linearity, CTF, and dual camera alignment were characterized.

2.2.1. Geometric distortion

Geometric distortions that exist in almost all optical systems distort the spatial relationship in the microscope images. Geometrically distorted images result in changed shape and size of objects. The distortion may be measured by observing the difference in pixel of a uniform distance between two objects at the center versus at the edge of the image.

If a perfect crossed scale without any mechanical error were imaged by a distortion-free imaging system, the marks on the scale would progress linearly from
Fig. 2. Pictures of the alignment module. (A) Each camera/relay lens pair is coupled with a set of components for position adjustment. (B) SM-13 Vernier micrometers. (C) A low-profile ball bearing linear stage with 3 micrometers. (D) A Techspec kinematic table platform for orientation adjustment.

The geometric center toward the peripheries. In reality, because of distortions, the marks progress non-linearly instead. The distortion is measured by comparing the observed distance against a standard distance, which can be approximated by multiplying the unit distance at the lens center where the geometric distortion is minimal, using the following equations:

$$D_i = \frac{r'_i - r_i}{r_i} \times 100\%$$  \hspace{1cm} (1)

$$r'_i = \frac{1}{4} \sum_{j=1}^{4} \| p_{ji} - p_0 \|$$  \hspace{1cm} (2)

where $p_{ji}$ is an indexed mark with the direction index $j$ and the mark index $i$ on each of the directions, $p_0$ the center of the scale, $\| p_{ji} - p_0 \|$ the distance from $p_{ji}$ to the center, $r'_i$ the observed distances, $r_i$ the standard interval, $r_i$ the standard distance, and $D_i$ the distortion in percentage.

2.2.2. Linearity

Linear relationship between the input light photon and the output digital intensity is important for accurate acquisition of fluorescence signals. A detector’s linearity profile can be measured by recording
Fig. 3. Illustration for calculating the geometric distortion. (a) An example image of the 1 mm in 0.01 mm divisions crossed micrometer scale target, taken under the 10× objective lens. (b) The corresponding map of the marks, which are the geometric centers of the marks. The blue lines represent the distance from each mark to the scales’ center.

Fig. 4. Distortion profiles of the system under different objective lenses: (a) 10×/0.45 Nikon Plan Apo λ objective lens. (b) 60×/0.95 Nikon Plan Apo λ objective lens. (c) 100×/1.45 Nikon Plan Apo λ oil-immersion objective lens.

the change in output digital grayscale intensity versus the change in the input intensity or the integration time. The intensity may be controlled by applying a standardized microscopic slide of different transmission scales and differentiating the integration time. The overall transmitted intensity is governed by the following equations:

\[
\text{Transmitted intensity} = \text{transmission} \times \frac{\text{controlled integration time}}{\text{maximum integration time}}
\]

(4)

Maximum integration time

\[
= \frac{1}{\text{frame rate}} - \text{frame transfer time}
\]

(5)

2.2.3. Spatial resolution and contrast transfer function

CTF is useful for evaluating properties of an optical system. Targets of periodic line grating at different spatial frequencies can be used to measure the CTF [15]. The CTF is calculated using the following equation:

\[
\text{CTF} = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}
\]

(6)

where \(I_{\text{max}}\) and \(I_{\text{min}}\) are maximum and minimum pixel intensity of each line pair, respectively.

2.2.4. Detector alignment

When the two cameras are not aligned properly, there will be geometric discrepancy between the images from the two cameras. More importantly, the
FISH signals may incorrectly show as outside the cell boundary, which would lead to erroneous and misleading data. This is because each detector has its own image plane, and the incident light beams strike on the two image planes differently, with different incident locations and angles. This section will discuss the method we used to measure the alignment of the two detectors so the difference, between both the incident locations and angles, can be minimized.

Suppose camera 1’s image plane is plane xy, then the three perpendicular planes, xy, yz, and xz, are referred as the reference planes. The angle between the two cameras’ image planes, which will be referred as the relative rotation, is approximated in terms of the angles in plane xy, yz, and xz, denoted as $\psi$, $\alpha$, and $\beta$, respectively. A cross standard pattern is used to measure the relative rotation and the translocation. The cross standard pattern has a horizontal line and a vertical line, on which there are certain number of marks with an uniform distance between each two adjacent marks. The translocation of the cross center and the translocation of each mark’s centroid pixel are both quantities that must be considered in order to minimize the overall translocation, which is expressed by the mean and the standard deviation of the centroids.

Suppose there are $n$ horizontal marks and $m$ vertical marks, and the centroids of the vertical marks fit into a line $p_1$ and the centroids of horizontal marks fit a line $p_2$. Using the prime symbol to distinguish camera 2 from camera 1, $\psi$ is calculated as:

$$\tan \psi = \frac{1}{2} \times \left( \frac{p_1 - p_1^\prime}{1 + p_1 p_1^\prime} + \frac{p_2 - p_2^\prime}{1 + p_2 p_2^\prime} \right)$$  \hspace{1cm} (7) $$

Suppose $\alpha$ and $\beta$ are very small, we can estimate them by:

$$\cos \alpha = \frac{\min \left( |y_b - y_{bm}|, |y_{b} - y_{b^\prime}| \right)}{\max \left( |y_b - y_{bm}|, |y_{b} - y_{b^\prime}| \right)}$$  \hspace{1cm} (8) $$

$$\cos \beta = \frac{\min \left( |x_a - x_{an}|, |x_{a} - x_{a^\prime}| \right)}{\max \left( |x_a - x_{an}|, |x_{a} - x_{a^\prime}| \right)}$$  \hspace{1cm} (9) $$

where $a_i, i = 1, 2, \ldots, n$, are horizontal centroids and $b_j, j = 1, 2, \ldots, m$, are vertical centroids; $x$ and $y$ are the horizontal and vertical coordinates.

3. Results

3.1. Geometric distortion

A 1 mm in 0.01 mm divisions crossed micrometer scales (product No. 2280-16, Ted Pella, Inc., United States. Accuracy within 0.001 mm) was imaged under the three objective lenses (Fig. 3). The scale was placed in a way such that its origin coincides with the optical center. Geometric centers of the scale marks were used as reference points. Figure 4 shows the distortion curves under the three objective lenses. Whereas
the horizontal axis represents marked distance to the image center, the vertical axis represents the corresponding distortion. The blue dots are locations where the measurement is made. Deviation from the x-axis ($y = 0$) is the indication of geometric distortions. In spite of the non-monotonous increase from the center to the periphery, the system shows competent performance in terms of geometric distortion as the largest distortion values under the tested objectives lenses are below one percent, namely, 0.72%, 0.36% and 0.42%, respectively.

### 3.2. Linearity

An EIA Grayscale Pattern slide (Edmund Optics, Barrington, NJ) that has 9 equal step transmission rates (3%, 10.125%, 17.250%, 24.375%, 31.500%, 38.625%, 45.750%, 52.875% and 60%) was used to profile the photon signal linearity property for both CCD detectors. The capture rate was set to 30 frames per second. A variation of integration time (1/60, 1/100, 1/250, 1/1000, 1/1500, 1/2000, 1/4000) was combined with different transmission rates to control the transmitted photon intensity. The experiment was carried out in dark condition to avoid outside light. The profiles are plotted as functions of intensity transmission versus output grayscale levels in Fig. 5. Each detector shows good linearity characteristics, but their profiles differ in inclination and saturation due to variant attenuations of the filters and spectral response of the camera. Specifically, according to the camera’s user’s manual [16], the relative response ranges from 50% to 90% for wavelength between 420 nm and 480 nm, compared to from 93% to 98.5% between 550 nm and 610 nm. The disparity may be compensated by adjusting and matching the lookup tables.

### 3.3. Spatial resolution and contrast transfer function

Two high resolution periodic grating targets, USAF 2”X2” NEG (up to 645lp/mm, Edmund Industrial Optics, USA) and MRS-4 (up to 2000lp/mm, Geller, USA), were imaged to measure the CTF. The measurement was carried out for both CCD detectors under the three objective lenses, respectively. The normalized CTF curves are shown in Fig. 6.

### 3.4. Detector alignment

The microscopic target (Fig. 3a) used in distortion measurement was also utilized to measure the alignment. To demonstrate how the alignment was carried out using the proposed method, we use one regular
Fig. 7. Detector alignment measurement. The shown images were acquired under the 60× objective. (a) Image 1 taken by camera 1. (b) Image 2 taken by camera 2. (c) Superimposed image 1 (red) and image 2 (blue). (d) The centroids of the marks. (e) The centroids with the perpendicular lines they fit into. (f) The centroids and the lines after the alignment by the proposed method.

calibration session as an example. The initial images are shown in Fig. 7(a) and (b), and their superimposed image is shown in Fig. 7(c). The centroids of the marks are plot in Fig. 7(d) and linearly fit into two cross lines as shown in Fig. 7(e), based on which the relative rotation $\psi$, $\alpha$, and $\beta$ and the translocations are
Fig. 8. FISH image taken by the presented system in real time (at 30 frame rate). On the left is the image of the DAPI (blue) and on the right is the image of the spectrum orange.

calculated. Adjusting the camera position and orientation based on the measurement result is a subjective and empirical procedure, which will be repeatedly applied with the measurement until the discrepancy is minimal. The result of the example session is shown in Fig. 7(f).

4. Discussion

A pair of FISH images acquired by the presented system is shown in Fig. 8. The presented characterization methods are important steps for applying the simultaneous dual-color microscopic imaging system in clinical chromosomal analysis in terms of achieving highest possible geometric accuracy at high resolution. Using the presented methods, the dual-color imaging system can be easily upgraded with faster and more sensitive detector to improve the performance including signal-to-noise ratio and acquisition efficiency. However, most chromosomal analyses for clinical purpose utilize at least two FISH probes, but the presented imaging system only has two color channels. Although it is possible to add more additional channels following the same principle, several considerations must be made. First, simultaneous excitation of multiple FISH probes may result in more spectrum overlapping. Color compensation [17] and profiling may be needed to mitigate the effect of signal crosstalk. Second, adding more dichromatic mirrors and emission filters may further reduce the number of photons per detector. As a result, faster and more sensitive detector may be needed to retain the current level of signal-to-noise ratio and/or frame rate.
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