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Fig. 1. The novel Hierarchical Subspace Iteration Method (HSIM) can efficiently solve eigenvalue problems, such as the computation of the $p$ lowest modes of the discrete Laplace–Beltrami operator on a surface mesh (a). HSIM constructs a set of nested subspaces of the spaces of functions on the mesh by building a vertex hierarchy (b) and prolongation operators between the levels of the hierarchy. HSIM is initialized by solving a dense eigenproblem on the coarsest level, an example of a resulting eigenfunction is shown in (c). Then the eigenproblem is solved on each level, from coarse to fine, using subspace iterations initialized with the result from the previous level to finally produce the sought eigenpairs. An example of an eigenfunction is shown in (d).

Abstract. Sparse eigenproblems are important for various applications in computer graphics. The spectrum and eigenfunctions of the Laplace–Beltrami operator, for example, are fundamental for methods in shape analysis and mesh processing. The Subspace Iteration Method is a robust solver for these problems. In practice, however, Lanczos schemes are often faster. In this paper, we introduce the Hierarchical Subspace Iteration Method (HSIM), a novel solver for sparse eigenproblems that operates on a hierarchy of nested vector spaces. The hierarchy is constructed such that on the coarsest space all eigenpairs can be computed with a dense eigensolver. HSIM uses these eigenpairs as initialization and iterates from coarse to fine over the hierarchy. On each level, subspace iterations, initialized with the solution from the previous level, are used to approximate the eigenpairs. This approach substantially reduces the number of iterations needed on the finest grid compared to the non-hierarchical Subspace Iteration Method. Our experiments show that HSIM can solve Laplace–Beltrami eigenproblems on meshes faster than state-of-the-art methods based on Lanczos iterations, preconditioned conjugate gradients and subspace iterations.
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1 INTRODUCTION

Large-scale sparse eigenvalue problems arise in many applications of computer graphics. An important example is the computation of the low and medium frequency spectrum and the corresponding eigenfunctions of the Laplace–Beltrami operator of a surface. These are used in a range of applications in shape analysis and mesh processing. Commonly used methods for solving Laplace–Beltrami eigenproblems are based on Lanczos iterations. These are highly efficient solvers for sparse eigenvalue problems. However, in order to be efficient, they combine various extensions of the basic Lanczos iterations, which makes the algorithms complex and introduces parameters that need to be set. One problem is that Lanczos iterations are inherently unstable, which can be counteracted by re-starting strategies. Another issue is that Lanczos iterations lead to orthogonal eigenvectors only if the arithmetic is exact. Due to rounding errors, re-orthogonalization strategies are required. An alternative to Lanczos schemes is the Subspace Iteration Method (SIM). This method does not suffer from instabilities and is therefore easier to analyze and implement. On the other hand, the SIM is often slower than Lanczos schemes.

In this paper, we introduce the Hierarchical Subspace Iteration Method (HSIM). This method is suitable for computing the eigenpairs in the low and mid frequency part of the spectrum of an operator defined on a mesh, such as the discrete Laplace–Beltrami operator. Our goal is to maintain the benefits of the SIM while reducing the computational cost significantly. One reason why the SIM is expensive is that many iterations are needed before the method
converges. Our idea is to take advantage of the fact that low and mid-frequency eigenfunctions can be approximated on coarser grids. Instead of working only on the finest grid, we shift iterations to coarser grids. This enables us to perform effective subspace iterations with little computational effort on coarse grids and substantially reduce the number of iterations needed on the finest grid.

We design the hierarchical solver so that it starts on the coarsest grid. The complexity of this grid is chosen such that the relevant matrices can be represented as dense matrices and all eigenfunctions on the coarsest grid can be efficiently computed with a standard dense eigensolver. Then, the hierarchy is traversed from coarse to fine, whereby the eigenproblem on each grid is solved to the desired accuracy by subspace iterations and the solution on the previous grid is used as an initialization for the subspace iterations. To make the subspace iterations more efficient, we use the eigenvalues computed on one grid to determine a value by which we shift the matrix on the next grid. To construct the hierarchy, we use vertex sampling to create a vertex hierarchy and build prolongation operators based on the geodesic vicinity of the samples. The prolongation operators are used to define a hierarchy of nested function spaces on the mesh whose degrees of freedom are associated with the vertex hierarchy. The advantage of the resulting hierarchy over alternatives, such as mesh coarsening-based hierarchies, is that we obtain a hierarchy of nested spaces. This is of benefit for our purposes because the prolongation to the finer grids then preserves properties of a subspace basis, like its orthonormality.

We evaluate our HSIM scheme on the computation of the lowest $p$ eigenpairs of the Laplace–Beltrami operator, where $p$ ranges from 50 to 5000. Our experiments show that HSIM significantly reduces the number of iterations needed on the finest grid and thus accelerates the SIM method. HSIM has also outperformed three state-of-the-art Lanczos solvers and the Locally Optimal Block Preconditioned Conjugate Gradient Method in our experiments. HSIM was consistently faster than the fastest of the three Lanczos solvers over a range of computations on a variety of meshes and different numbers of eigenpairs to be computed. In particular, for challenging settings, in which more than a thousand eigenpairs needed to be computed, HSIM was up to six times faster than the fastest Lanczos solver.

We expect that applications that need to compute low and medium frequency eigenfunctions of the Laplace–Beltrami operator will benefit from the properties of HSIM, in particular, methods that need to continuously solve new eigenproblems, for example in the context of isospectralization [Cosmo et al. 2019; Rampini et al. 2019] and geometric deep learning [Bronstein et al. 2017], and methods that need to compute a larger number of eigenfunctions, for example, for shape compression [Karni and Gotsman 2000; Váša et al. 2014], filtering [Vallet and Lévy 2008], and shape signatures [Sun et al. 2009].

2 RELATED WORK

Spectral shape analysis and processing. The eigenfunctions of the Laplace–Beltrami operator on a surface have many properties that make them useful for applications. First, the eigenfunctions form an orthonormal basis of the space of functions on the surface, which generalizes the Fourier basis of planar domains to curved surfaces. With the help of the spectrum and the eigenfunctions, a frequency representation can be associated to functions on a surface and spectral methods from signal and image processing can be generalized to methods for the processing of surfaces. Examples of mesh processing applications that use the Laplace–Beltrami spectrum and eigenfunctions are surface filtering [Vallet and Lévy 2008], mesh and animation compression [Karni and Gotsman 2000; Váša et al. 2014], quad meshing [Dong et al. 2006; Huang et al. 2008; Ling et al. 2014], surface segmentation [Huang et al. 2009; Sharma et al. 2009], vector field processing [Azencot et al. 2013; Brandt et al. 2017], mesh saliency [Song et al. 2014] and shape optimization [Musialski et al. 2015]. Further properties of the Laplace–Beltrami eigenfunctions are that they are invariant under isometric surface deformation and that they reflect the symmetries of a surface. These properties make them a powerful tool for non-rigid shape analysis. For example, they are used to efficiently compute shape descriptors, such as the Diffusion Distance [Nadler et al. 2005], the Shape-DNA [Reuter et al. 2005, 2006], the Global Point Signature [Rustamov 2007], the Heat Kernel Signature [Sun et al. 2009], the Auto Diffusion Function [Gebal et al. 2009] and the Wave Kernel Signature [Aubry et al. 2011]. Moreover the eigenfunctions are the basis for Functional Maps [Kovnatsky et al. 2013; Litany et al. 2017; Ovsjanikov et al. 2012, 2016; Rodola et al. 2017; Rustamov et al. 2013], isospectralization [Cosmo et al. 2019; Rampini et al. 2019] and spectral methods in Geometric Deep Learning [Boscaini et al. 2015; Bronstein et al. 2017; Bruna et al. 2014; Sharp et al. 2020].

Krylov schemes. Krylov methods, such as Lanczos schemes for symmetric and Arnoldi schemes for general matrices, are effective solvers for large scale eigenproblems. For a comprehensive introduction to Krylov schemes, we refer to the textbook by Saad [2011]. One way to apply Lanczos schemes to generalized eigenproblems, such as the Laplace–Beltrami problem we consider, is to convert them to ordinary eigenproblems by a change of coordinates. In particular, if the scalar product is given by a diagonal mass matrix, the change of coordinates is not costly [Vallet and Lévy 2008]. For non-diagonal matrices, the coordinate transformation can be done using a Cholesky decomposition of the mass matrix [Saad 2011]. ARPACK [Lehoucq et al. 1998] provides implementations of the Implicitly Restarted Lanczos Method for symmetric eigenproblems and the Implicitly Restarted Arnoldi Method for non-symmetric eigenproblems. ARPACK is so widely used that it can be considered to provide reference implementations of the Implicitly Restarted Lanczos and Arnoldi Methods. For example, MATLAB’s sparse eigensolver eigs interfaces ARPACK. SPECTRA [Qiu 2015] is a library offering a C++ implementation of an Implicitly Restarted Lanczos Method built on top of the Eigen matrix library [Guennebaud et al. 2010]. An alternative to the implicitly restarted Lanczos method is the band-by-band, shift-and-invert Lanczos solver for Laplace–Beltrami eigenproblems on surfaces that was introduced in [Vallet and Lévy 2008].

Subspace iterations. An alternative to Krylov schemes is the Subspace Iteration Method (SIM). It is a robust method for solving generalized sparse eigenproblems and is well-suited for parallelization [Bathe 2013]. A comprehensive introduction to the SIM can

1In the supplementary material, we demonstrate that projections into subspaces spanned by Laplace–Beltrami eigenfunctions, and, at the example of the heat kernel signature, that shape signatures can benefit from using a larger number of eigenfunctions.
be found in the textbook by Bathe [2014]. Matrix shifting is important to make the subspace iterations effective. Different heuristics have been proposed ranging from conservative choices [Bathe and Ramaswamy 1980; Gong et al. 2005] to more aggressive shifting strategies [Zhao et al. 2007]. A recent development is the concept of turning vectors [Kim and Bathe 2017] and its extension that includes the turning of turning vectors [Wilkins 2019].

**Preconditioned Eigensolvers.** The lowest eigenpairs of a matrix can be computed by minimizing the Rayleigh coefficient. The Locally Optimal Block Preconditioned Conjugate Gradient Method (LOBPCG) [Knyazev 2001] uses a preconditioned conjugate gradient solver for this minimization. A property of the method is that it does not need to explicitly access the matrix but only needs to evaluate matrix-vector products, which can be of benefit when dealing with large matrices. In recent work [Duerch et al. 2018], an improved basis selection strategy is proposed that improves the robustness of the method when larger numbers of eigenpairs are computed. LOBPCG was used for solving Steklov eigenproblems in [Wang et al. 2019]. A method that uses hierarchical preconditioning to approximate a few of the lowest eigenpairs was presented in [Krishnan et al. 2013]. While LOBPCG is reported to be effective for different eigenproblems, our experiments, see Section 6, indicate that for the Laplace–Beltrami eigenproblems we consider, HSIM is more efficient.

**Approximation schemes.** Schemes for the approximate solution of eigenproblems are static condensation [Bathe 2014] in engineering and the Nyström method [Williams and Seeger 2001] and random projections [Halko et al. 2011] in machine learning. Approximation schemes for the Laplace–Beltrami eigenproblem on surfaces have been introduced in [Chuang et al. 2009; Lescoat et al. 2020; Liu et al. 2019; Nasikun et al. 2018]. In contrast to the eigensolvers we consider in this work, these schemes do not provide any guarantee on the approximation quality of the eigenpairs.

**Multigrids on surfaces.** The multigrid hierarchy we need is challenging since we are working with an irregular mesh on a curved surface. One way to build a multigrid hierarchy for a surface mesh is to use mesh coarsening algorithms [Aksoylu et al. 2005; Hoppe 1996]. This is, however, not ideal for our setting because the resulting spaces are not nested, as each space is defined on a different surface. Another possibility is to build hierarchical grids on ambient space and then restrict the functions to the surface [Chuang et al. 2009]. The function spaces generated by this approach, however, do not resemble the linear Lagrange finite elements on the mesh that we want to work with. Algebraic multigrids [Stüben 2001] are an alternative that would fit our setting. However, unlike the proposed hierarchy, algebraic multigrids only use the operator to build the hierarchy, while we also use the geometry of the surface. A multi-level approach for the computation of the heat kernels on surfaces was introduced in [Vaxman et al. 2010]. In recent work, an intrinsic prolongation operator based on mesh coarsening has been proposed [Liu et al. 2021].

**Multilevel eigensolvers.** A traditional multigrid approach to eigenproblems is to treat them as a nonlinear equation and to apply nonlinear multigrid solver to the equation [Brandt et al. 1983; Hackbusch 1979]. These methods have the advantage that they can be extended or even applied directly to nonlinear eigenproblems. For linear eigenvalue problems, however, this technique is not always efficient because the specific properties of eigenvalue problems are not used when a general nonlinear solver is used.

Another approach is to integrate a multigrid scheme for solving linear systems into an eigensolver [Arbenz et al. 2005; Bank 1982; Martikainen et al. 2001; McCormick 1981]. A solver for linear eigenproblems that needs to solve linear systems in every iteration, such as Krylov and subspace iteration methods, is used as an outer iteration. In every outer iteration, the linear systems are solved in an inner multigrid loop. For our HSIM solver, we use sparse direct solvers for the linear systems, as these are more efficient in our setting than multigrid solvers, see [Botsch et al. 2005]. In a different application context, however, it could be useful to use a multigrid linear solver.

An approach in which also the outer iterations operate on two different grids was proposed in [Xu and Zhou 2001]. In this method, the lowest eigenpair of an elliptic operator is approximated by first computing the eigenpair on the coarse grid and then correcting it by a boundary value problem on the fine grid. This two-grid correction scheme was accelerated in [Hu and Cheng 2011] and extended to include matrix shifting in [Yang and Bi 2011]. A multigrid extension of the scheme was introduced in [Chen et al. 2016; Lin and Xie 2015] and later integrated with wavelet bases [Xie et al. 2019] and algebraic multigrid procedures [Zhang et al. 2015]. The multigrid correction scheme has been used for the computation of Laplace spectra on planar domains [Hu and Cheng 2011] and parametrized surfaces [Brannick and Cao 2015]. A key difference to HSIM is that HSIM provides users with explicit control of the residual of the resulting eigenpairs. In contrast, the multigrid correction schemes do not provide control over the residual. Instead, the resulting residual depends on the approximation quality of the grids in the hierarchy. We include a discussion and comparison in Section 6.

### 3 BACKGROUND

In this section, we first briefly review the Laplace–Beltrami eigenproblem, which we use for evaluating the proposed eigensolver. Then, we describe the Subspace Iteration Method, which will be the basis of the novel Hierarchical Subspace Iteration Method.

#### 3.1 Laplace–Beltrami eigenproblem

In the continuous case, we consider a compact and smooth surface $\Sigma$ in $\mathbb{R}^3$. A function $\phi$ is an eigenfunction of the Laplace–Beltrami operator $\Delta$ on $\Sigma$ with eigenvalue $\lambda \in \mathbb{R}$ if

$$
- \Delta \phi = \lambda \phi
$$

holds. For discretization, the weak form of (1) is helpful. This can be obtained by multiplying both sides of the equation with a continuously differentiable function $f$ and integrating

$$
\int_{\Sigma} \nabla \phi \cdot \nabla f \, dA = \lambda \int_{\Sigma} \phi f \, dA.
$$

On the left-hand side of the equation, we applied integration by parts. A function $\phi$ is a solution of (1) with eigenvalue $\lambda$ if and only if
The third step is to replace the current subspace basis with the (Algorithm 1, lines 5–7). For this, the reduced stiffness and mass matrices are computed and the \( q \)-dimensional dense eigeproblem is solved using a dense eigensolver, e.g. based on a QR factorization. The third step is to replace the current subspace basis with the eigenbasis (Algorithm 1, line 8). The inverse iterations amplify the low frequencies in the subspace basis. The second and third steps are needed in order to prevent the vectors from becoming linearly dependent. Without these steps, the vectors would all converge to the lowest eigenvector.

**ALGORITHM 1: Subspace Iteration Method**

**Input:** Stiffness matrix \( S \in \mathbb{R}^{n \times n} \), mass matrix \( M \in \mathbb{R}^{n \times n} \), initial vectors \( \Phi \in \mathbb{R}^{n \times q} \), number of eigenpairs \( p \), tolerance \( \epsilon \), shifting value \( \mu \)

**Output:** Matrix \( \Lambda \) with lowest eigenvalues of (4) on diagonal and \( \Phi \) listing eigenvectors as columns. First \( p \) pairs converged.

1. **Function** SIM\((S, M, \Phi, p, \epsilon, \mu)\):
2. Compute sparse factorization: \( LDL^T = S - \mu M \)
3. **repeat**
4. Solve using factorization: \( (S - \mu M)\Psi = M\Phi \)
5. Compute reduced stiffness matrix: \( S \leftarrow \Psi^T S\Psi \)
6. Compute reduced mass matrix: \( M \leftarrow \Psi^T M\Psi \)
7. Solve dense eigenproblem: \( \tilde{S}\Phi = \tilde{M}\tilde{\Phi} \)
8. Update vectors: \( \Phi \leftarrow \Psi \Phi \)
9. **until pairs** \((\lambda_i, \Phi_i)\) pass convergence test (6) for all \( i \leq p \)
10. **return** \( \Lambda \) and \( \Phi \)
11. **End Function**

**Convergence test.** The final step of each iteration is the convergence check, which tests whether or not the first \( p \) eigenvectors have converged. For each eigenvpair \( \Phi_i \) and \( \lambda_i \), the relative \( M^{-1} \)-norm of the residual of equation (4) is computed

\[
\frac{\|S\Phi_i - \lambda_i M\Phi_i\|_{M^{-1}}}{\|S\Phi_i\|_{M^{-1}}} < \epsilon
\]

and the test is passed if it is below the threshold \( \epsilon \). The choice of the value for the convergence tolerance depends on the application context. In most of our experiments, we used \( \epsilon = 10^{-2} \), which based on our experiments, see Section 5, we consider appropriate for applications in shape analysis and spectral mesh processing.

**Subspace dimension.** The choice of the dimension \( q \) affects the computational cost per iteration and the number of iterations needed for convergence. A larger subspace size increases the computational cost per iteration as more linear systems have to be solved (line 4 of Algorithm 1) and the dimension of the dense eigenproblem (line 7) increases. On the other hand, the algorithm terminates when the subspace contains (good enough approximations of) the lowest \( p \) eigenvectors. This is easier to achieve if the subspace is larger. Therefore, with a larger subspace, fewer iterations may be needed. It is suggested to set \( q = \max\{2p, p + 8\} \) in [Bathe 2013]. In our experiments, we found \( q = \max\{1.5p, p + 8\} \) to be more efficient for the eigenproblems we consider.

The \( M^{-1} \)-norm is given by \( \|S\Phi\|_{M^{-1}} = \sqrt{(S\Phi)^T M^{-1} S \Phi} \). The reason, we use the \( M^{-1} \)-norm is that \( S\Phi \) is an integrated quantity and \( M^{-1} \Phi \) is the corresponding function (pointwise quantity). The M-norm, which is the discrete \( L^2 \)-norm, of the pointwise quantity is the same as the \( M^{-1} \)-norm of the integrated quantity, \( \|S\Phi\|_{M^{-1}} = \sqrt{(S\Phi)^T M^{-1} S \Phi} = \sqrt{(M^{-1} S \Phi)^T M M^{-1} S \Phi} = \|M^{-1} S \Phi\|_M \). For more background, we refer to [Wardetzky et al. 2007].
**Initialization.** The subspace basis \( \Phi \) can be initialized with a random matrix. An alternative is to use information extracted from the matrices for initialization, which can help to reduce the required number of subspace iterations. One heuristic from [Bathe 2014] is to use the diagonal of the mass matrix \( M \) as the first column of the matrix representing initial vectors, random entries for the last column, and unit vectors \( e_i \) with entry +1 at the degree of freedom with the smallest ratio of \( k_{ii}/m_{ii} \) for the remaining \( q-2 \) columns.

**Shifting.** One way to make the subspace iterations more effective is to shift the matrix \( S \), which means to replace it with the shifted matrix \( S - \mu M \). The shifted matrix keeps the same eigenvectors while the eigenvalues are shifted by \(-\mu\). As a consequence, the inverse iteration, line 4 of Algorithm 1, focuses on enhancing the frequencies around \( \mu \) instead of around zero. This can help to reduce the number of iterations required for convergence. Different heuristics for setting the shifting value have been proposed. A conservative choice is to set \( \mu \) to the average of the last two converged eigenvalues [Bathe and Ramaswamy 1980]. Alternative shifting strategies are to set \( \mu \) to the average of the last converged and the first non-converged eigenvalue [Wilson and Itoh 1983] or to the average of the first two non-converged eigenvalues [Gong et al. 2005]. An aggressive shifting technique that places \( \mu \) further into the range of the non-converged eigenvalues is shown to accelerate the SIM in [Zhao et al. 2007].

**Direct solver.** For the inverse iterations of the subspace basis, line 4 of Algorithm 1, \( q \) linear systems with the same matrix \( S - \mu M \) need to be solved. It can be effective to use a direct solver for this task since a factorization once computed can be used to solve all the systems. Since the shifted matrix is not positive definite, we use a sparse symmetric indefinite decomposition \( LDL^T = S - \mu M \).

### Algorithm 2: Construction of the vertex hierarchy

**Input:** Surface mesh \( \Sigma \), number of levels \( T \), number of vertices per level \( n^1, n^2, \ldots, n^{T-1} \)

**Output:** Sets of vertex indices \( V^1, V^2, \ldots, V^{T-1} \)

```plaintext
1 \( V^T \leftarrow \{ \text{Random number from } [0, 1, \ldots, |V| - 1] \} \)
2 \( \tau \leftarrow T - 1 \)
3 repeat
4 \( V^\tau \leftarrow V^{\tau+1} \)
5 \( \text{repeat} \)
6 \( V^\tau \leftarrow V^\tau \cup \{ \text{Index of vertex farthest away from } V^\tau \} \)
7 until \( |V^\tau| = n^\tau \)
8 \( \tau \leftarrow \tau - 1 \)
9 until \( \tau = 0 \)
10 return \( V^1, V^2, \ldots, V^{T-1} \)
```

Since we will solve a dense eigenproblem to get all eigenpairs at the coarsest level, we want to control the number \( n^{T-1} \) of vertices in \( V^{T-1} \), which we set to
\[
9
\]
\[
T = \max\{\lceil 1.5p \rceil, 1000\}. \quad (7)
\]
The numbers of vertices in the other levels are determined by the growth rate \( \mu \)
\[
\mu = \mu n^{\tau+1}. \quad (8)
\]
where \( \mu \) is given by
\[
\mu = \sqrt[3]{\frac{n^0}{n^{T-1}}} \quad (9)
\]
The trade-off for the choice of the number of levels is that a larger number of levels helps to reduce the required number of iterations on the finest level. On the other hand, each level adds computational cost, e.g., for computing the reduced matrices \( S^T \) and \( M^T \). In our experiments, we found HSIM to be most effective with a low number of levels. We used three levels in most cases and opted for two levels when only a small number of eigenpairs, i.e., \( p \leq 200 \), needs to be computed.

To form the sets \( V^\tau \), we use a scheme based on farthest point sampling [Eldar et al. 1997]. The set \( V^{T-1} \) is initialized to contain one random vertex. Then, iteratively the vertex farthest away from all the vertices that are already in \( V^{T-1} \) is added to \( V^{T-1} \) until the desired number of vertices is reached. The sets \( V^{T-2} \) to \( V^1 \) are created in a similar manner. The scheme is summarized in Algorithm 2.

Most expensive in this algorithm is the repeated computation of the farthest points (line 6). These computations can be accelerated by maintaining a distance field that stores for each vertex of the mesh the distance to the closest vertex in the current set \( V^\tau \). Since the vertices are inserted one after another, in each iteration the distance field only needs to be updated locally around the newly inserted vertex, and the maximum of the field has to be computed. We compute the distances between vertices using Dijkstra’s algorithm on the edge graph with weights corresponding to the length of the edges. We found Dijkstra’s distance a sufficient approximation of the geodesic distance for our purposes in our experiments. Alternatively, the Short-Term Vector Dijkstra (STVD) algorithm [Campen et al. 2013] could be used, which computes a more accurate approximation of the geodesic distance while still keeping computations
which differs per level. We set \(\rho\) to vanish when the distance of the vertices reaches a threshold \(\omega\). The light red and light blue regions are geodesic disks of radii \(\rho^0\) and \(\rho^1\) around the highlighted red and blue vertices in the centers of the regions and illustrate the support regions of the highlighted vertices.

![Fig. 2. Illustration of a vertex hierarchy with three sets \(V^2 \subset V^1 \subset V^0\). The coarsest set \(V^2\) consists of the red vertices, \(V^1\) of the blue and the red vertices and \(V^0\) of all vertices of the mesh. The light red and light blue areas are geodesic disks of radii \(\rho^0\) and \(\rho^1\) around the highlighted red and blue vertices in the centers of the regions and illustrate the support regions of the highlighted vertices.](image)

localized. The supplementary material includes examples that illustrate that farthest point sampling generates hierarchies that are suitable for our purposes.

**Prolongation and restriction.** A function on level \(\tau\) is represented by a vector \(f^\tau \in \mathbb{R}^{n^\tau}\). We will first describe the prolongation and restriction operators and show in the next paragraph how the prolongation operator can be used to construct the piecewise linear polynomial corresponding to a vector \(f^\tau\). The \(\tau^0\)th prolongation operator is given by a matrix \(U^{\tau} \in \mathbb{R}^{n^{\tau} \times n^{\tau+1}}\) that maps vectors \(f^{\tau+1} \in \mathbb{R}^{n^{\tau+1}}\) representing functions on level \(\tau + 1\) to vectors \(f^{\tau} \in \mathbb{R}^{n^{\tau}}\) representing functions on the finer level \(\tau\). The restriction operator maps from level \(\tau\) to the coarser level \(\tau + 1\) and is given by the transpose \(U^{\tau\tau}\) of the prolongation matrix. This relationship of the prolongation and restriction operators ensures that the restricted matrices \(S^\tau\) and \(M^\tau\) see lines 4 and 5 of Algorithm 3 for a definition of the matrices, on all levels are symmetric.

The \(j^\tau\)th row of \(U^{\tau}\) describes how the value associated with the \(j^\tau\)th vertex of level \(\tau + 1\) is distributed among the vertices on level \(\tau\). This means that the entry \(U^{\tau}_{ij}\) is a weight describing how strongly the vertex \(j\) on level \(\tau\) is influenced by the vertex \(i\) on level \(\tau + 1\) during the prolongation. This weight decreases with increasing geodesic distance of the vertices. To obtain sparse operators, the weight vanishes when the distance of the vertices reaches a threshold \(\rho^\tau\), which differs per level. We set \(\rho^\tau\) to be

\[
\rho^\tau = \sqrt{\frac{\sigma A}{\pi n^\tau}}
\]

where \(A\) is the area of the surface and \(\sigma\) is a control parameter. This choice of \(\rho^\tau\) yields matrices \(U^{\tau}\) that have about \(\sigma\) non-zero entries per row. For our experiments, we choose \(\sigma = 7\). The reasoning behind (10) is that we want the sum of the areas of the geodesics disks of radius \(\rho^\tau\) around all the vertices of level \(\tau\) to be \(\sigma\) times the area of the surface. To make this idea easily computable, we replace the combined areas of all the geodesics by \(n^\tau\) times the area of the Euclidean disk of radius \(\rho^\tau\).

To construct the matrices \(U^{\tau}\), we first construct preliminary matrices \(\tilde{U}^\tau \in \mathbb{R}^{n^{\tau} \times n^{\tau+1}}\) that have the entries

\[
\tilde{U}^{\tau}_{ij} = \begin{cases} 
1 - \frac{d(v_i^{\tau+1}, v_j^{\tau})}{\rho} & \text{for } d(v_i^{\tau+1}, v_j^{\tau}) \leq \rho^\tau \\
0 & \text{for } d(v_i^{\tau+1}, v_j^{\tau}) > \rho^\tau 
\end{cases}
\]

where \(d(v_i^{\tau+1}, v_j^{\tau})\) is the geodesic distance of the \(i^\tau\)th vertex of \(V^{\tau+1}\) to the \(j^\tau\)th vertex of \(V^{\tau}\). The matrix \(U^{\tau}\) is then obtained by normalizing the rows of \(\tilde{U}^{\tau}\)

\[
U^{\tau}_{ij} = \frac{1}{\sum_{j=1}^{n^{\tau}} \tilde{U}^{\tau}_{ij}}.
\]

The normalization ensures that all function spaces will include the constant functions. This is of benefit for our purposes as the constant functions make up the kernel of the Laplace–Beltrami operator. Another property is that the set of functions on each level forms a partition of unity. As for the sampling scheme, we use Dijkstra’s distance on the weighted edge graph of the mesh in our experiments to approximate the geodesic distance. A discussion of two alternatives, the Short-Term Vector Dijkstra algorithm [Campen et al. 2013] and the Heat Method [Crane et al. 2013b], is included to the supplementary material.

**Function spaces.** So far we have considered abstract vectors \(f^\tau \in \mathbb{R}^{n^\tau}\). Now, we describe how the continuous piecewise linear polynomial corresponding to \(f^\tau\) can be constructed. On the finest level, any \(f^0 \in \mathbb{R}^{n^0}\) is the nodal vector, which lists the function values of the continuous, piecewise linear polynomial at the vertices. To get the continuous, piecewise linear polynomial that corresponds to a \(f^\tau \in \mathbb{R}^{n^\tau}\) for any \(\tau\), we use the prolongation operators to lift \(f^\tau\) to the finest level. The resulting vector

\[
U^0 f^\tau \ldots U^{\tau-1} f^\tau
\]

is the nodal vector of the continuous, piecewise linear polynomial corresponding to \(f^\tau\). By construction, the resulting function spaces are nested and the functions are locally supported. The HSIM algorithm does not need to lift the functions using (13). Instead, the reduced stiffness and mass matrices \(S^\tau\) and \(M^\tau\) are directly computed for each level.

### 4.2 Hierarchical Solver

The HSIM is outlined in Algorithm 3. The algorithm starts with preparing the multilevel subspace iterations. First, the number of levels, the vertex hierarchy and the prolongation matrices \(U^{\tau}\) are computed. Then the reduced stiffness and mass matrices, \(S^\tau\) and \(M^\tau\), for all levels are constructed from fine to coarse starting with level 1. In this computation, we benefit from the fact that the prolongation matrices \(U^{\tau}\) are highly sparse. The next step is to determine the dimension \(q\) of the subspace that is used. Our experiments indicate that values between \(q = 1.5p\) and \(q = 2p\) are suitable. Following [Bathe 2013], we set \(q = p + 8\) for small values of \(p\)

\[
q = \max\{1.5p, p + 8\}
\]

The last step before the multilevel iterations start is the computation of an initial subspace. This is done by solving the eigenproblem...
on the coarsest level of the hierarchy completely using a dense eigensolver. The dimension of the coarsest space is chosen, see (7), such that the dense eigenproblem can be solved efficiently.

**Algorithm 3: Hierarchical Subspace Iteration Method**

**Input:** Stiffness and mass matrices of finest level $S^0, M^0 \in \mathbb{R}^{n \times n}$, number of eigenpairs $p$, number of levels $T$, tolerance $\epsilon$

**Output:** $p$ lowest eigenpairs of the generalized eigenproblem (4)

1. **Function** HSIM($S^0, M^0, p, T, \epsilon$):
   2. Compute vertex hierarchy (Section 4.1)
   3. Build matrices $U^T$ for $r = 0, 1, \ldots, T - 2$ (Section 4.1)
   4. for $r \leftarrow 1$ to $T - 1$
      5. Build level $r$ stiffness matrix: $S^r := (U^{r-1})^T S^{r-1} U^{r-1}$
      6. Build level $r$ mass matrix: $M^r := (U^{r-1})^T M^{r-1} U^{r-1}$
   7. end
   8. Set size of subspace: $q \leftarrow \max\{ \lfloor 1.5p \rfloor, p + 8\}$
   9. Compute first $q$ eigenpairs of $S^{T-1} \Phi^{T-1} = \Lambda^{T-1} M^{T-1} \Phi^{T-1}$
   10. for $r \leftarrow (T - 2)$ to 0 do
      11. Prolongation of subspace basic: $\Phi^r = U^r \Phi^{r+1}$
      12. Set shifting parameter: $\mu = \Lambda_{jj}^r$ with $j = \lfloor \frac{p}{2} \rfloor$
      13. ($\Lambda^r, \Phi^r$) ← SIM($S^r, M^r, \Phi^r, p, r, \mu$)
   14. end
   15. return First $p$ diagonal entries of $\Lambda^0$ and first $p$ columns of $\Phi^0$
   16. **End Function**

The multilevel iterations traverse the hierarchy from coarse to fine starting with the second coarsest level. At each level, the eigenproblem is solved up to the tolerance by subspace iterations. The subspace iterations are initialized with the eigenvectors computed at the coarser level. To make the subspace iteration more effective, we use the approximate eigenvalues computed on the previous level to specify a shifting parameter for the iterations on the current level. We employ an aggressive shifting strategy, which sets the shifting value to be the estimated eigenvalue with index $\lfloor p/10 \rfloor$. The shifting value is set only once for each level and used for all subspace iterations on this level. Then, only one sparse factorization of the shifted stiffness matrix $S^r - \mu^r M^r$ has to be computed per level. This way we achieve that, on the one hand, the shifting value is regularly updated, while, on the other hand, no additional factorizations have to be computed.

To further accelerate the subspace iterations, we do not perform additional inverse iterations, step 4 of the Algorithm 1, on the lowest $r$ vectors that are already converged. However, to avoid error accumulation, we stop the iteration of vectors only after their residual, eq. (6), has reached one tenth of the specified tolerance $\epsilon$. A further acceleration is achieved by performing two inverse iterations before orthonormalizing the vectors. Thus we execute step 4 of Algorithm 1 twice before we continue with step 5.

The subspace iteration method converges quickly when the desired eigenspace is close to the initial subspace. Our hierarchical method makes use of this property by providing the subspace iterations on each level with the solution from the coarser level. As a result, only few iterations are needed on each level. In particular, the multilevel strategy substantially reduces the necessary number of iterations on the finest level compared to SIM. The price to pay is that the hierarchy has to be built and iterations on the coarse levels are needed. Nevertheless, HSIM is about 4-8 times faster than SIM in our experiments. The highest acceleration is achieved in the difficult case that a large number of eigenvectors must be computed.

## 5 EXPERIMENTS

### Implementation

Our implementation of HSIM uses Eigen [Guennebaud et al. 2010] for linear algebra functionalities and LibIGL [Jacobson et al. 2016] for geometry processing tasks. OpenMP is used to solve the linear systems in each subspace iteration, step 4 of Algorithm 1, in parallel and to compute the prolongation and projection matrices in parallel during hierarchy construction. Moreover, we solve the low-dimensional eigenproblems at the coarsest level of the hierarchy, step 9 of Algorithm 3, and in each subspace iteration, step 7 of Algorithm 1, on the GPU using a direct solver for dense generalized eigenproblems from CUDA’s cuSolver library. For our experiments, we used an Alienware Area-51 R3 home desktop with an AMD Ryzen Threadripper 1950x (16 core) processor and 24GB of RAM, equipped with NVIDIA GeForce GTX 1080 Ti graphics card with 11GB memory.

### Timings

Table 1 lists timings of our HSIM implementation for the computation of the $p$ lowest eigenpairs of the discrete Laplace–Beltrami operator, eq. (4), for meshes with different sizes and values of $p$. Individual timings for hierarchy construction and solving the eigenproblems using the hierarchy are listed. Moreover, iteration counts for subspace iterations on the individual levels are provided. For the coarsest level, a dense solver is used instead of the subspace iteration, therefore, the table lists $F$’s instead of a number for the coarsest level. The solver’s convergence tolerance is set to $10^{-2}$ for all examples. In all cases, the required number of iterations on the finest level is reduced to one by the hierarchical approach. Figure 4 provides more details for one example, the computation of the lowest 200 eigenpairs on a dragon model with 150k vertices using a hierarchy with three levels. The figure shows (a) how the runtimes split over the different levels of the hierarchy, (b) for the finest level the division between prolongation of the solution for the second finest level and subspace iterations, and (c) the breakdown of the timings of the individual steps of the subspace iterations (Algorithm 1) on the finest level. The figure illustrates that, when three levels are used, most of the runtime is spent on the finest level, almost 80% for the shown example, and that the restrictions of the stiffness and mass matrices and solving the linear systems are the most costly steps of HSIM.

Fig. 3. The 10th eigenfunction of the Laplace-Beltrami operator of the models listed in Table 1.
Table 1. Timings of HSIM for the computation of the lowest eigenpairs of the Laplace–Beltrami operator on surface meshes with different numbers of vertices. The error tolerance $\epsilon$ is set to $10^{-2}$. Individual timings for constructing the hierarchy and for solving the eigenproblem using the hierarchy are listed (in seconds). Meshes are shown in Figure 3.

Figure 5 lists runtimes for different numbers of eigenpairs to be computed. In our experiments, we found that the runtime grows linearly even when computing several thousand eigenpairs. This is illustrated by the timings listed in the figure. We expect this linear trend to continue as long as the runtime is dominated by the time needed for the solving of the linear systems (step 4 of Algorithm 1). At some point, solving the dense eigenproblems (step 7 of Algorithm 1), which does not scale linearly with the number of eigenpairs, will be the most expensive step and the trend will no longer be linear.

For most experiments, we set the convergence tolerance, $\epsilon$ in Algorithm 3, to $10^{-2}$. Figure 6 lists runtimes over the convergence tolerance for the computation of 100 eigenpairs on two different meshes, the Blade model with 200k vertices and the Chinese Dragon with 127k vertices. The figure illustrates that low tolerances such as $10^{-9}$ can be achieved and that the time grows proportional with the relative residual. Roughly speaking, we observe in our experiments that the number of iterations that are needed on the finest grid grows by two for a decrease of one order of magnitude in the relative residual.

**Termination criterion.** To test for convergence, see line 9 of Algorithm 1, we use the criterion stated in (6). This test ensures the convergence of the eigenvalues as well as the convergence of the eigenvectors. To determine a suitable value for the convergence tolerance $\epsilon$, we performed several experiments. We discuss two experiments in this paragraph, the supplementary material includes additional experiments. Based on the results of these experiments, we used a tolerance of $\epsilon = 10^{-2}$ for the evaluation of HSIM. In the first experiment, we consider three different discretizations of the unit sphere with regular meshes (having 10k, 100k and 1m vertices) and measure the difference between the computed eigenvalues for different tolerances ($\epsilon = 10^{-1}, 10^{-2}, 10^{-4}, 10^{-6}$) and the analytical solution. The results are shown in Figure 7. For all three discretizations, the difference between the numerical solutions for different tolerances is small compared to the approximation error, that is, the difference to the analytical solution. We would like to note

**Fig. 4.** Analysis of timings of the HSIM for the Laplace–Beltrami eigenproblem. Distribution of the runtimes to the three levels (a), split of the time spent at the finest level between the prolongation of the solution from level 1 and the subspace iterations at the finest level (b) and distribution of the time of the subspace iteration to the individual steps in Algorithm 1. The 200 lowest eigenpairs are computed on the Dragon mesh with 150k vertices.

**Fig. 5.** Plot listing the runtime of HSIM over the number of Laplace–Beltrami eigenpairs to be computed on the Rocker Arm model with 270k vertices.

**Fig. 6.** The plot of the required computation time for different error tolerances when computing the first 100 eigenpairs of Laplace–Beltrami operator on the Chinese Dragon (127k vertices) and on the Blade model (200k vertices).
The Hierarchical Subspace Iteration Method for Laplace–Beltrami Eigenproblems

| Model (#Vert) | #Eigs | SIM | par. SIM | HSIM | Lanczos methods | Prec. Solver |
|---------------|-------|-----|----------|------|-----------------|--------------|
|               |       | #Iters | Time | #Iters | Time | MATLAB | MH | SPECTRA | LOBPCG |
| Sphere (160k) | 50    | 7     | 49.4 | 23.8 | 11.7 | 16.2 | 27.2 | 24.4 | 48.0 |
|               | 250   | 7     | 274.5 | 155.7 | 51.3 | 94.3 | 285.3 | 124.8 | 268.3 |
|               | 1000  | 7     | 1088.0 | 642.2 | 165.6 | 921.8 | 1132.2 | 1235.5 | 2601.1 |
|               | 2500  | 7     | 3228.2 | 1930.7 | 529.8 | 7784.5 | 2987.1 | 7552.7 | Mem. bound |
| Rolling stage (660k) | 50    | 8     | 74.9 | 42.2 | 14.6 | 18.6 | 26.4 | 25.8 | 126.5 |
|               | 250   | 8     | 514.7 | 300.1 | 79.6 | 130.3 | 178.7 | 185.3 | 711.5 |
|               | 1000  | 8     | 2118.9 | 1228.0 | 342.1 | 1549.0 | 696.4 | 1359.4 | 4014.5 |
|               | 2500  | 8     | 10278.5 | 6858.4 | 1108.1 | 13018.3 | 1798.9 | 9543.0 | Mem. bound |
| Rocker Arm (270k) | 50    | 8     | 212.5 | 102.5 | 57.9 | 62.7 | 100.1 | 77.7 | 384.2 |
|               | 250   | 8     | 1308.8 | 664.4 | 206.6 | 362.5 | 773.3 | 675.4 | 1885.2 |
|               | 1000  | 7     | 8058.2 | 5358.9 | 937.8 | 4072.6 | 3034.5 | 8396.0 | Mem. bound |

Table 2. Comparison of HSIM to the (non-hierarchical) SIM, different Lanczos solvers, and LOBPCG. Runtimes are listed in seconds.

that the convergence test establishes an upper bound on the convergence of the eigenpairs. In particular, for the lowest tolerance, $\varepsilon = 10^{-1}$, the solutions computed by HSIM are often already more accurate when the process terminates. One reason for this is that the method terminates only after all eigenpairs pass the convergence test. We therefore conducted an additional experiment using the inverse power method to compute the eigenpairs one by one and stop the iteration for each eigenpair when the convergence tolerance is reached. The results are shown in Figure 7 (d). In this experiment, differences in accuracy occur between the numerical solution for $\varepsilon = 10^{-1}$ and the other solutions ($\varepsilon = 10^{-2}, 10^{-4}, 10^{-6}$), which indicates that a tolerance of $\varepsilon = 10^{-1}$ is not sufficient.

In a second experiment, we compute eigenpairs for two different meshes approximating the same surface. The second mesh was created by flipping edges of the first mesh. For both meshes, we compute the lowest eigenpairs for the tolerance $\varepsilon = 10^{-2}$ and as reference for $\varepsilon = 10^{-8}$. Since the two meshes have the same vertices, we can compare both the eigenvalues and the eigenvectors. Figure 8 shows the difference between the reference solutions ($\varepsilon = 10^{-8}$) on both meshes (blue graph) and for one mesh, the difference between the solutions for $\varepsilon = 10^{-2}$ and $\varepsilon = 10^{-8}$ (red graph). To measure the difference of eigenvectors the relative $L^2$-norm is used. It can be seen that the difference between the reference solutions on the two meshes is more than three orders of magnitude larger than the difference between the solutions for different tolerances.

We want to note that the convergence test (6) does not directly measure the deviation from the exact solution. In our experiments (for example in Figure 8), we see that the relative difference between the solution for a tolerance of $\varepsilon = 10^{-2}$ and the reference solution, which is computed with $\varepsilon = 10^{-8}$, is usually much smaller than $10^{-2}$.

In Figure 8, and also in Figure 12, one can observe that the errors...
generated by HSIM are smaller for the eigenvalue pairs whose index is about one-third of the total number of computed eigenvalues than for the others. This is due to our shifting strategy, which makes these eigenpairs converge faster.

When evaluating the convergence criterion, equation (6), the standard norm of \( \mathbb{R}^n \) is commonly used to replace the \( M^{-1} \)-norm. The reason is that the evaluation of the \( M^{-1} \)-norm can be costly. For our experiments, we used the \( M^{-1} \)-norm at the finest level as the \( M \) matrices are diagonal, and, therefore, can be easily inverted. At the coarser levels, however, the restricted matrices \( M^\ell \) (see line 6 of Algorithm 3) are no longer easy to invert. To save the effort of computing a factorization of the \( M^\ell \) matrices, we replace the \( M^{-1} \)-norm by the standard norm for the convergence check on all but the finest level. We want to emphasize that since on the finest level we use the \( M^{-1} \)-norm, the error tolerances are respected. The simplification could only lead to more or fewer iterations on the coarser levels. Since the convergence check uses the relative norm, a global scaling factor to better match the standard norm and the \( M^{-1} \)-norm is not needed. We did not observe differences in the numbers of iterations, when using the standard norm instead of the \( M^{-1} \)-norm for the convergence test on the coarser levels in our experiments.

Number of levels. A parameter HSIM needs as user input is the number of levels of the hierarchy, see Algorithm 3. By increasing the number of levels, one can reduce the number of iterations required on the finest grid. On the other hand, increasing the number of levels leads to additional computational costs on the levels below the finest level. Table 3 lists computation times and iteration counts for the individual levels for computations with different meshes sizes, number of eigenpairs and convergence tolerances. For most of these examples, three levels yield the shortest runtime.

Support region. For the construction of the prolongation matrices \( U^\ell \), the radius of its domain of influence, \( \rho^\ell \), must be defined individually for each level. We use eq. (10), which allows us to set the radii on all levels by means of a control parameter \( \sigma \).

This value is the average expected number of non-zero entries per row of the matrices \( U^\ell \). The inset figure shows the areas of influence around one point for different values of \( \sigma \). A smaller value for \( \sigma \) results in matrices \( U^\ell \) with less non-zero entries and thus less computational effort per iteration. On the other hand, a too small value for \( \sigma \) can increase the number of iterations needed on each level.

In our experiments, we have identified a value of \( \sigma = 7 \) as a good trade-off. This means that in each level, each vertex of \( V^\ell \) in average is coupled to six neighbor vertices, which agrees with the average valence in a triangle mesh. Table 4 shows iteration counts and runtimes for different values of \( \sigma \) for eigenproblems on two meshes with 200k and 475k vertices and different numbers of eigenpairs to be computed. The value \( \sigma = 7 \) reaches in all cases either the lowest runtime or a time close to the lowest runtime.

Shifting strategy. Matrix shifting can reduce the number of required subspace iterations on all levels. In our experiments, we use a heuristic, which is described in Step 12 of Algorithm 3, to automatically determine the shifting parameter \( \mu \). This heuristic is based on the aggressive shifting technique from [Zhao et al. 2007]. We set \( \mu \) equal to the current approximate eigenvalue \( \lambda_j \) with index \( j = \lfloor \alpha p \rfloor \). Here, \( \alpha \) should take a value between 0 and 0.5. In Algorithm 3, we set \( \alpha = 0.1 \). Table 5 lists iteration counts for different values of \( \alpha \). Results for different numbers of eigenpairs and error margins are shown. We used values between 0.1 and 1/3 for \( \alpha \) in our experiments.

Surface with boundary. We applied HSIM to the computation of Laplace–Beltrami eigenproblems on surfaces with boundary. We experimented with Dirichlet and Neumann boundary conditions and used the same hierarchy and basis construction as for surfaces

### Table 3. Performance of HSIM with different numbers of levels.

| Model (\#Verts) | #Eigs | Time | Iters |
|-----------------|-------|------|-------|
|                 |       | @2 | @3 | @4 | @5 |
| Rocker Arm (20k) | 50    | 750 | 750 | 1e-4 | 1e-4 |
| Ramses (82k)    | 50    | 35.8 | 35.8 | 1e-4 | 1e-4 |

Table 4. Runtimes and iteration counts for different values of the parameter \( \sigma \) that determines the supports of the functions.

| Model (\#Verts) | #Eigs | 2.5 | 5 | 7 | 10 | 20 |
|-----------------|-------|----|---|---|----|----|
|                 |       | @3 | @3 | @3 | @3 | @3 |
| Vase (200k)     | 50    | 35.4 | 35.4 | 1e-4 | 1e-4 | 1e-4 |
| Lion (200k)     | 50    | 35.4 | 35.4 | 1e-4 | 1e-4 | 1e-4 |
| Ears (475k)     | 50    | 35.4 | 35.4 | 1e-4 | 1e-4 | 1e-4 |

Table 5. Iteration counts for different choices of shifting values are shown. Computations are done using the Gargoyle model with 85k vertices.
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Without boundary. Examples of eigenfunctions on surfaces with boundary are shown in Figure 10. Table 6 shows for an example mesh the runtimes and iteration counts for Dirichlet and Neumann boundary conditions. The runtimes are comparable to the runtimes we observe for meshes without boundary and a comparable number of vertices.

6 COMPARISONS

In this section, we discuss comparisons of HSIM to alternative methods. Laplace–Beltrami eigenproblems are commonly solved in graphics applications using Lanczos methods [Vallet and Lévy 2008]. Therefore, we begin this section with the comparison to Lanczos solvers. An alternative to Lanczos schemes is the SIM [Bathe 2013]. Since HSIM is based on SIM, this comparison provides a basis to quantify the gains resulting from our hierarchy. The third solver to which we compare HSIM is the Locally Optimal Block Preconditioned Conjugate Gradient Method [Knyazev 2001]. Lastly, we compare HSIM to the multilevel correction scheme that was introduced in [Chen et al. 2016; Lin and Xie 2015]. In our comparisons, we use the same convergence test (6) for all methods and set the tolerance to \( \varepsilon = 10^{-2} \), which is the value we determined in our experiments, see Section 5. To implement this for the methods we compare to, we check for convergence after every iteration and stop when the convergence test is passed. Once the required number of iterations is known, we re-run the computation without convergence test and record the timings.

Lanczos schemes. Schemes based on Lanczos iterations are commonly used for solving large-scale, sparse, symmetric eigenproblems. These methods have been studied and improved over decades. ARPACK’s implementation of the Implicitly Restarted Lanczos Method is well-established [Lehoucq et al. 1998]. We compare HSIM with MATLAB’s eigs (MATLAB 9.8, R2020a) that interfaces ARPACK and with SPECTRA [Qiu 2015] that offers an alternative implementation of the Implicitly Restarted Lanczos Method. In addition to that, we compare to the authors’ implementation of the band-by-band, shift-and-invert Lanczos solver that was introduced in [Vallet and Lévy 2008]. We denote this solver by Manifold Harmonics (MH). If a diagonal, or lumped, mass matrix is used in (4), the generalized eigenproblem can easily be transformed to an ‘ordinary’ eigenproblem as described in [Vallet and Lévy 2008]. We have tested all three Lanczos solvers on the ‘ordinary’ eigenproblem.

The runtimes for meshes of different complexity and with different numbers of eigenpairs are given in Table 2. The listed runtimes for HSIM also include the construction of the hierarchy and prolongation operators. In our experiments, HSIM was consistently faster than all three Lanczos schemes. This is also reflected in the table where HSIM is the fastest method for all combinations of mesh complexity and numbers of eigenpairs. In particular, for the difficult cases where a larger number of eigenpairs is computed, HSIM is significantly faster.
Figure 9 shows plots of the lowest eigenvalues for two surfaces computed with different solvers. On the left side of the figure, numerical approximations of the eigenvalues of the unit sphere computed with the different solvers on a mesh with 320k triangles approximating the sphere are shown. For reference, the analytical solution is included to the plot. On the right side of the figure, results for a surface that exhibits different symmetries are shown. Spectra and MATLAB applied to the ordinary eigenproblem provided accurate results in our experiments that for the sphere example well-approximate the analytic solution. The results obtained with HSIM match the accuracy of Spectra and MATLAB. The band-by-band, shift-and-invert solver [Vallet and Lévy 2008] meets the convergence tolerance for the individual eigenvectors, but some eigenvectors are skipped. This seems to happen at the transitions between the bands and we have observed it in our experiments consistently for different bandwidths.

**SIM.** In addition to the runtimes for Lanczos schemes, Table 2 also lists times and iteration counts for the (non-hierarchical) SIM. If one compares the number of iterations required by HSIM on the finest level with the number of iterations required by SIM, one sees that HSIM effectively reduces the number of iterations from 7-8 to 1. Accordingly, we observe that HSIM is 4-8 times faster than SIM. The table lists additional runtimes for an optimized SIM implementation, which is essential to the performance of our scheme, would lead to an increase in approximation error. Another substantial difference is that MCS is focused on computing only one or a few eigenvectors. This contrasts this work from our setting in which we compute more than a thousand eigenpairs. In Figure 12, we show a plot of the accuracy of the eigenpairs computed with MCS and HSIM with convergence tolerance $10^{-2}$ and $10^{-4}$. The error produced by MCS is orders of magnitude higher than that produced by HSIM. Moreover, the plot on the right shows that the error increases with the index of the eigenvalue. This illustrates the point that MCS is focused on the computation of a few of the lowest eigenpairs. Since the MCS scheme is formulated for regular grids, we use our hierarchy with three levels in the comparisons for both schemes, MCS and HSIM.

**LOBPCG.** The last column of Table 2 lists timings for the Locally Optimal Block Preconditioned Conjugate Gradient Method (LOBPCG). To generate the timings, we used the author’s implementation [Knyazev et al. 2007]. We experimented with Jacobi preconditioners, incomplete Cholesky factorizations and the preconditioner $S = v I d$, which is suggested in [Knyazev 2001]. The latter produced the best results, which we report. Here $S$ is the stiffness matrix (of the transformed ordinary eigenvalue problem that we also used for the Lanczos solvers), $v \in \mathbb{R}$ is approximately in the middle of the first ten eigenvalues [Knyazev 2001], and $I d$ is the identity matrix. The results demonstrate that HSIM can solve the eigenproblems faster than LOBPCG with the preconditioners we tested.

**Multilevel correction scheme.** We compare with the multilevel correction scheme (MCS) from [Chen et al. 2016; Lin and Xie 2015], which is an extension of the two-grid scheme from [Hu and Cheng 2011]. This method has in common with our HSIM method that for initialization, an eigenvalue problem on the coarsest grid is solved. However, the multilevel iterations differ substantially from HSIM. In their method, the coarse space is used in all levels and it is enriched by vectors that are computed in the multilevel iterations. An essential difference to HSIM is that HSIM reduces the error on each level to the desired tolerance margin, while MCS does not offer direct control over the accuracy of the solution. The accuracy depends on the approximation quality of the coarse grid and the growth rate between the grids. Therefore, an aggressive growth rate, which is essential to the performance of our scheme, would lead to an increase in approximation error. HSIM offers direct control over the accuracy of the solution. The accuracy grows linearly with the number of iterations up to the desired accuracy margin, and then slowly increases with the index of the eigenvalue. This illustrates the point that HSIM is focused on the computation of a few of the lowest eigenpairs. Since the MCS scheme is formulated for regular grids, we use our hierarchy with three levels in the comparisons for both schemes, MCS and HSIM.

7 CONCLUSION
We introduce HSIM, a hierarchical solver for sparse eigenvalue problems and evaluate HSIM on the computation of the lowest $p$ eigenpairs of the discrete Laplace–Beltrami operator on triangle surface meshes. HSIM first constructs a hierarchy of nested subspaces of the space functions on the mesh. Then, it iterates from coarse to fine over the hierarchy solving the eigenproblem on all levels to the desired accuracy. HSIM is initialized with the solution of the eigenproblem on the coarsest level, which is computed by...
solving a low-dimensional dense eigenproblem. Our comparisons show that HSIM outperforms state-of-the-art Lanczos solvers and demonstrate the advantages of the hierarchical approach over the plain SIM.

We think that the benefits of HSIM over Lanczos and SIM solvers make HSIM attractive for methods in shape analysis and mesh processing. Therefore, we plan to release our implementation of HSIM.

**Future work.** One direction of future work is to explore alternative hierarchies, e.g., operator-dependent bases or wavelets on surfaces. This could improve the performance of HSIM for certain types of operators, such as strongly anisotropic operators. Another direction could be to extend the method such that not only the lowest but arbitrary eigenpairs can be efficiently computed. Moreover, the method could be improved by further exploring the possibilities of parallelization of the method and by integrating out-of-core techniques for the computation of large eigenbases. Another aspect is that for a certain complexity of the meshes, the direct solvers will no longer be the most efficient solvers. Then, hierarchical solvers could be used for the linear systems that need to solved in every iteration. For such an approach, it could be interesting to combine the hierarchies used for HSIM and for the linear solves.

A benefit of HSIM is that it directly works for generalized eigenvalue problems, such as (4), and does not require to transform these to ordinary eigenvalue problems. This could be helpful when using the method for solving eigenproblems in which the mass matrix $M$ is not a diagonal matrix, such as the discretization of the Laplace–Beltrami operator with higher-order elements [Reuter et al. 2006].
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