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Abstract—As data are increasingly being stored in different silos and societies becoming more aware of data privacy issues, the traditional centralized training of artificial intelligence (AI) models is facing efficiency and privacy challenges. Recently, federated learning (FL) has emerged as an alternative solution and continues to thrive in this new reality. Existing FL protocols have been shown to be vulnerable to adversaries within or outside of the system, compromising data privacy and system robustness. Besides training powerful global models, it is of paramount importance to design FL systems that have privacy guarantees and are resistant to different types of adversaries. In this article, we conduct a comprehensive survey on privacy and robustness in FL over the past five years. Through a concise introduction to the concept of FL and a unique taxonomy covering: 1) threat models; 2) privacy attacks and defenses; and 3) poisoning attacks and defenses, we provide an accessible review of this important topic. We highlight the intuitions, key techniques, and fundamental assumptions adopted by various attacks and defenses. Finally, we discuss promising future research directions toward robust and privacy-preserving FL, and their interplays with the multidisciplinary goals of FL.

Index Terms—Attacks, defenses, federated learning (FL), privacy, robustness.

NOMENCLATURE

AI Artificial intelligence.
ML Machine learning.
FL Federated learning.
GDPR General data protection regulation.
i.i.d. Independent identically distributed.
IoT Internet of Things.
HFL Horizontally federated learning.
VFL Vertically federated learning.
FTL Federated transfer learning.
H2B FL to businesses.
H2C FL to consumers.
SCP Stochastic convex programming.
SMC Secure multiparty computation.
DP Differential privacy.
CDP Centralized differential privacy.
LDP Local differential privacy.
DDP Distributed differential privacy.
HE Homomorphic encryption.
RFA Robust federated aggregation.
GSM Generative adversarial network.
MIA Membership inference attack.
AT Adversarial training.
FAT Federated adversarial training.
API Application programming interface.

I. INTRODUCTION

As computing devices become increasingly ubiquitous, people generate huge amounts of data through their day-to-day usage. Collecting such data into centralized storage facilities is costly and time-consuming. Traditional centralized ML approaches cannot support such ubiquitous deployments and applications due to infrastructure shortcomings, such as limited communication bandwidth, intermittent network connectivity, and strict delay constraints [1]. Another critical concern is data privacy and user confidentiality as the usage data usually contain sensitive information [2]. Sensitive data, such as facial images, location-based services, or health information, can be used for targeted social advertising and...
recommendation, posing immediate or potential privacy risks. Hence, private data should not be directly shared without any privacy protection. As societies become increasingly aware of privacy preservation, legal restrictions, such as the GDPR, are emerging, which makes data aggregation practices less feasible [3].

In this scenario, FL (also well known as collaborative learning), which distributes model training to the devices from which data originate, emerged as a promising alternative ML paradigm [4]. FL enables a multitude of participants to construct a joint ML model without exposing their private training data [4], [5]. It can also handle unbalanced and non-i.i.d. data, which naturally arise in the real world [6]. In recent years, FL has benefited a wide range of applications such as next word prediction [6], [7], visual object detection for safety [8], entity resolution [9], recommendation [10], [11], [12], industrial IoT [13], unmanned aerial vehicles (UAVs) [14], and graph-based analysis [15], [16], [17], [18].

A. Categorization of FL Based on Distribution

Based on the distribution of data features and data samples among participants, FL can be generally classified as HFL, VFL, and FTL [19].

Under HFL, datasets owned by each participant share similar features but concern different users [20]. For example, several hospitals may each store similar types of data (e.g., demographic, clinical, and genomics) about different patients. If they decide to build an ML model together using FL, we refer to such a scenario as HFL. In this article, we further classify HFL into H2B and H2C. The main difference between H2B and H2C lies in the number of participants. They can be frequently selected during FL training. The participants tend to possess significant computational power and sophisticated technical capabilities [3]. Under H2C, there can be thousands or even millions of potential participants. In each round of training, only a subset of them is selected. As their datasets tend to be small, the chance of a participant being selected repeatedly for FL training is low. They generally possess limited computational power and low technical capabilities. An example of H2C is Google’s GBoard application [7].

VFL is applicable to cases in which participants have large overlaps in the sample space but differ in the feature space, i.e., different participants hold different attributes of the same records [21]. VFL mainly targets business participants. Thus, the characteristics of VFL participants are similar to those of H2B participants.

Nowadays, FTL is attracting increasing attention in industries such as finance, medicine, and healthcare. FTL deals with scenarios in which FL participants have little overlap in both the sample space and the feature space [3], [19]. In this case, transfer learning [22] techniques can be applied to provide solutions for the entire sample and feature space under a federation. FTL enables complementary knowledge to be transferred across domains in a data federation, thereby enabling a target-domain party to build flexible and effective models by leveraging rich labels from a source domain [23].

B. Categorization of FL Based on Architectures

1) FL With Homogeneous Architectures: Sharing gradients is typically limited only to homogeneous FL architectures, i.e., the same model is shared with all participants. Participants aim to collaboratively learn a more accurate model. Specifically, model parameters \( \theta \) are often obtained via solving the following optimization problem: \( \min_{\theta} \sum_{i=1}^{n} F(\theta, D_i) \), where \( F(\theta, D_i) \) is the objective function for the local training dataset on the \( i \)th participant and characterizes how well the parameters \( \theta \) model the local training dataset \( D_i \) on the \( i \)th participant. Different classifiers (e.g., logistic regression and deep neural networks) use different objective functions. In FL, each participant maintains a local model for its local training dataset. The server maintains a global model via aggregating local models from \( n \) participants. Specifically, FL with homogeneous architectures performs the steps in Fig. 1. Generally, FL with homogeneous architectures comes in two forms [6]: 1) FedSGD, in which every SGD update to the server and 2) FedAvg, in which participants locally batch multiple iterations of SGD before sending updates to the server, which is more communication efficient. These methods are all based on the mean aggregation rule that takes the average of the local model parameters as the global model.

2) FL With Heterogeneous Architectures: The most recent efforts extended FL to collaboratively train models with heterogeneous architectures [24], [25], [26]. Conventional federated model training that directly averages model weights is only possible if all local models have the same model structure. Naturally, it limits collaboration among data owners with heterogeneous model architectures. One representative work called federated model distillation (FedMD) [25] does not force a single global model onto local models. Instead, it is conducted in a succinct, black box, and model-agnostic manner. Each local model is updated separately; participants share the knowledge of their local models via their predictions.
on an unlabeled public set [25]. One obvious benefit of sharing logits is the reduced communication costs, without significantly affecting utility [25].

In summary, all the above sharing methods did not inherently provide defenses against privacy and poisoning attacks—two main sources of threats to FL.

C. Threats to FL

FL offers a privacy-aware paradigm of model training, which does not require data sharing and allows participants to join and leave a federation freely. Nevertheless, recent works have demonstrated that FL may not always provide sufficient privacy and robustness guarantees. Existing FL protocol designs are vulnerable to: 1) a malicious server that aims to infer sensitive information from individual updates over time, tamper with the training process, or control the view of the participants on the global parameters and 2) any adversarial participant who can infer other participants’ sensitive information, tamper the global parameter aggregation, or poison the model.

In terms of privacy, communicating gradients throughout the training process can reveal sensitive information [27], [28] and even cause deep leakage [29], either to a third party or the central server [7], [30]. Even a small portion of gradients can reveal a fair amount of sensitive information about the local data [31]. Recent works further show that, by simply observing the gradients, a malicious attacker can successfully steal the training data [29], [32].

In terms of robustness, FL systems are vulnerable to both data poisoning [33], [34] and model poisoning attacks [35], [36], [37], [38]. Malicious participants can attack the convergence of the global model or implant backdoor triggers into the global model by deliberately altering their local data (data poisoning) or their gradient uploads (model poisoning). More broadly, poisoning attacks can be categorized into: 1) untargeted attack, such as a Byzantine attack, where the adversary aims to destroy the convergence and performance of the global model [39], [40] and 2) targeted attack, such as a backdoor attack, where the adversary aims to implant a backdoor trigger into the global model, so as to trick the model to constantly predict an adversarial class on a subtask while keeping good performance on the main task [34], [35], [36].

These privacy and robustness attacks pose significant threats to FL. In centralized learning, the server is responsible for all the participants’ privacy and model robustness. However, in FL, any participant can attack the server and spy on other participants, even without involving the server. Therefore, it is important to understand the principles behind these privacy and robustness attacks. The properties of the representative privacy and robustness attacks in server-based FL are summarized in Table I.

Note that all the above threats are mainly for homogeneous FL. Although heterogeneous FL is more privacy friendly compared to homogeneous FL, as sharing model prediction instead of model parameters or updates eliminates the risk of white-box inference attacks in homogeneous FL [25], [41], there is no theoretic guarantee that sharing prediction is private and secure. In fact, the predictions from local models also encode some private information [42], [43], [44], [45]. Similarly, local model predictions can also be arbitrarily manipulated by any malicious participant. However, how it is vulnerable to different privacy and poisoning attacks, as listed in Sections III and IV, remains largely unknown, which needs further investigation. Henceforth, we are mainly focusing on the homogeneous FL throughout this survey.

D. Secure FL

Attacks on FL come from either the privacy perspective when a malicious participant or the central server attempts to infer the private information of a victim participant or the robustness perspective when a malicious participant aims to compromise the global model.

To secure FL against privacy attacks, existing privacy-preserving methodologies in centralized ML have been tried in FL, including HE, SMC, and DP. However, HE and SMC may not be applicable to large-scale FL, as they incur substantial communication and computation overhead. In aggregation-based tasks, DP requires the aggregated value to contain random noise up to a certain magnitude to ensure $(\epsilon, \delta)$-DP and, thus, is also not ideal for FL. The noise addition required by DP is also hard to execute in FL. In an ideal scenario where the server (aggregator) is trusted, the server can add the noise to the aggregated gradients [7]. However, in many real-world scenarios, the participants may not trust the central server or each other. In this case, the participants would compete with each other, and all want to ensure LDP by adding as much noise as possible to their local gradients [30], [44], [46]. This tends to accumulate significant errors on the server side. DDP [30], [44], [46] can mitigate this problem to some extent when at least a certain fraction of the participants are honest and do not conduct such malicious competition.

Defending FL against various robustness attacks (e.g., untargeted Byzantine attack and targeted backdoor attack) is an extremely challenging task. This is due to two main

---

TABLE I
SUMMARY OF ATTACKS AGAINST SERVER-BASED FL

| Attack Type | Attack Target | Attacker Role | FL Scenario | FL Scenario | Attack Complexity | Auxiliary Knowledge Required |
|-------------|---------------|---------------|-------------|-------------|-------------------|-----------------------------|
| Privacy     | NO            | YES           | Server      | YES         | YES               | NO                          |
| Robustness  | YES           | NO            | Server      | YES         | YES               | NO                          |
| - Untargeted attack | YES | NO | YES | NO | YES | NO |
| - Targeted attack | YES | NO | YES | NO | YES | NO |
| - Infer Class Representatives | NO | YES | YES | NO | YES | NO |
| - Infer Membership | NO | YES | YES | NO | YES | NO |
| - Infer Properties | NO | YES | YES | NO | YES | NO |
| - Infer Training Inputs and Labels | NO | YES | YES | NO | YES | NO |
reasons. First, the defense can only be executed on the server side where only local gradients are available. This invalids many backdoor defense methods developed in the centralized ML, for example, denoising (preprocessing) methods [47], [48], [49], [50], [51], backdoor sample/trigger detection methods [52], [53], [54], [55], [56], [57], robust data augmentations [58], fine-tuning methods [58], the neural attention distillation (NAD)-based method [59], and more recent anti-backdoor learning (ABL) method based on a sophisticated learning process [60]. Second, the defense method has to be robust to both data poisoning and model poisoning attacks. Most existing robustness defenses are gradient aggregation methods mainly developed for defending against the untargeted Byzantine attackers, such as Krum/multi-Krum [40], AGGREGATHOR [61], Byzantine gradient descent (BGD) [62], median-based gradient descent [63], trimmed-mean-based gradient descent [63], and SIGNSGD [39]. These defense methods have never been tested on the targeted backdoor attacks [33], [34], [35], [36], [38]. Dedicated defense methods against both data poisoning and model poisoning attacks have been investigated, such as norm clipping [38], geometric median-based RFA [64], and robust learning rate [65]. For the collusion of Sybil attacks, contribution similarity [37] can be leveraged as a strategy for defense.

E. Motivation of This Survey and Our Contribution

Most existing surveys on FL are mostly focused on the system or protocol design [19], [66], [67]. A few surveys touched on either privacy or robustness, but did not systematically explore both, and their intersections with the other aspects in FL, such as fairness and efficiency [68], [69], [70]. A notable number of research works have been conducted on privacy and robustness. Although these works attempt to discover the vulnerabilities of FL and aim to enhance the privacy and system robustness of FL, there are very few efforts for categorizing them in a systemic manner, and privacy and robustness threats to FL have not been systematically explored. To fill in this gap, in this article, we have conducted an extensive survey on the recent advances in privacy and robustness threats to FL and their defenses. In particular, we focus on two specific threats initiated by insiders in FL systems: 1) privacy attacks that attempt to infer the victim participants’ private information and 2) poisoning attacks that attempt to prevent the learning of a global model or implant triggers to control the behavior of the global model. This article mainly surveys the literature over the past five years on privacy and robustness in FL; it can be a notable inclusion to the existing literature, helping the community better understand the state-of-the-art privacy and robustness progress in FL. The limitations and the promising use cases of the existing works in the literature and open directions for future research are also offered to identify the research gaps to address the challenges of privacy and robustness in FL.

For empirical and use case analysis of privacy and robustness, interesting readers can refer to [71], [72], and [73], which showcased where and how the attacks and defense stand so far in FL. For example, Nasr et al. [71] provided a comprehensive privacy analysis of FL under both passive and active white-box inference attacks; Huang et al. [72] did a comprehensive evaluation of defenses against gradient inversion attacks in FL, including encrypting gradients, perturbing gradients, encoding inputs, and combined defenses; and Shejwalkar et al. [73] clearly showed that FL, even without any defenses, is highly robust in practice. For production cross-device FL (H2C), which contains thousands to billions of clients, poisoning attacks have no impact on existing robust FL algorithms even with impractically high percentages of compromised clients. For production cross-silo FL (H2B), which contains up to 100 clients, data poisoning attacks are completely ineffective; model poisoning attacks are unlikely to play a major risk when the clients involved are bound by contract and their software stacks are professionally maintained (e.g., in banks and hospitals).

Overall, the major contributions of this survey include the following.

1) This survey presents a comprehensive categorization of FL, and summarized threats and the corresponding protections for FL in a systematic manner.
2) Existing privacy and robustness attacks and defenses are well explored to help readers better understand the assumptions, principles, reasons, and differences of the current progress in the privacy and robustness domain of FL.
3) The conflicts between privacy and robustness, and among multiple design goals are identified; the gaps between the current works and the real scenarios in FL are summarized.
4) Future research directions will assist the community to rethink and improve their current designs toward robust and privacy-preserving FL of real practicality and impact. Meanwhile, it is suggested to integrate multidisciplinary goals in the system design of FL.

F. Survey Organization

The rest of the survey is organized as follows. Before going into an in-depth discussion on privacy and robustness in FL, in Section II, we first summarize the threat models from a general perspective and discuss the customized threat models for privacy and robustness, respectively. Section III presents a comprehensive review of the privacy attacks in FL, particularly targeting the sensitive information (class representative, membership, properties, training inputs, and labels) in HFL with homogeneous architectures. Section IV shows the detailed poisoning attacks that aim to compromise system robustness, including the untargeted and targeted poisoning attacks. Sections V and VI list the most representative privacy-preserving techniques and defense mechanisms for robustness, and current practices that have applied these techniques in FL. From the lessons learned in this survey paper, the research gaps toward realizing trustworthy FL along with directions for future research are provided in Section VII. Finally, concluding remarks are drawn in Section VIII.

For better readability, we give a diagram in Fig. 2 showing the different aspects covered in the survey. The list of
Abbreviations used in this survey are provided in Nomenclature. Throughout this survey, we will interchangeably use participants/clients/users to represent the participants in FL.

II. THREAT MODELS

Before reviewing attacks on FL, we first present a summary of the threat models. Generally, we categorize the threat models in FL into the following types: 1) insider versus outsider according to the role of the attacker; 2) semihonest versus malicious according to whether the attacker will obey the protocol; and 3) training phase versus test/inference phase according to the happening phase of the attack. These threat models apply to both privacy and robustness attacks.

A. Insider Versus Outsider

1) Insider Attacks: Insider attacks can be launched by either the FL server or the participants in the FL system. More concretely, the central server can observe individual updates over time and can control the view of the participants on the global parameters; any of the participants can observe the global parameter updates and can control his or her parameter uploads [71].

2) Outsider Attacks: Outsider attacks include those launched by the eavesdroppers on the communication channel between participants and the FL server, and by users of the final FL model when it is deployed as a service.

Insider attacks are generally more dangerous than outsider attacks, as it strictly enhances the capability of the adversary. Thus, our discussion of attacks against FL will focus primarily on insider attacks.

B. Semihonest Versus Malicious

1) Semihonest Setting: Adversaries are considered passive or honest-but-curious. They try to learn the private information of other participants without deviating from the FL protocol. The adversaries can only observe the received information, i.e., parameters of the global model.

2) Malicious Setting: An active or malicious adversary tries to learn the private information of the other honest participants and deviates arbitrarily from the FL protocol by modifying, replaying, or removing messages. This setting allows the adversary to conduct particularly devastating attacks.

Note that both the honest and semihonest participants will follow the protocol honestly; however, semihonest may attempt to learn or infer sensitive information from the information he or she received [43], [67]. By contrast, the malicious participant will arbitrarily betray the protocol in order to compromise the privacy of other participants or compromise the integrity of the FL model in either a targeted or untargeted manner, as indicated in Sections III and IV.

C. Training Phase Versus Inference Phase

1) Training Phase: During the training phase, the insider attacker has access to the full model, notably its architecture and parameters, and any hyperparameter that is needed to use the model for predictions [71]. Attacks conducted during the training phase attempt to learn, influence, or corrupt the FL model itself [74].

In terms of the privacy vulnerability during the training phase, the attacker can also launch a range of inference attacks on an individual participant’s shared information or the aggregated information in order to compromise privacy [28], [29], [71], [75]. For example, from the shared local model parameter, the insider attacker (participant or the server) can infer class representatives [75], record membership, and properties [28], [71], even the original training inputs and labels [29]. More details can be referred to Section III.

In terms of the robustness vulnerability during the training phase, the attacker can run data poisoning attacks to compromise the integrity of the training dataset [35], [37], [76], [77], [78], [79] or model poisoning attacks to compromise the integrity of the learning process [36], [80]. The concrete attacks could be the targeted label-flipping attack [37], [81] and backdoor attack [35], or the untargeted Byzantine attack [40], [63]. More details can be referred to Section IV.

2) Test/Inference Phase: In this phase, attackers do not alter the targeted model; instead, they will query the targeted model to leak some private information or trick the targeted model to compromise robustness by producing wrong predictions. The effectiveness of such attacks is largely determined by the information that is available to the adversary about the model.

In terms of privacy vulnerability during the inference phase, the trained global model may reveal sensitive information from model predictions when deployed as a service, causing privacy leakage. In such a setting, an attacker does not have direct access to the model parameters but may be able to view input–output pairs, thus launching model stealing attacks in which model parameters can be reconstructed [82], [83], [84], [85] or MIAs that aim to determine if a particular record was used to train the model [71], [86].

In terms of the robustness vulnerability during the inference phase, the global model maintained by the server suffers from the same evasion attacks [87] as in the conventional ML setting when the target model is deployed as a service. One well-studied form of evasion attacks is the so-called adversarial examples, which seem almost indistinguishable from the original test input to a human, but can fool the
trained model [88], [89]. Recent studies [90], [91], [92] have shown that FL is also vulnerable to well-crafted adversarial examples during the inference phase. One typical defense against robustness attacks is AT, in which a robust model is trained with adversarial examples and, hence, provides some robustness to white-box evasion attacks [93]. However, adapting AT methods to FL brings a host of open questions, which we discuss in Section VII.

III. PRIVACY ATTACKS

Although FL prevents the participants from directly sharing their private data, a series of works have demonstrated that exchanging gradients in FL can also leak sensitive information about the participants’ private data to either passive or active attackers [28], [29], [31], [71], [94]. For example, gradients or two consecutive snapshots of the FL model parameters can leak unintended features of the participants’ training data to the adversarial participants, as deep learning models tend to recognize and remember more features of the data than needed for the main learning task [95]. Fig. 3 illustrates that the set of information an adversary can infer from the gradients (i.e., \( \Delta \mathbf{w}_t \)) or, equivalently, the difference of two successive snapshots of the model parameters (i.e., \( \mathbf{w}_{t+1} - \mathbf{w}_t \)).

The reason why gradients can cause privacy leakage is that the gradients are derived from the participants’ private training data, and a learning model can be considered as a representation of the high-level statistics of the dataset that it was trained on [43]. In deep learning models, gradients of a given layer are computed based on the layer’s features and the error from the layer after (i.e., backpropagation). In the case of sequential fully connected layers, the gradients of the weights are the inner products of the current layer’s features and the error from the layer after. Similarly, for a convolutional layer, the gradients of the weights are convolutions of the layer’s features and the error from the layer after [28]. Consequently, observations of gradients can be used to infer a significant amount of private information, such as class representatives, membership, and properties of a subset of the training data. Even worse, an attacker can infer labels from the shared gradients and recover the original training samples without any prior knowledge about the training data [29].

Next, we detail the potential privacy leakage of FL according to the type of sensitive information that the attacker is targeting.

A. Inferring Class Representatives

Hitaj et al. [75] first devised an active inference attack called GAN attack against deep FL models. In this attack, a malicious participant can intentionally compromise any other participant. The GAN attack exploits the real-time nature of the FL learning process, which allows the adversarial participant to train a GAN to generate prototypical samples of the targeted private training data. The generated samples appear to come from the same distribution as the training data. Hence, the GAN attack is not targeted to reconstruct the exact training inputs but only the class representatives. It should be noted that the GAN attack assumes the entire training corpus for a given class comes from a single participant, which means that the GAN-constructed representatives are similar to the training data only when all class members are similar. This resembles model inversion attacks in the centralized ML settings [96]. Note that these assumptions are less practical in FL. Since the GAN attack requires a substantial amount of computational resources to train the GAN model, it is less suitable for H2C scenarios.

B. Inferring Membership

Given an exact data point, MIAs aim to determine if it was used to train the model [86]. For example, an attacker can infer whether a specific patient profile was used to train a classifier associated with a certain disease. FL opens new possibilities for such attacks. In FL, the adversary can infer if a particular sample belongs to the private training data of a particular participant (if the target update is from a single participant) or any participant (if the target update is the aggregate). For example, during FL model training, the nonzero gradients of the embedding layer of a deep natural language processing model trained on text data can reveal which words are in the training batches of the honest participants [28], [97].

Attackers in an FL system can conduct both active and passive MIAs [28], [71]. In the passive case, the attacker observes the updated model parameters and performs inference without modifying the learning process. In the active case, the attacker can tamper with the FL model training protocol and perform a more powerful attack against other participants. For instance, the attacker may share malicious updates and trick the FL model to expose more information about other participants’ local data. One such attack is the gradient ascent attack [71], where the attacker runs gradient ascent on a target data sample and observes whether its increased loss can be drastically reduced in the next communication round; if so, the sample is very likely to be in the training set. This attack can be applied on a batch of target data samples all at the same time [71].

C. Inferring Properties

An adversary can launch both passive and active property inference attacks to infer certain properties of other participants’ training data [28]. Property inference attacks assume that the adversary has auxiliary training data that are correctly labeled with the target property. A passive adversary can only
observe or eavesdrop on the gradients and perform inference by training a binary property classifier. An active adversary can exploit multitask learning to trick the FL model into learning a better separation between data with and without the target property, so as to extract more information. An adversarial participant can also infer when a property appears or disappears in the training data (e.g., identifying when a person first appears in the photographs used to train a gender classifier). The assumption of auxiliary training data in property inference attacks may limit its applicability in H2C.

D. Inferring Training Inputs and Labels

One recent work called deep leakage from gradient (DLG) proposes an optimization algorithm to extract both the training inputs and the labels [29]. This attack is much stronger than previous approaches. It can accurately recover the raw images and texts used to train a deep learning model. In a follow-up work [32], an analytical approach called improved DLG (iDLG) was proposed to extract labels based on the shared gradients and an exploration of the correlation between the labels and the signs of the gradients. iDLG can be applied to attack any differentiable models trained with cross-entropy loss and one-hot labels, which is a typical setting for classification tasks.

In summary, inference attacks generally assume that the adversaries possess sophisticated technical capabilities and unlimited computational resources. Moreover, most attacks assume that the adversarial participants can be selected (to update the global model) in many rounds of the FL training process. In FL, these assumptions are generally not practical in H2C scenarios but more likely to happen in H2B scenarios. These inference attacks highlight the need for gradient protection in FL, possibly through various privacy-preserving mechanisms [3] detailed in Section V.

IV. POISONING ATTACKS

Different from privacy attacks that are targeting at data privacy, poisoning attacks aim to compromise the system’s robustness. Depending on the attacker’s objective, poisoning attacks can be broadly classified into two categories: 1) untargeted poisoning attacks [80], [81], [98], [99], [100] and 2) targeted poisoning attacks [35], [36], [101], [102], [103], [104], [105], [106].

Note that the untargeted and targeted poisoning attacks during the training phase can be mounted on both the data and the model. Fig. 4 shows that the poisoned updates can be sourced from two poisoning attacks: 1) data poisoning attack during local data collection and 2) model poisoning attack during local model training process. At a high level, both poisoning attacks attempt to modify the behavior of the target model in some undesirable way. However, due to the model-sharing nature of FL with homogeneous architectures, data poisoning attacks are generally less effective than model poisoning attacks [35], [36], [37], [38]. In fact, model poisoning subsumes data poisoning in FL settings, as data poisoning attacks eventually change a subset of updates sent to the model at any given iteration. This is functionally identical to a centralized poisoning attack in which a subset of the training data is poisoned.

A. Untargeted Attacks

Untargeted poisoning attacks aim to arbitrarily compromise the integrity of the target model. The Byzantine attack is one type of untargeted poisoning attack that upload arbitrarily malicious gradients to the server so as to cause the failure of the global model [39], [40], [61], [100], [107]. A formal definition of Byzantine attack is given in Definition 1.

Definition 1 (Byzantine Attack [40], [63]): An honest participant uploads \( \Delta w_i = \nabla F_i(w_i) \), while a dishonest participant can upload arbitrary values

\[
\Delta w_i = \begin{cases} 
\ast, & \text{if } i\text{-th participant is Byzantine} \\
\nabla F_i(w_i), & \text{otherwise}
\end{cases}
\]

where “\( \ast \)” represents arbitrary values and \( F_i \) represents participant \( i \)’s local model objective function.

Blanchard et al. [40] showed that the aggregation of FL can be completely controlled by a single Byzantine participant if there is no defense in the FL. In particular, suppose that there are \( n - 1 \) benign participants and a Byzantine participant; the server aggregates the gradients by \( \Delta w' = (1/n) \sum_{i=1}^{n} \Delta w_i \), where \( \Delta w' \) is the aggregated gradient. Assume the \( n \)th participant is Byzantine; it can always make the aggregated gradient become any vector \( u \) by uploading the following gradient:

\[
\Delta w_n = nu - \sum_{i=1}^{n-1} \Delta w_i.
\]

Such a simple attack exposes the vulnerability of FL against Byzantine attacks.

Chen et al. [108] discussed Byzantine attacks in Adam-based FL and proposed a camouflaged attack that can outflaige the model updates and launch effective attacks. Their proposed attack also works on other well-known optimizers, such as AdaGrad and RMSProp. Baruch et al. [109] showed that the core part of gradient descent algorithms is the direction of the descent. Specifically, for gradient descent algorithms, to guarantee the descent of the loss, the inner product between the ground-truth gradient and the robust aggregated gradient must be nonnegative

\[
\langle \Delta w, \Delta w' \rangle \geq 0
\]

where \( \langle \cdot, \cdot \rangle \) is the inner product operation, \( \Delta w \) is the optimal gradient, and \( \Delta w' = \text{aggregate}(\Delta w_1, \ldots, \Delta w_n) \) is the aggregated gradient with aggregate(\( \cdot \)) being arbitrary aggregation.
function. To make the aggregation fail, they proposed an “inner product manipulation attack” that can make the inner product between the ground-truth gradient and the robust aggregated gradient negative. To do this, each Byzantine participant uploaded the negative of the average benign gradients. Their proposed attack can successfully bypass coordinatewise median [63] and Krum [40]. Xie et al. [100] claimed that, by consistently applying small changes to many parameters, a Byzantine participant can perturb the model’s convergence. First, they used the local data of Byzantine participants to estimate the mean and standard deviation of the distribution. Then, they analyzed the range in which changes to the parameters will not be detected by the defense, and upon choosing the maxima of this range, the convergence is averted.

B. Targeted Attacks

In targeted poisoning attacks, the learned model outputs the target label specified by the adversary for particular testing examples, e.g., predicting spams as nonspam and predicting attacker-desired labels for testing examples with a particular Trojan trigger (backdoor/Trojan attacks). However, the test error for other testing examples is unaffected. Generally, targeted attacks are more difficult to conduct than untargeted attacks as the attacker has a specific goal to achieve.

1) Label-Flipping Attack: One common example of targeted poisoning attack is the label-flipping attack [37], [81]. The labels of honest training examples of one class are flipped to another class, while the features of the data are kept unchanged. For example, the malicious participants in the system can poison their local data by flipping all 1s into 7s. A successful attack produces a model that is unable to correctly classify 1s and incorrectly predicts them to be 7s.

2) Backdoor Attack: Another realistic targeted poisoning attack is a backdoor attack, in which an adversary can modify individual features or small regions of the original training dataset to implant a backdoor trigger into the model. The model will behave normally on clean data yet will constantly predict a target class whenever the trigger (e.g., a stamp on an image) appears. For instance, a backdoor attack can cause the FL model to reach 100% accuracy on the backdoor task, e.g., to control an image classifier to assign an attacker-chosen label to images with certain features in an image-classification task, or a next-word predictor completes certain sentences with an attacker-chosen word in a word-prediction task [35].

Backdoor attacks can be further divided into two categories: dirty-label attacks [58], [103], [104], [110] and clean-label attacks [58], [79], [105], [111], [112], [113], [114]. Clean-label attacks assume that the adversary cannot change the label of any training data as there is a process by which data are certified as belonging to the correct class, and the poisoning of data samples has to be imperceptible. In contrast, in dirty-label poisoning, the adversary can introduce a number of data samples that are expected to be misclassified by the model with the desired target label into the training data. Clean-label attacks are arguably stealthier as they do not change the labels.

3) How to Poison: The targeted poisoning attack in FL can be carried out by any FL participant or via collusion on either the data or the gradients. Bhagoji et al. [36] demonstrated that a single, noncolluding malicious participant can cause the model to misclassify a set of chosen inputs with high confidence. Bagdasaryan et al. [35] pointed out that the poisoned updates can be generated by training the local model on backdoored local training data, and even a single-shot attack may be enough to inject a backdoor into the global model. Xie et al. [34] demonstrated that a global trigger pattern can be decomposed into separate local patterns and embedded into the training set of colluding adversarial participants, respectively. The impact on the FL model depends on the extent to which the backdoor participants engage in the attacks and the amount of training data being poisoned. Recent work shows that poisoning edge-case (low probability) training samples are more effective [33].

4) Remark: We remark that most of the previous research on poisoning attacks focus on Byzantine or backdoor attackers. A system that allows participants to join and leave is susceptible to Sybil attacks [115], in which an attacker gains influence by joining a system to inject c fake participants into the FL system or compromise c benign participants [37]. Sybil attacks can be launched in both the untargeted and targeted manners. For example, targeted poisoning can be conducted by Sybil clones who contribute updates toward a specific poisoning objective [37]. Concretely, Fung et al. [37] considered two types of targeted attacks by Sybil clones: label-flipping attacks and backdoor attacks.

V. DEFENSES AGAINST PRIVACY ATTACKS

While privacy preservation has been extensively studied in the ML community, privacy preservation in FL can be more challenging due to the sporadic access to power and network connectivity, statistical heterogeneity in the data, and so on. Existing works in privacy-preserving FL are mostly developed based on the well-known privacy-preserving techniques, including: 1) HE, such as Paillier [126], Elgamal [127], and Brakerski-Gentry-Vaikuntanathan cryptosystems [128]; 2) SMC, such as garbled circuits [129], and secret sharing [130]; and 3) DP [131], [132]. A concise summary of privacy-preserving techniques is listed in Table II.

A. Privacy Preservation Through Homomorphic Encryption

An HE scheme allows arithmetic operations to be directly performed on ciphertexts, which is equivalent to a specific linear algebraic manipulation of the plaintext. Existing HE techniques can be categorized into: 1) fully HE; 2) somewhat HE; and 3) partially HE. Fully HE can support arbitrary computation on ciphertexts but is less efficient [128]. On the other
hand, somewhat HE and partially HE are more efficient but are specified by a limited number of operations [126], [127], [133], [134]. Partially HE schemes are more widely used in practice, including RSA [134], El Gamal [127], Paillier [126], and so on. The homomorphic properties can be described as

\[
E_{pk}(m_1 + m_2) = c_1 \oplus c_2 \\
E_{pk}(a \cdot m_1) = a \otimes c_1
\]

where \(a\) is a constant, \(m_1\) and \(m_2\) are the plaintexts that need to be encrypted, and \(c_1\) and \(c_2\) are the ciphertext of \(m_1\) and \(m_2\), respectively.

HE is widely used and is especially useful for securing the learning process by computing encrypted data. However, doing arithmetic on the encrypted numbers comes at a cost of memory and processing time. For example, with the Paillier encryption scheme, the encryption of an encoded floating-point number (whether single or double precision) is \(2m\) bits long, where \(m\) is typically at least 1024 and the addition of two encrypted numbers is 2~3 orders of magnitude slower than the unencrypted equivalent [9]. Moreover, polynomial approximations need to be made to evaluate nonlinear functions in ML algorithms, resulting in a tradeoff between utility and privacy [116], [117]. For example, to protect individual gradients, Aono et al. [31] used additively HE to preserve the privacy of gradients and enhance the security of the distributed learning system. However, their protocol not only incurs large communication and computational overheads but also results in utility loss. Furthermore, it is not able to withstand collusion between the server and multiple participants. Hardy et al. [9] applied federated logistic regression on vertically partitioned data encrypted with an additively homomorphic scheme to secure against an honest-but-curious adversary. Overall, all these works incur extra communication and computational overheads, which limit their applications in H2C scenarios.

B. Privacy-Preservation Through SMC

SMC [129] enables different participants with private inputs to perform a joint computation on their inputs without revealing them to each other. Mohassel and Zhang [125] proposed SecureML that conducts privacy-preserving learning via SMC, where data owners need to process, encrypt and/or secret-share their data among two noncolluding servers in the initial setup phase. SecureML allows data owners to train various models on their joint data without revealing any information beyond the outcome. However, this comes at a cost of high computation and communication overhead, which may hamper participants’ interest to collaborate. Bonawitz et al. [5] proposed a secure, communication-efficient, and failure-robust protocol based on SMC for secure aggregation of individual gradients. It ensures that the only information about the individual users the server learns is what can be inferred from the aggregated results. The security of their protocol is maintained under both the honest-but-curious and malicious settings, even when the server and a subset of users act maliciously—colluding and deviating arbitrarily from the protocol. That is, no party learns anything more than the sum of the inputs of a subset of honest users of a large size [5].

In general, SMC techniques ensure a high level of privacy and accuracy, at the expense of high computation and communication overhead, thereby doing a disservice to attracting participation. Another main challenge facing SMC-based schemes is the requirement for simultaneous coordination of all participants during the entire training process. Such a multiparty interaction model may not be desirable in practical settings, especially under the commonly considered participant-server architecture in FL settings. Besides, SMC-based protocols can enable multiple participants to collaboratively compute an agreed-upon function without leaking input information from any participant except for what can be inferred from the outcomes of the computation [135], [136]. That said, SMC cannot fully guarantee protection from information leakage, which requires additional DP techniques to be incorporated into the multiparty protocol to address such concerns [137], [138], [139], [140].

In summary, HE- or SMC-based approaches may not be applicable to large-scale FL scenarios as they incur substantial additional communication and computation costs. Moreover, encryption-based techniques need to be carefully designed and implemented for each operation in the target learning algorithm [141], [142]. Finally, all the cryptography-based protocols prevent anyone from auditing participants’ updates to the joint model, which leaves space for the malicious participants to attack. For example, malicious participants can introduce stealthy backdoor functionality into the global model without being detected [36].

C. Privacy-Preservation Through Differential Privacy

DP was originally designed for the single database scenario, where, for every query made, a database server answers the query in a privacy-preserving manner with tailored randomization [131]. In comparison with encryption-based approaches, DP trades off privacy and accuracy by perturbing the data in a way that: 1) is computationally efficient; 2) does not allow an attacker to recover the original data; and 3) does not severely affect the utility.

The concept of DP is that the effect of the presence or the absence of a single record on the output likelihood is bounded by a small factor \(\epsilon\). As defined in Definition 2, \(\epsilon\)-\(\delta\)-approximate DP [132] relaxes pure \(\epsilon\)-DP by a \(\delta\) additive term, which means that the unlikely responses need not satisfy the pure DP criterion.

**Definition 2 ((\(\epsilon\), \(\delta\))-DP [132]):** For scalars \(\epsilon > 0\) and \(0 \leq \delta < 1\), mechanism \(M\) is said to preserve (approximate) \((\epsilon, \delta)\)-DP if, for all adjacent datasets, \(D, D’ \in D^n\) and measurable \(S \in range(M)\)

\[
Pr[M(D) \in S] \leq \exp(\epsilon) \cdot Pr\{M(D’) \in S\} + \delta .
\]

To avoid the worst case scenario of always violating the privacy of a \(\delta\) fraction, the standard recommendation is to choose \(\delta \ll 1/|D|\), where \(|D|\) is the size of the database. This strategy forecloses the possibility of one particularly devastating outcome, but other forms of information leakage remain.

The privacy community generally categorizes DP into the following three categories as per different trust assumptions
and noise sources: CDP, LDP, and DDP. A comprehensive comparison among CDP, LDP, and DDP is listed in Table III.

1) Centralized Differential Privacy: CDP was originally designed for the centralized scenario where a trusted database server, which is entitled to see all participants’ data in the clear, wishes to answer queries or publish statistics in a privacy-preserving manner by randomizing query results [42], [131], [144]. When CDP meets FL, CDP assumes a trusted aggregator, who is responsible for adding noise to the aggregated local gradients to ensure record-level privacy of the whole data of all participants [7], [118]. However, CDP is ill-suited in many applications as it constitutes a single point of failure for data breaches and saddles the trusted curator with legal and ethical obligations to keep the user data secure. When the aggregator is untrusted, which is often the case in distributed scenarios, LDP [146] or DDP is needed [138], [147] to protect the privacy of individuals.

2) Local Differential Privacy: LDP [146] offers a stronger privacy guarantee, and data owners perturb their private information to satisfy DP locally before reporting it to an untrusted data curator [122], [123], [148]. A comprehensive survey of LDP can be referred to [149]. A formal definition of LDP is given in Definition 3.

Definition 3 ((ε, δ)-LDP): A randomized algorithm M satisfies (ε, δ)-LDP ((ε, δ)-LDP) if and only if, for any input o and o', we have

\[ \Pr[M(o) = o] \leq \exp(\epsilon) \cdot \Pr[M(o') = o] + \delta \]

for \( \forall o \in \text{Range}(M) \), where Range(M) denotes the set of all possible outputs of the algorithm M. Furthermore, M is said to preserve (pure) \( \epsilon \)-LDP if the condition holds for \( \delta = 0 \).

Although the randomized response [150] and its variants [151] have been widely used to provide LDP when individuals disclose their personal information, we remark that all the randomization mechanisms used for CDP, such as Laplace and Gaussian mechanisms [132], can be individually used by each participant to ensure LDP in isolation. However, in the distributed scenario, without the help of cryptographic techniques, each participant has to add enough calibrated noise to ensure LDP. The attractive privacy properties of LDP, thus, come with a huge utility degradation, especially with billions of individuals. Under the CDP model, the aggregator releases the aggregated value with an expected additive error of at most \( \Theta(1/\epsilon) \) to ensure \( \epsilon \)-DP (e.g., using the Laplace mechanism [132]). In contrast, under the LDP model, at least \( \Omega(\sqrt{n}/\epsilon) \) additive error in expectation must be incurred by any \( \epsilon \)-DP mechanism for the same task [146], [152]. This gap is essential for eliminating the trust in the centralized server and cannot be removed by algorithmic improvement [153].

To protect FL with homogeneous architectures, in which model parameters or gradients are shared, for example, Shokri and Shmatikov [154] first applied LDP to distributed learning/FL, in which each participant individually adds noise to its gradients before releasing to the server, thus ensuring LDP. However, their privacy bounds are given per-parameter, and a large number of parameters prevents their method from providing a meaningful privacy guarantee [42]. Other approaches that are also considered to apply LDP to FL can only support shallow models, such as logistic regression, and only focus on simple tasks and datasets [119], [120], [121]. Bhowmick et al. [27] presented a viable approach to large-scale local private model training and introduced a relaxed version of LDP by limiting the power of potential adversaries. Due to the high variance of their mechanism, it requires more than 200 communication rounds and incurs much higher privacy costs, i.e., MNIST ( \( \epsilon = 500 \) ) and CIFAR-10 ( \( \epsilon = 5000 \) ). Note that \( \epsilon \) required in [27] is relatively large, as they considered only privacy protection against reconstruction attacks instead of membership attacks. Their obtained results suggested that using LDP mechanisms with large \( \epsilon \) may still provide decent protection against reconstruction. Li et al. [143] proposed locally differentially private algorithms in the context of meta-learning, which might be applicable to FL with personalization. However, it only provides provable learning guarantees in convex settings. Truex et al. [123] applied condensed LDP (∅-CLDP) into FL. However, ∅-CLDP results in a weak privacy guarantee. Another contemporary work called LDP-FL [122] achieves better performance on both effectiveness and efficiency than [123] with a special communication design for deep learning approaches.

To protect FL with heterogeneous architectures, in which model predictions are shared, one na"ive approach is adding the locally differentially private random noise to the predictions like in previous works. Although the privacy concern is mitigated with random noise perturbation, it brings a new problem with a substantial tradeoff between privacy budget and model utility. Sun and Lyu [45] filled in this gap by proposing a novel framework called FEDMD-NFDP, which integrated a novel noise-free DP (NFDP) mechanism into FedMD. The LDP guarantee of NFDP roots in the local data sampling process, which explicitly eliminates noise addition and privacy cost explosion issues in previous works.
3) Distributed Differential Privacy: DDP bridges the gap between LDP and CDP while ensuring the privacy of each individual by combining with cryptographic protocols [30], [137], [138], [139], [140]. Therefore, DDP avoids placing trust in any server and offers better utility than LDP. Theoretically, DDP offers the same utility as CDP, as the total amount of noise is the same.

The notion of DDP reflects the fact that the required noise in the target statistic is sourced from multiple participants [147]. Approaches to DDP that implement an overall additive noise mechanism by summing the same mechanism run at each participant (typically with less noise) necessitate mechanisms with stable distributions—to guarantee proper calibration of known end-to-end response distribution—and cryptography for hiding all but the final result from participants [30], [46], [124], [137], [138], [139], [147]. Stable distributions include Gaussian distribution, Binomial distribution [44], and so on, i.e., the sum of Gaussian random variables still follows a Gaussian distribution, and the sum of Binomial random variables still follows a Binomial distribution. DDP utilizes this nice stability to permit each participant to randomize its local statistic to a lesser degree than would LDP. However, in DDP, only the sum of the individually released statistics is \((\epsilon, \delta)\)-differentially private but not the individually released statistic. Therefore, DDP necessitates the help of SMC to maintain utility and ensure aggregator obliviousness, as evidenced in [30], [46], [125], [138], [139], [140], and [141].

An illustration of FL without privacy and with different DP mechanisms is given in Fig. 5. Another parallel line of work for privacy-preserving distributed learning is to transfer the knowledge of the ensemble of multiple models to a student model [42], [144], [155], [156]. For example, Hamm et al. [155] first created labeled data from auxiliary unlabeled data, then used the labeled auxiliary data to find an empirical risk minimizer, and, finally, released a differentially private classifier using output perturbation [157]. Similarly, Papernot et al. [42], [144] proposed private aggregation of teacher ensembles (PATE) to first train an ensemble of teachers on disjoint subsets of private data and then perturb the knowledge of the ensemble of teachers by adding noise to the aggregated teacher votes before transferring the knowledge to a student. Finally, a student model is trained on the aggregate output of the ensemble such that the student learns to accurately mimic the ensemble. PATE requires a lot of participants to achieve reasonable accuracy, and each participant needs to have enough data to train an accurate model, which might not hold in the FL system, where the data distribution of participants might be highly unbalanced, making this approach unsuitable to the FL system.
VI. DEFENSES AGAINST POISONING ATTACKS

Robustness to poisoning attacks is a desirable property in FL. To address poisoning attacks, many robust aggregation schemes are proposed in the literature. Known defenses to poisoning attacks in a centralized setting, such as robust losses [158] and anomaly detection [98], assume control of the participants or explicit observation of the training data. Neither of these assumptions is applicable to FL in which the server only observes the model parameters/updates that are sent as part of the iterative ML algorithm [37]. We summarize the defenses against untargeted and targeted attacks as follows.

A. Defenses Against Untargeted Attacks

For Byzantine-resilient aggregation, an algorithm is Byzantine fault tolerant [40] if its convergence is robust even when a large portion of participants is adversarial. In the following, we list several representative attempts that try to defend against untargeted Byzantine attacks.

1) AUROR: Shen et al. [159] introduced a statistical mechanism called AUROR to detect malicious users while generating an accurate model. AUROR is based on the observation that indicative features (most important model features) from the majority of honest users will exhibit a similar distribution, while those from malicious users will exhibit an anomalous distribution. It then uses k-means to cluster participants' updates across training rounds and discards the outliers, i.e., contributions from small clusters that exceed a threshold distance are removed. The accuracy of a model trained using AUROR drops by only 3% even when 30% of all the users are adversarial.

2) Krum: Blanchard et al. [40] proposed Krum, in which the top f contributions to the model that is furthest from the mean participant contribution are removed from the aggregation. Krum uses the Euclidean distance to determine which gradient contributions should be removed. It can theoretically withstand poisoning attacks of up to 33% adversaries among the participants, i.e., given n agents of which f is Byzantine, Krum requires that n ≥ 2f + 3. Krum is resistant to attacks by omniscient adversaries—who send the opposite vector multiplied by a large factor. It is also resistant to attacks by adversaries who send random vectors drawn from a Gaussian distribution (the larger the variance of the distribution, the stronger the attack). Multi-Krum is a variant of Krum, which intuitively interpolates between Krum and averaging, thereby combining the resilience properties of Krum with the convergence speed of averaging. Essentially, Krum filters outliers based on the entire update vector but does not filter coordinatewise outliers.

3) Coordinatewise Statistics: To address this issue, Yin et al. [63] proposed two robust distributed gradient descent algorithms: one based on coordinatewise median and the other based on the coordinatewise trimmed mean. Unfortunately, median-based rules can incur a prohibitive computational overhead in large-scale settings [163]. Guerraoui et al. [160] proposed a meta-aggregation rule called Bulyan, a two-step meta-aggregation algorithm based on the Krum and trimmed median, which filters malicious updates followed by computing the trimmed median of the remaining updates. Median and geometric-median-based robust aggregation rules are also extensively explored in [165] and [166]. Pillutla et al. [64] proposed a robust aggregation approach called RFA by replacing the weighted arithmetic mean with an approximate geometric median, so as to reduce the impact of the contaminated updates. Unfortunately, RFA can only handle a few types of poisoning attackers but is not applicable to Byzantine attacks.

4) Weakness of Current Defenses: In spite of their robustness guarantees, recent inspections revealed that previous Byzantine-robust FL mechanisms are also quite brittle and can be easily circumvented. Bhagoji et al. [36] showed that targeted model poisoning of deep neural networks is effective even against the Byzantine-robust aggregation rules, such as Krum and coordinatewise median. Baruch et al. [109] and Xie et al. [100] showed that, while the Byzantine-robust aggregation rules may ensure that the influence of the Byzantine workers in any single round is limited, the attackers can couple their attacks across the rounds, moving weights significantly away from the desired direction, and, thus, achieve the goal of lowering the model quality. Xu and Lyu [166] demonstrated that multi-Krum is not robust against untargeted poisoning. This is because multi-Krum is based on the distance between each gradient vector and the mean vector, while the mean vector is not robust against untargeted poisoning. Fang et al. [80] showed that aggregation rules (e.g., Krum [40], Bulyan [160], trimmed mean [63], coordinatewise median [63], and other median-based aggregators [62]) that were claimed to be robust against Byzantine failures are not effective in practice against optimized local model poisoning attacks that carefully craft local models on the compromised participants such that the aggregated global model deviates the most toward the inverse of the direction along which the global model would change when there are no attacks. All these highlight the need for more effective defenses against Byzantine attackers in FL.

5) Other Possibilities: Other works investigate Byzantine robustness from different lenses. Chen et al. [163] presented DRACO, a framework for robust distributed training via algorithmic redundancy. DRACO is robust to arbitrarily malicious computing nodes while being orders of magnitude faster than state-of-the-art robust distributed systems. However, DRACO assumes that each participant can access other participants’ data, limiting its practicability in FL. Su and Xu [94] proposed to robustly aggregate the gradients computed by the Byzantine participants based on the filtering procedure proposed by Steinhardt et al. [167]. Bernstein et al. [39] proposed SIGNSGD, which is combined with a majority vote to enable participants to upload elementwise signs of their gradients to defend against three types of half “blind” Byzantine adversaries: 1) adversaries that arbitrarily rescale their stochastic gradient estimate; 2) adversaries that randomize the sign of each coordinate of the stochastic gradient; and 3) adversaries that invert their stochastic gradient estimate.

B. Defenses Against Targeted Attacks

Existing defenses against the targeted backdoor attacks can be categorized into two types: detection methods and erasing methods [168].
1) Detection: Detection methods exploit activation statistics or model properties to determine whether a model is backdoored [169], [170] or whether a training/test example is a backdoor example [52]. There are a number of detection algorithms that are designed to detect which inputs contain a backdoor, and which parts of the model (its activation functions specifically) are responsible for triggering the adversarial behavior of the model, in order to remove the backdoor [47], [52], [53], [103], [171]. These algorithms rely on the statistical difference between the latent representations of backdoor-enabled and clean (benign) inputs in the poisoned model. These backdoor detection algorithms can, however, be bypassed by maximizing the latent indistinguishability of backdoor-enabled adversarial inputs and clean inputs [172].

2) Erasing: While detection can help identify potential risks, the backdoored model still needs to be purified/erased since the potential impact of backdoor triggers remains uncleared in the backdoored models. The erasing methods take a step further and aim to purify the adverse impacts on models caused by the backdoor triggers. The current state-of-the-art erasing methods are mode connectivity repair (MCR) [173] and NAD [59]. MCR mitigates the backdoors by selecting a robust model in the path of loss landscape, while NAD leverages knowledge distillation to erase triggers. Other previous methods, including fine-tuning, denoising, and fine-pruning [171], have been shown to be insufficient against the latest attacks [58], [174]. Another more recent work called ABL [60] aims to train clean models given backdoor-poisoned data. The overall learning process is framed as a dual task of learning the clean and the backdoor portions of data. Based on this process, ABL can: 1) help isolate backdoor examples at an early training stage and 2) break the correlation between backdoor examples and the target class at a later training stage.

3) Backdoor Defenses in FL: Despite the promising backdoor defense results in the centralized setting, it is still unclear whether these defenses can be smoothly adapted to the FL setting, especially in the non-i.i.d. setting. For backdoor defense in FL, Sun et al. [38] showed that clipping the norm of model updates and adding Gaussian noise can mitigate backdoor attacks that are based on the model replacement paradigm. Andreina et al. [175] incorporated an additional validation phase in each round of FL to detect backdoor. However, none of these provides certified robustness guarantees. Certified robustness for FL against backdoor attacks remains largely unexplored. Xie et al. [162] provided the first general framework called certifiably robust FL (CRFL) to train CRFL models against backdoors.

4) Sybil Defenses in FL: In addition to backdoors, the targeted attack can also be launched by Sybil clones [37]. To defend against the targeted poisoning attack by Sybil clones, Fung et al. [37] exploited the characteristic behavior that Sybils are more similar to each other than the similarity observed amongst the honest clients and proposed FoolsGold: a new defense scheme against FL Sybil attacks by adapting the learning rate of participants based on contribution similarity. Note that FoolsGold does not bound the expected number of attackers by assuming that attackers can spawn a large number of Sybils, rendering assumptions about proportions of honest participants unrealistic [40]. In addition, FoolsGold requires no auxiliary information beyond the learning process and makes fewer assumptions about participants and their data. The robustness of FoolsGold holds for different distributions of participant data, varying poisoning targets, and various Sybil strategies and can be applied successfully on both FedSGD and FedAvg.

5) Summary: We list the most representative defenses against poisoning attacks in FL in Table IV. Some of them have breaking points, i.e., the fraction of malicious participants, and robustness guarantees cannot be provided if the fraction of malicious participants is larger than the breaking point.

6) Remark: Note that both the untargeted and targeted poisoning attacks are less effective in settings with infrequent participation like H2C [35]. Moreover, under practical production FL environments, Shejwalkar et al. [73] have shown that FL, even without any defenses, is highly robust in practice. For production cross-device FL (H2C), which contains thousands to billions of clients, poisoning attacks have no impact on existing robust FL algorithms even with impractically high percentages of compromised clients. For production cross-silo FL (H2B), which contains up to 100 clients, data poisoning attacks are completely ineffective; model poisoning attacks are unlikely to play a major risk when the clients involved are bound by contract and their software stacks professionally maintained (e.g., in banks, hospitals). Some exceptional cross-silo scenarios are most likely with a strong incentive (e.g., financial) causing multiple parties to be willing to risk a breach of contract by colluding or for one party to hack thereby risking criminal liability. Therefore, we conclude that

| Defense | Technique | ID Data | Non-ID Data | Breaking Point | Targeted Poisoning | Untargeted Poisoning |
|---------|-----------|---------|-------------|----------------|--------------------|----------------------|
| AUROR [159] | Clustering | ✓ | ✗ | NA | ✓ | ✓ |
| Krum/Multi Krum [40] | Backdoor distance | ✓ | ✗ | (n - 2)/2n | ✓ | ✓ |
| Coordinate-wise Median [63] | Coordinate-wise median | ✓ | ✗ | 1/2 | ✓ | ✓ |
| Balyan [160] | Krum + trimmed median | ✓ | ✗ | (n - 3)/4n | ✓ | ✓ |
| RFA [64] | Geometric median | ✓ | ✗ | NA | × | ✓ |
| FoolsGold [37] | Contribution similarity | ✓ | ✓ | NA | ✓ | ✓ |
| Sun et al. [38] | Norm-bounding and DP | ✓ | ✓ | NA | ✓ | ✓ |
| Wu et al. [161] | Pruning | ✓ | ✓ | NA | × | ✓ |
| CRFL [162] | Clipping and smoothing | ✓ | ✓ | NA | ✓ | ✓ |
these poisoning attacks are more likely to happen in some exceptional H2B scenarios.

VII. DISCUSSION AND PROMISING DIRECTIONS

There are still potential vulnerabilities that need to be addressed in order to improve the privacy and robustness of FL systems. Moreover, there are multiple design goals that are equally important with privacy and robustness and, thus, need to be considered simultaneously in FL. In this section, we outline research directions that we believe are promising.

7) Curse of Dimensionality: Large models, with high dimensional parameter vectors, are particularly susceptible to privacy and security attacks [176]. Most FL algorithms require overwriting the local model parameters with the global model. This makes them susceptible to poisoning attacks, as the adversary can make small but damaging changes in the high-dimensional models without being detected. Almost all of the well-designed Byzantine-robust aggregators [40], [63], [64] still suffer from the curse of dimensionality. Specifically, the estimation error scales up with the size of the model in a square-root manner. Thus, sharing model parameters may not be a strong design choice in FL; it opens all the internal states of the model to inference attacks and maximizes the model’s malleability by poisoning attacks. To address these fundamental shortcomings of FL, it is worthwhile to explore whether sharing gradients is essential. Instead, sharing less sensitive information (e.g., SIGNSGD [39]) or only sharing model predictions [25], [45], [176] in a black-box manner may result in more robust privacy protection in FL.

8) Rethinking Current Privacy Attacks: There are several inherent weaknesses in current attacks that may limit their applicability in FL [177]. For example, the GAN attack assumes that the entire training corpus for a given class comes from a single participant, and only in the special case where all class members are similar. GAN-constructed representatives are similar to the training data [75]. These assumptions are less practical in FL. For DLG [29] and iDLG [32], both works: 1) adopt a second-order optimization method called L-BFGS that is more computationally expensive compared with first-order optimizations; 2) are only applicable to gradients computed on minibatches of data, i.e., at most $B = 8$ in DLG and $B = 1$ in iDLG, which is not the real case for FL, in which gradient is normally shared after at least 1 epoch of local training; and 3) used untrained model, neglecting gradients over multiple communication rounds. Attacking FL systems in a more efficient manner and under more practical settings remain largely unexplored. In addition, whether current attacks still work in FL that uses adaptive optimization methods [178], such as SGDM and Adam, remains unknown.

9) Rethinking Current Defenses: FL with secure aggregation for the purpose of privacy is more susceptible to poisoning attacks as individual updates cannot be inspected. Similarly, it is still unclear if AT, one state-of-the-art defense approach against adversarial attacks in conventional ML [93], [179], [180], can be adapted to FL, as AT was developed primarily for i.i.d. data and remains unclear for its performance in non-i.i.d. settings. Moreover, AT is computationally expensive and may hurt the performance [181], which may not be feasible for the H2C scenario. In terms of DP-based methods [7], [121], [182], [183], [184], [185], record-level DP bounds the success of membership inference but does not prevent property inference applied to a group of training records [28]. Participant-level DP, on the other hand, is geared to work with thousands of users for training to converge and achieving an acceptable tradeoff between privacy and accuracy [7]. The FL model fails to converge with a small number of participants, making it unsuitable for H2B scenarios. Furthermore, DP may hurt the accuracy of the learned model [186], which may not be appealing to the industry. Further work is needed to investigate if participant-level DP can protect FL systems with fewer participants. It is also worthwhile to explore whether we can use the condensed data [187] rather than the raw data for local model training in order to better protect privacy.

10) Optimizing Defense Mechanism Deployment: When deploying defense mechanisms to check if any adversary is attacking the FL system, the FL server will need additional computational costs. In addition, different types of defense mechanisms may exhibit different effectiveness against different attacks and incur different costs. It is important to study how to optimize the timing of deploying defense mechanisms or the announcement of deterrent measures. Game theoretic research holds promise in addressing this challenge.

11) Test-Phase Privacy in FL: This survey mainly focuses on the training phase attacks and defenses in FL, considering the more attack possibilities opened by the distributed training property of FL systems. In fact, FL is also vulnerable to both privacy and robustness attacks during the test/inference phase by the users of the final FL model when it is deployed as a service.

In terms of privacy vulnerability, the trained global model may reveal sensitive information from model predictions when deployed as a service, causing privacy leakage. In such a setting, an adversary does not have direct access to the model parameters but may be able to view input–output pairs. Previous studies have shown a series of privacy leakage given only black-box access to the trained models, such as: 1) model stealing attacks in which model parameters can be reconstructed by an adversary who only has access to an inference/prediction API based on those parameters [82], [83], [84], [85] and 2) MIAAs that aim to determine if a particular record was used to train the model [86]. FL models face a similar dilemma during model deployment for testing purposes. The development of effective defenses against privacy leakage during model deployment calls for further investigations.

12) Test-Phase Robustness in FL: In terms of robustness vulnerability, recent studies [90], [91], [92] have shown that FL is also vulnerable to well-crafted adversarial examples. During inference time, the attackers can add a very small perturbation to the test data, making the test data almost indistinguishable from natural data and yet classified incorrectly by the global model. For federated robustness against adversarial examples, Zizzo et al. [90] and Hong et al. [91] proposed to apply AT to FL, i.e., FAT, in order to achieve adversarial robustness in FL. Zizzo et al. [90] noticed that conducting AT on all participants leads to divergence of the model. To solve this problem, they conducted AT on only a proportion of
participants for better convergence. Another recent work by Hong et al. [91] considered hardware heterogeneity in FL, i.e., only limited users can afford AT. Hence, they conduct AT on only a proportion of participants that have powerful computation resources while standard training on the rest of the participants. Shah et al. [92] investigated the impact of communication rounds in FAT and proposed a dynamic AT. The training of all the above FAT works is unstable, which potentially hurts the convergence and performance. Moreover, AT typically requires significant computation and a longer time to converge, and it is unclear how it performs in non-i.i.d. settings. Chen et al. [188] took the first step to investigate FAT under non-i.i.d. setting with label skewness. However, how to speed up AT in FL may be required in the future. Overall, there exist difficulties in applying AT to the federated setting. This motivates future works to explore more effective approaches to maintain both natural accuracy and robustness in FL.

In addition to the adversarial examples, recent works [83], [84] have validated that the API services (the victim/target model) can be easily stolen and are vulnerable to adversarial example transferability attacks. It would be interesting to explore whether the collaboratively built global model in FL is also facing a similar problem and how to effectively claim the ownership of the trained model [189].

13) Relationship With GDPR: GDPR defines six-core principles as rational guidelines for service providers to manage personal data, including: 1) lawfulness, fairness, and transparency; 2) purpose limitation; 3) data minimization; 4) accuracy; 5) storage limitation; and 6) integrity and confidentiality (security). GDPR also requires data controllers to provide the following rights for data subjects if capable (the GDPR Articles 12–23): 1) right to be informed; 2) right of access; 3) right to rectification; 4) right to erasure (right to be forgotten); 5) right to restrict processing; 6) right to data portability; 7) right to object; and 8) rights in relation to automated decision making and profiling. Although FL has emerged as a prospective solution that facilitates distributed collaborative learning without disclosing original training data, unfortunately, FL is not naturally compliant with the GDPR [190], as pointed out by a recent survey [190], which has dedicated to surveying the relationship between FL and GDPR requirements. For example, the secure aggregation mechanism in FL amplifies the lack of transparency and fairness in FL systems and, thus, fails to fully comply with the GDPR requirements of fairness and transparency; malicious participants in FL may conduct either data or model poisoning attacks for an unauthorized purpose, and local ML model parameters obtained from participants are no longer minimal for the original purpose. These possible attacks, which lead to noncompliance with the GDPR, should be addressed. Henceforth, it is worthwhile to explore approaches to empower FL-based systems to follow the GDPR regulatory guidelines and, thus, fully comply with the GDPR.

14) Threats and Protections of VFL and FTL: This survey mainly focuses on the threats to HFL; there are some recent exploratory efforts on threats and protections of VFL and FTL. For VFL, Secureboost [191] considered user privacy and data confidentiality in VFL and presented an approach to train a high-quality tree-boosting model collaboratively. A recent work called FederBoost [192] pointed out that Secureboost is expensive since it requires cryptographic computation and communication for each possible split; thus, they proposed a vertical FederBoost, which does not require any cryptographic operation. Another recent work by Jin et al. [193] uncovered the risk of catastrophic data leakage in vertical FL (CAFE) through a novel algorithm that can perform large-batch data leakage with high data recovery quality and theoretical guarantees. They empirically demonstrated that CAFE can recover large-scale private data from the shared aggregated gradients in VFL settings, overcoming the batch limitation problem in current data leakage attacks.

For FTL, Gao et al. [24] proposed an end-to-end privacy-preserving multiparty learning approach with two variants based on HE and secret-sharing techniques, respectively, in order to build a heterogeneous FTL (HFTL) framework. Liu et al. [23] adopted two secure approaches, namely, HE and secret sharing for preserving privacy. The HE approach is simple but computationally expensive. By contrast, the secret-sharing approach offers the following advantages: 1) there is no accuracy loss and 2) computation is much faster than the HE approach. The major drawback of the secret-sharing approach is that one has to offline generate and store many triplets before online computation.

Overall, there is still a large space for VFL and FTL. It is worth further investigation as to whether existing threats in HFL are all valid in VFL and FTL or if there are new threats and countermeasures in VFL and FTL.

15) Vulnerabilities to Free-Riding Participants: In FL systems, there may exist free-riders who aim to benefit from the global model but do not want to contribute any useful information, thus compromising collaborative fairness [183], [184], [194]. The main incentives for free-riders include: 1) the participant does not have any data to train the local model; 2) the participant is too concerned about its privacy and, thus, chooses to release fake updates; and 3) the participant does not want to consume or does not have any local computation power to train the local model. In the current FL paradigm [6], all participants receive the same federated model at the end of the collaborative training, regardless of their individual contributions. This makes the paradigm vulnerable to free-riding participants [166], [183], [184], [195], [196]. How to prevent free-riding remains an open challenge. Incentivized FL (via allocating different reputations to different participants and penalizing unreliable or malicious participants) [194], [197] would be an important direction to help address free-riding problem and possibly the before-mentioned privacy and poisoning attack problems in Sections III and IV.

16) Reliability of FL Over Wireless Network: When FL systems are deployed in the real world, unreliable data may be uploaded by mobile devices (i.e., workers). The workers may perform unreliable updates intentionally, e.g., the data poisoning attack, or unintentionally, e.g., low-quality data caused by energy constraints or high-speed mobility [198]. Similarly, when FL meets UAVs, reliability is a key factor that may
affect performance [14]. Therefore, finding out trusted and reliable workers for FL tasks becomes critical. The concept of reputation could be used for reliable worker selection strategy design in order to keep the low-quality devices from affecting the learning efficiency and accuracy [198].

17) Extension to Decentralized FL: Decentralized FL is an emerging research area, where there is no single central server in the system [3], [7], [183], [184]. Decentralized FL is potentially more useful for H2B scenarios where the business participants do not trust any third party. In this paradigm, each participant could be elected as a server in a round-robin manner. The recent emerging swarm learning [199] can be deemed as a decentralized FL framework, which unites edge computing, blockchain-based peer-to-peer networking, and coordination while maintaining confidentiality without the need for a central coordinator. It is interesting to investigate whether existing threats to server-based FL still apply in decentralized FL.

18) Efficient FL With Single Round Communication: In addition to privacy and robustness, communication cost is another major concern that may hinder the large-scale implementation of FL [200]. One-shot FL has recently emerged as a promising approach for communication efficiency. It allows the central server to learn a model in a single communication round. Despite the low communication cost, existing one-shot FL methods are mostly impractical or face inherent limitations, e.g., a public dataset is required, participants’ models are homogeneous, additional data/model information needs to be uploaded, and unsatisfactory performance [201], [202], [203]. Recent work proposed a more practical data-free approach named DENSE for a one-shot FL framework with heterogeneity [204]. Other alternative one-shot FL approaches with practical assumptions are worthwhile to explore, considering the alluring communication efficiency and less privacy and robustness attack surfaces exposed in one-shot FL.

19) Achieving Multiple Objectives Simultaneously: There are no existing works that can satisfy multiple goals simultaneously: 1) fast algorithmic convergence; 2) good generalization performance; 3) communication efficiency; 4) fault tolerance; 5) privacy preservation; and 6) robustness to targeted, untargeted poisoning attacks, and free-riders. Previous works have attempted to solve multiple objectives at the same time. For example, Lyu et al. [183], [184] addressed collaborative fairness and privacy simultaneously; Xu and Lyu et al. [166] proposed a robust and fair FL (RFFL) framework to address both collaborative fairness and Byzantine robustness. However, it is important to highlight that there is an inherent conflict between privacy and robustness: defending against robustness attacks usually requires complete control of the training process or access to the training data [37], [40], [63], [159], [205], [206], which goes against the privacy requirements of FL. Although using encryption or DP-based techniques can provide provably privacy preservation, they are not robust to poisoning attacks and may produce models with undesirably poor privacy-utility tradeoffs. Agarwal et al. [30] combined DP with model compression techniques to reduce communication costs and obtain privacy benefits simultaneously. It remains largely unexplored, and there exist large gaps as to how to simultaneously achieve all the above six objectives.

VIII. CONCLUSION
Although FL is still in its infancy, it will continue to thrive and will be an active and important research area in the foreseeable future. As FL evolves, so will the privacy and robustness threats to FL. It is of vital importance to provide a broad overview of current attacks and defenses on FL so that future FL system designers are well aware of the potential vulnerabilities in the current designs and help them clear roadblocks toward the real-world deployment of FL. This survey serves as a concise and accessible overview of this topic, and it would greatly help our understanding of the privacy and robustness attack and defense landscape in FL. Global collaboration on FL is emerging through a number of workshops at leading AI conferences. The ultimate goal of developing a general-purpose FL defense mechanism that can be robust against various attacks without degrading model performance will require interdisciplinary effort from the wider research community.
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