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Random fractional Fourier transform: stochastic perturbations along the axis of propagation
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The fractional Fourier transform (FRT) is known to be optically implementable with use of a medium with a perfect radial quadratic-index profile. Using the quantum-mechanical operator formalism, we examine the effects on the FRT action of such a medium that are due to small random inhomogeneities in the longitudinal direction, the direction of propagation, and we formulate the random fractional Fourier transform (RFRT). Applying the RFRT to a self-fractional Fourier function, a Gaussian function, we discuss both the total power and the variance. The random Fourier transform is examined as a special limiting case. © 1999 Optical Society of America [S0740-3232(99)00108-8]
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1. INTRODUCTION

The fractional Fourier transform (FRT) has received much attention in the applied optics literature since the early 1990’s.1–3 It has been shown that the FRT can be implemented using both gradient-index media and free-space optics. Theoretical analysis of FRT systems to date have assumed that perfect optical systems were used in the implementation. Therefore, although the elimination of input signal noise using FRT filtering has received attention, the effects of system-induced noise have remained essentially unexplored.

Propagation of light through random media is of intense experimental and theoretical interest because of its fundamental importance for the applied sciences. (See the review paper4 and the references therein.) This interest has led to many examinations of the optical effects of static devices (diffusers),5 dynamically varying media (atmospheric turbulence),6 and gas lenses.6,7 The effects of system-induced noise in free-space optics8 and in waveguide systems9,10 have also received attention. Such analyses usually take the wave equation as their starting point and introduce some simplifying assumptions, for example, reduced dimensionality and the paraxial approximation. They then proceed to develop analytic equations for the moments of the output wave function given a particular input wave function and specific stochastic perturbation.

Many optical signal-processing systems—for example, filtering and correlation systems—have as a basic element a Fourier transforming unit.11 The use of waveguides with parabolic cross-sectional index profiles as microlaser collimators is also widespread, and the operation of such gradient-index or self-focusing devices can be modeled with the FRT. Based on these observations, it would seem appropriate to develop a transform-centered procedure that takes into account any random perturbations within the optical system.

In this paper we develop an extension of the FRT that we refer to as the random fractional Fourier transform (RFRT). Assuming a weak (first-order), white-noise (wide-frequency-band) random perturbation of the medium in the direction of propagation, we present a general expression for the RFRT output field, including intensity and phase effects. To illustrate these effects, a self-fractional Fourier function, a Gaussian function, is used as input to such a perturbed medium, and the resulting deformations of the output field are calculated. The range of validity of the method, which is limited owing to the use of the perturbative approximation, is discussed.

Our derivation is carried out with use of the quantum-mechanical operator formalism that has previously been applied in this area to systematically explore generalized linear transformations.12,13 Besides the obvious advantage of allowing analogies with Hamiltonian mechanics to be exploited, the application of the operator formalism may also allow the convenient extension of these results.

The paper is organized as follows. In Section 2 the derivation of the RFRT is presented, and operator formalism notation and concepts are detailed where necessary. In Section 3 the physical significance of the RFRT is examined with use of a ground-state Hermite–Gaussian mode as input. Since this function acts as a self-fractional Fourier function, a simple comparison of the input and output fields is possible. Section 4 contains concluding remarks and possible future extensions of the present result.
2. RANDOM FRACTIONAL FOURIER TRANSFORM DERIVATION WITH USE OF THE OPERATOR FORMALISM

The FRT is known to be generated by the following quantum-mechanical harmonic-oscillator Hamiltonian operator:

\[ \hat{H}_0 = \frac{1}{2} \hat{p}^2 + \frac{1}{2} \hat{x}^2. \]  

(1)

In this equation, \( \hat{p} \) and \( \hat{x} \) are the usual momentum and position operators. Unlike in the quantum-mechanical case, we substitute \( z \), longitudinal distance, for \( t \), time. For simplicity all variables are made dimensionless. The basic paraxial wave equation in the operator formalism is

\[ i \frac{\partial \psi(z)}{\partial z} = \hat{H}_0 \psi(z), \]

(2)

where \( k \), the wave number in the \( z \) direction, is set equal to unity. This differential equation has the formal solution

\[ |\psi(z)\rangle = \exp[-i \hat{H}_0(z - z_0)]|\psi(z_0)\rangle. \]

(3)

Here \( |\psi(z_0)\rangle \) and \( |\psi_0(z)\rangle \) are the abstract wave vectors. In the position representation they are written as usual as \( \psi(x, z_0) = \langle x | \psi(z_0) \rangle \) and \( \psi_0(x, z) = \langle x | \psi_0(z) \rangle \), respectively. In this representation, Eq. (2) is expressed in the following familiar form:

\[ i \frac{\partial \psi_0(x, z)}{\partial z} = -\frac{1}{2} \frac{\partial^2 \psi_0(x, z)}{\partial x^2} + \frac{1}{2} x^2 \psi_0(x, z). \]

(4)

\( \psi(x, z_0) \) is the input to the system at \( z = z_0 \) (initial condition), and \( \psi_0(x, z) \) is the output, i.e., the FRT of \( \psi(x, z_0) \), after a distance of \( z - z_0 \) has been propagated. [See Eq. (24) below.]

In this paper we wish to generalize to the case in which the system Hamiltonian is a function of \( z \):

\[ \hat{H}(z) = \frac{1}{2} \hat{p}^2 + \frac{1}{2} \omega^2(z) \hat{x}^2. \]

(5)

We perturb \( \omega \) so as to include a randomly varying component \( f(z) \) in the framework of the FRT:

\[ \omega^2(z) = 1 + 2 f(z). \]

(6)

We assume that \( f(z) \) is the Gaussian white noise that satisfies the following conditions:

\[ \langle f(z) \rangle = 0, \quad \langle f(z)f(z') \rangle = D \delta(z - z'), \]

(7)

where the brackets represent averaging over the noise and \( D \) denotes the diffusion constant, which is assumed to be sufficiently small to make a perturbative analysis valid. This will be discussed below. The basic wave equation that must now be satisfied has the stochastic form

\[ i \frac{\partial}{\partial z} \psi(z) = \hat{H}(z) \psi(z). \]

(8)

Again in the position representation this equation is expressed as follows:

\[ \frac{\partial}{\partial z} \psi(z) = \hat{H}(z) \psi(z). \]

(9)

To solve Eq. (8) we apply time-dependent perturbation theory and introduce the unitary evolution operator \( \hat{W}(z, z_0) \), which yields the solution of this equation in the form

\[ |\psi(z)\rangle = \hat{W}(z, z_0)|\psi(z_0)\rangle. \]

(10)

Clearly, \( \hat{W}(z, z_0) \) satisfies the operator equation

\[ i \frac{\partial}{\partial z} \hat{W}(z, z_0) = \hat{H}(z) \hat{W}(z, z_0), \]

(11)

with the initial condition \( \hat{W}(z_0, z_0) = 1 \). The solution to this equation is known to be given by

\[ \hat{W}(z, z_0) = T \exp \left[ -i \int_{z_0}^z d\tau \hat{H}(\tau) \right]. \]

(12)

Here \( T \) represents the time-ordering symbol; e.g., \( T[A(z)B(z')] = \Theta(z - z')A(z)B(z') + \Theta(z' - z)B(z') \times A(z) \), and \( \Theta(z) \) is the Heaviside unit-step function.

Using this form, we now wish to separate the noise contribution from the pure FRT operator part. To do this we decompose \( \hat{W}(z, z_0) \) as follows:

\[ \hat{W}(z, z_0) = \exp[-i \hat{H}_0(z - z_0)] \hat{U}(z, z_0), \]

(13)

where \( \hat{U}(z, z_0) \) is a unitary operator that contains the \( z \)-direction perturbations. To calculate this operator, we substitute Eq. (13) into Eq. (11). The solution of the resulting equation for \( \hat{U}(z, z_0) \) has the form

\[ \hat{U}(z, z_0) = T \exp \left[ -i \int_{z_0}^z d\tau \hat{f}(\tau) \exp[i \hat{H}_0(z - z_0)] \right] \]

\[ \times \exp[-i \hat{H}_0(z - z_0)]. \]

(14)

To separate the pure FRT from the perturbation effects, we write

\[ \hat{W}(z, z_0) = \hat{V}(z, z_0) \exp[-i \hat{H}_0(z - z_0)], \]

(15)

where

\[ \hat{V}(z, z_0) = \exp[-i \hat{H}_0(z - z_0)] \hat{U}(z, z_0) \]

\[ \times \exp[\hat{H}_0(z - z_0)]. \]

(16)

\( \hat{V}(z, z_0) \) now represents the perturbation operator. Substituting from above for \( \hat{U}(z, z_0) \), applying the time-ordered product on the interval \([z_0, z]\), and using the operator identity \( \exp(-\hat{A}g)\exp(\hat{A}) = g(\exp(-\hat{A})\exp(\hat{A})) \) for an operator-valued function \( g \), the perturbative expansion of \( \hat{V}(z, z_0) \) with respect to \( f(z) \) can be found:
\[ \hat{V}(z, z_0) = 1 - i \int_{z_0}^{z} d\tau f(\tau) \hat{X}^2(\tau - z) \]
\[ + \frac{(-i)^2}{2!} \int_{z_0}^{z} d\tau \int_{z_0}^{z} d\tau' f(\tau)f(\tau') \]
\[ \times T[\hat{X}^2(\tau - z)\hat{X}^2(\tau' - z)] \]
\[ + (\text{terms of higher order in } f), \]
(17)

where

\[ \hat{X}(\tau - z) = \exp[i\hat{H}_0(\tau - z)]\hat{X} \exp[-i\hat{H}_0(\tau - z)] \]
\[ = \hat{x}\cos(\tau - z) + \hat{p}\sin(\tau - z). \]
(18)

We now define the mutual-intensity function, which in quantum mechanics is called the density matrix:

\[ \rho(x', x; z) = \langle x'|\psi(z)|\psi(z)|x \rangle = \psi(x', z)\psi^*(x, z). \]
(19)

We note that if \( x = x' \), then \( \rho(x, x; z) = |\psi(x, z)|^2 \), the intensity at the point \( (x, z) \). In the perturbed FRT case \( \rho(x', x; z) \) has the form

\[ \rho(x', x; z) = \langle x'|\hat{V}(z, z_0)\exp[-i\hat{H}_0(z - z_0)]|\psi(z)\rangle \]
\[ \times \langle \psi(z)|\exp[i\hat{H}_0(z - z_0)]\hat{V}^*(z, z_0)|x \rangle, \]
(20)

where the dagger represents Hermitian conjugation. \( \rho(x', x; z) \) does not represent a measured quantity. Measurement will involve averaging \( \rho(x', x; z) \) over the noise fluctuations in the system, i.e., incoherent reduction. We refer to the resulting quantity as the reduced density matrix,

\[ \rho_R(x', x; z) = \langle \rho(x', x; z) \rangle, \]
(21)

where the brackets represent averaging over the noise that is carried out with the expressions given in Eq. (7). This quantity can actually be regarded as the second-order correlation function at equal z.

Substituting the expansion for \( \hat{V}(z, z_0) \) given in Eq. (17) into Eq. (21), neglecting the higher order terms in \( f \), and then using the fact that \( T[\hat{X}^2(\tau - z)\hat{X}^2(\tau - z)] = \hat{X}^4(\tau - z) \), we obtain the following form for the reduced density matrix:

\[ \rho_R(x', x; z) \]
\[ = \langle x'|\psi(z)|\psi(z)|x \rangle \]
\[ + \int d\tau \int d\tau' \langle x'| \hat{X}^2(\tau - z)|\psi(z)|\hat{X}^2(\tau' - z)|x \rangle \]
\[ + \int d\tau \langle x'|\psi(z)|\hat{X}^2(\tau - z)|\psi(z)|x \rangle, \]
(22)

where, as in Eq. (3), \( |\psi(z)\rangle = \exp[-i\hat{H}_0(z - z_0)]|\psi(z_0)\rangle \times |\psi(z_0)\rangle \) is the unperturbed FRT of the input \( |\psi(z_0)\rangle \), and therefore the first term on the right-hand side represents the unperturbed FRT density matrix.

We recall that we wish to write our final expression using the integral FRT form. To do so, we use Eq. (18) and introduce the following definition of a weighted FRT integral:

\[ [F^{(w)}\psi](x) \]
\[ = \frac{1}{\sqrt{2\pi|\sin \theta|}} \exp \left( -i\phi + \frac{i}{2} x^2 \cot \theta \right) \]
\[ \times \int_{-\infty}^{\infty} dx_0 \exp \left( i \frac{1}{2} x_0^2 \cot \theta - i xx_0 \cosec \theta \right) \psi(x_0), \]
(23)

where \([F^{(0)}\psi](x) = [F\psi](x)\) is the standard FRT of \( \psi(x, z_0) \) of angular order \( \theta \), and \( \phi \) is a constant phase. In the present paper, since all physical quantities are normalized to be dimensionless, the angular order is explicitly defined in terms of the propagation distance as follows:

\[ \theta = z - z_0. \]
(24)

Using Eq. (23) in Eq. (22), we calculate the reduced density matrix to be

\[ \rho_R(x', x; z) = \rho_{\psi}(x', x) \]
\[ = \left\{ 1 - \frac{D}{2} [3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] - \frac{iD}{2} (x'^2 - x^2)(2 + 3 \cot^2 \theta - 3 \theta \cot \theta \cosec^2 \theta) \right. \]
\[ + \frac{D}{16} (x^2 - x'^2)(5 \cot \theta + 3 \cot^3 \theta - 3 \theta \cot \theta \cosec^4 \theta) \]
\[ \times [F_{\psi}\psi](x') [F_{\psi}\psi]^*(x) \]
\[ + \left. \left[ -iDx[3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] \cosec \theta \right] \times [F_{\psi}\psi](x') [F_{\psi}\psi]^*(x) \right. \]
\[ + \left. \frac{D}{4} (x^2 - x'^2)(2 + 3 \cot^2 \theta - 3 \theta \cot \theta \cosec^2 \theta) \cosec \theta \right] \times [F_{\psi}\psi](x') [F_{\psi}\psi]^*(x) \]
\[ + \left. \left[ iDx[3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] \cosec \theta \right] \times [F_{\psi}\psi](x') [F_{\psi}\psi]^*(x) \right. \]
\[ \left. - \frac{D}{4} (x^2 - x'^2)(2 + 3 \cot^2 \theta - 3 \theta \cot \theta \cosec^2 \theta) \cosec \theta \right] \times [F_{\psi}\psi](x') [F_{\psi}\psi]^*(x) \]
In particular, the diagonal element of the density matrix is given by

\[
\rho_{\psi}(x, x) = \left(1 - \frac{D}{2} [3 \cot \theta - \theta(1 + 3 \cot^2 \theta)]\right) |[F_{\psi}\psi](x)|^2
\]
\[
+ 2D [3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] \cot \theta \text{Im}([F_{\psi}\psi](x)[F_{\psi}^{(1)}\psi]^*(x))
\]
\[
+ D [1 - 3 \cot^2 \theta + 3 \cot \theta \cot^2 \theta] \text{Im}([F_{\psi}\psi](x)[F_{\psi}^{(2)}\psi]^*(x))
\]
\[
+ \frac{D}{2} x^2 [3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] \cot \theta \text{Re}([F_{\psi}\psi](x)[F_{\psi}^{(1)}\psi]^*(x))
\]
\[
- \frac{D}{2} x^2 [3 \cot \theta - \theta(1 + 3 \cot^2 \theta)] \cot \theta [F_{\psi}^{(1)}\psi](x)]^2
\]
\[
+ \frac{D}{2} x [1 - 3 \cot^2 \theta + 3 \cot \theta \cot^2 \theta] \cot \theta (\text{Re}([F_{\psi}\psi](x)[F_{\psi}^{(2)}\psi]^*(x)) - \text{Re}([F_{\psi}^{(1)}\psi](x)[F_{\psi}^{(2)}\psi]^*(x))
\]
\[
- \frac{D}{8} (2 \cot \theta - 3 \cot \theta \cot \theta + 3 \cot \cot \theta \cot \theta)(|[F_{\psi}^{(2)}\psi](x)|^2 - \text{Re}([F_{\psi}\psi](x)[F_{\psi}^{(4)}\psi]^*(x))].
\]  

Detailed technical information regarding all the derivations presented here is available on request from the authors.  

3. PHYSICAL INTERPRETATION OF THE RESULT

In order to examine the physical significance of these results, we employ the ground-state Hermite-Gaussian mode

\[
\psi_G(x_0) = A \exp(-x_0^2/2),
\]  

where \(A\) is a real constant. This function is a self-fractional Fourier function, that is, \([F_{\psi}^\phi\psi_G](x) = \exp(-i\phi')\psi_G(x)\), where \(\phi'\) is a constant phase. For this function, the weighted FRT integrals employed in the reduced density matrix simplify as follows:
shown that
\[ [F^{(0)} G]_\phi(x) = [F G]_\phi(x) = B \sqrt{\frac{2\pi}{\alpha}}, \]
\[ [F^{(1)} G]_\phi(x) = -B[F G]_\phi(x), \]
\[ [F^{(2)} G]_\phi(x) = \left[ \frac{1}{\alpha} + \beta^2 \right][F G]_\phi(x), \]
\[ [F^{(3)} G]_\phi(x) = -B\left[ \frac{3}{\alpha} + \beta^2 \right][F G]_\phi(x), \]
\[ [F^{(4)} G]_\phi(x) = \left( \frac{3}{\alpha^2} + \frac{6\beta^2}{\alpha} + \beta^4 \right)[F G]_\phi(x), \]
where
\[ B = \frac{A}{\sqrt{2\pi|\sin \theta|}} \exp \left( -i \phi' - \frac{x^2}{2} \right), \]
\[ \alpha = -i \exp(i \phi) \csc \theta, \]
\[ \beta = -x \exp(-i \phi). \]
If we substitute these results into Eq. (26), it can be shown that
\[ \rho_{G, \phi}(x, x)/[F G]_\phi(x) \]
\[ = 1 + \frac{D}{4} \left[ 12 \cot \theta + 6 \sin^3 \theta \cos \theta - 17 \sin \theta \cos \theta \
+ \theta(11 - 6 \cot^2 \theta - 6 \csc^2 \theta) \right] \]
\[ + \frac{D^2}{8} \left[ -15 \cot \theta - 6 \sin^3 \theta + 19 \sin \theta \cos \theta \right] \]
\[ + \frac{\theta}{2} \left[ -23 + 15 \cot^2 \theta + 15 \csc^2 \theta \right] \]
\[ + \frac{\theta^2}{2} \left[ 3 \cot \theta + 2 \sin \theta \cos \theta (1 + \cot^2 \theta) + \theta(1 - 6 \cot^2 \theta) \right]. \]  
(36)

On examining this equation we note that the periodicity or cyclic behavior of the FRT output, which for a general input function repeats itself every \(2\pi\) rad, has been destroyed by the inclusion of the random noise. In Eqs. (25), (26), and (36), this destruction appears as terms of the form \(D\theta\). These terms are known as secular terms, and the perturbative technique requires that the magnitude of such terms be small, that is, \(D\theta \ll 1\). In the present work the range of \(\theta\) is chosen to be
\[ 0 \leq \theta \leq \pi/2, \]  
(37)
which simplifies the fixing of the secular term size, thus ensuring the validity of the perturbative technique.

Let us discuss two limiting cases of particular interest: First, in the case where the angular order of the FRT is small (\(\theta \ll 1\)), the infinitesimal RFRT, it can be shown that
\[ \rho_{G, \phi}(x, x) \equiv [1 - D \theta(x^4 - 10x^2 + 2)][F G]_\phi(x)^2. \]  
(38)
Clearly, \(\rho_{G, \phi}(x, x)/[F G]_\phi(x)^2 \to 1(\theta \to +0)\), which indicates that the input field is identical to the output field, as it should be. Second, we examine the case where the angular order of the FRT is \(\pi/2\). For this value the FRT becomes the Fourier transform, and it can be shown that
\[ \rho_{G, \phi}(x, x) = \left[ 1 + \frac{\pi D}{2} \left( x^4 - 4 \left( 1 + \frac{3}{\pi} |x^2 + \frac{5}{4} | \right) \right) \right] \times [F G]_\phi(x)^2. \]  
(39)
This is an interesting result since it indicates that points exist in the output plane at which, to first order, the quality of the Fourier transform is unaffected by the perturbative noise. It would also seem that through the use of suitable scaling, these zero noise points can be chosen.

Let us now examine the total output power in the system. This quantity can be found as follows:
\[ P_{out} = \int_{-\infty}^{\infty} dx \rho_{G, \phi}(x, x) \]
\[ = \sqrt{\pi A^2 [1 - 3D \sin^3 \theta(1 - \cos \theta)]}. \]  
(40)
Clearly, power appears to be lost in the system since the output power predicted is less than the input power \(P_{in} = \pi A^2\). This is because only forward propagation is taken into account here. Examining the small-angle approximation of Eq. (40), we find that \(P_{out} \equiv \pi A^2 (1 - (3D \theta)^2)\). Perhaps the most remarkable facts in relation to result (40) are that no secular terms appear in the expression and that it is periodic.

We can also examine the variance of the output, which is defined as follows:
\[ (\Delta x)^2 = \frac{\int_{-\infty}^{\infty} dx x^2 \rho_{G, \phi}(x, x)}{\int_{-\infty}^{\infty} dx \rho_{G, \phi}(x, x)}. \]  
(41)
This can be shown to be equal to
\[ (\Delta x)^2 = \frac{1}{2} \left[ 1 + D \left[ \cot \theta + 2 \cot \theta \cos^2 \theta \right. \right. \]
\[ \left. + 9 \sin^3 \theta (\cos \theta - 1) \right] \]
\[ - D \theta(1 + 3 \cot^2 \theta) \left[ 1 - 3D \sin^3 \theta(1 - \cos \theta) \right]. \]  
(42)
We note that the variance of the input Gaussian wave function has a value of 1/2, and if the noise is eliminated we return to this variance value in our output beam. Examining this expression we see that as the angular order increases to \(\pi/2\), the variance decreases monotonically. Therefore the intensity distribution in x narrows, or is squeezed.

4. CONCLUDING REMARKS

We have derived the random fractional Fourier transform (RFRT), using the quantum-mechanical operator formalism. The reduced density matrix has been presented for a general input function. The total power and the variance of the output wave function have been examined for the special case of an input ground-state Hermite–Gaussian wave function. The perturbative nature of the calculation is indicated by the existence of secular terms in the reduced density matrix. The random Fourier transform has also been examined, as a special limiting case of the RFRT. It has been shown that in this case,
points exist in the output plane at which the effect of the first-order perturbation vanishes. The off-diagonal terms of the RFRT reduced density matrix presented here are necessary for calculating phase diffusion, i.e., the reduction in coherence of the input wave function caused by the random fluctuations in the medium. These problems relating coherent, partially coherent, and incoherent inputs and outputs are still to be explored.

Two obvious generalizations of the results presented here are (i) examination of the effects of other types of noise, e.g., colored noise, and (ii) extension to general linear canonical transformations. These generalizations remain to be examined.

Finally, we make a comment on the potential significance of applying renormalization group theory to this problem. It has previously been shown17 that when this theory is used, the effects of the secular terms, the \( D \theta \) terms in our case, that arise when perturbation techniques are used can be eliminated. In the present analysis \( \theta \) is limited to the finite range in Eq. (37), which is of primary interest in the FRT theory. Therefore the condition \( D \theta \ll 1 \) is in fact realized if \( D \) is typically \( \sim 10^{-3} \), making \( D \theta \) comparable with, e.g., the fine-structure constant. Under this condition, the results obtained by using the renormalization group asymptotically coincide with the present perturbative ones. However, if one would wish to extend the range of \( \theta \) arbitrarily large, then elimination of the secular terms by renormalization group theory would be of great benefit.
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