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Abstract — This paper studies a generalization of sparse superposition codes (SPARCs) for communication over the complex additive white Gaussian noise (AWGN) channel. In a SPARC, the codebook is defined in terms of a design matrix, and each codeword is generated by multiplying the design matrix with a sparse message vector. In the standard SPARC construction, information is encoded in the locations of the non-zero entries of the message vector. In this paper we generalize the construction and consider modulated SPARCs, where information is encoded in both the locations and the values of the non-zero entries of the message vector. We focus on the case where the non-zero entries take values from a phase-shift keying (PSK) constellation. We propose a computationally efficient approximate message passing (AMP) decoder, and obtain analytical bounds on the state evolution parameters which predict the error performance of the decoder. Using these bounds we show that PSK-modulated SPARCs are asymptotically capacity achieving for the complex AWGN channel, with either spatial coupling or power allocation. We also provide numerical simulation results to demonstrate the error performance at finite code lengths. These results show that introducing modulation to the SPARC design can significantly reduce decoding complexity without sacrificing error performance.
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I. INTRODUCTION

Sparse superposition codes (SPARCs), were introduced by Joseph and Barron [1], [2] for communication over the real-valued additive white Gaussian noise (AWGN) channel. For any fixed rate less than the channel capacity, these codes have been shown to have near-exponential decay of error probability with various efficient decoders [2]–[5]. In this paper we propose a variant of SPARCs, called modulated sparse regression codes, for communication over the complex AWGN channel.

In the complex AWGN channel, the output symbol $y$ is produced from (complex) input symbol $x$ according to $y = x + w$. The noise random variable $w$ is circularly-symmetric complex Gaussian with zero mean and variance $\sigma^2$, denoted by $\mathcal{CN}(0, \sigma^2)$. There is an average power constraint $P$ on the channel input: if a codeword $x = x_1, x_2, \ldots, x_n$ is transmitted over $n$ uses of the channel, then

$$\frac{1}{n} \sum_{i=1}^{n} |x_i|^2 \leq P + \varepsilon,$$  \hspace{1cm} (1)

for a suitably small tolerance $\varepsilon > 0$. Here $| \cdot |$ denotes the modulus of a complex number. The Shannon capacity of the channel is $C = \ln \left(1 + \frac{P}{\sigma^2}\right)$ nats.

A SPARC is defined via a design matrix $A$ of dimensions $n \times LM$, where $n$ is the code length and $L, M$ are integers such that $A$ has $L$ sections with $M$ columns each. The construction is depicted in Fig. 1. Codewords are generated as $A\beta$, with $\beta$ being an $LM \times 1$ message vector with exactly one non-zero entry in each of its $L$ sections. In the standard SPARC construction, the message is indexed by the locations of the non-zero entries in $\beta$, with their values fixed a priori. Since each section encodes $\log M$ bits (or $\ln M$ nats) and there are $L$ sections, the rate of the SPARC can be expressed as $R = \frac{L \ln M}{n}$ nats.

In a modulated SPARC, information is encoded in both the locations and the values of the non-zeros entries of the message vector $\beta$. In particular, we allow each non-zero entry of $\beta$ to take values in a $K$-ary constellation. Therefore, each section encodes $\log K + \log M$ bits (or $\ln(KM)$ nats). Since there are $L$ sections, the rate of the modulated SPARC can be expressed as

$$R = \frac{L \ln (KM)}{n} \text{ nats.} \hspace{1cm} (2)$$

A SPARC without modulation can be seen as having modulation factor $K = 1$. 
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Modulation introduces an extra degree of freedom in the design of SPARCs which can be used to reduce decoding complexity without sacrificing finite-length error performance (see Section [1]). Adding modulation to the SPARC design may also be useful in new multiuser settings such as ununsourced random access [6–9] and many-access channels [10–12].

Since we consider communication over the complex AWGN channel, the SPARC codeword $A\beta$ can be complex-valued. Accordingly, the design matrix $A$ is chosen to have independent zero-mean complex Gaussian entries. For a modulated complex SPARC, the non-zero entries of $\beta$ take values in a $K$-ary complex constellation. The power constraint $P$ on the channel input implies that the variances of the entries of $A$ and the non-zero values of $\beta$ should be chosen such that $\frac{1}{n}||A\beta||^2 \leq P + \varepsilon$ with high probability, for a suitably small $\varepsilon > 0$. For example, if the values of the non-zero entries of $\beta$ are all chosen to be 1 (the unmodulated case) and the entries of $A$ are chosen i.i.d. $\sim CN(0, P/L)$, then $\frac{1}{n}E[||A\beta||^2] = P$, and the power constraint is satisfied with high probability for large $n$. With optimal decoding, such a design has error probability decaying exponentially in the code length for rates $R < C$ [1]. However, different designs of the matrix $A$ are required for good error performance with computationally efficient decoders, such as designs that use power allocation [2–4] or spatial coupling [13–16].

Both power allocation and spatial coupling facilitate iterative decoding by ensuring that obtaining good estimates of some sections of the message vector makes other sections easier to decode. In particular, using Approximate Message Passing (AMP) decoding, both power allocated and spatially coupled unmodulated SPARCs have been proven to have vanishing error probability in the large system limit, for any $R < C$ [4, 16–18]. (Here “large system limit” refers to $(L, M, n)$ all tending to infinity such that $nR = L \ln M$.) Both power allocated and spatially coupled SPARCs can be studied under a single framework, as discussed in Section [11–B].

### A. Structure of the paper and main contributions

In Section [1] we introduce modulated SPARCs with $K$-ary phase shift keying (PSK) constellations and justify the choice of PSK. We describe how the design matrix can be constructed from a base matrix. Power allocation and spatial coupling can be implemented by appropriate choices of the base matrix.

In Section [III] we propose an AMP decoder for modulated complex SPARCs and describe its state evolution recursion. The state evolution recursion predicts the mean-squared error between the true message vector and its estimate in each iteration of AMP decoding. Since SPARCs have been previously analyzed only for real-valued channels (even in the unmodulated case), we briefly discuss the differences between unmodulated real and complex SPARCs, comparing their AMP decoders and state evolution recursions.

In Section [IV] we analyze the error performance of the AMP decoder for modulated complex SPARCs using state evolution. The main technical result (Proposition [IV]) gives upper and lower bounds on a key state evolution parameter which predicts the mean-squared error of the AMP estimate in each iteration. Using this bound, we show that in the large system limit, the state evolution recursion for complex SPARCs with $K$-ary PSK modulation is the same for any fixed value of $K$, including $K = 1$ (unmodulated). We use this result to prove that $K$-PSK modulated SPARCs with AMP decoding are capacity achieving for the complex AWGN channel, with either spatial coupling or an appropriately chosen power allocation (Theorems [1] and [2]). To show that $K$-PSK modulated SPARCs with a specified design are capacity achieving in the large system limit, two steps are required:

1) Prove that for any rate $R < C$, state evolution predicts vanishing probability of decoder error in the large system limit.

2) Prove that the error rate of the AMP decoder is accurately tracked by the state evolution parameters for sufficiently large code length.

In Section [V] we carry out Step 1. Step 2 was proved in [16] Theorems 1 and 2] for the case of unmodulated real-valued SPARCs (including spatially coupled and power allocated ones), where it was shown that the normalized mean-squared error of the AMP decoder concentrates on the state evolution prediction. Step 2 for modulated complex-valued SPARCs can be proved along the same lines. We do not detail the proof in this paper as it is a straightforward extension of the analysis in [16]: the proof uses the same induction argument and sequence of steps as [16], with modifications to account for $A$ and $\beta$ being complex valued. The key conceptual difference between PSK-modulated complex SPARCs and unmodulated real-valued SPARCs is in the state evolution and its analysis, which is discussed in Sections [III] and [IV].

In Section [V] we evaluate the finite length error performance of modulated complex SPARCs with AMP decoding via numerical simulations, and compare their performance with coded modulation schemes using LDPC codes from the DVB-S2 standard [19]. With a DFT-based implementation, the per-iteration complexity of the AMP decoder is $O(LM(K + \log(LM)))$. For $K \ll \log(LM)$, our numerical results demonstrate that modulation allows one to significantly reduce the decoder complexity without sacrificing error performance.

SPARCs for the real AWGN channel with binary PSK (BPSK) modulation ($K = 2$) and power allocation were discussed in Greig’s PhD thesis [20, Chapter 5]. That work motivated the current study of PSK-modulated SPARCs for the complex AWGN channel. Power allocated and spatially coupled designs are treated in a unified way using the framework of base matrices which we describe in Section [II].

**Related work:** Compressed coding is a technique recently proposed in [21, 22] for efficient communication over AWGN channels. Here a coded modulation scheme (e.g., a binary code + BPSK) is first used to produce a code sequence $c$, which is then used to generate the channel input sequence $x = Ac$ via a Gaussian matrix $A$. An AMP algorithm is used to recover the code sequence $c$ from the noisy channel output $y = Ac + w$. It is shown in [22] that the rate of this scheme

---

1The result in [1] was proved for a real-valued SPARC over a real AWGN channel, but the result can be extended to the complex case by similar arguments.
can asymptotically approach the channel capacity provided a certain curve matching condition is satisfied.

Though the decoders for compressed coding and SPARC are both based on estimating a vector from a noisy linear observation, the SPARC decoder is tailored to the sparse, section-wise structure of the message vector $\beta$. Moreover, the SPARC construction does not use an outer code. In compressed coding the coded sequence $c$ is not sparse as each of its entries is drawn from a constellation. Consequently, the underlying code design and the analysis of the compressed coding scheme (based on curve matching principles) is very different from that of both unmodulated and modulated SPARCs.

**B. Notation**

We use $\log$ and $\ln$ to denote the base 2 logarithm and natural logarithm, respectively. The real-valued Gaussian distribution with mean $\mu$ and variance $\sigma^2$ is denoted by $\mathcal{N}(\mu, \sigma^2)$. The indicator function of an event $A$ is denoted by $\mathbb{1}\{A\}$. For a positive integer $m$, we use $[m]$ to denote the set $\{1, \ldots, m\}$. Throughout the paper, we use bold lower case letters or Greek symbols for vectors, and bold upper case for matrices. We use plain font for scalars, and subscripts denote entries of a vector or matrix. For example, $x$ denotes a vector, with $x_i$ being the $i^{th}$ element of $x$. Similarly, $X$ is a matrix, and its $(i,j)^{th}$ entry is denoted by $X_{ij}$. The real and imaginary parts of a complex number $x$ are denoted by $\Re(x)$ and $\Im(x)$ whilst its complex conjugate is denoted by $\bar{x}$. The conjugate transpose of a matrix $X$ is denoted by $X^*$. The squared $\ell^2$-norm of a complex vector $x$ is denoted by $||x||^2 := \sum_i |x_i|^2$.

**II. Modulated SPARCs**

As described in Section I and illustrated in Fig. 1, a SPARC is defined by a design matrix $A$ of dimension $n \times LM$ with independent Gaussian entries. The codeword is $x = A\beta$, where the message vector $\beta$ has exactly one non-zero entry in each of its $L$ sections.

**A. Modulation**

In a modulated SPARC, the value of the non-zero entry in each section of $\beta$ is chosen from a $K$-ary constellation, and the information is encoded in both the location and the value of the non-zero entry. Since each section has $M$ entries and there are $K$ possible values for the non-zero entry, each section encodes $\log K + \log M$ bits.

In this paper, we consider the phase shift keying (PSK) constellation, where the $K$ constellation symbols are equally spaced on the unit circle of the complex plane. The constellation symbols are denoted by $\{c_k\}_{k=1,\ldots,K}$, where $c_k = e^{j2\pi k/K}$ and $j := \sqrt{-1}$. (Fig. 2 illustrates the labeling of the constellation points.) PSK is chosen rather than other modulation techniques such as quadrature amplitude modulation (QAM) because PSK has constellation symbols of equal magnitude. Unequal symbol magnitudes will counteract the effect of power allocation and spatial coupling, and simulations show that errors are much more likely to occur in the sections where symbols of smaller magnitude are chosen.

**B. Power allocation and spatial coupling**

The main idea behind both power allocation and spatial coupling is to change the variances of the (independent Gaussian) entries of $A$ so that certain parts of the message vector are easier to decode than others. Power allocation varies the variance across the sections (columns) of $A$, while spatial coupling varies the variance across both rows and columns such that $A$ has a band diagonal structure. Both techniques can be described in terms of base matrices, as described below.

The design matrix $A \in \mathbb{C}^{n \times LM}$ is divided into $R$-by-$C$ equally size blocks. The entries within each block are i.i.d. complex Gaussian with zero mean and variance specified by the corresponding entry of a base matrix $W \in \mathbb{R}^{R \times C}$. The $n \times LM$ design matrix $A$ is constructed by replacing each

\[ A_{ij} \sim \mathcal{CN}(0, W_{r(i)c(j)}/L). \]

Note that when $K = 2$, the PSK constellation symbols are $+1$ and $-1$, which can be used to modulate real-valued SPARCs. For $K > 2$, the information bits can be mapped to constellation symbols via Gray coding to minimise the bit error in decoding.
The coupling width \( R \) is denoted by \( \frac{\Lambda}{n} \), \( \omega \) is the design matrix \( \mathbf{A} \) has independent complex Gaussian entries

\[
A_{ij} \sim \mathcal{CN} \left( 0, \frac{1}{L} W_{(i)\sigma(j)} \right), \quad \text{for } i \in [n], \ j \in [LM].
\]  

(3)

The operators \( r:(n) \rightarrow [n] \) and \( c:(ML) \rightarrow [C] \) in (3) map a particular row or column index to its corresponding row block or column block index. We require \( \mathbf{C} \) to divide \( L \), resulting in \( \frac{LM}{C} \) sections per column block.

The non-zero entries of message vector \( \beta \) all have magnitude equal to 1 due to PSK modulation. In order to satisfy the power constraint (1), the entries of the base matrix \( \mathbf{W} \) must satisfy

\[
\mathcal{P} \sum_{r=1}^{R} \sum_{c=1}^{C} W_{rc} = P.
\]  

(4)

This ensures that for each message vector \( \beta \), we have \( \frac{1}{n} \mathbb{E}[||A\beta||^2]^2 = P \).

The trivial base matrix with \( \mathbf{R} = \mathbf{C} = 1 \) corresponds to a design matrix with entries drawn i.i.d. from \( \mathcal{CN}(0, P/L) \). A single-row base matrix with \( \mathbf{R} = 1 \) and \( \mathbf{C} = L \) corresponds to a design matrix with power allocation. For example, the exponential power allocation used in \([2, 4]\) has \( W_{rc} \propto e^{-c/\ell} \) for \( \ell \in [L] \). In this paper we will consider two kinds of base matrices: i) the one corresponding to an exponentially decaying power allocation, and ii) a class of base matrices called \((\omega, \Lambda, \rho) \) base matrices \([16, 23]\). Other spatial coupling designs for SPARCs can be found in \([14]\).

**Definition 2.1:** An \((\omega, \Lambda, \rho) \) base matrix \( \mathbf{W} \) for spatially coupled SPARCs is described by three parameters: coupling width \( \omega \geq 1 \), coupling length \( \Lambda \geq 2\omega - 1 \), and \( \rho \in \{0, 1\} \) which specifies the fraction of power allocated to the uncoupled entries in each column. The matrix has \( \mathbf{R} = \Lambda + \omega - 1 \) rows, \( \mathbf{C} = \Lambda \) columns, with each column having \( \omega \) identical non-zero entries. For an average power constraint \( P \), the \((r, c)\)th entry of the base matrix, for \( r \in [R], \ c \in [C] \), is given by

\[
W_{rc} = \begin{cases} 
(1 - \rho)P \cdot \frac{\lambda + \omega - 1}{\omega} & \text{if } \frac{r}{\rho} \leq c + \omega - 1, \\
\rho P \cdot \frac{\lambda + \omega - 1}{\omega - 1} & \text{otherwise},
\end{cases}
\]  

(5)

For example, the base matrix in Fig. 3 has parameters \( \omega = 3, \Lambda = 7, \rho = 0 \). For our simulations in Section VII we use \( \rho = 0 \), whereas for Theorem 1 we choose \( \rho \) to be a small positive value proportional to the rate gap from capacity. When \( \rho = 0 \), base matrix \( \mathbf{W} \) has non-zero entries only in the band-diagonal region. Each non-zero \( \frac{\Lambda}{\omega} \times \frac{LM}{\omega} \) block of the design matrix \( \mathbf{A} \) is viewed as a standard (non spatially coupled) design matrix with \( \frac{R}{\omega} \) sections, code length \( \frac{\omega}{R} \), and rate \( R_{\text{inner}} = \frac{L}{n} \frac{\Lambda R}{L} \). Using (5), the overall rate of the spatially coupled SPARC is related to \( R_{\text{inner}} \) according to

\[
R = \frac{C}{n} R_{\text{inner}} = \frac{\Lambda}{\omega + 1} R_{\text{inner}}.
\]  

(6)

The coupling width \( \omega \) is an integer greater than 1, and the difference \( R_{\text{inner}} - R = \frac{\omega - 1}{\Lambda} R \) is often referred to as a rate loss. The rate loss becomes negligible when \( \Lambda \) is much larger than \( \omega \).

We mention that the idea of constructing a power allocated or spatially coupled design matrix from a base matrix is inspired by the construction of a irregular or spatially coupled low-density parity-check (LDPC) code from a protograph \([24, 27]\).

In the remainder of the paper, we use subscripts in sans-serif font (\( \tau \) or \( c \)) to denote row or column block indices. For example, \( \beta_c \in \mathbb{C}^{LM} \) denotes the \( c \)-th column block of \( \beta \in \mathbb{C}^{LM} \) for \( c \in [C] \), and \( y_r \in \mathbb{C}^R \) denotes the \( r \)-th row block of \( y \in \mathbb{C}^n \) for \( r \in [R] \).

### III. AMP DECODING AND STATE EVOLUTION

The decoder aims to recover the message vector \( \beta \) from the channel output sequence \( y \in \mathbb{C}^n \), given by

\[
y = \mathbf{A}\beta + \mathbf{w},
\]  

(7)

where \( w_1, \ldots, w_n \sim \mathcal{CN}(0, \sigma^2) \). The design matrix \( \mathbf{A} \) and base matrix \( \mathbf{W} \) are available to the decoder.

#### A. AMP decoder

We propose a decoding algorithm based on approximate message passing (AMP), a technique that has previously been used for decoding real-valued SPARCs without modulation \([4, 14, 16, 18]\). AMP refers to a class of iterative algorithms that are approximations of loopy belief propagation for certain high-dimensional estimation problems where the underlying factor graph is dense, e.g., estimation in random linear models \([28, 29]\), generalized linear models \([31]\), and low-rank matrix estimation \([32, 33]\). Complex-valued versions of AMP have been proposed for the linear model in \([7]\) where the matrix \( \mathbf{A} \), as well as \( \beta, \mathbf{w} \) can be complex \([34, 36]\). However, the complex AMP cannot be directly used to decode SPARCs because it does not incorporate spatial coupling and is based on an i.i.d. prior for \( \beta \); in a SPARC the message vector \( \beta \) is only section-wise i.i.d. Hence, we start from the generalized approximate message passing algorithm (GAMP) \([31, \text{Alg. 1}]\) and derive the following AMP decoder for complex SPARCs with PSK modulation.

Given the channel output sequence \( y \), the AMP decoder generates successive estimates of the message vector, denoted by \( \beta^t \in \mathbb{C}^{LM} \), for \( t = 0, 1, \ldots \). It initialises \( \beta^0 \) to the all-zero vector, and for \( t \geq 0 \), iteratively computes

\[
z^t = y - \Lambda \beta^t + \bar{\nu}^t \odot z^{t-1},
\]

\[
\beta^{t+1} = \eta(t) (\tilde{Q}^t \odot \mathbf{A}) z^t, \quad \tilde{\tau}^t.
\]  

(8)

Here \( \odot \) denotes the Hadamard (entry-wise) product, the conjugate transpose of \( \mathbf{A} \) is denoted by \( \mathbf{A}^* \), and quantities with negative time indices are set to zero. The vectors \( \bar{\nu}^t \in \mathbb{R}^n \), \( \tilde{\tau}^t \in \mathbb{R}^{LM} \) and the matrix \( \tilde{Q}^t \in \mathbb{R}^{n \times LM} \) are deterministic quantities defined in terms of state evolution parameters (given in the next subsection, Section III-B). The function \( \eta(t) = (\eta_1, \ldots, \eta_{LM}) : \mathbb{C}^{LM} \times \mathbb{R}^{LM} \rightarrow \mathbb{C}^{LM} \) is defined as follows. For index \( j \) in section \( \ell \in [L] \), denoted by \( j \in \sec(\ell) := \{(\ell - 1)M + 1, \ldots, \ell M\} \),

\[
\eta_j(s, \tilde{\tau}) = \sum_{k=1}^{K} c_k \cdot e^{(R(s + \tau_{k})) / \tau_j} / \sum_{j' \in \sec(\ell)} \sum_{k'=1}^{K} e^{(R(s + \tau_{k'})) / \tau_{j'}}.
\]  

(9)
where \[ \Re(z) \] and \( \Im(z) \) denote the real part and complex conjugate of a complex number \( z \), respectively, and \( \{ c_k = e^{2\pi i k/K}\}_{k \in [K]} \) is the set of PSK symbols. Notice that \( \eta_j(s, \tau) \) depends on all the entries of \( s \) and \( \tau \) in the section containing \( j \).

When the change in \( \beta \) across successive iterations falls below a pre-specified tolerance, or the decoder reaches the maximum number of iterations allowed, the decoder terminates. Let \( T \) denote the final AMP iteration (in which \( z^{T-1} \) and \( \beta^T \) are computed). After iteration \( T \), the decoder produces a hard-decision estimate of the message vector, denoted by \( \hat{\beta}^T \), as follows. Using \( s^{T-1} = \beta^{T-1} + (Q^{T-1} \odot A)^* z^{T-1} \), the \( \ell \)-th section of \( \hat{\beta}^T \) is computed as

\[
\hat{\beta}_{\sec(\ell)} = \arg \max_{b \in B_{\sec(\ell)}} \Re\left[ (s_{\sec(\ell)}^{T-1})^* b \right], \quad \text{for } \ell \in [L], \tag{10}
\]

where \( B_{\sec(\ell)} \) denotes the set of all possible length \( M \) vectors with a single non-zero entry whose value belongs to the PSK constellation \( \{ c_k \}_{k \in [K]} \).

**Interpretation of the AMP decoder:** Consider the function \( \eta_j(\cdot, \tau_j) \) in (9), which produces the updated message vector estimate \( \beta_j^T \). The first input to this function, denoted by \( s^t \), can be viewed as a noisy version of the true message vector \( \beta \). In particular, \( s^t \) is approximately distributed as \( \beta + \sqrt{\tau} \odot u \), with \( u = u_1, \ldots, u_{LM} \) **i.i.d.** \( \mathcal{C}_N(0, 2) \) independent of \( \beta \). Under the above distributional assumption, the function \( \eta_j \) in (9) is the minimum mean squared error (MMSE) estimator of \( \beta_j \). That is, for \( j \in [LM] \),

\[
\eta_j(s, \tau) = \mathbb{E} \left[ \beta_j \mid s = \beta + \sqrt{\tau} \odot u \right], \tag{11}
\]

where the expectation is calculated over \( \beta \) and \( u \), with the location and value of the non-zero entry in each section of \( \beta \) being uniformly distributed among the possible choices. Under the same distributional assumption, the final hard-decision step of the algorithm (10) is the maximum a posteriori (MAP) estimator for \( \beta_{\sec(\ell)} \), i.e.,

\[
\hat{\beta}_{\sec(\ell)} = \arg \max_{b} \mathbb{P}(b \mid s^{T-1} = b + \sqrt{\tau^{T-1}} \odot u), \tag{12}
\]

where the arg max is over the set of all valid message vectors, i.e., over all \( b \in \mathbb{C}^{LM} \) that have exactly one \( K \)-PSK entry in each of the \( L \) sections.

The vector \( z^t \) in (9) consists of a residual term \( y - A\beta^t \) and an ‘Onsager’ term \( \tilde{\delta}^t \odot z^{t-1} \) which arises naturally in the derivation of the AMP algorithm. The Onsager term is crucial for the distributional property of \( s^t \) mentioned above, and also ensures the entries of \( z^t \) are approximately Gaussian and independent. For intuition about the role of the Onsager term, see [30, Sec. I-C] and [37, Sec. VI] for related material.

**B. State evolution**

Under the distributional property described above, the normalized mean square error (NMSE) between the true message vector and its AMP estimate at each iteration can be predicted using a deterministic recursion called state evolution. For a modulated complex SPARC defined by base matrix \( W \in \mathbb{R}^{R \times C} \), and a complex AWGN channel with noise variance \( \sigma^2 \), state evolution (SE) iteratively defines vectors \( \gamma_i, \phi_i \in \mathbb{R}^R \) and \( \psi_i, \sigma_i^2 \in \mathbb{R}^C \) as follows. Initialize \( \psi_0^c = 1 \) for \( c \in [C] \), and for \( t = 0, 1, \ldots \), compute

\[
\gamma_t^c = \frac{1}{C} \sum_{r=1}^{C} W_{rc} \psi_{t-1}^r, \quad \phi_t^c = \sigma^2 + \gamma_t^c, \quad \text{for } r \in [R], \tag{13}
\]

\[
\sigma_t^c = \frac{R_t/2}{\ln(KM)} \left[ \frac{1}{R} \sum_{t=1}^{R} W_{tc}^{-1} \right], \quad \psi_t^{c+1} = 1 - \mathcal{E}(\tau_t^c), \tag{14}
\]

where \( \mathcal{E}(\tau) \) is defined as follows for \( \tau > 0 \):

\[
\mathcal{E}(\tau) = \mathbb{E} \left[ \sum_{k=1}^{K} \Re[c_k] \cdot e^{\frac{i}{\tau} R[1, \sqrt{\tau}]} \right], \quad \text{with } U_1, \ldots, U_M \text{ i.i.d. } \mathcal{C}_N(0,2).
\]

As illustrated in Fig. 4 the state evolution parameters \( \{ \psi_c^t \}_{c \in [C]} \) closely track the NMSE of each block of the message vector, i.e., \( \psi^t_c \approx \frac{\| D_k^t - D_k \|^2}{L_C} \) for \( c \in [C] \). Similarly, the parameters \( \{ \phi_t^r \}_{r \in [R]} \) closely track the block-wise variance of the modified residual vector \( z^t \), i.e., \( \phi_t^r \approx \frac{\| U_t^r \|^2}{N_t^r} \) for \( r \in [R] \).

For \( t \geq 0 \), the vectors \( \tilde{\delta}^t \in \mathbb{R}^n \) and \( \tau^t \in \mathbb{R}^{LM} \) in the AMP decoder (8) both have a block-wise structure (as indicated by the tilde), with their entries defined as follows. For \( i \in [n] \) and \( j \in [LM] \),

\[
\tilde{\delta}_i^t = \frac{\gamma_{t-1}^i}{\phi_{t-1}^i}, \quad \tau_{j}^t = \sigma_{c(j)}^t, \tag{16}
\]

where we recall that \( t(i) \) and \( c(j) \) denote the row and column block index of the \( i \)-th row entry and \( j \)-th column entry, respectively. The vector \( \tilde{\delta}^t \) is defined to be all-zeros. Similarly,
the matrix $\hat{Q}^t \in \mathbb{R}^{n \times LM}$ in (8) has a block-wise structure, with entries defined as follows. For $i \in [n]$ and $j \in [LM]$,

$$\hat{Q}^t_{ij} = \frac{\tau^t_{e(i)}}{\phi^t_{e(i)}}.$$  

(17)

**Online estimation of SE parameters:** In the AMP decoder (8), instead of computing the SE parameters (13)–(17) offline they can be estimated online (at runtime) using intermediate outputs from the AMP. In particular, the SE parameters $\\{\gamma^t_r\}_{r \in [R]}$, $\\{\phi^t_r\}_{r \in [R]}$, and $\{\tau^t_c\}_{c \in [C]}$, which are needed to compute $\tilde{v}$, $\tilde{\tau}$ and $\hat{Q}$, can be estimated online as follows. For $r \in [R]$ and $c \in [C]$,

$$\gamma^t_r = \frac{1}{C} \sum_{c=1}^{C} W_c \left( 1 - \frac{\|\hat{z}_c^t\|^2}{L/C} \right),$$  

(18)

$$\phi^t_r = \begin{cases} \sigma^2 + \gamma^t_r & \text{if the decoder knows } \sigma^2, \\ \frac{\|\hat{z}_c^t\|^2}{n/R} & \text{otherwise}, \end{cases}$$  

(19)

$$\tau^t_c = \frac{R/2}{\ln(KM)} \left[ \frac{1}{R} \sum_{r=1}^{R} W_c \phi^t_r \right]^{-1}.$$  

(20)

These online estimates are used for the numerical simulations in Section IV. The justification for these estimates comes from (16) Lemma 7.6, which shows that in the case of unmodulated real-valued SPARCs, the estimates (18)–(20) concentrate on their respective state evolution parameters. The arguments of (16) Lemma 7.6 can be extended to show similar concentration of the online estimates for modulated complex SPARCs, but we do not pursue this in the current paper.

**C. Comparison of AMP for real-valued and complex-valued (unmodulated) SPARCs**

The AMP decoder for complex SPARCs in (8)–(9) simplifies to the AMP decoder for unmodulated real-valued SPARCs in (16) if $K = 1$ and a real-valued design matrix $A$ is used. Moreover, the state evolution for complex SPARCs in (13)–(15) simplifies to the state evolution for unmodulated real-valued SPARCs in (16) if $K = 1$, except that in the definition of $\tau^t_c$ in (14), the “$R/2$” term is replaced with “$R$” for a rate $R$ unmodulated real-valued AMP $\hat{P}^t$.

This implies that the predicted NMSE of the AMP decoder for a rate $R$ unmodulated real-valued SPARC is the same as that for a rate $R/2$ unmodulated real-valued SPARC. This matches our intuition since a transmission rate $R$ over a complex AWGN channel with signal-to-ratio $P/\sigma^2$ corresponds to a rate of $R/2$ over each of two independent (real) AWGN channels with signal-to-noise ratio $P/\sigma^2$.

One can also define $\tau^t_c$ in (14) using “$R/2$” instead of “$R/2$” for complex SPARCs and change the definitions of function $\eta$ in (9) and function $E(\tau)$ in (15) accordingly. With this alternative definition of $\tau^t_c$, the interpretation of the arguments to the function $\eta$ in (10) would be slightly different: the first argument $u$ would be approximately distributed as $\beta + \hat{\tau} \circ \nu$, with $\nu = u_1, \ldots, u_{LM} \overset{i.i.d.}{\sim} \mathcal{CN}(0, 1)$ (instead of $\overset{i.i.d.}{\sim} \mathcal{CN}(0, 2)$). The definition of $\tau^t_c$ in (14) using “$R/2$” makes the comparison of the AMP and SE equations between complex and real-valued SPARCs straightforward.

**IV. ERROR PERFORMANCE ANALYSIS**

A natural error criterion for a hard decision SPARC decoder is the section error rate (SER), which is the fraction of sections decoded in error. Denoting the final hard decision estimate of the message vector by $\hat{\beta}^T$, the section error rate is defined as

$$\text{SER} := \frac{1}{L} \sum_{\ell=1}^{L} \mathbb{1}\{\beta^T_{\ell} \neq \hat{\beta}^T_{\ell}\}.$$  

(21)

(For the AMP decoder, the hard decision estimate $\hat{\beta}^T$ is given in (10).) In a modulated SPARC, a section is decoded in error when either the location or value of the single non-zero entry is estimated incorrectly. Recall that each section corresponds to $K + \log M$ bits of information.

We can also measure decoding performance via the bit error rate (BER). Recall that $\log M$ bits determine the location of the non-zero entry in a section of the message vector $\beta$, and $\log K$ bits determine its value. If the location of the non-zero entry is estimated incorrectly, on average half of the $\log M$ bits will be decoded wrongly due to the uniform mapping of bits to location. If the value is estimated incorrectly, on average less than half of the $\log K$ bits will be decoded wrongly because Gray coding is used to map bits to constellation symbols.

A third performance measure is the frame error rate (FER), which is based on whether the entire SPARC codeword is decoded correctly. Since an error in decoding any of the sections leads to a codeword error, the FER is at least as large as the SER. In particular, we have $\text{FER} \geq \text{SER} \geq \text{BER}$.

In this section, we first show that the SER of the AMP decoder is upper bounded by a constant times its normalized mean squared error (NMSE). This result (Lemma 4.1) implies that an upper bound on the SER can be obtained from an upper bound on the state evolution parameters $\{\psi^t_c\}_{c \in [C]}$ (which predict the block-wise NMSE). Our main technical result (Proposition 4.1) provides such an upper bound on $\{\psi^t_c\}_{c \in [C]}$.

Using this bound, we show that in the large system limit, the state evolution recursion for complex SPARCs with $K$-ary PSK modulation (Corollary 4.1) is the same for any fixed value of $K$, including $K = 1$ (unmodulated). Therefore, the same arguments that prove that unmodulated SPARCs are capacity achieving with AMP decoding also imply that $K$-ary PSK modulated SPARCs are capacity achieving with AMP decoding, for any fixed $K$ (Theorems 1 and 2).

**Lemma 4.1 (Bounding SER in terms of NMSE):** Consider a complex SPARC with $K$-ary PSK modulation, with $K$ being a power of 2. Let the AMP decoder be run for $T$ iterations, with $\beta^T$ being the final “soft-decision” estimate produced according to (8), and $\tilde{\beta}^T$ the final hard-decision estimate produced according to (10). Let the section error rate (SER) corresponding to $\beta^T$ be defined as in (21). Then the SER can be bounded in terms of the normalised mean squared error $\frac{1}{L} \|\beta^T - \beta\|^2$ as follows:

$$\text{SER} \leq \begin{cases} 4 \cdot \frac{\|\beta^T - \beta\|^2}{L}, & \text{if } K = 1, 2, 4, \\ \sin^{-1} \left( \frac{\pi}{K} \right) \cdot \frac{\|\beta^T - \beta\|^2}{L}, & \text{if } K \geq 8. \end{cases}$$  

(22)

The proof is given in Appendix A.
Since the NMSE $\frac{1}{2} \| \beta^t - \beta \|^2$ is predicted by the state evolution quantity $\frac{1}{c} \sum c \psi_c^t$, Lemma 4.1 implies that an upper bound on the parameters $\{ \psi_c^t \}_{c \in [C]}$ would give an upper bound on the SER after iteration $t$. The following proposition gives such an upper bound for the state evolution predicted NMSE.

**Proposition 4.1 (Bounding the state evolution predicted NMSE):** Consider any base matrix $W$ that satisfies $\xi_1 \leq \frac{1}{R} \sum_r W_{rc} \leq \xi_2$ and $\xi_1 \leq \frac{1}{c} \sum c \psi_c^t$ for some universal positive constants $\xi_1, \xi_2$, for all $r \in [R], c \in [C]$. Let

$$\nu^t_c := \frac{1}{\pi^2 \cdot \ln(KM)} = \frac{2}{\frac{1}{\sqrt{R\cdot \sum_r W_{rc}}} \cdot \frac{\xi_1}{\sigma^2 + 2\xi_2}}$$

Then,

$$\frac{2}{\xi_1} \cdot \frac{\xi_1}{\sigma^2 + 2\xi_2} \leq \nu^t_c \leq \frac{2}{\xi_2} \cdot \frac{\xi_2}{\sigma^2},$$

and for sufficiently large $M$ and any $\delta \in (0, \frac{1}{2})$, $\delta \in (0, 1)$, we have the following bounds on $\psi_c^{t+1}$ for $c \in [C]$:

(a) $\psi_c^{t+1} \leq f_{K,M} \cdot \{ \nu^t_c > 2 + \delta \} + (1 + h_{K,M}) \cdot \{ \nu^t_c \leq 2 + \delta \}$,

(b) $\psi_c^{t+1} \geq (1 - M^{-\alpha_K \delta^2}) \cdot \{ \nu^t_c < 2 - \delta \}.$

The non-negative scalars $f_{K,M}$ and $h_{K,M}$ satisfy

$$f_{K,M} \leq \frac{(KM)^{-\alpha_K \delta^2}}{\sqrt{\ln(KM)}}, \quad h_{K,M} \leq \frac{(KM)^{-\alpha_K \nu^t_c}}{\sqrt{\nu^t_c \ln(KM)}}.$$  

where the positive constants $\alpha_K, \alpha_K$, and $\alpha_K$ depend only on $K$ and the bounds on $\nu^t_c$ in (24) hold. Exact expressions for $f_{K,M}, h_{K,M}$ are given in Remark 4.2 below.

**Remark 4.1:** The variable $\nu^t_c$ can be regarded as a measure of the “signal-to-noise ratio” of column block $c$ after iteration $t$. When $\nu^t_c$ exceeds $2 + \delta$, the predicted NMSE of column block $c$ after iteration $t + 1$, denoted by $\psi_c^{t+1}$, is bounded above by $f_{K,M}$, which can be made arbitrarily small as $M \to \infty$ (Remark 4.3). On the other hand, if $\nu^t_c$ is less than $2 - \delta$, then $\psi_c^{t+1}$ is bounded above by $1 + h_{K,M}$ and bounded below by $1 - M^{-\alpha_K \delta^2}$, both of which tend to 1 as $M \to \infty$.

**Remark 4.2:** The expressions for the scalars $f_{K,M}, h_{K,M}$ when $K$ is a power of 2, are as follows. For $K = 1, 2, 4$,

$$f_{K,M}, h_{K,M} = \begin{cases} \frac{M^{-\alpha_K \delta^2}}{\sqrt{\ln(M)}}, & \text{if } K = 1 \\ \frac{(2M)^{-\alpha_K \delta^2}}{\sqrt{\ln(2M)}}, & \text{if } K = 2 \\ \frac{(4M)^{-\alpha_K \delta^2}}{\sqrt{\ln(4M)}}, & \text{if } K = 4, \end{cases}$$

and for $K \geq 8$,

$$f_{K,M} = \frac{(1 + \cot(\frac{\pi}{K}))KM}{\delta \sqrt{\ln(KM)}} \frac{\nu^t_c}{(\nu^t_c + 1)^2}$$

$$h_{K,M} = \frac{2(1 + \cot(\frac{\pi}{K}))KM}{\sqrt{2\pi \nu^t_c \ln(KM)}} \frac{\nu^t_c}{(\nu^t_c + 1)^2}.$$
ranges of \( U^R_1 \) and \( U^I_1 \), the (independent) real and imaginary parts of \( U_1 \).

\[
\mathcal{E}(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(u^R) p(u^I) \mathcal{E}_{U^R_2,...,U^I_M} \, du^R \, du^I
+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(u^R) p(u^I) \mathcal{E}_{U^R_2,...,U^I_M} \, du^R \, du^I
+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(u^R) p(u^I) \mathcal{E}_{U^R_2,...,U^I_M} \, du^R \, du^I
+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(u^R) p(u^I) \mathcal{E}_{U^R_2,...,U^I_M} \, du^R \, du^I
= I_1 + I_2 + I_3 + I_4, \tag{35}
\]

where \( \mathcal{E} \) is an arbitrary parameter which splits the range of the integration.

We argue that for a suitably chosen value of \( \mathcal{E} \) (which depends on \( K, M \) but not on \( t^c_C \)), the \( \mathcal{E}_{U^R_2,...,U^I_M} \) term is non-negative for \( U^R_1 \geq \mathcal{E} \) and \( U^I_1 \geq \mathcal{E} \), and hence \( I_1 \geq 0 \). For the terms \( I_2 \) to \( I_4 \), we first show that \( \mathcal{E}_{U^R_2,...,U^I_M} \geq -1 \), and then use tail bounds for standard Gaussians to obtain \( I_2 + I_3 + I_4 \geq -h_{K,M} \). Thus we obtain the lower bound \( \mathcal{E}(\tau_0^c) \geq -h_{K,M} \) for all \( t^c_C > 0 \).

For \( t^c_C > 2 \), we again split the integral into the ranges in (35), but choose \( \mathcal{E} \) to depend on \( t^c_C \) as well as \( K, M \). We again use \( \mathcal{E}_{U^R_2,...,U^I_M} \geq -1 \) and tail bounds for standard Gaussians to obtain a lower bound of the form \( I_2 + I_3 + I_4 \geq -B_1 \cdot f_{K,M} \) for sufficiently large \( M \) and positive constant \( B_1 \). We then obtain a lower bound for \( \mathcal{E}(\tau_0^c) \) which takes the form \( I_1 \geq 1 - B_2 \cdot f_{K,M} \) for sufficiently large \( M \) and positive constant \( B_2 \). Combining the results, we obtain the lower bound on \( \mathcal{E}(\tau_0^c) \) for \( t^c_C > 2 \) case. We therefore have both the lower bounds in (32).

Proposition 4.1 immediately yields the following asymptotic characterization of the state evolution recursion for \( M \to \infty \).

Corollary 4.1 (Asymptotic state evolution): For any base matrix \( W \) satisfying the conditions in Proposition 4.1, the state evolution recursion in (13)–(15) simplifies to the following as \( M \to \infty \), for any fixed \( K \geq 1 \). Initialize \( \psi_C^0 = 1 \) for \( c \in [C] \), and for \( t = 0, 1, \ldots \), compute

\[
\tilde{\phi}_t^c = \sigma^2 + \frac{1}{C} \sum_{c=1}^{C} W_{cc} \tilde{\phi}_t^c, \quad r \in [R], \tag{36}
\]

\[
\psi_{c}^{t+1} = 1 - \left\{ \frac{1}{R} \sum_{r=1}^{R} \frac{W_{cc} \tilde{\phi}_t^r}{\tilde{\phi}_t^r} > \frac{R}{C} \right\}, \quad c \in [C], \tag{37}
\]

where \( \tilde{\phi}, \psi \) indicate asymptotic values.

Remark 4.4: Though the state evolution parameters in (13)–(15) depend on the modulation factor \( K \), the asymptotic values of these parameters in (36)–(37) do not. Therefore, as \( M \to \infty \), the predicted per-iteration NMSE of the AMP decoder for complex SPARCs with \( K \)-ary PSK modulation is the same for any finite \( K \), including \( K = 1 \) (unmodulated).

Remark 4.5 (Complex vs. real asymptotic SE): The only difference between the asymptotic state evolution in (36)–(37) for modulated complex SPARCs and that for unmodulated real-valued SPARCs [23] Lemma 1] is that \( R \) within the indicator function in (37) is replaced by \( 2R \) in [23]. This matches our intuition since a rate of \( R \) nats over a complex AWGN channel corresponds to a rate of \( R/2 \) nats per dimension (cf. Sec. III-C).

A. PSK-modulated SPARCs are asymptotically capacity achieving

The asymptotic state evolution equations in (36)–(37) have been analyzed for two choices of base matrix \( W \): for a suitable \((\omega, \Lambda, \rho)\) base matrix in [16, 25], and for the base matrix corresponding to an exponentially decaying power allocation in [4]. These results show that in both cases, for any fixed \( R < C \) we have \( \psi_C^T = 0 \) for \( c \in [C] \), where the number of iterations \( T \) is a finite value depending on the rate gap from capacity. That is, the state evolution equations predict reliable decoding in the large system limit for \( R < C \).

From Corollary 4.1, we know that the asymptotic equations (36)–(37) hold for K-PSK modulated complex SPARCs, for any \( K \geq 1 \) (Remarks 4.4 and 4.5). We can therefore directly use the asymptotic state evolution results in [4] and [16] to argue that K-PSK modulated SPARCs are asymptotically capacity achieving for any finite \( K \), with the base matrices used in [4] and [16]. Theorem 1 gives this result for modulation applied to spatially coupled SPARCs defined via an \((\omega, \Lambda, \rho)\) base matrix. Theorem 2 gives a similar result for SPARCs with exponentially decaying power allocation. We require some definitions to state the theorems.

For an \((\omega, \Lambda, \rho)\) base matrix, let \( d = 1 + \frac{\omega}{\Lambda - 1} \), and

\[
R^* = \frac{1}{d} \ln(1 + d \cdot \text{snr}), \tag{38}
\]

where \( \text{snr} = \frac{\rho}{\sigma^2} \). We will consider rates \( R < R^* \) (in nats), noting that \( C > R^* > \frac{C}{\rho} \), where

\[
C = \ln(1 + \text{snr}). \tag{39}
\]

Observe that \( d \to 1 \) as \( \frac{\Lambda}{\omega} \to 0 \), and hence \( R^* \) can be made arbitrarily close to \( C \) for any fixed \( \omega \) by choosing \( \Lambda \) to be sufficiently large. Finally, let

\[
\omega^* = \frac{d \cdot \text{snr}^2}{(1 + d \cdot \text{snr})(R^* - R)}. \tag{40}
\]

Theorem 1 (K-PSK modulated SPARCs with spatial coupling are capacity achieving): For any \( R < C \), let \( W \) be an \((\omega, \Lambda, \rho)\) base matrix with parameters chosen such that \( R^* > R \), \( \omega > \omega^* \) and \( \rho = \min\{\frac{1}{2}, \frac{R^* - R}{\text{snr}}\} \), where \( R^*, \omega^* \) are defined in (38) and (40). Fix \( K \) to be a power of 2. Let \( \{S_n\} \) be a sequence of rate \( R \) K-PSK modulated SPARCs (indexed by code length \( n \)), with \( S_n \) defined via an \( n \times LM \) design matrix constructed from the base matrix \( W \). Let \( \text{SER}(S_n) := \frac{1}{L} \sum_{t=1}^{L} \mathbb{I} \{ \beta_{sec(t)}^T \neq \beta_{sec(t)}^T \} \) denote the section error rate of the AMP decoder after \( T \) iterations where \( T = \lfloor \frac{R}{2} \rfloor \). Then

\[
\lim_{n \to \infty} \text{SER}(S_n) = 0 \text{ almost surely},
\]

where the limit is taken with \((L, M, n)\) all tending to infinity such that \( R = L \ln(KM)/n \).

Proof: Recall the definition of \( \psi_C^T \) from Corollary 4.1 iteratively computed according to (36)–(37). Under the stated
Furthermore, [16, Theorem 2] implies that
\[
\lim \frac{||\beta^T - \beta||}{L} = \frac{1}{C} \sum_{c \in [C]} \psi_c^T \quad \text{almost surely,}
\]
(42)
where the limit is taken with \((L, M, n)\) all tending to infinity such that \(R = L \ln(KM)/n\). The concentration result in (42) is shown for unmodulated real-valued SPARCs in [16], and the proof for the complex-valued case is essentially the same. Combining (41) and (42) with Lemma 4.1 yields the statement of the theorem.

For any rate \(R < C\), we can choose base matrix parameters \(\omega\) and \(\Lambda\) as follows to satisfy the conditions of the theorem. Letting \(\vartheta_0 = \frac{C}{\omega}\), first choose \(\omega > \omega^*\) (with \(\vartheta\) replaced by \(\vartheta_0\)). Then choose \(\Lambda\) large enough that \(\vartheta = 1 + \frac{\omega - 1}{\omega} < \vartheta_0\). This ensures that \(R^* > R\) and \(\omega > \omega^*\).

Theorem 2 (K-PSK modulated SPARCs with exponentially decaying power allocation are capacity achieving): For any \(R < C\), let \(W\) be a \(1 \times L\) base matrix corresponding to the exponentially decaying power allocation, i.e.,
\[
W_{1\ell} = LP \cdot \frac{e^{c/L} - 1}{1 - e^{-c/L}} \cdot e^{-c \ell/L}, \quad \ell \in [L].
\]
(43)
Fix \(K\) to be a power of 2. Let \(\{S_n\}\) be a sequence of rate \(R\), \(K\)-PSK modulated SPARCs (indexed by code length \(n\)), with \(S_n\) defined via an \(n \times LM\) design matrix constructed from the base matrix \(W\). Let \(\text{SER}(S_n) := \frac{1}{L} \sum_{\ell=1}^{L} \mathbb{1}_{\{\beta_{sec(\ell)} \neq \beta_{sec(\ell)}\}}\) denote the section error rate of the AMP decoder after \(T\) iterations where \(T = \ceil{\frac{C}{\ln(C/R)}}\). Then
\[
\lim_{n \rightarrow \infty} \text{SER}(S_n) = 0 \quad \text{almost surely,}
\]
where the limit is taken with \((L, M, n)\) all tending to infinity such that \(R = L \ln(KM)/n\).

Proof: With the exponentially decaying allocation in (43), using \(R = 1\), \(C = L\), the asymptotic state evolution recursion in Corollary 4.1 reduces to
\[
\tilde{\psi}_{t+1}^\ell = \mathbb{1} \left\{ W_{1\ell} \leq R \left( \sigma^2 + \frac{1}{L} \sum_{j=1}^{L} W_{1j} \tilde{\psi}_j^\ell \right) \right\}, \quad \ell \in [L].
\]
(44)
This recursion is analyzed in [4, Lemmas 1 and 2], where it is shown that
\[
\lim_{T \rightarrow \infty} \frac{1}{T} \sum_{\ell=1}^{L} W_{1\ell} \tilde{\psi}_T^\ell = 0,
\]
(45)
for \(T = \ceil{\frac{C}{\ln(C/R)}}\). Furthermore, [16, Theorem 2] implies that
\[
\lim \frac{||\beta^T - \beta||}{L} - \frac{1}{L} \sum_{\ell \in [L]} \tilde{\psi}_T^\ell = 0 \quad \text{almost surely.}
\]
(46)
In both (45) and (46), is the limit is taken with \((L, M, n)\) all tending to infinity such that \(R = L \ln(KM)/n\). As \(L \rightarrow \infty\), the base matrix entries \(\{W_{1\ell}\}_{\ell \in [L]}\) in (43) are bounded above and below by strictly positive universal constants. Therefore, (45) implies that \(\lim \frac{1}{L} \sum_{\ell \in [L]} \tilde{\psi}_T^\ell = 0\). Using this in (46) and then invoking Lemma 4.1 yields the statement of the theorem.

Theorems 1 and 2 correspond to two different choices of base matrices for which \(\tilde{\psi}_c^T = 0\) for \(c \in [C]\). The key requirement for a PSK-modulated complex SPARC design to be capacity achieving is that the underlying base matrix satisfies \(\frac{1}{C} \sum_{c=1}^{C} \tilde{\psi}_c^T = 0\), for all fixed \(R < C\). Here \(T\) is the final iteration, which in the examples above is determined by the gap from capacity \((C - R)\). Whenever we have a base matrix whose asymptotic state evolution recursion (in Corollary 4.1) satisfies the above property, [16, Theorem 2] and Lemma 4.1 together imply that the design is capacity achieving in the large system limit.

V. NUMERICAL RESULTS

In this section, we investigate the finite length error performance of modulated complex SPARCs via numerical simulations. Figures 5 and 6 show the finite length error performance of complex PSK-modulated SPARCs with AMP decoding. The error performance is evaluated using bit error rate (BER) and frame error rate (FER) as they are common performance metrics of interest. For reference, we also simulate and plot
the error performance of coded modulation schemes (LDPC + QAM) using the AFF3CT toolbox [39]. The LDPC codes used are from the DVB-S2 standard [19].

Within each figure, the SPARCs have the same rate $R$, code length $n$, and number of sections $L$. We vary the code parameters $K$ and $M$ while keeping their product $KM$ constant, recalling that $R = \frac{L \log(KM)}{n}$ bits. We observe that as $K$ increases from 1 (unmodulated) to 4, both the BER and the FER improve. At $K = 8$, the BER continues to improve at low values of $E_b/N_0$, but an error floor starts to appear at high $E_b/N_0$. However, the FER at $K = 8$ is significantly worse than that of $K = 1, 2, 4$ for all values of $E_b/N_0$. We expect that a much larger $M$ is required to achieve low FER with $K = 8$, but more investigation is required.

From Figs. 5 and 6 we observe that the error performance of PSK-modulated SPARCs is better than the LDPC + QAM scheme for $R \approx 1.6$, but worse for $R \approx 2$. One reason for this is that the class of $(\omega, \Lambda, \rho)$ base matrices are capacity-achieving in the large system limit, but may not be optimal for finite length error performance. Designing base matrices for modulated SPARCs that can achieve state of the art error performance for a wider range of rates is an interesting direction for future work. One idea is to design base matrices that use a combination of spatial coupling and power allocation.

Recall that in a modulated SPARC, a section error occurs when either the location or value (or both) of the non-zero entry in the section is decoded incorrectly. Figs. 6c and 6d show the location error rate (fraction of sections where the location of the non-zero entry was decoded in error) and the value error rate (fraction of sections where the value of the non-zero entry was decoded in error) from the same set of simulations used to plot Figs. 6a and 6b. We notice that with $KM$ held fixed, the location error rate consistently improves as $K$ increases and $M$ decreases. We also notice that when $E_b/N_0 > 9$ dB, all errors in decoding the $M = 2, K = 8$ modulated complex SPARC were due to value errors. Since bit errors arise from a combination of both location and value errors (see beginning of Section IV), the location error rate and value error rate curves help us understand the shape of the BER curve in Fig. 6a.

Implementation details: For the simulations, a Discrete Fourier Transform (DFT) based design matrix was used instead of a Gaussian one. This enables the matrix-vector multiplications in the AMP decoder (8) to be computed via the Fast Fourier Transform (FFT), which significantly lowers the decoding complexity and memory requirement. The error performance of DFT based design matrices were found to be similar to that of Gaussian matrices for large matrix sizes. Our approach is similar to that of [4], [14] where Hadamard-based design matrices were used for unmodulated real-valued SPARCs.

The AMP decoder for SPARCs was run for a maximum of 100 iterations whereas the belief propagation decoder for LDPC codes was run for 50 iterations. The AMP decoder used the online estimates of the state evolution parameters described in (18)–(20). Since those parameters are estimates of certain noise variances related to the decoding error in each iteration of the AMP, we chose to stop the AMP decoder early.
if the change in one of those estimates fell below a prescribed threshold over consecutive iterations.

The code used for the simulations is available at [40]. This public Github repository contains a Python implementation of modulated SPARCs (both real-valued and complex, power allocated and spatially coupled) with AMP decoding.

**Decoding complexity:** The complexity of the AMP decoder is dominated by the two matrix-vector multiplications (which are replaced by FFTs) in (8), and the η function in (9). The complexity of the FFTs are \(O(LM \log \log(LM))\) and the complexity of the η function is \(O(LMK)\). Therefore, the overall complexity per iteration is \(O(LM \log \log(LM) + K)\).

In each set of simulations, as \(K\) increases and \(M\) decreases, with the product \(KM\) kept constant, the overall decoding complexity decreases.

To compare the decoding complexities of unmodulated and modulated SPARCs with \(KM\) held fixed, denote the values of \(M\) for the two cases by \(M_{\text{unmod}}\) and \(M_{\text{mod}}\), so that \(M_{\text{unmod}} = KM_{\text{mod}}\). Then the ratio of decoding complexities is

\[
\frac{\text{complexity for unmodulated SPARC}}{\text{complexity for modulated SPARC}} = K \cdot \frac{\log(LM_{\text{unmod}}) + 1}{\log(LM_{\text{mod}}) + K - \log K}. \tag{47}
\]

If \(K \ll \log(LM)\), then modulation can reduce decoding complexity by nearly \(K\) times. For example, in Fig. 5 the decoding complexity is reduced by approximately 3.8 times from \((K = 1, M = 128)\) to \((K = 4, M = 32)\) while the error performance improves.

The simulations above indicate that for a fixed code length \(n\), rate \(R\), and number of sections \(L\), modulation can significantly reduce decoding complexity without sacrificing error performance. Modulation also allows more flexibility in the code design of SPARCs. For example, due to the rate equation \(R = \frac{L \log(M)}{n}\) for a fixed code length \(n\), number of sections \(L\), and section size \(M\), one can increase the rate of the SPARC by increasing the modulation parameter, and this increase of \(K\) will not affect the decoding complexity if \(K \ll \log(LM)\).

**VI. PROOF OF PROPOSITION 4.1**

We will prove the proposition assuming that \(K\), the size of the PSK constellation, is a power of 2. The proof can be extended to all integer values \(K\) using additional technical arguments, which we omit.

We first obtain the lower and upper bounds of \(\nu^i_c\) given in (24). To do this, we first show that the absolute value of \(\mathcal{E}(\tau)\) defined in (15) is bounded. Indeed,

\[
|\mathcal{E}(\tau)| \leq \mathbb{E} \left[ \sum_{k=1}^{K} \mathbb{E} \left[ \Re[c_k] \cdot e^{\frac{i}{\sqrt{2}} \Re \left( \frac{1}{1 + \sqrt{U_1}} \tau \right)} \right] \right] \\
\leq \mathbb{E} \left[ \sum_{k=1}^{K} e^{\frac{i}{\sqrt{2}} \Re \left( (1 + \sqrt{U_1}) \tau \right)} \right] \\
\leq 1, \tag{48}
\]

where (i) is obtained by \(|\Re[c_k]| \leq 1\) for all \(k \in [K]\). Using the above result in (14) we deduce that

\[0 \leq \psi^i_c \leq 2. \tag{49}\]

Using this, we obtain the upper and lower bounds for \(\nu^i_c\):

\[
\nu^i_c \overset{(i)}{=} \frac{2}{R} \sum_{t=1}^{R} \frac{W_{rc}}{\sigma^2 + \frac{1}{\tau} \sum_{c} W_{rc} \psi^i_c} \leq \frac{2}{R} \sum_{t=1}^{R} \frac{W_{rc}}{\sigma^2} \leq \frac{2}{R} \frac{\xi_2}{\sigma^2} \tag{50}
\]

The labelled steps can be obtained as follows: (i) using the definition of \(\nu^i_c\) and \(\psi^i_c\) in (23) and (13), (ii) using (49) and \(\xi_1 \leq \frac{1}{\tau} \sum_{c} W_{rc} \leq \xi_2\), and (iii) using \(\xi_1 \leq \frac{1}{\tau} \sum_{c} W_{rc} \leq \xi_2\). Note that \(W_{rc} \geq 0\) for \(r \in [R], c \in [C]\) and \(\sigma^2 > 0\).

In the remainder of this proof, we obtain the upper and lower bounds on \(\psi^i_{c+1}\) given in (25) and (20). We do this by obtaining lower and upper bounds on \(\mathcal{E}(\tau^i_c)\) since \(\psi^i_{c+1} = 1 - \mathcal{E}(\tau^i_c)\). We will often drop the dependencies on the column block index \(c\) and the iteration index \(i\) in our notation for brevity, e.g., \(\tau^i_c\) will often be denoted by \(\tau\).

We will first rewrite \(\mathcal{E}(\tau)\) in order to simplify the notation, assuming that \(K \geq 4\). The proofs for other cases \((K = 1, 2)\) use similar arguments and will be discussed afterwards. Recalling the definition of \(\mathcal{E}(\tau)\) in (15) and letting

\[
\mu := \frac{1}{\tau} = \nu \ln(KM), \tag{52}
\]

where the equality is obtained using the definition of \(\nu^i_c\) in (23), we have

\[
\mathcal{E}(\tau) = \mathbb{E} \left[ \sum_{k=1}^{K} \Re[c_k] \cdot e^{\mu \Re[c_k] + \sqrt{\mathbb{E}[U_1 \tau]^2}} \left[ \sum_{n=1}^{M} e^{\mu \Re[c_n] + \sqrt{\mathbb{E}[U_1 \tau]^2}} \sum_{i=1}^{K} e^{\sqrt{\mathbb{E}[U_i \tau]^2}} \right] \right], \tag{53}
\]

where \(U_1, \ldots, U_M \overset{iid}{\sim} \mathcal{C} \mathcal{N}(0, 2)\), and \(c_k = e^{2\pi k/K}\), for \(k \in [K]\). Furthermore, we note that the set of PSK symbols \(\{c_k\}_{k=1, \ldots, K}\) can equally be represented as \(\{c_k\}_{k=i, \ldots, i+K-1}\) for any integer \(i\), and we have \(c_i = c_{i \mod K}\). We now introduce some notation to simplify (53):

\[
\begin{align*}
cos\alpha_a &= \cos(2\pi a/K) = \Re[c_a] \quad \text{for integer } a, \\
sin\alpha_a &= \sin(2\pi a/K) = \Im[c_a] \quad \text{for integer } a, \\
\cot\alpha_a &= \cot(2\pi a/K) \quad \text{for integer } a, \\
U_j &= \Re[U_j] \quad \text{for } j = 1, \ldots, M, \\
\tilde{U}_j &= \Im[U_j] \quad \text{for } j = 1, \ldots, M.
\end{align*} \tag{54-58}
\]
Using the above notation, we have

\[ \mathcal{E}(\tau) = \mathbb{E} \left[ \sum_{k=1}^{K/\tau} \cos_k \cdot \sigma^2 + \sqrt{\tau} \mathcal{R}[U_1, \tau] \right] \]

\[ = \mathbb{E} \left[ \sum_{k=-K/\tau+1}^{K/\tau} 2 \sinh\left(\mu \cos_k + \sqrt{\tau} \mathcal{R}[U_1, \tau]\right) \cos_k \cdot \sigma^2 + \sqrt{\tau} \mathcal{R}[U_1, \tau] \right] \]

\[ = \mathbb{E} \left[ \sum_{k=-K/\tau+1}^{K/\tau} 2 \cos_k \cdot \sinh \mathcal{Y}_k \right] \frac{\cos_k + \sqrt{\tau} \mathcal{R}[U_1, \tau] \cos_k + \sqrt{\tau} \mathcal{R}[U_1, \tau] \sin_k}{X + \sum_{a=-K/\tau+1}^{K/\tau} 2 \cosh Y_a} \]

\(\text{and (ii) is obtained by substituting}

\text{where (i) is obtained by substituting}

\text{and (ii) is obtained by substituting}

\text{and (iii) is obtained with the following substitutions: for } k = \frac{K}{\tau} + 1, \ldots, \frac{K}{\tau},

\text{and (iii) is obtained with the following substitutions: for } k = \frac{K}{\tau} + 1, \ldots, \frac{K}{\tau},

\text{and only if}

\begin{align*}
\mathbb{E}_X \left[ \frac{\sum_{k=-K/\tau+1}^{K/\tau} 2 \cos_k \cdot \sinh \mathcal{Y}_k}{X + \sum_{a=-K/\tau+1}^{K/\tau} 2 \cosh Y_a} \right] & \leq 1. 
\end{align*}

\( \text{To lower bound } \mathcal{E}(\tau), \text{ we first identify when the expression inside the inner expectation in (59) is non-negative. Observe that } \cos_k, X, \text{ and } \cosh Y_a \text{ are all non-negative for the values of } a \text{ and } k \text{ being considered, with } \cos_k = 0 \text{ when } k = \frac{K}{\tau}. \text{ Furthermore, from the definition of } \mathcal{Y}_k \text{ in (61), for } k \in \{-K/\tau+1, \ldots, K/\tau-1\}, \text{ we have } \sinh \mathcal{Y}_k \geq 0 \text{ if and only if}

\[ U_1^R \cos_k + U_1^I \sin_k \geq -\sqrt{\mu} \cos_k. \]

\text{It can be easily verified that a sufficient condition for (63) to hold for } k \in \{-K/\tau+1, \ldots, K/\tau-1\} \text{ is that both } U_1^R \text{ and } U_1^I \text{ are greater than or equal to } -\frac{\sqrt{\mu}}{1 + \tan\left(\frac{\pi}{2} - \frac{\pi}{\tau}\right)}.

\text{Using this knowledge, we can split the expectation over } U_1 \text{ in (59) into integrals over four regions such that in at least one of the regions the integrand is non-negative. For any } u < 0, \text{ we have}

\[ \mathcal{E}(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(u) \sigma(u) \mathbb{E}_X \left[ \cdots \right] u \end{align*} 

\text{where } \phi(\cdot) \text{ denotes the standard Gaussian density and } I_1 \text{ is the integral over the first region. Step (i) is obtained using (62), using } U_1^R, U_1^I \sim N(0, 1), \text{ defining } Q(x) = \int_{-\infty}^{\infty} e^{-x^2/2} \frac{1 + \cot\left(\frac{2\pi}{\tau}\right)}{\sqrt{2\pi} \nu} \ln(KM) - \frac{u}{2(1 + \cot\left(\frac{2\pi}{\tau}\right))}, \text{ and only if}

\begin{align*}
I_1 & \geq \frac{1}{2} Q(|u|) + \frac{1}{2} Q(0) \text{ for } u > 0.
\end{align*}

\text{For } \tau \leq \frac{2\pi}{\nu}, \text{ the integrand of } I_1 \text{ is non-negative, and we therefore have the following lower bound for } \mathcal{E}(\tau):\]

\[ \mathcal{E}(\tau) \geq -2Q(|u|) \geq \frac{2(1 + \cot\left(\frac{2\pi}{\tau}\right))}{\sqrt{2\pi} \nu} \ln(KM) - \frac{u}{2(1 + \cot\left(\frac{2\pi}{\tau}\right))}, \]

\text{where the second inequality is obtained using (62) and the boundary } \frac{Q(x)}{x^2} \text{ for } x > 0.

\text{The lower bound of } \mathcal{E}(\tau) \text{ in (65) applies for all } \tau > 0. \text{ We now show that for } \tau > 2, \text{ one can obtain a better lower bound which shows that } \mathcal{E}(\tau) \text{ approaches the upper bound of 1 with growing } M. \text{ We do this by using a different choice for } u \text{ to split the expectation over } U_1 \text{ in (59) into integrals over four different regions. Let}

\[ u = -\frac{\alpha\left(\frac{\nu}{\tau} - 1\right)}{1 + \cot\left(\frac{2\pi}{\tau}\right)}, \]

\text{Then, for any } \alpha \in (0, 1) \text{ and } \nu > 2 \text{, if } U_1^R \geq u \text{ and } U_1^I \geq u \text{ we have}

\[ U_1^R \cos_k + U_1^I \sin_k \geq -\sqrt{\mu} \cos_k \geq \sqrt{\mu} \cos_k \]

\text{It can be easily verified that a sufficient condition for (63) to hold for } k \in \{-K/\tau+1, \ldots, K/\tau-1\} \text{ is that both } U_1^R \text{ and } U_1^I \text{ are greater than or equal to } -\frac{\sqrt{\mu}}{1 + \tan\left(\frac{\pi}{2} - \frac{\pi}{\tau}\right)}.

\text{Using this knowledge, we can split the expectation over } U_1 \text{ in (59) into integrals over four regions such that in at least one}
where
\[ z = \nu - \frac{\alpha \left( \frac{2\pi}{K} - 1 \right)}{1 + \cot \left( \frac{2\pi}{K} \right)}, \]
\[ z^* = z \cos \left( \frac{2\pi}{K} \right) + (\nu - z) \sin \left( \frac{2\pi}{K} \right). \]  
\tag{69}

The proof is given in Appendix B. Applying the result of Lemma 6.1 in [64] and using the notation \( \cos_1 = \cos(2\pi/K), \sin_1 = \sin(2\pi/K), \) and \( \cot_1 = \cot(2\pi/K), \) we have, for any \( \alpha \in (0, 1), \) and \( \nu > 2, \)
\[ \mathcal{E}(\tau) \geq 1 - 5Q(|\nu|) - 2(KM)^{2\nu - 2(\nu - \frac{\alpha}{\nu + \cot_1})} - (K - 2)(KM)^{-\nu(z - z^*)}. \]
\tag{70}

Using (72) in (71) along with \( \frac{\nu}{\alpha} > 1 > \frac{\alpha}{\nu} \) and \( \alpha = 1 - \delta, \) we obtain the following bound on \( \mathcal{E}(\tau) \) for sufficiently large \( M \) (dropping constant terms):
\[ \mathcal{E}(\tau) \geq 1 - \frac{\delta}{\nu}(1 + \cot(\frac{2\pi}{K})) \left( \frac{2\nu}{\nu + \cot(\frac{2\pi}{K})} \right)^{\frac{1}{2}} \left( 1 + \frac{\nu}{\alpha} \right) \left( K - 2 \right) \left( K \right)^{(-2(\nu + \cot(\frac{2\pi}{K})))} \]
\[ \geq 1 - \frac{\delta}{\nu}(1 + \cot(\frac{2\pi}{K})) \left( \frac{2\nu}{\nu + \cot(\frac{2\pi}{K})} \right)^{\frac{1}{2}} \left( 1 + \frac{\nu}{\alpha} \right) \left( K - 2 \right) \left( K \right)^{(-2(\nu + \cot(\frac{2\pi}{K})))} \]
\tag{73}

where \( \kappa < \frac{\delta^2}{8\nu} \) is a suitably chosen universal positive constant. For the second inequality we used \( 1 - \nu > \frac{1}{2} \) and the fact that \( \nu \) can be upper bounded by a positive constant (70). Comparing the exponents of the last two terms of (73), using \( \kappa < \frac{\delta^2}{8\nu} \), \( \delta \in (0, \frac{1}{2}) \) and \( \nu > 2 \), we have
\[ \frac{\kappa\delta^2}{(1 + \cot(\frac{2\pi}{K}))^2} < \frac{(1 - \nu)^2\delta^2}{8\nu(1 + \cot(\frac{2\pi}{K}))^2} < \frac{1}{256(1 + \cot(\frac{2\pi}{K}))^2} \]
\[ = \frac{1}{256(\sin_1 + \cos_1)^2} < \frac{2(1 - \cos_1)}{256} \]
\[ < \frac{2(1 - \cos_1)}{\pi/K} \]
\[ \frac{256}{\pi/K}. \]

Using the notation \( \cos_1 = \cos(2\pi/K) \) and \( \sin_1 = \sin(2\pi/K). \) The second last inequality above is obtained using \( \cos_1 < 1, \) and \( (\sin_1 + \cos_1)^2 = [\sqrt{2}\sin(\frac{2\pi}{K}) + \frac{2\nu}{\nu + \cot(\frac{2\pi}{K})}]^2 \geq 1 \) for \( K \geq 8. \) Therefore, the exponent of third term is more than 256 times larger than that of second term (in absolute value).

Summing up, we now have two lower bounds on \( \mathcal{E}(\tau) \) for different values of \( \nu. \) When \( \nu \leq 2 + \delta \) we have (65), and when \( \nu > 2 + \delta \) we have (73). By applying them to the state evolution equation \( \psi_{\delta+1}^{\nu} = 1 - \mathcal{E}(\tau^*) \), we obtain the required result for the \( K \geq 8 \) case. The results for the other cases (\( K = 1, 2, 4 \)) use similar arguments and are explained below.

**K = 1:** There is only one constellation symbol \( c_0 = 1 \) which has no imaginary part. Therefore, all imaginary parts in the expression of \( \mathcal{E}(\tau) \) disappear as shown below.
\[ \mathcal{E}(\tau) = \mathcal{E} \left[ \frac{e^{\nu \ln(M)} + \sqrt{\nu \ln(M)}}{e^{\nu \ln(M)} + \sqrt{\nu \ln(M)}} \right], \]
\[ \frac{U_j^R}{\sum_{j=1}^{M} e^{\nu \ln(M)} + \sqrt{\nu \ln(M)}} \]

where \( U_j^R, \ldots, U_{M+1}^R \sim \mathcal{N}(0, 1). \) The above expression is the same as that given in [17] (A.2). Therefore, we can obtain the result from following the steps in [17] Appendix A.

**K = 2:** In this case there are two constellation symbols \( c_0 = 1 \) and \( c_1 = -1, \) which are both real. We follow steps similar to those used to obtain (64) in the \( K \geq 8 \) case to obtain the following lower bound on \( \mathcal{E}(\tau) \) for any \( \nu \leq 0 \)
\[ \mathcal{E}(\tau) = \mathcal{E} \left[ \frac{2 \sinh(\mu + \sqrt{\mu U_j^R})}{2 \cosh(\mu + \sqrt{\mu U_j^R}) + \sum_{j=1}^{M} e^{\nu \ln(M)} + \sqrt{\nu \ln(M)}} \right], \]
\[ = \mathcal{E}_{U_j^R} \left[ \frac{2 \sinh(\mu + \sqrt{\mu U_j^R})}{2 \cosh(\mu + \sqrt{\mu U_j^R}) + \sum_{j=1}^{M} e^{\nu \ln(M)} + \sqrt{\nu \ln(M)}} \right] \]
Recall that Lemma 6.1 obtains a lower bound on $\mathcal{E}$ where the labelled inequalities are obtained as follows: (i) $2 \sinh(\nu x) \leq 1$ for all $x$ and step (ii) holds since $\nu \leq 0$. Similar to what was done in (65) for the $\nu > 0$ case, we choose $u = -\sqrt{\nu} = -\sqrt{\nu \ln(2M)}$ so that the integrand of $I_1$ is non-negative, and obtain the following lower bound on $\mathcal{E}$ for all $\nu > 0$.

$$\mathcal{E}(\tau) \geq Q \left( \frac{\nu \ln(2M)}{2\pi \nu} \right) \geq -\left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\frac{\nu}{2}}. \quad (75)$$

where the labelled inequalities are obtained as follows: (i) $I_1 \geq 0$ when $u = -\sqrt{\nu}$, and (ii) using the bound on the tail probability of a standard normal.

The lower bound on $\mathcal{E}(\tau)$ in (75) applies for all values of $\nu > 0$. To obtain a better bound for $\nu > 2$ which shows that $\mathcal{E}(\tau)$ approaches 1 with growing $M$, we choose

$$u = -\alpha \frac{(\nu - 1)}{\nu} \sqrt{\nu} = -\alpha \left( \frac{\nu}{2} - 1 \right) \sqrt{\frac{\ln(2M)}{\nu}} \quad (76)$$

for any $\alpha \in (0, 1)$, and then using this choice of $u$ in (74) to obtain a lower bound for $I_1$. We obtain the following lower bound on $I_1$ by following similar steps to the proof of Lemma 6.1 given in Appendix B. Recall that Lemma 6.1 obtains a lower bound on $I_1$ for $\nu > 2$ in the $K \geq 4$ case.

$$I_1 \geq 1 - Q(|\nu|) - 2 \left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\frac{\nu}{2}} - \left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\left( \frac{\nu}{2} - 1 \right)} \quad (77)$$

Using (77) in (74), we have the following lower bound on $\mathcal{E}(\tau)$ for $\nu > 2$ and $u$ taking the value in (76),

$$\mathcal{E}(\tau) \geq 1 - \frac{2\sqrt{2M} \left( \frac{\alpha^2(\nu - 1)^2}{\alpha} \right)}{\sqrt{\ln(2M)}} - 2 \left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\left( \frac{\nu}{2} - 1 \right)} \quad (78)$$

where we used the bound $Q(x) \leq 1 / \sqrt{\pi x} - x^2 / 2$ for $x > 0$. For any $\delta \in (0, 1)$, we consider the case $\nu > 2 + \delta$ and choose $\alpha = 1 - \delta$. Plugging these into (78), we have

$$\mathcal{E}(\tau) \geq 1 - \frac{4\sqrt{2M} \left( \frac{\alpha^2(\nu - 1)^2}{\alpha} \right)}{\delta(1 - \delta)\sqrt{\ln(2M)}} - 2 \left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\left( \frac{\nu}{2} - 1 \right)} - \left( \frac{2M}{2\pi \nu \ln(2M)} \right)^{\left( 1 - \alpha \right)} \quad (79)$$

for sufficiently large $M$ and a suitably chosen universal positive constant $\kappa_2$. The second inequality is obtained by noting that $1 - \delta > \frac{1}{2}$ and that $\nu$ can be upper bounded by a positive constant (50).

By applying the two lower bounds (75) and (79) to the state evolution equation $\psi_{c+1} = 1 - \mathcal{E}(\tau)^{2}$ for the $\nu \leq 2 + \delta$ case respectively, we obtain the required result for $K = 2$.

**K = 4:** The arguments for this case are essentially the same as that for the $K \geq 8$ case, noting that $\tan(\pi \nu / 2) = \cot(\nu \pi / K) = 0$ and $\cos(\nu \pi / K) = 0$ for $K = 4$.

By following the same arguments from (65) to (73), we obtain the following lower bound for $\mathcal{E}(\tau)$ for any $\nu > 0$,

$$\mathcal{E}(\tau) \geq \frac{-2(\tau - 2\pi)^{\frac{\nu}{2}}}{\sqrt{2\pi \nu \ln(2M)}}. \quad (80)$$

To obtain the improved lower bound for the $\nu > 2$ case, we follow the same arguments from (67) to (74) and arrive at the following. For any $\delta \in (0, 1)$ and $\nu > 2 + \delta$, we have

$$\mathcal{E}(\tau) \geq 1 - \frac{10\sqrt{4(\nu)}\left( \frac{\nu\theta^2}{K} \right)^{7/2}}{(1 - \delta)\delta\sqrt{2\pi \nu \ln(2M)}} - \left( \frac{4(\nu)}{\nu - 1} \right)^{\nu} \quad (81)$$

for sufficiently large $M$ and a suitably chosen universal constant $\kappa_3$. The last inequality is obtained by noting that $1 - \delta > \frac{1}{2}$ and that $\nu$ can be upper bounded by a positive constant (50).

By applying the two lower bounds (80) and (81) to the state evolution equation $\psi_{c+1} = 1 - \mathcal{E}(\tau)^{2}$ for the $\nu \leq 2 + \delta$ and $\nu > 2 + \delta$ case respectively, we obtain the required result for $K = 4$.

**B. Proof of lower bound (26)**

We obtain the required lower bound on $\psi_{c+1}$ given in (26) by obtaining an upper bound on $\mathcal{E}(\tau)^{2}$ since $\psi_{c+1} = 1 - \mathcal{E}(\tau)^{2}$. The result will be proven for the $K \geq 4$ case. The $K = 1$ case was proved in [16, Appendix A]. The $K = 2$ case uses similar arguments as the $K \geq 4$ case, so we focus on the latter.

We will use the following concentration inequality for the maximum of $N$ i.i.d. standard Gaussian random variables $Z_1, \ldots, Z_N$. For any $\epsilon \in (0, 1)$,

$$\mathbb{P}

\left( \max_{1 \leq j \leq N} Z_j < \sqrt{2\ln N} (1 - \epsilon) \right) \leq \exp \left( -\frac{\lambda N(2-\epsilon)}{\sqrt{\ln N}} \right). \quad (82)$$

where $\lambda$ is a universal positive constant.

Using the same steps and notations in (52) to (61), we have that

$$\mathcal{E}(\tau) = E_{U_1} E_X \left[ \sum_{k=-K/4+1}^{K/4} 2 \cos \kappa \cdot \sinh y_k \right] U_1 \quad (83)$$

We will obtain an upper bound for $\mathcal{E}(\tau)$ using the fact that the term inside the expectation in (83) is strictly increasing in $U_1$ (the real part of $U_1 \sim \mathcal{CN}(0, 2)$). (Recall from (61) that
where \( f \) is a function of \( U_i^R \) for each \( k \). To see that the term is increasing in \( U_i^R \), we write
\[
f := \frac{\sum_{k=-K/4+1}^{K/4} 2 \cos k \cdot \sinh Y_k}{X + \sum_{a=-K/4+1}^{K/4} 2 \cosh Y_a} = \frac{f_{\text{num}}}{f_{\text{den}}},
\]
and show that \( \partial f/\partial U_i^R > 0 \). Since
\[
\frac{\partial f}{\partial U_i^R} = \left( \frac{\partial f_{\text{num}}}{\partial U_i^R} f_{\text{den}} - f_{\text{num}} \frac{\partial f_{\text{den}}}{\partial U_i^R} \right) / \left( f_{\text{den}}^2 \right),
\]
we show below that \( \frac{\partial f_{\text{num}}}{\partial U_i^R} f_{\text{den}} - f_{\text{num}} \frac{\partial f_{\text{den}}}{\partial U_i^R} > 0 \). Indeed,
\[
\frac{\partial f_{\text{num}}}{\partial U_i^R} f_{\text{den}} - f_{\text{num}} \frac{\partial f_{\text{den}}}{\partial U_i^R} = \left( \sum_k 2 \sqrt{\mu} \cos^2 \cosh Y_k \right) (X + \sum_a 2 \cosh Y_a)
- \left( \sum_k 2 \cos \sinh Y_k (\sum_a 2 \sqrt{\mu} \cosh_a \sinh Y_a) \right)
= 4 \sqrt{\mu} \left( \sum_k \frac{X}{2} \cos^2 \cosh Y_k 
+ \sum_k \cos \cosh Y_k (\sum_a \cosh Y_a)
- \sum_k \cos \sinh Y_k \right)^2 
\]
\[
\geq 4 \sqrt{\mu} \left[ \frac{X}{2} \sum_k \cos^2 \cosh Y_k \right. 
+ \left. \sum_k \cos \cosh Y_k (\sum_a \cosh Y_a)
- \sum_k \cos \sinh Y_k \right]^2 \]
\[
> 4 \sqrt{\mu} \left( \frac{X}{2} \sum_k \cos^2 \cosh Y_k \right),
\]
where (i) is obtained using the Cauchy-Schwarz inequality and (ii) from \( x^2 - y^2 = (x + y)(x - y) \) and \( \cosh(x) > |\sinh(x)| \) for all \( x \).

Since the term inside the expectation in (83) is strictly increasing in \( U_i^R \) and upper bounded by 1 (see (48)), we have the following upper bound on \( \mathcal{E}(\tau) \). Recall that \( U_i^R, U_i^I \) i.i.d. \( \mathcal{N}(0, 1) \) and that \( \delta > 0 \) is the constant defined in Proposition 4.1. Let \( \hat{u} \geq 0 \) and \( \alpha \in (0, 1) \) be deterministic scalars to be specified later. The summations over \( k \) and \( a \) below are from \( -\frac{\delta}{2} + 1 \) to \( \frac{\delta}{2} \).

\[
\mathcal{E}(\tau) \leq \mathbb{P}(U_i^R > \hat{u}) \times 1 + \mathbb{P}(U_i^R \leq \hat{u})
\]
\[
\mathbb{E}_{U_i^I} \mathbb{E}_{X} \left[ \sum_{k=1}^{\infty} 2 \cos \sinh (\mu + \sqrt{\mu} u) \cosh \left( \sqrt{\mu U_i^I} \sinh \right) \right] 
\]
\[
\leq \frac{Q(\hat{u})}{\max_{2 \leq j \leq M} \mathbb{E}_{U_i^R \sim 2\mu} \left[ \sum_{k=1}^{\infty} 2 \cos \sinh (\mu + \sqrt{\mu} u) \cosh \left( \sqrt{\mu U_i^I} \sinh \right) \right]} 
\]
\[
\leq Q(\hat{u}) + \mathbb{E} \left[ \sum_{k=1}^{\infty} 2 \cos \sinh (\mu + \sqrt{\mu} u) \cosh \left( \sqrt{\mu U_i^I} \sinh \right) \right] 
\]
\[
\leq Q(\hat{u}) + \mathbb{E} \left[ \sum_{k=1}^{\infty} 2 \cos \sinh (\mu + \mu u) \cosh \left( \sqrt{\mu U_i^I} \sinh \right) \right] 
\]
\[
\leq Q(\hat{u}) + \frac{1 + \Delta \cdot \exp(-\mu + \sqrt{\mu} u)}{1 + \sqrt{\mu} \cdot \exp(-\mu + \sqrt{\mu} u)},
\]
where \( \phi(\cdot) \) denotes the standard Gaussian density and the labelled steps are obtained as follows: (i) noting that \( \cosh(\cdot) \geq 0, \cosh(\cdot) = 1, \sinh(\cdot) = 0 \), and that \( \sinh(\cdot) \) is an increasing function; and (ii) substituting
\[
\Delta := \sum_{k \in \{ -\frac{\delta}{2} + 1, \ldots, \frac{\delta}{2} \}} \exp((\mu + \sqrt{\mu} u) \cosh + \sqrt{\mu} | \sinh |).
\]

Since the RHS of (87) is increasing in \( \Delta \), we obtain an upper bound on \( \Delta \) to further bound \( \mathcal{E}(\tau) \).

\[
\Delta \leq \left( \frac{K}{2} - 1 \right) \max_{k \in \{ -\frac{\delta}{2} + 1, \ldots, \frac{\delta}{2} \}} \exp((\mu + \sqrt{\mu} u) \cosh + \sqrt{\mu} | \sinh |).
\]

(89)
where step (i) is obtained by noting that taking the maximum over $k \in \{-K/4 + 1, \ldots, K/4\} \setminus \{0\}$ is the same as taking the maximum over $k \in \{1, \ldots, K/4\}$ since $\cos_k = \cos_{-k}$ and $|\sin_k| = |\sin_{-k}|$.

We now show that for a certain choice of $\tilde{u}$, the maximum in (89) is achieved with $k = 1$. For any $\alpha \in (0, 1)$, let

$$
\tilde{u} = \frac{\tilde{k} \alpha \delta}{2 (1 + \cot(2\pi/K))} \sqrt{\frac{\ln(KM)}{\nu}},
$$

where $\tilde{k} > 0$ is the positive constant defined in (24) that lower bounds $\nu$. In order to show that $k = 1$ achieves the maximum in (89) with this choice of $\tilde{u}$, we show that the derivative of the $\exp(\cdot)$ term with respect to $k$ is negative for all $k \in \{1, \ldots, K/4\}$. Since $\exp(\cdot)$ is an increasing function, we only need to show this negative derivative result for its argument, which we denote by

$$
f_1(k) = (\mu + \sqrt{\tilde{u}} \cos_k + \sqrt{\tilde{u}} \sin_k).
$$

Recalling that $\cos_k = \cos(2\pi k/K)$ and $\sin_k = \sin(2\pi k/K)$, its derivative with respect to $k$ is

$$
f_1'(k) = \frac{2\pi}{K} \sqrt{\tilde{u}} \cos_k - (\mu + \sqrt{\tilde{u}}) \sin_k,
$$

where $\tilde{u} = \nu \ln KM$, recalling that $K \geq 4$, and noting that $\sin_k > 0$ for $k \in \{1, \ldots, K/4\}$, and also that $\cot(x)$ is decreasing for $x \in (0, \frac{\pi}{2})$.

Therefore, using the fact that $\tilde{k} = 1$ achieves the maximum in (89) when $\tilde{u}$ is chosen according to (90), we have an upper bound on $\Delta$ which we use in (87) to further bound $\mathcal{E}(\tau)$. In the following we use $\cot_1$ to denote $\cot(2\pi/K)$.

$$
\mathcal{E}(\tau) \leq 3Q(\tilde{u}) + e^{-\lambda (\sqrt{\ln M} - 1) M^{\alpha \delta}(2 - \delta)} \leq 3Q(\tilde{u}) + e^{-\lambda (\sqrt{\ln M} - 1) M^{\alpha \delta}(2 - \delta)}
$$

and (ii) is obtained by noting that for $K \geq 4$,

$$
\begin{align*}
&\frac{1 - \cos_1}{1 + \cot_1} = \frac{1 - \cos_1 - \sin_1}{\cos_1 + \sin_1} = \frac{1 + \cos_1 - \sin_1}{\cos_1 + \sin_1} \\
&= \frac{1}{\cos_1 + \sin_1} + \tan \frac{\pi}{4} = 2, \quad (92)
\end{align*}
$$

and (iii) by using the bound $Q(x) \leq e^{-x^2/2}$ for $x > 0$, and from

$$
\frac{\tilde{k}}{2\sqrt{2}\nu(1 + \cot_1)} \leq \frac{\tilde{k}}{2\nu} \leq \frac{1}{2}, \quad (93)
$$

where the inequalities are obtained using $\tilde{k} < \nu < 2$ and $\cot_1 \geq 0$ for $K \geq 4$.

Finally, from the final steps of the proof of the unmodulated case ($K = 1$) in [16, Appendix A.A], we know that for $\alpha = 1/64$, $\bar{\alpha} = 10/32$ and $\nu \in [1, 2 - \bar{\delta}]$, we have

$$
\sqrt{2}(1 - \alpha \nu) \leq \nu \geq \frac{3}{2} \bar{\delta} + \frac{55}{512} \bar{\delta}^2.
$$

By using (94) in (91) and noting that $\nu$ can be upper bounded by a positive constant (see (24)), we obtain the required result: for sufficiently large $M$, any $\delta \in (0, 1)$, and $\nu < 2 - \bar{\delta}$, we have

$$
\mathcal{E}(\tau) \leq M^{-\alpha \delta} \mathcal{E}(\tau),
$$

where $\alpha \delta$ is a positive constant depending only on $K$ and the bounds of $\nu$ in (24).

VII. CONCLUSION

We proposed a generalization of sparse superposition codes for the complex AWGN channel where information is encoded in both the locations and the values of the non-zero entries of the message vector. This generalization introduces more flexibility in the SPARC code design, allowing us to reduce decoding complexity without affecting error performance (at a given rate), or equivalently, to increase the rate without increasing decoding complexity.

The values of the non-zero entries in the modulated SPARC were chosen from a $K$-PSK constellation to ensure that they do not counteract the effect of power allocation or spatial coupling. We proposed an AMP decoding algorithm, and analyzed its performance by obtaining analytical bounds on a key state evolution parameter which predicts the NMSE in each iteration (Proposition 4.1). These bounds showed that in the large system limit, the NMSE for $K$-PSK modulated complex SPARCs does not depend on the value of $K$, which allowed us to reduce the asymptotic analysis of $K$-PSK modulated complex SPARCs to the unmodulated case ($K = 1$). This equivalence was used to establish that $K$-PSK modulated SPARCs are capacity-achieving, with suitable power allocation or spatial coupling.

In the future, we would like to better understand the effect of the modulation parameter $K$ on the error performance when the code parameters $L, M, n$ are finite. For the unmodulated case, an exponential bound on the probability of excess section error rate was obtained in [16], [17]; it would be of interest to obtain a similar bound for modulated SPARCs which
Thus, as sent prove the statements given in (95), (96). which is the required result after substituting in (96). We now prove the statements given in (95), (96).

We denote the location index of the non-zero entry of \( \beta_{\sec(t)} \) as \( \text{sent}(t) \) (let’s say it is in column block \( c \)). By symmetry of the PSK constellation, we can assume without loss of generality that the value of the non-zero entry is \( c_k^* = +1 \). That is, for \( j \in \text{sec}(t) \),

\[
\beta_j = \begin{cases} 
1 & \text{if } j = \text{sent}(t), \\
0 & \text{otherwise}, 
\end{cases}
\]

Thus,

\[
\|\beta_{\sec(t)}^T - \beta_{\sec(t)}\|^2 \geq |\beta_{\text{sent}(t)}^T - \beta_{\text{sent}(t)}|^2 = |\beta_{\text{sent}(t)}^T - 1|^2
\]

where (i) is obtained using the expression for \( \beta_{\text{sent}(t)}^T \) derived from (8), (9) and (16), and (ii) from substituting in \( c_k = e^{2\pi j k/K} \) and defining

\[
p_k := \frac{e^{\Re(s_{\text{sent}(t)}^T c_k)/\rho T^{-1}}}{\sum_{j' \in \text{sec}(t)} \sum_{k' = 1}^K e^{\Re(s_{j'}^T c_k)/\rho T^{-1}}}, \quad k \in [K].
\]

Towards proving (95), assume that \( \beta_{\sec(t)}^T \neq \beta_{\sec(t)} \). Then from (10) we know that \( \Re(s_{\text{sent}(t)}^T c_k) \leq \Re(s_{j'}^T c_k) \) for some \( (j^*, k^*) \neq (\text{sent}(t), K) \). This gives us the following inequality.

\[
p_K = \frac{e^{\Re(s_{\text{sent}(t)}^T c_K)/\rho T^{-1}}}{\sum_{j' \in \text{sec}(t)} \sum_{k' = 1}^K e^{\Re(s_{j'}^T c_K)/\rho T^{-1}}} \leq \frac{1}{\sum_{j' \in \text{sec}(t)} \sum_{k' = 1}^K e^{\Re(s_{j'}^T c_k)/\rho T^{-1}}},
\]

which is the required result after substituting in (96). We now prove the statements given in (95), (96).
Using this together with \( \left| \sum_k \cos(2\pi k/K) \cdot p_k \right| \leq 1 \), we obtain
\[
\left[ \sum_{k=1}^{K} \cos\left( \frac{2\pi k}{K} \right) \cdot p_k - 1 \right]^2 \\
\geq \left( 1 - \frac{p_K}{K} \right) \left( \cos(2\pi/K) - 1 \right) \\
\geq \frac{1}{4} \left( 1 - \cos(2\pi/K) \right)^2 = \sin^4(\pi/K).
\]
(103)

Here the second inequality is obtained using \( 0 \leq p_K \leq \frac{1}{K} \). Using (101) and (103) in (98) completes the proof of (95), and hence the lemma.

**APPENDIX B**

**PROOF OF LEMMA 6.1**

From (64), we have the following expression for \( I_1 \) (the summations over \( k \) and \( a \) below are from \( -\frac{K}{4} + 1 \) to \( \frac{K}{4} + 1 \)):
\[
I_1 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(u^R) \phi(u^I) \cdot \sum_k 2 \cos_k \sinh Y_k \left[ X + \sum_a 2 \cosh Y_a \right] du^R du^I,
\]
(104)

where \( \cos_k, Y_k \) for \( k \in \{-K/4 + 1, \ldots, K/4\} \) and \( X \) are defined in (66) and (61), respectively, \( K \geq 4 \), and \( \phi(\cdot) \) denotes the standard Gaussian density. We aim to lower bound \( I_1 \) with
\[
u = \frac{-\alpha \left( \frac{\nu}{2} - 1 \right)}{\nu + \sqrt{\frac{2\pi}{K}}}
\]
(105)

for any \( \alpha \in (0,1) \) and \( \nu > 2 \). Recall from the arguments around equation (66) and (67) that the integrand of \( I_1 \) is non-negative for \( \nu > 2 \) with this choice of \( u \).

Using Jensen’s inequality for the expectation in (104), we obtain
\[
I_1 \geq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(u^R) \phi(u^I) \cdot \left[ \sum_{k=1}^{K} 2 \cos_k \sinh Y_k \left[ X + \sum_{a=1}^{2} \cosh Y_a \right] \right] du^R du^I
\]

Inequality (i) is obtained as follows using the definition of \( X \) in (60) and the moment generating function of a standard normal:
\[
\mathbb{E}[X] = \sum_{j=2}^{M} \sum_{b=1}^{K} \mathbb{E}[e^{\sqrt{\mu} \cos a U^r_j}] \mathbb{E}[e^{\sqrt{\mu} \sin a U^r_j}]
\]
\[
= \sum_{j=2}^{M} \sum_{b=1}^{K} e^{\frac{a^2}{2} (\cos^2 a + \sin^2 a)}
\]
\[
= \sum_{j=2}^{M} (K/M)^{\frac{a^2}{2}} < (K/M)^{1+\frac{a^2}{2}},
\]
where we have used \( \mu = \nu \ln(KM) \). Inequality (ii) in (106) is obtained by taking only the \( k = 0 \) term in the numerator’s summation, recalling that \( \cos_k \) and \( \sinh Y_k \) for \( k \in \{-K/4 + 1, \ldots, K/4\} \) are all non-negative when \( U^R \geq u \) and \( U^I \geq u \).

Next, we further lower bound \( I_1 \) using the fact that the term \( 2 \sinh Y_0 \) in (106) is a strictly increasing function of \( U^R \). (Recall from (61) that \( Y_a \) is a function of \( U^R \) for each \( k \).) To see that the term is increasing in \( U^R \), we write \( f := \frac{2 \sinh Y_0}{(KM)^{1+\frac{a^2}{2}} + \sum_{a=1}^{2} \cosh Y_a} \), and show that \( \frac{\partial f}{\partial U^R} > 0 \).

Since
\[
\frac{\partial f}{\partial U^R} = \left( \frac{\partial f_{\text{num}}}{\partial U^R} \cdot f_{\text{den}} - f_{\text{num}} \cdot \frac{\partial f_{\text{den}}}{\partial U^R} \right) / \left( f^2_{\text{den}} \right),
\]
(107)

we show below that \( \frac{\partial f_{\text{num}}}{\partial U^R} \cdot f_{\text{den}} - f_{\text{num}} \cdot \frac{\partial f_{\text{den}}}{\partial U^R} > 0 \). Indeed,
\[
\frac{\partial f_{\text{num}}}{\partial U^R} \cdot f_{\text{den}} - f_{\text{num}} \cdot \frac{\partial f_{\text{den}}}{\partial U^R} = \left( 2 \sqrt{\mu} \cosh Y_0 \right) \left( (KM)^{1+\frac{a^2}{2}} + \sum_{a=1}^{2} \cosh Y_a \right)
\]
\[
= 2 \sqrt{\mu} \cosh Y_0 \left[ (KM)^{1+\frac{a^2}{2}} \right.
\]
\[
+ 2 \sum_{a=1}^{2} \cosh Y_a \sinh Y_0 \cosh Y_a
\]
\[
> 0.
\]
(108)

In the above, the summations over \( a \) go from \(-K/4 + 1\) to \( K/4 \). The inequality in (108) holds because \( 0 \leq \cos a \leq 1 \) for \( a \in \{-K/4 + 1, \ldots, K/4\} \), and \( |\tan(Y)| < 1 \) for all \( x \in \mathbb{R} \).

Using the fact that the integrand in (106) is strictly increasing in \( U^R \), we further bound \( I_1 \) from below using the minimum value of \( U^R \) in the range, i.e., \( U^R = u \) where \( u \) is given by (105). Using the expressions for \( Y_a \) and \( Y_0 \) from (61), and the substitution
\[
z = \left( \frac{\mu + \sqrt{\mu} u}{\ln(KM)} \right) = \nu - \frac{\alpha (\frac{\nu}{2} - 1)}{1 + \cot(\frac{\nu}{2})},
\]
(109)

the RHS of (106) is lower bounded as
\[
I_1 \geq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(u^R) \phi(u^I) \times
\]
\[
2 \sinh(z \ln(KM)) \cdot du^R du^I
\]
\[
\left( (KM)^{1+\frac{a^2}{2}} + \sum_{a=1}^{2} \cosh(z \ln(KM) \cos a + \sqrt{\mu} u^I \sin a) \right)
\]
\[
\geq \left( \frac{2 \sinh(z \ln(KM))}{(KM)^{1+\frac{a^2}{2}} + \sum_{a=1}^{2} \cosh(z \ln(KM) \cos a + \sqrt{\mu} u^I \sin a)} \right) du^I
\]
\[
\geq Q(u) \int_{-\infty}^{\nu} \phi(\nu) \times
\]
\[
\frac{2 \sinh(z \ln(KM))}{(KM)^{1+\frac{a^2}{2}} + \sum_{a=1}^{2} \cosh(z \ln(KM) \cos a + \sqrt{\mu} u^I \sin a)} \cdot du^I
\]
\[
= Q(u) \int_{-\infty}^{\nu} \phi(\nu) \times
\]
\[
1 - (KM)^{-2z} + (KM)^{1+\frac{a^2}{2} - z} + (KM)^{-z} \Delta(u) \cdot du^I
\]
\( Q(u) \geq \int_u^{-u} \phi(u) [1 - (KM)^{-z}] \times \)
\( [1 - (KM)^{-z}] - (KM)^{1 + \frac{x}{z} - z} - (K - 2)(KM)^{-z} \Delta(u) \, du \)
\( \geq Q(u) \int_u^{-u} \phi(u) [1 - 2(KM)^{-z}] - (KM)^{1 + \frac{x}{z} - z} - (K - 2)(KM)^{-z} \Delta(u) \, du \)
\( \geq Q(\|u\|) \cdot [1 - 2Q(\|u\|)] \cdot [1 - 2(KM)^{-z}] - (KM)^{1 + \frac{x}{z} - z} - (K - 2)(KM)^{-z} \Delta(u) \, du \)
\( \geq 1 - 3Q(\|u\|) - 2(KM)^{-z} - (KM)^{1 + \frac{x}{z} - z} - (K - 2)(KM)^{-z} \Delta(u) \, du \)
\( = (1 - \frac{\nu \pi}{K}) \cos \nu \sin a + \frac{\nu \pi}{K} \sin a \).

(111)

The labelled steps are obtained as follows: (i) noting that the integrand is non-negative and independent of \( u^R \), recalling that \( U^R \sim N(0, 1) \) and that \( Q(\cdot) \) is the upper tail probability of the standard Gaussian distribution, changing the limit of the integral for \( u^l \), and dropping the superscript on \( u^l \) for brevity; (ii) introducing the substitution
\( \Delta(u) = \sum_{a \in \{-K, ..., -\frac{K}{2}\}} \cosh[z \ln(KM) \cos a + \sqrt{u} \sin a]; \)

(iii) using \( \frac{1}{1+x} \geq 1 - x \) for \( x \geq 0 \), noting that \( \Delta(u) > 0 \); (iv) from the upper bound on \( \Delta(u) \) for \( |u| \leq -u \) shown below in (112), and (v) from recalling that \( \phi(\cdot) \) is the standard Gaussian density and noting that \( Q(\|u\|) = 1 - Q(\|u\|) \) since \( u < 0 \).

To complete the proof of the lemma, it remains to show the upper bound on \( \Delta(u) \) that is used in step (iv) of (110). Using the definition of \( \Delta(u) \) in (111), for \( |u| \leq -u \), where \( u \) is given in (105), we have
\( \Delta(u) \leq \sum_{a \in \{-\frac{K}{2} + 1, ..., \frac{K}{2}\}} \cosh[z \ln(KM) \cos a + \sqrt{u} |u| \sin a] \)
\( = \sum_{a \in \{-\frac{K}{2} + 1, ..., \frac{K}{2}\}} 2 \cosh \left[ z \ln(KM) \cos a + \frac{\alpha(\frac{\nu}{2} - 1)}{1 + \cot(2\pi/K)} \ln(KM) |\sin a| \right] \)
\( \leq \frac{K - 1}{2} \max_{a \in \{1, ..., \frac{K}{2}\}} 2 \cosh \left[ z \ln(KM) \cos a + (\nu - z) \ln(KM) \sin a \right] \)
\( \leq (K - 2)(KM)^{z^*}, \)

where the labelled steps are obtained as follows: (i) for \( u \geq -u \), we know \( z \ln(KM) \cos a + \sqrt{u} \sin a \geq 0 \) and that \( \cosh(x) \) is an increasing function for \( x \geq 0 \); (ii) using (109) and noting that taking the maximum over \( a \in \{-K/4 + 1, ..., K/4\} \) is the same as taking the maximum over \( a \in \{1, ..., K/4\} \) since \( \cos a = \cos_{-a} \) and \( |\sin a| = |\sin_{-a}| \); (iii) holds because the maximum is achieved with \( a = 1 \) (shown below) and defining \( z^* \) as
\( z^* = z \cos \left( \frac{2\pi}{K} \right) + (\nu - z) \sin \left( \frac{2\pi}{K} \right), \)

where \( z \) is defined in (109); and (iv) using \( (KM)^{z^*} + (KM)^{1 - z^*} \leq 2(KM)^{z^*} \) since \( z^* \geq 0 \).

In order to show that \( \alpha = 1 \) achieves the maximum of
\( f_1(a) := \cosh[z \ln(KM) \cos a + (\nu - z) \ln(KM) \sin a] \)
\( = \cosh \left[ \nu \ln(KM) \left( 1 - \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \right) \cos a + \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \sin a \right] \)

(114)

for \( a \in \{1, ..., K/4\} \), we show that \( f_1(a) < 0 \) for all \( a \) in this region. Since \( \cosh(x) \) is increasing function for \( x \geq 0 \) and the argument of the \( \cos \) term in (114) is non-negative, we only need to show that \( f_2(a) < 0 \) for all \( a \in \{1, ..., K/4\} \), where
\( f_2(a) := \left( 1 - \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \right) \cos a + \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \sin a. \)

For \( \alpha \in (0, 1) \) and \( \nu > 2 \), we have
\( f_2(a) = 2 \pi K \left[ \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \cos \left( \frac{2\pi a}{K} \right) \right. \)
\( - \left. \left( 1 - \frac{\alpha(\frac{z}{2} - \frac{1}{2})}{1 + \cot(2\pi/K)} \right) \sin \left( \frac{2\pi a}{K} \right) \right] \)
\( = \frac{2 \pi}{K} \sin \left( \frac{2\pi a}{K} \right) \left[ \alpha \left( \frac{1}{2} - \frac{1}{\nu} \right) + \frac{\alpha(\nu - 1)}{1 + \cot(2\pi/K)} \right], \)

which is negative for \( a \in \{1, ..., K/4\} \) since \( \sin(2\pi a) > 0 \) and \( \frac{\alpha(\nu - 1)}{1 + \cot(2\pi/K)} \leq 1 \) for \( K \geq 4 \) and \( a \in \{1, ..., K/4\} \). This completes the proof of (112), and hence the lemma.
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