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Abstract

Estimation of convex functions finds broad applications in engineering and science, while convex shape constraint gives rise to numerous challenges in asymptotic performance analysis. This paper is devoted to minimax optimal estimation of univariate convex functions from the Hölder class in the framework of shape constrained nonparametric estimation. Particularly, the paper establishes the optimal rate of convergence in two steps for the minimax sup-norm risk of convex functions with the Hölder order between one and two. In the first step, by applying information theoretical results on probability measure distance, we establish the minimax lower bound under the supreme norm by constructing a novel family of piecewise quadratic convex functions in the Hölder class. In the second step, we develop a penalized convex spline estimator and establish the minimax upper bound under the supreme norm. Due to the convex shape constraint, the optimality conditions of penalized convex splines are characterized by nonsmooth complementarity conditions. By exploiting complementarity methods, a critical uniform Lipschitz property of optimal spline coefficients in the infinity norm is established. This property, along with asymptotic estimation techniques, leads to uniform bounds for bias and stochastic errors on the entire interval of interest. This further yields the optimal rate of convergence by choosing the suitable number of knots and penalty value. The present paper provides the first rigorous justification of the optimal minimax risk for convex estimation under the supreme norm.
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1 Introduction

Nonparametric estimation of shape constrained functions (e.g., monotone/convex functions) receives increasing attention [7, 22, 25, 27, 33], driven by a wide range of applications in science and engineering. Examples include reliability engineering, biomedical research, finance, and astronomy. The goal of shape constrained estimation is to develop an estimator that preserves a pre-specified shape property of a true function, e.g., the monotone or convex property. A challenge in shape constrained estimation is that an estimator is subject to inequality shape constraints, e.g., the monotone or convex constraint. These constraints lead to nonsmooth conditions in estimator characterizations and complicate asymptotic performance analysis.

Considerable progress has been made toward developing and analyzing shape constrained estimators in the framework of nonparametric estimation. For example, estimators that preserve the...
monotone property have been extensively studied in the literature, e.g., [18, 22, 25, 26, 31, 33, 36]. In the realm of convex (or concave) estimation, earlier research is focused on the least squares approach: the least squares convex estimator is first studied in [12] and is shown to be consistent in the interior of the interval of interest [11]. The pointwise rate of convergence for the least squares convex estimator is developed in [17] and pointwise asymptotic distributions are characterized in [10]. A pointwise convex estimation approach is recently introduced in [2]: this approach is non-asymptotic and focuses on the performance of each individual function. To deal with unknown information of a function class, adaptive convex estimation has been proposed in [3, 6], which, however, can only handle a compact sub-interval without including the boundary. To overcome this problem, adaptive convex regression splines are proposed in [34]. Other results include [20, 27, 28].

Given a function class Σ, several critical questions arise when evaluating asymptotic performance of estimators over the function class Σ:

(1) What is the “best” rate of convergence of estimators uniformly on Σ?

(2) How can one construct an estimator that achieves the “best” rate of convergence on Σ?

(3) Is the “best” rate of convergence in (1) strict on Σ for any permissible estimator?

These questions form central research issues in minimax theory of nonparametric estimation [21, 30]. In particular, the first and second questions pertain to the minimax upper bound on Σ and its estimator construction, and the third question is closely related to the minimax lower bound on Σ. For unconstrained estimation, the above questions have been satisfactorily addressed for both the Sobolev and Hölder classes under the $L_2$ or supreme norm; see [21, 30] and references therein for details. This has led to well known optimal rates of convergence over unconstrained function classes (cf. (2) of Section 2). However, if shape constraints are imposed, then minimax asymptotic analysis becomes highly complicated and much fewer results have been reported; some exceptions include [16] for monotone estimation and [2, 5] for convex estimation. It is known that a shape constraint does not improve the unconstrained optimal rate of convergence [13], and it is believed that the same optimal rate holds on a constrained function class but no rigorous justification has been given for general constraints. Furthermore, it is worth pointing out that when the supreme norm (or simply sup-norm) is considered, shape constrained minimax analysis becomes even more challenging due to the following reasons:

(a) Constructive minimax upper bound. Most shape constrained estimators in the literature lack uniform convergence on the entire interval of interest, and they demonstrate poor performance on the boundary of the interval. For example, the shape constrained least squares estimator is inconsistent at the boundary points [35], and the convex estimators developed in [3, 6] deal with a compact sub-interval without including the boundary. Other pointwise estimators, such as [2, 16], are applicable only to a small interval of a fixed interior point, and they do not yield a convex or monotone estimate on the entire interval. This hinders construction of an estimator that achieves the optimal minimax risk under the sup-norm. On the other hand, in order to establish the uniform convergence requested by the sup-norm risk, one inevitably faces many nontrivial issues arising from an underlying nonsmooth optimization formulation of a shape constrained estimator, which call for new tools to handle them.

(b) Minimax lower bound. By minimax lower bound theory, which is based upon information theoretical results on distance between probability measures, it is known that establishing a minimax lower bound amounts to constructing a family of functions (or hypotheses) from a function class satisfying a suitable sup-norm separation order and a small total $L_2$-distance order [30 Section 2]. While it is conceived that there exist many such families, a shape constraint considerably limits choice of a feasible family under the sup-norm, especially when
a higher order shape constraint is imposed (recalling that roughly speaking, the convex constraint places a second order constraint on a function). Therefore, great care needs to be taken in order to meet both the order conditions and shape constraints.

The present paper is devoted to minimax optimal estimation of univariate convex functions from the Hölder class with Hölder order \( r \in (1,2) \) under the sup-norm. Specifically, we develop a two-step procedure to establish the optimal rate of convergence of the sup-norm risk. In the first step, we construct a family of convex functions from the Hölder class that yields the minimax lower bound in the sup-norm. In the second step, a penalized spline based convex estimator is developed and is shown to achieve the minimax upper bound in the sup-norm. It should be mentioned that even though the obtained optimal rate of convergence coincides with the optimal rate for the unconstrained Hölder class as expected, its proof is much more involved than that of the unconstrained case. In order to overcome shape constraint induced difficulties, several new techniques from asymptotic estimation and complementarity theory in constrained optimization are invoked. These new techniques and major contributions of the paper are summarized below.

1. Minimax lower bound. Toward this end, we construct a family of piecewise quadratic convex functions (whose derivatives are increasing and piecewise linear); see Section 3. These functions overlap on most of the interval \([0, 1]\), except on certain small sub-intervals. By careful selection of the slopes of the derivatives of these functions and the length of non-overlapping sub-intervals, we show that the constructed convex functions satisfy the desired order conditions, thus leading to the minimax lower bound. To the best of our knowledge, this construction is the first of its kind for minimax convex estimation. The proposed construction process also sheds light on minimax lower bounds for monotone or higher order derivative constraints.

2. Constructive minimax upper bound. We consider a convex penalized spline (or simply P-spline) estimator subject to the second order difference penalty. The convex shape constraint is converted to the second order difference constraint on spline coefficients. In spite of numerical advantages as well as conceptual simplicity and flexibility of P-splines \([15, 19]\), optimal spline coefficients of the convex P-spline estimator are characterized by nonsmooth complementarity conditions, thanks to the convex shape constraint. The present paper distinguishes the study of P-spline estimators from that in the literature by establishing a critical uniform Lipschitz property of optimal spline coefficients in the infinity norm \([24, 26]\), inspired by uniform convergence required by the sup-norm risk analysis. The proof of uniform Lipschitz property makes extensive use of combinatorial arguments in complementarity theory and the properties of an underlying constrained optimization problem, e.g., the second order difference penalty and piecewise linear formulation of optimal spline coefficients; see Section 4.2. By exploiting the uniform Lipschitz property and asymptotic estimation techniques, we develop uniform bounds for bias and stochastic errors on the entire interval \([0, 1]\) over the Hölder class. These results pave the way for the desired minimax upper bound under the sup-norm.

The paper is organized as follows. In Section 2, we present main results of the paper. Section 3 establishes the minimax lower bound for the rate of convergence under the sup-norm. In Section 4 we develop a convex P-spline estimator and show that this estimator attains the optimal rate of convergence. The paper ends with concluding remarks in Section 5.

2 Problem Formulation and Main Results

Consider the convex regression problem:

\[
y_i = f(x_i) + \sigma \epsilon_i, \quad i = 1, \ldots, n,
\]

where \( f : [0, 1] \to \mathbb{R} \) is an unknown convex function, the constant \( \sigma > 0 \), \( \epsilon_i \) are independent, standard normal errors, \( x_i = i/n, \ i = 1, \ldots, n \) are the equally spaced design points. Let \( f'(\cdot) \)
denote the derivative of $f$. Let
\[ C := \left\{ f : [0, 1] \to \mathbb{R} \mid (f'(x_1) - f'(x_2)) \cdot (x_1 - x_2) \geq 0, \quad \forall x_1, x_2 \in [0, 1] \right\} \]
be the collection of continuous convex functions which are differentiable (almost everywhere) on $[0, 1]$, and $H^r_L$ be the Hölder class with the Hölder exponent (or order) $r \in (1, 2]$ and the Hölder constant $L > 0$, namely,
\[ H^r_L := \left\{ f : [0, 1] \to \mathbb{R} \mid |f'(x_1) - f'(x_2)| \leq L|x_1 - x_2|^\gamma, \quad \forall x_1, x_2 \in [0, 1] \right\}, \]
where $\gamma := r - 1 \in (0, 1]$. Furthermore, let $C_H(r, L) := C \cap H^r_L$ be the collection of functions in both $C$ and $H^r_L$.

For estimation of unconstrained functions over the Hölder class $H^r_L$, it is well known in minimax theory of nonparametric estimation that for a fixed $r$, there exists an estimator (depending on $r$) which achieves the optimal rate of convergence over $H^r_L$ in the sup-norm \[30, 30\]. In fact, the minimax sup-norm risk on $H^r_L$ has an asymptotic order given by
\[ \inf \sup_{{f \in H^r_L}} \mathbb{E}(\|\hat{f} - f\|_\infty) \asymp L \frac{1}{r + 1} \sigma \frac{2^r}{n^{\frac{r}{r+1}}}, \]
where $\hat{f}$ denotes an estimator of a true function $f$, $\mathbb{E}(\cdot)$ is the expectation operator, and $a \asymp b$ means that $a/b$ is bounded by two positive constants from below and above for all $n$ sufficiently large. The goal of this paper is to establish the same asymptotic minimax rate on $C_H(r, L)$ with $r \in (1, 2]$. Specifically, the main result of this paper is presented in the following theorem.

**Theorem 2.1.** Let $r \in (1, 2]$ and $C_H(r, L)$ denote the Hölder class of convex functions defined above. Then there exists a positive constant $C_0$ such that
\[ \inf \sup_{{f \in C_H(r, L)}} \mathbb{E}(\|\hat{f} - f\|_\infty) \asymp C_0 \left(\frac{\log n}{n}\right)^{\frac{r}{r+1}}. \]

The proof of Theorem 2.1 is divided into two sections. Section 3 establishes a lower bound of the optimal rate of convergence via a construction procedure based on multiple hypotheses originating from information theory [30, Theorem 2.5]. Section 4 develops a penalized B-spline based convex estimator that achieves the optimal rate in (3); this gives rise to an upper bound of the optimal convergence rate, and, along with the lower bound, yields the desired optimal rate in (3).

### 3 Minimax Lower Bound of Convex Estimators

In this section, we establish the minimax lower bound of convex estimation of functions in $C_H(r, L)$ with $r \in (1, 2]$ in the sup-norm. The key idea of developing such a lower bound for nonparametric estimators relies on tools for distance of multiple probability measures or hypotheses from information theory [11, 3, 9, 23]; see [30, Section 2] for detailed discussions. It follows from minimax theory (e.g., [30, Theorem 2.5]) that establishing a minimax lower bound over the function class $C_H(r, L)$ in the sup-norm boils down to the construction of a family of functions (or hypotheses) $f_{j,n}, j = 0, 1, \ldots, M_n$ satisfying the following three conditions:

(C1) each $f_{j,n} \in C_H(r, L)$, $j = 0, 1, \ldots, M_n$;

(C2) whenever $j \neq k$, $\|f_{j,n} - f_{k,n}\|_\infty \geq 2s_n > 0$, where $s_n \asymp (\log n/n)^r/(2r+1)$;
Consider the function class \( f \). Suitable functions \( \xi \), all convex estimators on \([0, 1] \) for some constant \( c > 0 \) are constructed, then the following minimax lower bound over \( H \) holds:

\[
\frac{1}{M_n} \sum_{j=1}^{M_n} K(P_j, P_0) \leq c_0 \log(M_n),
\]

where \( P_j \) denotes the distribution of \((Y_{j,1}, \ldots, Y_{j,n})\), where \( Y_{j,i} = f_{j,n}(X_i) + \xi_i, i = 1, \ldots, n \) with \( X_i = i/n \) and \( \xi_i \) being iid random variables, and \( K(P, Q) \) denotes the Kullback divergence between the two probability measures \( P \) and \( Q \) [13], i.e.,

\[
K(P, Q) := \begin{cases} 
\int \log \frac{dP}{dQ} dP, & \text{if } P \ll Q, \\
+\infty, & \text{otherwise}
\end{cases}
\]

In addition, we assume that there exists a constant \( p_* > 0 \) (independent of \( n \) and \( f_{j,n} \)) such that

\[
K(P_j, P_0) \leq p_* \sum_{i=1}^{n} \left( f_{j,n}(X_i) - f_{0,n}(X_i) \right)^2. 
\]

This assumption holds true if the iid random variables \( \xi_i \sim N(0, \sigma^2) \) (cf. \[30\] (2.36) or \[30\] Section 2.5, Assumption B). Hence, the convex regression problem defined in (1) satisfies this assumption.

In other words, once a family of functions \( \{f_{j,n}\} \) satisfying the above three conditions is constructed, then the following minimax lower bound over \( C_H(r, L) \) will hold:

\[
\liminf_{n \to \infty} \inf_{f_n, f \in C_H(r, L)} \sup_{f_n} \left( \frac{n}{\log n} \right)^{2r-1} \mathbb{E}(\|\hat{f}_n - f\|_\infty) \geq c
\]

for some constant \( c > 0 \) depending on \( r, L \), and \( p_* \) only, where \( \inf_{\hat{f}_n} \) denotes the infimum over all convex estimators on \([0, 1] \). In view of this, the goal of this section is to construct a family of suitable functions \( f_{j,n} \) satisfying (C1)-(C3).

### 3.1 Construction of the Desired Functions \( f_{j,n} \)

Consider the function class \( C_H(r, L) \) with \( r \in (1, 2] \) and \( L > 0 \), and fix \( c_0 \in (0, \frac{1}{8}) \). Given a sample size \( n \), let \( K_n \) be a positive number depending on \( n \), whose order of \( n \) will be specified below. We construct the desired functions \( f_{j,n} \) in two separate cases:

**Case 1:** \( \gamma := r - 1 \in (0, 1) \).

Let

\[
\tilde{L} := \min \left( \frac{L}{4} \sqrt{\frac{c_0 \gamma}{12p_*}}, \right)
\]

where \( p_* > 0 \) is defined above. We shall define the functions \( f_{j,n}, j = 0, 1, 2, \ldots, [K_n^\gamma] \) as follows. First we define the auxiliary functions \( \tilde{g}_{j,n} \) for \( j = 0, 1, 2, \ldots, [K_n^\gamma] \) as follows. For \( i = 0, 1, 2, \ldots \), let

\[
\tilde{g}_{0,n}(x) := \begin{cases}
2i\tilde{L}K_{n}^{-\gamma} + \tilde{L}K_{n}^{-1-\gamma}(x - \frac{i}{n}), & \text{if } x \in \left[ \frac{K_n^\gamma}{K_n^{\gamma+1}}, \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n} \right] \\
(2i+1)\tilde{L}K_{n}^{-\gamma}, & \text{if } x \in \left[ \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n}, \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n} \right] \\
(2i+1)\tilde{L}K_{n}^{-\gamma} + \tilde{L}K_{n}^{-1-\gamma}[x - \left( \frac{3}{K_n} + \frac{3}{K_n} \right)], & \text{if } x \in \left[ \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n}, \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n} \right] \\
(2i+1)\tilde{L}K_{n}^{-\gamma}, & \text{if } x \in \left[ \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n}, \frac{K_n^{\gamma+1}}{n} + \frac{3}{K_n} \right]
\end{cases}
\]

For each \( j = 1, 2, \ldots, [K_n^\gamma] \), let \( \tilde{g}_{j,n} = \tilde{g}_{0,n} \) everywhere except on \( \left( \frac{j-1}{K_n^{\gamma+1}}, \frac{j}{K_n^{\gamma+1}} \right] \) on which \( \tilde{g}_{j,n} \) is defined as follows:

\[
\tilde{g}_{j,n}(x) := \begin{cases}
2(j-1)\tilde{L}K_{n}^{-\gamma}, & \text{if } x \in \left[ \frac{j-1}{K_n^{\gamma+1}}, \frac{j}{K_n^{\gamma+1}} \right] \\
2(j-1)\tilde{L}K_{n}^{-\gamma} + \tilde{L}K_{n}^{-1-\gamma}[x - \left( \frac{j-1}{K_n^{\gamma+1}} + \frac{1}{K_n} \right)], & \text{if } x \in \left[ \frac{j-1}{K_n^{\gamma+1}} + \frac{1}{K_n}, \frac{j}{K_n^{\gamma+1}} + \frac{1}{K_n} \right] \\
2j\tilde{L}K_{n}^{-\gamma}, & \text{if } x \in \left[ \frac{j}{K_n^{\gamma+1}} + \frac{1}{K_n}, \frac{j}{K_n^{\gamma+1}} + \frac{1}{K_n} \right]
\end{cases}
\]
For each $j = 0, 1, 2, \ldots, \lfloor Kn \rfloor$, let $g_{j,n}$ denote the restriction of $\tilde{g}_{j,n}$ to $[0, 1]$.

**Case 2:** $\gamma = 1$. In this case, choose

$$\tilde{L} := \min \left( L, \sqrt{\frac{c_0}{12p_*}} \right),$$

and define for $i = 0, 1, 2, \ldots$

$$\tilde{g}_{0,n}(x) := \begin{cases} 
L \frac{2j}{K_n} + L(x - \frac{4i}{K_n}) & \text{if } x \in \left[\frac{4i}{K_n}, \frac{4i+1}{K_n}\right] \\
L \frac{2i+1}{K_n} + L(x - \frac{4i+1}{K_n}) & \text{if } x \in \left[\frac{4i+1}{K_n}, \frac{4i+3}{K_n}\right] \\
L \frac{2i+3}{K_n} + L(x - \frac{4i+3}{K_n}) & \text{if } x \in \left[\frac{4i+3}{K_n}, \frac{4i+4}{K_n}\right]
\end{cases}$$

Also define $\tilde{g}_{j,n} = \tilde{g}_{0,n}$ everywhere except on $\left[\frac{4(j-1)}{K_n}, \frac{4j}{K_n}\right)$, on which

$$\tilde{g}_{j,n}(x) := \begin{cases} 
\tilde{L} \frac{2(j-1)}{K_n} + \tilde{L}(x - \frac{4j}{K_n}) & \text{if } x \in \left[\frac{4(j-1)}{K_n}, \frac{4j-3}{K_n}\right] \\
\tilde{L} \frac{2j-3}{K_n} + \tilde{L}(x - \frac{4j-3}{K_n}) & \text{if } x \in \left[\frac{4j-3}{K_n}, \frac{4j}{K_n}\right]
\end{cases}$$

for $j = 1, 2, \ldots, \lfloor Kn \rfloor$. Again, for each $j$, we let $g_{j,n}$ denote the restriction of $\tilde{g}_{j,n}$ to $[0, 1]$.

The plots of the functions $g_{j,n}$, $j = 0, 1, 2, \ldots, \lfloor Kn \rfloor$ near the origin constructed above are displayed in Figures 1 and 2 for Case 1 and Case 2 respectively. Note that in these plots, $g_{0,n}$ often obstructs the view of other $g_{j,n}$’s, but if $j \geq 1$, then $g_{j,n}$ never obstructs the view of any other function.

Finally, in both the cases, for each $j = 0, 1, 2, \ldots, \lfloor Kn \rfloor$, define

$$f_{j,n}(x) := \int_0^x g_{j,n}(t) \, dt, \quad x \in [0, 1].$$

(5)

We present the following theorem for the above construction, whose proof is given in Section 3.2.
Figure 2: Plot of $g_{j,n}$’s near the origin when $\gamma = 1.$

**Theorem 3.1.** Consider the function class $C_H(r, L)$ with $r \in (1, 2], L > 0,$ and $\gamma := r - 1$. Let $K_n = \left(\frac{n}{\log n}\right)^{\frac{1}{r+1}}$ and $M_n := \lfloor K_n^\gamma \rfloor$. Then the functions $f_{j,n}$, $j = 0, 1, \ldots, M_n$ constructed in (5) satisfy conditions (C1)–(C3). Specifically, for all $n$ sufficiently large,

1. Each $f_{j,n} \in C_H(r, L);$ 
2. For all $j, k \in \{0, 1, \ldots, M_n\}$ with $j \neq k$, $\|f_{j,n} - f_{k,n}\|_\infty = 2s_n$, where $s_n \simeq \left(\frac{\log n}{n}\right)^{\frac{r}{r+1}}$; 
3. $\frac{1}{M_n} \sum_{j=1}^{M_n} K(P_j, P_0) \leq c_0 \log(M_n).$

This theorem, together with the similar argument in [30, Theorem 2.5], leads to the lower bound of minimax risk of convex estimation in [4].

**Remark 3.1.** The proposed construction procedure for convex functions on the Hölder class can be extended to other shape constraints, e.g., monotone constraint or shape constraints in terms of higher order derivatives.

### 3.2 Proof of Theorem 3.1

**Proof.** We consider the two cases in the proof: $\gamma \in (0, 1)$, and $\gamma = 1$.

**Case 1:** $\gamma \in (0, 1)$. For all $n$ (and $K_n$) sufficiently large, the following properties of $g_{j,n}$’s can be easily verified with the help of Figure 1 for any $x, y \in [0, 1]$, suppose that
(i) $0 < |x - y| \leq \frac{1}{K_n}$. Then
\[
\max_j \frac{|g_{j,n}(x) - g_{j,n}(y)|}{|x - y|} \leq \frac{|g_{1,n}(x) - g_{1,n}(y)|}{|x - y|} \bigg|_{x=K_n^{-1}, y=2K_n^{-1}} \leq LK_n^{1-\gamma}.
\]

(ii) $\frac{1}{K_n} < |x - y| \leq \frac{1}{K_n^2}$. Then
\[
\max_j |g_{j,n}(x) - g_{j,n}(y)| \leq |g_{0,n}(x) - g_{0,n}(y)| \big|_{x=0, y=4K_n^{-1}} \leq 2LK_n^{-\gamma}.
\]

(iii) $\frac{1}{K_n^2} < |x - y| \leq 1$. Without loss of generality, let $x < y$ with $y = rK_n^{-\gamma} + s(x, y)$ for some $r \in \mathbb{N}$ and $0 \leq s(x, y) < K_n^{-\gamma}$. It can be shown that
\[
\max_j \frac{|g_{j,n}(x) - g_{j,n}(y)|}{|x - y|} \leq \frac{|g_{1,n}(x) - g_{1,n}(y)|}{|x - y|} \bigg|_{x=K_n^{-1}, y=rK_n^{-\gamma} + 3K_n^{-1}} \leq \frac{2(r + 1)LK_n^{-\gamma}}{rK_n^{-\gamma} + 2K_n^{-1}} \leq \frac{2(r + 1)LK_n^{-\gamma}}{rK_n^{-\gamma}} \leq 4L \leq L.
\]

Along with these properties, we show the three conditions as follows:

(1) Obviously, each $g_{j,n}$ is nondecreasing, and hence each $f_{j,n}$ is convex. Furthermore, to show that each function $f_{j,n}$ is in the Hölder class $H^r_L$, we consider the following three cases:

(1.1) $0 < |x - y| \leq \frac{1}{K_n}$. Then, by (i), we have
\[
\frac{|f'_{j,n}(x) - f'_{j,n}(y)|}{|x - y|^\gamma} = \frac{|f'_{j,n}(x) - f'_{j,n}(y)|}{|x - y|} |x - y|^{1-\gamma} \leq LK_n^{1-\gamma} \left(\frac{4}{K_n}\right)^{1-\gamma} \leq 4L \leq L.
\]

(1.2) $\frac{1}{K_n} < |x - y| \leq \frac{1}{K_n^2}$. Then, by (ii), we have
\[
\frac{|f'_{j,n}(x) - f'_{j,n}(y)|}{|x - y|^\gamma} \leq \frac{2LK_n^{-\gamma}}{|x - y|^\gamma} \leq 2LK_n^{1-\gamma} \left(\frac{4}{K_n}\right)^{1-\gamma} \leq 2L \leq L.
\]

(1.3) $\frac{1}{K_n^2} < |x - y| \leq 1$. By (iii), we obtain
\[
\frac{|f'_{j,n}(x) - f'_{j,n}(y)|}{|x - y|^\gamma} \leq \frac{|f'_{j,n}(x) - f'_{j,n}(y)|}{|x - y|} \leq L.
\]

This shows that condition (1) holds.

(2) Let $j, k \in \{0, 1, \ldots, M_n\}$ with $j < k$ without loss of generality. It follows from the definitions of $g_{j,n}$ and $f_{j,n}$ and Figure II that

(2.1) if $j = 0$, then $f'_{j,n}(x) = f'_{k,n}(x)$ for all $x \in [0, 1]$ except on the set $S_{0k} := ((k - 1)K_n^{-\gamma}, (k - 1)K_n^{-\gamma} + 2/K_n) \cup ((k - 1)K_n^{-\gamma} + 2/K_n, (k - 1)K_n^{-\gamma} + 4/K_n)$;

(2.2) if $j \geq 1$, then $f'_{j,n}(x) = f'_{k,n}(x)$ for all $x \in [0, 1]$ except on the set $S_{jk} := ((j - 1)K_n^{-\gamma}, (j - 1)K_n^{-\gamma} + 2/K_n) \cup ((j - 1)K_n^{-\gamma} + 2/K_n, (j - 1)K_n^{-\gamma} + 4/K_n) \cup ((j - 1)K_n^{-\gamma}, (j - 1)K_n^{-\gamma} + 4/K_n) \cup ((k - 1)K_n^{-\gamma} + 2/K_n, (k - 1)K_n^{-\gamma} + 4/K_n)$.

Hence, the set of critical points of $f_{j,n} - f_{k,n}$ is $[0, 1] \setminus S_{jk}$. Furthermore, in view of piecewise linearity of $g_{j,n}$'s, it is easy to see that
(a) \( f_{j,n}(x) - f'_{k,n}(x) = g_{j,n}(x) - g_{k,n}(x) > 0 \) for all \( x \in ((k-1)K^{-\gamma} + 1/K_n, (k-1)K^{-\gamma} + 2/K_n) \), and \( f_{j,n}(x) - f'_{k,n}(x) < 0 \) for all \( x \in ((k-1)K^{-\gamma} + 2/K_n, (k-1)K^{-\gamma} + 3/K_n) \);

(b) for case (2.2), \( f_{j,n}(x) - f'_{k,n}(x) < 0 \) for all \( x \in ((j-1)K^{-\gamma} + 1/K_n, (j-1)K^{-\gamma} + 2/K_n) \), and \( f_{j,n}(x) - f'_{k,n}(x) > 0 \) for all \( x \in ((j-1)K^{-\gamma} + 2/K_n, (j-1)K^{-\gamma} + 3/K_n) \);

(c) \( g_{j,n}(x) = g_{k,n}(x) = 0 \) for all \( x \in [0,1] \setminus S_{jk} \) except \( x = (k-1)K^{-\gamma} + 2/K_n \) and \( x = (j-1)K^{-\gamma} + 2/K_n \) (if \( j \geq 1 \)).

Moreover, \( f_{j,n}(x) = f_{k,n}(x) \) for \( x = 0, 1 \). This shows that \( |f_{j,n}(x) - f_{k,n}(x)| \) achieves a local maximum at \( x^* = (k-1)K^{-\gamma} + 2/K_n \) and/or \( z^* := (j-1)K^{-\gamma} + 2/K_n \) (the latter holds only if \( j \geq 1 \)). Due to the symmetry of non-overlapping regions of \( g_{j,n} \) and \( g_{k,n} \), we have \( \|f_{j,n} - f_{k,n}\|_\infty = |f_{j,n}(x^*) - f_{k,n}(x^*)| = |f_{j,n}(z^*) - f_{k,n}(z^*)| \). Furthermore, it can be verified that \( f_{j,n}(x) = f_{k,n}(x) \) at \( x = (k-1)K^{-\gamma} \). Therefore,

\[
\|f_{j,n} - f_{k,n}\|_\infty = \left| f_{j,n}\left((k-1)K^{-\gamma} + \frac{2}{K_n}\right) - f_{k,n}\left((k-1)K^{-\gamma} + \frac{2}{K_n}\right) \right|
\]

\[
= \left| (f_{j,n} - f_{k,n})\left((k-1)K^{-\gamma} + \frac{2}{K_n}\right) - (f_{j,n} - f_{k,n})\left((k-1)K^{-\gamma}\right) \right|
\]

\[
= \int_{(k-1)K^{-\gamma}}^{(k-1)K^{-\gamma} + \frac{2}{K_n}} \left( g_{j,n}(t) - g_{k,n}(t) \right) dt
\]

\[
= 2 \int_{(k-1)K^{-\gamma}}^{(k-1)K^{-\gamma} + \frac{1}{K_n}} LK_n^{1-\gamma}\left(t - (k-1)K^{-\gamma}\right) dt
\]

\[
= 2 \int_{0}^{\frac{1}{K_n}} LK_n^{1-\gamma}t dt = \bar{L}K_n^{-(1+\gamma)}
\]

\[
= \bar{L}K_n^{-\tau} = 2s_n,
\]

where \( s_n := \bar{L}K_n^{-\tau}/2 = \bar{L}/2 \cdot \left( \frac{\log n}{n} \right)^{\frac{\tau}{\gamma + 1}} \), and thus condition (2) holds.

(3) To show this condition, we first collect a few results about \( f_{j,n} \)'s to be used later:

(3.1) For each \( j = 1, 2, \ldots, M_n \),

\[
\int_0^1 \left( f_{j,n}(x) - f_{0,n}(x) \right)^2 dx = \int_0^1 \left( f_{1,n}(x) - f_{0,n}(x) \right)^2 dx.
\]

(3.2) Let \( h_j := (f_{j,n} - f_{0,n})^2 \) for \( j = 1, \ldots, M_n \). Since \( X_i = i/n \), it follows from analysis of numerical integration and condition (2) that for each \( j \),

\[
\left| \int_0^1 h_j(x) dx - \frac{\sum_{i=1}^n b_j(X_i)}{n} \right| \leq \max_{x \in [0,1]} |h'_j(x)| \cdot \frac{\|g_{j,n} - g_{0,n}\|_\infty}{n} \cdot \|f_{j,n} - f_{0,n}\|_\infty \leq \frac{2\bar{L}^2}{nK_n^{1+2\gamma}}.
\]

(3.3) The following holds:

\[
\int_0^1 \left( f_{1,n}(x) - f_{0,n}(x) \right)^2 dx = 2 \int_{0}^{\frac{1}{K_n}} \left( f_{1,n}(x) - f_{0,n}(x) \right)^2 dx = 2 \int_{0}^{\frac{1}{K_n}} \left( \frac{\bar{L}K_n^{1-\gamma}x^2}{2} \right)^2 dx
\]

\[
+ 2 \int_{0}^{\frac{2}{K_n}} \left( \frac{\bar{L}K_n^{1-\gamma}(x - 1/K_n)}{2} \right)^2 dx = 2\bar{L}^2K_n^{-2\gamma-3} \left( \frac{1}{20} \right) = \frac{2\bar{L}^2}{K_n^{2\gamma+1}} \cdot \frac{46}{60}.
\]
In light of the above results, we have for each $j = 1, \ldots, M_n$,

$$K(P_j, P_0) \leq p_* \sum_{i=1}^{n} (f_{j,n}(X_i) - f_{0,n}(X_i))^2 \leq p_* \left( n \int_0^1 (f_{j,n}(x) - f_{0,n}(x))^2 \, dx + \frac{2L^2}{K_{n+2}} \right)$$

$$\leq p_* \left( n \int_0^1 (f_{1,n}(x) - f_{0,n}(x))^2 \, dx + \frac{2L^2}{K_{n+2}} \right)$$

$$\leq p_* \left( \frac{2\gamma}{K_{n+2}} + \frac{60 + 2\bar{L}}{K_{n+2}} \right)$$

$$\leq \frac{c_0 \gamma}{6} \log(n)$$

for all $n$ sufficiently large, where the last inequality follows from the definition of $\bar{L}$ and the order of $K_n$. Consequently,

$$\frac{1}{M_n} \sum_{j=1}^{M_n} K(P_j, P_0) \leq \frac{c_0 \gamma}{6} \log(n).$$

Finally, since $\gamma \in (0, 1)$, we have, for all $n$ sufficiently large,

$$\log M_n \geq 0.9 \gamma \log K_n = 0.9 \gamma \log \left( \frac{n}{\log n} \right)^{\frac{1}{2(\gamma+1)}} = \left( \frac{0.9 \gamma}{2 \gamma + 3} \right) \log \left( \frac{n}{\log n} \right) \geq \frac{\gamma}{6} \log n.$$

This establishes condition (3) and hence completes the proof for Case 1.

**Case 2:** $\gamma = 1$. We show the three conditions in a similar manner as in Case 1:

1. Clearly, each $f_{j,n}$ is convex on $[0,1]$. Further, it is easy to show via the definition of $g_{j,n}$ and Figure [2] that for any $0 \leq x < y \leq 1$, $\frac{|g_{j,n}(x) - g_{j,n}(y)|}{|x-y|} \leq \bar{L} \leq L$ for each $j = 0, 1, \ldots, [K_n]$. This thus implies that each $f_{j,n} \in C_H(r, L)$, leading to condition (1).

2. Let $0 \leq j < k \leq M_n := [K_n]$. It follows from a similar argument as in (2) of Case 1 that $\|f_{j,n} - f_{k,n}\|_\infty$ is achieved at $x^* = \frac{4(k-1)+2}{K_n}$ and $f_{j,n}(x) = f_{k,n}(x)$ at $x = \frac{4(k-1)}{K_n}$. Therefore, we have

$$\|f_{j,n} - f_{k,n}\|_\infty = \left| f_{j,n} \left( \frac{4(k-1)+2}{K_n} \right) - f_{k,n} \left( \frac{4(k-1)+2}{K_n} \right) \right|$$

$$= \left| (f_{j,n} - f_{k,n}) \left( \frac{4(k-1)+2}{K_n} \right) - (f_{j,n} - f_{k,n}) \left( \frac{4(k-1)}{K_n} \right) \right|$$

$$= \int_{\frac{4(k-1)+2}{K_n}}^{\frac{4(k-1)+1}{K_n}} (g_{j,n}(t) - g_{k,n}(t)) \, dt$$

$$= 2 \int_{\frac{4(k-1)+1}{K_n}}^{\frac{4(k-1)}{K_n}} \bar{L} \left( t - \frac{4(k-1)}{K_n} \right) \, dt$$

$$= 2 \int_{0}^{\frac{1}{K_n}} \bar{L} t \, dt = \bar{L} K_n^{-2} = 2s_n,$$

where $s_n := \bar{L} K_n^{-2}/2 = \bar{L}/2 \cdot \left( \frac{\log n}{n} \right)^{\frac{3}{2}}$ (for $r = 2$), and thus condition (2) holds for $\gamma = 1$. 
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(3) First of all, it is easy to see that the conditions in (3.1) and (3.2) in Case 1 remain valid for \( \gamma = 1 \). To show the condition in (3.3) for \( \gamma = 1 \), we have

\[
\int_0^1 (f_{1,n}(x) - f_{0,n}(x))^2 \, dx = 2 \int_0^{\pi/n} (f_{1,n}(x) - f_{0,n}(x))^2 \, dx = 2 \int_0^{\pi/n} \left( \frac{Lx^2}{2} \right)^2 \, dx \\
+ 2 \int_0^{\pi/n} \frac{\bar{L}K_n^{-2}}{2} + \bar{L}K_n^{-1} \left( x - \frac{1}{K_n} \right) - \frac{\bar{L}}{2} \left( x - \frac{1}{K_n} \right)^2 \, dx \\
= 2\bar{L}^2 K_n^{-5} \left( \frac{1}{20} + \frac{43}{60} \right).
\]

By using these results and a similar argument as in (3) of Case 1, we have for all \( n \) sufficiently large, \( K(P_j, P_0) \leq \frac{c_0}{6} \log(n) \) for each \( j = 1, \ldots, M_n \) such that

\[
\frac{1}{M_n} \sum_{j=1}^{M_n} K(P_j, P_0) \leq \frac{c_0}{6} \log(n).
\]

Again, in view of

\[
\log M_n \geq 0.9 \log K_n = 0.9 \log \left( \left( \frac{n}{\log n} \right)^{1/2} \right) = \left( \frac{0.9}{5} \right) \log \left( \frac{n}{\log n} \right) \geq \frac{1}{6} \log n
\]

for all \( n \) sufficiently large, we obtain condition (3). This completes the proof for Case 2.

\[\square\]

4 Convex P-spline Estimator and Minimax Upper Bound of Convex Estimators

In this section, we develop a convex P-spline estimator subject to the second order difference penalty that achieves the optimal rate of convergence. We first formulate the convex P-spline estimator as a constrained quadratic optimization problem, and establish optimality conditions for spline coefficients (cf. Section 4.1). We then develop a critical uniform Lipschitz property in the infinity norm for the optimal spline coefficients (cf. Theorem 4.4). Equipped with these results, we establish uniform convergence of the convex P-spline estimator, and this leads to the minimax upper bound under the sup-norm in Section 4.3.

4.1 Convex P-spline Estimator and Optimal Spline Coefficients

Consider a P-spline estimator for the convex estimation problem defined in (1). Specifically, let \( \{ B_k[p] : k = 1, \ldots, K_n + p \} \) be the \( p \)th degree B-spline basis with knots \( 0 = \kappa_0 < \kappa_1 < \cdots < \kappa_{K_n} = 1 \) and extension to \( \kappa_{-p} < \kappa_{-p+1} < \cdots < \kappa_0 \) and \( \kappa K_n < \kappa_{K_n+1} < \cdots < \kappa_{K_n+p} \) on the boundary. For simplicity, consider equally spaced knots, i.e., \( \kappa_k = k/K_n \) with \( k = -p, \ldots, K_n + p \), where the support of each basis function is \( [(k-p-1)/K_n, k/K_n] \cap [0,1], k = 1, \ldots, K_n + p \). The value of \( K_n \) will depend upon \( n \) as shown below, and we also assume \( n/K_n \) to be an integer denoted by \( M_n \). In what follows, we consider the penalized linear B-spline based convex estimator, namely, \( p = 1 \).

Let \( \Delta \) be the backward difference operator, i.e., \( \Delta(b_k) := b_k - b_{k-1} \) and \( \Delta^m(b_k) = \Delta(\Delta^{m-1}(b_k)) \) with \( m \in \mathbb{N} \), and consider the polyhedral cone

\[
\Omega = \{ b \in \mathbb{R}^{K_n+1} | \Delta^2(\Delta(b_k)) = b_k - 2b_{k+1} + b_{k+2} \geq 0, k = 1, \ldots, K_n - 1 \}.
\]
The constrained optimization problem for \( P \)-spline coefficients with the penalty on the \( m \)th order difference is

\[
\hat{b}^{[m]} = \arg \min_{b \in \Omega} \sum_{k=1}^{K_n+1} \left( y_i - \sum_{k=1}^{K_n+1} b_k B_k^{[1]}(x_i) \right)^2 + \lambda^* \sum_{k=m+1}^{K_n+1} (\Delta^m b_k)^2,
\]

where \( \hat{b}^{[m]} \in \mathbb{R}^{K_n+1} \), and \( \lambda^* > 0 \) is the penalty parameter dependent on \( n \) whose order will be determined later. Then the convex \( P \)-spline estimator with \( p = 1 \) is given by:

\[
\hat{f}^{[m]}(x) = \sum_{k=1}^{K_n+1} \hat{b}_k^{[m]} B_k^{[1]}(x).
\]

Since the knots are equally spaced, it is easy to see that if the B-spline coefficient vector \( \hat{b}^{[m]} \) is in \( \Omega \), then \( \hat{f}^{[m]} \) is convex. We consider the second order difference penalty in this paper, i.e., \( m = 2 \).

In order to establish the optimality conditions for the optimal spline coefficient \( \hat{b}^{[m]} \), we introduce more notation. Denote the \( n \times (K_n + 1) \) design matrix by \( X = [B_k^{[1]}(x)]_{j,k} \) and \( \beta_n := \sum_{i=1}^{n} (B_k^{[1]}(x_i))^2 \) for \( k = 2, \ldots, K_n \). Since the knots are equally spaced, \( \beta_n \) is independent of \( k = 2, \ldots, K_n \). For the linear B-spline, \( (\beta_n \Delta^m) \) converges to a positive constant as \( (n/K_n) \to \infty \). Hence, there exists a positive constant \( C_\beta \) such that

\[
\beta_n \geq C_\beta \frac{n}{K_n}, \quad \forall \ n, K_n.
\]

Moreover, define \( \Gamma := X^T X/\beta_n \in \mathbb{R}^{(K_n+1) \times (K_n+1)} \). It is easy to show that \( \Gamma \) is positive definite and tridiagonal. Let \( y = (y_1, \ldots, y_n)^T \) and define the weighted response vector \( \bar{y} := X^T y/\beta_n \in \mathbb{R}^{K_n+1} \). Furthermore, let \( D_2 \in \mathbb{R}^{(K_n-1) \times (K_n+1)} \) be the second-order difference matrix, i.e.,

\[
D_2 = \begin{bmatrix}
1 & -2 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 & 0 & 0 & 0 \\
& & & \ddots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & \cdots & 1 & -2 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & -2 & 1 \\
\end{bmatrix}.
\]

Then the convex constraint on spline coefficients is defined by the polyhedral cone \( \Omega := \{ b \in \mathbb{R}^{K_n+1} : D_2 b \geq 0 \} \). Define \( \Lambda := \Gamma + \lambda D_2^T D_2 \), where \( \lambda := \lambda^*/\beta_n > 0 \). Therefore, the underlying optimization problem (6) with \( p = 1 \) and \( m = 2 \) becomes the following quadratic program

\[
\hat{b} = \arg \min_{b \in \Omega} \frac{1}{2} b^T \Lambda b - \bar{y}^T b,
\]

where we drop the superscript in \( \hat{b}^{[m]} \) for notational convenience. In what follows, we treat the optimal spline coefficient vector \( \hat{b} : \mathbb{R}^{K_n+1} \to \mathbb{R}^{K_n+1} \) as a function of \( \bar{y} \). It is known that the function \( \hat{b} \) is piecewise linear and Lipschitz continuous [8]. To obtain a piecewise linear formulation of \( \hat{b} \), consider the optimality conditions in the KKT form:

\[
\Lambda \hat{b} - \bar{y} - D_2^T \chi = 0, \quad 0 \leq \chi \perp D_2 \hat{b} \geq 0,
\]

where \( \chi \in \mathbb{R}^{K_n-1} \) is the Lagrange multiplier, and \( u \perp v \) means that two vectors \( u, v \) are orthogonal, i.e., \( u^T v = 0 \). Here the latter condition in (9) is known as the complementarity condition [4] in constrained optimization. Therefore, linear selection functions (or linear pieces) of \( \hat{b} \) can be
determined by index sets \( \alpha = \{ i \mid (D_2 \hat{b})_i = 0 \} \subseteq \{ 1, \ldots, K_n - 1 \} \), where \( \alpha \) may be empty. For a given index set \( \alpha \), the optimality conditions in (9) yield the equations

\[(D_2)_{\alpha \bullet} \hat{b} = 0, \quad \chi \pi = 0, \quad \Lambda \hat{b} - \bar{y} - ((D_2)_{\alpha \bullet})^T \chi \alpha = 0, \quad (10)\]

where \((D_2)_{\alpha \bullet}\) denotes the rows of \(D_2\) indexed by the index set \(\alpha\), and \(\bar{\alpha}\) is the complement of \(\alpha\), namely, \(\bar{\alpha} := \{ 1, \ldots, K_n - 1 \} \setminus \alpha\). Let \(\hat{b}^\alpha\) denote a linear selection function obtained from (10) corresponding to the index set \(\alpha\), and let \((F_\alpha)^T\) be a matrix formed by the basis of the null space of \((D_2)_{\alpha \bullet}\). (When \(\alpha\) is the empty set, \((F_\alpha)^T\) will be the identity matrix.) In view of the first equation in (10), \(\hat{b}^\alpha\) takes the form \((F_\alpha)^T \tilde{b}^\alpha\), where the vector \(\tilde{b}^\alpha\) consists of the free variables of the equation \((D_2)_{\alpha \bullet} \hat{b} = 0\). It is easy to show via (10) and a standard argument that \((F_\alpha)^T \tilde{b}^\alpha = F_\alpha \bar{y}\). Since \(F_\alpha\) is row linearly independent and \(\Lambda\) is positive definite, we obtain the linear selection function corresponding to \(\alpha\) as

\[
\tilde{b}^\alpha(\bar{y}) = F_\alpha^T (F_\alpha \Lambda F_\alpha^T)^{-1} F_\alpha \bar{y}.
\]

Hence, for a fixed \(K_n\), \(\hat{b}\) has \(2^{K_n-1}\) linear selection functions. Note that there are multiple ways to construct (equivalent) piecewise linear formulation of \(\hat{b}\), but the above approach offers flexibility to select suitable \(F_\alpha\) for analytic properties of \(\hat{b}\) in the next section.

4.2 Uniform Lipschitz Property of Optimal Spline Coefficients

The constrained optimization problem (8) does not admit a closed form solution for the optimal spline coefficients, and this poses great difficulties in asymptotical statistical analysis. In this section, we characterize a critical property for the optimal spline solution \(\hat{b}\) (with \(m = 2\) pertaining to the uniform Lipschitz constant, regardless of \(K_n\), \(\alpha\), and \(\lambda\), when the \(\ell_\infty\)-norm is used (cf. Theorem 4.1). Toward this end, we discuss more about the piecewise linear formulation of \(\hat{b}\).

For the given design matrix \(X\), define \(\alpha_n := \sum_{i=1}^{n} B_k^1(x_i) \) for \(k = 1, K_n + 1\), and \(\gamma_n := \sum_{i=1}^{n} B_k^1(x_i)B_{k+1}^1(x_i)\) for \(k = 2, \ldots, K_n\), where \(\gamma_n\) is independent of \(k = 2, \ldots, K_n\) due to the equally spaced knots. Moreover, let \(\theta_n := \alpha_n/\beta_n\), and \(\eta_n := \gamma_n/\beta_n\), where \(\beta_n\) is defined before (7). It is easily verified via the B-spline properties that \(\theta_n \to 1/2\) and \(\eta_n \to 1/4\) as \(n/K_n \to \infty\). Note that the tridiagonal matrix \(\Gamma\) is positive definite and is given by

\[
\Gamma = X^T X / \beta_n = \begin{bmatrix}
\theta_n & \eta_n & 0 & 0 & \cdots & 0 \\
\eta_n & 1 & \eta_n & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\eta_n & 1 & \eta_n & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & \eta_n & \theta_n
\end{bmatrix} \in \mathbb{R}^{(K_n+1) \times (K_n+1)}.
\]

such that the positive definite matrix \(\Lambda = \Gamma + \lambda D_2^T D_2 \in \mathbb{R}^{(K_n+1) \times (K_n+1)}\).

It follows from complementarity theory [4, 8, 26] that the optimal solution \(\hat{b}\) is a piecewise linear and Lipchitz continuous function of \(\bar{y}\) determined by an index set \(\alpha = \{ i \mid (D_2 \hat{b})_i = 0 \} \subseteq \{ 1, \ldots, K_n - 1 \}\) (\(\alpha\) may be empty). Specifically, for given \(\bar{y}\) and \(\alpha\), we define a vector \(\tilde{b}^\alpha\) and an associated family of index sets \(\{ \beta^\alpha_i \}\) as follows. Let the index set \(\vartheta := \{ j - 1 \mid (\Delta^2 \tilde{b})_j = 0, j \in \{ 3, 4, \ldots, K_n + 1 \} \}\). Since \(\tilde{b}_i = (\tilde{b}_{i-1} + \tilde{b}_{i+1})/2\) for each \(i \in \vartheta\), it is easy to see that \(\tilde{b}_i, i \in \vartheta\) are the basic variables of the equation \((D_2)_{\alpha \vartheta} \tilde{b} = 0\), while \(\tilde{b}_i, i \notin \vartheta\) are the free variables. Let \(1 = i_1 < i_2 < \cdots < i_{\ell} = K_n + 1\) be the elements of \(\vartheta\), i.e., the complement of \(\vartheta\), where \(\ell := K_n + 1 - |\alpha|\). Let \(\tilde{b}^\alpha := (\tilde{b}_{i_1}, \ldots, \tilde{b}_{i_\ell})^T\) be the vector of free variables.

A specific basis for the null space of \((D_2)_{\alpha \vartheta}\) is constructed via the linear B-splines \(g_1, g_2, \ldots, g_\ell\) on the interval \([1, K_n + 1]\) with nodes \(1 = i_1 < i_2 < \cdots < i_\ell = K_n + 1\) recently introduced in [34].
Proposition 4.1. If $\beta$ is in the null space of $(D_2)_{\alpha\bullet}$, then the sets $\beta_k := \{1, 2, \ldots, \ell_1 - 1\}$. Next let $\ell_2$ be the smallest element $i_2 > \ell_1$ in $\overline{\vartheta}$ such that $i_2 - i_1 = 1$, and $\beta_2^\alpha := \{\ell_1 + 1, \ell_1 + 2, \ldots, \ell_2\}$. Continuing this process, we obtain $\beta_k^\alpha$'s until we reach $i_k = \ell_1 + \ell_2 + 1, \ldots, L$. If $i_k = K_n$, we also choose the last $\beta_K^\alpha$ as $\{K_n + 1\}$. Suppose that the above process leads to the sets $\beta_1^\alpha, \ldots, \beta_L^\alpha$. It is clear that $\{\beta_i^\alpha\}_{i=1}^L$ forms a disjoint partition of $\{1, \ldots, K_n + 1\}$, namely, $\bigcup_{i=1}^L \beta_i^\alpha = \{1, \ldots, K_n + 1\}$ and $\beta_i^\alpha \cap \beta_j^\alpha = \emptyset$ whenever $j \neq k$. Let $m_i^\alpha := |\beta_i^\alpha|$, where $i = 1, \ldots, L$. Note that if $m_i^\alpha > 1$, then $m_i^\alpha \geq 3$. Recall $\ell := K_n + 1 - |\alpha|$. It follows from the definition of $\beta_i^\alpha$ and the construction of $F_\alpha$ that

$$F_\alpha = \begin{bmatrix} F_{\alpha,1} & F_{\alpha,2} & \cdots & F_{\alpha,L} \end{bmatrix} \in \mathbb{R}^{\ell \times (K_n + 1)},$$

where each matrix block corresponding to $\beta_k^\alpha$ is shown as follows: if $m_k^\alpha = 1$, then $F_{\alpha,k} = 1$; otherwise, assume that the nodes in $\overline{\vartheta}$ on $[\ell_{k-1}, \ell_k]$ are $i_s = \ell_{k-1} < i_{s'+1} < \cdots < i_{s'+w_k} = \ell_k$ for some $w_k$. Let $h_{k,j}^\alpha := i_{s'+j} - i_{s'+j-1} \geq 2$ for each $j = 1, \ldots, w_k$. Then $F_{\alpha,k} \in \mathbb{R}^{(w_k + 1) \times m_k^\alpha}$ constructed from the linear splines (11)-(12) corresponding to $\beta_k^\alpha$ is given by

$$F_{\alpha,k} = \begin{bmatrix} 1 & h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & 0 & \cdots & 0 \\ 0 & 1 & h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & \cdots & 0 \\ 0 & 0 & 1 & h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & \cdots \\ 0 & 0 & 0 & \cdots & 0 & 1 & h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & \cdots \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & 0 & \cdots & 0 \\ h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & 0 & \cdots & 0 \\ h_{k,1}^\alpha & h_{k,2}^\alpha & \cdots & h_{k,w_k}^\alpha & h_{k,w_k}^\alpha & 0 & 0 & \cdots & 0 \end{bmatrix}.$$

In view of the above construction of $F_\alpha$ and the linear selection function $\hat{b}^\alpha$, we obtain the following proposition that characterizes the piecewise linear formulation of $\hat{b}$.

**Proposition 4.1.** For each index set $\alpha \subseteq \{1, \ldots, K_n - 1\}$, its corresponding linear selection function $\hat{b}^\alpha$ is given by

$$\hat{b}^\alpha(\bar{y}) = F_\alpha^T (F_\alpha \Lambda F_\alpha^T)^{-1} F_\alpha \bar{y},$$

where $F_\alpha \in \mathbb{R}^{\ell \times (K_n + 1)}$ is a row independent matrix given in (13).
Let \( F_\alpha \Gamma F_\alpha^T := G + \lambda H \in \mathbb{R}^{\ell \times \ell} \), where \( G := F_\alpha \Gamma F_\alpha^T \) and \( H := (F_\alpha D_2^T)(F_\alpha D_2^T)^T \). The following result establishes the properties of the matrix \( H \).

**Proposition 4.2.** Let \( m = 2 \). For any \( K_n \) and \( \alpha \), the matrix \( H \) is a symmetric, banded matrix with the bandwidth \( m \). Furthermore, (i) \( 0 \leq H_{ss} \leq 6, \forall s = 1, \ldots, \ell \); (ii) \( |H_{s(s+1)}| = |H_{(s+1)s}| \leq 4, \forall s = 1, \ldots, \ell - 1 \); and (iii) \( |H_{s(s+2)}| = |H_{(s+2)s}| \leq 1, \forall s = 1, \ldots, \ell - 2 \).

**Proof.** Consider \( F_\alpha \) in Eq. (13). Recall that if \( m_0^k = 1 \), then \( F_{\alpha,k} = 1 \) and we define \( w_k := 1 \) and \( h_{k,1}^\alpha := 1 \); otherwise, \( h_{k,j}^\alpha \geq 2 \) for each \( j = 1, \ldots, w_k \). It follows from the structure of \( F_\alpha \) in Eq. (13) and (14) that

\[
F_\alpha D_2^T = 
\begin{bmatrix}
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & -\frac{\lambda_{1,1}}{h_{1,1}^\alpha} & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & -\frac{\lambda_{1,2}}{h_{1,2}^\alpha} & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & 0 & -\frac{\lambda_{1,3}}{h_{1,3}^\alpha} & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & 0 & 0 & -\frac{\lambda_{1,4}}{h_{1,4}^\alpha} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix},
\]  

where the bold face \( 0 \) in the above matrix denotes the zero row of \( (h_{k,j}^\alpha - 1) \) elements if the first nonzero term \( 1/h_{k,j}^\alpha \) (from the top) appears in the column immediately to its right. (By convention, if \( h_{k,j}^\alpha = 1 \), then the zero row vanishes.) For example, the zero row \( 0 \) in the first column has \( (h_{1,1}^\alpha - 1) \) elements, and the next \( 0 \) in the third column has \( (h_{1,2}^\alpha - 1) \) elements.

Clearly, \( H = (F_\alpha D_2^T)(F_\alpha D_2^T)^T \) is symmetric. In light of Eq. (15), we see that \( H_{ij} = 0 \) whenever \( |i - j| \geq 3 \). Furthermore, in view of \( h_{k,j}^\alpha \geq 1 \), we have for each suitable \( s \),

\[
0 \leq H_{ss} \leq \max_{(k,j)} \left(1 + \left(1 + \frac{1}{h_{k,j}^\alpha}\right)^2 + \left(\frac{1}{h_{k,j}^\alpha}\right)^2\right) \leq 6,
\]

\[
|H_{s(s+1)}| \leq 2\max_{(k,j)} \left(\frac{1}{h_{k,j}^\alpha} + 1\right) \leq 4,
\]

\[
|H_{s(s+2)}| \leq \max_{(k,j)} \left(\frac{1}{h_{k,j}^\alpha}, \frac{1}{h_{k,j+1}^\alpha}, \frac{1}{h_{k,j}^\alpha}\right) \leq 1.
\]

This yields the proposition. \( \square \)

The next proposition further establishes important properties of the matrix \( F_\alpha \Gamma F_\alpha^T \) that pave the way for the uniform Lipschitz property of \( b \).

**Proposition 4.3.** There exists \( P \in \mathbb{N} \) such that for any \( K_n \) with \( n/K_n \geq P \) and any index set \( \alpha \), the matrix \( G := F_\alpha \Gamma F_\alpha^T \) is a symmetric, strictly diagonally dominant, and tridiagonal matrix.

**Proof.** Clearly, \( G \) is symmetric. For a given index subset \( \beta_k^\alpha \) corresponding to \( \alpha \) constructed above, let \( \Gamma_{\beta_k^\alpha,\beta_k^\alpha} \) denote the principal submatrix of \( \Gamma \) defined by \( \beta_k^\alpha \). In view of the structure of \( F_\alpha \) in Eq. (13), we have

\[
G = \text{diag} \left( F_{\alpha,1} \Gamma_{\beta_1^\alpha,\beta_1^\alpha} F_{\alpha,1}^T, F_{\alpha,2} \Gamma_{\beta_2^\alpha,\beta_2^\alpha} F_{\alpha,2}^T, \ldots, F_{\alpha,L} \Gamma_{\beta_L^\alpha,\beta_L^\alpha} F_{\alpha,L}^T \right).
\]
In what follows, we drop the subscript \( n \) in \( \theta_n \) and \( q_n \) for notational simplicity. To determine the entries of \( G = (g_{ij}) \), we consider a fixed \( k \in \{1, \ldots, L\} \). If \( m_k^\alpha = 1 \), then \( F_{\alpha,k} \Gamma_{\beta_k}^{\alpha} \beta_k F_{\alpha,k}^T \) is a scalar that appears on the diagonal of \( G \). Denoting this number by \( g_{ss} \), we have

\[
g_{ss} = F_{\alpha,k} \Gamma_{\beta_k}^{\alpha} \beta_k F_{\alpha,k}^T = \begin{cases} \theta, & \text{if } k \in \{1, L\} \\ 1, & \text{otherwise} \end{cases}
\]

and \( g_{s(s+1)} = g_{(s+1)s} = \eta \), \( g_{sj} = 0 \) for all \( j \) with \( |s-j| \geq 2 \).

Now consider \( m_k^\alpha > 1 \). In this case, \( F_{\alpha,k} \Gamma_{\beta_k}^{\alpha} \beta_k F_{\alpha,k}^T \) is a symmetric and positive definite matrix of order \((w_k + 1)\) that forms a diagonal block of \( G \). Making use of the structure of \( F_{\alpha,k} \) given in (14) and somewhat lengthy computation, we obtain the following results in two separate cases:

1. \( k = 1 \) or \( k = L \). For \( k = 1 \),

\[
g_{11} = \theta + \eta - \frac{\eta}{h_{1,1}^\alpha} + (1 + 2\eta) \frac{(h_{1,1}^\alpha - 1)(2h_{1,1}^\alpha - 1)}{6h_{1,1}^\alpha},
\]

\[
g_{s(s+1)} = g_{(s+1)s} = \eta \frac{h_{s,s}^\alpha}{h_{s,s}^\alpha} + (1 + 2\eta) \frac{(h_{s,s}^\alpha - 1)^2 - 1}{6h_{s,s}^\alpha}, \quad \forall \ s = 1, \ldots, w_1,
\]

\[
g_{ss} = (1 + 2\eta) \left[ \frac{2(h_{s,s}^\alpha - 1)^2 + 1}{6h_{s,s}^\alpha} + \frac{2(h_{s,s}^\alpha + 1)^2 + 1}{6h_{s,s}^\alpha} \right] - \left( \frac{1}{h_{s,s}^\alpha - 1} + \frac{1}{h_{s,s}^\alpha} \right) \eta, \quad \forall \ s = 2, \ldots, w_1,
\]

\[
g_{(w_1+1)(w_1+1)} = (1 + 2\eta) \frac{(h_{1,w_1}^\alpha + 1)(2h_{1,w_1}^\alpha + 1)}{6h_{1,w_1}^\alpha} - \left( \frac{1}{h_{1,w_1}^\alpha} \right) \eta.
\]

Besides, \( g_{(w_1+1)(w_1+2)} = g_{(w_1+2)(w_1+1)} = \eta \), and for each \( s = 1, \ldots, w_1 \), \( g_{sj} = 0 \) once \( |s-j| \geq 2 \). For \( k = L \), the similar results can be established by using the symmetry of the rows of \( F_{\alpha,L} \).

2. \( k \in \{2, \ldots, L - 1\} \). In this case, suppose that the \((1, 1)\)-element of \( F_{\alpha,k} \Gamma_{\beta_k}^{\alpha} \beta_k F_{\alpha,k}^T \) corresponds to the diagonal entry \( g_{tt} \) of \( G \), where \( 2 \leq t \leq \ell - 1 \). Then we have

\[
g_{tt} = 1 + \eta - \frac{\eta}{h_{k,1}^\alpha} + (1 + 2\eta) \frac{(h_{k,1}^\alpha - 1)(2h_{k,1}^\alpha - 1)}{6h_{k,1}^\alpha},
\]

\[
g_{(t+s-1)(t+s)} = g_{(t+s)(t+s-1)} = \frac{\eta}{h_{k,s}^\alpha} + (1 + 2\eta) \frac{(h_{k,s}^\alpha - 1)^2 - 1}{6h_{k,s}^\alpha}, \quad \forall \ s = 1, \ldots, w_k,
\]

\[
g_{(t+s)(t+s)} = (1 + 2\eta) \left[ \frac{2(h_{k,s}^\alpha - 1)^2 + 1}{6h_{k,s}^\alpha} + \frac{2(h_{k,s}^\alpha + 1)^2 + 1}{6h_{k,s}^\alpha} \right] - \left( \frac{1}{h_{k,s}^\alpha - 1} + \frac{1}{h_{k,s}^\alpha} \right) \eta,
\]

\[
\forall \ s = 1, \ldots, w_k - 1,
\]

\[
g_{(t+w_k)(t+w_k)} = (1 + 2\eta) \frac{(h_{k,w_k}^\alpha + 1)(2h_{k,w_k}^\alpha + 1)}{6h_{k,w_k}^\alpha} - \left( \frac{1}{h_{k,w_k}^\alpha} \right) \eta.
\]

In addition, \( g_{t(t-1)} = g_{(t+w_k)(t+w_k+1)} = \eta \), and for each \( s = t, \ldots, t + w_k + 1 \), \( g_{sj} = 0 \) once \( |s-j| \geq 2 \).

These results show that \( G \) is tridiagonal.

Next we show that \( G \in \mathbb{R}^{\ell \times \ell} \) is strictly diagonally dominant. Define

\[\xi_t := g_{tt} - |g_{12}|, \quad \xi_t := g_{tt} - |g_{t(t-1)}|, \quad \text{and} \quad \xi_t := g_{tt} - |g_{(t-1)(t)}| - |g_{(t+1)(t+1)}|, \forall \ t \in \{2, \ldots, \ell - 1\}.\]

Recall that \( \theta \to 1/2 \) and \( \eta \to 1/4 \) as \( n/K_n \to \infty \). Hence, there exists \( P \in \mathbb{N} \) such that for any \( K_n \) with \( n/K_n \geq P \) and any \( \alpha \) such that
(3.1) if $m_k^\alpha = 1$, then (i) if $k \in \{1, L\}$, the corresponding $\xi_i = \theta - |\eta| > 1/5$; and (ii) otherwise, the corresponding $\xi_i = 1 - 2|\eta| > 1/3$.

(3.2) if $m_k^\alpha > 1$ with $k = 1$, then

(i) for $s = 1$, in view of $h_{1,1}^\alpha \geq 2$, the corresponding

\[
\xi_i = g_{11} - |g_{12}| = \theta + \eta - \frac{\eta}{h_{1,1}^\alpha} + (1 + 2\eta) \frac{(h_{1,1}^\alpha - 1)(2h_{1,1}^\alpha - 1)}{6h_{1,1}^\alpha} - \frac{\eta}{h_{1,1}^\alpha} + (1 + 2\eta) \frac{(h_{1,1}^\alpha)^2 - 1}{6h_{1,1}^\alpha} \\
= \theta + (1 - \frac{2}{h_{1,1}^\alpha}) \eta + (1 + 2\eta) \left[ \frac{(h_{1,1}^\alpha - 1)(2h_{1,1}^\alpha - 1)}{6h_{1,1}^\alpha} - \frac{(h_{1,1}^\alpha)^2 - 1}{6h_{1,1}^\alpha} \right] \\
\geq \theta + (1 + 2\eta) \left( \frac{h_{1,1}^\alpha}{6} - \frac{1}{2} + \frac{1}{3h_{1,1}^\alpha} \right) \geq \theta + (1 + 2\eta) \left( \frac{h_{1,1}^\alpha}{6} - \frac{1}{2} \right) \\
\geq \theta + (1 + 2\eta) \left( \frac{h_{1,1}^\alpha}{42} + \frac{2}{7} - \frac{1}{2} \right) \\
\geq \frac{1}{14} + (1 + 2\eta) \frac{h_{1,1}^\alpha}{42} > 0.
\]

(ii) for $s = 2, \ldots, w_1$, the corresponding

\[
\xi_i = g_{ss} - |g_{s(s-1)}| - |g_{s(s+1)}| = (1 + 2\eta) \left[ \frac{2(h_{1,s-1}^\alpha)^2 + 1}{6h_{1,s-1}^\alpha} + \frac{2(h_{1,1}^\alpha)^2 + 1}{6h_{1,1}^\alpha} - \frac{(h_{1,s}^\alpha)^2 - 1}{6h_{1,s}^\alpha} - \frac{(h_{1,s-1}^\alpha)^2 - 1}{6h_{1,s-1}^\alpha} \right] \\
- 2 \left( \frac{1}{h_{1,s-1}^\alpha} + \frac{1}{h_{1,s}^\alpha} \right) \eta \\
= (1 + 2\eta) \left( h_{1,s-1}^\alpha + h_{1,s}^\alpha \right) + \left( \frac{1}{h_{1,s-1}^\alpha} + \frac{1}{h_{1,s}^\alpha} \right) \left( \frac{1}{3} - \frac{2\eta}{1 + 2\eta} \right) \\
\geq (1 + 2\eta) \left( h_{1,s-1}^\alpha + h_{1,s}^\alpha \right) > 0,
\]

where the last inequality follows from the facts that $\frac{2\eta}{1 + 2\eta} \to 1/3$ as $n/K_n \to \infty$, and that for any $h_1, h_2 \geq 2$,

\[
\frac{1}{h_1} + \frac{1}{h_2} \leq \frac{h_1 + h_2}{4}.
\]

and (iii) for $s = w_1 + 1$, the corresponding

\[
\xi_i = g_{(w_1+1)(w_1+1)} - |g_{(w_1+1)w_1}| - |g_{(w_1+1)(w_1+2)}| \\
= (1 + 2\eta) \left( \frac{h_{1,w_1}^\alpha + 1}{6h_{1,w_1}^\alpha} + \frac{1}{h_{1,w_1}^\alpha} \right) \eta - \frac{\eta}{h_{1,w_1}^\alpha} + (1 + 2\eta) \frac{(h_{1,w_1}^\alpha)^2 - 1}{6h_{1,w_1}^\alpha} - |\eta| \\
= (1 + 2\eta) \left( \frac{(h_{1,w_1}^\alpha + 1)(2h_{1,w_1}^\alpha + 1)}{6h_{1,w_1}^\alpha} - \frac{(h_{1,w_1}^\alpha)^2 - 1}{6h_{1,w_1}^\alpha} \right) - 2 \left( \frac{1}{h_{1,w_1}^\alpha} \right) \eta \\
= (1 + 2\eta) \left( \frac{h_{1,w_1}^\alpha + 1}{6} + \frac{1}{3h_{1,w_1}^\alpha} + \frac{1}{2} \left( 1 + \frac{1}{h_{1,w_1}^\alpha} \right) \frac{2\eta}{1 + 2\eta} \right) \\
\geq (1 + 2\eta) \left( \frac{h_{1,w_1}^\alpha}{8} + \frac{1}{8} \right) > 0.
\]

The similar results can be obtained for $m_k^\alpha > 1$ with $k = L$ using symmetry.
if $m_k^n > 1$ with $k \in \{2, \ldots, L - 1\}$, then
(i) for the $t$th row, the corresponding
\[
\xi_i = g_{nt} - |g_{(t-1)}| - |g_{(t+1)}| \\
= 1 + \eta - \frac{\eta}{h_{k,1}} + (1 + 2\eta) \left(\frac{h_{k,1}^\alpha - 1}{6h_{k,1}^\alpha} \right) - |\eta| - \frac{\eta}{h_{k,1}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,1}^\alpha - 1}{6h_{k,1}^\alpha} \right)
\]
\[
= (1 - \frac{2\eta}{h_{k,1}^\alpha}) + (1 + 2\eta) \left(\frac{h_{k,1}^\alpha - 1}{6h_{k,1}^\alpha} \right) - \frac{\eta}{h_{k,1}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,1}^\alpha - 1}{6h_{k,1}^\alpha} \right)
\]
\[
\geq (1 - \eta) + (1 + 2\eta) \left(\frac{h_{k,1}^\alpha}{6} + \frac{1}{3h_{k,1}^\alpha} - \frac{1}{2} \right) \geq (1 + 2\eta) \left(\frac{h_{k,1}^\alpha}{7} + \frac{1}{2} \right) \geq (1 + 2\eta) \left(\frac{h_{k,1}^\alpha}{7} + \frac{1}{42} \right) > 0
\]
for all $n/K_n$ sufficiently large.

(ii) for $s = 1, \ldots, w_k - 1$, the corresponding
\[
\xi_i = g_{(s+t)} - |g_{(s+t-1)}| - |g_{(s+t+1)}| \\
= (1 + 2\eta) \left(\frac{2(h_{k,s+1}^\alpha)^2 + 1}{6h_{k,s+1}^\alpha} \right) + (1 + 2\eta) \left(\frac{2(h_{k,s}^\alpha)^2 + 1}{6h_{k,s}^\alpha} \right) - \frac{\eta}{h_{k,s}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,s+1}^\alpha - 1}{6h_{k,s+1}^\alpha} \right)
\]
\[
= (1 + 2\eta) \left(\frac{2(h_{k,s+1}^\alpha)^2 + 1}{6h_{k,s+1}^\alpha} \right) + (1 + 2\eta) \left(\frac{2(h_{k,s}^\alpha)^2 + 1}{6h_{k,s}^\alpha} \right) - \frac{\eta}{h_{k,s}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,s+1}^\alpha - 1}{6h_{k,s+1}^\alpha} \right)
\]
\[
\geq (1 + 2\eta) \left(\frac{h_{k,s+1}^\alpha + h_{k,s}^\alpha}{8} \right) > 0.
\]

and (iii) for $s = w_k$, the corresponding
\[
\xi_i = g_{(s+t+w_k)} - |g_{(s+t+w_k-1)}| - |g_{(s+t+w_k+1)}| \\
= (1 + 2\eta) \left(\frac{h_{k,w_k}^\alpha + 1}{6h_{k,w_k}^\alpha} \right) - \frac{\eta}{h_{k,w_k}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,w_k}^\alpha - 1}{6h_{k,w_k}^\alpha} \right)
\]
\[
= (1 + 2\eta) \left(\frac{h_{k,w_k}^\alpha + 1}{6h_{k,w_k}^\alpha} \right) - \frac{\eta}{h_{k,w_k}^\alpha} + (1 + 2\eta) \left(\frac{h_{k,w_k}^\alpha - 1}{6h_{k,w_k}^\alpha} \right)
\]
\[
\geq (1 + 2\eta) \left(\frac{h_{k,w_k}^\alpha}{8} + \frac{1}{8} \right) > 0.
\]

Consequently, all $\xi_i > 0$ so that $G$ is strictly diagonally dominant.
With the help of the above results, we are ready to prove the uniform Lipschitz property for the optimal spline coefficient vector \( \hat{b} \).

**Theorem 4.1.** There exist positive constants \( \Xi, P \in \mathbb{N} \), and \( \kappa_\infty \) (which is independent of \( K_n \) and \( \lambda \)) such that for any \( \lambda \in [0, \bar{\lambda}] \) and \( K_n \) with \( n/K_n \geq P \),

\[
\| \hat{b}(y^1) - \hat{b}(y^2) \|_\infty \leq \kappa_\infty \| y^1 - y^2 \|_\infty, \quad \forall \ y^1, y^2 \in \mathbb{R}^{K_n+1}.
\]

**Proof.** By Proposition 4.1, it suffices to show the uniform bound of \( \| F_\alpha^T (F_\alpha \Lambda F_\alpha^T)^{-1} F_\alpha \|_\infty \). Given any \( K_n \) and any \( \alpha \), recall that \( F_\alpha \Lambda F_\alpha^T = G + \lambda H \), where \( G \) is tridiagonal and \( H \) is banded with bandwidth \( m = 2 \). Hence, \( F_\alpha \Lambda F_\alpha^T \) is banded with bandwidth \( m = 2 \). Define

\[
\tilde{\xi}_i := \| (F_\alpha \Lambda F_\alpha^T)_{ii} \| - \sum_{j \neq i} \| (F_\alpha \Lambda F_\alpha^T)_{ij} \|, \quad \forall \ i = 1, \ldots, \ell.
\]

Let \( P \in \mathbb{N} \) be given in Proposition 4.3. It follows from Propositions 4.2 and 4.3 that for any \( K_n \) with \( n/K_n \geq P \), \( \tilde{\xi}_i \geq \xi_i - 16 \lambda \) for each \( i \), where \( \xi_i \) is defined in the proof of Proposition 4.3. Moreover, Proposition 4.3 shows that \( \xi_i \)'s are uniformly bounded below by a positive constant for any \( K_n \) and \( \alpha \). Therefore, there exists \( \lambda > 0 \) (independent of \( K_n \) and \( \alpha \)) such that for any \( \lambda \in [0, \bar{\lambda}] \), \( \tilde{\xi}_i \geq \xi_i/2 > 0, \forall \ i = 1, \ldots, \ell \) for any \( K_n \) and \( \alpha \).

Let the diagonal matrix \( \Xi := \text{diag}(\tilde{\xi}_1^{-1}, \ldots, \tilde{\xi}_\ell^{-1}) \in \mathbb{R}^{\ell \times \ell} \), which is clearly invertible. We have

\[
\| F_\alpha^T (F_\alpha \Lambda F_\alpha^T)^{-1} F_\alpha \|_\infty = \| F_\alpha^T \cdot (\Xi F_\alpha \Lambda F_\alpha^T)^{-1} \cdot (\Xi F_\alpha) \|_\infty \leq \| F_\alpha^T \|_\infty \cdot \| (\Xi F_\alpha \Lambda F_\alpha^T)^{-1} \|_\infty \cdot \| \Xi F_\alpha \|_\infty,
\]

where it is easy to verify \( \| F_\alpha^T \|_\infty = 1 \). Since \( E := \Xi F_\alpha \Lambda F_\alpha^T \) is strictly diagonally dominant with \( E_{ii} - \sum_{j=1,j \neq i}^\ell |E_{ij}| = 1 \) for each \( i \), it follows from the Ahlberg-Nilsen-Varah bound [32] that

\[
\| E^{-1} \|_\infty = \| (\Xi F_\alpha \Lambda F_\alpha^T)^{-1} \|_\infty \leq 1.
\]

Next we establish the bound on \( \| \Xi F_\alpha \|_\infty \) as follows. By using the results for \( \xi_i \) developed in Proposition 4.3 and \( \tilde{\xi}_i \geq \xi_i/2 \), we have for any \( \alpha \), any \( \lambda \in [0, \bar{\lambda}] \), and any \( K_n \) with \( n/K_n \geq P \),

1. if \( m_\alpha^\ell = 1 \), then the absolute sum of the entries in the corresponding row in \( \Xi F_\alpha \) is given by \( 1/\xi_i \leq 10 \).
2. if \( m_\alpha^\ell > 1 \) with \( k = 1 \), then
   2.1 in view of \( h_{1,1} \geq 2 \), the absolute sum of the entries in the row in \( \Xi F_\alpha \) corresponding to \( g_{11} \) is given by
   \[
   \frac{1 + h_{1,1}^\alpha}{2 \xi_i} \leq \frac{1 + h_{1,1}^\alpha}{1 + (1 + 2\eta) h_{1,1}^\alpha} \leq 40.
   \]
   2.2 for \( s = 2, \ldots, w_1 \), the absolute sum of the entries in the row in \( \Xi F_\alpha \) corresponding to \( g_{ss} \) is given by
   \[
   \frac{h_{1,s}^\alpha + h_{1,1}^\alpha}{2 \xi_i} \leq \frac{h_{1,s}^\alpha + h_{1,1}^\alpha}{(1 + 2\eta) \left( \frac{h_{1,s}^\alpha + h_{1,1}^\alpha}{8} \right)} \leq 12.
   \]
3. if \( m_\alpha^\ell > 1 \) with \( k = L \), the absolute sum of the entries in the row in \( \Xi F_\alpha \) corresponding to \( g_{(w_1 + 1)(w_1 + 1)} \) is given by
   \[
   \frac{1 + h_{1,w_1}^\alpha}{2 \xi_i} \leq \frac{1 + h_{1,w_1}^\alpha}{(1 + 2\eta) \left( \frac{h_{1,w_1}^\alpha}{8} + \frac{1}{8} \right)} \leq 12.
   \]

The same results can be obtained for \( m_\alpha^\ell > 1 \) with \( k = L \).
if $m^2_{k,n} > 1$ with $k \in \{2, \ldots, L - 1\}$, then

(3.1) the absolute sum of the entries in the row in $\Xi F_\alpha$ corresponding to $g_{tt}$ is given by

$$\frac{1 + h^\alpha_{k,1}}{2\xi_i} \leq \frac{1 + h^\alpha_{k,1}}{(1 + 2\eta)\left(\frac{h^\alpha_{k,1}}{\kappa} + \frac{1}{2\eta}\right)} \leq 40.$$ 

(3.2) for $s = 1, \ldots, w_k - 1$, the absolute sum of the entries in the row in $\Xi F_\alpha$ corresponding to $g_{(t+s)(t+s)}$ is given by

$$\frac{h^\alpha_{k,s} + h^\alpha_{k,s+1}}{2\xi_i} \leq \frac{h^\alpha_{k,s} + h^\alpha_{k,s+1}}{(1 + 2\eta)\left(\frac{h^\alpha_{k,s+1} + h^\alpha_{k,s}}{\kappa}\right)} \leq 12.$$ 

(3.3) for $s = w_k$, the absolute sum of the entries in the row in $\Xi F_\alpha$ corresponding to $g_{(t+w_k)(t+w_k)}$ is given by

$$\frac{1 + h^\alpha_{k,w_k}}{2\xi_i} \leq \frac{1 + h^\alpha_{k,w_k}}{(1 + 2\eta)\left(\frac{h^\alpha_{k,w_k}}{\kappa} + \frac{1}{2\eta}\right)} \leq 12.$$ 

In view of the above results, we deduce that the existence of a positive constant $\kappa_\infty$, which is independent of $K_n$, $\alpha$, and $\lambda$, such that for all $\lambda \in [0, \bar{\lambda}]$ and $n/K_n \geq P$, $\|\Xi F_\alpha\|_\infty \leq \kappa_\infty$. This in turn implies that $\|F_\alpha^T(F_\alpha \Lambda F_\alpha^T)^{-1}F_\alpha\|_\infty \leq \kappa_\infty$, regardless of $\alpha$, $\lambda$, and $K_n$. Hence, $\|\hat{b}(\bar{y})\|_\infty \leq \kappa_\infty\|\bar{y}\|_\infty$ for any $\bar{y} \in \mathbb{R}^{K_{n+1}}$. Finally, the uniform Lipschitz property of $\hat{b}$ thus follows from the piecewise linear property of $\tilde{b}$ [8, Proposition 4.2.2].

**Remark 4.1.** The uniform Lipschitz property established in Theorem 4.1 for $m = 2$ can be extended to other difference penalties. In fact, it follows from the similar argument as in Proposition 4.2 that for $m \geq 3$, the matrix $H$ is a banded matrix with the bandwidth $m$ and the absolute row sum of $H$ is uniformly bounded. Hence, by choosing a suitable $\bar{\lambda} > 0$ sufficiently small, the uniform Lipschitz property holds. More involved computations show that the uniform Lipschitz property also holds for the first order difference penalty. Nevertheless, it is the second order difference penalty that allows us to obtain the optimal rate of convergence uniformly on $C_H(r, L)$ as shown in the next section.

### 4.3 Convex P-spline Estimator: Optimal Rate of Convergence

In this section, we show that the proposed convex P-spline estimator $\hat{f}^{[1]}$ achieves the optimal convergence rate in the sup-norm, via the uniform Lipschitz property (cf. Theorem 4.1) and asymptotic estimation techniques. To this end, we introduce the following convex P-spline function with $p = 1$ based on noise free data $\bar{f} := (f(x_1), \ldots, f(x_n))^T \in \mathbb{R}^n$, i.e.,

$$\hat{f}^{[1]}(x) = \sum_{k=1}^{K_{n+1}} \hat{b}_k B_k^{[1]}(x),$$

where the linear spline coefficient vector $\tilde{b} = (\tilde{b}_1, \ldots, \tilde{b}_{K_{n+1}})^T \in \mathbb{R}^{K_{n+1}}$ is given by

$$\tilde{b} = \arg\min_{b \in \Omega} \frac{1}{2} b^T \Lambda b - b^T (X^T \bar{f}/\beta_n).$$

Here $\Omega$, $\Lambda$, and $\beta_n$ are defined before [8]. In other words, $\tilde{b} = \tilde{b}(\mathbb{E}(\bar{y}))$. 
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The following two propositions establish the uniform bounds for bias and stochastic errors of the proposed convex estimator, respectively. The proof of Proposition \[4.4\] \[\text{Proposition 4.2}\] recently established by the authors, and we present its proof to be self-contained and complete. In what follows, let the sup-norm \[\|g\|_\infty := \sup_{x \in [0,1]} |g(x)|\] for a function \(g \in C([0,1])\).

**Proposition 4.4.** Let \(r \in (1,2]\). Then there exist two positive constants \(C_1 \) and \(C_2\) such that for all sufficiently large \(K_n\) with \(n/K_n \geq P\) and for each \(\lambda \in [0,\overline{\lambda}]\) (uniformly in \(f\)),

\[
\sup_{f \in \mathcal{C}_H(r,L)} \|\bar{f}[1] - f\|_\infty \leq C_1LK_n^{-r} + C_2\sqrt{\lambda} \cdot K_n \cdot LK_n^{-r}.
\]

**Proof.** Given a function \(f \in \mathcal{C}_H(r,L)\), we introduce the following functions, in addition to \(\bar{f}[1]\) defined above:

(i) \(\bar{f} : [0,1] \to \mathbb{R}\) is defined by the linear interpolation of \((\kappa_k, f(\kappa_k))\) with \(k = 0,1,\ldots,K_n\). Hence, \(\bar{f}(\kappa_k) = f(\kappa_k)\) for all \(k\).

(ii) Let \(\tilde{f} := (\tilde{f}(x_1),\ldots,\tilde{f}(x_n))^T \in \mathbb{R}^n\) and define \(\hat{f} : [0,1] \to \mathbb{R}\) as \(\hat{f}(x) := \sum_{k=1}^{K_n+1} b_k B_k(x)\),

where \(\hat{b} := (\hat{b}_1,\ldots,\hat{b}_{K_n+1})\) is given by \(\hat{b} = \arg\min_{b \in \Omega} \frac{1}{2} b^T \Lambda b - \tilde{b}^T (X^T \tilde{f}/\beta_n)\).

Clearly, \(\|\tilde{f} - f\|_\infty \leq \|\tilde{f}[1] - \tilde{f}\|_\infty + \|\hat{f} - \tilde{f}\|_\infty + \|\hat{f} - f\|_\infty\), and we obtain the uniform bounds for each term on the right-hand side as follows:

1. \(\|\tilde{f} - f\|_\infty\). For each \(x \in [\kappa_{k-1},\kappa_k]\), \(k = 1,\ldots,K_n\), there exist \(\xi_x, \tilde{\xi}_x \in (\kappa_{k-1},\kappa_k)\) such that

\[
\tilde{f}(x) - f(x) = \hat{f}(\kappa_{k-1}) + \kappa_n(\hat{f}(\kappa_k) - \hat{f}(\kappa_{k-1}))(x - \kappa_{k-1}) - \hat{f}(\kappa_{k}) + \hat{f}'(\tilde{\xi}_x)(x - \kappa_{k-1})
\]

Thus by the Hölder condition, we have, for any \(x \in [\kappa_{k-1},\kappa_k]\), \(\|\tilde{f}(x) - f(x)\| \leq L|\tilde{\xi}_x - \xi_x|^\gamma|x - \kappa_{k-1}| \leq LK_n^{-r}\). This shows \(\|\tilde{f} - f\|_\infty \leq LK_n^{-r}\).

2. \(\|\tilde{f}[1] - \hat{f}\|_\infty\). It follows from the linear B-spline property that there exists a positive constant \(\rho\) (independent of \(n\)) such that \(\|X^T\|_\infty/\beta_n \leq \rho\) for all \(n\). Since both \(\tilde{f}[1]\) and \(\hat{f}\) are piecewise linear functions, we deduce, via the uniform Lipschitz property of the optimal spline coefficient (cf. Theorem \[4.1\]), that for all \(n/K_n\) and \(\lambda > 0\) sufficiently large,

\[
\|\tilde{f}[1] - \hat{f}\|_\infty \leq \|\hat{b} - \tilde{b}\|_\infty \leq \kappa_n \|X^T(\tilde{f} - \hat{f})/\beta_n\|_\infty \leq \kappa_n \|X^T\|_\infty \|f - \tilde{f}\|_\infty \leq \kappa_n \rho LK_n^{-r}.
\]

3. \(\|\hat{f} - \tilde{f}\|_\infty\). Let the vector \(\tilde{b} := (\hat{f}(\kappa_0),\hat{f}(\kappa_1),\ldots,\hat{f}(\kappa_{K_n}))\) \(\in \mathbb{R}^{K_n+1}\). Since \(\hat{f}(\kappa_k) = f(\kappa_k)\) for all \(k\) and \(f\) is convex, we have \(D_2 \hat{b} \geq 0\). Furthermore, due to the piecewise linear property of \(\hat{f}\), we deduce that \(\hat{f}(x) = \sum_{k=1}^{K_n+1} \hat{b}_k B_k(x)\) and \(\tilde{f} = X\hat{b}\). Along with the definition of the optimal spline coefficient vector \(\hat{b}\), this yields

\[
\lambda^* \|D_2 \hat{b}\|_2^2 \leq \lambda^* \|D_2 \hat{b}\|_2^2.
\]

By the virtue of \(\tilde{f} = X\hat{b}\) and \(\Gamma = X^T X/\beta_n \in \mathbb{R}^{(K_n+1) \times (K_n+1)}\), we further have

\[
\frac{1}{2} \|X(\tilde{b} - \hat{b})\|_2^2 \leq \lambda^* \|D_2 \hat{b}\|_2^2 \iff \langle \hat{b} - \tilde{b}, \Gamma(\hat{b} - \tilde{b}) \rangle \leq 2\lambda \|D_2 \hat{b}\|_2^2.
\]
Since $\Gamma$ is symmetric and positive definite, it follows from \cite{37} Lemma 6.2 that there exists a positive constant $\mu$ (independent of $K_n$) such that the smallest real eigenvalue of $\Gamma$ is bounded below by $\mu$ for any $K_n$. Therefore,

$$
\mu\|\hat{b} - \hat{b}\|_2^2 \leq \mu(\hat{b} - \hat{b})^T \Gamma(\hat{b} - \hat{b}) \leq 2\lambda\|D_2\hat{b}\|_2^2.
$$

Moreover, using $\hat{b}_k = f(\kappa_{k-1})$ and the Hölder condition for the true $f$, it is easy to show that

$$
|\Delta^2(\hat{b}_k)| \leq \frac{1}{K_n} L(2K_n)^{-\gamma} \leq 2^{-\gamma} L K_n^{-\gamma}, \quad \forall \ k = 2, \ldots, K_n + 1.
$$

Hence, $\|D_2\hat{b}\|_2 \leq (K_n)^{1/2} L K_n^{-\gamma}$. Letting $C_2 := (2/\mu)^{1/2}$, we have

$$
\|\hat{b} - \tilde{b}\|_2 \leq \sqrt{\frac{2\lambda}{\mu}} \|D_2\hat{b}\|_2 \leq \sqrt{\frac{2\lambda K_n}{\mu}} \cdot L K_n^{-\gamma} \leq C_2 \sqrt{\lambda K_n} \cdot L K_n^{-\gamma}.
$$

Consequently, $\|\hat{f} - \tilde{f}\|_\infty \leq \|\hat{b} - \tilde{b}\|_\infty \leq C_2 \sqrt{\lambda K_n} \cdot L K_n^{-\gamma}$.

Finally, putting the above uniform bounds together, we obtain the desired uniform bound of $\|\hat{f}^{[1]} - f\|_\infty$ for all $f \in \mathcal{H}(r, L)$.

**Proposition 4.5.** Let $r \in (1, 2]$, $\lambda \in (0, \lambda]$, and $K_n$ satisfy $n/K_n \to \infty$ and $K_n/(n^{1/2}/\sqrt{\log n}) \to 0$ as $n \to \infty$. Then there exists a positive constant $C_3$ such that for all $n$ sufficiently large (uniformly in $f$),

$$
\sup_{f \in \mathcal{H}(r, L)} \mathbb{E}(\|\hat{f}^{[1]} - f\|_\infty) \leq C_3 \left(\frac{K_n \log n}{n}\right)^{1/2}.
$$

**Proof.** Define $\xi_k := \sum_{i=1}^{n} B_k^{[1]}(x_i) e_i / \sqrt{\beta_n}$, where $k = 1, \ldots, K_n + 1$. Hence $\xi_k \sim N(0, 1)$ for each $k = 2, \ldots, K_n$. Besides, in view of $\sum_{i=1}^{n} (B_k^{[1]}(x_i))^2 \leq \beta_n$, we see that each $\xi_k$ with $k \in \{1, K_n + 1\}$ has the normal distribution with mean zero and variance not greater than one. Hence, for any $t \geq 0$, $P(|\xi_1| \geq t) \geq P(|\xi_k| \geq t)$ for each $k \in \{1, K_n + 1\}$. Moreover, it follows from the uniform Lipschitz property of $\hat{b}$ (cf. Theorem 4.1) and (7) that

$$
\|\hat{f}^{[1]} - \tilde{f}^{[1]}\|_\infty \leq \frac{\sigma K_n}{\sqrt{\beta_n}} \sup_{k=1,\ldots,K_n+1} |\xi_k| \leq \frac{\sigma K_n}{\sqrt{\beta_n}} \sqrt{\frac{K_n}{n}} \sup_{k=1,\ldots,K_n+1} |\xi_k|.
$$

Defining $C_4 := \kappa_\infty / \sqrt{\sigma}$ and $\bar{\xi} := \max_{k=1,\ldots,K_n+1} |\xi_k|$, we obtain that

$$
\|\hat{f}^{[1]} - \tilde{f}^{[1]}\|_\infty \leq \sigma C_4 \sqrt{\frac{K_n}{n}} \bar{\xi},
$$

and that for any $u \geq 0$, $P(|\xi_2| \geq u) \leq \frac{u}{C_4\sigma \sqrt{\frac{K_n}{n}}} \geq \frac{u}{C_3\sigma} \sqrt{\frac{K_n}{n}} \geq \frac{u}{C_4\sigma} \sqrt{\frac{K_n}{n}} \geq \frac{u}{C_3\sigma} \sqrt{\frac{K_n}{n}}$, for each $k \in \{1, K_n + 1\}$. In light of all these results and the implication: $Z \sim N(0, 1) \Longrightarrow P(Z \geq t) \leq \frac{1}{2} e^{-t^2/2}, \forall \ t \geq 0$, we deduce that for a given $u \geq 0$,

\[
\begin{align*}
P\left(\|\hat{f}^{[1]} - \tilde{f}^{[1]}\|_\infty \geq u\right) & \leq P\left(\xi_k \geq \frac{u}{C_4\sigma \sqrt{\frac{K_n}{n}}} \right) \leq (K_n + 1) P\left(\xi_2 \geq \frac{u}{C_4\sigma \sqrt{\frac{K_n}{n}}} \right) \\
& \leq (K_n + 1) \exp\left\{-\frac{n}{2K_n C_4^2 \sigma^2 u^2}\right\}.
\end{align*}
\]
Let \( T_n := C_4 \sigma \sqrt{\frac{2}{2t+1}} \sqrt{\frac{K_n \log n}{n}} \). It follows from the above result and \( \int_T^\infty e^{-t^2/(2\sigma^2)} dt \leq \sigma e^{-T^2/(2\sigma^2)} \sqrt{\pi/2}, \forall T \geq 0 \) that for any \( f \in \mathcal{C}_H(r, L) \),

\[
\mathbb{E}(\| \hat{f}^{[1]} - \bar{f}^{[1]} \|_\infty) \leq T_n + \int_{T_n}^\infty P(\| \hat{f}^{[1]} - \bar{f}^{[1]} \|_\infty > t) dt \\
\leq T_n + \int_{T_n}^\infty (K_n + 1) \exp \left\{ -\frac{n}{2KnC_3^2 \sigma^2} t^2 \right\} dt \\
\leq T_n + \sqrt{\frac{n}{2}} C_4 \sigma \sqrt{n-1} K_n (K_n + 1)n^{-\frac{1}{2r+1}}.
\]

Hence, if \( K_n \) satisfies \( \lim_{n \to \infty} K_n/(n^{\frac{1}{2r+1}} \sqrt{\log n}) = 0 \), then \( \mathbb{E}(\| \hat{f}^{[1]} - \bar{f}^{[1]} \|_\infty) = O(T_n) \) for all large \( n \). This implies that there exists a positive constant \( C_3 \) independent of \( f \) such that for all \( n \) sufficiently large, \( \mathbb{E}(\| \hat{f}^{[1]} - \bar{f}^{[1]} \|_\infty) \leq C_3 \sqrt{\frac{K_n \log n}{n}} \) for any \( f \in \mathcal{C}_H(r, L) \).

The next theorem shows that by choosing suitable \( K_n \) and \( \lambda^* \), the proposed convex \( P \)-spline estimator achieves the optimal rate of convergence in the sup-norm uniformly on the function class \( \mathcal{C}_H(r, L) \). This thus yields the desired minimax upper bound.

**Theorem 4.2.** If \( K_n \) and \( \lambda^* \) are chosen as

\[
K_n = \left\lceil \left( \frac{n}{\log n} \right)^{\frac{1}{2r+1}} \right\rceil, \quad \lambda^* = \beta_n K_n^{-1},
\]

then there exists a positive constant \( C_0 \) (dependent on \( \sigma, L, r \) only) such that

\[
\sup_{f \in \mathcal{C}_H(r, L)} \mathbb{E}(\| \hat{f}^{[1]} - f \|_\infty) \leq C_0 \left( \frac{\log n}{n} \right)^{\frac{1}{2r+1}}, \quad \forall \text{ large } n.
\]

**Proof.** Clearly, the selected \( K_n \) satisfies \( K_n \to \infty, n/K_n \to \infty \) and \( K_n/(n^{\frac{1}{2r+1}} \sqrt{\log n}) \to 0 \) as \( n \to \infty \). It also follows from the choice of \( \lambda^* \) that \( \lambda = \lambda^*/\beta_n = K_n^{-1} \). Note that \( \lambda \in (0, \lambda^*] \) as \( K_n \to \infty \). By Proposition 4.3, we see that the uniform bound of the bias is given by

\[
\sup_{f \in \mathcal{C}_H(r, L)} \| \hat{f}^{[1]} - f \|_\infty \leq C'_1 L K_n^{-r},
\]

where \( C'_1 \) is a positive constant. Furthermore, in light of Proposition 4.5 we have for all \( n \) sufficiently large,

\[
\mathbb{E}(\| \hat{f}^{[1]} - f \|_\infty) \leq \| \hat{f}^{[1]} - f \|_\infty + \mathbb{E}(\| \hat{f}^{[1]} - \bar{f}^{[1]} \|_\infty) \leq C'_1 L K_n^{-r} + C_3 \sqrt{\frac{K_n \log n}{n}}
\]

for any \( f \in \mathcal{C}_H(r, L) \), where the positive constants \( C'_1 \) and \( C_3 \) are independent of \( f \). It is easy to show that for any fixed \( n \), \( \min_{K_n} (C'_1 L K_n^{-r} + C_3 (\frac{K_n \log n}{n})^{1/2}) \) is achieved when \( C'_1 L K_n^{-r} = C_3 (\frac{K_n \log n}{n})^{1/2} \). Simple calculation further shows that the choice of \( K_n \) and \( \lambda^* \) gives rise to the desired optimal convergence rate in the sup-norm.

**Remark 4.2.** Since the convex \( P \)-spline estimator achieves the uniform convergence on the entire interval \([0, 1]\), it is consistent not only in the interior of \([0, 1]\) but also on the boundary, which is a critical property that many other convex estimators (e.g., the least squares estimator) do not have. Roughly speaking, this is because the convex \( P \)-spline estimator takes advantage of binned data between neighboring knots near a boundary point to yield better estimates under suitable \( \lambda^* \) and \( K_n \), while other estimators do not do so.
5 Concluding Remarks

In this paper, we have established the optimal rate of convergence for the minimax risk of convex estimators under the sup-norm. The results developed in this paper shed light on further research on shape constrained minimax theory. For example, the minimax lower bound is obtained via construction of a family of piecewise quadratic convex functions, and this approach can be extended to other derivative constraints. The minimax upper bound is developed by a convex $P$-spline estimator subject to the second order difference penalty. A key step in the upper bound analysis is the uniform Lipschitz property for optimal spline coefficients. This important property is known to hold for monotone $P$-splines [26], and it is conjectured that the similar property also holds for other shape constrained $P$-splines, but its proof is much more involved and shall be reported in the future. Other related topics include confidence band construction for shape constrained estimators [5].
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