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Abstract
Quantum generative adversarial networks (QGANs) have been studied in the context of quantum machine learning for several years, but there has not been yet a proposal for a fully QGAN with both, a quantum generator and discriminator. We introduce a fully QGAN intended for use with binary data. The architecture incorporates several features found in other classical and quantum machine learning models, which up to this point had not been used in conjunction. In particular, we incorporate classical noise reuploading in the generator, auxiliary qubits in the discriminator to enhance expressivity, and a direct connection between the generator and discriminator circuits, obviating the need to access the generator’s probability distribution. We show that, as separate components, the generator and discriminator perform as desired. We empirically demonstrate the expressive power of our model on both synthetic data as well as low energy states of an Ising model. Our demonstrations suggest that the model is not only capable of reproducing discrete training data, but also of potentially generalizing from it.

1. Introduction
Unsupervised and semi-supervised machine learning models have been successful in recent years at learning from and generating complex sets of data, ranging from images [1–3], to audio [4], to time series data [5], and more. These models typically involve training on a set of data whose essential features are distilled into a more compact form, from which new samples that share the qualitative features of the training data can be generated. Architectures for such generation include variational autoencoders, generative adversarial networks (GANs), and language models like transformers [6]. In this paper, we focus on GANs. Generative adversarial models such as the style GAN [7–9] demonstrate state of the art image generation capabilities. GANs also may be particularly well-suited as an architecture for unsupervised quantum machine learning, which we discuss in more detail below. Specifically, we introduce a quantum GAN (QGAN) architecture for learning from discrete datasets, and show that this architecture has properties that suggest its scalability to larger system sizes.

GANs come in a variety of forms, but all consist of two basic components: a generator (G), which attempts to generate new samples from the distribution of training data, and a discriminator (D) that attempts to distinguish the fake data from G from the real training data. During training, the two components (which usually take the form of neural networks) compete in an adversarial minmax game in which convergence is reached when the discriminator can no longer distinguish between the real data and the generator’s forgeries. The optimization is expressed generically in the following form:

$$\min_G \max_D \left[ \langle \log(D(x)) \rangle_{x \sim p_{\text{data}}} - \langle \log(1 - D(G(z))) \rangle_{z \sim p_z(z)} \right],$$

(1)
where \( p_{\text{data}}(x) \) is the training data distribution, and \( p_G(z) \) is a random distribution (often a multivariate Gaussian distribution, called the prior), which the generator learns to map to samples that resemble the data, \( x \). This function is derived from the Jensen–Shannon divergence [6], and quantifies the extent to which the data distribution and the distribution of samples from the generator overlap. The first term is maximized when \( D \) correctly assigns labels to all ‘real’ and ‘fake’ (generated) data, while the second one is minimized when \( G \) produces samples that \( D \) classifies as real data (the functions, \( D \) and \( G \) have a probabilistic interpretation here). We update \( D \) to maximize the former and \( G \) to minimize the latter, in an alternating, adversarial optimization. At the end of a successful training run, \( D \) should misclassify samples from \( G \) half the time.

Since an GAN requires sampling fake data from a probability distribution, \( p(z) \), it is natural to wonder if a parameterized quantum circuit would be well-suited as a generator. After all, a wave function naturally encodes a potentially very intricate probability distribution over basis states, and the measurement process naturally corresponds to taking a sample from this distribution in a very efficient way. Indeed, sufficiently large quantum circuits can very easily encode probability distributions that cannot be efficiently sampled on a classical computer [10]. This suggests the possibility of a more expressive quantum generator, which could produce a more intricate array of samples than, for example, a classical neural network with a Gaussian prior distribution.

In this paper, we take advantage of this increased generative capability by combining a quantum generator with a quantum discriminator into a fully QGAN, which we specifically apply to discrete data sets encoded as binary strings. We first review recent work on partially and fully-QGAN architectures. We then introduce the separate components of our QGAN architecture, contrasting them with previous architectures and demonstrating their capabilities as independent components. We then explain how the full QGAN is trained. We demonstrate the full QGAN by training it on the low energy states of a classical Ising model and showing that the average energy of the states sampled from the generator is lower than that of a random sample, which serves as evidence of generalization. Finally, we conclude with a discussion about the scalability of the QGAN and future work.

2. Previous work on GANs and QGANs

The recent emergence of quantum machine learning [11] has lead to the proposal of various hybrid architectures, including QGANs [12–22]. Compared to other probabilistic models, GANs are especially well suited for implementation on quantum devices because they do not require exhaustive sampling during training. Even more importantly, they do not require access to the output probability distribution of the generator. These attributes render them a promising candidate for a scalable generative quantum model. For an QGAN, we replace the classical functions \( G \) and \( D \) from the previous section with parameterized quantum circuits \( U_G(\theta_G) \) and \( U_D(\theta_D) \).

Previous works on QGANs have explored different architectures, benchmarked on both binary and continuous data. In [13, 16, 17, 23], the authors focus on continuous data, obtained by measuring expectation values at the output of the quantum generator. As we will later see, their architectures cannot be ported directly to our binary data. Furthermore, in [13, 19, 21–23] as well as to a lesser extent in [16], the authors use a classical discriminator. In [18], the authors focus on learning 1-qubit quantum states. QGANs for binary data have been studied in [14, 15, 21]. In these schemes the binary samples are obtained via single-shot measurements of the generator’s output. Both proposals use a classical discriminator. Since single shot samples are not as readily differentiable as expectation values, the binary generator has to be trained via the log-likelihood of its output probability distribution. This renders the method computationally intractable, as it scales exponentially in the number of qubits, requiring the estimation of \( \mathcal{O}(2^N) \) output probabilities for \( N \) qubits.

For continuous data, the output of the generator circuit is obtained by measuring expectation values of arbitrary \( n \)-qubit operators. A common choice are Pauli–Z operators measured on each qubit. If such a continuous valued quantum generator is employed alongside a classical discriminator, the expectation values are used as the input to the discriminator. Since expectation values are differentiable, the training of the quantum–classical hybrid circuit can be performed via gradient backpropagation [24].

In contrast, with a quantum discriminator, the generator and the discriminator form a single quantum circuit where the output state of the generator is directly fed into the discriminator. As a result, no measurements are required at the output of the generator and only a single qubit measurement is required at the output of the discriminator to obtain the label ‘fake’ or ‘real’.

In other words, using a classical discriminator with a discrete quantum generator somewhat defeats the purpose of an QGAN. One of the advantages of using an GAN is that the output probabilities of the generator \( p_G(x) \) do not have to be measured, which is particularly important when \( p_G(x) \) corresponds to the
amplitudes of a very large-dimensional wave function. For a batch of discrete samples \( x \sim p_G(x) \) and a classical discriminator function \( y = f_D(x) \), the average output of the discriminator with respect to a batch of samples is \( \langle y \rangle = \frac{1}{M} \sum_{x \sim p_G(x)} f_D(x) \), where \( M \) is the number of samples \( x \). To take the gradient of \( \langle y \rangle \) with respect to the parameters \( \theta_G \) of \( p_G \), one has to employ the log-likelihood ‘trick’, i.e.

\[
\nabla_{\theta_G} \langle y \rangle = \frac{1}{M} \sum_{x \sim p_G(x)} \nabla_{\theta_G} \log(p_G(x)) f_D(x).
\]

(2)

Measuring the probabilities \( p_G(x) \) and their derivatives would require an exponential amount of measurements. Thus, employing a classical discriminator with a quantum generator for discrete data is not a scalable approach.

To our knowledge, none of the proposed QGAN architectures for discrete data use a quantum discriminator, relying instead on measuring the sample probabilities \( p_G(x) \). However, there is good reason to believe that generative quantum models are well-suited to the task of learning and generalizing from distributions of discrete data [25–28]. This juxtaposition motivates the central question of this work: can discrete QGANs be constructed with a quantum generator and a quantum discriminator and trained on the discriminator labels alone? Furthermore, the aim of this work is to better understand the capabilities of QGANs to learn binary data distributions. To test the components of our QGAN architecture, we use a synthetic ‘bars and stripes’ dataset, which provides a simple and easily visualizable check as to whether the generator and discriminator are functioning properly. We then demonstrate the QGAN by training it on a subset of the low energy states of classical Ising Hamiltonians. Hamiltonians of this sort are particularly relevant, as they are used to encode quadratic unconstrained binary optimization (QUBO) problems of the sort solved by the quantum approximate optimization algorithm (QAOA). As such optimization problems are vital to a wide variety of fields, if the QGAN can meaningfully supplement algorithms like QAOA by providing additional low energy solutions, it would impact numerous practical applications.

3. Our QGAN architecture

We here introduce the components of our QGAN architecture that distinguish it from other proposed QGANs. Before explaining the details of our generator and discriminator, we first note that we use a Wasserstein-type loss [29] to train our GAN, rather than the standard GAN loss given in equation (1). Generically, the Wasserstein loss replaces non-linear activations at the end of the discriminator with linear ones:

\[
\min_G \max_D \left\{ D(x) \right\}_{x \sim p_{\text{data}}} - \left\{ D(G(z)) \right\}_{z \sim p(z)}. \tag{3}
\]

Wasserstein-type loss functions makes use of the earth movers (EMs) distance metric instead of other popular probability distances used to learn distributions. This allows for much more stable training, and mitigate issues such as the vanishing gradient that are encountered with the standard GAN loss function. Furthermore, the measurement expectation values can be directly used in our loss function. In our case the EM distance is applied to the classical expectation values and, therefore, should not be confused with the quantum EM from [30].

3.1. Training data

To train a generative model, we require a set of training data points \( D = \{ x^{(k)} \}_{k=1}^{N_{\text{data}}} \) that are sampled from the data distribution \( x^{(k)} \sim p_{\text{data}}(x) \), which constitutes the ground truth that the GAN should learn.

3.1.1. Bars and stripes

In this manuscript, we focus on two datasets that we want the QGAN to reproduce. The first one is the so-called ‘Bars and Stripes’ (B&S) dataset, which was also used in [31]. It consists of binary square matrices, each with either its columns or rows set to 1 or 0. We focus on the \( 2 \times 2 \) B&S dataset with four pixels that consists of \( N_{\text{data}} = 6 \) images to be learned. All other binary configurations of the \( 2^4 \) dimensional state space are considered noise. In this simple case of B&S, the dataset \( D \) contains all the training data and the data distribution \( p_{\text{data}}(x) = 1/6 \) is uniform. We will refer to the training data by their ‘image index’ which are 0, 3, 5, 10, 12 and 15. This comes from the fact that the binary representation of e.g. 3 is 0011 which is a ‘bar’ if it is reshaped to a \( 2 \times 2 \) image.
3.1.2. Ising data

The second dataset consists of low energy states of classical Ising-like Hamiltonians. Specifically, we consider the Hamiltonian

$$H = \sum_{i,j=1}^{N} J_{ij} Z_{i} Z_{j} + \sum_{i=1}^{N} h_{i} Z_{i}. \quad (4)$$

This dataset is inspired by the fact that many real-world optimization problems can be formulated as Ising Hamiltonians [32], with some of the more prominent applications including protein design and drug discovery [33], the travelling salesman [34] and portfolio optimization in finance [35].

We here consider the simplest case of equation (4): constant, nearest-neighbor interactions, zero magnetic field, and open boundary conditions, producing the Hamiltonian

$$H_{NN} = \sum_{i=1}^{N-1} Z_{i} Z_{i+1}. \quad (5)$$

The dataset \( \mathcal{D} \) consists of uniformly drawn low energy states of \( H_{NN} \).

Ultimately, the QGAN should not merely learn the training data, it should also generalize from the learned data. For example if the QGAN is trained on a subset of the low energy states of the above Hamiltonian, it should learn to generate low energy states that are not in the training dataset. Successful generalization is applicable to the more practical task of enhancing the solutions to QUBO-like problems, which take the form of the above Hamiltonian. Such diversity of solutions is often considered as crucial as finding the ground state of the Hamiltonian, particularly in drug discovery [36–38].

3.2. The quantum discriminator

For the training of a QGAN it is crucial to obtain a good gradient signal from the discriminator. Therefore, we first verify that the quantum discriminator is able to distinguish the training data from any outside data. To construct a supervised classification task for the discriminator, we take the set of binary strings \( \{x^{(k)}\} \) with \( x^{(k)} = (b_{1}, \ldots, b_{N}) \) and \( b_{i} \in \{0, 1\} \) and add labels \( y^{(k)} \in \{0, 1\} \). These labels represent if a data point \( x^{(k)} \) is part of the data distribution \( p_{\text{data}}(x) \) or not. The aim of this task is to see if the discriminator is able to predict the correct label for a given binary input after the training.

Figure 1 shows the parameterized quantum circuit architecture that we use for the discriminator. To encode the classical data into a quantum state we use basis encoding [39] which consists of layer of single qubit rotations which we denote \( U_{E}(x^{(k)}) = \otimes_{i=1}^{N} R_{x}^{(b_{i})} \). This layer maps \( x^{(k)} \to |x^{(k)}\rangle \). The trainable, parameterized part of the circuit consists of a layerwise structure of single qubit rotations \( R(\omega_{i}) = R_{z}(\gamma_{i}) R_{y}(\beta_{i}) R_{z}(\alpha_{i}) \) applied to each qubit, followed by controlled Z gates. The single qubit rotations are parameterized by the rotation angles \( \alpha, \beta \) and \( \gamma \). The trainable part of the discriminator \( U_{D}(\theta_{D}) \) consists of \( l \) layers \( \mathcal{L}(\theta_{D}) \), where \( l \) is referred to as the depth of the circuit. The variable \( \theta_{D} \) denotes all the variational rotational angles of the discriminator circuit that are optimized over the course of training.
Finally, to obtain a label prediction $y_{\text{pred}}^{(k)}$ from the quantum discriminator, we prepare the state $U_D(\theta_D)|x^{(k)}\rangle$ and estimate the expectation value of an observable $\langle O \rangle$, interpreting this value as the predicted label. Note that this method of retrieving the discriminator label is especially suitable for quantum circuits, as the expectation value of a single operator can be estimated efficiently, with a relatively small number of shots.

For the task at hand, i.e. distinguishing between training data and ‘noise’, we require a simple binary discriminator. Therefore, it is sufficient to measure a single qubit in an arbitrary basis. In this work, we measure the first qubit of the discriminator in the Pauli $Z$ direction. We then renormalize the measurement outcome as

$$y_{\text{pred}} = \frac{1}{2} (\langle Z_1 \rangle + 1),$$

such that the label can later be interpreted as the probability of the input sample $x^{(k)}$ being real (i.e. that it is part of the training dataset) during training.

In the supervised setting, the discriminator circuit is trained to minimize the loss function

$$\frac{1}{M} \sum_{k} (y_{\text{pred}}^{(k)} - y^{(k)})^2,$$

where $M$ is the number of input label tuples $(x^{(k)}, y^{(k)})$. We optimize the parameters of the quantum circuit by minimizing the loss function via gradient descent.

Figure 2 displays the performance of the discriminator on the B&S data. It identifies the B&S data points (labeled $y = 0$) and the noise data points (labeled $y = 1$) with high accuracy.

Figure 3 shows the predictions of the discriminator for the Ising dataset. In a realistic scenario for the training of a QGAN one would provide a small set of low energy states as a training dataset and the discriminator needs to distinguish them from arbitrary noise samples. I.e. we benchmark the discriminator on a strongly imbalanced dataset. The dataset contains all $2^N$ energies eigenvalues of a classical Ising model with $N = 8$. We split the dataset into 20 low energy states ($y = 0$) and the rest high energy states ($y = 1$). The training without any auxiliary qubits (figure 3 (left panel)) converges to a solution, where the predicted labels almost cannot be distinguished. If we add $N_A = 4$ auxiliary qubits the discriminator is able to label the data with higher accuracy (right panel).

This highlights an important implication of how the input data is partitioned into low and high energy states. Namely, note that a projective measurement necessarily divides the entire Hilbert space into 2 equal parts. For our $N = 8$ spin Ising system, the discriminator necessarily divides the 256 states into 128 low energy states and 128 high energy states. This comes from the fact that for the $2^N$ states, measuring $Z$ on qubit 1 would give $+1$ and $-1$ an equal number of times. The measurement divides the $N$ qubit system into two equal parts, which further means that the $N$ spin Ising data is also divided accordingly, because of the unitary mapping of the binary Ising states to discriminator states. However, it is completely reasonable to want an unequal division of the Ising states, so that the discriminator can distinguish, for example, the lowest $k$ of states from the remaining $2^N - k$. To achieve this, we add auxiliary qubits to the discriminator circuits. These auxiliaries are initialized as $|0\rangle$, rather than according to the input data. Otherwise, the circuit architecture in figure 1 remains the same, save now with $N + N_A$ qubits, where $N_A$ is the number of auxiliary qubits. The best results can be achieved when the number of added auxiliary qubits is such that $2^{N_A} + k \approx 2^N - k$. Which means that in order to distinguish a dataset of $k$ states from the remaining $2^N - k$
Figure 3. Discriminator on imbalanced data: Discriminator predictions vs. real labels for the Ising data on $N = 8$ spins for imbalanced datasets that contains all $2^N = 256$ states without auxiliary qubits (left) and with $N_A = 4$ auxiliary qubits (right). The x-axis represents the index of the states ordered by energy.

noisy bit strings, the number of auxiliary qubits must be such that the $k$ states plus the auxiliary systems can span half of the Hilbert space.

In appendix A we show that the discriminator is able to achieve much higher accuracy without auxiliary qubits if the dataset is balanced or also if it discriminates a set of states that is much smaller than the whole Hilbert space.

3.3. The generator

Since classical neural networks are fully deterministic, a classical GAN requires a noise vector $z$ as an input to obtain different samples $x = G(z)$. As quantum circuits are by design probabilistic and the output quantum state of the generator $|\psi_G\rangle = \sum_c |x_c\rangle$ can be designed such that $p(x) = \langle x | \psi_G \rangle$ is exactly $p_{\text{data}}(x)$. One could therefore conclude that noise inputs to the quantum generator are unnecessary. However, as we illustrate here, noise is also crucial for the training of binary generators, and that intrinsic quantum randomness alone is insufficient to successfully train the quantum generator. We emphasize that, while in theory the generator itself could be designed to represent the entire data probability distribution $p_{\text{data}}(x)$, in practice we do not observe the adversarial training converging to the correct distribution without a noise input. To better understand the influence of noise on training and prescribe the generator's quantum circuit architecture, we start with two simple toy models.

First we show how the training converges if the generator state depends on a classical noise input $|\psi_G\rangle \rightarrow |\psi_G(z)\rangle$. As a simple model of such a noise conditioned state we choose a fully connected neural network (for more details see section 5) that has a noise vector $z$ as an input and a $2^N$ dimensional vector $|\psi_G(z)\rangle$ as an output. That is, we interpret the output of the neural network $(c_1(z), \ldots, c_{2^N}(z))$ as the amplitudes of the generator state $|\psi_G\rangle = \sum c_i(z)|x_i\rangle$. This simple model allows us to have a highly non-linear connection between the noise and the resulting quantum state and as a result the training losses converge to the correct values. Figure 4 shows the resulting loss and the output distribution of the generator $p_G(x)$ of the QGAN with a noise dependent generator state. The loss curves and the histograms are averaged over 20 different random initializations. The error bars in the histograms show the variance.

For the optimization without noise we represent the output state of the generator $|\psi_G\rangle = \sum c_i |x_i\rangle$ directly with $2^N$ trainable parameters $c_i$. In principle, this should allow us to train a generator capable of
expressing the data distribution $p_{\text{data}}(x)$ and we can see if such a ‘perfect’ classical state ansatz can be trained with the quantum discriminator $U_D(\theta_D)$ from last section. We assume $c_i \in \mathbb{R}$ without loss of generality.

To train the QGAN we perform the optimization described in equation (3). To estimate the expected label of the real data $\langle D(x) \rangle_{x \sim p_{\text{data}}}$, we prepare the state $|\psi_D^{(k)}\rangle = U_D(\theta_D)|x^{(k)}\rangle$ and take the average over the measured expectation values $\frac{1}{|\mathcal{B}|} \sum_k (\langle \psi_D^{(k)} | Z | \psi_D^{(k)} \rangle)$, where $\mathcal{B}$ is random batch drawn from the training data $D$. The expected label of the fake data $\langle D(G(z)) \rangle_{z \sim p(z)}$ can be estimated by preparing the state $|\psi_{G_{\text{fake}}}\rangle = U_D(\theta_D)|\psi_{G}\rangle$.

Figure 5 shows the loss during the training and the output distribution of the generator after training $p_G(x)$. The loss of the QGAN gets stuck in a local minima after a short amount of training. For the Wasserstein loss, the generator loss is expected to go to $\text{loss}_G = \langle D(G(z)) \rangle_{z \sim p(z)} = -0.5$, indicating that the discriminator is unable to distinguish between the fake and real data. Likewise, the discriminator loss is expected to converge to $\text{loss}_D = \langle D(x) \rangle_{x \sim p_{\text{data}}} - \langle D(G(z)) \rangle_{z \sim p(z)} = 0$, as the correct and incorrect classification of data should occur with equal frequency. Even though the loss gets stuck in local minima, the distributions $p_G(x)$ and $p_{\text{data}}(x)$ are similar, but the generator tends to omit certain training samples completely and assigns too high probabilities for other training examples. This phenomenon is also called a mode collapse [8].

These toy models show that noise is a crucial ingredient to build a discrete quantum generator and that in theory it is possible to create a state $|\psi_G(z)\rangle$ that encodes all the training data. Since representing the generator state as a $2^N$ dimensional vector is not scalable, the toy model will be replaced with a parameterized quantum circuit. Therefore, we are looking for an appropriate circuit ansatz that maps $f: z \to |\psi_G(z)\rangle$. In the next section we discuss how such a quantum circuit could look like.

### 3.4. Complete QGAN

The output state of the quantum generator is given by circuit $|\psi_G(z)\rangle = U_G(\theta_G, z)|0\rangle^N$, where $\theta_G$ are the trainable parameters of the generator and $z$ is a noise vector coming from a classical source of noise, e.g. a uniform distribution $p_z$. The output state of the discriminator is given by a unitary $U_D(\theta_D)$ acting on the output state of the generator $|\psi_G(z)\rangle = U_D(\theta_D)|\psi_G(z)\rangle$. The label for a ‘fake’ input is given by
Figure 5. Quantum generator toy model without noise: Output distribution (top) and loss during training (bottom) of the generator quantum state $|\psi_G\rangle = \sum c_i |x_i\rangle$ without classical noise input trained together with the discriminator circuit $U_D(\theta_D)$. The loss gets stuck very fast and the generator does not learn the training data which can be seen in the big variance of the probabilities. They manifest that the training suffers from mode collapse, where some training data is not learned at all. An example of a single run can be found in figure 9 in the appendix. Both figures are averaged over 20 different random initializations. The error bars in the histogram show the variance of the probabilities. The standard deviation in the right panel is barely visible.

$$y_{fake}(z) = \frac{1}{2} \left( \langle \psi_D(z)|Z|\psi_D(z)\rangle + 1 \right).$$  \hfill (7) 

The label for the ‘real’ data can be obtain the same way as described in section 3.2

$$y_{real}(x^{(k)}) = \frac{1}{2} \left( \langle x^{(k)}|U_D(\theta_D)^\dagger Z U_D(\theta_D)|x^{(k)}\rangle + 1 \right).$$  \hfill (8) 

To evaluate a batch of classical data $B = \{x^{(k)}\}_{k=1}^M$ we take the average over single predictions $\frac{1}{M} \sum_k y_{real}(x^{(k)})$. Another possibility would be to prepare a superposition state $|\psi_{data}\rangle = \frac{1}{\sqrt{M}} \sum_{k=1}^M |x^{(k)}\rangle$ and use this as an input state for the discriminator. In this work we focus on the former and leave the latter for further future investigation.

Previous research has shown that the so called data-reuploading circuits are universal function approximators, at least for classification tasks [40, 41]. Originally this architecture was introduced as a quantum analog to a classical neural network [40]. Therefore, it is a promising candidate to replace the classical neural network from the previous section to adopt the non-linear function that maps noise to the output state of the generator. In [19] a similar architecture has been used for a continuous QGAN with classical discriminator.

Data reuploading refers to a quantum circuit structure, where parameterized unitaries $U(\theta_i)$ are alternated with a data dependent unitary $U(x)$. In a layerwise structure the final circuit $U(\theta,x)$ consists of an alternating pattern of $U(\theta_i)$ and $U(x)$. In our case we do not upload data to the circuit but random noise $z$ sampled from a standard pseudo random number generator in python. We will refer to this process of parametrizing unitaries with $z$ as noise reuploading. Therefore the generator circuit will have the form $U_G(\theta_G,z) = \prod_i U(\theta_i) U(z)$ figure 6 shows the training loss and the resulting output distribution of the generator for the data-reuploading circuit architecture.

Another straightforward way to add a source of classical noise to a parameterized part of the generator quantum circuit $U_G(\theta_G)$ is to start from an initial state $|z\rangle = \otimes N R_\alpha (z_i)|0\rangle \otimes N$, with $R_\alpha$ an arbitrary single
Quantum generator with noise reuploading: Output distribution (left) and loss during training (right) of the generator quantum circuit with data reuploading $U_G(\theta_G, z)$ trained together with the discriminator circuit $U_D(\theta_D)$. The training converges as expected for a GAN and the generator learns the data. Both figures are averaged over 20 different random initializations. The error bars in the histogram show the variance of the probabilities. The shaded region in the right panel shows the standard deviation.

$q$ubit rotation. The output state of the generator is $|\psi(z)\rangle = U_G(\theta_G)|z\rangle$. In the appendix C we show the training of such a circuit and that applying a unitary on the noise vector shows worse performance than the reuploading architecture. A likely conjecture is that the linear transformation that is applied to the noise vector $|z\rangle$ via the unitary $U_G$ does not provide a sufficiently non-linear correlation between noise and the output state $|\psi_G(z)\rangle$.

4. Training QGAN on Ising data

In this section, we discuss training the fully QGAN on a low-energy subset of states from the Ising model Hamiltonian of equation (5). A central motivation for our use of QGANs in this context is their potential to generalize, i.e. to generate low energy states that are not in the training dataset. As discussed above, such generalization would have practical implications for enhancing the solutions to QUBO-like problems, due to their similarity with the above Hamiltonian.

In this section we train the QGAN on low energy Ising states from a Ising chain of length $N = 6$ which has $2^6 = 64$ total energy eigenstates. As the Ising model Hamiltonian is constrained to a single basis, all of its eigenstates are product states. As training data, we randomly select a subset of 8 states from the bottom quartile of the energy spectrum. The discriminator is given no information besides these states from which it learns. The loss curves of $G$ and $D$ depicted in figure 7 result from training a QGAN of the previously described architecture with 20 layers in both $G$ and $D$ and $N_A = 4$ auxiliary qubits in $D$.

To check the performance of the GAN, we draw samples from the trained generator. A histogram of the resultant states, ordered by energy, is displayed in figure 8. While the average energy of the training states is $-3.0$, the states produced by the generator have an average energy of $-2.6$, indicating that the generator is able to produce states that are below the mean energy of the spectrum (0). Since a significant proportion of the states sampled from the fully trained $G$ were repeats of the training data (which is to be expected) we remove the training states from the samples generated by $G$ and the average energy is still negative, at $-0.34$. This quantifies what is visible from the histogram in figure 8. The high energy states to the right are sampled with much lower probability. This suggests that even with a limited number of training samples, $G$ is
Figure 7. Loss functions for G and D trained on eight low energy states of (5). D and G both consist of \( l = 20 \) layers, and D has \( N_A = 4 \) auxiliary qubits. The loss curves are averaged over 20 different random initialization. The shaded region in the right panel shows the standard deviation.

Figure 8. Samples from G trained on eight low energy states of (5). We draw 10 \( k \) samples from 100 different noise instances to obtain the histogram of the samples. The \( x \)-axis represents the indices of the states ordered by energy. This histogram represents the output distribution of the generator for a single training run. Different random parameter initializations lead to similar results.

potentially capable of generalizing and producing novel low energy states at a higher rate than would be expected by chance.

Though in this example the generator was able to produce novel low energy states, the discriminator does not explicitly know that it is training to learn low energy states, and thus may be learning other patterns common to the training set not strictly related to energy, which the generator then learns to reproduce. This problem is somewhat ameliorated by the fact that the 8 training samples were drawn randomly from a band of the energy spectrum, so that we do not actually teach the generator to produce, say, states of a particular parity. This test serves as a proof-of-concept of using the QGAN to generalize from low energy Ising states. To more rigorously test this capability, larger system sizes and more complicated Ising Hamiltonians should be used, and the required circuit depth and hyperparameters should be studied. We leave these tests for future work. Furthermore, the QGAN tends to converge to a distribution that has zero probabilities for certain states, even those these pertain to the training dataset (index 9 and 14 in figure 8). While clearly some variety of mode collapse, the precise cause of the phenomenon requires further investigation.
5. Methods

The numerical simulations in this work are performed with pennylane [42], jax [43], TensorLy-Quantum [44] and numpy [45]. The code to reproduce this work can be found under [46]. Throughout this work we used a Wasserstein protocol where the parameters of the discriminator are updated 5 times more frequently than those of the generator. This variable is referred to as $n_{\text{critic}} = 5$ in the GitLab repository [46]. The learning rates for both, the generator and the discriminator are $\text{lr}_G = \text{lr}_D = 0.01$. The ADAM optimizer with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ is used for all parameter updates [47].

5.1 Circuit Architecture for B&S training:
The discriminators in figures 4–6 are all with $\text{depth}_D = 20$ and 0 auxiliary qubits. The neural network that is used for figure 4 has an input dimension of 8, 8 hidden nodes and 2 output dimensions. The activation functions are ReLU for the hidden nodes and Tanh for the last layer. The generator for figure 6 has $\text{depth}_D = 40$.

5.2 Circuit Architecture for Ising data:
The discriminator circuit for the training in figures 8 and 7 has $\text{depth}_D = 40$ and $\text{depth}_G = 20$.

6. Discussion and outlook

Variational quantum circuits with a hardware efficient architecture are a suitable choice to learn discrete data in a generative adversarial setting. To our knowledge, previous work focused on QGANs with classical discriminators, which require access to the generator’s output distribution. This poses a major limitation for the scalability to higher dimensional binary data. We show that a fully coherent quantum architecture is capable of learning discrete data in an adversarial setting and, therefore, does not suffer from this limitation. Furthermore, we show that adding classical noise to the quantum generator is crucial for it to be trained in the adversarial setting. To add noise to the circuit we use the data reuploading architecture. Finally, we benchmark our QGAN architecture on the B&S dataset and on low energy Ising states and demonstrate that it successfully learns the training data and achieves aspects of generalization.

With respect to our main goal, the sampling of unknown low energy states from a given Ising Hamiltonian, various open questions remain. For example an in-depth study of QGANs’ generalization capability, similar to that done for Born machines [48] should be performed. Furthermore, even though our ansatz does not require access to the generator’s output distribution $p_G$, its scalability might still be limited by many factors. First, for the given hardware efficient circuit ansatz, barren plateaus will make the training for a large number of qubits impossible [49–51]. As a result, it may be preferable to find a more barren plateau-resistant ansatz for the discriminator—for example quantum convolutional neural networks [52, 53] or general dissipative QNNs [54]. Second, it is not clear yet how the required depth of the quantum circuit scales with the size of the input data and the number of qubits. The worst case scenario is $O(4^N)$ [55, 56], which would become intractable at scale. Thus, it is necessary to analyze the scaling of our algorithm's performance with respect to qubit count, circuit depth and data complexity.

In summary, we test our fully-quantum QGAN architecture on a data sets derived from the low-energy states of Ising models with constant, nearest neighbor interactions and no magnetic field. Though the QGAN performed well in our investigations, most QUBO problems encountered in industry sport more complicated Hamiltonians with more intricate connectivity graphs. For instance, these may involve all-to-all coupling with varying magnitude. As a result, it may become important to provide information about the connectivity of the problem to the QGAN as the Hamiltonian grows more complex, as it will become more difficult for the QGAN to infer information about the energy spectrum from a few training states alone. In classical ML this can be accomplished with a conditional GAN [57]. Augmenting our QGAN architecture by conditioning on Hamiltonian information would serve as an interesting and useful extension of this work.

Data availability statement

The data that support the findings of this study are openly available at the following URL/DOI: https://gitlab.com/menten_ai_public/discrete-qgan-paper-supplement.
Appendix A. Discriminator with balanced data

Figure 9 shows the discriminator’s performance on the Ising dataset with $N = 8$ spins and no auxiliary qubits. In the top panel, we compare the predicted and the real labels for a balanced dataset, where the whole state space of $2^N$ states is split into 2 equally sized sets of low energy ($y = 0$) and high energy ($y = 1$) states. One can see that the discriminator struggles to correctly classify some of the intermediate energy states but shows high accuracy in the low and high energy region.

Figure 9 (bottom) shows a scenario where $N = 8$, but we only train the discriminator on a dataset of 20 low energy states and it needs to distinguish them from 60 random high energy states. To train an QGAN the discriminator will have to distinguish the training dataset, i.e. the low energy states, from some randomly sampled high energy states. If we assume that during the training of the QGAN we do not sample the whole space of $2^N$ states but only 60 the discriminator shows high prediction accuracy even without auxiliary qubits.

Appendix B. Toy model without noise: single run

In figure 5 the output distribution of the generator are averaged over 20 training runs for different random initializations. The average distribution itself seems to be close to the data distribution, but the variance of the probabilities is far bigger than for the toy model with noise for example. We here show in figure 10 the output distribution of a single training run. One can see that the images 3 and 5 have very low probabilities and others have too high probabilities. This is a so-called data collapse. Since it is dependent on the initialization which of the data collapses, the average distribution over many training runs seems to be close to the actual data distribution.

Appendix C. Linear noise model

Figure 11 shows the training of a fully QGAN without data reuploading but with a noise model where the generator state reads $U_G(\theta_G)U(z)\ket{0}\otimes^N$. Even though the output distribution of the generator comes close to the one with data reuploading, it seems like the QGAN does not converge to the correct distribution and consequently samples the images that are not in the training set too high and the rest too low. Furthermore, the loss curves do not converge to the correct Wasserstein GAN losses. This behavior can be reproduced for most choices of noise and circuit depth. See also our Gitlab repository [46].
Figure 10. Quantum generator toy model without noise (without averaging): Output distribution of the generator quantum state $|\psi_G\rangle = \sum c_i |x_i\rangle$ without classical noise input, trained together with the discriminator circuit $U_D(\theta_D)$. As shown in figure 5, the loss gets stuck very fast and the generator does not learn the training distribution. This figure shows the output distribution after a single training run without averaging. The training gets stuck and the images of the B&S dataset with index 3 and 5 are barely learned, while others have too high frequency. This phenomenon is known as mode collapse.

Figure 11. Quantum generator with linear noise input: Output distribution (left) and loss during training (right) of the generator quantum circuit with a noise state as an input $U_G(\theta_G)|z\rangle$ trained together with the discriminator circuit $U_D(\theta_D)$. The training does not converge as reliably as with the reuploading circuit but the output distribution of the generator comes close to the training data. Remarkably, the loss functions are not converging to the expected Nash equilibrium. $\text{loss}_G$ should converge to $-0.5$, not to 0 and $\text{loss}_D$ to 0. Both figures are averaged over 20 different random initializations. The error bars in the histogram show the variance of the probabilities. The shaded region in the right panel shows the standard deviation.
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