Fast iterative reconstruction for multi-spectral CT by a Schmidt orthogonal modification algorithm (SOMA)
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Abstract
Multi-spectral CT (MSCT) is increasingly used in industrial non-destructive testing and medical diagnosis because of its outstanding performance like material distinguishability. The process of obtaining MSCT data can be modeled as a nonlinear system and the basis material decomposition comes down to the inverse problem of the nonlinear system. For different spectra data, geometric inconsistent parameters cause geometrical inconsistent rays, which will lead to the mismatched nonlinear system. How to solve the mismatched nonlinear equations accurately and quickly is a hot issue. This paper proposes a general iterative method (SOMA) to invert the mismatched nonlinear equations. The SOMA method gives different equations different confidence and searches along the more accurate hyperplane by Schmidt orthogonalization, which can get the optimal solution quickly. The validity of the SOMA method is verified by MSCT basis material decomposition experiments. The results show that the SOMA method can decompose the basis material images accurately and improve the convergence speed greatly.
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1. Introduction

Computed tomography (CT) can show the internal details without destroying or damaging the objects and has been widely used in many fields such as medicine [1–3], materials [4, 5], geological engineering [6] and so on [7, 8]. Multi-spectral CT (MSCT) takes photon energy into account [9] and obtains more information about the objects [10]. Compared with conventional CT, MSCT has better artifact-removing performances [11, 12], quantitative detectability [13, 14], and material distinguishability [15–17]. So MSCT is increasingly used in industry [18] and medicine [19], especially in medical diagnosis [20–22].

Various scan configurations have been developed to get MSCT polychromatic projections [23–25]. Figure 1 shows some schematic drawings of common ways, including multiple full scans configuration (shown in figure 1(a)) [26], dual-detector configuration (shown in figure 1(b)) [27, 28], fast kVp switching configuration (shown in figure 1(c)) [29, 30], dual-source configuration (shown in figure 1(d)) [31], photon-counting detector configuration (shown in figure 1(e)) [32–34] and primary modulation configuration (shown in figure 1(f)) [35, 36]. Among the mentioned scan configurations, the data obtained by dual-detector configuration and photon-counting detector configuration are geometrically consistent and the data obtained by other methods are geometrically inconsistent. Geometrically inconsistent means that, on the one hand, using each projection set to reconstruct can show the same object, but, on the other hand, the paths of x-rays taken between different spectra are different because of the geometric inconsistent parameters [37].

Researchers usually model the process of obtaining MSCT data as nonlinear equations [26, 38]. Omitting scattered photons and taking MSCT basis material decomposition as an example, the discrete nonlinear model of obtaining polychromatic projections is

\[ p_{k,L} = -\ln \sum_{\omega=1}^{M} s_{k,\omega} \delta e^{-\sum_{m=1}^{K} \theta_{m,\omega} q_{m,L}}, \quad q_{m,L} = R_{L} f_{m}, \quad (1) \]

where \( p_{k,L} \) denotes the polychromatic projection of the \( k \)th spectrum under the x-ray path \( L \), \( L \in \zeta_k \). \( \zeta_k \) represents the x-ray path set of the \( k \)th spectrum, \( k = 1, 2, \ldots, K \) and \( K \) is the total number of spectra. The valid energy range of \( k \)th normalized effective spectrum is equally divided into \( \Omega_k \) intervals and the length of each interval is \( \delta \). \( s_{k,\omega} \) describes the sampling value of the \( k \)th normalized effective spectrum at \( \omega \) keV and \( \sum_{\omega=1}^{M} s_{k,\omega} = 1 \). \( \theta_{m,\omega} \) represents the sampling value of the mass attenuation coefficient (MAC) of the \( m \)th basis material in \( \omega \) keV interval, \( m = 1, 2, \ldots, M \) and \( M \) is the total number of basis materials. \( q_{m,L} \), i.e. the so-called basis material projection, is line integral of the \( m \)th basis material along the x-ray path \( L \). \( f_{m} = (f_{m,1}f_{m,2}\ldots f_{m,K})^{T} \) denotes the discrete form of the \( m \)th basis material density image, where \( f_{m,j} \) is the sampling value of \( f_{m} \) at the \( j \)th pixel. \((\cdot)^{T}\) represents transpose and \( J \) is the total number of image pixels. \( R_{L} = (r_{L,1}, r_{L,2}, \ldots, r_{L,J}) \) is called the projection operator corresponding to the x-ray path \( L \), where \( r_{L,j} \) represents the contribution of the \( j \)th pixel to the x-ray path \( L \). In this paper, \( s_{k,\omega} \) and \( \theta_{m,\omega} \) are assumed to be known. The estimation of \( s_{k,\omega} \) and the measurement of \( \theta_{m,\omega} \) can be referred to [39–42].

Dual spectral CT (DSCT) data two basis material decomposition is a typical case of MSCT basis material decomposition. The process to get DSCT polychromatic projection is
In the case of geometric consistency, $L_1$ and $L_2$ coincide. At this time, the nonlinear system (2) contains two unknowns, and solving the system is a well-posed problem. However, the great majority of measured data are geometrically inconsistent. Figure 2 shows the so-called geometrically inconsistent rays. $L_1$ and $L_2$ pass through the same pixel $f_{m,j}$, but $q_{m,L_1} \neq q_{m,L_2}$ ($m = 1, 2$). In this case, the nonlinear equations (2) contain four unknowns and solving the system is an underdetermined problem, which is called mismatched nonlinear equations in this paper.

MSCT basis material decomposition can be summarized as reconstructing basis material density image $f_{m}$ from measured data $p_k$ by inversion of the nonlinear system (1). Works exist on investigating mapping methods, deep learning methods, or iterative methods for the inversion of the nonlinear equations. The mapping methods [43–49] establish the mapping relationship in advance between the polychromatic projections and the basis material images. High precision mapping relationship means high solution complexity and high noise sensitivity, thus the decomposition accuracy is usually limited. CT reconstruction based on deep learning
is a hot issue [50]. Deep learning methods [51–54] have been used in MSCT reconstruction and basis material decomposition. However, in many cases, CT training data are difficult to obtain, especially industrial CT data. The iterative methods are most commonly used to solve the nonlinear system. Researchers use statistical models or algebraic models to construct different iterative schemes and obtain high-precision solutions by gradual correction. The iterative methods based on the statistical model take the noise distribution into account and can obtain high signal-to-noise ratio results in the case of high noise [55–57]. The iterative methods based on the algebraic model either invert the nonlinear model directly [26, 58] or convert the nonlinear model into the linear model and then solve it by linear methods [59–62]. On the foundation of the statistical model or the algebraic model, some researchers introduce prior information and propose optimization models to further improve the accuracy of the solution [63–68].

Only focusing on the solution of the nonlinear equations, this paper summarizes most iterative methods into three steps:

**Step1 Decomposition** In this step, the nonlinear equations are inverted to get the basis material projection $q^{(n+1)}_m$.

**Step2 Reconstruction** In this step, traditional reconstruction methods, such as ART, FBP, etc., are performed to reconstruct the basis material image $f^{(n+1)}_m$ from $q^{(n+1)}_m$.

**Step3 Update** In this step, the new $f^{(n+1)}_m$ is used to update polychromatic projection $p^{(n+1)}_k$ and get new nonlinear equations.

For most iterative methods, the latter two steps, i.e. the reconstruction and update step, are the same. The difference appears in the decomposition step, which is the inversion of the nonlinear equations. Alvarez uses the Newton–Raphson method to solve nonlinear equations [9]. The Alvarez method can get accurate solutions and have a fast convergence speed for noise-free and geometrically consistent data. However, it has poor noise resistance and cannot apply to geometrically inconsistent data [37]. Our team extended the classic ART method (E-ART) to solve the nonlinear system [59] and high-precision basis material images can be reconstructed. Chen proposed the ASD-NC-POCS method in 2017 [26]. The ASD-NC-POCS method combines the spectrum and the attenuation coefficient to obtain the linear part of the
nonlinear model and uses POCS to solve it. In 2021, Chen modified the intercept of the ASD-NC-POCS method and developed a non-convex primal-dual (NCPD) method to solve a non-convex optimization model based on the nonlinear system [58]. The above three methods can deal with data collected with non-standard configurations and obtain high-quality basis material images, but they have slow convergence speeds.

How to solve the nonlinear system accurately and quickly is still a hot issue. This paper proposes a general iterative method (SOMA) to invert the nonlinear system. The SOMA method gives different equations different confidence and searches along the more accurate hyperplane by Schmidt orthogonalization, which can get the optimal solution quickly.

The remainder of the article is organized as follows. In section 2, the principle and detailed implementation of the SOMA method will be shown. In section 3, the simulation MSCT data and real MSCT data experiments are used to study some characteristics of the SOMA method. The discussion will be given in section 4. For the convenience of expression, the mark of x-ray path \( L \) and the length of interval \( \delta \) in (1) are omitted in the rest of this article.

2. Method

This section introduces the main idea firstly, and then, gives the iteration scheme in the case of the mismatched nonlinear system. Next, the SOMA method in the case of noise and the corresponding iteration scheme are given in section 2.3. Finally, section 2.4 shows the pseudo-code and the detailed implementation of applying the SOMA method to MSCT basis material decomposition.

2.1. Main idea

Assuming that the matched nonlinear system is

\[
\begin{aligned}
G_1(x) &= p_1 \\
&\vdots \\
G_K(x) &= p_K,
\end{aligned}
\]

where \( G_k \) represents the \( k \)th nonlinear equation and \( x = (x_1, x_2, \ldots, x_M)^T \) are the unknowns. Performing the first-order Taylor expansion at the \( n \)th iteration point \( x^{(n)} \), then

\[
\begin{pmatrix}
\frac{\partial G_1}{\partial x_1} \big| x^{(n)} & \frac{\partial G_1}{\partial x_2} \big| x^{(n)} & \cdots & \frac{\partial G_1}{\partial x_M} \big| x^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial G_K}{\partial x_1} \big| x^{(n)} & \frac{\partial G_K}{\partial x_2} \big| x^{(n)} & \cdots & \frac{\partial G_K}{\partial x_M} \big| x^{(n)}
\end{pmatrix}
\begin{pmatrix}
x_1 - x_1^{(n)} \\
\vdots \\
x_M - x_M^{(n)}
\end{pmatrix}
= \begin{pmatrix}
p_1 - G_1(x^{(n)}) \\
\vdots \\
p_K - G_K(x^{(n)})
\end{pmatrix},
\]

which can be denoted as a linear system \( Ax = b \). Obviously, the \( k \)th tangent plane \( H_k \) can be represented as \( A_k x = b_k \) and the normal direction is \( g_k = A_k^T \).

The algebraic reconstruction technique (ART) method [69] takes projections alternately on the hyperplanes, i.e. alternating \( g_k \) as the search direction. For ill-conditioned equations, there is a small angle between the hyperplanes. Thus, the search path will be zigzag, which leads to a slow convergence speed [62]. A simplified geometric illustration is shown in figure 3.

The SOMA method let the search directions as orthogonal as possible, which can reduce ‘redundancy’ and ‘repeat’ between \( g_k \). The orthogonal direction \( d_k \) can be obtained by the Schmidt orthogonalization

\[
d_k = P_k g_k,
\]

(5)
Figure 3. Simplified geometric illustration in the case of the matched nonlinear system. The true solution \( x^* \) is represented by the yellow pentagram. \( G_k \) \((k = 1, 2)\) is the hyperplane of nonlinear equation, and \( H_k \) is the corresponding tangent plane obtained by the first-order Taylor expansion. \( g_k \) is the corresponding normal direction. The SOMA method gets the orthogonal directions \( d_k \) by Schmidt orthogonalization and searches the next iteration point along \( d_k \).

where \( P_k \) is the orthogonal modification matrix and the initial \( P_1 \) is set as the identity matrix. The update formula of \( P_k \) can be obtained by recursion

\[
P_{k+1} = P_k - \frac{d_k d_k^T}{d_k^T d_k + \epsilon},
\]

where \( \epsilon \) is generally set to a small value to ensure that the denominator is not zero. As the detailed derivation of the recursion process can be found in appendix A.

Let \( x^{(n,k-1)} \) is the solution that satisfied the first \( k-1 \) equations and \( d_k \) is \( k \)th search direction. \( x^{(n,k)} \) is the minimum of a linear manifold \( \{x | x = x^{(n,k-1)} + \alpha_k d_k \} \) spanned at \( x^{(n,k-1)} \) by \( H_k \) and \( d_1, \ldots, d_k \), where \( \alpha_k \) is the optimal step size. The problem on the linear manifold is transformed into finding \( \alpha_k \) satisfied

\[
\alpha_k = \min_\alpha \|A_k x - b_k\|_2^2 \quad \text{s.t.} \quad x = x^{(n,k-1)} + \alpha_k d_k.
\]

Let the partial derivative with respect to \( \alpha \) be equal to 0 and it is easy to calculate the solution

\[
\alpha_k = \frac{d_k^T g_k (b_k - A_k x^{(n,k-1)}))}{d_k^T g_k d_k} = \frac{b_k - A_k x^{(n,k-1)}}{g_k^T d_k}.
\]

A simple convergence proof of the SOMA method is given in appendix B.

2.2. In the case of mismatched nonlinear system

In the case of mismatched nonlinear system, as shown in figure 2, there is only one equation can be obtained. At this time, the SOMA method can search for the next iteration point along the hyperplane of the accurate equation by the one-dimensional search method.

Or, there is another simple way. There are many methods to estimate the desired consistent projections from the collected inconsistent projections, such as [70–73]. However, the estimated intercepts are inaccurate. Figure 4 shows the simplified geometric illustration.
Figure 4. The simplified geometric illustration in the case of mismatched nonlinear system. The black dotted lines $H_k$ are the accurate tangent planes. The blue dotted line $\tilde{H}_2$ represents the tangent plane with the estimated inaccurate intercept. The curves $G_k$ are omitted for showing clearly.

Algorithm 1. The iteration scheme of the SOMA method.

1. **initialize:** assign $x^{(0)}$, $\beta$ and $\epsilon$ with some initial values
2. **while** not satisfying the stopping criterion **do**
   3. Perform the first-order Taylor expansion at $x^{(n)}$ and get the linear equations
   4. $P_1 = I$
   5. $g_k = A_k^\top$
   6. $x^{(n,0)} = x^{(n)}$
   7. **for** $k = 1$ to $K$ **do**
   8. $d_k = P_k g_k$
   9. $\alpha_k = \frac{b_k - A_k x^{(n,k-1)}}{d_k^\top d_k}$
   10. $x^{(n,k)} = x^{(n,k-1)} + \beta \alpha_k d_k$
   11. $P_{k+1} = P_k - \frac{dd^\top}{d_k^\top d_k + \epsilon}$
   **end**
13. $x^{(n+1)} = x^{(n,K)}$
14. **end**

In the case of geometric inconsistency, only $H_1$ and $\tilde{H}_2$ can be obtained. The search direction $d_2$ is correct and the optimal step size has error. So a rough step size $\alpha_k$ can be calculated by the formula (8) using the estimated inaccurate intercepts $\tilde{b}_k$. Then, the step size relaxation factor $\beta$ can be added to reduce the estimation error when updating $x$

$$x = x^{(n,k-1)} + \beta \alpha_k d_k.$$ (9)

Note that only inaccurate equations (i.e. $k \neq 1$) need relaxation factor. That means the SOMA method gives the accurate equation highest confidence. The general iteration scheme of the SOMA method is shown in algorithm 1.
Figure 5. The simplified geometric illustration of the SOMA method in the case of noise. The true solution $\mathbf{x}^*$ is represented by the yellow pentagram. $G_k$ is the hyperplane of nonlinear equation and $H_k$ is the corresponding tangent plane obtained by the first-order Taylor expansion.

2.3. In the case of noise

In the case of real situations, all equations contain noise, i.e. all equations are inaccurate. For consistent data, low-energy data contains a larger proportion of noise than high-energy data [74]. For inconsistent data, the influence of estimation error is generally higher than noise. The above cases can boil down to inverting a noisy mismatched nonlinear system, in which one equation is more accurate than others.

At this time, the weighting coefficient $\kappa (\in [0, 1])$ is applied to the SOMA method and get the convex combination $\kappa \mathbf{d}_k + (1-\kappa) \mathbf{g}_k$ of the normal direction and the orthogonal direction. The geometric illustration is shown in figure 5. At this time, the equation (7) becomes

$$\alpha_k = \min_{\alpha} \| \mathbf{A}_k \mathbf{x} - \mathbf{b}_k \|_2^2 \quad \text{s.t.} \quad \mathbf{x} = \mathbf{x}^{(n,k-1)} + \alpha_k (\kappa \mathbf{d}_k + (1-\kappa) \mathbf{g}_k),$$

and the solution is

$$\alpha_k = \frac{\mathbf{b}_k - \mathbf{A}_k \mathbf{x}^{(n,k-1)}}{\mathbf{g}_k^T (\kappa \mathbf{d}_k + (1-\kappa) \mathbf{g}_k)}.$$

Algorithm 2 shows the iteration scheme in the case of noise and the convergence proof of algorithm 2 can refer to [38].

At last, a brief summary is given next. The tangent method [59] and the secant method [58] can solve the mismatched nonlinear system but they have slow convergence speeds when solving the ill-conditioned mismatched nonlinear system. The Newton–Raphson method [9] has fast convergence speeds but it will amplify noise [65] and is not available for the mismatched nonlinear system. The core of the SOMA method is giving different equations different confidence by the weighting coefficient $\kappa$. Apply the SOMA method to different cases are as follows.
Algorithm 2. The general iteration scheme of the SOMA method.

1.  \textbf{initialize:} assign \( x^{(0)} \), \( \beta \) and \( \epsilon \) with some initial values
2.  \textbf{while} not satisfying the stopping criterion \textbf{do}
3.      Perform the first-order Taylor expansion at \( x^{(n)} \) and get the linear equations
4.      \( P_1 = I \)
5.      \( g_k = A_k^T \)
6.      \( x^{(n,0)} = x^{(n)} \)
7.      \textbf{for} \( k = 1 \) to \( K \) \textbf{do}
8.          \( d_k = P_k g_k \)
9.          \( \alpha_k = \frac{\alpha_k - \alpha_{k-1}}{\epsilon} \)
10.         \( x^{(n,k)} = x^{(n,k-1)} + \beta \alpha_k (\epsilon d_k + (1 - \epsilon) g_k) \)
11.         \( P_{k+1} = P_k - \frac{d_k d_k^T}{d_k^T d_k + \epsilon} \)
12. \textbf{end}
13. \textbf{end}
14. \( x^{(n+1)} = x^{(n,K)} \)

1. In the case of the noise-free and matched nonlinear system, all equations are accurate. At this time, the SOMA method lets the search directions as orthogonal as possible by the Schmidt orthogonalization, which improves convergence speed greatly.
2. In the case of the mismatched nonlinear system, there is only one accurate equation. The SOMA method searches for the solution along the accurate hyperplane by the one-dimensional search method, or by a small step size to reduce the impact of estimation errors.
3. In the case of noise, all equations are inaccurate, but there is still one equation with higher confidence. The SOMA method gives the more accurate equation higher confidence by the weighting coefficient, so it gets more accurate solutions than comparative methods.

2.4. Implementation in MSCT basis material decomposition

In section 1, this paper summarizes the most iterative methods into three steps

\textbf{Step1 Decomposition} Inverting the nonlinear system to get the basis material projection \( q_m^{(n+1)} \).

\textbf{Step2 Reconstruction} Applying the traditional reconstruction methods, such as ART, FBP, etc., to reconstruct the basis material image \( f_m^{(n+1)} \) from \( q_m^{(n+1)} \).

\textbf{Step3 Update} Updating the new polychromatic projection \( p_k^{(n+1)} \) and getting the new nonlinear equations.

For MSCT basis material decomposition, the SOMA method is applied to the decomposition step, i.e., solve \( q_m^{(n+1)} \) from \( p_k \). The pseudo-code is shown in algorithm 3. To avoid adjusting parameters, an adaptive step size strategy is proposed. The detailed implementation is explained after the pseudo-code.
Algorithm 3. Pseudo-code of applying the SOMA method to MSCT basis material decomposition.

1. **initialize**: set \( f_{kn}^{(0)} = 0 \), \( \lambda = 0.95 \), \( \epsilon = 10^{-5} \), \( T = 1.5 \), \( \kappa = 0.99 \), \( \beta = 0.9 \) and \( \beta_{\text{red}} = 0.9 \)

2. **while not satisfying the stopping criterion**
   3. **if** the polychromatic projections are inconsistent **then**
      4. estimate the unknown projection \( \hat{p}_k \) and set \( p_k = \hat{p}_k \)
   5. **end**

6. \( x^{(n)} = (q_1 - q_1^{(n)}, q_2 - q_2^{(n)}, \ldots, q_M - q_M^{(n)})^{-T} \)

7. Perform the first-order Taylor expansion at \( x^{(n)} \) and get the linear equations \( A_k x = b_k \)

8. \( P_1 = I \)

9. \( g_k = A_k^+ \)

10. \( q_{(n,0)} = q^{(n)} \)

11. **for** \( k = 0 \) to \( K - 1 \) **do**

12. \( d_k = P_k g_k \)

13. \( \alpha_k = \frac{g_k^T (p_k - A_k x^{(n,k-1)})}{g_k^T (p_k - A_k x^{(n,k)})} \)

14. \( x^{(n,k)} = x^{(n,k-1)} + \beta \alpha_k (p_k - A_k x^{(n,k)}) \)

15. \( P_{k+1} = P_k - \frac{d_k d_k^T}{d_k^T d_k + \epsilon} \)

16. **end**

17. \( q_{(n,1)} = x^{(n,1)} + q^{(n)} \)

18. \( q^{(n,K)} = x^{(n,K)} + q^{(n)} \)

19. \( dp = \frac{||p_k - p_k^{(n,K)}||}{||p_k - p_k^{(n,1)}||} \)

20. \( df_m = \frac{||f_m^{(n,K)} - R^{-1}(q_m^{(n,K)})||}{||f_m^{(n,1)} - R^{-1}(q_m^{(n,1)})||} \)

21. **if** \( dp > 1 \) or \( df_m > T \) **then**

22. \( \beta = \beta \cdot \beta_{\text{red}} \)

23. **end**

24. \( q_m^{(n+1)} = q_m^{(n,1)} \)

25. \( f_m^{(n+1)} = f_m^{(n)} + \lambda \cdot R^{-1}(q_m^{(n+1)} - q_m^{(n)}) \)

26. **end**

Line 1 gives the initial values of parameters and basis material images. Lines 2–27 form the loop part can be divided into three modules, using the SOMA method to perform MSCT basis material decomposition (lines 6–16), the adaptive step size strategy (lines 17–24), and updating the estimated values of basis material images (lines 25–26). Each module is described in detail below.

Lines 3–5 are only performed when the polychromatic projections are geometrically inconsistent. The way to estimate the projections can be referred to [70–73].

Lines 6–16 are using the SOMA method to solve the nonlinear equations (correspond to algorithm 2). Line 7 is performing the first-order Taylor expansion of (1) at \( x^{(n)} \), where

\[
A_k = \begin{pmatrix}
\Theta_k^{(n,1)} & \Theta_k^{(n,2)} & \cdots & \Theta_k^{(n,M)} \\
\Phi_k^{(n)} & \Phi_k^{(n)} & \cdots & \Phi_k^{(n)}
\end{pmatrix},
\]

\[
b_k = p_k - p_k^{(n)} \quad ,
\]

\[
\Theta_k^{(n,m)} = \sum_{\omega=1}^{C_k} s_{k,\omega} \theta_{m,\omega} - \sum_{\omega=1}^{M} \theta_{m,\omega} q_{(n,\omega)} \quad ,
\]

and get the linear equations \( A_k x = b_k \).
\[ \Phi_k^{(n)} = \sum_{\omega=1}^{\Omega_k} s_{k,\omega} e^{-\sum_{m=1}^{M} \theta_{m,\omega} q^{(n)}}, \]  
(15) 

\[ p_k^{(n)} = -\ln \sum_{\omega=1}^{\Omega_k} s_{k,\omega} e^{-\sum_{m=1}^{M} \theta_{m,\omega} q^{(n)}}. \]  
(16) 

The adaptive step size strategy is shown in lines 17–24 and the step size is adjusted by changing the step size relaxation factor \( \beta \). The adjustment conditions are \( dp \) and \( df_m \), which are calculated in line 19 and line 20 respectively. \( dp \) is the ratio of the polychromatic projection changes between \( k = 1 \) and \( k = K \), and \( df_m \) is the ratio of the basis material images changes. On the one hand, the residual of \( k = K \) should be smaller than the residual of \( k = 1 \), that is \( dp < 1 \). On the other hand, the images should not change too much, that is \( df_m < T \) (where \( T \) is the threshold set in advance and its value can be referred to [75]). If above conditions are not met, it means the step size may be large at this time and should to be reduced. In lines 21–24, the step size is adjusted adaptively according to \( dp \) and \( df_m \). Line 22 shows that the results obtained by the old step size are not credible, so using the results at \( k = 1 \) as final result. In line 23, \( \beta_{\text{red}} \) is used to reduce the step relaxation factor and its value should be chosen in the interval \((0,1)\) [75]. 

Line 25 is obtaining the new basis material projection values and line 26 updates the basis material images by the projection residuals. \( \lambda \) is reconstruction relaxation factor and generally speaking, \( \lambda = 1 \) is enough. When higher-precision reconstruction results are required, \( \lambda \) can be attenuated as the iterations increasing [60].

3. Experiment

In this section, three MSCT basis material decomposition experiments are carried out. Firstly, the DSCT numerical experiment shows that the SOMA method can greatly improve the convergence speed and is robust to noise. Then, the triple material data experiment studies the feasibility of multiple basis material decomposition. Finally, a real data experiment illustrates its practical value.

3.1. DSCT numerical experiments

3.1.1. Phantom. This section uses two phantom. One is a slice of the commonly used 3D FORBILD thorax phantom with resolution \( 512 \times 512 \), and its geometric information and the reference density value are detailed on the website [76]. Assuming that the phantom is composed of water and bone, whose densities are \( 1.00 \text{ g cm}^{-3} \) and \( 1.92 \text{ g cm}^{-3} \) respectively. Figures 6(a) and (b) shows two basis material images respectively. The mass attenuation coefficients of water and bone can be obtained from the National Institute of Standard Technology (NIST) website [77], which is shown in figure 7(a).

The other one is the breast phantom used in 2022 AAPM DL-spectral CT challenge, which contains adipose and fibroglandular [78] shown in figures 6(c) and (d). The mass attenuation coefficients of adipose and fibroglandular can be obtained from the DL-spectral CT challenge website [78], which is shown in figure 7(b).

3.1.2. Experiment design. The spectra used in the thorax experiment are generated by the open-source software Spectrum GUI [79], the x-ray source is GE Maxiray 125 x-ray tube, the tube voltage is set to 80 kVp and 140 kVp, and the latter is filtered by 1 mm copper. The
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H Pan et al

Figure 6. Phantoms used in the DSCT numerical experiments. (a), (b) Water and bone basis material image (display windows are set to [0, 1.20] and [0, 1.92] respectively) [76]. (c), (d) Adipose and fibroglandular basis material image (display windows are both set to [0, 1.00]) [78].

Figure 7. MAC used in the DSCT numerical experiments. (a) MAC of bone and water [77]. (b) MAC of adipose and fibroglandular [78].

normalized x-ray spectra are shown in figure 8(a). The sampling intervals of the x-ray energy spectra and the mass attenuation coefficients are both 1 keV. The spectra used in the breast experiment are provided by the DL-spectral CT challenge website [78], the tube voltage is set to 50 kVp and 80 kVp, and the normalized x-ray spectra are shown in figure 8(b). The sampling intervals of the x-ray energy spectra and the mass attenuation coefficients are both 0.5 keV. The scanning configurations are shown in table 1.

Simulate the polychromatic projections according to formula (1). Use multiple full scans and when generating geometrically inconsistent data, the initial angle of the single full scanning differs by 0.25°. Noisy polychromatic projections are simulated by adding Poisson noise with an initial number of $10^6$ photons.

The computer used in the experiment is equipped with a 2.40 GHz Intel Xeon E5-2620 six-core CPU and an NVIDIA Quadro K2200 graphics card. The reconstruction size is $512 \times 512$, and each pixel of the initial estimated image is set to 0.

The Alvarez method [9], the E-ART method [59] and the NCPD method [58] are selected as the comparison methods. The Alvarez method is the first DSCT reconstruction technique but it only can be applied to geometrically consistent data. Its result is a benchmark. The latter two methods, not only can they invert the mismatched system and get high-quality reconstruction
results, but also can deal with data collected with non-standard configurations. The parameters of the SOMA method are as follows: for thorax data, $\epsilon = 10^{-8}$, $T = 1.5$, $\kappa = 0.99$, $\beta = 0.3$ and $\beta_{\text{red}} = 0.9$. For breast data, $\epsilon = 10^{-8}$, $T = 1.5$, $\kappa = 0.99$, $\beta = 0.03$ and $\beta_{\text{red}} = 0.1$. The parameters of the NCPD method are referred to [58]. In order to be more fairly, $\lambda$ of all methods are set to 0.95 in all experiments below.

3.1.3. Experiment results. Figure 9 shows the reconstruction results of the DSCT numerical experiments. The first two columns are the results of the thorax phantom after 50 iterations and the last two columns are the results of the breast phantom after 100 iterations.

The Alvarez method can reconstruct structure of the basis material, but it amplifies the noise. For the breast phantom, the MAC of adipose and fibroglandular are closer, which leads the DSCT decomposition problem to be more ill-conditioned. So, the breast results reconstructed by the Alvarez method are more affected by noise amplification.

After 50 iterations, the E-ART method and the NCPD method can get high-quality bone basis material images and reconstruct most of water basis material structures. But the SOMA method can get more accurate results after the same iterations. For details of water basis material images, all methods can reconstruct the low-contrast areas (marked with blue). However, the spine structures (marked with red) reconstructed by the E-ART method and NCPD method are blurred, but the spine structure reconstructed by the SOMA method is visually the same as the phantom.
Figure 9. Reconstruction results of the DSCT numerical experiments.
For breast phantom, the closer MAC lead to the smaller angle between the polychromatic projection curves and there is more overlapping information between the normal directions. Thus, the E-ART method and the NCPD method need more iterations for decomposition. After 100 iterations, the two methods cannot decompose into adipose and fibroglandular. However, the SOMA method can decompose accurately using the orthogonal direction and improve the convergence speed greatly.

Figure 10 shows PSNR, SSIM and RMSE of the results. It can be observed that all quantitative indicators of the SOMA method are better than the E-ART method and the NCPD method except the SSIM of the water basis material images. However, it does not mean the results of the SOMA method are worse. Figure 9 shows clearly that the water basis material structures obtained by the SOMA method are visually closer to the phantom than the other methods.

Table 2 shows the mean values of the region marked with blue and yellow in the breast phantom. It can be observed that whether the data is consistent or not, the mean values of the SOMA method are closer to the true value after the same iterations.

Refer to the 2022 AAPM DL-spectral CT challenge, the mean RMSE is calculated and the output of the Alvarez method is used as the termination threshold, i.e. when the mean RMSE is less than termination threshold, the iterative process is stopped. Table 3 shows the required iterations. It can be observed that the convergence speed of the SOMA method is about 94%–98% faster than the E-ART method and the NCPD method.

3.2. Triple material data experiment

The experiment simulates an oral model including a copper teeth with resolution 512 × 512, and the phantom is composed of water, bone, and copper, with densities are 1.0 g cm\(^{-3}\), 1.92 g cm\(^{-3}\), and 8.96 g cm\(^{-3}\) respectively. Figures 11(a)–(c) shows the basis material images. Using Spectrum GUI [79] to simulate the spectra, the x-ray source is GE Maxiray 125 x-ray tube, the tube voltage is set to 40 kVp, 80 kVp, and 140 kVp, a 1 mm copper filter is added in front of the x-ray source at 140 kVp, and the normalized x-ray spectra are shown in figure 11(d). The mass attenuation coefficients of water, bone, and copper can be obtained from the NIST website [77]. The scan configurations are the same as the thorax phantom in section 3.1.2.

Figure 12 shows the reconstruction results after 200 iterations. Three methods can get correct copper basis material images and reconstruct most of water basis material structure. However, the bone basis material images reconstructed by the E-ART and the NCPD method has errors. It takes thousands of iterations for the E-ART method and the NCPD method to get the correct images, because the spectra overlap more, which leads to the ill-condition of the nonlinear model being stronger. The SOMA method to find the optimal solution along the orthogonal direction, which can obtain high-precision reconstruction results with fewer iterations.

Figure 13 shows quantitative indicators and profiles of the reconstruction results. Observing figures 13(a)–(c), the quantitative indicators of the SOMA method are higher than the E-ART method and the NCPD method, while the RMSE is lower than the two methods. Observing figures 13(d)–(f), the profiles of the reconstructed results show that the value of the basis material images reconstructed by the SOMA method is closer to the phantom.

3.3. Real data experiment

In this section, the SOMA method is performed on real data with complex structures. The equipment, phantom, and spectra are shown in figures 14(a)–(c), the mass attenuation
coefficients of water and bone can be obtained from the NIST website \[\cite{77}\], and the scan configurations are shown in table 4.

Figure 15 shows the reconstruction results of the E-ART method, the NCPD method and the SOMA method after five iterations. When the iterations are the same, the three methods can get acceptable bone density images. The trabecular structures (marked with red) in water
Table 2. Mean values of the region of the breast phantom results.

| Phantom | Consistent data | Inconsistent data |
|---------|-----------------|-------------------|
|         | Alvarez | EART | NCPD | SOMA | EART | NCPD | SOMA |
| Blue    | 1.000000 | 0.788875 | 0.952555 | 0.917477 | **0.990913** | 0.953291 | 0.917217 | **0.995075** |
| Yellow  | 1.000000 | 0.768347 | 0.980053 | 0.988373 | **0.991384** | 0.979992 | 0.991743 | **0.994825** |

Note: The bold values represent the best results of these results.

Table 3. Required iterations when the mean RMSE is less than the termination threshold.

| Consistent data | Inconsistent data |
|-----------------|-------------------|
| EART | NCPD | SOMA | EART | NCPD | SOMA |
| Thorax phantom  | 108 | 75 | 3 | 117 | 77 | 6 |
| Breast phantom  | 54 | 122 | 1 | 54 | 132 | 2 |

Figure 11. Phantom and spectra used in triple material data experiment. (a) The water basis material image (display window: [0, 1.0]). (b) The bone basis material image ([0, 1.0]). (c) The copper basis material image ([0, 1.0]). (d) Simulated spectra [79].

basis material images reconstructed by the E-ART method and the NCPD method are unclear. On the contrary, the structures are clearly visible in the results reconstructed by the SOMA method. The upper left part of the bone trabecula in the water density image has an obvious edge, and the other two methods will get similar results if they continue to iterate. Thus, the edge is speculated empirically to be caused by the movement of the object during the scanning...
Figure 12. Reconstruction results of triple material data after 200 iterations.

Figure 13. Quantitative indicators and profiles of the triple material data experiment results. (a) PSNR. (b) SSIM. (c) RMSE. (d) Profiles of the water basis material images (marked with red line in figure 11). (e) Profiles of the bone basis material images. (f) Profiles of the copper basis material images. For the convenience of the display, the RMSE of the gold basis material images are enlarged by ten times.
Figure 14. CT system, phantom, and spectra for the real data experiment. (a) Photograph of the industrial CT system in our laboratory. (b) Bone-water phantom. (c) The estimated spectra.

Table 4. Scan configuration for the real data experiment.

|                  | Scan 1          | Scan 2          |
|------------------|-----------------|-----------------|
| Voltage          | 80 kVp          | 140 kVp         |
| Current          | 240 μA          | 120 μA          |
| Filter           | 1.5 mm Al       | 0.5 mm Cu       |
| Exposure time per projection | 0.5 s          | 0.6 s           |
| SOD              | 355.61 mm       | 355.61 mm       |
| SDD              | 673.96 mm       | 673.96 mm       |
| Projections      | 1440            | 1440            |

Figure 15. Reconstruction results of real data after five iterations.
process but not caused by solution error. The results illustrate that the SOMA method can process real data and has practical value.

4. Discussion

This paper proposed a general iterative method, the so-called SOMA method, to invert the nonlinear equations. The SOMA method gives different equations different confidence and the convergence speed can be improved by the Schmidt orthogonalization when solving ill-conditioned system.

In section 3, the validity of the SOMA method is verified by MSCT basis material decomposition experiments. Three simulation data experiments verify the acceleration of convergence speed, the robustness to noise, and the feasibility of the multiple basis material decomposition. A real data experiment illustrates the practical value of the SOMA method. The above experiment results show that the SOMA method has a comparative convergence speed with the Alvarez method and can get more high-precision solutions than the compared methods.

The SOMA method is not sensitive to most of the parameters. In order to make parameter selection easier, an adaptive step size strategy is given in section 2.4. It should be emphasized that the adaptive step size strategy is not necessary. The fixed step size can satisfy the need under usual conditions. Besides the adaptive step size strategy, other strategies such as linear method or piecewise linear method can also be used.

In practical applications, the optimization model combined with the assumption of minimizing the total variation can be proposed. We have tested a variety of optimization models, and the SOMA method combines well with the ASD-NC-POCS method [26]. Refer to the ASD-NC-POCS method, an optimization model can be constructed as

\[
f^* = \text{arg} \min \sum_{m=1}^{M} \| f_m \|_{TV} \quad \text{s.t.} \quad \sqrt{\frac{\sum_{k=1}^{K} \| p_k - p_k^* \|_2^2}{\sum_{k=1}^{K} \| p_k \|_2^2}} < \tau, \tag{17}
\]

where \( \tau \) is the threshold of the data term and \( p_k^* \) is the measured polychromatic projection of the \( k \)th spectrum. For solving the above optimization model, a natural but non-strict method can be given. First, use the SOMA method to solve the data term (or non-linear model), then perform the POCS method, and at last solve the total variation minimization by the steepest descent method. (17) is not the only model that can be combined with the SOMA method and the given method is not the only method to solve (17). Other optimization models and solutions are worthy of in-depth study but are not discussed further here.

In this paper, the influence of scattered photons is ignored when modeling the MSCT reconstruction problem, however, the scattered photons have a great influence on the actual scanning. MSCT model containing scattered photons and its solution is the focus of the next step.
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Appendix A

In this section, the recursion process of the Schmidt orthogonalization is shown. The initial vectors are $g_1, g_2, \ldots, g_K$ and the orthogonal vectors are $d_1, d_2, \ldots, d_K$.

Firstly, let $d_1 = g_1 = P_1 g_1$ and $P_1$ is set as the identity matrix. Then, the orthogonal vectors $d_2$ can be obtained by the Schmidt orthogonalization

$$d_2 = g_2 - d_1 \frac{<g_2, d_1>}{<d_1, d_1>}$$

$$= g_2 - d_1 \frac{d_1^T g_2}{d_1^T d_1}$$

$$= \left( I - \frac{d_1 d_1^T}{d_1^T d_1} \right) g_2$$

$$= \left( P_1 - \frac{d_1 d_1^T}{d_1^T d_1} \right) g_2$$

$$= P_2 g_2,$$

where $<a, b>$ represents the dot product of $a$ and $b$.

Next, the third orthogonal vectors $d_3$ can be calculated in the same way

$$d_3 = g_3 - d_1 \frac{<g_3, d_1>}{<d_1, d_1>} - d_2 \frac{<g_3, d_2>}{<d_2, d_2>}$$

$$= g_3 - d_1 \frac{d_1^T g_3}{d_1^T d_1} - d_2 \frac{d_2^T g_3}{d_2^T d_2}$$

$$= \left( I - \frac{d_1 d_1^T}{d_1^T d_1} - \frac{d_2 d_2^T}{d_2^T d_2} \right) g_3$$

$$= \left( P_2 - \frac{d_1 d_1^T}{d_1^T d_1} - \frac{d_2 d_2^T}{d_2^T d_2} \right) g_3$$

$$= P_3 g_3,$$

Similarly, it can be obtained by recursion

$$d_k = g_k - d_1 \frac{<g_k, d_1>}{<d_1, d_1>} - \cdots - d_{k-1} \frac{<g_k, d_{k-1}>}{<d_{k-1}, d_{k-1}>}$$

$$= \left( I - \frac{d_1 d_1^T}{d_1^T d_1} - \cdots - \frac{d_{k-1} d_{k-1}^T}{d_{k-1}^T d_{k-1}} \right) g_k$$

$$= \left( P_{k-1} - \frac{d_{k-1} d_{k-1}^T}{d_{k-1}^T d_{k-1}} \right) g_k$$

$$= P_k g_k.$$
So, the formula to get the orthogonal direction is

\[ d_k = P_k g_k, \]  

(A.4)

and the update process of the orthogonal correction matrix is

\[ P_k = P_{k-1} - \frac{d_{k-1}^\top d_{k-1}}{d_{k-1}^\top d_{k-1}}, \]  

(A.5)

In order to avoid the zero denominator, a small value \( \epsilon \) is added in the denominator as the correction term. As a result, the final update formula is

\[ P_k = P_{k-1} - \frac{d_{k-1}^\top d_{k-1}}{d_{k-1}^\top d_{k-1} + \epsilon}. \]  

(A.6)

**Appendix B**

This section gives a simple brief convergence proof of the SOMA method.

The convergence proof is equivalent to proving that the sequence \( \{x_k\} \) generated by \( x_k = x_{k-1} + \alpha_k d_k \) converges to the solution \( x^* \) of the linear system \( Ax = b \).

There are a series of linearly independent vectors \( d_1, d_2, \ldots, d_K \) and they span the solution space. The difference between \( x^* \) and \( x_0 \) can be written as

\[ x^* - x_0 = a_1 d_1 + a_2 d_2 + \cdots + a_K d_K, \]  

(B.1)

where \( a_k \) is a scalar. Multiply both sides of the formula by \( d_k^\top A \) and use the property of orthogonality, then

\[ d_k^\top A (x^* - x_0) = d_k^\top A (a_1 d_1 + a_2 d_2 + \cdots + a_K d_K) = d_k^\top A a_k d_k. \]

So the coefficient can be obtained

\[ a_k = \frac{d_k^\top A (x^* - x_0)}{d_k^\top A d_k}. \]  

(B.2)

Assume \( x_k \) is generated by the iterative scheme, then

\[ x_{k-1} = x_0 + \alpha_1 d_1 + \cdots + \alpha_{k-1} d_{k-1}. \]

Similarly, multiplying both sides of the formula by \( d_k^\top A \), there is

\[ d_k^\top A (x_{k-1} - x_0) = 0. \]  

(B.3)

Therefore,

\[ d_k^\top A (x^* - x_0) = d_k^\top A (x^* - x_{k-1}) = d_k^\top (Ax^* - Ax_{k-1}) = d_k^\top (b - Ax_{k-1}). \]  

(B.4)
It has been mentioned in section 2.1 that
\[
\alpha_k = \frac{b_k - A_xk_{k-1}}{A_id_i}.
\]
Thus \(b_k - A_xk_{k-1} = \alpha_k A_id_i\) and substituting it into (B.4), then
\[
d^\top_k A(x^* - x_0) = d^\top_k (b - A_xk_{k-1})
\]
\[
= d^\top_k \alpha_k A_id_i
\]
\[
= d^\top_k Aa_kd_i.
\]
That means \(a_k = \alpha_k\), giving the result.
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