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Abstract

The potential for the measurement of the branching ratio of the Standard Model-like Higgs boson decay into a $\mu^+\mu^-$ pair at 1.4 TeV CLIC is analysed. The study is performed using the fully simulated CLIC_ILD detector concept, taking into consideration all the relevant physics and the beam-induced backgrounds. Despite the very low branching ratio of the $H \rightarrow \mu^+\mu^-$ decay, we show that the product of the branching ratio times the Higgs production cross section can be measured with a statistical uncertainty of 38%, assuming an integrated luminosity of 1.5 ab$^{-1}$ collected in five years of the detector operation at the 1.4 TeV CLIC with unpolarised beams. With polarised beams (+80%, -30%), the statistical uncertainty is better than 25%.

This work was carried out in the framework of the CLICdp collaboration
1 Introduction

Measurements of Higgs branching ratios, and consequently Higgs couplings, provide a strong test of the Standard Model (SM) and the physics beyond. Models that could possibly extend SM Higgs sector, such as the Two Higgs Doublet model, the Little Higgs model or the Compositeness models predict Higgs couplings to EW bosons and Higgs Yukawa couplings (coupling-mass linearity) that deviate from the SM predictions [1, 2].

The Compact Linear Collider (CLIC) represents an excellent environment to study properties of the Higgs boson, including the couplings, with a very high precision [3, 4]. Measurement of the rare $H \rightarrow \mu^+\mu^-$ decay is particularly challenging because of the very low branching ratio (BR) of $2.14 \times 10^{-4}$ predicted in the SM at the Higgs mass of 126 GeV [5]. Presently the search for the $H \rightarrow \mu^+\mu^-$ decay at ATLAS including 25 fb$^{-1}$ of data has yielded an upper limit for BR($H \rightarrow \mu^+\mu^-$) of $1.5 \times 10^{-3}$ [6]. A similar upper limit was reported by the CMS experiment as well [7]. In the projections for the HL-LHC ATLAS experiment, the SM expectations are $2.3\sigma$ signal significance, or 46% signal counting uncertainty with 300fb$^{-1}$ of data, and $7\sigma$ signal significance, or 21% counting uncertainty with 3ab$^{-1}$ of collected data [8]. The respective projected significances at CMS are $2.5\sigma$ with 300fb$^{-1}$ of data, and $7.9\sigma$ with 3ab$^{-1}$ [7]. The measurement at CLIC requires excellent muon identification efficiency and momentum resolution as well as efficient background rejection.

One of the possible staged scenarios of the CLIC construction and operation, optimized for the best physics reach in shortest time with optimal cost, comprises the 350GeV, 1.4TeV and 3TeV centre-of-mass (CM) energy stages [9]. In the latter two stages sufficiently large Higgs boson samples are produced via the WW fusion process that the measurement of the rare $H \rightarrow \mu^+\mu^-$ decay can be performed. The analysis of the $H \rightarrow \mu^+\mu^-$ decay at 3TeV is presented in Ref. [10]. The analysis at 1.4TeV is presented here. The target value of the integrated luminosity at the 1.4TeV stage is 1.5ab$^{-1}$. At the instantaneous luminosity of $3.2 \times 10^{34}$cm$^{-2}$s$^{-1}$ this is achieved in approximately five years of physics operation with 200 running days per year and an effective up-time of 50%. This analysis assumes that the total integrated luminosity is collected with the CLIC_ILD detector concept [11]. Unpolarised beams are assumed. With 80% left-handed beam polarisation for the electrons and 30% right handed polarisation for the positrons, the Higgs production through WW fusion can be enhanced by a factor 2.34 [4]. A conservative estimate of the final uncertainty in the case that 1.5ab$^{-1}$ of data is collected with polarized beams is given at the end.

In this note, the analysis procedure is presented, and statistical and systematic uncertainties of the measurement are determined and discussed. In Section 2 the simulation tools used for the analysis are listed and in Section 3 the CLIC_ILD detector model is briefly described. Signal and background processes and event samples are discussed in Section 4. Tagging of spectator electrons in background processes is described in Section 5. Event preselection, and a final selection using Multivariate Analysis (MVA) is described in Section 6. The di-muon invariant mass fit and the extraction of the statistical uncertainty of the measurement are described in Section 7. A brief discussion of the eventual benefit of a better transverse momentum, $p_T$, resolution is found in Section 8. Systematic uncertainties are discussed in Section 9, followed by the conclusions. In the Appendix, distributions of sensitive variables used in the MVA are shown for all processes before and after the selection.

2 Simulation and analysis tools

The Higgs production through WW fusion was simulated in WHIZARD V 1.95 [12] including the CLIC beam spectrum and the Initial State Radiation (ISR). PYTHIA 6.4 [13] was used to simulate the Higgs decay into two muons. The background events were also generated in WHIZARD, using PYTHIA 6.4 to simulate the hadronisation and fragmentation processes. The CLIC luminosity spectrum and the beam induced processes were obtained from GUINEAPIG 1.4.4 [14].
The interactions with the detector were simulated using the CLIC_ILD detector model within the MOKKA simulation package [15], based on GEANT4 [16]. A particle flow algorithm [17, 18] was employed in the reconstruction of the final state particles within the Marlin reconstruction framework [19].

The Toolkit for the Multivariate Analysis (TMVA) package [20] was used for the multivariate classification of signal and background events using their kinematic properties.

3 The CLIC_ILD detector model

For CLIC, the ILD detector model [21] has been modified according to specific experimental conditions at CLIC [3]. The subsystems of particular relevance for the present analysis are discussed in the following.

The main tracking device of CLIC_ILD is a Time Projection Chamber (TPC) providing a point resolution in the $r\phi$ plane better than 100$\mu$m. Additional silicon trackers provide precision tracking at the outer surface of the TPC with single point accuracy in the $r\phi$ direction of 7$\mu$m. Vertex detectors closer to the beam-pipe provide resolution better than 3$\mu$m [3].

High efficiency muon identification is made possible by the iron yoke instrumented with 9 layers of RPC detectors. Muon momenta are determined using the matching tracks in the TPC and the silicon trackers. The efficiency of the muon identification is influenced by the longitudinal segmentation of iron, as well as by the background processes. In the sample of muons from the $H \rightarrow \mu^+\mu^-$ decays, muon efficiency is above 99% in the barrel region.

This analysis depends particularly on the muon momentum resolution as it influences the width of the reconstructed di-muon invariant mass peak. The average muon transverse momentum resolution for the signal sample in the barrel region is $\Delta(1/p_T) = 3.3 \times 10^{-5}$ GeV$^{-1}$.

In the very forward region of the CLIC_ILD detector, below 8$^\circ$, no tracking information nor hadronic calorimetry is available. The region between 0.6$^\circ$ and 6.3$^\circ$ is instrumented with two silicon-tungsten sampling calorimeters, LumiCal and BeamCal, for the luminosity measurement, beam-parameter control, as well as tagging of high-energy electrons escaping the main detector at low angles. Together with the very forward segments of ECAL, EM calorimetry is thus available in the region between 0.6$^\circ$ and 8$^\circ$, offering the possibility to suppress four-fermion SM processes with the characteristic low-angle electron signature. The simulation of the very-forward electron tagging is described in Section 5.

Beamstrahlung photons, emitted in beam-beam interactions produce incoherent $e^+e^-$ pairs deposited mainly in the low-angle calorimeters. In addition, about 1.3 interactions of Beamstrahlung photons per bunch crossing produce hadrons with a wide angular distribution, influencing the muon momentum resolution due to the occupancy of the inner tracker. These hadrons were included in the analysis by overlaying a map of energy deposits in all detectors, randomly picked from a pre-simulated data set, before the digitisation phase and event reconstruction. Signal and all other background processes are fully simulated in the detector.

4 Event samples

At 1.4 TeV CLIC, the Standard Model Higgs boson is predominantly produced via WW fusion (Figures 1 and 2). The effective cross-section for the Higgs production in WW fusion assuming CLIC luminosity spectrum is 244 fb. The Higgs production cross section above 1 TeV can be determined with a statistical precision better than 1% [4]. Nevertheless, the $H \rightarrow \mu^+\mu^-$ signal statistics is expected to be small because the SM prediction for the branching fraction of this particular decay is of the order of $10^{-4}$.

As seen in Figure 2, at 1.4 TeV the Higgs boson is also produced via ZZ fusion, with a cross-section equal to about 10% of the Higgs production cross section in WW fusion. However, on a test sample of 300 events of ZZ fusion followed by the Higgs decay to a pair of muons, not a single event passed
the requirements applied in this analysis (Sec. 4.3 and 4.4) implying a selection efficiency smaller than 1.2\% (95\% CL) for this channel. Therefore this production channel was neglected in the analysis.

The number of simulated signal and background events was chosen so that accurate di-muon invariant mass distributions can be extracted. A sample of 24 000 signal events was simulated, roughly corresponding to a 300-fold of the number of events in 1.5 ab\(^{-1}\) of data. From the signal sample, 6000 events were reserved for the training of the MVA. For each of the background processes, a 2 ab\(^{-1}\) sample was generated, of which 0.5 ab\(^{-1}\) were reserved for the MVA training. The full list of physics and beam-induced backgrounds is given in Table 1.

Events with momentum transfer \(Q = \sqrt{\left(\not{p_{\text{out}}} - \not{p_{\text{in}}}\right)^2}\) smaller than 4 GeV between the incident and the spectator electron, \(e_{\text{in}}\) and \(e_{\text{out}}\), respectively, were simulated using the Effective Photon Approximation (EPA). In the EPA approach, the spectator electron is substituted by a quasi-real photon. In the presentation of results of this analysis, such events will be grouped together with the processes involving Beamstrahlung photons with the analogous initial state. Thus, for example, the sample denoted \(e^+\gamma \rightarrow e^+\mu^+\mu^-\) contains both the events in which the photon is a Beamstrahlung photon, and the events in which the photon originates from the EPA modelling of the \(e^+e^-\rightarrow e^+e^-\mu^+\mu^-\) process with small momentum transfer. In this way, processes with roughly similar kinematic characteristics are grouped together.

Table 1 lists the signal and all background processes with their respective cross-sections. Cross sections for processes with spectator electrons were calculated with the cut on momentum transfer \(Q > 4\) GeV, while cross-sections for processes involving initial photons include the cross-sections for

\[^{\dagger}\] \(p^\mu\) denotes the four-momentum of the particle
Table 1: List of the analysed processes with the corresponding cross-sections. Cross-section values marked by * were calculated with additional kinematic requirements, $100 \text{GeV} < m_{\mu\mu} < 150 \text{GeV}$, and $8^\circ < \theta_{\mu} < 172^\circ$ for both muons. The cross sections for all processes with photons in the initial state include both the cross sections with the Beamstrahlung and with the EPA photons. Beside that, the cross sections for processes $e^{\pm}\gamma \rightarrow e^{\pm}\mu^{+}\mu^{-}$ and $e^{\pm}\gamma \rightarrow e^{\pm}\nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ represent the sum of processes with the electron and the positron in the initial state.

| Process                                      | $\sigma$ (fb) |
|----------------------------------------------|---------------|
| $e^{+}e^{-} \rightarrow H\nu\nu, H \rightarrow \mu^{+}\mu^{-}$ | 0.0522        |
| $e^{+}e^{-} \rightarrow \nu_{e}\bar{\nu}_{e}\mu^{+}\mu^{-}$ | 129           |
| $e^{+}e^{-} \rightarrow e^{+}e^{-}\mu^{+}\mu^{-}$            | 24.5*         |
| $e^{+}\gamma \rightarrow e^{+}\mu^{+}\mu^{-}$               | 1098*         |
| $e^{+}\gamma \rightarrow e^{+}\nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ | 30            |
| $\gamma\gamma \rightarrow \nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ | 162           |
| $e^{+}e^{-} \rightarrow e^{+}e^{-}\nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ | 1.6           |

The EPA approximation of the processes with spectator electrons for $Q < 4 \text{GeV}$. Beside that, the cross sections for processes $e^{+}\gamma \rightarrow e^{+}\mu^{+}\mu^{-}$ and $e^{+}\gamma \rightarrow e^{+}\nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ represent the sum of processes with the electron and the positron in the initial state.

The process $e^{+}e^{-} \rightarrow \nu_{e}\bar{\nu}_{e}\mu^{+}\mu^{-}$, characterised by the same final state as the signal, as well as by the same distribution of the CM energy in the initial state, represents an irreducible background and can not be substantially suppressed before the invariant mass fit. The process $\gamma\gamma \rightarrow \nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-} \text{ has a similar final state, but a different CM energy distribution in the initial state, since it involves Beamstrahlung or EPA photons rather than electrons. This leads to a different distribution of the boost of the di-muon system, as well as of the helicity angle, allowing separation from the signal to some extent (Section 6.2).}$

The four-fermion production process $e^{+}e^{-} \rightarrow e^{+}e^{-}\mu^{+}\mu^{-}$ is realised dominantly through the two-photon exchange mechanism and it fakes the missing energy signature of the signal in events in which electron spectators are emitted at angles smaller than $8^\circ$. For that reason, the tagging of EM showers at low angles (see Section 5) is applied. The processes $e^{+}\gamma \rightarrow e^{+}\mu^{+}\mu^{-}$ and $e^{+}\gamma \rightarrow e^{+}\nu_{\mu}\bar{\nu}_{\mu}\mu^{+}\mu^{-}$ are suppressed by EM shower tagging as well (see Table 2).

5 Tagging of EM showers in the very forward region

In the region below $8^\circ$, the tracking information, as well as hadronic calorimetry, are not available. Background processes involving spectator electrons escaping near the beam tube mimick the missing energy signature of the signal. For that reason, as well as for the luminosity measurement and beam diagnostics, the very forward region is instrumented with EM calorimeters LumiCal and BeamCal [22].

Electron detection in the very forward region involves the reconstruction of EM showers in the presence of intense beam-induced background consisting of a large number of low-energy particles, mostly incoherent pairs and hadrons [23]. Neither reconstruction algorithms for the very forward detectors nor fully simulated samples of the beam-induced background were available at the time of this analysis. For that reason, tagging probability was simulated by parameterisation of the distribution of the reconstructed energy fluctuations due to the presence of the background and to the intrinsic energy resolution of the calorimeters. A requirement was imposed that the energy of the particle after adding the random fluctuation is above the mean background level in the layer with maximum deposit by at least $4 \sigma$ of the background fluctuation. Figure 3 shows the longitudinal profiles of energy deposition by EM showers and by the beam-induced background in the LumiCal at CLIC. One can readily see that the background profile is fairly flat in the region of the maximum of the signal profile. On the other hand, the width at half
maximum of the signal profile is about ten layers. Thus the $4\sigma$ requirement above roughly corresponds to the requirement that the signal is $2\sigma$ above background in ten consecutive layers. This is an ad-hoc but conservative estimate of the effective energy threshold due to the beam-induced backgrounds. As shown in the following, an additional ultimate energy cut at significantly higher energy was imposed to suppress tagging of signal events in coincidence with Bhabha particles.

An adverse consequence of the rejection of events with high-energy electrons in the very forward region is that individual final-state particles from Bhabha events, detected in random coincidence with other processes, cause a loss of statistics because of indiscriminate rejection of a relatively large fraction of physics events. Taking into account the boost of the Bhabha event CM frame due to beam-beam effects, as well as the 0.5 ns bunch spacing at CLIC, and assuming a digitizer timing step of 10 ns, more than 30% of all events can be expected to be falsely tagged because of coincident detection of at least one final particle from a Bhabha event. In order to reduce the rate of coincident tagging of Bhabha particles, tagging was restricted to showers with energy higher than 200 GeV and polar angle above 1.7° only. Under these conditions, the accidental tagging rate of Bhabha particles drops to 7%. Table 2 summarises the rejection rates for the four-fermion and $e^{\pm}\gamma \rightarrow e^{\pm}\mu^{+}\mu^{-}$ processes, as well as for the signal. A large fraction of background with spectator electrons is removed in this way.

### 6 Event selection

#### 6.1 Preselection

In order to suppress the influence of the beam-induced background, only reconstructed particles with $p_T > 5$ GeV were used in the analysis. Under this condition, the preselection of events was made by requiring a reconstruction of two muons in the event, with an invariant mass of the di-muon system in the range 105-145 GeV, as well as the absence of tagged electrons with energy above 200 GeV and polar
angle above $1.7^\circ$.

6.2 MVA event selection

For the final selection, MVA techniques were used based on the Boosted Decision Tree (BDT) classifier implemented in the TMVA package. The following sensitive observables were used for the classification of events:

- Visible energy of the event excluding the energy of the di-muon system, $E_{\text{vis}}$.
- Transverse momentum of the di-muon system, $p_T(\mu\mu)$.
- Scalar sum of the transverse momenta of the two selected muons, $p_T(\mu_1) + p_T(\mu_2)$.
- Boost of the di-muon system, $\beta_{\mu\mu} = |p_{\mu\mu}| / E_{\mu\mu}$.
- Polar angle of the di-muon system, $\theta_{\mu\mu}$.
- Cosine of the helicity angle, $\cos \theta^\ast = \frac{\vec{p}'(\mu_1)\vec{p}(\mu\mu)}{|\vec{p}'(\mu_1)||\vec{p}(\mu\mu)|}$, where the apostrophe denotes the rest frame of the di-muon system.

Distributions of the sensitive observables for signal and all groups of background processes are given in the Appendix. The distributions of the process $e^+e^- \rightarrow \nu_e \bar{\nu}_e \mu^+ \mu^-$ are very similar to those of the signal, implying that this process is irreducible by kinematic selections. The distributions of the process $\gamma\gamma \rightarrow \nu_{\mu} \bar{\nu}_{\mu} \mu^+ \mu^-$ show small differences with respect to the signal. All processes with one or two spectator electrons show significant differences from the signal, primarily in the distribution of the visible energy. Further, for these processes the distribution of $p_T(\mu\mu)$ exhibits a peak at low values of $p_T(\mu\mu)$. This peak corresponds to events in which the di-muon system recoils against electron spectators or outgoing photons that are emitted below the angular cut of the very-forward EM-shower tagging.

The distribution of the BDT classifier variable for the signal and the main background processes is shown in Figure 4 (a). Clearly, the largest fraction of background events is very well separated from the signal, with the exception of $\gamma\gamma \rightarrow \nu_{\mu} \bar{\nu}_{\mu} \mu^+ \mu^-$ and $e^+e^- \rightarrow e^+\nu_{\mu} \bar{\nu}_{\mu} \mu^- \mu^-$ events that are separated to some extent, and the irreducible process $e^+e^- \rightarrow \nu_{\mu} \bar{\nu}_{e} \mu^+ \mu^-$ that shows almost the same distribution as the signal. The classifier cut position was selected to maximise the significance, defined as $N_s / \sqrt{N_s + N_b}$, where $N_s$ and $N_b$ are the number of selected signal and background events, respectively. A plot of significance as a function of the position of the BDT cut is shown in Figure 4 (b). The optimal cut position was found at BDT = 0.098.

Distributions of the di-muon invariant mass are shown in Figure 5. Figure 5 (a) includes all events that pass the preselection, while Figure 5 (b) shows all events passing the BDT selection, as well. All samples were normalised to an integrated luminosity of 1.5ab$^{-1}$. The MVA selection efficiency for the signal is 32%. The overall signal efficiency including reconstruction, preselection, losses due to coincident tagging of Bhabha particles and the MVA is 26%, resulting in an expected number of 20 signal events.

7 Di-muon invariant mass fit

The key observable for the determination of $\sigma(H\nu\nu) \times \text{BR}(H \rightarrow \mu^+\mu^-)$ is the number of selected signal events $N_s$ passing the final selection.

$$\sigma(H\nu\nu) \times \text{BR}(H \rightarrow \mu^+\mu^-) = \frac{N_s}{L \cdot \epsilon_s}$$ (1)
where \( L \) is the integral luminosity given in units of \( \text{fb}^{-1} \) and \( \varepsilon_s \) is the total counting efficiency for the signal, including the reconstruction, preselection and MVA selection efficiencies.

In the experiment, the number of signal events is determined by fitting the model of the combined Probability Density Function (PDF), \( f(m_{\mu\mu}) \), of the di-muon invariant mass, \( m_{\mu\mu} \), for the signal and the background to the measured \( m_{\mu\mu} \) distribution,

\[
f(m_{\mu\mu}) = N_s f_s(m_{\mu\mu}) + N_b f_b(m_{\mu\mu})
\]

where \( f_s(m_{\mu\mu}) \) and \( f_b(m_{\mu\mu}) \) are the PDF for the signal and the background, respectively, and \( N_s \) and \( N_b \) are the respective numbers of signal and background events in the fitting window. The extraction of \( f_s(m_{\mu\mu}) \) and \( f_b(m_{\mu\mu}) \) from simulated data is described in Section 7.1.

In order to estimate the statistical uncertainty of the present analysis, 5000 Toy Monte-Carlo (MC) experiments were performed where pseudo-data were obtained by randomly picking signal \( m_{\mu\mu} \) values from the fully simulated signal sample, while background \( m_{\mu\mu} \) values were randomly generated from the background PDF. The sample sizes, \( N_s \) and \( N_b \), were sampled in each Toy MC experiment from the Poisson distribution with the respective mean values \( \langle N_{s/b} \rangle = L \cdot \sigma_{s/b} \cdot \varepsilon_{s/b} \), where the integral luminosity
$L$ is 1.5 ab$^{-1}$, $\varepsilon_{s/b}$ is the total selection efficiency, and $\sigma_{s/b}$ the corresponding cross-section for the signal and the background, respectively. For each Toy MC experiment, the $m_{\mu\mu}$ distribution is fitted by the function (2), and the RMS of the resulting distribution of $N_s$ over all Toy MC experiments is taken as the estimate of the statistical uncertainty of the measurement.

### 7.1 Signal and background PDF

The signal and background PDF were extracted by fitting to fully simulated datasets after the preselection and the MVA selection.

The signal sample was fitted with an ad-hoc function composed of a Gaussian with a flat tail and a Gaussian with an exponential tail (Eq. (3), Figure 6). The likelihood fit was performed with unbinned data using RooFit [25]. The results of the fit are listed in Table 3.

$$\begin{align*}
    f_s &= f_{flat} + C \cdot f_{exp} \\
    f_{flat} &= \begin{cases} 
        e^{-\frac{(m_{\mu\mu} - m_{1})^2}{2\sigma^2}} & m_{\mu\mu} < m_H \\
        e^{-\frac{(m_{\mu\mu} - m_{1})^2}{2\sigma^2}} & m_{\mu\mu} > m_H 
    \end{cases} \\
    f_{exp} &= \begin{cases} 
        e^{-\frac{(m_{\mu\mu} - m_{1})^2}{2\sigma^2}} & m_{\mu\mu} < m_H \\
        e^{-\frac{(m_{\mu\mu} - m_{1})^2}{2\alpha^2}} & m_{\mu\mu} > m_H
    \end{cases}
\end{align*}$$

\[(3)\]

The $m_{\mu\mu}$ distribution from the inclusive background data sample after event selection was fitted with a linear combination of a constant and an exponential term,

$$f_b = p_0 (p_1 e^{p_2 (m_H - m_{\mu\mu})} + (1 - p_1))$$

\[(4)\]

The fit results for background are shown in Figure 7. As the normalisation to the common integrated luminosity requires different normalisation coefficients for different processes, binned data were used to combine the background processes in a straightforward manner, and binned $\chi^2$ fit was performed. The $\chi^2/N_{df}$ of the background fit was 62/61.
Table 3: Fitted parameters of the distribution of the invariant mass, \( m_{\mu\mu} \), of the signal.

| Parameter | fitted value |
|-----------|--------------|
| \( C \)  | 0.076 ± 0.008 |
| \( \alpha_L \) | 2.49 ± 0.19 GeV |
| \( \alpha_R \) | 0.94 ± 0.06 GeV |
| \( \beta_L \) | 0.157 ± 0.004 |
| \( \beta_R \) | 0.126 ± 0.006 |
| \( m_H \) | 125.847 ± 0.006 GeV |
| \( \sigma \) | 0.246 ± 0.007 GeV |

Figure 7: Distribution of the invariant mass, \( m_{\mu\mu} \), for the sum of all background processes after event selection. The result of the fit is also shown.

The overall function \( f(m_{\mu\mu}) \) (2) was fitted to the pseudo data of each Toy MC “experiment” using the unbinned likelihood method, and fixing all parameters of \( f(m_{\mu\mu}) \) except \( N_s \) and \( N_b \). An example of a Toy MC fit is given in Figure 8.

Figure 8: Distribution of the invariant mass, \( m_{\mu\mu} \), for the sum of the signal and background samples in one Toy MC run, together with the fit of the combined PDF model (Eq. (2)).
7.2 Distribution of the signal count

The RMS deviation of the resulting signal count distribution in 5000 repeated Toy MC experiments corresponds to the statistical uncertainty of the measurement (Figure 9 (a)). The pull distribution (Figure 9 (b)) is approximately centered at 0 and has an approximate width of 1, confirming that the PDFs of the signal and background di-muon invariant mass are adequate.

The relative statistical uncertainty of $\sigma(H\nu\nu) \times BR(H\rightarrow \mu^+\mu^-)$ is 38%. This uncertainty is dominated by the contributions from the limited signal statistics and from the presence of irreducible backgrounds in the $H \rightarrow \mu^+\mu^-$ measurement. With 80% left-handed polarisation of the electron beam and 30% right-handed polarisation for the positrons during the entire operation time at 1.4 TeV, the Higgs production through WW fusion would be enhanced by a factor 2.34 [4]. The most important background contribution after the MVA selection, the $e^+e^- \rightarrow \nu\bar{\nu}\mu^+\mu^-$ process, is enhanced by the same factor because it is also mediated by W bosons, which have only left-handed interactions. The remaining background processes are enhanced by a smaller factor, or not enhanced at all. In the conservative estimate, the statistical uncertainty is improved by a factor $1/\sqrt{2.34}$, neglecting the differences in the production ratio for the background processes, as well as the increase in the MVA selection efficiency for the signal due to the change in the optimal BDT cut. The upper limit of the statistical uncertainty with polarized beams is thus 25%. As the polarization in principle affects the distributions of the kinematical observables, a precise estimate is possible only with the full simulation with polarized beams.

To estimate the significance of the signal against the null-hypothesis, another set of 5000 Toy MC runs was performed with zero signal count, and $f(m_{\mu\mu})$ (2) was fitted to the pseudo data. The resulting $N_s$ distribution was centered on zero with the standard deviation $\sigma_{N_s}(H_0) = 5.4$. Thus, in case the SM expected number of events $N_{s,SM} = 20$ is realized in the experiment, the signal significance would be $3.7 \sigma$.

The Higgs coupling to muons, $g_{H\mu\mu}$, is optimally extracted in a global fit procedure taking into account all Higgs measurements both at the 350GeV and 1.4 TeV stages, and extracting all involved Higgs couplings, as well as the total Higgs width in the same procedure. However, even in the suboptimal procedure of extraction of $g_{H\mu\mu}$ involving the present measurement alongside measurements giving access to $\Gamma_H$ and $g_{HWW}$, the dominant contribution to the coupling uncertainty is the statistical uncertainty of the $H \rightarrow \mu^+\mu^-$ measurement. An example of a minimal set of measurements giving model-independent access to $\Gamma_H$ and $g_{HWW}$ is the following: the recoil mass measurement at 350GeV giving access to $g_{HZZ}$, the $H \rightarrow b\bar{b}$ measurements at both 350GeV and 1.4 TeV stages giving access to the ratio $g_{HWW}/g_{HZZ}$ and the $H \rightarrow W^+W^-$ measurement at 1.4 TeV giving access to the ratio $g_{HWW}^2/\Gamma_H$ [4]. Assuming that...
9 Systematic uncertainties

From Eq. (1) it is clear that uncertainties of the integral luminosity and muon identification efficiency influence the uncertainty of the branching ratio measurement at the systematic level. It has been shown in [26] that at a 3 TeV CLIC, where the impact of the beam-induced processes is the most severe, luminosity above ca. 75% of the nominal CM energy can be determined at the permille level using low-angle Bhabha scattering. Below 75% of the nominal CM energy the luminosity spectrum can be measured with a precision of a few percent using wide-angle Bhabha scattering [27]. About 17% of all Higgs events occur at a CM energy of the initial e⁺e⁻ pair below 75% of the nominal CM energy. Having

| Ns | 20.0 ± 7.6 |
| εs | 26% |
| δ(σ(Hνν)×BR(H→μ⁺μ⁻)) | 38% |
| σ(σ(Hνν)×BR(H→μ⁺μ⁻)) | 19% |

Table 4: Summary of the results of the analysis of the σ(Hνν) × BR(H → μ⁺μ⁻) measurement at 1.4 TeV CLIC with unpolarised beams. All uncertainties are statistical.

Figure 10: Dependence of the relative statistical uncertainty of the σ(Hνν) × BR(H → μ⁺μ⁻) on the transverse momentum resolution, δ₁/₁₀, averaged over the signal sample in the whole detector.

no correlations exist between uncertainties of these measurements, their relative uncertainties add up quadratically to form the relative uncertainty of $g_{Hμμ}^2$. However, the contributions of measurement uncertainties other than the statistical uncertainty of the σ(Hνν) × BR(H → μ⁺μ⁻) measurement affect the final uncertainty only at the third significant digit, and can be neglected. Thus, the relative uncertainty of $g_{Hμμ}$ is 19%. A summary of the results of the present analysis is given in Table 4.

8 Benefit of a better $p_T$ resolution

To estimate the eventual benefit of a better $p_T$ resolution, the analysis was repeated with substitution of the muon four-momenta reconstructed in the full simulation in the signal sample by the four-momenta obtained by a parametrisation of the momentum resolution ("fast simulation") for several different values of the resolution. Figure 10 displays the approximate dependence of the statistical uncertainty of the measurement on the average transverse momentum resolution in the whole detector. It is clear that even a large improvement of the momentum resolution would result in only a moderate improvement of the statistical uncertainty of the measured product of the cross-section and the branching ratio.

9 Systematic uncertainties

From Eq. (1) it is clear that uncertainties of the integral luminosity and muon identification efficiency influence the uncertainty of the branching ratio measurement at the systematic level. It has been shown in [26] that at a 3 TeV CLIC, where the impact of the beam-induced processes is the most severe, luminosity above ca. 75% of the nominal CM energy can be determined at the permille level using low-angle Bhabha scattering. Below 75% of the nominal CM energy the luminosity spectrum can be measured with a precision of a few percent using wide-angle Bhabha scattering [27]. About 17% of all Higgs events occur at a CM energy of the initial e⁺e⁻ pair below 75% of the nominal CM energy. Having
in mind the intrinsic statistical limitations of the signal sample, this source of systematic uncertainty can be considered negligible.

On the detector side, an important systematic effect is the uncertainty on the transverse momentum resolution, because it directly influences the expected shape of the signal $m_{\mu\mu}$ distribution. The sensitivity of the signal count to the accuracy of the knowledge of the $p_T$ resolution has been studied by performing the analysis with an artificially introduced error of an exaggerated magnitude on the assumed $p_T$ resolution used to extract the signal $m_{\mu\mu}$ PDF. Results are shown in Figure 11. The relative counting bias $dN_s/N_s$ per one percent bias of $\sigma_{p_T}$ is 0.35%.

The uncertainty of the muon identification efficiency will directly influence the signal selection efficiency. In addition, the uncertainty of the muon polar angle resolution impacts the $m_{\mu\mu}$ reconstruction. Based on the results of the LEP experiments [28], it can be assumed that these detector related uncertainties are below a percent.

Because of the forward EM shower tagging, about 7% of signal events are rejected by coincidence with the detection of at least one of the final Bhabha particles. This fraction must be precisely calculated taking into account Bhabha event distributions, beam-beam effects, as well as the dependence of the tagging efficiency on energy and angle of incident electrons and photons. This is work in progress [29–31], but the uncertainty of this effect is also expected to be negligible compared to the statistical uncertainty of this measurement.

10 Conclusions

There is a strong motivation to use precise Higgs measurements at CLIC to search for physics beyond the Standard Model. The measurement of Higgs boson couplings are of particular interest. The measurement of the branching ratio for the rare SM-like Higgs decay into two muons was simulated at a 1.4 CLIC collider with unpolarised beams. The measurement itself tests the muon identification and momentum resolution of the detector.

It was shown that the measurement of the cross-section times the branching ratio for the Standard Model Higgs decay into two muons can be performed with a statistical uncertainty of 38%, assuming 1.5 ab$^{-1}$ integrated luminosity with unpolarized beams. If the same integrated luminosity is collected with 80% left-handed polarisation for the electrons and 30% right handed polarisation for the positrons, the statistical uncertainty improves to better than 25%. The systematic uncertainties are negligible in comparison. The largest contributions to the statistical uncertainty come from the limited statistics of the signal and from the presence of the signal-like backgrounds from $e^+e^- \rightarrow \nu_\mu \overline{\nu}_e \mu^+\mu^-$ and $\gamma \gamma \rightarrow \nu_\mu \overline{\nu}_e \mu^+\mu^-$. 

---

Figure 11: Impact of the uncertainty of the muon $p_T$ resolution on signal counting. The relative shift of the signal count is given as a function of the relative shift of the $p_T$ resolution.
Conclusions

Figure 12: Distributions of the sensitive variables used in the MVA analysis for events that pass the preselection cuts.

processes. The uncertainty of $\sigma(H\nu\nu) \times BR(H \rightarrow \mu^+\mu^-)$ of 38% translates into the uncertainty of Higgs coupling to muons, $g_{H\mu\mu}$, of 19%.

Appendix

Figures 12 and 13 show the distributions, before and after the MVA selection, respectively, of the sensitive variables used in the MVA analysis to separate the signal from the background.
Figure 13: Distributions of the sensitive variables used in the MVA analysis for events that pass the preselection and the MVA selection.
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