Computing the Discrete Fourier Transform of signals with spectral frequency support
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Abstract—We consider the problem of finding the Discrete Fourier Transform (DFT) of $N-$length signals with known frequency support of size $k$. When $N$ is a power of 2 and the frequency support is a spectral set, we provide an $O(k \log k)$ algorithm to compute the DFT. Our algorithm uses some recent characterizations of spectral sets and is a generalization of the standard radix-2 algorithm.

I. INTRODUCTION

The Discrete Fourier Transform (DFT) represents a signal as a combination of complex exponentials (or frequencies). Analysis of signals using the DFT has been a popular tool in many areas of engineering and science. Given an $N-$length signal $x$, its DFT is another $N-$length signal given by $\mathcal{F}_N x$, where

$$\mathcal{F}_N = \left( e^{-2\pi i mn/N} \right)_{m,n=0}^{N-1}$$

is the $N \times N$ DFT matrix. While a naive multiplication of the DFT matrix $\mathcal{F}_N$ with the signal $x$ would incur a computational complexity of $O(N^2)$, the Fast Fourier Transform (FFT) is a suite of algorithms that compute this multiplication (by exploiting the structure of the matrix $\mathcal{F}_N$) with $O(N \log N)$ computational complexity. Perhaps the most well known among these algorithms is the radix-2 FFT, which assumes $N$ to be a power of 2 and exploits the block structure of the matrix $\mathcal{F}_N$. Many other algorithms, including Cooley-Tukey FFT, Good Thomas FFT and Rader’s FFT (to name a few) developed in the literature can be used to compute the DFT in $O(N \log N)$, even when $N$ is non-prime power composite, or itself a prime. The importance of FFT makes it one of the most important algorithms developed in the last century.

Many applications of DFT rely on the crucial assumption that most of the frequency components (i.e., the entries of $\mathcal{F}_N x$) are zero (or close to zero). This naturally leads to the question: if the frequency components are known to be zero at certain locations, can we do better than $O(N \log N)$? In this work, we attempt to address the following problem:

Problem 1: Given a space of $N-$length signals $\mathbb{B}^J$, such that for any signal $x \in \mathbb{B}^J$ in the space, its DFT $\mathcal{F}_N x$ is known to be nonzero only at locations $J$: $\mathcal{F}_N x(j) = 0$ for any $j \notin J$.

What is the best achievable computational complexity for finding the DFT of signals in this space?

Here we assume that $J$ is known beforehand. We make some preliminary observations on this problem in Section II: a naive computation of the $|J| = k$ frequency coefficients incurs a complexity of $O(Nk)$, and with a simple argument, we can easily show that the DFT of such signals can be computed in $O(k^3)$ complexity, irrespective of the frequency support $J$ (more on this in Section III). However, it is also apparent with simple examples, that more structured $J$ is, the lesser the complexity required to compute the DFT. We can take for instance, assuming $k$ divides $N$, the frequency support $J$ to be periodic ($J = \{0, N/k, 2N/k, \ldots, (k-1)N/k\}$), or a set of consecutive elements $J = \{0, 1, 2, \ldots, k-1\}$: in both these cases we can argue (using basic properties of the DFT, again, in Section III) that the DFT of signals with such frequency supports can be computed in $O(k \log k)$. We can then ask if there is any general structural property of the support set $J$ that enables an $O(k \log k)$ computation of the DFT.

Towards this end, we assume the set $J$ is spectral:

Definition 1: We say that a set $J \subseteq \mathbb{Z}_N$ is spectral if there exists a set $I \subseteq \mathbb{Z}_N$ of the same size as $J$, such that the (square) Fourier submatrix of $\mathcal{F}_N$ with rows indexed by $I$ and columns indexed by $J$ is unitary (up to scaling). If $M$ is such a submatrix, it satisfies $M^* M = kI$ where $k = |J|$ and $I$ is the $k \times k$ identity, and $\mathbb{Z}_N$ is the set of integers modulo $N$.

Indeed, the periodic and consecutive element sets mentioned earlier are examples of spectral sets. These sets are relevant in the context of Fuglede’s conjecture in Fourier analysis, and this conjecture is as yet open for the discrete case for arbitrary $N$.

When $J$ is spectral and $N$ is a power of 2, we provide a (deterministic) algorithm to compute the DFT of signals in $\mathbb{B}^J$ that has complexity $O(k \log k)$. Our algorithm uses recent developments in the theory of spectral sets. We note that $J$ is spectral if and only if for each $j \in J$ we can find an $m \in \mathbb{Z}_N$ such that $2^m j \equiv 0 \mod N$ for the first $O(k \log k)$ such $m$.

1By computational complexity we mean the number of (complex) additions and multiplications used by the algorithm. Also recall that we say the complexity is $O(g(N))$ to mean that for sufficiently large $N$ the number of operations required is bounded above by $c g(N)$ for some constant $c$.

2Here and in the rest of the document, whenever we say unitary, we mean unitary up to scaling.

3For a matrix $M$, $M^*$ denotes the conjugate transpose of $M$. 
results on the structure of spectral sets [10]–[12] in terms of the binary expansion of the indices in $\mathcal{J}$. Our algorithm reads $k$ entries of the vector $x$ at specific locations chosen according to the structure of the spectral set $\mathcal{J}$. The algorithm operates very similar to the radix-2 FFT algorithm (see Fig. [5]): the crucial difference is that as opposed to the digit reversing permutation used by the radix-2 FFT, our algorithm reverses only a subset of digits. Since $\mathcal{J} = \mathbb{Z}_N$ is trivially a spectral set (Problem 1, in this case, reduces to finding the standard DFT), our algorithm can be seen as a generalization of the standard radix-2 FFT.

In Section II we explain our motivations and try to place this result among other results in sparse FFT algorithms. In Section III we make some preliminary observations on Problem 1 and elaborate on some of the comments mentioned in the introduction. In Section IV we present the main result (Theorem 1) that enables our algorithm to work, and finally in Section V we provide the proof for Theorem 1. Though we give our proof for the case when $N$ is a power of 2 for ease of exposition; these techniques can be easily generalized to the case when $N$ is a power of any prime $p$.

II. MOTIVATIONS AND CONNECTIONS TO SPARSE FFT LITERATURE

The problem of efficiently finding the DFT is even more important considering the ever-increasing data sizes that emerging technologies generate and analyze. As such, much of the work on FFT in this century has focused on the sparse-FFT algorithms. Most of these algorithms assume the DFT $\mathcal{F}_N x$ has only $k$ (typically $k < \ll N$) non zero entries (but the locations of these $k$ non zero entries are unknown). In addition to computational complexity, algorithms in sparse DFT computation are also interested in minimizing the sample complexity, which is the number of the entries of $x$ that the algorithm needs access to compute $\mathcal{F}_N x$. What differentiates this area research from the allied areas of compressed sensing and sparse signal recovery [13] is the emphasis on computational complexity, in addition to sample complexity.

The best known sample complexity is $O(k \log N)$ [14], and the best known time complexity is $O(k \log N \log(N/k))$ [15]; but it is not yet known if the same algorithm can achieve both of these. Some of these algorithms are probabilistic, which assume that the frequency support is more or less uniform and provide algorithms that work with constant or high probability for large $N$ [15]–[17].

More recently, there has been an increasing interest in developing algorithms for the case when the sparsity pattern is not completely arbitrary. Among these include results for block sparse signals [13] that achieve a complexity of $O(k \text{poly}(\log n))$.

Along these lines, the problem that motivated us was the DFT computation for signals with partially known support, similar to such models in compressed sensing [13]. An optimal algorithm in such a setting has to make use of the (partially known) support structure in some way. At the extreme, one can ask about the optimal complexity when the support is fully known: this leads us to Problem 1. To the best of our knowledge, Problem 1 has not been tackled from the computation perspective.

In this context, our algorithm is deterministic, assumes the frequency support is known and spectral and has a sample complexity $k$ and computational complexity $O(k \log k)$.

III. PRELIMINARY OBSERVATIONS

Let us start with some simple observations on Problem 1. Given an $x$, we will often refer to $x$ as being in the time domain and $\mathcal{F} x$ as being in the frequency domain. We will denote the DFT matrix with $\mathcal{F}_N$ or $\mathcal{F}$ when $N$ is apparent from the context. We also denote by $x_I$ the vector obtained by taking only the entries indexed $I$ from $x$, and by $A(I, J)$ the submatrix $A$ with rows indexed $I$ and columns indexed $J$.

Now for $x \in \mathbb{C}^J$, we have

$$x = \mathcal{F}^{-1}(I, J)(\mathcal{F} x)_J,$$

and since $\mathcal{F} x$ (the signal in the frequency domain) is non-zero on locations in $\mathcal{J}$, only the columns of $\mathcal{F}^{-1}$ indexed by $\mathcal{J}$ (in other words, only the complex exponentials with frequencies from $\mathcal{J}$) play a role in the reconstruction of $x$. Suppose we read only $k$ entries of the vector $x$ corresponding to the locations $I$ in the time domain, we get

$$x_I = \mathcal{F}^{-1}(I, J)(\mathcal{F} x)_J.$$

To find $(\mathcal{F} x)_J$ (and hence $\mathcal{F} x$), we could solve the above system of equations to get

$$(\mathcal{F} x)_J = (\mathcal{F}^{-1}(I, J))^{-1} x_I,$$  

provided we pick $I$ in such a way that the resulting submatrix $\mathcal{F}^{-1}(I, J)$ is invertible. One easy way to obtain an invertible submatrix is to pick $I$ to be $k$ consecutive elements of $\mathbb{Z}_N$; this ensures the resulting submatrix is Vandermonde and hence invertible [19], [20]. The solution to (1) involves inverting a $k \times k$ matrix, and hence has a complexity of $O(k^3)$ [21]. Note that this works irrespective of $\mathcal{J}$, and scales only with the size of $\mathcal{J}$ and not the dimension $N$. However, the $O(k^3)$ complexity is applicable only in the noiseless case, as the resulting Vandermonde matrix, though invertible, maybe poorly conditioned [20].

As discussed in the introduction, we can consider specific frequency support sets $\mathcal{J}$: for e.g., suppose we assume $k$ divides $N$ and set $\mathcal{J} = \{0, 1, 2, \ldots, k-1\}$. We can then downsample the signal $x$ in the time domain to take samples at $I = \{0, k', 2k', \ldots, (k-1)k'\}$ where $k' = N/k$. We know from elementary Fourier analysis that the DFT undergoes aliasing [22]:

$$\mathcal{F}_k x_I(m) = \sum_i \mathcal{F}_N x(m - ik), \quad m = 0, 1, 2, \ldots, k - 1.$$  

but since the signal in the frequency domain is limited to $\{0, 1, \ldots, k-1\}$ this aliasing does not lead to any overlaps.
This reduces the complexity of finding \( z \) to the complexity of finding a \( k \)-point DFT, resulting in \( O(k \log k) \) complexity.\(^4\) Note that this can be seen directly from (1): for the given \( I \) and \( J \), the resulting submatrix \( F^{-1}(I, J) \) has entries \( \exp(2\pi i m k^t n / N) = \exp(2\pi i m n / k) \) for \( m, n = 0, 1, \ldots, k - 1 \). Thus the submatrix \( (F^{-1}(I, J))^t = k^t F_k \) is the \( k \times k \) DFT matrix and the \( O(k \log k) \) complexity follows.

We can then ask, what is the structure on \( J \) which enables \( O(k \log k) \) computation of the DFT of signals in \( B_J \)? To start with, we can assume that it is possible to pick an \( I \) such that the submatrix \( F^{-1}(I, J) \) is unitary, and this leads us directly to the definition of spectral sets. In this case, (1) reduces to
\[
(F \xi)_J = k'(F(J, I)) \xi_I.
\]
(2)

This assumption directly reduces the complexity to \( O(k^2) \), however, unlike in the example above, the submatrix \( F(J, I) \) may not be a \( k \times k \) DFT matrix. Take for example, \( N = 2^{10} \)
\[
J = \{1, 292, 641, 932\}, \quad I = \{316, 384, 828, 896\},
\]
the resulting submatrix is
\[
\begin{pmatrix}
-0.36 - 0.93i & -0.71 - 0.71i & 0.36 + 0.93i & 0.71 + 0.71i \\
0.77 - 0.63i & -1.00 + 0.00i & 0.77 - 0.63i & -1.00 + 0.00i \\
0.36 + 0.93i & -0.71 - 0.71i & -0.36 - 0.93i & 0.71 + 0.71i \\
-0.77 + 0.63i & -1.00 + 0.00i & -0.77 + 0.63i & -1.00 + 0.00i
\end{pmatrix}
\]

Which can be checked to be unitary. However, this is not a \( k \times k \) DFT matrix (nor can it be written as \( D_1 F_k D_2 \) for some diagonal matrices \( D_1, D_2 \)). Thus, the \( O(k \log k) \) complexity does not follow from the already known FFT algorithms.

Also, note that given a spectral set \( I \), there could be many possible time domain samples \( I \) that result in a unitary submatrix \( F(J, I) \). For one specific choice of \( I \), we prove in Theorem 1 that the resulting submatrix \( F(J, I) \) has a block structure (similar to \( F_k \)) that enables \( O(k \log k) \) computation (down from \( O(k^2) \)) in (1). It is not yet clear to us if this property extends to arbitrary unitary submatrices of the DFT matrix.

IV. MAIN RESULT

In this section, we present our main result. We will discuss about the structure of spectral sets, but first, we note that for \( N \) is a power of 2, any spectral set has a size \( k = 2^r \) (see Lemma 1). The following theorem is the main result of this work:

**Theorem 1:** Suppose that \( N \) is a power of 2 and that \( J \subseteq \mathbb{Z}_N \) is a spectral set. Then under a suitable choice of indices \( I \subseteq \mathbb{Z}_N \), a suitable permutation of the rows and columns, the submatrix \( F(J, I) \) has the form
\[
\begin{pmatrix}
I & D \\
I & -D
\end{pmatrix}
\begin{pmatrix}
M & 0 \\
0 & M
\end{pmatrix}
\]
where \( D \) is a diagonal matrix; and \( M \) is a unitary submatrix of \( F \) of size \( k/2 \).

Recall that to solve (2), we need to do the multiplication \( F(J, I) \xi \). If \( T(k) \) is the complexity to compute \( F(J, I) \xi \), then from the structure of \( F(J, I) \) in Theorem 1 we have \( T(k) = 2T(k/2) + 2k \). Since \( k = 2^r \) is a power of 2, Theorem 1 can be recursively applied and results in a complexity of \( O(k \log k) \). Note that this is very similar to the block structure of the DFT matrix \( F_k \): we may call the diagonal elements of \( D \) as the twiddle factors (see Fig 3).

To elaborate on the statement of Theorem 1, we need to explain the structure of spectral sets first. Consider writing, for each index in \( J \), the corresponding binary digits, arrayed in rows. The columns of such an arrangement represent the bits: starting with the least significant bit on the left, and each row of such an arrangement represents an index of \( J \) (see Fig I).

Define the **pivots** of such an arrangement to be the positions which contain the first (starting from the left) difference for some pair of rows. In Fig I for instance, indices 636 and 545 differ in the digit corresponding to \( 2^3 \), whereas the indices 636 and 1020 first differ in the digit corresponding to \( 2^7 \) (and are identical before that). Similarly, considering all the other differences, we see that \( \{2^0, 2^7\} \) form the pivots. Finally, if we denote the pivots by \( \mathcal{L} \), we say a digit table is **conforming** if \( |J| = 2^{|\mathcal{L}|} \).

\[\begin{array}{cccccccccccc}
\hline
3^9 & 2^9 & 2^8 & 2^7 & 2^6 & 2^5 & 2^4 & 2^3 & 2^2 & 2^1 & 2^0 \\
\hline
636 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 \\
545 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1020 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
161 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
\hline
\end{array}\]

Fig. 1. An example digit table for \( J = \{161, 545, 636, 1020\} \). \( N = 1024 \). The rows of the digit-table represent the digits of an element of \( J \). Here \( \mathcal{L} = \{2^0, 2^7\} \) (highlighted) represent the pivots. This is a conforming digit table, since \( 4 = |J| = 2^{|\mathcal{L}|} \). Note that the pivoted digits take all 4 possible values 00, 10, 01 and 11.

Suppose we consider the \( |\mathcal{L}| \)-tuple representing the pivoted digits for each index. By definition of pivots, all these tuples must be distinct. Conformity enforces that these tuples must take all the possible \( 2^{|\mathcal{L}|} \) values. For the example \( J \) in Fig I the pivot digits for 636, 545, 1020, 161 are 00, 10, 01, 11 respectively. With these definitions in place, we have the following:

**Lemma 1:** when \( N \) is a power of 2, the submatrix \( F^{-1}(I, J) \) is unitary iff for some set of pivots \( \mathcal{L} \)
1) \( J \) corresponds to a conforming digit table with pivots \( \mathcal{L} \),
2) \( I \) corresponds to a conforming digit table with pivots \( N/2\mathcal{L} \).

Lemma 1 is a direct consequence of earlier works [11], [12]; we discuss more about this in Section III.

Suppose we start with a \( J \) that is spectral, construct its digit table, and read off the pivot columns \( \mathcal{L} \). By Lemma 1 this must be a conforming digit table, and we must have \( |J| = 2^{|\mathcal{L}|} \). Now we take \( \mathcal{L}' = N/2\mathcal{L} \) and construct a digit table by setting the pivoted digits to take all possible \( |\mathcal{L}'| \)-tuples and all non-pivoted digits to zero. For e.g., consider the set \( J \) in Fig I, the pivots are \( \mathcal{L} = \{2^0, 2^7\} \); so we set \( \mathcal{L}' = N/2\mathcal{L} = \{2^3, 2^4\} \), and construct the digit-table, leading to Fig 2. This

---

\(^4\) A similar argument can be applied when \( J = \{0, k', 2k', \ldots, (k-1)k'\} \) is a periodic set.
These are convolution idempotents (i.e., they satisfy \( h \ast h = h \)) on \( I \). The non pivot digits are set to zero, and the pivot digits take all possible values. We then take the indices corresponding to this digit table as construction ensures the resulting digit-table is conforming.

For the structure in Theorem 1 to be realized, we also need an appropriate sorting of the indices in \( I \) and \( J \). The sorting on \( I \) and \( J \) is related to the pivot digits:

1) The indices of \( I \) (i.e., the columns of the submatrix \( \mathcal{F}(J, I) \)) are sorted lexicographically based on the pivot digits, starting from the left to the right. For example, with two pivots (as in Fig 2), the index with pivot digits 00 comes first, followed by the indices with pivot digits 01, 10, and 11 respectively.

2) The indices of \( J \) (i.e., the rows of the submatrix \( \mathcal{F}(J, I) \)) are sorted lexicographically based on the pivot digits, starting from the right to the left. For example, with two pivots (as in Fig 1), the index with pivot digits 00 comes first, followed by the indices with pivot digits 10, 01 and 11 respectively. The non pivot digits are ignored for the purpose of sorting.

For e.g., if \( J = I = \mathbb{Z}_N \), then all the digits are pivots. In this case, the rows \( J \) are sorted in the natural order, whereas the columns \( I \) are sorted in the bit-reversed order, as in the standard radix-2 FFT (\( (22, 23) \)). Our algorithm here can be seen as a generalization of the same.

With the specific choice of \( I \) and \( J \), and the sorting on the rows and columns of the submatrix \( \mathcal{F}(J, I) \) mentioned above, the structure in Theorem 1 applies. We defer the proof to Section VI.

V. PROOFS

In this section, we will prove the results presented earlier. For this, we will find it convenient to make some definitions first. Suppose \( 1_I, 1_J \in \mathbb{C}^N \) represents the indicators of the sets \( I \) and \( J \). For any \( 1 \in \mathbb{Z}_N \), we denote by \( (i, N) \) the greatest common divisor (gcd) of \( i \) and \( N \). Define \( h_I = \mathcal{F}^{-1}1_I, \ h_J = \mathcal{F}^{-1}1_J \).

These are convolution idempotents (i.e., they satisfy \( h \ast h = h \)) where \( \ast \) is the discrete circular convolution). These idempotents arise naturally when taking inner products of any two columns of \( \mathcal{F}(J, I) \), as in the lemma below.

**Lemma 2:** The submatrix \( \mathcal{F}(J, I) \) is unitary iff \( h_J(i_1 - i_2) = 0 \) for any \( i_1, i_2 \in I \) \( (i_1 \neq i_2) \).

**Proof:** The inner product of any two columns indexed \( n_1 \) and \( n_2 \) is given by \( \sum_{m \in J} \exp(2\pi i m (n_1 - n_2))/N = Nh_J(n_1 - n_2) \).

So we want to construct \( I \) in such a way that the differences of any two elements in \( I \) fit in the zero set of \( h_J \). However, the zero set of \( h_J \) correspond to the roots of a polynomial with integer coefficients; and as such, they have a lot of structure. In particular, we have \( h_J(n) = 0 \) iff \( h_J(ns) = 0 \) for any \( s \) coprime to \( N \). This allows us to write the zero set of \( h_J \) as \( \{ i \in \mathbb{Z}_N : (i, N) \in D_J \} \), where \( D_J \) is some set of divisors of \( N \). Thus, the zero set contains all the indices in \( \mathbb{Z}_N \) whose gcd with \( N \) is in \( D_J \). The proof is elementary; we direct the interested reader to the references (\( [24, 25, 9, 12] \)) for the proof and details. We refer to the set \( D_J \) often as zero-set divisors of \( h_J \).

The involvement of gcd is why digit tables are very convenient to represent spectral sets. For any two indices \( i_1, i_2 \), we see that the gcd \( (i_1 - i_2, N) \) relates to the first non zero difference in the digits of \( i_1 \) and \( i_2 \). For any set \( I \), the set \( \{ (i_1 - i_2, N) : i_1, i_2 \in I, i_1 \neq i_2 \} \) is simply the set of pivots in the digit table for \( I \). This is the crucial observation we use next.

A. Proof of Lemma 7

Starting with \( J \), as in the preceding discussion, let \( D_J \) be the zero-set divisors of \( h_J \). Then \( \mathcal{F}(J, I) \) is unitary, iff \( (i_1 - i_2, N) \in D_J \) for any \( i_1, i_2 \in I \) (from Lemma 7). From the observations made previously, this means the digit table for \( I \) must have some subset of \( D_J \) as pivots. The largest possible size of \( I \) (by the definition of pivots) is \( 2|D_J| \); so we have \( |I| \leq 2|D_J| \).

The rest of the proof of Lemma 7 relies on the results on idempotents from (\( [12, 13] \)): an idempotent \( h_J \) has zero set divisors \( D_J \) iff it is a concatenation of conforming digit tables with pivots \( L^* = N/2D_J \). Since there must be at least one table in this concatenation, the size of \( J \) is at least \( 2|L|^* \); so we have \( |J| \geq 2|L|^* = 2|D_J| \). However, \( |I| = |J| \) and so combining the inequalities obtained till now gives \( |I| = |J| = 2|D_J| \). Consequently, the digit tables for both \( I \) and \( J \) are conforming: with pivots \( D_J \) for \( I \) and pivots \( N/2D_J \) for \( J \).

B. Proof of Theorem 1

This proof relies heavily on the ordering of \( I \) and \( J \) introduced in Section IV. Some notation before we proceed: suppose \( k = 2^r \), and that the pivots for \( I \), from left to right, are \( d_0, d_1, \ldots, d_{r-1} \). Then the pivots for \( J \), from left to right, are \( d_{r-1}', d_{r-2}', \ldots, d_0' \), where \( d' = N/2d \) (this follows from Lemma 1). The ordering of \( I \) and \( J \) splits them naturally into smaller sets as in Figure 3. We have \( I = I_0 \cup I_1 \) where \( I_0 \) contains all indices with the leftmost pivot digit zero, and \( I_1 \) contains all indices with the leftmost pivot digit one. A similar split \( J = J_0 \cup J_1 \) occurs for the row indices \( J \), with the split based on the rightmost pivot digit.

This results in

\[
\mathcal{F}(J, I) = \begin{pmatrix} \mathcal{F}(J_0, I_0) & \mathcal{F}(J_0, I_1) \\ \mathcal{F}(J_1, I_0) & \mathcal{F}(J_1, I_1) \end{pmatrix}
\]
Now to prove that $F$ we show the following

equation (4) are unitary.

First, we note that both $I_0$ and $I_1$ have pivots $d_1, d_2, \ldots, d_r$; and both $J_0$ and $J_1$ have pivots $d_{r-1}, d_{r-2}, \ldots, d_0$. Since all these four sets have sizes $k/2 = 2^\left(\log_2(k)\right)$, it follows that all these four sets correspond to conforming digit tables. From Lemma 1, it follows that all these four sets have sizes $508, 552, 552, 552$. Since all these four sets have sizes $728, 728, 728, 728$, it follows that all these four sets correspond to conforming digit tables. From the definition of $r$, we have that $r$ is the largest pivot. On the right: Corresponding confirming digit table of time domain support set $I$ constructed and sorted as explained in the Section IV. Here the smallest pivot is $d_0 = N/2d_0$.

We also make the following observations:

(a) All the entries of $I$ are multiples of $2^{d_0}$. The entries of $I_0$ are even multiples of $2^{d_0}$, whereas the entries of $I_1$ are odd multiples of $2^{d_0}$.

(b) The digit tables for $I_0$ and $I_1$ are identical except for the leftmost pivot ($d_0$): thus $I = I_0 + I_0$.

(c) The digit tables for $J_0$ and $J_1$ are identical up to the last pivot digit: the entries in $J_0$ have the last pivot digit as 0, whereas the entries in $J_1$ have the last pivot digit as 1.

To see this, note that due to the proposed sorting, the $i^{th}$ index in $J_0$ and the $i^{th}$ index in $J_1$ will have the same digits in all pivots except the last ($d_0$). From the definition of pivots, this forces all the digits (including the non pivot digits) before $d_0$ to be identical.

Now to prove that $F(I, J)$ has the structure of Theorem I we show the following

1) $F(I, J) = D F(I_0, J_0)$

From observation (b) above, we can write

$F(I, J) = \left( e^{2\pi i m/n} \right)^{m \in J, n \in I_0} = D F(I_0, J_0),$

where $D$ is a diagonal matrix with entries $\exp(2\pi i m 2^{d_0}/N)$, for $m \in J_0$.

2) $F(I_1, J_0) = F(I_0, J_0)$

We simply take the ratio of corresponding entries of these matrices and show that the ratio is 1. This ratio is of the form

$e^{2\pi i m/n} / e^{2\pi i m/n} = e^{2\pi i (m_0 - m_1)/N},$

where $n \in I_0$, and $m_0, m_1, m_2, \ldots$, are (in order) the entries of $J_0$; similarly $m_0, m_1, m_2, \ldots$, are (in order) the entries of $J_1$. We note from observation (c) above that $m_0 = m_1 = N/2^{d_0}$, where $\alpha$ is odd. Further, from observation (a) above, the index $n$ is an even multiple of $2^{d_0}$, resulting in the ratio being

$e^{2\pi i (even)/N} = 1.$

3) $F(I_1, J_1) = -F(I_0, J_0)$

This is similar to 2) above. We take the ratio of corresponding entries we get

$e^{2\pi i m/n} / e^{2\pi i m/n} = e^{2\pi i (m_0 - m_1)/N},$
where \( n \in \mathbb{I}_1 \), and \( m_{ij} \) are as before. From observation (a) above, \( n \) is an odd multiple of \( 2^{d_0} \), so the ratio becomes
\[
e^{2\pi i (\text{odd}) 2^{d_0} \alpha 2^{d_0}/N} = -1.
\]
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