Diabetes is a chronic disease that is characterized by insufficient production or utilization of insulin and a consequent high increase in blood sugar. Diagnosis of diabetes is a complex process and requires a high level of expertise. The disease is characterized by a set of signs and symptoms. Some of these symptoms are obtained through laboratory analysis. Creation of a knowledge base and automation of disease diagnosis are important and allow fast detection and treatment. Various techniques have been used to develop a high-accuracy system for the diagnosis of diabetes. Fuzzy logic is one of the appropriate methodologies for the development of such medical diagnostic systems. Several research studies have used fuzzy models to diagnose medical diseases due to the imprecision and uncertainty associated with medical data. Moreover, a high level of uncertainty in medical data requires a type-2 fuzzy system to handle these uncertainties and diagnose diabetes. The paper proposes the integration of a type-2 fuzzy system and neural networks for the diagnosis of diabetes. Using the structure of type-2 fuzzy neural network (T2FNN) and statistical data, the system's design for the diagnosis of diabetes is performed. A number of simulations have been done in order to evaluate the performance of the designed system. The comparative results demonstrated the efficiency of using the T2FNN system in the diagnosis of diabetes. The physician can use the system for diabetes' diagnosis.

1. Introduction

Diabetes is one of the most important disorders that is widely spread among people. The disorder is appearing as a result of increasing blood glucose. The pancreas produces insulin that helps blood to carry glucose to all body cells of the human organism. When the insulin produced by the pancreas is not sufficient or the organism is no longer able to use insulin properly, then the concentration of glucose in the blood increases. The high concentration of glucose in the blood is called diabetes that can cause serious health problems and damage the human organs. The disorder has different categories such as type-1 diabetes, type-2 diabetes, gestational diabetes, impaired glucose tolerance (IGT), and impaired fasting glycaemia (IFG) [1]. Type-1 diabetes is caused by the destruction of the autoimmune beta cell. As a result, the body does not generate insulin or generate an insufficient quantity of insulin. The disease usually occurs in children or young adults, but the disease can affect any people. The patients having this disease are dependent on insulin all their life. Type-2 diabetes is progressive due to the loss of beta cell. It is the most common type of diabetes that appears in adults after the age of 40 due to a poor lifestyle or poor diet. It is also increasing in children. In this type, the body is unable to use insulin. Gestational diabetes is arising during pregnancy due to hormone alteration. It disappears, but it makes women more prone to type-2 diabetes. IFG and IGT are transition states from normal to diabetes. Diagnosis of diabetes is a difficult process and requires a high level of expertise. Because of the late diagnosis of diabetes, many people lose their organs and many people also suffer from loss of vision in their life [2]. In addition, heart and vascular disorders are frequently observed in diabetic patients. Therefore, early diagnosis of diabetes is as important as early diagnosis of cancer. With the early diagnosis of diabetes, the cost of the health systems and treatment is reduced [3]. The maintenance of blood sugar levels is essential for diabetes. The most important hormone involved in the regulation of blood sugar in the body is the insulin hormone secreted by the beta cells of the pancreas [4].
Diabetes can cause serious damage to the patients. These give rise to heart disease, damage to the kidneys, damage to the eyes and nervous system, and amputation of some organs. The early diagnosis of diabetes can prevent further complications while keeping the disease under control. The physician recommends the use of drugs depending on the type of the disease along with lifestyle changes. These include increasing physical activities, reducing smoking cigarettes and alcohol consumption, and dietary changes. The existing methods cannot absolutely treat diabetes. If the disease is detected in its early stage, then it can be controlled. Late diagnosis complicates the treatment efforts. For this reason, the early diagnosis of diabetes is very important for the timely treatment of diabetes.

Different studies were devoted to diabetes diagnosis. A number of machine learning models such as neural network [5], hybrid system [6], SVM [7, 8], NN, decision tree, and random forest-based models [9, 10] have been developed. Different algorithms are applied for learning the network models using statistical data about diabetes [11]. Erkaymaz et al. [11] used a small-world NN model, and Christopher et al. [12] used wind-driven optimization for the design rule base and tested it on the diagnosis of diabetes. Kannadasan et al. [13] used deep NN based on stacked autoencoders for extraction of features and classification of diabetes. The development of these models is based on statistics. Diagnostic systems use various input factors and symptoms for the detection of diseases which is a difficult process. The diseases are characterized by a set of input symptoms. Sometimes, it is difficult to specify the exact interval of these symptoms affecting the healthy life of humans. By partitioning input signals into different intervals and analyzing them, the doctors make the decision about the health conditions of patients. These input intervals are often characterized by uncertainty. Also, some data characterizing the symptoms are noisy. Due to its complexity and vague nature, the diagnosis of the disease may result in an undesirable error. For example, various patients may react to various diseases to varying degrees. Therefore, diagnosis of the diseases is always carried out with uncertainty. Incomplete patient data and complex character of diagnosis cause vague nature of the diseases as well as uncertainty of decisions. One of the more appropriate approaches for solving such problems is the design of systems based on fuzzy logic. Fuzzy logic is one of the best methodologies to describe uncertainties and present appropriate associations between input and output variables. Fuzzy logic-based systems are more suitable for designing diagnostic systems that can deal with uncertainty in medical diagnosis. Fuzzy logic uses linguistic terms with excellent numerical approximation in order to describe imprecise knowledge [14, 15]. A number of research studies have been done for the diagnosis of medical diseases. Bressan et al. [16] used fuzzy rule-based inference for the classification of the diabetes mellitus type 2. Ghazavi and Liao [17] used fuzzy classification algorithm and ANFIS model, Feng et al. [18] used integration of fuzzy inference system and DNA coding with supervised learning, Beloufa and Chikh [19] employed fuzzy classifier and modified bee colony algorithm, and Ramezani et al. [20] used logistic regression and ANFIS model for classification of diabetes. Mansourypoor and Asadi [21] utilized reinforcement learning for the design of a fuzzy rule-based system for the diagnosis of diabetes. El-Sappagh et al. [22] used fuzzy ontology-based semantic case-based reasoning for diagnosis of diabetes, and [23] employed grey wolf optimization for designing fuzzy rules for diabetes.

When the information used in the knowledge base is characterized with uncertainty, then the type-1 fuzzy system cannot handle the effect of such kind of uncertainties [24, 25]. One efficient approach for handling these uncertainties is the use of type-2 fuzzy sets in the system design. Type-2 fuzzy sets were proposed by Zadeh as an extension of type-1 fuzzy sets. Because the membership function of type-2 fuzzy sets is three-dimensional, it can provide a good framework for managing these uncertainties. Type-2 fuzzy sets were later developed by Mendel and his students [24, 25]. In the paper, the authors used interval type-2 fuzzy sets for the development of a medical system for the diagnosis of diabetes.

In the literature, type-2 fuzzy systems are employed to solve engineering problems [26–36] and diagnose various medical diseases [37–40]. Shafaei Bajestani et al. [37] presented a type-2 fuzzy regression model for prediction retinopathy in diabetic patients. Mohammed and Hagras [38] presented a diabetic diet recommendation system using a type-2 fuzzy system. The system provides help to the patients for achieving a healthy lifestyle in order to control the disease. Another study presented an ontology model that uses interval type-2 fuzzy sets for the representation of knowledge and for diabetic diet recommendations [39]. In [40], the type-2 fuzzy system is developed to control blood glucose levels in patients. One important problem in the design of a type-2 fuzzy system is the design of antecedent and consequent parts of fuzzy rules. One efficient way is the use of neural network structure for the design of the fuzzy system. Integration of NN structure with fuzzy logic allows the design of a high-accuracy system. These two methodologies are integrated for the design of a type-2 fuzzy neural system (T2FNN) for the diagnosis of diabetes.

As it was shown, a number of research studies have been conducted for the accurate identification of diabetes. The main problem was the design of the diagnostic system with high accuracy. In this paper, T2FNN is proposed for this purpose. Contributions of the paper are the following: the structure of T2FNN that integrates interval type-2 fuzzy sets and neural networks is proposed; the learning algorithm of the system is designed using cross-validation techniques and gradient descent algorithm; and using statistical data and T2FNN structure, a medical diagnostic system is designed for diabetes.

The paper is organized as follows. Section 2 presents the T2FNN system developed for the diagnosis of diabetes. Section 3 presents simulations of the identification system. Section 4 gives the conclusions of the paper.

2. T2FNN Model for Diagnosis of Diabetes

Diabetes is characterized by a number of signs and symptoms. Some of these symptoms are determined using laboratory analysis. In the paper, we used an extended version...
of Pima dataset with 2000 samples that includes eight input symptoms. The input symptoms are a number of pregnancies, blood pressure, 2 hours of plasma glucose concentration in the oral glucose tolerance test, hourly serum insulin value, triceps skin fold thickness, diabetes pedigree function, body mass index, and age. System outputs are being diabetic or healthy. The development of the diagnostic system is implemented using datasets that include the statistical values of input and output variables. The methodologies are based on type-2 fuzzy sets. Mamdani and TSK (Takagi–Sugeno–Kang) type fuzzy systems are extensively using for the system design. It was indicated that TSK type fuzzy systems have high accuracy in identification and classification problems [33]. In the paper, the type-2 TSK system is used for diabetes identification.

The main problem in type-2 TSK system design is the construction of IF-THEN rules that include type-2 fuzzy values in the antecedent and linear functions in consequent parts. In the paper, the multi-input multi-output type-2 TSK fuzzy rules are used. They are presented as follows:

**IF** $x_1$ is $\tilde{A}_{1,j}$ and . . . and $x_m$ is $\tilde{A}_{mj}$ **THEN** 

$$y_1 = \sum_{i=1}^{m} w_{ij} x_i, \quad \text{and} \quad y_r = \sum_{i=1}^{m} w_{ir} x_i,$$

(1)

where $x_1, x_2, \ldots, x_m$ are the input variables, $\tilde{A}_{ij}$ refers to type-2 interval fuzzy sets associated with the $i$-th input signal and $j$-th rule and represented by triangle forms, $y_j$ ($j = 1, \ldots, r$) are linear functions, and $w_{ij}$ are coefficients of linear functions, $i = 1, \ldots, m$, $j = 1, \ldots, r$, $k = 1, \ldots, n$, where $m$ is the number of input signals, $r$ is the number of rules, and $n$ is the number of output signals.

The main problem in a system design is determining the antecedent and consequent parts of the rules. In the paper, neural network architecture and learning algorithms are utilized to design the type-2 TSK fuzzy system. Figure 1 presents the T2FNN structure that integrates these two approaches. The system is employed for the diagnosis of diabetes.

The T2FNN uses eight inputs in order to predict two output variables. The input layer is used for distributing the signal. The second layer includes interval type-2 membership functions used to represent unknown parameters of antecedent part of rules (1). The membership functions are represented using Gaussian.

$$\mu_{1j}(x_i) = e^{-(x_i-c_{ij})^2/\sigma_{ij}^2},$$

(2)

where $x_i$ are input signals and $c_{ij}$ and $\sigma_{ij}$ are the center and width of the membership functions. Uncertainties can be associated to the mean $c_{ij} \in [c_{ij}^1, c_{ij}^2]$ and width $\sigma_{ij} \in [\sigma_{ij}^1, \sigma_{ij}^2]$ of membership functions. Figures 2(a) and 2(b) depict the Gaussian membership functions with uncertain mean and uncertain width, respectively. We use interval type-2 membership functions, with an uncertain mean as shown in Figure 2(a). Each point of the membership function is characterized by the upper $\overline{\mu}(x)$ and lower $\underline{\mu}(x)$ membership values that are calculated using (2).

$$\overline{\mu}_{\tilde{A}_k}(x_k) = \left[\overline{\mu}_{\tilde{A}_k}(x_k), \overline{\mu}_{\tilde{A}_k}(x_k)\right] = \left[\underline{\mu}_{\tilde{A}_k}, \overline{\mu}_{\tilde{A}_k}\right].$$

Next, the firing strength of each rule is calculated in the rule layer. For this purpose, $t$-norm “min” implication operation is used. The outputs of the rule layer are determined as

$$f = \mu_{\tilde{A}_1}(x_1) \cdot \mu_{\tilde{A}_2}(x_2) \cdots \mu_{\tilde{A}_m}(x_m);$$

$$f = \overline{\mu}_{\tilde{A}_1}(x_1) \cdot \overline{\mu}_{\tilde{A}_2}(x_2) \cdots \overline{\mu}_{\tilde{A}_m}(x_m),$$

(4)

where * is $t$-norm min operator. After finding firing strengths of rules, type-2 fuzzy outputs of the rules are determined. These operations are implemented in the fourth and fifth layers. The layers five and six implement type reduction and defuzzification operations. The inference engine presented in [32, 33] is used to determine the crisp output of the system.

$$u_k = \frac{p \sum_{j=1}^{r} \overline{f_j} y_{jk} v_{jk}}{\sum_{j=1}^{r} \overline{f_j}} + q \sum_{j=1}^{r} \overline{f_j},$$

(5)

where $\overline{f_j}$ and $\overline{f_j}$ are computed using (4), $x_i$ are input signals, $y_j$ are outputs of linear functions, $w_{ij}$ and $v_{jk}$ are coefficients of the linear functions, and $p$ and $q$ parameters are used to adjust the lower and upper portions in the final output.

After finding the output signal of the system, the training of the parameters is started. Training allows updating the unknown coefficients $x_i$ for the design of the system [41]. The T2FNN system is used for the design of diabetes diagnosis system. The first previous version of Pima diabetes dataset consists of 768
patients, and the second version includes 2000 patients. In total, there are 8 inputs in this dataset. The first input used in the datasets is the number of pregnancies. Diabetes risk increases in women who have had more than three pregnancies. The second input is the 2-hour plasma glucose concentration. If this value is above 140, it means that there is a risk of diabetes. The third input in the datasets is the blood pressure value. If blood pressure value is greater than 90, the risk of diabetes increases. The next one is the fourth entry which is skinfold thickness which gives us information about diabetes. It has been observed that the thickness of the skinfold in diabetic patients is greater than that in healthy people, and this value should be 15 on average under normal conditions, whereas it is generally more than 23 in diabetic patients. The 2-hour serum insulin value was used as the fifth input in the Pima dataset. If this value is greater than 166, it may be a sign of diabetes mellitus. Increasing the 2-hour serum insulin value can increase the risk of type 2 diabetes. The sixth input is the body mass index. If the body mass index is more than 30, the risk of diabetes increases. This penultimate input is diabetes pedigree function. Diabetes pedigree function is generally above 0.5 in diabetic patients, and as this value increases, the risk of diabetes will be much more. The last and the eighth input used in the Pima dataset is the age of the patients. Datasets have 2 outputs with or without diabetes in response to all these inputs. All inputs used in the system are signs of diabetes. In datasets, 1316 of 2000 patients are healthy and 684 of them are diabetic patients. Table 1 presents the fragment of statistical data taken from the extended Pima datasets. Statistical measurements used for the extended Pima datasets are given in Table 2. In the table, mean, standard deviation, and maximum values of each attribute are given. The relationship between the input and output signals of the dataset is high-order nonlinear. Feature importance score can be used to determine the most important input features affecting output data. Feature importance assigns scores to input features based on how the input signals are useful for predicting a target variable. We used statistical correlation scores to determine the importance of input features. Table 3 presents correlation scores of the input features used in the paper. As shown, there are no big differences between the scores of input features. Only the last two parameters have low scores than the others.

The T2FNN system is used for the diagnostic system design. In system design, the basic problem was finding appropriate values of the parameters of antecedent and consequent parts of the type-2 fuzzy rules in (1). These are $c_{1i}$, $c_{2i}$, $\sigma_{ij}$, and $w_{ij}$ and $v_{jk}$ coefficients of the linear functions and output layer correspondingly. In the paper, the cross-validation approach with a gradient descent algorithm is applied for adjusting the parameters. The simulation has been done using 10-fold cross-validation technique for 2000 epochs. Here, the whole datasets are divided into 10 equal groups. Nine groups were used for training, and one group was used for testing. In each epoch, the number of the test group will be changed. In simulations, we used a different number of rules for the system design. Root mean square error (RMSE), accuracy, sensitivity, specificity, and precision were evaluated in order to measure system performances. The simulations were done using 16, 32, 40, 48, 64, 80, and 100 fuzzy rules. The learning of the type-2 fuzzy TSK system with 80 and 100 rules is demonstrated in Figures 3(a) and 3(b), correspondingly. Figures 4(a) and 4(b) depict graphical illustrations of type-2 membership functions of the T2FNN system before (initialized randomly) and after training, respectively. For clear visibility, we presented only four membership functions. The learned membership functions are used for describing the antecedent part of type-2 fuzzy rules. The consequent part of the rules uses linear functions characterized by weight coefficients. The T2FNN with trained values of $c_1$, $c_2$, $\sigma$, and $w$ is used for the classification of diabetes in online mode. Table 4 depicts simulation results of the T2FNN system for diagnosis of diabetes using a different number of rules. As shown, an increase in the number of fuzzy rules causes an increase in the system accuracy. Better results have been obtained using 100 fuzzy rules. The values of training, validation, and testing errors were obtained as 0.185, 0.219, and 0.217 correspondingly. The values of accuracy, sensitivity, specificity, and
In order to prove the effectiveness of the designed system, the simulation results of T2FNN system were compared with the results of other systems used for the diagnosis of diabetes. In the existing references, the researchers used the first version of Pima datasets [42] in simulations to make a fair comparison, and we used the same previous version of Pima and did simulations using a different number of rules. We used the T2FNN structure and precision were obtained as 99.75, 100, 99.6, and 99.27 correspondingly.

In order to prove the effectiveness of the designed system, the simulation results of T2FNN system were compared with the results of other systems used for the diagnosis of diabetes. In the existing references, the researchers used the first version of Pima datasets [42] in simulations to make a fair comparison, and we used the same previous version of Pima and did simulations using a different number of rules. We used the T2FNN structure and

---

**Table 1: Fragment from the extended Pima datasets.**

| Pregnancies | Glucose | Blood pressure | Skinfold thickness | Insulin | BMI | DP | Age | Outcome |
|-------------|---------|----------------|--------------------|---------|-----|----|-----|---------|
| 0           | 84      | 82             | 31                 | 125     | 38.2| 0.233| 23  | 0       |
| 0           | 135     | 68             | 42                 | 250     | 42.3| 0.365| 24  | 1       |
| 1           | 139     | 62             | 41                 | 480     | 40.7| 0.536| 21  | 0       |
| 0           | 173     | 78             | 32                 | 265     | 46.5| 1.159| 58  | 0       |
| 2           | 83      | 65             | 28                 | 66      | 36.8| 0.629| 24  | 0       |
| 4           | 125     | 70             | 18                 | 122     | 28.9| 1.144| 45  | 1       |
| 2           | 81      | 72             | 15                 | 76      | 30.1| 0.547| 25  | 0       |
| 7           | 195     | 70             | 33                 | 145     | 25.1| 0.163| 55  | 1       |
| 6           | 154     | 74             | 32                 | 193     | 29.3| 0.839| 39  | 0       |
| 2           | 117     | 90             | 19                 | 71      | 25.2| 0.313| 21  | 0       |
| 0           | 180     | 90             | 26                 | 90      | 36.5| 0.314| 35  | 1       |

**Table 2: Statistical measurements for the extended Pima datasets.**

| Feature                  | Mean       | Std         | Max         |
|--------------------------|------------|-------------|-------------|
| Pregnancies              | 3.70350    | 3.306063    | 17.00       |
| Glucose                  | 121.18250  | 32.068636   | 199.00      |
| Blood pressure           | 69.14550   | 19.188315   | 122.00      |
| Skin thickness           | 20.93500   | 16.103243   | 110.00      |
| Insulin                  | 80.25400   | 111.180534  | 744.00      |
| BMI                      | 32.19300   | 8.149901    | 80.60       |
| Diabetes pedigree function| 0.47093   | 0.323553    | 2.42        |
| Age                      | 33.09050   | 11.786423   | 81.00       |
| Outcome                  | 0.34200    | 0.474498    | 1.00        |

**Table 3: Correlation scores of the input features.**

| Input Variable                  | Correlation scores |
|---------------------------------|--------------------|
| Glucose                         | 0.458421302        |
| BMI                             | 0.276725539        |
| Age                             | 0.236509247        |
| Pregnancies                     | 0.224436993        |
| Diabetes pedigree function      | 0.155459079        |
| Insulin                         | 0.120923622        |
| Skin thickness                  | 0.076040247        |
| Blood pressure                  | 0.075958084        |

---

![Gaussian type-2 fuzzy set with an uncertain mean (a) and uncertain width (b).](image-url)
cross-validation technique with a gradient descent algorithm to design the system. Table 5 depicts simulation results of the T2FNN system utilizing the first version of Pima datasets. Table 6 presents the comparative simulation results of different models. We presented the results of four simulations—T2FNN with 16, 32, 80, and 100 rules. The designed T2FNN systems with 32, 80, and 100 rules have better accuracy rates than other models. The comparative results obtained demonstrate the efficiency of using the T2FNN system in the diagnosis of diabetes.

Table 4: T2FNN simulation results using extended Pima datasets (2000 data samples).

| No | Training error | Evaluation error | Test error | Accuracy | Sensitivity | Specificity | Precision |
|----|----------------|------------------|------------|----------|-------------|-------------|-----------|
| 16 | 0.528336       | 0.528133         | 0.527380   | 0.806000 | 0.769091    | 0.820000    | 0.618421  |
| 32 | 0.454794       | 0.454406         | 0.452687   | 0.870000 | 0.850993    | 0.878223    | 0.751462  |
| 40 | 0.416043       | 0.415256         | 0.414421   | 0.903000 | 0.913851    | 0.898438    | 0.790936  |
| 48 | 0.394395       | 0.393396         | 0.391265   | 0.924500 | 0.914463    | 0.929256    | 0.859649  |
| 64 | 0.325452       | 0.322762         | 0.325419   | 0.959000 | 0.954683    | 0.961136    | 0.923977  |
| 80 | 0.245239       | 0.253867         | 0.250115   | 0.991000 | 0.986842    | 0.993161    | 0.986842  |
| 100| 0.185096       | 0.219340         | 0.217188   | 0.997500 | 1.000000    | 0.996215    | 0.992690  |
4. Conclusions

Analysis of existing research studies shows that various models have been designed for the diagnosis of diabetes. The basic aim in the design of these systems was to achieve a high accuracy rate. In this paper, T2FNN is proposed for the diagnosis of diabetes. The type-2 fuzzy inference scheme and neural network structure are integrated to construct the T2FNN model. Extended Pima diabetes dataset is utilized for the design of T2FNN. The training of T2FNN is implemented using a gradient descent algorithm with the application of the cross-validation technique. Using a different number of fuzzy rules, a number of simulations have been conducted. It was demonstrated that the increased number of fuzzy rules increases the accuracy of the T2FNN model in the diagnosis of diabetes. Better results have been obtained using 100 type-2 fuzzy rules. The values of accuracy, sensitivity, specificity, and precision of the system for extended Pima datasets (2000 samples) were obtained as 99.75, 100, 99.6, and 99.3 correspondingly. For comparative analysis, the simulations were carried out using the first version of the Pima (768 samples) dataset. The values of accuracy, sensitivity, specificity, and precision were obtained as 99.1, 99.25, 99, and 98.1 correspondingly. In order to evaluate the performance of the designed system, the performance of T2FNN is compared with the performances of other systems used for the diagnosis of diabetes. The comparative results demonstrate the efficiency of using the T2FNN system in the diagnosis of diabetes.
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