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Abstract—This paper addresses a weighted sum rate (WSR) maximization problem for downlink OFDMA aided by a decode-and-forward (DF) relay under a total power constraint. A novel subcarrier-pair based opportunistic DF relaying protocol is proposed. Specifically, user message bits are transmitted in two time slots. A subcarrier in the first slot can be paired with a subcarrier in the second slot for the DF relay-aided transmission to a user. In particular, the source and the relay can transmit simultaneously to implement beamforming at the subcarrier in the second slot. Each unpaired subcarrier in either the first or second slot is used for the source’s direct transmission to a user. A benchmark protocol, same as the proposed one except that the transmit beamforming is not used for the relay-aided transmission, is also considered. For each protocol, a polynomial-complexity algorithm is developed to find at least an approximately optimum resource allocation (RA), by using continuous relaxation, the dual method, and Hungarian algorithm. Instrumental to the algorithm design is an elegant definition of optimization variables, motivated by the idea of regarding the unpaired subcarriers as virtual subcarrier pairs in the direct transmission mode. The effectiveness of the RA algorithm and the impact of relay position and total power on the protocols’ performance are illustrated by numerical experiments. It is shown that for each protocol, it is more likely to pair subcarriers for relay-aided transmission when the total power is low and the relay lies in the middle between the source and user region. The proposed protocol always leads to a maximum WSR equal to or greater than that for the benchmark one, and the performance gain of using the proposed one is significant especially when the relay is in close proximity to the source and the total power is low. Theoretical analysis is presented to interpret these observations.

Index Terms—Resource allocation, decode and forward, transmit beamforming, subcarrier pairing, orthogonal frequency division multiple access, convex optimization.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) has been widely recognized as one of the dominant wireless technologies for high data-rate transmission. One of the main reasons behind this fact is that spectral efficiency of the OFDM(A) systems can be improved significantly by proper resource allocation (RA) when transmitter channel state information (CSI) is available [1]–[3]. The incorporation of decode-and-forward (DF) and amplify-and-forward (AF) relaying into OFDMA(A) systems through subcarrier-pair based protocols and associated RA have lately been under intensive investigation [4]–[29]. This class of protocols share the following features. User message bits are transmitted during two consecutive equal-duration time slots. In the first slot, the source broadcasts OFDM symbols, so does the relay in the second slot. The source might also emit OFDM symbols during the second slot as will be elaborated later. A subcarrier in the first slot can be paired with a subcarrier in the second slot for transmitting message bits with DF/AF relaying, referred to as the relay-aided transmission mode hereafter.

In this paper, we focus on RA for downlink OFDMA with subcarrier-pair based DF relaying (there also exist works on RA for OFDMA systems using bidirectional relaying [4]). The subcarrier-pair based AF relaying has been studied in [5]–[8]. Note that the subcarrier-by-subcarrier based pairing may not be sufficient for DF relaying, since the information from a set of subcarriers in the first time slot can be decoded and re-encoded jointly and then forwarded through a different set of subcarriers in the second time slot [8], [12]. Nevertheless, the subcarrier-pair based DF relaying has attracted much research interest due to simplicity or practical reasons [9]–[29].

When the source-to-destination (S-D) link is unavailable (i.e., the destination lies outside the source’s radio coverage), RA problems for OFDMA systems using subcarrier-pair based DF protocols have been addressed in [9]–[12]. In these works, every subcarrier in the first time slot is paired with a subcarrier in the second time slot for the relay-aided transmission, as illustrated in Fig. 1a. To maximize sum rate under a total power constraint, ordered subcarrier pairing has been proven to be the optimum, i.e., the strongest source-to-relay subcarrier should be paired with the strongest relay-to-destination subcarrier, and so on.

The works in [13]–[29] have considered the case where the S-D link is available. When only the relay emits OFDM symbols in the second time slot, opportunistic relaying (some-
times termed as selection relaying) was studied in [13]–[20]. Specifically, a subcarrier in the first time slot can either be paired with a subcarrier in the second slot for the relay-aided transmission, or used directly for the S-D transmission without the relay’s assistance, referred to as the direct transmission mode hereafter. It is very important to note that when some subcarriers in the first slot are used in the direct transmission, or used directly for the S-D transmission without the relay’s assistance, referred to as the direct transmission mode hereafter. It is very important to note that when some subcarriers in the second slot will not be used for direct transmission to avoid the waste of spectrum resource. The optimization of subcarrier pairing and assignment to users is addressed for both the proposed and benchmark protocols under a total power constraint for the whole system. First, it is shown that the proposed protocol leads to a maximum WSR not smaller than that for the benchmark one. Then, an algorithm is developed for each protocol to find at least an approximately optimum RA with a WSR very close to the maximum WSR. Instrumental to the elegance of the RA algorithm is a definition of appropriate indicator variables, making it possible to cast a subproblem related to the joint optimization of transmission-mode selection, subcarrier pairing and assignment to users into an standard assignment problem that can be solved efficiently by Hungarian algorithm.

To address the above issue, improved protocols which allow the source to emit OFDM symbols in the second slot were proposed and studied in [21]–[29]. The improved protocols are the same as those considered in [13]–[18], except that the source can also make direct S-D transmission at every unpaired subcarrier in the second slot, as illustrated in Fig. 1c. Note that the improved protocols do not really improve the way that DF relaying is implemented over a subcarrier pair, but rather let the source utilize the unpaired subcarriers in the second slot for direct transmission to avoid the waste of spectrum resource. In [24], [27], [29], the subcarrier pairing and power allocation are jointly optimized for point-to-point OFDM systems. As for OFDMA systems, RA problems considering the joint optimization of power allocation, subcarrier assignment to users and selection of multiple relays for transmit beamforming in the second slot are addressed in [25], [26]. In these works, a priori and CSI-independent subcarrier pairing is considered, i.e., a subcarrier in the first slot is always paired with the same subcarrier in the second slot if the relay-aided mode is used. The optimization of subcarrier pairing and assignment to users is addressed in [28] with a graph based approach. It is a complicated RA problem to jointly optimize subcarrier pairing and mode selection with power allocation and subcarrier assignment to users.

Compared with the above existing works, this paper makes the following contributions:

- A novel subcarrier-pair based opportunistic DF protocol is proposed for downlink OFDMA aided by a DF relay. This protocol further makes improvement over those previously studied in the literature [21]–[29], by allowing the source and the relay to implement transmit beamforming at a subcarrier in the second time slot for the relay-aided transmission. Note that the protocols studied in [25], [26] considered the selection of multiple DF relays (excluding the source) for transmit beamforming in the second slot, while the proposed protocol considers the joint source-relay transmit beamforming. A benchmark protocol, which is the same as the proposed one except for the relay-aided transmission mode, is also considered. Note that the proposed protocol truly improves the implementation of DF relaying over a subcarrier pair with transmit beamforming, which is not the case for the benchmark protocol.

- The weighted sum rate (WSR) maximized RA problem is addressed for both the proposed and benchmark protocols under a total power constraint for the whole system. First, it is shown that the proposed protocol leads to a maximum WSR not smaller than that for the benchmark one. Then, an algorithm is developed for each protocol to find at least an approximately optimum RA with a WSR very close to the maximum WSR. Instrumental to the elegance of the RA algorithm is a definition of appropriate indicator variables, making it possible to cast a subproblem related to the joint optimization of transmission-mode selection, subcarrier pairing and assignment to users into a standard assignment problem that can be solved efficiently by Hungarian algorithm.

The rest of this paper is organized as follows. In the next section, the system and transmission protocols are described. The theoretical analysis is made to compare the maximum WSRs of the two protocols in Section III. After that, the RA algorithm is developed in Section IV. Numerical experiments are shown to illustrate the effectiveness of the RA algorithm and study the impact of relay position and total power on the protocols’ performance in Section V. Finally, some conclusions are drawn.

Notations: A letter in bold, e.g. $x$, represents a set. $C(x) = \frac{1}{2} \log_2(1 + x)$.

II. PROTOCOLS AND WSR MAXIMIZATION PROBLEM

A. The transmission system and protocols

Consider the downlink OFDMA transmission from a source to $U$ users (user $u = 1, \ldots, U$) aided by a DF relay. The source, relay and every user are each equipped with a single antenna, and the channel between every two of them is...
frequency selective. The source and the relay are synchronized so that they can simultaneously emit OFDM symbols using \( K \) subcarriers and with sufficiently long cyclic prefix to eliminate inter-symbol interference.

The novel transmission protocol is half-duplex, i.e., user message bits are transmitted in two consecutive equal-duration time slots, during which all channels are assumed to keep unchanged. During the first slot, only the source broadcasts \( N \) OFDM symbols. Both the relay and all users receive these symbols. After proper processing explained later, the source and relay simultaneously broadcast \( N \) OFDM symbols, and the users receive them during the second slot.

Due to the OFDMA, each subcarrier is dedicated to transmitting a single user’s message exclusively. A subcarrier in the first slot can be paired with a subcarrier in the second slot for the relay-aided mode transmission to a user. Each unpaired subcarrier in either the first or second slot is used by the source for the direct mode transmission to a user.

To simplify description, we use subcarriers \( k \) and \( l \) to denote the \( k \)th and \( l \)th subcarriers used during the first and second slots, respectively \((k, l = 1, \cdots, K)\). We define the source transmission powers for subcarrier \( k \) in the first slot and subcarrier \( l \) in the second slot as \( P_{s,k,1} \) and \( P_{s,l,2} \), respectively. The relay transmission power for subcarrier \( l \) is \( P_{r,l,2} \). The complex amplitude gains at subcarrier \( k \) for the source-to-relay, source-to-\( u \), and relay-to-\( u \) channels are \( h_{sr,k} \), \( h_{su,k} \), and \( h_{ru,k} \), respectively. The two transmission modes for the novel protocol are elaborated as follows:

1) The relay-aided transmission mode: Suppose subcarrier \( k \) is paired with subcarrier \( l \) for the relay-aided mode transmission to user \( u \). In such a case, we refer to the two subcarriers collectively as the subcarrier pair \((k, l)\). A block of message bits is first encoded into a code word of complex symbols \( \{\theta(n)\} n = 1, \cdots, N \) with \( E[|\theta(n)|^2] = 1 \), \( \forall n \). In the first slot, the source broadcasts the codeword over subcarrier \( k \) as illustrated in Figure 2.a. At the relay and user \( u \), the \( n \)th baseband signals received through subcarrier \( k \) are

\[
y_{r,k}(n) = \sqrt{P_{s,k,1}} h_{sr,k} \theta(n) + z_{r,k}(n), n = 1, \cdots, N,
\]

(1)

and

\[
y_{u,k,1}(n) = \sqrt{P_{s,k,1}} h_{su,k} \theta(n) + z_{u,k,1}(n), n = 1, \cdots, N,
\]

(2)

respectively, where \( z_{r,k}(n) \) and \( z_{u,k,1}(n) \) are both additive white Gaussian noise (AWGN) with power \( \sigma^2 \). The signal-to-noise ratio (SNR) at the relay is \( P_{s,k,1} G_{sr,k} \) where \( G_{sr,k} = \frac{|h_{sr,k}|^2}{\sigma^2} \). At the end of the first slot time, the relay decodes the message bits from \( \{y_{r,k}(n)\} n = 1, \cdots, N \) and then reencodes those bits into the same codeword as the source did.

In the second time slot, the source and relay broadcast the codewords \( \{\theta(n)e^{-j\phi_{su,1}}\} \forall n \) and \( \{\theta(n)e^{-j\phi_{ru,1}}\} \forall n \) through subcarrier \( l \), respectively, where \( \phi_{su,1} \) and \( \phi_{ru,1} \) represent the phase of \( h_{su,1} \) and \( h_{ru,1} \), respectively. This means that the source and relay implement transmit beamforming to emit the codeword through subcarrier \( l \) as illustrated in Figure 2b. Note that the source and relay need to know the phase of \( h_{su,1} \) and \( h_{ru,1} \), respectively. At user \( u \), the \( n \)th baseband signal received through subcarrier \( l \) is

\[
y_{u,l,2}(n) = \left( \sqrt{P_{s,l,2}} |h_{su,l}| + \sqrt{P_{r,l,2}} |h_{ru,l}| \right) \theta(n) + z_{u,l,2}(n),
\]

(3)

where \( z_{u,l,2}(n) \) is the AWGN with power \( \sigma^2 \).

Finally, user \( u \) decodes the message bits from all signals received during the two slots. These signals can be grouped into \( N \) vectors, the \( n \)th of which is

\[
y(n) = \begin{bmatrix} y_{u,k,1}(n) \\ y_{u,l,2}(n) \end{bmatrix}
\]

(4)

\[
= \begin{bmatrix} \sqrt{P_{s,k,1}} h_{su,k} \\ \sqrt{P_{s,l,2}} |h_{su,l}| + \sqrt{P_{r,l,2}} |h_{ru,l}| \end{bmatrix} \theta(n) + z(n),
\]

where \( z(n) = [z_{u,k,1}(n), z_{u,l,2}(n)]^T \). Note that the transmission in effect makes \( N \) uses of a discrete memoryless single-input-two-output channel specified by [4], with the \( n \)th input and output being \( \theta(n) \) and \( y(n) \), respectively. To achieve the maximum reliable transmission rate, maximum ratio combining should be used [30], i.e., user \( u \) first turns every \( y(n) \) into a decision variable

\[
c(n) = (\sqrt{P_{s,k,1}} h_{su,k})^* y_{u,k,1}(n) + (\sqrt{P_{s,l,2}} |h_{su,l}| + \sqrt{P_{r,l,2}} |h_{ru,l}|)^* y_{u,l,2}(n),
\]

(5)

and then decodes the message from \( \{c(n)\} \forall n \). It can readily be derived that the SNR for this decoding is

\[
\gamma_{klu}(P_{s,k,1}, P_{s,l,2}, P_{r,l,2}) = G_{su,k} P_{s,k,1} + \frac{(\sqrt{G_{su,l} P_{s,l,2}} + \sqrt{G_{ru,l} P_{r,l,2}})^2}{\sigma^2},
\]

(6)

where \( G_{su,k} = \frac{|h_{su,k}|^2}{\sigma^2} \) and \( G_{ru,l} = \frac{|h_{ru,l}|^2}{\sigma^2} \).

To ensure both the relay and user \( u \) can reliably decode the message bits, the maximum number of message bits that can be transmitted is \( 2NC(G_{sr,k} P_{s,k,1}) \) and \( 2NC(\gamma_{klu}(P_{s,k,1}, P_{s,l,2}, P_{r,l,2})) \), respectively. This means that the maximum transmission rate over the subcarrier pair \((k, l)\) in the relay-aided mode to user \( u \) is equal to \( C(\min\{G_{sr,k} P_{s,k,1}, \gamma_{klu}(P_{s,k,1}, P_{s,l,2}, P_{r,l,2})\})\) bits/OFDM-symbol (bopsy).

2) The direct transmission mode: Suppose subcarrier \( k \) (respectively, subcarrier \( l \)) is unpaired with any subcarrier in the second (respectively, first) slot, and is used for direct mode transmission to user \( u \). The source first encodes message bits into a codeword of \( N \) symbols, which are then broadcast through subcarrier \( k \) (respectively, subcarrier \( l \)). In such a case,
the relay keeps silent at subcarrier $l$ in the second slot, i.e., $P_{s,l,2} = 0$. User $u$ decodes the message bits from the signals received through subcarrier $k$ (respectively, subcarrier $l$). The maximum rate through subcarrier $k$ (respectively, subcarrier $l$) in the direct transmission mode is $C(P_{s,k,1}, G_{su,k})$ (respectively, $C(P_{s,l,1}, G_{su,l})$) bps.

A benchmark protocol is also considered. This protocol is the same as the novel protocol except for the relay-aided transmission mode. Specifically, the relay-aided mode is the same as widely studied in the literature \cite{13, 14, 21, 22, 23, 24}, i.e., the source does not transmit at subcarrier $l$ during the second slot, if subcarriers $k$ and $l$ are paired for the relay-aided transmission to user $u$. In such a case, the maximum rate for the relay-aided transmission over that subcarrier pair to user $u$ is equal to $C(\min\{G_{su,k}P_{s,k,1}, G_{su,k}P_{s,k,1} + G_{su,l}P_{s,l,2}\})$ bps. It is important to note that, the benchmark protocol is a special case of the novel protocol, since it is equivalent to the novel protocol with the constraint that $P_{s,l,2} = 0$ if subcarrier $l$ is paired with a subcarrier in the first slot for the relay-aided mode transmission.

B. The WSR maximization problem

We assume there exists a central controller which knows precisely the CSI $\{G_{sr,k}, G_{su,k}, G_{ru,k}\}$ for all $k$. Before the data transmission, the controller needs to find the optimum subcarrier and power assignment, i.e., which subcarriers should be paired for the relay-aided mode and which should be in the direct mode, how these subcarriers should be assigned to the users, as well as the source/relay power allocation to maximize the WSR of all users for the adopted transmission protocol (which can be either the novel or benchmark protocol), when the total power consumption is not higher than a prescribed value $P_t$. Then, the controller can inform the source and the relay about the optimum subcarrier and power assignment to be adopted for data transmission.

III. THEORETICAL ANALYSIS

It can be shown that the proposed protocol leads to a maximum WSR greater than or equal to that for the benchmark protocol. To this end, suppose the optimum subcarrier assignment and power allocation has been found for the benchmark protocol. By using the proposed protocol with the same subcarrier assignment and power allocation, the same WSR can be achieved. Obviously, the maximum WSR for the proposed protocol is greater than or equal to that WSR, namely the maximum WSR for the benchmark protocol.

In Section III-A, we assume subcarriers $k$ and $l$ are paired for the relay-aided mode transmission to user $u$, and a sum power $P$ is used for this pair. We focus on computing the maximum rate and optimum power allocation of this pair for both protocols. Using these results, theoretical analysis will be made in Section III-B to show when the maximum WSR for the proposed protocol is strictly greater than that for the benchmark one, and the RA algorithm will be developed in Section V. Moreover, this analysis plays an important role to interpret the numerical experiments shown in Section V to illustrate the impact of the relay’s position on the benefit of using the proposed protocol.

A. Rate maximization for the pair in the relay-aided mode

1) Analysis for the proposed protocol: To facilitate derivation, define $\Delta_{u,k} = G_{sr,k} - G_{su,k}$ and $G_{u,l} = G_{su,l} + G_{ru,l}$. To maximize the rate, the optimum $P_{s,k,1}$, $P_{s,l,2}$ and $P_{r,l,2}$ are the solution for

$$\max_{P_{s,k,1}, P_{s,l,2}, P_{r,l,2}} \min\left\{G_{sr,k}P_{s,k,1}, \gamma_{klu}(P_{s,k,1}, P_{s,l,2}, P_{r,l,2})\right\}$$

subject to $P_{s,k,1} + P_{s,l,2} + P_{r,l,2} = P, \quad P_{s,k,1} \geq 0, \quad P_{s,l,2} \geq 0, \quad P_{r,l,2} \geq 0.$

By using the Cauchy-Schwartz inequality, it can be shown that

$$\gamma_{klu}(P_{s,k,1}, P_{s,l,2}, P_{r,l,2}) \leq G_{su,k}P_{s,k,1} + G_{u,l}P_{r,l,2},$$

where $P_{s,l,2} = \frac{G_{su,l}P_{r,l,2}}{G_{u,l}}P_{r,l,2}$ and the inequality is tight when $P_{s,l,2} = \frac{G_{su,l}P_{r,l,2}}{G_{u,l}}P_{r,l,2}$. Now, the optimum solution for (1) can be found by first solving

$$\max_{P_{s,k,1}, P_{s,l,2}} \min\left\{G_{sr,k}P_{s,k,1}, G_{su,k}P_{s,k,1} + G_{u,l}P_{s,l,2}\right\}$$

subject to $P_{s,k,1} + P_{s,l,2} = P, \quad P_{s,k,1} \geq 0, \quad P_{s,l,2} \geq 0,$

for the optimum $P_{s,k,1}$ and $P_{s,l,2}$, and then using that $P_{s,l,2}$ to compute the optimum $P_{s,l,2}$ and $P_{r,l,2}$ according to the formulas that tighten the inequality (2). Problem (3) can be solved intuitively as follows. First, the two lines

$L_0 = \{(x, y_0(x))|x \in [0, P], y_0(x) = G_{sr,k}x\}$

$L_1 = \{(x, y_1(x))|x \in [0, P], y_1(x) = G_{sr,k}x + G_{u,l}(P - x)\}$

can be plot over the two-dimensional plane of coordinates $(x, y)$ in Fig. 3. It can be seen that three different cases are possible, each corresponding to a specific orientation of the two lines. The coordinates of points $A, B, C$ and $D$ in the figure are shown in Table I. The optimum $P_{s,k,1}$ and objective value for (3) (which are also for (1)) can be equal to the $x$ and $y$ coordinates of the points $A, B, C$ and $D$ for the three cases in Fig. 3 respectively. From this fact, it can easily be seen that the optimum $P_{s,k,1}$, $P_{s,l,2}$ and $P_{r,l,2}$ for (4) are

$$P_{s,k,1} = \begin{cases} \frac{G_{su,l}G_{u,l}}{P} & \text{if } \min\{G_{sr,k}, G_{u,l}\} > G_{su,k}, \\ \frac{G_{sr,k}}{P} (\Delta_{u,k} + G_{u,l}) & \text{if } \min\{G_{sr,k}, G_{u,l}\} \leq G_{su,k}, \end{cases}$$

$$P_{s,l,2} = \begin{cases} \frac{G_{sr,k}}{G_{u,l}} \frac{\Delta_{u,k}}{G_{sr,k} + G_{u,l}} P & \text{if } \min\{G_{sr,k}, G_{u,l}\} > G_{su,k}, \\ 0 & \text{if } \min\{G_{sr,k}, G_{u,l}\} \leq G_{su,k}, \end{cases}$$

and

$$P_{r,l,2} = \begin{cases} \frac{G_{su,l}}{G_{u,l}} \frac{\Delta_{u,k}}{G_{sr,k} + G_{u,l}} P & \text{if } \min\{G_{sr,k}, G_{u,l}\} > G_{su,k}, \\ 0 & \text{if } \min\{G_{sr,k}, G_{u,l}\} \leq G_{su,k}. \end{cases}$$

The maximum rate associated with the above optimum solution is equal to $C(G_{klu}^*P_{klu})$ with

$$G_{klu}^* = \begin{cases} \frac{G_{sr,k}G_{u,l}}{\Delta_{u,k} + G_{u,l}} & \text{if } \min\{G_{sr,k}, G_{u,l}\} > G_{su,k}, \\ \min\{G_{sr,k}, G_{u,l}\} & \text{if } \min\{G_{sr,k}, G_{u,l}\} \leq G_{su,k}, \end{cases}$$

(10)
compared through a visualization method as follows. Specifi-
cally, it is necessary to first compare

\[ \frac{G_{su,k} - G_{ku,l}}{\Delta_{u,k}} \]

When \( G_{su,k} \geq G_{ku,l} \), \( G_{ku,l} = \min(G_{su,k}, G_{ku,l}) \). If
min \( \{ G_{su,k}, G_{ku,l} \} \leq G_{su,k} \), \( G_{ku,l} = \min(G_{su,k}, G_{ku,l}) \) =
\( G_{su,k} \) follows. If \( G_{su,k} > G_{ku,l} \), it can be seen
that \( G_{ku,l} \) and \( G_{su,k} \) correspond to the \( y \)-coordinates of points
\( D \) and \( B \) in Figure 3c, respectively, and therefore
\( G_{su,k} > G_{ku,l} \) since \( D \) is higher than \( B \). This means that
\( G_{ku,l} \) always holds when \( G_{su,k} \geq \min(G_{su,k}, G_{ku,l}) \).

When \( \min(G_{su,k}, G_{ku,l}) > G_{su,k} \), \( G_{ku,l} \) and \( G_{su,k} \) can be
compared through a visualization method as follows. Specifically,
we plot the lines \( \mathcal{L}_0 \), \( \mathcal{L}_1 \) and
\[ \mathcal{L}_2 = \{(x, y(x)) | x \in [0, P] \}, \]
\[ y(x) = G_{su,k}x + G_{ku,l}(P - x) \]
this RA uses $P_{uu}$ as the sum power for the subcarrier pair $(k, l)$. The maximum rate for this subcarrier pair is equal to $C(G_{klu}^m P_{uu})$. Since $\min_{m \neq k} \{G_{sa,k}, G_{ru,k,l}\} > G_{su,k}$ holds, $G_{klu}^m > G_{klu}^b$ follows from earlier analysis, and therefore $C(G_{klu}^m P_{uu}) > C(G_{klu}^b P_{uu})$ must hold. This means that the proposed protocol has a strictly higher maximum WSR than the benchmark protocol.

IV. RA ALGORITHM DESIGN

A. Formulation of the RA problem

To formulate the WSR maximization problem for the adopted protocol (which can be either the proposed or benchmark protocol), we define

$$ G_{klu} = \begin{cases} G_{klu}^b & \text{if the proposed protocol is adopted,} \\ G_{klu}^m & \text{if the benchmark protocol is adopted.} \end{cases} $$

For any configuration of transmission-mode selection, subcarrier pairing and assignment to users used by the adopted protocol, suppose $m$ subcarrier pairs are assigned to the relay-aided transmission, then it is always possible to one-to-one associate the unpaired subcarriers in the two slots to form $K - m$ virtual subcarrier pairs, each allocated to possibly two different users for direct transmission separately. Motivated by this observation, the RA problem is formulated by defining the following variables:

- $t_{klu} \in \{0, 1\}$ for any combination of $k, l, u$. $t_{klu} = 1$ indicates that subcarrier $k$ is paired with subcarrier $l$ for the relay-aided transmission to user $u$.
- $P_{klu} \geq 0$ for any combination of $k, l, u$. When $t_{klu} = 1$, $P_{klu}$ is used as the total power for the subcarrier pair $(k, l)$.
- $t_{klab} \in \{0, 1\}$ for any combination of $k, l$ and $a, b \in U$. $t_{klab} = 1$ indicates that subcarrier $k$ is assigned in the direct transmission mode to user $a$ during the first slot, and so is subcarrier $l$ to user $b$ during the second slot.
- $\alpha_{klab} \geq 0$ and $\beta_{klab} \geq 0$ for any combination of $k, l, a, b$. When $t_{klab} = 1$, $P_{s,k,1}$ and $P_{s,l,2}$ take the value of $\alpha_{klab}$ and $\beta_{klab}$, respectively.

Let us collect all indicator and power variables in the sets $I$ and $P$, respectively, and define $S = \{I, P\}$. Every feasible RA scheme can be described by an $S$ satisfying simultaneously

$$ t_{klu}, t_{klab} \in \{0, 1\}, \forall k, l, u, a, b, $$

$$ \sum_l \left( \sum_u t_{klu} + \sum_{a,b} t_{klab} \right) = 1, \forall k, $$

$$ \sum_k \left( \sum_u t_{klu} + \sum_{a,b} t_{klab} \right) = 1, \forall l, $$

$$ \sum_{k,l,u,a,b} (t_{klu} P_{klu} + t_{klab}(\alpha_{klab} + \beta_{klab})) \leq P_t, $$

$$ P_{klu} \geq 0, \alpha_{klab} \geq 0, \beta_{klab} \geq 0, \forall k, l, u, a, b, $$

$$ P_{klu} = 0 \text{ if } t_{klu} = 0, \forall k, l, u, a, b, $$

$$ \alpha_{klab} = 0, \beta_{klab} = 0 \text{ if } t_{klab} = 0, \forall k, l, u, a, b, $$

where (14) and (15) guarantee the OFDMA, i.e., every subcarrier is used exclusively for the transmission of message bits to a unique user. (17) and (18) ensure the total power constraint is satisfied. The constraints (19) and (20) are added to guarantee that every $S$ is one-to-one mapped to a new variable for the change of variable (COV) proposed later to solve the RA problem.

Note that an $S$ satisfying (14) - (20) indicates a unique feasible RA scheme for the adopted protocol. Viewed from the other way around, any feasible RA scheme can also be described by an $S$ satisfying those constraints. Interestingly, the same feasible RA scheme might be described by multiple different $S$ all satisfying these constraints. For instance, consider the scenario where there is only a single user $u$, and the RA scheme requiring messages to be transmitted in the direct mode, respectively, through subcarriers $k_1$ and $k_2$ during the first slot and subcarriers $l_1$ and $l_2$ during the second slot. This RA scheme can be described by using either an $S$ with $t_{k_1,l_1 uu} = t_{k_2,l_2 uu} = 1$ and $t_{k_1,l_2 uu} = t_{k_2,l_1 uu} = 0$, or another $S'$ with $t_{k_1,l_2 uu} = t_{k_2,l_1 uu} = 1$ and $t_{k_1,l_1 uu} = t_{k_2,l_2 uu} = 0$.

Given a feasible $S$, the maximum WSR for the adopted protocol is

$$ f(S) = \sum_{k,l,u,a,b} (t_{klu} w_u C(G_{klu}^b P_{klu}) + t_{klab} w_u C(G_{s,a,k} \alpha_{klab} + w_b C(G_{s,b,l} \beta_{klab})), $$

where $w_u > 0$ is the weight prescribed for user $u$. The WSR maximization problem is to solve

$$ \max_S f(S) \text{ s.t. } (14) - (20) $$

for a globally optimum $S$. We will develop an algorithm in the following subsections to find it, after which the optimum subcarrier assignment and source/relay power allocation can be computed according to the analysis in Section III-A.

B. The idea behind the RA algorithm design

Note that (P1) is a nonconvex program consisting of both continuous and binary variables, thus in general its duality gap is not zero. Similar nonconvex optimization problems for multicarrier systems exist in the literature [31], [32]. A possible approach to tackle them is to show their duality gaps approach zero when a sufficiently large number of subcarriers is used. This justifies the use of the dual method to find an asymptotically optimum solution.

Here, we use a continuous-relaxation based approach to find at least an approximately optimum $S$ for (P1). Similar methods were also used in [33], [34] to compute asymptotic capacity regions. Specifically, all indicator variables are first relaxed to be continuous within $[0, 1]$, after which we get a new problem

$$ \max_S f(S) \text{ s.t. } t_{klu}, t_{klab} \in [0, 1], \forall k, l, u, a, b, $$

as a relaxation of (P1). Define the feasible set of (P2) as $\mathcal{F}_S$. Obviously, the feasible set of (P1) is a subset of $\mathcal{F}_S$.

Then, we make the COV from $P$ to $\tilde{P} = \{P_{klu}, \tilde{\alpha}_{klab}, \tilde{\beta}_{klab} \forall k, l, u, a, b\}$, where every $P_{klu}$, $\tilde{\alpha}_{klab}$ and
\[ \tilde{\beta}_{klab} \text{ satisfy, respectively,} \\
\tilde{P}_{klu} = t_{klu} P_{klu}, \tilde{\alpha}_{klab} = t_{klab} \alpha_{klab}, \tilde{\beta}_{klab} = t_{klab} \tilde{\beta}_{klab}. \]  

(23)

After the COV, we collect all variables into \( X = \{ I, \tilde{P} \} \). It is important to note that an \( S \in F_S \) is one-to-one mapped to an \( X \in F_X \), where \( F_X \) contains the set of all X's satisfying (22), (15)-(16), as well as

\[ \sum_{k,l,u,a,b} \left( \tilde{P}_{klu} + \tilde{\alpha}_{klab} + \tilde{\beta}_{klab} \right) \leq P_t. \]

(24)

\[ \tilde{P}_{klu} \geq 0, \tilde{\alpha}_{klab} \geq 0, \tilde{\beta}_{klab} \geq 0, \forall k, l, u, a, b, \]

(25)

\[ \tilde{P}_{klu} = 0 \text{ if } t_{klu} = 0, \forall k, l, u, a, b, \]

(26)

\[ \tilde{\alpha}_{klab} = 0, \tilde{\beta}_{klab} = 0 \text{ if } t_{klab} = 0, \forall k, l, u, a, b. \]

(27)

As a function of \( X \in F_X \), the WSR can be rewritten as

\[ g(X) = f(S(X)) = \sum_{k,l,u,a,b} \left( w_a \phi(t_{klu}, \tilde{P}_{klu}, G_{klu}) + w_b \phi(t_{klab}, \tilde{\beta}_{klab}, G_{ab,l}) \right), \]

where \( S(X) \) represents the S corresponding to the \( X \in F_X \) and

\[ \phi(t, x, G) = \begin{cases} \frac{t C(G \frac{x}{t})}{x} & \text{if } t > 0, \\ 0 & \text{if } t = 0. \end{cases} \]

(29)

It can readily be shown that \( \phi(t, x, G) \) with fixed \( G \) is a continuous and concave function of \( t \geq 0 \) and \( x \), because it is a perspective function of \( C(Gx) \) which is concave of \( x \) (see pages 89-90 for more details in [35]). Therefore, \( g(X) \) is a concave function of \( X \in F_X \).

After solving

\[ \text{(P3)} \quad \max_X g(X) \]

s.t. (22), (15) - (16), (24) - (27),

for its global optimum, the S corresponding to this global optimum is the optimum solution for (P2). In the following subsection, we will focus on solving the problem

\[ \text{(P4)} \quad \max_X g(X) \]

s.t. (22), (15) - (16), (24) - (27),

which is a relaxation of (P3) by omitting (26) and (27). Obviously, \( F_X \) is a subset of the feasible set of (P4). Most interestingly, (P4) is a convex program, which can be solved by highly-efficient convex-optimization techniques. Define the optimum objective value for (P1) and (P4) as \( f^* \) and \( g^* \), respectively. According to the relaxations we made,

\[ g^* \geq \max_{X \in F_X} g(X) = \max_{S \in F_S} f(S) \geq f^* \]

follows. Define a global optimum for (P4) as \( X^* \). If we can find an \( X^* \) that satisfies (26) and (27), and contains binary indicator variables (i.e., \( t_{klu}, t_{klab} \in \{ 0, 1 \}, \forall k, l, u, a, b \), then it can readily be shown that \( S(X^*) \) must be a global optimum for (P1).

In practice, it may be difficult to find precisely a global optimum \( X^* \) for (P4) in general. For instance, existing convex-optimization techniques such as the interior-point method or the dual method all search for the global optimum in an iterative manner, and finally produce an approximately optimum solution with an objective value very close to the optimum value. Motivated by this fact, suppose a solution \( X' \) which satisfies

1) (26) and (27) and all indicator variables in \( X' \) are binary;
2) \( g^* - g(X') \) is very small;
3) can be found for (P4), then \( S(X') \) is feasible for (P1) and \( f^* - f(S(X')) \) is also very small because

\[ f^* - f(S(X')) \leq g^* - g(X'), \]

which means that \( S(X') \) can be taken as an approximately optimum solution for (P1).

In the following subsection, we use the dual method to solve (P4). Specifically, the ellipsoid method is used to search for the dual optimum. This ellipsoid method is reduced to the bisection method to update upper and lower bounds for the dual optimum iteratively until convergence. In some cases, the global optimum for (P1) can be found, while in other cases we explain by theoretical analysis and illustrate by numerical experiments that, the optimum solution for the Lagrangian relaxation problem (LRP) of (P4) corresponding to the upper bound produced after convergence can be taken as the \( X' \) described above. Then, \( S(X') \) can be output as an approximately optimum solution for (P1).

C. The development of the RA algorithm

Since (P4) is a convex program and it satisfies the Slater constraint qualification\(^2\) (P4) has zero duality gap (see page 226 of [35]), which justifies the use of the dual method to solve (P4). To this end, \( \mu \) is introduced as a Lagrange multiplier for the constraint (24). The LRP for (P4) is

\[ \text{(P5)} \quad \max_X L(\mu, X) = g(X) + \mu \left( P_t - \tilde{P}(X) \right) \]

s.t. (22), (15) - (16), (24) - (27),

where \( L(\mu, X) \) is the Lagrangian of (P4) and \( \tilde{P}(X) \) is the left-hand side of (24) (i.e., the sum power as a function of \( X \)). A global optimum for (P5) is denoted by \( X_\mu \). The dual function is defined as \( d(\mu) = L(\mu, X_\mu) \), which is a convex function of \( \mu \). In particular,

\[ \gamma(\mu) = P_t - \tilde{P}(X_\mu) \]

(30)

is a subgradient of \( d(\mu) \), i.e., it satisfies

\[ \forall \mu', d(\mu') \geq d(\mu) + (\mu' - \mu) \gamma(\mu), \]

(31)

and the dual problem is to find the dual optimum

\[ \mu^* = \arg \min_{\mu \geq 0} d(\mu). \]

(32)

Since (P4) has zero duality gap, the following properties hold:

\(^2\)There exists at least an \( X \) satisfying all inequality constraints strictly.
Note that $\mu^*$ represents the sensitivity $\mu$ of the optimum objective value for (P4) with respect to $P_1$, i.e., $\frac{\partial g(X^*)}{\partial \mu} = \mu^*$. Obviously, $g(X^*)$ is strictly increasing of $P_1$, meaning that $\mu^* > 0$.

3. $\mu = \mu^*$ and $X_\mu = X^*$ are true if and only if $X_\mu$ is feasible and $\gamma(\mu) = 0$ is satisfied according to Proposition 5.1.5 in [56]. This means that $\mu^* \gamma(\mu^*) = 0$. Moreover, $X_\mu = X^*$ if $\gamma(\mu) = 0$.

The idea behind the dual method to solve (P4) is to search for $\mu^*$. Then, the $X_\mu$ that satisfies $\gamma(\mu^*) = 0$ can be taken as $X^*$. The key to the dual method consists of two procedures to find $X_\mu$ for a given $\mu > 0$ and $\mu^*$, respectively, which are developed as follows.

1) Finding $X_\mu$ when $\mu > 0$: The following strategy is used to find $X_\mu$ for (P5) when $\mu > 0$. First, the optimum $\bar{P}_1$ for (P5) with fixed $I$ is found and denoted by $\bar{P}_1$. Define $X_\mu = \{ I, \bar{P}_1 \}$. Then we find the optimum $I$ to maximize $L(\mu, X_\mu)$ subject to (22), (15) and (16). Finally, $X_I$ corresponding to this optimum $I$ can be taken as $X_\mu$.

Suppose $I$ is fixed, we find $\bar{P}_1$ as follows. Specifically, every $P_{klu}$ in $\bar{P}_1$ is equal to 0 when $t_{klu} = 0$. When $t_{klu} > 0$, the optimum $P_{klu}$ can be found by using the KKT conditions related to $P_{klu}$. In summary, the optimum $P_{klu}$ can be shown to be

\[
\bar{P}_{klu} = t_{klu} \Lambda(w_{u}, \mu, G_{klu}),
\]

where $\Lambda(w_{u}, \mu, G) = \left[ w_{u} \log_2 \left( \frac{w_{u}}{\frac{1}{2}} \right) - \frac{1}{2} \right]^+$. In a similar way, the optimum $\bar{\alpha}_{klab}$ and $\bar{\beta}_{klab}$ can be shown to be

\[
\bar{\alpha}_{klab} = t_{klab} \Lambda(w_{a}, \mu, G_{sa,k}),
\]

\[
\bar{\beta}_{klab} = t_{klab} \Lambda(w_{b}, \mu, G_{sb,l}),
\]

respectively. Using these formulas, $X_I = \{ I, \bar{P}_1 \}$ can be found. It can readily be shown that

\[
L(\mu, X_I) = \mu \bar{P}_1 + \sum_{k,l,u,a,b} (t_{klu} A_{klu} t_{klab} B_{klab})
\]

where

\[
A_{klu} = w_{u} C(G_{klu} \Lambda(w_{u}, \mu, G_{klu})) - \mu \cdot \Lambda(w_{u}, \mu, G_{klu})
\]

\[
B_{klab} = w_{a} C(G_{klab} \Lambda(w_{a}, \mu, G_{sa,k})) - \mu \cdot \Lambda(w_{a}, \mu, G_{sa,k}) + w_{b} C(G_{sb,l} \Lambda(w_{b}, \mu, G_{sb,l})) - \mu \cdot \Lambda(w_{b}, \mu, G_{sb,l}).
\]

Finally, we find the optimum $I$ for maximizing $L(\mu, X_I)$ subject to (22), (15) and (16). This problem is equivalent to solving

\[
\max_{\{ t_{klu} \forall k,l \}} \sum_{k,l,u,a,b} (t_{klu} A_{klu} t_{klab} B_{klab})
\]

s.t. \[
\sum_{k} t_{klu} = 1, \forall k,
\]

\[
\sum_{l} t_{klu} = 1, \forall l,
\]

\[
t_{klu} \geq 0, \forall k, l, u, a, b.
\]

Note that the inequality $\sum_{u,a,b} (t_{klu} A_{klu} t_{klab} B_{klab}) \leq t_{klu} C_{klu}$ holds where $C_{klu}$ is equal to $t_{klu} C_{klu}$ for all entries of $\{ t_{klu}, t_{klab} \forall u,a,b \}$ are assigned to zero, except that the one with the metric equal to $C_{klu}$ is assigned to $t_{klu}$.

Therefore, after the problem

\[
\max_{\{ t_{klu} \forall k,l \}} \sum_{k,l,u,a,b} t_{klu} C_{klu}
\]

s.t. \[
\sum_{k} t_{klu} = 1, \forall k,
\]

\[
\sum_{l} t_{klu} = 1, \forall l,
\]

\[
t_{klu} \geq 0, \forall k, l,
\]

is solved for its optimum solution $\{ t_{klu}^* \forall k,l \}$, an optimum $I$ for (37) can be constructed by assigning for every combination of $k$ and $l$, all entries in $\{ t_{klu}^* \forall u,a,b \}$ to zero, except for the one with the metric equal to $C_{klu}$ to $t_{klu}^*$. Most interestingly, (38) is a standard assignment problem, hence every entry in $\{ t_{klu}^* \forall k,l \}$ is either 0 or 1 and $\{ t_{klu}^* \forall k,l \}$ can be found efficiently by the Hungarian algorithm (37). After knowing $\{ t_{klu}^* \forall k,l \}$, the optimum $I$ can be constructed according to the way mentioned earlier. Finally, the corresponding $X_I = \{ I, \bar{P}_1 \}$ is assigned to $X_\mu$.

3 Note that the sensitivity analysis was introduced in pages 249-253 of [55] for a convex minimization problem. It can be proven that $\frac{\partial g(X^*)}{\partial \mu} = \mu^*$ by casting the problem (P4) into an equivalent convex minimization problem. The proof is straightforward and omitted here due to space limitation.
d(\mu) \geq d(\mu_m) + (\mu - \mu_m)\gamma(\mu_m) > d(\mu_m). This means that 
\mu^* must be confined in [\mu_1, \mu_m], so \mu_u should be updated with 
\mu_m. If \gamma(\mu_m) < 0, it can be shown similarly that \mu_1 should be 
updated with \mu_m. The iteration is terminated when \gamma(\mu_m) = 0 
or \mu_u - \mu_1 \leq \epsilon where \epsilon > 0 is a prescribed small value.

When the iteration is terminated with \gamma(\mu_m) = 0 being 
satisfied, \textbf{X}^* = X_{\mu_m} must hold as said earlier. Note that 
S(X_{\mu_m}) must be a global optimum for (P1) since X_{\mu_m} 
satisfies (26) and (27), and contains binary indicator variables 
as said in Section IV.B.

We now consider the case where the iteration is terminated with 
\mu_u - \mu_1 \leq \epsilon being satisfied. In such a case, we find 
that X_{\mu_u} is an approximately optimum solution for (P4). This 
finding will be illustrated by numerical experiments in Section 
V. It can be explained by theoretical analysis as follows. Note that 
\begin{equation}
g^* - g(X_{\mu_u}) \leq d(\mu_u) - g(X_{\mu_u}) = \mu_u \gamma(\mu_u) \tag{39}
\end{equation}
holds since \forall \mu \geq 0, g^* \leq d(\mu). In addition, we present the 
following lemma:

**Lemma 1:** \(\gamma(\mu)\) is an increasing function of \(\mu \geq 0\).

**Proof:** Suppose \(\mu_1 \geq \mu_2\). According to (31), 
\begin{align*}
d(\mu_1) & \geq d(\mu_2) + (\mu_1 - \mu_2)\gamma(\mu_2) \\
d(\mu_2) & \geq d(\mu_1) + (\mu_2 - \mu_1)\gamma(\mu_1)
\end{align*}
follow. As a result, 
\begin{align*}
(\mu_1 - \mu_2)\gamma(\mu_1) & \geq d(\mu_1) - d(\mu_2) \geq (\mu_1 - \mu_2)\gamma(\mu_2)
\end{align*}
holds, and thus \(\gamma(\mu_1) \geq \gamma(\mu_2)\). This completes the proof. \(\blacksquare\)

According to Lemma 1, \(\gamma(\mu_1) \geq \gamma(\mu^*) = 0\) because 
\(\mu_1 \geq \mu^*\), meaning that X_{\mu_1} is always feasible for (P4). 
Moreover, \mu_0 \gamma(\mu_0) reduces as the iteration proceeds and it is 
very small after convergence, since \mu_u decreases to approach 
\mu^* which satisfies \mu^* \gamma(\mu^*) = 0. This means that 
g^* - g(X_{\mu_0}) is very small according to (39). Moreover, X_{\mu_0} also satisfies 
(26) and (27) and all indicator variables in X_{\mu_0} are binary. 
This means that S(X_{\mu_0}) can be output as an approximately optimum 
solution for (P1) as said in Section IV.B.

The overall procedure to find an approximately optimum solution 
for (P1) is summarized in Algorithm 1. Its complexity 
can be studied as follows. First, \{G_{klu} | k, l, u\} needs to be 
computed, which needs \(K^2U\) operations. Then, finding \mu^* 
with the bissection method requires at most a number of 
iterations in the order of \(\log_2(K)\). For each iteration, computing 
X_{\mu} has a complexity of \(O(K^2U^2 + K^3)\). Therefore, the total 
complexity of Algorithm 1 is \(O(\log_2(K)(K^2U^2 + K^3))\).

V. Numerical experiments

In numerical experiments, we consider the relay-aided 
downlink OFDMA system illustrated in Figure 5. The relay 
is located in the line between the source and the center of 
the user region, and the source-to-relay distance is d km. 
\(U = 5\) users are served and they are randomly and uniformly 
distributed in a circular region of radius 50 m. Their weights 
are randomly chosen between 0.8 and 1.2 for every system 
realization simulated. For Algorithm 1, \epsilon is set as \(10^{-6}\), which 
leads to at most \(\log_2\left(\frac{Kw_{\max}}{d_{\text{ref}} \epsilon \log_2 e} \right) \approx 21 + \log_2(K)\) iterations 
for a given combination of \(K\) and \(P_t\).

The channels are independent of each other and generated 
in the same way as in [11, 3]. For every user \(u\), the impulse 
response of the source-to-\(u\) channel is modeled as a delay 
line with \(L = 6\) taps, which are independently generated from 
circularly symmetric complex Gaussian distributions with zero 
mean and variance equal to \(\frac{1}{L} \left(\frac{d_{\text{ref}}}{d_{\text{ref}}} - 2.5\right)\), where \(d_{\text{ref}} = 1\) km and 
d_{\text{ref}} represents the source-to-\(u\) distance. The 
source-to-relay and relay-to-\(u\) channels are generated in the 
same way, with each tap having the variance as \(\frac{1}{L} \left(\frac{d_{\text{ref}}}{d_{\text{ref}}} - 2.5\right)\) and 
\(\frac{1}{L} \left(\frac{d_{\text{ref}}}{d_{\text{ref}}} - 2.5\right)\), respectively, where \(d_{\text{ref}}\) represents the relay-to-\(u\) distance. The CSI \{h_{sr,k} | k, u\}, \{h_{tu,k} | k, u\} and 
\{h_{ru,k} | k, u\} are computed by making \(K\)-point FFT over the 
impulse response of the associated channels.

In order to illustrate the benefit of optimized subcarrier 
pairing and opportunistic DF relaying, we also consider another 
benchmark protocol (BP-2) in addition to the already studied 
benchmark mark protocol (BP-1). BP-2 is the one studied in 
[25] using a single relay, i.e., subcarrier \(k\) in the first slot 
and subcarrier \(k\) in the second slot are allocated to a user for 
either the relay-aided transmission or the direct transmission 
separately. The RA algorithm proposed in [25] is used for 
BP-2.

According to the analysis in Section IV.C, S(X_{\mu_0}) is finally 
output as an approximately optimum solution if the iteration

![Fig. 5. The relay-aided downlink OFDMA system considered in numerical experiments.](image-url)
is terminated with $\mu_n - \mu_l \leq \epsilon$ being satisfied. In such a case, $f^* - f(S(X_{\mu_n})) \leq \mu_n \gamma(\mu_n)$ after convergence, and
\[
\delta(\mu_n) = \frac{\mu_n \gamma(\mu_n)}{f(S(X_{\mu_n}))}
\]
(40)
can be computed to evaluate the relative difference between the WSR finally achieved and the maximum WSR for (P1).

To illustrate the effectiveness of Algorithm 1, we have executed Algorithm 1 for both the proposed protocol and BP-1 over $10^4$ random system realizations. Specifically, the system realizations are generated by randomly choosing a combination of $d \in [0.1, 0.9]$ km, $K \in \{8, 16, 32, 64, 128\}$, $P_t/\sigma^2 \in [0.45]$ dB, then generating the channels as said earlier. It can readily be shown that at most 28 iterations are executed for Algorithm 1 for every random channel realization generated. The $\delta(\mu_n)$ is evaluated and collected for all system realizations when the iteration of Algorithm 1 terminates with $\mu_n - \mu_l \leq \epsilon$ being satisfied. The probability density function (PDF) of these $\delta(\mu_n)$ in dB scale (i.e., $10^{\log_{10}(\delta(\mu_n))}$) is shown in Figure 6. It can be seen that $\delta(\mu_n)$ is always smaller than 3%, which indicates that the finally produced $S(X_{\mu_n})$ is indeed an approximately optimum solution with a WSR very close to the maximum WSR for (P1) if the iteration is terminated with $\mu_n - \mu_l \leq \epsilon$ being satisfied.

To show the impact of relay position on the protocols' performance, we choose $P_t/\sigma^2 = 20$ dB and $K = 32$, then evaluated the average optimum WSRs and $\frac{N_{sp}}{K}$ for every protocol over 1000 random channel realizations when $d$ increases from 0.1 to 0.9 km. Here, $N_{sp}$ denotes the average number of the subcarrier pairs that should be used in the relay-aided mode to maximize the WSR. It can readily be computed that at most 20 iterations is executed for Algorithm 1 for every channel realization generated. The results are shown in Figure 7.

When $d$ is fixed, the proposed protocol leads to a greater average optimum WSR than BP-1, which illustrates the theoretical analysis in Section III-B. Moreover, the proposed protocol and BP-1 both have greater average optimum WSRs than BP-2. This is because they can better exploit the degrees of freedom for subcarrier pairing and assignment to users than BP-2 to improve the spectrum efficiency.

It is interesting to observe that for every protocol, the optimum WSR is higher and it is more likely to pair subcarriers for the relay-aided transmission to maximize the WSR when the relay moves toward the middle between the source and the user-region center. This behavior is interpreted for the proposed protocol as follows (those for BP-1 and BP-2 can be interpreted in a similar way and thus omitted due to space limitation). It is important to note that the optimum WSR for the proposed protocol, as the optimum objective value of (P1), depends on $\{G_{su,k}, G_{n_{klu}}\}$ for every $\forall k, l, u$. If $k, l, u$, $G_{n_{klu}}$ is more likely to take a high value, the subcarriers are more likely to be paired for the relay-aided transmission to maximize the WSR, and the average optimum WSR for the proposed protocol increases. As can be seen from Figure 7, $G_{n_{klu}}$ is high if both $G_{sr,k}$ and $G_{u,l}$ are much greater than $G_{su,k}$. When the relay lies in the middle between the source and the user-region center, both $G_{sr,k}$ and $G_{u,l}$ are likely to be much greater than $G_{su,k}$, meaning that $G_{n_{klu}}$ is likely to be high. Therefore, the optimum WSR is higher and it is more likely to pair subcarriers for the relay-aided transmission when the relay lies in the middle between the source and the user-region center.

When $d$ is small, the optimum WSR for the proposed protocol is much greater than that for BP-1, and it is more likely to pair subcarriers for the relay-aided transmission to maximize the WSR for the proposed protocol than for BP-1. This can be explained as follows. Note that if $G_{n_{klu}} > G_{n_{klu}}^* - G_{n_{klu}}^*$
is very likely to be high $\forall$ $k, l, u$, the proposed protocol is more likely to pair the subcarriers for the relay-aided transmission than BP-1. According to the analysis in Section III-B, $G_{klu}^H - G_{klu}^C$ increases when $G_{sr,k}$ increases or $G_{ru,l}$ reduces. When $d$ is small, $G_{sr,k}$ and $G_{ru,l}$ are very likely to be high and small, respectively, meaning that $G_{klu}^H - G_{klu}^C$ is very likely to take a high value. This explains the observation.

maximize the WSR when $P_t/\sigma^2$ is very high. It also indicates that the proposed protocol leads to a better optimum WSR performance than the benchmark ones especially for the low-power regime.

VI. CONCLUSION

In this paper, we have addressed the WSR maximization problem for the DF relay-aided downlink OFDMA transmission under a total power constraint. A novel subcarrier-pair based opportunistic DF relaying protocol has been proposed. A benchmark protocol has also be considered. An algorithm has been designed to find at least an approximately optimum RA with a WSR very close to the maximum WSR. Numerical experiments have illustrated the effectiveness of the RA algorithm and the impact of relay position and total power on the protocols’ performance. Theoretical analysis have been presented to interpret what were observed in numerical experiments.
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APPENDIX

AN UPPER BOUND FOR $\mu^*$

An initial upper bound for $\mu^*$ can be found as follows. According to Proposition 5.5.1 in [30], $X^*$ must satisfy $X_{\mu^*} = X^*$ and $\mu^*(P_t - \overline{P}(X^*)) = 0$. Since $\mu^* > 0$, $\overline{P}(X^*) = P_t$ must be satisfied. According to the derivation to find $X_{\mu}$, the power and indicator variables in $X^*$ must satisfy (33)-(35). It can readily be seen that the $P_{klu}^*, \alpha_{klab}^*$ and $\beta_{klab}^*$ in $X^*$ are smaller than $t_{klu}^*/2\mu^*$, $t_{klab}^*/2\mu^*$, and $t_{klab}^*/2\mu^*$, respectively, where $t_{klu}^*$ and $t_{klab}^*$ represent the value of $t_{klu}$ and $t_{klab}$ in $X^*$. Therefore, the inequality

$$P_t = \overline{P}(X^*) \leq \sum_{k,l,u,a,b} \left( t_{klu}^* + 2t_{klab}^* \right) \frac{w_{\text{max}} \log_2 e}{2\mu^*}$$

$$\leq \sum_{k,l,u,a,b} 2(t_{klu}^* + t_{klab}^*) \frac{w_{\text{max}} \log_2 e}{2\mu^*}$$

$$= Kw_{\text{max}} \log_2 e \mu^*$$

follows where $w_{\text{max}} = \max\{w_u\}$, meaning that $\mu^* \leq Kw_{\text{max}} \log_2 e / P_t$ must be satisfied. Therefore, $Kw_{\text{max}} \log_2 e / P_t$ can be used as an initial upper bound for $\mu^*$.
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