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ABSTRACT

We present a comparison of halo properties in cosmological simulations of collisionless cold dark matter (CDM) and self-interacting dark matter (SIDM) for a range of dark matter cross sections. We find, in agreement with various authors, that CDM yields cuspy halos that are too centrally concentrated as compared to observations. Conversely, SIDM simulations using a Monte Carlo N-body technique produce halos with significantly reduced central densities and flatter cores. We introduce a concentration parameter based on enclosed mass that we expect will be straightforward to determine observationally and present predictions for SIDM and CDM. SIDM also produces more spherical halos than CDM, providing possibly the strongest observational constraint on SIDM. In our simulations with SIDM cross sections $\sigma_{\text{DM}} \approx 10^{-23}$ to $10^{-25}$ cm$^2$ GeV$^{-1}$, collisions reduce the central density in galaxy halos, with larger cross sections producing lower densities. Simulations in the upper end of this range best match current observations of galaxy properties but are disfavored by cluster simulations of Yoshida and colleagues. This problem would be alleviated in models in which the cross section is velocity dependent.

Subject headings: cosmology: theory — dark matter — galaxies: formation — galaxies: halos — methods: n-body simulations

1. INTRODUCTION

The cold dark matter (CDM) family of cosmological models provides an excellent description of a wide variety of observational results, from the earlier observable epochs detected via microwave background fluctuations to present-day observations of galaxies and large-scale structure. A “concordance model” with roughly one-third matter and two-thirds vacuum energy, either a cosmological constant or quintessence (Caldwell, Dave, & Steinhardt 1998), is consistent with almost all current observations on scales $\gtrsim 1$ Mpc (Bahcall et al. 1999).

Recently, improving observations and numerical techniques has enabled a comparison of CDM scenarios to observations on galactic scales of approximately a few kiloparsecs. The results have not been encouraging. There are a number of distinct observations that may be in conflict with predictions of CDM:

1. The density profile of galaxies in the inner few kiloparsecs appears to be much shallower than predicted by numerical simulations (Navarro, Frenk, & White 1997, hereafter NFW97). For density profiles characterized by $\rho(r) \propto r^\alpha$ as $r \rightarrow 0$, CDM predicts $\alpha \approx -1.5$ with little scatter (Moore et al. 1999b), while current Hz observations suggest $\alpha \approx -0.5$ with significant scatter (Swaters, Madore, & Trewhella 2000; Dalcanton & Bernstein 2000; van den Bosch & Swaters 2000).

2. The central density of dark matter halos is observed to be $\rho_c \sim 0.02 M_\odot$ pc$^{-3}$ roughly independent of halo mass (Firmani et al. 2000b), while CDM predicts halos with $\rho_c \gtrsim 1 M_\odot$ pc$^{-3}$ at dwarf galaxy masses, increasing to larger masses (Moore et al. 1999b).

3. The number of dwarf galaxies in the Local Group is significantly fewer than predicted by CDM simulations, with the discrepancy growing toward smaller masses (Moore et al. 1999a; Klypin et al. 1999).

4. Hydrodynamic simulations produce galaxy disks that are too small and have too little angular momentum (Navarro & Steinmetz 2000).

5. The robustness of rapidly rotating bars in high surface brightness spiral galaxies implies lower density cores than predicted by CDM (Debattista & Sellwood 1998).

6. Cluster CL 0024+1654 is nearly spherical with a large, soft core, while CDM typically predicts triaxial clusters with cuspy cores (Tyson, Kochanski, & Dell’antonio 1998; although see Miralda-Escudé 2000 for a counter example).

Each piece of evidence taken individually is perhaps not convincing enough to claim that CDM has failed on galactic scales. For instance, until recently there was controversy among simulators regarding inner profiles (Kravtsov et al. 1998), but more careful simulations have converged on a consistent prediction (Klypin 2000). Observationally, inner galactic profiles are uncertain as a result of beam smearing effects in H I observations (Swaters et al. 2000; van den Bosch et al. 2000), though samples of high-resolution Hz observations continue to show shallower profiles than predicted by CDM (Dalcanton & Bernstein 2000). The number of observed Local Group dwarf galaxies may be reconciled with CDM via plausible scenarios for suppressed galaxy formation (e.g., Bullock, Kravtsov, & Weinberg 2000), compact high-velocity clouds could represent the “missing
satellites” that are seen in N-body simulations (Blitz et al. 1999), or else the dark halo masses of Local Group dwarfs may be systematically underestimated. Hydrodynamic simulations of disk galaxy formation are fraught with the usual concerns about the effects of feedback, artificial viscosity, and resolution, though it appears that the discrepancies above are due to the underlying dark matter distribution (Navarro & Steinmetz 2000).

It becomes more interesting to consider alternatives to conventional CDM when one recognizes that all of these discrepancies may be symptomatic of a single cause: dark matter halos in CDM simulations appear to be more centrally concentrated than observed. Recognizing this, various authors have recently forwarded a plethora of alternative dark matter theories that suppress the central concentration of dark matter in galaxy halos. Some such theories are that the dark matter is warm (Sommer-Larsen & Dolgov 2000; Colin, Avila-Reese, & Valenzuela 2000; Hennenstad & Scherrer 2000), repulsive (Goodman 2000), Ñuid (Peebles 2000; Avila-Reese, & Valenzuela 2000; Hannestad & Col•n, 2000), annihilating (Riotto & Tkachev 2000; Scherrer 2000), self-interacting (SIDM; Spergel & Steinhardt 2000; Cen 2000), or else the dark halo masses of Local Group dwarfs may be systematically underestimated. Hydrodynamic simulations of disk galaxy formation are fraught with the usual concerns about the effects of feedback, artificial viscosity, and resolution, though it appears that the discrepancies above are due to the underlying dark matter distribution (Navarro & Steinmetz 2000).

In a qualitative picture of the evolution of an SIDM halo is as follows: At early times there is no di†erence between SIDM and CDM since the densities and peculiar velocities are sufficiently low that collisions are rare; hence, SIDM makes identical predictions to CDM regarding cosmic microwave background fluctuations and the Lyz forest. As the halo forms and grows via gravitational instability, the central density increases. Eventually, collisions are so frequent that dark matter particles scatter out of the center as fast as they are accreted, and the density growth is halted, forming a core. Such a limit is not present in the CDM model, where the central density grows unchecked. The SIDM core then begins to extend while retaining constant central density. Heat transfer from the outer parts of the halo raises the temperature in the halo core. If the halo is truly isolated, then eventually the core thermalizes with the exterior resulting in an isothermal halo with a steep density profile. This initiates gravothermal collapse, where the direction of heat transfer is reversed and the exterior begins to cool the halo center. However, in a realistic cosmological setting, galaxies constantly accrete material, keeping the outer halo hot and heat flowing inward, thus delaying core collapse. The interplay between collisional heat transfer and accretion determines whether a halo will undergo core collapse in a Hubble time.

It is important to appreciate that the transport behavior does not change monotonically with $\sigma_{DM}$. For small cross sections, heat transfer increases with $\sigma_{DM}$ since the frequency of collisions increases; however, for large cross sections, the conductivity $k \propto \sigma_{DM}^{-1} \rightarrow 0$ and no heat transfer occurs. Thus, as we discuss in § 6, the fluid approximation is a poor description of SIDM in the moderate cross section regime proposed by Spergel & Steinhardt (2000). Furthermore, the behavior in the moderate cross section regime cannot be surmised by interpolating between the fluid and the noninteracting CDM regimes. A proper treatment of the SIDM proposal, which includes the interplay of accretion and heat transfer, its nonmonotonic dependence $\sigma_{DM}$, and the effects of merging, demands numerical simulations designed to explore the moderate cross section regime.

In this paper we investigate the statistical properties of halos in SIDM and CDM in cosmological N-body simulations. Our spatial and mass resolutions are sufficient to probe the inner regions ($\sim 1 h^{-1} \text{kpc}$) of small halos ($\gtrsim$ a few times $10^8 M_\odot$), while maintaining sufficient volume so as to have a significant sample of such halos. We use a Monte Carlo technique similar to Kochanek & White (2000) to model collisions. The primary difference between our simulations and prior investigations (discussed in more detail in § 6) is that we model a cosmologically significant random volume of the universe with self-interaction cross sections in the range favored by Spergel & Steinhardt (2000), enabling us to characterize the statistical properties of halos as we vary $\sigma_{DM}$.

Section 2 describes our initial conditions and simulation techniques using a Monte Carlo N-body approach. In § 3 we compare the structural properties of halos in CDM versus SIDM models with several cross sections. In particular, we examine their central densities, inner profile slopes $\alpha$, the mass dependence of $\alpha$, concentrations, phase space densities, and ellipticities, and where possible we compare to observations. In § 4 we use lower resolution simulations to test the effects of finite particle numbers in our Monte Carlo method. In § 5 we examine the subhalo population around the largest halo in our simulations. In § 6 we compare our findings to the simulations of other groups who have conducted numerical studies of self-interacting dark matter and examine results from a wider range of $\sigma_{DM}$. We summarize our results and discuss observational constraints in § 7. We find that SIDM with $\sigma_{DM} \approx 10^{-23}$ to $10^{-24} \text{cm}^2 \text{GeV}^{-1}$ produces galaxy halos that are in better agreement than collisionless CDM for a wide variety of observations.

2. SIMULATING SIDM

2.1. Code and Cosmology

We use a modified version of GADGET (Springel, Yoshida, & White 2000), a publicly available tree code with smoothed particle hydrodynamics (SPH) for distributed-memory parallel machines. Here we only employ the gravi- tational N-body portion. We evolve a $4 h^{-1} \text{Mpc}$ randomly chosen volume of a $\Lambda$CDM universe with $\Omega = 0.3$, $\Omega_{\Lambda} = 0.7$, $H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$, and $\sigma_8 = 0.8$, similar to the “concordance model” in agreement with a wide variety of observations (Bahcall et al. 1999). We generate initial condi-
tions using COSMICS (Ma & Bertschinger 1995) at $z = 49.7$, while our particle distribution is still in the linear regime, and evolve to $z = 0$. We employ $128^3$ dark matter particles in each run, resulting in a dark matter particle mass of $m_p = 3.6 \times 10^6 \ M_\odot$ and a spline kernel softening of $\epsilon = 1 \ h^{-1} \ \text{kpc}$ (i.e., force is Newtonian at $2\epsilon$). To test resolution effects, we also run a suite of simulations with $64^3$ particles and $\epsilon = 2 \ h^{-1} \ \text{kpc}$ . Their initial conditions have an initial density field identical to the $128^3$ runs, constructed by sampling at alternate grid points.

While our $4 \ h^{-1} \ \text{Mpc}$ box is small, well below the nonlinear scale at $z = 0$ (it goes nonlinear around $z \sim 3$), we are interested here in the behavior on scales of a few kiloparsecs, and it is unlikely that the missing large-scale power would have a significant effect on the inner portions of halos. It does imply, however, that galaxy clustering will not be accurately modeled in this volume, which may have some impact on halo shapes, as we will discuss in § 3.7. The merger history of halos, especially the largest ones in our volume, is significantly altered by the lack of large-scale power, and this could in principle have some effect on halo profiles. We further caution that the profile statistics presented here may have large cosmic variance, so our comparisons to observations should be regarded as preliminary. Nevertheless, our primary conclusions are based on a comparative study between collisionless and collisional dark matter for individual halos, so we expect these results to be robust to volume effects.

### 2.2. Modeling Self-Interactions

We have modified GADGET to include self-interactions using a Monte Carlo $N$-body technique to probabilistically incorporate collisions, along the same lines as Burkert (2000) and Kochanek & White (2000), closer to the latter as we use $\Delta v$ from individual particles colliding rather than setting $\Delta v$ to be the particle’s velocity (see the discussion in Kochanek & White 2000). Each pair of particles with positions and velocities $(r_1, v_1)$ and $(r_2, v_2)$, separated by $\Delta \mathbf{x} = |r_1 - r_2|/(2\epsilon)$ and $\Delta v = |v_1 - v_2|$, interacts with a probability given by

$$P = f_{\text{geom}}(\Delta \mathbf{x}) \frac{\Delta v \Delta t}{\lambda},$$

where $\Delta t$ is the time step,

$$\lambda = \frac{4\pi(2\epsilon)^3}{3m_p} \frac{1}{\sigma_{\text{DM}}},$$

and

$$f_{\text{geom}}(\Delta \mathbf{x}) = N \int_0^{\frac{1}{2}} W(\delta \mathbf{x})W(\delta \mathbf{x} + \delta \mathbf{x}')d(\delta \mathbf{x}') \int_0^1 W^2(\delta \mathbf{x}')d(\delta \mathbf{x}') - 1,$$

where $W$ is the cubic spline kernel used in GADGET. This geometrical factor weights the probability of interaction by the product of spline kernel-weighted density distributions of the two particles at their given separation. The normalization $N$ is set by requiring that

$$\int_0^1 f_{\text{geom}}(\Delta \mathbf{x})4\pi \delta^2(\Delta \mathbf{x}) = 1,$$

which ensures that when a particle has interacted with all its neighbors within $2\epsilon$, the resulting probability is equivalent to

$$P = \sigma_{\text{DM}} \rho \Delta v \Delta t,$$

where $\rho$ is the local dark matter density.

In our code, the scatterings are performed between individual particles at the time that the acceleration between those particles is being computed (i.e., during the “treewalk”). In order to ensure that all possible scatterings are considered, a tree cell is opened whenever it is within $2\epsilon$ of a particle, regardless of the opening criterion.

If two particles scatter, their velocities are randomly reoriented, keeping the magnitudes of their velocities fixed. In practice, a running sum is kept of the change in velocity due to the interactions that a given particle undergoes on every processor, and at the end of the step the velocity change for each particle is summed over all processors and added to that particle’s velocity. In this way, energy and momentum are explicitly conserved, even if the scattered particles are on different processors or a particle undergoes more than one scatter in a single time step (which is very rare for the cross sections considered here).

We consider $\sigma_{\text{DM}} = 0$ (collisionless), $10^{-24}$, and $10^{-23} \ \text{cm}^2 \ \text{GeV}^{-1}$. We also examined $\sigma_{\text{DM}} = 10^{-25} \ \text{cm}^2 \ \text{GeV}^{-1}$ and $\sigma_{\text{DM}} = 10^{-22} \ \text{cm}^2 \ \text{GeV}^{-1}$ in a $64^3$ simulation, which we will examine in § 6. The total number of collisions per particle in our simulations is $1.01$ for $\sigma_{\text{DM}} = 10^{-24} \ \text{cm}^2 \ \text{GeV}^{-1}$ and $6.05$ for $\sigma_{\text{DM}} = 10^{-22} \ \text{cm}^2 \ \text{GeV}^{-1}$, with slightly lower numbers (0.9 and 5.3) for the $64^3$ runs. Note that a factor of 10 increase in $\sigma_{\text{DM}}$ translates only to a factor of 6 increase in the number of collisions, since the lowered central densities (§ 3.2) partially compensate for the increase in $\sigma_{\text{DM}}$. All runs were performed on Fluffy, a 32 processor Beowulf-class machine at Princeton, with each $128^3$ run taking approximately 1 week.
2.3. The Simulated Halo Sample

We identify dark matter halos using SKID⁶ (Spline Kernel Interpolative DENMAX; see Katz, Weinberg, & Hernquist 1996), with a linking length of 2\(v\). We only consider halos containing 64 or more particles, to ensure a roughly complete sample of such halos in our simulations (Weinberg et al. 1999). Table 1 lists the number of halos identified in these simulations.

A specific resolution issue arises from the finite number of particles used to model collisions in the SIDM simulations probabilistically: the number of particles in a given halo must be high enough to Monte Carlo–sample the distribution properly. As we will show in § 4, halos with \(\gtrsim 1000\) particles at \(z = 0\) seem to be accurately represented with this technique for the simulations considered here. This is quite restrictive but still permits a significant sample of halos (roughly 30 in each 128³ run) with which to compute statistics. We also use the full sample of halos to examine certain aspects, but we will be cautious about interpretations made from halos below this “Monte Carlo resolution limit.”

3. Halo Structure

3.1. Halo Profiles

We determine halo profiles \(\rho(r)\) by spherical averages over radii \(r = \varepsilon - 30\varepsilon\), in 20 equal intervals of \(\log r\). A sample of 16 halo profiles from our 128³ simulations is shown in Figure 1. Each panel shows a halo profile for \(\sigma_{\text{SIDM}} = 0\) (solid lines), \(10^{-24}\) (short-dashed lines), and \(10^{-23}\) cm² GeV⁻¹ (long-dashed lines). Dotted line segments emanating from the innermost radius point of the \(\sigma_{\text{SIDM}} = 0\) curve indicate slopes \(x = -0.5, -1, \text{ and } -1.5\) for comparison. The same corresponding halos are chosen from each simulation, allowing a case-by-case comparison of the effect of SIDM. The outer halo profiles \(r \gtrsim 10\ h^{-1}\) kpc are virtually identical for each halo, showing that the effects of self-interactions are limited to the inner few kiloparsecs of halos and confirming that the same halos are being compared in the dif-

---

⁶ http://www-hpcc.astro.washington.edu/tools/SKID.

---

![Sample of 16 selected halo profiles for collisionless (solid lines), \(10^{-24}\) cm² GeV⁻¹ (dashed lines), and \(10^{-23}\) cm² GeV⁻¹ (dot-dashed lines). Corresponding halos from each simulation are presented, allowing a direct comparison of the effect of SIDM on a halo-by-halo basis. The total halo mass in \(M_0\) for the \(\sigma_{\text{SIDM}} = 0\) halo is shown in the lower right; the SIDM halo masses are typically within 20%. Arrow indicates 0.1\(r_{200}\) for CDM halos. The columns are ordered by mass, with the four highest mass halos shown in the leftmost column. Dotted lines from the innermost point show reference slopes of \(x = -0.5, -1.0, \text{ and } -1.5\).](image-url)
different simulations. The halos in the leftmost column are the four most massive ones in our simulations, while the halos in other columns are chosen randomly from a descending range of masses. The arrows indicate 10% of the virial radius $r_{200}$ for each halo, where $r_{200} = 0.0145(M_{\text{halo}}/M_{\odot})^{1/3} h^{-1}$ kpc (NFW97); note that in the self-interacting case, the halo core size scales roughly with $r_{200}$. Note that the rightmost column shows halos with roughly 300 particles each, below our Monte Carlo resolution requirement of $\gtrsim 1000$ particles (i.e., $\gtrsim 3.6 \times 10^9 M_{\odot}$), thus the effects of self-interactions are not necessarily accurately represented in these cases.

From Figure 1 it is immediately evident that SIDM produces halos that have enlarged central cores and shallower inner profiles. CDM halos are almost all cuspy ($\alpha \lesssim -1$ typically), while most $\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$ cores are close to flat. A value of $\sigma_{\text{DM}} = 10^{-24}$ cm$^2$ GeV$^{-1}$ leads to profiles that are intermediate between these two. In some cases, noncuspy CDM halos are seen, especially at lower masses. In these cases the halo may have undergone recent merging activity that temporarily lowers the central density, which is particularly effective in smaller mass halos. Additionally, recent mergers that have not relaxed make it difficult to identify unambiguously the halo center about which to compute profiles, typically making profiles appear shallower. We make no cut in regard to the merging history or “isolatedness” of halos, but we do note that the missing large-scale power in our simulations will tend to generate fewer mergers and make the largest objects in our simulations appear more isolated.

At high masses, the effect of SIDM is very prominent. The upper leftmost halo is Milky Way sized ($6 \times 10^{11} M_{\odot}$) and shows a large core of $\sim 15 h^{-1}$ kpc for $\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$ ($\sim 8 h^{-1}$ kpc for $\sigma_{\text{DM}} = 10^{-24}$ cm$^2$ GeV$^{-1}$). The core size and difference in inner slope become less prominent to lower masses, though this could be due to the increasing effects of unrelaxed halos, as well as the Monte Carlo resolution issues discussed earlier. We examine these issues quantitatively in §3.4.

No evidence is seen for SIDM halo profiles that are isothermal, as would be expected if the cross section was so large that core collapse would occur on timescales significantly shorter than a Hubble time. This supports the analytic estimates of Spergel & Steinhardt (2000) that core collapse on a Hubble time would not occur until $\sigma_{\text{DM}} \gtrsim 10^{-22}$ cm$^2$ GeV$^{-1}$.

Overall, there is a clear trend on a case-by-case basis that SIDM results in a reduced central density and shallower inner slope of the dark matter halo, with increasing $\sigma_{\text{DM}}$ having a greater such effect.

3.2. Central Densities

Figure 2 shows the central density of dark matter halos $\rho_c$, taken to be the density at our innermost resolved radius $r_c$, as a function of halo mass $M_{\text{halo}}$. Here we only consider halos with more than 1000 particles, where our Monte Carlo technique has sufficient numbers to represent the collisional behavior (as we will discuss in §4). The central halo density of galaxies is observed to be $\sim 0.02 M_{\odot} \text{ pc}^{-3}$ (Firmani et al. 2000b) and is consistent with being independent of halo mass. The observed range of halo densities is shown as the hatched region, with a majority of their data falling toward the lower end of that region. The arrow in the upper left indicates the increase in $\rho_c$ projecting the profile from 1 $h^{-1}$ kpc into 500 pc, typical of observations of dwarf and low surface brightness galaxy central densities, using the slope shown.

SIDM $\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$ halos are in good agreement with these observations, while $\sigma_{\text{DM}} = 10^{-24}$ cm$^2$ GeV$^{-1}$ produces inner densities that are a few times higher but still marginally consistent with observations. In addition, $\rho_c$ in SIDM models shows little trend with halo mass, in agreement with observations, because the core density is set by collisional physics.

Conversely, the more massive halos in CDM have central densities that are too high by at least an order of magnitude already at 1 $h^{-1}$ kpc, and because of their cuspy profile, the disagreement would be much worse at smaller radii, as indi-

![Fig. 2.—$\rho_c$ vs. $M_{\text{halo}}$ for CDM (left panel) and SIDM (right panel). For SIDM, crosses show $\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$, while open squares show $\sigma_{\text{DM}} = 10^{-24}$ cm$^2$ GeV$^{-1}$. Only halos with 1000 or more particles are shown. The hatched region indicates the range of observed $\rho_c$ compiled by Firmani et al. (2000a). Arrow in upper left indicates how much each value of $\rho_c$ would increase if measured at 500 pc (instead of 1 $h^{-1}$ kpc), typical of observations, assuming a profile with the slope shown.](image-url)
...cated by the arrow in the upper left. Moreover, CDM halos have central densities that increase with mass at a fixed radius, in conflict with observations. Note that this “trend” arises because we are considering the density at a fixed radius, as is more typically the case in observations. At a fixed fraction of the virial radius, the densities show no significant trend with mass; as seen in Figure 1, the densities at 0.1r_{200} are quite similar across all CDM halos.

SIDM halos appear to agree better with observations. Table 1 lists the median central density of halos with more than 1000 particles in our various models. This shows that our simulations reproduce the observed central halo densities for \( \sigma_{DM} \approx 10^{-23} \text{cm}^2 \text{GeV}^{-1} \).

3.3. Inner Profile Slopes

We estimate the inner halo profile slope \( \alpha \) as the slope between the innermost resolved radii, \( r = 1-1.5 \text{h}^{-1} \text{kpc} \). In particular, this means we are not actually estimating the asymptotic inner slope of the density profile but rather the slope at a particular radius, \( r \approx 1 \text{h}^{-1} \text{kpc} \). Figure 3 shows a histogram of this slope for the collisionless (solid line), \( 10^{-24} \text{cm}^2 \text{GeV}^{-1} \) (dashed line), and \( 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) (dotted-dashed line) cases, for all halos that have more than 1000 particles. The number of such halos in each simulation is indicated in the legend. The qualitative impression from Figure 1 that SIDM produces shallower inner profiles is quantified in Figure 3. The median values of \( \alpha \) are indicated by the arrows from the upper x-axis and are listed in Table 1. CDM produces halos that have cuspy cores, with \( \alpha_{med} \approx -1.5 \). A total of 25 out of the 28 CDM halos have \( \alpha < -1 \), indicating that cuspy cores are a common feature of CDM models. Conversely, the inner slopes in SIDM models are significantly shallower. For \( \sigma_{DM} = 10^{-24} \text{cm}^2 \text{GeV}^{-1} \), \( \alpha_{med} \approx -0.9 \), while for \( \sigma_{DM} = 10^{-23} \text{cm}^2 \text{GeV}^{-1} \), \( \alpha_{med} \approx -0.4 \), with no halos having \( \alpha < -1 \).

Our CDM profiles are, at face value, in better agreement with the analytic profile of Moore et al. (1999b), with an asymptotic slope of \( \alpha = -1.5 \), rather than an NFW97 profile having \( \alpha(r \rightarrow 0) = -1 \). However, profile fitting is a tricky business (as discussed in Klypin 2000). By reducing the scale radius in the NFW97 profile (i.e., increasing the concentration), one can push the transition to a slope of \( \alpha = -1 \) to a radius smaller than 1 \text{h}^{-1} \text{kpc} where we cannot resolve the profiles (the “cuspy-core degeneracy”; see van den Bosch & Swaters 2000). Thus, we suspect that our CDM profiles can also be adequately fitted by an NFW97 profile having a large concentration parameter. As such, we do not argue for or against either profile form. Our simulations can only predict the slope at \( r \approx 1 \text{h}^{-1} \text{kpc} \), and that is what should be compared to observations. SIDM with \( \sigma_{DM} = 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) has a median \( \alpha \) close to the value preliminarily suggested by Hz observations of low surface brightness galaxies (Dalcanton & Bernstein 2000), though a definitive value awaits a more thorough analysis of observational biases. Note that these observations typically measure the slope at \( \sim 500 \text{kpc} \) and thus may be more consistent with \( \sigma_{DM} = 10^{-24} \text{cm}^2 \text{GeV}^{-1} \) if the simulated profile continues to become shallower at \( r < 1 \text{h}^{-1} \text{kpc} \).

The scatter in \( \alpha \) is mostly real. There is some scatter due to discreteness effects in measuring the inner slope as we do. While we could obtain an inner slope from fitting a general halo shape (Hernquist 1990; Klypin 2000), with five free parameters the inner slope would be poorly constrained by 20 correlated data points, thus we choose our simpler definition. Further scatter arises from recently merged halos that temporarily have shallower profiles until relaxed. However, neither of these effects is very significant for the high-mass halos plotted in Figure 3. Still, we choose to quote the median \( \alpha \) rather than the mean, in order to quantify “typical” halos in these models and reduce sensitivity to outliers, although the mean is similar. We note that a significant scatter in inner slopes is also seen in the observations (e.g., de Blok, McGaugh, & van der Hulst 1996; Dalcanton & Bernstein 2000).

SIDM appears to be in better agreement with observations of the inner slopes of dark halo profiles than CDM. At face value, \( \sigma_{DM} = 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) is preferred, but given uncertainties in observations and simulation techniques, \( \sigma_{DM} = 10^{-24} \text{cm}^2 \text{GeV}^{-1} \) is probably also consistent. A similar value of \( \sigma_{DM} \) also reproduces the observed central density of galaxies. Such a coincidence is not expected a priori and may represent a significant success of the SIDM scenario.

3.4. Mass Dependence of Inner Slope

Figure 4 shows a plot of inner halo slope \( \alpha \) versus halo mass \( M_{halo} \) for all halos in our CDM (left panel) and SIDM (right panel; \( \sigma_{DM} = 10^{-23} \text{cm}^2 \text{GeV}^{-1} \)) simulations. The curve shows the running median value of \( \alpha \) in bins of \( \Delta \log M = 0.5 \).

The CDM case shows almost no trend with mass, with the median slope always around \(-1.2 \) to \(-1.5 \). The largest halo does have a slightly shallower slope, consistent with the trend seen in very high resolution CDM simulations of individual halos (Jing & Suto 2000). The scatter increases to low mass as a result of discreteness and merging effects described in §3.3.

The SIDM case shows dramatically different behavior, suggesting at face value that smaller halos have steeper inner profiles. However, caution must be used in interpreting this result. First, smaller halos have smaller cores,
meaning that a slope measured at a fixed radius (not scaled to the halo core size) will result in a steeper slope. For CDM this effect is less significant, since the slope remains similar from the outer to the inner halo. Second, the small number of particles in the low-mass halos makes the Monte Carlo technique less effective in modeling collisions, thereby making SIDM appear more like CDM; we investigate this issue further in §4. Thus, we make no claim regarding a trend of $\alpha$ with $M_{\text{halo}}$.

3.5. Mass Concentration Parameter

As seen in Figure 1, SIDM appears to have the desired effect of reducing the concentration of dark matter halos. In this section we quantify this effect using a concentration parameter, which we define differently than previous authors in order to facilitate a more direct comparison with observations.

The canonical definition of a concentration parameter is given by NFW97 as the ratio between the virial radius $r_{200}$ (taken to be the radius at which the halo density is 200 times the cosmic mean) and the scale radius of the halo $r_s$ in the NFW97 profile. This concentration parameter, however, is difficult to compute unambiguously in the case of non-isolated halos and difficult to compare directly to observations that seldom extend out to $r_{200}$. Furthermore, $r_s$ is only defined within the context of the specific NFW97 model, and profile fits are typically degenerate between $r_s$ and concentration (Klypin 2000). Colín et al. (2000) circumvent some of these issues by defining the concentration as the ratio of the minimum of $r_{200}$ and the halo radius to the radius that encloses 20% of the halo mass. However, this inner radius is dependent on knowing the total halo mass, something that is difficult to determine observationally.

Instead, we choose to define a mass concentration parameter $c_M$, based on enclosed mass rather than radii, and restrict the scales in our definition to those where observations are available, typically $r \lesssim 20$ $h^{-1}$ kpc. We define

$$c_M = 27 \frac{M(< r_{\text{in}})}{M(< r_{\text{out}})},$$

with

$$r_{\text{in}} = \frac{1}{3} r_{\text{out}} = 8.5 \text{ kpc} \ \frac{v_{\text{circ}}}{220 \text{ km s}^{-1}},$$

where $v_{\text{circ}}$ is the circular velocity of the halo. The choice of $r_{\text{in}}$ is arbitrary; here we base it on the Milky Way, as it is convenient and results in observationally accessible scales. The scaling with $v_{\text{circ}}$ is that expected for self-similar halos following the Tully-Fisher relation. The normalization factor of 27 results in a uniform density distribution having a mass concentration of unity. A flat rotation curve between $r_{\text{in}}$ and $r_{\text{out}}$ implies $M(r) \propto r$, resulting in $c_M = 9$. In our simulations, we take $v_{\text{circ}}$ to be the maximum circular velocity of the halo as output by SKID.

Figure 5 shows a histogram of $c_M$ for all halos with more than 1000 particles. As expected, there is a clear trend for CDM to have more concentrated halos than SIDM, with the amount of concentration decreasing with increasing $\sigma_{\text{DM}}$. Note that the difference between SIDM with $10^{-24}$ and $10^{-23}$ cm$^2$ GeV$^{-1}$ is exaggerated relative to the difference between the inner slopes of those models (see Fig. 3). This is because the concentration is increased in $10^{-24}$ cm$^2$ GeV$^{-1}$ relative to $10^{-23}$ cm$^2$ GeV$^{-1}$, both as a result of the increased inner slope as well as the reduced core radius. We also examined the mass dependence of $c_M$ and found no obvious trend, but our range of masses is small.

For comparative purposes, our mass concentration parameter $c_M$ may be analytically related to the NFW97 concentration parameter $c_{\text{NFW}}$. From NFW97,

$$\frac{v_{\text{circ}}^2(x)}{v_{\text{circ}}^2(200)} = \frac{1}{x} \frac{\ln(1 + c_{\text{NFW}} x) - c_{\text{NFW}} x}{\ln(1 + c_{\text{NFW}}) - c_{\text{NFW}}/(1 + c_{\text{NFW}})},$$

where $v_{\text{circ}}$ is the circular velocity of the halo. The choice of $r_{\text{in}}$ is arbitrary; here we base it on the Milky Way, as it is convenient and results in observationally accessible scales. The scaling with $v_{\text{circ}}$ is that expected for self-similar halos following the Tully-Fisher relation. The normalization factor of 27 results in a uniform density distribution having a mass concentration of unity. A flat rotation curve between $r_{\text{in}}$ and $r_{\text{out}}$ implies $M(r) \propto r$, resulting in $c_M = 9$. In our simulations, we take $v_{\text{circ}}$ to be the maximum circular velocity of the halo as output by SKID.

Figure 5 shows a histogram of $c_M$ for all halos with more than 1000 particles. As expected, there is a clear trend for CDM to have more concentrated halos than SIDM, with the amount of concentration decreasing with increasing $\sigma_{\text{DM}}$. Note that the difference between SIDM with $10^{-24}$ and $10^{-23}$ cm$^2$ GeV$^{-1}$ is exaggerated relative to the difference between the inner slopes of those models (see Fig. 3). This is because the concentration is increased in $10^{-24}$ cm$^2$ GeV$^{-1}$ relative to $10^{-23}$ cm$^2$ GeV$^{-1}$, both as a result of the increased inner slope as well as the reduced core radius. We also examined the mass dependence of $c_M$ and found no obvious trend, but our range of masses is small.

For comparative purposes, our mass concentration parameter $c_M$ may be analytically related to the NFW97 concentration parameter $c_{\text{NFW}}$. From NFW97,
where \( r = r_{200} \), \( v_c(x) \) is the circular velocity at \( x \), and \( v_{200} \) is the circular velocity at \( r_{200} \). Our \( v_{\text{circ}} \) is taken to be the maximum halo circular velocity, which may obtained by maximizing equation (8); this occurs at \( x_{\text{max}} \approx 2/\epsilon_{\text{NFW}} \) (though we compute it exactly for the results shown below).

Let \( v_{\text{circ}} = v_c(x_{\text{max}})/v_{200} \). In appropriate units, \( v_{200} = r_{200} \) (see NFW97, their eq. [A2]). Thus,

\[
x_{\text{in}} \equiv \frac{r_{\text{in}}}{r_{200}} = \frac{8.5}{200} \frac{v_{\text{circ}}}{v_{200}},
\]

implying that \( x_{\text{in}} \) and \( x_{\text{out}} = 3x_{\text{in}} \) are solely functions of \( \epsilon_{\text{NFW}} \) (note that this arises because we defined \( r_{\text{in}} \propto v_{\text{circ}} \)). Using \( M(<r) \propto r v_c^2(r) \),

\[
c_M = 9 \frac{r^5_{\text{in}}}{v_c^2(x_{\text{out}})^2},
\]

which is purely a function of \( \epsilon_{\text{NFW}} \). The resulting relationship is shown in Figure 6.

Figure 6 shows that \( c_M \approx 8 \), typical of halos in our CDM model, corresponds to \( \epsilon_{\text{NFW}} \approx 23 \). This value is in agreement with expectations for dwarf galaxies in a \( \Lambda \)CDM model. Conversely, \( c_M \approx 5.6 \), which is the median value for SIDM with \( 10^{-24} \) cm\(^2\) GeV\(^{-1}\), corresponds to \( \epsilon_{\text{NFW}} \approx 11 \). Note that the minimum value of \( c_M \) for an NFW97 halo is 3. Thus, SIDM with \( 10^{-23} \) cm\(^2\) GeV\(^{-1}\), with \( c_{M,\text{med}} \approx 2.6 \), produces halos that typically cannot be described properly by \( \epsilon_{\text{NFW}} \). This is because these halos have \( x > -1 \) typically, so NFW97 profiles with \( x(r \to 0) = -1 \) are a poor fit.

The largest halo in our simulations has a mass comparable to that of the Milky Way, \( \approx 6 \times 10^{11} M_\odot \). The concentrations of this halo are 6.7, 4.4, and 2.3 in CDM, \( \sigma_{\text{DM}} = 10^{-24} \), and \( 10^{-23} \) cm\(^2\) GeV\(^{-1}\), respectively. The value of \( c_M \) of the Milky Way halo is somewhat uncertain because of the uncertainty in the rotation curve outside the solar circle \( (R_\odot) \) and the effect of baryonic mass within \( 1 R_\odot \), but we make a rough estimate here. If the rotation curve is flat, \( c_M = 9 \) as stated before. There are suggestions that the rotation curve rises somewhat beyond the solar circle (though this is uncertain; see Olling & Merrifield 2000), in which case \( c_M \) is reduced; let us take \( c_M = 8 \) as a working estimate. The rotation curve measures the total mass, so we must correct for the baryons to compare with our simulated \( c_M \). If we take the fraction of baryonic mass to be 50% inside \( 1 R_\odot \) and 20% inside \( 3 R_\odot \), then \( c_M \) reduces to 5. In addition, baryons adiabatically compress the dark matter as they dissipate, so we must correct the Milky Way \( c_M \) further downward to compare to our dissipationless halos. From the analysis of Avila-Reese, Firmani, & Hernandez (1998), this reduction factor is \( \sim 1.5-2 \), resulting in the Milky Way halo having \( c_M \approx 3 \). Thus, after reasonable corrections, the Milky Way mass concentration appears to be in better agreement with SIDM than CDM. The rapid rotation of bars also suggests a lower concentration for the Milky Way–sized galaxies than that predicted by CDM (Debattista & Sellwood 1998).

A more direct comparison with simulations may be obtained from rotation curves of dark matter–dominated, low surface brightness galaxies, where baryonic corrections are smaller. We expect that this mass concentration measure \( c_M \) will be relatively straightforward to compute from such rotation curves (e.g., Dalcanton & Bernstein 2000), so we look forward to comparisons. The mass concentration \( c_M \) has the advantage that it is independent of halo fitting parameters, as the enclosed mass can be obtained directly from the observed circular velocity with modest assumptions. In this sense, it is a more robust comparison than the inner slope and the NFW97 concentration parameter, which are degenerate and sensitive to scales outside those typically observed (van den Bosch & Swaters 2000), and the central density, which depends on an uncertain contribution from baryons.

3.6. Phase Space Densities

A recently popularized measure of the concentration of dark matter halos is the central phase space density. Dalcanton & Hogan (2000) find that observed phase space densities \( Q \equiv \rho/\sigma^3 \) scale as \( Q \propto \sigma^{-3} \) to \( \sigma^{-4} \), where \( \sigma \) is the...
velocity dispersion, from dwarf spheroidals up to clusters of galaxies. Observations compiled by Sellwood (2000) suggest a similar relation, albeit with a large scatter, and he uses them to argue against any simple form of collisionless dark matter (though see Madsen 2000).

Figure 7 shows the phase space density $Q$ of dark matter within $r_m$ as a function of $\sigma$, for halos with $\sigma > 30$ km s$^{-1}$. We calculate $\sigma$ as the velocity dispersion around the group center of mass velocity, within $r_m$ (see eq. [7]). Open circles show CDM halos, while crosses indicate SIDM ($\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$) halos. The dashed and dotted lines show $Q \propto \sigma^{-3}$ and $Q \propto \sigma^{-4}$, respectively, which bracket the observations, reproduced from Dalcanton & Hogan (2000).

SIDM generally shows lower phase space densities than CDM. SIDM is in somewhat better agreement with observations, falling in the middle of the observed range. Measuring $Q$ in galaxies is a difficult task because the stellar velocity dispersion is not necessarily that of the dark matter. Furthermore, in rotationally supported galaxies the isotropic nature of the collisions is a generic feature of SIDM with the isotropic nature of the collisions (Spergel & Steinhardt 2000). This is a generic feature of SIDM with the sign of each of the two collisions in the inner portions of halos. Still, even at 30 km s$^{-1}$, the calculation $M_{ij}$ must be iterated until convergence, which we take to be better than 0.01 in $q$ and $s$. This scheme weights particles equally regardless of distance from center, unlike a moment-of-inertia tensor that weights the outskirts heavily, and thus better represents the ellipticity of the density distribution, as shown in Dubinski & Carlberg (1991).

Figure 8 shows axis ratios as a function of radius in our two most massive halos, having masses $\approx 6 \times 10^{11} M_\odot$ (left panel) and $\approx 7 \times 10^{10} M_\odot$ (right panel). The solid line is the CDM halo, dashed line is SIDM with $\sigma_{\text{DM}} = 10^{-22}$ cm$^2$ GeV$^{-1}$, and dot-dashed line is SIDM with $\sigma_{\text{DM}} = 10^{-23}$ cm$^2$ GeV$^{-1}$; $q$ is the upper of two curves for a given model.

CDM halos are fairly triaxial, while SIDM produces halos that are much closer to spherical. The effect is dependent on radius, as the outer regions of CDM and SIDM become more similar, since the effect of self-interactions is confined to the inner parts of halos. Still, even at 30 h$^{-1}$ kpc there are significant differences between SIDM and CDM. While not stated, this trend with radius is also evident from Figure 1 of Yoshida et al. (2000b).

Figure 9 shows histograms of axis ratios $q$ and $s$ at 2 h$^{-1}$ kpc (top panels) and 10 h$^{-1}$ kpc (bottom panels) for all halos with more than 1000 particles. The median value for each model is indicated by the corresponding tick mark on the top axis. The difference between CDM and SIDM is more pronounced at small radii, where CDM produces significantly triaxial halos while SIDM halos remain spherical. At large radii there is a much milder trend to more spherical halos with increasing $\sigma_{\text{DM}}$; $s$ also shows more differences than $q$.

Figure 9 shows that while CDM produces halos that are typically more spherical, there is still significant non-sphericity in many SIDM halos. In particular, there is a tail in the distributions of both CDM and SIDM to smaller axis ratios. This may be due to asymmetric infall that temporarily distorts the shape of the density in some halos, particularly smaller ones. This also may just be an artifact of a finite number of collisions in smaller halos. Note that the two largest halos shown in Figure 8 show greater differences at 10 h$^{-1}$ kpc than suggested by the statistics in Figure 9.

A comparison with observations of halo shapes is as yet inconclusive. In the inner portions of dark halos the shape...
of the potential is likely to be dominated by baryons, so a comparison to these simulations is not straightforward. Further out, perhaps the most direct observations of axisymmetry are those for galaxies with H I rings such as IC 2006, which suggests a very axisymmetric halo, \( q \approx 0.93 \pm 0.08 \) at \( \approx 13 \) kpc (Franx, van Gorkom, & de Zeeuw 1994). Other observations (see Sackett 1999) are more dependent on observational and theoretical uncertainties such as viewing angle and potential modeling but persistently suggest \( q \geq 0.8 \) at \( \approx 15-20 \) kpc. Both CDM and SIDM halos are consistent with these observations. Lensing maps of galaxies and clusters offer the best hope for mapping the mass potential in the inner halos, which should place strong constraints on SIDM.

Conversely, observations of \( s \) from polar ring galaxies (e.g., Sackett et al. 1994) and X-ray isophotes (e.g., Buote & Canizares 1998) suggest a substantial amount of flattening, \( s \approx 0.5 \pm 0.2 \) at \( \approx 15 \) kpc, in the density distribution. Such a flattening, if confirmed, may prove troublesome for SIDM. The baryonic component would provide a flattened contribution but is not expected to be significant at those radii. It is not immediately evident how these discrepancies may be resolved, but we note that the problem is almost as severe for CDM as for SIDM in our simulations. It is worth mentioning that our small simulation volume results in significantly reduced tidal distortion of large halos, so our simulations may not accurately represent the ellipticities of the outer portions of halos.

4. THE MONTE CARLO RESOLUTION LIMIT

Our spatial resolution and mass resolution are well understood. However, another resolution issue arises because of the Monte Carlo modeling of self-interactions. A Monte Carlo method must be sufficiently well sampled, resulting in a separate criterion for the number of particles in a halo to be well represented by our simulation technique. In this section we determine this criterion using our suite of lower resolution simulations with \( 64^3 \) particles described in § 2.

Since we are most concerned with the inner parts of halos, we focus on the inner slope as a function of mass as the best measure for examining this Monte Carlo resolution limit. Figure 10 shows a plot similar to the right panel of Figure 4, except for the \( 64^3 \) simulation of the \( \sigma_{DM} = 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) SIDM model. The top axis shows the number of particles in these halos. Here we compute \( s \) at \( 2 h^{-1} \) kpc since that is the spatial resolution of our \( 64^3 \) runs. The dashed line is the running median \( s \) from the \( 128^3 \) simulation, computed at \( 2 h^{-1} \) kpc.

Figure 10 shows that for halos with \( \geq 1000 \) particles in the \( 64^3 \) run, the median value of \( s \) is within 1 \( \sigma \) of that of the \( 128^3 \) run, though consistently lower. By 300 particles, the value of \( s \) is significantly lower in the \( 64^3 \) run. The reason it is lower is because with fewer particles, the Monte Carlo procedure results in too few interactions to make the profile depart significantly from the collisionless CDM case. Thus, to lower masses, SIDM looks increasingly like CDM when modeled using this technique.

Note that this limit is specific to our simulation parameters, redshift, and \( \sigma_{DM} \) and is not a general statement about the Monte Carlo N-body technique. The limit becomes higher as \( \sigma_{DM} \) is lowered, since collisions become less frequent, but even for \( \sigma_{DM} = 10^{-24} \text{cm}^2 \text{GeV}^{-1} \), 1000 or more particle halos also appear convergent. We therefore take our Monte Carlo resolution limit to be \( \geq 1000 \) particles.

We list the values of \( \sigma_{med} \) and \( c_{M,med} \) for the \( 64^3 \) runs in Table 1 for comparison with the \( 128^3 \) results, where the median values here are computed for all halos with more than 500 particles in these smaller runs (roughly 10 in each simulation). Note that \( \sigma_{med} \) is computed at \( 2 h^{-1} \) kpc instead of 1 \( h^{-1} \) kpc, partially explaining the steeper slopes even at the highest masses. In general, the trends indicated by the \( 128^3 \) runs are reproduced at this lower resolution, suggesting that discrete particle effects do not significantly affect our conclusions. We have also examined the \( 128^3 \) statistics presented previously using a limit of 300 particles instead of 1000, and our overall conclusions remain the same.
5. SUBHALO POPULATION

Self-interacting dark matter is predicted to lower significantly the population of subhalos orbiting around large halos, thereby bringing simulation predictions into better agreement with observations of the Local Group dwarf population. There are two reasons why SIDM has this effect: (1) the lowered central concentration and larger core radius make small halos more susceptible to tidal disruption and (2) dark matter is ram pressure stripped out of small galaxies as they move through the large central halo. In our 128³ simulations, we have one halo that is roughly Milky Way sized, having $M \approx 6.7 \times 10^{11} M_\odot$. In this section we examine the subhalo population around this large halo.

Figure 11 shows a projected plot of halos within 500 $h^{-1}$ kpc of the largest halo in our volume, indicated by the central cross. Circle sizes are scaled as $\log (M_{\text{halo}})$, with the smallest circles representing halos with $M \approx 5 \times 10^8 M_\odot$. The left panel shows CDM, while the right panel shows SIDM with $\sigma_{DM} = 10^{-23} \text{ cm}^2 \text{ GeV}^{-1}$. The positions of subhalos are different because of the accumulated differences of chaotic orbits within a highly nonlinear potential well. Thus, a halo-by-halo comparison for these small halos is not possible. A careful examination reveals that SIDM has fewer subhalos than the CDM distribution, especially the smallest ones.

Figure 12 quantifies this effect, showing the mass function of halos within 500 $h^{-1}$ kpc of our largest halo, for our three 128³ simulations. There is a clear trend that SIDM suppresses the subhalo population at the smallest masses. For $10^{8.5} < M < 10^{9} M_\odot$, CDM has 56 neighboring halos, $\sigma_{DM} = 10^{-24} \text{ cm}^2 \text{ GeV}^{-1}$ has 40, and $\sigma_{DM} = 10^{-23} \text{ cm}^2 \text{ GeV}^{-1}$ has 29.

While SIDM does reduce the population of smallest halos, the reduction is not nearly by the order of magnitude required to obtain agreement with Local Group dwarf galaxy counts (Moore et al. 1999a). However, the effect of subhalo suppression in these SIDM simulations should be...
regarded as a lower limit to the true strength of the effect. The reason is that almost all these subhalos are well below our Monte Carlo resolution limit (dotted line in Fig. 12); therefore, their concentrations are approaching those in CDM models. Thus, tidal disruption of these halos is not much stronger in SIDM than in CDM and is increasingly similar to lower masses. Furthermore, ram pressure stripping is reduced in effectiveness for the same reason that the Monte Carlo technique is less effective in these small halos. Hence, the numbers of small SIDM halos are not as significantly suppressed relative to CDM as they should be.

We conclude that the simulations considered here suggest a weak trend in reducing the number of subhalos with increasing $\sigma_{\text{DM}}$, but because of resolution effects we can make no robust quantitative estimates. What is required is to simulate a large halo with incredibly high resolution, having subhalos containing thousands of particles to model the effects of self-interactions properly. Such a simulation is unfortunately beyond the scope of our current computational resources. Alternatively, more sophisticated algorithms are necessary to model self-interactions in small halos moving through large ones, which is an avenue we are currently pursuing.

6. COMPARISON WITH PREVIOUS WORK

A number of authors have investigated SIDM using $N$-body simulations. The literature divides into two subsets:
those that model interactions in the fluid approximation, effectively employing a large cross section, and those that model self-interactions in the optically thin regime as suggested by Spergel & Steinhardt (2000). In both cases, there is disagreement over whether SIDM makes halos less or more concentrated than CDM.

Moore et al. (2000) and Yoshida et al. (2000a) simulate a galaxy cluster within a cosmological context, using a tree code with SPH to model interactions in the fluid approximation. Both studies resulted in halos that had isothermal profiles and were more centrally concentrated than CDM halos. This may be because the larger effective cross section increases heat transfer efficiency, though as mentioned in §1, for a sufficiently large cross section one expects heat transfer to be diminished. Yoshida et al. (2000a) suggested that intermediate cross sections would likely yield results that were intermediate between steep CDM profiles and steeper isothermal profiles and thereby argued against SIDM. However, this is contradicted by Yoshida et al. (2000b), as well as by the results presented here, confirming that the intermediate case results in halos that have long-lived shallow profiles.

In contrast, G. Bryan (2000, private communication) uses an adaptive mesh hydrodynamics code to model self-interactions in a cosmological volume and finds that even in the fluid limit SIDM produces sizeable, long-lived cores. U.-L. Pen (2000, private communication) finds the same using a moving mesh code, which may be a clue that the issue is mesh versus particles, not Eulerian versus Lagrangian. However, it is not clear why different hydrodynamic codes give different results when they should be operating in the same regime. Perhaps the effective cross section is larger in the adaptive mesh code as a result of algorithmic differences, reducing heat transfer. Another possibility is that a numerical effect in SPH in which cold clumps moving through hot halos have their drag significantly overestimated (Tittley, Couchman, & Pearce 1999) makes objects rapidly sink into a dense, isothermal core. It is beyond the scope of this paper to resolve these issues. We simply note that the highly optically thick limit is not the relevant scenario to test the cross section range proposed by Spergel & Steinhardt (2000).

Burkert (2000) and Kochanek & White (2000) simulated isolated halos with SIDM having a cross section closer to the range of Spergel & Steinhardt (2000). They begin with a fully formed cuspy galaxy halo and study the evolution after interactions are turned on. They both find that halos develop a shallow core for some length of time and then undergo core collapse. Burkert (2000) and Kochanek & White (2000) disagree on the timescales of core collapse; Burkert (2000) finds \( t_r \approx 16 t_{\text{dyn}} \), in agreement with estimates from two-body relaxation, while Kochanek & White (2000) finds a much shorter collapse timescale of \( t_r \approx 2 t_{\text{dyn}} \) for the same dark matter cross section. Kochanek & White (2000) explain this difference by arguing that the Burkert (2000) method underestimates collisions of slow-moving particles. We note that our method does not suffer from this concern, as it is more like Kochanek & White (2000).

We suggest some possible reasons why the results of Kochanek & White (2000) and (to a lesser extent) Burkert (2000) are at odds with ours. The first is that they begin with a cuspy Hernquist profile. This halo evolves rapidly initially (as seen in Fig. 3 of Kochanek & White 2000), resulting in an artificially large amount of heat transfer. Second, they simulate an isolated halo, ignoring the accretion of dynamically hot material during the formation process that would keep the outer halo hot and delay core collapse. We note that their dimensionless cross section \( \delta_{\text{DM}} = M_{\text{halo}}/r_s^2 \) converts to ours by a factor of \( \sim 2 \times 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) for \( M_{\text{halo}} \approx 2 \times 10^{10} M_\odot \) and \( r_s \approx 5 \text{h}^{-1} \text{kpc} \) (see Fig. 1). The Kochanek & White (2000) simulation with \( \delta_{\text{DM}} = 1 \) already produces halos that maintain cores over many dynamical times (see top panel of their Fig. 2). We suggest that a somewhat smaller \( \delta_{\text{DM}} \) might be consistent with observations as well as their limits on core collapse timescales, even without considering the effects of accretion and merging.

Kochanek & White (2000) also point out, as we have, that the Monte Carlo \( N \)-body technique requires a large number of particles for accurate modeling and show that \( 10^5 \) particles are sufficient. We note that while most of our halos do not have that many particles, our largest (Milky Way–sized) halo has roughly \( 2 \times 10^5 \) particles, and its properties are consistent with those of smaller halos.

Yoshida et al. (2000b) have now performed a cosmological cluster simulation with cross sections \( \delta_{\text{DM}} \approx 2 \times 10^{-25} \) to \( 2 \times 10^{-23} \text{cm}^2 \text{GeV}^{-1} \) using a Monte Carlo \( N \)-body method. They find shallower central slopes and less concentrated cores with SIDM. Our combined results span the range from dwarf galaxies to clusters and are in broad agreement with each other using simple scaling arguments detailed in their paper. As they point out, the cross sections that our simulations favor for consistency with dwarf galaxy properties may produce cluster cores that are too large when compared with observations; we will discuss this further in the next section.

In order to explore the high-\( \delta_{\text{DM}} \) limit, we ran \( 64^3 \) simulations of SIDM with \( \delta_{\text{DM}} = 10^{-25} \) to \( 10^{-22} \text{cm}^2 \text{GeV}^{-1} \). The most illustrative result is to compare the density profile of the largest halo in all our \( 64^3 \) simulations, as shown in Figure 13. As seen in Figure 1, there is a smooth trend of increasing core radius with \( \delta_{\text{DM}} \). SIDM with \( \delta_{\text{DM}} = 10^{-25} \text{cm}^2 \text{GeV}^{-1} \) is quite similar to CDM, though it may also have a core below our \( 2 \text{h}^{-1} \text{kpc} \) resolution limit. Increasing \( \delta_{\text{DM}} \) to \( 10^{-22} \text{cm}^2 \text{GeV}^{-1} \), we continue to see no evidence...

![Fig. 13.—Halo profile of the largest halo in our \( 64^3 \) simulations, for a range of \( \delta_{\text{DM}} \) values. Halos are progressively less concentrated and have larger cores with increasing \( \delta_{\text{DM}} \).](image-url)
for the development of an isothermal core due to accelerated heat transfer. The reason is because the collisions are so frequent in the outer portion of the halo that a dense core cannot develop. Instead, collisions randomize the dark matter velocities and prevent a smooth radial inflow required to generate a dense core. As dynamically hot material accretes onto the halo, heat keeps flowing inward and a large core is maintained. This illustrates why simulating SIDM beginning with an isolated cuspy Hernquist profile may not be appropriate for large σ_{DM}; one should at least begin with a halo profile that is self-consistently stable for a few dynamic times. While we are not likely to be approaching the fluid limit even at σ_{DM} = 2×10^{-22} \text{ cm}^2 \text{ GeV}^{-1}, the trend in our results is in better agreement with Bryan as opposed to Moore et al. (2000) and Yoshida et al. (2000a).

7. SUMMARY

We present a set of cosmological self-interacting dark matter simulations having cross sections in the range favored by Spergel & Steinhardt (2000). Our simulations include the growth of halos from linear fluctuations in a random volume of the universe, with sufficient volume and resolution to obtain a statistical sample of galactic halos resolved to 1 h^{-1} \text{kpc}. We compare the resulting halos on a case-by-case basis to those in a collisionless CDM simulation with previous studies, though since we cannot distinguish between Moore et al. (1999b) profile and an NFW97 profile. SIDM with σ_{DM} = 2×10^{-22} \text{ cm}^2 \text{ GeV}^{-1} is intermediate between these cases, with median α ≈ -0.9. SIDM is in better agreement with a preliminary analysis of Hz rotation curves of low surface brightness galaxies (Dalcanton & Bernstein 2000).

1. The inner slopes of SIDM with σ_{DM} = 2×10^{-23} \text{ cm}^2 \text{ GeV}^{-1} typical halos have α ≈ 0.4 at r ≈ 1 h^{-1} \text{kpc}, with some scatter in α. Our CDM halos have α ≈ -1.5, in agreement with previous studies, though since we cannot measure the asymptotic inner slope, we cannot distinguish between a Moore et al. (1999b) profile and an NFW97 profile. SIDM with σ_{DM} = 2×10^{-24} \text{ cm}^2 \text{ GeV}^{-1} is intermediate between these cases, with median α ≈ -0.9. SIDM is in better agreement with a preliminary analysis of Hz rotation curves of low surface brightness galaxies (Dalcanton & Bernstein 2000).

2. SIDM with σ_{DM} = 2×10^{-23} \text{ cm}^2 \text{ GeV}^{-1} produces central densities ρ_c ≈ 0.01 M_\odot \text{ pc}^{-3} at 1 h^{-1} \text{kpc} and shows no trend with halo mass. SIDM with σ_{DM} = 2×10^{-24} \text{ cm}^2 \text{ GeV}^{-1} has somewhat higher ρ_c, values but remains fairly independent of mass. Conversely, ρ_c in CDM halos is much larger than observed, typically ≥0.1 M_\odot \text{ pc}^{-3} at 1 h^{-1} \text{kpc}, and shows a strong trend with halo mass. With their steep profiles, CDM halos are in significantly worse agreement at smaller radii. SIDM is thus in better agreement with observations, as has also been argued by Firmani et al. (2000a).

3. Simulations with SIDM having σ_{DM} = 2×10^{-24} \text{ cm}^2 \text{ GeV}^{-1} are intermediate between CDM and SIDM with σ_{DM} = 2×10^{-23} \text{ cm}^2 \text{ GeV}^{-1}, indicating a smooth increase in the effect of SIDM with cross section, a result that extends (using lower resolution simulations) from σ_{DM} = 2×10^{-25} to 2×10^{-22} \text{ cm}^2 \text{ GeV}^{-1}. In particular, the generation of singular isothermal halos is not seen in any of the massive halos simulated, even for σ_{DM} = 2×10^{-22} \text{ cm}^2 \text{ GeV}^{-1}. This suggests that the dynamical process of halo growth in a cosmological setting helps keep outer regions of halos hot and prevents core collapse in a Hubble time.

4. We introduce a new mass concentration parameter c_M based on a more directly observable quantity, the enclosed mass within tens of kiloparsecs. This halo concentration is significantly lower in SIDM models as compared to CDM, providing an observationally accessible discriminant that is not dependent on fitting a particular profile form. A rough estimate of c_M for the Milky Way, with large corrections for baryonic effects, favors SIDM over CDM.

5. The central phase space density is lower in SIDM versus CDM mostly because of the reduction in ρ_c. The velocity dispersions in the inner regions are quite similar. Both SIDM and CDM are consistent with observations shown in Dalcanton & Hogan (2000), though SIDM is mildly favored.

6. SIDM produces halos that are more spherical, especially in their inner regions, as compared to CDM. In principle, this is one of the strongest tests of the SIDM paradigm, as near the center any value of σ_{DM} that has a nonnegligible effect on the dark matter distribution will increase the core sphericity, while CDM cores are almost always significantly triaxial. However, baryons are likely to dominate the shapes of the inner parts of halos, complicating a direct comparison, and in the outer parts the differences between SIDM and CDM are less pronounced.

The number of subhalos around our largest (Milky Way–sized) halo is somewhat reduced with increasing σ_{DM}, but because of discreteness effects in our Monte Carlo N-body technique, we cannot put robust quantitative estimates on the strength of this effect.

Based on these simulations, our currently favored value for σ_{DM} is somewhere between 10^{-23} and 10^{-25} \text{ cm}^2 \text{ GeV}^{-1}. While our statistics favor closer to the upper range, because of our limited resolution and discreteness effects in our Monte Carlo technique, we cannot firmly rule out the lower end of that range as being consistent with dwarf galaxy properties. SIDM produces better agreement with observations for both the observed central density and inner profile slope, which is nontrivial. In contrast, for instance, warm dark matter has difficulty simultaneously reproducing the observed central densities, inner slopes, and subhalo population (Colin et al. 2000).

As stated before, inner halo shapes may provide a strong discriminant between CDM and SIDM. On galactic scales, they are difficult to observe and are confused by baryonic contributions. Conversely, clusters provide a cleaner test because they have large cores that are not baryon dominated, and their mass distributions are directly observable via lensing. Miralda-Escudé (2000) uses the asphericity of cluster MS 2137−23 to argue (analytically) that σ_{DM} < 10^{-25.5} \text{ cm}^2 \text{ GeV}^{-1}, effectively ruling out SIDM as a solution to halo concentration problems. On the other hand, CL 0024+1654 is very spherical, much more so than CDM models generally predict (Tyson et al. 1998). Our simulations cannot directly address the shapes of clusters, as we have no cluster-sized objects in our volume. However, SIDM shows some range of halo shapes due to asymmetric infall and unrelaxed mass distributions, so it is unclear whether a single object can definitively rule out SIDM. Support for this statement is provided by Yoshida et al. (2000b), whose cluster has enough triaxiality to be consistent with MS 2137−23 even for σ_{DM} ≈ 2×10^{-24} \text{ cm}^2 \text{ GeV}^{-1} (their model S1Wb), contradicting Miralda-
produce a correct Tully-Fisher relation for $v_{\text{circ}} \approx 100$ km s$^{-1}$ halos. Thus, it is conceivable that the cross section preferred from halo structure constraints may also alleviate the Tully-Fisher discrepancies. Another example is provided by Ostriker (2000), who argues that dark matter interactions arising from $\sigma_{\text{DM}} \sim 10^{-24}$ cm$^2$ GeV$^{-1}$ would naturally generate central black holes with masses $M_{\text{BH}} \propto \sigma^{-4.5}$ (where $\sigma$ is the halo velocity dispersion), in agreement with observations (Ferrarese & Merritt 2000), as well as roughly the correct mass.

Observations of dark matter halos promise to improve significantly in the coming years, particularly constraints on halo core shapes from lensing and on inner profiles and concentrations of halos from Hz rotation curves. If the inner parts of dark matter halos are found to be generically triaxial, this would be the high place of sacrifice for self-interacting dark matter; conversely, spherical halos would provide strong support for this scenario. The main modeling work yet to be done is an improved examination of the subhalo populations in SIDM, as well as simulations of a larger range of mass scales. The $N$-body Monte Carlo approach has difficulty achieving a large dynamic range because of the stringent Monte Carlo resolution limit (i.e., discreteness effects in the probabilistic description of collisions); therefore, a different approach may be necessary.

The SIDM simulations presented here are a first attempt at examining the effect of self-interacting dark matter within the context of a realistic halo formation scenario. The results are encouraging that this simple variant of the cold dark matter paradigm will alleviate a wide range of difficulties faced by CDM on galactic scales. We look forward to further investigations and comparisons with observations.
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