Critical entanglement for the half-filled extended Hubbard model
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We study the ground state of the one-dimensional extended Hubbard model at half filling using the entanglement entropy calculated by density matrix renormalization-group techniques. We apply curve fitting and scaling methods to accurately identify a second-order critical point as well as a Berezinskii-Kosterlitz-Thouless critical point. Using open boundary conditions and medium-sized lattices with very small truncation errors, we are able to achieve similar accuracy to that of previous authors. We also report observations of finite-size and boundary effects that can be remedied with careful pinning.
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I. INTRODUCTION

The one-dimensional Hubbard model is the minimal model for the study of interacting fermions with spin [1] and has applications in a number of effectively one-dimensional materials including organic conductors, conjugated polymers, and carbon nanotubes [2–5] as well as quantum simulators including fermionic cold atoms [6–9] and now quantum dot arrays [10]. At least in the cold atom experiments, methods have been demonstrated for measuring the second Renyi entropy [11].

In addition to the second Renyi entropy, many other measures of entanglement have been conceived as means of characterizing the quantum-mechanical properties of interacting many-body systems. The most well established, the von-Neumann entanglement entropy, is the focus of this paper, but our analysis extends to the higher Renyi entropies. The von-Neumann entanglement entropy is defined as

\[ S_{VN}(x) = \text{Tr}_A [\rho_B \ln(\rho_B)] \]

where \( x \in (0, L) \) defines a spatial bipartition of the wave function into subsystem \( A \) and subsystem \( B \), and \( \rho_{AB} \) represents the density matrix for subsystem \( A(B) \). \( S_{VN}(x) \) quantifies the inability to write the wave function as a simple product over single-particle states in the spatial basis. At quantum criticality, the focus of this paper, \( S_{VN}(x) \) grows logarithmically for ground-state many-body wave functions. The importance of quantum-information to many-body physics is most apparent in the modern matrix product state formulation of the density matrix renormalization-group (DMRG) method [12,13]. As a variational method, DMRG includes a tensor network bond dimension (referred to here as \( M \)) that sets the amount of quantum information to keep during the ground-state optimization [14].

By adding to the Hubbard model a term for interactions between electrons on neighboring sites, the Hubbard model becomes the extended Hubbard model (EHM), which has been simulated using gated quantum dot arrays [10]. The nearest-neighbor interaction may also be simulated using cold dipolar atoms [15–20] and polar molecules [21–27] in one-dimensional optical lattices. The EHM is described by the Hamiltonian

\[ H_{EHM} = -t \sum_{i,s} (c_{i,s} \dagger c_{i+1,s} + c_{i+1,s} \dagger c_{i,s}) + U \sum_i n_i \uparrow n_i \downarrow + V \sum_i n_i n_{i+1}, \]

where in second-quantized notation, \( n_i = n_i \uparrow + n_i \downarrow \) represents the site occupancy, \( c_{i,s} \dagger \) (\( c_{i,s} \)) represents a creation
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FIG. 1. A schematic of the known phase diagram in the repulsive region of the one-dimensional (1D) extended Hubbard model at half filling. We focus on the two starred critical points: a BKT point at (4,1.88) and a Gaussian transition at (4,2.16). The blue, single dashed curve represents BKT transitions that span from the origin to the multicritical point (9.25,4.76). The red dash-dot-dot lines represent first-order transitions, and the black solid curve is a set of second-order transitions. The black solid and red dash-dot-dot curves meet at (5.89, 3.10). Values are from Ref. [2].
(annihilation) operator with spin $s$, and we set $t = 1$ throughout this paper. This model hosts highly nontrivial many-body physics, even in one dimension, and cannot be studied using analytical means at intermediate coupling.

The phase diagram for the half-filled, repulsive case shown in Fig. 1 has been studied and repeatedly updated over four decades of investigations and became hotly debated once compelling evidence for a thin bond order wave (BOW) region was demonstrated with exact diagonalization and later renormalization-group arguments [28–30] (for clarity the region is magnified here in Fig. 1). The BOW phase is characterized by a ground state with gapped excitations and alternating bonds between neighboring sites; it is separated from a spin density wave (SDW) region by a Berezinskii–Kosterlitz–Thouless (BKT) transition and from a charge density wave (CDW) region by a second-order transition curve that changes at a tricritical point into a first-order transition before terminating at a multicritical point [2,28,31–37]. In this study, we restrict ourselves to $U = 4$ in an effort to identify the second-order critical point, herein referred to as $V_{\text{Gauss}}$, and the BKT-critical point, $V_{\text{BKT}}$ (denoted by star symbols in Fig. 1).

The phase diagram has been studied with a wide range of methods and has motivated innovations such as parallel tempering for quantum Monte Carlo (QMC) [32]. The studies based on DMRG have gradually improved independently of the developments in QMC. Starting in 2002, an early study concluded that the BOW phase appears infinitesimally close to the line $U = 2V$. This work used the relatively high bond dimension ($M$) of 1200 and system sizes up to $L = 1024$ sites [38]. In another DMRG study in 2004, the BKT transition was predicted [33] to be at $V = 2.01$ as extrapolated from moderate (96 to 256) system sizes using peaks in the BOW structure factor, but with the relatively low $M$ of only 500. In 2007, large $L$ up to 1000 and large $M$ up to 3000 were used to locate this transition at $V_{\text{BKT}} \approx 1.877$ using standard order-parameter approaches scaled in $L$ [2] which agreed closely with the high-accuracy QMC result of $V_{\text{BKT}} = 1.89(1)$ [32]. More recently in 2015, with $M \leq 1024$ and $L \leq 180$ with open boundaries, a careful study used a finite-size corrected spin-gap at $U = 4$ to get $V_{\text{BKT}} = 2.08$ [39] which adds curiosity to this difficult-to-locate BKT critical point. Note that in general, scaling DMRG measurements in $L$ or $M$ can fail outside of certain critical parameter regimes [40] which likely accounts for the inconsistencies of prior works. We avoided these issues through very conservative DMRG convergence as well as checks on convergence by comparing results with different $M$ for fixed $L$.

A recent study [41] using a continuous unitary transformation (CUT) approach [42] agrees with the numerical values for the CDW/BOW transition and interprets that transition as the condensation of singlet excitons [41].

The phase transitions shown in Fig. 1 have previously been studied using transition measures based on quantum-mechanical many-body properties. Energy-level-crossing methods such as “fidelity susceptibility” and “excited state fidelity” can accurately identify phase transitions [43], and entanglement has been demonstrated as a central tool in the study of quantum phase transitions [44]. Peaks and discontinuities in various entanglement entropies are useful for models with no a priori order parameter. The half-chain von Neumann entanglement entropy (from now on, we refer to the von Neumann entanglement entropy as simply the “entropy”), two-site entropy, and one-site entropy were previously computed using DMRG to produce an extended Hubbard model ground-state phase diagram [45]. The different methods agreed with Refs. [2,32] with some small discrepancies. These discrepancies can, we conclude, be overcome in the EHM using universal results from conformal field theory, previously applied to identification of BKT transitions in the $J_1$-$J_2$ model from the ground-state entanglement with periodic boundary conditions (PBCs) [46]. In this paper we extend the method demonstrated in Ref. [46] to open boundary conditions (OBCs) for the EHM by taking a logarithmic derivative of the entropy for even and odd sites separately before averaging them to overcome the bond-alternation effects. Using the peak in the central charge, we feel we have successfully identified the BKT transition.

Recently, a direct curve fit of the CFT predictions was used to study small lattices, to demonstrate the feasibility of detecting the central charge and the Luttinger exponent directly from the second Renyi entropy in cold atom experiments [47]. In Refs. [48,49], CFT predictions were verified for a one-dimensional bosonic Hamiltonian that acts as a quantum simulator for the O(2) model in $1 + 1$ dimensions, using the midpoint of the chain as the optimal location to sample the open-boundary DMRG ground state because there the finite-size effects as well as boundary effects are minimized, a feature previously exploited in Ref. [50]. However, extracting useful information at the chain midpoint requires a large number of system sizes.

Likewise, it may be prohibitive to repeat an experiment with multiple system sizes, and one-dimensional lattice experiments will usually have a symmetric but inhomogeneous confining potential. Hence for any numerical or experimental 1D critical models with open boundaries, especially with symmetric but nonuniform potentials, the methods we develop below, which we call “scaling to the middle,” should be of value for extracting the most accurate measurements at the midpoint. In short, we refit the universal CFT formula for entropy at a 1D quantum critical point to open boundary entropy data for every possible domain centered on the chain midpoint before extrapolating the curve fit parameters to a domain of 0. This is effectively scaling the curve fitted values in the size of the system block. For the EHM, we combine this curve-fitting algorithm with a simple variance minimum feature previously exploited in Ref. [50]. However, extracting useful information at the chain midpoint requires a large number of system sizes.

In this study, we demonstrate our approaches to finding critical points with OBC ground states and apply them to the...
EHM at half filling with a cut along the phase diagram at $U = 4$. Along the way, we expand upon the method developed in Ref. [46] for identifying BKT critical points, but for open boundary wave functions, demonstrated by identifying $V_{\text{BKT}}$ for our model. We characterize the nature of finite-size and boundary effects that occur for this model at $V_{\text{Gauss}}$ and in the CDW phase. This includes observations of a degeneracy-induced charge soliton that increases the CFT central charge from 1 to 2 at $V_{\text{Gauss}}$, and simple on-site $U$ pinning to eliminate it for both OBC and PBC. We also observe a growth of entropy oscillations away from open boundaries at $V_{\text{Gauss}}$, contradicting the usual decay of oscillations as observed for Luttinger liquids, due to the same CDW soliton that increases $c$ from 1 to 2.

II. METHODS

The existence of a mapping between classical critical points in two dimensions and quantum critical points in one dimension implies that the results of conformal field theory also apply for one-dimensional quantum critical points [51–53].

Using this mapping and field theory techniques, it was shown that the entanglement entropy of quantum critical points takes a logarithmic form [54–56], and for open boundaries, the ground-state entanglement entropy was derived using CFT as [57]

$$S_{\alpha N} = S_0 + \frac{c}{6} \ln \left( \frac{2L}{\pi} \sin \frac{\pi x}{L} \right). \quad (3)$$

For periodic boundaries, the factor of 1/6 is replaced with a factor of 1/3, and the $2L$ to $L$. It was later shown numerically that the entropy takes the form [58]

$$S_{\alpha N} = S_0 + \frac{c}{6} \ln \left( \frac{2L}{\pi} \sin \frac{\pi x}{L} \right) + \frac{\alpha(-1)^x}{(\frac{2\pi}{L} \sin \frac{\pi x}{L})^K} \quad (4)$$

for systems with open boundaries [59]. The coefficient $\alpha$ is nonuniversal, and in subsequent Tables I and II we replace the overall coefficient on the oscillatory term with $A = \frac{\alpha}{(2\pi/\sqrt{3})^2}$. These details are important for interpreting numerical results, and there are further modifications for generalized Renyi entropies, although the overall form remains the same. Note that the third term predicts a decay of oscillations away from the boundary, with a universal exponent $K$ called the Luttinger exponent. The Luttinger exponent appears analytically in the weak-coupling bosonization treatment of Eq. (2) [30]. Even though the analytical bosonization treatment fails at intermediate couplings, the Luttinger liquid picture is expected to hold in all the critical phases we studied.

A. Scaling to the middle for improved measurements

Since the DMRG is best with open boundaries, but open boundaries induce various edge effects, it is desirable to take measurements at or near the midpoint of a lattice [48–50]. Many open-boundary effects may be improved by performing measurements at the midpoint for many $L$ and then scaling in $L$ [58].

Here we test a complementary approach that improves the accuracy for any single-system-size curve fit measurement performed on open boundary condition data [58,60,61] and explain it through an example.

We illustrate the method by computing central charge for a 64-site lattice in the critical SDW phase, at $U = 4$ and $V = 1$, which is expected to have similar entropy to the critical antiferromagnetic $XXZ$ model with open boundaries. We remind the reader that the entire SDW phase is characterized by the strong-$U$ Hubbard model, which in the infinite-$U$ limit becomes the Heisenberg model. The critical entanglement entropy of the antiferromagnetic $XXZ$ model with OBC was studied in Ref. [58], which is the source for Eq. (4). Indeed, $S(x)$ for the SDW in Fig. 2 exhibits an algebraic decay of entropy oscillations away from the boundaries superimposed on logarithmic growth of entropy away from the boundary, in full agreement with Eq. (4) [62].

Figure 2 shows the centered domain $D$, which is curve fitted by Eq. (4) to extract a value of $c(D)$. This is repeated for all $D$ before fitting the values of $c$ vs $D$ using an even function. By evaluating this $c(D)$ curve fit at $D = 0$, we can extract a “best value” for this lattice size as illustrated in Fig. 3. This method of measuring $c$ removes the ambiguity over which is the best domain for curve fitting Eq. (4) with open boundaries. Note that overfitting and strong edge effects are clearly visible in the plot of $c(D)$, and allow one to quickly select which values of $D$ are used in the curve fit.

Last, we comment that Fig. 4 demonstrates the utility of “scaling to the middle” in checking finite-size and curve-fit domain effects. It shows the unsuccessful results of locating $V_{\text{BKT}}$ using the variance minimum and scaling to the middle for entropy fit (4). This equation is lacking in higher-order corrections that are needed at $V_{\text{BKT}}$. We discuss this failure further in the next section.

B. Variance minimum for finding critical points

The conformal entropy formula (4) only fits at critical points. Therefore, a plot of any measure of the quality of the curve fit, as a function of coupling constants along a cut in
the phase diagram, will exhibit a clear minimum when such a critical point separates two gapped phases (for instance, along $U = 4$ from BOW to CDW). Here we used the “estimated variance,” or just “variance,” defined as

$$\text{variance} = \sum_{i=1}^{D} \frac{(y_i - \hat{y}_i)^2}{D-p},$$

where $D$ is the number of data points included in the curve fit (also the domain) and $p$ is the number of curve fit parameters; $y_i$ is a data point and $\hat{y}_i$ is the corresponding value predicted with the curve fit, and $y_i - \hat{y}_i$ is a residual [63]. From now on we refer to this as the variance of the curve fit.

This works very well for all of the system sizes we studied and provides an extremely sharp, reliable transition indicator, with a very low error even for small system sizes, as illustrated for 16 sites in Fig. 5. This plot was generated by fixing $D$ to the middle half of the data. Figure 6 shows the entropy at the five regions of interest in Fig. 5, that is, the SDW phase, the BOW phase, the CDW phase twice ($V \approx 2.5$ and $3$), and the two critical points including the apparent BKT point. All of the features in Fig. 6 are studied in greater detail later on.

We can combine the “scaling to the middle” technique with the “variance minimum” method, as shown in Fig. 7. Each of the data points in that figure is the $V_{\text{Gauss}}$ corresponding to the variance minimum for a particular $D$ (example variance in the inset). This collection of critical points is then curve fitted and extrapolated to an effective $D$ of 0. This final step requires care, since if $D$ is too small, overfitting disrupts the curve fit, and when $D$ is too large, edge effects disrupt the curve fit, so the curve fit is restricted to the smooth part of the data. This step requires visual inspection of the data. Contrast Fig. 7, demonstrating the successful extrapolation of $V_{\text{Gauss}}$ using scaling to the middle, with Fig. 4; in the former, a clear convergence in $D$ is visible, and this convergence is consistent for all system sizes (see Table I); in the latter, there is no
convergence in $D$ for larger systems, and the different sizes disagree with each other.

The method worked well when there was a transition from gapped to gapped phases separated by a gapless transition point. Yet the BKT phase transition point divides a gapless region from a gapped region, so that the variance is not expected to produce a clear minimum. Rather, we hoped for some kind of a step feature. Unexpectedly, we still found a minimum in our data (Fig. 5) that we pursued to its dead end.

The evidence that the combined variance minimum and scaling to the middle method is failing in this case comes in two forms: First, the value of interest changes drastically or scaling to the middle method is failing in this case comes in different system sizes. In this case, the variance vs $V$ in Fig. 3. Second, the behavior changes drastically between sections of data in Fig. 4 are just the lowest $V$ included in the data. In other words, variance increased monotonically from SDW through BOW before dipping at $V_{\text{Gauss}}$ for these large domains. From a theoretical perspective, the methods’ failure is obvious because curve fit (4) is lacking in corrections that appear at BKT points. Although we did pursue the additional logarithmic corrections (see future paper) for this project we found easier methods, described next.

C. Modified logarithmic derivative and central charge maximum for locating BKT transitions with open boundary conditions

In our search for a reliable and simple transition indicator at the BKT transition, we found an approach that is proven to work for ground states with periodic boundaries [46]. The method depends on the presence of a finite-size correction to central charge $c$ at BKT points. This makes this method ideal for use with DMRG since DMRG is ideal for finite $L$. Adapting the method to OBC, as we do here, will make it even more useful, as DMRG converges best with OBC. In this section, we provide theoretical motivation for the method before developing an OBC version of the methods of [46]. In the Results section we use these developments to study the EHM and successfully confirm the location of $V_{\text{BKT}}$.

The central charge in formula (6) has corrections at BKT transitions of the form $c = 1 + O g^3$ where $g$ is the coupling constant for a marginal operator [64]. This correction must be purely decreasing in the $L \to \infty$ limit (that is, along renormalization-group flows) by Zamolodchikov’s C theorem [65], which implies conversely that as $L$ decreases, $c$ grows at BKT points. With this, we can now use our favorite method of extracting $c$ to identify BKT transitions. The method developed here is the most convenient method available at the moment, since all that is needed is a set of OBC ground-state wave functions.

For periodic boundaries, Ref. [46] started from Eq. (3) (with 6 replaced by 3) and took a derivative with respect to the logarithm, evaluated at the bond on one side of the middle of the chain. The result is an equation for the central charge:

$$c(x) = 3 \frac{dS_{vn}(x)}{d\ln(\frac{\pi}{\pi x} \sin \frac{\pi x}{L})}, \quad (6)$$

which must be approximated for a discretized lattice by [46]

$$c(L/2) = 3 \frac{S_{vn}(L/2 - 1) - S_{vn}(L/2)}{\ln \cos \left(\frac{\pi}{L}\right)} \quad (7)$$

This simple form applies only when there is no oscillatory term, such that the numerical derivative can be evaluated on nearest-neighbor bonds.

Since open boundaries, and higher Renyi index, will both induce oscillations in the entanglement [58], we propose to use the modified version based on Eq. (4), in which the finite differences are evaluated on next-nearest-neighbor sites (or $n$th-order neighbors for longer, but still commensurate, wavelength oscillations) [31,66]. The result is

$$c(x) \equiv 6 \frac{S_{vn}(x + 1) - S_{vn}(x - 1)}{\ln \sin \left(\frac{\pi (x+1)}{L}\right) - \ln \sin \left(\frac{\pi (x-1)}{L}\right)} \quad (8)$$

Two complications arise in this approach: first, even-numbered bonds produce different values of $c(x)$ than odd bonds, and second, Eq. (8) can behave poorly near $x = L/2$ due to inexact canceling of a 0 in the numerator and denominator.

We resolve the first difficulty by curve fitting $c_{\text{even}}(x)$ and $c_{\text{odd}}(x)$ separately, and then averaging the curve fits to produce a single function of $x$. We resolve the second difficulty by inspecting the data by eye to find aberrant values of $c(x)$ at the chain midpoint that we exclude from the curve fit. In practice, we cut out from 1 to 3 data points for every entropy dataset. The resulting curve, evaluated at $L/2$, provides our best estimate of $c$ for a given system size $L$. This process is illustrated for entropy data in Fig. 8. This midpoint value of $c(x)$ agrees well with the curve-fit scaling to the middle, implying that the two methods are complementary.
increased entanglement, exceeding that at \( V \) -domain combination with the log-derivative approach, varying the critical point, as reported in Table III. The methods we developed here for OBC likely require further refinement (see future publication). Although we did not use scaling in domain size [i.e., refit \( c(x) \) for every possible domain of the data \( D \)] in combination with the log-derivative approach, varying the domain \( D \) did provide an estimate of the error in \( c \) and the critical point, as reported in Table III.

III. RESULTS

In this section, we report our observations of the entropy for many system sizes. First, we study the unique form of the entropy at \( V_{\text{Gauss}} \) and present the result of our effort to identify that point using variance minimum in combination with scaling to the middle. This includes the observation of strange effects from a proposed charge soliton [67] that creates an effective bosonic degree of freedom at \( V_{\text{Gauss}} \). Then we present the results of our study of \( V_{\text{BKT}} \) using both the log-derivative and curve fit methods before presenting our best estimate for \( V_{\text{BKT}} \).

![Figure 8](image1.png)

**FIG. 8.** Numerical log-derivative method for central charge demonstrated for \( L = 64 \) at \( U = 4 \) and \( V_{\text{BKT}} = 1.83 \). The yellow pluses and yellow curve fit correspond to the even-bond log derivatives while the blue stars and curve fit correspond to the odd-bond log derivatives. Note that the midpoint blue star was removed due to a divergence. Red (middle) curve is the average of the yellow (upper) and blue (lower) curves. The “W” shape for a divergence. Red (middle) curve is the average of the yellow (upper) and blue stars and curve fit correspond to the odd-bond log derivatives while the blue stars and curve fit correspond to the even-bond log derivatives.

![Figure 9](image2.png)

**FIG. 9.** Main plot: entropy for 64 sites at \( V_{\text{Gauss}} = 2.158 \), and curve fit with \( D = 32 \). Inset: entanglement oscillation envelope. Also see Fig. 11.

### A. Second-order transition

First we summarize our efforts to identify \( V_{\text{Gauss}} \) using the combined variance minimum and scaling to the middle method, summarized in Table I.

To quickly review how Table I was produced, for each system size, and each domain, we identified a critical point from the minimum in the variance. Then, for each system size, we used “scaling to the middle” to get a best estimate of the critical point at an effective domain size of 0. This procedure is illustrated in Fig. 7.

One of the advantages of this approach is that it implicitly provides an error estimate for the measurements taken for a given system size. The errors we report in Table I are estimated conservatively from the plot of a parameter versus fit domain or from the error in the constant term in the fit. For instance, for 64 sites, the procedure is illustrated in Fig. 7 which shows that the discretization of \( V \), 0.001, is a good estimate of the error in the extrapolated value \( V_{\text{Gauss}} = 2.158 \).

Before discussing Table I we look directly at a plot of the entanglement entropy as a function of cut position at \( V_{\text{Gauss}} \) in Fig. 9. The most obvious feature is that the oscillations don’t decay away from the edges as expected at a critical point exhibiting Luttinger liquid criticality [58] (see density plotted in Fig. 10). The inset of Fig. 9 isolates this effect in an unbiased way, while Fig. 11 provides a curve-fit biased perspective. Compare Fig. 9 with Fig. 2 for a direct comparison of the entropy at \( V_{\text{Gauss}} \) and the SDW phase, which is a representative of normal Luttinger liquid entropy.

| \( L \) | \( V_{\text{Gauss}} \) | \( S_0 \) | \( c \) | \( A \) | \( -K \) | \( M \) | \( \text{trunc} \) | \( \Delta E \) |
|---|---|---|---|---|---|---|---|---|
| 16 | 2.12 (2) | 0.42 (7) | 2.0 (2) | 0.25 | 0.04 | 900 | 5 \times 10^{-14} | 3 \times 10^{-12} |
| 32 | 2.150 (5) | 0.30 (3) | 2.12 (5) | 0.18 | 0.12 (1) | 2000 | 5 \times 10^{-14} | 3 \times 10^{-11} |
| 64 | 2.158 (1) | 0.31 (1) | 1.97 (1) | 0.14 | 0.20 (1) | 3200 | 1 \times 10^{-13} | 5 \times 10^{-9} |
| 128 | 2.1605 (5) | 0.41 (5) | 1.71 (5) | 0.12 | 0.27 (2) | 3200 | 1 \times 10^{-11} | 3 \times 10^{-7} |
| 256 | 2.160 (5) | 0.65 (5) | 1.4 (1) | 0.10 | 0.29 (5) | 3200 | 1 \times 10^{-10} | 3 \times 10^{-6} |
Figure 11 is a plot of the raw entropy minus the smooth part of the CFT formula 3, fitted to the data for a middle-half domain. For completeness we include the oscillatory part of the curve fit, \(|\sin| \left(\frac{x-1}{2}\right)^{158}\), in the plot. There appears to be a competition between two separate effects at the Gaussian critical point; after about 16 sites in from the edge of the lattice, the expected decay of oscillations is overcome by a growth of oscillations. This leads to a negative oscillation exponent \(|K|\) in Eq. (4) for curve fit domains that exclude the 16 edge sites on either side of the chain. Since this growth of oscillations begins once the usual decay effects die down, we expect that decreasing the domain will improve the accuracy of the measurement of the value of the effective “K” that dominates on the interior of the lattice. Scaling to the middle is a good way to estimate this unexpected exponent. This assertion is supported by Fig. 11 and our experience fitting the data. If the edges are included in the curve fit, we found that the fit variance worsens drastically, because the two competing \(K\) values cancel each other.

As can be seen in Table I the oscillation growth exponent of \(|K|\) increases with larger system sizes, showing that the soliton oscillation component is enhanced relative to the Friedel oscillation component when the system size is increased. On the other hand, the maximum oscillation amplitude \(A\) at the lattice midpoint (distinct from the amplitude at the edges) does decrease with increasing system size, just as the midpoint oscillation amplitude decreases with system size in a Luttinger liquid. Table I also shows that central charge decreases from 2 with increasing system size (note that Ref. [68] measured \(c = 2.17\) for \(L = 10\) in the noninteracting case, \(U = V = 0\)). Although this statement is made with some caution, we also observed the central charge decreasing with scaling to the middle.

When we recognized that the oscillation growth could be due to a charge soliton, which is known to occur in the CDW phase, we studied the entropy in that region of the phase diagram (that is, \(V > V_{\text{Gauss}}\)) for comparison with our results at \(V_{\text{Gauss}}\).

It turns out that the ground-state energy is minimized in the CDW phase when two degenerate CDW’s are present with a \(\pi\) phase shift. The entropy for this topological soliton defect, for OBC, is plotted in Fig. 12 and the density is plotted in Fig. 13. The entropy and density both fit well to combinations of sine functions as shown here for 32 sites at \(U = 4\) and \(V = 10\) with OBC. The square points show the entropy without pinning, while the round points show a reduction in entropy with pinning. Here \(U = U + 1.0\) at the left edge and \(U = U - 1.0\) at the right edge.

The soliton in Fig. 13, deep in the CDW phase.

Figure 10 is a plot of the charge density as a function of position at \(V_{\text{Gauss}} = 2.158\) for 64 sites. Charge oscillations are distinct from the charge soliton in Fig. 13, deep in the CDW phase.

The smooth curves are the absolute value for comparison. For each plot, the data points were obtained by 64 sites. The SDW phase represents normal Luttinger liquid behavior and our experience fitting the data. If the edges are included in the curve fit, we found that the fit variance worsens drastically, because the two competing \(K\) values cancel each other.

As can be seen in Table I the oscillation growth exponent of \(|K|\) increases with larger system sizes, showing that the soliton oscillation component is enhanced relative to the Friedel oscillation component when the system size is increased. On the other hand, the maximum oscillation amplitude \(A\) at the lattice midpoint (distinct from the amplitude at the edges) does decrease with increasing system size, just as the midpoint oscillation amplitude decreases with system size in a Luttinger liquid. Table I also shows that central charge decreases from 2 with increasing system size (note that Ref. [68] measured \(c = 2.17\) for \(L = 10\) in the noninteracting case, \(U = V = 0\)). Although this statement is made with some caution, we also observed the central charge decreasing with scaling to the middle.

When we recognized that the oscillation growth could be due to a charge soliton, which is known to occur in the CDW phase, we studied the entropy in that region of the phase diagram (that is, \(V > V_{\text{Gauss}}\)) for comparison with our results at \(V_{\text{Gauss}}\).

It turns out that the ground-state energy is minimized in the CDW phase when two degenerate CDW’s are present with a \(\pi\) phase shift. The entropy for this topological soliton defect, for OBC, is plotted in Fig. 12 and the density is plotted in Fig. 13. The entropy and density both fit well to combinations of sine functions as shown. In a brief side study on 16-site and 32-site lattices with PBCs, we found that the CDW phase has a uniform nonzero entanglement entropy due to a charge soliton, which is known to occur in the CDW phase. Since this growth of oscillations begins once the usual decay effects die down, we expect that decreasing the domain will improve the accuracy of the measurement of the value of the effective “K” that dominates on the interior of the lattice. Scaling to the middle is a good way to estimate this unexpected exponent. This assertion is supported by Fig. 11 and our experience fitting the data. If the edges are included in the curve fit, we found that the fit variance worsens drastically, because the two competing \(K\) values cancel each other.

As can be seen in Table I the oscillation growth exponent of \(|K|\) increases with larger system sizes, showing that the soliton oscillation component is enhanced relative to the Friedel oscillation component when the system size is increased. On the other hand, the maximum oscillation amplitude \(A\) at the lattice midpoint (distinct from the amplitude at the edges) does decrease with increasing system size, just as the midpoint oscillation amplitude decreases with system size in a Luttinger liquid. Table I also shows that central charge decreases from 2 with increasing system size (note that Ref. [68] measured \(c = 2.17\) for \(L = 10\) in the noninteracting case, \(U = V = 0\)). Although this statement is made with some caution, we also observed the central charge decreasing with scaling to the middle.

When we recognized that the oscillation growth could be due to a charge soliton, which is known to occur in the CDW phase, we studied the entropy in that region of the phase diagram (that is, \(V > V_{\text{Gauss}}\)) for comparison with our results at \(V_{\text{Gauss}}\).

It turns out that the ground-state energy is minimized in the CDW phase when two degenerate CDW’s are present with a \(\pi\) phase shift. The entropy for this topological soliton defect, for OBC, is plotted in Fig. 12 and the density is plotted in Fig. 13. The entropy and density both fit well to combinations of sine functions as shown. In a brief side study on 16-site and 32-site lattices with PBCs, we found that the CDW phase has a uniform nonzero entanglement entropy due to the soliton/degeneracy effect. Comparing the envelopes of the entropy oscillations in Fig. 11 for the CDW phase to \(V_{\text{Gauss}}\), it seems plausible that the soliton is the cause of the growing oscillation envelope at the Gaussian point. With this knowledge, we can interpret the growth of oscillation amplitude as a result of combining the CFT scaling of Eq. (3) with the oscillation envelope in the curve fit used in Fig. 12. We did not pursue further linear combinations (or products) of \(\sin()\) and \(1/\sin()\) to more accurately reflect the competing effects,
but this might be useful to support a theoretical derivation of the entropy we observed.

To further confirm that the charge soliton was the source of the unexpected curve fit values for $c$ and $K$, we tried various pinning configurations to select out one of the interfering degenerate ground states. For OBC, increasing the on-site energy $U$ at site 1, while decreasing it at site $L$, is effective for this task and completely eliminates the soliton deep in the CDW phase as shown in Figs. 12 and 13. Likewise, for PBC, the nonzero entropy is lowered to 0 (i.e., a classical CDW) by increasing or decreasing $U$ at a single site. This strategy worked at a single site. The envelope of the density fits approximately to $2 \sin \left( \frac{\pi (x - L)}{2L} \right)^2$ as shown as a blue curve.

For open boundary conditions, we can see from our data in Table I that the central charge of 2, and hence the soliton, is largely unchanged until the system size reaches about 100 sites. This is encapsulated by the approximate scaling of $c$ with $L$, according to the function $c(L) \approx 1 + \tanh(100/L)$. To arrive at this function, we included preliminary calculations of large (512 and 1024) site results. These larger sizes also showed oscillation growth from the boundaries. However, our data were incomplete and had large truncation errors relative to our other sizes, so we chose to hold back on reporting these results, as promising as they were [71]. Our evidence that $c$ decreases to 1 as system size increases could conceivably be a finite-entanglement effect, since our larger system calculations come with entropy loss (in other words, more truncation error). These size vs entanglement scaling effects are subtle [40] and would require additional effort to resolve completely. As mentioned previously, scaling to the middle also supports the observation that $c$ decreases to 1.

Next we attempted a similar program of edge pinning at $V_{\text{Gauss}}$ to eliminate the increased value of $c$ and negative $K$. With fine-tuned pinning, in this case with additional positive $U$ at both site 1 and site $L$, we were able to recover both a central charge close to 1 (best result was 1.2 for 64 sites) and regular Luttinger liquid effects ($K$ was about 0.5 for 64 sites, close to the previous Monte Carlo best estimate of 0.44) [32]. This particular arrangement of fine-tuned pinning softens the boundary conditions and reduces the soliton, hinting at further work to be explored with alternative boundary conditions [69] applied to this model, which may combine nicely with scaling to the middle to extract accurate infinite-size values.

The growth of the entropy oscillations we present in Fig. 12 and Table I was also displayed in Ref. [70] in a different model with charge oscillations, however the authors did not investigate the growth of the oscillations from the open boundaries.

We briefly studied a 16-site lattice at $V_{\text{Gauss}}$ with PBC. Although the entropy oscillations went away, we still found an increased central charge of 2, which further supports the presence of a soliton for finite-sized chains at this critical point. In the CDW phase ($V > V_{\text{Gauss}}$), for periodic boundaries, the soliton was eliminated easily by increasing $U$ at a single site. This strategy worked at $V_{\text{Gauss}}$ as well, bringing the central charge down to the thermodynamic limit value of 1, while inducing a small charge oscillation. From these observations, we propose that the soliton is contributing a second bosonic degree of freedom for small systems, and that this effect should have experimental consequences.

B. BKT transition

It has been known for some time that BKT transitions are difficult to detect numerically due to the slow closing of the gap for standard order-parameter and energy gap methods [32]. Previous entanglement entropy studies of the EHM’s BKT transition have been imprecise: using the two-site and block entropies leads to a discrepancy in $V_{\text{BKT}}$ of about 0.1 from the best published results, even though the system sizes were large (512 sites) and the truncation error low (equivalently, high bond dimension $M = 3000$) [45]. We identified an approach that provides a sharper, more accurate transition indicator, based on the universal scaling law 4 for the ground-state entanglement.

As shown in Ref. [46] and citations to that article [72–75], the peak in the central charge provides a reliable, universal way of identifying BKT transitions from finite-size data. We demonstrate this approach for the EHM, with two methods: (1) extracting the central charge for each $V$ with a simple curve fit that has been scaled to the middle, and (2) using the logarithmic derivative method to extract central charge for each $V$, as described in the Methods section, Sec. II C. The results presented below are to be compared against the most reliable, found in Refs. [2,32] which relied on finite-size scaling to of up to 1000 sites; for $U = 4$, $V_{\text{BKT}} = 1.877$ by DMRG, and $V_{\text{BKT}} = 1.89(1)$ by QMC, respectively.

The most obvious way to identify the central charge, and hence the peak, is with a regular curve fit; we also apply scaling to the middle for further gains in precision. The values of $c(V)_{\text{max}}$ extracted this way are shown in Table II. One advantage of this approach is that all of the curve-fit parameters can be tabulated, including the Luttinger exponent $K$ and the constant term in the entropy. As a result, as shown in Table II, we found that the constant term in the entropy, $S_0$, is size independent [76]. The disadvantage of this approach is that about 32 sites are required to use scaling to the middle. This implies, for instance, that if the cold atoms under study are in a symmetric confining potential [for instance $U(x) \approx U + \Delta U x^2$], then nearly 32 atoms are needed to use scaling to the middle.
The results of the second way of extracting $c(V)_{\text{max}}$ that we tested, as adapted from Ref. [46], are presented in Table III and Fig. 14. These results agree very well with the regular curve-fit method reported in Table II and described above. This method has the advantage, over curve fitting, that fewer sites are needed to extract the critical point, providing easy access for experiments.

Here we discuss Fig. 14 and attempt to put it into context. First, this figure corresponds to Fig. 1 in Ref. [46], which shows analogous plots of $c(J_z/J_1)$ for the $J_1$-$J_2$ model with periodic boundary conditions near a BKT point. There, three main observations are made: “$c_{\text{max}}$” decreases with increasing system size; the critical coupling, $(J_z/J_1)_{\text{max}}$, decreases with increasing system size; and in the infinite size limit, $c(J_z/J_1)$ approximates a unit step function ($c$ takes the value 1 in the critical phase and drops off in the gapped phase). Thus we see that $c_{\text{max}}$ increases and $V_{\text{max}}$ increases, as $L$ increases. Then, this trend reverses, and for 128 and 256 sites, both $c_{\text{max}}$ and $V_{\text{max}}$ decrease. We see the step function behavior, as $c$ is nearly 1 in the SDW phase before peaking at the BKT transition and then dropping sharply in the BOW phase.

This more complicated behavior has two apparent causes. First, the BKT point is not immune to the CDW effects studied at $V_{\text{Gauss}}$. As revealed in the previous section, we expect those effects to dominate up to system sizes about 100 sites, but also to push the effective critical point to lower $V$ (as seen here) as the CDW survives at the boundaries and breaks the symmetry of the critical point. In this way, the BKT point has

| $L$ | $V_{\text{BKT}}$ | $S_0$ | $c$ | $A$ | $K$ | $M$ | $\text{trunc}$ | $\Delta E$ |
|-----|-----------------|------|-----|-----|-----|-----|------------|----------|
| 16  | NA              | NA   | NA  | NA  | NA  | NA  | 1          | $1 \times 10^{-13}$ |
| 32  | 1.56 (1)        | 0.776 (5) | 0.974 (5) | 0.12 (1) | 0.5965 (3) | NA  | $1 \times 10^{-13}$ |
| 64  | 1.82 (1)        | 0.76 (1) | 1.0542 (2) | 0.10 (1) | 0.563 (3) | 2000 | $5 \times 10^{-14}$ |
| 128 | 1.95 (1)        | 0.780 (5) | 1.060 (1) | 0.08 (1) | 0.492 (9) | 3200 | $1 \times 10^{-12}$ |
| 256 | 1.93 (1)        | 0.797 (1) | 1.028 (1) | 0.06 (1) | 0.4862 (2) | 3200 | $1 \times 10^{-11}$ |

CDW boundary effects that decay with system size up to about 100 sites. The second cause could be the worse truncation errors for larger systems, which could account for both the scatter in the data as well as the decrease in $c$. We tested this hypothesis by recreating the plots with bond dimension $M$ decreased from 3200 to 1600, and observed no changes in the locations of the peaks for any of the sizes presented. With this accuracy check, we can safely state that the behavior is a real finite-size effect, and that our larger $L = 128$ and 256 are exhibiting the finite-size behavior shown in Fig. 1 of Ref. [46]. Future studies of this BKT point should avoid sizes below $L = 100$. Since $L = 128$ and 256 have reached the scaling regime, we feel confident claiming $V_{\text{BKT}} < 1.94$ in the infinite-size limit (or 1.93 from Table II).

Now we may also resolve the issue of the apparent scatter in Fig. 14 for larger $L$, which is not due to DMRG, but rather the log derivative itself. For larger systems, $S(x)$ data near the lattice midpoint are very flat, which introduces extreme sensitivity in the numerical log derivative. This scatter in the data in Fig. 14 leads to larger error estimates in Table III. However, with refinement of the method, the scatter could be reduced.

We conclude this section by making our final and best estimate of the critical point, $V_{\text{BKT}}$, based on the c-max method. As done in Ref. [46], we can linearly fit $V_{\text{max}}$ vs $1/L$
and extrapolate to $1/L = 0$ to get $V_{\text{BKT}}$. For 128 and 256 sites, using the data from Table II, this yields $V_{\text{BKT}} = 1.91(3)$. The error of 0.03 was estimated by refitting the line using the error bounds of $V_{\text{max}}$ for sizes 128 and 256. As a range, we find that $1.88 < V_{\text{BKT}} < 1.94$, in agreement with previous publications and in support of $V_{\text{BKT}} < U/2$.

IV. CONCLUSIONS

We have successfully demonstrated the identification of quantum critical points for the extended Hubbard model in one dimension for both the second-order and the Berezinskii-Kosterlitz-Thouless transitions using nothing but the ground-state von Neumann entanglement entropy and results from conformal field theory. Along the way we have introduced two refined methods for resolving quantum phase diagrams: scaling to the middle, which provides improved measurement accuracy of any spatial curve fit on open boundary data, and an extended log-derivative approach for the study of central charge from open boundary data. Since the central charge exhibits a finite-size-effect peak at BKT transitions, it can then be used to identify such transitions from experimentally realistic system sizes. In combination with a CFT-fitted variance minimum, these tools enable reliable small-scale studies of numerical and experimental (i.e., cold atom) entropy data.

In addition, we have identified the role played by soliton physics at the Gaussian critical point in the extended Hubbard model at half filling; namely, it leads to an additional bosonic degree of freedom that appears as an addition to the central charge for systems up to about 100 sites in length. This same soliton effect is also responsible for entanglement entropy oscillations that grow, rather than decay, from open boundaries, in contrast to the expected Luttinger liquid oscillations.
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