Abstract—This paper proposes a stabilising model predictive control (MPC) scheme with preview information of disturbance for nonlinear systems. The proposed MPC algorithm is able to not only reject disturbance by making use of disturbance preview information as necessary, but also take advantage of the disturbance if it is good for a control task. This is realised by taking into account both the task (e.g. reference trajectory) and disturbance preview in the prediction horizon when performing online optimisation. Conditions are established to ensure recursive feasibility and stability under the disturbance. First the disturbance within the horizon is augmented with the state to form a new composite system and then the stage cost function is modified accordingly. With the help of input-to-state stability theory, a terminal cost and a terminal constraint are constructed and added to the MPC algorithm with preview to guarantee its recursive feasibility and stability under a pre-bounded disturbance. Numerical simulation results demonstrate the effectiveness of the proposed MPC algorithm.
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I. INTRODUCTION

It is well known that model predictive control (MPC), which is also known as receding horizon control (RHC), is a promising control technique based on on-line optimisation [1]–[3]. However, the presence of disturbance not only affects its performance but also may destroy the recursive feasibility and stability of an MPC algorithm. Depending on whether the information of disturbance is available for controller design or not, the techniques dealing with disturbance within the MPC framework broadly fall into two categories [4].

The first category of MPC methods copes with disturbance under the assumption that the information of disturbance is not directly available. The nominal MPC algorithm utilizes its inherent robustness to attenuate disturbance, which ignores the disturbance in the on-line optimisation problem and MPC design [5]. The nominal MPC in general is only able to cope with sufficiently small disturbance. A slightly large disturbance may degrade the control performance significantly, even lead to infeasibility and instability of the closed-loop system. Another approach is the so-called robust MPC method, which is developed based on the worst case of disturbance. In this type of MPC strategy, the tube-MPC attracts the most attention [6]–[8]. The tube-MPC method consists of two parts: a nominal MPC controller to guarantee the desired performance for the undisturbed system, and a feedback controller to ensure the actual state to remain in the desired tube. Another impressive method is min-max MPC, which includes two optimisation problems [9], [10]. The dual stage cost in the min-max MPC method leads to heavy computational burden, which poses an obstacle for its engineering implementation. Furthermore, the stochastic MPC provides an alternative way to deal with stochastic disturbance [11], [12]. The use of statistic properties of disturbance makes it possible to achieve better control performance than the worst case-based MPC algorithms.

The other category of MPC methods attenuates the influence of disturbance by making use of the specific information of disturbance. This is driven by the advances in sensor technology and the development of the disturbance estimation techniques. For example, LIDAR and cameras on intelligent vehicles can look ahead for certain distance, providing terrain and other traffic information [13]. When the disturbance is not directly measurable or too expensive to measure, there has been significant progress in developing disturbance and uncertainty estimation techniques in the last two decades, please refer to [14] for detail. Within the MPC framework, a disturbance observer has been integrated to form a composite control scheme, known as disturbance observer-based model predictive control (DOB-MPC). The DOB-MPC method consists of two components: a disturbance compensation input based on the estimated disturbance by a disturbance observer to reject the disturbance, and an optimal control input to achieve the desired regulation or tracking performance. In [15], a DOB-MPC method is developed for a small-scale unmanned helicopter in the presence of wind gusts. A DOB-MPC method is proposed for a class of linear systems in the presence of disturbance and applied to a DC-DC buck converter system [16]. More recently, instead of treating disturbance rejection and control completely separately, a disturbance rejection model predictive control (DRMPC) method is designed for a broad class of input-affine nonlinear systems with disturbance [17]. In this approach, the feedforward control component is designed first based on the disturbance estimation to compensate the matched disturbance, and the optimisation problem is designed.
then formulated to attenuate the residual disturbance, as well as to meet the required performance specifications. All these works aim to reject the influence of disturbance, rather than to make an attempt to take the opportunity that may arise due to disturbance.

Motivated by the observation that sometimes disturbance may do a favour for realising a control task or goal, a new type of MPC algorithms looks to exploit the information of disturbance further. The preview information of incoming ocean waves is considered in optimal control for wave energy converters (WECs) to maximize energy output [18]. A preview steering control algorithm with the future road curvature is developed for autonomous vehicles, which improves the tracking accuracy and steering smoothness [19]. Recently, the preview information of disturbance has been used within a nominal MPC framework for a class of linear systems, which provides an alternative approach to exploit the preview information [20]. Stability and recursive feasibility is established by the virtue of inherent robustness of the nominal MPC. Despite all the existing works, it still lacks of systematic and practical design and analysis tools to fully take the preview information of disturbance into account in the design of MPC controller, as well as to guarantee the recursive feasibility and stability of the closed-loop system under disturbance.

This paper presents a general MPC framework with disturbance preview for a class of nonlinear systems with stability guarantee. The proposed MPC automatically takes the opportunity of the disturbance preview information, or rejects disturbance, depending on its influence on the control task. This is achieved by integrating disturbance information and the reference information together, and performing a single online optimisation, rather than treating them separately (in parallel), e.g. [15] or sequentially (in series), e.g. [17]. This makes it possible to further improve performance for the control system. First of all, an augmented system is obtained by combining the original nonlinear system with disturbance preview information. An MPC framework is then proposed for the augmented system, where the optimisation problem is formulated with the preview information of disturbance naturally. To guarantee the recursive feasibility and stability of the closed-loop system under bounded disturbance, inspired by both the input-to-state stability (ISS) theory and the current MPC stability theory, a terminal cost and terminal constraint are carefully constructed offline and added into the MPC algorithm with preview.

The main contributions of this paper are concluded as below.

1) The proposed MPC framework formulates an augmented system that contains the dynamics of the disturbance preview information. The preview information of disturbance is included in the optimisation problem, which is able to make full use of the disturbance to improve control performance, including taking the predictable disturbance as the opportunity of the control system.

2) The recursive feasibility and input-to-state stability is established for the closed-loop system in the presence of disturbance. An extra $\mathcal{K}_\infty$-function is adopted in deriving terminal elements, which increases the stability margin and strengthens the disturbance-rejection capability.

3) The implementation issues for the proposed MPC framework are also discussed in this paper. The calculations of the terminal conditions are briefly discussed, which makes the proposed MPC method applicable.

The remainder of the paper is organized as follows. The problem formulation is given in Section 2. The MPC framework with the preview information of disturbance is proposed in Section 3. Section 4 discusses implementation issues about the proposed MPC. Section 5 presents simulation results of the proposed MPC scheme with comparison of the existing MPC algorithms. Finally, conclusions are drawn in Section 6.

Notations: $\mathbb{R}$ and $\mathbb{I}$ denotes the sets of reals and nonnegative integers. $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space. $[a,b]$ denotes the set of integers from $a$ to $b$. A PC-set is a closed and bounded convex set containing the origin in the interior. For any $x \in \mathbb{R}^n$, $\|x\|_p = \sqrt{x^T P x}$ with $P \succeq 0$. $\lambda_{\max}(P)$ and $\lambda_{\min}(P)$ denote the maximum and minimum eigenvalues of matrix $P$, respectively. A function $\alpha(\cdot): \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is a $\mathcal{K}$-function, if it is continuous, strictly increasing and $\alpha(0) = 0$. A function $\beta(\cdot): \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is a $\mathcal{K}_\infty$-function, if it is a $\mathcal{K}$-function and unbounded. $\alpha \circ \beta(\cdot) = \alpha(\beta(\cdot))$ denotes the composition of two functions $\alpha$ and $\beta$.

II. PROBLEM FORMULATION

A. Controlled plant

Consider the following discrete-time nonlinear system subject to persistent additive bounded disturbance

$$x(k+1) = f(x(k), u(k), w(k)),$$

where $x(k) \in \mathbb{R}^n$, $u(k) \in \mathbb{R}^m$, and $w(k) \in \mathbb{R}^q$ denote the state, input and disturbance at the current time, respectively. $x(k+1)$ denotes the successor state.

The state and input are subject to the constraints

$$x(k) \in \mathcal{X} \subseteq \mathbb{R}^n, \quad u(k) \in \mathcal{U} \subseteq \mathbb{R}^m.$$  \hspace{1cm} (2)

Additionally, the disturbance satisfies the condition of

$$w(k) \in \mathcal{W} \subseteq \mathbb{R}^q.$$  \hspace{1cm} (3)

The objective of this paper is to design a control input $u(k)$ for the disturbed nonlinear system (1) to drive the state $x(k)$ to the neighbourhood of the origin with the proposed MPC.

\textbf{Assumption 1.} The constraint sets $\mathcal{X}$, $\mathcal{U}$, and $\mathcal{W}$ are PC-sets.

\textbf{Assumption 2.} The function $f(x(k), u(k), w(k))$ is continuous for all $x(k) \in \mathcal{X}$, $u(k) \in \mathcal{U}$, $w(k) \in \mathcal{W}$, and satisfies $\|f(x(k), u(k), w(k)) - f(x(k), u(k), 0)\| \leq \delta_1(\|w(k)\|)$ for a $\mathcal{K}_\infty$-function $\delta_1(\cdot)$.

\textbf{Assumption 3.} 1) The full state $x(k)$ at current time $k$ is available and known exactly.

2) An $N$-step prediction of future disturbance at current time $k$ is available

$$w(k) \hat{=} \{w(k|k), w(k+1|k), \cdots, w(k+N-1|k)\}.$$  \hspace{1cm} (4)

\textbf{Remark 1.} The prediction of the future disturbance or preview may be available by sensor measurements in some engineering systems, e.g. wave energy converter (WEC) system [18], autonomous vehicle system [19], and so on. Furthermore, the disturbance preview information also can be obtained by soft sensors, such as disturbance observer techniques [14].
B. Definitions and Lemmas

Definition 1. (Robust Positively Invariant Set [21]) A set \( \Omega \subseteq \mathbb{R}^n \) is called a robust positively invariant (RPI) set for nonlinear system (1), if for all initial state \( x_0 \in \Omega \), the state at time \( k \) satisfies \( x(k, x_0, u) \in \Omega \) for all \( w \in \mathcal{W} \).

Definition 2. (ISS-Lyapunov function [22]) A continuous function \( V(\cdot) : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is called an ISS-Lyapunov function for nonlinear system (1) if the following holds:
1. There exist \( K_\infty \)-functions \( \alpha_1(\cdot) \) and \( \alpha_2(\cdot) \) such that
   \[
   \alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|), \forall x \in \mathbb{R}^n. \tag{5}
   \]
2. There exist a \( K_\infty \)-function \( \alpha_3(\cdot) \) and a \( K \)-function \( \rho(\cdot) \) such that
   \[
   V(f(x, w)) - V(x) \leq -\alpha_3(\|x\|) + \rho(\|w\|), \tag{6}
   \]
   for all \( x \in \mathbb{R}^n \) and \( w \in \mathbb{R}^q \).

Lemma 1 [22]. If the nonlinear system (1) admits a continuous ISS Lyapunov function \( V(\cdot) \), then the system is ISS.

III. MPC FRAMEWORK WITH PREVIEW INFORMATION OF DISTURBANCE

To achieve the control objective, an MPC framework with preview information of disturbance is proposed in this section.

A. Design of MPC with disturbance preview information

Consider the \( N \)-step prediction of future disturbance at time instant \( k \): \( w(k) = \{w(k)[k], \ldots, w(k+N-1)|k]\). The dynamics of the disturbance preview information can be described by
\[
w(k+1) = A_w w(k) + B_w w_0(k), \tag{7}
\]
where \( A_w = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ 0 & 0 & 0 & \cdots & 0 \\ \end{bmatrix}, B_w = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \\ \end{bmatrix} \) is the \( N \)-step prediction of future disturbance at time instant \( k+1 \). \( \omega_0(k) \) is the first disturbance outside the horizon so it is unknown at time \( k \) but satisfies \( \omega_0(k) \in \mathcal{W} \).

Considering the original nonlinear system (1) and the disturbance preview dynamics (7), the augmented system is given by
\[
z(k+1) = F(z(k), u(k)) + G w_0(k), \tag{8}
\]
where \( z(k) = \begin{bmatrix} x^T(k) \\ w^T(k) \end{bmatrix}, F(z(k), u(k)) = \begin{bmatrix} f(x(k), u(k), w(k)) \\ A_w w(k) \end{bmatrix} \) and \( G = \begin{bmatrix} 0 \\ B_w \end{bmatrix} \).

Then, the MPC problem for the augmented system (8) at time \( k \) with prediction horizon \( N \) is formulated by
\[
V_N^0(z(k)) = \min_{u(k) \in \mathcal{U}_N} V_N(x(k), u(k), w(k)), \tag{9}
\]
subject to
\[
\begin{aligned}
x(k+1) &= x(k), \\
x(k+i+1|k) &= f(x(k+i|k), u(k+i|k), w(k+i|k)), \tag{10} \\
x(k+i|k) &\in \mathcal{X}, u(k+i|k) \in \mathcal{U}, x(k+N|k) \in \mathcal{X}_f.
\end{aligned}
\]
with \( i = 0, 1, \ldots, N-1 \). \( \mathcal{X}_f \) is the terminal constraint set.

The cost function in this MPC problem considering the preview information of disturbance is given by
\[
V_N(z(k)) = \sum_{i=0}^{N-1} l(x(k+i|k), u(k+i|k), w(k+i|k)) + V_f(x(k+N|k)), \tag{11}
\]
where \( l(\cdot, \cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^m \times \mathcal{W} \to \mathbb{R}_{\geq 0} \) denotes the stage cost function to evaluate the control performance, energy loss, as well as the penalty of disturbance for the control process. \( V_f(\cdot) : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) denotes the terminal cost to penalize the terminal state. To simplify the discussion, the stage and terminal cost functions are considered in the quadratic form:
\[
l(x(k+i|k), u(k+i|k), w(k+i|k)) = \|x(k+i|k)\|_Q^2 + \|u(k+i|k)\|_R^2 + \|w(k+i|k)\|_S^2, \quad V_f(x(k+N|k)) = \|x(k+N|k)\|_P^2,
\]
with symmetric weighting matrices \( Q \geq 0, R > 0, S > 0, P \geq 0 \). It is possible to extend the main results in this paper to the stage cost in a non-quadratic form as in the economic MPC or other applications with an appropriate modifications and technical development.

Remark 2. The prediction model in optimisation problem (10) considers the preview information of disturbance, which makes it possible to take full advantage of the disturbance to improve control performance. The proposed stage cost depends on not only the system state and input, but also the disturbance, which is more general than other MPC algorithms with preview, i.e. [20]. This feature is vital in establishing the stability and recursive feasibility of our proposed algorithms.

B. Design of terminal conditions

In this section, the terminal ingredients \( V_f(\cdot) \) and \( \mathcal{X}_f \) of the proposed MPC algorithm will be developed to guarantee the recursive feasibility and stability of the control problem.

To proceed, we first make the following assumption for the nonlinear system and optimisation problem.

Assumption 4. For all \( x \in \mathcal{X}_f \), there exists a \( u_f \in \mathcal{U} \) and a \( K_\infty \)-function \( \sigma_1(\|x\|) \) such that
\[
f(x, u_f, w) \in \mathcal{X}_f, \quad \forall w \in \mathcal{W}, \tag{12}
\]
and
\[
V_f(f(x, u_f, 0)) \leq V_f(x) - l(x, u_f, 0) - \sigma_1(\|x\|). \tag{13}
\]

Considering the continuity of the terminal cost \( V_f(\cdot) \) and Assumption 2, we have
\[
\|V_f(f(x, u_f, w)) - V_f(f(x, u_f, 0))\| \\
\leq \delta_2(\|f(x, u_f, w) - f(x, u_f, 0)\|) \\
\leq \delta_2 \circ \delta_1(\|w\|) \\
\leq \delta_3(\|w\|),
\]
with \( K_\infty \)-functions \( \delta_1(\cdot), \delta_2(\cdot) \) and \( \delta_3(\cdot) \).

Furthermore, it follows from (13) and (14) that
\[
V_f(f(x, u_f, w)) \leq V_f(f(x, u_f, 0)) + \delta_3(\|w\|) \leq V_f(x) - l(x, u_f, 0) - \sigma_1(\|x\|) + \delta_3(\|w\|) \tag{15}
\]
for all \( w \in \mathcal{W} \).

Lemma 2. The closed-loop terminal system \( x^+ = f(x, u_f, w) \) is ISS.
Proof: Since the terminal cost is defined by \( V_f(x) = ||x||_P^2 \), we have \( \lambda_{\text{min}}(P) ||x||^2 \leq V_f(x) \leq \lambda_{\text{max}}(P) ||x||^2 \). In addition, according to (15), we have \( V_f(f(x, u_f, w)) - V_f(x) \leq -l(x, u_f, 0) - \sigma_1(||x||) + \delta_3(||w||) \). Since the stage cost is defined by \( l(x, u_f, w) = ||x||_Q^2 + ||u_f||^2 + ||w||_S^2 \), we have \( V_f(f(x, u_f, w)) - V_f(x) \leq -\sigma(||x||) + \delta_3(||w||) \) for the \( K_{\infty} \)-function \( \sigma(||x||) = ||x||_Q^2 + \sigma_1(||x||) \). It follows from Definition 2 that the terminal cost \( V_f(x) \) is an ISS-Lyapunov function for the closed loop terminal system \( x = f(x, u_f, w) \). Therefore, according to Lemma 1, the closed loop terminal system \( x = f(x, u_f, w) \) is ISS.

Remark 3. It follows from Definition 2 and Lemma 2 that the \( K_{\infty} \)-functions \( \alpha_1(||x||) = \lambda_{\text{min}}(P) ||x||^2 \), \( \alpha_2(||x||) = \lambda_{\text{max}}(P) ||x||^2 \), \( \alpha_3(||x||) = ||x||_Q^2 + \sigma_1(||x||) \), and \( \rho(||w||) = \delta_3(||w||) \). According to (22), the state of the system \( x = f(x, u_f, w) \) will converge to an invariant set \( \Omega(\beta) = \{x|V_f(x) \leq \beta\} \) for \( \beta = \alpha_2 \circ \alpha_3^{-1} \circ \rho(||w||) \).

C. Theoretical analysis

In this subsection, theoretical analysis for the recursive feasibility and stability of the proposed MPC with preview information of disturbance is given.

Theorem 1. Suppose that Assumptions 1-4 are satisfied, and the optimisation problem (9)-(10) is feasible at time \( k = 0 \). Then the proposed MPC algorithm is recursively feasible under the prescribed disturbance.

Proof: First of all, assume that the proposed MPC algorithm is feasible at time instant \( k \in \mathbb{Z}_{\geq 0} \). The optimal control sequence at time instant \( k \) is denoted by

\[
\mathbf{u}^*(k) = \{u^*(k|k), \ldots, u^*(k+N-1|k)\},
\]

and the corresponding optimal state sequence is given by

\[
\mathbf{x}^*(k) = \{x^*(k|k), \ldots, x^*(k+N|k)\},
\]

where the terminal state satisfies \( x^*(k+N|k) \in \mathbb{X}_f \).

In what follows, a control sequence at time instant \( k+1 \) will be constructed based on the current optimal sequence, which is denoted by

\[
\mathbf{u}(k+1) = \begin{cases} u^*(k+i|k), & i \in \mathbb{Z}_{[1,N-1]}, \\ u_f(x^*(k+N|k)), & i = N. \end{cases}
\]

Under the constructed control sequence (18) at time instant \( k+1 \), the corresponding state trajectory can be obtained by \( x(k+i|k+1) = x^*(k+i|k) \in \mathbb{X}_f \) for \( i \in \mathbb{Z}_{[1,N-1]} \), and \( x(k+N|k+1) = x^*(k+N|k) \in \mathbb{X}_f \). According to Assumption 4, there exists a control

\[
u(k+N|k+1) = u_f(x^*(k+N|k)) \in \mathbb{U},\]

such that the resulting state

\[
x(k+N+1|k+1) \in \mathbb{X}_f.
\]

Therefore, according to the above analysis, the constructed control sequence (18) is a feasible solution of the proposed MPC algorithm (9)-(10) at time instant \( k+1 \), which means that the proposed MPC algorithm is recursively feasible.

In what follows, we will give the stability analysis of the proposed MPC algorithm.

Theorem 2. Suppose that Assumptions 1-4 are satisfied. Then the closed-loop system under the proposed MPC algorithm (9)-(10) is input-to-state stable (ISS) under the described disturbance.

Proof: To show the ISS of the closed-loop system, we define a Lyapunov function candidate as

\[
V_N^0(z(k)) = \sum_{i=0}^{N-1} l(x^*(k+i|k), u^*(k+i|k), w(k+i)) + V_f(x^*(k+N|k)),
\]
at time instant \( k \).

In the first step, we will show that there exists a lower bound for the Lyapunov function \( V_N^0(z(k)) \). It is obviously that \( V_N^0(z(k)) \geq l(x^*(k), u^*(k), w(k)) + \sum_{i=1}^{N-1} l(0,0, w(k+i)) \). Since the stage cost is quadratic, there exists a \( K_{\infty} \)-function \( c_1(\cdot) \) such that

\[
l(x^*(k), u^*(k), w(k(k))) + \sum_{i=1}^{N-1} l(0,0, w(k+i)) \geq c_1(||z(k)||).
\]

Therefore, the following condition holds

\[
V_N^0(z(k)) \geq c_1(||z(k)||),
\]

for all \( x \in \mathbb{X}_N \).

In the second step, we will also show that there exists an upper bound for the Lyapunov function \( V_N^0(z(k)) \). Considering the continuity of the cost function \( V_N^0(z(k)) = V_N^0(x(k), w(k)) \), we have

\[
||V_N^0(x(k), w(k)) - V_N^0(x(k), 0)|| \leq \delta_5(||w(k)||) \quad \text{with a } K_{\infty} \text{-function } \delta_5(\cdot).
\]

Thus, the condition \( V_N^0(x(k), w(k)) \leq V_N^0(x(k), 0) + \delta_5(||w(k)||) \) holds. According to (1), we have

\[
V_N^0(x(k), 0) \leq c_2(||x(k)||) \quad \text{with a } K_{\infty} \text{-function } c_2(\cdot)
\]

Thus, there exists a \( K_{\infty} \)-function \( c_3(\cdot) \) such that \( V_N^0(z(k)) \leq c_2(||z(k)||) + \delta_5(||w(k)||) \leq c_2(||z(k)||) + \delta_5(||z(k)||) \leq c_3(\|z(k)\|) \) holds. Therefore, the following condition holds

\[
V_N^0(z(k)) \leq c_3(\|z(k)\|),
\]

for all \( x \in \mathbb{X}_N \).

In the third step, we will show the descent property of the Lyapunov function \( V_N^0(z(k)) \).

Considering the condition (15) and the constructed feasible control sequence (18), we have

\[
V_N^0(z(k+1)) - V_N^0(z(k))
\]

\[
\leq V_N(x(k+1), \tilde{u}(k+1), w(k+1)) - V_N^0(z(k))
\]

\[
= l(x^*(k+N|k), u(k+N|k+1), w(k+N|k+1)) + V_f(x(k+N+1|k+1)) - V_f(x^*(k+N|k)) - l(x^*(k), u^*(k), w(k))
\]

\[
\leq -\sigma_1(||x^*(k+N|k)||) + \delta(||w(k+N|k+1)|| + \delta_3(||w(k+N|k)||)
\]

\[
- l(x^*(k), u^*(k), w(k)),
\]

for a \( K_{\infty} \)-function \( \delta(||w(k+N|k+1)||) = l(0,0, w(k+N|k+1)) + \delta_3(||w(k+N|k)||) \).

It follows from the condition (19) that

\[
V_N^0(z(k+1)) - V_N^0(z(k))
\]

\[
\leq -\sigma_1(||x^*(k+N|k)||) + \delta(||w(k+N|k+1)||)
\]

\[
- c_1(||z(k)||) - \sum_{i=1}^{N-1} l(0,0, w(k+i))
\]

\[
\leq -\sigma_1(||x^*(k+N|k)||) + \rho(||w(k+1)||)
\]

\[
- c_1(||z(k)||),
\]

for a \( K_{\infty} \)-function \( \rho(||w(k+1)||) = \delta(||w(k+N|k+1)||) + \sum_{i=1}^{N-1} l(0,0, w(k+i)) \). According to the relationship (22), if \( x^*(k+N|k) \) is outside the region \( \Omega = \{z(k+N|k)|\sigma_1(||x(k+N|k)||) \leq \rho(||w(k+1)||)\} \), then \( V_N^0(z(k+1)) - V_N^0(z(k)) \leq \delta(||w(k+N|k+1)||) + \sum_{i=1}^{N-1} l(0,0, w(k+i)) \).

\[
\text{Therefore, the required result follows.}
\]
Assumption 4. The important stability-guarantee condition (13) for the proposed MPC algorithm are almost the same with that of the existing algorithm.

In this section, implementation issues about the proposed MPC algorithm will be discussed to facilitate its practical applications.

A. The implementation of the MPC algorithm

First of all, the implementation of the proposed MPC algorithm is given as follows.

Offline:
1. Select the weight matrices $Q$, $R$ and $S$ for the stage cost $l(x,u,w)$.
2. Check the satisfaction of Assumptions 1-3.
3. Select the weight matrix $P$ of the terminal cost $V_f(x)$ and the $K_{\infty}$-function $\sigma_1(\|x\|)$ to check the satisfaction of Assumption 4.
4. Compute the terminal constraint set $X_f$.

Online:
Step1. At time instant $k$, measure the current state $x(k)$, and update the preview information of disturbance

$$w(k) = \{w(k), w(k+1|k), \ldots, w(k+N-1|k)\}.$$

Step2. Solve the optimisation problem (9)-(10), and obtain the optimal solution $u^*(k)$ and $x^*(k)$.

Step3. Apply the optimal control $u(k) = u^*(k|k)$ to the actual nonlinear system (1).

Step4. Set $k = k + 1$, and go back to Step 1.

B. The calculation of the terminal conditions

This subsection is devoted to calculating the terminal constraint set $X_f$ and terminal cost $V_f(x)$ of the proposed MPC algorithm.

It should be noted that Assumptions 1-3 in the proposed MPC algorithm are almost the same with that of the existing MPC framework with stability guarantee. However, there exists significant difference about the terminal cost in Assumption 4. The important stability-guarantee condition (13) contains an extra $K_{\infty}$-function $\sigma_1(\|x\|)$, which provides an extra freedom for the control system to obtain a larger stability margin to accommodate the influence of the disturbance and strengthen its disturbance-rejection capability.

We consider the Jacobian linearisation of the nonlinear system (1) at the origin

$$x(k+1) = Ax(k) + Bu(k) + B_ww(k),$$

where $A = \left. \frac{\partial f(x,u,w)}{\partial x} \right|_{(0,0,0)}$, $B = \left. \frac{\partial f(x,u,w)}{\partial u} \right|_{(0,0,0)}$, $B_w = \left. \frac{\partial f(x,u,w)}{\partial w} \right|_{(0,0,0)}$. Select the stage cost and terminal cost as

$$l(x,u,w) = \|x\|^2_Q + \|u\|^2_R + \|w\|^2_S \quad \text{and} \quad V_f(x) = \|x\|_P^2,$$

respectively. The $K_{\infty}$-function $\sigma_1(\|x\|)$ in Assumption 4 is also defined in the quadratic form $\sigma_1(\|x\|) = \|x\|_\Delta^2$ with the symmetric weighting matrix $\Delta \geq 0$.

We assume that the linearised system (23) is stabilisable. Therefore, there exists a linear state feedback control $u_f = Kx$ such that $A_K = A + BK$ is strictly stable.

Firstly, we will propose a procedure to find a terminal constraint set $X_f$ to satisfy the condition (12) in Assumption 4 based on the linearised system (23).

To achieve more accurate approximation of the RPI set, the following polytopic set $P$ is selected to approximate the terminal constraint set $X_f$, rather than ellipsoidal set,

$$\mathcal{P} \triangleq \{x| - \varepsilon \leq Hx \leq \varepsilon\},$$

where $0 < \varepsilon \in \mathbb{R}^p, H \in \mathbb{R}^{p \times n}$ and $p \geq n, p$ can be selected based on the required accuracy. If $p > n$, the polytope is a full-complexity polytope, which is used in this paper. By using the designed algorithm in [23], both the terminal set $X_f$ and control gain $K$ can be calculated for the proposed MPC.

In what follows, we will select the matrices $\Delta$ and $P$ to satisfy the condition (13).

The condition (13) can be rewritten by

$$x^T(A + BK)^TP(A + BK)x \leq x^TPx,
- x^T(Q + K^TRK)x \geq x^T(\Delta),$$

$$\Leftrightarrow P \geq (A + BK)^TP(A + BK) + (Q + K^TRK) + \lambda \Delta,$$ (25)

In order to meet the condition (25), we select a positive definite matrix $\Delta$. Then, let the matrix $P$ be defined by the following Lyapunov equation

$$P = (A + BK)^TP(A + BK) + (Q + K^TRK) + \lambda \Delta,$$ (26)

for some $\lambda \geq 1$. Since $A + BK$ is stable and $Q + K^TRK + \lambda \Delta$ is positive definite, $P$ is positive definite. Therefore, the condition (25), and hence (13), is satisfied.

V. ILLUSTRATIVE EXAMPLE

Consider a linear, discrete-time, constrained system subject to additive bounded disturbance

$$x^+ = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x + \begin{bmatrix} 0.5 \\ 1 \end{bmatrix} u + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} w.$$ (27)

The state, input and disturbance constraints are given by

$$\mathcal{X} = \{x \in \mathbb{R}^2 : \|x\|_\infty \leq 1\}, \mathcal{U} = \{u \in \mathbb{R} : \|u\|_\infty \leq 1\}, \text{and} \mathcal{W} = \{w \in \mathbb{R}^2 : \|w\|_\infty \leq 0.1\}.$$

The weighting matrices of the stage cost are selected by

$$Q = \text{diag}\{10, 1\}, R = 1 \text{ and } S = I.$$ The terminal set $X_f$ and control gain $K$ are obtained with the algorithm in [23]. The weighting matrix $P$ is calculated by (26) with $\Delta = I$ and $\lambda = 2$.

Fig. 1 depicts the terminal set $X_f$ of the proposed MPC algorithm in the phase plane. Fig. 2 gives the trajectories under three MPC algorithms: proposed MPC, nominal MPC, and discrete-time form of DRMPC [17] that compensates the disturbance by feedforward technique and then attenuates the residual disturbance by MPC optimisation problem. It shows that the trajectory under the proposed MPC algorithm can converge to a smallest region of the origin among these three
algorithms. Therefore, we have that the proposed MPC algorithm possesses the strongest disturbance-rejection capability. Furthermore, the actual running costs, calculated by summing all the stage costs without disturbance over time, under the three MPC algorithms are given in Table 1, which shows that the proposed MPC also achieves a smallest cost value. In summary, the consideration of the disturbance preview information in MPC optimisation problem makes it possible to make full use of the disturbance.

VI. CONCLUSIONS

A novel model predictive control algorithm with preview information of disturbance for nonlinear systems is proposed in this paper. It is assumed that the disturbance is known within the prediction horizon and unknown out the horizon. By considering reference (tasks) and the predicted disturbance within the horizon in a single optimisation framework, it can make full use of disturbance information to improve the control performance. Recursive feasibility and input-to-state stability of the proposed MPC algorithm under the described disturbance are established by carefully constructing a terminal condition and a terminal cost. In this study, it is assumed that the disturbance is exactly known. But in practice, the disturbance preview may be corrupted by sensor noise if it is measured, or have estimation error if it is estimated by a disturbance observer technique. We will conduct our future research in this direction, particularly incorporating the estimation dynamics of a disturbance observer.

TABLE I

| Algorithms       | Nominal MPC | DRMPC  | Proposed MPC |
|------------------|-------------|--------|--------------|
| Actual running costs | 15.900      | 13.883 | 12.874       |
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