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Multi-Agent Modeling and Simulation in the AI Age

Wenhui Fan*, Peiyu Chen*, Daiming Shi, Xudong Guo, and Li Kou

Abstract: With the rapid development of artificial intelligence (AI) technology and its successful application in various fields, modeling and simulation technology, especially multi-agent modeling and simulation (MAMS), of complex systems has rapidly advanced. In this study, we first describe the concept, technical advantages, research steps, and research status of MAMS. Then we review the development status of the hybrid modeling and simulation combining multi-agent and system dynamics, the modeling and simulation of multi-agent reinforcement learning, and the modeling and simulation of large-scale multi-agent. Lastly, we introduce existing MAMS platforms and their comparative studies. This work summarizes the current research situation of MAMS, thus helping scholars understand the systematic technology development of MAMS in the AI era. It also paves the way for further research on MAMS technology.
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1 Introduction

Agents emerged in distributed artificial intelligence in the 1970s. Since the 1990s, agents have become an essential frontier in computer research, especially in the field of artificial intelligence (AI). At the same time, research on agent-based modeling and simulation (ABMS) has been conducted in various fields (such as social science, economic system, biological science, ecological science, engineering technology, and simulation science), and the related influential research and application are fruitful.

Agents have various definitions in different fields and disciplines. Agents, which were initially used only as a system component, have been extended to become intelligent software, devices, robots, computers, or even human beings. An agent is an autonomous individual that can perceive the environment it is in, calculate and reason in accordance with the information obtained, communicate with other individuals, coordinate with each other, and cooperate with each other to complete a specific task and exert influence on the external environment. In this process, each agent not only has its own behavioral characteristics, such as autonomy, social ability, responsiveness, and initiative, but also has mental state characteristics, such as goals, knowledge, beliefs, responsibilities, and commitments according to their different roles and functions[1]. Agents also have other important characteristics, such as mobility, adaptability, and reasoning ability[2].

Although agents have various characteristics and possess the ability of decision-making and execution, the ability of a single agent remains limited. Such limitation motivates the emergence of multi-agent systems (MASs). Compared with single-agent systems, MASs not only have stronger performance but also help multiple agents solve certain problems independently through the information resources of the system. In addition, agents can cope with increasingly complex problems through mutual assistance[3], which encourages the emergence and development of multi-agent modeling and simulation (MAMS) technology.
2 Multi-Agent Modeling and Simulation

2.1 Concepts and ideas

Generally, traditional system modeling and simulation methods establish system models using the deductive reasoning method before conducting simulation experiments and analyses. This approach is a typical engineering simulation modeling method, a top-down modeling method, as well as an idea of reductionism. Local and foreign researchers have indicated that the existing traditional modeling methods based on reductionism cannot appropriately describe complex systems. In the modeling and simulation of complex systems, inductive reasoning is commonly used to build the formal abstract models of the systems, that is, using abstract representations of the system to gain an insight into the objective world and the natural phenomena; such approach is based on system theory and is a bottom-up modeling method. MAMS, which builds the model by using the basic elements of a complex system and their interactive relationship, organically links the microscopic behavior and the “emergent” phenomenon in the macroscope of complex systems. MAMS, a method of ontology, is one of the most effective simulation methods to solve the problem of complex systems.

Multi-agent simulation mainly consists of two aspects. On the macro aspect, the mechanism, protocol, and strategy of communication, coordination, and collaboration between agents, as well as the decomposition and assignment of tasks, are included. On the micro level, the dynamics, reasoning, and behavior of the agents are studied. The prior task of complex system simulation is to establish the system model and conduct experiments to study the emergence of the system, that is, studying when, where, and what kind of emergence the studied object appears. The concepts and ideas of MAMS mainly include the following six aspects:

1. **Agents.** Agents are autonomous computing entities and basic modeling and simulation units, which can sense the environment through sensors (physical or software) and act on the environment through effectors. A computing entity is a program that physically exists and operates on a computing device. Autonomy means that it can control its own behavior to a certain extent and can take certain actions without the interventions of human beings or other systems. To meet the design goals of a system, agents pursue the corresponding subgoals and perform the corresponding tasks. In addition, these subgoals and tasks can be complementary or conflicting.

2. **Model aggregation.** Agents are a nested hierarchical concept. Basic agents, called meta-agents, have all the attributes of an agent. Model aggregation is needed to solve problems in complex large-scale systems; in some cases, hierarchical modeling that aggregates multi-granular, multi-scale, and multilevel models is also needed.

3. **Perception and action.** Agents perceive information of the surrounding environment and other agents through internal perceptions and then react to the environment and other agents with the help of effectors, thereby realizing the functional behavior modeling of individual agents.

4. **Decentralized control.** Each agent is relatively independent in MAMS, where no central control and coordination agents are needed for usual cases. Moreover, multi-agent control has been applied in various practical applications, such as robotics.

5. **External environment.** In MAMS, the external environment not only provides several conditions for the existence of agents, but also acts as the perception and action object of agents.

6. **Interactions and associations.** The interaction and association between agents are the cause of complex behavior in complex systems, as well as an important way to solve the dependence, conflict, and competition among agents.

2.2 Technological advantage

Compared with other complex system modeling and simulation technologies, MAMS has the following advantages:

1. **MAMS can describe complex systems naturally.** In many cases, MAMS is the most natural description of a complex system composed of numerous entities, and the concept of individuals in the system is consistent with agents.

2. **MAMS can capture the emergence phenomenon in complex systems.** The “whole is greater than the sum of its parts” feature of emergence makes it difficult to predict. MAMS is a normative method for modeling this emergence phenomenon. By modeling the behavior of the micro individuals of the system, the purpose of describing the macro behavior of the system is achieved.

3. **MAMS has flexible organizational framework and evolution mechanism.** Agent-based paradigms have a flexible potential computing mechanism for the
formation, maintenance, evolution, and disintegration of organizations and are especially suitable for solving the problem of flexible organization and scheduling in different complex systems.

(4) Agent autonomic solving and decision-making ability. The autonomic solution ability is the capacity of accepting the “stimulus” of the environment and other agents, reacting to the environment and other agents in accordance with the internal state and stimulus information, and modifying its own rules and states.

(5) Agent’s ability to interact with users. Direct manipulation interfaces are used in traditional complex modeling systems; however, with the increase in task complexity, the manipulation process becomes increasingly complicated and thus can eventually affect the stability of the system. Nevertheless, the intelligence mechanism of agents creates technical conditions for human-computer interaction and cooperation, thus easily forming a harmoniously coexisting problem-solving system where the interaction and collaboration between users and agents are realized. In addition, the ability also guarantees system stability; thus, a single module error does not easily lead to system collapse.

(6) Suitable for distributed simulation. Agents describe the individual entities of a system and can be conveniently distributed to multiple computer nodes, thus providing the possibility for a distributed simulation of large-scale complex systems.

(7) Reusability of the model. Agents are abstraction entities with greater granularity than the object. By reusing a mature agent model, the efficiency of software development can be improved.

2.3 Research procedure

The MAMS procedure is mainly divided into the following five steps[6]:

(1) Specification of the aims of simulation. The complexity characteristics of the target system and the requirements of simulation are analyzed. First, the complexity of the target system is analyzed, and the objectives, requirements, and system boundaries of the simulation are specified. Then the specific characteristics of the entities in the system are analyzed, and the formal expression of the system is determined. Finally, the evaluation mechanism and method are defined, the data expression mode is determined, and the supporting functions of the simulation environment are summarized and formulated.

(2) Reasonable selection of abstract level. Hierarchy structures are the inherent structures of complex systems. Therefore, a multilevel abstract modeling method must be used to establish the abstract model of various object entities in a complex system, thus ensuring that the abstract level is reasonable and sufficient.

(3) Message flow analysis. The procedure includes classifying the message types, ensuring the flow patterns of various messages, and determining whether the simulation target needs further decomposition.

(4) Agent modeling. The procedure includes building analysis trees for complex systems through hierarchical decomposition and message flow analysis, and building a meta-agent model for each leaf node and an aggregation-agent model for each non-leaf node, and abstracting out different agents in accordance with the entities’ different functions.

(5) Distribution of agents. The distribution of agents depends on the specific application requirements of the complex system simulation, the adopted simulation algorithms, and the hardware environment of the simulation.

2.4 Research on application status

MAMS has been applied in many fields, including social sciences, economics, artificial life, geographical and ecological processes, as well as the industrial and military fields. However, most studies are still in their infancy, that is, these studies are still “thought experiments” in the laboratory and have the nature of academic research. In reality, simulation analysis and control of complex systems still have a long way to go. Nevertheless, research on the ABMS of complex systems have been applied in practice.

2.4.1 Social field

The social sciences are one of the fields where MAMS is most widely applied. Its research focuses on the emerging behavior and self-organization of human systems; MAMS, which has been widely recognized by many social scientists, is the most suitable method to capture these phenomena[7]. “Humans” in social systems and agents in MAMS are essentially similar. “Humans” are abstracted as agents with autonomous decision-making, learning, memory, coordination, and organization abilities. Therefore, neural networks, evolutionary computation, or other learning skills are required for agents to describe the learning and adaptive ability of “humans”. For example, neural networks were used to detect network’s abnormal
behavior\textsuperscript{8} and isolation forest was applied to fault diagnosis\textsuperscript{9}. Research applications of MAMS in the social field include flow\textsuperscript{10}, such as traffic\textsuperscript{11}, evacuation in emergency circumstances, customer flow management, organization formation, and political interaction\textsuperscript{12}. Casti from the Santa Fe Institute simulated the traffic and environmental conditions in Switzerland\textsuperscript{13}, whereas Raney et al. studied the traffic problems in Switzerland\textsuperscript{14}. In addition, Epstein and Axtell developed an agent model based simulation software called ResortScape, which can be used for parking lot management and decision-making\textsuperscript{15}. Bilge developed an agent model based software called SIMSTORE for supermarket management and monitoring; the software was practically applied to the operation and management of several supermarkets in the UK\textsuperscript{16}.

### 2.4.2 Economic field

Economics is a field in which MAMS is widely applied. Researchers in Sandia National Laboratories in the United States developed an agent-based US economic simulation model called Aspen\textsuperscript{17}, which is a blend of the latest technology of evolution learning and parallel computing in the Sandia lab; this model is superior in many aspects compared with the traditional economic model. The variation of the influence of laws, rules, and policies is considered in a single, consistent economy simulation computing environment (e.g., building detailed models for monetary policy, tax law, and trade policy research; analyzing different economic sectors separately or together with other departments, thus facilitating the understanding of the entire economic process; accurately simulating the behavior of the basic decision-making sectors of the economy, such as residents, banks, companies, and policies). Aspen analyzed the effect of policies on micro and macro units by regarding micro units, such as individuals, residents, and enterprises, as simulated objects. Through the statistics, analysis, inference, and synthesis of characteristic variables, the influence of policy changes on micro individuals and the effects of policy implementation on macro and various levels can be observed. Sandia National Laboratory has already established a prototype model of the simple market economy (a simple simulation of the US economy) and a transition economy simulation model (a transition economy simulation), which is a detailed model\textsuperscript{18}.

In addition, the virtual stock market developed by a Bios team led by Arthur of the Santa Fe Institute has been successfully applied to the NASDAQ stock market simulation\textsuperscript{19, 20}. The agent-based NASDAQ simulation model successfully combined the agent-based modeling idea with AI technologies, such as neural networks and reinforcement learning. This simulation method has further been used to study the US housing market\textsuperscript{21}. Agents in the stock market interact by adopting different strategies from simple to complex. Through the interaction between agents, the dynamic behavior of the entire stock market can be expressed.

### 2.4.3 Military field

The military field is a new area of application for MAMS. Military confrontation and land warfare systems are complex adaptive systems (CASs)\textsuperscript{22–25}, which have been recognized by researchers. Therefore, MAMS can be used to study battlefield behavior, such as military confrontation\textsuperscript{26}. The results of existing research show that MAMS, which has strong vitality, is more effective than the current combat model based on the Lanchester equation and is a good method for battlefield simulation.

The US Department of Defense (DOD) hopes to have real-time, omnidirectional access to information in future battlefields. For C4ISR to be useful, advanced real-time distributed modeling and simulation tools must be used, and complexity science can help develop C4ISR. As the MAMS is a complexity science methodology, it naturally became the DOD’s advanced modeling and simulation methodology. The DOD’s applications on ABMS include the irreducible semi-autonomous adaptive combat (ISAAC) developed by the US Marine Corps Combat Development Command (MCCDC), the enhanced ISAAC neural simulation toolkit (EINStein) and SWarrior, the adaptive collection management environment (ACME) developed by the US Army Intelligence and Security Command (INSCOM), and the tactical sensor and ubiquitous network agent modeling initiative (TSUNAMI) co-developed by the Naval Warfare Development Command and Argonne National Laboratory’s Center for Complex Adaptive Systems Simulation.

ISAAC\textsuperscript{22, 23} was developed on the basis of the agent model. Through the simulation of war, questions, such as “to what extent do land warfare systems have the characteristic of self-organizing CAS”, can be answered. The software was not designed to construct a system-level battlefield model but to serve as a simulation kit to explore interactions from different low-level rules
to high-level emergent behavior (for example, from individual warriors to a squad). ISAAC’s long-term goal is to turn its subsequent product into a toolkit through which the emergent aggregation behavior on the battlefield can be explored. The agent in ISAAC has four characteristics of rule, task, situational awareness, and self-adaptability. Through the interaction of simple rules, the ISAAC system presents operational concepts, such as forward advance, frontline attack, local clustering, penetration, retreat, attack attitude, containment and containment, encircle maneuver, and guerrilla attack.

EINSTein\(^{[22,23]}\) is an enhanced version of ISAAC. The main improvements include a Windows-style Console User Interface (CUI) interface, an object-oriented C++ code, context-dependent and user-defined agent behavior, personalized script representation, online genetic algorithms, neural networks, reinforcement learning and pattern recognition toolkits, online data collection and multidimensional visualization toolkits, an online analysis toolbox, and a fitness coevolution legend display. At present, EINSTein studies two basic problems: command and control of topology and battle-related information.

MCCDC also developed SWarrior\(^{[24]}\), which is based on Swarm, by combining certain characteristics of ISAAC. SWarrior aims to transform Swarm into a new analytical tool to gain an insight into future military confrontation based on agent-based simulation.

INSCOM and the Bios team of Santa Fe developed ACME\(^{[25]}\), which helps commanders manage and acquire real-time battlefield information and obtain the enemy command post locations with the constantly changing battlefield maps.

An agent-based model was built by TSUNAMI\(^{[25]}\) for the red, blue, and neutral forces, which have complex behavior and different properties, such as communication equipment, perception ability, mobility, memory ability, and fuel and battery energy. TSUNAMI simulates the battlefield space motion and interaction by describing the real terrain, and it can “clone” various sensors and use rule sets to simulate message flow and service protocol quality.

In addition, the Australian Defense Force Academy developed the reducible agent battlefield behaviour through life emulation (RABBLE)\(^{[27]}\). In contrast to ISAAC, RABBLE uses an MAS structure, adding up the learning mechanism and thus making the simulated group behavior conducive to decision-making. SWARM and Battle Model\(^{[26]}\) developed by the Air Operations Division in Australia builds an agent-based model for pilots, fight managers, sensor managers, air combat defense commanders, and ground crew in air combat. In the military field, Heinze investigated the military combat concept by using the agent-based model\(^{[28]}\), and Hill designed and implemented Tactical Simulation, an intelligent agent software model for air combat (especially over-the-horizon combat) simulation\(^{[29]}\).

3 Hybrid Modeling and Simulation Based on Multi-Agent and System Dynamics

Hybrid modeling and simulation have received considerable attention over the past few years due to their flexibility and improved support tools. The construction of hybrid modeling and simulation aims to describe the complex behavior of the system\(^{[30]}\). A hybrid simulation method should comprehensively consider all types of interactions in the hybrid model to simulate various behaviors in the complex system. MAMS and system dynamics modeling and simulation (SDMS) are two important simulation methods\(^{[31]}\).

SDMS is a top-down feedback method proposed by Forrester\(^{[32]}\). The essence of this method is a high-order, multi-loop, and nonlinear feedback structure. SDMS is a method for visualizing, analyzing, and understanding complex dynamic feedback\(^{[33]}\). The advantage of SDMS lies in its ability to consider nonlinear feedback and the time-delay characteristics of the dynamics\(^{[34]}\). SDMS has been widely used to solve various problems in social, industrial, environmental, and project management systems\(^{[35]}\). It uses feedback loops, stocks, and streams to simulate the dynamics of complex systems over time. In SDMS, the behavior of the system consists of two basic types of feedback loops, including a negative feedback loop for system regulation and a positive feedback loop with the function of strengthening input\(^{[36]}\).

MAMS is a computer simulation method describing the behavior of complex systems. It adopts the bottom-up information feedback method to describe the interaction between individuals, identifies each entity as heterogeneous rather than identical, and allows individuals to evolve and adapt dynamically\(^{[37]}\). In MAMS, the complexity of the system is reflected in the interaction between different agents\(^{[32,38]}\). The purpose of simulation is to track the interactions between agents in artificial environments and understand the emergence of global patterns\(^{[39]}\). Agents in MAMS have certain properties and interact by defining appropriate rules in
a given environment. Agents act or produce output on the basis of their interactions, environments, and the rules they follow.

The hybrid model combining MAMS and SDMS emerged in the late 1990s. Scholl\cite{41} conducted the first studies on the applicable scope of SDMS and MAMS.

In this study, the author also studied the advantages and disadvantages of each method and summarized the possibility of multimethod modeling based on SDMS and MAMS\cite{41}. Pourdehnad et al.\cite{42} deepened the above work by conceptually comparing these two methods. The authors discussed the potential synergies between the two paradigms to solve problems in the teaching and decision-making processes\cite{42}. Similarly, Stemate et al.\cite{43} compared these modeling approaches and listed a range of possible cross-applications, which provided a reliable basis for researchers to conduct further research.

Lorenz and Jost\cite{25} believed that the combination of SDMS and MAMS makes the simulation model closer to reality.

Schieritz et al.\cite{44, 45} mainly worked on comparing SDMS and MAMS in the field of operations research. They identified the unique features of each approach and presented a table of major differences. In Ref. [46], a method that combines SDMS and MAMS was proposed to solve supply chain management problems. The results suggested that the use of combined methods does not produce the same results as using SDMS alone. To explore the reasons for these differences, the authors pointed out that further research is needed\cite{46}.

Ramandad and Sterman\cite{22} compared the results of simulating the dynamic process of infectious disease transmission using MAMS and SDMS, transformed MAMS into SDMS, and examined the effects of individual heterogeneity and different network topologies. They concluded that SDMS produces a single trajectory for each parameter set, whereas random MAMS produces a distribution of the results.

Scholl\cite{41} provided an overview of the general modeling principles of SDMS and MAMS, described their areas of applicability, discussed their relative strengths and weaknesses, and attempted to identify areas where the two modeling and simulation methods complement each other and overlap. MAMS is inductive because the resulting emergent behavior of such agents is the basic unit of analysis. By contrast, SDMS is deductive because it is described by its feedback structure at an aggregate level. Both techniques aim to discover leverage points in complex aggregate systems; modelers of agent-based models seek them in rules and agents, whereas SDMS does so in the feedback structure of a system.

Similarly, Lorenz\cite{24} proposed three aspects to consider when choosing between SDMS and MAMS: structure, behavior, and appearance. Structure is related to how the model is built. The structure of the SDMS model is static, whereas that of MAMS is dynamic. In SDMS, all elements of emulation are preset, whereas in MAMS, agents can be created or destroyed, and interaction rules are defined during simulation. Another aspect is the difference in the behavior center generators of the model. For SDMS, the behavior generators are feedback and accumulation, whereas for MAMS, the generators are the interactions between system elements. Both methods involve feedback. However, MAMS has feedback at multiple modeling levels. In addition, the ability of emergence in the simulation varies in the two methods. In this study, the author pointed out that MAMS can simulate emergence, whereas the single-layer structure of SDMS cannot\cite{24}.

Despite the increasing amount of research on hybrid simulation methods, research on the properties and types of hybrid models is limited\cite{27}, and the hybrid simulation framework should be able to consider all types of interactions within the hybrid model\cite{30}. To address this problem, Swinerd and McNaught\cite{27} proposed three hybrid SDMS-MAMS simulation frameworks of integration, interface, and sequence.

In recent years, the comparative research results of SDMS and MAMS show that SDMS and MAMS have their advantages and disadvantages in complex system simulation. SDMS focuses on the dynamic behavior of the system and the analysis of the interaction and accumulation effect between different elements while ignoring the spatial factors. MAMS focuses on the interaction in space and ignores the feedback effect of macro-socioeconomic factors on agents\cite{26}. To capture the heterogeneity and homogeneity of complex socioeconomic system models in dynamic simulation environments, two types of hybrid models combining MAMS and SDMS were proposed. In the first type, MAMS is used to create aggregate constructions, and SDMS is used to aggregate constructions and thus generate dynamic behavior. In the second type, SDMS is used to deduce the characteristics (states) of agents at the micro level, whereas MAMS deals with the interaction process of these agents under different rules\cite{47}. In the past two decades, an increasing number of scholars
have begun to explore the combination of SDMS and MAMS\cite{22, 46}. The hybrid approach has already been applied to solve problems in different fields, such as transportation\cite{48}, health-related research\cite{24, 25, 43, 48}, psychology\cite{49}, work environment\cite{50}, and ecological modeling\cite{51–54}.

4 Multi-Agent Reinforcement Learning Modeling and Simulation

Reinforcement learning is a mode of machine learning that can actively perceive the environment through different behaviors or actions, evaluate behavior simultaneously, and apply the evaluation to adjust the follow-up behavior; that is, it is a learning technology that can map different environmental states to behaviors\cite{55}. The main purpose of reinforcement learning is to select the optimal behavior of an agent to complete the target. It is widely used in robot control system\cite{56, 57}, intelligent decision\cite{58}, nonlinear optimal control\cite{59–61}, and other fields\cite{62}. Complex practical problems cannot be reflected due to the lack of decision-making and environmental awareness ability of a single agent; thus, the concept of multi-agent, which is a collection of multiple intelligence called an MAS, was proposed in the late 20th century. MAS, a frontier domain of distributed AI, is mainly used to study the coordination\cite{63}, communication, and conflict between groups of agents\cite{64}.

4.1 Single-agent reinforcement learning

Studies on reinforcement learning mainly began in the 1850s\cite{55}, and the idea of trial-and-error learning was established soon after. The representative of modern reinforcement learning, i.e., temporal difference learning, began to be applied to the Markov decision process, and its efficiency was much higher than that of the traditional reinforcement learning algorithm\cite{65}. Subsequently, the researchers integrated the time-series difference method and other optimization methods and proposed the Q-learning algorithm\cite{66}, which is acknowledged as the basis of most of the current deep reinforcement learning algorithms.

After the proposal of deep learning, traditional reinforcement learning actively explored the possibility of combining with deep learning. In the beginning, the combination of deep learning and reinforcement learning methods is mostly value-based, that is, it uses a deep neural network approximation function or an action-value function to extend the problems that reinforcement learning can solve from limited state space to continuous state space. The value-based deep reinforcement learning algorithm can fit the continuous state space; however, the value-based method cannot solve the problem of continuous action space. Hence, the stochastic strategy gradient method and the deterministic strategy gradient algorithm, which are based on the actor-critic framework policy gradient algorithm, were gradually developed\cite{67}.

4.2 Multi-agent reinforcement learning

In 2000, machine learning researchers took MAS as an important application background of AI\cite{68} and proposed the concept of multi-agent learning in 2006\cite{69}. In 2013, the deep Q-network combined reinforcement learning with deep learning for the first time\cite{70} and thus remarkably improved the performance and stability of reinforcement learning algorithms, attracted several researchers to take reinforcement learning as the learning method of MAS, and initiated the study of the multi-agent reinforcement learning\cite{71, 72}. In the game theory field, multi-agent reinforcement learning is classified into complete cooperation, perfect competition, and mixed type in accordance with the task types to be solved\cite{73}; it can also be classified into four types according to different research contents and methods: analysis of emergence behavior, learning how to communicate, cooperate, and model the adversary\cite{74}.

The first is the analysis of emergence behavior. This part of research mainly applies the existing single-agent deep reinforcement learning algorithm to MAS, analyzes the performance and behavior of multi-agent, and observes the evolution of multi-agent. For example, the competitive behavior of deep reinforcement learning agents in table tennis tasks was studied\cite{75}. In Ref. [76], the performance and property of typical reinforcement learning algorithms in counterattack tasks were explored.

The second is to learn how to communicate. In this part of the study, the communication between agents can help agents in completing tasks. This method mainly learns when and how agents communicate with each other. For example, Facebook proposed a CommNet network structure that aggregates the communication between agents through a summation operation\cite{77}. In Ref. [78], the communication relationship and communication information between agents were intelligently selected on the basis of the attention mechanism.

The third part is to learn how to cooperate. This part
ignores how agents communicate with each other and focuses on the performance of their cooperation. Multi-agent deep deterministic policy gradient, an extension algorithm based on deep deterministic policy gradient, proposed a learning method of centralized training-decentralized execution, which has become the paradigm for most cooperative methods\cite{79}. By contrast, the researchers proposed a value decomposition network, which decomposes the global value function into the accumulation of the multi-agent’s local value functions and further simplifies the center’s evaluation network\cite{80}.

The fourth part, which is how to model the adversary, models the adversary’s strategy. The modeling of other agents has applications and benefits in cooperative and competitive tasks and can also help explain the behavior of agents\cite{81}. For example, performance can be improved in the hiding information task by modeling others\cite{82} and in the study of the overfitting problem in the strategy modeling of other agents\cite{83}.

### 4.3 Status and outlook

With the popularity of robots, manufacturing, logistics, disaster relief, unmanned vehicles, and other fields have become the typical application scenarios of MASs. With economic development, MASs with high efficiency and intelligence are urged. As the frontier of solving MAS problems in the field of AI, multi-agent reinforcement learning provides a feasible method for developing intelligent algorithms in different environments and tasks. However, the current multi-agent reinforcement learning algorithm still suffers from the following problems:

1. **The convergence and stability of multi-agent reinforcement learning have yet to be proven systematically.** Reinforcement learning optimizes strategies by the agents’ self-exploration, which requires agents to balance random exploration and autonomous decision-making. The convergence and stability of various single-agent reinforcement learning algorithms have been widely studied and demonstrated; however, the convergence of multi-agent reinforcement learning algorithms depends not only on the environment but also on the performance of other agents, thus making it difficult to prove the convergence of the optimal strategy and the stability after convergence of multi-agent reinforcement learning\cite{73}.

2. **The state space of multi-agent reinforcement learning is huge, and the training time is long.** To ensure the convergence of the strategy optimization process, the single-agent reinforcement learning algorithm needs to explore massive possibilities of the “state-action” space. The joint “state-action” space of a multi-agent increases exponentially with the number of agents in the system, leading to an exponential increase in training time, limiting the extensibility of the number of agents in multi-agent reinforcement learning.

3. **The expansibility and knowledge transfer ability of multi-agent reinforcement learning are poor.** On one hand, the current multi-agent reinforcement learning can only be designed for specific tasks and has trouble expanding and transferring strategies for different tasks so that each task needs to be trained and learned again. On the other hand, each retraining requires training for multiple agents. How to use experience between agents\cite{84} and how to store and transfer knowledge\cite{85} are still hot topics in this field. Although the theory and practice of multi-agent reinforcement learning still face great challenges, multi-agent reinforcement learning is still regarded as an essential method to produce collective intelligence\cite{86}.

This study argues that the contributions of multi-agent reinforcement learning have two aspects. First, multi-agent reinforcement learning can bring robot teams with cooperative consciousness and human-like intelligence. Multi-agent reinforcement learning can train AI to complete complex multi-agent tasks of Dota\textsuperscript{2}\cite{87} and StarCraft II\cite{88}, and its performance can reach the level of e-sports athletes. Second, research on the training process of multi-agent reinforcement learning can help explain the emergence and evolution of biological group behavior and provide quantitative model support for the development of anthropology and sociology. The multi-agent reinforcement learning method combines the actual characteristics of distributed decision between biological population and robot population and the advantages of independent learning optimization strategy in AI. Moreover, it is becoming an interdisciplinary science of multi-agent simulation, swarm game theory, reinforcement learning, and other fields.

### 5 Large-Scale MAMS

In many disciplines, such as physics, social sciences, electronic communication, ecology, and military research, the number of agents involved in MAMS is always large, and the millionth magnitude of scale makes it difficult for ordinary computers to provide enough computing power\cite{89}. Similar computing problems
occur when the agent-based simulation algorithm is complex\textsuperscript{[90]}. These problems can be collectively regarded as large-scale MAMS problems. Numerous approaches have emerged in various fields trying to solve this problem. Among them are two most effective and common solutions: One is to restructure the model at the software level by super individual or other methods; another is to speed up large-scale computing by distributed parallel computing\textsuperscript{[91, 92]} or using new computation tools, such as the Quantum tool\textsuperscript{[93]}. Numerous software reorganizations have been successful. For example, Blythe et al. successfully simulated approximately 3 million agents and generated a total of 30 million operations by using stationary probability models, embedding link prediction, and introducing Bayesian models, thus enabling large-scale multi-agent simulation to model the evolution of GitHub (a large collaborative software development ecosystem)\textsuperscript{[94]}. Campagne et al. proposed the use of morphology to represent and control the state of large organizations composed of large-scale agents that represented the state of the system as the shape in abstract geometric space\textsuperscript{[95]}. In the era of AI, neural networks can also be used in the abstraction and simplification of models. Zhou et al. integrated the emerging mean field game theory with reinforcement learning technology on the basis of self-organizing neural networks, which effectively break the “curse of dimension” of large-scale MAMS and greatly reduce computational complexity\textsuperscript{[96]}.

Progress has been achieved in distributed parallel computing in recent years. Fachada et al. compared different parallel computing strategies, such as equal, equal with repeatability, equal with row synchronization, and on-demand, and pointed out that different parallelization strategies have specific trade-offs in terms of performance and simulation repeatability\textsuperscript{[97]}. Predator-prey for high-performance computing, an effective reference model that can compare different parallelization strategies from performance and statistical accuracy, was also proposed\textsuperscript{[98]}. Many scholars have begun to explore the use of GPU and other hardwares. For example, the GPU-based mobility simulator GEMSim designed by Saprykin et al. accelerates the process of large-scale multi-agent simulation, and its simulation cycle is more than 12 times faster than the previous method MATSim\textsuperscript{[99]}. P-HASE designed by Marumgsith and Mongkolsin can generate the GPU code OpenCL automatically without any GPU programming language knowledge to optimize large-scale multi-agent simulation. By being evaluated through the experiment on two GPU platforms, NVIDIA GeForce 240m LE and AMD Radeon HD6650M, the large-scale multi-agent model in support of the newly generated GPU can be 14 times faster than its multicore CPU version\textsuperscript{[100]}. The REPAST HPC framework raised by Collier and North uses C++ and MPI for large-scale distributed computing, which is accelerated by multi-process parallel computing\textsuperscript{[101]}. The application of the above two methods enables us to extend the multi-agent simulation modeling method to large-scale problems and calculate the simulation results in a short time without losing too much computational accuracy, which has important application and promotion value. For example, in the transportation field, Klügl and Rindsführer simulated a scene of more than 40 000 agents passing through the Bourne railway station within 1.5 virtual hours, not only ensuring that the agents are moving without collision between two predefined positions but also planning and replanning the way the agents pass through the railway station flexibly\textsuperscript{[102]}. Zhang et al. simulated the traffic flow situation of Shanghai, China, with 200 000 agents on a network with 50 000 links\textsuperscript{[103]}. In the field of medical imaging, Haroun et al. introduced large-scale multi-agents to merge the local image processing results after local processing on brain magnetic resonance imaging and improve the quality of the image after segmentation\textsuperscript{[104]}. Zhang and Verbraeck studied the control strategy for the mass spread of infectious diseases on the basis of the large-scale ABMS method on PC; the population size, namely, the number of agents, reached 19.6 million\textsuperscript{[105]}. Suzumura et al.\textsuperscript{[106]} proposed agent-based complex cellular automata architecture, which realizes the traffic flow simulation of one billion agents on a supercomputer. The Los Amos National Laboratory developed an agent-based model software package called Traffic Analysis Simulation System\textsuperscript{[107]}. The software is currently used to simulate the traffic conditions in Portland, including 120 000 traffic links and 1.5 million agents.

6 Multi-Agent Modeling and Simulation Platform

With the constant advancement of agent research, various agent simulation platforms have been developed internationally. Among them are typical platforms
with strong pertinence to a certain field. Examples include OpEMCSS, which can perform complex traffic system simulation; MaDKit, which simulates complex supply chains; and James providing multi-negotiation simulation between agents. However, these platforms have poor generality, that is, their strong simulation capability only precipitates in specific fields. As for the general agent simulation platform, typical platforms, including Java agent development framework (JADE)¹⁰⁸, NetLogo¹⁰⁹, Swarm¹¹⁰, REPAST¹¹¹, MASON¹¹², AnyLogic¹¹³, and JCass¹¹⁴, have been widely used.

### 6.1 JADE

JADE is a software platform that provides basic, intermediate layer functions⁰¹⁰. It follows the rules of the Foundation for Intelligent Physical Agents (FIPA) and can develop standard agent programs to complete the interaction and simulation between multi-agents. FIPA, established in 1996, aims to standardize agent technology and improve the availability of agents. The origin of JADE was to validate the FIPA specification set, which was launched by Telecom Italia in 1998 and has since evolved into JADE. The research of the platform focuses on the simplicity and usability of agent-based software development. The platform opened its source code in 2000, becoming a free, open-source platform. The biggest advantage of JADE is that it uses Java language for agent abstract programming, making JADE flexible, portable, and maintainable.

JADE can complete all agent basic services, such as life cycle management, mobility, white and yellow page services, information transmission, and security management. In JADE, agents communicate with each other in an asynchronous mode. Each agent has its own unique ID, and its own message queue for sending and receiving messages, and these features do not rely on location. JADE does not provide a visual window for model simulation and thus needs further development. In recent years, JADE has been widely applied in various agent-based simulation developments.

The agent of JADE exists in the container, and JADE is composed of many agent containers distributed on the network. The container is a Java process, which can run multiple agents and provide the services needed by JADE to run, manage, and execute agents. A main container must be started first to provide access to JADE, and other containers can only be added to the main container if they are registered with it.

### 6.2 NetLogo

NetLogo is a programmable modeling environment for simulating natural and social phenomena¹⁰⁹. Uri Wilensky introduced the tool in 1999 (http://ccl.northwestern.edu/netlogo/), and the tool has been further developed at the Center of Connected Learning and Computer-Based Modeling, Northwestern University. NetLogo, equipped with various types of agents, such as turtle, patch, and link, is especially suitable for modeling the evolution of complex systems. Modelers can send instructions to thousands of independently operated agents and thus help in gaining insight into the connection between individual behavior at the micro level and the macroscopic model, which emerges through many individual interactions.

The bottom layer of NetLogo is implemented in the Java programming language and can run on all major platforms (Mac, Windows, Linux, etc.) or in browsers, such as Java applets. NetLogo has detailed documentation and teaching materials. It also comes with a model library that contains many already written simulation models, which cover many areas of the natural and social sciences, including biology and medicine, physics and chemistry, mathematics and computer science, economics, social psychology, and so on.

NetLogo, a programming development platform inherited from the Logo language, can control thousands of individuals in modeling and thus compensate for the deficiency wherein the Logo language can only control a single individual. Therefore, NetLogo modeling can well simulate the behavior of micro individuals and the emergence of macro patterns, as well as the relationship between them. NetLogo is a programming language and modeling platform for natural and social phenomenon simulation, especially for complex systems that develop over time.

### 6.3 Swarm

Swarm is a standard multi-agent software toolset for computer simulation developed by the Santa Fe Institute of the United States on the basis of the theory of CASes¹¹⁰. It provides an efficient, reliable, and reusable software experiment platform. By establishing computer models based on Swarm and invoking the rich class libraries provided in the platform, simulation can be performed in many research fields.

Given that the model and the way of interaction between the model elements in Swarm are without restrictions, the user can focus on their interested specific
systems rather than being bothered by data process, user interface, and other pure software and programming problems. It is also user friendly for noncomputer professional scholars. Therefore, Swarm has received wide attention from economics, management science, ecology, systematics, military simulation, computer science, and other fields.

Generally, the Swarm model is composed of ModelSwarm, ObserverSwarm, and Individual Agent and Environment, and it supports the analysis, display, and control of simulation experiments through the class library. ModelSwarm includes a schedule of actions in the model and a set of inputs and outputs. The input includes model parameters, such as the number of objects and initial value. The output includes the value of the variable to be observed and the result of the model. ObserverSwarm is a window for target model observation and measurement, including a set of individuals and a schedule of behavior. Among them, the individual is the detector used for observation and the output interface, such as charts and two-dimensional grid points. The behavior schedule is used to describe the interval and sequence of sampling for each detector.

The Swarm agent can be further summarized by four characteristics based on the CAS-based Swarm modeling idea and its structure. The first is aggregation that a single agent can adhere to each other to form the aggregation of multi-agents that have the same movement trend as a single agent. The second is nonlinearity, that is, agents and their properties in the event of change are not completely linear but nonlinear. The third is flow, which refers to the exchange of information flow, energy flow, and material flow between agents. In addition, the channel and speed of flow directly affect the process of the system. The fourth is diversity, that is, a differentiation trend exists between agents.

In addition, the activation mechanisms of Swarm agents are as follows: The first is tagging, which helps realize information exchange and propose specific implementation methods of searching and receiving information in the environment. The second is internal models, which indicate the concept of hierarchy, that is, every agent has a complex internal mechanism. The third is building blocks, that is, complex systems are often formed on the basis of relatively simple components by changing their combination. Therefore, Swarm’s agents are living individuals with multiple levels, continuous interaction with the outside world, and continuous development and evolution.

6.4 REPAST

REPAST was jointly developed by the University of Chicago and Argonne National Laboratory and was subsequently maintained and updated by the REPAST Organization for Architecture and Development[111]. The platform supports Java, C#, and Python. Its software architecture is similar to Swarm, which is mainly used in the field of social science and has professional tools for social science model development. The platform provides some simple model libraries, class libraries, and genetic, regression, and other algorithms, which can be used for model development by using interfaces and display agent simulation data. REPAST was only available as an implementation in Java and has been available in C# and Python since version 3.0 was proposed to expand the REPAST user base.

Since the release of REPAST, several applications can be divided into the following four categories:

(1) Theoretical research: The generation process of a specific phenomenon in the system is observed through simulation, and the general rules of CAS can be found and verified. Examples include implementing the famous model “ECHO” in CAS theory with REPAST and studying game theory through multi-agent simulation, such as the prisoner’s dilemma problem.

(2) Social system simulation: Studies include the interaction between agents and their environment and how multi-agents with different goals and interests achieve cooperative behavior. In addition, the agent can be an individual or an organization.

(3) Economic system simulation: In agent-based computational economics (an emerging branch of economics), REPAST has been used to implement and simulate economic models (e.g., commercial network simulation and supply chain simulation).

(4) Comprehensive application: The Argonne National Laboratory of the United States has extended REPAST to support GIS, distributed simulation, and other functions, and developed some large CAS simulation (CASS) on this basis (e.g., the United States electricity market simulation).

Advantages of REPAST: REPAST borrows substantial design experience from Swarm, and the graphical user interfaces of the two are similar. Hence, REPAST is considered as a Swarm-like emulation kit. Four multi-agent simulation tools were evaluated and compared, including REPAST and Swarm, and the results showed that REPAST ranked the first in
almost all the scoring programs, such as documentation, modeling, simulation capability, and usability; its synthesis score is also the highest.

6.5 MASON

MASON, which was developed by George MASON University\cite{112}, is programmed with Java language and is mainly used for agent-based discrete event simulation. MASON’s main characteristics are fast execution, flexible use, and graphical interface for 2D and 3D visual display. Given the limited software size of the MASON platform, it can only perform simulations of a lower-magnitude model.

6.6 AnyLogic

AnyLogic, which was developed by XJ Technologies\cite{113}, is a widely used tool for discrete, system dynamics, and multi-agent and hybrid system modeling and simulation. In addition to the basic simulation, the platform also contains enterprise libraries. AnyLogic supports development with Java and Unified Modeling Language (UML)-Real Time, as well as models by differential equations. Its professional library covers a wide range of fields, including logistics, transportation, urban planning, and other aspects. AnyLogic is the first to use UML for simulation and is the only commercial software that supports mixed state machine language for simulation development. AnyLogic has a complete visual window that can observe the simulation process clearly and intuitively. It can integrate multi-intelligence simulation with machine learning, build a training environment for multi-agent reinforcement learning schemes, and model all cooperative, competitive, or hierarchical behavior.

6.7 JCass

JCass is a distributed simulation platform for complex systems and was developed by the State Key Laboratory of Parallel and Distributed Processing, National University of Defense Technology\cite{114}. It is a general CASS platform that can be applied in many disciplines. JCass supports hierarchical simulation and hierarchical scheduling, allowing users to build and test multitier models for the description of emergence. The basic unit of JCass simulation is agents who communicate with each other through a message mechanism. JCass provides not only a conservative time promotion mechanism and an optimistic time promotion mechanism but also a hierarchical hybrid time management protocol. It is developed in Java, supports cross-platform emulation, and provides libraries for building agents and debugging programs.

6.8 Comparison among platforms

Considering the space environment of the model, JADE and Swarm only support 2D space environments, whereas other platforms can support 2D and 3D space environments. In terms of algorithms, NetLogo does not support complex algorithms temporarily. Swarm and REPAST support genetic algorithms, neural network algorithms, and other Java computing packages. MASON supports evolutionary algorithms and other Java computing packages. AnyLogic and JADE support any Java language based algorithm. In terms of graphics and data visualization, all the platforms except JADE are equipped with a visual display module. In terms of performance, MASON, REPAST, and Swarm are framework class library platforms, among which the development of MASON is relatively immature, whereas the development of Swarm is relatively mature. Swarm is a stand-alone platform, which has low portability and poor simulation performance for complex situations. Similar to Swarm, REPAST is suitable for simple and small-scale simulations, and its composition and design cannot be self-improved. NetLogo and AnyLogic are commercial softwares without independent property rights for platform development and thus need a certain fee to obtain all functions. JADE, an open-source platform, is flexible and thus can be distributed across different hosts. JCass is a general simulation platform that uses the Java programming language. It can strongly support the heterogeneous distributed platform, design the rule base based on XML, and support hierarchical multi-agent modeling. However, it also has shortcomings, such as the single underlying communication method, high cost of time management, nonsupport of environment visual modeling, and insufficient support for evolution mechanism modeling.

7 Conclusion

The concepts and ideas of MAMS, including computational entities, model aggregation, perception and behavior, decentralized control, environment, and interaction, were introduced. This study expounded the advantages of multi-agent simulation technology from seven aspects, namely, descriptive ability, emergence analysis, organizational framework and evolutionary mechanism, autonomic solution and decision-making ability, interaction ability, distributed simulation, and
model reuse, and presented the application status of the technology in the social, economic, and military fields.

This work studied the developing status of hybrid modeling and simulation based on system dynamics and multi-agents and pointed out the advantages and disadvantages of SDDS and MAMS in the complex system simulation. SDDS focuses on system dynamic behavior, analyzing the interaction between different elements and accumulation effects while ignoring the spatial factors. MAMS focuses on the interaction in space and ignores the feedback effect of macro social and economic factors on agents. The hybrid model based on MAMS and SDDS is an effective method for complex system modeling and simulation.

Our study reviewed the development of multi-agent reinforcement learning modeling and simulation and presented the algorithm problems to be solved in multi-agent reinforcement learning. These problems are summarized as follows: First, the convergence and stability of multi-agent reinforcement learning have not been proven systematically. Second, the state space of multi-agent reinforcement learning is too large, and the training time is long. Third, the expansibility and knowledge transfer of multi-agent reinforcement learning are poor.

The current situation of large-scale MAMS was also summarized. The two most effective and common solutions for large-scale MAMS were analyzed. First, the model was reorganized at the software level via “super individual”. Second, distributed parallel computing was used to accelerate large-scale computing.

Typical MAMS platforms, including JADE, NetLogo, Swarm, REPAST, MASON, and AnyLogic, were introduced. Furthermore, representative and widely used general multi-agent modeling and simulation platforms were compared and analyzed.
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