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Abstract Many reduced-order models are neither robust with respect to parameter changes nor cost-effective enough for handling the nonlinear dependence of complex dynamical systems. In this study, we put forth a robust machine learning framework for projection-based reduced-order modeling of such nonlinear and nonstationary systems. As a demonstration, we focus on a nonlinear advection-diffusion system given by the viscous Burgers equation, which is a prototypical setting of more realistic fluid dynamics applications due to its quadratic nonlinearity. In our proposed methodology the effects of truncated modes are modeled using a single layer feedforward neural network architecture. The neural network architecture is trained by utilizing both the Bayesian regularization and extreme learning machine approaches, where the latter one is found to be more computationally efficient. A significant emphasis is laid on the selection of basis functions through the use of both Fourier bases and proper orthogonal decomposition. It is shown that the proposed model yields significant improvements in accuracy over the standard Galerkin projection methodology with a negligibly small computational overhead and provide reliable predictions with respect to parameter changes.
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1 Introduction

The ever-increasing need for accurate prediction of many complex nonlinear processes leads to very large-scale dynamical systems whose simulations and analyzes make overwhelming and unmanageable demands on computational resources. Since the computational cost of traditional full-order numerical simulations is extremely prohibitive, many successful model order reduction approaches have been introduced [1, 16, 24, 29, 31, 32, 46, 58, 71, 78, 84]. The purpose of such approaches is to reduce this computational burden and serve as surrogate models for efficient computational analysis of such systems, especially in settings where traditional methods require repeated model evaluations over a large range of parameter values. Through a simplification of the computational complexity of an underlying governing law, these reduced-order models offer promises in many prediction, identification, design, optimization, and control applications. However, they are neither robust with respect to parameter changes nor low-cost with respect to nonlinear dependence handling for complex dynamical systems encountered in a wide range of physical phenomena. Therefore, reduced-order modeling (ROM) remains an open challenge for parametric time varying systems and the development of efficient and reliable model order reduction techniques is of paramount importance for both fundamental and applied science. In this study, we focus on the development of an accurate and robust machine learning framework for projection-based nonlinear model order reduction of such transient nonlinear systems.

The basic philosophy of projection-based approaches is an alleviation of the intense computational burden of partial differential equations obtained from governing laws [9]. These approaches endeavor to reduce the high degrees of freedom of a governing law through an expansion in a transformed space, traditionally with orthogonal bases. The choice of the transformation aids the user in the identification of sparseness and thus allows them to obtain a dense (but low dimensional) representation of the same governing law. Among the large variety of reduced-order modeling strategies, proper orthogonal decomposition (POD) has emerged as a popular technique for the study of dynamical systems [3, 6, 8]. With respect to terminology, POD is also referred to as the Karhunen-Loève expansion [56], principal component analysis [42], or empirical orthogonal functions [57]. A successful construction of quality POD bases requires a collection of high-fidelity numerical simulations of the governing equations of the dynamic system being studied if an exact solution is not available. This information is used to devise optimal bases for the transformed space. Indeed, the construction of these bases also serves as a post-processing tool, for instance as a method of extraction of the large scale coherent structures in statistical pattern recognition [59]. This is because the global solution may be spanned through a considerably truncated number of optimal bases to resolve attractors and transients. This study, however, is oriented more toward the feedback flow control community which attempts to use POD as a degree of freedom reduction technique. In addition, other many-query applications such as uncertainty quantification and optimization may also benefit from more accurate ROMs at low model orders. We would like to emphasize here that there exist several noteworthy approaches to ROM implementation.
such as dynamic mode decomposition (or DMD) which is a technique for determining a low-dimensional subspace from observed data similar to POD but with a description of the dynamics on that subspace [82]. Another popular technique for determining a reduced subspace is the extended DMD (or EDMD). The reader is directed to [77, 87] for an excellent discussion of these closely related approaches.

In our investigation, we implement the POD for our ROM analysis using a Galerkin projection (GP) approach. POD-GP has extensively been used to provide fast and accurate simulations of large nonlinear systems [13, 50, 92]. This approach is devised so as to generate a reduced model where the truncated modes are evolved through time as a set of ordinary differential equations. This may be considered to be a projection type approach as it is obtained by projecting the governing equations on to the truncated modes (obtained from our POD). We must remark here that an orthogonal projection has been used to move our problem to the reduced subspace. A non-orthogonal projection may also be employed which is generally known as the Petrov-Galerkin projection [5]. Another approach one may use for nonlinear systems is given by Koopman operator theory [33] which identifies a subspace where the nonlinear dynamics are linearized and uncoupled. However, in this investigation we limit ourselves to the GP approach alone. The process of truncation (which is necessary for degree of freedom reduction) introduces a limitation to our chosen approach. The truncation procedure causes a significant loss of information particularly for highly non-stationary, convective and nonlinear problems [21, 27]. Therefore, there have been considerable efforts to mitigate the drawbacks of this loss of information such as through the process of closure modeling [15, 80, 89, 90] where arguments are made in favor of modeling the effect of the discarded modes on the preserved ones. Another promising approach is to develop strategies for constructing more representative bases [16–18, 45, 51, 81]. Bases obtained from orthogonal Fourier modes have also been utilized in present investigation for added comparison.

By analogy with the large eddy simulations of turbulent flows, several eddy viscosity type of closure models have been introduced for ROMs [2, 6, 12, 14, 69, 80, 81, 85, 88, 90, 91]. Recently, a new closure modeling framework for stabilization of ROMs has been proposed by using a robust Lyapunov control theory. It has been demonstrated that the Lyapunov-based closure model is robust to parametric uncertainties and the free parameters are optimized using a data-driven multi-parametric extremum seeking algorithm [10, 11]. Other stabilization models for ROMs have been also suggested in literature [4, 7, 11, 21, 44, 52, 71, 76, 93, 96]. In addition to these models, Cazemier’s closure modeling approach [19, 20, 80] uses the concept of energy conservation to account for the truncated modes. A data-driven filtered ROM framework has also been proposed to model the interaction between the resolved and unresolved modes solving a linear least squares problem [95]. To summarize, closure strategies for the stabilization of ROMs are devised with the specific intent of modeling the effect of the unrepresented spatial modes on the temporal evolution of the reduced system so as to prevent large deviations from the mean behavior of a hypothetical PDE evolution of the same physics. Therefore, any successful ROM implementation needs an intelligent selection of truncation as well as closure prior to deployment.
The focus of the present investigation will be to utilize a data-driven supervised machine learning framework for the closure (and stabilization) of a highly truncated POD implemented using the GP approach. A single layer feed-forward artificial neural network is used to estimate the effect of the discarded modes on the retained ones during the time integration of the ordinary differential equations obtained using POD-GP. In brief, an artificial neural network (ANN) can be used to set up a nonlinear relationship between a desired set of inputs and targets provided a large set of benchmark data for the underlying statistical relationship is available. It is therefore no surprise that this subset of the machine learning field has seen wide application in function approximation, data classification, pattern recognition and dynamic systems control applications [23, 94]. Before an ANN is deployed, it must be trained to accurately capture the nonlinear relationship between its inputs and outputs. For this purpose, a high-fidelity solution of the Burgers equation is used to generate the ‘true’ modes. An optimization problem is solved to minimize a desired performance function (which generally represents a measure of the suitability of a network for prediction). While we shall provide information about the machine learning framework implemented here in far greater detail within, we note that we have used the Bayesian regularization [30] and extreme learning machine [43] approaches for the training of the artificial neural network. Both methods have been developed in the machine learning community to accurately capture statistical trends in noisy data. While the former is famous for its accuracy, the latter is attractive due to its very low computational cost. Indeed, the extreme learning machine training (or ELM) proves to be very exciting as a possible means to address the need for fast learning in dynamically adaptive systems (although the topic of which is left to a separate investigation).

While there have been investigations into the suitability of machine learning techniques for the purpose of ROM implementations [47, 65–67, 79] and these approaches are quite well studied for use in feedback flow control where they are used to generate a direct mapping of flow measurements to actuator control systems [25, 26, 28, 34–36, 40, 53], it is our belief that the work presented in this document represents the first utilization of an ANN as closure model in the POD-GP framework. We also note that ANNs are also gaining popularity in the fields of turbulence modeling and hidden physics estimation where deep architectures with several hidden layers, coupled with physics-informed architectural modifications [55] or physics-informed regularization [73, 74] are utilized for the purpose of realizability preservation in ANN predictions and grid-free nonlinear PDE behavior estimation respectively. As mentioned previously, information from the time evolution of our PDE (from its analytical solution) is leveraged to provide a supervised learning framework for the ANN to approximate the error in the modal evolution through GP. A regularized training ensures that no localized behavior is observed from the trained ANN with respect to the governing equations and the data they have produced. Training data sets are generated through different realizations of the viscosity of the viscous Burgers equation with a high degree of freedom. The trained ANN architecture is then tested for its ability to stabilize modal evolution for values of viscosity that are not in the training data set. Our investigations can be summarized by the following bullet points
A machine learning based closure model is implemented in the ROM framework (using a Galerkin projection) through the use of a single layer feedforward artificial neural network. Both optimal POD and Fourier modes are used as the bases of the transformation space.

The closure is ‘trained’ using high-fidelity data obtained from the true solution of the time evolution of our partial differential equation. The Bayesian regularization and extreme learning machine approaches are used for a regularized training to capture underlying dynamics from the data.

The proposed framework is tested through a ROM framework for the viscous Burgers equation for physical parameters which were not included in the training data set.

The rest of this paper is devoted to a mathematical development of the concepts we have introduced as well as a documentation of our results.

2 Mathematical model

2.1 Full-order simulations

For the development of a robust ROM, a high-fidelity dataset is generated using a fully resolved solution of the Burgers equation in a conservative formulation given by

$$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \left( \frac{1}{2} u^2 \right) = \frac{1}{Re} \frac{\partial^2 u}{\partial x^2},$$

$$u \in \mathbb{R}, \quad x \in \Omega = [0, L], \quad t > 0,$$

where $Re$ is the Reynolds number and $L$ is the extent of our one-dimensional domain $\Omega$. This equation is generally considered a low-dimensional equivalent of the full Navier-Stokes equations due to its advective and diffusive behavior. It is therefore, quite common, to use the Burgers equation for the preliminary evaluation of ROM frameworks prior to deployment for fluid flow problems [44, 49, 80]. Indeed, it may be considered a challenging convective system for ROM assessments as it characterizes localized flow structures such as standing and advected shock waves as well as a cascade of energy following theoretical scaling laws [63] and generally requires additional stabilization in the form of a closure model that represents the effect of the discarded modal quantities. In practice, the full-order solutions are used to generate time snapshot data for generating POD bases either through discretization methods for complex problems or through closed-form solutions for simple benchmark problems. In the present study, we utilize an analytical solution to obtain snapshot data for the Burgers equation, the details of which are presented in Section 6.
2.2 Method of snapshots

The methodology of our ROM assessments is initiated by the decomposition of the solution field into a time invariant averaged $\bar{u}(x)$ and a fluctuating component $\hat{u}(x, t)$ through [41, 70],

$$u(x, t) = \bar{u}(x) + \hat{u}(x, t),$$

(2)

where the mean of the snapshot data is

$$\bar{u}(x) = \frac{1}{M} \sum_{i=1}^{M} u(x, t_i),$$

(3)

and $M$ corresponds to a finite number of distinct snapshots at time $t_i$ used for time averaging. The goal is then to devise a set of $M$ bases

$$\phi_k(x) \in \mathbb{R}^1 \quad k = 1, 2, \ldots, M, \quad x \in \Omega = [0, L],$$

(4)

which can reproduce the fluctuating component of the above decomposition

$$\hat{u}(x, t) = \sum_{k=1}^{M} a_k(t) \phi_k(x),$$

(5)

where $a_k(t)$ are the time-dependent POD coefficients. A transformation to basis space with truncation (i.e., evolution for only a part of the $M$ total bases) will lead to a reduced system of ODEs that endeavors to capture the spatial and temporal behavior of the PDE. As explained in further detail in Section 3, the method of snapshots [72, 86], which is an efficient way to compute the POD basis functions, is utilized to represent system dynamics. This is motivated by practical considerations for approximating the Fredholm-type integral eigensystem equation since data are limited to a finite number of frames or snapshots. Note that the number and location of the snapshots $u(x, t_i)$ are dependant on the dynamics of the system and vary from problem to problem. In this study, snapshots are sampled uniformly within the solution time interval.

3 Basis selection

In this section, we detail the two types of bases chosen for the transformation space of our PDE. Some of the bases obtained using our two approaches are shown in Fig. 1 and we note that they are orthogonal to each other.

3.1 Fourier basis functions

As a first choice for our orthogonal bases, we utilize the Fourier series coefficients. In order to ensure that the boundary conditions of the PDE are respected we discard the Cosine components of the series and are left with

$$\phi_k(x) = \sqrt{\frac{2}{L}} \sin(k\pi x / L),$$

(6)
where $\phi_k(x)$ is the $k^{th}$ basis function. We remark here that these bases may not be considered optimal as they are devised without any information from our exact solutions but through intuition. Specifically, the choice of these bases imply ambitious assumptions regarding the spatial frequency content of the problem in question without any data assimilation from high-fidelity numerical solutions or experimental data (specifically as used in the POD approach). Combining these assumptions with a truncation make it very possible for the ROM to miss key aspects of the nonlinear interaction between spatial and temporal modes. However, for systems where data extraction (through experiments or high-fidelity numerical simulations) is infeasible, a good starting point would be to assume that the Fourier bases are able to capture a large proportion of the energies of the system at lower frequencies. The condition for orthonormality between bases can be expressed as:

$$
(\phi_k, \phi_l) = \begin{cases} 
1, & k = l \\
0, & k \neq l.
\end{cases}
$$

(7)

where we have defined an inner product of any two fields $\phi_1$ and $\phi_2$ as

$$
(\phi_1, \phi_2) = \int_{\Omega} \phi_1(x)\phi_2(x)dx.
$$

(8)

3.2 POD basis functions

In this subsection, we detail the POD approach for ROM to capture unsteady, convective and non-periodic dynamics of governing PDEs. The reader is directed to [80] for a far more detailed discussion of this topic. Section 2.2 introduces the method of snapshots utilized for the subsequent bases development.

A POD can be constructed from our scalar field $u(x, t)$ at different times (previously introduced as snapshots). These snapshots are either obtained by solving the governing equations through a DNS or (as in this case) through the exact solution. In the following, we will utilize the superscript $i$ to indicate a particular snapshot in time.
For the POD approach we utilize a total of $M$ snapshots for the field variable, i.e., $u(x, t_i) = u^i(x)$ for $i = 1, 2, \ldots, M$. A correlation matrix may be constructed using the fluctuating components of the snapshots, i.e., $\hat{u}(x, t_i) = \hat{u}^i(x)$, to give

$$C_{ij} = \int_{\Omega} \hat{u}^i(x)\hat{u}^j(x)dx,$$

where $i$ and $j$ refer to the $i^{th}$ and $j^{th}$ snapshots. The correlation matrix $C$ is a non-negative symmetric square matrix of side $M$ and may be expressed as $C_{ij} = (\hat{u}^i, \hat{u}^j)$. In this study, we use Simpson’s 3/8 integration rule for a numerical computation of the inner products. The optimal POD basis functions are obtained by performing an eigendecomposition for the $C$ matrix. This has been shown in detail in POD literature (see, e.g., [41, 75, 86]). The eigenvalue problem can be expressed in the following form:

$$CW = W\Lambda,$$

where $\Lambda = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_M]$ is a diagonal matrix containing the eigenvalues of this decomposition and $W = [w^1, w^2, \ldots, w^M]$ is an orthogonal basis consisting of the eigenvectors of this decomposition. The eigenvalues are stored in descending order, $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_M$ and the POD basis functions can then be written as

$$\phi_k(x) = \sum_{i=1}^{M} w^i_k \hat{u}(x, t_i) \quad k = 1, 2, \ldots, M,$$

where $w^i_j$ is the $i^{th}$ component of eigenvector $w^j$. Therefore we emphasize that the POD modes are ranked according to the magnitude of their corresponding eigenvalue. The eigenvectors must also be normalized in order to satisfy the condition of orthonormality between bases given by Eq. (7). It can be shown that, for Eq. (7) to be true for the POD bases, the eigenvector $w^j$ must satisfy the following equation:

$$\sum_{i=1}^{M} w^i_j w^i_j = \frac{1}{\lambda_j}.$$

In practice, most of the subroutines for solving the eigensystem given in Eq. (10) return the eigenvector matrix $W$ having all the eigenvectors normalized to unity. In that case, the orthogonal POD bases are given by

$$\phi_j(x) = \frac{1}{\sqrt{\lambda_j}} \sum_{i=1}^{M} w^i_j \hat{u}(x, t_i),$$

where $\phi_j(x)$ is the $j^{th}$ POD basis function. The main motivation behind the construction of a ROM using the optimal POD bases is due to the fact that modes with high magnitudes of eigenvalues retain a greater proportion of the energy of the system. Hence, it is possible to construct a lower degree of freedom approximation of our sparse PDE in the space transformed by the aforementioned eigenvectors.
4 Projection-based model order reduction

For reducing the computational expense of our system in the transformed space, we truncate the number of modes in our system to a value \( Q \ll M \) with the assumption that these \( Q \) modes capture a large fraction of the total energy of the system. For our test case given by the Burgers equation, the Galerkin projection can be carried out in the following manner:

\[ \hat{u}(x, t) = \sum_{k=1}^{Q} a_k(t) \phi_k(x), \]  

where \( a_k \) are the time dependent coefficients, and \( \phi_k \) are the space dependent modes. To derive the Galerkin projection, we first rewrite the Burgers equation (i.e., Eq. (1)) in the following form

\[ \frac{\partial u}{\partial t} = L[u] + N[u; u], \]  

where

\[ L[f] = \frac{1}{Re} \frac{\partial^2 f}{\partial x^2}, \]  

is the linear operator, and

\[ N[f; g] = -\frac{\partial}{\partial x} \left( \frac{1}{2} fg \right), \]  

is the nonlinear operator. By applying this projection to our nonlinear system (i.e., multiplying Eq. (15) with the basis functions and integrating over the domain), we obtain our ROM, denoted POD-GP-ROM when using the optimal POD modes and Fourier-GP-ROM when using Fourier modes:

\[ \left( \frac{\partial u}{\partial t}, \phi_k \right) = (L[u], \phi_k) + (N[u; u], \phi_k), \quad \text{for} \quad k = 1, 2, \ldots, Q. \]  

The above expression may then be further modified by substituting Eq. (2) into Eq. (13) followed by the use of the condition of orthogonality given in Eq. (7) to obtain the following ROM implementation of our system:

\[ \frac{da_k}{dt} = B_k + \sum_{i=1}^{Q} \mathcal{L}_{ik} a_i + \sum_{i=1}^{Q} \sum_{j=1}^{Q} \mathcal{N}_{ijk} a_i a_j, \quad \text{for} \quad k = 1, 2, \ldots, Q, \]  

where

\[ B_k = (L[\hat{u}], \phi_k) + (N[\hat{u}; \hat{u}], \phi_k), \]  

\[ \mathcal{L}_{ik} = (L[\phi_i], \phi_k) + (N[\hat{u}; \phi_i] + N[\phi_i; \hat{u}], \phi_k), \]  

\[ \mathcal{N}_{ijk} = (N[\phi_i; \phi_j], \phi_k). \]  

The GP-ROM given by Eq. (19) consists of \( Q \) coupled ODEs and can be solved by a standard numerical method (such as the third-order Runge-Kutta scheme that is used in this study). The number of degrees of freedom of the system is now significantly lower. The vectors, matrices and tensors in Eqs. (20)–(22) are also precomputed quantities, which results in a dynamical system that can be solved very efficiently.
To complete the dynamical system given by Eq. (19), the initial condition is given by using the following projection:

\[ a_k(t = 0) = (u(x, t = 0) - \bar{u}(x), \phi_k), \quad (23) \]

where \(u(x, t = 0)\) is the initial condition of the problem given in Eq. (1).

5 Artificial neural networks

In the process of developing a reduced system, the truncation of modes leads to an inadequate capture of the energies of a system corresponding to the discarded modes and this motivates the development of closure modeling strategies. As mentioned previously, closure models aim to represent the contributions of the truncated modes on the system for which we have applied an artificial neural network.

5.1 ANN closure modeling for ROM

Equation (19) can be rewritten as

\[ \frac{da_k}{dt} = R_k, \quad (24) \]

where

\[ R_k = B_k + \sum_{i=1}^{Q} \omega_{ik} a_i + \sum_{i=1}^{Q} \sum_{j=1}^{Q} N_{ijk} a_i a_j. \quad (25) \]

At this point, a closure term must be introduced to account for the effect of truncation. This gives us

\[ \frac{da_k}{dt} = R_k + \tilde{R}_k, \quad (26) \]

where \(\tilde{R}_k\) accounts for the residual effects of the discarded modes. An ANN architecture is introduced to model this term. For the purpose of training, we need to assess what our modal quantities would evolve like if there was no truncation (i.e., a pure evolution of the PDE in a transformed space). We may obtain this by using our underlying PDE

\[ \frac{\partial u}{\partial t} = L[u] + N[u; u], \quad (27) \]

and applying our familiar projection to get

\[ \left( \phi_k, \frac{\partial u}{\partial t} \right) = \left( \phi_k, L[u] + N[u; u] \right), \quad (28) \]

which gives us

\[ \frac{da_k}{dt} = \left( \phi_k, L[u] + N[u; u] \right), \quad (29) \]

where the left hand side is computed by noting that

\[ \left( \phi_k, \frac{\partial u}{\partial t} \right) = \left( \phi_k, \frac{\partial}{\partial t} \left( \bar{u}(x) + \sum_{j=1}^{Q} a_j(t) \phi_j(x) \right) \right), \quad (30) \]
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and the definition of orthogonality given by Eq. (7). Our true projected right hand side thus becomes

\[ \mathcal{R}_k = (\phi_k, L[u] + N[u; u]) \].

(31)

One may now compare Eqs. (26) and (31) to obtain

\[ R_k + \tilde{R}_k = \mathcal{R}_k. \]

(32)

Thus to summarize: \( R_k \) is our standard truncated GP obtained using either POD or Fourier bases, \( \tilde{R}_k \) is the closure we would like to model, \( \mathcal{R}_k \) is the true projection obtained by transforming the exact solution (i.e., full-order solution) to the new space spanned by the POD or Fourier bases. We note that \( \mathcal{R}_k \) are determined and utilized solely for the purpose of obtaining the closure terms \( \tilde{R}_k \) for different physical parameters in the training phase. To that end, our ANN mechanism for the estimation of \( \tilde{R}_k \) is also tested within and outside the physical range of the data used to obtain \( \mathcal{R}_k \).

5.2 Network architecture

The basic structure of the simple feed-forward artificial neural network consists of \( L \) layers with each layer possessing a predefined number of unit cells called neurons. Each of these layers has an associated transfer function and each unit cell has an associated bias. Any input to the neuron has a bias added to it followed by activation through the transfer function. To describe this process using equations, we have [23]

\[ S^l = W^l X^{l-1}, \]

(33)

which represents a single neuron in the \( l \)th layer receiving a vector of inputs \( S^l \) from the \((l - 1)\)th layer. Here \( W^l \) stands for a matrix of weights linking the \( l - 1 \) and \( l \) layers with \( X^{l-1} \) being the output of the \((l - 1)\)th layer. The output of the \( l \)th layer is now given by

\[ X^l = G_l(S^l + B^l), \]

(34)

where \( B^l \) is the matrix of biasing parameters for the \( l \)th layer. Every node (or unit cell) at a particular layer \( l \) has an associated transfer function \( G_l \) which acts on its input and bias to produce an output which is ‘fed forward’ through the network. The nodes which take the raw input value of our training data set (i.e., the nodes of the first layer in the network) perform no computation (i.e., they do not have any biasing or activation through a transfer function). The next layers are a series of unit cells which have an associated bias and activation function which perform computation on their inputs. These are called the hidden layers with the individual unit cells known as neurons. Note that it is common in literature to consider these the only layers in the network. The final layer in the network is that of the outputs. The output layers generally have a linear activation function with a bias which implies a simple summation of inputs incident to a unit cell with its associated bias. We clarify the choice of linear activation in the output layers is generally typical of regression problems mapping from a set of real number inputs to real number outputs, i.e.,

\[ f : \mathbb{R}^n \to \mathbb{R}^m. \]

(35)
Unlike for classification purposes where some sort of hard limit function is generally used to classify outputs into one of \( k \) categorical values as
\[
  f : \mathbb{R}^n \rightarrow \{1, \ldots, k\}. \tag{36}
\]
In this investigation, we have used one hidden layer of neurons between the set of inputs and targets with a Tan-Sigmoid activation function. The Tan-Sigmoid function can be expressed as
\[
  G_1(a) = \frac{2}{1 + \exp(-2a)} - 1. \tag{37}
\]
The transfer function \( G_1 \) calculates the neuron’s output given its net input. In theory, any differentiable function can qualify as an activation function in the hidden layer [97], however, only a small number of functions which are bounded, monotonically increasing and differentiable are used for this purpose. While it has been reported that sigmoidal activation functions saturate across a large portion of their domain [37], our reasoning behind the use of the classical Tan-Sigmoid activation was to leverage the benefit of the saturation behavior to obtain improved aggregate behavior. We note that our training data is presented to the neural network in the form of values normalized between \(-1\) and \(1\) which suits the transformation provided by the activation function. The choice of using an ANN is motivated by its excellent performance as a forecasting tool [22, 48] and its general suitability in the machine learning and function estimation domain (e.g., see [39] and references therein). We note that our linear activation for the output layer is given by
\[
  G_2(a) = a. \tag{38}
\]

For our study we shall utilized a ‘trained’ network architecture to estimate the statistical behavior of a set of previously obtained data, a-posteriori. Our input matrix is
\[
  X^0 = \begin{bmatrix} x_1^0 & x_2^0 & \ldots & x_s^0 \end{bmatrix}, \tag{39}
\]
where \( x_i^0 \) is the \( i \)th input sample (out of a total of \( n_s \) samples) of a multidimensional input vector. Our weights connecting the inputs to the middle (hidden) layer are given by
\[
  W^1 = \begin{bmatrix} w_{11}^T \\ w_{12}^T \\ \vdots \\ w_{1n_q}^T \end{bmatrix}, \tag{40}
\]
where \( w_i \) is the column vector of weights that when paired with an input vector produces the weighted sum of inputs to the \( i \)th neuron (out of a total of \( n_q \) neurons) in the hidden layer and the superscript \( \top \) represents a transpose. The study we have utilized here prescribes only one hidden layer of neurons and the biases for these may be given by
\[
  B^1 = \begin{bmatrix} b_{11}^T \\ b_{12}^T \\ \vdots \\ b_{1n_q}^T \end{bmatrix}. \tag{41}
We clarify that the biases given by $B^1$ consist of a column vector identically repeated across $n_s$ columns. In other words, the same column of vector of first layer biases is added to the product of first weights and each individual input and can be denoted as $b^1$, i.e.,

$$B^1 = \begin{bmatrix} b^1 & b^1 & \ldots \end{bmatrix}. \quad (42)$$

The output of the lone hidden layer of neurons becomes

$$X^1 = G_1(W^1X^0 + B^1), \quad (43)$$

where $G_1(X)$ implies our tan-sigmoid activation procedure on each element of a matrix $X$. The weight matrix of the second (i.e., the output) layer may be given as

$$W^2 = \begin{bmatrix} w^2_1 & w^2_{1T} & w^2_2 & w^2_{2T} & \ldots & w^2_n & w^2_{nT} \end{bmatrix}. \quad (44)$$

We also prescribe biases for the second layer given by

$$B^2 = \begin{bmatrix} b^2_1 & b^2_{1T} & b^2_2 & b^2_{2T} & \ldots & b^2_n & b^2_{nT} \end{bmatrix}, \quad (45)$$

where once again, our bias consists of the repetition of a single column vector of randomly distributed small numbers and we may define this vector as $b^2$, i.e.,

$$B^2 = \begin{bmatrix} b^2 & b^2 & \ldots \end{bmatrix}. \quad (46)$$

Our outputs may thus be represented as

$$X^2 = G_2(W^2X^1 + B^2) = W^2X^1 + B^2, \quad (47)$$

which must be trained against a set of targets corresponding to each input vector given by

$$T = \begin{bmatrix} t_1 & t_2 & \ldots & t_{n_s} \end{bmatrix}. \quad (48)$$

An ANN architecture is devised which aids us in developing a nonlinear relationship between a set of inputs given by the Reynolds number ($Re$), the present time ($t$) and the truncated GP projections (i.e., $R_1, R_2, \ldots, R_Q$). The outputs are given by the closures (i.e., $\tilde{R}_1, \tilde{R}_2, \ldots, \tilde{R}_Q$). The architecture of our ANN is shown in Fig. 2 and $n_q$ is our number of hidden neurons. We thus have $Q + 2$ inputs to our network with $n_q$ neurons to obtain $Q$ outputs. For instance if the number of inputs, outputs, neurons and samples is given by $n_i, n_o, n_q$ and $n_s$ respectively we have the following dimensions for our relevant matrices:

$$X^0 \rightarrow n_i \times n_s \quad X^1 \rightarrow n_q \times n_s \quad X^2 \rightarrow n_o \times n_s$$

$$W^1 \rightarrow n_q \times n_i \quad W^2 \rightarrow n_o \times n_q \quad B^1 \rightarrow n_q \times n_s \quad B^2 \rightarrow n_o \times n_s$$

$$H^T \rightarrow n_q \times n_s \quad S^2 \rightarrow n_o \times n_s \quad T \rightarrow n_o \times n_s. \quad (49)$$
The training of a desired ANN is carried out by minimizing the error between the target and the outputs to determine a set of best-fit parameters. These best-fit parameters are the biases and linear weights that have captured the underlying relationship between the targets and inputs and may now be used to predict target data for inputs a posteriori. The advantage of using the ANN approach over traditional statistical regression models is that comparatively smaller data sets for training are suitable. Traditionally, the objective function of a single layer feed-forward neural network training is given by:

$$E_D = \sum_{i=1}^{n_t} \| t_i - x_i^2 \|_2,$$

which is a classic element wise 2-norm error between the outputs (i.e., columns of $X^2$ from layer $l = 2$) and the targets. There is an important caveat to the ‘squared-error’ based training of neural networks: regularization techniques are imperative for the prevention of overfitting noise in our data. In our investigation, we shall use the Bayesian regularization (BR) and extreme learning machine (ELM) approaches which have become popular for their regularization ability.

The Bayesian regularization training procedure augments the performance function of the ANN training by penalizing the sum of the squared weights of the network dynamically through the process of network error minimization [30, 60]. This is
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in contrast to the traditional methods which are oriented to minimizing the sum of squared errors alone (which is dangerous for noisy data as it promotes excessive localization). This modified objective function is then implemented in a Bayesian framework where the parameters in the network (i.e., the weights and the biases) are considered as random variables. Mathematically we have, for the objective function of the BR framework:

\[ F = \beta E_D + \alpha E_W, \]  

(51)

where \( E_W \) is the sum of squared weights and \( \alpha, \beta \) are the weight coefficients which are dynamically adjusted during training. The scalar \( E_W \) may be mathematically represented for our single hidden layer network as an element wise 2-norm of the weight matrices, i.e.,

\[ E_W = \| W^1 \|_2 + \| W^2 \|_2. \]  

(52)

If \( \alpha \gg \beta \), the training aims to reduce weight sizes at the expense of network errors thereby producing a smoother network response. The main challenge is the setting of the weight coefficients after which a regular gradient based optimization technique may be used to adjust the model coefficients (i.e., the weights \( W^1, W^2 \) and the biases \( B^1, B^2 \)) for one iteration since we have access to first-order information about the system through the process of backpropagation. For the choice of gradient based optimization, we utilize the Levenberg-Marquardt (LM) technique \[54, 62\] which is well suited to fast search for minima through its hybrid steepest-descent and Gauss-Newton’s method approach. Once one step of the standard LM algorithm (the details of which are expressed below) is completed from the initial condition where \( \alpha = 0, \beta = 1 \) with layer weights initialized according to the Nguyen-Widrow method \[68\], an expression for the effective number of parameters is computed from the knowledge of the Hessian matrix available from the LM algorithm given by:

\[ \gamma = P^{tot} - 2\alpha \text{tr}(L)^{-1}, \]  

(53)

where \( P^{tot} \) is the total number of parameters (i.e., weights and biases of the entire network fixed during the choice of network architecture) and the Hessian \( L \) is approximated by:

\[ L \approx 2\beta J^T J + 2\alpha I, \]  

(54)

where \( J \) is the Jacobian matrix of the training set errors obtained from the chain rule of backpropagation \[38\]. We define a vector of all network parameters (corresponding to the model coefficients for optimization) given by \( z \) (refer equation 12.36 in \[23\]) as

\[ z = \left[ w_1^1 \ w_2^1 \ldots w_n^1 \ b^1 \ w_1^2 \ w_2^2 \ldots w_n^2 \ b^2 \right]^T. \]  

(55)

We remind the reader that the bias vectors (\( b^1 \) and \( b^2 \)) in the above expression constitute just two column vectors and therefore the total number of parameters for model optimization is considerably reduced. The LM algorithm, may then be utilized to obtain a new estimate of the network parameters:

\[ z^{new} = z + \Delta z, \]  

(56)

where

\[ \Delta z = -[J^T J + \mu I]^{-1} J^T e. \]  

(57)
Note that this algorithm is a hybrid between the Gauss-Newton method and the steepest descent approach for function minimization with $e$ being the absolute value vector of network errors given by

$$e = \left| t_i - x_i^2 \right|. \quad (58)$$

When the scalar $\mu$ is small, the algorithm behaves more like the Gauss-Newton method of root finding using the Hessian matrix $J^TJ.$ When $\mu$ is large, the algorithm becomes steepest descent with a small step size. In brief, the parameter $\mu$ is decreased after each successful step that reduces the objective function and increased only if a tentative step increases the objective function. The tentative step is recomputed using a larger value of $\mu.$ Eventually, a step that reduces the objective function will be obtained as an increasing $\mu$ favors the direction of steepest descent. Thus, the algorithm provides a compromise between the speed of the Gauss-Newton method and the guaranteed convergence of the steepest descent algorithm. New estimates for the weighting coefficients are then obtained as

$$\alpha = \frac{\gamma}{2E_W(z^{new})} \quad \text{and} \quad \beta = \frac{P^{tot} - \gamma}{2E_D(z^{new})}, \quad (59)$$

where $E_W$ and $E_D$ are updated to account for newer values of $W^1, W^2, B^1, B^2.$ An updated value of $\alpha$ and $\beta,$ gives us a newly weighted performance function which may be utilized for the next step of the minimization process. Essentially the BR algorithm gives us a dynamic alteration of the objective function such that the sum of the squared weights and biases are kept low. Algorithm 1 summarizes the BR training methodology and we refer the interested reader to an excellent discussion of the implementation of LM into BR in [23]. The BR algorithm is equipped with a convergence criteria given by a maximum value of $\mu$ (implying that the minima of the objective function has been reached) or that a value of the gradient is obtained which is lower than the minimum gradient threshold $(\nabla z)_{min}$ specified prior to the start of the minimization process.

### 5.4 Extreme learning machine

In this section we detail the extreme learning machine approach to generalized single layer feedforward ANN training. This methodology was proposed in [43] for extremely fast training of a single layer feedforward ANN based on the principles of the least squares approximation. Using ELM terminology we may represent the output of the hidden layer of neurons as

$$H^T = G_1(W^1x^0 + B^1). \quad (60)$$

The ELM approach mandates for zero biases in the output layer (i.e., $B^2 = 0$). Our outputs of the ELM thus become

$$X^2 = G_2(W^2H^T) = W^2H^T, \quad (61)$$

which must be trained against a set of targets $T.$ The ELM training mechanism is given as follows: in order to calculate the matrix $W^2,$ we must recognize
Algorithm 1 Bayesian regularization

1: Given $X^0$ and $T$  \hspace{1cm} \triangleright \text{Given training inputs and targets}
2: $\alpha = 0$ and $\beta = 1$ \hspace{1cm} \triangleright \text{Our regularization initial condition}
3: $(\nabla z)_{min} = 10^{-7}$ and $\mu_{max} = 10^{10}$ \hspace{1cm} \triangleright \text{Convergence criteria}
4: $\mu_{init} = 0.001$ \hspace{1cm} \triangleright \text{Initial } \mu
5: Initialize $z$ \hspace{1cm} \triangleright \text{Initialize non-zero random weights and bias}
6: while not converged \hspace{1cm} \triangleright \text{Convergence criteria}
   7: Calculate $\Delta z$ from Eqs. (56–58)
   8: if $F$ increases then
   9: \hspace{1cm} Increase $\mu \rightarrow 10 \times \mu$ \hspace{1cm} \triangleright \text{Shift toward steepest descent}
  10: else
  11: \hspace{1cm} Decrease $\mu \rightarrow 0.1 \times \mu$ \hspace{1cm} \triangleright \text{Shift toward Gauss-Newton}
  12: \hspace{1cm} Calculate $z_{new} = z + \Delta z$ \hspace{1cm} \triangleright \text{Successful update}
  13: \hspace{1cm} Calculate new $\alpha$ and $\beta$ from Eqs. (59) \hspace{1cm} \triangleright \text{Penalize sum of squared coefficients}
  14: \hspace{1cm} Update objective function definition using Eq. (51) \hspace{1cm} \triangleright \text{To ensure generalization}
  15: end if
  16: end while

that an optimal configuration of the weights in the second layer $W^2_{op}$ should satisfy

$$W^2_{op}H^T = T, \quad (62)$$

or by taking a transpose of both sides

$$HW^2_{op} = T^T, \quad (63)$$

which leads us to the following expression for the optimal weights

$$W^2_{op} = H^{\dagger}T^T. \quad (64)$$

We clarify that the ELM training mechanism works on all of the training data at once through the calculation of the aforementioned pseudoinverse. The weights $W^1$ and biases $B^1$ are generated initially using random numbers. The matrix given by $H^\dagger$ is calculated using a generalized Moore-Penrose pseudoinverse of $H$ [83]. Once the optimal weights of the second layer are obtained, our network is trained for deployment. Due to the small random number values chosen for the weights in the first layer, our network is well suited to highly effective abstraction of the training process due to a smaller degree of freedom of the overall ANN. We must note however that the success of this method hinges on the utilization of small values for $W^1$ and $B^1$ and an improper choice of these initializations would lead to poor training and performance. In this investigation we have utilized a probability density function for our random numbers which is uniformly distributed between -1 and 1. The obvious advantage of this approach compared to the BR method is the substitution of an iterative minimization to a direct least squares approximation using the pseudoinverse but we note that we are restricted in terms of architecture to just one hidden layer for our network architecture. The procedure for the ELM method is given in Algorithm 2.
**Algorithm 2** Extreme learning machine

1: Given $X^0$ and $T$  \( \triangleright \) Given inputs and targets
2: Initialize $W^1$ and $B^1$  \( \triangleright \) Initialize non-zero random parameters
3: Calculate $H^\top$  \( \triangleright \) From Eq. (60)
4: Transpose $H^\top$ to obtain $H$
5: Calculate $H^\dagger$  \( \triangleright \) Moore-Penrose pseudoinverse of $H$
6: Calculate layer 2 weights $W^{2\top} = H^\dagger T^\top$  \( \triangleright \) Least squares solution for optimal weights

### 5.5 Performance comparison between BR and ELM

Before proceeding to the results of our investigation, it would be useful to compare the computational cost of the BR and ELM training algorithms. In addition, since both algorithms are designed for regularization ability, it would also be helpful to see their training performance for noisy data. For this purpose, we choose a simple one-dimensional problem to test both approaches given by:

$$f(x) = \begin{cases} \sin(\pi^2 x) / \pi^2 x, & x \neq 0 \\ 1, & x = 0. \end{cases} \quad (65)$$

A training data set is devised by obtaining 51 samples of the above function at equal intervals within $x \in [-2, 2]$. In addition two other training data sets are obtained with varying amounts of noise. We use a uniformly distributed pseudorandom number generator and multiply the random number with an amplitude to mimic noise which is added to each training data point. To sum up, our test cases are those with zero noise, with an amplitude of ±0.05 and ±0.1. The ELM and BR algorithms were then tested on all training data sets. Five trials for each data set were run and training times were recorded as given in Table 1. It is apparent that an increased noise in the data causes an increased duration for the convergence of the BR algorithm. On the other hand, the ELM method relies on the calculation of a pseudoinverse of a matrix, the dimensions of which depend solely on the number of hidden neurons and the size of the input data set. The regularization ability of the algorithms can be

| Trial Number | Amplitude = 0 | Amplitude = 0.05 | Amplitude = 0.1 |
|--------------|---------------|------------------|-----------------|
|              | ELM           | BR               | ELM             | BR              | ELM           | BR              |
| Trial 1      | 0.002514      | 0.91155          | 0.002409        | 2.03174         | 0.002362      | 1.91132         |
| Trial 2      | 0.001187      | 0.51236          | 0.001286        | 2.06923         | 0.001208      | 5.29371         |
| Trial 3      | 0.001373      | 0.70040          | 0.001565        | 2.86361         | 0.001638      | 1.64957         |
| Trial 4      | 0.001203      | 0.81693          | 0.001230        | 1.33273         | 0.001186      | 2.28243         |
| Trial 5      | 0.001335      | 1.24820          | 0.001099        | 2.26790         | 0.001328      | 2.06521         |

Here amplitude refers to the approximate order of the random number that has been added to each data point. Note how increasing noise causes an increase in BR convergence times.
Fig. 3 Comparison of the regularization ability of ELM and BR algorithms with no noise (top), a noise of amplitude 0.05 (middle) and a noise of amplitude 0.1 (bottom). Note how the ELM generally tends to capture the true function behavior better than BR.
examined through the performance of the trained ANN output as shown in Fig. 3. It can be observed that the ELM algorithm generally does a better job at extracting the underlying function behavior. However, we caution the reader that this behavior is not completely conclusive for either algorithm and a variety of test cases must be examined for stronger conclusions.

6 Results

This section details the results of our investigation for the viscous Burgers equation problem. Our test case is given by the following initial and boundary conditions:

\[
\begin{align*}
    u(x, 0) &= \frac{x}{1 + \sqrt{\frac{1}{A_0}} \exp \left( Re \frac{x^2}{4} \right)} \\
    u(0, t) &= 0 \\
    u(L, t) &= 0, \\
    u(0, t) &= 0, \\
    u(L, t) &= 0,
\end{align*}
\]

(66)

where the length of our domain \( L = 1 \) and maximum time \( t_m = 2 \). The PDE for the Burgers equation with the aforementioned boundary and initial conditions may be

**Fig. 4** Exact solution of Burgers equation at \( Re = 1000 \)
solved exactly to obtain an analytical formulation for the time evolution for the field variable \( u(x, t) \) given by [61]

\[
u(x, t) = \frac{x}{t+1} + \sqrt{\frac{t+1}{A_0}} \exp \left( Re \frac{x^2}{4t+4} \right),
\]

where \( A_0 = \exp(Re/8) \). This exact expression is used to generate snapshot data for our ROM assessments. We compute inner products using the well-known Simpson’s rule [64] and a third-order Runge-Kutta scheme is utilized for solving the resulting ROM. The reader is directed to [80] for a more detailed discussion of the numerical methods used in this investigation. A space-time evolution of our solution field is presented in Fig. 4 for an \( Re = 1000 \). Figure 5 shows the distribution of the eigenvalues as a function of the total energy captured. It is apparent that retaining the eigenvectors corresponding to the first 5 eigenvalues causes a 94% capture of energy for the system and the first 20 modes contribute to 99.93% of the total energy of the system at \( Re = 1000 \). Note that a variation in \( Re \) would manifest itself with a higher number of modes needed to capture an equivalent amount of energy (if \( Re \) increases) and a lower number of modes (if \( Re \) decreases).

Before proceeding with an elaboration of our results, it is worthwhile to elaborate on the definition of our models:

- Fourier-GP-ROM: Reduced-order model obtained by the standard Galerkin projection to Fourier modes.
- POD-GP-ROM: Reduced-order model obtained by the standard Galerkin projection to POD modes.

![Fig. 5](image-url) Eigenvalues of the snapshot data matrix. Note that first five modes captures almost 94% of the energy.
– Fourier-ANN-ROM: Proposed reduced-order model with ANN closure applied to Fourier modes.
– POD-ANN-ROM: Proposed reduced-order model with ANN closure applied to POD modes.
– Fourier-True: Projection of exact solution of PDE into space spanned by Fourier modes.
– POD-True: Projection of exact solution of PDE into space spanned by POD modes.

Figure 6 shows the time evolution of the solution field when using a ROM implementation of the Fourier modes. On increasing the number of retained modes $Q$, one can see a convergence to the true behavior of the PDE. However, for $Re = 1000$, some oscillations can still be observed for $Q = 30$ retained modes. When using

![Fourier-GP-ROM with different number of modes at $Re = 1000$](image)

**Fig. 6** Fourier-GP-ROM with different number of modes at $Re = 1000$
the POD modes instead, as shown in Fig. 7, a quicker convergence is observed with increasing modes. This is expected since POD bases are generated from exact snapshot data.

Figure 8 shows the performance of the Fourier-GP-ROM and POD-GP-ROM methods against the Fourier-ANN-ROM and POD-ANN-ROM approaches for the first five modes. The true projections are also shown for the purpose of comparison. It is immediately apparent that the use of the ANN closures lends a ‘stabilization’ effect to the modal evolution. We remark that the training data for the ANN architecture includes modal evolution data sets obtained by \( Re \in [200, 300, \ldots, 1200] \). At \( Re = 1000 \), which is a value of Reynolds number within the data set, an excellent performance is observed with the ANN-ROM approaches virtually indistinguishable from the true modes. We note that the BR training technique has been used for these figures.
Fig. 8 Predictive performance of the models using $Q = 5$ modes at $Re = 1000$. ANN with Bayesian regularization with 10 neurons.
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Fig. 9 Time evolution of first few modes when using the Fourier basis. ANN with Bayesian regularization with 10 neurons. Note that $Re = 250$ and $Re = 1500$ cases are not included in our training set of $Re \in [200 - 1200]$.
Fig. 10  Time evolution of first few modes when using the POD basis. ANN with Bayesian regularization with 10 neurons. Note that $Re = 250$ and $Re = 1500$ cases are not included in our training set of $Re \in [200–1200]$. 
The real challenge of our proposed closure lies in its performance for values of physical parameters which do not lie in the training data set. The ability to predict modal evolution for values of the Reynolds number which are not a part of the training data set would be favorable for optimal control applications where small differences in physical parameters would not require a complete high-fidelity numerical simulation prior to ROM deployment. Figure 9 describes the time series evolution of the first three modes for the ROM implementations with and without the proposed closures. The bases used for the Galerkin projection here are the Fourier bases. The ANN closure clearly leads to a much closer alignment with the true evolution of the modes. What is notable here is that for \( Re = 250 \) and \( Re = 1500 \), the ANN closure performs excellently as well in comparison to the Fourier-GP-ROM which can be seen to deviate from the trends of the true evolution. A similar conclusion can also be drawn from Fig. 10, where we have now used the POD bases for our transformation space. It can also be observed that the POD modes show a larger deviation from the true evolution without the use of the closure.

![Fig. 11](image) Time evolution of first few modes when using the Fourier basis at \( Re = 100 \). Note that this Reynolds number is not included in our training set of \( Re \in [200 – 1200] \)
Finally, we also detail the effect of the training algorithm (i.e., whether BR or ELM) for determining the ANN weights and consequent performance. We have utilized three values of $Re = 100, 750, 1500$. We remark that none of the values are a part of the training data set. Also, $Re = 100$ and $Re = 1500$ are outside the range of the training data. In particular, we are interested in the performance of ELM since it represents a massive opportunity for fast training requirements in dynamical systems. For the case of $Re = 100$, given by Fig. 11, we can see the ELM approach progressively converges to the true evolution with increasing number of neurons $n_q$. For $Re = 750$, which lies within the range of our training data set, we can see that the ELM and BR approaches are more or less equivalent with excellent agreement with the true evolution (as shown in Fig. 12). Figure 13 shows the challenging case of $Re = 1500$, where a slight deviation from the true solution can be seen for ELM at lower number of hidden neurons. Note that this behavior is expected since the ELM procedure effectively reduces the degrees of freedom of the single layer feedforward

![Figure 12](image1.png)

(a) BR ($n_q = 10$)  
(b) ELM ($n_q = 10$)  
(c) ELM ($n_q = 20$)  
(d) ELM ($n_q = 40$)

*Fig. 12* Time evolution of first few modes when using the Fourier basis at $Re = 750$. Note that this Reynolds number is not included in our training set of $Re \in [200 - 1200]$.
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Fig. 13 Time evolution of first few modes when using the Fourier basis at $Re = 1500$. Note that this Reynolds number is not included in our training set of $Re \in [200 - 1200]$

ANN which might prove to be a handicap for a lower number of hidden layer neurons. However, the fast training time effectively offsets the slightly higher necessity for neurons.

7 Conclusions

This work demonstrates the value of utilizing a single layer feedforward artificial neural network as a closure for reduced-order models of the viscous Burgers equation. A reduced-order model for the Burgers equation is created by transforming our partial differential equation using a new set of bases (given by either the optimal POD modes or the Fourier modes). While the Fourier modes are predefined, the POD space is constructed by using snapshot data generated from the exact solution of the system we are studying. The Galerkin projection methodology is then used to
evolve a severely truncated system with and without our proposed ANN closure. Our proposed closure consists of an ANN architecture with one hidden layer of neurons which is trained using ‘true’ modal evolution values generated from the exact solution of the governing law. The nonlinear relationship approximates the true value of the right hand side of the Galerkin projection system of ordinary differential equations, given the truncated modes at the current time step. It thus acts as a stabilization procedure.

Our numerical assessments reveal that our closure hypothesis proves efficient in the closure of the ROM for both Fourier and POD bases. The ANN closure is also seen to perform robustly for the modal evolution of systems with Reynolds numbers which are different from the training data set. This highlights its potential utility as a closure for ROM-GP based optimal control for fluid systems. In addition, two different training approaches are utilized prior to the deployment of the ANN for the purpose of closure. The BR and ELM training methodologies are selected for this study due to their ability to give regularized networks (i.e., networks which are less sensitive to noisy data). While the BR method is exceptional for its accuracy and has become a mainstay for ANN training for noisy data sets, the ELM approach is extremely popular due its high speed in training. It is observed that both approaches are capable of stabilizing modal evolution satisfactorily. In addition, an increasing number of neurons is seen to enhance the accuracy of the ELM training. This is because it has a slightly lower degree of freedom as compared to the BR method. The ELM approach is particularly promising due its application in dynamical systems which may require fast learning. A simple one dimensional training data is also examined with artificial noise using both BR and ELM approaches and the computational benefit of ELM is clearly established. This investigation leads us to several meaningful insights about the future of hybrid data and physics driven ROM. For the case of the one dimensional Burgers equation, our proposed closure may be considered to be an adequate augmentation to a POD-ROM. However, further investigations are necessary to test the performance of the closure (for example for noisy data). The use of BR and ELM (i.e., regularized training) is motivated by the desire to extract the underlying statistics of the flow (which are ultimately physics driven) and they must be ideally tested against experimental data sets with their inherent background noise.

An extension of the study described in this document lies through an investigation of the performance of this closure for higher dimensional systems and ultimately for real world flow control problems. Our ultimate goal is to utilize this methodology in flow situations with higher Reynolds number physics which prove more challenging for ROMs as well as predictive ideologies such as the regularized ANN ideas espoused here. In that situation, we may have to turn to more complicated regularization ideas which incorporate human intuition of physics (refer [73, 74]) to ensure closure behavior does not lead to predicted physics corruption. Thus our ultimate aim is to preserve statistics from a physical perspective without sacrificing the turnover time critical to flow control and ROM applications for challenging test-cases reflective of real world applications.
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