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Abstract This paper proposes an alternative way to identify nodes with high betweenness centrality. It introduces a new metric, κ-path centrality, and a randomized algorithm for estimating it, and shows empirically that nodes with high κ-path centrality have high node betweenness centrality. The randomized algorithm runs in time $O(\kappa^3 n^{2-2\alpha} \log n)$ and outputs, for each vertex $v$, an estimate of its κ-path centrality up to additive error of $\pm n^{1/2+\alpha}$ with probability $1 - 1/n^2$. Experimental evaluations on real and synthetic social networks show improved accuracy in detecting high betweenness centrality nodes and significantly reduced execution time when compared to existing randomized algorithms.
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1 Introduction

Social network analysis tools have been used in various fields such as physics, biology, genomics, anthropology, economics, organizational studies, psychology, and IT. The recent phenomenal growth of online social networks exacerbates the need for such tools that are scalable for applications in military, government, and for commercial purposes, to name only a few. Some of the relevant network metrics are local, such as degree centrality, while others capture global structural properties of the graph, such as the betweenness centrality. This important global graph metric is a centrality index that quantifies the importance of a node or an edge as a function of the number of shortest paths that traverse it.

Node betweenness centrality is relevant to problems such as identifying important nodes that control flows of information between separate parts of the network and identifying causal nodes to influence other entities behavior, such as genes in genomics or customers in marketing studies. Betweenness centrality has been used to analyze social networks [22][25][31][33] and protein networks [21], to identify significant nodes in wireless ad hoc networks [28], to study the importance and activity of nodes in mobile phone call networks [12] and interaction patterns of players on massively multiplayer online games [2], to study online expertise sharing communities such as physicians [18], to identify and analyze linking behavior of key bloggers in dynamic networks of blog posts [27] and to measure network traffic in communication networks [35].

Node betweenness centrality, however, is computationally expensive. The best known algorithm for computing exact betweenness centrality of all vertices is Brandes’ algorithm [8], which takes time $O(nm)$ on unweighted graphs and $O(nm + n^2 \log n)$ on weighted graphs. Some randomized algorithms for estimating betweenness centrality have been proposed in the literature [4][11][20], but the accuracy of these randomized algorithms decreases and the execution time increases considerably with the increase in the network size. Variants of betweenness centrality, such as flow betweenness [14] and random-walk betweenness [30], take computation time at least of the order $nm$. Thus, existing approaches for exactly computing or even estimating node betweenness centrality are infeasible for networks with millions of nodes and edges.

We introduce a new approach for identifying highly influential nodes based on their betweenness centrality score, according to the following observations. First, we observe that the exact value of the betweenness centrality is irrelevant for many applications: it is the relative “importance” of nodes (as measured by betweenness centrality) that matters. Second, we observe that for the vast majority of applications, it is sufficient to identify categories of nodes of similar importance: thus, identifying the top 1% most important nodes is significantly more relevant than precisely ordering the nodes based on their relative betweenness centrality. Third, we observe that distant nodes in (social) networks are unlikely to influence each other [7][15]. Finally, we use the observation that influence may not be restricted to shortest paths [36]. Capturing these observations, we introduce a new distance-based centrality index called $\kappa$-path centrality, present a randomized algorithm for estimating it, provide a complexity and accuracy analysis of this algorithm, and show empirically that nodes with high $\kappa$-path centrality have high betweenness centrality.
The contributions of this paper are as follows. First, we introduce a new node centrality measure, $\kappa$-path centrality, that is intuitively more appropriate for very large social networks because it limits graph exploration to a useful neighborhood of $\kappa$ social hops around each node. The supporting intuition is twofold: first, in social networks, distant nodes are unlikely to influence each other, and thus the (long) shortest path that connects them is irrelevant in practice. Second, shortest paths are not always the choice for information transmission, as information may travel on less optimal paths.

Second, we introduce and evaluate a randomized algorithm that estimates the $\kappa$-path centrality index for all nodes in a network of size $n$, up to an additive error of at most $n^{1/2+\alpha}$ with probability at least $1 - 1/n^2$ in time $O(\kappa^3 n^{2-2\alpha} \log n)$, where $\alpha \in [-1/2, 1/2]$ controls the tradeoff between accuracy and computation time.

Third, we demonstrate empirically on a set of real and synthetic social networks that nodes with high $\kappa$-path centrality have high betweenness centrality. Moreover, we show that the running time of our randomized algorithm for estimating $\kappa$-path centrality is orders of magnitude lower than the runtime of the best known algorithms for computing exact or approximate betweenness centrality, while maintaining higher accuracy, especially in very large networks. This paper extends our previous work presented in [1] by comparing the $k$-path measure with other betweenness variants found in the literature, by providing a complexity analysis of the proposed randomized algorithm and by including a more thorough empirical evaluation of the algorithm on 8 new real networks.

In the remaining of the paper we briefly overview the main results in computing betweenness centrality in Section 2. We introduce the $\kappa$-path centrality index and present and analyze the complexity of the randomized algorithm for computing it in Section 3. Section 4 presents our experimental results, comparison with Brandes’ algorithm, and two randomized algorithms for estimating betweenness centrality. We conclude in Section 5.

2 Node Betweenness Centrality

Node betweenness centrality is a global centrality index that quantifies how much a vertex controls the information flow between all pairs of vertices in a graph. In this section, we review the formal definition of node betweenness centrality and briefly overview algorithms used in the experimental evaluation that compute exact and approximate betweenness of all vertices in a graph.

2.1 Definition and Notations

Let $G = (V, E)$ be any (directed or undirected) graph, described by the set of vertices $V$ and set of edges $E$. The number of vertices (edges) in $G$ is denoted by $n$ (respectively, $m$). Let $W$ be a non-negative weight function on the edges of $G$, where we assume without loss of generality that each edge $e$ of $G$ has $W(e) = 1$ if $G$ is unweighted. We define the length of any path $\rho$ in $G$ as the sum of weights of edges in $\rho$. A shortest path from $s$ to $t$ in $G$ is a path of minimum length, and we denote this length by $d_G(s, t)$. Let $P_s(t)$ denote the set of predecessors of a vertex
on shortest paths from \( s \) to \( t \) in \( G \). Let \( \sigma_{st} \) denote the number of shortest paths from \( s \) to \( t \) in \( G \) and, for any \( v \in V \), let \( \sigma_{st}(v) \) denote the number of shortest paths from \( s \) to \( t \) in \( G \) that go through \( v \). Note that \( d_G(s, s) = 0, \sigma_{ss} = 1, \) and \( \sigma_{st}(v) = 0 \) if \( v \in \{ s, t \} \) or if \( v \) does not lie on any shortest path from \( s \) to \( t \).

The betweenness centrality index of a vertex \( v \) is the summation over all pairs of end vertices of the fractional count of shortest paths going through \( v \).

**Definition 1 (Betweenness Centrality)** [3,15] For every vertex \( v \in V \) of a weighted graph \( G(V, E) \), the betweenness centrality \( C_B(v) \) of \( v \) is defined by

\[
C_B(v) = \sum_{s \neq v} \sum_{t \neq v} \frac{\sigma_{st}(v)}{\sigma_{st}}
\]

(1)

### 2.2 Brandes’ Algorithm

Brandes’ algorithm [8] for computing betweenness centrality defines the notion of the dependency score of any source vertex \( s \) on another vertex \( v \) as \( \delta_{s*}(v) = \sum_{t \neq s, v} \frac{\sigma_{sv}}{\sigma_{st}} \). Notice that the betweenness centrality \( C_B(v) \) of any vertex \( v \) can be expressed in terms of dependency scores as \( C_B(v) = \sum_{s \neq v} \delta_{s*}(v) \). The following recurrence relation on \( \delta_{s*}(v) \) is significant to Brandes’ algorithm:

\[
\delta_{s*}(v) = \sum_{u : v \in P_s(u)} \frac{\sigma_{sv}}{\sigma_{su}} (1 + \delta_{s*}(u))
\]

(2)

The algorithm takes as input a graph \( G= (V, E) \) and an array \( W \) of edge weights and outputs the betweenness centrality \( C_B[v] \) of every \( v \in V \). The running time of Brandes’ algorithm on weighted graphs is \( O(nm + n^2 \log n) \) if the min-priority queue \( Q \) is implemented by a Fibonacci heap. Using BFS instead of Dijkstra’s algorithm when the input graph is unweighted, the running time of Brandes’ algorithm reduces to \( O(nm) \). The space complexity of Brandes’ algorithm on both weighted and unweighted graphs is \( O(m + n) \).

### 2.3 RA-Brandes Algorithm

Adapting the technique of Eppstein and Wang [13] for estimating the closeness centrality, Jacob et al. [20] and, independently, Brandes and Pich [11] proposed a randomized approximation algorithm for estimating the betweenness centrality of all vertices in any given graph. This algorithm, which we refer to as Randomized-Approximate Brandes or in short RA-Brandes, is different from Brandes’ algorithm in only one main respect: Brandes’ algorithm considers dependency scores \( \delta_{s*}(\cdot) \) of all \( n \) start vertices (also called pivots) \( s \), whereas RA-Brandes considers dependency scores of only a multiset \( S \) of \( \Theta((\log n)/\epsilon^2) \) pivots. The multiset \( S \) of pivots is selected by choosing vertices uniformly at random with replacement. The estimated betweenness centrality \( \hat{C}_B[v] \) of any vertex \( v \) is then defined as the scaled average of these scores:

\[
\hat{C}_B[v] = \frac{n}{|S|} \sum_{s \in S} \delta_{s*}(v)
\]

(3)
The running time of RA-Brandes on unweighted graphs is $O\left(\frac{\log n}{\epsilon^2} (m + n)\right)$, and on weighted graphs is $O\left(\frac{\log n}{\epsilon^2} (m + n \log n)\right)$ if the min-priority queue $Q$ is implemented by a Fibonacci heap. Its space usage on both weighted and unweighted graphs is $O(m + n)$. The algorithm guarantees computing, for each vertex $v$, an approximation $\tilde{C}_B[v]$ that is within $C_B[v] \pm \epsilon n (n - 1)$ with high probability $1 - 1/n^{O(1)}$.

2.4 AS-Brandes Algorithm

Bader et al. [4] proposed a randomized algorithm for estimating the betweenness centrality of all vertices in any given graph. Their algorithm is based on the adaptive sampling technique of Lipton and Naughton [26] used in an algorithm for estimating the size of the transitive closure of a directed graph. The adaptive sampling technique requires selecting a multiset of start vertices by sampling vertices adaptively in the sense that the number of vertices chosen varies with the information gained from each sample. To precisely bound the running time, this algorithm terminates when the number of samples reaches a predetermined cut-off $T$ supplied to the algorithm. Because of its similarity to Brandes’ algorithm and application of adaptive sampling technique, we refer to this algorithm as Adaptive-Sampling Brandes or in short AS-Brandes.

The algorithm AS-Brandes considers dependency scores of only a multiset $S$ of at most $T$ pivots. It estimates betweenness centrality of any vertex $v$ by noting how fast the sum of dependency scores for $v$ reach a threshold $cn$, where $c \geq 2$ is supplied to the algorithm. To this end, for each vertex $v$, the algorithm maintains a running sum $RS[v]$ of dependency scores $\delta_s(v)$ for pivots $s$ and it records in a variable $k[v]$, the number of pivots used for $v$ until $RS[v]$ becomes greater than $cn$; $k[v]$ is set to $T$ if $RS[v]$ never exceeds $cn$. The estimated betweenness centrality $\tilde{C}_B[v]$ of any vertex $v$ is then defined as the scaled average of these scores over $k[v]$ samples:

$$\tilde{C}_B[v] = n \frac{RS[v]}{k[v]}$$  \hspace{1cm} (4)

Since AS-Brandes considers only $T$ pivots while Brandes’ algorithm considers all $n$ pivots, AS-Brandes should be roughly $\Omega(n/T)$ times faster than Brandes’ algorithm. The space usage of AS-Brandes on both weighted and unweighted graphs is $O(m + n)$. The algorithm guarantees that, for $0 < \epsilon < 0.5$, if the betweenness centrality $C_B[v]$ of a vertex $v$ is at least $n^2/t$ for some constant $t \geq 1$, then with probability at least $1 - 2\epsilon$, its estimated betweenness centrality $\tilde{C}_B[v]$ is within $(1 \pm 1/\epsilon) \cdot C_B[v]$ using $\epsilon t$ pivots.

3 K-Path Centrality

As introduced in [26], the random-walk betweenness centrality is based on the traversal of the network with absorbing random walks. Assume the traversal of a message (e.g., news or rumor) originating from some source $s$ over a network and intending to finally reach some destination $t$ in the network along a path, and assume that each node in the network has only its own local view (i.e., has information only of its outgoing neighbors). Thus, when the message is at a current node $v$, the node $v$ forwards the message based on its local view to one of its
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outgoing neighbors chosen uniformly at random. The message continues to travel in this manner until it reaches the destination node \( t \), and then stops.

The notion of \( \kappa \)-path centrality is based on a similar assumption regarding the random traversal of a message from a source \( s \). However, we make two further assumptions in order to reduce the computation time without deviating much from the above random walk model. First, we consider message traversals along simple paths only, i.e., paths in which vertices do not repeat. As non-simple paths do not correspond to the intuitive notion of ideal message traversals in a social network, their consideration in the computation of centrality indices is a noisy factor. To discount non-simple paths, we assume that each intermediate node \( v \) on a partially traversed path forwards the message to a neighbor chosen randomly, with probability inversely proportional to edge weights, from the current set of unvisited neighbors; the message traversal is assumed to stop if all the outgoing neighbors of the current node \( v \) already appear in the path up to \( v \). Although choosing a random neighbor in this manner at each step requires the premise that the message carries the history of the path traversed so far, this premise is needed to express the average contribution of any simple path in the overall information flow and to efficiently simulate such random simple paths. Second, we assume that the message traversals are only along paths of at most \( \kappa \) edges, where \( \kappa \) is a parameter dependent on the network. It has been found in many studies on social networks that message traversals typically take paths containing few edges \([16]\), and so this seems to be a reasonable assumption in the context of social networks. Based on these assumptions, we define \( \kappa \)-path centrality:

**Definition 2 (\( \kappa \)-path centrality)** For every vertex \( v \) of a graph \( G = (V,E) \), the \( \kappa \)-path centrality \( C_{\kappa}(v) \) of \( v \) is defined as the sum, over all possible source nodes \( s \), of the probability that a message originating from \( s \) goes through \( v \), assuming that the message traversals are only along random simple paths of at most \( \kappa \) edges.

### 3.1 Formal Analysis of K-Path Centrality

Consider an arbitrary simple path \( \rho_{s,\ell} \) with start vertex \( s \) and having \( \ell \leq \kappa \) edges, where \( \kappa \) is the value of parameter \( K \) in K-path centrality. Let \( s, u_1, u_2, \ldots, u_{\ell-1}, u_\ell \) denote the vertices in the order they appear in \( \rho_{s,\ell} \) and \( s = u_0 \) for convenience.

Consider the case of an unweighted, directed graph in which \( \rho_{s,\ell} \) is a simple path from \( s \) to \( u_\ell \). For every \( 0 \leq i \leq \ell \), let \( \rho_{s,i} \) denote the subpath from \( s \) to \( u_i \), and let \( \Pr[\rho_{s,i}] \) denote the probability that a message originating from \( s \) traversed through the path \( \rho_{s,i} \). The probability \( \Pr[\rho_{s,\ell}] \), as shown below, is equal to the product of individual probabilities associated with the random transitions of the message between successive nodes of \( \rho_{s,\ell} \). The exact expression of \( \Pr[\rho_{s,\ell}] \) depends on whether the graph is weighted or unweighted; so we consider these two cases separately.

Consider the case of an unweighted, directed graph in which \( \rho_{s,\ell} \) is a simple path from \( s \) to \( u_\ell \). For every \( 0 \leq i \leq \ell \), let \( N(u_i) \) denote the set of outgoing neighbors of \( u_i \). The expression for \( \Pr[\rho_{s,\ell}] \) is given by the following recurrence relation:

\[
\Pr[\rho_{s,i}] = \begin{cases} 
\Pr[\rho_{s,i-1}] \times \Pr[\text{edge } (u_{i-1}, u_i) \text{ is chosen given } \rho_{s,i-1}] & \text{if } i \geq 2 \\
\frac{1}{|N(s)|} & \text{if } i = 1
\end{cases} 
\] (5)
Here, \( \text{Pr}[\text{edge } (u_{i-1}, u_i)] \) is chosen given \( \rho_{s,i-1} \) denotes the conditional probability that the message is forwarded from \( u_{i-1} \) to \( u_i \), given that the path traversed up to \( u_{i-1} \) is \( \rho_{s,i-1} \). This probability is equal to \( 1/|N(u_{i-1}) - \{s, u_1, u_2, \ldots, u_{i-2}\}| \), since, by our assumption, each node \( u_i \) forwards the message to a node chosen uniformly at random from the unvisited neighbors of \( u_i \). The above recurrence relation easily leads to the following solution:

\[
\text{Pr}[\rho_{s,i}] = \prod_{i=1}^{\ell} \frac{1}{|N(u_{i-1}) - \{s, u_1, u_2, \ldots, u_{i-2}\}|}. \quad (6)
\]

Notice from the above expression that the larger the outdegree of a node is, the smaller the probability of the message being forwarded through a specific edge is. This observation corresponds to the intuition that, if the intermediates nodes of a path have a high outdegree, then it is less likely for a message from the source to take that path in its entirety.

Next consider the case of a weighted, directed graph in which \( \rho_{s,i} \) is a simple path from \( s \) to \( u_i \). In this case, each edge \( (u_{i-1}, u_i) \) in \( \rho_{s,i} \) has a weight \( W(u_{i-1}, u_i) \). Intuitively, the weight of the edge \( (u_{i-1}, u_i) \) quantifies how easily any information from \( u_{i-1} \) can pass to \( u_i \); the smaller the weight of an edge is, the more accessible the endpoint of the edge is. Thus, it is more likely for a message to be forwarded on to a lower weight edge than to be forwarded on to a higher weight edge from any node. This intuition suggests the following analog of Eq. (6) for the case of weighted graphs:

\[
\text{Pr}[\rho_{s,i}] = \prod_{i=1}^{\ell} \frac{1}{\sum_{v \in N(u_{i-1}) - \{s, u_1, u_2, \ldots, u_{i-2}\}} \frac{1}{W(u_{i-1}, u_i)}}. \quad (7)
\]

Here, the conditional probability that the message is forwarded from \( u_{i-1} \) to \( u_i \), given that the path traversed up to \( u_{i-1} \) is \( \rho_{s,i-1} \), is given by the expression within the product symbol. In this expression, the numerator \( 1/W(u_{i-1}, u_i) \) corresponds to the intuition that the probability of the message traversing the edge \( (u_{i-1}, u_i) \) is inversely proportional to the weight of this edge and the denominator is only a normalization factor so that the probabilities sum to one.

With the above expression for \( \text{Pr}[\rho_{s,i}] \), we now formalize the notion of \( \kappa \)-path centrality. For any simple path \( \rho_{s,i} \) originating from \( s \) and any \( v \neq s \), let

\[
\chi[v \in \rho_s] = \begin{cases} 
1 & \text{if } v \text{ lies on } \rho_s, \\
0 & \text{otherwise} 
\end{cases} \quad (8)
\]

Then, the probability that the message originating from \( s \) goes through any vertex \( v \) as per our assumptions is given by

\[
\sum_{1 \leq \ell \leq \kappa} \sum_{\rho_{s,i} \in \rho_{s,i}} \chi[v \in \rho_{s,i}] \cdot \text{Pr}[\rho_{s,i}]. \quad (9)
\]

The first summation is over the edge counts \( \ell \) of any simple path and the second summation is over all simple paths \( \rho_{s,i} \) whose edge count is exactly \( \ell \). In these summations, the contribution \( \text{Pr}[\rho_{s,i}] \) of any simple path \( \rho_{s,i} \) is included if and only if \( v \) lies on \( \rho_{s,i} \), as indicated by the expression \( \chi[v \in \rho_{s,i}] \cdot \text{Pr}[\rho_{s,i}] \). Thus, we get an alternative formulation of \( \kappa \)-path centrality.
Proposition 1 (κ-path centrality) For every vertex \( v \) of graph \( G = (V, E) \), the κ-path centrality \( C_k(v) \) of \( v \) is given by

\[
C_k(v) = \sum_{s \neq v} \sum_{1 \leq \ell \leq k} \sum_{\rho_{s,\ell} \mid |\rho_{s,\ell}| = \ell} \chi[v \in \rho_{s,\ell}] \cdot \Pr[\rho_{s,\ell}],
\]

where \( \Pr[\rho_{s,\ell}] \) is described by Eq. (6) if \( G \) is unweighted and by Eq. (7) if \( G \) is weighted.

3.2 Comparison With Variants of Betweenness

The notion of κ-path centrality contrasts with other variants of betweenness (e.g., \( k \)-betweenness, random-walk betweenness and flow betweenness) in definitions, assumptions, as well as algorithmic complexity.

**k-betweenness or bounded-distance betweenness:** Betweenness centrality considers contributions from all shortest paths irrespective of their length. Borgatti and Everett [7] suggested the idea of limiting the length of shortest paths in the definition of betweenness centrality, as they argued that long paths are seldom used for propagation of influence in some networks. They defined \( k \)-betweenness centrality as an index in which, for each vertex \( v \), its centrality (similar to the case of betweenness) is the sum of dependency scores \( \delta_{s,v}(v) \) of all start vertices \( s \) on \( v \), but the dependency scores account for only those shortest paths that are of length at most \( k \) (as opposed to the case of betweenness in which contributions from all shortest paths are considered). Later, Brandes [9] redefined this measure as bounded-distance betweenness centrality. For every vertex \( v \in V \) of a graph \( G = (V, E) \), the \( k \)-betweenness centrality \( C_B(k)(v) \) of \( v \) is defined as

\[
C_B(k)(v) = \sum_{s,t \in V \mid d_G(s,t) \leq k} \sigma_{st}(v) \cdot \frac{1}{\sigma_{st}}.
\]

The \( k \)-betweenness centrality of all vertices of a graph can be computed using Brandes’ algorithm where we stop the underlying single-source shortest path search when a vertex of distance \( k \) from the source is reached. In traversing the graph from every (source) vertex to all other vertices, the single-source shortest path search breaks on reaching the first vertex that is at distance at least \( k \) from the source. In the worst case, if the shortest path distances from every vertex to all other vertices are no more than \( k \), then the algorithmic complexity will be identical to Brandes’ algorithm.

**Random-walk betweenness:** Introduced by Newman [30], it assumes that message transmission between any two individuals \( s \) and \( t \) in a social network follows a random path. It models the path the message takes as an absorbing random walk from \( s \) to \( t \). The net flow of this random walk on an edge \( \{x, y\} \) is defined as the absolute difference between the probability that the walk goes from \( x \) to \( y \) and the probability that it goes from \( y \) to \( x \). The net flow of the random walk through vertex \( x \) is defined as one-half of the sum of the net flows on the edges incident to \( x \). The net flow (along an edge or a vertex) is defined in this way so as to discount the possibility that a random walk repeats a vertex or an edge multiple times. The random-walk betweenness of a vertex \( v \) is the expected net flow of a random walk from source \( s \) to destination \( t \) through \( v \), where the expectation is over all possible pairs \( (s, t) \). The best known algorithm for exactly computing random-walk betweenness of all vertices takes time \( O(I(n - 1) + mn \log n) \), where \( I(n) = O(n^3) \) is the time for computing the inverse of an \( n \times n \)-matrix [10].
**Flow betweenness:** Introduced by Freeman et al. [14], it models any directed network as a flow network where edges represent pipes that can carry up to unit amount of flow. The model assumes a flow to be generated at a source node \( s \), transmitted across edges, and absorbed at a sink node \( t \). The value of the flow is defined as the total amount of flow generated at \( s \) and the amount of flow through any vertex \( x \) is the total amount of flow leaving \( x \). This notion requires determining the quantity of the flow through a particular vertex \( v \) assuming that the flow transmitting from \( s \) to \( t \) has the maximum possible value. (In case this quantity is not unique because more than one solutions exist for the \( st \)-maximum flow problem, then we seek for the maximum flow through \( v \) over all possible solutions.) The flow betweenness of a vertex \( v \) is defined as the average of this quantity over all possible source-sink pairs \((s,t)\). The flow betweenness of all vertices can be exactly computed in time \( O(m^2n) \) as reported in [30].

### 3.3 Estimating K-Path Centrality with a Randomized Approximation Algorithm

We present a randomized approximation algorithm for estimating the \( \kappa \)-path centrality of all vertices in any graph. The algorithm takes as input a graph \( G=(V,E) \), a non-negative weight function \( W \) on the edges of \( G \), and parameters \( \alpha \in [-1/2, 1/2] \) and integer \( \kappa = f(m,n) \), and runs in time \( O(\kappa^3n^{2-2\alpha}\ln n) \). For each vertex \( v \), it outputs an estimate of \( \hat{C}_\kappa(v) \) up to an additive error of \( \pm n^{1/2+\alpha} \) with probability at least \( 1 - 1/n^2 \). We refer to this algorithm as *Randomized-Approximate \( \kappa \)-path* or in short *RA-\( \kappa \)-path*.

The algorithm, shown in Algorithm 1, performs \( T = 2\kappa^2n^{1-2\alpha}\ln n \) iterations (the expression for \( T \) comes from the analysis of the algorithm, shown next). In each iteration, a start vertex \( s \in V \) and a walk length \( \ell \in [1,\kappa] \) are chosen uniformly at random. In every iteration, a random walk consisting of \( \ell \) edges from \( s \) is performed, which essentially simulates a message traversal from \( s \) in \( G \) using the assumption made in Definition 2. The number of times any vertex \( v \) is visited over all the random walks is recorded in a variable \( \text{count}[v] \). The estimated \( \kappa \)-path centrality \( \hat{C}_\kappa[v] \) of any vertex \( v \) is then defined as the scaled average of the times \( v \) is visited over \( T \) walks: \( \hat{C}_\kappa[v] = \kappa n \cdot \frac{\text{count}[v]}{T} \).
Input: Graph $G = (V, E)$, Array $W$ of edge weights, $\alpha \in [-1/2, 1/2]$ and integer $\kappa$

Output: Array $\widehat{C}_\kappa$ of $\kappa$-path centrality estimates

begin
  foreach $v \in V$ do
    $\text{count}[v] \leftarrow 0$; $\text{Explored}[v] \leftarrow \text{false}$;
  end
  $T \leftarrow 2\kappa n^{3-2\alpha}$ in $n$; $S \leftarrow \emptyset$;
  for $i \leftarrow 1$ to $T$ do
    */ simulate a message traversal from $s$ over $\ell$ edges */
    $s \leftarrow$ a vertex chosen uniformly at random from $V$;
    $\ell \leftarrow$ an integer chosen uniformly at random from $[1, \kappa]$;
    $\text{Explored}[s] \leftarrow \text{true}$; push $s$ to $S$;
    $j \leftarrow 1$;
    while ($j \leq \ell$ and $\exists (s, u) \in E$ s.t. $\neg \text{Explored}[u]$) do
      $v \leftarrow$ a vertex chosen randomly from $\{u \mid (s, u) \in E$ and $\neg \text{Explored}[u]\}$ with probability proportional to $1/W(s, v)$;
      $\text{Explored}[v] \leftarrow \text{true}$; push $v$ to $S$;
      $\text{count}[v] \leftarrow \text{count}[v] + 1$;
      $s \leftarrow v$; $j \leftarrow j + 1$;
    end
    /* reinitialize $\text{Explored}[v]$ to false */
    while $S$ is nonempty do
      pop $v \leftarrow S$; $\text{Explored}[v] \leftarrow \text{false}$;
      /* if message traversal stops in less than $\ell$ edges, reset count values to the old ones */
      if ($j \leq \ell$) $\text{count}[v] \leftarrow \text{count}[v] - 1$
    end
  end
  foreach $v \in V$ do
    $\widehat{C}_\kappa[v] \leftarrow \kappa n \cdot \frac{\text{count}[v]}{T}$;
  end
  return $\widehat{C}_\kappa$;
end

Algorithm 1: Randomized approximation algorithm for estimating the $\kappa$-path centrality.

Theorem 1 The algorithm $\text{RA-$\kappa$-path}$ runs in time $O(\kappa^3 n^{3-2\alpha} \log n)$ and outputs, for each vertex $v$, an estimate $\widehat{C}_\kappa[v]$ of $C_\kappa[v]$ up to an additive error of $\pm n^{1/2+\alpha}$ with probability $1 - 1/n^2$.

Proof Fix an arbitrary vertex $v \in V$, real $\alpha \in [-1/2, 1/2]$, and integer $\kappa \geq 1$. We define random variables $X_i$, for $1 \leq i \leq T$, corresponding to the $T$ iterations as follows

$$X_i = \begin{cases} 1 & \text{if the } i\text{'th random simple path goes through } v, \\ 0 & \text{otherwise} \end{cases}$$

It is easy to see that when the algorithm terminates, $\text{count}[v] = \sum_{i=1}^{T} X_i$. Let us now evaluate the expected value $E[X_i]$ of $X_i$, for any $1 \leq i \leq T$. Since $X_i$ is an indicator random variable, we have $E[X_i] = \Pr[X_i = 1]$, and, by the definition of $X_i$,
Pr[Xᵢ=1] equals the probability that the i’th random simple path goes through vertex v. The algorithm chooses a random start vertex s and a random edge count ℓ∈[1,κ], where both are distributed uniformly over their respective sample sets. Thus, for any vertex s and edge count ℓ∈[1,κ], s is chosen as a start vertex and ℓ is chosen as a edge count with probability 1/κn. Once s and ℓ are fixed, then a path ρₛ,ℓ of ℓ edge counts originating from s is traversed with probability Pr[ρₛ,ℓ], described by Eq. (6) if G is unweighted and by Eq. (7) if G is weighted. It follows that

\[ E[Xᵢ] = \frac{1}{κn} \sum_{s \neq v; 1 ≤ ℓ ≤ κ} \sum_{ρₛ,ℓ} \chi[v ∈ ρₛ,ℓ] \cdot Pr[ρₛ,ℓ], \]

\[ = \frac{1}{κn} Cᵦ[v] \quad \text{(by Proposition 1).} \]

Let us define random variables Yᵢ, for 1 ≤ i ≤ T, as Yᵢ=κnXᵢ. Note that Yᵢs are independent random variables and each Yᵢ takes value either 0 or κn. Also, note that the estimate of Cᵦ[v] returned by RA-Kpath algorithm is \( \hat{C}_v \). Thus, by linearity of expectation,

\[ E[\frac{1}{T} \sum_{i=1}^{T} Yᵢ] = \frac{κn}{T} E[\sum_{i=1}^{T} Xᵢ] \]

\[ = κn \cdot E[Xᵢ] \]

\[ = Cᵦ(v) \quad \text{(by Eq. 11).} \]

Application of Hoeffding bound gives

\[ \Pr \left[ \frac{1}{T} \sum_{i=1}^{T} Yᵢ - Cᵦ(v) ≥ ξ \right] ≤ 2e^{-2T²ξ²/(κ²n²)} \]

\[ = 2e^{-2Tξ²/(κ²n²)}. \]

Keeping the error margin ξ to \( n^{1/2+α} \) results in

\[ \Pr[|\hat{C}_v[v] - Cᵦ(v)| ≥ ξ] ≤ 2e^{-2T/(κ²n^{1-2α})}. \]

This probability can be made at most 1/n³ if T≥2κ²n^{1-2α} in n. Thus, setting T to 2κ²n^{1-2α} in n yields, for every vertex v, an estimate \( \hat{C}_v[v] \) of Cᵦ[v] up to an additive error of \( ±n^{1/2+α} \) with probability at least 1 − 1/n². In each of the T iterations, the time spent is \( O(κn) \). Therefore, the running time of the algorithm is \( O(Tκn) = O(κ³n^{2-2α} \ln n) \).

4 Experimental Evaluation

In order to assess the performance of the algorithm RA-kpath, we compare in Section 4.2 its accuracy and running time with that of Brandes’ algorithm and

---

1 The Hoeffding bound, a classical result in probability theory, states the following: Let \( X₁, X₂, \ldots, Xₜ \) be independent random variables, such that each \( Xᵢ \) ranges over the real interval \([aᵢ, bᵢ]\), and let \( μ = E[\sum_{i=1}^{T} Xᵢ/T] \) denote the expected value of the average of these variables. Then, for every \( ξ > 0 \),

\[ \Pr \left[ \frac{1}{T} \sum_{i=1}^{T} Xᵢ - μ ≥ ξ \right] ≤ 2e^{-2Tξ²/\sum_{i=1}^{T} (bᵢ-aᵢ)²}. \]
Table 1 Summary information of the real networks used (d/u: directed/undirected; w/uw: weighted/unweighted).

| Real Networks   | Nodes | Edges | d/u, w/uw | Ref. | Network Type   |
|----------------|-------|-------|-----------|------|----------------|
| Kazaa          | 2424  | 13354 | u, w      | [19] | File sharing   |
| Kazaa (U)      | 2424  | 13354 | u, uw     | [19] | File sharing   |
| SciMet         | 2729  | 10416 | u, uw     | [5]  | Citation       |
| Kohonen        | 3772  | 112731| u, w      | [5]  | Citation       |
| Geom           | 6158  | 11898 | u, w      | [5]  | Co-authorship  |
| Geom (U)       | 6158  | 11898 | u, uw     | [5]  | Co-authorship  |
| CA-AstroPh     | 18772 | 396160| u, w      | [24] | Collaboration  |
| CA-CondMat     | 23133 | 186936| u, uw     | [24] | Collaboration  |
| Cit-Hept   | 34546 | 321578| d, uw     | [24] | Citation       |
| Email-Enron    | 36692 | 367662| u, uw     | [24] | Email communication |
| Cond-Mat-2005 | 40421 | 175000| u, w      | [29] | Co-authorship  |
| Cond-Mat-2005 (U) | 40421 | 175000| u, uw     | [29] | Co-authorship  |
| P2P-Gnutella31 | 62686 | 170802| d, uw     | [24] | File sharing   |
| Soc-Epinions1  | 75879 | 508837| d, uw     | [24] | Social         |
| Soc-Slashdot0902 | 82168 | 948464| d, uw     | [24] | Social         |

in Section 4.3 with that of the two betweenness centrality approximation algorithms (RA-Brandes and AS-Brandes). We performed experiments on both real and synthetic social networks. The real networks selected cover a wide range of application domains and scales (file sharing, citation, co-authorship, collaboration, email communication and social), and are presented in Table 1. In order to test the performance of RA-$\kappa$-path on social graphs that maintain consistent social properties with increase in their size, we created 10 independent sets of networks with varying sizes (1K, 10K, 50K and 100K nodes) using a synthetic social network generator based on the model in [34]. All experiments were done on a cluster of identical machines with dual core AMD Opteron processors at 2.2 GHz and 4GB RAM.

4.1 Performance Metrics

For evaluating the accuracy of $\kappa$-path centrality in estimating the relative importance of a node as per the betweenness centrality index, we chose two accuracy metrics. The first metric, called RA-$\kappa$-path correlation, is the correlation between the approximate $\kappa$-path centrality values computed by RA-$\kappa$-path and the exact betweenness centrality values computed by Brandes’ algorithm, for all users in the graph. We applied the same approach to measure the accuracy of the other two approximation algorithms, RA-Brandes and AS-Brandes. We refer to these metrics as RA-Brandes correlation and AS-Brandes correlation, respectively.

The second accuracy metric captures the ability to identify the top $N\%$ high betweenness centrality nodes. For this, we measured the percentage of the overlap between the top $N\%$ nodes as returned by a particular approximation algorithm (RA-$\kappa$-path, RA-Brandes, and AS-Brandes) and the top $N\%$ nodes as identified by Brandes’ algorithm. We refer to these metrics as top $N\%$ RA-$\kappa$-path, top $N\%$ RA-Brandes, and top $N\%$ AS-Brandes, respectively.

For evaluating the run time performance, we determined the ratio of the execution time of each of the three approximation algorithms over our implementation.
of Brandes’ algorithm. We refer to this performance metric as speedup, and thus we compare RA-κ-path speedup, RA-Brandes speedup, and AS-Brandes speedup.

4.2 Comparison with Brandes’ Algorithm

We computed the correlation and speedup of RA-κ-path with respect to Brandes’ algorithm for the real and synthetic social networks for κ varying from 2 to 20 in increments of 2 and α varying from 0 to 0.5 in increments of 0.1. In Figures 1–3 we present the correlation and speedup of the real networks with i) sizes below 10K nodes (Figures 1(a) and 1(b)), ii) sizes between 10K and 50K nodes (Figures 2(a) and 2(b)) and iii) sizes between 50K and 100K nodes (Figures 3(a) and 3(b)). We present in Figures 4(a) and 4(b) the correlation and speedup of all synthetic networks used with sizes between 1K and 100K nodes. These values are averages of ten executions on the ten independently generated networks for each size (thus, 10 × 10 = 100 runs for each network size).

We found that, as α decreases, (1) the correlation of RA-κ-path with respect to Brandes’ algorithm increases, and (2) the speedup of RA-κ-path with respect to Brandes’ algorithm decreases. The best correlation results are found for α = 0 and κ = 20. Nevertheless, for these values of α and κ, the runtime speedup of RA-κ-path in comparison to Brandes’ algorithm suffers the most. Furthermore, the improvement of the correlation of RA-κ-path across different values for κ, given a constant value of α, shows that the length of the path allowed to take in RA-κ-path is extremely important to achieve better results. The correlation performance follows a similar pattern across all network sizes and types.

In particular, we observed that for small real networks such as the first 6 networks (< 10K nodes), the maximum correlation of RA-κ-path with Brandes’ algorithm is ~0.75 to ~0.95 and the RA-κ-path runtime is in the order of ~30 to ~50 times faster than Brandes’ algorithm. For larger real networks, the maximum correlation is somewhat lower (~0.70 to ~0.90). However, the runtime of RA-κ-path is about ~10² to ~10⁴ times faster than Brandes’ algorithm. The speedup of the runtime of RA-κ-path exhibits further improvements on the synthetic social networks, and especially for the networks of larger size.

Overall, the maximum correlation achieved is in the range of ~0.70 to ~0.95 and the maximum speedup achieved is in the range of ~10² to ~10⁶, depending on the values of α, κ, and the size of the network (real or synthetic). A general observation from these results is that we can achieve a near optimal performance of RA-κ-path in both correlation and speedup performance metrics when, for a network of n vertices and m edges, α is set to 0.2 and κ is set to ln(n + m).

We used these values of α and κ in the following experiments that compare the performance of RA-κ-path with RA-Brandes and AS-Brandes.

4.3 Comparison with RA-Brandes and AS-Brandes

Figures 5 and 6 show the correlation and speedup results of the three algorithms (RA-κ-path, RA-Brandes, and AS-Brandes) with respect to Brandes’ algorithm on real networks. These results were obtained for ϵ =0.5 for RA-Brandes, and s=20 and c=5 for AS-Brandes. This choice of parameters for AS-Brandes was also used...
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The results demonstrate the superiority of RA-κ-path over the other two algorithms in both performance metrics for most of the real networks examined. However, we believe that the choice of parameter values $\epsilon=0.5$ and $s=20$ is not suitable for the sizes of the networks we examined: For example, in [4] where these values for parameters $s$ and $c$ are used in AS-Brandes, the largest networks evaluated have $<10K$ nodes and $<50K$ edges. For this reason, we decided to match the speedups of the three algorithms in order to infer less biased parameter values for AS-Brandes and RA-Brandes. We thus performed several experiments with various values of $\epsilon$ (for RA-Brandes) and $s$ (for AS-Brandes), and settled on the following heuristic that helped us to closely match the speedups of the three algorithms with respect to Brandes’ algorithm:

$-\epsilon = 2 \times \left( (\text{RA-κ-path speedup}) \times \ln(n)/n \right)^{1/2}$ and

$s = 2 \times \left( \text{RA-κ-path speedup} \right)$

The intuition for this choice of $\epsilon$ is as follows: RA-Brandes considers dependency scores of $\Theta\left( (\ln n)/\epsilon^2 \right)$ pivots while Brandes’ algorithm considers these scores of all $n$ pivots, and so RA-Brandes speedup can be estimated to $\Theta\left( n \epsilon^2 / \ln n \right)$; setting this estimate to RA-κ-path speedup yields the above expression for $\epsilon$. The intuition for the choice of $s$ follows a similar reasoning. Figures 7 and 9 demonstrate this process for the real and synthetic networks respectively. For the synthetic social graphs, the values presented are averaged over ten executions on the ten independently generated networks for each size (thus, $10 \times 10 = 100$ runs for each network size).

Figures 8 and 10 show that the correlations of RA-κ-path, RA-Brandes, and AS-Brandes vary widely when their speedups are matched. If we compare the results in Figure 8 with the previous correlation performance results shown in Figure 6, we also notice that the correlations of RA-Brandes and AS-Brandes are enhanced during the speedup-matching process.

Overall, these real networks exhibit a wide range of correlation performance because they acquire different graph properties due to their diverse domains. In most cases (except for the Kohonen and Soc-Epinions1 networks), RA-κ-path outperforms the other two algorithms by a correlation difference of 0.1 to 0.6, depending on the network type and size. The synthetic networks, on the other hand, are embedded with generic graph properties of real social networks such as power-law degree distribution and high average clustering coefficient. These networks maintain the particular graph properties while increasing the graph size and demonstrate that RA-κ-path is consistently better than the other two algorithms on larger networks.

The better performance of RA-κ-path shown in these results, even after we matched its speedup with the other algorithms, demonstrates that our proposed algorithm can be used to calculate more accurately relative ranks of betweenness scores for the nodes in a network and could be ideal for experiments on large networks where reliable results are needed fast.

Table 2 shows top $N\%$ RA-κ-path (RA-K), top $N\%$ RA-Brandes (RA-B), and top $N\%$ AS-Brandes (AS-B), for the real and synthetic social networks and for $N=1, 5,$ and $10$. The results shown were obtained after the algorithms were matched in speedup, as mentioned earlier. Overall, RA-κ-path outperforms the other two algorithms by a significant difference of $\sim 10\%$ to $\sim 40\%,$ in identifying the top–1% high betweenness centrality nodes, in all the sizes and types of networks. This result stresses the effectiveness of RA-κ-path in identifying the nodes
in a social network which rank the highest in betweenness, and doing so in a fast and efficient way.

When we examine the top–5% and top–10% of nodes, we increase accordingly the subset of nodes considered for the calculation of the high betweenness node overlap. Intuitively, this means that any of these algorithms should perform better, as more nodes are included in the subset, thus increasing the probability to find more top central nodes. This intuition is verified for the RA-Brandes and AS-Brandes algorithms. However, this is not the case for RA-κpath, for which we notice an overall decrease in the performance. This performance deterioration could be due to the arbitrary ordering of low κ-path centrality nodes arising from closeness in their values, allowing them to enter the set of top central nodes. In the future, we plan to further examine this ordering and find ways to improve the relative ranking of nodes, thus enhancing the performance of the RA-κpath algorithm.
Fig. 1 RA-κ-path correlation (a) and speedup (b) for the real networks with size below 10K nodes.
Fig. 2 RA-κ-path correlation (a) and speedup (b) for the real networks with size between 10K and 50K nodes.
Fig. 3 RA-$\kappa$-path correlation (a) and speedup (b) for the real networks with size between 50K and 100K nodes.
Fig. 4 RA-xpath correlation (a) and speedup (b) for all the synthetic networks (size between 1K and 100K nodes).
Fig. 5 Speedups of RA-κpath, RA-Brandes, and AS-Brandes with respect to Brandes’ algorithm for real networks. The parameters used are $\alpha = 0.2$, $\kappa = \ln(n + m)$, $\epsilon = 0.5$, $s = 20$, and $c = 5$.

Fig. 6 Correlations of RA-κpath, RA-Brandes, and AS-Brandes with respect to Brandes’ algorithm for real networks. The parameters used are $\alpha = 0.2$, $\kappa = \ln(n + m)$, $\epsilon = 0.5$, $s = 20$, and $c = 5$. 
Fig. 7 The speedups of the three algorithms on the real networks were matched to set values of their parameters for the correlation experiments.

Fig. 8 Correlations of RA-kpath, RA-Brandes, and AS-Brandes with respect to Brandes’ algorithm for the real networks. The speedups of the three algorithms were first matched to set values of their parameters and then the algorithms were ran with these values to compute their correlation scores.
Fig. 9 The speedups of the three algorithms on the synthetic networks were matched to set values of their parameters for the correlation experiments.

Fig. 10 Correlations of RA-kpath, RA-Brandes, and AS-Brandes with respect to Brandes’ algorithm for the synthetic networks. The speedups of the three algorithms were first matched to set values of their parameters and then the algorithms were ran with these values to compute their correlation scores.
Table 2  Percentage overlap of the Top-$N\%$ nodes computed by the 3 algorithms with respect to the exact betweenness centrality values. The speedups of the 3 algorithms were first matched to set their parameters and then executed to compute the Top-$N\%$ overlap. Values in bold denote the highest in the respective ($N$-value) category.

| Network          | Size  | RA-K 1% | RA-B 1% | AS-B 1% | RA-K 5% | RA-B 5% | AS-B 5% | RA-K 10% | RA-B 10% | AS-B 10% |
|------------------|-------|---------|---------|---------|---------|---------|---------|---------|----------|----------|
| Kazaa            | 2.4K  | 79.2    | 58.3    | 58.3    | 72.7    | 64.5    | 66.9    | 72.3    | 79.3     | 79.8     |
| SciMet           | 2.7K  | 85.2    | 48.1    | 44.4    | 77.0    | 66.2    | 64.9    | 76.5    | 70.2     | 69.1     |
| Kohonen          | 3.7K  | 75.7    | 45.9    | 64.9    | 64.4    | 67.6    | 69.1    | 60.2    | 76.7     | 74.0     |
| Geom             | 6.1K  | 68.9    | 55.7    | 59.0    | 71.0    | 84.0    | 83.4    | 72.0    | 90.4     | 89.9     |
| CA-AstroPh       | 15.7K | 63.1    | 42.2    | 39.6    | 68.8    | 68.1    | 68.1    | 74.9    | 78.8     | 78.7     |
| CA-CondMat       | 23.1K | 74.5    | 48.1    | 48.9    | 76.6    | 73.2    | 72.1    | 76.9    | 81.8     | 81.8     |
| Cit-HepPh        | 34.5K | 71.3    | 53.9    | 47.8    | 66.1    | 61.2    | 61.4    | 66.3    | 68.9     | 69.7     |
| Enron            | 36.7K | 75.1    | 79.0    | 76.8    | 63.8    | 88.5    | 89.1    | 65.6    | 92.7     | 92.7     |
| Cond-Mat-2005    | 40.4K | 66.1    | 68.6    | 61.4    | 68.2    | 86.5    | 85.7    | 70.4    | 89.4     | 89.5     |
| P2P-Gnutella31   | 62.5K | 78.2    | 31.0    | 26.6    | 78.3    | 50.7    | 50.1    | 77.4    | 66.2     | 65.0     |
| Soc-Epinions1    | 75.9K | 80.6    | 70.2    | 71.0    | 75.0    | 90.2    | 90.0    | 72.7    | 94.8     | 95.0     |
| Soc-Slashdot0902 | 82.2K | 86.9    | 67.4    | 67.7    | 85.2    | 88.8    | 88.3    | 78.4    | 92.1     | 92.0     |
| synth-1K         | 1K    | 83.0    | 20.0    | 65.0    | 82.4    | 80.6    | 69.6    | 77.3    | 60.1     | 69.7     |
| synth-10K        | 10K   | 88.3    | 58.0    | 58.4    | 82.4    | 67.8    | 67.8    | 78.7    | 78.5     | 78.5     |
| synth-50K        | 50K   | 86.6    | 61.6    | 60.8    | 81.7    | 76.5    | 77.9    | 77.5    | 83.5     | 83.8     |
| synth-100K       | 100K  | 87.5    | 61.0    | 60.4    | 81.4    | 79.7    | 79.8    | 77.1    | 84.1     | 84.6     |
5 Summary and Discussions

In this paper, we introduced a new graph centrality index called $\kappa$-path centrality and presented a randomized algorithm RA-$\kappa$-path for estimating its value for all vertices. Our experimental evaluation demonstrates that this centrality metric can be used to estimate in a scalable way the relative importance of nodes as per the betweenness centrality index: the correlation between the exact and approximate centrality indices is between 0.70 and 0.95 for all network sizes for a speedup gain of up to 6 orders of magnitude for networks with more than 10K nodes.

Our experiments also show that RA-$\kappa$-path is very effective and fast in identifying the top-1% or the top-5% nodes in the exact betweenness score, outperforming previously known approximate betweenness centrality algorithms AS-Brandes [4] and RA-Brandes [11]. The near optimal performance of RA-$\kappa$-path in both correlation and speedup performance metrics can be achieved when its parameters are set to $\alpha=0.2$ and $\kappa=\ln(n+m)$, for a network of $n$ number of nodes and $m$ number of edges.

Through our experiments, we have shown that $\kappa$-path centrality can be used as an alternative to node betweenness centrality since (a) $\kappa$-path centrality closely models the spread of information in a network and allows to quantify the influence of any node in the network and (b) the speedup performance of RA-$\kappa$-path for estimating $\kappa$-path centrality surpasses those achieved by existing methods of computing exact or approximate betweenness centrality values.

In fact, a parallelized version of our proposed randomized RA-$\kappa$-path algorithm has been successfully used in a study of the Steam Community [6], a large-scale gaming social network with over 12 million players and 88.5 million social edges. Our randomized algorithm was used to approximate the betweenness centrality of players and help identify top central players in the gaming social network.

There are various practical applications for identifying the top betweenness centrality nodes in large networks. For example, in unstructured peer-to-peer overlays the high betweenness peers have a significant impact since they relay much of the traffic [23]. If under-provisioned, they can damage the overall system performance. If malicious, they can snoop on or divert significant communication. Alternatively, they are great monitoring locations for examining the network communication for traffic characterization studies.

Therefore, identifying the top betweenness centrality nodes can have impact on the network performance (through resource provisioning), security (by restricting the monitoring of potential malicious activity to a small group of candidates), and traffic characterization. Deterministically identifying high betweenness nodes in such a network is infeasible not only because of the large scale (typically hundreds of thousands or millions of nodes) but also because of their dynamic nature caused by high node churn.

Another example of the applicability of our approach is efficient data placement and diffusion. For example, data can be placed on a few high betweenness centrality nodes in a large communication network, such as the web graph, where informed data placement may lead to faster access to event announcements, or a mobile phones network, where data can be security patches that can be efficiently propagated from a few targeted central individuals to the rest of the population.
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