Quantum non-Gaussianity witnesses in phase space
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We address detection of quantum non-Gaussian states, i.e., nonclassical states that cannot be expressed as a convex mixture of Gaussian states, and present a method to derive a new family of criteria based on generic linear functionals. We then specialize this method to derive witnesses based on \( s \)-parametrized quasiprobability distributions, generalizing previous criteria based on the Wigner function. In particular, we discuss in detail and analyze the properties of Husimi \( Q \)-function-based witnesses and prove that they are often more effective than previous criteria in detecting quantum non-Gaussianity of various kinds of non-Gaussian states evolving in a lossy channel.
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I. INTRODUCTION

The classification of quantum states of the harmonic oscillator according to classical vs nonclassical and Gaussian vs non-Gaussian paradigms has been an ongoing focus of research in quantum information for some time now. A number of criteria for the detection of nonclassicality have been introduced, based on phase-space distributions [1–12], ordered moments [13–15], and information-theoretic arguments [16–22]. Particular attention has been devoted both in characterizing the set of states with positive Wigner function [23–27] and in distinguishing Gaussian and non-Gaussian states [28–30]. The different measures of non-Gaussianity proposed have been, for example, used to characterize experimentally generated non-Gaussian states [31–33], but they could not discriminate between states that can be written as mixtures of Gaussian states and the so-defined quantum non-Gaussian states.

From a physical point of view this is a particularly important distinction, as quantum non-Gaussian states can be produced only by means of highly nonlinear processes, while states belonging to the Gaussian convex hull can be generated by means of Gaussian operations only and classical randomization. In [35,36] the first attempt to detect quantum non-Gaussianity was pursued, by deriving witnesses based, respectively, on photon-number probabilities and on the Wigner function. The criterion [35] has been already used to detect quantum non-Gaussian states produced in different experimental settings [37–39].

We here present a framework to derive quantum non-Gaussianity (QNG) witnesses based on generic linear functionals. We apply these results to the case of \( s \)-parametrized quasiprobability distributions, generalizing the criteria obtained in [36] for the Wigner function, to the Husimi \( Q \) function (\( s = -1 \)) and in general to any distribution characterized by a parameter \( s < 0 \).

The paper is structured as follows. In Sec. II we present the problem by defining QNG, while Sec. III illustrates how to derive bounds of linear functionals on the Gaussian convex hull, along with their most important properties. In Sec. IV we present sufficient but not necessary QNG witnesses based on quasiprobability distributions. In Sec. V the effectiveness of these criteria is investigated for Fock states, photon-added coherent states, and photon-subtracted squeezed states, focusing in particular on the performances corresponding to the different quasiprobability distributions considered. In Sec. VI we illustrate how the uncertainty on the measured average photon number propagates to the derived bounds for different values of the parameter \( s \). Section VII concludes the paper with final discussions and remarks.

II. QUANTUM NON-GAUSSIANITY

We begin by recalling the definition of the Gaussian convex hull

\[
\mathcal{G} = \left\{ \rho \in \mathcal{B}(\mathcal{H}) \mid \rho = \int d\lambda \, p(\lambda) |\psi_G(\lambda)\rangle \langle \psi_G(\lambda)| \right\}, \tag{1}
\]

where \( p(\lambda) \) can be an arbitrary probability distribution, \( |\psi_G(\lambda)\rangle \) are pure Gaussian states, and \( \mathcal{B}(\mathcal{H}) \) is the set of bounded operators. In general, all pure single-mode Gaussian states can be parametrized as \( |\psi_G(\lambda)\rangle = D(\alpha)S(\xi)|0\rangle \), where \( D(\alpha) \) and \( S(\xi) \) are, respectively, the displacement and squeezing operators with the standard form presented in [34], \( |0\rangle \) is the vacuum state, \( \alpha, \xi \) are arbitrary complex numbers, and \( \lambda = (\alpha, \xi) \). The set \( \mathcal{G} \) includes mixed Gaussian states as they can always be decomposed in the form (1), but also non-Gaussian states, that is, states having a non-Gaussian Wigner function, as mixtures of coherent and squeezed states.

In line with Refs. [35,36], a quantum state \( \rho \) is defined quantum non-Gaussian if and only if \( \rho \notin \mathcal{G} \). To understand the importance of QNG in quantum optics, consider a simple example: Given a single-mode field initially prepared in the vacuum state, it is easy to verify that states belonging to \( \mathcal{G} \) can be prepared by applying a combination of Gaussian operations and classical randomization. In contrast, the preparation of a quantum non-Gaussian state \( \rho \notin \mathcal{G} \) starting from the vacuum field can only be achieved by means of some non-Gaussian operation, such as the application of a highly nonlinear Hamiltonian (i.e., more than quadratic in the mode operators) or probabilistic non-Gaussian operations such as photon addition or subtraction [40].
III. BOUNDING LINEAR FUNCTIONALS ON THE GAUSSIAN CONVEX HULL

Before proceeding to specialize our analysis to phase-space quasiprobability distributions, it is worthwhile to discuss the general approach we shall take in order to witness QNG. Suppose that a single-oscillator quantum state $\varrho$ is the output of some experiment. Assume that the data of our experiment allows us to estimate a certain quantity $\Phi[\varrho]$, where $\Phi$ is a linear functional on the space of quantum states, and a bound $n$ on the average photon number, that is $\text{Tr}[\varrho a^\dagger a] \leq n$. Remarkably, it may be possible to gain some information on the QNG character of the state $\varrho$, solely based on those two quantities. To see this, let us consider

$$G_n \equiv \{ \varrho \in G | \text{Tr}[\varrho a^\dagger a] \leq n \},$$

which can be easily seen to be convex subsets of $G$ for any $n \geq 0$, and define the function

$$B(n) \equiv \min_{\varrho \in G_n} \Phi[\varrho].$$

In other words, $B(n)$ is the lowest possible value that $\Phi[\varrho]$ could take compatible with the assumptions (i) $\varrho \in G$ and (ii) $\text{Tr}[\varrho a^\dagger a] \leq n$. Hence, if our state verifies (ii), but we find the quantity $\Phi[\varrho]$ to be below $B(n)$, we must conclude that $\varrho \notin G$ [conversely, finding $\Phi[\varrho] \geq B(n)$ must be interpreted as an inconclusive result].

A key step in this procedure is the calculation of the function $B(n)$ for a given $\Phi$. In general, this can be seen as a problem of linear optimization over an infinite-dimensional parameter space [see Eq. (3)]. Luckily, the optimization can be dramatically simplified by exploiting the properties of $B(n)$. It turns out that it is sufficient to look for the (constrained) minimum of $\Phi$ amongst the set of pure Gaussian states and of rank-2 mixtures of Gaussian states. Therefore, for a fixed $\Phi$ and $n$, only a finite number of parameters needs to be optimized in order to find $B(n)$. While one may be able to derive these results by applying standard techniques of convex analysis, we find it worthwhile to present their proof in our context in Appendix A.

IV. QUANTUM NON-GAUSSIANITY WITNESSES IN PHASE SPACE

In the present work we show that the structure of the states in Eq. (1) implies nontrivial constraints on their associated quasiprobability distributions. As a consequence, we will be able to certify QNG when those constraints are violated. We start by recalling the results of [36], where it was shown that the Wigner function of any quantum state $\varrho$ belonging to the Gaussian convex hull satisfies the following inequality:

$$W[\varrho](0) \geq \frac{2}{\pi} \exp[-2n(1+n)], \quad n = \text{Tr}[\varrho a^\dagger a].$$

We aim at obtaining bounds for other $s$-parametrized quasiprobabilities, which we express as a convolution [41]. For a quantum state of density operator $\varrho$,

$$Q_s[\varrho](\alpha) = \frac{1}{\pi^2} \int d^2 \xi \chi[\varrho](\xi,s)e^{i\xi^\dagger \alpha - \alpha^\dagger \xi}.$$  (5)

Here $\chi[\varrho](\xi,s)$ is the $s$-ordered characteristic function

$$\chi[\varrho](\xi,s) = \text{Tr}[\varrho \hat{D}(\xi)]e^{i\xi^\dagger /2}.$$  (6)

There are three values of $s$ for which the quasiprobability function is typically explored: $s = 1$ is the Glauber-Sudarshan $P$ function [2,3], $s = 0$ is the Wigner function [1], and $s = -1$ is the Husimi $Q$ function [42]. For the purposes of this paper, the only necessary requirement on the parameter $s$ is going to be $s < 0$, in order to avoid singularities in our quasiprobability distributions. Even though the function in Eq. (5) may lose some of the appealing properties of a quasiprobability distribution when $s < -1$, it still allows us to obtain useful and experimentally friendly QNG criteria, as we discuss in Sec. V.

A. General QNG criteria in phase space

The general problem under investigation can be formulated in the general framework of Sec. III, by noting that $Q_s[\varrho](\alpha)$ is a linear functional of the state at fixed $\alpha$ and $s$. Thus, having fixed a particular value of $s < 0$, and assuming $\text{Tr}[\varrho a^\dagger a] \leq n$, we ask ourselves whether the structure given in Eq. (1) implies a nontrivial lower bound on the possible values that $Q_s$ can take. More precisely, we define

$$B_s(n) \equiv \min_{\varrho \in G_n} Q_s[\varrho](0).$$

For every value of $s < 0$, $B_s(n)$ is positive and convex. Moreover, we show in Appendix B that $B_s(n)$ is strictly decreasing in $n$, $B_s(n) \to 0$ as $n \to \infty$, and the minimizing state in $G_n$ has an average photon number exactly equal to $n$. The functions $B_s$ are therefore nontrivial and can be exploited in the formulation of QNG criteria as follows.

Criterion 1. For a quantum state $\varrho$, define the QNG witness

$$\Delta_s^{(a)}[\varrho] = Q_s[\varrho](0) - B_s(\bar{n}).$$

where $\text{Tr}[\varrho a^\dagger a] \leq \bar{n}$. Then

$$\Delta_s^{(a)}[\varrho] < 0 \implies \varrho \notin G;$$

that is, $\varrho$ is quantum non-Gaussian.

Criterion 2. Consider now a quantum state $\bar{\varrho}$ and a Gaussian map $E_G$, or a convex mixture of such maps. Define

$$\Delta_s^{(b)}[\varrho, E_G] = Q_s[E_G(\varrho)](0) - B_s(\bar{n}_E).$$

where $\text{Tr}[E_G(\varrho)a^\dagger a] \leq \bar{n}_E$. Then

$$\exists E_G \text{ such that } \Delta_s^{(b)}[\varrho, E_G] < 0 \implies \varrho \notin G.$$  (11)

The proof of Eq. (11) is the same as that for Eq. (9) except that a Gaussian map $E_G$ has now first been applied to the state. This results in a change in the mean photon number, but does not impact the procedure. A full proof is provided in [36]. Before proceeding further, we note that the monotonicity of $B_s$ implies that the criteria become harder to satisfy as $\bar{n}$ and $\bar{n}_E$ are increased (indeed, both $\Delta_s^{(a)}$ and $\Delta_s^{(b)}$ would correspondingly increase). Therefore, in the remainder of this paper we apply these witnesses respectively for $\text{Tr}[\varrho a^\dagger a] = \bar{n}$ and $\text{Tr}[E_G(\varrho)a^\dagger a] = \bar{n}_E$, which provide the highest chance of detecting QNG. On the other hand, experimentally it may be more practical to estimate an upper bound to the average photon number, rather than its actual value. It is important
to note that these criteria provide sufficient but not necessary bounds.

B. Near-optimality of pure states

As discussed in Sec. III, we can restrict the optimization in Eq. (7) to rank-1 and rank-2 mixtures of Gaussian states. In all the considered examples, however, we found strong numerical evidence that the minimum was being reached by a pure Gaussian state. We have thus proven the near optimality of pure Gaussian states for a number of s values of interest through a semianalytical approach, whose details are provided in Appendix C. A pure-state lower bound to each quasiprobability can be defined as

\[ B^p_s(n) \equiv \min_{|\psi_G\rangle} \left( Q_s([|\psi_G\rangle \langle \psi_G|]|0\rangle)(|\psi_G\rangle a^\dagger a|\psi_G\rangle) \leq n \right), \tag{12} \]

where the $|\psi_G\rangle$’s are pure Gaussian states. Clearly, the bound in Eq. (12) is, in practice, easier to calculate than the one in Eq. (7); however, $B^p_s(n) \geq B_s(n)$, since we cannot exclude that the minimum may be reached by a rank-2 state. Nevertheless, our numerical studies for the cases $s = \{-1/4,-1/2,-1,-2,-3\}$ provide the bound

\[ |B^p_s(n) - B_s(n)| \lesssim 10^{-15} n, \tag{13} \]

meaning that the pure state lower bound $B^p_s$ is an excellent approximation to the true bound $B_s(n)$ in a wide range of average photon numbers (see Appendix C). Direct calculations relating to this bound are shown in more detail in Appendix D. The level of approximation provided by Eq. (13) is sufficient to guarantee the validity of our findings in the following section.

V. DETECTING QUANTUM NON-GAUSSIANITY OF STATES EVOLVING IN A LOSSY CHANNEL

In this section we test the effectiveness of the criteria introduced in Sec. IV A. Specifically, we investigate whether these criteria can be exploited to certify that pure non-Gaussian states evolving in a lossy channel remain quantum non-Gaussian. We consider initially pure non-Gaussian states evolving in a lossy bosonic channel described by the following master equation:

\[ \dot{\varrho} = \frac{\gamma}{2}(\hat{a}\varrho\hat{a}^\dagger - \hat{a}^\dagger\hat{a}\varrho) + \text{H.c.} \tag{14} \]

The corresponding quantum channel $E_\epsilon$ is Gaussian and can be characterized by a single parameter, $\epsilon = 1 - e^{-\gamma t}$. We look for the maximum values of $\epsilon$ such that the criteria are violated; in particular we define

\[ \epsilon_s^{(a)}[\varrho] = \max \{ \epsilon : \Delta_s^{(a)}[E_\epsilon(\varrho)] \leq 0 \}, \tag{15} \]

\[ \epsilon_s^{(b)}[\varrho] = \max \{ \epsilon : \exists \varrho_G \text{ such that } \Delta_s^{(b)}[E_\epsilon(\varrho_G),\varrho_G] \leq 0 \}. \tag{16} \]

Since for $\epsilon > \frac{1}{2}$ no negativity of the Wigner function can be observed, we are interested in larger values of $\epsilon_s^{(a)}$ and $\epsilon_s^{(b)}$, so that our criteria are able to detect quantum non-Gaussian states with positive Wigner function. The usefulness of the Wigner-function-based criterion has been extensively shown in [36, 43]. We start by comparing the witnesses $\Delta_s^{(a)}$ for initial Fock states, while next we will discuss both the witnesses $\Delta_s^{(a)}$ and $\Delta_s^{(b)}$ for initial photon-added coherent states and photon-subtracted squeezed states. For $\Delta_s^{(a)}$ we compare across three values of the parameter $s$, the special cases $s = 0$ and $s = -1$ corresponding, respectively, to the Wigner and Husimi-$Q$ functions, and adding a third case at $s = -2$. The quasiprobability distributions in the origin of phase space can be evaluated as

\[ Q_s[\varrho](0) = \frac{2}{\pi(1-s)} \sum_m (-1)^m \left( \frac{1+s}{1-s} \right)^m \langle m | \varrho | m \rangle. \tag{17} \]

It depends only on the photon-number probabilities $p_m = \langle m | \varrho | m \rangle$ and thus can be, in principle, experimentally measured by means of photon-number resolving detectors. More in particular the Wigner function in the origin corresponds to the average value of the purity operator $P = (-)^{\varrho}$, while for $s \rightarrow -1$, i.e., for the Husimi $Q$ function, we have the projection over the vacuum state $Q_{-1}[\varrho](0) = \langle 0 | \varrho | 0 \rangle$, which is measurable both by means of on-off and photon-number resolving detectors or through heterodyne detection. While the parameter $\epsilon$ characterizing the lossy channel is supposed to be unknown, and our goal is to understand the maximum value of noise such that our criteria will be able to detect quantum non-Gaussian states, the inefficiency of the detector is known to the experimentalist as it is possible to determine its value by probing the detector with known states. In fact, as illustrated in Fig. 1, considering different values of $s$ is equivalent to detecting QNG of unknown states evolved through a lossy channel with a choice of detectors, one corresponding to each $s$.

As regards the examination of $\Delta_s^{(b)}$, we focus on the special cases of $s = 0$ and $s = -1$. In both cases we observe how, in particular in the low-energy regime, the witnesses derived for lower values of $s$ show a larger robustness against loss.

![FIG. 1. (Color online) We send a non-Gaussian state through a channel with loss $\epsilon$ and choose the detector with which to measure it. The $s = 0$ detector corresponds to parity measurement, $s = -1$ corresponds to the probability of vacuum detection, while $s = -2$ corresponds to an inefficient vacuum detection with efficiency $\eta = 2/3$.](013810-3)
FIG. 2. (Color online) Maximum value of the loss parameter $\epsilon_s^{(a)}$ such that the bounds are violated, as a function of the initial Fock number $m$ and for different values of $s$: yellow (dot-dashed line), $s = 0$; red (dotted line), $s = -1/2$; green (dashed line), $s = -1$; blue (solid line), $s = -2$.

A. Fock states

A Fock state $|m\rangle$ evolves in a lossy channel as

$$E_s(|m\rangle\langle m|) = \sum_{l=0}^{m} \left(\frac{m}{l}\right) (1 - e^\epsilon)^{m-l} |l\rangle\langle l|, \quad (18)$$

and the value of the corresponding $s$-parametrized quasiprobability distribution at the origin can be evaluated using the formula for a generic Fock state

$$Q_s(|m\rangle\langle m|)|0\rangle = \frac{2}{\pi(1-s)} (-1)^m \left(\frac{1+s}{1-s}\right)^m. \quad (19)$$

We have evaluated the corresponding values of the witnesses $\Delta_s^{(a)}$, along with the maximum values of the noise parameter $\epsilon_s^{(a)}$ where the bounds are violated. In particular, these are plotted in Fig. 2 as a function of the Fock number $m$ and for different values of the $s$ parameter. Perhaps surprisingly, the witnesses appear to be more sensitive as $s$ decreases; that is, they provide a larger value of $\epsilon_s^{(a)}$ in the relevant range $m \leq 5$.

One can notice an interesting tradeoff in the behavior of the witnesses $\Delta_s^{(a)}$ for the Fock state $|1\rangle$ in Fig. 3(a). We note that the absolute value of $\epsilon_s^{(a)}$ is decreasing by considering more negative values of $s$. Even though such monotonous behavior is lost for the Fock state $|3\rangle$ [see Fig. 3(b)], similar conclusions can be drawn for higher Fock states. Hence, while one can, in principle, detect QNG for larger values of the noise parameter by decreasing $s$, the amount of violation quantified by $\Delta_s^{(a)}$ may be generally smaller. The impact of such tradeoff on the experimental detection of QNG, however, cannot be assessed without a thorough analysis of the propagation of experimental errors for the various witnesses. A first attempt towards this direction will be done in Sec. VI, while a complete analysis goes beyond the scope of our paper.

B. Photon-added coherent states

A photon-added coherent (PAC) state is defined as

$$|\psi_{\text{PAC}}\rangle = \mathcal{N} \hat{a}^\dagger |\alpha\rangle, \quad (20)$$

where $\mathcal{N}$ is the normalization factor. Its average photon number is

$$n_{\text{PAC}} = \frac{\alpha^4 + 3\alpha^2 + 1}{1 + \alpha^2}, \quad (21)$$

for $\alpha \in \mathbb{R}$. The $s$-parametrized quasiprobability distributions are determined using the convolution expression presented in [41]:

$$Q_s(\alpha)(\beta) = \frac{2}{\pi(s-s')} \int d^2 \beta \ Q_s(\alpha)(\beta) e^{-\frac{2s\alpha\beta^2}{(s-s')^2}}, \quad (22)$$

with the condition that this holds provided $s' < s$. Using this expression, the values of the witnesses $\Delta_s^{(a)}$ can be computed.

Similar to what was observed for the Fock states, smaller values of $s$ produce a more effective bound for the certification of QNG in noisy PAC, provided the parameter $\alpha$ is smaller or...
equal to about 10, as illustrated in Fig. 4. However, we observe again evidence that there is a compromise between a tighter bound and the amount of violation quantified by the criterion $\Delta_s^{(a)}$, with the magnitude of the parameter decreasing for lower values of $s$.

We can now consider the optimized witness defined in Eq. (10). For the PAC state, it is observed that the minima of the witness $\Delta_s^{(b)}[Q, D(\beta)]$ for the quasiprobability distributions are displaced from the origin of the phase space, and it is therefore possible to decrease the QNG indicator by displacing the minimum to the origin. Thus, the quasiprobability function $Q_s[\tilde{Q}(-\beta)$ and the average photon number of the displaced state are computed, yielding

$$\tilde{\rho}_{\text{PAC}}(\beta) = (1 - \epsilon)|\beta|^2\tilde{\rho}_0^{\text{PAC}} + \sqrt{1 - \epsilon}(\beta^*\langle \hat{a} \rangle_0 + \beta\langle \hat{a}^\dagger \rangle_0).$$

(23)

where $\langle A \rangle_0 = \langle \psi_0 | A | \psi_0 \rangle$, and for $| \psi_0 \rangle = | \psi_{\text{PAC}} \rangle$,

$$\langle \hat{a} \rangle_0 = \langle \hat{a}^\dagger \rangle_0 = \frac{\alpha(2 + \alpha^2)}{1 + \alpha^2}.$$  

(24)

We then minimize $\Delta_s^{(b)}[Q, D(\beta)]$ over the possible displacement parameters $\beta$. We find that the optimal value of $\beta$ for large values of $\epsilon$ and $\alpha \geq 1.5$, which is nearly the same for the Wigner and $Q$ functions, can be approximated as

$$\beta_{\text{opt}} \simeq -\alpha\sqrt{1 - \epsilon} = -\alpha e^{-\gamma/2}.$$  

(25)

Taking $\beta = \beta_{\text{opt}}$, we compare the values of the QNG witness based on the second criterion for $s = 0$ and $s = -1$. Both the plots and numerical investigations indicate that $\epsilon_s^{(b)} \approx 1$ for all possible values of $\alpha$. No root can be found for general $\alpha$.

### C. Photon-subtracted squeezed states

Taking the squeezing parameter $r$ to be real, define the photon-subtracted squeezed (PSS) state as $| \psi_{\text{PSS}} \rangle = \mathcal{N} \hat{a} S(r) | 0 \rangle$. The average photon number for the PSS state is

$$\bar{n}_{\text{PSS}} = 3 \sinh^2 r + 1.$$  

(26)

The quasiprobability distributions for the PSS state are computed using the convolution of Eq. (22). The bounds were found and again demonstrate the same characteristics found with the other states. In this case, more negative values of $s$ allow for a larger value of the loss parameter $\epsilon_s^{(a)}$ for squeezing parameter $r \lesssim 8$ [Fig. 5(a)]. Again, though, this represents a loss in the quantity of violation described by the parameter $\Delta_s^{(a)}$.

![Figure 4](image1.png)

**FIG. 4.** (Color online) Maximum value of the loss parameter $\epsilon_s^{(a)}$ such that the bounds are violated, as a function of the coherent-state parameter $\alpha$ and for different values of $s$: red (solid line), $s = 0$; green (dotted line), $s = -1$; blue (dashed line), $s = -2$.

![Figure 5](image2.png)

**FIG. 5.** (Color online) Loss parameters for PSS states. (a) Maximum value of the loss parameter $\epsilon_s^{(a)}$ such that the bounds are violated, as a function of the squeezing parameter $r$ and for different values of $s$: red (solid line), $s = 0$; green (dotted line), $s = -1$; blue (dashed line), $s = -2$. (b) A comparison between the maximum values of the noise parameter $\epsilon_s^{(b)}$ for PSS states by using the Wigner function criterion (blue solid line) and the $Q$-function criterion (red dashed line).
Similar to how PAC states inherit a displacement, PSS states inherit additional squeezing on the evolved state, and we can use the optimized witness \((10)\) by using additional squeezing operations. In this case, there is a difference between how the Wigner function changes under this squeezing versus how the \(Q\) function changes: While the Wigner function at the origin is unchanged by the squeezing operation, the \(Q\) function is not invariant and as a result the following argument for the optimization of the squeezing parameter is only valid for the Wigner function. This proves not to be a problem and will be discussed below. First, we determine the value \(q_{\text{opt}}\) that minimizes the average photon number of \(S(q)\rho S^\dagger(q)\),

\[
\bar{n}^{\text{PSS}}(q) = (1 - \epsilon)\left[\bar{n}_0^{\text{PSS}}(\mu_q^2 + v_q^2) + \mu_q v_q (\langle \hat{a}^2 \rangle_0 + \langle \hat{a}^{12} \rangle_0) + v_q^2, \right.
\]

where \(\mu_q = \cosh t, v_q = \sinh t\) and, for an initial PSS state \(|\psi_{\text{PSS}}\rangle\), \(\langle \hat{a}^2 \rangle_0 = \langle \hat{a}^{12} \rangle_0 = 3 \mu_q v_q\). In this case the optimal squeezing value can be evaluated analytically:

\[
q_{\text{opt}} = -\arccosh(\mu_{\text{opt}}),
\]

\[
\mu_{\text{opt}} = \frac{1}{\sqrt{2}} \left[1 + \frac{6(1 - \epsilon)\mu_q^2 + 4\epsilon - 3}{\sqrt{(4\epsilon - 3)^2 + 12(1 - \epsilon)\epsilon \mu_q^2}} \right]^{1/2}.
\]

We again follow the format of the PAC-state analysis, assigning the squeezing parameter its optimal value \(q_{\text{opt}}\) and plotting the criterion as a function of \(\epsilon\). We plot both the Wigner and \(Q\) functions for \(q_{\text{opt}}\) and illustrate that while the \(q_{\text{opt}}\) used is only optimized for the Wigner function, the maximum noise \(\epsilon_{\text{opt}}^\text{Q}\) for the \(Q\) function for this value of \(s\) is 1 for all values and therefore already giving the desired result. So even if this is not the optimal squeezing for the \(Q\) function, it is sufficient to detect QNG by means of the \(Q\) function-based witness. This feature is illustrated in Fig. 5(b).

VI. ESTIMATION OF ERROR ON THE BOUNDS

While a full error propagation to evaluate the various witnesses is beyond the scope of this paper, it is straightforward to evaluate the bounds \(B_s(n)\) for the different \(s\) values, based on uncertainty in the mean photon number \(n\). The method of determining the error on the bound is chosen to best approximate the experimental realities. To this end, we suppose that we have a photon-number resolving detector with which we would like to measure different average values of \(n\). We then define \(n_{\text{tot}}\) as the total number of photons measured over all \(k\) trials; that is,

\[
n_{\text{tot}} = k \times n_{\text{avg}}.
\]

For \(n_{\text{tot}}\) we assume a Poissonian distribution for simplicity. Before evaluating the means and variances of the bounds we divide by \(k\) as we wish to evaluate for a distribution about \(n_{\text{avg}}\). Normalizing the results so all bounds evaluate to 1 at \(n_{\text{avg}} = 0\), we get the distributions in Fig. 6. As we can observe, the errors on the different bounds \(B_s(n)\) are comparable. This shows how the errors coming from the measurement of the quasiprobability distributions \(Q_s[\hat{e}] (\alpha)\), will probably play a major role when the proposed witnesses will be used in an actual experiment.

VII. CONCLUSIONS

We have presented a general method to derive bounds of linear functionals on the Gaussian convex hull. We note that these bounds are sufficient but not necessary for the characterization of this set. After having presented the main properties of the bounds, we used it to define QNG witnesses based on \(s\)-parametrized quasiprobability distributions, with \(s < 0\). The witnesses are based on bounding from above the average photon number of the quantum state, and measuring the value of the corresponding quasiprobability distribution in a particular point of phase space (typically the origin).

Following the determination of these witnesses, we consider three different states and test the criteria for three different values of \(s\) for each state. Motivation to consider the bound for different \(s\) values comes from the freedom it provides to change the type of detection used in experiment. While it is known that \(s = 0\) and \(-1\) correspond to the Wigner and \(Q\) functions, respectively, \(s = -2\) is comparable to measuring the \(Q\) function with an inefficient detector. As the inefficiency of the detector can be known from trials using known states, allowing for \(s < -1\) provides a more general description less dependent on the type of detection. From the different states for which the bound was considered, we see that there is a region for which a smaller \(s\) value provides a witness for QNG and allows more channel loss than the originally considered Wigner function bound. There is, however, a tradeoff between the maximum amount of loss for which QNG may be witnessed and the amount of violation quantified by the criterion which is generally smaller, for smaller values of \(s\).
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APPENDIX A: GENERAL PROPERTIES OF THE BOUNDS

In this section we prove that if the minimum of $\Phi$ on $\mathcal{G}_n$ is not achieved by a pure Gaussian state, then it must be achieved by a rank-2 mixture of pure Gaussian states. Before proving this, it is useful to introduce an auxiliary lemma.

Lemma 1. The function $B(n)$ is convex.

Proof. Let $\rho_1 \in \mathcal{G}_n$ and $\rho_2 \in \mathcal{G}_n$ be such that $B(n_1) = \Phi[\rho_1]$ and $B(n_2) = \Phi[\rho_2]$, and take $0 \leq p \leq 1$. Then

$$pB(n_1) + (1-p)B(n_2) = p\Phi[\rho_1] + (1-p)\Phi[\rho_2] = \Phi[p\rho_1 + (1-p)\rho_2] \geq B[pn_1 + (1-p)n_2]$$

where we have used the linearity of $\Phi$ and the fact that $p\rho_1 + (1-p)\rho_2 \in \mathcal{G}_{pn_1+(1-p)n_2}$ might not be the state which minimizes $\Phi$ in that set.

Theorem 1. Given $n$, either there exists a pure Gaussian state $|\psi_n\rangle$ of $\mathcal{G}_n$ such that $B(n) = \Phi[|\psi_n\rangle]$ or $B(n) = \Phi[\rho_n]$, where $\rho_n \in \mathcal{G}_n$ is a rank-2 state of the form $\rho_n = |\psi_n\rangle \langle \psi_n| + (1-p)|\psi_2\rangle \langle \psi_2|$, being pure Gaussian states.

Proof. It is sufficient to consider mixtures comprising a finite number of pure Gaussian states. Infinite sums and integrals (such as that appearing in the definition (1)) are included in the discussion via a limiting procedure, thanks to the continuity of $\Phi$. Suppose $B(n) = \Phi[\rho_n]$, $\rho_n = \sum_j p_j |\psi_j\rangle \langle \psi_j|$, and the $|\psi_j\rangle$'s are pure Gaussian states of average photon number $n_j$, such that $\bar{n} = \sum_j p_j n_j \leq n$. From Eq. (3) and the fact that $\mathcal{G}_n \subset \mathcal{G}_m$ for $m > n$, it follows that $B(n)$ is a nonincreasing function of $n$ (that is, the minimum is, in general, lower on a larger set). Then

$$B(\bar{n}) \geq B(n) = \Phi[\rho_n] = \sum_j p_j \Phi[|\psi_j\rangle \langle \psi_j|] \geq \sum_j p_j B(n_j) \geq B(\bar{n}),$$

(A2)

where the first inequality follows from the nonincreasing behavior of $B$, the second inequality follows from the fact that $|\psi_j\rangle \in \mathcal{G}_n$, may not be the state minimizing $\Phi$ on $\mathcal{G}_n$, and the third inequality follows from the convexity of $B$ proven in Lemma 1. To avoid contradiction, only the equal signs are possible in Eq. (A2). This also implies that for all pure states $|\psi_j\rangle$ involved in the sum it must be

$$\Phi[|\psi_j\rangle \langle \psi_j|] = B(n_j).$$

(A3)

If $n_j = n$ for some $J$, then $B(n) = \Phi[|\psi_j\rangle \langle \psi_j|]$.

Otherwise, there must be at least two values $n_1$ and $n_2$ in the sum such that $n_j < \bar{n} < n_j$, thus, one can find $0 < q < 1$ yielding $q n_j + (1-q)n_{j_2} = \bar{n}$. For $r$ sufficiently small (and positive), it is possible to obtain

$$p_j |\psi_j\rangle \langle \psi_j| = q |\psi_j\rangle \langle \psi_j| + (1-q)|\psi_j\rangle \langle \psi_j|$$

(A4)

where $\{p_j\}$ is a probability distribution such that $\sum p_j n_j = \bar{n}$. Correspondingly, Eq. (A2) implies

$$B(\bar{n}) = r[q\Phi[|\psi_j\rangle \langle \psi_j|] + (1-q)\Phi[|\psi_j\rangle \langle \psi_j|]] + (1-r)\sum p_j \Phi[|\psi_j\rangle \langle \psi_j|]$$

where we have exploited Eq. (A3) and the convexity of $B$. This implies that it must be $q B(n_j) + (1-q)B(n_{j_2}) + (1-r)\sum p_j B(n_j) \geq r B(\bar{n}) + (1-r)B(\bar{n})$, (A5)

We have thus proven that $B(n)$ is either achieved by a pure Gaussian state or by a rank-2 mixture of pure Gaussian states.

APPENDIX B: PROPERTIES OF THE QUASIPROBABILITY BOUNDS

For a single-mode pure Gaussian quantum state $|\psi_G\rangle = D(\alpha)S(\xi)|0\rangle$, with $\alpha = |\alpha|e^{i\theta}, \xi = re^{i\phi}$ the value of the $s$-parametrized quasiprobability distribution in the origin can be written as

$$Q_s(|\psi_G\rangle\langle 0|) = \frac{2e^{-|\alpha|^2 + sinh^2(2s) r^2 + sinh^2(2s) m^2}}{\pi \sqrt{1 + s^2 - 4 s}}$$

(B1)

where $n = |\alpha|^2 + sinh^2 r$ is the average number of photons and $m = sinh^2 r \leq n$ is the squeezing fraction. The condition $s < 0$ ensures that the expression in Eq. (B1) is real. From this expression, we can prove some general properties of the functions $B_s(n)$. Firstly, we notice that $B_s(n) > 0$ for any $n \geq 0$. Also, since the only state in $\mathcal{G}_0$ is the vacuum state $|0\rangle$, we have

$$B_s(0) = \frac{2}{\pi \sqrt{1 + s^2 - 2}}$$

(B2)

One can also see that $\lim_{s \to \infty} B_s(n) = 0$ for any $s < 0$. Then, it is easy to show that $B_s(n)$ is strictly decreasing: suppose that $\bar{n} = n$ but $B_s(\bar{n}) = B_s(n)$. Since $B_s$ tends to zero for large $n$, it is possible to find $N > \bar{n} > n$ such that $B_s(N) < B_s(\bar{n})$ and $q \in (0,1)$ such that $q N + (1-q)N = \bar{n}$. Then one would obtain $q B_s(n) + (1-q)B_s(N) \geq B_s(\bar{n})$, (A6) on the other hand, with $B_s(n) > 0$ and $B_s(n) < q B_s(n) + (1-q)B_s(n) \geq B_s(\bar{n})$, thus reaching a contradiction.

Finally, we show that the bound $B_s(n)$ is achieved by a state with $n$ average photons, that is $B_s(n) = Q_s(\rho_n) = 0$ for brevity, in what follows we omit the phase-space argument of $Q_s$, assuming it to be always "(0)". Assuming that this is not the case, we write $B_s(n) = Q_s(\rho_n)$, such that $Tr(\rho_n a^d a^q) = \bar{n} < n$. However, on has $\rho_n \in \mathcal{G}_n$, and as a consequence we reach the absurd conclusion $B_s(n) = Q_s(\rho_n) \geq B_s(\bar{n})$, which is in contradiction with the strict monotonicity of $B_s$.

We remark that all the properties derived in this section hold for any linear functional whose bound satisfies the properties (i) $B(0) > 0$ and (ii) $\lim_{n \to \infty} B(n) = 0$.
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We note that, in general, it must be $B_s^P(n) \geq B_s(n)$, since we cannot exclude that the minimum may be reached by a rank-2 state. By adopting the same reasoning as in Ref. [36], however, one can show that if $B_s^P(n)$ is convex in the variable $n$, then it must be that $B_s^P(n) = B_s(n)$. While we have the conjecture that this is the case for any $s \leq 0$, the functional form of $B_s^P$ is, in general, too cumbersome to verify its convexity analytically. Adopting a numerical approach we have verified that, for the values $s = \{-1/4, -1/2, -1, -2, -3\}$, the function $B_s^P(n)$ is convex for $n \leq n_{\text{max}} \approx 10^{15}$ (that is, its second derivative is positive) [45].

Then, using the results of Appendix A we note that the only possibility to have $B_s^P(n) \neq B_s(n)$ is when $B_s(n) = (1 - p)B_s^P(n_1) + pB_s^P(n_2)$, with the average photon numbers of the two pure Gaussian states and the probability $p$ verifying, respectively, $n_1 < n$, $n_2 > n_{\text{max}}$, and $p < n/n_{\text{max}}$. Thus, we have

\[ 0 \leq B_s^P(n) - B_s(n) = B_s^P(n) - B_s^P(n_1) \]

\[ + p [B_s^P(n_1) - B_s^P(n_2)] \leq p B_s^P(n_1) \]

\[ < \frac{2}{\pi \sqrt{1 + s(s - 2)}} \frac{n}{n_{\text{max}}} \sim 10^{-15} n, \]

(C1)

where we have used $B_s^P(n_1) - B_s^P(n_2) \leq 0$, which follows from $n_1 < n$ and $B_s^P(n)$ being monotonically decreasing in $n$ [this can be seen easily from the abstract definition in Eq. (12), or more directly from Eq. (D1)].

APPENDIX D: PURE-STATE BOUNDS

Our goal is now to minimize the function in Eq. (B1) over all pure Gaussian states with average photon number $n$. We first notice that setting $2\theta - \phi = \pi$ yields the inequality

\[ Q_s(\langle \psi_G \rangle ) \langle \psi_G \rangle \langle 0 \rangle \geq \frac{2e^{2s + 2n - 3n_0}}{\pi \sqrt{1 + s(s - 2 - 4m)}}. \]  

(D1)

Finally, one has to minimize the above expression with respect to the squeezing fraction $m$, under the constraint $m \leq n$. The optimizing value of $m$ for a given $s$ is denoted $m_s(n)$. As an example, we here consider the case $s = -1$, where the function $Q_{-1}$ is the so-called Husimi $Q$ function

\[ Q_{-1}(\langle \alpha \rangle | \alpha \rangle ) = \frac{\langle | \alpha \rangle | \alpha \rangle }{\pi} \]

(D2)

Here $\langle \alpha \rangle = D(\langle \alpha \rangle | 0 \rangle )$ denotes a coherent state, showing that the Husimi $Q$ function corresponds to the heterodyne probability distribution of the quantum state $\phi$. For a generic state $\phi \in \mathcal{G}$, the value of the squeezed photon number for which the Husimi $Q$ function in the origin is minimized is

\[ m_s(n) = \frac{1}{4} \left[ 2(n - 1) + \sqrt{3} \text{Im}[g(n)] - \text{Re}[g(n)] \right]. \]  

(D3)

where $g(n) = \{-17 - 21n + 3n^2 + 8n^3 + 3(1 + n) \times \sqrt{6 + 3n[24 + n(37 + 16n)]} \}^{1/3}$. (D4)

The bound $B_s^P(n)$ can be then obtained by substituting this function into the form of Eq. (D1) where $s = -1$,

\[ Q_{-1}(\langle \psi_G \rangle | \psi_G \rangle ) \langle 0 \rangle \geq \frac{2e^{2s + 2n - 3n_0}}{\pi \sqrt{1 + [3 + 4m_{-1}(n)]}}. \]  

(D5)

Where the final result is too cumbersome to be reported here. Identical approaches can be effectively pursued for other values of $s < 0$.
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