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Urn models have been widely studied and applied in both scientific and social science disciplines. In clinical studies, the adoption of urn models in treatment allocation schemes has proved to be beneficial to researchers, by providing more efficient clinical trials, and to patients, by increasing the likelihood of receiving the better treatment. In this paper, we propose a new and general class of immigrated urn (IMU) models that incorporates the immigration mechanism into the urn process. Theoretical properties are developed and the advantages of the IMU models are discussed. In general, the IMU models have smaller variabilities than the classical urn models, yielding more powerful statistical inferences in applications. Illustrative examples are presented to demonstrate the wide applicability of the IMU models. The proposed IMU framework, including many popular classical urn models, not only offers a unify perspective for us to comprehend the urn process, but also enables us to generate several novel urn models with desirable properties.

1. Introduction.

1.1. Urn models and their applications. Urn models have long been considered powerful mathematical instruments in many areas, including the physical sciences, biological sciences, social sciences and engineering [Johnson and Kotz (1977), Kotz and Balakrishnan (1997)]. For example, in medical science, Knoblauch, Neitz and Neitz (2006) apply an urn model to study cone ratios in human and macaque retinas. In population genetics, Hoppe (1984) and Donnelly and Kurtz (1996) employ a Pólya-like urn model to study Ewen’s sampling distribution in neutral genetics models. Benaïm, Schreiber and Tarrès (2004) also make use of...
a class of generalized Pólya urn models to scrutinize evolutionary processes. In economics, Beggs (2005) uses the models to capture the mechanism of reinforcement learning. In addition, numerous examples of applications of urn models in the areas of physics, communication theory and computer science are provided by Milenkovic and Compton (2004).

In statistics, an important application of urn models is to randomize treatments to patients in a clinical trial [Hu and Rosenberger (2006)]. Consider an urn containing balls of $K$ types, representing $K$ treatments. Patients normally arrive sequentially, and treatment assignment based on urn models is usually an adaptive scheme that depends on the urn composition and previous treatment outcomes. The urn composition is also continuously revised according to treatment outcomes.

Early studies of urn models in statistics include the generalized Pólya urn models (GPU) of Athreya and Karlin (1968), Wei and Durham (1978) and Wei (1979). Another renowned variation of the Pólya urn is the randomized Pólya urn (RPU) proposed by Durham, Flournoy and Li (1998). These classic urn models have a number of drawbacks. (i) They are usually proposed for binary (multinomial) responses. (ii) The urn process has a predetermined limit of urn proportions that does not have any connection with formal optimal properties [Hu and Rosenberger (2006)]. (iii) The urn process usually has higher variability than other types of procedures [Hu and Rosenberger (2003)] and is thus less powerful in statistical inferences. (iv) The formulation of the asymptotic variability is usually quite complex, and it is intricate to derive a reasonable estimate. For instance, the asymptotic variabilities of the Pólya urn-type models are related to the variance of a complicated Gaussian process. In particular, for the multi-treatment case, to derive the variability requires extremely complicated calculations of matrices [cf. Smythe (1996), Janson (2004), Bai and Hu (2005), Zhang, Hu and Cheung (2006), Higueras et al. (2006)]. (v) The models are designed mainly for the comparison of two treatments, so there is a shortage of methodology to handle cases with multiple treatments.

By embedding the urn process in a continuous-time birth and death process [Ivanova et al. (2000), Ivanova and Flournoy (2001), Ivanova (2006)], Ivanova (2003) formulates the drop-the-loser (DL) rule for a clinical trial with two treatments. The DL rule utilizes the idea of immigration and has been shown to yield a smaller variability among various urn models [Hu and Rosenberger (2003)]. The DL rule is generalized by Zhang et al. (2007) to provide more flexible urn models. However, these recent proposals are fragmented, offering only a partial solution to the aforementioned drawbacks of the classic urn models. To supply a complete resolution, we seek to provide a comprehensive paradigm through which one will be able to connect existing urn models, develop useful theoretic results, and compare merits of different classes of urn models.

1.2. Objectives and organization of the paper. In this paper, we propose the IMU framework that encompasses a wide spectrum of urn models and incorporates the immigration process, offering a greater flexibility in the choice of appropriate
urn models in applications. This framework includes many urn models in the literature and provides a basis for us to derive several new urn models, together with their desirable properties. These new urn models are found to be capable of solving the aforementioned problems of classic urn models.

In the literature, the asymptotic properties of urn models are usually obtained by using Athreya and Ney’s (1972) technique of embedding the urn process in a continuous-time branching process. However, this technique relies on the assumption that the transition of urn composition is governed by the adding rules, which are identical and nonrandom (homogeneous). This assumption is no longer valid for the IMU models in general due to the possibility that the urn composition may be generated by a nonhomogeneous immigration process. Hence, alternative mathematical approaches have to be utilized. Another major theoretical intricacy regarding the IMU process is that it depends on both the immigration rates and the adding rules (refer to Section 2.1 for details). To overcome these mathematical difficulties, we put forward a feasible solution. First, the IMU process is approximated by using martingales, which can handle both immigration rates and adding rules simultaneously; then, the IMU process is approximated by the Wiener process. Based on the Wiener process, we will be able to obtain the asymptotic properties of the IMU.

To summarize, the major contributions of this paper are as follows.

(a) It formulates a general framework of urn models (IMU models) that not only encompasses most existing urn models for adaptive designs in the literature, but also enables us to derive new urn models with desirable properties such as the freedom to design an urn process according to pre-specified optimality requirements.

(b) The paper derives asymptotic properties of the IMU models, including strong consistency and asymptotic normality of treatment allocation proportions. These asymptotic properties cover many existing asymptotic properties of urn models as special cases and form the basis for comparisons of different IMU models.

(c) The paper proposes and discusses several new IMU models that are useful in clinical trial applications.

The general IMU models and their asymptotic properties are provided in Section 2. In addition, several popular urn models that are members of the IMU class are discussed. In Section 3, new IMU models are developed and their applications are given. Concluding remarks are presented in Section 4. Finally, technical proofs are provided in the Appendix.

2. The immigrated urn model.

2.1. The basic IMU framework. In a clinical trial, suppose that subjects arrive sequentially to be randomized to one the $K$ available treatments, and responses are
obtained immediately after treatment. An IMU model is defined as follows. Consider an urn that contains balls of \( K + 1 \) types. Balls of types \( 1, \ldots, K \) represent treatments, and balls of type 0 are the immigration balls. The urn allows negative and fractional number of balls.

Initially, there are \( Z_{0,i} \geq 0 \) balls of type \( i, \, i = 0, \ldots, K \). Let \( \mathbf{Z}_0 = (Z_{0,0}, \ldots, Z_{0,K}) \) be the initial urn composition. Immediately before the \( m \)th \((m > 0)\) subject arrives to be randomized to a treatment, let the urn composition be \( \mathbf{Z}_{m-1} = (Z_{m-1,0}, \ldots, Z_{m-1,K}) \). To avoid a negative likelihood of selecting a treatment, we adopt a slight adjustment to \( Z_{m-1} \), and let \( Z_{m-1,i} = \max(0, Z_{m-1,i}), i = 1, \ldots, K \), and \( \mathbf{Z}^+_m = (Z_{m-1,0}^+, \ldots, Z_{m-1,K}^+) \).

To randomize the \( m \)th subject, a ball is drawn at random without replacement. The probability of selecting a ball of type \( i \) is \( Z_{m-1,i}^{+}/|\mathbf{Z}_{m-1}^{+}| \), \( i = 0, 1, \ldots, K \). Here, \( |\mathbf{Z}_{m-1}^{+}| = \sum_{j=0}^{K} Z_{m-1,j}^{+} \), and \( Z_{m-1,i}^{+}/|\mathbf{Z}_{m-1}^{+}| \) is defined to be \((0, 1/K, \ldots, 1/K)\) if \( |\mathbf{Z}_{m-1}^{+}| = 0 \). Hence, the balls with negative values in \( \mathbf{Z}_{m-1} \) will have no chance of being selected unless all \( Z_{m-1,k}, \, k = 0, \ldots, K \), are zeros, and when \( |\mathbf{Z}_{m-1}^{+}| = 0 \) (only for the particular case where the IMU model has no immigration ball), a treatment ball is drawn with an equal probability of \( 1/K \). Now, consider the following two possibilities.

(a) If the selected ball is of type 0 (i.e., an immigration ball), no treatment is assigned and the ball is returned to the urn. \( A_{m-1} = a_{m-1,1} + \cdots + a_{m-1,K} \) additional balls, \( a_{m-1,k} \geq 0 \) of treatment type \( k \), \( k = 1, \ldots, K \) are added to the urn. Then, a ball is drawn from this updated urn again until a treatment ball is drawn. If the immigration ball is selected \( l \) times before a treatment ball is drawn, the urn composition \( \mathbf{Z}_{m-1} \) is updated to \((Z_{m-1,0}, Z_{m-1,1} + la_{m-1,1}, \ldots, Z_{m-1,K} + la_{m-1,K})\) and the \( \mathbf{Z}_{m-1} \) is updated to \((Z_{m-1,0}, (Z_{m-1,1} + la_{m-1,1})^+, \ldots, (Z_{m-1,K} + la_{m-1,K})^+)\).

(b) If a treatment ball is drawn (say, of type \( k, \, k = 1, \ldots, K \)), the \( m \)th subject is given treatment \( k \) and the treatment outcome (response) \( \xi_{m,k} \) of this subject on treatment \( k \) is observed. The ball is not replaced. Instead, \( D_{m,kj} = D_{kj}(\xi_{m,k}) \) balls of type \( j \) are added to the urn, \( j = 1, \ldots, K \). \( D_{m,kj} > 0 \) signifies the removal of balls.

With the IMU, the number of immigration balls remains unchanged and a treatment ball is dropped when it is drawn. The number of treatment balls that is added to the urn depends on:

(a) the value of \( a_{m,k} \) when an immigration ball is drawn from the urn and
(b) the value of \( D_{m,kj} \) when a ball of treatment type \( k \) is selected.

Here, \( a_{m,k} \)'s represent the immigration rates and \( D_{m,kj} \)'s represent the adding rules. Both \( a_{m,k} \) and \( D_{m,kj} \) allow fractional values which enable us to define a design in a flexible manner for application. The IMU models unify many existing urn models in the literature. Classic urn models, mainly designed for binary responses, are members of the IMU family. Here we list a few popular models.
(1) The randomized play-the-winner (RPW) rule [Wei and Durham (1978)]. When $K = 2$, $Z_{0,0} = 0$ or $a_{m,k} = 0$ for all $m$ and $k$. Further, $D_{m,kk} = 2$ if the response of the $m$th subject on treatment $k$ is a success and $D_{m,kk} = D_{m,kj} = 1$ ($j \neq k$) otherwise.

(2) Generalized Pólya urn models [Athreya and Karlin (1968), also called the generalized Friedman’s urn]. When $a_{m,k} = 0$, we obtain the GPU models if one chooses the adding rule $D_{m,kj}$ as in Section 4.1 in Hu and Rosenberger (2006). If $D_{m,kj}$ is nonhomogeneous, we obtain the nonhomogeneous GPU models discussed by Bai and Hu (1999, 2005).

(3) The birth and death urn (BDU) [Ivanova et al. (2000)]. Suppose that $a_{m,k} \equiv 1$, $D_{m,kj} = 0$ for $j \neq k$. In addition, $D_{m,kk} = 2$ if the response of the $m$th subject on treatment $k$ is a success and $D_{m,kk} = 0$ otherwise. When $K = 2$, we obtain the birth and death urn (BDU) [Ivanova et al. (2000)]. When $K > 2$, we obtain generalized birth and death urn (BDU) for $K$ treatments.

(4) The drop-the-loser (DL) rule [Ivanova (2003)]. Suppose that $a_{m,k} \equiv 1$, $D_{m,kj} = 0$ for $j \neq k$. In addition, $D_{m,kk} = 1$ if the response of the $m$th subject on treatment $k$ is a success and $D_{m,kk} = 0$ otherwise. When $K = 2$, we obtain the DL rule [Ivanova (2003)]. When $K > 2$, we obtain DL rule for $K$ treatments.

(5) The generalized drop-the-loser (GDL) rule [Zhang et al. (2007)]. Suppose that $a_{m,k} = a_k$ (does not depend on $m$) are constants and $D_{m,kj} = 0$ for $j \neq k$. When $K = 2$, we obtain the GDL rule. When $K > 2$, we obtain GDL rules for $K$ treatments.

(6) Sequential estimated urn (SEU) models [Zhang, Hu and Cheung (2006)]. When $Z_{0,0} = 0$ or $a_{m,k} = 0$ for all $m$ and $k$, and $D_{m,kj}$ depends on estimation, we obtain the SEU models proposed by Zhang, Hu and Cheung (2006) and the urn models in Bai, Hu and Shen (2002).

In general, we can select suitable $a_{m,k}$ and $D_{m,kj}$ to obtain the desirable IMU model for both binary and continuous responses (see examples in Section 3).

In clinical trials, let $N_{n,k}$ be the number of subjects who have been assigned to treatment $k$, $k = 1, \ldots, K$. Denote $N_n = (N_{n,1}, \ldots, N_{n,K})$. In clinical studies, the proportions $N_{n,k}/n, k = 1, \ldots, K$, of patients being assigned to various treatments are useful statistics. In fact, for urn model applications, there are several important statistics, including:

(a) the urn proportion $Z_{n,k}/\sum_{k=1}^{K} Z_{n,k}$;
(b) the allocation proportion $N_{n,k}/n$ and
(c) the estimation of the unknown parameters in the model.

It is worthwhile noting that both $a_{m,k}$ and $D_{m,kj}$ depend on $m$. This allows both the immigration rates and the adding rules to be expressed as functions of all previous responses thus far in the clinical trial. Then, we are able to construct desirable IMU models that can be used to suit pre-specified allocation proportion targets. To reiterate, as both $a_{m,k}$ and $D_{m,kj}$ depend on $m$, it is impossible to use
Athreya and Ney’s (1972) technique of embedding the urn process in a continuous-time branching process.

It is also worth noting that Hoppe’s urn [Hoppe (1984)] and its extensions [see, e.g., Donnelly and Kurtz (1996)] are not members of the IMU models. For Hoppe’s urn, the number of ball types is increasing and random, but for an IMU model the number of ball types is fixed ($K + 1$).

2.2. Notation and assumptions. Before the discussion of major asymptotic results regarding the IMU models, we introduce some basic notation and the necessary assumptions. Suppose that $\xi_{m,k}$ ($k = 1, \ldots, K$, $m = 1, 2, 3, \ldots$) is the random variable representing the response of the $m$th subject on treatment $k$. In practice, we only observe one $\xi_{m,k}$ for each $m$. Without loss of generality, we assume that the unknown parameter $\theta_k$ is the mean of the outcome $\xi_{m,k}$ and take the sample mean as its estimate. Write $\xi_m = (\xi_{m,1}, \ldots, \xi_{m,K})$. For the adding rules, let $D_m = (D_{m,kj}; k, j = 1, \ldots, K)$, $D^{(k)}_m = (D_{m,k1}, \ldots, D_{m,kK})$, $k = 1, \ldots, K$, and $H_m = (h_{kj}(m)) = ED_m$. Let $\hat{\theta}_{m-1,k}$ be the sample mean of the responses

$$\hat{\theta}_{m-1,k} = \frac{c_1 + S_{m-1,k}}{c_2 + N_{m-1,k}},$$

where $S_{m-1,k}$ is the sum of the responses on treatment $k$ of all the previous $m - 1$ subjects. Here, $c_1, c_2 > 0$ are used to avoid the nonsense case of $0/0$. These two constants play a minor role, only in the earlier stages of the clinical trial when accumulated observations of the treatments are still very small. In general, many estimators, such as the MLE, can be written in the form of (2.1) with $S_{m-1,k}$ being replaced by a sum of functions of the responses plus a negligible remainder [see Hu and Zhang (2004a) for a detailed discussion].

As discussed in Section 2.1, the immigration rate $a_{m,k}$ plays an important role in the IMU models. Its significance will be illustrated in the later part of this section when the theoretical properties of the IMU models are being reviewed. In clinical trials, optimal allocation proportions usually depend on the unknown parameters $\theta$ [see Rosenberger et al. (2001) and Tymofyeyev, Rosenberger and Hu (2007)]. To achieve these proportions, one can select the immigration rates $a_{m,k}$ as functions of $\theta$. In practice, as $\theta$ is unknown, one can use $a_{m-1,k} = a_k(\hat{\theta}_{m-1})$ as the immigration rates. The guidelines for the selection of the function $a_k$ will be given in Section 3. In most applications, the adding rules $D_m = (D_{m,kj}; k, j = 1, \ldots, K)$ normally depend on the response $\xi_m$, similar to those in the GPU models. Hence, we need the following assumptions.

ASSUMPTION 2.1. Functions $a_k(\cdot) > 0$ are continuous and twice differentiable at $\theta$. 

ASSUMPTION 2.2. \{ (\xi_{m,k}, D_{m,k}); m \geq 1 \}, k = 1, \ldots, K, are \( K \) sequences of i.i.d. random variables with
\[
\sup_m \mathbb{E}|D_{m,k}|^{2+\delta} < \infty \quad \text{and} \quad \sup_m \mathbb{E} |\xi_{m,k}|^{2+\delta} < \infty
\]
for some \( 0 < \delta \leq 2 \), \( k = 1, \ldots, K \). Hence, let \( H_m = H \), which does not depend on \( m \). Further assume that \( D_{m,k} \geq -C \) for some \( C \), \( k = 1, \ldots, K \), and also \( D_{m,k} \geq 0 \) for \( k \neq j \).

The continuity of \( a_k(\cdot) \) in Assumption 2.1 is needed to show that \( 0 < \min_{m,k} a_{m,k} \leq \max_{m,k} a_{m,k} < \infty \) as given in Lemma A.5. The differentiability of the function is required for the Taylor expansion. The moment condition in Assumption 2.2 is useful for applying the limit theorems and the approximation of related martingales. Finally, the lower bound of \( D_{m,k} \) implies that when a ball is drawn, the maximum number of balls of that treatment type which can be removed is \( C + 1 \). This condition is used to derive the lower bound of \( Z_{n,k} \), as given in Lemma A.3.

2.3. Main asymptotic results. We now discuss the asymptotic properties related to urn proportions and model parameter estimators. Asymptotic results are classified into one of following three possible cases, according to the expectation of the adding rules.

1. \( H1' < 1' \) where \( 1' = (1, \ldots, 1) \). Hence \( \sum_{j=1}^{K} h_{kj} < 1 \) for all \( k = 1, \ldots, K \). The urn composition is mainly updated by the immigration balls because, on average, the number of added balls in each step according to the outcome of a treatment is less than the number of dropped balls, which is 1. The derivation of asymptotic results for this case is of the utmost importance and plays a crucial role in this paper.

2. \( H1' > 1' \). The total number of balls in the urn gradually increases to infinity. Hence, the probability of drawing an immigration ball drops to zero. For this case, we will prove that the IMU model is asymptotically equivalent to the generalized Pólya urn model without immigration (refer to Theorem 2.1).

3. \( H1' = 1' \). This is the borderline case in which both the treatment balls and the immigration ball retain their roles in the urn updating process.

These three cases lead to very different asymptotic results. Let us first consider the case of \( H1' > 1' \). The following theorem ensures that the IMU model behaves asymptotically, the same as the generalized Pólya urn model, when \( H1' > 1' \). The proof is given in the Appendix. Based on this theorem, we can obtain the asymptotic properties, including the strong consistency, asymptotic normality and Gaussian approximation, of the generalized Pólya urn model as discussed by Janson (2004), Bai and Hu (2005), Zhang, Hu and Cheung (2006) and Zhang and Hu (2009), among others.
THEOREM 2.1. Suppose that Assumption 2.2 is satisfied, \( H_1' = \gamma I' \) with \( \gamma > 1 \) and \( 0 \leq a_{m,k} \leq Cm^{1/2-\delta_0} \) for some \( \delta_0 > 0 \) and all \( m, k \). Let \( v = (v_1, \ldots, v_K) \) be the left eigenvalue vector of \( H \) that corresponds to the largest eigenvalue \( \gamma \) and satisfies \( v_1 + \cdots + v_K = 1 \), and denote \( \hat{H} = \frac{H - I}{\gamma - 1} - 1'v \). Further, let \( \lambda_2, \ldots, \lambda_K \) be the other \( K - 1 \) eigenvalues of \( H \) and \( \lambda = \max\{\Re(\lambda_2), \ldots, \Re(\lambda_K)\} \). Assume that \( \lambda - 1 < (\gamma - 1)/2 \). Then, there exist two independent standard \( K \)-dimensional Wiener processes \( B_{11} \) and \( B_{12} \) such that

\[
(N_{n1}, \ldots, N_{nK}) - n v = G_{n1} + \frac{1}{\gamma - 1} \int_0^t \frac{G_{x2}}{x} dx (I - 1'v)
\]

\[+ o(n^{1/2-\epsilon}) \quad \text{a.s.,}
\]

\[
(Z_{n1}, \ldots, Z_{nK}) - (\gamma - 1)nv = (\gamma - 1)G_{n1} \tilde{H} + G_{n2} + o(n^{1/2-\epsilon}) \quad \text{a.s.}
\]

for some \( \epsilon > 0 \), where \( G_{ni} \) is the solution of the equation

\[
G_{ti} = B_{ti} \Lambda_i^{1/2} + \int_0^t \frac{G_{xi}}{x} dx \tilde{H}
\]

with \( \Lambda_1 = \text{diag}(v) - v'v \) and \( \Lambda_2 = \sum_{k=1}^K v_k \text{Var}(D_1^{(k)}) \). In particular,

\[
\frac{Z_{n,0}}{Z_{n,0} + \cdots + Z_{n,K}} \to 0 \quad \text{a.s.,}
\]

\[
\frac{Z_{n,k}}{Z_{n,0} + \cdots + Z_{n,K}} \to v_k \quad \text{a.s.,}
\]

\[
\frac{N_{n,k}}{n} \to v_k \quad \text{a.s.,}
\]

\[
k = 1, \ldots, K,
\]

and

\[
n^{1/2} \left( \frac{Z_{n,1}}{(\gamma - 1)n} - v_1, \ldots, \frac{Z_{n,K}}{(\gamma - 1)n} - v_K \right) \Rightarrow N(0, \Gamma_1),
\]

\[
n^{1/2} \left( \frac{N_{n,1}}{n} - v_1, \ldots, \frac{N_{n,K}}{n} - v_K \right) \Rightarrow N(0, \Gamma_2).
\]

Here, the variance–covariance matrices \( \Gamma_1 \) and \( \Gamma_2 \) can be specified in line with Bai and Hu (2005) and Zhang and Hu (2009) with \( D_n^{-1} \) and \( \frac{H - I}{\gamma - 1} \) replacing \( D_n \) and \( H \), respectively. For details, one can refer to Proposition 3.4 of Zhang and Hu (2009).

Now we consider the case in which \( H_1' < 1' \). Different from the case when \( H_1' > 1' \) in which the urn proportion and the sample allocation proportion have the same limit, the urn proportion may not have a limit in this case. For the immigration rates, write \( a_k = a_k(\theta) \). Let \( a = (a_1, \ldots, a_K) \), \( u = a(I - H)^{-1} \), \( s = a(I - H)^{-1} 1' = \sum_{k=1}^K u_k \) and \( v = u/s \). Further, denote \( \Sigma_k = \text{Var}(D_1^{(k)}) \), \( \Sigma_{11} = \sum_{k=1}^K v_k \Sigma_k \), \( \Sigma_{12} = (\text{Cov}(D_{1,kj}, \xi_k); j, k = 1, \ldots, K) \), \( \Sigma_{22} = \text{diag}(\text{Var}(\xi_{1,1}), \ldots, \text{Var}(\xi_{1,K})) \) and

\[
(2.2) \quad \Lambda = \begin{pmatrix}
\Lambda_{11} & \Lambda_{12} \\
\Lambda_{12} & \Lambda_{22}
\end{pmatrix} = \begin{pmatrix}
\tilde{\Sigma}_{11} & \Sigma_{12} \text{diag}(v) \\
\text{diag}(v) \Sigma'_{12} & \Sigma_{22} \text{diag}(v)
\end{pmatrix}.
\]
Theorem 2.2. Suppose that Assumptions 2.1 and 2.2 are satisfied, $\mathbf{H}1' < 1'$ and $Z_{0,0} > 0$. Then

$$Z_{n,k} = o(n^{1/2-\varepsilon}) \quad \text{a.s.}, \quad k = 1, \ldots, K,$$

for some $\varepsilon > 0$, and, one can define a $2K$-dimensional Wiener processes $(W(t), B(t))$ such that

$$\text{Var} \{ (W(t), B(t)) \} = t \Lambda$$

and

$$N_n - n \mathbf{v} = W(n) \mathbf{A} + \int_0^n \frac{B(x)}{x} dx \text{ diag} \left( \frac{1}{\mathbf{v}} \right) \frac{\partial \mathbf{v}(\theta)}{\partial \theta} + o(n^{1/2-\varepsilon}) \quad \text{a.s.}$$

for some $\varepsilon > 0$, where $\mathbf{A} = (I - \mathbf{H})^{-1}(I - 1')$, $\mathbf{v} = \mathbf{v}(\theta) = \frac{a(\theta)(I-H)^{-1}}{a(\theta)(I-H)^{-1}1'}$ and

$$\frac{\partial \mathbf{v}(\theta)}{\partial \theta} = \left( \frac{\partial v_k(\theta)}{\partial \theta_j}; j, k = 1, \ldots, K \right).$$

Here, $1/\mathbf{v} = (1/v_1, \ldots, 1/v_K)$.

Remark 2.1. Note that $h_{ij} \geq 0$ for $i \neq j$. The existence of $(I - \mathbf{H})^{-1}$ is implied by the assumption that $\mathbf{H}1' < 1'$. This assumption can be replaced by a more general assumption in which there is a vector $\mathbf{e} = (e_1, \ldots, e_K)$ such that $\mathbf{He}' < \mathbf{e}'$ and $e_i > 0$, $i = 1, \ldots, K$.

Based on Theorem 2.2, we can see that the urn composition $(\sqrt{n})^{-1}Z_{n,k}$ converges to 0 almost surely. It is because when $\mathbf{H}1' < 1'$, there will be a net loss of balls from the urn on average if a treatment ball is drawn. The proof of Theorem 2.2 is given in the Appendix. The consistency and asymptotic normality of $N_n$ can be derived by using (2.4) as follows.

Corollary 2.1. Under the assumptions in Theorem 2.2,

$$N_n - n \mathbf{v} = O(\sqrt{n \log \log n}) \quad \text{a.s.} \quad \text{and} \quad \sqrt{n} \left( \frac{N_n}{n} - \mathbf{v} \right) \xrightarrow{d} N(0, \Sigma),$$

where $\Sigma = \Sigma_D + 2\Sigma_\xi + \Sigma_{D\xi} + \Sigma_{D\xi}'$ and

$$\Sigma_D = \mathbf{A}' \Sigma_{11} \mathbf{A}, \quad \Sigma_{D\xi} = \mathbf{A}' \Sigma_{12} \frac{\partial \mathbf{v}(\theta)}{\partial \theta},$$

$$\Sigma_\xi = \left( \frac{\partial \mathbf{v}(\theta)}{\partial \theta} \right)' \text{ diag} \left( \frac{\text{Var}[\xi_{1,1}]}{v_1}, \ldots, \frac{\text{Var}[\xi_{1,K}]}{v_K} \right) \frac{\partial \mathbf{v}(\theta)}{\partial \theta}'.$$

In particular, if $D_m \equiv \text{const}$, then

$$\sqrt{n} \left( \frac{N_n}{n} - \mathbf{v} \right) \xrightarrow{d} N(0, 2\Sigma_\xi).$$
and if \( a_{m,k} \equiv a_k, k = 1, \ldots, K \), do not depend on the estimates, then
\[
\sqrt{n} \left( \frac{N_n}{n} - v \right) \overset{D}{\to} N(0, \Sigma_D).
\]

**Proof.** Note that \((W(n), \int_0^n \frac{B(x)}{x} dx)\) is a centered Gaussian vector with
\[
W(n) = O(\sqrt{n \log \log n}) \quad \text{a.s.,}
\]
\[
\int_0^n \frac{B(x)}{x} dx = O(1) + \int_e^n \frac{O(\sqrt{x \log \log x})}{x} dx
\]
\[
= O(\sqrt{n \log \log n}) \quad \text{a.s.,}
\]
\[
\text{Var}[W(n)] = n \Sigma_{11},
\]
\[
\text{Var}\left( \int_0^n \frac{B(x)}{x} dx \right) = \Sigma_{22} \text{diag}(v) \int_0^n \int_0^n \frac{x \wedge y}{xy} dx \, dy = 2n \Sigma_{22} \text{diag}(v)
\]
and
\[
\text{Cov}\left( W(n), \int_0^n \frac{B(x)}{x} dx \right) = \Sigma_{12} \text{diag}(v) \int_0^n \frac{x \wedge n}{x} dx = n \Sigma_{12} \text{diag}(v).
\]
Equation (2.5) follows from (2.4) immediately. □

**Remark 2.2.** In practice, the responses in clinical trials are frequently not available immediately before the treatment allocation of the next subject (delayed response). The parameters can be estimated and the urn can be updated only by using all available observed responses. In the delayed response situation, let \( \mu_k(m,l) \) be the probability that the response of the \( m \)th subject on treatment \( k \) occurs after at least another \( l \) subjects arrive. If \( \mu_k(m,l) \leq Cl^{-\gamma} \) for some \( \gamma \geq 2 \), then we can show that the total sum of unobserved outcomes up to the \( n \)th assignment is with a high order of \( \sqrt{n} \) and thus the conclusion in Theorem 2.2 remains true. It has been shown that the delay mechanism does not effect the asymptotic properties for many response-adaptive designs if the delay decays with a power rate [cf. Bai, Hu and Rosenberger (2002), Hu and Zhang (2004b), Zhang et al. (2007)].

In many IMU models [such as special cases (3), (4) and (5) in Section 2], the additional rule, \( D_m, \) is a diagonal matrix \( (D_{m,j} = 0, j \neq k) \). For this special case, we have the following corollary that helps us to obtain the asymptotical limits and covariance matrix of \( N_n \) easily.

**Corollary 2.2.** Suppose that Assumptions 2.1 and 2.2 are satisfied, \( D_{m,j} = 0 \) for \( j \neq k \) and \( h_k = 1 - \mathbb{E} D_{1,k} > 0 \). Write \( h = (h_1, \ldots, h_K) \),
\[
v_k(\theta, h) = \frac{a_k(\theta)/h_k}{\sum_{j=1}^K a_j(\theta)/h_j}, \quad k = 1, \ldots, K,
\]
v = v(\theta, h) = (v_1(\theta, h), \ldots, v_K(\theta, h)) and
\[
\frac{\partial v(\theta, h)}{\partial \theta} = \left( \frac{\partial v_k(\theta, h)}{\partial \theta_j}; j, k = 1, \ldots, K \right),
\]
\[
\frac{\partial v(\theta, h)}{\partial h} = \left( \frac{\partial v_k(\theta, h)}{\partial h_j}; j, k = 1, \ldots, K \right).
\]

Then,
\[
N_n^n \to v \quad \text{a.s. and } \sqrt{n} \left( \frac{N_n^n - v}{n} \right) \overset{D}{\to} N(0, \Sigma),
\]
where
\[
\Sigma = \Sigma_D + 2 \Sigma_\xi + \Sigma_D^\xi + \Sigma_\xi^D,
\]
\[
\Sigma_D = \left( \frac{\partial v(\theta, h)}{\partial h} \right)' \text{diag} \left( \frac{\sigma_{D1}^2}{v_1}, \ldots, \frac{\sigma_{DK}^2}{v_K} \right) \frac{\partial v(\theta, h)}{\partial h},
\]
\[
\Sigma_\xi = \left( \frac{\partial v(\theta, h)}{\partial \theta} \right)' \text{diag} \left( \frac{\sigma_{\xi1}^2}{v_1}, \ldots, \frac{\sigma_{\xiK}^2}{v_K} \right) \frac{\partial v(\theta, h)}{\partial \theta},
\]
\[
\Sigma_D^\xi = -\left( \frac{\partial v(\theta, h)}{\partial h} \right)' \text{diag} \left( \frac{\sigma_{D\xi1}^2}{v_1}, \ldots, \frac{\sigma_{D\xiK}^2}{v_K} \right) \frac{\partial v(\theta, h)}{\partial \theta}
\]
and \(\sigma_{Dk}^2 = \text{Var}(D_{1,kk}), \sigma_{\xi k}^2 = \text{Var}(\xi_{1,k}), \sigma_{\xi Dk} = \text{Cov}(D_{1,kk}, \xi_{k,1}), k = 1, 2, \ldots, K.\)

**PROOF.** It is easy to check that
\[
\Sigma_{11} = \text{diag}(\sigma_{D1}^2 v_1, \ldots, \sigma_{DK}^2 v_K), \quad \Sigma_{12} = \text{diag}(\sigma_{\xi D1}, \ldots, \sigma_{\xi DK}),
\]
\[
\Sigma_{22} = \text{diag}(\sigma_{\xi1}^2, \ldots, \sigma_{\xiK}^2), \quad A = \text{diag}(1/h)(I - 1'v)
\]
and \(\partial v(\theta, h)/\partial h = -\text{diag}(v)A.\) Then, the results follow from Corollary 2.1 directly. □

To improve statistical efficiency, a suitable response adaptive randomization procedure should be adopted because of variability [Hu and Rosenberger (2003)].

Hu, Rosenberger and Zhang (2006) studied the variability of a randomization procedure that targets any given allocation proportion. They obtained a lower bound of the variability. For a large class of the IMU models in this paper, the lower bound of the variability is attained. When the variance of IMU model attains the lower bound, we can use the Cramér–Rao formula to compute the variance. In general, we have the following theorem.

**THEOREM 2.3.** If each \(D_{m,kj}\) is a linear function of a random \(\eta_{m,k}, j = 1, \ldots, K,\) where \(\eta_{m,k}\) may be a function of \(\xi_{m,k}\) and for each \(k, \eta_{m,k}, m = 1, 2, \ldots,\)
are i.i.d. random variables with finite variances, then we have

$$\Sigma_D = \left( \frac{\partial \mathbf{v}}{\partial \mathbf{d}} \right) \text{diag} \left( \frac{\text{Var}\{\eta_{1,1}\}}{v_1}, \ldots, \frac{\text{Var}\{\eta_{1,K}\}}{v_K} \right) \frac{\partial \mathbf{v}}{\partial \mathbf{d}}',$$

(2.7)

$$\Sigma_{D\xi} = \left( \frac{\partial \mathbf{v}}{\partial \mathbf{d}} \right) \text{diag} \left( \frac{\text{Cov}\{\eta_{1,1}, \xi_{1,1}\}}{v_1}, \ldots, \frac{\text{Cov}\{\eta_{1,K}, \xi_{1,K}\}}{v_K} \right) \frac{\partial \mathbf{v}}{\partial \theta},$$

(2.8)

where \( \mathbf{d} = (d_1, \ldots, d_K) = (\mathbb{E} \eta_{1,1}, \ldots, \mathbb{E} \eta_{1,K}) \). Further, if \( \mathbf{a}(\cdot) = \text{const} \) and \( \text{Var}\{\eta_{1,k}\} \) is the inverse of the Fisher information of \( d_k \), then the asymptotic variance–covariance matrix of \( N_n/\sqrt{n} \) attains the following lower bound:

$$\left( \frac{\partial \mathbf{v}}{\partial \mathbf{d}} \right) \text{diag} \left( (v_1 I_1)^{-1}, \ldots, (v_K I_K)^{-1} \right) \left( \frac{\partial \mathbf{v}}{\partial \mathbf{d}} \right),$$

(2.9)

where \( I_k \) is the Fisher information function of parameter \( d_k \).

**Proof.** If we write \( \mathbf{D}_1^{(k)} = \mathbf{a}_k + \beta_k \eta_{1,k} \) and \( \mathbf{K} = \begin{pmatrix} \beta_1 \\ \vdots \\ \beta_K \end{pmatrix} \), then

$$\mathbf{A}_{11} = \sum_{k=1}^K v_k \text{Var}\{\eta_{1,k}\} \beta_k \beta_k$$

$$= (\text{diag}(\mathbf{v}) \mathbf{K})' \text{diag} \left( \frac{\text{Var}\{\eta_{1,1}\}}{v_1}, \ldots, \frac{\text{Var}\{\eta_{1,K}\}}{v_K} \right) \text{diag}(\mathbf{v}) \mathbf{K}$$

and

$$\Sigma_{12} = (\text{diag}(\mathbf{v}) \mathbf{K})' \text{diag} \left( \frac{\text{Cov}\{\eta_{1,1}, \xi_{1,1}\}}{v_1}, \ldots, \frac{\text{Cov}\{\eta_{1,K}, \xi_{1,K}\}}{v_K} \right).$$

However, \( \partial \mathbf{H}/\partial d_k = \text{diag}(1_k) \mathbf{K} \), where \( 1_k \) has zero elements except the \( k \)th one which is 1. In addition,

$$\frac{\partial (\mathbf{I} - \mathbf{H})^{-1}}{\partial d_k} = (\mathbf{I} - \mathbf{H})^{-1} \frac{\partial \mathbf{H}}{\partial d_k} (\mathbf{I} - \mathbf{H})^{-1} = (\mathbf{I} - \mathbf{H})^{-1} \text{diag}(1_k) \mathbf{K} (\mathbf{I} - \mathbf{H})^{-1}.$$

It follows that

$$\frac{\partial \mathbf{v}}{\partial d_k} = \frac{\partial \mathbf{a}(\mathbf{I} - \mathbf{H})^{-1}}{\partial d_k} / \partial \mathbf{d}_k = \frac{\partial \mathbf{a}(\mathbf{I} - \mathbf{H})^{-1}}{\partial \mathbf{d}_k} (\mathbf{I} - \mathbf{H})^{-1} 1' \mathbf{a}(\mathbf{I} - \mathbf{H})^{-1}$$

$$= \mathbf{v} \text{diag}(1_k) \mathbf{K} (\mathbf{I} - \mathbf{H})^{-1} (\mathbf{I} - 1' \mathbf{v}) = \mathbf{v} \text{diag}(1_k) \mathbf{K} \mathbf{A},$$

that is, \( \partial \mathbf{v}/\partial \mathbf{d} = \text{diag}(\mathbf{v}) \mathbf{K} \mathbf{A} \). Hence, (2.7) and (2.8) are proved by Corollary 2.1.

**Corollary 2.2** and **Theorem 2.3** are useful for deriving the asymptotic variance. We will illustrate this idea by introducing several interesting examples in the next section.
Remark 2.3. In Theorem 2.3, for simplicity of notation we assume that the parameter $d_k$ is a one-dimensional parameter that corresponds to treatment $k$. The theorem is still valid if reformulated using a vector parameter $d_k$, without extra assumptions.

Finally, we consider the case when $H_1' = 1'$. The following theorem, with proof given in the Appendix, can be used to yield the consistency property of the allocation proportion. However, it is still unknown whether $N_n$ is asymptotically normal.

**Theorem 2.4.** Suppose that Assumptions 2.1 and 2.2 are satisfied, and $H_1' = 1'$, $Z_{0,0} > 0$. Suppose further that 1 is a single eigenvalue of $H$. Then

$$N_n - n\mathbf{v} = O\left(\sqrt{n \log \log n}\right) \quad \text{a.s.} \quad \text{and} \quad N_n - n\mathbf{v} = O_P\left(\sqrt{n}\right),$$

where $\mathbf{v}$ is the left eigenvalue vector of $H$ that corresponds to the eigenvalue 1 and satisfies $v_1 + \cdots + v_K = 1$.

These theorems and corollaries are related to the sample allocation proportion $N_n/n$. Regarding the estimator $\hat{\theta}_n$, we have the following theorem.

**Theorem 2.5.** Suppose that the assumptions in Theorems 2.1 or 2.2 or 2.4 are satisfied. We have

$$\sqrt{n}(\hat{\theta}_n - \theta) \rightarrow N(0, \Sigma_\theta),$$

where

$$\Sigma_\theta = \text{diag}\left(\frac{\text{Var}\{\xi_{1,1}\}}{v_1}, \ldots, \frac{\text{Var}\{\xi_{1,K}\}}{v_K}\right).$$

Note that $N_n/n \rightarrow \mathbf{v}$ a.s. according to Theorems 2.1 or 2.2 or 2.4, so the proof of this theorem is the same as that of Lemma 1 of Hu, Rosenberger and Zhang (2006) and is thus omitted here.

3. Examples and applications. In this section, we apply the general asymptotic results in Section 3 to selected IMU models for illustrative purposes. In Section 2.1, we listed several classic families of urn models as special cases of IMU models. We can apply directly the theoretical results in Section 3 to these special cases and obtain their asymptotic properties for both $K = 2$ (available in the literature) and for the general value of $K \geq 3$. In this section, we focus on the generation of new families of urn models from the IMU framework and discuss their corresponding properties. Several illustrative examples are given. First, we consider continuous-type responses that are frequently encountered in clinical studies, even though there has been a lack of related studies in the literature.
EXAMPLE 1 (Two treatments with continuous responses). Suppose that $\xi_{m,1}$ ($m = 1, 2, 3, \ldots$) are i.i.d. random variables from $N(\mu_1, \sigma_1^2)$, and $\xi_{m,2}$ ($m = 1, 2, 3, \ldots$) are i.i.d. random variables from $N(\mu_2, \sigma_2^2)$. Without the loss of generality, assume that the smaller the value of the response, the better the treatment.

We now introduce four IMU models.

(1.A) Let $a_{m,k} \equiv 1$, $D_{m,kj} = 0$ for $j \neq k$. Let $C$ be a constant such that $D_{m,kk} = 1$ if the response of the $m$th subject on treatment $k$, $\xi_{m,k}$, is less than $C$ and $D_{m,kk} = 0$ otherwise.

(1.B) Suppose that there are two critical values $C_1 < C_2$ and if it is very desirable to have the value of the response fall between $C_1$ and $C_2$, then the following IMU model is appropriate. Take $a_{m,k} \equiv 1$, $D_{m,kj} = 0$ for $j \neq k$. Further, let $D_{m,kk} = 1$ if $\xi_{m,k} < C_1$, $D_{m,kk} = 0$ if $\xi_{m,k} > C_2$ and else $D_{m,kk} = 1/2$.

(1.C) If the power of statistical inferences is an important concern, the Neyman allocation $\sigma_1/(\sigma_1 + \sigma_2)$ can be adopted to maximize the power of testing. Then, consider the following IMU model. Let $a_{m,k} = \bar{\sigma}_k$, $D_{m,kj} = 0$ for all $j, k$. Here, $\bar{\sigma}_k^2$ is the current sample variance of the responses on treatment $k$, $k = 1, 2$, and can be used as estimates in the Neyman allocation rule.

(1.D) If the aim is to lower the proportion of subjects being assigned to the inferior treatments for ethical reasons, the allocation target $\sqrt{\mu_2\bar{\sigma}_1}/(\sqrt{\mu_2\bar{\sigma}_1} + \sqrt{\mu_1\sigma_2})$ where $\mu_1, \mu_2 > 0$ [Zhang and Rosenberger (2006)] is an option. Let $a_{m,1} = \sqrt{\mu_2\bar{\sigma}_1}, a_{m,2} = \sqrt{\mu_1\sigma_2}, D_{m,kj} = 0$ for all $j, k$. Here, $\hat{\mu}_k, \hat{\sigma}_k^2$ are the current sample mean and sample variance of the responses on treatment $k$, respectively, $k = 1, 2$. To avoid the situation of $\hat{\mu}_k \leq 0$, simply replace $\hat{\mu}_2$ by $1/m$ when such an occasion arises.

Designs (1.A) and (1.B) cover a wide spectrum of potential applications. Note that design (1.A) is equivalent to the DL rule for binary response if the critical value $C$ is used to classify responses into two categories. Designs (1.C) and (1.D) incorporate pre-specified objectives of a clinical trial, depending on whether the objective is to increase the testing power [as in (1.C)], or reduce the number of patients being assigned to the inferior treatments [as in (1.D)]. Further, it would not be difficult to generalize these four designs to studies with $K > 2$ treatments.

The asymptotic properties of the four designs can be obtained using Theorem 2.2. For illustrative purposes, we discuss asymptotic normalities for design (1.C). It is easy to verify that

$$\bar{\sigma}_k^2 =: \tilde{\sigma}_{m,k}^2 = \frac{1}{N_{m,k}} \sum_{j=1}^{m} X_{j,k}(\xi_{j,k} - \mu_k)^2 - (\hat{\mu}_k - \mu_k)^2$$

$$= \frac{1}{N_{m,k}} \sum_{j=1}^{m} X_{j,k}(\xi_{j,k} - \mu_k)^2 + O\left(\frac{\log \log N_{m,k}}{N_{m,k}}\right) \text{ a.s.}$$
By Corollary 2.1,
\[ \frac{N_{n,1}}{n} \to v_1 \quad \text{a.s. and} \quad n^{1/2} \left( \frac{N_{n,1}}{n} - v_1 \right) \overset{\mathcal{D}}{\to} N(0, \sigma^2), \]
where \( v_1 = \sigma_1/(\sigma_1 + \sigma_2) \) and \( \sigma^2 \) equals to
\[ 2 \left( \frac{\partial v_1}{\partial (\sigma_1^2)}, \frac{\partial v_1}{\partial (\sigma_2^2)} \right) \text{diag} \left( \frac{\text{Var}((\xi_{1,1} - \mu_1)^2)}{v_1}, \frac{\text{Var}((\xi_{1,2} - \mu_2)^2)}{1 - v_1} \right) \left( \frac{\partial v_1}{\partial (\sigma_1^2)}, \frac{\partial v_1}{\partial (\sigma_2^2)} \right)'. \]
After simplification, we have \( \sigma^2 = \sigma_1 \sigma_2/(\sigma_1 + \sigma_2)^2 \). One can also use Theorem 2.5 to derive the asymptotic distribution of the estimators of the unknown parameters. For example, in design (1.C),
\[ \sqrt{n} \left( \hat{\sigma}^2_{n,k} - \sigma^2 \right) \overset{\mathcal{D}}{\to} N(0, 2\sigma^4/v_k). \]

**EXAMPLE 2 [Modified DL (MDL) rule].** We propose the MDL rule, which is a modification of the DL rule. The procedure is similar to the DL rule in that when a treatment ball is drawn, this ball is replaced only when the response is a success. However, when an immigration ball is drawn, instead of adding an equal number of treatment balls to the urn, we add \( C \hat{p}_k (C > 0) \) balls of type \( k \), \( k = 1, \ldots, K \), where \( \hat{p}_k \) is the current estimate of the successful probability \( p_k \) of treatment \( k \), and \( C \) is a constant. With this model, more balls are immigrated to treatments with higher success rates, and subsequently, the limit proportions will be higher for better treatments.

Regarding the asymptotic variance, it is straightforward to show that \( \mathbf{a} = (p_1C, \ldots, p_KC) \) and \( \mathbf{H} = \text{diag}(p_1, \ldots, p_K) \). The conditions in Corollary 2.2 are satisfied for all cases with \( 0 < p_k < 1 \) and \( k = 1, \ldots, K \). Hence, the limit proportions are \( v_k = (p_k/q_k)/(\sum_{j=1}^K p_j/q_j), k = 1, \ldots, K \). The asymptotic variance–covariance can be derived by the formulae in Corollary 2.2, in which \( \mathbf{\theta} = (p_1, \ldots, p_K), \mathbf{h} = (q_1, \ldots, q_K) \) and \( \sigma_{Dk}^2 = \sigma_{\xi_k}^2 = \sigma_{D\xi_k} = p_k q_k, k = 1, \ldots, K \). For the two-treatment case,
\[ \frac{N_{n,1}}{n} \to v_1 = \frac{p_1/q_1}{p_1/q_1 + p_2/q_2} \quad \text{a.s. and} \quad \sqrt{n} \left( \frac{N_{n,1}}{n} - v_1 \right) \overset{\mathcal{D}}{\to} N(0, \sigma^2), \]
where \( \sigma^2 = q_1 q_2[q_1^2(1 + q_2^2) + p_2^2(1 + q_1^2)]/(p_2 q_1 + p_1 q_2)^3 \). When the success probabilities \( p_1 \) and \( p_2 \) are both high, the variability \( \sigma^2 \) is close to the lower bound \( q_1 q_2(p_1^2 + p_2^2)/(p_2 q_1 + p_1 q_2)^3 \).

Unlike the generalized Pólya urn models without immigration in which the asymptotic normality holds only when a very strict condition on eigenvalues of a generating matrix is satisfied [cf. Bai and Hu (2005), Janson (2004), Zhang, Hu and Cheung (2006)], the MDL rule allows asymptotic normality for all cases with \( 0 < p_k < 1, k = 1, \ldots, K \).

In most IMU models, the adding rule \( \mathbf{D}_m \) is a diagonal matrix. Here we give an example for the two-treatment case with dichotomous responses in which the adding rule \( \mathbf{D}_m \) is not a diagonal matrix.
EXAMPLE 3 (Two treatments with dichotomous responses). Consider the two-treatment case with dichotomous responses, success or failure. Let $p_k$ be the success probability of treatment $k$ and $q_k = 1 - p_k$, $k = 1, 2$. We consider an immigrated urn in which $a_{m,1} = a_{m,2} = 1$ and

$$D_m = \begin{pmatrix} \beta \xi_{m,1} & \alpha (1 - \xi_{m,1}) \\ \alpha (1 - \xi_{m,2}) & \beta \xi_{m,2} \end{pmatrix},$$

where $\xi_{m,k} = 1$ if the outcome of the $m$th subject on treatment $k$ is a success, and 0 otherwise, $k = 1, 2$, $\alpha \geq 0$. In this design, the draw of an immigration ball generates a ball of each treatment type; when a treatment type ball is dropped, $\beta$ balls of the same treatment type are added if the outcome is a success and $\alpha$ balls of the alternate treatment type are added if the outcome is a failure. Hence,

$$H = \begin{pmatrix} \beta p_1 & \alpha q_1 \\ \alpha q_2 & \beta p_2 \end{pmatrix}.$$

Based on Theorems 2.1–2.5 of Section 2, we can derive the asymptotic properties for the three cases: (i) $H_1' > 1'$; (ii) $H_1' < 1'$ and (iii) $H_1' = 1'$. The technical details are omitted here. Nevertheless, it is worth noting that different choices of $\alpha$ and $\beta$ generate various members of the IMU family.

REMARK 3.1. The GDL rule of Zhang et al. (2007) is a member of the IMU class with $D_{m,kj} = 0$, $j \neq k$. In practice, the values of $\theta_k$, $k = 1, \ldots, K$, are unknown and have to be estimated by sample statistics. The derivation of the asymptotic distributions of the treatment proportions $N_{n,k}$ is usually difficult and is not included by Zhang et al. (2007) if the estimates of $\theta_k$, $k = 1, \ldots, K$, are used. However, by applying Corollary 2.2, one can obtain the asymptotic properties of $N_{n,k}$ directly.

For example, if the optimal proportion $v_1 = \sqrt{p_1}/(\sqrt{p_1} + \sqrt{p_2})$ is used for comparing two treatments, we can select an IMU model with $D_m \equiv 0$, $a_{m,k} = C \sqrt{p_k}$, where $\hat{p}_k$ is the current estimate of the successful probability $p_k$ of treatment $k$, and $C$ is a constant, $k = 1, 2$. By Corollary 2.2, we have

$$\sqrt{n}(N_{n,1}/n - v_1) \overset{D}{\rightarrow} N(0, \sigma^2) \quad \text{where} \quad \sigma^2 = \frac{1}{2(\sqrt{p_1} + \sqrt{p_2})^3} \left( \frac{p_2 q_1}{\sqrt{p_1}} + \frac{p_1 q_2}{\sqrt{p_2}} \right).$$

Zhang, Hu and Cheung (2006) proposed the use of a GPU without immigration to target this proportion (cf. their Example 2). The corresponding asymptotic variance is

$$\frac{\sqrt{p_1 p_2}}{(\sqrt{p_1} + \sqrt{p_2})^2} + \frac{3}{2(\sqrt{p_1} + \sqrt{p_2})^3} \left( \frac{p_2 q_1}{\sqrt{p_1}} + \frac{p_1 q_2}{\sqrt{p_2}} \right),$$

which is at least triple the variance of this IMU model.

The IMU models, such as those given in the foregoing examples, can be applied in clinical trials. We discuss the applications in three possible directions.
(i) There are numerous applications of urn models in clinical trials. One can apply the proposed IMU models with multiple objectives, such as ethical concerns and design efficiency. For instance, Tamura et al. (1994) discussed the application of the RPW rule, a member of the IMU family, to study the treatment of outpatients suffering from depressive disorder. Later, in a simulation study (using the same data), Bhattacharya (2008) showed that the DL rule, another member of the IMU family, has a smaller variability and yields higher power than the RPW rule. One can apply the asymptotics of the IMU model given in this paper to compare various urn allocation methods instead of using only the simulation results given by Bhattacharya (2008).

(ii) Urn models are also frequently employed in clinical studies to promote balance [see Matthews et al. (2010) and the references therein]. In such circumstances, IMU models should be considered as useful candidates. The introduction of the immigration urn will significantly improve these allocation schemes, mainly in relation to the variability of the urn proportions. Furthermore, asymptotic distributions of IMU models can be derived, leading to a more comprehensive understanding of these urn processes.

(iii) For comparing \( K \) treatments, Tymofyeyev, Rosenberger and Hu (2007), Zhu and Hu (2009) obtained optimal allocation proportions for both binary and continuous responses. The IMU models are suitable choices due to their low variability and flexibility in targeting these optimal allocation proportions.

4. Conclusions. In this paper, we have proposed a general class of urn models that incorporates immigration. The IMU framework unifies many existing classes of urn models and provides crucial linkages among these models to enable us to have a more comprehensive understanding of different urn processes and their important properties. Further, this framework facilitates the generation of new urn models with desirable properties. Asymptotic properties of the IMU models, with widely satisfied conditions, are given in Section 2. These important results serve to connect existing asymptotic results about urn models. More importantly, the asymptotic normality formula in this article can be employed to evaluate and compare different urn models in terms of the distributions of treatment allocation proportions. Under very mild conditions, the suggested IMU models always yield relatively smaller asymptotic variances. In many cases, the asymptotic variance attains the lower bound. Thus, the IMU models have smaller variabilities than the corresponding generalized Pólya urn models.

In clinical trials, responses may not be available immediately after the patients have been treated. However, there are no logistical difficulties in incorporating delayed responses into the IMU framework. One can update the urn when responses become available. A moderate delay in response [see Hu and Zhang (2004b)] will not affect the asymptotic properties of the IMU. In fact, it is straightforward to modify the proof in the Appendix to incorporate delayed responses.
The discussion of clinical applications has been the main focus of this article because adaptive designs using urn models have received much attention in statistics. However, it is necessary to emphasize that our results are very general and should also play an important role in other areas as well. For example, in quantum mechanics, Niven and Grendar (2009) use the Pólya urn to understand the generalized probability distribution for Maxwell–Boltzmann, Bose–Einstein and Fermi–Dirac statistics. With different colors in the urn, a ball is sampled, recorded and returned to the urn. Then, c balls of the same color are added to the urn. In their formulation, the choices of c are c > 0, c = 0 and c < 0. As c < 0 implies a decrease of the number of balls in the urn, it would be interesting to explore the possibility of using the IMU framework to avoid the distinction of balls of a particular type.

APPENDIX: PROOFS

The outline of the proofs is as follows. First, we prove Theorem 2.2, which is our main result, and then Theorem 2.4. Finally we give a sketch of the proof of Theorem 2.1.

Recall that \( Z_{m-1} = (Z_{m-1,0}, Z_{m-1,1}, \ldots, Z_{m-1,K}) \) represent the numbers of balls when the \( m \)th subject arrives to be randomized, \( Z^+_{m-1} = (Z^+_{m-1,0}, Z^+_{m-1,1}, \ldots, Z^+_{m-1,K}) \) are the nonnegative numbers and \( |Z^+_{m-1}| = Z^+_{m-1,0} + Z^+_{m-1,1} + \cdots + Z^+_{m-1,K} \). Write \( \tilde{Z}_{m-1} = (Z_{m-1,1}, \ldots, Z_{m-1,K}) \). Because every immigration ball is replaced, \( Z^+_{m-1,0} = Z_{m-1,0} = Z_{0,0} \) for all \( m \). Let \( X_m \) be the result of the \( m \)th assignment, where \( X_{m,k} = 1 \) if the \( m \)th subject is assigned to treatment \( k \) and 0 otherwise, \( k = 1, \ldots, K \). Then, \( N_n = (N_{n,1}, \ldots, N_{n,K}) = \sum_{m=1}^n X_m \). Further, we denote \( \mathbf{a}_m = (a_{m,1}, \ldots, a_{m,K}) \), and \( \nu_m \) to be the number of draws of type 0 balls between the \((m-1)\)th assignment and the \( m \)th assignment.

Note that between the \((m-1)\)th assignment and the \( m \)th assignment, we have drawn \( \nu_m \) balls of type 0. Accordingly, we have added \( a_{m-1,k} \nu_m \) balls of type \( k \) to the urn. However, when a ball of type \( k \) is drawn, it is not replaced and another \( D_{m,kj} \) balls of type \( j \) are added to the urn. Hence, the change in the number of balls after the \( m \)th assignment is

\[
\tilde{Z}_m - \tilde{Z}_{m-1} = a_{m-1} \nu_m + X_m (D_m - I) \tag{A.1}
\]

It follows that

\[
\tilde{Z}_n - \tilde{Z}_0 = \sum_{m=1}^n a_{m-1} \nu_m + \sum_{m=1}^n X_m (D_m - I) = \sum_{m=1}^n a_{m-1} \nu_m - N_n (I - H) + \sum_{m=1}^n X_m (D_m - E[D_m]) = a_{N_{n,0}} + \sum_{m=1}^n (a_{m-1} - a) \nu_m - N_n (I - H) + M_n, \tag{A.2}
\]

where \( a_{N_{n,0}} \) and \( M_n \) are constants.
where \( N_{n,0} = \sum_{m=1}^{n} v_m \) is total number of draws of type 0 balls after the \( n \)th assignment, and \( M_n = \sum_{m=1}^{n} X_m (D_m - E[D_m]) \) is a martingale.

To prove Theorem 2.2 we need two lemmas. Their proofs will be given later.

**Lemma A.1.** Suppose that the assumptions in Theorem 2.2 are satisfied. Then, for \( 0 < \delta_0 < \frac{1}{2} - \frac{1}{2+\delta} \),

\[
Z_{n,k} = o(n^{1/2 - \delta_0}) \quad a.s., \quad k = 1, \ldots, K.
\]

**Lemma A.2.** Suppose that the assumptions in Theorem 2.2 are satisfied. Then,

\[
N_{n,0} = n/s + O(\sqrt{n \log \log n}) \quad a.s.,
\]

\[
N_{n,k} = n v_k + O(\sqrt{n \log \log n}) \quad a.s., \quad k = 1, \ldots, K,
\]

where \( s = a(I - H)^{-1}1' \). Also, for each \( k = 1, \ldots, K \),

\[
\hat{\theta}_{n,k} \rightarrow \theta_k \quad a.s.
\]

and

\[
\hat{\theta}_{n,k} - \theta_k = \frac{Q_{n,k}}{n v_k} + o(n^{-1/2 - \delta_0}) \quad a.s.,
\]

where \( Q_{n,k} = \sum_{m=1}^{n} X_{m,k} (\xi_{m,k} - E[\xi_{m,k}]) \) is a martingale and \( Q_n = (Q_{n,1}, \ldots, Q_{n,K}) \).

Now we begin the proof of Theorem 2.2. Consider the \( 2K \)-dimensional martingale \( \{(M_n, Q_n), A_n; n \geq 1\} \), where \( A_n = \sigma(X_1, \ldots, X_n, \xi_1, \ldots, \xi_{n+1}) \). According to (A.5) we have

\[
\sum_{i=1}^{n} E[(\Delta M_i)' \Delta M_i | A_{i-1}] = \sum_{k=1}^{K} N_{n,k} \Sigma_k
\]

\[
= n \Sigma_{11} + O(\sqrt{n \log \log n}) \quad a.s.,
\]

\[
\sum_{i=1}^{n} E[(\Delta Q_i)' \Delta Q_i | A_{i-1}] = \Sigma_{22} \text{diag}(N_n)
\]

\[
= n \Lambda_{22} + O(\sqrt{n \log \log n}) \quad a.s.,
\]

\[
\sum_{i=1}^{n} E[(\Delta M_i)' \Delta Q_i | A_{i-1}] = \Sigma_{12} \text{diag}(N_n)
\]

\[
= n \Lambda_{12} + O(\sqrt{n \log \log n}) \quad a.s.
\]
By Corollary 1.1 of Zhang (2004), we can define the $2K$-dimensional Wiener processes $(\mathbf{W}(t), \mathbf{B}(t))$ with variance–covariance matrix $\Lambda_1$ such that for some $\varepsilon > 0$,

\begin{equation}
\mathbf{M}_n = \mathbf{W}(n) + o(n^{1/2-\varepsilon}) \quad \text{a.s.,} \quad \mathbf{Q}_n = \mathbf{B}(n) + o(n^{1/2-\varepsilon}) \quad \text{a.s.}
\end{equation}

Without loss of generality, we assume that $\varepsilon \leq \delta_0$, where $\delta_0$ is defined as it is in Lemma A.1. Next, we need to show that $(\mathbf{W}(t), \mathbf{B}(t))$ satisfies (2.4). Combining (A.2) and (A.3) yields

\begin{equation}
\mathbf{N}_n(\mathbf{I} - \mathbf{H}) - a\mathbf{N}_{n,0} = \mathbf{M}_n + \sum_{m=1}^{n} (\mathbf{a}_{m-1} - a)\nu_m + o(n^{1/2-\delta_0}) \quad \text{a.s.}
\end{equation}

Recall that $\mathbf{A} = (\mathbf{I} - \mathbf{H})^{-1}(\mathbf{I} - \mathbf{1}'\mathbf{v})$, $\mathbf{v} = a(\mathbf{I} - \mathbf{H})^{-1}/(a(\mathbf{I} - \mathbf{H})^{-1} \mathbf{1}')$ and note that $\mathbf{N}_n \mathbf{1}' = n$, $a\mathbf{A} = s\mathbf{v}(\mathbf{I} - \mathbf{1}'\mathbf{v}) = \mathbf{0}$. According to (A.12),

\begin{equation}
\mathbf{N}_n - n\mathbf{v} = \left(\mathbf{M}_n + \sum_{m=1}^{n} (\mathbf{a}_{m-1} - a)\nu_m\right)\mathbf{A} + o(n^{1/2-\delta_0}) \quad \text{a.s.}
\end{equation}

For $a_m - a$, due to (A.7) and (A.11),

\begin{equation}
a_m - a = (\hat{\theta}_m - \theta) \frac{\partial a(\theta)}{\partial \theta} + O(\|\hat{\theta}_m - \theta\|^2)
\end{equation}

\begin{equation}
= \frac{Q_m}{m} \text{diag}\left(\frac{1}{\mathbf{v}}\right) \frac{\partial a(\theta)}{\partial \theta} + o(m^{-1/2-\delta_0})
\end{equation}

\begin{equation}
= \frac{\mathbf{B}(m)}{m} \text{diag}\left(\frac{1}{\mathbf{v}}\right) \frac{\partial a(\theta)}{\partial \theta} + o(m^{-1/2-\varepsilon}).
\end{equation}

Note that immigration occurs only when a type 0 ball is drawn. Let $\tau_m$ be the total number of draws when the $m$th type 0 ball is drawn. At that time, $\tau_m - m$ subjects have been assigned and the $(\tau_m - m + 1)$th subject arrives to be randomized. Hence, we add $a(\tau_m-m+1)_{1,k}$ balls of type $k$ to the urn, $k = 1, \ldots, K$. It follows that

\begin{equation}
\sum_{j=1}^{n} a_{j-1,k} \cdot v_j = \sum_{m=1}^{\mathbf{N}_{n,0}} a_{\tau_m-m,k},
\end{equation}

that is,

\begin{equation}
\sum_{m=1}^{n} (\mathbf{a}_{m-1} - a)\nu_m = \sum_{m=1}^{\mathbf{N}_{n,0}} (a_{\tau_m-m} - a).
\end{equation}

It is easily seen that $\tau_m = \min\{n : \mathbf{N}_{n,0} \geq m\} + m$. Due to (A.4),

\begin{equation}
\tau_m - m = \min\{n : \mathbf{N}_{n,0} \geq m\} = sm + O\left(\sqrt{m \log \log m}\right) \quad \text{a.s.}
\end{equation}
It follows that
\[ a_{\tau_m - m} - a = \frac{B(\tau_m - m)}{\tau_m - m} \operatorname{diag}\left(\frac{1}{v}\right) \frac{\partial a(\theta)}{\partial \theta} + o(m^{-1/2 - \epsilon}) \]
\[ = \frac{B(sm)}{sm} \operatorname{diag}\left(\frac{1}{v}\right) \frac{\partial a(\theta)}{\partial \theta} + o(m^{-1/2 - \epsilon}) \quad \text{a.s.} \]

Using (A.4), we conclude that
\[ \sum_{m=1}^n (a_m - a)v_m \]
\[ = \sum_{m=1}^{N_{n,0}} \left( \frac{B(sm)}{sm} \operatorname{diag}\left(\frac{1}{v}\right) \frac{\partial a(\theta)}{\partial \theta} + o(m^{-1/2 - \epsilon}) \right) \]
(A.15)
\[ = \int_0^{n/s} B(sx) dx \operatorname{diag}\left(\frac{1}{v}\right) \frac{1}{s} \frac{\partial a(\theta)}{\partial \theta} + o(n^{1/2 - \epsilon}) \]
\[ = \int_0^{n} B(x) x dx \operatorname{diag}\left(\frac{1}{v}\right) \frac{1}{s} \frac{\partial a(\theta)}{\partial \theta} + o(n^{1/2 - \epsilon}) \quad \text{a.s.} \]

However, it is easily checked that
\[ \frac{1}{s} \frac{\partial a(\theta)}{\partial \theta} A = \frac{\partial v(\theta)}{\partial \theta} . \]
Combining (A.11)–(A.16) the proof of (2.4) is complete.

Three more lemmas are needed before we prove Lemmas A.1 and A.2.

**Lemma A.3.** Under Assumption 2.2 and $Z_{0,0} > 0$, we have
\[ Z_{n,k}^- = O(1) \quad \text{a.s.}, \quad k = 1, \ldots, K. \]

**Proof.** Note that $|Z_m^+| \geq Z_{0,0} > 0$ for all $m$ and so that the balls with negative numbers have no chance of being drawn. In addition, at most $C + 1$ balls of each treatment type have the chance of being removed only when a ball of the same type is drawn because of the Assumption 2.2. It follows that $Z_{n,k} \geq -C - 1$. \(\square\)

**Lemma A.4.** Let $\mathcal{F}_n = \sigma(X_1, \ldots, X_n, Z_1, \ldots, Z_n)$ be the history sigma field, and $A_m = \sum_{k=1}^K a_{m,k}$. Suppose that Assumption 2.2 is satisfied. Then, $A := \min_m A_m > 0$ implies
\[ \mathbb{E}[v_n^p | \mathcal{F}_{n-1}] \leq c_p \left( \sum_{k=1}^K Z_{n-1,k} \right)^p \frac{Z_{0,0}}{|Z_{n-1}^+|} \quad \text{a.s.} \quad \forall p \geq 1, \]
(A.17) where $c_p > 0$ is a random variable that is a function of $Z_{0,0}$ and $\min_m A_m$, particularly,
\[ \min_m A_m > 0 \quad \text{implies} \quad \mathbb{E}[v_n^p | \mathcal{F}_{n-1}] = O(1) \quad \text{a.s.} \]
Proof. The event \( \{ \nu_n = l \} \) means that when the \( n \)th subject is assigned, we have drawn \( l + 1 \) balls continuously in which the first \( l \) balls is of type 0 and the last one is not. Hence, \( P(\nu_n = 0 | F_{n-1}) = 1 - Z_{0,0}/|Z_{n-1}^+| \), and for \( l = 1, 2, \ldots \),

\[
P(\nu_n = l | F_{n-1}) = \frac{Z_{0,0}}{|Z_{n-1}^+|} \prod_{j=1}^{l-1} \frac{Z_{0,0}}{|(Z_{n-1} + ja_{n-1})^+|} \times \left( 1 - \frac{Z_{0,0}}{|(Z_{n-1} + la_{n-1})^+|} \right).
\]

(A.19)

Obviously, \( P(\nu_n = l | F_{n-1}) \leq Z_{0,0}/|Z_{n-1}^+|, \) \( l \geq 1 \). Note that

\[
|Z_{n-1} + ja_{n-1})^+| = Z_{0,0} + \sum_{k=1}^{K} (Z_{n-1,k} + ja_{n-1,k})^+ \geq Z_{0,0} + \sum_{k=1}^{K} Z_{n-1,k} + JA_{n-1}.
\]

It follows that \( A > 0 \) and \( \sum_{k=1}^{K} Z_{n-1,k} \geq -LA \) imply for \( l \geq L \),

\[
P(\nu_n = l | F_{n-1}) \leq \frac{Z_{0,0}}{|Z_{n-1}^+|} \prod_{j=1}^{l-1} \frac{Z_{0,0}}{Z_{0,0} + (j - L)A} \leq c_0 \frac{Z_{0,0}}{Z_{n-1}^+} e^{-2(l - L)},
\]

where \( c_0 > 0 \) depends only on \( A \) and \( Z_{0,0} \). So

\[
E[\nu_n^p | F_{n-1}] \leq \sum_{l=1}^{L} l^p \frac{Z_{0,0}}{|Z_{n-1}^+|} + \sum_{l=L+1}^{\infty} l^p c_0 \frac{Z_{0,0}}{|Z_{n-1}^+|} e^{-2(l - L)} \leq c_p L^{p+1} \frac{Z_{0,0}}{|Z_{n-1}^+|}.
\]

Taking \( L = \left( \frac{\sum_{k=1}^{K} Z_{n-1,k}}{|A|} \right)^+ + 1 \) completes the proof of (A.17). Equation (A.18) follows from (A.17) and Lemma A.3. □

Lemma A.5. Suppose that Assumptions 2.1 and 2.2 are satisfied. Then

\[
\min_{m,k} a_{m,k} > 0 \quad \text{and} \quad \max_{m,k} a_{m,k} < \infty \quad \text{a.s.}
\]

(A.21)

Proof. By Lemma A.4 of Hu and Zhang (2004a), we have

\[
N_{n,k} \to \infty \implies \hat{\theta}_{n,k} \to \theta_k \quad \text{a.s.,} \quad k = 1, \ldots, K.
\]

(A.22)

Then, \( a_k(y) > 0 \) for any \( y \) on closure(\( \hat{\theta}_m; m = 1, 2, \ldots \)) = \( \bigotimes_{k=1}^{K} \{ \theta_k, \hat{\theta}_m, k; m = 1, 2, \ldots \} \). By the continuity of \( a_k(\cdot) \), (A.21) is satisfied. □

Proof of Lemma A.1. By Lemma A.5,

\[
\underline{A} =: \min_m A_m > 0 \quad \text{and} \quad \overline{A} =: \max_m A_m < \infty.
\]

(A.23)
Note that \( \tilde{Z}_n 1' = \sum_{k=1}^{K} Z_{n-1,k} \). By (A.17) and Lemma A.3, \( E[v_n | \mathcal{F}_{n-1}] \leq C_0 Z_{0,0}/|Z_{n-1}'| \). So, according to (A.1) or (A.2), we have
\[
\tilde{Z}_n 1' = \tilde{Z}_n -1 1' + v_n A_{n-1} - X_n (I - H) 1' + \Delta M_n 1'
\]
\[
\leq \tilde{Z}_n -1 1' + A_{n-1} E[v_n | \mathcal{F}_{n-1}] - h
\]
(A.24)
\[+ A_{n-1} (v_n - E[v_n | \mathcal{F}_{n-1}]) + \Delta M_n 1'
\]
\[
\leq \tilde{Z}_n -1 1' + C_0 \mathbb{E} \frac{Z_{0,0}}{|Z_{n-1}'|} - h + \Delta U_n
\]
\[
\leq \tilde{Z}_n -1 1' + \Delta U_n - h/2 \quad \text{if} \quad \tilde{Z}_n -1 1' \geq 2C_0 \mathbb{E} Z_{0,0}/h,
\]
where \( h = \min_k (1 - \sum_{j=1}^{K} h_{kj}) > 0 \). Here, \( U_n = \sum_{m=1}^{n} A_{m-1} (v_m - E[v_m | \mathcal{F}_{n-1}]) + M_n 1' \) is a real martingale. Let \( S_n = \max\{1 \leq j \leq n : \tilde{Z}_j 1' < 2C_0 \mathbb{E} Z_{0,0}/h\} \), where \( \max(\emptyset) = 0 \). Then, according to (A.24),
\[
\tilde{Z}_n 1' \leq \tilde{Z}_n -1 1' + \Delta U_n - h/2 \leq \cdots
\]
(A.25)
\[\leq \tilde{Z}_{S_n} 1' + \Delta U_{S_n+1} + \cdots + \Delta U_n - (n - S_n) h/2
\]
\[\leq |Z_0| \lor (2C_0 \mathbb{E} Z_{0,0}/h) + U_n - U_{S_n} - (n - S_n) h/2.
\]
For the martingale \( \{U_n, \mathcal{F}_n; n = 1, 2, \ldots\} \), we have
\[
E[|\Delta U_n|^{2+\delta} | \mathcal{F}_{n-1}] \leq C + C \max_j A_{j}^{2+\delta} = O(1)
\]
due to Assumption 2.2 and (A.18). Accordingly, we can show that
\[
U_n = O\left(\sqrt{n \log \log n}\right) \quad \text{a.s.},
\]
(A.26)
\[
\max_{m \leq \sqrt{n \log n}} |U_n - \sqrt{n \log n} + m - U_n - \sqrt{n \log n}| = o(n^{1/(2+\delta)}) \quad \text{a.s.}
\]
(A.27)
If \( n - S_n \geq \sqrt{n \log n} \), then for \( n \) large enough
\[
U_n - U_{S_n} - (n - S_n) h/2 \leq O\left(\sqrt{n \log \log n}\right) - h\sqrt{n \log n}/2 < 0
\]
due to (A.26). Note that \( n \geq S_n \). If \( n - S_n < \sqrt{n \log n} \), then
\[
U_n - U_{S_n} - (n - S_n) h/2 \leq 2 \max_{m \leq \sqrt{n \log n}} |U_n - \sqrt{n \log n} + m - U_n - \sqrt{n \log n}|
\]
\[= o(n^{1/(2+\delta)}) \quad \text{a.s.}
\]
by (A.27). It follows that \( \sum_{k=1}^{K} Z_{n,k} \leq o(n^{1/2-\delta_0}) \) a.s. due to (A.25). However, \( Z_{n,k} = O(1) \) a.s. by Lemma A.3. Equation (A.3) is proved. □

PROOF OF LEMMA A.2. Recall \( Q_{n,k} = \sum_{m=1}^{n} X_{m,k} (\xi_{m,k} - \theta_k) \), \( k = 1, \ldots, K \), and both \( \{M_{n,k}, \mathcal{A}_n; n \geq 1\} \) and \( \{Q_{n,k}, \mathcal{A}_n; n \geq 1\} \) are martingales. According to the law of the iterated logarithm for martingales, we have
\[
M_{n,k} = O\left(\sqrt{n \log \log n}\right) \quad \text{and} \quad Q_{n,k} = O\left(\sqrt{n \log \log n}\right) \quad \text{a.s.}
\]
(A.28)
However, for each $k = 1, \ldots, K$,

\[
\hat{\theta}_{n,k} - \theta_k = \frac{Q_{n,k} + O(1)}{N_{n,k} + c_2} \quad \text{a.s.}
\]

Equation (A.12) remains true by Lemma A.1. By (A.12) and (A.28) we have

\[
N_n(I - H) = \sum_{m=1}^{n} a_{m-1}v_m + o(n) \quad \text{a.s.}
\]

Note that all elements of the vector $\sum_{m=1}^{n} a_{m-1}v_m$ are between $\underline{a} N_{n,0}$ and $\bar{a} N_{n,0}$, where $\underline{a} = \min_{m,k} a_{m,k}$ and $\bar{a} = \max_{m,k} a_{m,k}$. Hence, it is obvious that $\lim \inf_{n \to \infty} N_{n,0}/n > 0$ a.s. because otherwise the limit of $N_n/n$ may be $0$ which contradicts to $N_n' = n$. On the other hand, the $k$th element of $N_n(I - H)$ does no exceed $(1 - h_{kk})N_{n,k}$. It follows that $\lim \inf_{n \to \infty} N_{n,k}/n > 0$ a.s. by (A.30), which, together with (A.29) and (A.28), implies

\[
\hat{\theta}_{n,k} - \theta_k = O\left(\frac{Q_{m,k} + O(1)}{n}\right) = O\left(\sqrt{\frac{\log \log n}{n}}\right) \to 0 \quad \text{a.s.}
\]

Equation (A.6) is proved and also

\[
a_{m,k} - a_k = a_k(\hat{\theta}_m) - a_k(\theta) = O(\|\hat{\theta}_m - \theta\|)
= O\left(\sqrt{\log \log m}/m\right) \quad \text{a.s.}
\]

Hence, by Theorem 2.18 of Hall and Heyde (1980) it is easy to check that $\sum_{m=1}^{n} (a_{m-1,k} - a_k)(v_m - \mathbb{E}[v_m|F_{m-1}]) = o(\sqrt{n})$ a.s. It follows that

\[
\sum_{m=1}^{n} (a_{m-1,k} - a_k)v_m = \sum_{m=1}^{n} (a_{m-1,k} - a_k)\mathbb{E}[v_m|F_{m-1}] + o(\sqrt{n})
= \sum_{m=1}^{n} O\left(\sqrt{\frac{\log \log m}{m}}\right)O(1) + o(\sqrt{n})
= O\left(\sqrt{n \log \log n}\right) \quad \text{a.s.}
\]

by (A.18) and (A.31). Combining (A.12), (A.28) and (A.32) yields

\[
N_n - N_{n,0}a(I - H)^{-1} = O\left(\sqrt{n \log \log n}\right) \quad \text{a.s.,}
\]

which, together with $N_n' = n$, implies (A.4) and (A.5). Then, combining (A.5), (A.28) and (A.29) yields

\[
\hat{\theta}_{n,k} - \theta_k = \frac{Q_{n,k} + O(1)}{nv_k} + O(\sqrt{n \log \log n}) = \frac{Q_{n,k}}{nv_k} + o(n^{1/2-\delta_0}) \quad \text{a.s.}
\]

Equation (A.7) is proved, and the proof of Theorem 2.2 is completed. □
PROOF OF THEOREM 2.4. Note that Assumptions 2.1 and 2.2 are satisfied, and $Z_{0,0} > 0$, $H_1' = 1'$. Similarly to (A.24),

$$\tilde{Z}_n 1' = \tilde{Z}_{n-1} 1' + \nu_n A_{n-1} + \Delta M_n 1' \leq \tilde{Z}_{n-1} 1' + C_0 \bar{A} \frac{Z_{0,0}}{|Z_{n-1}^n|} + \Delta U_n$$

$$\leq \tilde{Z}_{n-1} 1' + C_0 \bar{A} / \sqrt{n} + \Delta U_n \quad \text{if } \tilde{Z}_{n-1} 1' \geq Z_{0,0} \sqrt{n}.$$  

It follows that

$$\tilde{Z}_n 1' \leq \tilde{Z}_{S_n} 1' + \Delta U_{S_n+1} + \cdots + \Delta U_n + C_0 \bar{A} (n - S_n) / \sqrt{n}$$

$$\leq 2C_0 \bar{A} / \sqrt{n} + U_n - U_{S_n} \leq 2C_0 \bar{A} / \sqrt{n} + 2 \max_{m \leq n} |U_m|,$$

where $S_n = \max\{1 \leq j \leq n : \tilde{Z}_j 1' < Z_{0,0} / \sqrt{n}\}$ and $\max(\emptyset) = 0$. Hence,

$$\tilde{Z}_n = O(\sqrt{n \log \log n}) \quad \text{a.s.} \quad \text{and} \quad = O_P(\sqrt{n})$$

by the properties of a martingale and Lemma A.3. So, by (A.2) and the law of the iterated logarithm of martingales, it follows that

$$N_n (I - H) = M_n + \sum_{m=1}^n a_{m-1} v_m - \tilde{Z}_n + \tilde{Z}_0 \sum_{m=1}^n a_{m-1} v_m$$

$$+ O(\sqrt{n \log \log n}) \quad \text{a.s.}$$

Multiplying by $1'$ yields $\sum_{m=1}^n v_m A_{m-1} = O(\sqrt{n \log \log n})$ a.s., and then $N_{n,0} = O(\sqrt{n \log \log n})$ a.s. and $\sum_{m=1}^n a_{m-1} v_m = O(\sqrt{n \log \log n})$ a.s. by (A.21). So,

$$(N_n - n \nu) (I - (H - 1' \nu)) = N_n (I - H) = O(\sqrt{n \log \log n}) \quad \text{a.s.}$$

It follows that $N_n - n \nu = O(\sqrt{n \log \log n})$ a.s. because $(I - (H - 1' \nu))$ is invertible.

The proof of $N_n - n \nu = O_P(\sqrt{n})$ is similar.  

PROOF OF THEOREM 2.1. Recall (A.2); we have

(A.33) $$\tilde{Z}_n - \tilde{Z}_0 = \sum_{m=1}^n a_{m-1} v_m + N_n (H - I) + M_n.$$  

It follows that $|\tilde{Z}_n| = \tilde{Z}_n 1' \geq (\gamma - 1) n + M_n 1'$ by noticing $H 1' = \gamma 1'$. Hence,

$$\liminf_{n \to \infty} \frac{|\tilde{Z}_n^+|}{n} \geq \liminf_{n \to \infty} \frac{|\tilde{Z}_n|}{n} \geq \gamma - 1 > 0 \quad \text{a.s.}$$

Without loss of generality we can thus assume that $|\tilde{Z}_n^+| \geq cn > 0$ for all $n$. Then, the conclusion of Lemma A.3 remains true. By Lemma A.3, $\tilde{Z}_n = \tilde{Z}_n^+ + O(1)$ a.s.
On the other hand, by (A.19) we have
\[
\begin{align*}
P(\nu_m = 1 | F_{m-1}) &= \frac{Z_{0,0}}{|Z_{m-1}^+|} \left( 1 - \frac{Z_{0,0}}{|(Z_{m-1} - a_{m-1})^+|} \right) \leq c/m \quad \text{a.s.,} \\
P(\nu_m \geq 2 | F_{m-1}) &= \frac{Z_{0,0}}{|Z_{m-1}^+| |(Z_{m-1} + a_{m-1})^+|} \leq \left( \frac{Z_{0,0}}{|Z_{m-1}^+|} \right)^2 \leq c/m^2.
\end{align*}
\]

It follows that \( P(\nu_m \geq 2 \text{ i.o.}) = 0 \) and \( \sum_{m=1}^{n} I \{ \nu_m = 1 \} = O(\log^2 n) \) a.s. by Theorem 3.3.9(ii) of Stout (1974). So by the assumption stated in Theorem 2.1 that \( 0 \leq a_{m,k} \leq C m^{1/2-\delta_0} \),
\[
\sum_{m=1}^{n} a_{m-1} \nu_m = O\left( \max_{m \leq n} A_{m-1} \left( \sum_{m=1}^{n} I \{ \nu_m = 1 \} + O(1) \right) = o(n^{1/2-\delta_0/2}) \right) \quad \text{a.s.,}
\]
which means that the immigrated balls can be neglected. In addition,
\[
P(X_{m,k} = 1 | F_{m-1}) = \frac{Z_{m-1,k}}{Z_{0,0} + |Z_{m-1}^+|} \left( 1 - \frac{Z_{0,0}}{Z_{0,0} + |Z_{m-1}^+|} \right) + P(X_{m,k} = 1, \nu_m \geq 1 | F_{m-1})
\]
\[
= \frac{Z_{m-1,k}}{|Z_{m-1}^+|} + O\left( \frac{1}{m} \right) \quad \text{a.s.}
\]
It follows that
\[
\tilde{Z}_n^+ = \tilde{Z}_n + O(1) = N_n(H - I) + M_n + o(n^{1/2-\delta_0/2})
\]
\[
= \sum_{m=1}^{n} \left( X_m - E[X_m | F_{m-1}] \right)(H - I) + M_n
\]
\[
+ \sum_{m=1}^{n} E[X_m | F_{m-1}] (H - I) + o(n^{1/2-\delta_0/2})
\]
\[
= \sum_{m=0}^{n-1} \left( X_m - E[X_m | F_{m-1}] \right)(H - I) + M_n
\]
\[
+ \sum_{m=1}^{n} \left[ \frac{\tilde{Z}_m^+}{|\tilde{Z}_m^+|} + O\left( \frac{1}{m} \right) \right] (H - I) + o(n^{1/2-\delta_0/2})
\]
\[
= (\gamma - 1) n v + (\gamma - 1) \sum_{m=1}^{n} \left( X_m - E[X_m | F_{m-1}] \right) \tilde{H} + M_n
\]
\[
+ \sum_{m=0}^{n-1} \frac{\tilde{Z}_m^+}{|\tilde{Z}_m^+|} (\gamma - 1) \tilde{H} + o(n^{1/2-\delta_0/2}) \quad \text{a.s.}
\]
The expansion for $\tilde{Z}_n^+$ is similar to that for $Y_n$ in (6.2) of Zhang and Hu (2009), pages 1324–1421. Hence, the rest of the proof is omitted. □
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