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ABSTRACT. We propose a novel semi-discrete Kadomtsev–Petviashvili equation with two discrete and one continuous independent variables, which is integrable in the sense of having the standard and adjacent Lax pairs, from the direct linearisation framework. By performing reductions on the semi-discrete Kadomtsev–Petviashvili equation, new semi-discrete versions of the Drinfeld–Sokolov hierarchies associated with Kac–Moody Lie algebras $A_{1}^{(1)}$, $A_{2}^{(2)}$, $D_{4}^{(3)}$ and $D_{4}^{(1)}$ are successfully constructed. A Lax pair involving the fraction of $Z_{2}$ graded matrices is also found for each of the semi-discrete Drinfeld–Sokolov equations. Furthermore, the direct linearisation construction guarantees the existence of exact solutions of all the semi-discrete equations discussed in the paper, providing another insight into their integrability in addition to the analysis of Lax pairs.

1. Introduction

The theory of discrete integrable systems has been well studied within the past decades, leading to a large number of magnificent achievements in this field, cf. e.g. [26]. The research on integrable discrete equations not only brings new insights into the modern theory of integrable systems, but also pushes forward the development of many subjects in pure mathematics such as algebraic geometry, Lie algebras, orthogonal polynomials, special functions and random matrices.

There exist many techniques to search for integrable discretisation of differential equations, among which a very important one is to construct transformations between solutions. The main idea of such an approach goes back to the theory of orthogonal polynomials, where the label of the polynomial within the family can be regarded as the discrete variable. Then the three-point recurrence relation serves as an ordinary difference equation (ODE) that family of polynomials satisfies, while the continuous variable for the related second-order ordinary differential equation (ODE) plays a role of the parameter of the ODE. Such a technique can also be extended to discretise a partial differential equation (PDE). To be more precise, the Bäcklund transform (BT) and the superposition formula are treated as the associated differential-difference equation (DDE) and partial difference equation (PAE), respectively, see e.g. [33, 37].

A typical example to illustrate such an idea is possibly the Kadomtsev–Petviashvili (KP) equation. The (potential) KP equation reads

\[ \partial_{3}u = \frac{1}{4} \partial_{j}^{3}u + \frac{3}{2} (\partial_{j}u)^{2} + \frac{3}{4} \partial_{j}^{-1} \partial_{3}^{2}u, \]  
(1.1a)

in which $u = u(x_{1}, x_{2}, x_{3})$, $\partial_{j}$ denotes the partial derivative with respect to the continuous argument $x_{j}$, and $\partial_{j}^{-1}$ denotes the inverse of $\partial_{j}$, i.e. the integration with respect to $x_{j}$. The BT of the KP equation is given by (see [3])

\[ \partial_{3}(\tilde{u} - u) = \partial_{j}^{2}(\tilde{u} + u) + \partial_{1}(\tilde{u} - u)^{2} - 2p_{1}\partial_{1}(\tilde{u} - u), \]  
(1.1b)

which maps a given solution $u$ of (1.1a) to a ‘new’ one $\tilde{u}$ associated with a Bäcklund parameter $p_{1}$. Since equation (1.1b) is of Burgers-type for $\tilde{u}$, the new solution may be obtained using a Cole–Hopf transformation. To construct more complex solutions of (1.1a), we can introduce another BT taking the same form of (1.1b) with regard to a solution $\tilde{u}$ and the corresponding parameter $p_{2}$. The two BTs together give rise to

\[ \partial_{1}(\tilde{u} - u) = (p_{1} - p_{2} + \tilde{u} - \tilde{u})(u - \tilde{u} - \tilde{u}). \]  
(1.1c)

This equation was introduced in [3], and also appeared in [41] implicitly. We also note that it plays a role of a master equation that generates the discrete Calogero–Moser model [42]. Equation (1.1c) is the superposition formula (also known as the Bianchi permutability) for the KP equation, namely we can construct a ‘new’ solution $\tilde{u}$ which takes an algebro-differential expression of the given solutions $u$, $\tilde{u}$ and $\tilde{u}$. We can further introduce a third solution $\tilde{u}$ generated from $u$ by the BT with parameter $p_{3}$. Then from the superposition formula (1.1c) and its $(p_{2}, p_{3})$- and $(p_{3}, p_{1})$-analogues, we are able to derive a purely algebraic equation (see [41])

\[ (p_{1} - \tilde{u})(p_{2} - p_{3} + \tilde{u} - \tilde{u}) + (p_{2} - \tilde{u})(p_{3} - p_{1} + \tilde{u} - \tilde{u}) + (p_{3} - \tilde{u})(p_{1} - p_{2} - \tilde{u} - \tilde{u}) = 0. \]  
(1.1d)

Equation (1.1d) forms a closed-form relation between six solutions of the KP equation (1.1a). If we now consider the potential $u = u(x_{1}, x_{2}, x_{3}; n_{1}, n_{2}, n_{3})$ and adopt notations of forward and backward shifts as follows:

\[ \hat{u} \equiv u(n_{1} + 1, n_{2}, n_{3}), \quad \hat{u} \equiv u(n_{1}, n_{2} + 1, n_{3}), \quad \tilde{u} \equiv u(n_{1}, n_{2}, n_{3} + 1), \]
\[ \bar{u} \equiv u(n_{1} - 1, n_{2}, n_{3}), \quad \bar{u} \equiv u(n_{1}, n_{2} - 1, n_{3}), \quad \bar{u} \equiv u(n_{1}, n_{2}, n_{3} - 1), \]
equations (1.1b) and (1.1c) can be considered as DAEs, and (1.1d) turns out to be a PAE. These equations are often referred to as the semi-discrete and fully discrete KP equations, respectively, and are integrable in their own rights from many aspects [41, 58, 59], see also [4] for the bilinear interpretation.
The essence of such a discretisation is actually the introduction of discrete linear dispersions. For example, the evolutions of the discrete and continuous KP equations listed in (1.1) are fully determined by the product of the plane wave factors
\[
\rho(k) = \exp \left( \sum_{j=1}^{\infty} k^j x_j \right) \prod_{i=1}^{\infty} \left( p_i + k \right)^{n_i}, \quad \text{and} \quad \sigma(k') = \exp \left( - \sum_{j=1}^{\infty} (-k')^j x_j \right) \prod_{i=1}^{\infty} \left( p_i - k' \right)^{-n_i},
\]
where \( k \) and \( k' \) are the two separate spectral parameters, cf. [4][41]. Here the factors associated with \( n_i \) should be understood as discretisations of the exponents of \( x_j \). This is because we can recover the continuous linear dispersion from the discrete one through the Miwa transform (cf. [58]).

\[
\rho(k) \sigma(k') = \exp \left( \sum_{j=1}^{\infty} \left( k^j - (-k')^j \right) \sum_{i=1}^{\infty} \frac{n_i}{j} \right) = \exp \left( \sum_{i=1}^{\infty} \left( k^j - (-k')^j \right) x_j \right).
\]

In other words, if we progressively replace the continuous independent variables \( x \), by the discrete ones \( n \), following (1.2), the continuous KP is discretised, and as a consequence equations (1.1b), (1.1c) and (1.1d) arise successively.

Discrete equations arising from BT and nonlinear superposition have considerable significance in view of their underlying rich algebraic and geometric structures, leading to new notions such as multi-dimensional consistency [2][43]. Lagrangian multiforms [34] and discrete Painlevé equations [43][47]. Therefore, it turns to be an interesting problem to search for semi- and fully discrete equations that play roles of BT and Bianchi permutability of integrable PDEs as many as possible. By following such an idea, a great progress has been made and a huge class of integrable discrete equations were discovered. Typical examples include the discrete equations in the Korteweg–de Vries (KdV) and Boussinesq (BSQ) families (see e.g. [5][44][45][62]), or more generally the discrete Gel’fand–Dikii (GD) hierarchy (see e.g. [7][15][18][44]) that contains higher-rank lattice equations, in addition to the discrete KP equation [4][27][41]. All these equations are associated with the A-type Lie algebras, i.e. \( A_\infty \) for the KP equation and \( A^{(1)}_1 \) for the discrete GD hierarchy.

Then a natural question would be whether there exist integrable discrete equations associated with Lie algebras of other types; or more deeply, whether there exists a classification of integrable discrete systems based on Lie algebras. This is motivated or more deeply, whether there exists a classification of discrete integrable systems based on Lie algebras. This is motivated more deeply, whether there exists a classification of discrete integrable systems based on Lie algebras. This is motivated more deeply, whether there exists a classification of discrete integrable systems based on Lie algebras. This is motivated more deeply, whether there exists a classification of discrete integrable systems based on Lie algebras. This is motivated more deeply, whether there exists a classification of discrete integrable systems based on Lie algebras. This is motivated by the remarkable observation that integrable PDEs can be classified in terms of Lie algebras, see e.g. [2][14][31][37][56][60], which is now often referred to as the Drinfel’d–Sokolov classification. The study on such a topic induced the discovery of the discrete BKP [38], CKP [32][53] and DKP [54] equations, which are named after the infinite-dimensional algebras \( B_{\infty} \), \( C_{\infty} \) and \( D_{\infty} \), respectively. However, the picture for the classification of two-dimensional (2D) discrete integrable systems is far from complete, mainly due to the complexity of BTs and permutability for PDEs related to Kac–Moody algebras which are not of \( A^{(1)}_1 \)-type. One successful example is possibly the class of equations of \( A^{(2)}_1 \)-type (also known as the BC1-type in the literature). In this class the BT and the permutability are fully understood [29][39][51][52] for the Sawada–Kotera (SK), Kaup–Kupershmidt (KK) and Tzitzeica equations, but were not interpreted as discrete equations (which was illustrated by the SK equation) until very recently, see [58]. It is also worth mentioning that there exist different integrable discretisations of the Drinfel’d–Sokolov hierarchies, see e.g. [1][16][23][25][30][55].

We would like to study integrable discretisation of the Drinfel’d–Sokolov hierarchies from a unified perspective through introducing discrete plane wave factors. The method we adopt is the so-called direct linearisation (DL). The DL method was invented to solve initial value problems of integrable PDEs by Fokas, Ablowitz and Santini [10][11][50]. The main idea of this approach is to transform a nonlinear integrable PDE into a very general linear integral equation. Hence, the problem turns out to be solving the integral equation, and subsequently, a very large class of exact solutions for the nonlinear PDE are constructed. The DL provides a path towards algebraic construction of nonlinear equations directly, which brings the advantage that we are not necessarily restricted to the bilinear identity. This allows us to find more complex discrete equations, see examples such as the discrete BSQ and CKP equations [2][62].

In the recent papers [21][61], the connection between the linear integral equations in the DL framework and the continuous Drinfel’d–Sokolov and 2D Toda hierarchies associated with the infinite-dimensional algebras \( A_{\infty} \), \( B_{\infty} \) and \( C_{\infty} \) as well as the Kac–Moody Lie algebras \( A^{(1)}_1 \), \( A^{(2)}_1 \) and \( D^{(1)}_{\infty} \) was established. This gives us a strong hint about how to construct the discrete Drinfel’d–Sokolov hierarchies of these types from the DL framework. Notice that the discrete \( A^{(1)}_1 \)-type equations have been worked out from the DL by selecting the plane wave factors (1.2), see [17][18][44]. To search for the rest classes of discrete integrable systems, we need to introduce discrete odd-flow variables, because integrable PDEs of \( A^{(2)}_1 \), \( C^{(1)}_1 \) and \( D^{(1)}_{\infty} \)-types are fully described by continuous odd-flow variables \( x_{2j+1} \), see e.g. [31]. For this reason, we consider the plane wave factors
\[
\rho(k) = \exp \left( \sum_{j=0}^{\infty} k^{2j+1} x_{2j+1} \right) \prod_{i=1}^{\infty} \left( p_i + k \right)^{n_i}, \quad \text{and} \quad \sigma(k') = \exp \left( - \sum_{j=0}^{\infty} (k')^{2j+1} x_{2j+1} \right) \prod_{i=1}^{\infty} \left( p_i - k' \right)^{-n_i},
\]

motivated by the observation in [20]. In fact, the Miwa transform
\[
\prod_{i=1}^{\infty} \left( p_i + k \right)^{n_i} \prod_{i=1}^{\infty} \left( p_i - k \right)^{-n_i} = \exp \left( \sum_{j=0}^{\infty} \left( k^{2j+1} + (k')^{2j+1} \right) \frac{2}{2j+1} \sum_{i=1}^{\infty} \frac{n_i}{p_i^{2j+1}} \right) = \exp \left( \sum_{j=0}^{\infty} \left( k^{2j+2} + (k')^{2j+2} \right) x_{2j+2} \right).
\]
indicates that the factors for \(n_i\)'s are indeed suitable discretisations of the exponents regarding the continuous temporal arguments \(x_{2j+1}\). Our construction is based on a set of linear integral equations given as follows:

\[
u_n(k) + \int_{D} d'q(l', l') \rho_n(l') q_n(l') \sigma_n(l') u(l) = \rho_n(k) c(k),
\]

\[
u_n(k) + \int_{D} d'q(l', l') \rho_n(l') q_n(l') \sigma_n(l') v(l') = e(k') c_n(k'),
\]

where \(\rho_n(k)\) and \(\sigma_n(k')\) are plane wave factors defined as (1.3); \(\Omega(k, k')\) is the kernel of the integral equations given by

\[
\Omega(k, k') = \frac{1}{k + k'};
\]

\(d'q(k, k')\) and \(D\) are arbitrary integration domain and measure without any restriction; the wave functions \(u_n(k)\) and \(\nu_n(k')\) are infinite column and row vectors having components depending on \(x_i, n_i\) and \(n\), as well as the respective spectral parameters \(k\) and \(k'\); \(c(k)\) and \(e(k')\) are infinite-dimensional column and row vectors, defined as

\[
c(k) \equiv (\cdot \cdot \cdot, k^{-1}, 1, k, \cdot \cdot \cdot) \quad \text{and} \quad e(k') \equiv (\cdot \cdot \cdot, k'^{-1}, 1, k', \cdot \cdot \cdot),
\]

respectively; in other words, \(e(k)\) and \(e(k')\) have their corresponding \(i\)-th components given by \(k^{i}\) and \(k'^{i}\). Here the notation \(\cdot \cdot \cdot\) denotes the transpose of an infinite matrix or vector. As the first paper in our series work to solve the problem of searching for integrable discretisations of the Drinfeld–Sokolov hierarchies from the DL method, we investigate semi-discrete versions of the Drinfeld–Sokolov equations associated with Kac–Moody algebras integrable discretisations of the Drinfeld–Sokolov hierarchies from the DL method, we investigate semi-discrete versions of the Drinfeld–Sokolov hierarchies associated with Kac–Moody Lie algebras

\[
\text{Proposition 2.3.} \quad \text{The infinite matrix } U_n \text{ satisfies}
\]

\[
U_n = (1 - U_n \Omega) C_n, \quad \text{or alternatively} \quad U_n = C_n (1 + \Omega C_n)^{-1}.
\]

\[
\text{Proof. Equation (2.5) is obtained by performing the integration } \int_{D} d'q(k, k') \text{ on (2.4a), with the help of (2.3).}
\]
Remark 2.4. The infinite matrix $U_n$ given by (2.3) can equivalently be defined as
\[ U_n = \int_D \mathcal{A}(k,k') \mathcal{B}(k) e(k') v_n(k'). \] (2.6)
This is because such a definition together with (2.4b) gives rise to $U_n = C_n(1 - \Omega U_n)$, which is equivalent to (2.5) that follows from the original definition (2.3).

Definition 2.5. The tau function in the DL is defined as
\[ \tau_n \doteq \det(1 + \Omega C_n), \] or equivalently \[ \tau_n \doteq \det(1 + C_n \Omega), \] where $C_n$ and $\Omega$ are defined by (2.1) and (2.2), respectively.

Remark 2.6. The determinant of the infinite matrix in (2.7) should be thought of as the expansion
\[ \det(1 + \Omega C_n) = 1 + \sum_i (\Omega C_n)^{(i)} + \sum_{ij} |(\Omega C_n)^{(i,j)}| (\Omega C_n)^{(j,i)} + \cdots, \] in which the action $(\cdot)^{(i,j)}$ stands for taking the $(i, j)$-entry of the corresponding infinite matrix. Notice that all the terms in such an expansion are actually $\text{tr}[(\Omega C_n)^{(i,j)}]$ for $i \neq j$. In order to make sense of the expansion, we also have to impose the condition on integration measure and domain in terms of the spectral variables in the infinite matrix $C_n$ defined by (2.1) such that $\text{tr}[(\Omega C_n)^{(i,j)}]$ truncates, see (2.7).

The infinite matrix $U_n$, the infinite vectors $u_n(k)$ and $v_n(k')$, as well as the tau function are the key objects in our approach, and later we will see that they are the ingredients to construct nonlinear integrable equations, associated linear problems, and the homogeneous equations of the tau function (which in many (but not all) cases are bilinear), respectively.

In concrete computation in our scheme, we also need infinite matrices $A$, $\Lambda$ and $O$. The respective $(i,j)$-entries of these matrices are defined as
\[ O^{(i,j)} = \delta_{i0} \delta_{0,j}, \quad \Lambda^{(i,j)} = \delta_{i+1,j} \quad \text{and} \quad \Lambda'^{(i,j)} = \delta_{i,j+1}, \] (2.8)
for all $i, j \in \mathbb{Z}$, in which $\delta_{ij}$ denotes the standard Kronecker delta function, namely
\[ \delta_{ij} = \begin{cases} 1, & i = j, \\ 0, & i \neq j. \end{cases} \] Through direct calculation we are able to prove that the infinite matrices $\Lambda$, $\Lambda'$ and $O$ possess properties as follows:
\[ \Lambda e(k) = k e(k), \quad \Lambda' e(k') = k' e(k), \quad \Lambda \Lambda' O \Lambda \Lambda' = k k'. \]
\[ (\Lambda' U_n^{(i)})^{(j)} = U_n^{(i+r)}^{(j)}, \quad (U_n^{(r)} A' U_n^{(i)})^{(j)} = U_n^{(i+r)} U_n^{(j)} U_n^{(j+r)}, \quad (U_n^{(r)} A' U_n A')^{(i,j)} = U_n^{(i)} U_n^{(j+r)} U_n^{(j)}, \]
\[ [\Lambda' U_n^{(i)}]^{(j)} = [u_n^{(i)}]^{(j+r)}, \quad [\Lambda' v_n^{(i)}]^{(j)} = [v_n^{(i)}]^{(j+r)}, \quad [\Lambda' v_n^{(i)}]'^{(j+r)} = [\Lambda' v_n^{(i)}]'^{(j+r)}, \]
where $(\cdot)^{(i,j)}$ denotes taking the $ith$-component of an infinite vector. These properties transfer the operations of $\Lambda$, $\Lambda'$ and $O$ to the shifts of the components or entries of infinite vectors and matrices, which will later play a crucial role in establishing connections between discrete/continuous dynamics and purely algebraic relations of infinite matrices in the construction of integrable models.

3. A semi-discrete Kadomtsev–Petviashvili equation

3.1. Algebraic construction of the closed-form semi-discrete equation. Our aim in this subsection is to construct closed-form scalar 3D semi-discrete equations of $x_1$, $x_1$ and $n$ expressed by entries of the infinite matrix $U_n$.

We first derive the dynamical relations of $U_n$ based on the objects introduced in section 2. These relations in a sense form the infinite matrix representation of the resulting 3D semi-discrete equations. The plane wave factors in (1.3) imply that the infinite matrix $C_n$ satisfies the dynamics as follows:
\[ \partial_t C_n = \Lambda C_n + C_n' \Lambda, \] (3.1a)
\[ \partial_{\tau} C_n = \frac{p_1 - \Lambda}{p_1 + \Lambda} C_n, \] (3.1b)
\[ C_{n+1}(-\Lambda) = \Lambda C_n. \] (3.1c)
These equations follow from $C_n$ through direct computation. Meanwhile, we are able to deduce from (1.5) that
\[ \Omega \Lambda + \Lambda \Omega = O. \] (3.2)
Equations (3.1) and (3.2) together determine dynamical evolutions of the infinite matrix $U_n$. We list them in the following proposition.

Proposition 3.1. The infinite matrix $U_n$ satisfies dynamical evolutions as follows:
\[ \partial_t U_n = \Lambda U_n + U_n' \Lambda - U_n O U_n, \] (3.3a)
\[ \frac{U_n}{p_1 + \Lambda} = \frac{p_1 + \Lambda}{p_1 - \Lambda} U_n - 2 p_1 U_n + \Lambda U_n, \] (3.3b)
\[ U_{n+1}(-\Lambda) = \Lambda U_n - U_{n+1} O U_n. \] (3.3c)

Proof. See appendix A.1. □
The significance of system (3.3) is that it establishes the connection between the dynamical evolutions of $U_n$ and the purely algebraic operations involving $U_n$, $\Lambda$, $\Lambda'$ and $O$. These are important relations to construct closed-form semi-discrete equations based on the infinite matrix system (3.3), through identities in terms of the entries of $U_n$. For convenience, we introduce the following new variables based on the entries of the infinite matrix $U_n$ as follows:

$$u_n = U_n^{(0,0)}, \quad v_n = 1 - (U_n^{-1})^{(0,0)}, \quad w_n = 1 - (A^{-1}U_n)^{(0,0)}.$$  

$$V_n(a) = 1 - \left(U_n \frac{1}{a + \Lambda}\right)^{(0,0)} , \quad W_n(a) = 1 - \left(\frac{1}{a + \Lambda}U_n\right)^{(0,0)} , \quad S_n(a, b) = \left(\frac{1}{a + \Lambda}U_n \frac{1}{b + \Lambda}\right)^{(0,0)} .$$

We note that in the definitions of $V_n(a)$, $W_n(a)$ and $S_n(a, b)$ the fractional linear expression of $\Lambda$ and $\Lambda'$ should be understood as their respective formal series expansions, namely these variables are determined by an infinite number of entries of $U_n$.

In our algebraic construction, a very important closed-form equation is the one expressed by the tau function. We conclude the result as the following theorem.

Theorem 3.3. The tau function satisfies dynamical evolutions as follows:

$$\partial_1 \ln \tau_n = u_n,$$  

$$\frac{\tau_n}{\tau_a} = 1 + 2p_1S_a(-p_1, -p_1), \quad \frac{\tau_n}{\tau_a} = 1 - 2p_1S_a(p_1, p_1),$$  

$$\frac{\tau_{n+1}}{\tau_n} \quad \text{and} \quad \frac{\tau_{n-1}}{\tau_n} = w_n.$$  

Proof. See appendix A.2

The relations listed in (3.4) establish the connection between the tau function and the new variables. Then the idea is to search for a relation between the new variables based on the dynamics of $U_n$ given by (3.3), and consequently to construct a closed-form equation of the tau function. We conclude the result as the following theorem.

Theorem 3.3. The tau function defined by (2.7) satisfies the DAE

$$\partial_1 \ln \left(2p_1 + \partial_1 \ln \frac{\tau_n}{\tau_1}\right) = \partial_1 \ln \frac{\tau_{n+1}\tau_{n-1}}{\tau_n^2} + \left(2p_1 + \partial_1 \ln \frac{\tau_n}{\tau_1}\right) - \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_{n-1}}}{1 + \frac{\tau_{n+1}\tau_{n-1}}{\tau_n^2}} - \frac{2p_1 + \partial_1 \ln \frac{\tau_{n-1}}{\tau_{n+1}}}{1 + \frac{\tau_{n+1}\tau_{n-1}}{\tau_n^2}}.$$  

Proof. See appendix A.3

Equation (3.5) is effectively a homogenous equation of degree 6, and cannot be written as a scalar bilinear equation in Hirota’s form. In addition to the scalar form expressed by the tau function, i.e. (3.5), we are also interested in other nonlinear forms. For example, we are able to derive a (2 + 1)-dimensional semi-discrete equation expressed by the potential $u_n = U_n^{(0,0)}$ from (3.5), with the help of (3.4a). This implies that we have the following theorem.

Theorem 3.4. For arbitrary solution $u_n(k)$ to the linear integral equation (1.4a), the variable $u_n = U_n^{(0,0)}$ following from the infinite potential matrix (3.3) provides a solution of the semi-discrete equation

$$\partial_1 \ln(2p_1 + u_n - \tilde{u}_n) = u_{n+1} - 2u_n + u_{n-1} + (2p_1 + u_n - \tilde{u}_n)$$  

$$\partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n) = \partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n) - \partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n)$$  

Remark 3.5. Alternatively, for arbitrary solution $v_n(k')$ of the linear integral equation (1.4b), the variable $u_n = U_n^{(0,0)}$ following from (2.6) provides a solution of (3.6). This is a parallel result to the above theorem.

Theorem 3.4. For arbitrary solution $u_n(k)$ to the linear integral equation (1.4a), the variable $u_n = U_n^{(0,0)}$ following from the infinite potential matrix (3.3) provides a solution of the semi-discrete equation

$$\partial_1 \ln(2p_1 + u_n - \tilde{u}_n) = u_{n+1} - 2u_n + u_{n-1} + (2p_1 + u_n - \tilde{u}_n)$$  

$$\partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n) = \partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n) - \partial_1 \ln(2p_1 + \tilde{U}_n - \tilde{u}_n)$$  

Remark 3.5. Alternatively, for arbitrary solution $v_n(k')$ of the linear integral equation (1.4b), the variable $u_n = U_n^{(0,0)}$ following from (2.6) provides a solution of (3.6). This is a parallel result to the above theorem.

To the best of the authors’ knowledge, equation (3.6) is a novel semi-discrete equations that has not appeared in the literature. Equation (3.6) is nonlocal in the sense that it involves an integration with respect to the continuous independent variable $x_1$. We can, of course, take ln $\tau_n$ as the nonlinear potential instead of $\partial_1 \ln \tau_n$. As a result, we are able to obtain from (3.5) a DAE which is second-order in $x_1$ and $n$ and first-order in $p_1$. However, we still prefer the potential $u_n$, as it is widely adopted in the theory of continuous integrable systems. Equation (3.6) is the ‘standard’ (versus the notion of ‘modified’) equation in its potential form, as the potential $u_n$ is the first-order derivative of the logarithm of $\tau_n$. By introducing a new variable $\tilde{U}_n = \tilde{u}_n - u_n$, we are able to derive

$$\partial_1 \ln(2p_1 + \tilde{U}_n) = \partial_1 \ln(2p_1 + \tilde{U}_n) + \frac{2p_1 - \tilde{U}_n}{1 + \exp[\partial_1 \tilde{U}_n - \partial_1 \tilde{U}_n]} - \frac{2p_1 - \tilde{U}_n}{1 + \exp[\partial_1 \tilde{U}_n - \partial_1 \tilde{U}_n]} + \frac{2p_1 - \tilde{U}_n}{1 + \exp[\partial_1 \tilde{U}_n - \partial_1 \tilde{U}_n]}.$$  

which we refer to as the nonpotential form of (3.6).
Remark 3.6. In the continuous theory, there also exist modified equations expressed by \(v_n\) and \(w_n\). Notice that there is a transform (3.4c) between \(v_n\) and \(\tau_n\). We can conclude that for arbitrary solution \(u_n(k)\) of (1.4a), the variable \(v_n = 1 - U_n^{(0)-1}\) is a solution to the semi-discrete equation

\[
\partial_1 \ln \left( 2p_1 + \partial_1 \Delta^{-1} \ln \frac{v_n}{v_n} \right) = \partial_1 \ln \frac{v_n}{v_{n-1}} + \left( 2p_1 + \partial_1 \Delta^{-1} \ln \frac{v_{n+1}}{v_n} \right) - \frac{2p_1 + \partial_1 \Delta^{-1} \ln \frac{v_{n+1}}{v_{n-1}}}{1 + \frac{v_n}{v_{n-1}}} - \frac{2p_1 + \partial_1 \Delta^{-1} \ln \frac{v_{n-1}}{v_n}}{1 + \frac{v_{n-1}}{v_n}},
\]

where \(\Delta\) is a difference operator defined by \(\Delta v_n = v_{n+1} - v_n\), and \(\Delta^{-1}\) is its inverse satisfying \(\Delta^{-1} \Delta = \Delta^{-1} \Delta = \text{id}\). Similarly, a semi-discrete equation for \(w_n = 1 - U_n^{(O)}\) can also be derived through the identity \(v_n w_{n-1} = 1\). We would also like to comment that our attention will not be paid to these modified equations in the sections below, mainly because the nonlocality in terms of \(n\) in equation (3.3) will raise divergence when we perform reductions towards the semi-discrete Dirinfeld–d–Sokolov hierarchies.

3.2. Associated linear problems. The proposed equation (3.6) is integrable in the sense that it possesses two Lax pairs (i.e. the Lax pair and its adjoint). These are constructed based on the wave functions \(u_n(k)\) and \(v_n(k')\) within the infinite matrix scheme.

Proposition 3.7. The wave function \(u_n(k)\) satisfies dynamical evolutions as follows:

\[
\partial_1 u_n(k) = \Lambda u_n(k) - U_n O u_n(k),
\]

(3.9a)

\[
u_n(k) = \frac{p_1 + \Lambda}{p_1 - \Lambda} u_n(k) - 2p_1 \tilde{U}_n \frac{1}{p_1 + \Lambda} O \frac{1}{p_1 - \Lambda} u_n(k),
\]

(3.9b)

\[
u_{n+1}(k) = \Lambda u_n(k) - U_{n+1} O u_n(k).
\]

(3.9c)

Proof. See appendix A.3.

The equations listed in (3.9) form an infinite vector system towards the linear problem for the semi-discrete equation (3.6). To precisely construct the associated linear problem in scalar form, we introduce a scalar wave function \(\phi_n = [u_n(k)]^{(0)}\). We present the result as the theorem below.

Theorem 3.8. Suppose that \(u_n(k)\) is an arbitrary solution to the linear integral equation (1.4a) and \(U_n\) is the corresponding potential matrix defined by (2.3). The scalar wave function \(\phi_n = [u_n(k)]^{(0)}\) and the potential \(u_n = U_n^{(0)}\) satisfy the linear system

\[
\partial_1 \phi_n = \phi_{n+1} + (u_{n+1} - u_n) \phi_n,
\]

(3.10a)

\[
\partial_1 \phi_n = \frac{2p_1 + u_{n+1} - \tilde{U}_n}{1 + \exp \left[ \partial_1^{-1}(u_{n+1} - u_n) - \partial_1^{-1}(u_n - u_n) \right]} \phi_n - \frac{2p_1 + u_{n+1} - \tilde{U}_n}{1 + \exp \left[ \partial_1^{-1}(u_{n+1} - u_n) - \partial_1^{-1}(u_n - u_n) \right]} \phi_n.
\]

(3.10b)

Proof. See appendix A.5.

Remark 3.9. The linear equation (3.10a) is exactly the same as the continuous part of the Lax pair of (1.4c) by taking lattice parameter zero, see e.g. [12], which is also an alternative representation of the spectral problem for the 2D Toda system, cf. [13, 14]. Equation (3.10b) is, however, a novel one that has not yet appeared in the literature, as far as we know.

The linear system (3.10) forms a Lax pair for the semi-discrete equation (3.6), as the compatibility condition

\[
\partial_1 (\phi_{n+1}) = \partial_1 \phi_{n+1}^{-1}
\]

gives rise to the semi-discrete equation (3.6). The linear system (3.10) also serves as the Lax pair for equations (3.5) or (3.8), once the potential \(u_n\) is replaced by \(\tau_n\) or \(v_n\). To construct the adjoint Lax pair of equation (3.6), we need to focus on the wave function \(v_n(k')\). The main results are presented in the proposition and theorem below.

Proposition 3.10. The wave function \(v_n(k')\) satisfies dynamical evolutions as follows:

\[
\partial_1 v_n(k') = v_n(k') \Lambda + v_n(k') O u_n,
\]

(3.11a)

\[
\partial_1 v_n(k') = v_n(k') \frac{p_1 - \Lambda}{p_1 + \Lambda} + 2p_1 v_n(k') \frac{1}{p_1 + \Lambda} O \frac{1}{p_1 - \Lambda} u_n.
\]

(3.11b)

\[
\partial_1 v_{n-1}(k') = -v_n(k') \Lambda + v_n(k') O u_{n-1}.
\]

(3.11c)

Theorem 3.11. For an arbitrary solution \(v_n(k')\) to the linear integral equation (1.4b) and associated \(U_n\) given by (2.5), the adjoint scalar wave function \(\psi_n = [v_n(k')]^{(0)}\) and the nonlinear potential \(u_n = U_n^{(0)}\) satisfy the linear system

\[
\partial_1 \psi_n = -\psi_{n+1} + (u_{n+1} - u_n) \psi_n,
\]

(3.12a)

\[
\partial_1 \psi_n = \frac{2p_1 + u_{n+1} - u_n}{1 + \exp \left[ \partial_1^{-1}(u_{n+1} - u_n) - \partial_1^{-1}(u_n - u_n) \right]} \psi_n - \frac{2p_1 + u_{n+1} - u_n}{1 + \exp \left[ \partial_1^{-1}(u_{n+1} - u_n) - \partial_1^{-1}(u_n - u_n) \right]} \psi_n.
\]

(3.12b)

The linear system (3.12) forms the adjoint Lax pair of the semi-discrete equation (3.6). We note that such a linear problem is not gauge equivalent to (3.10).
3.3. Continuum limit. We present two different continuum limit schemes to show that the proposed new semi-discrete \((3.6)\) is the integrable semi-discretisation of both the differential-difference KP equation and the 2D Toda equation.

We first let \(n_1 \to \infty\) and \(p_1 \to \infty\) and introduce the change of variables \((x_1, n_1, n) \to (x_1, x_3, n)\) given by

\[
x_1 + \frac{2n_1}{p_1} = x_1, \quad \frac{2n_1}{3p_1} = x_3 \quad \text{and} \quad n = n_1.
\]

(3.13)

Then by series expansion of \((3.3)\), we obtain a DAE

\[
\partial_3 \ln \frac{\tau_{n+1} \tau_{n-1}}{\tau_n} = \partial_1^3 \ln (\tau_{n+1} \tau_{n-1}) + 3 \left( \partial_1^2 \ln \tau_{n+1} \right) \left( \partial_1 \ln \tau_n \right) - 3 \left( \partial_1 \ln \tau_{n+1} \right) \left( \partial_1 \ln \tau_{n-1} \right) + \left( \partial_1 \ln \tau_{n+1} \right)^3 - \left( \partial_1 \ln \tau_{n-1} \right)^3
\]

(3.14)

arising as the coefficient of the lowest order term, i.e. the term of \(O(p^{-2})\). Equation \((3.14)\) is equivalent to the coupled system of bilinear equations (see the appendix of \([31]\)) as follows:

\[
(D_1^2 + D_2) \tau_n \cdot \tau_{n+1} = 0, \quad (D_1^2 - 4D_1 - 3D_2) \tau_n \cdot \tau_{n+1} = 0,
\]

by eliminating the derivative with respect to \(x_3\), where \(D_j\) stands for Hirota’s bilinear operator defined as

\[
D_j f \cdot g = \left( \frac{\partial}{\partial x_j} - \frac{\partial}{\partial x_j'} \right) f(x_1, x_2, \ldots) g(x_1, x_2, \ldots)
\]

for arbitrary differentiable functions \(f = f(x_1, x_2, \ldots)\) and \(g = g(x_1, x_2, \ldots)\). Similarly, we can also perform \((3.13)\) on the nonlinear equation \((3.6)\) and evaluate its continuum limit. As a result, we obtain a DAE in the form of

\[
\partial_1^3 (u_{n+1} - 2u_n + u_{n-1}) = \partial_1^3 (u_{n+1} + u_n + u_{n-1}) + \partial_1 \left[ 3(u_{n+1} - u_n) \partial_1 u_{n+1} - 3(u_n - u_{n-1}) \partial_1 u_{n-1} + (u_{n+1} - u_n)^3 - (u_n - u_{n-1})^3 \right].
\]

(3.15)

We remark that equation \((3.15)\) is the potential form of the third-order differential-difference KP equation introduced in \([19]\).

Alternatively, we let \(n_1 \to \infty\) and \(p_1 \to 0\) and introduce new coordinates \((x_1, x_3, n)\) which are connected with the old ones \((x_1, n_1, n)\) through

\[
x_1 = x_1, \quad 2n_1 p_1 = x_3 \quad \text{and} \quad n = n_1.
\]

(3.16)

Expanding equation \((3.5)\) into a series in terms of the positive powers of \(p_1\), we obtain from the leading positive term the following equation:

\[
\frac{1}{2} D_2 D_{-1} \tau_n \cdot \tau_{n+1} = \tau_n^2 - \tau_n \tau_{n+1}^2,
\]

(3.17)

namely the bilinear 2D Toda equation, see e.g. \([23,56]\). The change of coordinates \((3.16)\) also brings us another DAE

\[
\partial_1 \ln (1 - 2u_n - u_{n+1} - u_{n-1}) = \partial_1^3 (u_{n+1} - 2u_n + u_{n-1})
\]

(3.18)

as the continuum limit of \((3.5)\). Equation \((3.18)\) is one of the nonlinear forms of the 2D Toda equation (see e.g. \([17]\)), gauge equivalent to the well-known form

\[
\partial_1 \partial_3 \varphi_n = e^{\varphi_1 - \varphi_3} - e^{\varphi_{1+1} - \varphi_3},
\]

given by Mikhailov \([36]\), through the Miura-type transformation \(u_{n+1} - u_n = \partial_1 \varphi_n\).

4. Semi-discrete Drinfel’d–Sokolov hierarchies

4.1. General reduction formulae. The semi-discrete equation \((3.6)\) is the one associated with the algebra \(A_{\infty}\), as the most general model in this paper. In this section, we construct the semi-discrete equations associated with infinite-dimensional algebras \(B_{\infty}\) and \(C_{\infty}\) and also Kac–Moody algebras \(A_{\infty}^{(1)}, A_{\infty}^{(2)}, C_{\infty}^{(1)}\) and \(D_{\infty}^{(1)}\) in the Drinfel’d–Sokolov classification, from the semi-discrete equation \((3.6)\). This is realised by imposing restrictions on the integration measure \(d\zeta(k, k')\) and the integration domain \(D\) (see \([61]\)), which leads to symmetry and periodicity constraints on the discrete independent variable \(n\). As a consequence, the independent variable \(n\) turns out to be an index, labelling multi-component variables for the reduced integrable equations.

We start with the reduction to \(B_{\infty}\), by taking a symmetric domain \(D\) and a special measure \(d\zeta(k, k')\) satisfying

\[
d\zeta(k, k') = d\zeta' (k, k') k, \quad \text{in which} \quad d\zeta' (k, k') = -d\zeta' (k', k), \quad \forall (k, k') \in D.
\]

(4.1)

Notice that the infinite matrix \(\mathbf{C}_n\) defined as \((2.1)\) with the plane wave factors \((1.3)\) reads

\[
\mathbf{C}_n = \int_D d\zeta' (k, k') e(k) e(k') e^{(k+k')} \left| \frac{p_1 + k}{p_1 - k} \right|^n \left| \frac{p_1 - k}{p_1 - k} \right|^{1-n} = \mathbf{C}_{-1} \cdot \mathbf{C}_n
\]

in the \(A_{\infty}\) case. It is direct to verify that under the special constraint \((4.1)\) we have

\[
\mathbf{C}_n = \int_D d\zeta' (k, k') e(k) e^{(k+k')} \left| \frac{p_1 + k}{p_1 - k} \right|^n \left| \frac{p_1 - k}{p_1 - k} \right|^{1-n} = \mathbf{C}_{-1} \cdot \mathbf{C}_n.
\]
This together with the symmetry $\mathbf{\Omega} = \mathbf{\Omega}$ results in the same reduction on $U_n$ and $\tau_n$, by doing the same analysis on $(2.5)$ and $(2.7)$. In other words, we have the symmetry reductions

$$\tau_{-1-n} = \tau_n \quad \text{and} \quad u_{-1-n} = u_n$$

in the $B_{\infty}$ case. Similarly, we impose the restriction that $D$ and $d\zeta(k, k')$ are both symmetric for the $C_{\infty}$ class, namely

$$d\zeta(k, k') = d\zeta(k', k), \quad \forall(k, k') \in D.$$  

Thus we accordingly obtain the reduction conditions

$$\tau_{-n} = \tau_n \quad \text{and} \quad u_{-n} = u_n,$$

which help to reduce $(3.5)$ and $(3.6)$ to the $C_{\infty}$-type equations, respectively. We note that in these two classes there is no reduction on the wave functions $\phi_n$ and $\psi_n$. Hereby, the corresponding Lax pairs share the same form of $(3.10)$ and $(3.12)$, subject to $(4.2)$ and $(4.3)$, respectively.

For the $A_r^{(1)}$ class, we take a special measure of the form

$$d\zeta(k, k') = \sum_{j=1}^{N} \frac{1}{2\pi} \frac{d\lambda_j(k)dk'}{k' + \omega_j^N(k)},$$

in which $\omega_j^N$ for $j = 1, 2, \cdots, q(N)$, with $q(\cdot)$ being Euler’s totient function, denote all the primitive $N$th roots of unity, and $d\lambda_j(k)$ are arbitrary measures. Such a measure deep down indicates that a constraint $k^N = (-k')^N$ is imposed on the spectral parameters $k$ and $k'$. This results in the periodicity conditions

$$C_{N+N} = C_n \quad \text{and} \quad U_{n+N} = U_n,$$

according to $(2.1)$ and $(2.5)$. Following the definitions of $u_n$ and $\tau_n$ as well as $(2.4a)$ and $(2.4b)$, we can induce the $A_r^{(1)}$ reduction by setting $N = r + 1$, which is composed of

$$\tau_{n+r+1} = \tau_n, \quad u_{n+r+1} = u_n, \quad \phi_{n+r+1} = k_{r+1} \phi_n \quad \text{and} \quad \psi_{n+r+1} = k^{-(r+1)} \psi_n;$$

The formula $(4.7)$ reduces the semi-discrete equation $(4.6)$ to the $(1+1)$-dimensional differential-difference system with respect to $n_1$ and $x_1$. However, the obtained integrable system is different from that discussed in [17]. This is because here the discrete dispersion relation described by $n_1$ relies on the spectral parameter in a fractionally linear way according to $(1.2)$. In other words, we present a different integrable semi-discretisation of the GD hierarchy, which, of course, takes a more complex form compared with the existing result.

Next, we take a special measure

$$d\zeta(k, k') = k \sum_{j=1}^{q(N)} \frac{1}{2\pi} \frac{d\lambda_j(k)dk'}{k' + \omega_j^N(k)},$$

when $N = 2r + 1$, this leads to the $A_r^{(2)}$ reduction, composed of

$$\tau_{n+2r+1} = \tau_n, \quad \tau_{-n} = \tau_n, \quad u_{n+2r+1} = u_n, \quad u_{-n} = u_n, \quad \phi_{n+2r+1} = k_{2r+1} \phi_n \quad \text{and} \quad \psi_{n+2r+1} = k^{-(2r+1)} \psi_n;$$

while for $N = 2r + 2$, we obtain the reduction to $D_{r+1}$, namely

$$\tau_{n+2r+2} = \tau_n, \quad \tau_{-n} = \tau_n, \quad u_{n+2r+2} = u_n, \quad u_{-n} = u_n, \quad \phi_{n+2r+2} = k_{2r+2} \phi_n \quad \text{and} \quad \psi_{n+2r+2} = k^{-(2r+2)} \psi_n.$$

Finally, we consider a special measure in the form

$$d\zeta(k, k') = \sum_{j=1}^{q(N)} \frac{1}{2\pi} \frac{d\lambda_j(k)dk'}{k' + \omega_j^N(k)}.$$
which follows from (3.3a), (3.3c) and (4.6). The second one is a direct consequence of

\[
\prod_{n=0}^{N-1} \frac{V_{n+1}(-p_1)}{V_n(-p_1)} = \prod_{n=0}^{\infty} \frac{2p_1 + \partial_1 \ln \tau_{n+1}}{p_1 \left( 1 + \frac{\tau_n \tau_{n+1}}{\tau_{n+1}} \right)} = 1
\]
due to (4.5) and (4.6) as well as (3.4a).

The reduced semi-discrete equations are obtained by imposing their respective reduction conditions as well as the constraints (4.13) on the corresponding objects in the \(A_\infty\) case.

4.2. Examples. In this subsection, we list the semi-discrete equations associated with the Kac–Moody algebras \(A_1^{(1)}\), \(A_2^{(2)}\), \(C_2^{(1)}\) and \(D_5^{(2)}\). Each equation is integrable in the sense of having a Lax pair taking the form of

\[
\partial \Phi = P \Phi, \quad Q_1 \Phi = Q_2 \Phi,
\]
where \(\Phi \equiv (\phi_0, \phi_1, \ldots, \phi_{N-1})\), and \(P\), \(Q_1\) and \(Q_2\), as we shall see below, are \(\mathbb{Z}_N\) graded matrices. The linear equation (4.14b) is a new discretisation of the Lax scheme discussed in [13,14]. This is because the effective Lax matrix in (4.14b), i.e. \(Q_1^{-1} Q_2\), takes the form of a fraction of \(\mathbb{Z}_N\) graded matrices, which differs from the one for the discrete Bogoyavlensky-type equations, cf. [15]. We also note that on the 2D level the adjoint Lax pair is gauge equivalent to the standard one, in contrast to the 3D case. For this reason, we do not list the adjoint ones in this subsection. In addition, we adopt a new notation

\[
e_{m,n} = 1 + \exp \left[ \partial_1^{-1}(u_n - \bar{u}_n) - \partial_1^{-1}(u_n - \bar{u}_n) \right]
\]
for examples below, in order to express our results more compactly.

**Example 4.1.** The \(A_1^{(1)}\)-type equation is a two-component system composed of

\[
\partial_1 \ln(2p_1 + u_0 - \bar{u}_0) = 2u_1 - 2u_0 + (2p_1 + u_0 - \bar{u}_0) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,0}}, \tag{4.15a}
\]
\[
\partial_1 \ln(2p_1 + u_1 - \bar{u}_1) = 2u_0 - 2u_1 + (2p_1 + u_1 - \bar{u}_1) - \frac{2(2p_1 + u_0 - \bar{u}_0)}{e_{0,1}}. \tag{4.15b}
\]
The Lax matrices \(P\), \(Q_1\) and \(Q_2\) are given as follows:

\[
P = \begin{pmatrix} u_1 - u_0 & 1 \\ k^2 & u_0 - u_1 \end{pmatrix}, \quad Q_1 = \begin{pmatrix} 2p_1 + u_1 - \bar{u}_1 & -1 \\ e_{0,1} & 2p_1 + u_0 - \bar{u}_0 \end{pmatrix} e_{k^2}, \quad Q_2 = \begin{pmatrix} 2p_1 + u_1 - \bar{u}_1 & 1 \\ e_{1,0} & 2p_1 + u_0 - \bar{u}_0 \end{pmatrix} e_{k^2}.
\]

In this class, the potentials satisfy additional constraints

\[
\partial_1(u_0 + u_1) = -(u_0 - u_1)^2 \text{ and } \frac{(2p_1 + u_1 - \bar{u}_1)(2p_1 + u_0 - \bar{u}_0)}{e_{0,1} e_{1,0}} = p_1^2. \tag{4.17}
\]
The system (4.15) is a new semi-discretisation of the potential KdV equation. Compared with the well-known differential-difference KdV equation (see e.g. [26])

\[
\partial_1(\bar{u} + u) = - (\bar{u} - u)^2 + 2p_1(\bar{u} - u),
\]
equation (4.15) has a different \(n_1\)-part in the Lax pair, cf. [15,17]. This is mainly caused by the discrete factor in terms of \(n_1\) in the plane wave factor (1.3).

**Example 4.2.** The \(A_2^{(2)}\)-type equation is also a two-component system in the form of

\[
2\partial_1 \ln(2p_1 + u_0 - \bar{u}_0) = 2u_1 - 2u_0 + (2p_1 + u_0 - \bar{u}_0) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,0}}, \tag{4.18a}
\]
\[
\partial_1 \ln(2p_1 + u_1 - \bar{u}_1) = 2u_0 - 2u_1 + (2p_1 + u_1 - \bar{u}_1) - \frac{2(2p_1 + u_0 - \bar{u}_0)}{e_{0,1}}. \tag{4.18b}
\]
The corresponding Lax matrices are given by

\[
P = \begin{pmatrix} u_1 - u_0 & 1 \\ k^3 & 0 \\ u_0 - u_1 & 1 \\ 0 & 0 \end{pmatrix}, \quad Q_1 = \begin{pmatrix} a_{1,1} & -1 & 0 \\ 0 & a_{2,2} & -1 \\ -k^3 & 0 & a_{3,3} \end{pmatrix} \text{ and } Q_2 = \begin{pmatrix} b_{1,1} & 1 & 0 \\ 0 & b_{2,2} & 1 \\ k^3 & 0 & b_{3,3} \end{pmatrix},
\]
where the entries \(a_{ij}\) and \(b_{ij}\) are determined by

\[
a_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{0,1}}, \quad a_{2,2} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{1,0}}, \quad a_{3,3} = \frac{2p_1 + u_0 - \bar{u}_0}{2},
\]
and

\[
b_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{1,0}}, \quad b_{2,2} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{0,1}}, \quad b_{3,3} = \frac{2p_1 + u_0 - \bar{u}_0}{2},
\]
respectively. The only difference between (4.18) and (4.15) is the multiplier 2 on the left hand side of the first equation in (4.18). However, we have to point out that we cannot transfer one to the other through a simple scaling, as the algebras for the two
systems are entirely different, as we can see from their respective Lax representations. The potentials \( u_0 \) and \( u_1 \) in this class obey two additional constraints
\[
\partial_1(2u_0 + u_1) = -(u_0 - u_1)^2 \quad \text{and} \quad \frac{(2p_1 + u_1 - \bar{u}_1)(2p_1 + u_0 - \bar{u}_0)^2}{2e_{0,1}e_{1,0}} = \rho^3.
\]

**Example 4.3.** The \( C_2^{(1)} \)-type equation is a three-component system composed of the following nonlinear equations:
\[
\begin{align*}
\partial_1 \ln(2p_1 + u_0 - \bar{u}_0) &= 2u_1 - 2u_0 + (2p_1 + u_0 - \bar{u}_0) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,0}}, \\
\partial_1 \ln(2p_1 + u_1 - \bar{u}_1) &= u_2 - 2u_1 + u_0 + (2p_1 + u_1 - \bar{u}_1) - \frac{2p_1 + u_2 - \bar{u}_2}{e_{2,1}} - \frac{2p_1 + u_0 - \bar{u}_0}{e_{0,1}}, \\
\partial_1 \ln(2p_1 + u_2 - \bar{u}_2) &= 2u_1 - 2u_2 + (2p_1 + u_2 - \bar{u}_2) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,2}}.
\end{align*}
\]

The Lax matrices in this case are given by
\[
P = \begin{pmatrix}
    u_1 - u_0 & 1 & 0 & 0 \\
    0 & u_2 - u_1 & 1 & 0 \\
    0 & 0 & u_1 - u_2 & 1 \\
    k^4 & 0 & 0 & u_0 - u_1
\end{pmatrix}, \quad Q_1 = \begin{pmatrix}
    a_{1,1} & -1 & 0 & 0 \\
    0 & a_{2,2} & -1 & 0 \\
    0 & 0 & a_{3,3} & -1 \\
    -k^4 & 0 & 0 & a_{4,4}
\end{pmatrix} \quad \text{and} \quad Q_2 = \begin{pmatrix}
    b_{1,1} & 1 & 0 & 0 \\
    0 & b_{2,2} & 1 & 0 \\
    0 & 0 & b_{3,3} & 1 \\
    k^4 & 0 & 0 & b_{4,4}
\end{pmatrix},
\]

with the entries
\[
a_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{1,0}}, \quad a_{2,2} = \frac{2p_1 + u_2 - \bar{u}_2}{e_{1,2}}, \quad a_{3,3} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{2,1}}, \quad a_{4,4} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{1,0}},
\]

and
\[
b_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{1,0}}, \quad b_{2,2} = \frac{2p_1 + u_2 - \bar{u}_2}{e_{1,2}}, \quad b_{3,3} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{2,1}}, \quad b_{4,4} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{1,0}}.
\]

In this class, the variables \( u_0, u_1 \) and \( u_2 \) satisfy additional constraints
\[
\partial_1(u_0 + 2u_1 + u_2) = -(u_0 - u_1)^2 - (u_1 - u_2)^2 \quad \text{and} \quad \frac{(2p_1 + u_2 - \bar{u}_2)(2p_1 + u_1 - \bar{u}_1)^2(2p_1 + u_0 - \bar{u}_0)}{e_{1,0}e_{1,2}e_{2,1}e_{1,0}} = \rho^4.
\]

**Example 4.4.** The \( D_3^{(2)} \)-type equation is also a three-component coupled system which is composed of
\[
\begin{align*}
2\partial_1 \ln(2p_1 + u_0 - \bar{u}_0) &= 2u_1 - 2u_0 + (2p_1 + u_0 - \bar{u}_0) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,0}}, \\
\partial_1 \ln(2p_1 + u_1 - \bar{u}_1) &= u_2 - 2u_1 + u_0 + (2p_1 + u_1 - \bar{u}_1) - \frac{2p_1 + u_2 - \bar{u}_2}{e_{2,1}} - \frac{2p_1 + u_0 - \bar{u}_0}{e_{0,1}}, \\
2\partial_1 \ln(2p_1 + u_2 - \bar{u}_2) &= 2u_1 - 2u_2 + (2p_1 + u_2 - \bar{u}_2) - \frac{2(2p_1 + u_1 - \bar{u}_1)}{e_{1,2}}.
\end{align*}
\]

The Lax matrices in this class are given by
\[
P = \begin{pmatrix}
    u_1 - u_0 & 1 & 0 & 0 & 0 & 0 \\
    0 & u_2 - u_1 & 1 & 0 & 0 & 0 \\
    0 & 0 & u_1 - u_2 & 1 & 0 & 0 \\
    0 & 0 & 0 & u_0 - u_1 & 1 & 0 \\
    k^6 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad Q_1 = \begin{pmatrix}
    a_{1,1} & -1 & 0 & 0 & 0 & 0 \\
    0 & a_{2,2} & -1 & 0 & 0 & 0 \\
    0 & 0 & a_{3,3} & -1 & 0 & 0 \\
    0 & 0 & 0 & a_{4,4} & -1 & 0 \\
    -k^6 & 0 & 0 & 0 & a_{5,5} & -1 \\
\end{pmatrix} \quad \text{and} \quad Q_2 = \begin{pmatrix}
    b_{1,1} & 1 & 0 & 0 & 0 & 0 \\
    0 & b_{2,2} & 1 & 0 & 0 & 0 \\
    0 & 0 & b_{3,3} & 1 & 0 & 0 \\
    0 & 0 & 0 & b_{4,4} & 1 & 0 \\
    k^6 & 0 & 0 & 0 & 0 & b_{6,6}
\end{pmatrix},
\]

where the entries \( a_{ij} \) and \( b_{ij} \) are determined by
\[
a_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{0,1}}, \quad a_{2,2} = \frac{2p_1 + u_2 - \bar{u}_2}{e_{1,2}}, \quad a_{3,3} = \frac{2p_1 + u_2 - \bar{u}_2}{2},
\]
\[
a_{4,4} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{2,1}}, \quad a_{5,5} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{1,0}}, \quad a_{6,6} = \frac{2p_1 + u_0 - \bar{u}_0}{2},
\]

and
\[
b_{1,1} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{1,0}}, \quad b_{2,2} = \frac{2p_1 + u_2 - \bar{u}_2}{e_{2,1}}, \quad b_{3,3} = \frac{2p_1 + u_2 - \bar{u}_2}{2},
\]
\[
b_{4,4} = \frac{2p_1 + u_1 - \bar{u}_1}{e_{1,2}}, \quad b_{5,5} = \frac{2p_1 + u_0 - \bar{u}_0}{e_{0,1}}, \quad b_{6,6} = \frac{2p_1 + u_0 - \bar{u}_0}{2},
\]
respectively. Equation (4.24) looks very similar to (4.21), namely the only difference occurs in the coefficients of the left hand sides of the first and third equations. We comment that their respective algebraic structures are entirely different, from the aspects of solution and Lax representation. Likewise, the potentials \( u_0, u_1, u_2 \) in this class obey additional constraints

\[
2\partial_1(u_0 + u_1 + u_2) = -(u_0 - u_1)^2 - (u_1 - u_2)^2 \quad \text{and} \quad \frac{(2p_1 + u_2 - \tilde{u}_2)^2(2p_1 + u_1 - \tilde{u}_1)^2(2p_1 + u_0 - \tilde{u}_0)^2}{4e_{0,1,2}e_{1,2,0}} = p_1^5. \tag{4.26}
\]

The semi-discrete equations listed in this subsection are still nonlocal in terms of the flow variable \( x_1 \). We can certainly localise these equations by introducing new variables such as \( x_0 = \partial_1^{-1} u_n \). However, in order to establish the connection between these equations and the continuous Drinfel’d–Sokolov hierarchies, we still choose \( u_n \) as the potentials of these equations. Although the equations of \( u_n \) are nonlocal, we shall see in the forthcoming subsection that suitable continuum limits of these equations results in the potential forms of both positive and negative flows of the Drinfel’d–Sokolov hierarchies, which are, as expected, local equations.

We observe that all these semi-discrete equations are accompanied by additional constraints. From the first glance, these systems look overdetermined, as in each class the number of equations is greater than that of dependent variables. However, we would like to point out that these are actually not overdetermined systems. In fact, both the semi-discrete equations and additional constraints are derived from the DL, which implies that in each class the semi-discrete equations are compatible with the constraints, from the perspective of the corresponding solution space. To put it another way, the constraints do not further restrict the solution spaces of corresponding semi-discrete equations.

From this aspect, it is reasonable to ignore the constraints and only think of (4.15), (4.18), (4.21) and (4.24) as the semi-discrete Drinfel’d–Sokolov equations. These equations, after all, arise as the compatibility conditions of their corresponding Lax pairs. The additional constraints present restrictions on the variables \( u_n \) in each class, but unfortunately, it seems not possible to reduce the number of variables in the coupled semi-discrete systems here due to the feature of nonlocality.\(^1\) We will see in the forthcoming subsection that the number of components can be reduced in the continuous case by using the continuous analogues of these constraints, leading to well-known PDEs in the Drinfel’d–Sokolov classification.

The semi-discrete equations (4.15), (4.18), (4.21) and (4.24) play a role of the BTs for their corresponding continuous equations. To be more precise, these equations are the BTs of the multi-component systems (4.29), (4.30), (4.31) and (4.32), respectively. While the additional constraints in each class act as the non-auto BT (like Miura transformation) between the potentials \( u_n \). For example, the SK equation (4.35) and the KK equation (4.36) are two separate scalar models in the Drinfel’d–Sokolov classification. The first equation in (4.20) is the non-auto BT between (4.35) and (4.36). The SK and KK equations together can be reformulated as a two-component systems (4.30). Then the semi-discrete equation (4.18) plays a role of its auto BT from \((u_0, u_1)\) to \((\tilde{u}_0, \tilde{u}_1)\).

4.3. **Continuum limits to the Korteweg–de Vries-type and 2D Toda-type equations.** To convince us that the obtained \((1 + 1)\)-dimensional equations are suitable semi-discretisation of the Drinfel’d–Sokolov equations, continuum limits towards the KdV-type and 2D Toda-type equations are discussed in this subsection, illustrated by the above examples.

We first consider the continuum limits to the KdV-type equations. In the cases of \( A_1^{(1)} \), \( C_2^{(1)} \) and \( D_1^{(2)} \), we let \( n_1 \to \infty \) and \( p_1 \to \infty \) and introduce the change of variables \((x_1, n_1) \to (x_1, x_3)\) given by

\[
x_1 + \frac{2n_1}{p_1} \equiv x_1 \quad \text{and} \quad \frac{2n_1}{3p_1^3} \equiv x_3. \tag{4.27}
\]

While in the \( A_2^{(2)} \) case, the reduction of period 3 implies that the corresponding PDE describes evolutions with respect to the continuous independent variables \( x_1 \) and \( x_3 \). Hence, for \( A_2^{(2)} \)-type we let \( n_1 \to \infty \) and \( p_1 \to \infty \) and simultaneously introduce the new coordinates \((x_1, x_3)\) which are connected with the old ones \((x_1, n_1)\) through

\[
x_1 + \frac{2n_1}{p_1} \equiv x_1 \quad \text{and} \quad \frac{2n_1}{3p_1^3} \equiv x_5. \tag{4.28}
\]

Then taking the respective continuum limits of (4.15), (4.18), (4.21) and (4.24), we obtain continuous multi-component systems as follows.

\( A_1^{(1)}:\)

\[
-\partial_3(2u_0 - 2u_1) = \partial_1^3(2u_0 + 2u_1) + \partial_1 \left[ 6(u_1 - u_0)\partial_1 u_1 + 2(u_1 - u_0)^3 \right], \tag{4.29a}
\]

\[
-\partial_3(-2u_0 + 2u_1) = \partial_1^3(2u_0 + u_1) + \partial_1 \left[ 6(u_0 - u_1)\partial_1 u_0 + 2(u_0 - u_1)^3 \right]. \tag{4.29b}
\]

\(^1\)This is not surprising because such an issue also occurred in the literature. In [15], the discrete GD-type equations were also presented as multi-component systems accompanied by additional constraints (which were referred to as first integrals). As was pointed out by those authors, it is not always possible to reduce the number of potential by making use of the additional constraints.
\( A_2^{(2)}: \)
\[-\partial_3(u_0 - u_1) = \frac{1}{3} \partial_1^5(7u_0 + 3u_1) + \frac{1}{3} \partial_1 \left[ 15(\partial_1 u_0)(\partial_1^2 u_0) - 15(\partial_1 u_0)(\partial_1^2 u_1) - 10(\partial_1 u_1)(\partial_1^2 u_1) + 25(\partial_1 u_1)(\partial_1^2 u_1) \right. \]
\[+ 10(u_1 - u_0)\partial_1^3 u_1 + 15(u_1 - u_0)\partial_1 u_1 - \partial_1 u_0^2 \]
\[\left. + 10(u_1 - u_0)^2 \partial_1^2 u_1 - 5(u_1 - u_0)^2 \partial_1 u_1 - 2(u_1 - u_0)^3 \right] \]
\( (4.30a) \)

\[-\partial_3(-2u_0 + 2u_1) = \frac{1}{3} \partial_1^5(6u_0 + 4u_1) + \frac{1}{3} \partial_1 \left[ 50(\partial_1 u_0)(\partial_1^2 u_0) - 20(\partial_1 u_0)(\partial_1^2 u_1) - 30(\partial_1 u_1)(\partial_1^2 u_0) + 15(\partial_1 u_1)(\partial_1^2 u_1) \right. \]
\[- 20(u_1 - u_0)\partial_1^3 u_0 - 30(u_1 - u_0)\partial_1 u_1 - \partial_1 u_0^2 \]
\[\left. - 20(u_1 - u_0)^2 \partial_1^2 u_1 - 10(u_1 - u_0)^3 \partial_1 u_1 + 4(u_1 - u_0)^5 \right] \]
\( (4.30b) \)

\( C_2^{(1)}: \)
\[-\partial_3(2u_0 - 2u_1) = \partial_1^3(6u_0 + 2u_1) + \partial_1 \left[ 6(u_1 - u_0)\partial_1 u_1 + 2(u_1 - u_0)^3 \right] \]
\( (4.31a) \)

\[-\partial_3(-u_0 + u_1 - u_2) = \partial_1^3(u_0 + u_1 + u_2) + \partial_1 \left[ 3(u_2 - u_1)\partial_1 u_1 - 3(u_1 - u_0)\partial_1 u_0 + (u_2 - u_1)^3 - (u_1 - u_0)^3 \right] \]
\( (4.31b) \)

\[-\partial_3(-u_1 + u_2) = \partial_1^3(u_0 + u_1 + u_2) + \partial_1 \left[ 6(u_1 - u_2)\partial_1 u_1 + 2(u_1 - u_2)^3 \right] \]
\( (4.31c) \)

\( D_3^{(2)}: \)
\[-\partial_3(-u_0 + u_1 - u_2) = \partial_1^3(u_0 + u_1 + u_2) + \partial_1 \left[ 3(u_1 - u_0)\partial_1 u_1 + (u_1 - u_0)^3 \right] \]
\( (4.32a) \)

\[-\partial_3(-u_0 + u_1 - u_2) = \partial_1^3(u_0 + u_1 + u_2) + \partial_1 \left[ 3(u_2 - u_1)\partial_1 u_1 - 3(u_1 - u_0)\partial_1 u_0 + (u_2 - u_1)^3 - (u_1 - u_0)^3 \right] \]
\( (4.32b) \)

\[-\partial_3(-u_1 + u_2) = \partial_1^3(u_0 + u_1 + u_2) + \partial_1 \left[ 3(u_1 - u_2)\partial_1 u_1 + (u_1 - u_2)^3 \right] \]
\( (4.32c) \)

These are the multi-component representations of the Drinfel’d–Sokolov equations from our viewpoint, from which we can clearly observe the coefficients in terms of the corresponding Cartan matrices on the left hand sides. In order to explicitly write down the KdV-type equations in the Drinfel’d–Sokolov classification, we will have to make use of the constraints listed in the above subsection to decouple the multi-component systems. Below we list these equations example by example.

**Example 4.5.** The continuum limits of the additional constraints in (5.17) yield the following equations:
\[ \partial_1(u_0 + u_1) = -(u_0 - u_1)^2, \]
\( (4.33a) \)
\[ \partial_3(u_0 + u_1) = -2(u_0 - u_1)\partial_1^4 u_0 - 2(u_0 - u_1) + 3(u_0 - u_1)^2 \partial_1(u_0 + u_1) \]
\[ - 3(\partial_1 u_0)^3 - 9(\partial_1 u_0)(\partial_1 u_1) - 4(u_0 - u_1)\partial_1^2(u_0 - u_1) - 2\partial_1^3(u_0 + u_1). \]
\( (4.33b) \)

This set of equations plays a role of the non-auto BT between potentials \( u_0 \) and \( u_1 \), which can be used to decouple the two-component system (4.29). To be more precise, (4.33) can help to eliminate \( u_0 \) (resp. \( u_1 \)) in equation (4.29a) (resp. (4.29b)). Consequently, we find that both \( u_0 \) and \( u_1 \) satisfy the same closed-form scalar equation as follows:
\[ \partial_3 u = \frac{1}{4} \partial_1^4 u + \frac{3}{2} \partial_1^2 u, \]
\( (4.34) \)
which is nothing but the (potential) KdV equation.

**Example 4.6.** We can similarly take the continuum limit of (4.20) and decouple (4.30). As a result, we obtain the two separate scalar PDEs of \( u_0 \) and \( u_1 \), given by
\[ \partial_3 u_0 = -\frac{1}{9} \partial_1^5 u_0 - \frac{5}{3} (\partial_1 u_0) (\partial_1^3 u_0) - \frac{5}{3} (\partial_1 u_0)^3 \]
\( (4.35) \)
and
\[ \partial_3 u_1 = -\frac{1}{9} \partial_1^5 u_1 - \frac{5}{3} (\partial_1 u_1) (\partial_1^3 u_1) - \frac{5}{3} (\partial_1 u_1)^3 - \frac{5}{4} (\partial_1^2 u_1)^2, \]
\( (4.36) \)
which are the respective potential forms of the famous SK and KK equations.

**Example 4.7.** The continuum limits of the constraints in (4.23) help to eliminate \( u_2 \) in (4.31) and reduces the three-component system to a two-component system for \((u_0, u_1)\) given by
\[ \partial_3 u_0 = -\frac{1}{2} \partial_1^5 u_0 - \frac{3}{4} \partial_1^3 u_1 - \frac{3}{4} \partial_1 u_0^2 + \frac{3}{2} (\partial_1 u_0)(\partial_1 u_1) - \frac{9}{4} (\partial_1 u_1)^2 \]
\[ + 3(\partial_1^2 u_1)(u_0 - u_1) + \frac{3}{2} \partial_1 u_0 - 3\partial_1 u_1(u_0 - u_1)^2 - \frac{3}{4}(u_0 - u_1)^4, \]
\( (4.37a) \)
\[ \partial_3 u_1 = \frac{1}{3} \partial_1^5 u_1 - \frac{3}{4} (\partial_1 u_0)^2 - \frac{3}{2} (\partial_1 u_0)(\partial_1 u_1) + \frac{3}{2} (\partial_1 u_1)^2 - \frac{3}{7} (\partial_1 u_0 + \partial_1 u_1)(u_0 - u_1)^2 - \frac{3}{4}(u_0 - u_1)^4. \]
\( (4.37b) \)

We can alternatively eliminate \( u_0 \) and write down a coupled system for \((u_2, u_1)\), which takes exactly the same form as (4.37). Equation (4.37) is a deformed form of the Hirota–Satsuma equation.
Example 4.8. The continuous analogue of (4.26) can further be used to reduce the number of components in (4.32). This leads to a two-component system for \((u_0, u_1)\) given by
\[
\partial_3 u_0 = -2\partial_1^2 u_0 - \partial_1^3 u_1 - 2(\partial_1 u_0)(\partial_1 u_1) - \frac{5}{2}(\partial_1 u_1)^2 \\
+ 3(\partial_2^2 u_1)(u_0 - u_1) + (\partial_1 u_0 - 4\partial_1 u_1)(u_0 - u_1)^2 - \frac{1}{2}(u_0 - u_1)^4, 
\]
(4.38a)
and also another two-component system for \((u_2, u_1)\) which takes exactly the same form of (4.38). Equation (4.38) is a deformed form of Ito’s coupled KdV equation.

The limits to the 2D Toda-type equations are the same as (3.16). We let \(n_1 \to \infty\) and \(p_1 \to 0\) and introduce the change of variables from \((x_1, n_1)\) to \((x_1, x_{-1})\) composed of
\[x_1 = x_1 \quad \text{and} \quad 2n_1p_1 = x_{-1}. \tag{4.39}\]
Then by series expansion, the respective leading terms in the continuum limits of (4.15), (4.18), (4.21) and (4.24) give rise to the multi-component systems as follows:

\[A_1^{(1)}: \]
\[
\partial_1 \left( \frac{\ln(1 - \partial_1 u_0)}{\ln(1 - \partial_1 u_1)} \right) = -\left( \frac{2}{2} \right) \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right), \tag{4.40}
\]

\[A_2^{(2)}: \]
\[
\partial_1 \left( \frac{\ln(1 - \partial_1 u_0)}{\ln(1 - \partial_1 u_1)} \right) = -\left( \frac{1}{2} \right) \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right), \tag{4.41}
\]

\[C_2^{(1)}: \]
\[
\partial_1 \left( \frac{\ln(1 - \partial_1 u_0)}{\ln(1 - \partial_1 u_1)} \right) = -\left( \begin{array}{ccc} 2 & -2 & 0 \\ -1 & 2 & -1 \\ 0 & 2 & 0 \end{array} \right) \left( \begin{array}{c} u_0 \\ u_1 \\ u_2 \end{array} \right), \tag{4.42}
\]

\[D_3^{(2)}: \]
\[
\partial_1 \left( \frac{\ln(1 - \partial_1 u_0)}{\ln(1 - \partial_1 u_1)} \right) = -\left( \begin{array}{ccc} 1 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 1 \end{array} \right) \left( \begin{array}{c} u_0 \\ u_1 \\ u_2 \end{array} \right). \tag{4.43}
\]

These equations are equivalent forms of the 2D Toda-type equations. Equations (4.40), (4.41), (4.42) and (4.43), as expected, can alternatively be obtained by performing (4.17), (4.19), (4.12) and (4.10) on (4.18), respectively.

We can also reduce the number of variables in the 2D Toda-type equations, by following the same procedure of deriving the KdV-type equations, from which the respective negative flows of the Drinfel’d–Sokolov hierarchies are obtained.

Example 4.9. In the \(A_1^{(1)}\) class, by performing the limit (4.39) on the second equation in (4.17) we obtain
\[
(1 - \partial_{-1} u_0)(1 - \partial_{-1} u_1) = 1. \tag{4.44}
\]
Equation (4.44) allows us eliminate either \(u_0\) or \(u_1\) in (4.40). At the end, we find that in this class both \(u_0\) and \(u_1\) satisfy
\[
1 - \partial_{-1} u - \frac{1}{2}\partial_1 \partial_{-1} \ln(1 - \partial_{-1} u)(1 - \partial_{-1} u) = 1, \tag{4.45}
\]
i.e. the negative flow of the KdV equation (4.34).

Example 4.10. In the \(A_2^{(2)}\) class, we can make use of the limit (4.20) to reduce the number of components in (4.41), which leads to two separate equations given by
\[
[1 - \partial_{-1} u_0 - \partial_1 \partial_{-1} \ln(1 - \partial_{-1} u_0)](1 - \partial_{-1} u_0)^2 = 1 \tag{4.46}
\]
and
\[
[1 - \partial_{-1} u_1 + \frac{1}{2}\partial_1 \partial_{-1} \ln(1 - \partial_{-1} u_1)]^2 (1 - \partial_{-1} u_1) = 1, \tag{4.47}
\]
respectively, which form the respective negative flows of the SK equation (4.35) and the KK equation (4.36).

Example 4.11. In the \(C_2^{(1)}\) class, the number of components in (4.26) can be reduced with the help of the continuum limit of (4.23). We then derive, for example, a two-component system for \((u_0, u_1)\) by eliminating \(u_2\) as follows:
\[
\partial_1 \ln(1 - \partial_{-1} u_0) = -2u_0 + 2u_1, \tag{4.48a}
\]
\[
[1 + \partial_{-1} u_0 - 2\partial_{-1} u_1 - \partial_1 \partial_{-1} \ln(1 - \partial_{-1} u_1)](1 - \partial_{-1} u_0)(1 - \partial_{-1} u_1)^2 = 1, \tag{4.48b}
\]
namely the negative flow of (4.37). Equation (4.48) can be decoupled by eliminating \(u_1\), leading to a higher-order scalar equation for the potential \(u_0\). Alternatively, we can derive a coupled system for \((u_2, u_1)\), which is exactly the same as (4.48).
Example 4.12. In the $D^{(2)}_3$ class, we can also make use of the continuous analogue of (4.26) to reduce the number of components in (4.43). Consequently, we derive for $(u_0, u_1)$ a two-component system

$$\begin{align*}
\frac{\partial}{\partial t_1} \ln(1 - \partial_{-1} u_0) &= -u_0 + u_1, \\
[1 + \partial_{-1} u_0 - 2\partial_{-1} u_1 + \partial_{-1} \ln(1 - \partial_{-1} u_1)](1 - \partial_{-1} u_0)(1 - \partial_{-1} u_1) &= 1,
\end{align*}$$

i.e., the negative flow of (4.38). Since $u_0$ and $u_2$ are on the same footing in (4.43), equation (4.49) also holds for $(u_2, u_1)$. Equation (4.49) can be decoupled by eliminating $u_1$, which results in a higher-order scalar PDE for $u_0$.

We have successfully discussed the two different continuum limits of the semi-discrete Drinfeld–Sokolov equations. Similarly, by performing the two limit schemes on the linear problems of the form (4.14b), we are able to recover the linear problem (4.14a) and its higher-order counterparts in the series expansion for the KdV-type equations and the linear problem in terms of the flow variable $x_1$ for the 2D Toda-type equations. Since these are known results, cf. e.g. [12][14], we omit the relevant formulae here.

5. Concluding remarks

We constructed a large class of novel integrable semi-discrete equations within the DL framework, in the language of infinite matrix. In our scheme, the fundamental model is a new semi-discrete equation with two discrete and one continuous independent variables, i.e. (3.6), which is integrable in the sense of possessing Lax representation. This equation plays a role of discretisation (4.14a) and its higher-order counterparts in the series expansion for the KdV-type equations and the linear problem in terms of the flow variable $x_1$ for the 2D Toda-type equations. Since these are known results, cf. e.g. [12][14], we omit the relevant formulae here.

From our framework, the semi-discrete equation (3.6) is associated with the infinite-dimensional algebra $\mathfrak{A}_\infty$. Thus, by performing various reductions on this master equation, we successfully constructed the semi-discrete Drinfeld–Sokolov hierarchies associated with the Kac–Moody algebras $A^{(1)}_1$, $A^{(2)}_2$, $C^{(1)}_1$ and $D^{(2)}_{1+1}$. Our result partly solved the unsolved problem proposed by Date, Jimbo and Miwa in [6] in their series work, though we firmly believe that it could be solved in their framework. We have also shown that all these semi-discrete Drinfeld–Sokolov equations have a unified Lax structure (4.14), in which the $n_1$-part provides a new discrete version of the theory of factorisation of operators proposed by Fordy and Gibbons [13][14].

The semi-discrete modified Drinfeld–Sokolov hierarchies seem not to exist in our framework. This is because in the higher-dimensional case, the nonlocality in terms of the discrete variable $n$ cannot be avoided in the semi-discrete modified equation (3.8), resulting in the consequence that an divergence issue appears when we perform periodic reductions. This also coincides the statement made by Adler and Postnikov [11] that there may not exist a Miura transform between SK and KK, while such an issue does not occur in the continuum case, guaranteed by the existence of the FG equation, i.e. an equation as the modification of both SK and KK, see [12].

Our construction also naturally induces exact solutions for the obtained semi-discrete equations. The procedure follows from the original idea from Fokas and Ablowitz [10]. In fact, by specifying integration measure and integration domain, we are able to construct special classes of explicit solutions. For instance, the Cauchy matrix type solution (i.e. finite-pole solution) can be easily obtained by taking a special integration measure containing a finite number of poles. Since the reductions that we perform in this paper coincide with those in the theory of the 2D Toda-type equations, we refer the reader to [61] for the general formulae of the Cauchy matrix solutions of all the discussed semi-discrete Drinfeld–Sokolov equations by substituting the plane wave factors $\rho_n(k)$ and $\sigma_n(k')$ with (1.3).

Finally, we would like to point out that the DL framework allows us to search for the fully discrete Drinfeld–Sokolov hierarchies. However, a number of nontrivial techniques are involved in the construction of closed-form integrable discrete equations, which also leads to very different integrability characteristics. For this reason, we shall present those results separately.
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Appendix A. Derivation of the infinite matrix relations and closed-form equations

A.1. Derivation of (3.3). We first derive the dynamical evolution of $U_n$ in terms of the continuous independent variable $x_1$. The derivative of (2.5) with respect to $x_1$ provides us with

$$\frac{\partial}{\partial t_1} U_n = (1 - U_n \Omega)(\partial_1 C_n) - (\partial_1 U_n) \Omega C_n,$$

which can alternatively be written as

$$(\partial_1 U_n)(1 + \Omega C_n) = \Lambda C_n + U_n \Lambda - U_n \Omega \Lambda C_n.$$

If we substitute $\Omega \Lambda$ with $O - 1 \Lambda$ by following (3.2), the above equation turns out to be

$$(\partial_1 U_n)(1 + \Omega C_n) = \Lambda C_n + U_n \Lambda(1 + \Omega C_n) - U_n \Omega C_n.$$
In other words, $U_n$ obeys the dynamical evolution (3.3a). We next derive the discrete evolution of $U_n$ with respect to $n_1$. Performing the $\tilde{\tau}$ operation on (2.5) and simultaneously multiplying it by $\frac{p_1 + \Lambda}{p_1 - \Lambda}$, we obtain

$$\tilde{U}_n \frac{p_1 - \Lambda}{p_1 + \Lambda} = (1 - \tilde{U}_n \Lambda) \tilde{C}_n \frac{p_1 - \Lambda}{p_1 + \Lambda} = \frac{p_1 + \Lambda}{p_1 - \Lambda} \tilde{C}_n - \tilde{U}_n \Lambda \frac{p_1 + \Lambda}{p_1 - \Lambda} \tilde{C}_n,$$

where in the last step we have made use of (3.1b). Notice that (3.2) implies that

$$\tilde{\Omega} \frac{p_1 + \Lambda}{p_1 - \Lambda} - \frac{p_1 - \Lambda}{p_1 + \Lambda} \tilde{\Omega} = 2p_1 \frac{1}{p_1 + \Lambda} \tilde{\Omega} \frac{1}{p_1 - \Lambda}.$$

We derive that the infinite matrix $U_n$ satisfies

$$\tilde{U}_n \frac{p_1 - \Lambda}{p_1 + \Lambda} = \frac{p_1 + \Lambda}{p_1 - \Lambda} \tilde{C}_n - \tilde{U}_n \Lambda \frac{p_1 + \Lambda}{p_1 - \Lambda} \tilde{C}_n,$$

which is equivalent to (3.3b). The derivation of (3.3c) is very similar to that of (3.3b), by shifting (2.5) by one unit with respect to $n$.

A.2. Derivation of (3.4). First of all, we differentiate $\ln \tau_n$ with respect to $x_1$ and obtain

$$\partial_1 \ln \tau_n = \partial_1 \ln \left[ \det(1 + \Omega \mathcal{C}_n) \right] = \partial_1 \ln \left[ \det(1 + \Omega \mathcal{C}_n) \right] = \left[ \det(1 + \Omega \mathcal{C}_n) \right]$$

in which the identity $\ln \left[ \det(1 + \Omega \mathcal{C}_n) \right]$ is used for the second equality. Notice that $\mathcal{C}_n$ satisfies (3.1a), this equations can be further rewritten as

$$\partial_1 \ln \tau_n = \partial_1 \ln \left[ \det(1 + \Omega \mathcal{C}_n) \right] = \left[ \det(1 + \Omega \mathcal{C}_n) \right].$$

By replacing $\Omega \Lambda$ with the help of (3.2), we end up with

$$\partial_1 \ln \tau_n = \partial_1 \ln \left[ \det(1 + \Omega \mathcal{C}_n) \right] = \left[ \det(1 + \Omega \mathcal{C}_n) \right].$$

Secondly, performing the tilde shift operation on the tau function and simultaneously taking (3.1b) and (3.2) into consideration, we have

$$\tilde{\tau}_n = \det(1 + \Omega \tilde{\mathcal{C}}_n) = \det \left[ 1 + \Omega \frac{p_1 - \Lambda}{p_1 + \Lambda} \mathcal{C}_n \frac{p_1 + \Lambda}{p_1 - \Lambda} \right] = \det \left[ 1 + \Omega \mathcal{C}_n + 2p_1 \frac{1}{p_1 + \Lambda} \mathcal{C}_n \left( \frac{p_1 - \Lambda}{p_1 - \Lambda} \right) \right],$$

which is equivalent to

$$\tilde{\tau}_n = \det(1 + \Omega \mathcal{C}_n) \det \left[ 1 + 2p_1 \frac{1}{p_1 + \Lambda} \mathcal{C}_n \left( \frac{p_1 - \Lambda}{p_1 - \Lambda} \right) \right] = \tau_n \left[ 1 + 2p_1 \left( \frac{1}{p_1 - \Lambda} U_n \frac{1}{p_1 - \Lambda} \right) \right].$$

because of the Weinstein–Aronszajn formula as well as the relation (2.5). Hence, we derive the first equation in (3.4b). The second equality in (3.4b) is proven by performing $\tau$ operation on the tau function through the same procedure. Following the idea of deriving (3.4b), we can similarly preform the shift operation with regard to $n$ on the tau function. This gives rise to the two equalities in (3.4c).

A.3. Derivation of (3.5). The first few relations that we need are the ones derived from (3.3b). To find equations involving $V_n(a), W_n(b)$ and $S_n(a,b)$, we consider the operations $\frac{1}{p_1 - \Lambda}$, $\frac{1}{p_1 + \Lambda}$ and $\frac{1}{p_1 - \Lambda}$, one by one. These yield the respective dynamical evolutions of $V_n(a), W_n(b)$ and $S_n(a,b)$ with regard to $x_1$ as follows:

$$\partial_1 V_n(a) = a - aV_n(a) - \left( \Lambda U_n \frac{1}{a + \Lambda} \right) - u_n V_n(a),$$

$$\partial_1 W_n(a) = a - aW_n(a) - \left( \frac{1}{a + \Lambda} U_n \frac{1}{a + \Lambda} \right) - u_n W_n(a),$$

$$\partial_1 S_n(a,b) = 1 - W_n(a)V_n(b) - (a + b)S_n(a,b).$$

Next, we derive the necessary equations involving $u_n$, $V_n(a)$ and $W_n(a)$ which describe the evolution with respect to the discrete variable $n_1$. By evaluating (3.3b) in (2.5) as well as in (3.3b) and (3.3c) respectively. As a result, we achieve equations as follows:

$$a - aV_{n+1}(a) = \left( \Lambda U_n \frac{1}{a + \Lambda} \right) + u_{n+1} V_n(a),$$

$$a - aW_{n+1}(a) = \left( \frac{1}{a + \Lambda} U_n \frac{1}{a + \Lambda} \right) + u_n W_n(a),$$

$$W_{n+1}(a)V_n(b) = 1 - aS_n(a,b) - bS_{n+1}(a,b).$$
The above nine equations, i.e. (A.1), (A.2) and (A.3) form fundamental ingredients to construct a scalar equation for the tau function.

Now we establish their links with the tau function. If we take \( a = b = -p_1 \) in (A.1c) and (A.3c), respectively, these two equations are reformulated as

\[
V_a(-p_1)W_a(-p_1) = 1 + 2p_1S_a(-p_1,-p_1) - \partial_1 S_a(-p_1,-p_1) = 1 + 2p_1S_a(-p_1,-p_1) - \frac{1}{2p_1} \partial_1 [1 + 2p_1S_a(-p_1,-p_1)] 
\]

and

\[
V_a(-p_1)W_{n+1}(-p_1) = 1 + p_1S_a(-p_1,-p_1) + p_1S_{n+1}(-p_1,-p_1) = \frac{1}{2} \left[ 1 + 2p_1S_a(-p_1,-p_1) + 1 + 2p_1S_{n+1}(-p_1,-p_1) \right],
\]

respectively. Recall that (3.4b) provides a direct transformation between \( \tau_n \) and \( S_n(a,b) \). From the above two equations, we obtain

\[
V_a(-p_1)W_a(-p_1) = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{2p_1} \text{ and } V_a(-p_1)W_{n+1}(-p_1) = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{2p_1} \quad \text{(A.4)}
\]

which further induce the transformations

\[
\frac{V_{n+1}(p_1)}{V_n(p_1)} = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{p_1} \text{ and } \frac{W_{n-1}(p_1)}{W_n(p_1)} = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{p_1}. \quad \text{(A.5)}
\]

Adding (A.1a) and (A.3a) up, we are able to eliminate \( (\Delta U_n)^{(0,0)} \) and derive

\[
\partial_1 V_a(a) = u_{n-1} - a - 1 - \frac{V_{n+1}(p_1)}{V_n(p_1)} \quad \text{and similarly we have } \partial_1 W_a(a) = u_{n-1} - a - 1 - \frac{W_{n-1}(p_1)}{W_n(p_1)}, \]

which follows from (A.1b) and (A.3b). Setting \( a = -p_1 \) in these two equations, we immediately obtain

\[
\partial_1 V_a(-p_1) = u_{n-1} - u_n + p_1 \left( 1 - \frac{V_{n+1}(-p_1)}{V_n(-p_1)} \right) \quad \text{and } \partial_1 W_a(-p_1) = u_{n-1} - u_n + p_1 \left( 1 - \frac{W_{n-1}(-p_1)}{W_n(-p_1)} \right). \quad \text{(A.6)}
\]

We compute the addition of the two equations in (A.6), which leads to an identity

\[
\partial_1 \ln \left[ V_a(-p_1)W_a(-p_1) \right] = p_1 \left( 2 - \frac{V_{n+1}(p_1)}{V_n(p_1)} - \frac{W_{n-1}(p_1)}{W_n(p_1)} \right) + u_{n+1} - 2u_n + u_{n-1}. \]

Notice that the transformations (3.4a), (A.4) and (A.5) allow us to substitute \( u_n, V_n(-p_1)W_n(-p_1), \frac{V_{n+1}(p_1)}{V_n(p_1)} \) and \( \frac{W_{n-1}(p_1)}{W_n(p_1)} \) with the tau function. We finally reach to the scalar closed-form equation of (5.5).

Equation (5.5) is also obtainable by setting \( a = b = p_1 \) in the above derivation. In fact, when \( a = b = p_1 \) we have the transformations

\[
W_n(p_1)V_n(p_1) = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{2p_1} \text{ and } \frac{V_{n+1}(p_1)}{V_n(p_1)} = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{2p_1} \quad \text{(A.7)}
\]

as well as

\[
\frac{V_{n+1}(p_1)}{V_n(p_1)} = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{p_1} \text{ and } \frac{W_{n-1}(p_1)}{W_n(p_1)} = \frac{2p_1 + \partial_1 \ln \frac{\tau_{n+1}}{\tau_n}}{p_1}. \quad \text{(A.8)}
\]

Simultaneously, we have also

\[
\partial_1 \ln V_n(p_1) = u_{n+1} - u_n - p_1 \left( 1 - \frac{V_{n+1}(p_1)}{V_n(p_1)} \right) \quad \text{and } \partial_1 \ln W_n(p_1) = u_{n-1} - u_n - p_1 \left( 1 - \frac{W_{n-1}(p_1)}{W_n(p_1)} \right). \quad \text{(A.9)}
\]

Then the identity

\[
\partial_1 \ln \left[ V_n(p_1)W_n(p_1) \right] = u_{n+1} - 2u_n + u_{n-1} + p_1 \left( \frac{V_{n+1}(p_1)}{V_n(p_1)} + \frac{W_{n-1}(p_1)}{W_n(p_1)} - 2 \right)
\]

yields equation (5.5).

A.4. Derivation of (3.9). Recall that \( U_n \) satisfies (3.3a). By differentiating (2.4a) with respect to \( x_1 \), we have

\[
\partial_1 u_n(k) = (\partial_1 U_n(k))\mathcal{O}(k)p_n(k) + (1 - U_n(k))\mathcal{O}(k)[\partial_1 U_n(k)]
\]

\[
= - (\Delta U_n + U_n\Lambda - U_n\Omega U_n)\mathcal{O}(k)p_n(k) + (1 - U_n(k))\mathcal{O}(k)p_n(k)
\]

\[
= \Lambda(1 - U_n(k))\mathcal{O}(k)p_n(k) - U_n(\Omega + \Lambda\mathcal{O})\mathcal{O}(k)p_n(k) + U_n\Omega U_n\mathcal{O}(k)p_n(k). \]

Notice that \( \Omega \) satisfies (3.2), we thus obtain

\[
\partial_1 u_n(k) = \Lambda(1 - U_n(k))\mathcal{O}(k)p_n(k) - U_n(1 - U_n(k))\mathcal{O}(k)p_n(k).
\]
Making use of (3.9a) again, we end up with (3.9a). Next, we derive the dynamical evolution of $u_n(k)$ in terms of $n_1$. Performing the tilde shift on (3.6) provides us with

$$
\tilde{u}_n(k) = (1 - \tilde{U}_n \Omega \phi(k) \tilde{p}_n(k) = (1 - \tilde{U}_n \Omega) \frac{p_1 + \Lambda}{p_1 - \Lambda} \phi(k) \tilde{p}_n(k) = \frac{p_1 + \Lambda}{p_1 - \Lambda} \phi(k) \tilde{p}_n(k) - \tilde{U}_n \Omega \frac{1}{p_1 - \Lambda} \phi(k) \tilde{p}_n(k),
$$

Notice that $U_n$ satisfies (3.3b). We are able to reformulate this equation as

$$
\tilde{u}_n(k) = \frac{p_1 + \Lambda}{p_1 - \Lambda} (1 - U_n \Omega \phi(k) \tilde{p}_n(k) = 2p_1 \tilde{U}_n \Omega \frac{1}{p_1 - \Lambda} \phi(k) \tilde{p}_n(k),
$$

which is nothing but (3.9b). Following a similar procedure of deriving (3.9b), we can derive (3.9c) in virtue of (3.3c).

### A.5. Derivation of (3.10).

We subtract (3.9c) from (3.9a) and obtain

$$
\tilde{u}_n(k) = u_{n+1}(k) + (U_{n+1} - U_n) \tilde{u}_n(k),
$$

whose 0th-component gives us the linear equation (3.10a). To derive equation (3.10b), we evaluate (3.9b) and (3.9c) and obtain

$$
\tilde{\phi}_n + \phi_n = 2p_1 \tilde{V}_n(p_1) \left(\frac{1}{p_1 - \Lambda} u_a(k)\right)^{(0)}
$$
and

$$
p_1 \left(\frac{1}{p_1 - \Lambda} u_a(k)\right)^{(0)} - \left(\frac{1}{p_1 - \Lambda} u_{n+1}(k)\right)^{(0)} = W_{n+1}(-p_1) \phi_n.
$$

These two equations result in a linear equation in terms of $\phi_n$ taking the form of

$$
\frac{2 \tilde{V}_n(p) W_{n+1}(-p_1)}{2p_1 V_n(p_1) W_{n+1}(-p_1)} = \frac{\tilde{\phi}_{n+1} + \phi_{n+1}}{\tilde{\phi}_n + \phi_n} = \phi_n.
$$

Notice that setting $a = -p_1$ in (A.2b) and $b = p_1$ (A.2c), respectively yield

$$
\frac{\tilde{V}_n(-p_1)}{\tilde{V}_n(p_1)} = \frac{\tilde{\tau}_n}{\tilde{\tau}_n} \quad \text{and} \quad \frac{W_n(-p_1)}{W_n(p_1)} = \frac{\tilde{\tau}_n}{\tilde{\tau}_n},
$$

We finally reach to (3.10b), in virtue of (A.3) and (A.2a), where $\tau_n$ is replaced by $u_n$ through the transformation $u_n = \tilde{\phi}_n \ln \tau_n$.
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