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Abstract

The aim of this paper is to prove that Markov’s theorem on variation of zeros of orthogonal polynomials on the real line (Markoff in Math Ann 27:177–182, 1886) remains essentially valid in the case of paraorthogonal polynomials on the unit circle.
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1 Introduction

In 1886, A. A. Markov proved a remarkable theorem concerning the dependence of the zeros of the elements of a sequence of orthogonal polynomials \((p_n)_{n=1}^{\infty}\) on a real parameter \(t\) which appears in the weight function \(\omega\) defined on the real interval \([a, b]\) (see [40, p. 178]). Szegő devotes two sections of his classical book to expose Markov’s work (see [51, Sections 6.12 and 6.21]) and, in a more recent monograph on the subject, Ismail refers to Markov’s theorem as “an extremely useful theorem” (see [31, p. 203]). The beauty and wide applicability of this result rest on its powerful simplicity:

\[
\text{Under suitable conditions, the zeros of } p_n(\cdot; t) \text{ are increasing functions of } t \text{ sprovided that}
\]

\[
\frac{1}{\omega(x; t)} \frac{\partial \omega}{\partial t}(x; t)
\]

is an increasing function of \(x\) on \((a, b)\).
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As a direct consequence of his result, Markov himself showed that the zeros of
Jacobi polynomials, with weight function \( \omega(x; \alpha, \beta) = (1-x)^\alpha(1+x)^\beta \) on \([-1, 1] \)
for \( \alpha, \beta \in (-1, \infty) \), are decreasing functions of \( \alpha \) and increasing functions of \( \beta \). Indeed,

\[
\frac{1}{\omega(x; \alpha, \beta)} \frac{\partial \omega(x; \alpha, \beta)}{\partial \alpha} = \log(1-x),
\]
\[
\frac{1}{\omega(x; \alpha, \beta)} \frac{\partial \omega(x; \alpha, \beta)}{\partial \beta} = \log(1+x).
\]

Markov also attempts a general theorem to deal with the ultraspherical case \( \alpha = \beta \),
but his proof is incorrect. A proof of Markov’s theorem for even weight functions
on \([-1, 1]\)—easy once you realize that by mapping \((-1, 1)\) into \((0, 1)\) the problem
is reduced to the known case—can be found in [34, Corollary 2] in a more general
context.

Over the years, there were many extensions to the classical theory of orthogonal
polynomials on the real line (OPRL). After the influential works by Delsarte and Genin
[15–17] and Jones et al. [32] about the nowadays called paraorthogonal polynomials on
the unit circle (POPUC)—in many senses the appropriate complex analog of OPRL,—
this collection of polynomials and their zeros have received considerable attention
from two disparate audiences, namely researchers in orthogonal polynomials and
researchers in numerical linear algebra (see for instance [1,2,7–9,11–13,15–17,26–
29,33,41,43–49,52,53]). It must be said that rarely in the numerical linear algebra
context, the name POPUC is used; however, the reader has to proceed with caution in
the literature because many results on POPUC were first discovered in this framework.
As we will see below, POPUC are closely related with orthogonal polynomials on
the unit circle (OPUC) and, therefore, with weight functions on the unit circle. But
unfortunately Markov’s theorem can not deal with it. In Sect. 3, we discuss this question
and investigate the extent to which Markov’s theorem remains valid in the case of
weight functions on the unit circle. Unlike what happens in the case of OPRL (see
the proof of [51, Theorem 6.12.1.] and the hint of [22, Problem 15, Chapter III]),
we cannot use quadrature for our purpose because Szegő quadrature is much weaker
than Gaussian quadrature. In Sect. 4, we apply our results to some specific families of
polynomials, but first some preliminary definitions and basic results are needed (see
[46,49] for more details).

## 2 Preliminaries

Let \( d\mu(\theta) \) be a finite nonnegative measure with infinite support on the unit circle
parametrized by \( z = e^{i\theta} \) and

\[
c_j = \int e^{-ij\theta} d\mu(\theta) \quad (j = 0, 1, 2, \ldots)
\]
its moments. We will use $c_j(d\mu)$ if we want the $d\mu$ dependence to be explicit. Let $(Q_n)_{n=0}^\infty$ be the unique sequence of monic OPUC associated with $d\mu$, that is, polynomials $Q_n(z; d\mu) = Q_n(z) = z^n + \cdots$ which satisfy
\[
\int Q_n(e^{i\theta}) \overline{Q_m(e^{i\theta})} \, d\mu(\theta) = 0 \quad (n \neq m = 0, 1, 2, \ldots),
\]
\[
\int |Q_n(e^{i\theta})|^2 \, d\mu(\theta) \neq 0.
\]
Define $c_j$ for $j = -1, -2, -3, \ldots$ by $c_j = c_{-j}$. We mention the following explicit representation of $Q_n$ sometimes called Heine’s formula:
\[
Q_n(z) = D_{n-1}(d\mu)^{-1} \det \begin{pmatrix} c_0 & c_{-1} & \cdots & c_{-n} \\ c_1 & c_0 & \cdots & c_{-n+1} \\ \vdots & \vdots & \ddots & \vdots \\ c_{n-1} & c_{n-2} & \cdots & c_{-1} \\ 1 & z & \cdots & z^n \end{pmatrix} \quad (n = 1, 2, \ldots) \tag{1}
\]

where $D_{n-1}(d\mu) = \det(c_{k-j})_{j,k=0}^{n-1} > 0$ by the Carathéodory-Toeplitz theorem.
Define the normalized OPUC by $q_n(z) = \kappa_n z^n + \cdots$ where $\kappa_n = \|Q_n\|^{-1}$. The CD kernel is defined for $w, z \in \mathbb{C}$ by
\[
K_n(w, z; d\mu) = K_n(w, z) = \sum_{j=0}^{n} q_j(w)q_j(z).
\]

For any polynomial $f$ of degree at most $n$, we have
\[
\int f(e^{i\theta}) K_n(e^{i\theta}, w) \, d\mu(\theta) = f(w), \tag{2}
\]

often called the reproducing property.
Denote by $S^1(c)$ the boundary of the open disk $D_r(c)$ of radius $r > 0$ with center $c$. Since the unit disk with center at the origin plays a distinguished role in the theory of OPUC, we use the notation $D = D_1(0)$ and $S^1 = S^1_1(0)$. Fix $n \in \{1, 2, \ldots\}$ and $b \in S^1$. The monic POPUC of degree $n$ associated with $d\mu$ and $b$ is defined by (see [49, p. 115])
\[
P_n(z; b; d\mu) = P_n(z) = zQ_{n-1}(z) - \overline{b} Q^*_n(z), \tag{3}
\]

where $Q^*_n(z) = z^n \overline{Q(1/z)}$. The normalized POPUC is given by $p_n(z; b; d\mu) = p_n(z) = zq_{n-1}(z) - \overline{b} q^*_n(z)$. Another appropriate denomination for POPUC is quasi-orthogonal polynomials on the unit circle, in part because
\[
\int p_n(e^{i\theta}) g(e^{i\theta}) \, d\mu(\theta) = 0, \tag{4}
\]
for any polynomial $g$ of degree at most $n - 1$ vanishing at the origin, and in part because, as Geronimus pointed out (see [25, Footnote 10, p. 12]), *this property is analogous to a fundamental property of the so-called quasi-orthogonal polynomials of M. Riesz.* The “quasi-orthogonality” condition (4) gives rise to some interesting properties of POPUC. Suppose that $P_n(\zeta) = 0$ and let $h$ be a nonzero polynomial of degree at most $n - 1$. Since $h(z) - h(\zeta)$ has a zero of multiplicity at least one at $z = \zeta$, 

$$\frac{zh(z) - zh(\zeta)}{z - \zeta}$$

is a polynomial of degree $n - 1$ vanishing at the origin. From (4), we have

$$0 = -\frac{1}{\zeta} \int P_n(e^{i\theta}) \frac{h(e^{i\theta}) - h(\zeta)}{e^{i\theta}(e^{i\theta} - \zeta)} d\mu(\theta) = \int P_n(e^{i\theta}) \frac{h(e^{i\theta}) - h(\zeta)}{e^{i\theta} - \zeta} d\mu(\theta).$$

Hence,

$$\int \frac{P_n(e^{i\theta})}{e^{i\theta} - \zeta} h(e^{i\theta}) d\mu(\theta) = \frac{h(\zeta)}{\zeta} \int \frac{P_n(e^{i\theta})}{e^{i\theta} - \zeta} d\mu(\theta),$$

(5)

for any polynomial $h$ of degree at most $n - 1$. Moreover, since there exists $C \in \mathbb{C} \setminus \{0\}$ (cf. [53, p. 284]) such that

$$P_n(z) = C(z - \zeta)K_{n-1}(\zeta, z),$$

(2) shows that

$$C = \int \frac{P_n(e^{i\theta})}{e^{i\theta} - \zeta} d\mu(\theta) \neq 0.$$  

(6)

Denote by $a_j = -\overline{Q_{j+1}(0)}$ the Verblunsky coefficients. Set

$$\Theta_j = \Theta(a_j) = \begin{pmatrix} \overline{a}_j & r_j \\ r_j & -a_j \end{pmatrix},$$

where $r_j = (1 - |a_j|^2)^{1/2}$. Define $G_j = \text{diag}(I_j, \Theta_j, I_{n-j-2})$ and $G_{n-1} = \text{diag}(I_{n-1}, \overline{b})$. (Here, $I$ denotes the identity matrix, whose order is made explicit with a subindex.) It is well-known that $P_n$ is the characteristic polynomial of the GGT unitary matrix (see for instance [17, (4.19)])

$$G = G_0G_1 \cdots G_{n-1}.$$  

(7)

---

1 See also [24, Remark I].

2 As we will see later $\zeta \in S^1$, and so $\zeta \neq 0$.

3 The value of the constant $C$ can be written explicitly and appears in the proof of [38, Lemma 4.4].
In practical work, it is not always necessary to write this matrix explicitly, but it is important to know that G is a unitary upper Hessenberg matrix with positive subdiagonal elements. Therefore, the zeros of POPUC have two very attractive properties: (1) All the zeros of \( P_n \) lie on \( S^1 \); (2) The zeros of \( P_n \) are all simple (see a different proof in [25, Theorem 9.1.1]).

3 Main Results

Let us introduce the notation \( C_r(c) = \mathbb{D}_r(c) \cap S^1 \) and \( I_r(c) = \mathbb{D}_r(c) \cap \mathbb{R} \). In what follows, we shall use (explicitly or implicitly) the following result.

Proposition 3.1 Let \( d\mu(\theta; t) = \omega(\theta; t) d\mu(\theta) \) be a finite nonnegative measure with infinite support on the unit circle parametrized by \( z = e^{i\theta} (\theta \in [\theta_0, \theta_0 + 2\pi]) \) and depending on a parameter \( t \) varying in a real open interval containing \( t_0 \). Suppose that for almost all \( \theta \in [\theta_0, \theta_0 + 2\pi) \), \( \omega(\theta; t) \) is finite and admits partial derivative with respect to \( t \). Suppose furthermore that there exists a \( \mu \)-integrable function \( \alpha \) such that
\[
\left| \frac{\partial \omega}{\partial t}(\theta; t) \right| \leq \alpha(\theta),
\]
almost everywhere in \([\theta_0, \theta_0 + 2\pi)\). Let \( P(z; t) \) be a nonconstant monic POPUC associated with \( d\mu(\theta; t) \). Assume that \( P(\zeta_0; t_0) = 0 \). Then there exist \( \epsilon > 0 \) and \( \delta > 0 \) and a unique function, \( \zeta : I_\epsilon(t_0) \to C_\delta(\zeta_0) \), differentiable on \( I_\epsilon(t_0) \), with \( \zeta(t_0) = \zeta_0 \), and such that
\[
P(\zeta(t); t) = 0 \quad (8)
\]
for each \( t \in I_\epsilon(t_0) \).

Proof Assume that \( P \) has fixed positive degree \( n \). From (1), we see that the coefficients of \( P \) are rational functions of \( c_j(d\mu) (j = -n, \ldots, n - 2, n - 1) \), where the denominator is the determinant \( D_{n-1}(d\mu) \). Under our hypotheses, we can differentiate
\[
c_j(d\mu(\cdot; t)) = \int e^{-ij\theta} \omega(\theta; t) d\mu(\theta)
\]
under the integral sign (cf. [18, pp. 124-125]); we see immediately then that the coefficients of \( P(\cdot; t) \) are differentiable functions for each \( t \). Moreover, \( P(\xi_0; t_0) = 0 \); from this it follows that
\[
\left. \frac{\partial P}{\partial z}(z; t) \right|_{z=\xi_0,t=t_0} \neq 0,
\]
and the result is a direct consequence of the implicit function theorem (see [4, Theorem 2.4] and its remark).

We shall refer to Theorem 3.1 as circular Markov theorem with a fixed zero.
Theorem 3.1 Assume the hypotheses and notation of Proposition 3.1. Assume also that
\[ P(e^{i\theta}; t) = 0 \] for each \( t \in I_\epsilon(t_0) \) with \( \zeta_0 \neq e^{i\theta_0} \). Suppose that \( \omega(\theta; t) \) is positive and continuous for each \( \theta \in [\theta_0, \theta_0 + 2\pi) \) and \( t \in I_\epsilon(t_0) \). Suppose furthermore that the partial derivative of \( \omega(\theta; t) \) with respect to \( t \) is continuous for each \( \theta \in [\theta_0, \theta_0 + 2\pi) \) and \( t \in I_\epsilon(t_0) \). Then, \( \zeta(t) \) moves strictly clockwise along \( S^1 \) as \( t \) increases on \( I_\epsilon(t_0) \), provided that
\[
\frac{1}{\omega(\theta; t)} \frac{\partial \omega}{\partial t}(\theta; t)
\]
is a strictly increasing function of \( \theta \) on \( (\theta_0, \theta_0 + 2\pi) \).

Proof Assume that \( P \) has fixed degree \( n \geq 2 \) and write \( P_n \) instead of \( P \). By the implicit function theorem, we have
\[
\zeta'(t) = -\frac{\partial P_n}{\partial t}(\zeta(t); t) \frac{\partial P_n}{\partial z}(\zeta(t); t)
\]
for each \( t \in I_\epsilon(t_0) \). Since the leading coefficient of \( P_n(\cdot; t) \) does not depend on \( t \), (5) and (6) make it obvious that
\[
\frac{\partial P_n}{\partial t}(\zeta(t); t) = \int \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \zeta(t)} \frac{\partial P_n}{\partial \zeta}(\zeta(t); t) d\mu(\theta; t) \]
\[
\int \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \zeta(t)} d\mu(\theta; t) \]
Define the polynomial of degree \( n \) in \( z \),
\[
R(z; t) = P_n(z; t) - \frac{\partial P_n}{\partial z}(\zeta(t); t)(z - \zeta(t)).
\]
Since \( R(z; t) \) has a zero of multiplicity at least two at \( z = \zeta(t) \),
\[
\frac{zR(z; t)}{(z - \zeta(t))^2}
\]
is a nonzero polynomial of degree \( n - 1 \) in \( z \) vanishing at the origin. Therefore,
\[
0 = -\frac{1}{\zeta(t)} \int P_n(e^{i\theta}; t) \frac{R(e^{i\theta}; t)}{e^{i\theta}(e^{i\theta} - \zeta(t))} d\mu(\theta; t)
\]
\[
= \int \left[ \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \zeta(t)} \right]^2 d\mu(\theta; t) - \frac{\partial P_n}{\partial z}(\zeta(t); t) \int \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \zeta(t)} d\mu(\theta; t) \]
by (4). Combining (11) with (12) we can rewrite (10) as

\[
\zeta'(t) = -\frac{\int P_n(e^{i\theta}; t) \frac{\partial P_n}{\partial t}(e^{i\theta}; t) d\mu(\theta; t)}{\int \left| \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \zeta(t)} \right|^2 d\mu(\theta; t)}.
\]  

(13)

Write \( \xi = e^{i\theta_0} \). From (4), we also get

\[
0 = \int \frac{P_n(e^{i\theta}; t)}{e^{i\theta} - \xi} \frac{\partial P_n}{\partial t}(e^{i\theta}; t) d\mu(\theta; t).
\]  

(14)

Write \( \zeta(t) = e^{i\varphi(t)} \) (\( \varphi(t) \in [\theta_0, \theta_0 + 2\pi] \)) and let \( C(t) \) denote the denominator of the right hand side of (13). Note that

\[
\frac{i\xi}{e^{i\theta} - \xi} - \frac{i\xi(t)}{e^{i\theta} - \zeta(t)} = \frac{i(\zeta(t) - \xi(t)) e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))}.
\]

If (13) and (14) are multiplied by \(-i\zeta'(t)\) and \(-i\xi\), respectively, and the resulting equations are added, we have

\[
C(t)\varphi'(t) = \int \frac{i(\zeta(t) - \xi)e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n}{\partial t}(e^{i\theta}; t) d\mu(\theta; t).
\]  

(15)

Since

\[
\frac{z\cdot P_n(z, t)}{(z - \xi)(z - \zeta(t))}
\]

is a nonzero polynomial of degree \( n - 1 \) in \( z \) vanishing at the origin, (4) yields

\[
0 = \int \frac{e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 d\mu(\theta; t).
\]  

(16)

Taking the partial derivative of (16) with respect to \( t \) and using (4) leads to

\[
\int \frac{e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n}{\partial t}(e^{i\theta}; t) d\mu(\theta; t)
\]

\[
= -\int \frac{e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \frac{\partial \omega}{\partial t}(\theta; t) d\mu(\theta).
\]  

(17)

Define the real-valued function

\[
\sigma(\theta; t) = \frac{1}{\omega(\theta; t)} \frac{\partial \omega}{\partial t}(\theta; t) - \frac{1}{\omega(\varphi(t); t)} \frac{\partial \omega}{\partial t}(\varphi(t); t).
\]
Combining (16) with (17) we deduce that

\[- \int \frac{e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n}{\partial t}(e^{i\theta}; t) d\mu(\theta; t)\]

\[= \int \frac{e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \sigma(\theta; t) d\mu(\theta; t). \tag{18}\]

Substituting (18) into (15), we can assert that

\[C(t)\varphi'(t) = \int \frac{i(\xi - \zeta(t)) e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \sigma(\theta; t) d\mu(\theta; t). \tag{19}\]

Observe that for each \(t \in I_\epsilon(t_0)\), the real-valued function

\[s(\theta; t; \theta_0) = \frac{i(\xi - \zeta(t)) e^{i\theta}}{(e^{i\theta} - \xi)(e^{i\theta} - \zeta(t))} = -\frac{1}{2} \sin \left(\frac{\varphi(t) - \theta}{2}\right) \sin \left(\frac{\theta_0 - \theta}{2}\right)\]

is negative for \(\theta \in (\theta_0, \varphi(t))\) and positive for \(\theta \in (\varphi(t), \theta_0 + 2\pi)\). Since, for each \(t \in I_\epsilon(t_0)\), \(\sigma(\theta; t)\) is positive for \(\theta \in (\theta_0, \varphi(t))\) and negative for \(\theta \in (\varphi(t), \theta_0 + 2\pi)\), \(\varphi'(t)\) is negative (see Fig. 1), and the theorem is proved. \(\square\)

**Remark 3.1** Theorem 3.1 specializes to [39, Theorem 3] if \(\theta_0 = 0\) (or what is the same, \(P(1; t) = 0\)) and \(d\mu(\theta) = d\theta\), the Lebesgue measure. It is important to highlight that unlike [39], where several previous results related to the particular case considered are needed, our arguments make use only of the condition (4). We also note that virtually
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[39, Theorem 1] and the main sentence of [39, Theorem 2] are already proved in [15, Section 5] \(^4\) and [10, Theorem B], \(^5\) respectively.

Even when the integrand of (19) change sign in the interval of integration, \( \varphi' \) may have a constant sign in \( I_\epsilon(t_0) \). We illustrate this possibility by proving the following result, which we will use later in Sect. 4.

**Corollary 3.1** Assume the hypotheses and notation of Theorem 3.1 and its proof, except that \( P(e^{i\theta}; t) = 0 \). Suppose that \( P(1; t) = 0 \). Set \( \theta_0 = -\pi \). Assume that \( d\mu(\theta) = d\mu(-\theta) \). Assume also that \( \omega(-\theta; t) \geq \omega(\theta; t) \) and

\[
\frac{1}{\omega(-\theta; t)} \frac{\partial \omega}{\partial t}(-\theta; t) = \frac{1}{\omega(\theta; t)} \frac{\partial \omega}{\partial t}(\theta; t)
\]

for almost all \( \theta \in (0, \varphi(t)) \) and \( t \in I_\epsilon(t_0) \). Suppose furthermore that (9) is a strictly decreasing function of \( \theta \) on \((-\pi, 0)\) and a strictly increasing function of \( \theta \) on \((0, \pi)\). Then, either \( \xi(t) \) moves strictly clockwise along \( S^1 \) as \( t \) increases on \( I_\epsilon(t_0) \) if \( \varphi(t) \in (-\pi, 0) \) or else \( \xi(t) \) moves strictly counterclockwise if \( \varphi(t) \in (0, \pi) \).

**Proof** Set \( W(\theta; t) = s(\theta; t; 0) \left| P_n(e^{i\theta}; t) \right|^2 \sigma(\theta; t) \omega(\theta; t) \). Suppose that \( \varphi(t) \in (0, \pi) \) for each \( t \in I_\epsilon(t_0) \). Observe that \( s(\theta; t; 0) \) is positive for each \( \theta \in (-\pi, 0) \cup (\varphi(t), \pi) \). Since \( \sigma(\theta; t) \) is positive for each \( \theta \in (-\pi, -\varphi(t)) \cup (\varphi(t), \pi) \), \( W(\theta; t) \) is positive for \( \theta \in (-\pi, -\varphi(t)) \cup (\varphi(t), \pi) \) (see Fig. 2). Moreover,

\[
s(-\theta; t; 0) = -\frac{\sin \left( \frac{\varphi(t) - \theta}{2} \right)}{\sin \left( \frac{\varphi(t) + \theta}{2} \right)} s(\theta; t; 0) < -s(\theta; t; 0)
\]

for each \( \theta \in (0, \varphi(t)) \). Hence

\[
C(t)\varphi'(t) > \int_{-\varphi(t)}^{\varphi(t)} W(\theta; t) d\mu(\theta)
\]

\[
= \int_{0}^{\varphi(t)} \left( W(-\theta; t) + W(\theta; t) \right) d\mu(\theta) > 0,
\]

and so \( \varphi' > 0 \).

The proof for \( \varphi(t) \in (-\pi, 0) \) is similar. \( \square \)

---

\(^4\) The reader must recall that the recurrence relation [39, (1.1)] can be transformed into the simplest form [15, (2.12)] by a normalization process (see [16, pp. 226-227]). In any case, [39, Theorem 1] is proved in a more general setting in [49, Corollary 2.14.5] (see in this regard Remark 4.1 below).

\(^5\) A refined version of [10, Theorem B] can be found in [11, Corollary 3.2], see also preprint available at arXiv:1706.05709 (2017).
Remark 3.2 We can go even further, however. Note that the result we want to prove is $S = I_1 + I_2 + I_3 + I_4 > 0$ (see Fig. 2), where

$$
I_1 = \int_{-\pi}^{-\varphi(t)} W(\theta; t) d\mu(\theta) > 0, \quad I_3 = \int_{0}^{\varphi(t)} W(\theta; t) d\mu(\theta) > 0,
$$

$$
I_2 = \int_{0}^{\varphi(t)} W(\theta; t) d\mu(\theta) < 0, \quad I_4 = \int_{\varphi(t)}^{\pi} W(\theta; t) d\mu(\theta) > 0,
$$

and, although under our hypothesis $I_2 + I_3 > 0$, there may be cases in which $I_2 + I_3 < 0$ and still $S > 0$.

Remark 3.3 POPUC with a fixed zero (see for instance [15, (2.11–2.13)]) are widely used in practice. This collection of polynomials is closely related with certain CD kernels. Indeed, given $\xi \in S^1$ and a measure $d\mu$ as defined in Sect. 2, the corresponding normalized POPUC of degree $n$ with parameter

$$
b(\xi) = \frac{q_{n-1}(\xi)}{q^{*}_{n-1}(\xi)} \tag{20}
$$

is given by (see [53, (3.7)–(3.8)] and [49, Theorem 2.14.3. (ii)])

$$
p_n(z; b(\xi); d\mu) = -\frac{b(\xi)}{q^{*}_{n-1}(\xi)} (1 - z\xi) K_{n-1}(\xi, z).
$$

Therefore, the zeros of $K_{n-1}(\xi, \cdot)$ are precisely the zeros of $p_n(\cdot; b(\xi); d\mu)$ other than $\xi$, and the zeros of $p_n(\cdot; b(\xi); d\mu)$ are $\xi$ plus the zeros of $K_{n-1}(\xi, \cdot)$.

With Theorem 3.1 under our belt, the following consequence essentially follows as for the case of OPRL (see [51, Theorem 6.12.2]).
Corollary 3.2 Let $d\mu_1(\theta) = \omega_1(\theta) \, d\mu(\theta)$ and $d\mu_2(\theta) = \omega_2(\theta) \, d\mu(\theta)$ be two non-negative measures with infinite support on the unit circle parametrized by $z = e^{i\theta}$ ($\theta \in [\theta_0, \theta_0 + 2\pi)$) and satisfying the hypotheses of Theorem 3.1. Suppose that $\omega_1(\theta)$ and $\omega_2(\theta)$ are finite, positive and continuous for almost all $\theta$. Let $\omega_2(\theta)/\omega_1(\theta)$ be a strictly increasing function on $[\theta_0, \theta_0 + 2\pi)$. Fix $n \geq 2$ and let $\theta_0 + 2\pi > \theta_{1,1} > \cdots > \theta_{n,1} \geq \theta_0$ and $\theta_0 + 2\pi > \theta_{1,2} > \cdots > \theta_{n,2} \geq \theta_0$ denote the arguments of the zeros of the POPUC of degree $n$ associated with $d\mu_1$ and $d\mu_2$, respectively. Then if $\theta_{k,1} = \theta_{k,2}$ for some $k \in \{1, \ldots, n\}$, we have

$$\theta_{j,1} < \theta_{j,2}$$

for each $j \neq k$.

Proof Define $d\sigma(\theta; t) = \omega(\theta; t) \, d\mu(\theta)$, where $\omega(\theta; t) = (1 - t)\omega_1(\theta) + t \, \omega_2(\theta)$ and $t \in [0, 1]$. Now one has that $\omega(\theta; t)$ is finite for almost all $\theta \in [\theta_0, \theta_0 + 2\pi)$ and admits partial derivative with respect to $t$ by construction; moreover, since

$$\left| \frac{\partial \omega}{\partial t} (\theta; t) \right| \leq \omega_1(\theta) + \omega_2(\theta),$$

$d\sigma$ satisfies the hypotheses of Proposition 3.1. By virtue of Remark 3.3, we can always construct a POPUC of degree $n$ associated with $d\sigma$ with a zero at $\theta_{k,1}$. We also see that

$$\frac{1}{\omega(\theta; t)} \frac{\partial \omega}{\partial t} (\theta; t) = \frac{1}{t} - \frac{1}{1 - t + \frac{\omega_2(\theta)}{\omega_1(\theta)} \, t}$$

is a strictly increasing function of $\theta$ on $[\theta_0, \theta_0 + 2\pi)$ for each $t \in (0, 1)$. Finally, since $\omega(\theta; 0) = \omega_1(\theta)$ and $\omega(\theta; 1) = \omega_2(\theta)$, the result is a consequence of Theorem 3.1. □

We will use the same arguments, as in the proof of Theorem 3.1, to prove the next theorem, which we will refer as the circular Markov theorem for complex conjugate zeros.

Theorem 3.2 Assume the hypotheses and notation of Theorem 3.1 and its proof, except that $P(e^{i\theta}; t) = 0$. Set $\theta_0 = -\pi$. Suppose that $P(\xi(t); t) = 0$ and $\phi(t) \in (0, \pi)$ (mod $[-\beta, \beta]$) for each $t \in I_e(t_0)$. Then, $\zeta(t)$ moves strictly counterclockwise along $S^1$ as $t$ increases on $I_e(t_0)$, provided that (9) is a strictly decreasing function of $\theta$ on $(-\pi, 0)$ and a strictly increasing function of $\theta$ on $(0, \pi)$.

Proof Replacing $\zeta(t)$ in (13) by $\overline{\zeta(t)}$, we get

$$\overline{\zeta'(t)} = - \int \frac{P_n(e^{i\theta}; t) \, \frac{\partial P_n}{\partial \overline{\xi(t)}} (e^{i\theta}; t) \, d\mu(\theta; t)}{|e^{i\theta} - \overline{\xi(t)}|^2} \, d\mu(\theta; t).$$

(21)
Now let $C(t)$ denotes the sum of the denominators of the right-hand sides of (13) and (21). Note that $-i\zeta(t)\zeta'(t) = \varphi'(t) = i\zeta(t)\zeta'(t)$ and

$$\frac{i\zeta(t)}{z - \zeta(t)} - \frac{i\zeta(t)}{z - \zeta(t)} = 2\text{Im}(\zeta(t))\frac{z}{(z - \zeta(t))(z - \zeta(t))}.$$  

If (13) and (21) are multiplied by $-i\zeta(t)$ and $i\zeta(t)$, respectively, and the resulting equations are added, we have

$$C(t)\varphi'(t) = -2\text{Im}(\zeta(t)) \int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n(e^{i\theta}; t)}{\partial t} d\mu(\theta; t).$$

(22)

Replacing $\xi$ in (17) by $\zeta(t)$, we get

$$\int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n(e^{i\theta}; t)}{\partial t} d\mu(\theta; t) = - \int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \frac{\partial \omega}{\partial t} (\theta; t) d\mu(\theta; t).$$

Replacing $\xi$ in (18) by $\zeta(t)$, we obtain

$$\int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} P_n(e^{i\theta}; t) \frac{\partial P_n(e^{i\theta}; t)}{\partial t} d\mu(\theta; t) = - \int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \sigma(\theta; t) d\mu(\theta; t).$$

(23)

Substituting (23) into (22), we can assert that

$$\varphi'(t) = -2\frac{\text{Im}(\zeta(t))}{C(t)} \int \frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} |P_n(e^{i\theta}; t)|^2 \sigma(\theta; t) d\mu(\theta; t).$$

Observe that, for each $t \in I_\epsilon(t_0)$, the real-valued function

$$\frac{e^{i\theta}}{(e^{i\theta} - \zeta(t))(e^{i\theta} - \zeta(t))} = \frac{1}{2} \frac{1}{\cos \theta - \cos \varphi(t)},$$

is negative for $\theta \in (-\pi, -\varphi(t)) \cup (\varphi(t), \pi)$ and positive for $\theta \in (-\varphi(t), \varphi(t))$. Since, for each $t \in I_\epsilon(t_0)$, $\sigma(\theta; t)$ is positive for $\theta \in (-\pi, -\varphi(t)) \cup (\varphi(t), \pi)$ and negative for $\theta \in (-\varphi(t), 0) \cup (0, \varphi(t)), \varphi'(t)$ is positive (see Fig. 3), which proves the theorem.

$\square$

**Remark 3.4** If $d\mu(\theta; t) = d\mu(-\theta; t)$ for each $\theta \in [-\pi, \pi]$ (symmetric measure) and $b = \pm 1$, then the nonreal zeros of the corresponding POPUC occur in complex
conjugate pairs. Under this more restrictive condition, Theorem 3.2 ‘coincides’ with Corollary 3.1 in case of \( \omega(-\theta; t) = \omega(\theta; t) \).

We can now rephrase Corollary 3.2 as follows.

**Corollary 3.3** Let \( d\mu_1(\theta) = \omega_1(\theta) d\mu(\theta) \) and \( d\mu_2(\theta) = \omega_2(\theta) d\mu(\theta) \) be two non-negative symmetric measures with infinite support on the unit circle parametrized by \( z = e^{i\theta} \) (\( \theta \in [-\pi, \pi) \)) and satisfying the hypotheses of Theorem 3.1. Suppose that \( \omega_1(\theta) \) and \( \omega_2(\theta) \) are finite, positive and continuous for almost all \( \theta \). Let \( \omega_2(\theta)/\omega_1(\theta) \) be a strictly decreasing function on \((-\pi, 0)\) and a strictly increasing function on \((0, \pi)\). Fix \( n \geq 2 \) and let \( \pi > \theta_{1,1} > \cdots > \theta_{n,1} \geq -\pi \) and \( \pi > \theta_{1,2} > \cdots > \theta_{n,2} \geq -\pi \) denote the arguments of the zeros of the POPUC of degree \( n \) associated with \( d\mu_1 \) and \( d\mu_2 \), respectively. Then,

\[ \theta_{j,1} < \theta_{j,2} \]

for each \( j \in \{1, \ldots, \lfloor n/2 \rfloor \} \).

**Proof** We proceed in the same manner as in the proof of Corollary 3.2, but now we construct a POPUC of degree \( n \) associated with \( d\sigma \) (defined in Corollary 3.2), \( P_n(\cdot; b; d\sigma) \), whose parameter \( b \) is equal to \( \pm 1 \). \( \square \)

The next proposition is nothing more than a direct consequence of a result by V. B. Lidskii [37] (see also [6, Section V.6.]).

**Proposition 3.2** Let \( d\mu(\theta) \) be a finite nonnegative measure with infinite support on the unit circle parametrized by \( z = e^{i\theta} \). Let \( b \) be a function of a real variable \( t \) defined on a real open interval containing \( t_0 \) with values in \( S^1 \). Assume the existence of the derivative of \( b(t) \) near \( t = t_0 \). Let \( P \) be a monic POPUC defined as in (3) for \( b = b(t) \). Suppose that \( P(\xi_0; t_0) = 0 \). Then, there exist \( \epsilon > 0 \) and \( \delta > 0 \) and a unique function, \( \xi : I_\epsilon(t_0) \to C_\delta(\xi_0) \), differentiable on \( I_\epsilon(t_0) \), with \( \xi(t_0) = \xi_0 \), and such that (8) holds.
for each \( t \in I_e(t_0) \). Furthermore, \( \zeta(t) \) moves strictly counterclockwise along \( S^1 \) as \( t \) increases on \( I_e(t_0) \), provided that

\[
i \frac{b(t)}{b'(t)}
\]

is strictly positive.

**Proof** Clearly, the first two statements of the theorem follow as in Theorem 3.1. Throughout the proof, the matrix-valued function \( G(t) \) denotes the matrix (7) for \( a_j = a_j(t) \) and \( b = b(t) \). In view of the implicit function theorem, we can choose a normalized eigenpair \( \{ \zeta(t), p(t) \} \) that depends differentiably on \( t \). Write \( \zeta(t) = e^{i\phi(t)} \).

Since \( G(t) \) is normal (in particular, unitary), \( \zeta(t) = (p(t), G(t)p(t)) \). Moreover, since \( \zeta(t) \) is a simple eigenvalue of \( G(t) \), \( \zeta'(t) = (p(t), G'(t)p(t)) \) (see [35, pp. 134–135]). Thus

\[
\phi'(t) = (p(t), -i G^*(t)G'(t)p(t)) = (p(t), -i G_n^*(t)G_n'(t)p(t))
\]

\[
= i \frac{b(t)}{b'(t)}|p_{n-1}(t)|^2,
\]

\( p_{n-1}(t) \) being the last component of \( p(t) \). Finally, the result follows because \( p_{n-1}(t) \) is nonzero. \( \Box \)

In this section, we have given readers a taste of the flexibility of our arguments, hoping that they can easily adapt it to a wide variety of situations not considered in this work.

### 4 Examples

In this section, we consider some applications of the results of Sect. 3 to specific weight functions on the unit circle. The reader should convince himself that the hypotheses of Proposition 3.1 are fulfilled.

#### 4.1 Degree One Bernstein–Szegö Polynomials

Let

\[
d\mu_\zeta(\theta) = \frac{1 - |\zeta|^2}{|1 - \zeta e^{i\theta}|^2} \frac{d\theta}{2\pi}
\]

for \( \zeta \in \mathbb{D} \) and \( \theta \in [0, 2\pi) \). If one set \( \zeta = re^{i\varphi} \) for \( \varphi \in [0, 2\pi) \) and defines the Poisson kernel by

\[
P_r(\theta, \varphi) = \frac{1 - r^2}{1 + r^2 - 2r\cos(\theta - \varphi)},
\]

\[\text{This is true for any unreduced Hessenberg matrix (cf. [36, Lemma 2.1]), although in this case all the components of p are nonzero (see [46, Chapter 4]).}\]
then we may write \( d\mu_\zeta(\theta) = P_r(\theta, -\varphi) \frac{d\theta}{2\pi} \). The OPUC for this measure are given by (cf. [46, Example 1.6.2])

\[
Q_n(z; d\mu_\zeta) = z^n - \bar{\zeta} z^{n-1} \quad (n = 1, 2, \ldots).
\]

An easy computation shows that

\[
A(\theta; r, \varphi) = \frac{1}{P_r(\theta, -\varphi)} \frac{\partial P_r}{\partial r}(\theta, -\varphi) = \frac{4r - 2(r^2 + 1) \cos(\theta + \varphi)}{(r^2 - 1)(r^2 - 2r \cos(\theta + \varphi) + 1)},
\]

\[
B(\theta; r, \varphi) = \frac{1}{P_r(\theta, -\varphi)} \frac{\partial P_r}{\partial \varphi}(\theta, -\varphi) = -\frac{2r \sin(\theta + \varphi)}{r^2 - 2r \cos(\theta + \varphi) + 1}.
\]

And once we have reached this point, the first thing we must do is to verify if the functions \( A \) and \( B \) increase (and decrease) at most once on \((0, 2\pi)\). (This is a necessary, although not sufficient, condition for a successful use of the results of the previous section.) For illustration, consider the case \( A(\theta; 0.1, 0) \) (solid line), \( A(\theta; 0.5, 0) \) (dash line), \( A(\theta; 0.5, \pi) \) (dotted line) and \( A(\theta; 0.1, 3\pi/2) \) (dash-dotted line), and \( B(\theta; 0.1, 0) \) (solid line), \( B(\theta; 0.5, 0) \) (dash line), \( B(\theta; 0.5, \pi) \) (dotted line) and \( B(\theta; 0.1, 3\pi/2) \) (dash-dotted line) displayed in Fig. 4. In all these cases, the function \( B \) does not fulfill the required conditions.

In what follows, for simplicity, we will specialize to the case \( r \in (0, 1) \) and \( \varphi = 0 \), that is, \( \zeta = r \). In this case,

\[
A(\theta; r; 0) = \frac{4r - 2(r^2 + 1) \cos \theta}{(r^2 - 1)(r^2 - 2r \cos \theta + 1)}
\]

is a strictly decreasing function of \( \theta \) on \((0, \pi)\) and a strictly increasing function of \( \theta \) on \((\pi, 2\pi)\). Fix \( \xi \in S^1 \). From Remark 3.3, it may be concluded that the zeros of

\[
P_{n+1}(z; \xi^n - 1, \frac{\xi - r}{\bar{\xi} - r}; d\mu_\zeta) = z^{n+1} - rz^n + r \left( \frac{\xi^n - 1}{\bar{\xi} - r} z - \frac{\xi^n - 1}{\xi - r} \right)
\]

are \( \xi \) plus the zeros of \( K_n(\xi, \cdot; d\mu_\zeta) \). Hence, the nonreal zeros of \( K_n(\pm 1, \cdot; d\mu_\zeta) \) occur in complex conjugate pairs. Thus, by the circular Markov theorem for complex conjugate zeros, these zeros move strictly clockwise on the upper semicircle as \( r \) increases.
Fig. 5 Zeros of $K_{14}(1, \cdot; d\mu_\xi)$ (left plot) and $K_{14}(i, \cdot; d\mu_\xi)$ (right plot) for certain values of $r$

on $(0, 1)$. We can evidently not expect to obtain information about the behaviour of the zeros of $K_n(\xi, \cdot; d\mu_\xi)$ for each $\xi \in \mathbb{S}^1$. Figure 5 shows the behaviour of the zeros of $K_{14}(1, \cdot; d\mu_\xi)$ and $K_{14}(i, \cdot; d\mu_\xi)$ for $r = 0.1$ (discs), $r = 0.5$ (squares) and $r = 0.9$ (diamonds). The zeros of $K_{14}(1, \cdot; d\mu_\xi)$ behave exactly as predicted, but on the other hand the zeros of $K_{14}(i, \cdot; d\mu_\xi)$ do not behave in the same way.

4.2 Single Nontrivial Moment

Let

$$d\mu_r(\theta) = (1 - r \cos \theta) \frac{d\theta}{2\pi}$$

for $r \in (0, 1)$ and $\theta \in [0, 2\pi)$. The OPUC for this measure are given by (see [46, Example 1.6.4])

$$Q_n(z; d\mu_r) = \frac{1}{d_n} \sum_{j=0}^n d_j z^j \quad (n = 0, 1, \ldots).$$

where

$$d_j = \frac{d_{j+1}^+ - d_{j+1}^-}{d_+ - d_-},$$

and $d_\pm$ are the roots of $rd^2 - 2d + r = 0$, that is,

$$d_\pm = \frac{1}{r} \pm \sqrt{\frac{1}{r^2} - 1}.$$
Now we proceed as in Sect. 4.1. Indeed, since the function

\[ A(\theta; r) = -\frac{\cos \theta}{1 - r \cos \theta} \]

is a strictly increasing function of \( \theta \) on \((0, \pi)\) and a strictly decreasing function of \( \theta \) on \((\pi, 2\pi)\), by the circular Markov theorem for complex conjugate zeros, we can conclude that the nonreal zeros of

\[ P_{n+1}(z; \pm 1; d\mu_r) = \frac{1}{d_n} \sum_{j=0}^{n+1} (d_{j-1} \mp d_{n-j}) z^j \]

move strictly counterclockwise on the upper semicircle as \( r \) increases on \((0, 1)\). By virtue of Corollary 3.3, we may also compare the zeros of \( P_{n+1}(\cdot; \pm 1; d\mu_r) \) with those of \( P_{n+1}(z; \pm 1; d\mu_\zeta) \) for \( \varphi = 0 \). Let \( 2\pi > \theta_1(d\mu_\zeta) > \cdots > \theta_{n-1}(d\mu_\zeta) \geq 0 \) and \( 2\pi > \theta_1(d\mu_r) > \cdots > \theta_n(d\mu_r) \geq 0 \) denote the arguments of the zeros of \( P_{n+1}(z; \pm 1; d\mu_\zeta) \) and \( P_{n+1}(z; \pm 1; d\mu_r) \), respectively. Define \( \omega(\theta; r) = (1 - r \cos \theta) \). An easy calculation reveals that the function

\[ \frac{P_r(\theta; 0)}{\omega(\theta; r)} = \frac{1 - r^2}{(1 + r^2 - 2r \cos \theta)(1 - r \cos \theta)} \]

is a strictly decreasing function of \( \theta \) on \((0, \pi)\) and a strictly increasing function of \( \theta \) on \((\pi, 2\pi)\). Thus, Corollary 3.2 implies that

\[ \theta_j(d\mu_r) < \theta_j(d\mu_\zeta) \quad (24) \]

when \( \theta_j(d\mu_r) \in (0, \pi) \). Figure 6 shows the behaviour of the zeros of \( K_{14}(1, \cdot; d\mu_\zeta) \) (discs) and \( K_{14}(1, \cdot; d\mu_r) \) (squares) for \( r = 0.8 \) and \( P_{15}(\cdot; i; d\mu_\zeta) \) (discs) and \( P_{15}(\cdot; i; d\mu_r) \) (squares) for \( r = 0.8 \). Although the zeros of \( K_{14}(1, \cdot; d\mu_\zeta) \) and \( K_{14}(1, \cdot; d\mu_r) \) behave exactly as predicted, the zeros of \( P_{15}(\cdot; i; d\mu_\zeta) \) and \( P_{15}(\cdot; i; d\mu_r) \), as expected, do not satisfy (24).

4.3 Jacobi–Szegő Polynomials

Let

\[ d\mu^{(r,s)}(\theta) = \frac{\Gamma(r + is + 1)^2}{\Gamma(2r + 1)} \frac{(2 - 2 \cos \theta)^r}{2\pi} \left( -e^{i\theta} \right)^s d\theta \]

for \( r \in (-1/2, \infty), s \in (-\infty, \infty), \) and \( \theta \in [-\pi, \pi) \). There are a variety of specific problems, particularly in statistical physics, which are closely related to this measure. Indeed, \( d\mu^{(r,s)} \) belongs to a class of measures introduced by Fisher and Hartwig in [21] which has been the subject of numerous investigations (see [14] and the references
given there). The following alternative expression for \( \theta \in [0, 2\pi) \) is also found in the literature (see [30]):

\[
d\mu^{(r,s)}(\theta) = \frac{|\Gamma(r + is + 1)|^2}{\Gamma(2r + 1)} 2^{2r} e^{(\pi - \theta) s} \left( \sin \frac{\theta}{2} \right)^{2r} \frac{d\theta}{2\pi}.
\]

The OPUC for this measure are given by (see [30, Sections 1.1 and 1.2], [5, Section 3] and [42, Theorem 5.1] for more details)

\[
Q_n(z; d\mu^{(r,s)}) = \binom{2r + 1}{r + is + 1} \binom{-n}{2r + 1} 2F1 \left( -n, r + is + 1; 1 - z \right) (n = 0, 1, \ldots).
\]

These polynomials can be expressed in terms of Heisenberg polynomials,\(^7\) which live on the Heisenberg group (see [30, (1.7)]), that is,

\[
Q_n(e^{i\theta}; d\mu^{(r,s)}) = \binom{n!}{r + is + 1} e^{in\theta/2} C_n^{(r-is, r+is+1)}(e^{i\theta/2}).
\]

Define \( \omega_1(\theta; r, s) = (2 - 2 \cos \theta)^r (-e^{i\theta})^s \) and \( \omega_2(\theta; r, s) = 2^r e^{(\pi - \theta) s} \left( \sin \frac{\theta}{2} \right)^{2r} \).

Hence

\[
A(\theta; r, s) = \frac{1}{\omega_1(\theta; r, s)} \frac{\partial \omega_1(\theta; r, s)}{\partial r} = \log(2 - 2 \cos \theta),
\]

\[
B(\theta; r, s) = \frac{1}{\omega_2(\theta; r, s)} \frac{\partial \omega_2(\theta; r, s)}{\partial s} = \pi - \theta.
\]

\(^7\) We use the notation, now standard, of [23,30].
We can therefore apply the results of Sect. 3 to study the variation of zeros of certain POPUC associated with $d\mu^{(r, s)}$.

Given any $\xi = e^{i\theta_{lr}(r, s)}$, we define

$$b^{(r, s)}(\xi) = \frac{(r + is + 1)_{n+1}}{(r - is + 1)_{n+1}} \frac{2F1 \left( \begin{array}{c} -n, r - is + 1 \\ 2r + 1 \end{array} ; 1 - \xi \right)}{2F1 \left( \begin{array}{c} -n, r - is \\ 2r + 1 \end{array} ; 1 - \xi \right)}.$$

By Remark 3.3, $P_{n+1}(z; b^{(r, s)}(\xi); d\mu^{(r, s)})$ has a zero at $z = \xi$. Assume $\xi = 1$ (or, what is the same, $\theta_0 = 0$). Since $B(\theta; r, s)$ is a strictly decreasing function of $\theta$ on $(0, 2\pi)$, by the circular Markov theorem with a fixed zero, the nonreal zeros of $P_{n+1}(z; b^{(r, s)}(1); d\mu^{(r, s)})$ move strictly clockwise along $\mathbb{S}^1$ as $s$ increases on $(-\infty, \infty)$. This is the main result of [19] (see Theorem 1.2 therein). Indeed, since

$$b^{(r, s)}(1) = \frac{(r + is + 1)_{n+1}}{(r - is + 1)_{n+1}},$$

we may conclude that

$$P_{n+1}(z; b^{(r, s)}(1); d\mu^{(r, s)}) = \frac{(2r + 2)_{n}}{(r + is + 1)_{n}} (z - 1) 2F1 \left( \begin{array}{c} -n, r + is + 1 \\ 2r + 2 \end{array} ; 1 - z \right).$$

Thus, for each $r \in (1/2, \infty)$, the zeros of the polynomial

$$f_n(z; r, s) = 2F1 \left( \begin{array}{c} -n, r + is \\ 2r \end{array} ; 1 - z \right)$$

move strictly clockwise along $\mathbb{S}^1$ as $s$ increases on $(-\infty, \infty)$. But this is also true whenever $r \in (0, 1/2)$ (see [11, Example 3.1]). Thus warned, the reader should recall that our conditions are only sufficient.

**Remark 4.1** Since

$$P_{n+1}(z; \frac{r + is}{r - is} b^{(r, s)}(1); d\mu^{(r, s)}) = \frac{(2r)_{n+1}}{(r + is)_{n+1}} f_{n+1}(z; r, s)$$

$$= \frac{(n + 1)!}{(r + is)_{n+1}} e^{i(\theta_{lr}(r, s)/2)} C_{n+1}^{(r-is, r+is)} (e^{i\theta/2}),$$

whenever $r \in (-1/2, \infty) \setminus \{0\}$ and $s \in (-\infty, \infty)$, it follows (for example by contradiction and using [3, (2.5.16)]) that $f_{n+1}(\cdot; r, s)$ and $f_{n+2}(\cdot; r, s)$ are “consecutive” coprime POPUC; whence [49, Corollary 2.14.5] shows that their zeros strictly interlace (in the sense explained in [13, Definition 1.2]) on $\mathbb{S}^1$. This specializes to the result
of [19, Theorem 1.1] if \( r \in (0, \infty) \). For \( r = 0 \), we have

\[
P_{n+1} \left( z; b^{(0,s)}(1); d\mu^{(0,s)} \right) = \frac{(n+1)!}{(is)_{n+1}} (z-1) g_n(z; s),
\]

where

\[
g_n(z; s) = \binom{-n, is + 1}{2} \binom{1-z}
\]

and so, by the argument above, it can be also shown that the zeros of \( g_{n+1}(\cdot; s) \) and \( g_{n+2}(\cdot; s) \) strictly interlace on \( \mathbb{S}^1 \).

As far as we know, the dependence of the zeros of \( f_n(\cdot; r, s) \) on \( r \) has been studied only when \( s = 0 \) (see [20, Theorem 2]). However, the case \( d\mu^{(r)} = d\mu^{(r,0)} \) (see [31, Example 8.2.5]) is especially simple because there is a direct connection with the ultrashperical polynomials.\(^8\) Indeed, by (27), we have

\[
f_n(e^{i\theta}; r, 0) = \frac{n!}{(2r)^n} e^{in\theta/2} C^{(r,r)}_n(e^{i\theta/2}) = \frac{n!}{(2r)^n} e^{in\theta/2} C^{(r)}_n \left( \cos \frac{\theta}{2} \right),
\]

where \( C^{(r)} \) denotes an ultrashperical polynomial (see [30, (1.9)]). In any case, since the nonreal zeros of

\[
P_n(\cdot; -1; d\mu^{(r)}) = \frac{(2r)_n}{(r)_n} f_n(\cdot; r, 0)
\]

occur in complex conjugate pairs, by the circular Markov theorem for complex conjugate zeros, we can conclude that the zeros of this polynomial move strictly counterclockwise on the upper semicircle and strictly clockwise on the lower semicircle as \( r \) increases on \((-1/2, \infty)\). We now turn to the general case \( s \in (-\infty, \infty) \).

\(^8\) This allows us to use an old result due to Stieltjes (see [50, p. 389]).
Since \( A(\theta; r, s) = A(-\theta; r, s) \) is a strictly decreasing function of \( \theta \) on \( (-\pi, 0) \) and a strictly increasing function of \( \theta \) on \( (0, \pi) \) and \( s \in [0, \infty) \), Corollary 3.1 implies that for each \( s \in [0, \infty) \) the zero of \( f_n(\cdot; r, s) \) move strictly counterclockwise on the upper semicircle as \( r \) increases on \( (1/2, \infty) \). In exactly the same way we may show that for each \( s \in (-\infty, 0] \) the zero of \( f_n(\cdot; r, s) \) move strictly clockwise on the lower semicircle as \( r \) increases on \( (1/2, \infty) \). Figure 7 shows the behaviour of the zeros of \( f_{10}(\cdot; r, 1) \) and \( f_{10}(\cdot; r, -2) \) for \( r = 0.1 \) (discs), \( r = 1 \) (squares) and \( r = 17 \) (diamonds). Note that the zeros of \( f_{10}(\cdot; r, 1) \) whose arguments lie between 0 and \( \pi \) and the zeros of \( f_{10}(\cdot; r, -2) \) whose arguments lie between \(-\pi\) and 0 behave exactly as predicted; however, the remaining zeros are not necessarily monotone functions of \( r \).
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