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ABSTRACT

Large surveys are providing a diversity of spectroscopic observations with Gaia alone set to deliver millions of Ca-triplet-region spectra across the Galaxy. We aim to understand the dimensionality of the chemical abundance information in the Gaia-RVS data to inform galactic archaeology pursuits. We fit a quadratic model of four primary sources of variability, described by labels of $T_{\text{eff}}$, $\log g$, $[\text{Fe/H}]$, and $[\alpha/\text{Fe}]$, to the normalized flux of 10,802 red-clump stars from the Gaia-RVS-like ARGOS survey. We examine the residuals between ARGOS spectra and the models and find that the models capture the flux variability across 85% of the wavelength region. The remaining residual variance is concentrated to the Ca-triplet features, at an amplitude up to 12% of the normalized flux. We use principal component analysis on the residuals and find orthogonal correlations in the Ca-triplet core and wings. This variability, not captured by our model, presumably marks departures from the completeness of the 1D-LTE label description. To test the indication of low-dimensionality, we turn to abundance-space to infer how well we can predict measured $[\text{Si/H}]$, $[\text{O/H}]$, $[\text{Ca/H}]$, $[\text{Ni/H}]$, and $[\text{Al/H}]$ abundances from the Gaia-RVS-like RAVE survey with models of $T_{\text{eff}}$, $\log g$, $[\text{Fe/H}]$, and $[\text{Mg/Fe}]$. We find that we can near-entirely predict these abundances. Using high-precision APOGEE abundances, we determine that a measurement uncertainty of $<0.03$ dex is required to capture additional information from these elements. This indicates that a four-label model sufficiently describes chemical abundance variance for $\approx S/N < 200$ per pixel, in Gaia-RVS spectra.
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1. INTRODUCTION

With observations for over a billion stars, the Gaia mission has without doubt revolutionized our understanding of the Milky Way. The last two data releases (DR2 and EDR3; Gaia Collaboration et al. 2018, 2020), in particular, have furthered our understanding of how the Galaxy was formed and its subsequent evolution. The progress made to date will presumably continue in the coming years, with the third full data release (DR3) expected in 2022. Along with improved measurements, DR3 will also include spectra for over several million stars from the Radial Velocity Spectrometer (RVS).

The RVS will observe approximately 150 million spectra in the Calcium (Ca) triplet region with a resolution of, $R = \frac{\lambda}{\Delta \lambda} = 11,200$ and with a signal to noise ratio (S/N) large enough that the radial velocities (RVs) of stars with a G magnitude $\lesssim 14$ can be measured depending on their spectral type (Recio-Blanco et al. 2016). Since Gaia surveys the entire sky, each star will have multiple observations, and the S/N will improve as these are combined (Cropper et al. 2018). By the end of the mission, it is assumed there will be over 40 epochs of observations for most stars, with which stellar parameters such as effective temperature, surface gravity, metallicity, and $\alpha$-enhancements can be derived. In addition, depending on the quality of the combined spectra...
a set of individual abundances including iron, calcium, magnesium, titanium, and silicon will be measured for > 5 million stars.

The Ca-triplet wavelength region in general has long been leveraged not only for RVs, but also for measurements of stellar metallicity (e.g. Sakari et al. 2015; Carrera et al. 2007). Empirically, the wing-dominated Ca-triplet equivalent widths have been calibrated and validated as a precise metallicity index, which is particularly valuable at low metallicities (e.g. Starkenburg et al. 2010; Armandroff & Da Costa 1991; Usher et al. 2019, others). In addition to metallicity, the wings of the Ca-triplet have demonstrated dependence on stellar parameters of effective temperature and surface gravity (Chmielewski 2000).

The Ca-triplet region is generally inaccurately synthesised in stellar models under the one dimensional, Local Thermal Equilibrium (1D LTE) assumption (Magic et al. 2013). This is because the cores of the Ca lines are formed in the outer stellar layers, in the chromosphere, where this assumptions breaks down (e.g. Andretta et al. 2005). Presumably, however, this also means that the Gaia-RVS spectra, with its many millions of measurements of Ca-triplet core strengths provides a wealth of data and a new direction for data-driven chromospheric studies (e.g. Cauzzi et al. 2008). The Ca-wings, although formed in the photosphere, are also subject to dynamical time-varying astrophysical processes, in particular, subtle imprints from small-scale photospheric magnetic activity and pressure broadening (Leenaarts et al. 2006).

Just as with the Gaia astrometry, the Gaia-RVS spectra presents us with an opportunity gain a holistic picture of stars all across both the galaxy and evolutionary state. Thus, it is timely to understand all of the information a spectrum contains, efficiently extract that information that we care about, and model out that which we do not. This question has been examined using higher resolution spectra of $R = 22,000 - 30,000$ (e.g. de Mijolla et al. 2021). Furthermore, several groups have used other spectroscopic surveys (e.g. Bedell et al. 2018; Ness et al. 2019; Hayden et al. 2020; Sharma et al. 2020; Ting & Weinberg 2021) to find that the majority of the chemical abundance variance in stellar spectra can be captured by only a few labels with small intrinsic information amplitudes imputed by each individual abundance.

Both the spectra itself and the chemical abundance measurements from the spectra have been leveraged to examine the dimensionality of the data (e.g. Ting et al. 2012; Price-Jones & Bovy 2018). Underlying many of these investigations has been the goal of testing the chemical space available for chemical tagging, whereby stars can be traced back to their birth clusters using their abundance vectors (Freeman & Bland-Hawthorn 2002). While achieving chemical tagging appears out of reach with current data (Ness et al. 2018; de Mijolla et al. 2021), the abundances provide powerful and subtle information for discriminating between birth environment as well as tagging the birth radii of stars (e.g. Blancato et al. 2019; Nelson et al. 2021). Therefore, it is imperative that we investigate and attempt to quantify the dimensionality of stellar spectra. Here we turn our attention to Gaia-RVS-like spectra to prepare for the Gaia-RVS spectra that will be delivered in great number within the next few years.

We examine the dimensionality of Gaia-RVS spectra using 10,802 analogue spectra from the ARGOS survey (Freeman et al. 2012). In section 2, we describe the spectra, abundances, and labels used in our work. We model the primary sources of variability in the ARGOS spectra using quadratic models with four labels. After subtracting these models from the spectra, we implement a principal component analysis on the residuals. We also examine how well such four-label models do in predicting abundance labels using the RAVE survey. We discuss how we constructed the four-label models for each ARGOS spectrum and RAVE abundance and the dimensionality reduction process in section 3. In section 4, we summarise the results of the residuals from the ARGOS spectra, the results of the abundance inference with RAVE, and the principal component analysis of the ARGOS residuals. Finally, we discuss and conclude with the implications of our findings in section 5.

2. DATA

2.1. ARGOS Spectra

In this work, we primarily use spectra from the Abundances and Radial velocity Galactic Origins Survey (ARGOS). Conducted from 2008-2011, the primary intention of ARGOS was understanding the origin of the Galactic bulge (Freeman et al. 2012). This survey obtained ∼28,000 red giant spectra toward the bulge and the inner disk using the AAOmega fibre-fed spectrograph (Sharp et al. 2006) on the Anglo Australian Telescope at Siding Spring Observatory. With a resolution of R= 11,000 and a wavelength region of 8400-8800 ˚A (the Ca-triplet region), accurate RVs, stellar parameters, and α-abundances were derived. These results helped identify the relationships between the metallicity, kinematics and orbital structure of the stars in the inner Milky Way (Ness et al. 2013). Here, we use these spectra as a proxy for the upcoming Gaia-RVS spectra.

To maintain uniformity for our dimensionality analysis, we select the spectra of stars in a narrow region of log $g$ across the red clump region. We do this by choos-
ing stars with a surface gravity $2 < \log g < 3$. From this selection we are left with 10,802 ARGOS spectra. The ARGOS spectra we work with have an average S/N = 41 ± 11 per pixel.

For our analysis, we are interested in extracting information from the residuals of the spectra after removing variability associated with effective temperature ($T_{\text{eff}}$), metallicity ([$\text{Fe}/\text{H}$]), surface gravity ($\log g$), and $\alpha$-enrichment ([$\alpha/\text{Fe}$]). Therefore, it is imperative to have precise labels of these variables. For this reason, we use the labels from the A2A catalog (Wylie et al. 2021), which contains 21,000 ARGOS stars with stellar parameters and abundances recalibrated to the Apache Point Observatory Galactic Evolution Experiment (APOGEE; Kunder et al. 2017; Majewski et al. 2017) scale. These labels were inferred with the Cannon (Ness et al. 2015) using a training set of stars that were observed by both ARGOS and the APOGEE survey, the latter having a significantly higher resolution (Holtzman et al. 2018). The precision on the labels of $T_{\text{eff}}$, $\log g$, [$\text{Fe}/\text{H}$], and [$\alpha/\text{Fe}$] is 80 K, 0.19 dex, 0.1 dex, 0.07 dex, respectively.

### 2.2. RAVE-on and APOGEE Abundances

In addition to spectra, we use individual chemical abundance measurements from two spectroscopic surveys: the RAdial Velocity Experiment (RAVE) and APOGEE. The RAVE survey is an optical survey with a resolution of $R = 8,000$ and was used from 2003-2013 to monitor randomly chosen stars in the southern hemisphere. We use the RAVE-on stellar parameters and abundance labels from Casey et al. (2017), which used The Cannon to derive more precise labels than those provided by RAVE (hence the refined moniker). APOGEE is an infrared survey with a resolution of $R = 22,500$, designed to measure spectra for red giant stars in the inner disk and bulge. We use DR16 stellar parameters and abundance measurements from Jönsson et al. (2020), which were provided by APOGEE’s pipeline ASPCAP (García Pérez et al. 2016). We use the 7 individual abundance measurements from the RAVE-on survey, [$\text{Fe}/\text{H}$], [Mg/Fe], [Si/H], [Ca/H], [O/H], [Ni/H], [Al/H], that were also measured by APOGEE. These 7 elements are of utility since Gaia-RVS will have spectra from a narrow wavelength region, and these are the elements present in that region.

### 3. METHODS

#### 3.1. Data Cleaning

Using the measured RVs from ARGOS, we RV-correct the 10,802 red clump spectra and interpolate them onto a common wavelength grid. We then continuum-normalize the spectra by dividing each by a smoothed version of itself. We create the smoothed version of each spectra using `scipy.ndimage.gaussianfilter`, which uses a 1D-convolution filter to smooth a window of data. We choose a window size of $\sigma = 70$ ($\approx 16$ Å). Dividing by this smoothed spectra normalizes each spectra to a flux level of $\sim 1$, where absorption features are still present. Then, within each spectrum, we remove the first and last 100 Å. This is done since a significant portion of the spectra do not extend all the way out to these wavelengths. Additionally, in those spectra that do cover the entire wavelength regime, we visually identify these regions to be noisy with flux values of zero due to bad pixels. Thus, this removal ensures that we are left with the most robust regions of the spectra on which to investigate information contained within the spectral residuals.

#### 3.2. Four-label Model

The dimensionality of stellar spectra is defined by its physical properties, i.e. mass, age, evolutionary state, chemical abundances, as well as imprints and artefacts of the infrastructure used to observe it, such as the interstellar medium and conditions of the night sky. Our goal is to learn what the dimensionality of a spectrum is that underlies its physical properties once we subtract the main sources of variability that are defined by evolutionary state and overall chemical abundance.

To build our model for each star we use the four labels, effective temperature ($T_{\text{eff}}$), metallicity ([$\text{Fe}/\text{H}$]), alpha-enrichment ($[$\alpha/\text{Fe}$]), and surface gravity ($\log g$). These serve as proxies for stellar mass, age, and chemical composition. Similarly to Price-Jones & Bovy (2018), we construct a polynomial model described by these labels to fit to each ARGOS spectrum.

We define a vector of $n = 10,802$ spectra, with flux $F_{\lambda}$, wavelength values $\lambda$ (where $\lambda_{\text{max}} = 1168$), and four labels ($T_{\text{eff}}$, [$\text{Fe}/\text{H}$], [$\alpha/\text{Fe}$], $\log g$). Using polynomial regression from Python’s `sklearn`, we find the set of coefficients and intercept that best represent the relation between the flux values at each particular wavelength and the labels. The coefficients are vectors of length $\lambda$ that describe the slopes of the different parameters, their cross terms, and their squared terms. The equation to

$1$ The $\alpha$-element abundance is the [Mg/Fe] abundance (propagated from the catalogue of Wylie et al. 2021), which we have chosen as a representative $\alpha$-element.
be solved as described as follows:

\[ F_{n\lambda} = A(\lambda) + B(\lambda) + C(\lambda) + D(\lambda) + E(\lambda) + F(\lambda) + G(\lambda) + H(\lambda) + I(\lambda) + J(\lambda) + K(\lambda) + L(\lambda) + M(\lambda) + O(\lambda), \]

where \( n \) is the star number, \( \lambda \) is the particular wavelength, and \( A, B, C, D, E, F, G, H, I, J, K, L, M, N, O \) are the coefficients and intercept we solve for.

For one given star, we remove this spectrum of interest from the entire set of spectra and learn the coefficients and intercept that best represent the range of flux values found at each wavelength. These coefficients and intercept are then used to generate a model spectrum for the star of interest using the equation above, given its stellar labels. We run this procedure for every star.

We also construct a linear model for each wavelength value to compare a simpler modeling approach. We find that the differences between the linear and polynomial models and their respective residuals are on the order of 0.01%. We use the more flexible polynomial model for this work.

Once a model is generated for each star, we then subtract the model from the spectrum to obtain a residual flux vector, \( R_{n\lambda} \), for every star. In Figure 1, we show examples of our residual results by randomly choosing three stars from a high ([Fe/H] > 0.2), an average (0.1 > [Fe/H] > −0.4), and a low ([Fe/H] < −0.5) metallicity bin. For each star, we show the spectrum, the generated model, the residuals, and the noise thresholds (the square root of the mean unnormalized flux). At the top of the figure, we also show where the absorption features associated with certain elements in the spectra are located.

From Figure 1, it is clear that the four labels capture the vast majority of the spectral variance with the residual level above the noise at the level of a few percent in only a few of the wavelength values. Systematically throughout these three stars and the rest of the sample, the most obvious region that is not entirely captured by the model is around the three Ca-triplet lines. We test that we do well in fitting out these variables with our polynomial modeling, by checking there are flat relations between the four labels and the flux of the n stars, in particular around the Ca-triplet region where we see the residual amplitude is highest. These flat relations are seen in Figure B.1 in Appendix B.

We follow the same simple regression approach with an analysis predicting abundance measurements as well. However, now instead of predicting spectra given four labels, we predict abundance labels given the same four labels. We use RAVE-on and APOGEE abundances to explore how well we can determine the 5 individual element abundances ([Si/H], [O/H], [Ca/H], [Al/H], [Ni/H]) using four labels of evolutionary state (\( T_{\text{eff}}, \log g \)) and two abundances ([Fe/H], [Mg/Fe]).

Using Equation 1, but for a single abundance measurement, we find the coefficients and intercept to implement on stellar labels that best represent the abundances measured for the entire sample. This regression infrastructure is the same as that of our spectral analysis, except that we break up the data into a 50% training set and 50% test set. We respectively work with \( n = 150,000 \) APOGEE stars and \( n = 60,000 \) RAVE stars to learn a model that infers the 5 individual chemical abundances from stellar \( T_{\text{eff}}, \log g, [\text{Fe/H}], [\text{Mg/Fe}], \) and test how well we infer the abundances of [Si/H], [O/H], [Ca/H], [Al/H] and [Ni/H] with the remaining 50% test set.

### 3.3. Dimensionality Reduction with Principal Component Analysis

For our residual ARGOS spectra, \( R_{n\lambda} \), we perform a principle component analysis (PCA). The idea being, that the features in the residuals are no longer the result of \( T_{\text{eff}}, \log g, [\text{Fe/H}], \) and [Fe/Fe], but rather the result of chemical abundances, and other data artefacts. By doing the PCA, we decompose this residual information into vectors of orthogonal variance. In doing so, we hope to gain insight into underlying physical variance of the population.

As outlined by Ivezić et al. (2014), PCA reduces the sample to the number of components relevant to understanding the major variances across the sample. Mathematically speaking, PCA starts with a column space that, in this case, is defined by the number of wavelength values (\( \lambda_{\text{max}} = 1168 \)) in each spectrum. A matrix is then formed with the correlation coefficients between all the pairs of flux measurements; this is then diagonalized to find the corresponding orthogonal eigenvectors and eigenvalues. The largest eigenvalue and its associated eigenvector correspond to the direction with the largest variance and so on for the subsequent eigenvalues. These eigenvectors are the principal components (PCs). While it is hard to assign astrophysical interpretation to the PCs, we can begin to identify key features within the component and to which element they correspond. We use the sklearn package in Python to apply this analysis.
By running the PCA on the residuals, in principle we can capture the vectors of orthogonal variations from additional abundance ratio variations since effects of $T_{\text{eff}}$, $\log g$, [Fe/H], and [$\alpha$/Fe] have been removed. However, we also capture sources of structure that, for the purpose of our analysis, are nuisances. These include artifacts like imperfect sky subtraction and cosmic ray removal, scattered light, and instrumental imprints that may change across fiber number. Indeed, we find that a large number of PCs are needed to explain the majority of the variance in the spectra, much of which we expect arises due to these nuisance structures. We therefore do not use PCA as a tool to interpret the dimensionality of the data. Rather, PCA serves only to identify regions of the spectra with correlated variance that is not modeled out by our four labels of astrophysical variance. PCA has been used in prior literature for similar purposes (see Price-Jones & Bovy 2018; Ting et al. 2012) and other areas of astronomy as well (Francis & Wills 1999).

On inspection of the first 15 PCs across all of our samples (see all 15 PCs solar-metallicity sample in Figure A.1 in Appendix A), we observed that beyond the first 4-5 components, the components look to be stochastic and noisy. We want to understand what the amplitude of noise is in the components, given our data, below which the component residuals are not meaningful. In order to establish a noise threshold, below which the component residuals are not meaningful, we performed a bootstrapping technique where we scrambled the flux values for each spectrum and ran a PCA on the sample. We compare the first PC from this noise sample and the first PC from the data to the 15th PC from the noise sample and the 15th principal component from the data in Figure 2. It is visually clear that there are real features in the PC from the data, but in the 15th PC, the noise resembles the data thereby validating our decision to analyze the first few PCs. In this analysis, we demarcate these “noise thresholds” with dashed grey lines in our PCA results (section 4) as a means of highlighting the prominent features in the PCs. We construct and subtract the label-based models from the ARGOS spectra and perform a PCA on these residuals sliced in three different ways: the entire sample, solar-metallicity
stars (0.01 > [Fe/H] > −0.01), and metal-poor stars ([Fe/H] ≲ −0.5).

3.4. Non-linear Dimensionality Reduction

Since PCA is a linear dimensionality reduction method, we look into the non-linear method of isometric mapping (Isomap; Tenenbaum et al. 2000) to compare the results. While not used as often as PCA, Isomap has been used to classify stars and other astronomical objects (e.g. Bu et al. 2014). Isomap finds the correlation in the sample by calculating the geodesic distance between pairs of points. Once these distances are calculated, a distance matrix is created and diagonalized, this determines the low-dimensional embedding of the data (or least number of dimensions needed to capture variance). The low-dimensional embedding is made up of a number of manifolds, which is analogous to the components in a PCA.

4. RESULTS

4.1. Residuals of Model-Data for ARGOS Spectra

4.1.1. ARGOS Residuals

After subtracting the models generated from the stars’ labels from the spectra themselves, we are left with residual flux vectors. These residuals represent the flux not removed by the four labels that we model. We have validated that the model fit itself is not a source of residual flux by checking there are flat correlations between the model flux and each label. Across the wavelength regime observed by ARGOS, we see on average that 84 ± 6% of the residual flux measurements are within the noise floor expected for the given S/N for each spectrum. This indicates that our model has removed the vast majority of the variance in flux.

In general the residuals with largest amplitudes are concentrated to the Ca-triplet features at 8498.7, 8542.2, 8662 Å, respectively. These residual flux levels in the core of the triplet are on average 2% of the normalized flux but with a significant variance of 10%. We also find some stars with very significant residual levels in flux but with a significant variance of 10%. We inspect 107 stars with an rms > 5 and find that most have spectra with bad pixels or a low S/N. However, we also find that about 15% of these spectra have strong features that appear astrophysical rather than a result of systematics. This is mostly caused by the anomalous behaviour at the Ca-triplet lines. We have noted some of these outliers in Figure 10 and describe them further in section 5.1.

4.1.2. Significance of Label Errors

In order to ascertain the validity of our results, we consider the significance of the label errors on our models and subsequent residuals. We perform a Monte Carlo sampling test. For each star and each label, we draw 75 samples from a Gaussian distribution with a mean equal to the original label value and a standard deviation equal to the label uncertainty. With these new labels, we construct a new set of spectral models and corresponding residuals. We find that the standard deviation of the 75 sets of residuals for each star and label is so small that it is negligible, thereby indicating the label errors do not affect our results.

4.1.3. Significance of Label Precision

We also consider the precision of the labels by running a test with the Cannon (Ness et al. 2015). Using a sample of 75 stars with highest S/N, we use the original labels as our training set and have the Cannon infer a new set of labels with which we construct new model spectra and subtract from the ARGOS spectra to get new residuals. We iterate through this process 10 times.

\[ \text{rms} = \Sigma (F_\lambda - M_\lambda)^2, \]  

where \( F_\lambda \) is the measured flux value and \( M_\lambda \) is the model value at the nth wavelength. The results are shown in Figure 4. We choose to use rms as a metric.  

2 We use rms instead of a \( \chi^2 \) value calculation, as our error estimates at each wavelength are based only on \( F_\lambda^{1/2} \), and we do not have a mask to consider bad pixels, cosmic rays or imperfectly subtracted sky.
**Figure 2.** Noise PC versus solar-metallicity data PC for 1st and 15th PCs. **Top:** First PC of noise and data. The PC from the data resembles that of a spectrum, and there are clear features as opposed to the PC generated from “noise”. **Bottom:** Fifteenth PC of noise and data. The PC from the data resembles that of the PC generated from noise indicating the PCA is capturing noise. For this reason, we choose to only examine the first four PCs.

**Figure 3.** Residuals for each star in our sample sorted by residual value at first Ca-triplet absorption feature. For about 60% of the stars, the models over-predict the flux values at the Ca-triplet lines. The models under-predict the flux values at the Ca-triplet lines for 40% of the stars.

Using the previous iteration’s inferred labels as the training set from which to infer the current iteration’s labels, we find that as the Cannon infers new labels, the new models’ residuals shrink. The largest decrease we see is by about 30% in the 8th iteration after which the decrease in residuals hits a ceiling. We show the rms after each iteration on the left hand panel of Figure 5.

To understand the effect of using more precise labels, we look at the sum of the amplitude of the residuals around one of the Ca-triplet lines in the right hand panel of Figure 5. Twenty-five percent of the stars have residuals from the original labels that are larger than the standard deviation of the residuals from the Cannon-inferred labels. This suggests that a quarter of the stars are driving the decrease in residuals discussed above.
The reason we do not see this effect in our test of label errors is because the Cannon has inferred more a precise label description of the flux, which are outside of the error assigned to the original labels.

### 4.1.4. Inferring Abundances

Although our analysis of the spectra indicates that most of the variance (84\%, see Section 4.1.1) is captured by the four labels we use in our models, there are other transitions in this wavelength region including the elements Al, Ni, O, Si, and Ca. Thus we expect that we should be able to infer the other chemical abundances that are present in this region using the four labels alone of $T_{\text{eff}}$, log $g$, [Fe/H], and [Mg/Fe] at comparable S/N.

We test this proposition using the RAVE-on catalogue, which contains 150,000 abundances across a range of stellar evolutionary states (from $-1 < \log g < 4$). The S/N of these stars is $45 \pm 16$ per pixel. We use a second order polynomial regression (using python’s `sklearn` library, as outlined in Section 3) to predict the individual abundances\(^3\). We divide the data up into a random subset of 50,000 training objects and 50,000 separate test objects. We predict the 5 chemical abundances reported in RAVE-on of [Si/H], [Ca/H], [O/H], [Ni/H], [Al/H]. The prediction of these elements is shown in the top panel of Figure 6.

Figure 6 reports the element in each sub-figure at top left in each sub-panel. The bias and rms difference of the predicted-reference abundance is indicated, as is the model’s R-squared ($r_{sq}$) value. This measures the model performance using the training set of stars and is the proportion of the variance of the predicted value that is explained by a reference value (a value of 1 is the highest score). The typical systematic uncertainty of each measurement is reported in the right hand corner of each sub-panel. In the bottom panel of Figure 6 we show the subset of stars with S/N $> 80$ to highlight how tight the relations are for the high quality spectra.

That the $\alpha$-elements (Ca, Si, Mg) are correlated is unsurprising, given their common (mostly) type II supernovae source. However, our results shown in Figure 6 demonstrate that we can predict all five chemical elements to the precision with which they are reported using the four labels of $T_{\text{eff}}$, log $g$, [Fe/H], and [Mg/Fe] alone. In fact, we can predict these elements to a higher precision than their reported systematic uncertainties. We suspect this is because their errors are correlated. We note that the prediction of Ca from Mg is indicative that the residuals that we see around the Ca-triplet in our spectra when we subtract our four label model from our data are not imputed by Ca itself, but are instead from some other astrophysical mechanisms as we discuss further in section 4.2.

To demonstrate that this ability to learn abundances from a four-label model alone is a generic result of abundances, and not specific to the wavelength, methodology or resolution, we also perform a similar test using APOGEE data with the same subset of elements. As was done with the RAVE-on abundances, we divide the data into a training and test set. This time, of $\approx 20,000$ stars each. The results at test time of training a model to predict the abundances using the four-label model for red giant stars with $0 < \log g < 3.5$ dex and $4500 < T_{\text{eff}} < 5500$ K is shown in Figure 7, for stars with S/N $> 200$. The difference between the APOGEE and RAVE-on results is that the APOGEE rms difference between the reference and inferred abundance for each element is higher than the uncertainty on the measurements. The intrinsic information in the abundances once [Fe/H] and [Mg/Fe] are accounted for is 0.02 dex for [Si/H], 0.03 dex for [Ca/H] and [Ni/H], and 0.04 dex for [O/H] and [Al/H]. Thus, these elements need to be measured to a precision of, on average, $< 0.03$ dex to get to the intrinsic information in them beyond what is captured in [Fe/H] and [Mg/Fe]. This is important to consider since Gaia-RVS will observe a subset of spectra for a star that can be co-added such that it is sufficient S/N to reach this precision which will allow for measuring abundances down to this level of precision (further discussed in section 5).

These regression results are also in effect a recasting of the result in which the intrinsic dispersion of elements

---

\(^3\) Similar to with the ARGOS data, we note that the model performs only marginally worse with linear regression rather than with the our second-order polynomial model. The element Al shows a small bias at low metallicity, but accounting for this bias, its prediction would be unhindered.

---

**Figure 4.** The rms distribution for the set of 10,802 ARGOS residuals. We calculate the rms value between the model and data. Stars with high rms ($> 5$) values either i) have spectra with bad pixels that made it through the initial data cleaning or ii) have features that are so unique compared to the rest of the sample that the model fit is poor.
Variance in Gaia-RVS Spectra

Figure 5. Tests of label precision in calculating the residuals. Left: rms distribution of model fits after inferring new labels with the Cannon. Using a sample of 75 high S/N stars and their original labels, we use the Cannon to infer new sets of labels 8 times. After each iteration, we calculate new models and residuals and report the rms value. We note a 30% decrease in residuals by the 8th iteration. Right: Distribution of the sum of the residuals around a Ca-triplet line. With the same 75 stars, we calculate the amplitude of the residuals around one of the Ca-triplet lines and compare the results from the original labels to the more precise Cannon-inferred labels. We find that 25% of the stars fall outside of the standard deviation of the Cannon-inferred label distribution, suggesting that this is the group of stars driving the decrease in the residuals seen in the left panel.

around their age-abundance relations are small (e.g. Bedell et al. 2018; Ness et al. 2019; Sharma et al. 2020; Hayden et al. 2020). Therefore, our results here are not necessarily surprising. Furthermore, the recent work of Ting & Weinberg (2021) has similarly demonstrated the same small intrinsic dispersions in additional elements once the information in a few is accounted for in the APOGEE spectra.

These results demonstrate that while the spectra are fairly low-dimensional overall, there are still important details that can be captured. In surveys like APOGEE that can currently measure abundances to precisions of \( \approx 0.03 \) dex or better, it is clear that there is intrinsic information in each abundance not captured in for example the four-label model, and in subsequently, in element correlations of these residuals. While the abundance measurements of lower-resolution surveys like RAVE and ARGOS do not offer intrinsic information, at the SNR examined here, there are places in the spectra with systematic residuals; namely, around the Ca-triplet, that are worthy of understanding in detail.

4.2. PCA

We present the first four PCs of the full set stars in our sample, the 140 solar metallicity stars (\(-0.01 < \left[\text{Fe/H}\right] < 0.01\)), and the 2805 metal poor stars (\(\left[\text{Fe/H}\right] < -0.5\)) in Figure 8. Since we use a PCA directly on the spectra and the number of dimensions needed to describe a majority of the spectra is high, there are many extraneous sources in our signal. These include any instrument variance over wavelength and between fibers, imperfect sky and telluric subtraction, cosmic ray imprints, and noisy spectrograph pixels, and imperfect RV corrections. Thus ‘unsupervised’ PCA is not really a useful tool for precisely assessing the dimensionality of chemical and evolutionary state driven sources of variability in the spectra. However, the first four PCs help identify regions of the spectra that are not captured by our four-label model.

In examining the PCA components, we aim to understand the sample holistically and what excess variability exists once the influence of four labels are removed. We focus on the most prominent features with signal above the noise thresholds as discussed in section 3.3.

Considering only the first four PCs, across the entire sample (top panel, Figure 8), the first principal component captures 29% of the variance in the data, the second captures another 5% (cumulatively 34%), the third another 2% (36%), and the fourth another 2% (38%). In PC 1, we see three features associated with the Ca-triplet with positive amplitudes, appearing \( \gtrsim 7\sigma \) above the noise. This is not entirely surprising since these wavelengths have the highest residuals. In PC 2, we again see features associated with the Ca-triplet, but the features are \( \sim 30 - 50\% \) narrower compared to those seen in PC 1. They are concentrated to the cores and appear \( \gtrsim 7\sigma \) above the noise. It is worth noting that the cores and wings are represented in separate PCs and are thus construed as orthogonal, indicating that two different astrophysical mechanisms account for these features. This makes sense given what we know about the cores of the Ca-triplet being associated with the chromosphere and the wings with the photosphere (Andretta et al. 2005; Armandroff & Da Costa 1991). These results also
Figure 6. The results for the test set of RAVE-on stars (across $-1 < \log g < 4$ dex from Casey et al. 2017). Each panel shows the r-squared goodness of fit metric of the model, the bias and the rms difference of the (Reference-Inferred) abundance. The mean error is also included at bottom. The prediction is to within (or better) the error reported on the reference individual abundance labels, meaning four labels are sufficient to describe the full set of abundances to this precision. **Top:** Results for all RAVE-on 50,000 stars. **Bottom:** Results for the 3000 test stars with S/N per resolution element $> 80$ ($S/N = 80 - 120$) showing the rms uncertainty decreases further at high S/N.

Figure 7. As per Figure 6 but for $\approx 20,000$ APOGEE red giant stars with $S/N > 200$. The mean intrinsic dispersion of these elements once the four labels of $T_{\text{eff}}$, $\log g$, $[\text{Fe}/\text{H}]$ and $[\text{Mg}/\text{H}]$ have been accounted for is 0.03 dex (and above the measurement precision of APOGEE for these elements).
demonstrate the need for using the spectra directly to learn what the labels and respective models do not capture.

In PC 3, we see that all three features around the Ca-triplet reverse sign and are much smaller in amplitude ($\lesssim 1\sigma$) than the previous PCs. In PC 4, we see the first Ca-triplet feature resembles a p-cygni function, while the other two resemble the Ca-triplet features in PC 2, but at smaller amplitudes. It is less obvious what these features indicate, but possible explanations include microturbulence and/or imperfect RV corrections. We also note that all the features seen across the four PCs are asymmetric about the wavelength associated with an element absorption feature.

In addition to the Ca-triplet, we also see features in the PCA around Fe lines, although these are only at $\lesssim 50\%$ of the level of the Ca-triplet. In general, we see the PCs are very similar across the three metallicity bins.

4.2.1. Isomap

We also examined the dimensionality of the spectra using Isomap (Tenenbaum et al. 2000). Using the isomap module in sklearn, the spectra can be represented as a series of manifolds for which geodesic distances are calculated and are then transformed into flux vectors. To compare the PCA results with isomap, as we iterate through each manifold, we calculate the rms value between the isomap transform for the current flux vector output and the prior flux vector output, and add these cumulative results. We find that this distribution resembles the cumulative variance captured by the PCA in Figure 9 and does not add any new insight.

5. DISCUSSION & CONCLUSIONS

Using measurements of $T_{\text{eff}}$, log $g$, [Fe/H], $[\alpha/\text{Fe}]$, and a simple polynomial regression, we fit for the variance in normalised flux across $\approx 11000$ red clump ARGOS spectra in the Ca-triplet wavelength region. We use our regression model to generate, for each star, a model flux as produced by these four parameters. We then subtract each star’s model flux from its true flux to obtain a residual flux vector. On average, we find that our four-label model accounts for $> 83 \pm 5\%$ of the variation in the flux wavelength values such that the residual flux is within the noise. In the remaining wavelengths, the amplitudes are highest from 8495.3-8501.1, 8536.4-8548.5, 8657.2-8668 Å around the Ca-triplet lines (8498.7, 8542.2, 8662 Å). In the mean residuals alone, we see the mean amplitudes are 2% of the flux with a variance of 10%. Recall that in spite of the lower S/N at the Ca-triplet, we find that 83% of these residuals are above the expected residuals from the noise. We note cases in which the labels do a poor job of modeling in section 5.1.

Employing a PCA gives us the additional insight of revealing the orthogonal structure in the residuals that we see at the Ca-triplet lines. In principle, the PCA can also quantify the dimensionality of the data. However, our spectra is imputed with numerous systematics and stochastics, which makes the dimensionality high. Therefore, we use the first several components to focus on regions of the spectra not captured by the four-label model, primarily around the Ca-triplet. In the third and fourth PCs, we see features associated with the triplet at smaller amplitudes as compared to the first two components (1$\sigma$ versus $> 4\sigma$). Some of these features resemble p-cygni functions and perhaps could be attributed to imperfect RV-corrections and microturbulence. The orthogonal variance in the cores and wings of the Ca-triplet seen in PCs 1-2 suggests that there are astrophysical mechanisms at work that we have not accounted for in our model. This is corroborated by the literature, which discusses how the cores and wings of the Ca-triplet are formed in the chromosphere and photosphere respectively (Andretta et al. 2005; Leenaarts et al. 2006).

The Ca-triplet residuals indicate that our parameterization of stars using static labels is, in detail, incomplete. Stars vary over time (Aerts 2021), and the residuals around the Ca-triplet lines and their different distributions in orthogonal components in the PCA are likely a reflection of this. We note that the four labels in our model come from the 1D LTE framework as they are effectively derived from physical models with these assumptions. The 1D LTE set of labels is an inadequate parameterisation when the dynamical nature of the star matters in imputing the line flux, which is a possible explanation behind the high residuals at the strong Fe line at 8685 Å as well (Holzreuter & Solanki 2013). Figure 7 from Magic et al. (2013) shows the fine granulation pattern from 3D models which give rise to turbulent convective motions in the outer layers. Due to the mechanisms of its formation, while Ca-triplet itself in its equivalent width (dominated by the wings) is primarily an [Fe/H] indicator (Sakari et al. 2015; Carrera et al. 2007; Starkenburg et al. 2010; Armandroff & Da Costa 1991; Usher et al. 2019), this is not in contradiction with the amplitude of these residuals. We report extra variance that is largest in the Ca-triplet core at the level of a few percent, so this is a very subtle signature in the data. High resolution studies of the Sun show there are clear variations in the Ca-triplet region, including the cores and wings, due to the dynamical nature of the stellar surface (Andretta et al. 2005; Leenaarts et al.
Figure 8. Median spectrum, median residuals, and first four PCs for the spectra with cumulative percentage of variance captured and noise thresholds in dashed grey lines as discussed in section 3 noted. Top: Entire sample. Bottom-left: Solar metallicity stars ($-0.01 \lesssim [\text{Fe/H}] \lesssim 0.01$). Bottom-right: Metal-poor stars ($[\text{Fe/H}] \lesssim -0.5$).
Based on our preliminary results, it is not hard to imagine that Gaia will provide a low-resolution but macro view of this astrophysical behaviour across stellar dynamical states.

Outside of the Ca lines, the remarkable fit of the four-label model to the data at the stars’ S/N motivated us to examine how well we can predict individual abundances in this spectra region. We make the prediction of individual abundances with a model built on the four labels of $T_{\text{eff}}$, $\log g$, [Fe/H] and [Mg/Fe] from the RAVE survey. We show in section 4.1.4 that we can predict five elements, Si, O, Ca, Al, and Ni, in this spectral region to within their measurement uncertainties. Then, using APOGEE we quantified the level of precision at which these elements measure intrinsic variance not captured in [Fe/H] and [Mg/Fe] alone. On average this is $\approx 0.03$ dex. From Figure 3 in Ting et al. (2017), we see that a precision of 0.03 dex is reached at Gaia-RVS resolution of around 10,000 at S/N $\geq 200$. This precision is comparable to a result from Ting & Weinberg (2021), whereby after conditioning on [Fe/H] and [Mg/H], they predict the elements that we study with a residual scatter of $\approx 0.02$ dex. While this is beyond the scope of our work, Ting & Weinberg (2021) highlight that this residual amplitude is a measure of the individual story that each element has to tell. This is confirmation that [Fe/H] and [Mg/Fe] do not contain all of the information in a stellar spectrum as the residual abundances are correlated between elements above observational uncertainties.

We note that our results are for a very narrow range in stellar parameters, solely along the red giant branch. There might be a larger residual variance in the data along a larger range in parameter and evolutionary space. Nevertheless, from the test of RAVE abundance prediction, which was done across a wide evolutionary state, we found we can predict the abundances to their precision with our four label model of $T_{\text{eff}}$, $\log g$, [Fe/H], and [$\alpha$/Fe].

5.1. Outliers

As shown in Figure 4, we calculate the rms of every star and visually inspect those with an rms $> 5$. While we identify stars that have low S/N or a bad pixel resulting in a poor fit, we also find stars with unique looking spectra illustrating the utility of this method of model-fitting for finding outliers. In Figure 10, we note three such examples.

In the middle panel, for 2MASS J17350625-5152014, we see emission at the Ca-triplet suggesting it is an asymptotic giant branch (AGB) star rather than a red clump star. While this is a rarer occurrence, Gomes da Silva et al. (2021) discusses a scenario in which intermediate stars are rapidly rotating in the main sequence phase and have yet to spin down due to angular momentum loss. Since they do not have significant convective envelopes, the activity levels are not high. However, as they enter the giant phase, they form a convective envelope, and the rapid rotation causes high levels of activity (e.g. Ca emission). Such stars with high chromospheric activity in the same $T_{\text{eff}}$ and [Fe/H] ranges have also been found in the RAVE survey (Zerjal et al. 2013).

In the bottom panel, for 2MASS J17383646-5058002, we see an interesting feature between 8595-8620 Å that the model cannot capture. While we are unsure about what exactly this feature is, we posit that it is the result of the molecular bands.

5.2. Future Prospects

While we find that PCA is not particularly useful for understanding dimensionality of the spectra in terms of variance that links to chemical element abundances, in this work, it emphasizes how the Ca-triplet cannot entirely be explained by stellar 1D LTE models. The Gaia RVS spectra will present us with the opportunity to understand how the wings and core strength of the Ca-triplet can change with evolutionary state, as a result of stellar binarity, and even between observation epochs. Additionally, since we know parts of the Ca-triplet are formed in the chromosphere, it could be argued these features are also a result of magnetic activity. Magnetic activity is often quantified using X-ray observations (e.g. Mackay et al. 2010; Wright et al. 2011), so comparing Gaia-RVS spectra with Chandra sources (Evans et al. 2010) could lend further insight.
Figure 10. Select stars with poor model fits. Data in light blue. Model in dark blue dashed line. Residuals in black. Top: Likely binary or trinary system. Middle: Likely emission AGB star. Bottom: Likely star with a molecular band around 8600-8620 Å.

It would also be beneficial to repeat this exercise with high resolution spectra (e.g. Bedell et al. 2018, Brewer & Fischer 2018) to see what residuals at a greater resolution can tell us including intrinsic information in abundance measurements. This will let us go directly to the realm of understanding and quantifying how the data themselves are correlated (Feeney et al. 2021). We examine this idea of predicting data from data to get intuition for the variability around the Ca-triplet region in Appendix C.

The ability to study features like the cores and wings of the Ca-triplet with such a big data survey will help fill in the discrepancies between stellar models and data and help us answer fundamental questions in stellar astrophysics. This work is only further evidence that the Gaia mission has been revolutionary in our understanding of not only stellar astrophysics but also galaxy evolution, meeting at the unique intersection of galactic archaeology. The future release of Gaia-RVS spectra poses exciting prospects for this field with room to continue
exploring the bridge between stars and the Galaxy’s formation, evolution, and current state.
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APPENDIX

A. First 15 principal components for solar-metallicity stars

B. Labels v. Residuals at Ca Core

C. The variance in the Ca-triplet in nearest neighbourhood joint spectra

With large data sets, it is possible to use partial data to model other partial data, by building a predictive model. Where the model’s prediction fails can point to interesting objects. A systematic application of such an outlier detection approach is tangent space projection (Wheeler et al. 2020), which is promising to apply to Gaia-RVS spectra.

In Figure C.1 we examine the RAVE spectra, to quantify the degree to which the Ca-triplet features vary relative to other regions of the spectra. Specifically, we generate nearest neighborhoods of spectra. We take stars across the $T_{\text{eff}}$-$\log g$ plane, shown in the left hand window of Figure C.1. We designate a reference window of spectra for the stars, shown in the blue region in the middle panel of Figure C.1, and a test region of spectra, the remaining spectra. Using the 50,000 RAVE stars, across the $T_{\text{eff}}$-$\log g$ plane shown in the left panel of Figure C.1 for every object we select the k nearest neighbour spectra, using an rms comparison of flux in the blue windowed regions shown in the middle panel of Figure C.1. Then for every nearest neighbourhood of k spectra we create an average spectra. The y-axis of the middle panel of Figure C.1 shows, for 1000 joint spectra (averaged nearest neighbours), the ratio of the 1-$\sigma$ dispersion of their flux to the quadrature sum of their errors (both at each wavelength). This is to assess the relative variance of the joint spectra with respect to the total uncertainty, across each wavelength. A value of k = 5 nearest neighbours, for the full sample of N=50,000 RAVE test spectra return a level of $\approx 1$ in the windowed regions used to determine the k nearest neighbours. (The smaller value of k the more identical the neighbours). Note that the middle of the spectra is not used to build the nearest neighbourhood for each star, yet is also has a ratio of variance to error that is similar to the windowed regions. The Ca-triplet regions, however, show a much larger variance than the error compared to the reference window, on average a factor of around $\approx 4$, where the average of these individual examples is shown in black. This is indicative of the larger variance of this line flux in a neighbourhood, relative to the flux uncertainty, at fixed evolutionary state compared to the other spectral regions. This additional variance has no correlation with $T_{\text{eff}}$, $\log g$, [Fe/H], or [Mg/Fe].

Finally, in the right hand panel of Figure C.1 we do a simple regression predicting the single value of the Ca-triplet core flux at 8451 Å using the windowed regions of flux in the middle panel. We use for this test $\approx 50,000$ stars across the $T_{\text{eff}}$-$\log g$ plane. The reference set for training is of 1500 objects only with S/N > 1000 and the test set is 40,000 objects with S/N > 20. These points are coloured by the $\chi^2$ of the data minus the model (how well we predict relative to the error on the single flux point, where a high $\chi^2$ is indicate the prediction is poor relative to the uncertainty on the flux). The outliers around the 1:1 line in the right hand panel of Figure C.1 with a high $\chi^2$ which have (upon inspection) significantly anomalous spectra compared to the rest of the sample. About 90% of the stars have an rms scatter of $\approx 0.06$ dex, which is higher than the mean uncertainty of the flux (0.04 dex). The takeaways from this figure are twofold; (i) across the full sample, other spectral regions are not fully predictive of the flux at the Ca-triplet core, but the residual is small (the variation subtle) (ii) there are groups of stars where the true core flux deviates significantly from the prediction. Inspection of these stars are demonstrative their flux is significantly different from the majority of stars in the sample. The first point (i) likely speaks to dynamical activity in the star and the second (ii) populations with anomalous properties like binaries and emission stars.

This result using the spectra is consistent with what we see in Section 4.2, where by the PCA components show systematic residuals around the Ca-triplet core flux, above the level of the flux uncertainty. With large data sets, unusual objects can be identified by failures in simple models where one part of the spectra is predicted by another (e.g. Wheeler et al. 2020; Kemp et al. 2018; Casey et al. 2019). This indicates that Gaia-RVS spectra will be a rich source of data for empirically characterising the imprint of the stellar chromosphere and photosphere in the cores and also the wings of the triplet region, given the intrinsic information in this region not captured by correlations in the other spectral regions.
Figure A.1. First 15 PCs for solar metallicity stars in sample with cumulative percentage of variance captured noted and PCA “noise” thresholds shown with grey dashed lines. Top Panel: Median spectrum for solar-metallicity stars. Second Panel: Median residuals for solar-metallicity stars. After PC 5, the subsequent components signal are so small, we deem them to be modeling noise.
Figure B.1. Labels versus Ca-triplet residual values. The relations are flat, indicating the polynomial models based on these label have modeled away any correlation. Top: Second Ca-triplet core (8542.2 Å) residual values versus $T_{\text{eff}}$, $\log g$, [Fe/H], and [$\alpha$/Fe]. Bottom: Second Ca-triplet wing (8547.3 Å) residual values versus $T_{\text{eff}}$, $\log g$, [Fe/H], and [$\alpha$/Fe].

Figure C.1. Left: the $T_{\text{eff}}$-$\log g$ plane colored by [Fe/H] of the $\approx$ 50,000 RAVE test stars. Middle: Ratio of the 1-$\sigma$ standard deviation of the k=5 nearest neighbours (defined using the blue windowed regions only) of each spectra to the quadrature sum of the error of the k=5 neighbours: 1000 sample individual stars are shown in red and the median in black. Right: Regression model built from 1500 reference objects for a simple quadratic model of the flux in the windowed regions in the middle plot to predict the Ca-triplet core flux at 8541.8 Å, shown for 40,000 test stars.