ABSTRACT Due to the life expectancy increase, there will be a workforce shortage in elderly care sector in forthcoming years. Ambient Assisted Living (AAL) systems can cope with this issue. A subset of AAL, Human activity recognition (HAR) provides an efficient way to tackle this issue. It can help with evaluating general health and welfare of elderly by automatically tracking their activities. Lifelogging and home diary applications will reduce the load on physicians and caregivers. On the other hand, complex activities play a vital role as they have high level semantic characteristics that truly represent daily life of the user. The main objective is to track these high-level semantic motions with low-cost single sensor systems with efficient machine learning frameworks. To achieve this objective, a framework is proposed to predict complex human activities from a single sensor using a machine learning approach. Time and frequency features are extracted from PAAL ADL Accelerometry Dataset and fed to Locally Weighted Random Forest (LWRF) machine learning algorithm. This algorithm is a hybrid structure that utilizes local weighting by introducing neighboring samples on Random Forest tree building phases. Proposed approach achieved 91% accuracy for HAR and 91.3% for gender recognition, outperforming other machine learning algorithms and previous study on the same dataset. This is the first study that utilize a local weighted approach for accelerometer signal domain. For prospective application, proposed framework can be embedded in lifelogging and home diary applications in home environments to track mental status of elderlies.
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I. INTRODUCTION
In recent years, world life expectancy is increased due to advancements on healthcare, this situation results in an elevation of elderly population in society [1]. With the reduction of birth rates all around the world, the ageing population gains a larger proportion in living societies. In approximately 30 years, 16% of all human population will be over 65 years of age [1]. This situation can cause a workforce shortage on elderly care sector. Workforce shortages can lead to overtime work and workload increase of care workers. Also, this issue can affect the quality of assistance in healthcare facilities. To tackle this problem, Ambient Assisted Living (AAL) technologies are introduced [2]. With the introduction of assistive technologies, humans can take better care of the elderly. These technologies can help on rehabilitation, monitor chronic diseases, tracking cognitive impairment and mild dementia in older adults [3].

AAL is the combination of several aspects, these are context awareness, internet of things, machine learning and sensor technologies [4]. All of these aspects are combined to provide a better life quality for elderly and enable them to live their life independently. A subset of AAL, Human activity recognition (HAR) is a perfect combination of these aspects. HAR, which involves analyzing data from different sensor sources to identify characteristics related to a person’s activity, is a crucial component of AAL. It can be utilized to promote proactive behavior or even basic cooperation between the person and the environment [2].

Recognition of daily activities via HAR is a good approach for evaluating general health and welfare in elderly people. This evaluation can be done by asking the question “Is the
user conducting his or her normal activities at the usual times?". This approach can aid elderly in lifelogging and home diary applications. By looking at automated activity logs, physicians or caregivers can check the validity of activities and afterwards detect certain dementia related diseases before they begin to manifest [5]. Likewise, users can check their activity diaries and see what activities they have done. Since there are no available treatment for dementia related diseases, an HAR system that collects data for long durations in a home setting can help doctors or caregivers to analyze progression of mental decline [5].

There are mainly two ways to conduct HAR, these are vision-based and sensor-based approaches. In vision-based approach, image and video data are analyzed from optical sensors to detect activities. Research area of this approach is limited with security related and interactive applications [6]. There are several negative sides of this approach. First, the performance is greatly dependent on external conditions. Bad lighting conditions of measurement areas can greatly affect the performance of the vision-based system. Also, concerning privacy, these systems cannot be installed on private spaces like bathrooms and bedrooms [7]. Lastly, users should always stay in visual range of optical systems. Because of these drawbacks, interest in vision-based approaches is declining in literature.

As vision-based approaches are losing its popularity, sensor-based approaches take the lead on HAR research. In recent years, sensor-based approaches have gained a vast majority in research due to the advancements of microsensor technologies [8]. Sensor based approaches mainly consist of wearable sensors. These wearable sensors can be Inertial Measurement Units (IMU), pressure sensors and global positioning system (GPS) sensors [2]. Applications that can be done with sensor-based approaches are fitness and motion tracking, daily activity monitoring, virtual reality and medical rehabilitation [9]. Sensor based approaches can be considered as two types: Multi sensor based and single sensor-based systems. As the name suggests, multi sensor-based systems can increase activity recognition performance by combining multiple sensor data, however it is not applicable for long term use in daily life. The reason behind this issue is that one sensor malfunction can cause activity recognition system to collapse if the system dependent on frameworks that use sensor fusion [10]. Also, dealing with multiple sensors increases the computational costs due to processing of aggregated data from fused sensors. For these aforementioned drawbacks, recent studies are mainly focused on single sensor-based systems [11]. But single sensor systems are not perfect either. The main drawback with single sensor approaches is the limitation of available concurrent data [10]. So, studies are mainly focused on finding a robust and effective feature extraction and machine learning algorithm to overcome this drawback. Therefore, it poses a challenge to researchers to do human activity recognition analysis using only one sensor.

Human activities can be considered as a combination of simple and complex activities [9]. Simple activities are defined by actions that repeats itself and possess a single body pose. Example simple activities are sitting, running, walking. Simple activities lack the capability of reflecting the daily life of users because behaviors of users are made of combination of several activities. Complex activities on the other hand, are the combination of simple activities. For example, eating a meal can be considered as a complex activity because it involves sitting and can contain several different hand motions while eating a meal. Example complex activities are cleaning, cooking, writing and eating [9]. These activities usually have high level semantic characteristics that truly represent daily life of the user. In order to create an AAL system for the care of the elderly, it is necessary to examine complex activities instead of focusing on simpler ones because complex activities contain more information about daily life of a user [12]. But to be able to find appropriate features is another challenge in complex HAR tasks [13]. Machine learning approaches can become insufficient to make accurate predictions without a prior knowledge on which features have the most representative power [14]. Ranking of features can provide this insight. With the help of ranking approaches, relevant features can be identified easily for recognition tasks [15]. Another research direction for these complex activities is to find robust machine learning frameworks that can cope with limited sample size. Due to their nature, these activities can have small motion cycles and therefore they have small number of samples. These limited sample size data can have a negative effect on prediction capability of machine learning approaches [5].

To this end, a framework is proposed to predict complex human activities from a single sensor using a local weighted machine learning approach. The main challenge is, instead of using multiple sensor data, use a robust framework that combines single sensor data and machine learning algorithms to predict complex daily living activities. For this purpose, an open access dataset called "PAAL ADL Accelerometry dataset" is selected for this study. The dataset includes simple movements and complex daily living activities. Also, it has the highest number of daily living activities among accelerometer-based open access datasets so far [5]. Several time and frequency domain features are extracted from a single accelerometer sensor and fed to a hybrid machine learning algorithm called Locally Weighted Random Forest (LWRF) to predict human activities. A further analysis is conducted to assess gender recognition capability of proposed approach. In addition, to analyze the importance of individual signal features on prediction tasks, feature ranking is done on extracted accelerometer motion signals. The proposed framework can provide robust solutions in AAL for assessing dementia related disease progression of elder people in home environments by tracking their daily activities. Main contributions of this study are given below:

- Proposed framework can reduce dataset variation effects by introducing a combination of local weighting scheme and Random Forest algorithm.
• By utilizing neighboring data points and locally weighting in prediction phase, this approach can be considered for predicting activities with limited number of samples.
• According to ranking of extracted features, signal magnitude area (SMA) feature is the most representative feature for complex activities and correlation between X and Z axis of accelerometer signal feature has the highest representative ability for gender recognition tasks.
• This is the first study that employs local weighted machine learning approach on an accelerometer signal domain.
• The proposed framework outperformed previous study on the same dataset and other machine learning approaches when predicting complex human activities.

The paper is organized as follows: Section II gives an overview of current literature, Section III includes proposed framework, description of PAAL ADL Accelerometry dataset, several preprocessing phases and features and also proposed local weighted approach. Section IV explains evaluation metrics and give experimental results. Lastly, Section V includes conclusions.

II. RELATED WORK

The only related work found on PAAL dataset is published in [5]. So, related work section is mainly constructed with recent studies that have used single three axis accelerometer signals and analyze complex human activities. In literature, some studies focus on hand crafted signal features and traditional machine learning approaches for activity recognition. These hand-crafted features are mainly consisted of statistical and time series characteristics of a signal. On the other hand, deep learning architectures are proposed for datasets that possess large sample sizes. In these deep learning architectures, instead of using hand crafted features, deep learning frameworks extract features automatically and predict human activities.

Climent-Pérez and Florez-Revuelta [5] conducted the prior study that analyzed PAAL accelerometer dataset for activity recognition. They proposed a multi objective evolutionary algorithm called MaOEA to find appropriate weights for extracted features. Aim of this proposed approach is to find a method that hide age and gender of a person while maintaining human motion characteristics. They used PAAL accelerometer dataset which contains 24 activities that include simple movements and complex daily living activities. A single wrist worn accelerometer is used to capture human motions from 52 participants. They extracted time and frequency domain features from these motion signals. Random Forest algorithm is selected as an inductor classifier in their proposed approach. The authors reported accuracy of their approach and indicated that MaOEA algorithm can preserve motion characteristics while concealing gender and age information with a tolerable performance loss. They also reported the case that every feature had equal weights and achieved overall 87.2% accuracy in activity recognition task. Tian et al. [7] proposed a robust human activity recognition approach from single accelerometer signals. Proposed approach is based on kernel discriminant analysis (KDA) method and particle swarm optimized extreme learning machine (QPSO-KELM). KDA is used to extract meaningful features from motion signals. The authors used their own dataset that includes single accelerometer signals. They benchmarked different feature sets and classifiers with their proposed features and classifier. The authors reported that their approach outperformed other feature sets and classifiers in terms of accuracy. Huan et al. [9] tackle the problem of complex human activity recognition. They proposed a framework to extract multi-layer features from accelerometer, gyroscope and magnetometer signals. The authors utilized a hybrid deep learning architecture that consists of CNN and RNN architectures. They tested their approach on several open activity recognition datasets. They compared their method with previous works and outperformed them in all evaluation metrics. The authors also stated that location and time domain features are an important indicator for motion signals.

Tian et al. [10] proposed ensemble-based filter feature selection (EFFS) approach to optimize the feature set in human activity recognition task. They extracted wavelet decomposition features and filtered them using EFFS approach on a private dataset that includes single accelerometer signals. SVM and kNN are selected as classifiers. They reported that EFFS approach combined with SVM classifier can give high accuracy with less features. Lu and Tong [11] conducted a research on human activity recognition using single three axis accelerometer. In order to reduce the burden of heavy prepoessing phase, the authors proposed a modified recurrence plot by converting motion signals to images. After these conversion phase, images go through a tiny residual neural network for classification. They used their own dataset and ADL open access dataset. Several machine learning approaches are benchmarked, and their approach outperformed others in terms of accuracy and computation time. Guney and Erdas [16] studied how deep learning architectures affect human activity prediction rate from single accelerometer signals. They aimed to do feature free classification using deep Long Short-Term Memory (LSTM) model. They used an open access dataset that has single tri axis accelerometer data. The authors compared their approach with other previous studies and outperformed them in terms of accuracy. Acici et al. [17] constructed a complex human activity dataset with single wrist worn Inertial Measurement Unit (IMU). They extracted time and frequency domain features from motion signals. After feature extraction, they compared traditional machine learning approaches on activity prediction and person identification tasks. Random Forest model achieved the highest accuracy in all cases. They also discovered that combination of accelerometer and magnetometer signals can increase prediction performance on person identification and complex activity recognition.

Lu et al. [18] provide a different perspective for activity recognition using single accelerometer. The authors
categorize human actions as countable (complex) and uncountable (still) actions and stated that they should have dealt with different feature sets. Therefore, they extracted global and local features from motion signals. Evaluation of their approach is done with several open access datasets. Based on their findings, the authors reported that local features have a bigger impact on countable activities rather than uncountable ones.

Lv et al. [19] aim to characterize complex human activities by proposing an end-to-end deep learning model that consists of convolutional neural networks (CNN) and recurrent neural networks (RNN). The authors extracted deep features from multi modal time series data using CNN and fed these features to a RNN model. They tested their approach on two human activity recognition datasets called PAMAP2 and self-collected dataset (SCD). They compared their method with other deep learning architectures and they outperformed others in terms of accuracy in both datasets. Mekruksavanich et al. [20] proposed a hybrid RNN based model and investigated its efficiency on complex human activity recognition tasks. The authors compared their approach with other deep learning models and previous works on several open access datasets. The results showed that their approach is better than other classifier models in terms of accuracy, precision, recall and F1 score.

Qin et al. [21] used machine learning approaches to track swimming activities. Their objectives are to predict swimming style, count swimming time and predict number of strokes. They analyzed wrist worn accelerometer signals of a swimming team. The authors extracted statistical and time series features from raw accelerometer signals. The authors also proposed a new time counting function based on window slicing. They compared several traditional machine learning approaches on swimming style prediction and found out that SVM outperformed all others in all evaluation terms.

Each observation in the dataset has an activity and a gender label. Trained classifier uses available trained observations to predict the class label of a test observation. At the last stage, classifier performance is evaluated using various metrics. General overview of proposed machine learning approach is given in Fig. 1.

B. PAAL ADL ACCELEROMETER DATASET
For this study, a publicly accessible human activity recognition dataset called “PAAL ADL Accelerometry dataset” is used [22], [23]. The dataset consists of accelerometer measurements of 52 healthy participants. Participant gender distributions are 26 men and 26 women. The age of participants ranges between 18 and 77 years. The dataset has 24 daily living activities that include simple movements and complex daily living activities. Activities in the dataset are divided into 6 broad categories (Eating and Drinking, Hygiene, Dressing/Undressing, Miscellaneous and Communication, Basic health indicators, House cleaning). Although these 24 activities sometimes have similar movements, accelerometer signals can capture subtle motion differences in these similar activities on all axes. These daily living activities are given in Table 1. Data capture is done with a single wrist worn accelerometer. The measurements are recorded at 15Hz. In order to capture true nature of activities, participants are asked to wear this wrist worn accelerometer at home or office setting instead of a laboratory environment [22]. Participants did repetitions for every activity at average 5 times. This approach leads to 6072 recording files in total.

### TABLE 1. Available activities in the dataset.

| Activity Category | Activity Name |
|-------------------|---------------|
| Eating and Drinking | drink water, eat meal, open a bottle, open a box |
| Hygiene | brush teeth, brush hair |
| Dressing/Undressing | take off a jacket, put on a jacket, put on a shoe, take off a shoe, put on glasses, take off glasses |
| Miscellaneous and Communication | sit down, stand up, writing, phone call, type on a keyboard, salute (wave hand) |
| Basic health indicators | sneeze or cough, blow nose, washing hands |
| House cleaning | dusting, ironing, washing dishes |

C. DATA PREPROCESSING & FEATURE EXTRACTION
Feeding proposed classification framework with raw accelerometer signal values is not feasible [24], [25]. It is based on several reasons. Firstly, majority of machine learning classifiers need equal input in order to process data, this is not the case for accelerometer signals since they have different signal lengths [17]. The other reason is that these signals are not in the same time dimension even though they sometimes possess identical signal lengths. This issue makes it hard for machine learning algorithms to exploit local patterns in signal data. Another reason is that the temporal signal measurements sometimes make it harder for machine learning algorithms to predict behavior of motion since these raw measurements sometimes do not reflect motion...
In order to overcome these aforementioned issues, a typical approach is to build a representative feature set from raw accelerometer signals [17], [8]. Preprocessing and feature extraction scheme from previous work on the same dataset [5] is employed to set up the same baseline for prediction tasks.

In order to reduce noise in signal and achieve a robust machine learning model, a two-step preprocessing approach is applied in this study [5]. First, to eliminate high frequency noises while keeping motion characteristics intact, a fourth order Butterworth low pass filter with 15Hz cut off frequency is applied to raw signal. Secondly, in order to eliminate outlier values in time series signal, median filter with third order parameter is applied [5].

To acquire samples from the dataset, data are divided into windowed sections [5]. Feature extraction processes are carried on by 5 second sliding window approach. In this approach, time series signals are divided into multiple windows so that they have 20% overlap between neighboring windows. This sliding window approach outputs 28642 samples. Sample distributions of each activity can be seen in Table 2.

In the previous study, authors extracted several time and frequency domain features from raw accelerometer signals. Time and frequency domain features capture vital characteristics of motions in time series data [5], [8], [17], [26], [27], [28]. In this study, same features that are used in the previous study are extracted. Extracted time and frequency domain features from accelerometer signals are given in Table 3. Features are extracted from each channel (x, y, z) of accelerometer and signal magnitude vector of each observation. At the final stage, these features are concatenated to form a final representative feature vector.

### D. LOCAL WEIGHTED APPROACH

For classification of complex human activities, a hybrid machine learning model called Locally Weighted Random Forest (LWRF) is utilized in this study. This model is first used with multi-channel gait signals to predict the severity of Parkinson’s Disease [26]. With the contribution of both Random Forest and local weighting schemes, it outperformed other machine learning approaches in multi-channel gait.
signal problem domain. Inspired with this succession on multi-channel signals, LWRF model is adapted and used with three channel axis accelerometer signals aiming to provide accurate estimation of human motions.

LWRF algorithm is created to overcome a disadvantage of Random Forest algorithm. This disadvantage is, adjusting the parameters in the learning phase according to all trained samples assuming that all samples are equal [26]. This global approach can sometimes lead to weak parameters that cannot represent all samples in the dataset. When there is high variability in the dataset, it could be hard to find a suitable representation. This situation can happen often in human activity recognition tasks since there are multiple subjects participating in data collection phase. [29], [30]. Dataset variability in human activity recognition can occur due to age, gender and experience of subjects when performing activities [31]. These variabilities in HAR data limit the ability of classifier algorithm to find a global fit model. A possible solution to reduce the variation effect is to create local models that are established on neighbors of the test sample instead of considering every sample as equal on the global model. This can be done via giving weight to each sample in training process and create a local prediction model. Weighting of training samples increases the chance of machine learning algorithm to pay attention to similar available data points. In HAR scenario, weights help to construct a local model for a specific activity by striking out variation effects.

LWRF machine learning model consists of two parts, Random Forest and local weighting [26]. Random Forest is a decision tree algorithm that is based on ensemble learning [32]. It can be used either as a classifier or a regressor according to the problem domain. In this algorithm many decision trees are formed using a bootstrap sample. Random Forest employs ensemble learning strategy by Bootstrap aggregation or Bagging process. In this process every tree is constructed separately by using the bootstrap sample. These trees are called random trees. Random Forest uses a random variable selection when creating a branch. Other decision tree approaches aim to find the best branch in all available variables. Reason for this randomness is to minimize correlations between candidate decision trees [33]. This randomness criteria become its advantage when making predictions because if the correlation between these trees becomes high, then it can affect prediction process and thus increase error. In the final process, outputs of these trees are combined to achieve a final output [34]. Majority voting of all tree outputs is done for classification tasks and averaging of all tree output values for regression tasks.

The second part of the LWRF algorithm is local weighting. Local weighting considered as a non-parametric learning model that utilize local relations on the dataset [35]. The nearest points to the query sample are used to build the local weighted model, rather than building a global model on all available training data. Number of nearest points are usually user defined same as in k nearest neighbor algorithm. A weight value is assigned for every neighboring data sample in the dataset. Target value estimation is affected by these weight values [36]. Data points that are closest to the query have greater weight values compared to those that are further from it. From these closest points, estimated k points are used in training phase to finally define the label of a query point. In LWRF algorithm, local weighting scheme is infused with Random Forest when computing split points and selecting samples for bootstrap [26]. The novelty of LWRF algorithm, is that instead of focusing all of the existing data, LWRF algorithm focuses on similar data points which are defined by distances and by adding weights to these similar data points, it incorporates these weighted data points to Random forest decision making processes. By this incorporation Random Forest selects bootstrap samples among these weighted samples.

### Algorithm 1 Locally Weighted Random Forest (LWRF)

**Inputs:** training data points (S), query point (s), neighborhood size (k)  
**Output:** Predicted activity label of s

**Begin:**

1. Use Euclidian distance to calculate distance between s and each training data point (S) in the dataset.
2. Estimate (k) nearest neighbors according to distances.
3. for every neighboring data point
4. Calculate weights according to Equation (1).
5. Assign weight values to neighboring data points.
6. end for
7. Build Random Forest trees based on these weighted data points.
8. Use Random Forest algorithm to predict the label of s.
9. Obtain the activity class label of s as a result of majority voting of random trees.

**Return** Predicted activity label of s

Working mechanism of LWRF algorithm is explained as follows, Weight calculation for each data point is given in (1):

\[
W_x = \frac{1}{1 + distance(s, s_x)} \quad (1)
\]

\(W_x\) is the weight of \(x^{th}\) neighbor, \(s_x\) corresponds to \(x^{th}\) neighbor, \(s\) is the query point and \(distance(s, s_x)\) is the Euclidian distance between query and neighbor point. As can be seen from the equation, data points that are closest to the query will have greater weight and thus greater impact on prediction. Architectural overview of LWRF algorithm is given in Fig. 2.

### Table 3. Extracted features from raw accelerometer signals.

| Feature Domain | Features |
|----------------|----------|
| Frequency      | \(\sigma, \text{mean, percentiles (25\text{th}, 50\text{th}, 75\text{th})}, \text{centroid, energy, entropy}\) |
| Time           | \(\sigma, \text{mean, median, minimum, maximum, range, correlation between axes, signal magnitude area (SMA), Median absolute deviation (MAD), root mean square (RMS), energy, autocorrelation, Interquartile range (IQR), number of signal peaks, peak to peak amplitude, percentiles (20\text{th}, 50\text{th}, 80\text{th}, 90\text{th}), \text{kurtosis, skewness, coefficient of variation}\) |
IV. RESULTS

A. EVALUATION

All experiments are done using a k-fold cross validation (CV) setup. In this setup, the dataset is randomly split into k folds. Afterwards, each fold is selected for testing phase while remaining k-1 folds are used for training phase. Stopping criteria for CV is if all folds are tested. k value is selected as 10 to establish the same experimental setup as previous work on the PAAL ADL dataset [5].

To evaluate proposed classification framework, several classifier performance metrics are selected. These metrics are Accuracy (A), Precision (Positive predictive Value) (P), Recall (Sensitivity) (R), Specificity (True Negative Rate) (S), Matthews correlation coefficient (MCC) and F1 Score. Formal definitions of Accuracy, Precision, Recall, Specificity, Matthews correlation coefficient and F1 Score are given in (2) (3) (4) (5) (6) (7):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{2}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{4}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{5}
\]

\[
\text{MCC} = \frac{(TPTN)-(FPFN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} \tag{6}
\]

\[
\text{F1 Score} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{7}
\]

TP, TN, FP and FN abbreviations stand for number of true positives, true negatives, false positives and false negatives respectively.

B. EMPIRICAL RESULTS

To validate proposed framework’s performance on prediction tasks, several experiments are conducted with other machine learning algorithms. These machine learning algorithms are 48 Decision Tree (DT) [26], Multilayer Perceptron (MLP) [37], k Nearest Neighbor (kNN) [37], Naïve Bayes (NB) [38], Logistic Model Tree (LMT) [39] and Support Vector Machine (SVM) [40]. Parameter settings for machine learning algorithms are as follows; NB classifier with gaussian distribution is selected for experiments. For DT, confidence factor selected as 0.25, minimum number of objects selected as 2 and number of folds selected as 3. For MLP, learning rate selected as 0.3, momentum selected as 0.2, number of hidden layers selected as 43 for HAR and 32 for gender recognition tasks, number of epochs selected as 500. For SVM, kernel function selected as radial basis function with third degree. For LMT, minimum number of instances selected as 15, fast regression is selected to speed up the training process and no weight trimming is applied. For kNN, k is selected as 1. For Random Forest model in LWRF, number of trees selected as 100 and number of randomly chosen attributes selected as 7.

Overall prediction results for activity recognition with a 10-fold CV setting can be seen in Table 4. Proposed locally weighted framework achieved 91%, 90.9%, 91%, 99.5%, 0.91 and 0.91 in terms of Accuracy, Precision, Recall, Specificity, Matthews correlation coefficient and F1 score respectively. As can be seen from Table 4, LWRF algorithm outperformed other classifier algorithms and previous work by Climent-Pérez and Florez-Revuelta [5]. kNN algorithm comes as second and previous work [5] comes as third. Naïve Bayes performed worst when predicting activities from accelerometer signals. A conclusion can be drawn from these classification results that adding local weights to Random Forest algorithm can increase accuracy when detecting complex human activities. Confusion matrix of LWRF algorithm for human activity recognition is given in Fig. 3.

| Model         | A (%) | P (%) | R (%) | S (%) | MCC  | F1  |
|---------------|-------|-------|-------|-------|------|-----|
| kNN           | 88.9  | 88.7  | 88.9  | 99.3  | 0.88 | 0.89|
| NB            | 47.6  | 52    | 47.6  | 96    | 0.44 | 0.5 |
| DT            | 71.7  | 71.7  | 71.7  | 98.1  | 0.70 | 0.72|
| MLP           | 74.2  | 74.1  | 74.2  | 98.1  | 0.72 | 0.74|
| SVM           | 69.2  | 68.9  | 69.2  | 97.4  | 0.67 | 0.69|
| LMT           | 73.3  | 73.2  | 73.3  | 97.9  | 0.71 | 0.73|
| Previous study [5] | 87.2  | NR    | NR    | NR    | NR   |     |
| LWRF          | 91    | 90.9  | 91    | 99.5  | 0.91 | 0.91|

LWRF algorithm uses only number of nearest neighbors (k) parameter to carry out predictions. Further experiments are conducted on effects of k parameter value and as...
a result $k$ value is selected as 55 in experiments. As can be seen in Fig. 4., accuracy of LWRF classifier achieved highest when $k$ is selected as 55. After 55 nearest neighbors value, accuracy begins to drop and stabilizes.

Research on gender recognition using sensors has a great importance and is widely studied [41], [42], [43], [44]. By defining the gender of activity performer, systems can discover more features that are more personalized [41]. Users can get gender-based feedback about their health status and recommendations [42], [43]. Since gender has a correlation with human activity, how the activities are done differ between genders [44]. In order to increase the validity of proposed framework, a further analysis on accelerometer signals is conducted. In this analysis, gender recognition capabilities of machine learning algorithms are investigated on the same dataset. Main purpose of this investigation is to validate the capability of the proposed framework when exploiting relationships between human motions and gender characteristics. Obtained results can be seen in Table 5. LWRF achieved 91.3%, 91.3%, 91.4%, 91.2%, 0.83 and 0.91 in terms of Accuracy, Precision, Recall, Specificity, Matthews correlation coefficient and F1 score respectively. As can be seen from Table 5. LWRF algorithm outperformed other classifier algorithms and previous work by Climent-Pérez and Florez-Revuelta [5] when predicting gender characteristics of human motions. kNN algorithm comes as second and previous work [5] comes as third. Naïve Bayes performed worst when predicting gender characteristics from accelerometer signals. Confusion matrix of LWRF algorithm for gender recognition is given in Fig. 5.

Experiments are extended to include feature rank analysis. Feature ranking approaches determine which features are important in decision making processes [14], [15]. In this study, feature ranking is done by using a Correlation based feature selection method with ranker approach for both tasks (Human Activity Recognition (HAR) and Gender Recognition (GR)) [45]. By analyzing feature ranks, important time and frequency signal features are identified for both tasks in decision making [46]. Top 10 ranked features according to feature rank analysis algorithm are given in Table 6. According to Table 6., signal magnitude features,
RMS and percentile of time domain signal features hold the most valuable information when determining complex human activities. For GR task, correlation between axes and signal magnitude features play an important role for determining gender. SMA feature is the most valuable one for both tasks. So, we can say that signal magnitude feature of accelerometer features has significant contribution in determining complex activities and gender.

![Confusion matrix for gender recognition task.](image)

**FIGURE 5.** Confusion matrix for gender recognition task.

**TABLE 5.** Overall classification results for gender recognition task (NR: Not reported).

| Model  | A (%) | P (%) | R (%) | S (%) | MCC  | F1  |
|--------|-------|-------|-------|-------|------|-----|
| kNN    | 89.9  | 89.9  | 89.9  | 89.9  | 0.79 | 0.9 |
| NB     | 54.8  | 54.6  | 54.8  | 53.3  | 0.09 | 0.55|
| DT     | 73.9  | 73.9  | 73.9  | 73.8  | 0.48 | 0.74|
| MLP    | 65.7  | 65.8  | 65.7  | 65.7  | 0.31 | 0.66|
| SVM    | 59.8  | 59.7  | 59.8  | 59.5  | 0.19 | 0.6 |
| LMT    | 75.7  | 75.7  | 75.7  | 75.6  | 0.51 | 0.76|
| Previous study [5] | 88.9 | NR | NR | NR | NR | NR |
| LWRF   | 91.3  | 91.3  | 91.4  | 91.2  | 0.83 | 0.91|

**TABLE 6.** Top 10 ranked features for both tasks.

| Task Name | Top ranked features                                                                 |
|-----------|-------------------------------------------------------------------------------------|
| HAR       | Signal Magnitude Area (SMA), mean of signal magnitude, Root Mean Square (RMS), 80th percentile of time domain, standard deviation of time domain Z axis, 50th percentile of time domain, median of signal magnitude, range of Z axis, 90th percentile of time domain and 20th percentile of time domain |
| GR        | Correlation between X and Z axis, SMA, correlation between Y and Z axis, maximum of signal magnitude, maximum value of X axis, Mean Absolute Deviation (MAD) of signal magnitude, 20th percentile of time domain, range of signal magnitude, standard deviation of frequency domain Y axis and RMS |

Side by side comparison with previous work on the same dataset can be seen in Fig. 6. As can be seen from Fig. 6, for activity and gender recognition tasks, LWRF algorithm outperformed previous study in terms of accuracy. Previous study utilized Random Forest only as a global model. Whereas LWRF focuses on local models. By using local weighting, dataset variability is minimized and therefore accuracy is increased. Weighting of samples in Random Forest processes increases the chance of machine learning algorithm to pay attention to similar available data points whereas previous study only consider global samples for Random Forest processes.

The authors that analyzed this dataset mentioned some issues regarding class confusion [5]. They reported that several activities have similar movements and therefore classification model is confused when making activity predictions. Similarities came from same position of hands, symmetricity along time axis and lack of movement of wrist when doing activities [5]. Reported most confused activities are “put on a shoe, take off a shoe, open a bottle, open a box, put on glasses, take off glasses, stand up, sit down, phone call, sneeze or cough and blow nose”. As a final analysis, proposed framework is compared with previous study on most confused activities. As can be seen in Table 7, when using LWRF algorithm, accuracies are increased in most of the confused activities. Previous study failed to detect activities that have small sample sizes (open a bottle, open a box, take off glasses, sneeze/cough and blow nose) whereas proposed approach identified these activities with higher recognition rate. A possible inference from these results is that LWRF algorithm’s inclusion of local weights in Random Forest decision making process can overcome the need for more data to achieve global machine learning model. This analysis also shows that proposed framework can detect smallest changes in human motions and identify them correctly in many cases. In addition, ROC curve results of LWRF algorithm for all activities is given as supplementary material (Fig. 7, 8, 9). In these figures, X axis refers to FP rate and y axis refers to TP rate. As can be seen from these results, LWRF maintains a good performance in predicting complex activities.

**1) CRITICAL ANALYSIS AND DISCUSSION**

According to results presented in “Empirical Results” section, proposed complex human activity recognition framework achieved higher performance when compared with other machine learning models and previous sole study on this dataset. A conclusion can be drawn from HAR task classification results that adding local weights to Random Forest algorithm can increase prediction quality when detecting complex human activities. LWRF algorithm’s parameter effect on recognition tasks are also investigated and 55 neighbor value is selected as suitable candidate for experiments. Gender recognition capabilities of proposed framework are also investigated and similar results achieved. According to achieved results, proposed framework can be a viable tool for exploiting relationships between human motions and gender characteristics.

Feature rank analysis on the extracted features revealed that signal magnitude features, RMS and percentile of time domain signal features hold the most valuable information when determining complex human activities and correlation between axes and signal magnitude features play an important role for determining gender. SMA feature is the most valuable
one for both tasks. Previous study failed to detect activities that have small sample sizes whereas proposed approach identified these activities with higher recognition rate. A possible inference from these results is that LWRF algorithm’s inclusion of local weights in Random Forest decision making process can overcome the need for more data to achieve global machine learning model. A final comparison analysis with the previous study reveals that previous study utilized Random Forest only as a global model. Whereas LWRF focuses on local models. By using local weighting, dataset variability is minimized and therefore accuracy is increased. Weighting of samples in Random Forest processes increases the chance of machine learning algorithm to pay attention to similar available data points whereas previous study only consider global samples for Random Forest processes.

FIGURE 6. Comparison with previous work on both tasks.

TABLE 7. Comparison of previous and current study on most confused activities.

| Activity name      | This study | Previous study [5] |
|--------------------|------------|--------------------|
| put on a shoe      | 73         | 77                 |
| take off a shoe    | 97         | 55                 |
| open a bottle      | 63         | 47                 |
| open a box         | 69         | 41                 |
| put on glasses     | 90         | 60                 |
| take off glasses   | 88         | 50                 |
| stand up           | 95         | 68                 |
| sit down           | 35         | 58                 |
| phone call         | 98         | 52                 |
| sneeze or cough    | 57         | 33                 |
| blow nose          | 90         | 56                 |

V. CONCLUSION & DISCUSSION

Due to the life expectancy increase, there will be a workforce shortage in elderly care sector in forthcoming years. The best way to overcome this issue is with the help of AAL systems. A subset of this system, HAR provides an efficient way to tackle this workforce shortage. It can help with evaluating general health and welfare status of elderly by automatically tracking their activities. For example, Lifelogging and home diary applications for dementia disease will reduce the load on physicians and caregivers. Complex activities play a vital role in these applications as they have high level semantic characteristics that truly represent daily life of the user. Therefore, instead of focusing simple activities, recent studies pay attention to the activities that have complex motion behavior. Another important thing is to track these high-level semantic motions with low-cost single sensor systems with efficient machine learning frameworks. To address this challenge, a framework is proposed to predict complex human activities from a single sensor using a local weighted machine learning approach. Proposed framework has several contributions. First, it is the first study that utilize local weighted machine learning approach for accelerometer signal domain. Secondly, proposed model outperformed sole previous study on the same dataset when predicting activities and user gender. Novelty of this approach comes from proposed approach’s ability to accurately predict complex activities that have a small movement cycle. These low sample size activities can be harder to predict for global models due to lack of data but LWRF algorithm’s inclusion of local weights in Random Forest decision making process can overcome these problems. On the other hand, related studies focused only complex activities that have limited number of activity categories. Proposed approach investigated a dataset that has the largest number of activity categories. The empirical results indicate that this study can provide robust solutions in AAL for assessing dementia related disease progression of elder people in home environments by tracking their daily activities.

A hybrid machine learning algorithm called Locally Weighted Random Forest (LWRF) is used as a classifier in this problem domain. It is the combination of Random Forest classifier with local weighting. Frequency and time domain features are extracted and fed as an input to LWRF algorithm. LWRF algorithm, outperformed other machine learning algorithms and the previous work on activity recognition and gender recognition tasks. Obtained results suggest that LWRF algorithm can be able to distinguish complex activities even with a limited number of samples. Another conclusion that can be drawn from the experiments is that proposed framework can reduce variation effects in accelerometer signals by introducing local weights in several phases of Random Forest algorithm. In addition, Feature rank analysis on the extracted features revealed that signal magnitude features, RMS and percentile of time domain signal features hold the most valuable information when determining complex human activities and correlation between axes and signal magnitude features play an important role for determining gender. SMA feature is the most valuable one for both tasks. These high rank features can be beneficial for HAR applications that focus on large
number of complex activities and also differentiating gender motions in accelerometer signals.

There are some shortcomings exist in this study. First shortcoming is from selecting the right k value. LWRF machine learning algorithm performance relies on selection of k value. This dependence comes from locally weighted structure of the algorithm. So, in order to achieve good results in prediction tasks, k value needs to be fine-tuned. Another shortcoming of this study is from computational complexity of LWRF algorithm. Computational complexity of proposed approach consists of Random Forest algorithm and local weighting scheme that incorporates in random forest algorithm phases. Random Forest algorithms can have a high computational complexity depending on number of samples and features used. With the inclusion of weight calculations and weight assignments, computational complexity of LWRF algorithm can be high in some cases. So, in order to reduce this possible computational load, several solutions exist in literature. Firstly, feature selection and Principal Component Analysis (PCA) methods can be used to reduce dimensionality and thus reduce computational complexity [47]. Another solution is to employ Graphics Processor Units (GPU) on an advanced centralized computer system to speed up the training process of Random Forest algorithm [48]. Parallel processing techniques can be also considered to overcome this issue [49].

The other shortcoming of this study is with the sample size of the dataset. Unfortunately, the number of samples in the activities was low. Number of data points for each activity in the dataset can be increased. Especially dataset curators can focus on complex activities that have small movement cycles. One possible solution for this issue is to increase number of repetitions for each complex activity. With the inclusion of more samples, more data points can be processed and therefore performance of proposed approach can increase. Another solution to overcome the lack of complex activity samples is by using resampling methods. Methods like ADASYN [50] and SMOTE [50] can be used in training phase to increase sample size. Having small number of samples limits proposed framework’s ability to utilize deep learning architectures. Because deep learning architectures need large amount of data to thrive in HAR applications.

To give an overview of recent studies that investigated human activity recognition with single accelerometer or analyze complex human activities, a comparative table is given in Table 8. As can be seen from the Table 8, the dataset that is used in this study has the highest number of activities [5]. In other studies [9], [17], [18], [19], [20], high variety of complex activities can only be handled with inclusion of Accelerometer (A.), Magnetometer (M.) and Gyroscope (G.) sensors. On the other hand, majority of studies that used single accelerometer sensor [7], [10], [11], [16], [21] are mainly focused on limited number of activities due to its challenging nature. In addition, as can be seen from Table 7, studies that investigate high number of complex activities did not achieve as much accuracy as other studies that investigate small number of activities. This result comes from the challenging task of predicting complex motions. Whereas in this study by using a single accelerometer sensor, a dataset with highest number of activities among other datasets is investigated with numerous machine learning algorithms.

Overview of strengths and limitations of proposed approach are as follows: Main strengths of this study over others can be given as; it is the first study that utilize local weighted machine learning approach for accelerometer signal domain, the proposed framework outperformed previous study on the same dataset and other machine learning approaches when predicting complex human activities, the proposed framework can reduce dataset variation effects by introducing a combination of local weighting scheme and Random Forest algorithm, by utilizing neighboring data points and locally weighting in prediction phase this approach can be considered for predicting activities with limited number of samples. Limitations of the proposed framework compared with other studies can be given as; decision of number of neighbors (k value) needs parameter tuning and LWRF can reach a high computational complexity depending on number of samples and features used. Another problem is the lack of sample size to utilize deep learning architectures.

For future direction of this study, one aim can be benchmarking proposed framework on other human activity recognition open access datasets. Datasets that have different type of sensors can be considered. Fusion of these sensors and their impact on prediction tasks can be investigated. This will increase validity of the proposed approach on different sensor
domains. The location and context of activity could be implemented in the processing if it was available in PAAL dataset. The authors of the PAAL dataset did not include these kind of information, but there are several ways to track context and location of activity in the literature. One possible way is using smart pressure sensors that are installed under the floor at home, so when the sensors are activated user location and user activity can be recorded at the same time [48]. Another solution can be installing motion and door sensors to several locations at home. When a sensor is activated, location of the user can be known and therefore activity and location information can be associated with each other [52], [53]. Lastly, GPS sensors can be utilized but GPS sensors have limited indoor reception capacity so its suitable for detecting general location of user, for example at home or at office [54]. Another future direction can be combining LWRF algorithm with location information. Datasets that have location data can be investigated to explore proposed approach’s ability to fuse motion signals with location data. Also, feature selection methods based on optimization algorithms can be considered for future study. Especially, feature selection methods with gradient-based optimizer and grey wolf optimizer are proven to have a positive impact on prediction performance in HAR problems [55]. Also in future studies, LWRF’s ability to deal with dataset class imbalance challenges will be investigated in detail. Class imbalance solutions like undersampling and resampling techniques will be analyzed and can be infused with LWRF to overcome class imbalance. Combining traditional machine learning approaches with deep learning architectures can provide good prediction ability in HAR problem domain [56], [57]. Therefore, another future direction could be combining LWRF approach with other deep learning architectures like CNN and LSTM to increase prediction performance. These deep features can also utilize relationships between different accelerometer channels. Last future direction is to investigate how to overcome aforementioned possible high computational complexity.
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