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Abstract. The Falconer distinct distance problem asks for a compact set $E \subset \mathbb{R}^d$ how large its Hausdorff dimension needs to be to ensure that the Lebesgue measure of its distance set is positive. In this paper we consider the analogous question for the set of angles. We show that if the Hausdorff dimension of $E$ is strictly bigger than $\frac{d}{2}$ then the Lebesgue measure of the angles set is positive. In the plane this result was previously established by Harangi et al [9]. In higher dimensions, our exponent improves the $\frac{d+1}{2}$ threshold previously obtain by the authors of this paper and Mihalis Mourgoglou [10]. We do not know what the right dimensional threshold should be in higher dimensions.

1. Introduction

One of the most important and far reaching problems in modern geometric measure theory is the Falconer distance problem, which asks: How large does the Hausdorff dimension $s$ of a compact set $E \subset \mathbb{R}^d$, $d \geq 2$, need to be to ensure that the distance set of $E$, $\Delta(E) := \{|x-y| : x, y \in E\} \subset \mathbb{R}$, has positive Lebesgue measure? Falconer proved that $s > \frac{d}{2}$ is necessary, up to the endpoint, and conjectured that it is also sufficient [4]. In his original paper Falconer obtained the threshold $\frac{d}{2} + \frac{1}{2}$ through an incidence theorem which heuristically says that no distance appears particularly often. This can be interpreted as an $L^\infty$ style argument. Wolff improved this result in the plane to $\frac{d}{4}$ by showing that the probability that any particular distance would appear had an $L^2$ density with respect to the Lebesgue measure [16]. His result was then extended to higher dimension by Erdogan, who obtained the threshold $\frac{d}{4} + \frac{1}{4}$ [3]. This was improved in dimensions 3 and higher by Du, Guth, Ou, Wilson and Zhang [1], who obtained the threshold $1.8$ in dimension $d = 3$ and $\frac{d}{4} + \frac{1}{4} + \frac{d^{d-1}}{2(d+1)^{d-1}}$ in dimensions $d \geq 4$, and then further improved in dimensions 4 and higher by Du and Zhang [2] who obtained $\frac{d}{2} + \frac{1}{4} + \frac{1}{8d-4}$ for $d \geq 2$ which additionally matches the best known results in dimensions 2 and 3. These improvements were obtained through improved Fourier restriction estimates, while still using the same setup as Wolff and Erdogan. Most recently Guth, Iosevich, Ou and Wang [5] obtained the threshold $\frac{d}{2}$ in dimension $d = 2$ where understanding the sharpness examples for the Fourier restriction estimates played a key role. For related results on the dimension of the distance set see Orponen [14], Shmerkin [15] and Keleti-Shmerkin [11].

Similar questions, as Falconer proposed for distance, can be asked for more general point configurations. Greenleaf and the first named author initiated the study of more general configurations

\[d\]
when they considered triangles in the plane [7]. This has been expanded to simplices [8] and even more general configurations [6]. A particularly relevant paper is that of the two authors with Greenleaf and Liu [8] where they took a novel group-theoretic approach to the Wolff and Erdoǧan approach to simplices, which shed some new light even on the case of distances. This motivated the result and approach in this paper.

A particular point configuration of interest is that of angles. Let $E \subseteq \mathbb{R}^d$ be compact and define the angles set

$$\mathcal{A}(E) = \{ \theta(x,y,z) : x,y,z \in E \text{ distinct} \}$$

where $\theta(x,y,z)$ denotes the angle formed by the points $x,y,z$ centered at $y$ sitting in $[0,2\pi]$. A Falconer type question is how large does $\text{dim}_H(E)$ need to be to ensure that the Lebesgue measure of the angles set is positive, $\mathcal{L}(\mathcal{A}(E)) > 0$. This configuration was studied by Mourougoglou and the two named authors in [10] where they obtained the threshold $\frac{d+1}{2}$ through an incidence theorem. Extending a construction by Apfelbaum and Sharir in the discrete setting to higher dimensions and the continuous setting it was also shown that the incidence theorem was sharp for the angle $\frac{\pi}{2}$. Harangi et al [9] and Máthé [12] studied how large a dimension guarantees a given angle. A corollary of their results is the threshold $d - 1$, which in particular yields the threshold 1 in the plane which is sharp, since if $E$ is a line in the plane then $\mathcal{A}(E)$ only contains two angles, 0 and $\pi$, so $\mathcal{L}(\mathcal{A}(E)) = 0$.

The first result in this paper takes the approach of Wolff and contains the essential features of our method, where we have adapted the group theoretic approach of [8] to angles. Challenges involve more complicated geometry and a distinct role of the mid-point of the angle, which is in contrast to what happened in [8] where all points had a similar role.

**Theorem 1.1.** Let $E$ be a compact set in $\mathbb{R}^d$, $d \geq 2$, and $\mu$ a finite, nonnegative Frostman measure supported on $E$. For $a \in \mathbb{R}^+$ and $g \in \mathbb{O}(d)$, the orthogonal group on $\mathbb{R}^d$, define a measure $\nu_{a,g}$, supported on $E - agE$, by the relation

$$\int_{\mathbb{R}^d} f(z) \, d\nu_{a,g}(z) := \int_E \int_E f(u - agv) \, d\mu(u) \, d\mu(v), \; f \in C_0(\mathbb{R}^d).$$

Define also a measure $\nu$ on $\mathcal{A}(E) \subset \mathbb{R}$ by

$$\int \, d\nu(t) = \iint f(\theta(x,y,z)) \, d\mu(x) \, d\mu(y) \, d\mu(z),$$

where $t$ is which is the push-forward of $\mu \times \mu \times \mu$ under the map $(x,y,z) \mapsto \theta(x,y,z)$.

Then, if there exists a compact interval $I \subset \mathbb{R}^+$ such that $\nu_{a,g}$ is absolutely continuous for a.e. $(a,g) \in I \times \mathbb{O}(d)$, with density also denoted $\nu_{a,g}$, and

$$\int_I \int_{\mathbb{O}(d)} \int_{\mathbb{R}^d} \nu_{a,g}^2(x) \, dx \, dg \, da < \infty,$$

where $dg$ is Haar measure on $\mathbb{O}(d)$, then the measure $\nu$ in (1.2) has an $L^2$ density and $\mathcal{L}(\mathcal{A}(E)) > 0$.

Here we remind the reader that $\mu$ is a Frostman measure supported on $E$ (see e.g. [17], Chapter 8) if for any $\epsilon > 0$ there exists $C_\epsilon > 0$ such that if $B_\delta$ is a ball of radius $\delta$, then $\mu(B_\delta) \leq C_\epsilon \delta^{s-\epsilon}$ where $s = \text{dim}_H(E)$.

As an application of Theorem 1.1 we match the sharp threshold 1 in the plane and improve the dimensional threshold $\frac{d+1}{2}$ of [10] to $\frac{d}{2}$ in higher dimensions.

**Theorem 1.2.** Let $E \subset \mathbb{R}^d$ be compact, $d \geq 2$. Suppose that $\text{dim}_H(E) > \frac{d}{2}$. Then $\mathcal{L}(\mathcal{A}(E)) > 0$. 

2. Proof of Theorem 1.1

We adapt the techniques of [8] to the setting of angles. Define a measure $d\nu$ on $\mathbb{R}$, with support in $\mathcal{A}(E)$, as in (1.2) above. We will show that to prove Theorem 1.1 it suffices to obtain an upper bound on the $L^2$ norm of the density, i.e., the Radon-Nikodym derivative of $d\nu$, which we denote by $\nu(t)$. We start by showing that

$$\int \nu^2(t) \, dt \leq c_d \cdot \liminf_{\epsilon \to 0} \epsilon^{-1} \mu^0 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 \in \mathbb{R}^d : |\theta(x_1, y_1, z_1) - \theta(x_2, y_2, z_2)| \leq \epsilon \right\},$$

where $\mu^0$ denotes $\mu \times \mu \times \mu \times \mu \times \mu$, with the proof showing that if the RHS of (2.1) is finite, then in fact $d\nu$ is absolutely continuous with respect to Lebesgue measure $dt$, with density $\nu(t) \in L^2$.

Let $\phi \in C_0^\infty(\mathbb{R})$, $\phi \geq 0$, $\text{supp}(\phi) \subset \{|t| \leq 1\}$, $\int \phi \, dt = 1$, and $\phi_\epsilon(t) = \epsilon^{-1} \phi(\epsilon t)$, $0 < \epsilon < \infty$, the resulting approximate identity. Setting $\nu_\epsilon = \phi_\epsilon * d\nu \in C_0^\infty$, one has $d\nu = \omega k^* - \lim_{\epsilon \to 0} \nu_\epsilon$, and (2.1) will follow if one shows that $\liminf_{\epsilon \to 0} \|\nu_\epsilon\|_{L^2} = C < \infty$.

Now,

$$\nu_\epsilon(t) = \iiint \phi_\epsilon (\theta(x, y, z) - t) \, d\mu(x) d\mu(y) d\mu(z).$$

Due to the nonnegativity of $\phi_\epsilon$ and $d\mu$, this is dominated by

$$\iiint \epsilon^{-1} \chi \{ |\theta(x, y, z) - t| < \epsilon \} \, d\mu(x) d\mu(y) d\mu(z),$$

where $\chi(A)$ denotes the characteristic function of a set $A$, and thus

$$\|\nu_\epsilon\|_{L^2}^2 \leq \int \cdots \int \epsilon^{-1} \chi \{ |\theta(x_1, y_1, z_1) - t| < \epsilon \} \, d\mu(x_1) \, d\mu(y_1) \, d\mu(z_1) \, d\mu(x_2) \, d\mu(y_2) \, d\mu(z_2) \, dt.$$ 

Now, by the triangle inequality, one has

$$\chi \{ |\theta(x_1, y_1, z_1) - t| < \epsilon \} \cdot \chi \{ |\theta(x_2, y_2, z_2) - t| < \epsilon \} \leq \chi \{ |\theta(x_1, y_1, z_1) - \theta(x_2, y_2, z_2)| < 2\epsilon \},$$

and thus, integrating out $dt$, the RHS of (2.2) is

$$\leq \epsilon^{-1} \int \cdots \int \chi \{ |\theta(x_1, y_1, z_1) - \theta(x_2, y_2, z_2)| < 2\epsilon \} \, d\mu(x_1) \, d\mu(y_1) \, d\mu(z_1) \, d\mu(x_2) \, d\mu(y_2) \, d\mu(z_2).$$

Taking the lim inf as $\epsilon \to 0$ yields the RHS of (2.1).

Fix $x_1, y_1, z_1, x_2, y_2, z_2$ as in (2.2). There exists a rotation $g \in \mathbb{O}(d)$ such that

$$\frac{x_1 - y_1}{|x_1 - y_1|} = g \frac{x_2 - y_2}{|x_2 - y_2|}.$$ 

The vectors $\frac{x_1 - y_1}{|x_1 - y_1|}$ and $\frac{z_1 - y_1}{|z_1 - y_1|}$ span a plane. There exists a rotation $g^* \in \text{Stab} \left( \frac{x_1 - y_1}{|x_1 - y_1|} \right)$ such that $g^* g \left( \frac{z_2 - y_2}{|z_2 - y_2|} \right)$ sits in that plane, note this step is unnecessary if in the case $d = 2$ and is only relevant if $d \geq 3$. Here $\text{Stab}(u)$ is the stabilizer of the vector $u$, that is, the set of rotations from $\mathbb{O}(d)$ that leave the vector $u$ unchanged. Note that we can identify the subgroup $\text{Stab} \left( \frac{x_1 - y_1}{|x_1 - y_1|} \right)$ with $\mathbb{O}(d-1)$. Note that the angle between the vectors $\frac{x_1 - y_1}{|x_1 - y_1|}$ and $\frac{z_1 - y_1}{|z_1 - y_1|}$ is $\theta(x_1, y_1, z_1)$ and the angle between $g \left( \frac{x_2 - y_2}{|x_2 - y_2|} \right)$ and $g^* g \left( \frac{z_2 - y_2}{|z_2 - y_2|} \right)$ is $\theta(x_2, y_2, z_2)$ because rotations preserve
angles and $g^* \in \text{Stab}(\frac{x_1 - y_1}{|x_1 - y_1|})$. Thus we see that the angle between \( \frac{z_1 - y_1}{|z_1 - y_1|} \) and \( g^* g^* \frac{z_2 - y_2}{|z_2 - y_2|} \) is $\omega := \theta(x_1, y_1, z_1) - \theta(x_2, y_2, z_2)$ and we know $|\omega| \lesssim \epsilon$. Note \( \frac{z_1 - y_1}{|z_1 - y_1|} \) and \( g^* g^* \frac{z_2 - y_2}{|z_2 - y_2|} \) form an isosceles triangle with the two equal sides having length 1 and the angle between them being $\omega$. By simple trigonometry we see that the third side, which corresponds to the distance between the two vectors, has length $|2 \sin(\omega/2)|$ which then immediately yields

\[
\left| \frac{z_1 - y_1}{|z_1 - y_1|} - g^* g^* \frac{z_2 - y_2}{|z_2 - y_2|} \right| \lesssim \epsilon.
\]

Finally we can write

\[
\frac{x_1 - y_1}{|x_1 - y_1|} = g \frac{x_2 - y_2}{|x_2 - y_2|} \quad \text{as} \quad x_1 - y_1 = a g(x_2 - y_2)
\]

for a scalar $a \in \mathbb{R}^+$ and similarly we can write

\[
\left| \frac{z_1 - y_1}{|z_1 - y_1|} - g^* g^* \frac{z_2 - y_2}{|z_2 - y_2|} \right| \lesssim \epsilon \quad \text{as} \quad |(z_1 - y_1) - b g^* (z_2 - y_2)| \lesssim \epsilon
\]

for a scalar $b \in \mathbb{R}^+$. Observe that due to pigeon holing, where the set $E$ is broken up into three separated sets with positive measure, the different $a$’s and $b$’s can be bounded below with an absolute constant that is strictly positive and likewise they can be bounded above with the reciprocal of the lower bound times twice the diameter of the set $E$. Thus the different $a$’s and $b$’s can be taken from a compact interval $I$ that is away from 0.

Now for each $z_2 - y_2$ take a cover of $\mathcal{O}(d)/\text{Stab}(z_2 - y_2)$ by balls of radius $\epsilon$ with respect to the induced Riemannian metric with finite overlap. Since the dimension of $\mathcal{O}(d)/\text{Stab}(z_2 - y_2)$ is that of $\mathcal{O}(d)/\mathcal{O}(d - 1)$, namely $d - 1$, we need $N(\epsilon) \sim C \epsilon^{-(d - 1)}$ balls to cover it. Choose sample points from $\mathcal{O}(d)/\text{Stab}(z_2 - y_2) \times I \times I$, $(\tilde{g}_m, a_m, b_m)$, $1 \leq m \leq N(\epsilon)$, where $\tilde{g}_m = \tilde{g}_m(z_2 - y_2)$ is taken one in each of the balls. We thus see that the set

\[
\{x_1, y_1, z_1, x_2, y_2, z_2 : |\theta(x_1, y_1, z_1) - \theta(x_2, y_2, z_2)| \lesssim \epsilon\}
\]

is contained in

\[
\bigcup_{m=1}^{N(\epsilon)} \left\{x_1, y_1, z_1, x_2, y_2, z_2 : |(x_1 - y_1) - a_m \tilde{g}_m h (x_2 - y_2)| \lesssim \epsilon \quad \text{and} \quad |(z_1 - y_1) - b_m g^* \tilde{g}_m h (z_2 - y_2)| \lesssim \epsilon, h \in \text{Stab}(z_2 - y_2) \right\}.
\]

Since this holds for any choice of sample points $(\tilde{g}_m, a_m, b_m)$, we can pick these points such that they minimize (up to a factor of 1/2, say) the quantity

\[
\mu^6 \left\{x_1, y_1, z_1, x_2, y_2, z_2 : |(x_1 - y_1) - a_m \tilde{g}_m h (x_2 - y_2)| \lesssim \epsilon \quad \text{and} \quad |(z_1 - y_1) - b_m g^* \tilde{g}_m h (z_2 - y_2)| \lesssim \epsilon, h \in \text{Stab}(z_2 - y_2) \right\}.
\]

Now consider the $N(\epsilon)$ preimages, under the natural projection from $\mathcal{O}(d)$, of the balls used to cover $\mathcal{O}(d)/\text{Stab}(z_2 - y_2)$; we can label these $\epsilon$-tubular neighborhoods of the preimages of the
sample points \( \tilde{g}_m \) as \( T_1^\epsilon, \ldots, T_{N(\epsilon)}^\epsilon \). Since \( \dim(\Omega(d)/\text{Stab}(z_2 - y_2)) = d - 1 \), each \( T_m^\epsilon \) has volume \( \sim \epsilon^{d-1} \). The inf over a set is less than or equal to the average over the set, so we obtain that

\[
\mu^6 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 : \left| (x_1 - y_1) - a\tilde{g}_m h(x_2 - y_2) \right| \lesssim \epsilon \right. \\
\left. \quad \quad \quad \text{and } \left| (z_1 - y_1) - bg^*\tilde{g}_m h(z_2 - y_2) \right| \lesssim \epsilon, h \in \text{Stab}(z_2 - y_2) \right\}
\]

is bounded above, up to constants that depend on the length of the interval \( I \), by

\[
\int_I \int_I \int_{\epsilon^{d-1}} \mu^6 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 : \left| (x_1 - y_1) - ag(x_2 - y_2) \right| \lesssim \epsilon \text{ and } \left| (z_1 - y_1) - bg^*g(z_2 - y_2) \right| \lesssim \epsilon \right\} dg \frac{da}{a} \frac{db}{b}
\]

which allows us to bound the expression within the \( \lim \inf \) on the RHS of (2.1) above by

\[
\int_I \int_I \int_{\epsilon^{d-1}} \frac{N(\epsilon)}{m} \mu^6 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 : \left| (x_1 - y_1) - ag(x_2 - y_2) \right| \lesssim \epsilon \text{ and } \left| (z_1 - y_1) - bg^*g(z_2 - y_2) \right| \lesssim \epsilon \right\} dg \frac{da}{a} \frac{db}{b}
\]

We note that the usage of the Haar measure is done for convenience for later calculations and is up to constants equivalent to using the Lebesgue measure as our compact interval \( I \) is bounded away from 0. Since the cover has finite overlap, this in turn can be bounded above, up to a constant \( c_d \), by

\[
\epsilon^{-d} \int_I \int_I \int_{\Omega(d)} \mu^6 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 : \left| (x_1 - y_1) - ag(x_2 - y_2) \right| \lesssim \epsilon \text{ and } \left| (z_1 - y_1) - bg^*g(z_2 - y_2) \right| \lesssim \epsilon \right\} dg \frac{da}{a} \frac{db}{b}
\]

Taking the limit as \( \epsilon \to 0^+ \), we obtain a constant multiple of the expression

\[
\int_I \int_I \int_{\Omega(d)} \mu^6 \left\{ x_1, y_1, z_1, x_2, y_2, z_2 : (x_1 - y_1) = ag(x_2 - y_2) \text{ and } (z_1 - y_1) = bg^*g(z_2 - y_2) \right\} dg \frac{da}{a} \frac{db}{b}
\]

Now write this as

\[
\left( \int_I \int_I \int_{\Omega(d)} \mathcal{X}(x_1 - y_1 = ag(x_2 - y_2) \text{ and } z_1 - y_1 = bg^*g(z_2 - y_2)) \right) \left( \int \int \int \int \int \mathcal{X}(x_1 - y_1 = ag(x_2 - y_2) \text{ and } z_1 - y_1 = bg^*g(z_2 - y_2)) \right)^{1/2} 2
\]
and then enlarge the area of integration on the one hand by dropping \((z_1 - y_1) = bg^*g(z_2 - y_2)\) and on the other by dropping \((x_1 - y_1) = ag(x_2 - y_2)\) and thus obtain the upper bound

\[
\left( \int \int \int \int_{\mathbb{R}^{4d}} \chi \left\{ (x_1 - y_1) = ag(x_2 - y_2) \right\} \, d\mu(x_1) \, d\mu(y_1) \, d\mu(z_1) \, d\mu(z_2) \, dg \frac{da}{a} \frac{db}{b} \right)^{1/2}
\]

\[
\cdot \left( \int \int \int \int_{\mathbb{R}^{4d}} \chi \left\{ (z_1 - y_1) = bg^*g(z_2 - y_2) \right\} \, d\mu(x_1) \, d\mu(y_1) \, d\mu(z_1) \, d\mu(z_2) \, dg \frac{da}{a} \frac{db}{b} \right)^{1/2}
\]

and finally integrate through with the free variables, which is possible because \(I\) is finite and away from 0 and \(\mu\) is a probability measure, and obtain an upper bound, up to constants, of

\[
\left( \int \int \int \int_{\mathbb{R}^{4d}} \chi \left\{ x_1 - agx_2 = y_1 - agy_2 \right\} \, d\mu(x_1) \, d\mu(y_1) \, d\mu(x_2) \, d\mu(y_2) \, dg \frac{da}{a} \right)^{1/2}
\]

\[
\cdot \left( \int \int \int \int_{\mathbb{R}^{4d}} \chi \left\{ z_1 - bgz_2 = y_1 - bgy_2 \right\} \, d\mu(y_1) \, d\mu(z_1) \, d\mu(y_2) \, d\mu(z_2) \, db \right)^{1/2}
\]

where we also used that \(g^*g\) ranges through all of \(\mathbb{O}(d)\) as \(g\) ranges through all of \(\mathbb{O}(d)\). Finally using the definition of \(\nu_{a,g}\) from (1.2) we obtain the following bound

\[
(2.3) \quad \int \nu^2(t) \, dt \lesssim \int \int \int_{\mathbb{R}^{4d}} \nu_{a,g}^2(x) \, dx \, dg \frac{da}{a},
\]

which is (1.3) as we wanted to prove. This completes the proof of Theorem 1.1.

### 3. Proof of Theorem 1.2

The matters have been reduced in the introduction to the estimation of (1.3). Let \(\psi\) be a smooth cutoff function supported in \(\{\xi \in \mathbb{R}^d : \frac{1}{2} \leq |\xi| \leq 4\}\) and identically equal to 1 in \(\{\xi \in \mathbb{R}^d : 1 \leq |\xi| \leq 2\}\). Let \(\nu_{a,g,j}\) denote the \(\nu\)th Littlewood-Paley piece of \(\nu_{a,g}\), defined by the relation \(\tilde{\nu}_{a,g,j}(\xi) = \tilde{\nu}_{a,g}(\xi)\psi(2^{-j}\xi)\). Since \(\nu_{a,g}\) is compactly supported, we may assume that \(j \geq 0\). Using the Littlewood-Paley decomposition of \(\nu_{a,g}\), the inner part of the integral in (1.3) equals

\[
\int \sum_{j_1,j_2} \nu_{a,g,j_1}(x) \nu_{a,g,j_2}(x) \, dx,
\]

which by Plancherel equates to

\[
\sum_{j_1,j_2} \int \tilde{\nu}_{a,g,j_1}(\xi) \tilde{\nu}_{a,g,j_2}(\xi) \, d\xi
\]

so the sum vanishes if \(|j_1 - j_2| > 2\). Thus it suffices to consider the case \(j_1 = j_2\) and study

\[
\sum_{j} \int \nu_{a,g,j}^2(x) \, dx.
\]
Using the definition of \( \nu_{t,g} \) with \( f(z) = e^{-2 \pi i z \xi} \), we obtain
\[
\hat{\nu}_{t,g}(\xi) = \hat{\mu}(\xi) \hat{\eta}(t \xi),
\]
which means that, via Plancherel,
\[
\int I \int O (d) \int R d \nu_{t,g}^2(a,g,j)(x) \, dx \, dg \, da = \int_{t \| (d)} \left( \int I \int O (d) \left( \int R d \nu_{t,g}^2(a,g,j)(x) \, dx \right) \right) d \xi.
\]

Switching to polar coordinates and using the action of the orthogonal group on the sphere, one quickly sees that this quantity equals a constant multiple of
\[
\int_{2^j}^{2^{j+1}} \left( \int_{S^{d-1}} \left| \hat{\mu}(a t \omega) \right|^2 \, d \omega \, da \right)^2 \, t^{d-1} \, dt.
\]

Now observe that
\[
\int I \int S^{d-1} \left| \hat{\mu}(a t \omega) \right|^2 \, d \omega \, da = \int I \int S^{d-1} \left| \hat{\mu}(a \omega) \right|^2 \, d \omega \, da \\
\lesssim t^{-d} \int I \int S^{d-1} \left| \hat{\mu}(a \omega) \right|^2 \, d \omega \, a^{d-1} \, da \\
\lesssim t^{-d} \int_{|x| \in I} \left| \hat{\mu}(x) \right|^2 \, dx \lesssim t^{-s}
\]

with implicit constants depending on \( I \), where we use that the last expression is an energy integral and \( \mu \) is a Frostman measure supported on the set \( E \) with \( \dim_H(E) > s \). Plugging this into the integral above yields
\[
\int_{2^j}^{2^{j+1}} \left( \int_{S^{d-1}} \left| \hat{\mu}(a t \omega) \right|^2 \, d \omega \, da \right)^2 \, t^{d-1} \, dt \lesssim (2^j)^{d-2s}
\]

which shows that the geometric series converges if \( s > \frac{d}{2} \), which implies \( \dim_H(E) > \frac{d}{2} \). For related calculations see [13].
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