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We study the heavy-heavy-light (HHL) three-point functions in the planar $\mathcal{N} = 4$ Super-Yang-Mills theory using the recently proposed hexagon bootstrap program \cite{Basso:2015pqa}. We prove the conjecture of Bajnok, Janik and Wereszczynski \cite{Bajnok:2013tba} on the polynomial $L$-dependence of HHL structure constant up to the leading finite-size corrections, where $L$ is the length of the heavy operators. The proof is presented for a specific set-up but the method can be applied to more general situations.

I. INTRODUCTION

Structure constants or OPE coefficients constitute an essential part of data which characterize a conformal field theory. In the case of planar $\mathcal{N} = 4$ Super-Yang-Mills theory (SYM), it proves to be fruitful to make connection between the structure constant and the form factors in 2d integrable field theories. This can be most easily done for the heavy-heavy-light (HHL) three point function \cite{Basso:2015pqa} \cite{Beisert:2004ry} where the two heavy operators are regarded as ‘incoming’ and ‘outgoing’ states and the light operator as an operator sandwiched between these states. Based on this intuition, Bajnok, Janik and Wereszczynski (BJW) \cite{Bajnok:2013tba} conjectured that the $L$-dependence ($L$ is the length of the heavy operators) of HHL structure constant takes the same form as the volume dependence of the diagonal form factors in 2d integrable field theories \cite{Beisert:2008tw} at any coupling. This conjecture was confirmed by some examples at strong coupling \cite{Bajnok:2013tba} and proved at the leading and one-loop order in the $\mathfrak{su}(2)$ sector at weak coupling \cite{Basso:2015rca}.

Very recently, a non-perturbative method for computing structure constants in $\mathcal{N} = 4$ was proposed by Basso, Komatsu and Vieira (BKV) \cite{Basso:2015pqa} called the hexagon bootstrap program. This approach offers us a powerful tool to investigate the HHL structure constant at finite coupling and test further the BJW conjecture. In this paper, we initiate a systematic study of HHL structure constant using the hexagon approach and prove the BJW conjecture at higher loop orders. The proof is presented for a specific set-up for simplicity, but our method can be applied to more general cases \cite{Basso:2015vha}.

II. THE HEXAGON BOOTSTRAP PROGRAM

We review briefly the proposal by Basso, Komatsu and Vieira \cite{Basso:2015pqa}. Intuitively, the structure constant can be represented by a pair of pants either in the spin chain or string theory description. The main idea of \cite{Basso:2015pqa} is cutting this pair of pants into two objects called the hexagons or the hexagon form factors. When cutting the pair of pants, the excitations on each operator can be attributed to either hexagon and one needs to sum over all the possible partitions, each partition is associated with certain weight. In addition, gluing back the two hexagons into a pair of pants requires summing over all possible states living on the three gluings segments, which can be performed by means of integrating over the mirror excitations. The calculation of the hexagons can be achieved in two steps. The first step is to move all excitations on the same edge by performing mirror transformations. The resulting object is called fundamental hexagon. It can be denoted as $H^{A_1A_2\cdots A_N}$ where $A_1A_2$ are the $\mathfrak{su}_L(2|2)\otimes\mathfrak{su}_R(2|2)$ bifundamental indices for the $i$-th excitation and $u_i$ is the corresponding rapidity. The second step is the computation of the fundamental hexagon itself which is given by the following prescription

$$H = H^{\text{dyn}} \cdot H^{\text{mat}},$$

where

$$H^{\text{dyn}} = \prod_{i < j} h(u_i, u_j),$$

$$H^{\text{mat}} = (-1)^I \langle \chi^A \cdots \chi^A | S | \chi^A \cdots \chi^A \rangle,$$

and the factor $(-1)^I$ accommodates for the grading. For our case below, we consider only scalar excitations and $I = 0$. The dynamical part is simply a product of the scalar function $h(u, v)$ given by

$$h_{12} = \frac{x_1^- - x_2^-}{x_1^- x_2^+ - 1} \frac{1}{1 - f x_1^- x_2^+ - 1},$$

where the variables $x_{1,2}^\pm$ are defined as $x_{1}^\pm = x(u \pm i/2)$ and $x_{2}^\pm = x(v \pm i/2)$. Here $x(u)$ is the Zhukowsky variable satisfying $x + 1/x = u/g$ and $\sigma_{12} = \sigma(u, v)$ is the square root of BES dressing phase \cite{Beisert:2005vf}.

For the matrix part, $\chi^A$ denotes a state in the fundamental representation of $\mathfrak{su}(2|2)$ and $S$ is Beisert’s $S$-matrix \cite{Beisert:2005tm, Beisert:2006ib}. The matrix part of the hexagon form factor is thus given by a factorized product of Beisert’s $S$-matrix elements with the dressing phase set to 1.

III. SET-UP

We study the HHL structure constant with the excitations of the two heavy operators being the transverse
scalar excitations $X = \Phi_{11}$ and $\tilde{X} = -\Phi_{22}$ and the light operator being the BPS operator, which is also called the reservoir in $\mathbb{H}$.

$$\mathcal{O}_3 = \text{tr } Z^{2l_0}, \quad \tilde{Z} = Z + \tilde{Z} + Y - \tilde{Y}. \quad (4)$$

The two heavy operators are made of the scalar fields $\mathcal{O}_1 : \{Z, X\}$ and $\mathcal{O}_2 : \{\tilde{Z}, \tilde{X}\}$. These are the operators in the so-called $\mathfrak{su}(2)$ sector. The length of the heavy operators are $L_1 = L_2 = L$. In the heavy-heavy-light three-point function, we have $l_0 \ll L$. In this paper, we consider the asymptotic $L$-dependence of the HHL structure constant. This means we neglect the wrapping corrections to the states (physical wrapping), which start to contribute at order $\mathcal{O}(g^2L)$. However, there are another kind of wrapping corrections, corrections to the correlator itself, referred to as bridge wrapping in $\mathbb{H}$. On account of the small length of the light operator these corrections contribute at very low orders and should be taken into account. We postpone this question to future investigation $[7]$. In this paper, we assume $1 \ll l_0 \ll L$ so that we can trust the result up to relatively high orders without worrying about the wrapping corrections. In this regime, we only need to consider the physical excitations and we can study the asymptotic $L$-dependence. We will see the result confirms the BJW conjecture.

Let us denote the two sets of rapidities of the excitations on $\mathcal{O}_1$ and $\mathcal{O}_2$ to be $\{u\}_N = \{u_N, \ldots, u_1\}$ and $\{v\}_N = \{v_1, \ldots, v_N\}$, as is shown in FIG.2. The structure constant has the following sum-over-partition expression $[1]$

$$C_{2N} = \sum_{\alpha, \tilde{\alpha}, (\alpha|\beta)_{N} \beta, \tilde{\beta}, (\beta|\tilde{\beta})_{N}} \omega_{-l}(\alpha, \tilde{\alpha})\omega_l(\beta, \tilde{\beta})H(\alpha|\beta)H(\tilde{\beta}|\tilde{\alpha}). \quad (5)$$

where the two splitting factors are

$$\omega_{-l}(\alpha, \tilde{\alpha}) = \prod_{u_j \in \alpha} (e^{-ilp(u_j)}) \prod_{i > j} S(u_i, u_j) \quad (6)$$

$$\omega_l(\beta, \tilde{\beta}) = \prod_{v_j \in \beta} (e^{ilp(v_j)}) \prod_{i > j} S(v_j, v_i).$$

$$l = L - l_0 \sim L.$$ Here $H(\alpha|\beta)$ and $H(\beta|\tilde{\beta})$, where $H(\alpha|\beta)$ and $H(\beta|\tilde{\beta})$ are the hexagon form factors which can be computed non-perturbatively. Note that we have applied Bethe Ansatz Equations (BAE) to rewrite the splitting factor in [1]. Then both splitting factors $\omega_{-l}$ and $\omega_l$ depend on the large size scale $l$. This is the origin of the explicit $L$-dependence of the structure constant. As we will see later, when we take the diagonal limit $\{v\}_N \to \{u\}_N$, a $\frac{\tilde{g}}{g}$ uncertainty appears, so we will have to take derivatives of the phase factors $e^{ilp(v)}$, which leads to the polynomial dependence of $L$. Another source of the $L$-dependence is the phase factors itself, but, after taking the limit, it can be eliminated by applying BAE.

IV. THE HEXAGON FORM FACTOR

We first analyze the structure of hexagon form factor and show that there are kinematic poles in the diagonal limit. Each term in the sum-over-partition formula $[6]$ contains the product of two hexagon form factors. In order to perform the computation, one needs to perform crossing transformations to move all the excitations on the same edge. Here we choose a $-4\gamma$ transformation for the first hexagon and a $4\gamma$ transformation for the second one, as is shown in FIG.3. The advantage of performing $\pm 4\gamma$ transformations is that they leave the matrix part of the hexagon invariant and the kinematic pole in the diagonal limit only appears in the dynamical part. Since the dynamical part takes a factorized form, it
is much easier to keep track of the kinematic poles. When performing the crossing transformation in the spin chain frame, in general an extra phase factor appears. In our case, if we perform the $±4γ$ transformation, this phase factor is trivial. The dynamical parts of the two hexagons are given by

\[ H_{\text{dyn}}(\{u\}_n|\{v^{-4}\gamma\}_n) = \prod_{k=1}^{n} \frac{u_k - v_k + i}{u_k - v_k} \frac{1}{h(u_k, u_k)} \frac{\prod_{i<j} h(u_i, u_j) h(v_i, v_j)}{\prod_{j \neq k} h(u_i, u_j)}, \]

\[ H_{\text{mat}}(\{u^4\}_n|\{u\}_n) = \prod_{k=1}^{n} \frac{u_k - v_k - i}{u_k - v_k} \frac{1}{h(u_k, u_k)} \frac{\prod_{i<j} h(u_i, u_j) h(v_i, v_j)}{\prod_{j \neq k} h(u_i, u_j)}, \]

where we have used the fact that $h(u, v^{-4\gamma}) = 1/h(u, v)$ and $h(v^4, u) = 1/h(u, v)$ and

\[ \frac{1}{h(u, v)} = \frac{u - v - i}{u - v} \frac{1}{h(u, v)}. \]

Here

\[ \tilde{h}(u, v) = \frac{(1 - 1/x_1 x_2)^2}{(1 - 1/x_1 x_2)(1 - 1/x_1 x_2)} \sigma_{12} \]

is nonzero for coinciding rapidities, namely $\tilde{h}(u, u) \neq 0$. The matrix parts of the two hexagons are in general complicated functions of $S$-matrix elements. The Zhukowsky variables are invariant under $±4\gamma$ transformation, hence we have $H_{\text{mat}}(\{u\}_n|\{v^{-4}\gamma\}_n) = H_{\text{mat}}(\{u\}_n|\{v\}_n)$ and $H_{\text{mat}}(\{v^{4}\gamma\}_n|\{u\}_n) = H_{\text{mat}}(\{v\}_n|\{u\}_n)$. Finally we notice that when taking diagonal limit $u_i \rightarrow u_i$, due to the structure of the dynamical parts, poles appear. But since the structure constant is a well-defined object in diagonal limit, these poles necessarily cancel.

**V. THE DIAGONAL FORM FACTOR**

In this section, we take the diagonal limit of the structure constant as discussed in the previous section. Let us denote the structure constant in the sum-over-partition formula \([\text{3}]\) as $C_{2N}(\{u\}_N|\{v\}_N)$. Taking the diagonal limit we can define

\[ C_{\text{HHL}}(\{u\}_N) = \lim_{\epsilon_i \rightarrow 0} C_{2N}(\{u_i\}_N|\{u_i + \epsilon_i\}_N). \]

We also define a quantity

\[ F(\{u\}_N) = \lim_{\epsilon_i \rightarrow 0} C_{2N}'(\{u_i\}_N|\{u_i + \epsilon_i\}_N), \]

where by prime we mean that before taking the limit, we replace all the factors $e^{ip(u,v)l}$ by $e^{ip(u,v)l}$. In both cases, after taking the diagonal limit, we apply BAE in order to eliminate the $l$-dependence due to the phase factors $e^{ip(u,v)l}$.

The main result of our paper is the proof of the following statement:

**Theorem.** The heavy-heavy-light symmetric structure constant has the following $L$-dependence

\[ C_{\text{HHL}}(\{u\}_N) = \frac{1}{\prod_{i=1}^{N} h(u_i, u_i)} \sum_{\alpha, \tilde{\alpha}} F^\alpha(\alpha) \rho^\alpha_L(\tilde{\alpha}), \]

where $L$ is the length of the heavy operator.

Here $\rho^\alpha_L$ is the Jacobian in the symmetric scheme \([4]\) which is defined as

\[ \Phi_j = p_j L - i \sum_{k \neq j} \log S(u_j, u_k), \]

\[ \rho^\alpha_L(\{u\}_N) = \text{det} \frac{\partial \Phi_k}{\partial u_j}. \]

For subsets $\tilde{\alpha} \subset \{u\}_N$, $\rho^\alpha_L(\tilde{\alpha})$ is defined with respect to the rapidities $u_j \in \tilde{\alpha}$. The $S$-matrix $S(u, v)$ is the all-loop $S$-matrix in the $\mathfrak{su}(2)$ sector, and

\[ F^\alpha(\alpha) = \sum_{\beta, \tilde{\beta} = \alpha} F^\beta(\beta) \rho^\beta_s(\tilde{\beta}). \]

**A. The factorization property**

In order to prove the theorem, it is important to know the behavior of the hexagon form factor when two rapidities on the two edges coincide with each other. In this case, the resulting hexagon form factor is proportional to the hexagon form factors with less excitations. We will refer to this kind of relations as the factorization properties. In our case it can be summarized as the follows

\[ H_{\text{mat}}(u, \{u\}_n|\{v\}_N, u) = -H_{\text{mat}}(\{u\}_n|\{v\}_N), \]

\[ H_{\text{mat}}(*, u, v, *) = S(u, v) \frac{h(v, u)}{h(u, v)} H_{\text{mat}}(*, v, u, *), \]

\[ H_{\text{mat}}(*, u, v, *) = S(u, v) \frac{h(v, u)}{h(u, v)} H_{\text{mat}}(*, v, u, *). \]

Note that here the relations only concern the matrix part. The first relation is a reformulation of the decoupling condition in \([11]\) where the authors performed a $2\gamma$ transformation. The scattering of a particle and its anti-particle gives rise to the singlet state \([9]\) which scatters trivially with any other excitations and thus can be factorized. This statement is equivalent to \([15]\) in the $-4\gamma$ transformation. The remaining two equations can be derived simply from the prescription for computing the matrix part and using the fact that the $\mathfrak{su}(2)$ $S$-matrix at all loop is given by

\[ S(u, v) = A(u, v) \frac{h(u, v)}{h(v, u)} \]

where $A(u, v)$ is one of Beisert’s $S$-matrix element \([9]\).
B. A recursion relation

As we mentioned above, the explicit $L$-dependence of the structure constant appears due to taking derivatives of the phase factor $e^{i\mu(u_i)}$. This implies that the polynomial $l$ dependence always come within the quantity $z_i = l p'(u_i)$. Instead of studying directly the dependence on $L$, it is more convenient to consider the dependence on $z_i$.

Using the factorization property, we first prove the following lemma.

**Lemma (Recursion relation).** The dependence of $C_{HHL}$ on $z_k$ is linear and satisfies the following relation

$$
\frac{\partial}{\partial z_k} C_{HHL}(\{u\}_N) = a_k C_{HHL}^{\text{mod}}(\{u\}_N/u_k)
$$

where by the set $\{u\}_N/u_k$ we mean that the rapidity $u_k$ is excluded from the initial set and

$$
a_k = \frac{1}{h(u_k, u_N)}
$$

and the index “mod” stands for the following replacement

$$
z_i \rightarrow z_i^{\text{mod}} = z_i + \varphi(u_i, u_k).
$$

**Proof** Let’s first consider $C_{2N}(\{u\}_N|\{v\}_N)$ and its dependence on $z_N$ after taking the limit $v_N \rightarrow u_N$. Among the terms in the sum-over-partition formula, the terms leading to the $z_N$ dependence have the factor

$$
e^{-ilp(u_N)+ilp(v_N)} h(u_N, v_N) \times \cdots.
$$

These are the terms with $u_N \in \tilde{\alpha}$ and $v_N \in \tilde{\beta}$ (both of the corresponding excitations are located on the second hexagon), which take the following form (beginning from here and till the end of the subsection B we redefine the sets $\tilde{\alpha}$ and $\tilde{\beta}$ as follows $\tilde{\alpha} \rightarrow u_N \cup \tilde{\alpha}$ and $\tilde{\beta} \rightarrow \tilde{\beta} \cup v_N$)

$$
t(\alpha, \beta, u_N \cup \tilde{\alpha}, \tilde{\beta} \cup v_N) =
$$

$$
\omega_{-1}(\alpha, u_N \cup \tilde{\alpha}) \omega_l(\tilde{\beta}, \tilde{\beta} \cup v_N) \times H(\alpha|\beta)H(\tilde{\beta}, v_N|u_N, \tilde{\alpha}).
$$

For the splitting factor, we have

$$
\frac{\omega_{-1}(\alpha, u_N \cup \tilde{\alpha}) \omega_l(\tilde{\beta}, \tilde{\beta} \cup v_N)}{\omega_{-1}(\alpha, \tilde{\alpha}) \omega_l(\tilde{\beta}, \tilde{\beta})} = e^{-ilp(u_N)+ilp(v_N)}. \tag{22}
$$

For the dynamical part of the hexagon form factor, we have

$$
\frac{H^{\text{dyn}}(\tilde{\beta}, u_N|u_N, \tilde{\alpha})}{H^{\text{dyn}}(\tilde{\beta}|\tilde{\alpha})} = \frac{h(\tilde{\beta}, u_N) h(u_N, \tilde{\alpha})}{h(u_N, \tilde{\beta}) h(\tilde{\alpha}, u_N) h(u_N, v_N)} \frac{1}{h(u_k, u_k)} \frac{1}{\rho_k^3(\tilde{\alpha})}. \tag{23}
$$

For the matrix part, we can use the factorization property

$$
\frac{H^{\text{mat}}(\tilde{\beta}, u_N|u_N, \tilde{\alpha})}{H^{\text{mat}}(\tilde{\beta}|\tilde{\alpha})} = -A(\tilde{\beta}, u_N)^2 A(u_N, \tilde{\alpha})^2. \tag{24}
$$

Combining the results (22), (23) and (24), one can derive that

$$
\frac{\partial}{\partial z_N} t(\alpha, \beta, u_N \cup \tilde{\alpha}, \tilde{\beta} \cup u_N + \epsilon_N)\big|_{\epsilon_N \rightarrow 0}
$$

$$
= a_N S(\tilde{\beta}, u_N) S(\tilde{\alpha}, u_N) t(\alpha, \beta, \tilde{\alpha}, \tilde{\beta})
$$

where $a_N$ is given in (18) and does not depend on the partition. We can combine $S(\tilde{\alpha}, u_N)$ and $S(\tilde{\beta}, u_N)$ with the splitting factors $\omega_{-1}(\alpha, \tilde{\alpha})$ and $\omega_l(\tilde{\beta}, \tilde{\beta})$ respectively. This leads to a modification of the momenta

$$
e^{-ilp(\tilde{\alpha}_k)} \rightarrow e^{-ilp^{\text{mod}}(\tilde{\alpha}_k)} = e^{-ilp(\tilde{\alpha}_k)} S(\tilde{\alpha}, \tilde{\alpha}), \tag{26}
$$

$$
e^{ilp(\tilde{\beta}_k)} \rightarrow e^{ilp^{\text{mod}}(\tilde{\beta}_k)} = e^{ilp(\tilde{\beta}_k)} S(\tilde{\beta}, u_N).
$$

with the form of the splitting factor (6) unchanged. Therefore we can write

$$
\frac{\partial}{\partial z_N} t(\alpha, \beta, u_N \cup \tilde{\alpha}, \tilde{\beta} \cup u_N + \epsilon_N)\big|_{\epsilon_N \rightarrow 0}
$$

$$
= a_N t(\alpha, \beta, \tilde{\alpha}, \tilde{\beta}) + \text{mod}
$$

where again the index “mod” implies the replacement (26). Summing over partitions we get

$$
\frac{\partial}{\partial z_N} \lim_{\epsilon_N \rightarrow 0} C_{2N}(\{u\}_N|\{v\}_N)|_{v_N = u_N + \epsilon_N} =
$$

$$
a_N C_{2N-2}^{\text{mod}}(\{u\}_N/|\{v\}_N/v_N).
$$

After taking the limit $v_i \rightarrow u_i$ for the rest of the rapidities we get

$$
\frac{\partial}{\partial z_N} C_{HHL}(\{u\}_N) = a_N C_{HHL}^{\text{mod}}(\{u\}_N/|\{u\}_N).
$$

Finally, since the structure constant is symmetric with respect to the rapidities, we proved the lemma (17).

C. Proof of the theorem

Now we are ready to prove the main theorem (12). For a given partition $\alpha \cup \tilde{\alpha} = \{u\}_N$, let us define

$$
K_N = \frac{1}{\prod_{k=1}^N \rho_k^3(\tilde{\alpha})}.
$$

First we prove that

$$
C_{HHL}(\{u\}_N) =
$$

$$
\sum_{\tilde{\alpha} \cup \tilde{\beta} = \{u\}_N} F(\alpha) K_N(\tilde{\alpha}) \equiv \mathcal{W}_N(\{u\}_N). \tag{31}
$$
Noticing that
\[ \frac{\partial}{\partial z_k} \rho^s_i(\{u\})_N = \tilde{\rho}^{s,\text{mod}}_i(\{u\}_{N-1}), \] (32)
with the modification rule [19], we have
\[ \frac{\partial}{\partial z_k} W_N(\{u\}_N) = a_k W^{\text{mod}}_{N-1}(\{u\}_{N}/u_k). \] (33)

We prove [31] by induction. The case \( n = 1 \) can be verified easily by explicit computation. Assume that the [31] is true for \( n \leq N - 1 \). From (17) and (33), we find that the \( z_i \) dependencies of \( C_{\text{HHL}}(\{u\}_N) \) and \( W_N(\{u\}_N) \) are the same. In order to prove (31) we simply need to show that the terms which are independent of \( z \)'s are equal. Putting \( z_i \to 0 \) in (31), all the \( \rho^s_i \) vanish and we have
\[ W_N(\{u\}_N)|_{z_i \to 0} = F(\{u\}_N). \] (34)

On the other hand, from the definition of \( F_N(\{u\}_N) \), we first put \( e^{i l p \alpha_i} \) to \( e^{i l p \alpha_i} \) and then take the diagonal limit. This prevents the appearance of \( z_i = lp \alpha_i \) dependent terms. Thus we have shown that
\[ C_{\text{HHL}}(\{u\}_N) = \frac{1}{\prod_{i=1}^N \hat{h}(u_i, u_i)} \sum_{\alpha \cup \bar{\alpha} = \{u\}_N} \mathcal{F}(\alpha) \rho^s_{L \alpha}(\bar{\alpha}). \] (35)

Finally we go from \( \rho^s_i \) to \( \rho^s_L \), which can be done by the following relation:
\[ \rho^s_{L_1 + L_2}(\{u\}_N) = \sum_{\alpha \cup \bar{\alpha} = \{u\}_N} \rho^s_{L_1}(\alpha) \rho^s_{L_2}(\bar{\alpha}). \] (36)

Taking \( L_1 = L \) and \( L_2 = -L_0 \), we have
\[ C_{\text{HHL}}(\{u\}_N) = \frac{1}{\prod_{i=1}^N \hat{h}(u_i, u_i)} \sum_{\alpha \cup \bar{\alpha} = \{u\}_N} \mathcal{F}^s(\alpha) \rho^s_{L \alpha}(\bar{\alpha}), \] (37)

where
\[ \mathcal{F}^s(\alpha) = \sum_{\beta, \bar{\beta} = \alpha} \mathcal{F}(\beta) \rho^s_{L \beta}(\bar{\beta}). \] (38)

This proves the theorem.

The expansion (12) can also be written in the so-called connected scheme (see [6])
\[ C_{\text{HHL}}(\{u\}_N) = \frac{1}{\prod_{i=1}^N \hat{h}(u_i, u_i)} \sum_{\alpha \cup \bar{\alpha} = \{u\}_N} \mathcal{F}^c(\alpha) \rho^c_{L \alpha}(\bar{\alpha}) \] (39)

where \( \rho^c_{L \alpha}(\bar{\alpha}) \) is defined to be the diagonal minor of the Jacobian \( \rho^c_{L \alpha}(\{u\}_N) \) and hence depends on all the rapidities. The relations between \( F^c \) and \( F^s \) can be worked out explicitly [6].

Finally it is worth to mention that \( \hat{h}(u, u) = \frac{1}{\mu_X(u)} \), where \( \mu_X(u) \) is the measure introduced in [1]. It means that by normalizing the structure constant with the norm of the heavy operator we can get rid of these factors. The normalized structure constant is given by
\[ C_{\text{HHL}}(\{u\}_N) = \frac{1}{\rho^c_L(\{u\}_N)} \sum_{\alpha \cup \bar{\alpha} = \{u\}_N} \mathcal{F}^c(\alpha) \rho^c_{L \alpha}(\bar{\alpha}). \] (40)

VI. COEFFICIENTS \( F^s \)

According to the original proposal of [6] the coefficients in the finite volume expansion are identified with the infinite volume form factors. We find it might be important to keep this identification in mind in the case of \( N = 4 \)

SYM as well.

Using the hexagon approach, we compute these coefficients at all loops. We expand the results at weak coupling and compare with the ones computed in [6] at tree level. We compare the results in the connected scheme for the case \( l_0 = 1 \) for a few magnons and obtain a perfect match. At tree level, these coefficients of \( N \) excitations are conjectured to take the following form
\[ F^{c(0)}(\{u\}_N) = \sigma^{(0)}(u) \varphi^{(0)}(u, v) \cdots \varphi^{(0)}_{N-1,N} + \text{permutations}. \] (41)

where
\[ \sigma^{(0)}(u) = \frac{1}{u^2 + 1/4}, \quad \varphi^{(0)}(u, v) = \frac{2}{(u - v)^2 + 1}. \] (42)

Interestingly, one loop computation indicates that the form still holds with the following corrections
\[ \sigma^{(1)}(u) = \frac{1}{u^2 + 1/4} + \frac{8g^2 u^2}{(u^2 + 1/4)^2}, \]
\[ \varphi^{(1)}(u, v) = \frac{2}{(u - v)^2 + 1} + \frac{4g^2 (u^2 - v^2)}{(u^2 + 1/4)(v^2 + 1/4)((u - v)^2 + 1)}, \]
which we checked up to three magnons. It is possible that the same ansatz will hold at even higher orders with proper modifications. If this is the case, it will simplify a lot the computation of these coefficients. We leave this interesting problem for the future investigation. It would also be interesting to understand better the physical meaning of these coefficients in the context of \( N = 4 \)

SYM.

VII. CONCLUSION AND DISCUSSIONS

We study the symmetric heavy-heavy-light structure constant within the hexagon approach and proved that its asymptotic \( L \)-dependence, where \( L \) is the length of the heavy operators, is given by the expansion (12). This
study is for the special case where the excitations of the heavy operators are the transverse scalar excitations \(X, \bar{X}\) and the light operator being the rotated BMN vacuum. However, the methods of the present paper can be generalized straightforwardly to the cases where the excitations on the heavy operator are transverse derivatives or the longitudinal excitations and the light operator being non-BPS operator. Finally, in order to have a complete proof of the BJW conjecture within the hexagon approach, we also need to consider the bridge wrapping. All these issues will be treated in more detail in the forthcoming paper [7].
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