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Abstract

Neural Architecture Search (NAS) aims at finding one “single” architecture that achieves the best accuracy for a given task such as image recognition. In this paper, we study the instance-level variation, and demonstrate that instance-awareness is an important yet currently missing component of NAS. Based on this observation, we propose InstaNAS for searching toward instance-level architectures; the controller is trained to search and form a “distribution of architectures” instead of a single final architecture. Then during the inference phase, the controller selects an architecture from the distribution, tailored for each unseen image to achieve both high accuracy and short latency. The experimental results show that InstaNAS reduces the inference latency without compromising classification accuracy. On average, InstaNAS achieves 48.9% latency reduction on CIFAR-10 and 40.2% latency reduction on CIFAR-100 with respect to MobileNetV2 architecture.

1. Introduction

Neural Architecture Search (NAS) aims at searching for the deep architectures that optimize learning objectives. The NAS framework is formulated by using an algorithm to search over a pre-defined space that contains sub-components of the model to find the best neural architecture that optimizes the task target (e.g., image recognition). One popular way of implementing NAS is to leverage reinforcement learning, where the controller is an agent that takes actions by sampling the search space and gradually form a architecture. The performance of an architecture is evaluated on a target task and is used as the reward in reinforcement learning. Then the reward is used as a feedback so that the controller can update its policy to prioritize architectures that can achieve the highest reward. After the search process is done, a single architecture will be selected and trained to be the final solution of the task.

Neural Architecture Search usually optimizes exclusively for task-dependent metrics such as accuracy. Many recent papers propose device-aware neural architecture search algorithms that are capable of searching for architectures that fall into specific architecture-dependent metrics such as energy, power, or latency. Resource constrained multiple-objective architecture search has gained much traction. To name a few, [5, 8, 24, 30] aims at finding neural architectures that satisfy architecture-dependent metrics by achieving Pareto optimality over more than one objective.

A common characteristic of the models searched by classic NAS methods is that, a single model is usually used as the optimal architecture. In reality, however, using a single architecture might not be optimal for architecture-dependent metrics when samples of different patterns are present. The optimal architecture for individual samples might be different for metrics such as latency, which inspires us to develop InstaNAS, a NAS framework which converges to a distribution of architectures instead of a single one. Each architecture within the final distribution is an expert of one or multiple specific domains, such as different
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**Figure 2.** The overview flow diagram of InstaNAS. Given task-dependent objectives (e.g., accuracy) and architecture-dependent objectives (e.g., latency) as reward, the controller is trained to optimize architecture for each input image.

difficulty, texture, content style and speedy inference. For each new input image, the controller is trained to select a suitable architecture from its distribution. To the best of our knowledge, we are the first work toward building NAS with instance-awareness.

In Section 4, we take two-objective NAS as a case study and analyze the impact of InstaNAS. More specifically, we choose accuracy and latency as the targeting objectives, which are the two major model performance pointers in real-world applications. InstaNAS learns to automatically control the trade-offs between accuracy and inference speed by considering the low-level feature of each input image. In our experiments, we design a MobileNetV2 [21] based search space. InstaNAS brings significant trade-off frontier improvements to original MobileNetV2 in two different dimensions. In Section 4.3 and Section 4.5, our experiment observes 48.9% and 40.2% average latency reduction on CIFAR-10 and CIFAR-100 with comparable accuracy against MobileNetV2. Furthermore, if moderate accuracy drop is tolerable, InstaNAS can further achieve 82.6% and 50.0% average latency reduction on CIFAR-10 and CIFAR-100 against MobileNetV2.

We also introduce a dynamic reward function design inspired by curriculum learning. InstaNAS is trained with reinforcement learning which obtains rewards from a soft-constrained latency interval, in the meanwhile, the reward interval slowly decreases its upper bound through epochs. In Section 4.4, we empirically observe the final policies through epochs forms a frontier which controls different levels of trade-offs between objectives.

In conclusion, we summarize the main contributions of InstaNAS in following categories:

- We propose InstaNAS, the first instance-aware neural architecture search framework.
- Within a MobileNetV2 based search space, InstaNAS achieves 48.9% and 40.2% average latency reduction on CIFAR-10 and CIFAR-100 against MobileNetV2 with comparable accuracy.
- We empirically observe the policies searched by InstaNAS through epochs forms a frontier, which controls different levels of trade-offs between objectives.

2. Related Work

**Neural Architecture Search.** Neural Architecture Search (NAS) has emerged growing interest in the field of AutoML and meta-learning [26] in recent years. Seminal work by Zoph et al. [32] first proposed Neural Architecture Search (NAS) using reinforcement learning algorithm. They introduce a learnable RNN controller that generates a sequence of actions representing a child network within a predefined search space, while the validation performance is taken as the reward to train the controller. Since the process of NAS can also be framed as a natural selection problem, some works [19, 20, 29] propose to use evolutionary approaches with genetic algorithms to optimize the architecture. However, all these works focus on optimizing model accuracy as their only objective. In real-world, these models may not be suitable for being deployed on certain (e.g., latency-driven) applications, such as autonomous car.

**Multi-objective Neural Architecture Search.** For better flexibility and usability in real-world applications, several works are dedicated to extending NAS into multiple-
objective neural architecture search (MO-NAS), which attempts to optimize multiple objectives while searching for architectures. Elsken et al. [6] and Zhou et al. [31] use FLOPs and the number of parameters as the proxies of computational costs; Kim et al. [9] and Tan et al. [24] directly minimized the actual inference time; Dong et al. [5] proposed to consider both device-agnostic objectives (e.g., FLOPs) and device-related objectives (e.g., inference latency) using Pareto Optimization. However, all these aforementioned algorithms only consider searching for a single final architecture achieving the best average accuracy for the given task. In contrast, InstaNAS is a MO-NAS approach that searches for a distribution of architectures aiming to speed up the average inference time with instance-awareness.

One-shot Architecture Search. Computational expensive is another fundamental challenge in NAS, conventional NAS algorithms require thousands of different child architectures to be trained from scratch and evaluated, which is often time costly. One shot architecture search is an approach using share-weight across child architectures to amortize the search cost. The concept of weight sharing has been widely adopted by different NAS approaches with various kinds of search strategies: with evolutionary algorithm [20, 19], reinforcement learning [18], gradient descent [14], and random search [1]. Instead of training each child architecture from scratch, they allow child architectures to share weights whenever possible. We also adopt the similar design principle of the one-shot model to not only accelerate InstaNAS but also to reduce the total number of parameters in InstaNAS. We will explain further detail of how we leverage the one-shot model in Section 3.2.

Conditional Computation. Several conditional computation methods have been proposed to dynamically execute different modules of a model on a per-example basis [2, 12, 15, 25, 28, 27]. More specifically, Wu et al. [28] use policy network to generate a series of decision which selectively dropped a subset of blocks in a well-known baseline network (e.g., ResNet [7]) with respect to each input. However, all methods mentioned above assume their base model to be optimal across all samples, then perform their algorithm as post-processing method to further reduce computational costs. In contrast, InstaNAS is a neural architecture search framework with built-in instance awareness during architecture design and inference time decisions. InstaNAS is relatively a more flexible framework - covering but not limited to all possible solutions which can be provided by previous conditional computation frameworks.

3. Instance-aware Neural Architecture Search

InstaNAS consists of a one-shot model and a controller. We introduce the overall workflow and symbols of InstaNAS in Section 3.1. Then we describe how the one-shot model is constructed and trained in Section 3.2. Finally, we explain how to train and design the reward function of the controller in order to combine multiple objectives in Section 3.3.

3.1. Workflow overview

InstaNAS requires specifying two categories of objectives as search targets, task-dependent objective $O_T$ and architecture-dependent objective $O_A$. The task-dependent objective $O_T$ is the main objective of the optimization target (e.g., the accuracy in a classification task). The architecture-dependent objective $O_A$ (e.g., latency and computational costs) can be seen as constraints which are taken into account when the task-dependent objective is secured.

The training phase consists of three stages, “Pre-training one-shot model”, “Joint training” and “Retraining one-shot model”. We first pre-train the one-shot model $\Theta$ with $O_T$. In the second stage, a controller $\phi$ is introduced to select architectures $\theta_x = \phi(x) \in \Theta$ from the one-shot model with respect to each input instance $x$. In this stage, the controller and the one-shot model are being trained alternatively, which enforces the one-shot model to adapt to the distribution change of the controller. Meanwhile, the controller is trained by policy gradient [23] with a reward function $R$ which is aware of both $O_T$ and $O_A$. The detail of the controller training is described in Section 3.3. In the last stage, as each controller through all epochs is a valid search result with different levels of trade-offs between objectives, a suitable controller is hand-picked by empirical preference. Then the one-shot model is retrained from scratch with respect to the designated controller.

During inference phase, $\theta_x = \phi(x)$ is applied to each unseen input instance $x$. The generated $\theta_x$ is instance-aware and automatically controls the trade-offs between $O_T$ and $O_A$. An important note is that since the controller is essential during inference, the final latency we reported has already included the latency introduced by the controller.

3.2. One-Shot model

A naive approach to constructing instance-awareness may be training multiple models, then introduce a controller model to assign each input instance to a corresponding down-stream model. However, this solution is not feasible in real-world, since its total number of parameters grows linearly against the number of down-stream models. To alleviate such problem, InstaNAS requires weight-sharing techniques to reduce the total number of parameters. For further sampling convenience, we choose to adopt the one-
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shot model described in [1], which is trained with weight sharing techniques. Furthermore, as any randomly sampled architecture within the one-shot model is a valid architecture with decent accuracy, the one-shot model is natively suitable for the controller to perform random exploration.

In the pre-training stage, the one-shot model is trained with $O_T$ only. This training process is essential since the controller training in the second stage has a complex reward function taking $O_T$ into account. A random initialized one-shot model provides incorrect and extremely sparse rewards, causing the controller hard to optimize.

Following [1], we design a large and expressive search space which allows us to represent a wide diversity of interesting candidate child architectures within a single model. We formulate each child model as a set of binary decisions, deciding whether each of the modules within the one-shot model is activated. In the controller training stage, we sample child architectures in the search space with Bernoulli distribution (i.e., each decision of module is sampled with independent Bernoulli distribution), which zero-out large portions of modules in the one-shot model in order to evaluate specific child architectures. If directly train the one-shot model naively, the modules cannot smoothly co-adapt to the latter controller training stage. Even removing an inferior module from the one-shot model can cause the performance to break down. As a result, the one-shot model will provide incorrect reward which causes the controller hard to optimize. To tackle this problem, we apply drop-path [1, 33] to each module. During training, each module are randomly zero out for each batch of input data. We achieve good results by setting the drop-path rate to 50% in the middle of pre-training. Note that among sub-modules with stride 2 or different input/output number of filters, to avoid errors, we ensure at least one module will be selected.

3.3. Controller

The controller takes each image instance as input and propose an architecture by $\theta = \phi(x) \in \Theta$. The design principle of the controller is to be fast and simple, which is a three-layer convolutional network with large kernels in our experiments. Its design should heavily consider efficiency since its latency is essentially included in the inference phase. Its structure can be simple since it only requires to capture the low-level representations of each input image. An empirical explanation is that the controller only needs to identify low-level features of the image (e.g., the overall color, texture complexity, and sample difficulty), then forward the image to the selected down-stream expert to make more accurate decisions. Some visualizations of how the controller categorize samples are shown in Figure 6.

The training process requires two important components, the exploration strategy, and the reward function. We also introduce an important policy random shuffling process to stabilize the InstaNAS joint training.

**Exploration Strategy.** We formulate each architecture as a set of binary options of whether each convolutional kernel within the one-shot model is selected. The controller takes each input image and accordingly generates a probability matrix $p$ for the binary options. We apply Bernoulli sampling to the probability matrix for exploration, which generally prefers high probability options, but still randomly pick or drop options with respect to the probability distribution proposed by the controller. We adopt the entropy loss mentioned in [17], which improves exploration by discouraging premature policy convergence. To further increase the diversity of sampling result, we adopt the encouragement parameter $\alpha$ described in [28] which mutates the probability matrix by $p' = \alpha \cdot p + (1 - \alpha) \cdot (1 - p)$.

The controller is trained with policy gradient. Similar to which described in [32], we introduce a self-critical baseline $\tilde{R}$ to reduce the effect of high-variance of instance-wise reward $R$. The policy gradient is estimated by:

$$\nabla_{\theta_\phi} J = \mathbb{E}[(R - \tilde{R}) \nabla_{\theta_\phi} \sum_i \log P(a_i)],$$

which $\theta_\phi$ is the parameters of the controller and each $a_i$ is sampled independently by a Bernoulli distribution with respect to $p_i \in p$.

**Reward Function.** The controller is trained with policy gradient with a complex reward function combining $O_T$ and $O_A$ into account. The reward is computed instance-wise by:

$$R = \begin{cases} 
R_P \cdot R_C & \text{if } R_P \text{ is positive,} \\
R_P & \text{otherwise}
\end{cases}$$

, which $R_P$ and $R_C$ are obtained from $O_T$ and $O_A$. The design of $R$ is based on the observation that the $O_T$ is generally more important and preferred than $O_A$. As a result, $O_A$ is only taken into account when $O_T$ is secured. Otherwise, the controller is ensured to be fully-controlled by $R_P$. For the cases which $R_P$ is positive, $R_C$ is still treated as a preference only. This is introduced by normalizing $R_C$ to the range $[0, 1]$, which becomes a discounting factor to $R_P$ and never provides negative penalties to the controller through policy gradient.

Another observation is that $O_A$ is generally hard to optimize and tends to collapse easily. The reason is that taking $R_P$ to be accuracy and $R_C$ to be latency as an example, architectures with both good latency and desirable accuracy at the same time are relatively rare. In the meanwhile, our “instance aware” setting observes reward in a “instance-wise” manner, finding architectures with extremely low latency for all samples is significantly easier than having generally
high accuracy for any sample. Such pattern encourages the controller to generate shallow architectures and directly ignores accuracy. Eventually, the policy collapses to a single architecture with extremely low latency but poor accuracy similar to a random sampler.

Inspired by curriculum learning [3], we design a dynamic quadratic reward function for $R_C$ toward the policy collapsing problem. The quadratic function is built-up with an upper-bound $U_t$ and lower-bound $L_t$, which $t$ is the number of epochs between range $[0, T]$. Then with a observation $z$, we calculate $R_C = -\gamma (z - U_t) \times (z - L_t)$, which the gamma is a normalization factor that normalizes $R_C$ to the range $[0, 1]$ by $\gamma = (\frac{U_t - L_t}{2})^2$. The target of the controller is to maintain its expectation of $\mathbb{E}_A$ near the center of the reward interval while still keeping aware of $\mathbb{E}_T$. The reward function is designed to be a quadratic function since making the highest rewarded child architectures to be in the center of the interval is more preferred. Otherwise, the child architectures may fall outside the reward interval easily during exploration or while the reward interval moves between epochs.

We first calculate the expectation of $\mathbb{E}_A = \mathbb{E}_z[R_C]$ by considering the controller is a random sampler after random initialization. In the beginning, the expectation is set to $U_0 = 2R_C$ and $L_0 = 0$. Then the sliding window is slowly moved toward 0, which slowly enforce the controller to produce suitable architectures with respect to more and more difficult constraint for $\mathbb{E}_A$. The training process ends upon the training accuracy drops suddenly and significantly at some point, since the controller cannot find suitable policies anymore. All policies before this epoch are valid policies automatically control the trade-offs between $\mathbb{E}_T$ and $\mathbb{E}_A$.

An important implementation detail is about the batch normalization. Since the feature map distribution changes intensively with respect to different architecture choices, the batch normalization should always set to training mode while evaluating validation accuracy for the reward function. Otherwise, each of the sampled architectures will produce unstable accuracy, eventually leads to total failure of the controller training.

**Policy Random Shuffling.** An important implementation detail for joint training stage is that the fine-tuning stage is essential. As the policy of controller changes dramatically, the fine-tuning aims to guide the one-shot model to fit to current trend in policy, such as drop path rate during sampling and path preference. However, such fine-tuning process harms the one-shot accuracy, since each child architecture is trained with highly-biased samples. This phenomenon discards the one-shot characteristic of the one-shot model, the randomly sampled child architectures cannot guarantee stable accuracy anymore, which causes the policy col-

![Figure 3. The five module options in each cell of InstaNAS.](image)

4. Experiments

In this section, we explain and analyze the building blocks of InstaNAS. We start by demonstrating some quantitative results of InstaNAS against other models. Then we visualize and discuss some empirical insights of InstaNAS. Throughout the experiments, we use the same search space described in Section 4.1. We specify our main task to be image classification, though InstaNAS is expected to work for most vision tasks if given sufficient computation power. For the search objectives, we choose accuracy as our task-dependent objective and latency as the architecture-dependent objective, which are the most influential factors of architecture choice in real-world applications.

4.1. Search Space

We validate InstaNAS in a search space similar to [24], using MobileNetV2 as the backbone network. Our search space consists of a stack of 17 cells and each cell has five module choices as shown in Figure 3. Specifically, we allow one basic convolution (BasicConv) and four mobile inverted bottleneck convolution (MBConv) layers with various kernel sizes $\{3, 5\}$ and filter expansion ratios $\{3, 6\}$ as choices in the cell, which equals to $2^5 \times 32 = 4096$ possible combinations. Different from [5, 33], we do not restrict all cells to share the same combination of architectures. Therefore, across the entire search space, there are approximately $2^{17} \approx 10^{25}$
we apply random cropping, random horizontal flipping, and cut-out [4] as data augmentation methods. For pre-training the one-shot model, we use Stochastic Gradient Descent (SGD) optimizer with naive momentum instead of Nesterov momentum. We set the weight decay as 0.0001 and the momentum as 0.9. The initial learning rate is 0.1, then reduce by a factor 10 at the 200, 300 and 350 training epochs. Each training batch consists of 32 images on a single GPU. Note that larger batch size is preferred if with sufficient memory capacity and computing power.

For the joint training stage, the controller and the one-shot model are trained alternatively for 100 epochs. We set the reward $R_P$ to 30 if the sampled child architecture classifies the corresponding image correctly, otherwise, $R_P$ is set to 0. The upper-bound $U_t$ starts from $U_0 = 2R_C$, and linearly reduced to half of the MobileNetV2 average latency. The controller is trained with Adam [10] optimizer, learning rate 0.0005, and learning rate decays by 1/10 at the 50th epoch and the 75th epoch individually. The one-shot model is fine-tuned with SGD, learning rate 0.01, and without momentum.

After the joint training ends, some controllers are picked by

### Table 1. Model performance comparison on CIFAR-10 [11]. InstaNAS shows competitive latency and accuracy trade-off against other state-of-the-art human-designed models (first row) and NAS-found models (second row). All five InstaNAS models are all obtained within a single search, and the controller latency is already included in the reported latency. Note that we measure the model’s error rates with our implementation if it is not reported in the original paper (e.g., [16, 21, 24]).

| Model       | Err. (%) | Latency | # Arc. |
|-------------|----------|---------|--------|
| ResNet50[7] | 6.38     | 0.051 ± 0.003 | -      |
| ResNet101[7]| 6.25     | 0.095 ± 0.002 | -      |
| MobileNetV2 0.4x [21] | 7.44 | 0.038 ± 0.003 | -      |
| MobileNetV2 1.0x [21] | 5.56 | 0.092 ± 0.002 | -      |
| MobileNetV2 1.4x [21] | 4.92 | 0.129 ± 0.002 | -      |
| ShuffleNetV2 0.5x [16] | 10.2 | 0.017 ± 0.001 | -      |
| ShuffleNetV2 1.0x [16] | 7.50 | 0.035 ± 0.001 | -      |
| ShuffleNetV2 1.5x [16] | 6.36 | 0.052 ± 0.002 | -      |
| ShuffleNetV2 2.0x [16] | 6.18 | 0.074 ± 0.008 | -      |
| IGCV3-D 1.0x [22] | 5.54 | 0.185 ± 0.003 | -      |
| IGCV3-D 0.5x [22] | 5.27 | 0.095 ± 0.006 | -      |
| NasNet-A [33] | 3.41 | 0.219 ± 0.006 | 1      |
| PnasNet-B [13] | 4.01 | 0.087 ± 0.002 | 1      |
| DARTS [14] | 2.83 | 0.236 ± 0.004 | 1      |
| DPP-Net-M [5] | 5.84 | 0.062 ± 0.004 | 1      |
| MnasNet 0.5x [24] | 7.08 | 0.056 ± 0.006 | 1      |
| MnasNet 0.7x [24] | 6.62 | 0.076 ± 0.002 | 1      |
| MnasNet 1.0x [24] | 5.88 | 0.108 ± 0.002 | 1      |
| InstaNAS-C10-A | 4.30 | 0.085 ± 0.006 | 47     |
| InstaNAS-C10-B | 4.50 | 0.055 ± 0.002 | 15     |
| InstaNAS-C10-C | 5.20 | 0.047 ± 0.002 | 14     |
| InstaNAS-C10-D | 6.00 | 0.033 ± 0.001 | 8      |
| InstaNAS-C10-E | 8.10 | 0.016 ± 0.006 | 17     |
human preference by considering the accuracy and latency trade-off. At this point, the accuracy measured in the joint training stage can only consider as a reference value, the one-shot model needs to re-train from scratch with respect to the picked policy. We retrain each one-shot model with respect to each picked controller for 200 epochs. We use Adam optimizer and set learning rate to 0.001, then decays

Table 1 shows the quantitative comparison with state-of-the-art models and NAS-found architectures. In comparison to MobileNetV2 (1.0×), which the search space is referenced to, InstaNAS-C10-A improves accuracy by 1.26% without latency trade-off; InstaNAS-C10-C reduces 48.9% average latency with comparable accuracy, and InstaNAS-C10-E reduces 82.6% latency with moderate accuracy drop. Note that these three variances of InstaNAS are all obtained within a single search, then re-train from scratch individually.

To validate the stability of InstaNAS, we evaluate our approach on a more fine-grained dataset, CIFAR-100. We ran the experiment using directly the same set of hyperparameters configuration from the CIFAR-10 experiment. As shown in Table 2, the average latency consistently shows reduction - with 40.2% comparing to MobileNetV2 1.0×, 36.1% comparing to ShuffleNetV2 2.0×, and 49.1% comparing to MnasNet 1.0×. We plot the trade-off frontier of InstaNAS in Figure 5. InstaNAS stably shows overall improvement in the trade-off frontier against competitive state-of-the-art models.

4.4. Trade-Off Frontier Through Time

InstaNAS shows an interesting characteristic that each controller in different epoch controls different levels of trade-offs between objectives. Such characteristic is a by-product of two major algorithm designs. First, the design of dynamic reward function reduces its upper-bound through time, whose target aims to increase the task difficulty steadily. Second, as we design the complementary reward function to be a quadratic function, the most rewarded child architectures are mostly encouraged to be concentrated in the middle of the reward interval. These two designs cause the controller aims to optimize against different latency preference. As the reward interval becomes lower and thinner in the late epochs, the controller starts to fail to find architectures with high accuracy and low latency at the same time. As a result, the controller starts to partially compromise accuracy to meet the latency reward center. And this behavior makes the controller in different epochs shows different levels of trade-offs between objectives.

As shown in Figure 5, the four points of InstaNAS are four different controllers selected in different epochs within the same run of InstaNAS. The four models form a frontier shape in the figure, which indicates the trade-offs between the two objectives is formed. Such characteristic may be interesting as it can create multiple choices for human to empirically select suitable result states with different use cases or preferences. Note that, similarly, the five models from InstaNAS-C10-A to InstaNAS-C10-E in Table 1 are all obtained in the same search.

4.5. Qualitative Results

Figure 6 visualizes the testing set samples grouped by the assignment—images in the same group are assigned to the same architecture by the controller for making inferences. Each selected child architecture from the final distribution serves as an expert in a specific domain, such as different difficulty, texture, content style and speedy inference. The results agree with human perception, and confirm the
hypothesis that the controller learns to discriminate each instance based on its low-level characteristic for the best assignment of the corresponding expert architecture.

5. Conclusion and Future Works

In this paper, we propose InstaNAS, the first instance-aware neural architecture search framework. InstaNAS exploits instance-level variation to search for a distribution of architectures; during the inference phase, for each new image InstaNAS selects one corresponding architecture that best classifies the image while using less computational resource for shorter latency. The experimental results confirm that better accuracy/latency trade-off is achieved on both CIFAR-10 (57.8% latency reduction) and CIFAR-100 (46.6% latency reduction) dataset comparing to MobileNetV2. Qualitative results further show that the proposed controller learns to capture the low-level characteristic (e.g., different difficulty, texture, content style and speedy inference) of the input image, which agrees with human perception.

There are many possible directions for future work, including downsizing the total number of parameters of InstaNAS. Although only a portion of modules is activated for each inference, considering system stabilities, the full InstaNAS model still needs to be loaded into the memory. Although this may not be an issue for some latency-oriented scenarios with an adequate amount of memory (e.g., visual recognition on self-driving car and cloud service), this problem still becomes a drawback for InstaNAS to be deployed on edge devices or chips. How to further reduce the total parameters of InstaNAS is an important next step. Another potential solution for such problem may be restricting the controller from switching policies for some special applications that have relatively similar environment through time (e.g., surveillance camera, on-board camera, and drone).
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Figure 6. We visualize instances that share the same architecture. The controller seems to discriminate a input instance base on its low-level characteristic, such as the background color, brightness, contrast, or object position. The results prove our hypothesis that the controller is instance-aware and is therefore, capable of selecting a corresponding down-stream expert architecture to perform more precise classification. We also provide all testing set results.\(^4\)

\(^4\)More examples with complete testing set results are provided anonymously in: https://goo.gl/HLsraV. Each folder corresponds to a unique child architecture selected by the controller.
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