Eternal solutions to a singular diffusion equation with critical gradient absorption
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Abstract

The existence of non-negative radially symmetric eternal solutions of exponential self-similar type \( u(t, x) = e^{-p\beta(t/(2-p)) f_\beta(|x|e^{-t}; \beta)} \) is investigated for the singular diffusion equation with critical gradient absorption

\[
\partial_t u - \Delta u + |\nabla u|^{p/2} = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N,
\]

where \( 2N/(N + 1) < p < 2 \). Such solutions are shown to exist only if the parameter \( \beta \) ranges in a bounded interval \((0, \beta_\ast]\), which is in sharp contrast to well-known singular diffusion equations, such as \( \partial_t \phi - \Delta \phi = 0 \) when \( p = 2N/(N + 1) \), \( N \geq 1 \), or the porous medium equation \( \partial_t \phi - \Delta \phi^m = 0 \) when \( m = (N - 2)/N \), \( N \geq 3 \). Moreover, the profile \( f_\beta \) decays to zero as \( r \to \infty \) in a faster way for \( \beta = \beta_\ast \) than for \( \beta \in (0, \beta_\ast) \) but the algebraic leading order is the same in both cases. In fact, for large \( r \), \( f(r; \beta_\ast) \) decays as \( r^{-p/(2-p)} \) while \( f(r; \beta) \) behaves as \( (\log r)^{2/(2-p)} r^{-p/(2-p)} \) when \( \beta \in (0, \beta_\ast) \).

1. Introduction

A commonly observed feature of non-negative solutions to diffusion equations in the whole space \( \mathbb{R}^N \) is their decay to zero as time increases to infinity. This convergence to zero takes place at different speeds depending on the equation under consideration (and also possibly on the initial data) and three different behaviours are usually observed. The most frequently met are algebraic decay to zero and finite time extinction. Roughly speaking, in the former, the
$L^\infty$-norm of the solution at time $t > 0$ decays as $t^{-\alpha}$ for some positive parameter $\alpha$ depending on the equation and possibly on the integrability or decay properties of the initial data. In the latter, the solution is driven to zero in finite time and vanishes identically afterwards. Algebraic decay is well known for the heat equation $\partial_t u - \Delta u = 0$ in $(0, \infty) \times \mathbb{R}^N$ and its nonlinear counterparts, the porous medium equation
\begin{equation}
\partial_t u - \Delta u^m = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \tag{1.1}
\end{equation}
for $m > m_c := (N - 2)_+ / N$ and the $p$-Laplacian equation
\begin{equation}
\partial_t u - \Delta_p u = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \tag{1.2}
\end{equation}
for $p > p_c := 2N / (N + 1)$. Finite time extinction is a more singular phenomenon and is already well known for (1.1) when $m \in (0, m_c)$ and for (1.2) when $p \in (1, p_c)$, see [19, 20] and the references therein. The above description reveals that, for the aforementioned examples, one value of the parameter is excluded, namely $m = m_c$ for (1.1) and $p = p_c$ for (1.2). For these choices of the parameters $m$ or $p$, the convergence to zero is expected to be faster than any negative power of time without reaching zero in finite time. It is then rather natural to observe exponential decay in these borderline cases, though proving that is indeed the case is far from being obvious, see [9] for (1.1) with $m = m_c$ and [11, proposition 3.3] for (1.2) with $p = p_c$. A difficult question is then to figure out which exponential decay rates are allowed or not, a characteristic property of critical exponents being the complexity of the possible behaviours. For instance, for the porous medium equation (1.1) with $m = m_c$, explicit self-similar solutions are available showing that, given any $\alpha > 0$, there is at least one solution with $L^\infty$-norm decaying exactly as $e^{-\alpha t}$ as $t \to \infty$ [20, section 5.6.1]. However, as shown in [9], there are solutions decaying with a superexponential rate $e^{-Ct^{1/\alpha}}$. These results have a direct counterpart for the $p$-Laplacian equation (1.2) owing to the connection between radially symmetric solutions of the two equations established in [13].

A similar dichotomy has also been observed and thoroughly investigated for diffusion equations with absorption such as
\begin{equation}
\partial_t u - \Delta u^m + u^q = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \quad m > m_c, \tag{1.3}
\end{equation}
and
\begin{equation}
\partial_t u - \Delta_p u + u^q = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \quad p > p_c, \tag{1.4}
\end{equation}
see [10, 21] and references therein. For these equations, algebraic decay takes place for $q > 1$ while it readily follows from the comparison principle that there is finite time extinction when $q \in (0, 1)$. More recently, diffusion equations with gradient absorption such as
\begin{equation}
\partial_t u - \Delta u^m + |\nabla u|^q = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \quad m > m_c, \tag{1.5}
\end{equation}
and
\begin{equation}
\partial_t u - \Delta_p u + |\nabla u|^q = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^N, \quad p > p_c, \tag{1.6}
\end{equation}
have been studied and algebraic decay has been obtained for (1.5) when $(m, q) \in (m_c, 1) \times (1, (2 + mN) / (N + 1))$ [18] and $(m, q) \in (1, 2) \times (1, 2)$, $m < q$, [1] and for (1.6) when $(p, q) \in [2, \infty) \times (1, \infty)$ and $(p, q) \in (p_c, 2) \times (p/2, \infty)$, see [1, 2, 11, 15] and the references therein. Extinction in finite time has also been established for (1.6) when $p \in (1, 2]$ and $q \in (0, p/2)$ [3, 4, 11] with the interesting novelty that the exponent $q$ below which the extinction phenomenon takes place depends on the diffusion. In the borderline case $q = 1$ for (1.3) and (1.4) and $q = p/2$ for (1.6), the situation seems to differ from that encountered for the diffusion equations (1.1) and (1.2) as there seems to be more constraints
on the possible exponential decays. Indeed, for (1.3) and (1.4) with \( q = 1 \), a straightforward application of the comparison principle guarantees that the \( L^\infty \)-norm of the solution at time \( t > 0 \) is bounded from above by \( e^{-t} \) while a direct computation shows that the \( L^1 \)-norm of the solution decays exactly as \( e^{-t} \) for large times. These two facts seem to indicate that arbitrary large exponential decays are excluded. As for (1.6) with \( p \in (p_c, 2) \) and \( q = p/2 \), we proved in [11, theorem 1.2 and proposition 5.2] that, for initial data \( u_0 \) decaying sufficiently rapidly at infinity, there are two positive constants \( C_1(u_0) > C_2(u_0) > 0 \), such that \( e^{-C_1(u_0)t} \leq \|u(t)\|_{\infty} \leq e^{-C_2(u_0)t} \) for \( t \geq 1 \). Owing to the dependence of the constants on \( u_0 \), we cannot deduce from this result that only some exponential decay rates are admissible for solutions to (1.6) with \( p \in (p_c, 2) \) and \( q = p/2 \). The purpose of this work is to go one step further in that direction by studying the existence of self-similar solutions to this equation of the form

\[
    u(t, x) = e^{-ae^{\beta t}} f\left(|x|e^{-\beta t}\right), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, 
\]

and to find out whether there are positive values of \( \alpha \) and \( \beta \) for which there are non-negative and integrable solutions. As already mentioned, for (1.1) with \( m = m_c \) and (1.2) with \( p = p_c \), such solutions exist for any \( \alpha > 0 \) with a specific value of \( \beta \) depending on \( \alpha \) and \( N \). In contrast, we will show in this paper that, for (1.6) with \( p \in (p_c, 2) \) and \( q = p/2 \), there is a maximal decay rate \( \alpha_* > 0 \), such that non-negative and integrable solutions of the form (1.7) only exist for \( \alpha \in (0, \alpha_*) \), the corresponding profile \( f \) having different properties for \( \alpha \in (0, \alpha_*) \) and \( \alpha = \alpha_* \).

We thus focus on the study of the existence and properties of solutions of the form (1.7) to the following singular diffusion equation

\[
    \partial_t u - \Delta u + |\nabla u|^{p/2} = 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, 
\]

where

\[
    p_c = \frac{2N}{N + 1} < p < 2. \tag{1.9}
\]

Inserting the ansatz (1.7) in (1.8) and setting \( r = |x|e^{-\beta t} \), we obtain that \( \alpha \) and \( \beta \) shall satisfy

\[
    \alpha = \mu \beta, \quad \mu := \frac{p}{2 - p}, \tag{1.10}
\]

and the profile \( f \) solves the differential equation

\[
    (|f'|^{p-2}f')'(r) + \frac{N-1}{r}(|f'|^{p-2}f')'(r) + \alpha f'(r) + \beta r f'(r) - |f'(r)|^{p/2} = 0, \tag{1.11}
\]

with \( f'(0) = 0 \). Next, it is straightforward to check that, if \( f \) solves (1.11) with \( f'(0) = 0 \), then so does \( f_\lambda : r \mapsto \lambda^\mu f(\lambda r) \) for any \( \lambda > 0 \) with \( f'_\lambda(0) = 0 \) and \( f_\lambda(0) = \lambda^\mu f(0) \). Thanks to this scaling invariance and (1.10), we can restrict the analysis to the following problem

\[
\begin{align*}
    (|f'|^{p-2}f')'(r) + \frac{N-1}{r}(|f'|^{p-2}f')'(r) + \beta (\mu f(r) + r f'(r)) - |f'(r)|^{p/2} &= 0, \\
    f(0) &= 1, \\
    f'(0) &= 0, \tag{1.12}
\end{align*}
\]

where \( \mu = p/(2 - p) > N \) by (1.9). The main result of this paper uncovers a threshold value of the parameter \( \beta \) below which (1.12) has a positive solution defined on \([0, \infty)\) and identifies the behaviour of the corresponding solution as \( r \to \infty \).
Theorem 1.1. There exists $\beta_*>0$ such that, for any $\beta \in (0, \beta_*)$, there is a positive solution $f(\cdot;\beta) \in C^1([0,\infty))$ to (1.12) which satisfies:

(i) If $\beta = \beta_*$, then $r^\beta f(r; \beta_*) \to w^*$ as $r \to \infty$, where

$$w^* := \frac{(\mu - N)^{2/(2-p)}}{\mu}.$$  \hspace{1cm} (1.13)

(ii) If $\beta \in (0,\beta_*)$, then $r^\beta f(r;\beta) \sim (K_\infty(\beta) \log r)^{\mu+1}$ as $r \to \infty$, where $K_\infty(\beta) := \mu^{\beta/2}/((\mu+1)\beta)$.

In addition, for $\beta \in (0,\beta_*)$ and $t_0 \in \mathbb{R}$, the function

$$U_{\beta,t_0}(t,x) = e^{-\mu(\beta t + t_0)} f(|x|e^{-\beta(t+t_0)}; \beta), \quad (t,x) \in \mathbb{R} \times \mathbb{R}^N,$$

is a non-negative and integrable self-similar solution to (1.8).

We actually also prove that, if $\beta > \beta_*$, the initial value problem (1.12) has a maximal solution $f(\cdot;\beta)$, which is positive on $[0, R(\beta))$ for some $R(\beta) \in (0,\infty)$, vanishes at $R(\beta)$ and is negative in the right neighbourhood of $R(\beta)$. Our study thus shows that, at least for non-negative self-similar solutions, the temporal decay rate cannot exceed $e^{-\beta r}$, which is in sharp contrast with what is known for (1.1) with $m = m_c$ and (1.2) with $p = p_c$.

Let us next point out that (1.12) has several unusual features compared to other ordinary differential equations associated to the analysis of radially symmetric self-similar solutions for parabolic equations, see [6, 7, 12, 17, 20] and the references therein. First, the so-called ‘shooting’ parameter $\beta$ is here in the equation and not in the initial condition as usual, which generates an additional term and thus additional difficulties in the study of the variation $\partial_f f(\cdot;\beta)$ of $f(\cdot;\beta)$ with respect to $\beta$. Next, it is clear from theorem 1.1 that, though the decay of $f(\cdot;\beta)$ as $r \to \infty$ is slower for $\beta \in (0, \beta_*)$ than for $\beta = \beta_*$, the algebraic leading order $r^{-\mu}$ is the same and this tiny difference involving only a logarithmic term complicates the analysis and requires finer techniques. Indeed, in the aforementioned references, the fast decaying orbit and the slow decaying orbits have different algebraic rates.

An interesting byproduct of our analysis is that the self-similar solutions we construct in theorem 1.1 are actually eternal solutions, that is, solutions defined for all times $t \in \mathbb{R}$. Since parabolic equations enjoy smoothing effects, the availability of such solutions is a rather casual phenomenon for such equations and might be observed only for very specific equations. In particular, for the two basic nonlinear diffusion equations (1.1) and (1.2), there exist explicit one-parameter families of eternal solutions of self-similar exponential type only when $m = m_c$ [20] and $p = p_c$ [13], respectively. Also, if $N = 2$, eternal solutions are available for the logarithmic diffusion equation $\partial_t u - \Delta \log u = 0$ in $(0,\infty) \times \mathbb{R}^2$, which is related to the two-dimensional Ricci flow [8].

Let us now describe the strategy of the proof of theorem 1.1. Section 2 is devoted to the local well-posedness of (1.12) along with properties of the solution $f(\cdot;\beta)$ including a fine analysis of the behaviour as $r \to 0$. In section 3, we investigate the monotonicity properties of $r \mapsto r^{-\mu} f(r;\beta)$ and divide the range of $\beta$ into three disjoint subsets $A$, $B$ and $C$ according to the expected behaviour of $f(\cdot;\beta)$. In particular, global positive solutions to (1.12) correspond to $\beta \in B \cup C$. With the aim of proving theorem 1.1, a refined study of the sets $B$ and $C$ is required and relies on an intricate change of both the variable and unknown function, which is performed in section 4 and allows us to reduce (1.12) to a first-order differential equation. A careful study of this new equation then gives the precise behaviour of $f(\cdot;\beta)$ as $r \to \infty$ by a delicate construction of suitable subsolutions and supersolutions. Of course, it depends upon whether $\beta$ belongs to $C$ (section 4.3) or $B$ (section 4.4). The latter enables us to show that $B$ is reduced to a single point.
2. Basic properties of $f(\cdot; \beta)$

Fix $\beta > 0$. Introducing $g := -|f'|^{p-2}f'$, we observe that (1.12) also reads
\[
\begin{align*}
f'(r) &= -\left(|g|^{(2-p)/(p-1)}g\right)(r), \\
g'(r) + \frac{N-1}{r}g(r) &= \beta(\mu f(r) - r(|g|^{(2-p)/(p-1)}g)(r)) - |g(r)|^{p/2}(p-1), \quad (2.1) \\
f(0) &= 1, \quad g(0) = 0.
\end{align*}
\]

Since $p \in (1, 2)$, we have $p/2(p-1) > 1$ and $1 + (2-p)/(p-1) = 1/(p-1) > 0$, there is a unique maximal solution $(f(\cdot; \beta), g(\cdot; \beta))$ to (2.1), which is $C^1$-smooth.

Let us define
\[
R(\beta) := \inf \{r > 0 : f(r; \beta) = 0\} > 0,
\]
the positivity of $R(\beta)$ being a straightforward consequence of the continuity of $f(\cdot; \beta)$. We begin with some basic properties of $f(\cdot; \beta)$. In the proofs of the following results we write $f(r) = f(r; \beta)$ and $g(r) = g(r; \beta)$, omitting the dependence on $\beta$ to lighten the notation.

**Lemma 2.1.** Let $\beta > 0$. We have $-(\beta \mu)^{2/p} \leq f'(r; \beta) < 0$ for any $r \in (0, R(\beta))$. Moreover, if $R(\beta) = \infty$, then
\[
\lim_{r \to \infty} f(r; \beta) = \lim_{r \to \infty} f'(r; \beta) = 0.
\]

**Proof.** Let $g := -|f'|^{p-2}f'$. From (2.1), it follows that $g(0) = 0$ and $g'(0) = \beta \mu/N > 0$, hence there is $\delta > 0$ such that $f'(r) < 0$ for $r \in (0, \delta)$. Set $r_0 := \inf \{r \in (0, R(\beta)) : f'(r) = 0\}$ and assume for contradiction that $r_0 < R(\beta)$. Then, on the one hand, $g(r_0) = f'(r_0) = 0$ and we deduce from (2.1) that $g'(r_0) = \beta \mu f(r_0) > 0$. On the other hand, $g(r) > 0$ for $r \in (0, r_0)$, whence $g'(r_0) = 0$, which is a contradiction. Consequently, $r_0 \geq R(\beta)$ and $f'(r) < 0$ in $(0, R(\beta))$.

Consider next $R \in (0, R(\beta))$ and let $r_m$ be a point of minimum of $f'$ in $[0, R]$. Clearly, $r_m \neq 0$ and either $r_m \in (0, R)$ and $f''(r_m) = 0$ or $r_m = R$ and $f''(r_m) \leq 0$. In both cases it follows from (1.12) and the negativity of $f'$ that $\beta \mu f(r_m) \geq |f'(r_m)|^{p/2}$. Consequently, if $r \in [0, R]$,
\[
|f'(r)| \leq |f'(r_m)| \leq (\beta \mu f(r_m))^{2/p} \leq (\beta \mu f(0))^{2/p} = (\beta \mu)^{2/p}.
\]

Since $R \in (0, R(\beta))$ is arbitrary, we conclude that $|f'(r)| \leq (\beta \mu)^{2/p}$ for $r \in (0, R(\beta))$. Finally, if $R(\beta) = \infty$, we define the following ‘energy’
\[
E(r) := \frac{p-1}{p} |f'(r)|^p + \frac{\mu \beta}{2} f(r)^2, \quad r > 0.
\]

Then, owing to (1.12) and the negativity of $f'$, we have
\[
E'(r) = -\frac{N-1}{r} |f'(r)|^p - \beta r |f'(r)|^2 - |f'(r)|^{(p+2)/2} \leq 0.
\]

Then $f$ and $E$ are two non-negative and non-increasing functions, so that there exist $l \geq 0$ and $l_E \geq 0$, such that $f(r) \to l$ and $E(r) \to l_E$ as $r \to \infty$. On the one hand, it follows from (2.2) that $f'(r)$ has also a limit $l'$ as $r \to \infty$. On the other hand, (2.3) ensures that $f'$ belongs to $L^{(p+2)/2}(0, \infty)$. Combining these two facts implies that $l' = 0$, from which we also deduce that $g(r) \to 0$ as $r \to \infty$. We then infer from (2.1) that $g'(r) \to \mu \beta l$ as $r \to \infty$, which implies that $l = 0$ since $g(r) \to 0$ as $r \to \infty$.

For further use, we need to analyse in detail the behaviour of $f(\cdot; \beta)$ near $r = 0$. 

Lemma 2.2. For $\beta > 0$, we have
\[
f(r; \beta) = 1 - C_1 \left(\frac{\beta \mu}{N}\right)^{(1)(p-1)} r^{p/(p-1)} + C_2 \left(\frac{\beta \mu}{N}\right)^{(4-p)/(2(p-1))} r^{3p/(2(p-1))}
+ C_3 (\beta - B_1) \left(\frac{\beta \mu}{N}\right)^{(3-p)/(p-1)} r^{2p/(p-1)} + o(r^{2p/(p-1)})
\] (2.4)
as $r \to 0$, where
\[
C_1 := \frac{p-1}{p}, \quad C_2 := \frac{4(p-1)}{3p(2N+1)p-2N}, \quad C_3 := -\frac{p-1}{2p(2-p)(p+N(p-1))},
\]
and $B_1$ is defined in (2.11).

Proof. Since $(|f'|^p f')'(0) = -\mu \beta / N$, we have that $(|f'|^{p-2} f')'(r) = -\mu \beta r / N + o(r)$ as $r \to 0$, hence, owing to the non-negativity of $f'$,
\[
f'(r) = -\left(\frac{\mu \beta r}{N}\right)^{1/(p-1)} + o(r^{1/(p-1)})
\] (2.5)
and
\[
f(r) = 1 - \frac{p-1}{p} \left(\frac{\mu \beta}{N}\right)^{1/(p-1)} r^{p/(p-1)} + o(r^{p/(p-1)}),
\] (2.6)
in a first-order approximation. Since (1.12) also reads
\[
\frac{d}{dr} \left[ r^{N-1} (|f'|^p f')'(r) \right] = r^{N-1} \left( |f'|^p (r^{p/2} - \beta (r f'(r) + \mu f(r))) \right),
\] (2.7)
we infer from (2.5) and (2.6) that, as $r \to 0$,
\[
\frac{1}{r^{N-1}} \frac{d}{dr} \left[ r^{N-1} (|f'|^{p} f')'(r) \right] = \left(\frac{\mu \beta r}{N}\right)^{1/(p-1)} - \beta \mu + o(r^{p/(2(p-1))}).
\]
Integrating once, we find
\[
|f'(r)|^{p-1} = \frac{\beta \mu}{N} r - \frac{2(p-1)}{p(2N+1) - 2N} \left\{ \left(\frac{\mu \beta}{N}\right)^{p/2(p-1)} r^{(3p-2)/(2(p-1))} + o(r^{(3p-2)/(2(p-1))}) \right\},
\]
whence
\[
f'(r) = -\left(\frac{\mu \beta}{N}\right)^{1/(p-1)} r^{1/(p-1)} + \frac{2}{p(2N+1) - 2N} \left(\frac{\mu \beta}{N}\right)^{(4-p)/(2(p-1))} r^{(p+2)/(2(p-1))}
+ o(r^{(p+2)/(2(p-1))}).
\] (2.8)
Integrating once more gives the second order approximation as $r \to 0$:
\[
f(r) = 1 - \frac{p-1}{p} \left(\frac{\mu \beta}{N}\right)^{1/(p-1)} r^{p/(p-1)}
+ \frac{4(p-1)}{3p(2N+1) - 2N} \left(\frac{\mu \beta}{N}\right)^{(4-p)/(2(p-1))} r^{3p/(2(p-1))} + o(r^{3p/(2(p-1))}).
\] (2.9)
We then repeat the same technical step, inserting (2.8) and (2.9) into (2.7) in order to get the third order approximation. Skipping straightforward computations, we arrive at
\[
\frac{d}{dr} \left[ r^{N-1} |f'(r)|^{p-1} \right] = \beta \mu r^{N-1} - \left(\frac{\mu \beta}{N}\right)^{p/(2(p-1))} r^{p/(2(p-1)) + N-1}
- \left(\frac{\mu \beta}{N}\right)^{1/(p-1)} \frac{\beta - B_0}{2 - p} r^{(p/(p-1)) + N-1} + o(r^{p/(p-1)) + N-1}),
\]
where $B_0 := p(2 - p)/(p(2N + 1) - 2N)$. After integration, we obtain the expansion of $f'$ as $r \to 0$,

$$
f'(r) = -\left(\frac{\mu \beta}{N}\right)^{1/(p-1)} r^{1/(p-1)} + \frac{2}{p(2N + 1) - 2N} \left(\frac{\mu \beta}{N}\right)^{(4-p)/(2(p-1))} r^{(p+2)/(2(p-1))}
+ \left[\frac{\beta - B_0}{(2 - p)(p + N(p - 1))} - \frac{2B_1^2}{p^2(2 - p)}\right] \left(\frac{\mu \beta}{N}\right)^{(3-p)/(p-1)} r^{(p+1)/(p-1)}
+ o(r^{(p+1)/(p-1)}).
$$

(2.10)

Setting

$$
B_1 := B_0 + \frac{2(p + N(p - 1))}{p^2} B_0^2, \quad B_0 = \frac{p(2 - p)}{p(2N + 1) - 2N},
$$

(2.11)

one more integration of (2.10) gives (2.4) with the claimed constants $C_1$, $C_2$ and $C_3$. □

We will also use the expansion of $\partial_\beta f(r; \beta)$ as $r \to 0$, which we state now.

**Lemma 2.3.** For $\beta > 0$, we have

$$
\partial_\beta f(r; \beta) = -\frac{1}{p} \left(\frac{\mu}{N}\right)^{1/(p-1)} \beta^{(2-p)/(p-1)} r^{p/(p-1)} + o(r^{p/(p-1)}),
$$

(2.12)

$$
\partial_\beta f'(r; \beta) = -\frac{1}{p-1} \left(\frac{\mu}{N}\right)^{1/(p-1)} \beta^{(2-p)/(p-1)} r^{1/(p-1)} + o(r^{1/(p-1)}),
$$

as $r \to 0$.

Formally, we obtain the expansions (2.12) by differentiating with respect to $\beta$ in (2.4). The rigorous proof starts from differentiating with respect to $\beta$ in (2.7) and follows the same steps as the proof of lemma 2.2. We omit the details and refer to [12, lemma 2.2] where a similar result is proved.

At the end of this section, we apply the gradient estimates proved in [11, theorem 1.3], to relate the growth of $f(\cdot; \beta)$ and $f'(\cdot; \beta)$.

**Lemma 2.4.** Let $\beta > 0$ such that $R(\beta) = \infty$. Then $f(\cdot; \beta)$ satisfies

$$
|f'(r; \beta)| \leq C_4 f(r; \beta)^{2/p}, \quad r \geq 0,
$$

(2.13)

for some constant $C_4 > 0$ depending only on $N$ and $p$.

**Proof.** As in [12, lemma 2.3], it is easy to check that the function

$$
u(t, x) = e^{-\mu \beta t} f(|x| e^{-\beta t}; \beta), \quad (t, x) \in [0, \infty) \times \mathbb{R}^N,
$$

is a viscosity solution to (1.8) in the sense of [11, definition 6.1] with initial condition $x \mapsto f(|x|; \beta)$ belonging to $W^{1,\infty}(\mathbb{R}^N)$ due to lemma 2.1. Recall that, owing to the singular diffusion, the classical definition of a viscosity solution cannot be used and has to be adapted, see [14, 16]. We can then apply the gradient estimates in [11] and deduce from [11, theorem 1.3, (ii)] that there exists a positive constant $C_4$ depending only on $N$ and $p$, such that

$$
|\nabla u|^{(p-2)/p}(t, x) \leq \frac{(2 - p)C_4}{p} (1 + t^{-1/p}), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N.
$$

Expressing this estimate in terms of $f(\cdot; \beta)$, we obtain

$$
e^{-\mu \beta t} |f'(r; \beta)| \leq C_4 e^{-2\beta t/p} f(r; \beta)^{2/p} (1 + t^{-1/p}), \quad (t, r) \in (0, \infty) \times [0, \infty).
$$

Taking into account that $2\mu \beta / p = (\mu + 1)\beta$ and setting $t = 1$, we obtain (2.13). □
3. Monotonicity of $r \mapsto r^n f(r; \beta)$

Following a technique already used in previous papers [7, 12, 17], we next introduce the function $w$ defined by

$$w(r; \beta) = r^n f(r; \beta), \quad r \in [0, R(\beta)), \quad \beta > 0.$$  \hfill (3.1)

Since $f'(r; \beta) \neq 0$ for $r \in (0, R(\beta))$ by lemma 2.1, it follows from (1.12) that $w = w(\cdot; \beta)$ solves the differential equation

$$(p - 1)r^2 w''(r) + (N - 1 - 2\mu(p - 1))r w'(r) + \mu(\mu - N)w(r) + |r w'(r) - \mu w(r)|^{p/2} = 0.$$  \hfill (3.2)

Setting $w_\beta(\cdot; \beta) = \partial_\beta w(\cdot; \beta)$, we differentiate (3.2) with respect to $\beta$ to find

$$(p - 1)r^2 w''_{\beta}(r) + (N - 1 - 2\mu(p - 1))r w'_{\beta}(r) + \mu(\mu - N)w_{\beta}(r) + \frac{p}{2}(|r w'(r) - \mu w(r)|^{p/2}) - (2 - p)|W(r)|^{p/2}W(r)(r w'_{\beta}(r) - \mu w_{\beta}(r)) + \beta |W(r)|^{2-p} w_{\beta}(r) = 0.$$  \hfill (3.3)

Introducing the differential operator

$$L_\beta(z) := (p - 1)r^2 z'' + (N - 1 - 2\mu(p - 1))r z' + \mu(\mu - N)z$$

$$+ (2 - p)|W(r)|^{p/2}W(r)(r w'_{\beta}(r) - \mu w_{\beta}(r)) - \frac{p}{2} |W(r)|^{p/2}(r z' - \mu z) + \beta |W(r)|^{2-p} r z',$$  \hfill (3.5)

we infer from (3.3) and (3.4) that

$$L_\beta(\partial_\beta w(\cdot; \beta))(r) = -|W(r)|^{2-p} r w'(r), \quad L_\beta(r w'(r; \beta)) = 0, \quad r \in (0, R(\beta)).$$  \hfill (3.6)

Our next goal is to show that the dependence of $w(\cdot; \beta)$ with respect to $\beta$ is decreasing. To this end, let us first recall the following comparison principle:

**Lemma 3.1.** Let $\beta > 0$, $r_1 \in (0, R(\beta))$ and $r_2 \in (r_1, R(\beta))$ and assume that $w'(\cdot; \beta) > 0$ in $[r_1, r_2].$ Then, any function $h \in C^2([r_1, r_2])$ satisfying $h(r_1) = h(r_2) = 0$ and $L_\beta(h) \geq 0$ in $(r_1, r_2)$, has the property that $h \leq 0$ in $(r_1, r_2)$.

**Proof.** Owing to (3.6) and the positivity assumption on $w'(\cdot; \beta)$, lemma 3.1 follows from the variant of the comparison principle proved in [5, p 48]. \hfill \Box

Using this comparison principle, we are able to prove the main monotonicity result with respect to the parameter $\beta$.

**Proposition 3.2.** Let $\beta > 0$. Assume that there exists $r_0 \in (0, R(\beta))$ such that $w'(\cdot; \beta) > 0$ in $(0, r_0)$. Then

$$\partial_\beta w(r; \beta) < 0 \quad \text{for } r \in (0, r_0).$$
Proof. Set \( w := w(\cdot; \beta) \) and \( w_\beta := \partial_\beta w(\cdot; \beta) \). Using the expansion (2.12) of \( \partial_\beta f(\cdot; \beta) \) as \( r \to 0 \), we find

\[
-w_\beta(r) = -r^\mu \partial_\beta f(r; \beta) = - r^\mu \left( \frac{\mu}{N} \right)^{1/(p-1)} \beta^{2-p/(p-1)} r^{p/(p-1)}
\]

as \( r \to 0 \), so that \( -w_\beta > 0 \) in the right neighbourhood of \( r = 0 \). Setting

\[
r_1 := \inf \{ r \in (0, r_0) : w_\beta(r) = 0 \},
\]

we have \( r_1 > 0 \) and \( w_\beta < 0 \) in \( (0, r_1) \). Assume for contradiction that \( r_1 < r_0 \). Then \( w_\beta(r_1) = 0 = w_\beta(0) \) and \( -w_\beta \) attains its positive maximum at some point \( r_m \in (0, r_1) \). Fix \( \varepsilon > 0 \) such that

\[
\varepsilon \sup_{[0, r_1]} \{ w_\beta(r) \} = -\frac{w_\beta(r_m)}{2} = \frac{1}{2} \sup_{[0, r_1]}(-w_\beta(r)).
\]

Define

\[
z_\varepsilon(r) := -w_\beta(r) - \varepsilon r w'(r), \quad r \in [0, r_1].
\]

On the one hand, \( z_\varepsilon(r_1) = -\varepsilon r_1 w'(r_1) < 0 \) and it follows from (2.5), (2.6) and (2.12) that, as \( r \to 0 \),

\[
z_\varepsilon(r) = -r^\mu \partial_\beta f(r; \beta) - \varepsilon r^\mu (r f'(r; \beta) + \mu f(r; \beta))
\]

\[
= -r^\mu \left( \frac{\mu}{N} \right)^{1/(p-1)} \beta^{2-p/(p-1)} r^{p/(p-1)} + \varepsilon \mu \left( \frac{\beta \mu}{N} \right)^{1/(p-1)} r^{p/(p-1)}
\]

\[
+ o(r^{p/(p-1)}) \sim -\varepsilon \mu r^\mu.
\]

(3.7)

We may then choose \( \delta \in (0, r_m) \) small enough, such that \( z_\varepsilon(\delta) < 0 \). On the other hand, by the choice of \( \varepsilon > 0 \), we have

\[
z_\varepsilon(r_m) \supset \sup_{[0, r_1]} \{ -w_\beta(r) \} - \varepsilon \sup_{[0, r_1]} \{ r w'(r) \} \geq -\frac{w_\beta(r_m)}{2} > 0.
\]

Since \( z_\varepsilon(\delta) < 0 < z_\varepsilon(r_m) \) and \( z_\varepsilon(r_1) < 0 < z_\varepsilon(r_m) \), there exist \( r_2 \in (\delta, r_m) \) and \( r_3 \in (r_m, r_1) \), such that

\[
z_\varepsilon(r_2) = z_\varepsilon(r_3) = 0, \quad z_\varepsilon(r) > 0 \text{ for } r \in (r_2, r_3).
\]

(3.8)

By (3.6) and the positivity of \( w(\cdot; \beta) \), we have \( L_\beta(z_\varepsilon) > 0 \) in \( (r_2, r_3) \). Thus, lemma 3.1 implies that \( z_\varepsilon \leq 0 \) in \( (r_2, r_3) \), which contradicts (3.8). Consequently, \( r_1 = r_0 \) and

\[
\partial_\beta w(r; \beta) < 0 \quad \text{for } r \in (0, r_0).
\]

(3.9)

It remains to check that \( \partial_\beta w(r_0; \beta) < 0 \). To this end, introduce the Wronskian

\[
D(r) := -w_\beta(r) v'(r) + w_\beta'(r) v(r), \quad r \in [0, R(\beta))
\]

with \( v(r) := r w'(r) \). Then

\[
D'(r) = w_\beta''(r) v(r) - w_\beta(r) v''(r).
\]

Since \( L_\beta(z) \) also reads \( L_\beta(z)(r) = (p - 1) r^2 [z''(r) + a_1(r) z'(r) + a_0(r) z(r)] \) for suitable functions \( a_1 \) and \( a_0 \), it follows from (3.6) that

\[
-W(r) |z|^p v(r) = (p - 1) r^2 (w_\beta'' + a_1 w_\beta' + a_0 w_\beta)(r)
\]

(recall that \( W(r) = r W'(r) - \mu w(r) \)) and

\[
0 = (p - 1) r^2 (v'' + a_1 v' + a_0 v)(r).
\]
Using these equalities, we can express $D'$ in terms of $D$, obtaining the following differential inequality for $D$:

$$D'(r) = v(r) \left[ -\frac{|W(r)|^{2-p} v(r)}{(p-1)r^2} - a_1(r) w_\beta(r) - a_0(r) w_\beta(r) \right] - w_\beta(r)(-a_1 v' - a_0 v)(r)$$

$$= -\frac{|W(r)|^{2-p} v(r)^2}{(p-1)r^2}\left( a_1 w_\beta v + a_0 w_\beta v - a_1 w_\beta v - a_0 w_\beta v \right) (r)$$

$$\leq a_1(r) (-w_\beta(r) v(r) + w_\beta(r) v'(r)) = -a_1(r) D(r).$$

Therefore, by integration we find that

$$D(r) \leq D(s) \exp \left( -\int_s^r a_1(t) \, dt \right), \quad 0 < s < r < r_0.$$ (3.10)

We next express $D$ in terms of $f := f(\cdot; \beta)$ and $f_\beta := \partial_\beta f(\cdot; \beta)$ with the aim of studying its behaviour as $r \to 0$. Since

$$v(r) = r w'(r) = \mu r^{\mu-1} f(r) + r^{\mu+1} f'(r),$$

$$v'(r) = \mu^2 r^{\mu-1} f(r) + (2\mu + 1) r^{\mu} f'(r) + r^{\mu+1} f''(r)$$

and

$$w_\beta(r) = r^{\mu} f_\beta(r), \quad w'_\beta(r) = \mu r^{\mu-1} f_\beta(r) + r^{\mu} f'_\beta(r),$$

we have by straightforward computations

$$D(r) = r^{2\mu} \left[ f_\beta(r) (r f'(r) + \mu f(r)) - f_\beta(r) ((\mu + 1) f'(r) + r f''(r)) \right].$$

Using lemma 2.3, we have as $r \to 0$,

$$f_\beta(r) \sim -\frac{1}{p} \left( \frac{\mu}{N} \right)^{1/(p-1)} \beta^{(2-p)/(p-1)} r^p/(p-1),$$

$$f'_\beta(r) \sim -\frac{1}{p-1} \left( \frac{\mu}{N} \right)^{1/(p-1)} \beta^{(2-p)/(p-1)} r^{1/(p-1)}$$

and, taking into account that $r f'(r) + \mu f(r) \sim \mu f(r)$ and lemma 2.2, we have as $r \to 0$,

$$D(r) \sim r^{2\mu} \mu f(r) f'_\beta(r) \sim -\frac{\mu}{p-1} \left( \frac{\mu}{N} \right)^{1/(p-1)} \beta^{(2-p)/(p-1)} r^{2\mu+1/(p-1)}.$$

Consequently, $D(0) = 0$ and there is some $\delta > 0$ sufficiently small such that $D(s) < 0$ for any $s \in (0, \delta)$. From (3.10) we deduce that

$$D(r) < 0 \quad \text{for all} \quad r \in (0, r_0).$$ (3.11)

Fix now $s_0 \in (0, r_0)$ and let $\psi$ be the solution to $L_\beta(\psi) = 0$ in $(s_0, r_0)$ with initial condition $\psi(s_0) = 0$, $\psi'(s_0) = 1$. As $v(s) = s w'(s) > 0$ for all $s \in (s_0, r_0)$, Sturm’s oscillation theorem guarantees that $\psi > 0$ in $(s_0, r_0)$. We define

$$\varphi(r) := -w_\beta(r) + \frac{w_\beta(s_0)}{v(s_0)} v(r) + \frac{D(s_0)}{v(s_0)} \psi(r), \quad r \in [s_0, r_0],$$

and note that $\varphi(s_0) = \varphi'(s_0) = 0$. Moreover, $L_\beta(\varphi) = -L_\beta(w_\beta) > 0$ in $(s_0, r_0)$ by (3.6) and the positivity of $w'$. In particular $L_\beta(\psi)(s_0) = (p-1)s_0^\beta \psi''(s_0) > 0$, hence $\psi''(s_0) > 0$, which implies that $\psi > 0$ in the right neighbourhood of $s_0$. Then lemma 3.1 guarantees that $\varphi$ cannot vanish in $(s_0, r_0]$ and thus $\varphi > 0$ in $(s_0, r_0]$. In particular, owing to (3.11),

$$-w_\beta(r_0) > \frac{w_\beta(s_0)}{v(s_0)} v(r_0) - \frac{D(s_0)}{v(s_0)} \psi(r_0) > \left| \frac{w_\beta(s_0)}{v(s_0)} \right| v(r_0) \geq 0,$$

which ends the proof. \qed
Eternal solutions to a singular diffusion equation with critical gradient absorption

Splitting into three sets. Coming back to \( w(\cdot; \beta) \), which solves (3.2), we first note that (3.2) has two constant solutions, the zero solution and the solution

\[
w^* := \frac{(\mu - N)^{2/(2-p)}}{\mu}.
\]

In addition, it follows from (3.1) and lemma 2.2 that, as \( r \to 0 \),

\[
w'(r; \beta) = r^{\mu-1}(r f'(r; \beta) + \mu f(r; \beta)) \sim \mu r^{\mu-1},
\]

whence \( w'(\cdot; \beta) > 0 \) in the right neighbourhood of \( r = 0 \). As in [7, 12, 17] we then split the range \((0, \infty)\) of \( \beta \) into three disjoint sets:

\[
A := [\beta > 0 : \text{there exists } R_1(\beta) \in (0, R(\beta)) \text{ such that } w'(R_1(\beta); \beta) = 0],
\]

\[
B := \{\beta > 0 : w'(\cdot; \beta) > 0 \in (0, \infty), \lim_{r \to \infty} w(r; \beta) < \infty\},
\]

\[
C := \{\beta > 0 : w'(\cdot; \beta) > 0 \in (0, \infty), \lim_{r \to \infty} w(r; \beta) = \infty\}.
\]

Since \( w'(\cdot; \beta) \) is positive in the right neighbourhood of \( r = 0 \), we indeed have that \( A \cup B \cup C = (0, \infty) \). We will next show that \( A \) and \( C \) are open intervals, so that \( B \) is non-empty and closed. In a second step we will prove that \( B \) reduces to a single point, proving in this way theorem 1.1.

3.1. Characterization of the set \( A \)

As in [7, 12, 17], the following characterization of \( A \) is available:

**Lemma 3.3.** Let \( \beta > 0 \). Then the following four assertions are equivalent:

(a) \( \beta \in A \).

(b) There is \( R_1(\beta) \in (0, R(\beta)) \), such that \( w'(\cdot; \beta) > 0 \in (0, R_1(\beta)) \), \( w'(\cdot; \beta) < 0 \) in \( (R_1(\beta), R(\beta)) \) and \( w''(R_1(\beta); \beta) < 0 \).

(c) We have

\[
\sup_{r \in (0, R(\beta))} w(r; \beta) < w^*,
\]

where \( w^* \) is defined by (3.12).

(d) \( R(\beta) < \infty \).

Before proving it, we recall a general analysis result proved in, e.g., [12, lemma 2.9].

**Lemma 3.4.** Let \( h \) be a non-negative function in \( C^1([0, \infty)) \), such that there is a sequence \( (r_k)_{k \geq 1} \), \( r_k \to \infty \) as \( k \to \infty \), for which \( h(r_k) \to 0 \) as \( k \to \infty \). Then, there is a sequence \( (\rho_k)_{k \geq 1}, \rho_k \to \infty \) as \( k \to \infty \), such that \( h(\rho_k) \to 0 \) and \( \rho_k h'(\rho_k) \to 0 \) as \( k \to \infty \).

**Proof of Lemma 3.3.** Consider first \( \beta \in A \). Recalling (3.13), we have

\[
R_1(\beta) := \inf\{r > 0 : w'(r; \beta) = 0\} \in (0, R(\beta))
\]

according to the definition of \( A \) and \( w \) is such that \( w'(\cdot; \beta) > 0 \in (0, R_1(\beta)) \), \( w'(R_1(\beta); \beta) = 0 \) and \( w''(R_1(\beta); \beta) \leq 0 \). Assume for contradiction that \( w''(R_1(\beta); \beta) = 0 \). It then follows from (3.2) that

\[
\mu(\mu - N)w(R_1(\beta); \beta) - (\mu w(R_1(\beta); \beta))^{2-p/2} = 0,
\]

that is, \( w(R_1(\beta); \beta) = w^* \). Since \( w'(R_1(\beta); \beta) = 0 \) and \( w^* \) is a constant solution of (3.2), the well-posedness of (3.2) implies that \( w(\cdot; \beta) \equiv w^* \) in \([0, R(\beta))\), which contradicts the
fact that \( w(0; \beta) = 0 \). Consequently, \( w''(R_1(\beta); \beta) < 0 \) and \( w'(\cdot; \beta) \) is negative in the right neighbourhood of \( R_1(\beta) \). We then define

\[
R_2(\beta) := \inf \{ r \in (R_1(\beta), R(\beta)) : w'(r; \beta) = 0 \},
\]

and note that \( w'(r; \beta) < 0 \) for \( r \in (R_1(\beta), R_2(\beta)) \). Assume for contradiction that \( R_2(\beta) < R(\beta) \). Then \( w''(R_2(\beta); \beta) = 0 \) and \( w''(R_2(\beta); \beta) \geq 0 \). Evaluating (3.2) at \( r = R_1(\beta) \) and \( r = R_2(\beta) \), we find

\[
\mu(\mu - N)w(R_1(\beta); \beta) - (\mu w(R_1(\beta); \beta))^2 - p/2 = -(p - 1)R_1(\beta)^2 w''(R_1(\beta); \beta) > 0
\]

and

\[
\mu(\mu - N)w(R_2(\beta); \beta) - (\mu w(R_2(\beta); \beta))^2 - p/2 = -(p - 1)R_2(\beta)^2 w''(R_2(\beta); \beta) \leq 0,
\]

from which we deduce that

\[
w(R_2(\beta); \beta) \geq w'' > w(R_1(\beta); \beta).
\]

This inequality contradicts the fact that \( w'(\cdot; \beta) \) is decreasing in \((R_1(\beta), R_2(\beta))\). Therefore, \( R_2(\beta) = R(\beta) \) and we have proved that (a) implies (b).

Assume now that (b) holds true. Then \( R_1(\beta) \) is clearly a point of maximum of \( w'(\cdot; \beta) \) in \((0, R(\beta))\) and it follows from (3.2) and (3.15) that

\[
\sup_{r \in (0, R(\beta))} w(r; \beta) \leq w(R_1(\beta); \beta) < w^*,
\]

and thus assertion (c).

Now, if \( \beta > 0 \) is such that (3.14) holds true, let us assume for contradiction that \( w'(\cdot; \beta) > 0 \) in \((0, R(\beta))\). Then \( w(r; \beta) > w(0; \beta) = 0 \) for \( r \in (0, R(\beta)) \), which implies that \( R(\beta) = \infty \). Moreover,

\[
\lim_{r \to \infty} w(r; \beta) = \lambda := \sup_{r \in (0, \infty)} \{w(r; \beta)\} \in (0, w^*),
\]

where the bounds on \( \lambda \) follow from the positivity of \( w'(\cdot; \beta) \) and (3.14). In particular, \( w'(\cdot; \beta) \in L^1(0, \infty) \) and there exists a sequence \((r_k)_{k \geq 1}\) of positive real numbers, \( r_k \to \infty \), such that \( r_k w'(r_k; \beta) \to 0 \) as \( k \to \infty \). Using lemma 3.4, we may find a sequence \((\rho_k)_{k \geq 1}\), \( \rho_k \to \infty \), such that

\[
\lim_{k \to \infty} \rho_k w'(\rho_k; \beta) = \lim_{k \to \infty} \rho_k^2 w''(\rho_k; \beta) = 0.
\]

Taking \( r = \rho_k \) in (3.2) and passing to the limit as \( k \to \infty \), we obtain that \( \mu(\mu - N)\lambda = (\mu \lambda)^2 - p/2 \), whence \( \lambda \in (0, w^*) \). Since we already know that \( \lambda \in (0, w^*) \), we arrive at a contradiction. Therefore, \( w'(\cdot; \beta) \) vanishes at least once in \((0, R(\beta))\), hence \( \beta \in A \).

Consider now \( \beta \in A \) and assume for contradiction that \( R(\beta) = \infty \). Then we deduce from (b) that \( w \) is decreasing in \((R_1(\beta), \infty) \), hence \( w \) has an limit \( l \geq 0 \) as \( r \to \infty \). Repeating the previous argument based on lemma 3.4, it follows that \( l \in (0, w^*) \), whence \( w(r; \beta) \to 0 \) as \( r \to \infty \). Since \( p < 2 \), we infer from (2.13) that

\[
\frac{r f'(r; \beta)}{f(r; \beta)} \leq C r f(r; \beta)^{(2-p)/p} = C w(r; \beta)^{(2-p)/p} \to 0 \quad \text{as} \quad r \to \infty.
\]

Consequently, there exists \( r_* > R_1(\beta) \) such that

\[
-\mu f'(r; \beta) \leq f(r; \beta) \leq 0 \quad \text{for any} \quad r > r_*,
\]

which implies that \( w'(r; \beta) = r^p (f'(r; \beta) + \mu f(r; \beta)) \geq 0 \) for \( r > r_* \). This contradicts the fact that \( w(r; \beta) \to 0 \) as \( r \to \infty \). Hence \( R(\beta) < \infty \) and assertion (d) is proved.

Finally, if \( R(\beta) < \infty \), then \( w(R(\beta); \beta) = 0 = w(0; \beta) \), which implies that \( w'(\cdot; \beta) \) has a maximum point in \((0, R(\beta))\), hence \( \beta \in A \), thereby proving that (d) implies (a). \( \square \)
We are now ready to identify the set $A$.

**Proposition 3.5.** The set $A$ is an open interval of the form $(\beta^*, \infty)$ for some $\beta^* > 0$.

**Proof.** For $\beta > 0$, we introduce the function $F(\cdot; \beta)$ defined by $f(r; \beta) = F(r^{1/p}; \beta)$ for $r \in (0, R(\beta))$. Then, letting $s = r^{1/p}$, we have $f'(r; \beta) = \beta^{1/p} F'(s; \beta)$ and it follows from (1.12) that $F = F(\cdot; \beta)$ satisfies for $s \in (0, R(\beta)^{1/p})$,

$$
\begin{align*}
&\left\{ (|F'|^{p-2} F')' + \frac{N-1}{s} (|F'|^{p-2} F')(s) + s F'(s) + \mu F(s) - \beta^{-1/2} |F'(s)|^{p/2} = 0, \\
&F(0) = 1, \quad F'(0) = 0.
\end{align*}
$$

The limit problem as $\beta \to \infty$ reads

$$
\begin{align*}
&\left\{ (|h'|^{p-2} h')' + \frac{N-1}{s} (|h'|^{p-2} h')(s) + s h'(s) + \mu h(s) = 0, \\
h(0) = 1, \quad h'(0) = 0.
\end{align*}
$$

The limit problem (3.16) is well-known and has already been thoroughly studied, see [17, theorem 2] or [12, proposition 2.11] for instance. In particular, there is $S_0 > 0$, such that $h(S_0) = 0, h'(S_0) < 0$ and $h''(s) < 0 < h(s)$ for $s \in (0, S_0)$. By continuous dependence, a similar property is enjoyed by $F$ for $\beta$ large enough (with a possibly different point depending on $\beta$) from which we deduce that there is $\hat{\beta} > 0$ large enough, such that $(\hat{\beta}, \infty) \subset A$.

It remains to show that $A$ is an open interval. It first readily follows from lemma 3.3 (b) and the continuous dependence with respect to $\beta$ that $A$ is open. Next, once more using lemma 3.3 (b), we infer from the implicit function theorem that the function $\beta \mapsto R_1(\beta)$ belongs to $C^1(A)$. Consequently, the function $m : \beta \mapsto w(R_1(\beta); \beta)$ belongs to $C^1(A)$ and it follows from proposition 3.2 (with $r_0 = R_1(\beta)$) and lemma 3.3 (b) that

$$
\frac{dm}{d\beta}(\beta) = w'(R_1(\beta); \beta) \frac{dR_1}{d\beta}(\beta) + \partial_\beta w(R_1(\beta); \beta) = \partial_\beta w(R_1(\beta); \beta) < 0, \quad \beta \in A.
$$

Recalling that $w(\cdot; \beta)$ reaches its maximum at $R_1(\beta)$ for $\beta \in A$, we have thus shown that

$$
\lim_{\beta \to \infty} w(R_1(\beta); \beta) = 0.
$$

for $(\beta_1, \beta_2) \in A \times A$ satisfying $\beta_1 < \beta_2$, the last inequality being a consequence of lemma 3.3 (c).

Consider now $\beta_1 \in A$ and define $\beta_2 := \inf\{\beta > \beta_1 : \beta \notin A\}$. Since $A$ is open, we have $\beta_2 > \beta_1$ and $(\beta_1, \beta_2) \subset A$. Assume for contradiction that $\beta_2 < \infty$. Since $A$ is open, this implies that $\beta_2 \in B \cup C$ and in particular that $R(\beta_2) = \infty$ and $w(r; \beta_2) > 0$ for all $r > 0$. Given any integer $k \geq 1$, continuous dependence then ensures that $w(k; \beta) \to w(k; \beta_2) > 0$ as $\beta \nearrow \beta_2$. Thus, there is $\delta_2 > 0$, such that $w(k; \beta) > 0$ for $\beta \in (\beta_2 - \delta_2, \beta_2) \subset (\beta_1, \beta_2)$. Therefore, according to lemma 3.3 (b), $R_1(\beta) > k$ for $\beta \in (\beta_2 - \delta_2, \beta_2)$ and thus

$$
\lim_{\beta \to \beta_2} R_1(\beta) = \infty.
$$

Now, for $r \in (0, \infty)$, we infer from (3.18) that $r \in (0, R_1(\beta_2)) \subset (0, R(\beta))$ for $\beta < \beta_2$ close enough to $\beta_2$, which ensures that $w(r; \beta) \leq w(R_1(\beta); \beta) = m(\beta) < m(\beta_1) \leq w^*$ by (3.17). Since

$$
\lim_{\beta \to \beta_2} w(r; \beta) = w(r; \beta_2)
$$

by continuous dependence, we deduce that $w(r; \beta_2) \leq m(\beta_1) < w^*$ for all $r > 0$, which implies that $\beta_2 \in A$ by lemma 3.3 (c) and a contradiction. We have thus established that $\beta_2 = \infty$ from which proposition 3.5 follows. \qed
3.2. Characterization of the set $C$

Now we turn our attention to the set $C$ and show that it is also an open interval.

**Proposition 3.6.**

(a) We have $\beta \in C$ if and only if

$$\sup_{r \in (0, R(\beta))} w(r; \beta) > w^*.$$  \hfill (3.19)

(b) The set $C$ is an open interval of the form $(0, \beta_*)$ for some $\beta_* > 0$.

**Proof.**

(a) If $\beta \in C$, the inequality (3.19) is an immediate consequence of the definition of $C$.

Conversely, if $\beta > 0$ such that (3.19) holds true, then $\beta \in B \cup C$ by lemma 3.3. Therefore, $w(\cdot; \beta)$ is an increasing function in $(0, \infty)$. If $w(\cdot; \beta)$ is bounded, then it has a finite limit as $r \to \infty$ and, by standard arguments, this limit has to be $w^*$, contradicting (3.19). Thus, $w(\cdot; \beta)$ is unbounded, whence $\beta \in C$.

(b) We first show that $C$ is non-empty. Given $\beta > 0$, it follows from lemma 2.1 that $0 > f'(r; \beta) \geq -\frac{(\beta \mu)^2}{2p}$ for all $r \in (0, R(\beta))$, whence

$$1 - \frac{(\beta \mu)^2}{2} r \leq f(r; \beta) < 1, \quad r \in (0, R(\beta)).$$  \hfill (3.20)

This inequality implies in particular that $R(\beta) \geq (\beta \mu)^{-2/p}$. Thus, $(\beta \mu)^{-2/p}/2$ belongs to $(0, R(\beta))$ and we evaluate the first part of the inequality (3.20) at this point, getting

$$w\left(\frac{(\beta \mu)^{-2/p} r}{2}; \beta\right) \geq \left(\frac{1}{2(\beta \mu)^{2/p}}\right)^{p/(2-p)} \left(1 - \frac{(\beta \mu)^{2/p}}{2(\beta \mu)^{2/p}}\right) = \left(\frac{1}{2\beta \mu}\right)^{2/(2-p)}.$$  

Consequently,

$$\sup_{r \in (0, R(\beta))} w(r; \beta) \geq (2\beta \mu)^{-2/(2-p)} > w^*,$$  \hfill (3.21)

for $\beta$ small enough, hence $\beta \in C$. The fact that $C$ is an open interval follows directly from proposition 3.6 (a) and the monotonicity with respect to $\beta$ stated in proposition 3.2.

As a further consequence of lemma 3.3 and proposition 3.6, we may identify $B$ and the behaviour of $w(r; \beta)$ as $r \to \infty$ for $\beta \in B$.

**Corollary 3.7.** The set $B$ is the closed interval $B = [\beta_*, \beta_*^+]$. Moreover, if $\beta \in B$ then $w(r; \beta) \to w^*$ as $r \to \infty$.

**Proof.** The fact that $B = [\beta_*, \beta_*^+]$ readily follows from $A \cup B \cup C = (0, \infty)$, proposition 3.5 and proposition 3.6. Next, according to the definition of $B$ and proposition 3.6 (a), $w(\cdot; \beta)$ is increasing and bounded from above by $w^*$. Then

$$\ell := \lim_{r \to \infty} w(r; \beta) = \sup_{r \in [0, \infty)} \{w(r; \beta)\} \leq w^*$$

and, since $\beta \notin A$, we infer from lemma 3.3 that $\ell \geq w^*$, whence $\ell = w^*$. \hfill $\Box$
4. An alternative formulation of (3.2) when $\beta \in B \cup C$

In this section, we provide a deeper analysis of the differential equation (3.2), which in the end will lead us to the proof of theorem 1.1. Consider $\beta \in B \cup C$. Then $R(\beta) = \infty$, $w'(r; \beta) > 0$ for all $r > 0$ and

$$\lim_{r \to \infty} w(r; \beta) = \xi^*(\beta),$$

where $\xi^*(\beta) := \begin{cases} w^* & \text{if } \beta \in B, \\ \infty & \text{if } \beta \in C. \end{cases}$

Since $w(0; \beta) = 0$, it follows that $w(\cdot; \beta)$ is a one-to-one mapping from $[0, \infty)$ to $[0, \xi^*(\beta))$. Thus, we can define a new function $\Phi(\cdot; \beta)$ by

$$\Phi(\cdot; \beta) : [0, \xi^*(\beta)) \mapsto [0, \infty), \quad \Phi(w(r; \beta); \beta) = rw'(r; \beta), \quad r \in [0, \infty).$$

This change of function is very useful since it reduces the order of (3.2). Indeed, observing that

$$rw''(r; \beta) + w'(r; \beta) = \Phi'(w(r; \beta); \beta)w'(r; \beta), \quad r^2w''(r; \beta) = (\Phi(\Phi' - 1))(w(r; \beta); \beta)$$

and introducing the new independent variable $\xi := w(r; \beta)$, (3.2) reads

$$(p - 1)(\Phi \Phi')(\xi; \beta) + (N - \mu p)\Phi(\xi; \beta) + \mu(\mu - N)\xi$$

$$+ \Phi(\xi; \beta) - \mu \xi^{2-p}(\beta \Phi(\xi; \beta) - |\Phi(\xi; \beta) - \mu \xi|^{2-p}) = 0$$

for $\xi \in [0, \xi^*(\beta))$ with $\Phi(0; \beta) = 0$. Note that we reduced (3.2) to a first-order differential equation. Also, since $\beta \in B \cup C$, it follows from (4.1) that

$$\Phi(\xi; \beta) > 0 \quad \text{for all } \xi \in (0, \xi^*(\beta)).$$

4.1. Behavior of $\Phi(\cdot; \beta)$ as $\xi \to 0$

**Lemma 4.1.** For $\beta \in B \cup C$, we have $\Phi'(0; \beta) = \mu$ and, as $\xi \to 0$,

$$\Phi'(\xi; \beta) = \mu - \frac{1}{p - 1} \left( \frac{\mu \beta}{N} \right)^{1/(p-1)} \xi^{(2-p)/(p-1)} + o(\xi^{(2-p)/(p-1)}).$$

(4.4)

$$\Phi(\xi; \beta) = \mu \xi - \left( \frac{\mu \beta}{N} \right)^{1/(p-1)} \xi^{1/(p-1)} + o(\xi^{1/(p-1)}).$$

(4.5)

**Proof.** Set $f = f(\cdot; \beta)$, $w = w(\cdot; \beta)$ and $\Phi = \Phi(\cdot; \beta)$ to ease notations. According to (2.5) and (2.6), we have

$$w(r) = r^\mu f(r) = r^\mu \left( 1 - \frac{p - 1}{p} br^p/(p-1) + o(r^p/(p-1)) \right)$$

with $b := \left( \frac{\mu \beta}{N} \right)^{1/(p-1)}$, and

$$rw'(r) = r^{\mu+1} f'(r) + \mu r^\mu f(r) = r^\mu \left( -br^p/(p-1) + o(r^p/(p-1)) + \mu - \frac{(p - 1)\mu}{p} br^p/(p-1) \right)$$

$$= r^\mu \left( \mu - \frac{\mu}{p} br^p/(p-1) + o(r^p/(p-1)) \right)$$

as $r \to 0$. We also have

$$rw'(r) - \mu w(r) = r^\mu \left( \mu - \frac{\mu}{p} br^p/(p-1) - \mu + \frac{(p - 1)\mu}{p} br^p/(p-1) + o(r^p/(p-1)) \right)$$

$$= -br^p/(p-1) + o(r^p/(p-1))$$
as \( r \to 0 \). Inserting the previous expansions as \( r \to 0 \) in (3.2), we infer that
\[
(p - 1)r^2 w''(r) = \mu r^\mu \left( -(N-1-2\mu(p-1)) - \mu + N \right) + o(r^{\mu/(p-1)})
\]
\[
+ \mu r^{\mu/(p-1)} \left( \frac{b(N-1-2\mu(p-1))}{p} + \frac{(\mu-N)(p-1)b}{p} - \beta b^{2-p} \right)
\]
\[
= 2\mu(p-1)^2 r^{\mu} - \mu br^{-\mu/(p-1)} \left( \frac{1}{p} + \frac{b-1}{2-p} \right) + o(r^{\mu/(p-1)}).
\]
Then, as \( r \to 0 \),
\[
\Phi'(w(r)) = \frac{r w''(r) + w'(r)}{w'(r)} = \frac{r^2 w''(r) + rw'(r)}{rw'(r)}
\]
\[
= \frac{2\mu(p-1)^2 r^{\mu} - \mu br^{-\mu/(p-1)} \left( \frac{1}{p} + \frac{b-1}{2-p} \right) + \mu r^{\mu} - \frac{b\mu r^{-\mu/(p-1)} + o(r^{\mu/(p-1)})}{1 - \frac{2}{p} br^{-\mu/(p-1)} + o(r^{\mu/(p-1)})}
\]
\[
= \left( \mu - \frac{b}{(p-1)(2-p)} r^{p/(p-1)} - o(r^{p/(p-1)}) \right) \left( 1 + \frac{b}{p} r^{p/(p-1)} + o(r^{p/(p-1)}) \right)
\]
\[
= \mu - \frac{b}{p-1} r^{p/(p-1)} + o(r^{p/(p-1)}).
\]
Since \( w(r) = r^\mu + o(r^\mu) \) as \( r \to 0 \), we end up with
\[
\Phi'(w(r)) = \mu - \frac{b}{p-1} w(r)^{(2-p)/(p-1)} + o(w(r)^{(2-p)/(p-1)})
\]
as \( r \to 0 \), whence (4.4). Integrating (4.4) gives (4.5).

Using these expansions as \( \xi \to 0 \), we are able to prove the following upper bound.

**Lemma 4.2.** For \( \beta \in B \cup C \), we have
\[
0 < \Phi(\xi; \beta) < \mu \xi \quad \text{for any } \xi \in (0, \xi^*(\beta)). \tag{4.6}
\]

**Proof.** It follows from (4.5) that there exists \( \delta > 0 \), such that \( \Phi(\xi; \beta) < \mu \xi \) for \( \xi \in (0, \delta) \). Setting
\[
\xi_0 := \inf\{ \xi \in (0, \xi^*(\beta)) : \Phi(\xi; \beta) = \mu \xi \},
\]
we have just shown that \( \xi_0 > 0 \) and \( \Phi(\xi) < \mu \xi \) for \( \xi \in (0, \xi_0) \). Assume for contradiction that \( \xi_0 < \xi^*(\beta) \). Then \( \Phi(\xi_0; \beta) = \mu \xi_0 \). Setting \( \Phi_i(\xi) = \mu \xi \) for \( \xi \in [0, \xi^*(\beta)] \), it is easy to check that \( \Phi_i \) solves (4.2). Since \( \Phi(\xi_0) = \Phi_i(\xi_0) \neq 0 \) and both \( \Phi \) and \( \Phi_i \) solve (4.2), we conclude that \( \Phi \equiv \Phi_i \), which contradicts the definition of \( \xi_0 \). Consequently, \( \xi_0 = \xi^*(\beta) \) and (4.6) holds true.

### 4.2. Monotonicity with respect to \( \beta \)

We have the following ordering property.

**Lemma 4.3.** Given \( 0 < \beta_1 < \beta_2 \), we have \( \Phi(\xi; \beta_2) < \Phi(\xi; \beta_1) \) for \( \xi \in (0, \min\{\xi^*(\beta_1), \xi^*(\beta_2)\}) \).
Proof. To simplify notations, define $\Phi_i := \Phi(\cdot; \beta_i)$, $i = 1, 2$. It follows from (4.5) that, as $\xi \to 0$,

$$\Phi_2(\xi) - \Phi_1(\xi) = \mu \xi - \left( \frac{\mu \beta_2}{N} \right)^{1/(p-1)} \xi^{1/(p-1)} - \mu \xi + \left( \frac{\mu \beta_1}{N} \right)^{1/(p-1)} \xi^{1/(p-1)} + o(\xi^{1/(p-1)})$$

$$= \left[ \left( \frac{\mu \beta_1}{N} \right)^{1/(p-1)} - \left( \frac{\mu \beta_2}{N} \right)^{1/(p-1)} \right] \xi^{1/(p-1)} + o(\xi^{1/(p-1)}),$$

hence $\Phi_2(\xi) < \Phi_1(\xi)$ in the right neighbourhood of $\xi = 0$. Introducing

$$\xi_0 := \inf\{\xi \in (0, \min\{\xi^*(\beta_1), \xi^*(\beta_2)\}) : \Phi_1(\xi) = \Phi_2(\xi)\},$$

we have thus shown that $\xi_0 > 0$ and $\Phi_2(\xi) < \Phi_1(\xi)$ for $\xi \in (0, \xi_0)$. Assume now for contradiction that $\xi_0 < \min\{\xi^*(\beta_1), \xi^*(\beta_2)\}$. Then $\Phi_1(\xi_0) = \Phi_2(\xi_0)$, $\Phi_1(\xi_0) \leq \Phi_2'(\xi_0)$; we infer from (4.2) that

$$0 = (p - 1)(\Phi_1(\xi_0)\Phi_2'(\xi_0) + (N - \mu p)\Phi_1(\xi_0) + \mu(\mu - N)\xi_0)
+ \beta_1\Phi_1(\xi_0)|\Phi_1(\xi_0) - \mu \xi_0|^{2-p} - |\Phi_1(\xi_0) - \mu\xi_0|^{(4-p)/2}
+ (p - 1)(\Phi_2(\xi_0)\Phi_2'(\xi_0) + (N - \mu p)\Phi_2(\xi_0) + \mu(\mu - N)\xi_0)
+ \beta_2\Phi_2(\xi_0)|\Phi_2(\xi_0) - \mu \xi_0|^{2-p} - |\Phi_2(\xi_0) - \mu\xi_0|^{(4-p)/2}
= \Phi_1(\xi_0)\left[(p - 1)(\Phi_1 - \Phi_2)'(\xi_0) + (\beta_1 - \beta_2)\Phi_1(\xi_0) - \mu\xi_0\right].$$

Since both terms in the right-hand side of the last equality above are non-positive and $0 < \Phi_1(\xi_0) < \mu \xi_0$ by (4.6), we end up with $(\Phi_1 - \Phi_2)'(\xi_0) = 0 = \beta_1 - \beta_2$ and a contradiction. Consequently, $\xi_0 = \min\{\xi^*(\beta_1), \xi^*(\beta_2)\}$.

With these preliminaries and general properties of $\Phi(\cdot; \beta)$, we are now ready to separate the study in two cases, depending on whether $\beta \in B$ and $\beta \in C$.

4.3. Asymptotic behaviour as $\beta \in C$

For $\beta \in C$, the upper bound (4.6) turns out to overestimate the growth of $\Phi(\cdot; \beta)$ for large values of $\xi$. A finer upper bound is shown in the next result, which is also non-optimal as we shall see below but paves the way to the optimal growth rate established in lemma 4.5.

Lemma 4.4. Consider $\beta \in C$ and some positive constant $K$ such that

$$K \geq \max\left\{ \frac{\mu p^2}{\beta}, \frac{p \mu - N}{\mu - N} \right\}. \quad (7.4)$$

Then

$$\Phi(\xi; \beta) \leq K \xi^{p/2} \quad \text{for} \quad \xi \in [0, \infty). \quad (8.4)$$

Proof. Owing to (4.7), we have $K^{2/p} > \mu \beta^{-2/p}$ and thus $K^{(p-2)/p} \beta^{-2/p} < K/\mu$. There is therefore some $\xi_\beta > 0$, such that

$$\max\left\{ K^{(p-2)/p} \beta^{-2/p}, \frac{p \mu - N}{\mu(\mu - N)} \right\} \leq \xi_\beta^{(p-2)/2} \leq \frac{K}{\mu}. \quad (9.4)$$
We define $\Phi_u(\xi) := K^{p/2} \xi^{p/2}$ for $\xi \geq 0$ and denote the differential operator applied to $\Phi(\cdot; \beta)$ in (4.2) by $L$. Then, for $\xi \geq 0$, we have

$$L \Phi_u(\xi) = \frac{K^2 p(p - 1)}{2} \xi^{p-1} + K (N - p\mu) \xi^{p/2} + \mu (\mu - N) \xi^{p/2} + |K^{p/2} - \mu|^{2-p} (K\beta \xi^{p/2} - |K\xi^{p/2} - \mu|^{p/2}) \geq \begin{cases} 
K (N - p\mu) \xi^{p/2} + \mu (\mu - N) \xi^{p/2} + |K^{p/2} - \mu|^{2-p} (K\beta - |K\xi^{(p-2)/2} - \mu|^{p/2}) 
+ \xi^{p/2} |K\xi^{p/2} - \mu|^{2-p} (K\beta - |K\xi^{(p-2)/2} - \mu|^{p/2}) 
\end{cases}$$

Now, since $\xi^{(p-2)/2} \leq K/\mu$ by (4.9), we have:

- either $\xi \geq (K/\mu)^{2/(2-p)}$, hence $\xi^{(p-2)/2} \geq K/\mu$, $\mu \geq K \xi^{(p-2)/2}$ and, owing to (4.7),

$$|K\xi^{(p-2)/2} - \mu|^{p/2} = (\mu - K \xi^{(p-2)/2})^{p/2} \leq \mu^{p/2} \leq K\beta.$$

- or $\xi_{\beta} \leq \xi \leq (K/\mu)^{2/(2-p)}$, hence $\xi^{(p-2)/2} \leq K/\mu$ or $\mu \leq K \xi^{(p-2)/2}$ and, since $p \in (1, 2)$, we infer from the previous inequalities and (4.9) that

$$|K\xi^{(p-2)/2} - \mu|^{p/2} = (K \xi^{(p-2)/2} - \mu|^{p/2} \leq (K \xi^{(p-2)/2})^{p/2} \leq (K\beta)^{p/2} \leq K\beta.$$ 

Moreover, (4.9) guarantees that for $\xi \geq \xi_{\beta}$,

$$\mu (\mu - N) \xi^{p/2} - (p\mu - N) \xi^{p/2} = \xi^{p/2} \left[ \mu (\mu - N) \xi^{(p-2)/2} - (p\mu - N) \right] \geq \xi^{p/2} \left[ \mu (\mu - N) \xi_{\beta}^{(p-2)/2} - (p\mu - N) \right] \geq 0.$$

Consequently,

$$L \Phi_u(\xi) \geq 0, \quad \text{for } \xi \in [\xi_{\beta}, \infty).$$

Since

$$\Phi_u(\xi_{\beta}) = K \xi_{\beta}^{p/2} = K \xi_{\beta}^{(p-2)/2} \xi_{\beta} \geq \mu \xi_{\beta} \geq \Phi(\xi_{\beta}; \beta)$$

by (4.6) and (4.9), the comparison principle ensures that $\Phi_u(\xi) \geq \Phi(\xi_{\beta}; \beta)$ for $\xi \geq \xi_{\beta}$. In addition, if $\xi \in (0, \xi_{\beta})$, we also deduce from (4.6) and (4.9) that

$$\Phi(\xi_{\beta}; \beta) < \mu \xi_{\beta}^{p/2} \xi_{\beta}^{(p-2)/2} \leq \mu \xi_{\beta}^{p/2} \xi_{\beta}^{(p-2)/2} = K \xi_{\beta}^{p/2} = \Phi_u(\xi),$$

which concludes the proof. \(\Box\)

We note that, at a formal level, if $\Phi(\xi; \beta) \sim K \xi^{p/2}$ as $\xi \to \infty$, then $r w'(r; \beta) \sim K w(r; \beta)^{p/2}$ as $r \to \infty$, thus $w(r; \beta) \sim (K \log r)^{2/(2-p)}$, which is exactly the logarithmic behaviour expected when $\beta \in C$. Thus, we are led to the idea of showing that, for $\beta \in C$, the inequality (4.8) is in fact an equality for a suitable value of $K$. This will be done by comparison. We first have the following upper bound, which improves (4.8).

**Lemma 4.5.** Consider $\beta \in C$. The following inequality holds true

$$\Phi(\xi) \leq K(\beta) \xi^{p/2} + \left( \frac{p\mu - N}{\mu - N} - K(\beta) \right) \xi_{0}^{p/2}$$

for $\xi > \xi_{0}$, (4.10)

where

$$K(\beta) := \frac{\mu^{p/2}}{\beta}, \quad \xi_{0} := \max \left\{ K(\beta) \left[ \frac{p\mu - N}{\mu - N} \right]^{2/(2-p)} \right\}.$$  

(4.11)
Proof. Let $\xi_0 > 0$ be given by (4.11), $M > 0$ to be determined later on, and define

$$\Phi_{\text{sup}}(\xi) := (K(\beta)\xi^{p/2} + M\xi_0^{p/2})^{(p-2)/2}, \quad \xi \geq \xi_0.$$ 

Then, for $\xi > \xi_0$, we have $\mu \xi \geq \Phi_{\text{sup}}(\xi)$ by (4.11) and

$$\mathcal{L}\Phi_{\text{sup}}(\xi) = \frac{p(p-1)}{2} \left( K(\beta)\xi^{p/2} + M\xi_0^{p/2} \right) K(\beta)\xi^{(p-2)/2} - (p\mu - N)(K(\beta)\xi_0^{p/2} + M\xi_0^{p/2}) + \mu(\mu - N)\xi$$

$$+ \left[ \mu \xi - K(\beta)\xi^{p/2} - M\xi_0^{p/2} \right]^{2-p} \times \left[ \beta \left( K(\beta)\xi_0^{p/2} + M\xi_0^{p/2} \right) - \left[ \mu \xi - K(\beta)\xi^{p/2} - M\xi_0^{p/2} \right]^{2/2} \right]$$

$$\geq \xi \left[ \mu(\mu - N) - (p\mu - N)K(\beta)\xi_0^{(p-2)/2} - (p\mu - N)M\xi_0^{(p-2)/2} \right]$$

$$+ \xi^{(4-p)/2} \left[ \mu - K(\beta)\xi^{(p-2)/2} - M\xi_0^{(p-2)/2} \right]^{2-p} \times \left[ \beta K(\beta) + \beta M \left( \frac{\xi_0}{\xi} \right)^{p/2} - \left[ \mu - K(\beta)\xi^{(p-2)/2} - M\xi_0^{(p-2)/2} \right]^{2/2} \right].$$

On the one hand, since $p \in (1, 2)$ and $\xi \geq \xi_0$, we have $\xi^{(p-2)/2} \leq \xi_0^{(p-2)/2}$ and $\xi^{-1} \leq \xi_0^{-1}$, whence

$$\mu(\mu - N) - (p\mu - N)K(\beta)\xi_0^{(p-2)/2} - (p\mu - N)M\xi_0^{(p-2)/2} \geq \mu(\mu - N) - (p\mu - N)K(\beta)\xi_0^{(p-2)/2},$$

and

$$\mu - K(\beta)\xi_0^{(p-2)/2} - M\xi_0^{p/2} \xi^{-1} \geq \mu - K(\beta)\xi_0^{(p-2)/2} - M\xi_0^{(p-2)/2} = \mu - (K(\beta) + M)\xi_0^{(p-2)/2}.$$

On the other hand, dropping some terms, we have

$$\beta \left[ K(\beta) + M \left( \frac{\xi_0}{\xi} \right)^{p/2} - \left[ \mu - K(\beta)\xi_0^{(p-2)/2} - M\xi_0^{p/2} \xi^{-1} \right]^{2/2} \right] \geq \beta K(\beta) - \mu^{p/2} = 0.$$

Choosing $M$ such that

$$(K(\beta) + M)\xi_0^{(p-2)/2} \leq \frac{\mu(\mu - N)}{p\mu - N} < \mu,$$  \hspace{1cm} (4.12)

we end up with $\mathcal{L}\Phi_{\text{sup}}(\xi) \geq 0$ for $\xi \geq \xi_0$. In addition,

$$\Phi_{\text{sup}}(\xi_0) = (K(\beta) + M)\xi_0^{p/2} \geq \max \left\{ K(\beta), \frac{p\mu - N}{\mu - N} \right\} \xi_0^{p/2} \geq \Phi(\xi_0),$$

by lemma 4.4, provided

$$M \geq \max \left\{ K(\beta), \frac{p\mu - N}{\mu - N} \right\} - K(\beta) = \left( \frac{p\mu - N}{\mu - N} - K(\beta) \right)^+.$$  \hspace{1cm} (4.13)

Taking $M = ((p\mu - N)/(\mu - N) - K(\beta))^+$, the choice (4.11) of $\xi_0$ guarantees that the conditions (4.12) and (4.13) are satisfied, so that we may apply the comparison principle and obtain the claimed upper bound. \qed
We now establish an optimal lower bound for $\Phi(\cdot, \beta)$.

**Lemma 4.6.** Consider $\beta \in C$. Given $\epsilon \in (0, K(\beta))$ with $K(\beta)$ defined in (4.11), there exists $\xi_\epsilon > 0$, such that

$$
\Phi(\xi; \beta) \geq (K(\beta) - \epsilon)(\xi^{p/2} - \xi_e^{p/2}), \quad \xi > \xi_\epsilon.
$$

(4.14)

**Proof.** Consider $\epsilon \in (0, K(\beta))$ and $\Phi_{\text{sub}}(\xi) := (K(\beta) - \epsilon)(\xi^{p/2} - \xi_e^{p/2})$ for $\xi \in (\xi_\epsilon, \infty)$, where $\xi_\epsilon$ is to be determined. We first note that, for $\xi \geq \xi_\epsilon$,

$$
\mu \xi - \Phi_{\text{sub}}(\xi) \geq \xi_\epsilon \left( \mu - (K(\beta) - \epsilon)\xi_e^{(p-2)/2} \right)
$$

$$
\geq \xi_\epsilon \left( \mu - K(\beta)\xi_e^{(p-2)/2} \right) \geq \frac{\mu}{2} \xi_\epsilon > 0.
$$

(4.15)

provided that

$$
\xi_e^{(p-2)/2} \leq \frac{\mu}{2K(\beta)}.
$$

(4.16)

Then, for $\xi > \xi_\epsilon$, we have $\mu \xi \geq \Phi_{\text{sub}}(\xi)$ and

$$
\mathcal{L}\Phi_{\text{sub}}(\xi) \leq \frac{p(p-1)}{2}(K(\beta) - \epsilon)\Phi_{\text{sub}}(\xi)\xi_e^{(p-2)/2} - (p\mu - N)\Phi_{\text{sub}}(\xi) + \mu(\mu - N)\xi
$$

$$
+ \left[ \mu \xi - (K(\beta) - \epsilon)\xi_e^{p/2} + (K(\beta) - \epsilon)\xi_e^{p/2} \right]^{2-p}
$$

$$
\times \left[ \beta(K(\beta) - \epsilon)\xi_e^{p/2} - \beta(K(\beta) - \epsilon)\xi_e^{p/2} - \mu \xi - (K(\beta) - \epsilon)\xi_e^{p/2} \right]^{p/2}
$$

$$
\leq \Phi_{\text{sub}}(\xi) \left[ \frac{p(p-1)}{2}K(\beta)\xi_e^{(p-2)/2} - (p\mu - N)\xi + \mu(\mu - N)\xi
$$

$$
+ \left[ \mu \xi - (K(\beta) - \epsilon)\xi_e^{p/2} + (K(\beta) - \epsilon)\xi_e^{p/2} \right]^{2-p}
$$

$$
\times \left[ \beta(K(\beta) - \epsilon)\xi_e^{p/2} - \mu \xi - (K(\beta) - \epsilon)\xi_e^{p/2} \right]^{p/2} \right].
$$

Now, since $\xi \geq \xi_\epsilon$, we have $\xi_e^{(p-2)/2} \leq \xi_e^{(p-2)/2}$ and we can use the sublinearity of $z \mapsto z^{p/2}$ to estimate

$$
\beta(K(\beta) - \epsilon)\xi_e^{p/2} - (\mu \xi - (K(\beta) - \epsilon)\xi_e^{p/2})^{p/2}
$$

$$
\leq \xi_e^{p/2} \left[ \beta(K(\beta) - \epsilon) - (\mu - (K(\beta) - \epsilon)\xi_e^{(p-2)/2})^{p/2} \right]
$$

$$
\leq \xi_e^{p/2} \left[ \mu^{p/2} - \beta \epsilon - (\mu - (K(\beta) - \epsilon)\xi_e^{(p-2)/2})^{p/2} \right]
$$

$$
\leq \xi_e^{p/2} \left[ (K(\beta) - \epsilon)\xi_e^{(p-2)/2} - \beta \epsilon \xi_e^{(p-2)/2} \right]
$$

$$
\leq -\beta \epsilon \xi_e^{p/2}.
$$

provided

$$
(K(\beta) - \epsilon)\xi_e^{(p-2)/2} \leq K(\beta)\xi_e^{(p-2)/2} \leq \left( \frac{\beta \epsilon}{2} \right)^{2/p}.
$$

(4.17)

Therefore, for $\xi \geq \xi_\epsilon$, it follows from (4.15) that

$$
\mathcal{L}\Phi_{\text{sub}}(\xi) \leq \Phi_{\text{sub}}(\xi) \left[ \frac{p(p-1)}{2}(K(\beta) - \epsilon)\xi_e^{(p-2)/2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \xi_e^{(p-2)/2} \right]
$$

$$
+ \mu(\mu - N)\xi - \left( \frac{\beta \epsilon}{2} \right)^{2/p} \xi_e^{(p-2)/2}.
$$
Eternal solutions to a singular diffusion equation with critical gradient absorption

\[ \frac{p(p-1)(K(\beta) - \varepsilon)}{2} \left( \frac{\xi_{t}^{(p-2)/2}}{2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \right) + \mu(\mu - N)\xi^{(4-p)/2} \left( \frac{\xi_{t}^{(p-2)/2}}{2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \right) \leq \Phi_{\text{sub}}(\xi) + \mu(\mu - N)\xi \left( \frac{\xi_{t}^{(p-2)/2}}{2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \right) \leq 0, \]  
provided that

\[ \frac{p(p-1)(K(\beta) - \varepsilon)}{2} \left( \frac{\xi_{t}^{(p-2)/2}}{2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \right) + \mu(\mu - N)\xi^{(4-p)/2} \left( \frac{\xi_{t}^{(p-2)/2}}{2} - \frac{2(p\mu - N)}{p(p-1)K(\beta)} \right) \leq 0, \]  

(4.18)

So, if we set

\[ \xi_{t}^{(p-2)/2} \leq \frac{2(p\mu - N)}{p(p-1)K(\beta)} \text{ and } \xi^{(p-2)/2} \leq \frac{\beta \varepsilon}{\mu(\mu - N)}, \]  
(4.19)

the conditions (4.16), (4.17) and (4.18) are clearly satisfied. Then, for \( \xi \) given by (4.19), we have \( \mathcal{L} \Phi_{\text{sub}}(\xi) \leq 0 \) for \( \xi \geq \xi_{t} \). In addition, \( \Phi_{\text{sub}}(\xi_{t}) = 0 < \Phi(\xi_{t}) \) by (4.6) and the comparison principle gives (4.14). \( \square \)

Combining the outcome of lemma 4.5 and lemma 4.6, we may now identify the behaviour of \( \Phi(\xi; \beta) \) as \( \xi \to \infty \) for \( \beta \in C \).

**Corollary 4.7.** For \( \beta \in C \), we have

\[ \lim_{\xi \to \infty} \frac{\Phi(\xi)}{\xi^{p/2}} = K(\beta) = \frac{\mu^{p/2}}{\beta}. \]

**Proof.** Let \( \varepsilon \in (0, K(\beta)) \). Then, for \( \xi > \max \{ \xi_{0}, \xi_{t} \} \) we have

\[ (K(\beta) - \varepsilon) \left( 1 - \left( \frac{\xi_{t}}{\xi} \right)^{p/2} \right) \leq \frac{\Phi(\xi)}{\xi^{p/2}} \leq K(\beta) + \left( \frac{\mu - N}{\mu(\mu - N)} - K(\beta) \right) + \left( \frac{\xi_{0}}{\xi} \right)^{p/2}, \]

by (4.10) and (4.14). Therefore,

\[ K(\beta) - \varepsilon \leq \lim \inf_{\xi \to \infty} \frac{\Phi(\xi)}{\xi^{p/2}} \leq \lim \sup_{\xi \to \infty} \frac{\Phi(\xi)}{\xi^{p/2}} = K(\beta). \]

Since the last inequalities are valid for all \( \varepsilon \in (0, K(\beta)) \), the conclusion follows by letting \( \varepsilon \to 0 \). \( \square \)

**4.4. Behaviour as \( \xi \to w^{*} \) for \( \beta \in B \)**

Now we turn our attention to the case \( \beta \in B \). Then \( \xi^{*}(\beta) = w^{*} \) and we first prove the following preliminary result.

**Lemma 4.8.** If \( \beta \in B \), then

\[ \lim_{\xi \to w^{*}} \Phi(\xi; \beta) = \lim_{r \to \infty} r w'(r; \beta) = 0. \]  
(4.20)
Proof. Set $\Phi = \Phi(\cdot; \beta)$. By lemma 4.2, we have $0 < \Phi(\xi) < \mu \xi < \mu w^*$ and it follows from (4.2) that

\[
\frac{p - 1}{2} (\Phi^2)'(\xi) = [(p \mu - N) - \beta (\mu \xi - \Phi(\xi))^{2-p}]
\times \Phi(\xi) - \mu (\mu - N) \xi + (\mu \xi - \Phi(\xi))^{4-p)/2},
\]

whence

\[
\frac{p - 1}{2} |(\Phi^2)'(\xi)| \leq [(p \mu - N + \beta (\mu w^*)^{2-p}] \mu w* + \mu (\mu - N) w* + (\mu w^*)^{(4-p)/2}.
\]

Consequently, $(\Phi^2)' \in L^1(0, w^*)$ and

\[
\Phi(\xi)^2 = \int_0^\xi (\Phi^2)'(\eta) \, d\eta
\]

has a limit as $\xi \to w^*$. This readily implies that $\Phi$ has a limit as $\xi \to w^*$, which is denoted by $\Phi(\xi^*)$ and is non-negative by (4.6). Coming back to (4.1), this fact ensures that $rw'(r; \beta) \to \Phi(\xi^*)$ as $r \to \infty$. Since the properties $w(r; \beta) \to w^*$ as $r \to \infty$ and $w^*(\cdot; \beta) > 0$ imply that $w^*(\cdot; \beta)$ belongs to $L^1(0, \infty)$, we necessarily have $\Phi(\xi^*) = 0$ as claimed.

\[\square\]

Another formulation for (4.2). Consider $\beta \in B$. Using the definition (1.13) of $w^*$, we write the equation (4.2) as follows:

\[
(p - 1)(\Phi^2)'(\xi; \beta) = (p \mu - N) \Phi(\xi; \beta) - \beta \Phi(\xi; \beta)(\mu \xi - \Phi(\xi; \beta))^{2-p}
+ (\mu \xi - \Phi(\xi; \beta))^{(4-p)/2} - \mu \xi (\mu w^*)^{(2-p)/2}
\]

\[
= [(p \mu - N) - \beta (\mu \xi - \Phi(\xi; \beta))^{2-p}] \Phi(\xi; \beta)
+ (\mu \xi - \Phi(\xi; \beta))(\mu \xi - \Phi(\xi; \beta))^{(2-p)/2} - \mu \xi (\mu w^*)^{(2-p)/2}
\]

\[
= [(p \mu - N) - \beta (\mu \xi - \Phi(\xi; \beta))^{2-p} - (\mu \xi - \Phi(\xi; \beta))^{(2-p)/2}] \Phi(\xi; \beta)
+ \mu \xi \left[ (\mu w^* - \mu (w^* - \xi) - \Phi(\xi; \beta))^{(2-p)/2} - (\mu w^*)^{(2-p)/2} \right].
\]

We introduce

\[
A(\xi; \beta) := (p \mu - N) - \beta (\mu \xi - \Phi(\xi; \beta))^{2-p} - (\mu \xi - \Phi(\xi; \beta))^{(2-p)/2}
\]

and

\[
B(\xi; \beta) := \frac{\mu w^* - \mu (w^* - \xi) - \Phi(\xi; \beta))^{(2-p)/2} - (\mu w^*)^{(2-p)/2}}{\mu (w^* - \xi) + \Phi(\xi; \beta)}
\]

for $\xi \in [0, w^*)$. We note that lemma 4.8 implies that

\[
\lim_{\xi \to w^*} A(\xi; \beta) = (p \mu - N) - \beta (\mu w^*)^{2-p} - (\mu w^*)^{(2-p)/2} = (p - 1) \mu - \beta (\mu - N)^2
\]

and

\[
\lim_{\xi \to w^*} B(\xi; \beta) = \frac{2 - p}{2} (\mu w^*)^{-p/2}.
\]

Then, for $\xi \in (0, w^*)$,

\[
(p - 1)(\Phi^2)'(\xi; \beta) = A(\xi; \beta) \Phi(\xi; \beta) - \mu \xi B(\xi; \beta)(\mu w^* - \xi) + \Phi(\xi; \beta)
\]

\[
= (A(\xi; \beta) - \mu \xi B(\xi; \beta)) \Phi(\xi; \beta) - \mu \xi B(\xi; \beta)(w^* - \xi),
\]

hence we can write

\[
2(\Phi^2)'(\xi; \beta) = a(\xi; \beta) \Phi(\xi; \beta) - 2b(\xi; \beta)(w^* - \xi),
\]
where
\[ a(\xi; \beta) := \frac{2[A(\xi; \beta) - \mu\xi B(\xi; \beta)]}{p - 1}, \quad b(\xi; \beta) := \frac{\mu^2 \xi B(\xi; \beta)}{p - 1}. \] (4.25)

Introducing \( \Psi(\xi; \beta) := \Phi(w^* - \xi; \beta) \) for \( \xi \in [0, w^*] \), we end up with the following alternative formulation of (4.2):
\[ 2\Psi(\xi; \beta)\Psi'(\xi; \beta) + a(w^* - \xi; \beta)\Psi(\xi; \beta) - 2b(w^* - \xi; \beta)\xi = 0 \] (4.26)
with initial condition \( \Psi(0; \beta) = 0 \). Observe that it follows from (4.23) and (4.24) that
\[ \lim_{\xi \to 0} a(w^* - \xi; \beta) = a^*(\beta) \in \mathbb{R} \quad \text{and} \quad \lim_{\xi \to 0} b(w^* - \xi; \beta) = b^*(\beta) > 0. \] (4.27)

With the help of this alternative form, we can study the behaviour of \( \Phi(\xi; \beta) \) as \( \xi \to w^* \).

More precisely:

**Lemma 4.9.** There exists a constant \( K^*(\beta) > 0 \), such that
\[ \lim_{\xi \to w^*} \frac{\Phi(\xi; \beta)}{w^* - \xi} = K^*(\beta). \] (4.28)

**Proof.** To simplify notation, we omit the \( \beta \)-dependence of \( \Psi, K^*, a^* \) and \( b^* \) in the proof. We use a comparison with suitable subsolutions and supersolutions. Fix \( \varepsilon \in (0, b^*) \) with \( b^* \) introduced in (4.27). Then, there exists \( \Xi_\varepsilon > 0 \) such that, for \( \xi \in (0, \Xi_\varepsilon) \),
\[ a^* - \varepsilon \leq a(w^* - \xi) \leq a^* + \varepsilon, \quad b^* - \varepsilon \leq b(w^* - \xi) \leq b^* + \varepsilon. \] (4.29)

Consider \( \delta > 0 \) and define
\[ \Psi_{sup}(\xi) := \delta + M\xi, \quad \xi \in (0, \Xi_\varepsilon), \]
for some \( M \) to be determined later. Then, for \( \xi \in (0, \Xi_\varepsilon) \), we infer from (4.29) that
\[
2\Psi_{sup}(\xi)\Psi'(\xi) + a(w^* - \xi)\Psi_{sup}(\xi) - 2b(w^* - \xi)\xi \\
\geq 2M(\delta + M\xi) + (a^* - \varepsilon)(\delta + M\xi) - 2(b^* + \varepsilon)\xi \\
\geq \left( (2M^2 + (a^* - \varepsilon)M - 2(b^* + \varepsilon))\xi + (2M + a^* - \varepsilon)\delta \right).
\]

Choosing
\[ M = \frac{-(a^* - \varepsilon) + \sqrt{(a^* - \varepsilon)^2 + 16(b^* + \varepsilon)}}{4} > 0, \]
we note that \( 2K^2 + (a^* - \varepsilon)K^* = 2(b^* + \varepsilon) > 0 \), so that also \( 2K^* + a^* - \varepsilon > 0 \) and thus
\[ 2\Psi_{sup}(\xi)\Psi'(\xi) + a(w^* - \xi)\Psi_{sup}(\xi) - 2b(w^* - \xi)\xi > 0 \] (4.30)
for \( \xi \in (0, \Xi_\varepsilon) \). Since \( \Psi(0) = 0 < \delta = \Psi_{sup}(0) \), we have \( \Psi < \Psi_{sup} \) in the right neighbourhood of \( \xi = 0 \), hence
\[ \bar{\xi} := \inf\{ \xi \in [0, \Xi_\varepsilon] : \Psi(\xi) \geq \Psi_{sup}(\xi) \} > 0. \]

Assume for contradiction that \( \bar{\xi} < \Xi_\varepsilon \). Then \( \Psi(\bar{\xi}) = \Psi_{sup}(\bar{\xi}) > 0 \) and \( \Psi(\xi) < \Psi_{sup}(\xi) \) for \( \xi \in [0, \bar{\xi}] \), so that \( \Psi(\bar{\xi}) \geq \Psi_{sup}(\bar{\xi}) \). Moreover, (4.26) and (4.30) for \( \xi = \bar{\xi} \) imply
\[
2\Psi(\bar{\xi})\Psi'(\bar{\xi}) + a(w^* - \bar{\xi})\Psi(\bar{\xi}) - 2b(w^* - \bar{\xi})\bar{\xi} \\
> 0 = 2\Psi(\bar{\xi})\Psi'(\bar{\xi}) + a(w^* - \bar{\xi})\Psi(\bar{\xi}) - 2b(w^* - \bar{\xi})\bar{\xi},
\]
whence \( \Psi'(\bar{\xi}) > \Psi'(\bar{\xi}) \) and a contradiction. We have thus shown that \( \Psi(\xi) \leq \Psi_{sup}(\xi) \) for all \( \xi \in [0, \Xi_\varepsilon] \), hence \( \Psi(\xi) \leq \delta + K\xi \), for all \( \xi \in [0, \Xi_\varepsilon] \). The above upper bound being true for any \( \delta > 0 \), we conclude that
\[ \Psi(\xi) \leq K\xi, \quad \text{for} \quad \xi \in [0, \Xi_\varepsilon]. \] (4.31)
In order to obtain a similar lower bound, we next consider \( \delta \in (0, \varpi_e) \) and define
\[
\Psi_{ab}(\xi) := L(\xi - \delta), \quad \xi \in (\delta, \varpi_e)
\]
for some \( L \) to be determined later. It then follows from (4.27) that, for \( \xi \in (\delta, \varpi_e) \), we have
\[
2\Psi_{ab}(\xi)\Psi_{ab}(\xi) + a(w^* - \xi)\Psi_{ab}(\xi) - 2b(w^* - \xi)\xi \\
\leq 2L^2(\xi - \delta) + L(a^* + \varepsilon)\xi - 2(b^* - \varepsilon)\xi \\
\leq (2L^2 + (a^* + \varepsilon)L - 2(b^* - \varepsilon))\xi - L(2L + (a^* + \varepsilon))\delta.
\]
Choosing
\[
L = L_{\varepsilon} := \frac{-(a^* + \varepsilon) + \sqrt{(a^* + \varepsilon)^2 + 16(b^* - \varepsilon)}}{4},
\]
we note that \( 2L_{\varepsilon}^2 + (a^* + \varepsilon)L_{\varepsilon} = 2(b^* - \varepsilon) > 0 \), hence
\[
2\Psi_{ab}(\xi)\Psi_{ab}(\xi) + a(w^* - \xi)\Psi_{ab}(\xi) - 2b(w^* - \xi)\xi < 0,
\]
for \( \xi \in (\delta, \varpi_e) \). Now, \( \Psi_{ab}(\delta) = 0 < \Psi(\delta) \) and, using (4.32), we argue as above by contradiction to show that
\[
L_{\varepsilon}(\xi - \delta) \leq \Psi(\xi), \quad \text{for} \quad \xi \in [\delta, \varpi_e].
\]
This lower bound being valid for any \( \delta \in (0, \varpi_e) \), we conclude that
\[
L_{\varepsilon}\xi \leq \Psi(\xi), \quad \xi \in [0, \varpi_e]. \tag{4.33}
\]
Observing that
\[
\lim_{\varepsilon \to 0} L_{\varepsilon} = \lim_{\varepsilon \to 0} K_{\varepsilon} = K^* := \frac{\sqrt{(a^*)^2 + 16b^* - a^*}}{4} > 0,
\]
we infer from (4.31) and (4.33) that \( \Psi(\xi)/\xi \to K^* \) as \( \xi \to 0 \), from which the conclusion follows. \( \square \)

The last step needed for the proof of theorem 1.1 (i) is related to the behaviour of \( \partial_\beta \Phi(\xi; \beta) \) as \( \xi \to w^* \) when \( \beta \) lies in the interior of \( B = [\beta_*, \beta^*] \) (if it is non-empty).

**Lemma 4.10.** Assume that \( \beta_* < \beta^* \). Then
\[
(\xi, \beta) \mapsto \Phi(\xi; \beta)
\]
belongs to \( C([0, w^*) \times (\beta_*, \beta^*)) \cap C^1((0, w^*) \times (\beta_*, \beta^*)) \)
and, for \( \beta \in (\beta_*, \beta^*) \), \( \partial_\beta \Phi(0; \beta) = 0 \),
\[
\partial_\beta \Phi(\xi; \beta) \leq 0 \quad \text{for} \quad \xi \in (0, w^*) \quad \text{and} \quad \lim_{\xi \to w^*} \partial_\beta \Phi(\xi; \beta) = -\infty. \tag{4.34}
\]

**Proof.** First, the regularity of \( \Phi \) and the property \( \partial_\beta \Phi(0; \beta) = 0 \) for \( \beta \in (\beta_*, \beta^*) \) follow from the regularity of \( w \) and its monotonicity with respect to \( r \) by (4.1) and the implicit function theorem, while the non-positivity of \( \partial_\beta \Phi(\cdot; \beta) \) is a consequence of lemma 4.3. Next, we fix \( \beta \in (\beta_*, \beta^*) \) and set \( \Phi = \Phi(\cdot; \beta) \) and \( \Phi_\beta = \partial_\beta \Phi(\cdot; \beta) \). Dividing (4.2) by \( \Phi \) gives, for \( \xi \in (0, w^*) \),
\[
(p - 1)\Phi'(\xi) + (N - p\mu) + \frac{\mu(\mu - N)\xi}{\Phi(\xi)} + \beta(\mu\xi - \Phi(\xi))^{2-p} - \frac{(\mu\xi - \Phi(\xi))^{(4-p)/2}}{\Phi(\xi)} = 0.
\]
We differentiate the equation (4.35) with respect to \( \beta \) to obtain
\[
(p - 1)\Phi_\beta'(\xi) + T(\xi)\Phi_\beta(\xi) + (\mu\xi - \Phi(\xi))^{2-p} = 0, \quad \xi \in (0, w^*), \tag{4.36}
\]
with
\[
T(\xi) := \frac{(\mu \xi - \Phi(\xi))(4-p)/2 - \mu \xi (\mu - N) + 4 - p (\mu \xi - \Phi(\xi))(2-p)/2}{\Phi(\xi)^2}
- \beta(2-p)(\mu \xi - \Phi(\xi))^{1-p}.
\]
We now estimate \(T(\xi)\) as \(\xi \to w^*\): it follows from (1.13) that \(T = T_1 + T_2 + T_3\) with
\[
T_1(\xi) := \mu \xi (\mu \xi - \Phi(\xi))(2-p)/2 - (\mu w^*)^{(2-p)/2}
\]
\[
T_2(\xi) := \frac{2 - p (\mu \xi - \Phi(\xi))(2-p)/2}{\Phi(\xi)^2},
\]
\[
T_3(\xi) := -\beta(2-p)(\mu \xi - \Phi(\xi))^{1-p}.
\]
Owing to (4.28), we have as \(\xi \to w^*\),
\[
T_1(\xi) = \frac{\mu \xi (\mu w^* - \xi - K^*(w^* - \xi + o(w^* - \xi))^{(2-p)/2} - (\mu w^*)^{(2-p)/2}}{\Phi(\xi)^2}
= \frac{\mu \xi (\mu w^* - \xi - \mu + K^* \mu w^* - \xi - \mu + K^*}{(K^*)^2} w^* - \xi
\sim \frac{2 - p (\mu w^*)^{(2-p)/2}}{2 K^*(w^* - \xi)}.
\]
and
\[
T_3(\xi) \sim -\beta(2-p)(\mu w^*)^{1-p}.
\]
Therefore,
\[
T(\xi) \sim \frac{2(p - 1)\kappa_0}{w^* - \xi} as \xi \to w^* with \kappa_0 := \frac{\mu p (\mu - N)}{4(p - 1)K^*} > 0.
\]
Owing to (4.20) and (4.37), there is \(\delta_\beta \in (0, w^*)\), such that
\[
T(\xi) \leq -\frac{2(p - 1)\kappa_0}{w^* - \xi}, \xi \in (w^* - \delta_\beta, w^*),
\]
\[
\frac{(\mu \xi - \Phi(\xi))^{2-p}}{p - 1} \geq \kappa_1 := \frac{1}{p - 1} \left( \frac{\mu w^*}{2} \right)^{2-p}, \xi \in (w^* - \delta_\beta, w^*).
\]
Consider now the solution \(Z \in C^1([w^* - \delta_\beta, w^*])\) to
\[
Z'(\xi) - \frac{\kappa_0}{w^* - \xi} Z(\xi) + \kappa_1 = 0, \quad \xi \in (w^* - \delta_\beta, w^*),
\]
with initial condition \(Z(w^* - \delta_\beta) = 0\). We infer from (4.36), (4.38), (4.39), (4.40) and the non-positivity of \(\Phi_\beta\) that \(\Phi_\beta(w^* - \delta_\beta) \leq 0 = Z(w^* - \delta_\beta)\) and, for \(\xi \in (w^* - \delta_\beta, w^*)\),
\[
\Phi_\beta'(\xi) - \frac{\kappa_0}{w^* - \xi} \Phi_\beta(\xi) + \kappa_1 = - \frac{\Phi_\beta(\xi)}{p - 1} \left( T(\xi) + \frac{(p - 1)\kappa_0}{w^* - \xi} \right)
+ \kappa_1 = \frac{(\mu \xi - \Phi(\xi))^{2-p}}{p - 1} \leq 0.
\]
The comparison principle then ensures that
\[
\Phi_\beta(\xi) \leq Z(\xi), \quad \xi \in [w^* - \delta_\beta, w^*).
\]
Since
\[
Z(\xi) = \frac{\kappa_1}{1 + \kappa_0} \left( w^* - \xi - \frac{\delta_\beta^{1+\kappa_0}}{(w^* - \xi)^\kappa_0} \right), \quad \xi \in [w^* - \delta_\beta, w^*),
\]
the function \(Z\) clearly diverges to \(-\infty\) as \(\xi \to w^*\) and so does \(\Phi_\beta\) by (4.41). □
4.5. Proof of theorem 1.1

We are now ready to conclude the proof of theorem 1.1.

**Proof of theorem 1.1 (i).** It only remains to prove that the set $B$ reduces to one element. Assume thus for contradiction that $\beta_* < \beta^*$. It follows from (4.20), lemma 4.10 and Fatou’s lemma that, given $\beta_* < \beta_1 < \beta_2 < \beta^*$,

$$0 = \lim_{\xi \to w^*} (\Phi(\xi; \beta_1) - \Phi(\xi; \beta_2)) = \lim_{\xi \to w^*} \int_{\beta_1}^{\beta_2} \left| \partial_\beta \Phi(\xi; \gamma) \right| d\gamma \geq \int_{\beta_1}^{\beta_2} \liminf_{\xi \to w^*} \left| \partial_\beta \Phi(\xi; \gamma) \right| d\gamma = \infty,$$

and a contradiction. Then, $B$ reduces to one single point $B = \{\beta_*\}$ and theorem 1.1 (i) is proved. □

**Proof of theorem 1.1 (ii).** Let $\beta \in C$ and $\epsilon \in (0, K(\beta))$. Recalling the definition (4.1) of $\Phi$, it follows from corollary 3.7 and corollary 4.7 that there is $r_\epsilon \geq 1$, such that

$$K(\beta) - \epsilon \leq \frac{rw(r; \beta)}{w(r; \beta)^{p/2}} \leq K(\beta) + \epsilon, \quad r \geq r_\epsilon.$$

Integrating the above inequalities with respect to $r$ gives

$$(K(\beta) - \epsilon) \log r + \frac{2w(r; \beta)^{(2-p)/2}}{2 - p} - (K(\beta) - \epsilon) \log r \leq \frac{2w(r; \beta)^{(2-p)/2}}{2 - p}$$

and

$$\frac{2w(r; \beta)^{(2-p)/2}}{2 - p} \leq (K(\beta) + \epsilon) \log r + \frac{2w(r; \beta)^{(2-p)/2}}{2 - p} - (K(\beta) + \epsilon) \log r_\epsilon$$

for $r \geq r_\epsilon$. Consequently,

$$\lim_{r \to \infty} \frac{w(r; \beta)^{(2-p)/2}}{\log r} = \frac{2 - p}{2} K(\beta),$$

and we get the conclusion of theorem 1.1 (ii) since $\mu + 1 = 2/(2 - p)$. □
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