MILP-based Imitation Learning for HVAC Control

Huy Truong Dinh, Student Member, IEEE, and Daehee Kim, Member, IEEE

Abstract—To optimize the operation of a HVAC system with advanced techniques such as artificial neural network, previous studies usually need forecast information in their method. However, the forecast information inevitably contains errors all the time, which degrade the performance of the HVAC operation. Hence, in this study, we propose MILP-based imitation learning method to control a HVAC system without using the forecast information in order to reduce energy cost and maintain thermal comfort at a given level. Our proposed controller is a deep neural network (DNN) trained by using data labeled by a MILP solver with historical data. After training, our controller is used to control the HVAC system with real-time data. For comparison, we also develop a second method named forecast-based MILP which control the HVAC system using the forecast information. The performance of the two methods is verified by using real outdoor temperatures and real day-ahead prices in Detroit city, Michigan, United States. Numerical results clearly show that the performance of the MILP-based imitation learning is better than that of the forecast-based MILP method in terms of hourly power consumption, daily energy cost, and thermal comfort. Moreover, the difference between results of the MILP-based imitation learning method and optimal results is almost negligible. These optimal results are achieved only by using the MILP solver at the end of a day when we have full information on the weather and prices for the day.
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I. INTRODUCTION

BUILDING sector is not only a major consumer of energy in the electricity market but also plays a key role in reducing of energy consumption in many countries. In the United States, the energy consumption of buildings accounts for 40% of the total energy and 70% of the total electricity [1]. In a building, the energy consumption of heating, ventilation, and air-conditioning (HVAC) systems accounts for 35% of the total energy consumption, and the rest is used for other electrical devices [2]. Therefore, the developments of new techniques to effectively control HVAC systems has always attracted much attention from researchers. Nowadays, with new advances in HVAC systems and new deep learning techniques, many intelligent HVAC control methods have become more feasible and effective.

The HVAC control methods are summarized in Fig. 1. Classical controllers are most commonly used in building energy systems due to their simplicity in design and implementation in practice. In classical methods, the HVAC control is based on logic such as “if-then-else” (rule-based controller). For example, upper and lower thresholds are used to turn on/off the HVAC system to guarantee operation within given bounds in the on/off controller. The proportional (P), integral (I), and derivative (D) controllers use a control loop and a feedback mechanism in their operations. In this mechanism, the controllers continuously calculate an error value as the difference between a setup value and a real value and apply a correction based on P, I, and D terms. Classical controllers have been used in many fields such as cooling and heating units [4], room temperature control [5],[6], and supply air pressure control [4],[7]. However, they have many disadvantages. A HVAC system controlled by an on/off controller exhibits a large deviation from the optimal value. Parameter auto-tuning in PID controllers is complicated, and the performance of the controllers decreases if the operating conditions differ from the tuning conditions [5]. Moreover, auto-tuning parameters cannot be applied to certain applications [8].

Another disadvantage of classical controllers is that they cannot predict future states of the system or take predictive information such as weather and prices into account. Thus, researchers focused on intelligent methods to build HVAC control. Smart controllers can be classified into three cat-
categories: hard control, soft control, and hybrid control [3]. For example, in hard control, optimal control methods build an optimization model and solve it by using evolutionary algorithms such as genetic algorithm (GA) [9], [10]. The objectives of the optimization model are generally minimization of energy consumption and maximization of user comfort. Model predictive control (MPC) is one of the most promising methods among hard control methods because of its capability to consider future disturbances and handle multiple constraints and objectives in controller formulation [11]. The main idea of MPC is to use a system model to predict the future evolution of the system under disturbances and constraints. At each time step, an optimization problem is solved for the current state and optimal command signals are applied only to operations in this time step. At the next time step, a new optimization problem is solved based on new measurements of the state. However, a serious problem with MPC is the excessive time needed to solve the optimization problem at each step.

To overcome this problem, artificial neural network (ANN) control is introduced as the most promising technique in soft control. To satisfy multiple objectives of users, the optimization problems of HVAC system are usually nonlinear problems, and they are very difficult and time consuming to solve. Hence, an ANN is trained and used to replace nonlinear functions in HVAC control, as in [12], [13]. However, the implementation of ANN-based control requires a large training dataset under a wide range of conditions, which may be unavailable for many systems. Moreover, the labels of training data cannot be guaranteed to be best results, thus the ANN’s output may not be good enough.

Hybrid controllers employ techniques that are a combination of hard and soft control techniques. These techniques usually include soft control techniques such as ANN at the higher levels and hard control techniques such as MPC controllers at the lower levels [1], [14]. Although hybrid control benefits from the advantages of both hard and soft control, it also suffers from the disadvantages of these techniques. For example, training an ANN needs a large of data and labels which sometimes are very difficult to collect.

Currently, reinforcement learning (RL) techniques have been proposed for the control of HVAC systems because of the remarkable success of new RL techniques such as deep Q-Network, deep deterministic policy gradient, and multi-actor-attention-critic [15], [16], [17]. The main idea of RL is that the controller uses a DNN to learn from past control actions, and it improves its performance gradually according to rewards. The RL method is generally a model-free method; however, it takes an unacceptably long time to learn and is difficult to implement in practice [18].

In this article, we propose a residential HVAC control method for a single zone to reduce energy cost while maintaining a comfortable indoor temperature. Our method is a hybrid control that combines MPC and neural network control. First, our optimization problem is solved by a mix-integer linear programming (MILP) solver with historical data. We then apply imitation learning by using these optimal MILP results to train our controller. After training, at each time slot of a day, this controller can mimic MILP behavior to control the HVAC system with current real-time data. This proposed method adjusts the optimal power input of the HVAC system for only one upcoming time slot by using current information on the weather at this time slot, rather than day-ahead scheduling HVAC system which is based on weather forecast information. We also develop a second method based on forecast information for comparison. To the best of our knowledge, this is the first study that addresses HVAC control using imitation learning. Our main contributions are as follows:

- We build a nonlinear mathematical model for satisfying both cost reduction and thermal comfort in a single zone equipped with a HVAC system as the residential heating system during a day. Our nonlinear model is also successfully transformed to a MILP model which can be easily solved and for which global optimal results are guaranteed.
- On the basis of these formulas, we propose two methods for controlling HVAC systems based on a MILP solver: MILP-based imitation learning and forecast-based MILP. In the first method, a DNN with two hidden layers successfully mimics the MILP solver to control the HVAC system effectively.
- We try to evaluate the two methods by performing extensive simulations with real data. Simulation results show that the performance of the MILP-based imitation learning method is better than that of the second method. Moreover, the hourly power inputs of an HVAC system controlled by MILP-based imitation learning are very similar to the optimal results, which can be calculated by the MILP solver only at the end of the day when we have full information on the outdoor temperature of that day.

The rest of this paper is organized as follows. Section II reviews the works related to our methods. In Section III, our problem is formulated. A detailed linear transformation and two proposed MILP-based methods are described in Section IV. In Section V, detailed simulations and numerical results are provided. Finally, Section VI outlines the conclusions and potential future works.

II. RELATED WORKS

Because our approaches combine DNN with a MILP solver, we review existing ANN studies and mathematical models for HVAC control in this section.

In [19], HVAC control in a typical commercial building is studied. Authors propose an MPC approach whose objectives are to minimize energy use while satisfying thermal comfort. Sequential quadratic programming (SQP) is applied to solve their nonlinear optimization problem. The computational time of SQP is less than one minute, faster than timescales of a HVAC system. However, the SQP algorithm cannot guarantee global optimal results for nonlinear optimization. Moreover, energy cost is not considered in their study.

Authors in [12] propose an ANN-based approach for multi-objective (MO) optimization of a residential building in presence of a HVAC system. Two objectives considered are thermal comfort and energy consumption, and MO evolutionary
algorithms (MOEAs) are used as the optimization engines. To overcome extremely the time-consuming problem of solving the MO optimization problem, an ANN is used and trained by an MO genetic algorithm (NSGA-II). After that, the ANN is implemented to enable fast evaluations. The simulation results show that the performance of the ANN is very good in energy consumption but generally underestimates in thermal comfort. Moreover, in theory, MOEAs cannot guarantee that global optimal results will be found, and thus the labels of the training ANN may not be good enough.

In [13] and [20], authors study a thermal comfort controller based on a random neural network (NN) in HVAC control. In their study, the predicted mean vote of Fanger model is adopted to evaluate the indoor thermal comfort. A hybrid particle swarm optimization (PSO)-SQP algorithm is used to train the random NN. The simulation results show that the ANN-based controller is computationally less expensive in run time and maintains indoor thermal comfort in a desired range. However, the price and energy cost are not considered in their study. Moreover, in theory, global optimal results cannot be guaranteed to be found in the PSO algorithm, and thus the labels of the training random NN may not be good enough.

In terms of the electricity price and energy cost, authors in [21] propose an ANN-based MPC method to control an HVAC system in a zone for the next 24 hours to minimize energy cost and ensure thermal comfort. Their objective functions are formulated as a mixed-integer nonlinear programming (MINLP) problem which is difficult to solve. Nonlinear autoregressive neural networks (NARNETs) are used to simplify MINLP and model the thermal behavior of the zone and the energy cost of a day. The simulation results show that their approach can reduce the energy cost by 14.25% compared with the base case and achieve a comfortable thermal range. However, the authors cannot guarantee global optimal results because a simplified MINLP was used.

In [22], authors propose a zone-level, heating set point scheduler for the next 24 hours. In their work, objectives are to minimize energy consumption in a day while maintaining thermal comfort within the multi-zone building. At each time step, an ANN is used to predict the indoor temperature and energy consumption at the next time step by using forecast information regarding the weather, occupancy, and temperature set points. A GA then uses the ANN as an evaluation engine to calculate the energy consumption over 24 hours to find the best heating set point schedules for each zone. With time-of-use tariff, their scheduler can shift the load and reduce the energy cost by 27% compared with the fixed schedule.

Similar to [22], in [23], authors propose two multi-zone HVAC schedulers for the next day based on forecast information such as outdoor temperature and solar radiation. In the first method, a NARNET-based ANN is used to simplify the optimization problem and estimate the zone temperature based on forecast information. Its output is used to calculate the optimal power inputs of the HVAC for 24 time slots of the next day based on a MILP solver. In the second method, a DNN is used to replace the MILP solver to reduce computation time. Simulation results show that their methods can keep the indoor temperature in a comfortable range and shift the load to reduce the energy cost in a day.

However, in previous studies, these schedulers used forecast information to control the HVAC system. Hence, these schedulers depend on the accuracy of the forecast information. Forecast information always contains errors, and these errors are larger in winter with bad weather [24]. These errors cause schedulers control the HVAC system incorrectly.

To avoid using unstable forecast information and to guarantee global optimal results in training the DNN, we propose MILP-based imitation learning for HVAC control. Our DNN is trained by global optimal results created by a MILP solver and our method controls the HVAC system at each hour in a day based on current real-time information.

III. PROBLEM FORMULATION

In this section, we build mathematical formulas of the HVAC model and our objective function during a day from 0 A.M. to 12 P.M. We divide a day into $T = 24$ time slots, and the duration of each time slot is $\Delta t = 1$ hours. In this study, a HVAC system with an inverter is considered. This enables us to adjust the input power of the HVAC system continuously to achieve the desired thermal comfort.

A. Energy cost of HVAC system

Suppose $p_t$ is the input power of the HVAC system during time slot $t$, then the energy cost of the HVAC system in a day, $C_{\text{day}}$, is calculated as follows:

$$C_{\text{day}} = \sum_{t=1}^{T} p_t \cdot \Delta t \cdot price_t = \sum_{t=1}^{T} p_t \cdot price_t \quad \forall t$$  \hspace{1cm} (1)$$

where $price_t$ is the price of the main grid at time slot $t$. We call $P_{\text{max}}$ the rating power of the HVAC system; thus, the input power $p_t$ must satisfy the following constraint.

$$0 \leq p_t \leq P_{\text{max}} \quad \forall t$$  \hspace{1cm} (2)$$

B. Thermal Comfort

In general, HVAC systems have two operational modes: heating mode and cooling mode. In this study, we primarily focus on heating mode in the winter as [26]. According to [16], [26], [27], [28], the indoor air temperature adjusted by the HVAC system in heating mode can be obtained as follows:

$$T_{\text{in}}^{t+1} = \varepsilon \cdot T_{\text{in}}^t + (1 - \varepsilon) \cdot \left( T_{\text{out}}^t + \frac{\eta \cdot p_t}{A} \right) \quad \forall t$$  \hspace{1cm} (3)$$

where $T_{\text{in}}^t$ and $T_{\text{out}}^t$ refer to the indoor temperature and outdoor temperature of home at time slot $t$. $p_t$ is the input power of the HVAC system at time slot $t$. $\varepsilon$, $\eta$, and $A$ are constants that describe the specification of the home environment and HVAC device. $\varepsilon$ is the system inertia, $\eta$ is the thermal conversion efficiency, and $A$ is the overall thermal conductivity.

There are many factors that affect thermal comfort inside a smart home such as air temperature, radiant temperature, humidity, and air speed. Thermal comfort also depends on
personal factors (e.g., clothing, personal activity, and physical condition). In this study, similar to [16, 28], the indoor air temperature is considered only as a representation of thermal comfort. The HVAC system is used to adjust the indoor temperature $T_{in}^t$ at time slot $t$ to satisfy the following comfortable thermal range.

$$T_{min} \leq T_{in}^t \leq T_{max} \text{ } \forall t$$

(4)

where $T_{min}$ and $T_{max}$ are the minimum and maximum temperatures of the comfortable range set up by residents. It is worth noting that the range of $T_{in}$ is $[0, P_{max}]$. When $T_{in}$ is higher than $T_{max}$, $p_t$ should be zero to prevent further temperature deviation.

To be able to measure the user’s thermal comfort at each time slot, we introduce a function of thermal discomfort, $TDC(t)$, which can be calculated as

$$TDC(t) = \begin{cases} T_{min} - T_{in}^t & T_{in}^t \leq T_{min} \\ 0 & T_{min} \leq T_{in}^t \leq T_{max} \\ T_{max} - T_{in}^t & T_{max} \leq T_{in}^t \\ \end{cases}$$

(5)

Fig 2 shows the distribution function $TDC(t)$ where thermal discomfort increases if $T_{in}^t$ is outside the comfortable range $[T_{min}, T_{max}]$.

C. Objective Function

The main objective of HVAC control is to not only reduce the energy cost but also maintain the indoor temperature in a comfortable range that provides thermal comfort. Therefore, our multi-objective (MO) function can be formulated as follows:

$$\min(MO) = \min \left( C_{day} + \alpha \cdot \sum_{t=1}^{T} TDC(t) \right)$$

$$= \min \left( \sum_{t=1}^{T} \left( p_t \cdot price_t + \alpha \cdot TDC(t) \right) \right)$$

s.t. (2) \text{ – (5)}

where $\alpha$ is a balance parameter for achieving the trade-off between the energy cost and thermal discomfort that is set by the residents.

IV. TWO MILP-BASED METHODS

Because of the definition of function $TDC(t)$ in (5), the above MO function is a nonlinear function and it is difficult to solve. Hence, in this section, we describe a way to convert our MO function to a linear function, and two HVAC control methods based on the mixed-integer linear programming (MILP) solver are proposed.

A. Linear Transformation

To transform our MO function to a linear function, function $TDC(t)$ is modeled by using binary linear variables and linear constraints. We introduce six new variables that are dependent on the $T_{in}^t$ variable at each time slot $t$ and define them as follows:

$$w_1[t] = \begin{cases} 1 & \text{if } T_{in}^t \leq T_{min} \text{ and } w_2[t] \neq 1 \text{ and } w_3[t] \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

(6)

$$x_1[t] = \begin{cases} T_{in}^t & \text{if } T_{in}^t \leq T_{min} \text{ and } x_2[t] \neq T_{in}^t \text{ and } x_3[t] \neq T_{in}^t \\ 0 & \text{otherwise} \end{cases}$$

(7)

$$w_2[t] = \begin{cases} 1 & \text{if } T_{min} \leq T_{in}^t \leq T_{max} \text{ and } w_1[t] \neq 1 \text{ and } w_3[t] \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

(8)

$$x_2[t] = \begin{cases} T_{in}^t & \text{if } T_{min} \leq T_{in}^t \leq T_{max} \text{ and } x_1[t] \neq T_{in}^t \text{ and } x_3[t] \neq T_{in}^t \\ 0 & \text{otherwise} \end{cases}$$

(9)

$$w_3[t] = \begin{cases} 1 & \text{if } T_{max} \leq T_{in}^t \text{ and } w_1[t] \neq 1 \text{ and } w_2[t] \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

(10)

$$x_3[t] = \begin{cases} T_{in}^t & \text{if } T_{max} \leq T_{in}^t \text{ and } x_1[t] \neq T_{in}^t \text{ and } x_2[t] \neq T_{in}^t \\ 0 & \text{otherwise} \end{cases}$$

(11)

where $w_1[t]$, $w_2[t]$, and $w_3[t]$ are binary variables and $x_1[t]$, $x_2[t]$, and $x_3[t]$ are float variables. Here are the constraints that are equivalent to the definitions of the six variables.

$$w_1[t] + w_2[t] + w_3[t] = 1$$

(12)

$$x_1[t] + x_2[t] + x_3[t] = T_{in}^t$$

(13)

$$\mu \cdot w_1[t] \leq x_1[t] \leq T_{min} \cdot w_1[t]$$

(14)

$$T_{min} \cdot w_2[t] \leq x_2[t] \leq T_{max} \cdot w_2[t]$$

(15)

$$T_{max} \cdot w_3[t] \leq x_3[t] \leq M \cdot w_3[t]$$

(16)

where $\mu$ and $M$ are a very small and a very large value that $T_{in}$ never reaches. For example, $\mu = -1000$ and $M = 1000$. Applying the definitions from (6) to (11), function $TDC(t)$ turns into

$$TDC(t) = T_{min} \cdot w_1[t] - x_1[t] + x_3[t] - T_{max} \cdot w_3[t].$$

(17)

Finally, we have a new MO function as follows.

$$\min(MO) = \min \left( \sum_{t=1}^{T} \left( p_t \cdot price_t + \alpha \cdot TDC(t) \right) \right)$$

$$= \min \left( \sum_{t=1}^{T} \left( p_t \cdot price_t + \alpha \cdot TDC(t) \right) \right)$$

(18)

s.t. (2) \text{ – (16)}
It is clear that our new MO function is a MILP problem. Many MILP solvers can be used to solve our function, and they give us the optimal power consumption the HVAC system should use at each hour in a day. However, the main requirement of using MILP solvers is that we have to know outdoor temperature $T_{\text{out}}$ at every time slot of that day. This means that MILP solvers are useful only at the end of that day which will be too late to control HVAC system. Hence, to overcome this problem and utilize powerful MILP solvers, we propose two methods in the following subsections.

### B. MILP-based Imitation Learning

The primary goal of imitation learning is to mimic expert behavior in a given task [29]. First, an agent is trained to learn a general policy by a human or by optimal actions that are already know for each situation in its environment. After training, this agent will use this policy to interact with its environment in the future.

In this method, the HVAC system will mimic the behaviors of a MILP solver. To help the HVAC system interact with the environment the same as MILP behavior in real time, a controller (an agent) is embedded in the HVAC system. This controller will be trained based on optimal actions of the MILP solver using historical outdoor temperatures in the past. After training, the controller applies its knowledge to control HVAC system with real-time data.

Fig. 3 shows the overall framework of our approach. In step 1 of Fig. 3, the historical outdoor temperature, $T_{\text{out}}$, and the historical prices, $\text{price}_{\text{his}}$, of 24 time slots of a historical day are input data for the MILP solver. The output of the MILP solver is the optimal input powers of HVAC system, $p^{HVAC}_{\text{MILP}}$, which should be set up at each time slot of that day to satisfy both objectives: energy cost reduction and thermal comfort. In addition, the MILP solver also gives us optimal indoor temperature, $T_{\text{in}}^{\text{MILP}}$, at every time slot of that day.

In step 2, all data created by the MILP solver are used for training the controller of the HVAC system. Our controller is a deep neural network (DNN) whose architecture is shown in Fig. 4. The input data for this DNN consist of four types of information: historical outdoor temperature, $T_{\text{his}}^{\text{out}}$, at time slot $t$; historical optimal indoor temperature, $T_{\text{MILP}}^{\text{in}}$, at time slot $t$, which is calculated by the MILP solver; historical price, $\text{price}_{\text{his}}$, at time slot $t$; and time slot $t$. The output of this DNN is the input power $p_{t}$ of the HVAC system during time slot $t$. This output is labeled by the optimal input powers, $p^{HVAC}_{\text{MILP}}$, at time slot $t$, which is calculated by the MILP solver in the previous step.

Finally, our trained controller mimics the MILP solver to control the HVAC system in real life, as shown in step 3 of Fig. 3. At each time slot in a day, $T_{\text{realtime}}^{\text{out}}, T_{\text{realtime}}^{\text{in}}, \text{price}_{\text{realtime}}, \text{time slot}$ are input data for our controller (DNN), and its output is the power consumption, $p^{HVAC}[t]$ that the HVAC system should use in this time slot. It is worth noting that, in this step, all input data of our controller are current real-time values of the prices and the environment.

The detailed algorithm of the MILP-based imitation learning method can be found in Algorithm 1.

### C. Forecast-based MILP method

The MILP solver always gives us optimal results (the power consumption at every time slot in a day). However, the main prerequisite of using the MILP solver is that we have to know...
Algorithm 1 MILP-based Imitation Learning method

1: Step 1: Create training dataset from historical days.
2: Input: number of historical days, \(hd\), historical outdoor temperature, \(T_{his}^{out}[hd][24]\), and historical day-ahead prices, \(price_{his}[hd][24]\)
3: Output: A dataset to train the DNN including: array \(\text{inputs}\) and array \(\text{labels}\)
4: \(\text{inputs} = []\)
5: \(\text{labels} = []\)
6: for \(i=1,2,...,hd\) do
7: \(\quad \) /* Finding optimal HVAC power inputs for a historical day by using a MILP solver*/
8: \(\quad \) Solve (18) with \(T_{his}^{out}[i][t], price_{his}[i][t] \rightarrow p_{MILP}[1 : 24]\) and \(T_{MILP}^{in}[1 : 24]\)
9: \(\quad \) for \(t=1,2,...,24\) do
10: \(\quad \quad \) \(\text{inputs}.\text{append}([T_{his}^{out}[i][t], T_{his}^{in}[i][t], price_{his}[i][t], t])\)
11: \(\quad \quad \) \(\text{labels}.\text{append}(p_{HVAC}^{MILP}[t])\)
12: \(\quad \) end for
13: end for
14: end for
15: end for
16: Step 2: Training a DNN, \(\theta\), with \(\text{inputs}\) and \(\text{labels}\).
17: Step 3: Using DNN, \(\theta\), in real time with environmental parameters: \(\epsilon, \eta, A\).
18: for \(t=1,2,...,24\) do
19: \(\quad \) measure outdoor temperature \(T_{realtime}^{out}[t]\)
20: \(\quad \) if \(t==1\) then
21: \(\quad \quad \) measure indoor temperature \(T_{realtime}^{in}[t]\)
22: \(\quad \) else
23: \(\quad \quad \) calculate indoor temperature \(T_{realtime}^{in}[t]\) as in [3]
24: end if
25: \(\quad \) \(p=\theta(T_{realtime}^{out}[t], T_{realtime}^{in}[t], price_{realtime}[t], t)\)
26: \(\quad \) \(p_{HVAC}[t] = p\)
27: \(\quad \) Control HVAC system based on power consumption \(p_{HVAC}[t]\) for 1h
28: end for

all the information of that day, and we usually do not have this information until the end of that day. We can overcome this problem by using forecast information that can be collected from some sources such as the National Weather Service (NWS) [30]. Fig. 5 shows the framework of this method.

Fig. 5. Framework of forecast-based MILP method.

As shown in Fig. 5, 24-hour-forecast outdoor temperatures and day-ahead prices are input data for the MILP solver. The output of this solver is the power consumption at each time slot of the next day which is used to control the HVAC system in that day. It is clear that the results of this method depend on accuracy of the forecast information. The accuracy of temperature forecasts depends on many factors such as the season, location and the weather. For example, forecast error is smallest in summer and largest in winter [24].

V. SIMULATIONS AND DISCUSSIONS

In this section, we evaluate the performance of our proposed methods. We first describe the simulation setup. Next, we compare our methods with the optimal results calculated at the end of day by the MILP solver using the real outdoor temperatures and the real day-ahead prices.

A. Simulation Setup

In this study, a HVAC system installed in a small home in Detroit city, Michigan, United States is used in the simulation. For simplicity, the heating mode of the HVAC system is considered. Main parameters of this system and the environment are shown in Table I. The DNN of our controller includes four layers, comprising one input layer with 4 neurons, two hidden layers with 100 neurons for each layer, and one output layer with 1 neuron.

| Parameters | Value |
|------------|-------|
| \(T_{min}\) | 66.2°F (19°C) |
| \(T_{max}\) | 75.2°F (24°C) |
| \(P_{max}\) | 15 kW |
| \(\epsilon\) | 0.7 [31] |
| \(\eta\) | 2.5 [19] |
| \(A\) | 0.14 kW/F [19] |
| DNN | 4 : 100 : 100 : 1 |
| Optimizer | Adam |

For training and testing our controller, the real outdoor temperatures of Detroit city from 2013 to 2016 are obtained from the Kaggle website [32], as shown in Fig. 6. Because we do not have day-ahead prices for these years, day-ahead prices from 2017 to 2020 obtained from Pecan Street database [4] for Michigan state are used as shown in Fig. 7. To be specific, the real outdoor temperatures from January 1, 2013, to December 31, 2015, and day-ahead prices from January 1, 2017, to December 31, 2019, are used to train our controller. Our controller is then run for each day from January 1, 2016, to March 31, 2016, with day-ahead prices from January 1, 2020, to March 31, 2020, to test its performance. During training and testing, we assume that at the beginning of a day, with no heating sources running, the indoor temperature at time slot 1 is equal to the outdoor temperature. It is noteworthy that in all the above years, summer data are removed because the outdoor temperature of Detroit city is usually higher than \(T_{min}\) in the summer season, and only the heating mode of the HVAC system is considered.

For comparison, we also require 24-hour-forecast outdoor temperatures of Detroit city from January 1, 2016, to March 31, 2016, and day-ahead prices from January 1, 2020, to March 31, 2020, as input data in forecast-based MILP method.

1https://www.pecanstreet.org
Fig. 6. Outdoor temperatures of Detroit city from 2013 to 2016.

Fig. 7. Day-ahead prices in Michigan state from 2017 to 2020.

However, we have only the real outdoor temperatures of Detroit city for that time. Some studies have shown that the forecast error of the day-ahead temperature follows certain statistic characteristics [33]. Hence, to re-create the forecast temperature of historical days, we add error $E_G$ to the real outdoor temperature at each time slot, as shown in (19) where $E_G$ is the Gaussian distribution (normal distribution) with a mean of $0.5^\circ F$ and a standard deviation of $6^\circ F$ [33], [34]. The real outdoor temperatures and forecast outdoor temperatures of Detroit city from January 1, 2016, to March 31, 2016, are shown in Fig. 8.

$$T_{out}^{\text{forecast}}[t] = T_{out}^{\text{real}}[t] + E_G \quad \forall t \quad (19)$$

B. The effects of parameter $\alpha$

Solving (18) using the MILP solver with historical days creates the dataset for training our controller. Table II shows the range of the indoor temperature and the total energy cost for historical days from January 1, 2013, to December 31, 2016, with different values of parameter $\alpha$ in (18).

| $\alpha$ | Range of indoor temperature ($^\circ C$) | Total energy cost (cents) |
|----------|----------------------------------|-------------------------|
| 1        | 9.7-27.7                         | 30341.9                 |
| 2        | 18.7-27.7                        | 30353.6                 |
| 3        | 18.9-27.7                        | 30353.7                 |
| 4        | 19-27.7                          | 30353.8                 |
| 5        | 19-27.7                          | 30353.8                 |

The effects of parameter $\alpha$.

Second, the performance of the two methods is compared based on the values of these metrics under three terms: the hourly power consumption, the daily energy cost and the range of indoor temperatures.

1) MAE and MAPE of hourly power consumption and daily energy cost: Figs. 9 and 10 show the MAE and MAPE of the hourly power consumption of the imitation learning method and the forecast-based MILP method with the hourly optimal power consumption created by the MILP solver at every hour of a day during the winter season of 2016 from January 1, 2016, to March 31, 2016. As depicted in these figures, on most of these days, the difference between the results of the imitation learning method and the optimal results is very small at each hour. The average MAE and MAPE of the hourly power consumption in the imitation learning method in the winter season are only approximately $0.02 kW$ and $1.7\%$, respectively. Meanwhile, the difference between the results of the forecast-based MILP method with optimal results is very large. The average MAE and MAPE of the hourly power consumption in the forecast-based MILP method increase to $0.3 kW$ and $18.9\%$, respectively. This is because the imitation learning method approximates the MILP solver very well, and the forecast error worsens the performance of the forecast-based MILP method.

C. Performance of two methods

First, the performance of the two methods in a day is compared with the optimal results calculated by using the MILP solver at the end of the day after we have all information about the outdoor temperature at every time slot under two metrics: mean absolute error (MAE) and mean absolute percentage error (MAPE) as shown in (20) and (21).

$$MAE = \frac{1}{N} \sum_{n=1}^{N} |V_{\text{method}}(n) - V_{\text{MILP}}(n)| \quad (20)$$

$$MAPE = \frac{100}{N} \sum_{n=1}^{N} \frac{|V_{\text{method}}(n) - V_{\text{MILP}}(n)|}{V_{\text{MILP}}(n)} \quad (21)$$

where $N$ is the number of samples, $V_{\text{method}}(n)$ denotes the value of our methods, and $V_{\text{MILP}}(n)$ refers to the value of the optimal results.

For this reason, the performance of the forecast-based MILP method is also worse than the imitation learning method in terms of the daily energy cost, as shown in Figs. 11 and 12.
The average MAE and MAPE of the daily energy cost in the forecast-based MILP method during the winter season are respectively approximately 3.8 cents and 3.9% whereas the average MAE and MAPE of the daily energy cost in the imitation learning method are only approximately 0.5 cents and 0.7%.

A significant disadvantage of the MAPE function is that it produces an infinite or an undefined large value when the \( V_{\text{MILP}}(n) \) in (21) is zero or close to zero. Hence, as shown in Figs. 10 and 12, the MAPEs of some days are very large, compared with those of other days. In these days, the hourly power consumption or daily energy cost is very small. Even though the MAPEs of these days are large, this does not affect the indoor temperatures.

2) Range of hourly indoor temperatures: One of the main purposes of the HVAC system is to guarantee that the indoor temperature is in a comfortable range from 19 °C to 24 °C. As shown in Fig. 13 during the winter season of 2016, the hourly indoor temperature set in the imitation learning method ranges from 18.8 °C to 20.6 °C, and its mean value is 19.1 °C. In the meanwhile, the hourly indoor temperature set in the forecast-based MILP method ranges from 10.3 °C to 28.8 °C, and its mean value is 18.7 °C, as shown in Fig. 14. It is clear that the range of indoor temperatures in the imitation learning method is very close to the comfortable range, whereas this range in the forecast-based MILP method is far from the comfortable range at both the upper and lower bounds. Because the mean values of both methods are similar and very close to 19 °C, we use the standard deviation to compare the performance of the two methods, as shown in (22).

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N} (T_i - \mu)^2}{N}}
\]  

(22)

where \( \mu \) is the mean value, \( N \) is the number of samples.
forecast-based MILP method is 2.91. These values show that the indoor temperatures in the forecast-based MILP method spread farther from the mean value than the in imitation learning method. As shown in Fig. 14, there are many hours at which the indoor temperature is very low or very high. The performance of the imitation learning method is better than that of the forecast-based MILP method for satisfying thermal comfort.

**Fig. 13.** Hourly indoor temperatures using the imitation learning method.

**Fig. 14.** Hourly indoor temperatures using forecast-based MILP method.

**TABLE III**

| Method                     | Deviation |
|----------------------------|-----------|
| Imitation learning method  | 0.23      |
| Forecast-based MILP method | 2.91      |

**VI. CONCLUSIONS AND FUTURE WORKS**

In this paper, we proposed two methods for controlling a HVAC system to provide thermal comfort and reduce the energy cost in a day. In the first method, a controller (DNN) is used as an imitator to mimic the optimal results of the MILP solver which uses historical data; its knowledge is then applied to current real-time data. In the second method, 24-hour-forecast temperatures are used as input data for the MILP solver, and the HVAC system is controlled based on the output data of the MILP solver.

Numerical results show that the performance of the imitation learning method is better than that of the forecast-based MILP method in terms of hourly power consumption, daily energy cost, and thermal comfort. These results also show that the imitation learning method produces results that are very similar to the optimal results, which we can obtain only from the MILP solver at the end of a day. The differences between these results are very small, only 0.02 kW and 1.7% for the average MAE and MAPE in terms of the hourly power consumption and 0.5 cents and 0.7% for the average MAE and MAPE in terms of the daily energy cost. Moreover, the range of indoor temperatures in the imitation learning method is very close to the comfortable range. These results prove that our controller successfully approximates a MILP solver.

However, it should be mentioned that our study still has some limitations in practice. First, we are interested in integrating many factors in building thermal comfort, such as humidity and solar radiation. Second, extending our imitation learning method for energy management is another way to improve our system. The future imitation learning method will include many DNNs, and each DNN will control an electronic device or a space (zones) in smart homes.

**REFERENCES**

[1] A. Afram, F. Janabi-Sharifi, A. S. Fung, and K. Raahemifar, “Artificial neural network (ann) based model predictive control (mpc) and optimization of hvac systems: A state of the art review and case study of a residential hvac system,” *Energy and Buildings*, vol. 141, pp. 96–113, 2017.

[2] A.-Y. Yoon, Y.-J. Kim, T. Zakula, and S.-I. Moon, “Retail electricity pricing via online-learning of data-driven demand response of hvac systems,” *Applied Energy*, vol. 265, p. 114771, 2020.

[3] A. Afram and F. Janabi-Sharifi, “Theory and applications of hvac control systems--a review of model predictive control (mpc),” *Building and Environment*, vol. 72, pp. 343–355, 2014.

[4] J. Jette, M. Zaheer-Uddin, and P. Fazio, “Pi-control of dual duct systems: manual tuning and control loop interaction,” *Energy conversion and management*, vol. 39, no. 14, pp. 1471–1482, 1998.

[5] Z. Jun and Z. Kanyu, “A particle swarm optimization approach for optimal design of pid controller for temperature control in hvac,” in *2011 Third International Conference on Measuring Technology and Mechatronics Automation*, vol. 1. IEEE, 2011, pp. 230–233.

[6] J. Bai, S. Wang, and X. Zhang, “Development of an adaptive smith predictor-based self-tuning pi controller for an hvac system in a test room,” *Energy and Buildings*, vol. 40, no. 12, pp. 2244–2252, 2008.

[7] A. Pal and R. Mudi, “Self-tuning fuzzy pi controller and its application to hvac systems,” *International journal of computational cognition*, vol. 6, no. 1, pp. 25–30, 2008.

[8] T. I. Salsbury, “A survey of control technologies in the building automation industry,” *IFAC Proceedings Volumes*, vol. 38, no. 1, pp. 90–100, 2005.

[9] M. Mossolly, K. Ghali, and N. Ghaddar, “Optimal control strategy for a multi-zone air conditioning system using a genetic algorithm,” *Energy*, vol. 34, no. 1, pp. 58–66, 2009.

[10] Y. Yan, J. Zhou, Y. Lin, W. Yang, P. Wang, and G. Zhang, “Adaptive optimal control model for building cooling and heating sources,” *Energy and Buildings*, vol. 40, no. 8, pp. 1394–1401, 2008.

[11] M. Killian and M. Kozeck, “Ten questions concerning model predictive control for energy efficient buildings,” *Building and Environment*, vol. 105, pp. 403–412, 2016.
[12] L. Magnier and F. Haghighat, “Multiobjective optimization of building design using trnsys simulations, genetic algorithm, and artificial neural network,” Building and Environment, vol. 45, no. 3, pp. 739–746, 2010.

[13] A. Javed, H. Larijani, A. Ahmadinia, R. Emmanuel, M. Mannion, and D. Gibson, “Design and implementation of a cloud enabled random neural network-based decentralized smart controller with intelligent sensor nodes for hvac.” IEEE Internet of Things Journal, vol. 4, no. 2, pp. 393–403, 2016.

[14] M. Gouda, S. Danaher, and C. Underwood, “Quasi-adaptive fuzzy heating control of solar buildings,” Building and Environment, vol. 45, no. 3, pp. 739–746, 2010.

[15] A. Javed, H. Larijani, A. Ahmadinia, R. Emmanuel, M. Mannion, and D. Gibson, “Design and implementation of a cloud enabled random neural network-based decentralized smart controller with intelligent sensor nodes for hvac,” IEEE Internet of Things Journal, vol. 4, no. 2, pp. 393–403, 2016.

[16] M. Gouda, S. Danaher, and C. Underwood, “Quasi-adaptive fuzzy heating control of solar buildings,” Building and Environment, vol. 45, no. 3, pp. 739–746, 2010.

[17] A. Javed, H. Larijani, A. Ahmadinia, R. Emmanuel, M. Mannion, and D. Gibson, “Design and implementation of a cloud enabled random neural network-based decentralized smart controller with intelligent sensor nodes for hvac,” IEEE Internet of Things Journal, vol. 4, no. 2, pp. 393–403, 2016.

[18] M. Gouda, S. Danaher, and C. Underwood, “Quasi-adaptive fuzzy heating control of solar buildings,” Building and Environment, vol. 45, no. 3, pp. 739–746, 2010.

[19] A. Javed, H. Larijani, A. Ahmadinia, R. Emmanuel, M. Mannion, and D. Gibson, “Design and implementation of a cloud enabled random neural network-based decentralized smart controller with intelligent sensor nodes for hvac,” IEEE Internet of Things Journal, vol. 4, no. 2, pp. 393–403, 2016.