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Abstract
This paper develops a model based on the concept of Positive Mathematical Programming (PMP) that is useful for ex-ante analyses of how policy measures affect commercial fisheries. PMP models are frequently used in agriculture, but rarely for analyzing fisheries. Fisheries often face a large set of constraints such as effort regulations and catch quotas of which some might be binding and others not. An econometric approach is developed for calibrating models with both binding and non-binding constraints. The interaction between seals and Swedish fisheries is used as an empirical application. Seal interaction is modeled as seals predating fish from passive gear (nets and hooks), which is primarily an issue for the coastal fishery. The model contains 24 fleet segments involved in 247 different fishing activities in 2012. The results show that if no further management action is taken, fisheries using passive gear will reduce their activities from about 46 000 days at sea per year to about 41 000 and reducing their economic performance from losses of about 2 million Euros to about 3.3 million. The impact from seals can be reduced by reducing the seal population or providing economic compensation.
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1 Introduction

A striking feature of fisheries management is the strong and often immediate interaction between fisheries policies and economic consequences. To meet the need for ex-ante information on the economic impact of fisheries management, policy-oriented bio-economic fisheries models have been developed. Such models integrate both biological and economic features in order to evaluate the impact of fisheries policies. Prellezo et al. (2012) and Nielsen et al. (2018) provide overviews of integrated ecological-economic fisheries models.
models (IEEFM) used for policy analyses. The overviews show a need for multiple models with different modeling features, such as multiple or single species, optimization or simulation models, static or dynamic models, etc. We develop a new model of the Swedish commercial fisheries based on concepts from agricultural models using Positive Mathematical Programming (PMP) and apply it to analyze the interaction between seals and fisheries.

The agricultural economic literature frequently discusses issues of model calibration, i.e. how constrained optimization models can be brought to replicate empirical observations. The dominating methodological framework is Positive Mathematical Programming (PMP), which aims to calibrate constrained mathematical programming models to observed behavior. The seminal paper by Howitt (1995) presented a calibration method that was technically easy to implement in existing models and therefore was quickly adopted by many modellers. That method was followed by variations that overcome certain limitations of the initial method (e.g. Röhm and Dabbert 2003), theoretical work on the properties of such calibrations such as the range of supply elasticities that can be reproduced (Mérel and Bucaram 2010) and attempts to apply econometric techniques such as Maximum Entropy (Heckelei and Wolff 2003) or Bayesian methods (Jansson and Heckelei 2011) to further strengthen the empirical content of such models. Models based on PMP are regularly used in applied analyses (c.f. the review by Heckelei et al. 2012) where they provide insights on how agricultural policies affect the sector. Fisheries models are almost absent from the literature on PMP and the review of fisheries models by Nielsen et al. (2018) does not mention calibration nor other methods to align model baselines with empirical data. An exception is the paper by Sweeney et al. (2017), who apply a PMP model for Hawai‘i’s longline fishery.

The calibration problem in PMP models becomes more complex the more inequality constraints there are in the model because the economic value of the constraint, which is a dual variable of the model, is typically not observed and must be set in concordance with variables such as catch and effort (days at sea). Fisheries policies are often rife with inequalities in the form of catch quotas and effort restrictions. Methodologically, our study contributes (i) to the literature on PMP by extending an econometrically based calibration method to the case with many potentially non-binding restrictions, and (ii) to the fisheries literature by showing how techniques adapted from agricultural economics can be used to align model baselines with empirical data.

The seal-fisheries interaction in Sweden used for the empirical application is a special case of a more general issue of interactions between fisheries and marine mammals. Due to successful conservation measures, many marine mammal populations are currently recovering at a global level (Magera et al. 2013) which will increase future interactions between mammals and fisheries. This includes e.g. bycatch of marine mammals (Read, Drinker, and Northridge 2006; Read 2008; Lent and Squires 2017), fish stock recovery (Cook and Trijoulet 2016; Costalago et al. 2019), and competition for resources (Hansson, et al.

---

1 Three such shortcomings were: (i) to give a reasonable behaviour to more than \( n-m \) activities of the \( n \) activities in a model with \( m \) constraints. For technical reasons, the original method gave different second-order properties for one activity per resource constraint in the model. (ii) to parameterize technical variants or alternative activities that could be used but not observed in the data set. (iii) to calibrate also the dual values of the constrained resources in a way that is consistent with the primal simulation model and the data.

2 E.g., Wickens (1995) finds that 36 of 45 pinniped species analyzed interacted with either fisheries or fish farms.
The economic consequences of interactions between commercial fisheries and marine mammals have previously been studied by e.g. Flaaten and Stollery (1996) who estimated that a 10% increase in the northeast Atlantic minke whale (Balaenoptera Acutorostrata) population reduce the gross profit of the Norwegian cod and herring fisheries by between 2.8 and 6.7%. Holma et al. (2014) found the net present value of profits in the Finnish salmon fishery to be approximately double in scenarios without seals, while Finnoff and Tschirhart (2003) estimate that the commercial harvest of prey species (pollock) had a significant role to play in the decline of the endangered Stellar sea lion in the northern Pacific.

The model developed in this paper is a short-term PMP model with detailed information on the fishery, but without dynamic components for investments/disinvestments in the fleet and the development of fish stocks or seal populations over time. It contains a high degree of details (24 fleet segments taking part in 247 fisheries and landing 44 different species) and provides result indicators (e.g. days at sea, economic indicators, landings, etc.) for each of these. This is important since many stakeholders will base their responses on how their specific fleet is affected in the short run and not the long-run effects when the ecosystem and fleets have had time to adjust to an equilibrium.

The paper is outlined as follows. In Sect. 3 we provide the specific setting of Swedish fisheries and seal management, which is necessary before turning to the empirical model. Section 4.2 contains the model and Sect. 5.3 the calibration approach. In Sect. 6 the data and calibration results are presented. Section 7.4 contains the seal management scenarios analyzed in the empirical application, and Sect. 7 the empirical results. The results are discussed in Sect. 8 and the empirical findings are summarized in Sect. 8.1.

2 Swedish Seal and Fisheries Management

The majority of interactions between Swedish fisheries and marine mammals are with the grey seal (Halichoerus grypus). This is a common species in the North Atlantic along both the European and American coastlines, where they interact with fisheries in a similar way as in Sweden (Wood et al. 2011; Cronin et al. 2014). The interactions with seals take three forms: competition for the resource, seals predating on catch from fishing gear, and parasite infections affecting the quality of the fish. In this paper, the economic effects of seals predating from fishing gear is analyzed. This causes catch to decline and costs to increase due to broken gear and working time spent on seal interactions. This is the economically most important direct interaction between fisheries and seals (Swedish Agency for Marine and Water Management, SwAM 2019; Swedish EPA 2020). Major efforts have been made to find seal-proof gear that is also efficient for catching the target species but such gear is still in the developing phase and not commercially available (Königson et al. 2015) with the exception of salmon traps (Hemmingsson, Fjälling, and Lunneryd 2008). Seals predating from fishing gear is primarily a problem for fisheries using gill-nets and hooks (Königson et al. 2007; Königson et al. 2009) thus affecting the coastal fishery. The coastal fishery is small in economic terms (Waldo and Blomquist 2020) but is viewed as important to maintain by both Swedish (SwAM and Swedish Board of Agriculture 2021) and European
fisheries management. The Baltic Sea grey seal population was at a critically low level (about 4000 individuals) in the 1970’s due to toxic substances in the ecosystem (SwAM 2019) but has increased rapidly since then; in 2013 the total population was estimated to be about 43,000 (Hansson et al. 2017, Supplement 1). The carrying capacity for seals in the Baltic Sea is not scientifically defined, but Harding and Härkönen (1999) estimate that in the beginning of the twentieth century the population of grey seals was about 88,000–100,000 individuals. Two more seal species interact with Swedish fisheries, although to a considerably smaller extent than the grey seal; The ringed seal (Phoca hispida) with about 10,000 individuals in the Baltic Sea and the harbor seal (Phoca vitulina) with about 15,000 individuals primarily in the Kattegat and Skagerrak (SwAM 2014). All seal species in Swedish waters are listed in the EU Habitats Directive (European Union, 1992) as species of community interest. The directive states that these species should be managed to obtain a favorable conservation status, implying the following: (1) the population shall be viable, (2) the natural range of the species should not be reduced or be likely to be reduced in the future, and (3) there will continue to be a sufficiently large habitat to maintain the population. In the national implementation of the Habitats Directive, Sweden works with a floor of 10,000 individuals for the grey seal population to be viable, which is based on regional recommendations by the Helsinki Commission (Helcom 2018). In the terminology of the EU Marine Strategy Framework Directive (European Union 2008a), this is an indicator of so-called Good Environmental Status (GES, used in the scenario definitions below) for seals. However, in the Swedish management plan for grey seals (SwAM 2019) societal values are defined more broadly than mere seal population status. It is explicitly stated that the net aggregate impact on human interests shall be neutral or positive. The current regulation allows hunting to remove individual seals specializing in eating from fishing gear (protective hunting), and hunting for reducing population levels (licensed hunting). A motivation for licensed hunting is to lower the interaction with fishing gear in general (Swedish EPA, 2020). However, the number of individuals allowed to remove is small (2000 seals 2020) which implies that the seal population is expected to grow towards carrying capacity, although at a slower growth rate than without hunting (note that no large-scale hunting is allowed in other Baltic Sea counties either). Swedish fishers are eligible for economic compensation for damage caused by seals. About 1.5 million euros of national funds (i.e., not EU funds) are distributed annually based on reported interactions between seals and fishing gear.

The Swedish fishing industry is diverse and contains fleet segments ranging from large-scale pelagic trawlers to small coastal vessels. Furthermore, the fishing grounds cover both the North Sea (primarily the Kattegat and Skagerrak) and the Baltic Sea, and both marine and estuarine areas. Major species are herring (Clupea harengus), sprat (Sprattus sprattus), mackerel (Scomber scombrus), cod (Gadus morhua), Norway lobster (Nephrops norvegicus), and northern shrimp (Pandalus borealis), but many small-scale fisheries are also dependent on freshwater species such as vendace (Coregonus albula), pike (Esox lucius), and perch (Perca fluviatilis), which are common in the Baltic Sea (Bergenius et al. 2018). Regulations in the studied period (2012) consisted of a combination of catch restrictions and effort restrictions. An effort restriction is a limit on the fishing activities and is defined as a combination of fishing time and engine power of the vessel: so-called “effort days.”

PCB and DDT was found to accumulate in adipose tissue and disturb immune system functions and fertility. Concentrations of those pollutants have gradually decreased in the Baltic Sea since their use has been prohibited or strongly reduced.
One day of fishing with a vessel with a 100 kWh engine is equivalent to two days with a vessel with a 50 kWh engine. This regulation was implemented in the North Sea for gear catching cod (EU, 2008b). Each member country had a limit on effort days for different fisheries. A typical case would be a limit on total national effort for Swedish vessels fishing for Norwegian lobster with non-selective trawls. In addition to the effort restrictions, total Swedish catches are not allowed to exceed the national quotas. The quotas are negotiated in the EU based on biological advice from the International Council for the Exploration of the Sea (ICES), and set on a yearly basis for each stock and country. Freshwater species caught in the Baltic Sea are not under quota regulations.

3 The Model

We develop a model that is static and short run, i.e. it has a fixed fleet of vessels and fixed stocks of fish. The model is a constrained optimization problem based on the notion of a fishery \( f \), which is a combination of a vessel from a fleet segment (a segment contains vessels of a specific type and size) with a particular gear in a particular geographical area. Each fishery has a fixed distribution of catch of available species \( s \) based on historical catches. An illustrative example of a fishery will be vessels that are 18–24 m long, bottom trawling in the Skagerrak, catching a mix of Norway lobster and cod. The same vessels can also be used for other fisheries, such as trawling for shrimp in the Skagerrak or cod in the Baltic Sea. Fishers are assumed to choose fishing effort \( x_f \) for each fishery \( f \) so as to maximize their profit, including subsidies (equation 1), limited by the existing fleet capacity and by catch quotas, season, and effort regulations. Vessels from a segment are limited to only use gear and areas that were observed for that segment in the data. In practice this implies that e.g. vessels built for passive gear cannot be used for trawling, even if trawling is more economically efficient.

Revenues from fishing stem from landed catch for each fishery and species \( s \) \( (L_{fs}) \) multiplied by the price \( p_{fs} \). The price for the same species might differ depending on the gear and area used in the fishery. The marginal costs of fishing activities are assumed to increase when fishing efforts increase, so that each additional day at sea is marginally more expensive than the previous one.\(^5\) Therefore, variable costs are included in the objective function (equation 1) as a non-linear function with two parameters: one defining a constant cost per fishing day \( (vca) \) and one defining how variable costs per day increase \( (vcb) \). The objective function also contains a constant per-day calibration term \( PMP_f \) per fishery that ensures that the observed fishing pattern is replicated by the model. Fixed costs \( (fc) \) per vessel are included in order to render the accounting complete, but they have no impact on behavior, since the number of vessels per segment is fixed. The objective function is mathematically expressed as

\[
\text{max} \sum_f p_{fs} L_{fs} + \sum_f subs_f x_f - \sum_f \left( vca_f x_f + \frac{1}{2} vcb_f x_f^2 \right) - \sum_{seg} fc_{seg} vessels_{seg} - \sum_f PMP_f x_f
\]

where \( x_f \) is the fishing effort in days per fishery \( f \), \( p_{fs} \) is the price for fish for each fishery \( f \) and species \( s \), \( L_{fs} \) is the landed catch for each fishery \( f \) and species \( s \), \( subs_f \) is the subsidy

\(^5\) E.g. the operation radius increases, or less-accessible fishing sites have to be used.
per day to fishery $f$, $vca_f$ is the constant part of the marginal variable cost, $vcb_f$ is the slope parameter of the marginal variable cost function, $vessels_{seg}$ is the number of vessels operating in each segment $seg$, $fc_{seg}$ is the fixed cost per vessel in each segment (impacting only profits), and $PMP_f$ is the term for calibration of constant cost (or revenue, if negative).

All catch has to be landed. The marginal catch is assumed to decline with increasing fishing effort following a Cobb–Douglas production function (c.f., Frost et al. 2013), as shown in Eq. (2). Decreasing marginal catch at a constant fish stock level occurs if the fisher chooses the best fishing spots and timings first.

$$L_{fs} = \delta_{fs} x_f^{\beta_f}$$

The (constant) fish stock factor is included in $\delta_{fs}$. Thus, $\delta_{fs}$ both represents the size of the catch per additional effort and its distribution across species. Therefore, $\delta_{fs}$ bears some relation to Catch Per Unit of Effort (CPUE) often used in the literature, but it is not fully equivalent, since our marginal catch is not constant over fishing effort.

Quotas are defined for sets of fishing areas, here called Quota Area ($qa$), and for sets of species called Quota Species ($qs$). Quotas are modelled by Eq. (3), where $Q$ is the Swedish quota. The construction with the indicator set ($I_{qs,qa,f,s}$) appears in several places, and hence we will explain it in detail at this first instance. The subscript $f,s : I_{qs,qa,f,s}$ reads as “$f$ and $s$ such that they belong to $qs$ and $qa$”: i.e., for each quota species and quota area, the equation sums up the total landed catch of the relevant species $s$ caught by the relevant fisheries $f(s)$ belongs to quota species $qs$ AND fishery $f$ is active in quota area $q(a)$. All quota areas and quota species match the species and quotas regulated in the CFP.

$$\sum_{f,s : I_{qs,qa,f,s}} L_{fs} \leq Q_{qs,qa}$$

Effort restrictions come in three types. For each segment, there is a maximum number of annual fishing days available ($maxEffSeg$), based on the number of vessels (4). Thus, if each vessel can operate for 250 days per year and there are ten vessels in a segment, total fishing effort for that segment is restricted to 2500 days. For each fishery, there is also a maximum number of days of fishing possible ($maxEffFishery$), based on factors such as season length and number of vessels participating in the fishery (5). Thus, the total effort in a fishery cannot exceed the number of vessels multiplied by the maximum days they can fish in that particular fishery. Similar to the previous equation, the notation $f : I_{seg,f}$ in the sum means “fisheries $f$ that belong with segment $seg$.”

$$\sum_{f : I_{seg,f}} x_f \leq vessels_{seg}maxEffSeg_{seg}$$

$$x_f \leq \sum_{seg : I_{seg,f}} vessels_{seg}maxEffFishery_{f}$$

In the effort regulation, there are various rules that apply to groups of fishing activities (sets of fisheries in our model) and sets of fishing areas. This is implemented in (6), where

---

6 A Cobb–Douglas function with variable fish stocks would be $L_{fs}={\alpha}_{fs}x_{s}^{\beta_s}x_{f}^{\beta_f}$, where $x_s$ is the fish stock for species $s$ and $\beta_s$ is the coefficient for the fish stock. However, with constant stock size, $x_s$ is left out of the equation.

7 Note that a fishery might have a short season or being closed part of the year due to regulations such as fishing moratoriums during spawning.

---
kw_f is the installed engine class in kilowatts, I_{eg,ea,f} is the indicator set defining (= 1) if fishery f belongs to effort group eg and is active in effort area ea, and maxEffortPerGroup is the upper bound defined in EU effort regulations.

\[ \sum_{f} I_{eg,ea,f} x_f k w_f \leq \text{maxEffortPerGroup}_{eg,ea} \]  

(6)

As mentioned in the introduction, seal interactions cause catches to fall and costs to increase. This is implemented in the model as follows. A decrease (increase) in seal abundance is implemented in the model as a proportional increase (decrease) in landed catch for fishing days with seal interaction modelled by the catchability parameter \( \delta_{f,i} \) in the Cobb–Douglas catch function.

\[ \delta_{f,i} = \delta^{cal}_{f,i} (1 + \text{SealDAS}_f * \text{Loss} * (-\text{PopChange})) \]  

(7)

In Eq. (7), \( \delta^{cal}_{f,i} \) is the original (calibrated) catch coefficient, SealDAS_f is the share of DAS with seal interaction for each fishery, Loss is the share of fish eaten from the gear on days with seal interaction and PopChange is the change in the seal population. As an illustrative example, seals might affect 10% of fishing days (SealDAS_f=0.1) and eat 50% of the total catch for those days (Loss=0.5). If the seal population decreases by 50% (PopChange = −0.5), then landed catch increases by 0.1*0.5*(-(-0.5))=2.5%. This procedure might cause negative catches in rare cases, but in such cases catches are set to zero. Remember that we only model seal interaction through seals predating from gear. Thus, the reduction in catch are not due to seals competing for the resource or fish with seal parasite infections.

The cost due to seals (e.g. broken gear) is assumed to change in proportion to the seal population. The cost of seal interactions per fishery in the baseline situation was adopted from Waldo et al. (2020a, b) who conducted a survey to Swedish fishers and calculated seal costs for relevant fisheries. A decrease in the seal population is assumed to decrease this cost proportionally, and this is implemented as a decrease of the constant part \( (vca_f) \) of the variable costs in (1). As an example, assume the constant part of the cost of a fishery is 1000 euros, and we know that 100 euros of this is due to seals. If the seal population decreases by 50%, vca_f will be reduced by 50 euros and thus correspond to 950 euros.

In the model the seals’ impacts on both revenues and costs are assumed to be proportional to the population size. Little is known from the literature on this topic, but fishers’ express that the increase in seal abundance makes it difficult to avoid them (Johansson and Waldo, 2020) which indicates that more seals implies more interaction.

4 Model Calibration

Since we assume that the observed data represent a model equilibrium, we want the model to reproduce the 2012 data on fishing effort for each fishery \( x_f \) when maximizing the objective function under the constraints (Eqs. 1–6). This requires calibration, i.e. we adjust model parameters to make it reproduce those observations “as good as possible”.

\[ \sum_{f} I_{eg,ea,f} x_f k w_f \leq \text{maxEffortPerGroup}_{eg,ea} \]  

(6)
4.1 Challenges to Calibration

Many IEEFM models have an optimization routine that maximizes profit or minimizes cost (Nielsen et al. 2018). This could be viewed as a normative approach, giving advice on the optimal allocation of effort, given production constraints in the form of available quotas, gear restrictions, etc. The optimal allocation of effort might differ substantially from observed effort. In contrast, we build a positive model aiming to reproduce the observed fishing, and this is one of two key objectives of the calibration.

The other objective of the calibration relates to how the model reacts to changes. Even if the model reproduces observed effort for each fishery, the reaction to a small change in parameters might be unrealistic: either no change or a large jump may result, in particular if the model is linear. In a linear model, marginal profits of any individual fishery do not change if the fishing effort changes. Therefore, the optimal solution essentially first increases the most profitable fishery until some resource constraint binds, then increases the second most profitable activity, and so on, until all resource constraints are exhausted. Less profitable fisheries will not take place at all. If the profitability of an activity is reduced e.g. due to changed policies, the activity level will stay at its bound if it is still more profitable than other activities, or if not it will be strongly reduced. This phenomenon is referred to as overspecialization. Some models, such as FISHRENT (Salz et al. 2011, p. 57) apply flexibility constraints to keep the rate of change within pre-established bounds. Other models, such as the agricultural sector model described in Jonasson and Apland (1997), introduce a larger number of activities with alternative technologies that have slightly different rates of returns. That approach makes the model respond in finer increments to external shocks, but does not fundamentally solve the overspecialization problem for a given activity. Calibration can adjust the way the model reacts without using additional constraints or activities.

Before describing our approach to model calibration, we provide a brief review of the calibration problem and approaches to its solution. Central to all calibration approaches is that they adjust marginal costs and/or revenues so that at some pre-defined activity level, the marginal profitability of all activities is equal. In order for this point to be optimal compared to small changes, the calibration methods also make marginal profits of each activity decrease when the activity increases, typically by introducing increasing marginal costs or decreasing marginal yields. If such a calibrated activity would increase beyond the calibration point, its marginal profitability would become less than that of activities competing for the same resources, and hence the increase could no longer be optimal, and similar for a decrease. The slope of the marginal cost or yield curve determines how strongly the activities react to changes in parameters such as prices.

After its first applications in the late 1980s (Bauer and Kasnakoglu 1990), Howitt (1995) introduced the PMP approach to a wider audience, providing a generic way to obtain models that perfectly calibrate to observed activity levels. The initial applications, and many later too, introduced increasing marginal costs to obtain calibration, but provided no theory as to why marginal costs would increase. Heckelei (2002) proposed various ways to motivate the increasing marginal cost from an economic-theoretical perspective, and his theories involving risk behavior, i.e. that agents avoid overspecialization because they

---

8 This intuitive explanation holds true if also the opportunity cost of the limiting resources is considered.
9 Again, considering also opportunity costs of resources.
are risk-averse, were later empirically implemented in Arata et al. (2017) and Basnet et al. (2021).

Apart from lacking a theory of why marginal costs increase, the standard PMP approach has other shortcomings. In the standard case, a single observation (a single base year) is available for defining two characteristics: the first and second derivatives of the objective function, typically the intercept and slope of a linear marginal cost function. Put differently: The condition that all activities must be equally profitable on the margin in the calibration point lets us define the marginal cost in that point, but not how the marginal cost changes if the activity level changes. Various parameter restrictions have been proposed as a remedy, effectively reducing the amount of information. The seminal paper by Howitt (1995) used an assumption about the relation of marginal to average costs, assuming that the observed cost was the average cost and then using the calibration condition to define the marginal cost, and Röhm and Dabbert (2003) introduced cross-activity restrictions to parameterize alternative but related activities jointly, even unobserved ones. Heckelei and Wolff (2003) introduced cross-sectional data, merging normative and positive methods in what Buysse et al. (2007) later termed “econometric programming models”. That paper also pointed out that the marginal cost cannot be defined independent of the dual values of the constraints, in their case land rents. Jansson and Heckelei (2011) using panel data to estimate second order properties (supply elasticities) were probably the first to use more observations than there are activities to calibrate. Another source of second-order information regularly used is exogenous supply elasticities, and Mérel and Bucaram (2010) develop conditions under which exact calibration to exogenous elasticities is possible for certain common models.

Turning to the fisheries literature, we found only one application of PMP. Sweeney et al. (2017) adapted and applied PMP for a model of individual fishing vessels in Hawaii catching three different species. In their model, catch is a function of inputs via a Constant Elasticity of Substitution (CES) production function. They simultaneously calibrate share parameters and scale of the CES function, an “unobserved value of catch” per vessel and target species, and the quota rent for each of three restrictions on catch, which are all assumed to be binding. The degrees-of-freedom problem\(^\text{10}\) that arises from more variables than calibrating equations being present is resolved by minimizing the sum across all vessels of squared differences between observed and model expenditures per target species, subject to first-order conditions and accounting constraints.

Data on landings and efforts rarely match quotas or restrictions exactly, and hence it is not always a-priori clear whether any given restriction is satisfied with equality and hence associated with a dual value, or if it is slack and thus with zero dual value. The possibility of many non-binding restrictions is rarely present in the modelling literature. Heckelei and Wolff (2003) model a single inequality that is unlikely to be zero. Sweeney et al. (2017) have several constraints, but assume a-priori that they are binding and associated with dual values. Complementary slackness conditions Eqs. (11)–(14) of the technical appendix) cause the optimality conditions defining possible optimal solutions to be non-convex: it becomes a mathematical program with equilibrium constraints (Facchinei et al.

\(^{10}\) The authors don’t mention any degrees of freedom problem. Technically, though, calibrating one activity variable requires adjusting just one parameter per activity, whereas the authors calibrate both a CES parameter and an “unobserved value of catch” parameter. The indeterminacy in how much each parameter should be adjusted is resolved by (indirectly) introducing additional information in the form of the requirement that the calibrated parameters imply minimization of the sum of squared deviations from a-priori given expenditures.
Jansson and Heckelei (2009) solve a calibration problem with many inequalities in a didactic-size spatial price equilibrium model of trade. We adapt that approach to a Bayesian setting and apply to our fisheries model.

4.2 Our approach to Calibration

Our model contains several unknown parameters to calibrate and uses observations with different units of measurement and errors. We assume that we have measurement errors on marginal costs, landings (determined by the marginal catch parameter ($\delta$)), the average engine power per segment, and the maximum number of days that fisheries under effort restrictions can go out in practice (days per vessel and year). To account for the situation that for some fisheries the regulated number of permitted fishing days may not be available due to factors such as weather conditions, we calibrate the number of fishing days available per season in each fishery. We also allow for an unobserved “optimization error” ($PMP_f$) that is something else than a measurable variable cost or marginal catch effect. Clearly, the calibration condition that the marginal profitability of all fisheries must be equal is not sufficient to define all the unknown parameters. We therefore introduce additional (prior) information that helps us define all the parameters while also calibrating the model.

In order to utilize prior information on the distributions of the various measurement errors and on the available fishing days, we develop a Bayesian calibration method. The intuition behind the Bayesian method is that we do have a certain space, say $\Omega$, of parameters (for the five parameters variable costs, marginal catches, engine power, available fishing days, and optimization errors), defined by the Karush–Kuhn–Tucker (KKT) conditions, where any parameter vector $\theta \in \Omega$ would perfectly calibrate the model. E.g. would a large PMP term and a small deviation from observed landings calibrate the model equally well as a small PMP term and a large deviation from observed landings. Our calibration procedure introduces a probability density function $h(\theta)$ and picks as the point estimate the parameter that calibrates the model and has the highest density value, i.e. we solve $\max h(\theta) : \theta \in \Omega$.

We maximize the joint probability density of the five vectors of parameters mentioned above from their prior densities, conditional on the observed data, and subject to the KKT conditions being satisfied. If the prior density is normally distributed this is equivalent to minimizing the weighted sum of squared deviations from the observations.

The prior distributions were assumed to be composed of the following independent distributions: the constant error term per FOC ($PMP_f$), the difference between observed and modelled variable costs, the difference between observed and modelled landed catch, the deviation of engine power per segment from the observed average are normally distributed with zero mean and variances as described in Appendix "7." section. The effectively available season for regulated fisheries is beta distributed between zero and the number of calendar days in the season, with the mode at the number of fishing days in the season. For all prior distributions except the optimization error, the standard deviations were set to a specific share of the prior modes as listed in Table 4. For the optimization errors, for which we have no observations but the indirect requirement to fit the FOC, variance was set to ten times that of the average variable costs. Allegedly, our assignments of prior distribution parameters is subjective as regards e.g. precisions (variances). Nevertheless, the Bayesian approach lets us introduce such out-of-sample information in a formal and explicit way.

The complementary slackness conditions make the set $\Omega$ non-convex, meaning that it is such that on a line connecting two feasible points (a) and (b) there are no other points that are also feasible. An example would be: if a fishery limited by a catch quota appears
to be highly profitable but does not fill the quota, the explanation can be that either (a) our costs are too low, the quota rent is in fact zero, or (b) the costs are correct, but there was a measurement error in landings and the fishery does in fact fill the quota, and the quota rent explains the high profitability. An intermediate solution where there is both a small quota rent (costs adjusted just a little) and a small adjustment in landings (quota not quite filled) is not permitted due to the complementary slackness conditions, because the quota rent can only exist if the quota is filled exactly. We must choose what to change: costs and quota rents or landings. We solve this by applying a sequence of smooth approximations: Initially, large violations, called complementarity gaps, of the complementary slackness conditions are permitted, making the problem convex but not representing an optimal solution of our fisheries model. By the example above, we initially permit solutions where there is both a quota rent and an under-filled catch quota, but at a small penalty. Then, in a sequence of solutions of the Bayesian calibration model, where each new solution uses the previous solution as start value, the complementarity gap is increasingly penalized in the objective function until the gap – and also the penalty – becomes zero. This procedure is described in the technical appendix "7." section.

5 Data, Calibration Results, and Approach for Sensitivity Analysis

5.1 Data

Our fleet data are from 2012 and were collected by the SwAM within the EU’s mandatory Data Collection Framework (DCF, Commission of the European Communities Decision 2010/93/EU). This contains the fishers’ logbooks, which report fishing effort, gear, area, landed catch, and days with seal interaction. Furthermore, the DCF requires countries to collect economic information such as variable and fixed costs used in the model implementation (STECF 2018). Fish prices are from official sales notes at first sales (European Commission 2009). Data on costs for seal damage to fishing gear were collected for 2013/14 in a survey of Swedish fishers conducted by Waldo et al. (2020a, b) and the population of seals is estimated for 2013 in Hansson et al. (2017). With data from multiple sources the years differ slightly. Since the seal data is from a year after the other data and the seal population is growing the costs might be slightly over-estimated. For comparison, the growth of the seal population is about 5% per year (SwAM, 2019).

Fleet data were aggregated to 247 different fisheries (combinations of vessel segment, gear, and fishing area) operated by 24 segments (see Table 5) that spent 68,086 days at sea and caught 44 species of fish. Aggregated this way, the data set contains 1,649 landed catches (combinations of fishery and landed species). The average landed quantity was about 81 tons per year, but the variation across fisheries and species is very large (standard deviation = 902), reflecting the fact that a few large pelagic trawlers account for a large share of the total catch.
5.2 Calibration Results

In order to evaluate how well our calibrated model fit observations, we computed three versions of the Root Mean Squared Deviation (RMSD\(^{11}\)), and the Pearson Coefficient of Correlation (PCC\(^{12}\)). These statistics are summarized in Table 1. RMSD is the square root of the average square of deviations between observations and fitted model values; a lower value is better. Since our model contains measurement errors—i.e. there are deviations permitted on several variables with different units, such as landed catch and variable costs—a plain RMSD does not say much about the relative fit. Therefore, we also computed the normalized RMSD (NRMSD), which is the RMSD divided by the mean of observations. For the FOC error there were no observations, so normalization was done with average marginal revenue instead.

NRMSD indicates that the season length (maxEffFishery) is very well fitted, and that the engine power follows the prior distribution exactly. Looking at the results for individual fisheries and segments, we note that season length is only binding in three out of 247 fisheries modelled, and that is for three fisheries catching vendace. Since vendace is caught during a limited season for its roe, it is plausible that the season length actually poses a limitation in this fishery.

The mean calibrated average variable costs (AVC) is lower than the prior (observed) mean, whereas calibrated landings are higher than observed mean, both suggesting that the profitability of the fisheries generally is too low for explaining observed fishing efforts. For AVC, the NRMSD is small (12% of mean), indicating that the calibrated values follow data closely. The high correlation is also confirmed by the high value of PCC: The maximum possible value is 1, and the lowest possible value is 0. We found values very close to 1\(^{13}\) (see bottom row of Table 1).

Table 1 Summary of estimates. Average variable costs (AVC) and FOC error in 1,000 euros per day, landed catch in 1,000 metric tons, maxEffFishery in days per vessel

|                | Landings | AVC    | maxEffFishery | Kwh/vessel | FOC error (PMP) |
|----------------|----------|--------|---------------|------------|-----------------|
| n              | 1649     | 247    | 247           | 24         | 24              |
| Mean of estimates | 83.403   | 17.778 | 242.749       | 295.231    | – 7.968         |
| Mean of observations | 80.849   | 18.575 | 242.885       | 295.231    | 0               |
| Standard dev. of estimates | 917.060  | 23.914 | 71.707        | 0          | 21.320          |
| Standard dev. of observations | 901.866  | 24.818 | 71.274        | 0          | 0               |
| RMSD           | 106.851  | 2.272  | 1.373         | 0          | 22.719          |
| NRMSD          | 1.322    | 0.122  | 0.006         | 0          | 1.143           |
| RMSWD          | 0.265    | 0.299  | 0.326         | 0          | 0.945           |
| PCC            | 0.993    | 0.997  | 0.999         | 1          | 0               |

\(RMSD\) Root Mean Squared Deviation; \(NRMSD\) Normalized Root Mean Squared Deviation; \(RMSWD\) Root Mean Squared Weighted Deviation; \(PCC\) Pearson Coefficient of Correlation

\(^{11}\) RMSD = \(\sqrt{\frac{\sum(x_i - \bar{x})^2}{n}}\), c.f. Mean Square Error [MSE] in Greene, 2003).

\(^{12}\) PCC = \(\frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum(x_i - \bar{x})^2 \sum(y_i - \bar{y})^2}}\)

\(^{13}\) A PCC close to 1 indicates that the fitted values follow observations closely. This could indicate that there are many parameters fitted relative to the amount of information entering in the form of observations or prior information, so that “almost any” behavior can be replicated: i.e., the model could be over-parameterized. More years of observations would probably give us lower PCC values, while also introducing further complexities such as dynamics and expectations.
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For landings, the NRMSD is above 1, suggesting that the average error is larger than sample mean. However, NRMSD does not take into account that landings consist of very large landings mixed with tiny ones, so that the absolute error in a large landing easily can be 10 or 100 times a small landing, even if it is small in relation to the relevant large landing. For the optimization error, i.e. the constant PMP term, which has a prior mean of zero, it is not possible to compute the RMSD statistics. In order to put the importance of the optimization errors in context, we compare each error term to the marginal revenues of the relevant fishery and compute the three RMSD statistics that way. The NRMSD of more than 1 means that it is on average larger than the marginal revenue, and its negative mean value suggests that additional revenues per fishery need to be introduced in order for our model to properly explain observed fishing patterns. This fits well with the observation that many fisheries, in particular smaller ones, appear to have very low or even negative profitability.

Since NRMSD does not take into account that some parameters are considered less accurate than others a priori, e.g. the error in a large landing such as herring from a pelagic trawler is arguably much more variable in absolute terms than that of a small landing such as the catch of pike or perch from a small scale coastal fishery. A larger prior standard deviation gives less weight in the estimation criterion, but that is not reflected in NRMSD. This can be taken into account if, when computing the RMSD, we consider a weighting \( \frac{1}{\sigma^2} \), where \( \sigma^2 \) is the prior variance. This statistic is similar to the Mean Squared Weighted Deviation analyzed by e.g. Wendt and Carl (1991). To make it comparable to our other statistics we take its square root (RMSWD). Intuitively, it weighs each deviation from the prior mode by the inverse prior variance, so that a large deviation is considered less severe if the prior variance is large and vice versa. Therefore, the RMSWD tells us something about how well the estimates follow the prior distribution and is also the metric that is minimized in the estimation for normally distributed variables (but not for beta-distributed ones). The results indicate that landed catch, variable costs are in fact equally well fitted. However, the average FOC error (PMP term) weighted this way is smaller than NRMSD but still high relative to its prior distribution (94.5% of the mean marginal revenue). This result reflects our assumption, introduced in the prior standard deviations, that the FOCs convey less reliable information than the observations of variable costs and therefore carry less weight in the calibration objective function.

5.3 Approach for Sensitivity Analysis

A sensitivity analysis is performed for three important parameters; the slope of the variable cost curve \((v_{cbf}\) in Eq. 1), the elasticity of the catch function \((\beta\) in Eq. 2), and the price of fish \((p_{f,s}\) in Eq. 1). These are key parameters in the model and represent both the cost and revenue components of the profit maximization problem in Eq. 1. In the sensitivity analysis each parameter can be either Medium (same as in main model), Low (-25%), or High (+25%). Each scenario is run for all possible combinations of Medium, Low, and High for the three parameters, corresponding to 27 separate model runs per scenario (see scenarios below). For each run the model is calibrated to represent the baseline scenario and then the other scenarios are re-simulated using the changed parameters. The results from the sensitivity analysis are presented as error bars in the diagrams in the result section.
Scenarios

Six different scenarios are used for illustrating how the model can be used for policy analysis. The scenarios are defined from existing seal and fisheries management objectives where seal populations are either at 2012 levels, at carrying capacity (expected future seal population at current management) or at GES (minimum population size in the implementation of the EU habitats directive), and where fishers are economically compensated for the seal presence at different levels. Note that the scenarios do not provide information about the total welfare effect of the policies since benefits outside fishing such as seal watching and nature conservation are not included in the model (Table 2).

The first scenario is the baseline scenario to which the model is calibrated and thus represents the 2012 seal population and fishing fleet. The seal population in this scenario is 43 000 individuals which is larger than the GES population of 10 000 but lower than the carrying capacity of 88 000—100 000. The second scenario is based on the 2012 Swedish management that allowed the seal population to grow towards carrying capacity. This is assumed to imply a doubling of the 2012 seal population (note that due to factors such as climate changes, it is not certain that the Baltic can carry the stock sizes found in Harding and Härkönen 1999). A larger seal population implies more seal predation of fish from the gear, and thus less fishing effort and lower profitability is expected. In the third scenario, the seal population is reduced to GES level of 10,000 seals, as discussed above. Thus, in this scenario the number of seals is reduced by 75% from the approximately 40,000 individuals in 2012. A smaller seal population implies less seal predation of fish from the gear and thus a larger fleet with higher profitability is expected.

In the baseline scenario, fishermen receive economic compensation for lost catch of 1.5 million euros. According to SwAM (2012), seal compensation was approximately half of estimated seal damages in the studied period. In scenario 4, economic compensation is

| Scenario | Description |
|----------|-------------|
| 1. Baseline—Current seal population | The seal populations are fixed at the current population status. Economic compensation is 1.5 million euros per year |
| 2. Seals at carrying capacity | Seal populations are assumed to reach carrying capacity. This is modelled as a 100% increase in the seal populations, which implies that seal costs and seal damage would increase by 100%. Economic compensation remains at baseline |
| 3. Minimum GES seal stock | Lethal methods to reduce seal populations by 75%. Seal costs and seal damage are reduced accordingly. Economic compensation remains at baseline |
| 4. Increase economic compensation | The seal population is fixed at its current population status. Economic compensation increases by 100% |
| 5. Seals at carrying capacity + Increased economic compensation | Seal populations increase 100%. Seal costs and damage increase 100%. Economic compensation increases by 100% |
| 6. Regional seal growth | Seal populations increase by 400% on the southern Swedish coast. Seal populations increase 50% in all other areas. Economic compensation remains at baseline |
increased by 100%, to 3 million euros. In scenario 5, the seal population is assumed to double, which implies carrying capacity, and economic compensation is assumed to double as well. Scenarios 2–5 have an implicit assumption that the seal population changes proportionally in all areas. Scenario 6 introduces a regional dimension into the analysis. Seal populations are assumed to grow more in the southern part of the analyzed area, which is less exploited by seals (Helcom 2018). In scenario 6 the seal population is expected to increase by 400% in this area15 and only by 50% in the rest of the areas. This is a rough estimation of changes in the population, but it reflects an important dimension: fisheries along the Swedish south coast are currently under strong pressure from increased seal interaction and seal-proof gear is not yet fully developed to prevent predation.

7 Results

The results are presented below aggregated over vessels using active/passive gear, different kinds of passive gear, regions and fleet segments. Each figure contains error bars showing the highest and lowest value from the sensitivity analysis.

7.1 Aggregate Results for Vessels Using Active and Passive Gear

In Fig. 1, the days at sea for each scenario are presented aggregated to vessels using passive gear (nets, hooks, and pots) and vessels using active gear (trawl). Although only passive gear is affected by seals, there are two reasons for including vessels using active gear in the analysis. The first is that some of the vessels have minor fisheries with passive gear that might be affected by seals. The second reason is that there might be interactions between vessels using passive and active gear through quotas. If fishing with passive gear decreases due to increased seal populations, there will be more quota available for other vessels that might increase their fishing. The magnitude of these effects is not known a priori to the empirical estimates. Figure 1 shows the days at sea for vessels using active and passive gear for each of the scenarios.

As is clear from the figure, vessels using active gear are very stable over the scenarios. Based on this, the rest of the presentation only considers vessels using passive gear, unless otherwise stated.

Scenario 1 (S1) is the reference scenario (baseline), showing the baseline number of days at sea. In scenario 2, where seal populations are allowed to grow to carrying capacity, effort is reduced by 4,922 days (11%). However, total catches are reduced by 26%.

---

14 According to current legislation, seal compensation is defined as a subsidy of minor significance which means that a total of about 30,000 euros per 3-year period is allowed (SFS 2008:437); i.e. 10,000 euros per year on average. Considering that the current fleet consists of over 700 small-scale vessels, a total seal subsidy of 3 million euros is within the legal limits.

15 This is based on the historical change in grey seal populations from 2002 to 2012 in two seal spotting sites in the southern Sweden (Utklippan and Måkläppen; SwAM, 2014). During this period the grey seal population in the entire Baltic Sea roughly doubled.
since species such as cod and herring that are caught in larger volumes are heavily affected by the changes. Two scenarios show a fishing effort higher than baseline. These are the scenarios with lower seal abundance (S3) and with the 2012 seal abundance but higher economic compensation (S4). Combining a high seal population at carrying capacity with corresponding increases in economic compensation (S5) will imply less fishing than in the reference scenario but more fishing than higher seal abundance without additional compensation (i.e., compared to S2). The regional scenario (S6) has the lowest fishing activity, which could be explained by seals primarily increasing in areas with large fisheries for species where no seal-proof gear has been developed and where the damage caused by additional seals thus is larger.

From the sensitivity analysis it is clear that the results for vessels using active gear are very stable. For the vessels using passive gear, some scenarios are more sensitive to changes in the parameters than others. Despite this, the results are robust in the sense that all scenarios that predict reduced days at sea compared to the baseline (S1) also do so in all model runs in the sensitivity analysis. Also, all scenarios that predict an increase in days at sea compared to S1 also do so in all model runs in the sensitivity analysis.

Turning to the economic performance of vessels using passive gear, Fig. 2 shows that profitability in the sector is negative. Negative profitability in small-scale fisheries is not unusual in Europe (STECF 2018). In the baseline, the loss is approximately 2 million Euro. In scenario S2 the loss is 3.3 million Euro, a decrease in profitability of over 60% compared to the baseline scenario. A decrease in the seal population (S3) would significantly reduce the losses in the sector. These results indicate the high impact that seals have on the sector. Increasing subsidies in S4 increases profitability by about 0.9 million euros per year, which is less than the 1.5 million euros subsidy increase. An increased subsidy combined with increased seal populations (S5) results in an overall lower profitability in the sector. Thus, adding compensation in proportion to the change in seal abundance does not fully compensate for losses due to increased seal interaction. Economic losses are greatest in scenario S6, which again reflects the high impacts seals have along the southern Swedish coast compared to other areas.
7.2 Results by Gear

Gear usage for each of the scenarios is shown in Fig. 3. In the figure, effort in fisheries using passive gear—nets, longlines, pots, and traps—is aggregated to two groups: nets and longlines, and pots and traps. The reason for this is that fish are more protected in pots and traps than in the other gear and could thus be expected to be less affected by seal predation.

As expected, Fig. 3 shows that nets and longlines are more affected by seal policies than pots and traps. However, pots and traps are also affected to some extent. Salmon (*Salmo salar*) and eel (*Anguilla anguilla*) are attractive prey, and seals are able to break some of the traps, while pots for Norway lobster are less affected, since seals do not prefer to prey on shellfish. The result in scenario 6 is sensitive to changes in model parameters and in the worst case prediction the days at sea for net and hooks are reduced with more than 60 percent.

7.3 Results by Region

A regional analysis shows major differences between the two fishing regions in Sweden: the Baltic Sea and the North Sea. Since regional fisheries include both active and passive gear, both are included in Fig. 4.

From the figure it is clear that it is the Baltic Sea fisheries that are affected by seal policies. North Sea fisheries are more or less unaffected, which is due both to a history of using active gear that does not interact with seals and its large fishery for Norwegian lobster, which is also largely unaffected by seals for the reason mentioned above.

7.4 Results by Segment

In this section the results are presented at the segment level for vessels using passive gear. The fleet segments used in the model (Table 5) are aggregated to four segment types for presentation purposes: vessels below 12 m (PAS < 12), vessels above 12 m (PAS > 12), vessels targeting Norwegian lobster (PAS_NorwLobst), and vessels targeting salmon and vendace (PAS_SAL_VEND). The latter are typically located in the northernmost part of the Baltic Sea. Figure 5 shows days at sea for each segment.
An initial observation is that the segment targeting Norwegian lobster is more or less unaffected by seal management. The segment most affected is passive vessels over 12 m (PAS > 12), where about one-third of the fishery would not take place if seals were at carrying capacity (S2). A major part in this segment is cod fisheries in the Baltic Sea using gill nets and longlines. This is one of the fisheries that have most interactions with seals. The results for PAS > 12 are, however, sensitive to the model parameters and is considered less certain than most of the other results in the analysis. Vessels targeting salmon and vendace show surprising results, since they increase effort in scenarios where the other segments reduce their, and vice versa. This segment is active in a part of the Baltic Sea where seals have been present for decades. Thus, they are better equipped for coping in an ecosystem with high seal abundance. In the model, they have smaller costs for seal interactions. Therefore, when the other segments reduce their effort due to seals, they can benefit from additional quotas (the shadow price for quota is reduced).
The economic performance per fleet segment is presented in Table 3. As is clear from the table, negative profitability stems from the segment with the smallest vessels (< 12 m). This is the largest segment when measured in terms of number of vessels. Many of these are operated by part-time fishers and fishers that also receive retirement income. Thus, the low profitability might be a symptom of fishers that operate their vessels not entirely for commercial purposes. The other fleet segments have positive profits, and in most cases this is true for all seal scenarios.

8 Discussion

In this study we develop a new model of commercial fisheries with multiple restrictions (quotas, effort) that are not all binding. The model is calibrated to observed data with methods inspired by agricultural PMP models. In contrast with previous approaches, the novel calibration method determines which quotas and effort restrictions are binding in the baseline. The model fits into the framework of integrated ecological-economic fisheries models (IEEFM) for policy purposes outlined in Nielsen et al. (2018). Most IEEFM focus on a single sea area, where both fisheries and stock development are modelled over time (dynamic modeling). Our approach differs from this by focusing on a multitude of choices of gear, areas, and target species available to the fleet in a given time period. Fishers make economic decisions based on the fleet structure and fishing opportunities in different areas, and thus a natural starting point for an economic analysis is the fleet and not a specific area that could contain vessels from fleets fishing part time in the area and part time in other areas.

The empirical application shows a negative impact of seals on fisheries using passive gear, while the fisheries using active gear (trawls) are more or less unaffected. This is primarily due to seals not interacting with trawls, but there is also an interesting lack of secondary effects on the trawlers. With less fishing taking place by passive gear, quotas is expected to be available for other fisheries. However, many of the fish species eaten by seals (e.g. perch, pikeperch, eel) are not caught by trawlers and will thus not affect their fishery. Other species, such as cod, are targeted by both passive and active gear. However,
the cod quota is not fully utilized even in the reference scenario and thus not a binding constraint for the trawlers; additional quota will not increase fishing. On the Swedish west coast, cod is often caught together with sole in multi-species fisheries. The sole quota is binding in the model and thus restricts the cod fishery in the area. In the scenarios, the fishers using passive gear do not reduce sole catches and the quota available for trawling will therefore not increase. Thus, the limited secondary effects can be explained by several specific circumstances concerning which species seals affect and the role of the quotas for these species.

Focus in the model is on short-term effects on the fishing industry. This provides information on how a fixed fleet is affected by policy changes, but does not estimate an optimal fleet size or how a policy will change the fleet composition. Some policies, e.g. Individual Transferable Quotas (ITQs), might cause rapid changes in the fleet structure (Brinson and Thunberg 2016) but for many other policy measures a high job satisfaction of local fishers might keep them from exiting the sector despite unfavorable economic conditions (Pollnac et al. 2015). Thus, focus on a fixed fleet might not reflect the expected development for some policy changes but do so for others. The application to the seal-fishery interaction primarily concerns coastal fishers with low profitability but a strong cultural link to the profession, which is likely to reduce the willingness to exit the industry.

The static nature of the model implies that no dynamic interactions (e.g. between fishing effort and stock development) are modelled. This includes the interaction between seals and commercial fish species. Seals prey on important commercial species such as cod and herring (Nilssen et al 2019; Hansson et al. 2017) which implies a competition for fish in addition to the modelled interaction with seals eating directly from the gear. The competition for fish also affects gear such as trawls that are not primarily targeted by feeding seals. Thus, not including this effect in the model will underestimate the total effect of seals on the fishery. The size of this effect depends on the seals’ diet and the abundance of seals. Costalago et al. (2019) find in an ecosystem model that cod biomass in the Baltic Sea (at a fishing mortality of $F_{\text{cod}}=1$) is 6% lower with seals at carrying capacity compared to an ecosystem without seals. Cod is one of several commercial species and of course seals will also affect other stocks depending on their dietary choices. E.g. do Costalago et al. (2019) base their study on a larger share of herring in the diet than found in Nilssen et al. (2019).

An additional factor not included in the model is parasite infections (cod worm (Pseudoterranova decipiens) and liver worm (Contracaecum osculatum)) caused by seals (Eero et al. 2015). Parasites have two effects on the fishery; the first is lower general conditions of the cod which reduces the nutrition status of the fish (Sokolova et al. 2018) which in turn might have negative effects on stock development. The second effect is the risk of consumers finding parasites in fish filets. Removing parasites is costly and fishers might not find all parasites which reduces the attractiveness of the fish on the market. If parasite infections were included in the model, the expected result would be a larger impact on the

### Table 3  Profit (thousands of euros) by fleet segment

|       | S1   | S2   | S3   | S4   | S5   | S6   |
|-------|------|------|------|------|------|------|
| PAS < 12 | − 3 644 | − 4 441 | − 2 773 | − 3 068 | − 3 969 | − 4 587 |
| PAS > 12 | 789  | 616  | 969  | 940  | 721  | 525  |
| PAS_NorwLobst | 458  | 409  | 503  | 482  | 447  | 415  |
| PAS_SAL_VEND | 327  | 100  | 405  | 463  | 308  | − 11  |
fishing industry compared to the presented model results. Thus, with both competition for fish resources and parasite infections having a negative impact on the industry, it is clear that the model results will underestimate the aggregate impact of seals.

Reducing the seal population will benefit the fishing industry, but will also come with a cost for society. A reduction of the seal population from over 40,000 seals to for example the minimum biological limit of 10,000 is a major commitment that will be costly in economic terms and at the same time highly controversial (Jackman et al. 2018). However, support for population control can be found in Swedish fishing communities (Waldo et al. 2020a, b) and the first attempts to allow hunting for population control has been adopted in Swedish seal management (Swedish EPA 2020). On the other hand, viable seal populations do not only imply costs but also provide a value to society. This includes existence values, the value of being able to watch seals in their natural environment, and possible values of recreational hunting. These are important pieces of information necessary for evaluating the total costs and benefits of different seal management options that are not included in the analysis. Seal watching is currently not a major tourist attraction in the region, but might grow in the future (see e.g. Bosetti and Pearce 2003; Boncoeur et al. 2002; Ryan et al. 2018). Recreational hunting for large mammals is valuable, but seal hunting is both difficult and controversial (Nunny et al. 2018) which might reduce the value.

Since the small-scale fishing fleet is a minor contributor to GDP, the consequences of seal-fisheries interactions are small if only viewed as the economic performance. However, fisheries management has a clear objective to keep the small-scale fleet active to protect cultural values and local landings. The reduced profitability as estimated by the model might thus be viewed a smaller issue than reduced effort which might reduce activity in traditional fishing communities. But the economic performance indicators are still important since they provide information not only on society’s costs for seals, but also for the economic resilience of the fishing fleet. Attracting new generations of fishers will depend on the economic prospects, and existing fishers might leave if the economic return becomes too low.

8.1 Summary of Empirical Results and Future Research

The results show that seal populations at carrying capacity cause efforts in Swedish small-scale fisheries to decline by 11–21% (scenarios 2 and 6) and profits to be reduced by about 1.3 million euros from an already unprofitable level of —2 million euros. Two million euros could be considered a minor economic impact compared to the size of the entire Swedish fishing sector with yearly landings of about 100 million euros. However, the culturally important costal fleet is already today economically vulnerable and has been declining for decades leaving many traditional fishing communities with few fishers left (Waldo and Blomquist 2020). More research is needed to fill the knowledge gaps of benefits from e.g. seal watching and recreational seal hunting. This information is necessary for a full understanding of the costs and benefits of different management options for the seal-fishery interaction in the region. From a modelling perspective the calibration approach used can be further developed. E.g. using several years of data for the calibration would add information on how the fishing sector react to exogeneous shocks and prior information on existing quota prices could improve the calibration of quota rents.
Appendix A. Estimation

The model is calibrated to the observed situation in 2012 (see Sect. 6). Calibration implies that we assume that the observed situation is an equilibrium that we want the model to reproduce. If the model is solved using the given data together with behavioral parameters (such as catch elasticities) from the literature, it is unlikely to reproduce the observed fishing pattern due to measurement errors and because the model is simplified compared to reality. In order to calibrate fishing effort, it is necessary to calibrate one term per first-order condition. Since we believe that the data are subject to measurement errors, we prefer adjusting several parameters simultaneously in order to make better use of the various data sources. Jansson and Heckelei (2009) show, for a similar calibration of a spatial trade model, that an estimator allowing several parameters to change rather than calibrating the model by adjusting a single residual term is more efficient, albeit biased.

According to the terminology introduced by Buysse et al. (2007), our approach to calibration is that of Econometric Mathematical Programming, combining econometrics and mathematical programming. It resembles the method applied by Sweeney et al. (2017), but with simultaneous consideration of the fact that quotas and restrictions may or may not be binding. The calibration procedure is based on the necessary conditions for an optimal solution to the simulation model. This means that we form the Lagrangean function for the primary model given by the Eqs. 1–6 and derive the Karush–Kuhn–Tucker (KKT) conditions, consisting of first-order conditions (FOC) and complementary slackness conditions (CSC). Exact calibration is obtained if the KKT conditions are satisfied. The second order conditions are assumed to be satisfied due to the functional forms chosen and restrictions of certain signs.\footnote{The model has monotonously increasing marginal costs and decreasing catch, making the objective function concave. However, this is not sufficient, since the catch quota restriction is nonlinear in fishery effort. Simulation tests indicate that our model is well behaved around the calibration point.}

Eq. 8 shows the full Lagrange function.

Lagrange function

\[
\mathcal{L} = \sum_{f,s} (p_f L_f) + \sum_f \text{subs}_f x_f - \sum_f \left( vca_f x_f + \frac{1}{2} vcb_f x_f^2 \right)
- \sum_{seg} f_{seg} \text{vessels}_{seg} - \sum_f PMP_f x_f - \sum_{f,s} \text{landing}_f \left( L_f - \delta_f \beta_f^f \right)
- \sum_{seg} \text{effRestrSeg}_f \left( \sum_{f,s} x_f - \text{vessels}_{seg} \maxEffSeg_{seg} \right) \sum_f \text{effRestrFishery}_f \left[ x_f - \sum_{seg} \text{vessels}_{seg} \maxEffFishery_{seg} \right]
- \sum_{qg,qa} \text{quota}_{qg,qa} \left( \sum_{f,s} L_f - Q_{qg,qa} \right) - \sum_{eg,ea} \maxEffReg_{feg,ea} \sum_{f} \text{kw}_{feg,ea} \left[ x_f - \maxEffPerGroup_{eg,ea} \right] + \sum_f \pi_f x_f
\]

The first-order conditions (FOC) are as follows:

FOC with respect to effort \(x_f\)

\[
\text{subs}_f - vca_f - vcb_f x_f - PMP_f + \sum_s \lambda^{\text{landing}}_f \delta_f \beta_f^{f-1} - \sum_{seg} \lambda^{\maxEffSeg}_f - \lambda^{\text{effRestrFishery}}_f - \sum_{eg,ea} \lambda^{\maxEffReg}_{feg,ea} + \pi_f = 0 \quad \forall f
\]
This condition states (if the positive terms are taken first) that the marginal value of additional landed catch, plus subsidies, must equal the marginal cost plus the PMP term plus the shadow costs of quotas, season length, and effort restrictions. The various lambdas are the Lagrange multipliers associated with each restriction, while the \( \pi_f \) is the Lagrange multiplier associated with the condition that for each fishery, effort \( E_f \) has to be non-negative.\(^{17}\)

FOC with respect to landed catch \( L_{fs} \)

\[
p_{fs} \lambda_{fs}^{\text{landing}} - \sum_{qs,qa} \lambda_{qs,qa}^{\text{quota}} = 0
\]

(10)

\( \lambda_{fs}^{\text{landing}} \) is the marginal value of catch, and \( \lambda_{qs,qa}^{\text{quota}} \) is the quota rent or cost associated with binding landed catch quotas.

The CSC generally take the form \( g(z) \lambda = \delta \), where the function \( g(z) \) is the relevant inequality constraint, \( \lambda \) is the associated Lagrange multiplier, and \( \delta \) is the complementarity gap, which is zero when the complementarity is satisfied and is otherwise something non-negative. The solution method described below implies penalizing the complementarity gaps until they become zero.

CSC for fleet capacity

\[
\left[ \text{vessels}_{seg} \maxEffSeg_{seg} - \sum_{f} \text{vessels}_{f} x_f \right] \lambda_{seg}^{\maxEffSeg} \leq \delta_{seg}^{\maxEffSeg}
\]

(11)

CSC for restriction per fishery

\[
\sum_{seg} \text{vessels}_{seg} \maxEffFishery_{seg} - x_f \leq \delta_{f}^{\effRestrFishery}
\]

(12)

CSC for effort regulation

\[
\left[ \maxEffPerGroup_{eg,ea} - \sum_{f} \text{vessels}_{f} x_f \right] \lambda_{eg,ea}^{\maxEffReg} \leq \delta_{eg,ea}^{\maxEffReg}
\]

(13)

CSC for landing quotas

\[
Q_{qs,qa} - \sum_{f,s,t} L_{fs} \lambda_{qs,qa}^{\text{quota}} \leq \delta_{qs,qa}^{\text{quota}} \forall qs, qa
\]

(14)

The model thus contains four groups of inequality constraints (three types of effort restrictions plus the landing quotas), where we cannot always say a priori if they should be binding—and hence have a dual value present in the first-order conditions—or if they are slack. The presence of the CSC makes the calibration problem more difficult to solve, as it becomes a mathematical program with equilibrium constraints (MPEC) (Facchinei et al. 1999). The solution developed here is based on stepwise smooth approximations with a penalty function proposed by Ferris, Dirkse, and Meeraus (2002).

We assumed that observations of variable costs and catches might contain errors, but that the errors in observations of fishing effort and number of vessels can be neglected (due

---

\(^{17}\) In the calibration, we only consider fisheries with non-zero effort, and hence \( \pi_f \) is omitted from this point on.
The parameter $maxEffFishery_f$ limits the number of days a vessel can be active in a fishery (e.g. due to season length), but the existing data on this are imprecise. Furthermore, the parameter $PMP_f$, is considered to be an additive error term, insofar as FOC cannot be observed but has to be estimated. We want to make changes that are “as small as possible,” and in order to define what is small for variables and parameters measured in different units, we cast the calibration problem in terms of a Bayesian estimation problem. This allows us to convert all adjustments into probability density values. We use the variables and parameters that maximize the joint probability density as our estimates: i.e., the combination of values that are “most likely” as measured against a priori density functions while satisfying the FOC.

In general, we assumed all error terms and parameters to be normally distributed. For the season-length parameter $maxEffFishery_f$ there is arguably a firm lower bound (zero) and an upper bound (365 days at most), and thus a beta-density is more appropriate. Standard deviations for the a priori distributions cannot be obtained from available empirical sources, and we therefore had to use assumptions as reported in Table 4. This means that the estimator may, for instance, reduce season length for a fishery so it becomes binding and a dual value appears in the first-order condition, if this helps explain observed fishing effort better than adjustments in costs or the PMP term.

The stepwise smooth approximations mean that the estimation criterion function is augmented with a penalty function that penalizes the existence of complementarity gaps in the solution. The weight of the penalty function is initially very small, but iteratively increases until all complementarity gaps disappear. The estimation criterion function including the penalty function is given by Eq. 15.

The estimation criterion, to maximize, is derived from the logarithm of the product of all the prior density functions. The first four terms relate to normally distributed priors, where parameters are given in Table 4 and the weights are computed as $\frac{1}{2\sigma^2}$ where $\sigma$ is the standard deviation. The fifth term is the logarithm of the beta density function for $maxEffFishery$ after scaling it so that it falls into the interval (0,1). A $\bar{\text{bar}}$ symbol indicates the prior mean, typically equal to the observed value.

**Estimation criterion function**

$$\max \quad -\sum_f \text{weightAC}_f \left( vca_f + \frac{vcb_f}{2} - \overline{AVC}_f \right)^2$$

$$-\sum_{seg} \text{weightKw}_seg \left( kw_{seg} - \overline{kw}_{seg} \right)^2$$

$$-\sum_f \text{weightPMP}_f \left( PMP_f - 0 \right)^2$$

$$-\sum_{fs} \text{weightLandings}_{fs} \left( L_{fs} - \overline{L}_{fs} \right)^2$$

$$+\sum_f \left( \alpha_f - 1 \right) \ln \left( \frac{\maxEffFishery_f}{\maxEffFishery_{up,f}} \right) + \left( \beta_f - 1 \right) \ln \left( 1 - \frac{\maxEffFishery_f}{\maxEffFishery_{up,f}} \right)$$

$$-\text{penalty}$$

---

18 We also have the opportunity to calibrate the $kw_f$ parameter so the model is able to reflect effort regulations. E.g., effort regulation might be binding in practice, but due to administrative regulations, some “effort days” are available in the system, which makes the model restriction non-binding.

19 We have tried gamma distributed priors, with the support $[0, \infty]$ and modal values given by observations where available, but that does not seem to bring any clear benefits.
### Table 4  Prior distributions for variables and parameters in the calibration

| Variable/Parameter | Modal value $m$                      | Standard deviation          | Distribution family       |
|-------------------|-------------------------------------|-----------------------------|---------------------------|
| $x_f$             | Observed effort, fixed to observations | (zero)                     | (spike)                   |
| $L_{fs}$          | Observed landings in logbook         | $m/5$ (high precision)      | Normal                    |
| $kw_f$            | Average observed engine power per vessel in the segment | $m/3$ (medium precision)    | Normal                    |
| $maxEffFishery_f$ | Expert assumptions about average season length per fishery | $m/5$ (high precision)      | Beta (with min = 0 and max given by expert assumption) |
| $\frac{vca_f + vcb_f}{2}$ | Observed average variable cost $AVC_f$ per day | $m/4$ (high precision)      | Normal                    |
| $vcb_f$           | Fixed, based on an assumed elasticity of | (zero)                     | (spike)                   |
| $PMP_f$           | Zero                                | Such that the variance is ten times that of the average cost | Normal                    |
Table 5  Fleet segments used in the model (calibrated data for the Business as Usual scenario)

| Active/Passive gear | Vessel length (m) | Main target species | Vessels | Effort (Days at Sea) | Revenues (1000 euros per year) | Costs (1000 euros per year) |
|---------------------|-------------------|---------------------|---------|---------------------|-------------------------------|-----------------------------|
| Passive             | 0–12              | N/A                 | 390     | 20,321              | 5035                          | 7591                        |
| Passive             | 0–12              | Cod                 | 159     | 8197                | 3519                          | 4421                        |
| Passive             | 0–12              | European eel        | 67      | 5086                | 1525                          | 1712                        |
| Passive             | > 0               | Norway lobster      | 83      | 9159                | 5037                          | 4579                        |
| Passive             | > 0               | Salmon              | 49      | 2050                | 1024                          | 796                         |
| Passive             | > 0               | Vendace             | 13      | 851                 | 682                           | 583                         |
| Passive             | > 12              | N/A                 | 5       | 205                 | 453                           | 152                         |
| Passive             | > 12              | Cod                 | 8       | 599                 | 908                           | 420                         |
| Active              | 0–12              | Norway lobster      | 33      | 2988                | 3337                          | 3316                        |
| Active              | 0–12              | European eel        | 20      | 507                 | 225                           | 355                         |
| Active              | 0–18              | Northern shrimp     | 20      | 1996                | 4151                          | 3384                        |
| Active              | 0–18              | Vendace/Salmon      | 19      | 400                 | 2592                          | 1149                        |
| Active              | 0–18              | Cod                 | 7       | 645                 | 1503                          | 1259                        |
| Active              | 12–18             | Norway lobster      | 33      | 3439                | 5734                          | 5541                        |
| Active              | 12–18             | Vendace             | 13      | 363                 | 3864                          | 2427                        |
| Active              | 12–24             | N/A                 | 7       | 695                 | 2634                          | 2114                        |
| Active              | 18–24             | Northern shrimp     | 9       | 1317                | 5032                          | 3679                        |
| Active              | 18–24             | Cod                 | 15      | 2059                | 7588                          | 6864                        |
| Active              | > 18              | Norway lobster      | 9       | 1044                | 2370                          | 4260                        |
| Active              | > 24              | Cod                 | 11      | 1217                | 5946                          | 12865                       |
| Active              | > 24              | Northern shrimp     | 13      | 1885                | 7920                          | 15288                       |
| Active              | 0–18              | Pelagic             | 6       | 324                 | 825                           | 972                         |
| Active              | 18–24             | Pelagic             | 10      | 964                 | 4351                          | 3935                        |
| Active              | > 24              | Pelagic             | 20      | 1777                | 49987                         | 24748                       |
The final term penalty is defined as the sum of complementarity gaps multiplied by a weight $\frac{1}{\mu}$:

$$\text{penalty} = \frac{1}{\mu} \left( \sum_{q, a} \delta_{q, a} \frac{\text{quota}_{q, a}}{\text{quota}_{q, a}} + \sum_{f} \delta_{f} \frac{\text{season}_{f}}{\text{season}_{f}} + \sum_{\text{seg}, e} \delta_{\text{seg}, e} \frac{\text{maxEffSeg}_{\text{seg}, e}}{\text{maxEffSeg}_{\text{seg}, e}} + \sum_{\text{eg}, e, a} \delta_{\text{eg}, e, a} \frac{\text{maxEffReg}_{\text{eg}, e, a}}{\text{maxEffReg}_{\text{eg}, e, a}} \right).$$

In the solution of the estimation problem, the weight of the penalty is initially set to something small and then increased stepwise until the complementarity gaps are zero and thus the CSC conditions are satisfied and we have an optimal solution to the primal fisheries model that maximizes the posterior density function. See (Tables 4 and 5).
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