A RESULT BASED PORTABLE FRAMEWORK FOR SPOKEN LANGUAGE UNDERSTANDING

Lizhi Cheng\textsuperscript{1,2}, Weijai Jia\textsuperscript{2}, Wenmian Yang\textsuperscript{1}

\textsuperscript{1}Department of Computer Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
\textsuperscript{2}BNU-UIC Institute of Artificial Intelligence and Future Networks Beijing Normal University (BNU Zhuhai) Guangdong Key Lab of AI and Multi-Modal Data Processing, BNU-HKBU United International College Zhuhai, Guangdong, PR China

\texttt{clz19960630@sjtu.edu.cn, jiawj@sjtu.edu.cn}

ABSTRACT

Spoken language understanding (SLU), which is a core component of the task-oriented dialogue system, has made substantial progress in the research of single-turn dialogue. However, the performance in multi-turn dialogue is still not satisfactory in the sense that the existing multi-turn SLU methods have low portability and compatibility for other single-turn SLU models. Further, existing multi-turn SLU methods do not exploit the historical predicted results when predicting the current utterance, which wastes helpful information. To gap those shortcomings, in this paper, we propose a novel Result-based Portable Framework for SLU (RPFSLU). RPFSLU allows most existing single-turn SLU models to obtain the contextual information from multi-turn dialogues and takes full advantage of predicted results in the dialogue history during the current prediction. Experimental results on the public dataset KVRET have shown that all SLU models in baselines acquire enhancement by RPFSLU on multi-turn SLU tasks.

Index Terms— Spoken language understanding, dialogue systems, multimedia application, multi-task learning

1. INTRODUCTION

As a popular multimedia application, task-oriented dialogue systems have been widely applied in intelligent voice assistant, e.g., Apple Siri, where Spoken Language Understanding (SLU) plays a critical role. Given an utterance expressed in natural language, SLU aims to form a semantic frame that captures the semantics of user utterances or queries. Generally, SLU consists of two main subtasks, i.e., Intent Detection (ID) and Slot Filling (SF) \cite{1}. Intent detection is a semantic classification problem that analyzes the semantics of the utterance on sentence-level, and slot filling is a sequence labeling task that works on word-level (token level) \cite{2}. A simple example of SLU is shown in Figure 1.

Traditional AI voice assistant mainly makes single-turn communication with the user. However, in real application scenarios, people often need to make a multi-turn dialogue with the voice assistant to achieve their demand. Therefore, the multi-turn dialogue-based SLU task is increasingly crucial. Although some studies \cite{3, 4, 5} have proposed some approaches to deal with the multi-turn dialogue task by combining contextual information from dialogue history, their basic SLU models are not state-of-the-art compared to the latest work in single-turn SLU \cite{6, 7, 2, 8}. Moreover, since their basic SLU models are coupled with other modules in their inner structure, it is also difficult to replace them with state-of-the-art single-turn SLU models. The above problem makes the multi-turn SLU approaches not benefit from the latest work in single-turn SLU directly. Therefore, designing a portable multi-turn SLU framework that can utilize most existing single-turn SLU models as basic models without changing their inner structure is a significant issue.

In addition, existing multi-turn SLU approaches only consider the utterances in the dialogue history when obtaining contextual information, whereas they largely ignore the previously predicted SLU results of these utterances. However, these predicted results also contain useful semantic information and may affect current predicting. An empirical explanation is that the topic of the current utterance is usually related to the previous utterances in multi-turn dialogue, so does its SLU results. Thus, the historical results are worthy of the reference for the current prediction.

Moreover, in every single turn, the prediction results of ID and SF are also correlative and have direct interaction. For example, in Figure 1, if the intent is detected as Navigate, then the token “subway” is more likely to be recognized as the slot location. But if the intent is detected as BookingRestaurant, then the token “subway” is more likely to be filled as RestaurantName. Conversely, when we have filled some slot labels e.g., RestaurantName, DinningTime, but find the intent is GetWeather, it is obvious that the intent label is incorrect. In the case above, the result of ID can affect the labeling of SF, while the results of the SF can verify the correctness of ID, which shows that it is precious to incorporate prediction results into the model. Currently, only stack propagation strategy \cite{8} try to directly utilize the probability distributions of predicted ID results to support SF predicting. However, their method not only ignores the semantics of results but also completely ignores the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Utterance: & where & is & the & closest \\
\hline
 & ↓ & & & & \\
\hline
Slot: & O & O & O & B-distance & B-location \\
\hline
Intent: & Navigate & & & & \\
\hline
\end{tabular}
\caption{An example of SLU.}
\end{table}
Our model focuses on the impact of prediction results on SLU tasks. We efficiently utilize both the predicted results from dialogue history and the interaction between ID and SF in every single turn to improve the final performance of existing SLU models without using any extra labeled data. Moreover, we find that different SLU methods can benefit most existing SLU models (e.g., Joint Seq. [12], Attention BiRNN [14], Bi-Model [23], Slot-gated [6], SF-ID [2], Stack-Propagation [8], etc.).

In a nutshell, RPFSLU is composed of two parts: DHR and RBFN. DHR works at the very beginning of the whole network and aims to gain semantic information contained in both utterance and prediction results from dialogue history and offering these contextual information to the basic model. And RBFN aims to incorporate semantic information contained in prediction results to the basic model and enhance the performance during every single turn.

More specifically, the input of DHR is composed of two subtasks, i.e., ID and SF. ID is a semantic classification task to predict the intent label for each utterance in U, and SF is a sequence labeling task to give each token in the utterance a slot label. Given U as input, our task is composed of two subtasks, namely, task ID and task SF. ID is a semantic classification task to predict the intent label for each utterance in U, and SF is a sequence labeling task to give each token in the utterance a slot label.

3. Method

3.1. Problem Formulation

The input of multi-turn SLU tasks is a sequence of user utterances $\mathbf{U} = \{\mathbf{u}_1, \mathbf{u}_2, ..., \mathbf{u}_n\}$, where $n$ represents the total number of utterances. Particularly, $n = 1$ implies the input has no dialogue history. For any $\mathbf{u}_i \in \mathbf{U}$, $\mathbf{u}_i = \{x_1, x_2, ..., x_k\}$ is a token sequence, where $k$ represents the number of tokens in utterance $\mathbf{u}_i$.

Given $\mathbf{U}$ as input, our task is composed of two subtasks, i.e., ID and SF. ID is a semantic classification task to predict the intent label for each utterance in U, and SF is a sequence labeling task to give each token in the utterance a slot label.

3.2. Overview

In this section, we describe the overview of RPFSLU (shown in Figure 2) and introduce the relationship between DHR and RBFN in the framework.

RPFSLU aims to make existing single-turn SLU models (so-called basic model) available in multi-turn SLU tasks and take full advantage of prediction results in predicting process. Since the basic model works as a black-box in RPFSLU that only needs to provide prediction results. There is no need to understand or change their inner structure. Thus, RPFSLU can benefit most existing SLU models (e.g., Joint Seq [12], Attention BiRNN [14], Bi-Model [23], Slot-gated [6], SF-ID [2], Stack-Propagation [8], etc.).

In a nutshell, RPFSLU is composed of two parts: DHR and RBFN. DHR works at the very beginning of the whole network and aims to gain semantic information contained in both utterance and prediction results from dialogue history and offering these contextual information to the basic model. And RBFN aims to incorporate semantic information contained in prediction results to the basic model and enhance the performance during every single turn.

More specifically, the input of DHR is composed of historical utterances $\{\mathbf{u}_1, ..., \mathbf{u}_{T-1}\}$, historical prediction results...
of ID $\text{RESI} = \{\text{resI}_1, ..., \text{resI}_{T-1}\}$, historical prediction results of SF $\text{RESS} = \{\text{resS}_1, ..., \text{resS}_{T-1}\}$, and the current utterance $u_T$, where $\text{resI}_i \in \mathbb{R}^{d_i}$, $d_i$ is the category of the intent label, $\text{resS}_i = \{s_1, ..., s_k\}$, $s_j \in \mathbb{R}^{d_s}$ is the SF result of token $j$, and $d_s$ is the category of the slot label. And the output of DHR is a dialogue-history-related embedding sequence $e^H \in \mathbb{R}^{d_w}$, where $d_w$ is the dimension of the embedding layer. Particularly, when dialogue history is none (i.e., single-turn dialogue), DHR works as a normal embedding layer.

As for RBFN, the input is a word embedding sequence, and the output is the final results of ID $\text{resI}$ and SF $\text{resS}$. As shown in Figure 2, RBFN contains two-round predictions. In the first round prediction, the RBFN employs a basic model to obtain the results of ID $\text{resI}^1$, and SF $\text{resS}^1$. Then RBFN merges word embedding $e^H$ (received from DHR) with result embeddings of $\text{resI}^1$ and $\text{resS}^1$ (calculated by the result representation mechanism that will introduce in the next section), respectively. Meanwhile, we obtain the embedding sequence with intent information $e^I \in \mathbb{R}^{d_w}$ and the embedding sequence with slot information $e^S \in \mathbb{R}^{d_w}$. In the second round prediction, the basic model utilizes $e^S$ as input to obtain the second round ID result $\text{resI}^2$ and $e^I$ as input to get the second round SF results $\text{resS}^2$. We finally merge the prediction results of two rounds and obtain the final ID result $\text{resI}$ and SF results $\text{resS}$. In this paper, the basic model utilized in two rounds is the same.

Next, we will introduce the detail of our framework in the following sections.

### 3.3. Result Representation Mechanism

In this section, we introduce result representation mechanism in detail, which is very useful in both DHR and RBFN.

In SLU, each category of a prediction result has a specific meaning, hence contains essential semantic information. To utilize the semantics of the results efficiently, we design a result representation mechanism that aims to represent the distribution of the prediction results by a specific latent state vector.

Specifically, inspired by [24], we first employ two latent state matrices (embedding layers), i.e., $S^I \in \mathbb{R}^{d_I \times d_s}$ and $S^S \in \mathbb{R}^{d_S \times d_s}$ to express the latent states of the ID and SF results, where $d_I$ is the dimension of intent latent states, and $d_S$ is the dimension of slot latent states.

Then, for ID, we combine the result distribution $\text{resI}$ with latent state matrix $S^I$ and obtain the result-based latent state vector $\text{lsI} \in \mathbb{R}^{d_I}$ by

$$\text{lsI} = S^I \cdot \text{resI}$$  \hspace{1cm} (1)

Similarly, as ID, for the SF result $s_j$ of token $j$ given by $\text{resS} = \{s_1, ..., s_k\}$, we also obtain the result-based latent state vector $\text{lsS}_j$ by

$$\text{lsS}_j = S^S \cdot s_j$$  \hspace{1cm} (2)

Moreover, since SF returns a sequence of latent state vectors, we further design an attention mechanism to calculate the weighted average of the sequence and obtain an utterance-level latent state vector $\text{lsvS} \in \mathbb{R}^{d_S}$ by

$$\text{lsvS} = \sum_{j=1}^{k} \alpha_j \cdot \text{lsS}_j$$  \hspace{1cm} (3)

where $\alpha_j$ is the weight of $\text{lsS}_j$ obtained by

$$\alpha_j = \frac{\exp(V_a \cdot \tanh(W_a \cdot \text{lsI} + b_a))}{\sum_{p=1}^{k} \exp(V_a \cdot \tanh(W_a \cdot \text{lsS}_p + b_a))}$$  \hspace{1cm} (4)

where $W_a \in \mathbb{R}^{d_a \times d_S}$ and $V_a \in \mathbb{R}^{1 \times d_a}$ are fully connected matrices, $b_a \in \mathbb{R}^{d_a}$ is the bias vector and $d_a$ is the dimension of the attention layer.

By this process, we obtain two latent state vectors, i.e., $\text{lsvI}$ and $\text{lsvS}$, which contain semantic information from prediction results and help the following predicting process.

### 3.4. Dialogue History Representation

In this section, we introduce DHR in detail, which utilizes the semantic information contained in the dialogue history efficiently.

Dialogue history contains much semantic information and can affect the prediction of the current utterance. Besides utterances, the predicted results in history also contain important semantics and are even more specific than utterances. Based on above, we design DHR that enable single-turn SLU models obtain contextual information contained in both utterance and predicted results of dialogue history.

To record dialogue history, we employ memory lists to storage historical utterance and predicted results. As shown in Figure 3, the memory lists are empty initially and updated after each turn of dialogue. After $T-1$ turn of dialogues, we have saved $T-1$ turn of the utterances, predicted ID results...
and SF results in memory lists \( M = \langle \mathbf{u}_1, \mathbf{resI}_1, \mathbf{resS}_1 \rangle, ..., \langle \mathbf{u}_{T-1}, \mathbf{resI}_{T-1}, \mathbf{resS}_{T-1} \rangle \).

In the \( T \)-th turn of dialogue, we first map all the historical results into the latent space by result representation mechanism and obtain the historical latent state vectors \( LSVI = \{ \mathbf{lsvI}_1, ..., \mathbf{lsvI}_{T-1} \} \) for ID and \( LSVS = \{ \mathbf{lsvS}_1, ..., \mathbf{lsvS}_{T-1} \} \) for SF.

At the same time, for each utterance \( \mathbf{u}_T \) from the history list, we calculate its sentence-level semantic vector \( \mathbf{he}_T \) by

\[
\mathbf{e}^T = \text{Embedding}(\mathbf{u}_T) \tag{5}
\]

\[
\mathbf{he}_T = \text{BiGRU}(\mathbf{e}^T) \tag{6}
\]

where BiGRU is a Bi-directional GRU layer. We also calculate the semantic vector \( \mathbf{he}_T \) for the current utterance \( \mathbf{u}_T \) by the same way.

Actually, the historical dialogue with higher semantic similarity to the current dialogue should have a greater influence. Therefore, we calculate the weight of each historical dialogue \( W_h = \{ w_1, ..., w_{T-1} \} \) by

\[
w_t = \frac{\exp(\mathbf{he}^T_t \cdot \mathbf{he}_t)}{\sum_{j=1}^{T-1} \exp(\mathbf{he}^T_j \cdot \mathbf{he}_j)} \tag{7}
\]

Then, we calculate the weighted latent states vectors of historical ID and SF results by

\[
\mathbf{lsvI}_H = \sum_{i=1}^{T-1} w_i \cdot \mathbf{lsvI}_i \tag{8}
\]

\[
\mathbf{lsvS}_H = \sum_{i=1}^{T-1} w_i \cdot \mathbf{lsvS}_i \tag{9}
\]

To incorporate contextual information into the basic model, we merge the historical latent state vectors with the current word embedding \( \mathbf{e}^T = \{ \mathbf{e}^T_1, ..., \mathbf{e}^T_k \} \) and obtain a new embedding \( \mathbf{e}^H = \{ \mathbf{e}^H_1, ..., \mathbf{e}^H_k \} \) by

\[
\mathbf{e}^H = W^H \cdot (\mathbf{e}^T \oplus \mathbf{lsvI}_H \oplus \mathbf{lsvS}_H) + \mathbf{b}^H \tag{10}
\]

where \( \oplus \) is the concatenation operation, \( W^H \in \mathbb{R}^{d_w \times (d_w + d_I + d_S)} \) is a fully connected matrix, and \( \mathbf{b}^H \in \mathbb{R}^{d_w} \) is the bias vector.

\( \mathbf{e}^H \) contains current utterance information together with the utterance, ID and SF information from dialogue history. Finally, we input \( \mathbf{e}^H \) into any suitable SLU model and achieve the prediction results for the current utterance.

### 3.5. Result-based Bi-Feedback Network

In this section, we introduce the RBFN in detail, which incorporates semantic information in prediction results to the basic model and gain more comprehensive prediction results.

In practice, RBFN contains three steps. First, RBFN receives the word embedding sequence \( \mathbf{e}^H \) from DHR. Utilizing \( \mathbf{e}^H \), RBFN employs the basic model to achieve the first-round ID result distribution \( \mathbf{resI}^1 \) and the first-round SF results distribution \( \mathbf{resS}^1 = \{ s^I_1, ..., s^S_k \} \).

As we aforementioned, in SLU, the prediction result of ID can affect the labeling of SF, while the results of the SF can verify the prediction of ID (so-called Bi-Feedback). Motivated by this, for the second step of RBFN, we obtain the latent states vector of the first-round results \( \mathbf{lsvI}^1 \) and \( \mathbf{lsvS}^1 \) by result representation mechanism. Then we merge the latent state vectors \( \mathbf{lsvI}^1 \) and \( \mathbf{lsvS}^1 \) with word embedding \( \mathbf{e}^H \) for the second-round prediction or verification, respectively.

Specifically, for the information of ID result, we first merge \( \mathbf{lsvI}^1 \) with the utterance word embedding \( \mathbf{e}^H \) and obtain the ID-result based embedding sequence \( \mathbf{e}^I = \{ \mathbf{e}^I_1, ..., \mathbf{e}^I_k \} \in \mathbb{R}^{d_w} \) by

\[
\mathbf{e}^I_j = W^I \cdot (\mathbf{lsvI}^1 \oplus \mathbf{e}^H_j) + \mathbf{b}^I \tag{11}
\]

where \( \oplus \) is the concatenation operation, \( W^I \in \mathbb{R}^{d_w \times (d_w + d_I)} \) is a fully connected matrix, and \( \mathbf{b}^I \in \mathbb{R}^{d_w} \) is the bias vector.

Similar to ID, for the information of SF result, we also merge \( \mathbf{lsvS}^1 \) with the utterance word embedding \( \mathbf{e}^H \) and obtain the SF-result based embedding sequence \( \mathbf{e}^S = \{ \mathbf{e}^S_1, ..., \mathbf{e}^S_k \} \in \mathbb{R}^{d_w} \) by

\[
\mathbf{e}^S_j = W^S \cdot (\mathbf{lsvS}^1 \oplus \mathbf{e}^H_j) + \mathbf{b}^S \tag{12}
\]

where \( W^S \in \mathbb{R}^{d_w \times (d_w + d_S)} \) is a fully connected matrix, and \( \mathbf{b}^S \in \mathbb{R}^{d_w} \) is the bias vector.

Subsequently, we employ the basic model again for the second-round prediction. To utilize intent information for guiding SF process, we resend \( \mathbf{e}^I \) into the basic model to obtain the second round SF results \( \mathbf{resS}^2 = \{ s^I_1, ..., s^S_k \} \). To utilize slot information for verifying ID prediction, we resend \( \mathbf{e}^S \) into the basic model to obtain the second round ID results \( \mathbf{resI}^2 \). Particularly, as \( \mathbf{resI}^2 \) aims to verify \( \mathbf{resI}^1 \), we replace softmax function with sigmoid function when outputting \( \mathbf{resI}^2 \) from the basic model.

After obtaining two rounds of results, we merge them and calculate the final ID results \( \mathbf{resI} \) and SF results \( \mathbf{resS} = \{ s_1, ..., s_k \} \) by

\[
\mathbf{resI} = \mathbf{resI}^1 \otimes \mathbf{resI}^2 \tag{13}
\]

\[
\mathbf{resS} = \mathbf{resS}^1 \otimes \mathbf{resS}^2 \tag{14}
\]

where \( \otimes \) is the element-wise product.

We finally normalize \( \mathbf{resI} \) and \( \mathbf{resS} \) by \( f(x) = x_i / \sum x_j \).
4. EXPERIMENTS

4.1. Experimental Settings

To evaluate the effectiveness of RPFSLU, we conduct experiments on a multi-turn dataset: KVRET [25]. The dataset consists of 3,031 multi-turn dialogues, where 2,425 dialogues in the training set, 302 in the validation set and 304 in the test set. We utilize the validation set to choose hyper-parameters and evaluate the baseline models with our framework on the testing set. For each model, we conduct experiments for 50 times and select their best result.

In the training process, we set all hyper-parameters used in the basic model (e.g., the batch size, epochs, optimizer, learning rate, etc.) as their original paper. For hyper-parameters used in RPFSLU, we set intent embedding size \(d_I\) as 8, slot embedding size \(d_S\) as 32, and set the word embedding size \(d_w\) the same as the basic model. The dimension of the attention layer \(d_a\) is set as 64.

4.2. Baselines

To evaluate the performance of RPFSLU on multi-turn SLU tasks, we select the following existing multi-turn SLU models as benchmark. (1) MemNet [3]: A model with attention-based memory retrieval. (2) SDEN [4]: A model with sequential encoder based memory retrieval. (3) SDEN+ [5]: An advanced version of SDEN using different RNN structure in decoder. We then set the following models as basic models of RPFSLU, which contain both simple SLU models such as 1-layer BiLSTM, and the state-of-the-art model Stack-Propagation to indicate the applicability of our framework:

- 1-layer BiLSTM: A single-layer Bidirectional LSTM model.
- 2-layers BiLSTM: A two layers Bidirectional LSTM model.
- Joint Seq [15]: An GRU based model with multi-task modeling approach.
- Bi-model [23]: An RNN based encoder-decoder model considering the intent and slot filling cross-impact to each other.
- Stack-Propagation [8]: An RNN based joint model with stack-propagation framework and token-level ID, which is the state-of-the-art of the joint model.

4.3. Results and Analysis

Following [5], we adopt accuracy for ID, F1 score for SF, and overall accuracy for whole sentence accuracy to evaluate the performance of each model.

Results analysis: Experimental results on the multi-turn SLU dataset KVRET are shown in Table 1 where all SLU models in the experiment are benefited from our framework. For instance, via RPFSLU, the state-of-the-art model Stack-Propagation enhance the performance on each task by 1.2%(ID), 4.3%(SF), and 4.1%(Overall) comparing with its original model. Among all models, Stack-Propagation achieves the best performance in SF while Bi-model achieves the best performance in ID and Overall accuracy. Comparing with the original model, Bi-model also achieves the largest margin of improvement when utilizing our framework.

Notably, all single-turn basic models in baselines perform worse than the benchmark without our framework, especially for SF. When utilizing RPFSLU, even a simple model (e.g., 1-layer BiLSTM) outperformed all benchmarks in all SLU tasks. Comparing 1-layer BiLSTM with SDEN+, our framework improves the performance by 1.7%(ID), 1.4%(SF), and 0.8%(Overall). As for the state-of-the-art model Stack-Propagation, it enhances the performance by 1.2%(ID), 2.9%(SF), and 1.2%(Overall).

Ablation study: Results show that even when DHR is activated alone, all models achieve a visible improvement. We further analyze the improvement of the state-of-the-art model. When utilizing DHR alone, Stack-Propagation enhances the performance by 0.9%(ID), 3.6%(SF), and 3.8%(Overall) comparing with the original model. Then, we analyze the improvement of the simplest model. When utilizing DHR alone, 1-layer BiLSTM has already improved the performance by 0.9%(ID), 2.2%(SF), and 0.9%(Overall) comparing with SDEN+. This phenomenon indicates that our DHR is a better approach to obtain historical information than the methods used in those benchmarks. Meanwhile, as shown in Table 1 although current multi-turn models cannot utilize DHR, they can benefit from the RPFSLU via RBFN module. We also conduct experiments on two single-turn datasets to further verify the effectiveness of RBFN. These experimental results are shown in the appendix due to the limited space.

Above all, the experiment results indicate that RPFSLU is a portable and effective framework with high applicability, which has a significant improvement in multi-turn SLU tasks. We attribute this to directly utilizing the prediction results since the results containing abundant semantic information. Combining the latent state of results with current utterance embedding makes the semantic information fully used and leads to well-improved performance.

| Model            | Basic Model | with DHR | with RPFSLU |
|------------------|-------------|----------|-------------|
|                  | Intent(Acc.)| Slot(F1) | Overall(Acc.)|
| MemNet           | 97.6        | 76.8     | 73.4        |
|                  | 97.8(+0.2)  | 77.6(+0.8)| 74.0(+1.1)  |
| SDEN             | 97.7        | 76.9     | 75.3        |
|                  | 97.8(+0.1)  | 77.4(+0.5)| 76.0(+0.7)  |
| 1-layer BiLSTM   | 97.1        | 73.9     | 74.3        |
|                  | 98.0(+0.9)  | 77.6(+1.3)| 75.8(+1.5)  |
| 2-layers BiLSTM  | 97.3        | 75.6     | 75.3        |
|                  | 98.5(+1.2)  | 78.0(+1.5)| 76.2(+0.9)  |
| Joint Seq        | 97.2        | 76.1     | 75.1        |
|                  | 98.1(+0.9)  | 78.1(+2.0)| 76.3(+1.2)  |
| Bi-model         | 96.7        | 75.1     | 72.2        |
|                  | 98.5(+1.8)  | 77.7(+2.6)| 75.7(+3.5)  |
| Stack-Propagation| 97.1        | 75.7     | 72.8        |
|                  | 98.0(+0.9)  | 79.3(+3.6)| 76.6(+3.8)  |

Table 1. SLU performance on the KVRET dataset.
5. CONCLUSION

In this paper, we propose a Result-based Portable Framework for SLU, which allows most existing single-turn SLU models to take full advantage of contextual information and be able to deal with the multi-turn SLU tasks without changing their own structure. Furthermore, we focus on the impact of prediction results on SLU tasks. Both the predicted results from dialogue history and the interaction between ID and SF in every single turn are utilized efficiently to improve the performance of existing SLU models without using any extra labeled data. Experimental results indicate that RPFSLU benefits most SLU models on all tasks.
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