Sensor Placement with Two-Dimensional Equal Arc Length Non-Uniform Sampling for Underwater Terrain Deformation Monitoring
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Abstract: Sensor placement plays an important role in terrain deformation monitoring systems and has an essential effect on data collection. The difficulty of sensor placement entails obtaining the most adequate and reliable information with the fewest number of sensors. Most sensor placement schemes are currently based on randomized non-uniform sampling and probability statistics, such as structural modality and optimization methods, which are difficult to directly apply due to the randomness and spatial heterogeneity of terrain deformation. In this study, the placement conditions of two-dimensional non-uniform sampling with equal arc length were deduced for underwater terrain deformation monitoring based on the MEMS accelerometer network. In order to completely reconstruct the underwater terrain, the arc length interval of the sensors should be less than \( \frac{1}{2\Omega} \) (\( \Omega \) is the maximum frequency of the detected terrain). The maximum MRE and maximum RMSE were both less than seven percent in a terrain deformation monitoring experiment and a water tank test. The research results help technicians apply contact sensor arrays for underwater terrain monitoring.

Keywords: sensor placement; underwater terrain monitoring; two-dimensional non-uniform sampling; equal arc length sampling; MEMS accelerometer sensor arrays

1. Introduction

1.1. Monitoring Methods for Underwater Terrain Deformation

Underwater terrain monitoring is an important task in marine exploration and development. Monitoring the subsidence or uplift of underwater terrain provides early warning for the occurrence of underwater geological disasters [1,2]. For example, during the exploitation and production of submarine gas hydrates, the decomposition of hydrates destroys the sediment structure and causes land subsidence, which may lead to geological disasters (e.g., collapse, landslides, and earthquakes) that endanger gas hydrate exploration [3].

The principal devices for underwater terrain surveys include single-beam [4,5] and multi-beam sounding sonar [6–9] and contact sensor monitoring methods, such as fiber Bragg grating sensor arrays [10–12], MEMS sensor arrays [13–15], and optical fiber curvature sensors [16–18]. Contact sensor detection technology follows the movement or deformation of underwater terrain and is characterized by traceability, real-time capabilities, high precision, long duration, and continuous monitoring [11].

1.2. Sensor Placement Schemes for Underwater Terrain Deformation

Underwater terrain monitoring by contact sensor arrays is used to observe long-term terrain deformation. In contrast to static measurement, monitoring is a dynamic spatio-temporal process. Figure 1 shows that sensors 1-n are distributed in different spatial positions and contain positional information. Over time, the sampling values at different...
time points contain time information. Therefore, sampling both spatial and temporal domains should be considered in monitoring. Sampling in the spatial domain ensures that the terrain is collected and reconstructed without time distortion, whereas sampling in the time domain ensures the monitoring of changes in terrain deformation.

Figure 1. Signal collecting in the spatial and temporal domains.

Therefore, to measure and monitor changes in terrain deformation without distortion, the sensor distribution should meet spatial sampling theorem requirements; additionally, the acquisition frequency should meet time sampling theorem requirements. Terrain deformation is typically slow; therefore, spatial domain sampling should be emphasized.

In structural health monitoring, the sensor placement strategy is expressed as an optimization problem. The objective functions are based on the modal assurance criterion [19,20], the probability of detection for maximizing the probability of damage detection or minimizing the false alarm rate [21], the mean squared error for estimating the structural parameter of interest (e.g., mode shape) [22], the multi-objective optimization problem [23], and solvers for the optimization problem (including the genetic and simulated annealing algorithms [24–26]). However, the methods based on structural modality and optimization are difficult to apply directly due to the randomness and spatial heterogeneity of terrain deformation.

In this study, MEMS accelerometer arrays (with an implicit equal and constant characteristic arc length interval of the sensors when the sensor array moves with the terrain) were used for underwater terrain monitoring [14]. Figure 2 shows that the sensor array was initially deployed in an equal arc interval; nonetheless, the sensor array sampling was non-uniform. For flat terrain, the spatial sampling was uniform, with equal intervals. For deformed terrain, the sensor array changes with the terrain; additionally, spatially uniform sampling becomes non-uniform sampling for equal arc length. In addition, non-uniform sampling with equal arc length has a smaller sampling interval and more sampling points for complicated terrain (longer arc length), a larger sampling interval, and fewer sampling points for simple terrain (shorter arc length). Thus, the sensor layout is adaptive.

The underwater terrain was monitored by sensor arrays, and the sampling was non-uniform and two-dimensional with equal arc length. Future studies should investigate whether the underwater terrain can be completely reconstructed and monitored with time changes from sampling sequences.

Previous studies address randomized non-uniform sampling [27–29] and periodic non-uniform sampling [30]. One-dimensional randomized non-uniform samples are often regarded as random perturbations from a uniform sampling grid in the analysis. Two-dimensional randomized non-uniform samples only deviate from the uniform samples according to the following constraint: $|x_{nm} - nT| + |y_{nm} - mT| \leq (\log 2)/\pi$, where $x_{nm}$ and $y_{nm}$ are the horizontal and vertical coordinates of the samplers, respectively [31].
For one-dimensional periodic non-uniform sampling, the samples and adjacent sampling points are not uniform; however, the interval of each sampling point and the subsequent Mth sampling point are equal. The sequence has a periodic structure with period M, where M is an interval. For two-dimensional periodic non-uniform sampling, samples \( \{x_n\} \) and \( \{y_m\} \) are taken as two sets of independent periodic samplers. In other cases, the nonuniform samplers are on parallel lines denoted by \( \{x_n\} \). The samplers on the lines are denoted by \( \{y_m\} \). The sampling set \( \{x_n\} \) satisfies the one-dimensional condition \(|x_n - nT| \leq T/4\).

We studied one-dimensional non-uniform sampling for non-uniform sampling with equal arc lengths. General non-uniform spatial sampling requires the equal arc length interval of the sensor array to be less than \( \pi/4 \). \( \Omega \) is the maximum frequency of the detected object (baseband signal). Strictly increasing the sampling sequence requires the equal arc length interval of the sensor array to be less than \( 1/4\pi \). The sampling sequence strictly increases when the underwater terrain monitored does not include cliffs.

However, little research addresses two-dimensional non-uniform spatial sampling for contact sensor arrays with equal arc intervals. The arc length interval of sensors and the interval between sensor arrays are often set by experience. A greater number of sensors leads to higher accuracy. Dense sensor intervals are often required to completely monitor the underwater terrain. However, additional sensors increase the cost and the complexity of the system.

The exist sensor placement strategy based on structural modality and optimization in structural health monitoring is difficult to apply directly due to the randomness and spatial heterogeneity of terrain deformation. Therefore, in order to improve the accuracy and efficiency of the sensor array in terrain monitoring and reconstructing, achieve the optimal sensor array layout, use the least number of sensors to collect the most reliable and sufficient terrain information, and realize the reconstruction of the terrain without distortion. The research of the contact sensor array in submarine terrain monitoring was carried out, and the placement conditions of two-dimensional non-uniform sampling with equal arc length were deduced for underwater terrain deformation monitoring based on the MEMS accelerometer network.

In this study, we first investigate a mathematical model of two-dimensional uniform sampling. Second, we studied two-dimensional non-uniform spatial sampling with an equal arc interval and derived the condition of the non-uniform spatial sampling using the frame theorem. Finally, a terrain deformation simulation platform and monitoring test were designed to verify the correctness of the non-uniform spatial sampling condition, and a water tank test was conducted.
2. Two-Dimensional Non-Uniform Sampling Condition with Equal Arc Length

2.1. Mathematical Model of Two-Dimensional Uniform Sampling

For a limited spatial frequency of the two-dimensional terrain $f(x, y), x \in [0, X], y \in [0, Y]$, the spectrum $F(u, v)$ satisfies the following Equation (1):

$$\begin{align*}
F(u, v) &= \begin{cases} 
F(u,v) & |u| \leq \xi, |v| \leq \eta \\
0 & |u| > \xi, |v| > \eta
\end{cases}.
\end{align*}$$

where $\xi$ and $\eta$ are the maximum spatial frequencies in the $u$ and $v$ directions, respectively. The sampling signal is the product of the original signal and the sampling function (two-dimensional impulse string), as shown in Equation (2):

$$\begin{align*}
fs(x, y) &= f(x, y) \cdot S(x, y) \\
&= \sum_{m=1}^{M} \sum_{n=1}^{N} f(x_{mn}, y_{mn}) \cdot \delta(x - x_{mn}, y - y_{mn})
\end{align*}$$

where $m$ and $n$ are the sampling number in the $x$ and $y$ directions, respectively.

2.2. Two-Dimensional Non-Uniform Sampling Condition with Equal Arc Length

The spatial frequency space is $\Omega = [-\xi, \xi] \times [-\eta, \eta]$ ($\xi$ and $\eta$ are the maximum spatial frequency in the $u$ and $v$ directions, respectively) in the two-dimensional non-uniform sampling. The sampling set $\{(x_{n}, y_{mn})\}_{m,n \in \mathbb{Z}}$ increases monotonically and approaches positive or negative infinity ($\lim_{n \to \pm\infty} x_{n} = \pm\infty, \lim_{n \to \pm\infty} y_{mn} = \pm\infty, \sup_{m,n \in \mathbb{Z}} (x_{n+1} - x_{n}) = \delta_{x}$ and $\sup_{m,n \in \mathbb{Z}} (y_{mn+1} - y_{mn}) = \delta_{y}$), where $\delta_{x}$ and $\delta_{y}$ satisfy Inequation (3); then, the original signal can be reconstructed by the sampling point and sampling value set [30].

$$\delta_{x}^{2} + \delta_{y}^{2}(1 + 2\delta_{x}/\delta_{y})^{2} < \frac{1}{8}$$

According to Inequation (3), the sampling point set is divided by the $x$-axis (Figure 3). Moreover, the sampling point set should satisfy the condition that $\lim_{m,n \to \pm\infty} y_{mn} = \pm\infty$. Therefore, the sampling point set is limited and should be expanded (Equation (4)) to satisfy the condition of monotonic increase in the $x$- and $y$-axis directions. Let $\bar{x}_{n} = x_{n}, \bar{y}_{mn} = y_{mn}$, and $f(\bar{x}_{n}, \bar{y}_{mn}) = f(x_{n}, y_{mn})$ remain unchanged for the sampling points and values. In other cases, $\bar{x}_{n+1} - \bar{x}_{n} = \Delta x > 0, \bar{y}_{mn} - \bar{y}_{mn-1} = \Delta y > 0$, and $f(\bar{x}_{n}, \bar{y}_{mn}) = 0$. The expanded points increase monotonically. The sampling values are zero, non-increasing, or decreasing with reference to the initial sample signal.

$$\begin{align*}
(\bar{x}_{n}, \bar{y}_{mn}) &= \begin{cases} 
(x_{1} - (1 - n)\Delta x, y_{n1} - (1 - m)\Delta y), m \in [-\infty, 0) \text{ or } n \in [-\infty, 0] \\
(x_{n}, y_{mn}), m \in [1, M], n \in [1, N] \\
(x_{1} + (n - N)\Delta x, y_{n1} + (m - M)\Delta y), m \in [M + 1, \infty) \text{ or } n \in [N + 1, \infty] \\
0, m \in [-\infty, 0] \text{ or } n \in [-\infty, 0]
\end{cases} \\
f(\bar{x}_{n}, \bar{y}_{mn}) &= \begin{cases} 
f(x_{n}, y_{mn}), m \in [1, M], n \in [1, N] \\
0, m \in [M + 1, \infty) \text{ or } n \in [N + 1, \infty]
\end{cases}
\end{align*}$$
The expanded sampling point set satisfies the conditions of monotonic increase and approaches positive or negative infinity. Let $0 < \Delta x \leq \delta_x$ and $0 < \Delta y \leq \delta_y$ if $\delta_x$ and $\delta_y$ satisfy the condition $\delta_x^2 + \delta_y^2(1 + 2\delta_x \delta_y)^2 < \frac{1}{8\lambda^2}$, then the theorem is satisfied. To obtain the maximum sampling interval, let $\lambda = \min\{\xi, \eta\}$, then, Inequation (3) can be transformed into Equation (5):

$$\delta_x^2 + \delta_y^2(1 + 2\delta_x \lambda)^2 < \frac{1}{8\lambda^2} \quad (5)$$

If the maximum frequency of the underwater terrain is known, $\lambda$ is known, and the sampling interval $\delta_x$ and $\delta_y$ can be obtained according to Equation (5). However, Equation (5) shows that the sampling density will be large; thus, the following nonuniform sampling theorem is used in this study.

In another theorem [31], $f(x, y)$ is a band-limited function in space $\varepsilon_R(f(x, y) \in \varepsilon_R)$. $\varepsilon_R$ is defined as $\varepsilon_R = \{f \in L^2(\mathbb{R}^2) : F(u, v) = 0, \text{when } u^2 + v^2 \geq R^2\}$. Assuming that the sampling set $\{(x_i, y_i)\}_{i \in I}$ satisfies $\inf_{i \neq k} [(x_i - x_k)^2 + (y_i - y_k)^2] > 0$ and $\bigcup_{i \in I} B_{2r}(x_i, y_i) = \mathbb{R}^2$ (the maximum distance between sampling points $(x_i, y_i)$ and $(x_k, y_k)$ is $2r$, where $k \neq i$). If $rR < \frac{1}{4}$, then frame bounds $A, B > 0$ exist, such that the frame Inequalities (6) hold for all $f \in \varepsilon_R$.

$$A \int_{\mathbb{R}} \int_{\mathbb{R}} |f(x, y)|^2 \, dx \, dy \leq \sum_{i \in I} |f(x_i, y_i)|^2 \leq B \int_{\mathbb{R}} \int_{\mathbb{R}} |f(x, y)|^2 \, dx \, dy \quad (6)$$

For application, the maximum frequencies of different shapes of underwater terrain are different. The amplitude frequency for different underwater terrain shapes is assumed to be within $\varepsilon_R$. $\xi$ and $\eta$ are assumed to be the maximum spatial frequencies in the $u$ and $v$ directions, respectively. Thus, the maximum frequency is $R = \max\{\xi, \eta\}$. From this relationship $rR < \frac{1}{4}$, and the distance between sampling points $2r$ can be obtained.

### 3. Terrain Deformation Simulation Experiment

#### 3.1. Experiment Design

The experimental platform primarily includes a terrain deformation simulation system, a three-dimensional (3D) laser scanner, a sensor array, and a computer for data processing and terrain display (Figure 4). Terrain deformation is simulated by the platform, which measures $1.8 \times 2.1 \text{ m}$ (the length along the sensor array is $2.1 \text{ m}$, and the length in the direction perpendicular to the sensor array is $1.8 \text{ m}$). Sixteen $(4 \times 4)$ screw slides were placed in the area. The distances between the screw slides were 70 and 0.45 cm. The height of the screw slides was controlled by the motors. The shape of the terrain was constructed by the different heights of the screw slides.
to be within $R\varepsilon$. $\xi$ and $\eta$ are assumed to be the maximum spatial frequencies in the $x$- and $y$-axis directions, respectively. $M$ is 105 and $N$ is 90; $u$ and $v$ are discrete variables ($u = 0, 1, 2, \ldots, M - 1$ and $v = 0, 1, 2, \ldots, N - 1$), respectively. The amplitude $|F(u, v)|$ is the two-dimensional amplitude spectrum of the underwater terrain [32]. The amplitude frequency resolution ($\Delta u$ and $\Delta v$) of the terrain is inversely proportional to the interval of the sample points and the number of samples, as shown in Equation (8):

$$
\begin{align*}
\Delta u & = \frac{1}{N_x} \\
\Delta v & = \frac{1}{N_y}
\end{align*}
$$

where $\Delta x$ and $\Delta y$ are the intervals of the sampling points. The amplitude frequency resolutions $\Delta u \approx 0.47 \, m^{-1}$ and $\Delta v \approx 0.55 \, m^{-1}$.

Figures 5–7 show the two-dimensional amplitude spectra of the three shapes and the partial enlargement chart. The $z$ axis represents the relative amplitude of $|F(u, v)|$. Figures 5–7 show that the principal frequency of the terrain is concentrated in the low-

Figure 4. Simulation terrain shape #1.

The terrain surface was simulated using an elastic black net with correlation and heterogeneity that simulates the terrain characteristics well. The adjacent area of the net was deformed by the movement of the screws. The amount of deformation decreased with distance from the screws, thus characterizing the correction. Heterogeneity indicates that the movement of a screw cannot cause the movement of all points in the net. The range of the influence of screw movement was limited.

The terrain data were obtained by the 3D laser scanner, which was used as the real value of the terrain. The accuracy of the 3D laser scanner was 3 mm. Six sensor arrays (Figure 4) were arranged on the net, and one end was fixed. Each sensor array (with a length of 2.1 m) sensed the tilt angles of the terrain and collected and processed data; the results were displayed on a computer [14].

The 3D laser scanned the terrain and obtained the point cloud data, which were processed by the Cyclone software through point cloud data simplification, segmentation, and coordinate extraction. In this study, we constructed three different terrain shapes.

The terrain data were extracted in equal intervals of 0.02 m along the $x$-axis (along the direction of the length of the sensor array) and $y$-axis (perpendicular to the direction of the $x$-axis) directions. The number of samples in the $x$-axis direction was 105, and the number of samples in the $y$-axis direction was 90. The two-dimensional amplitude spectrum was calculated using Equation (7):

$$
F(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) e^{-i2\pi(ux/M + vy/N)}.
$$

where $f(x, y)$ are the points of underwater terrain; and $M$ and $N$ are the number of samples in the $x$- and $y$-axis directions, respectively. $M$ is 105 and $N$ is 90; $u$ and $v$ are discrete variables ($u = 0, 1, 2, \ldots, M - 1$ and $v = 0, 1, 2, \ldots, N - 1$), respectively. The amplitude $|F(u, v)|$ is the two-dimensional amplitude spectrum of the underwater terrain [32]. The amplitude frequency resolution ($\Delta u$ and $\Delta v$) of the terrain is inversely proportional to the interval of the sample points and the number of samples, as shown in Equation (8):

$$
\begin{align*}
\Delta u & = \frac{1}{N_x} \\
\Delta v & = \frac{1}{N_y}
\end{align*}
$$

where $\Delta x$ and $\Delta y$ are the intervals of the sampling points. The amplitude frequency resolutions $\Delta u \approx 0.47 \, m^{-1}$ and $\Delta v \approx 0.55 \, m^{-1}$.

Figures 5–7 show the two-dimensional amplitude spectra of the three shapes and the partial enlargement chart. The $z$ axis represents the relative amplitude of $|F(u, v)|$. Figures 5–7 show that the principal frequency of the terrain is concentrated in the low-
frequency region. The relative amplitude approaches zero (on the order of $10^{-5}$) at frequencies of $u > 0$ and $v > 0$, and is close to zero when $u \neq 0$ and $v \neq 0$. The amplitude spectrum of the underwater terrain is $[-\xi, \xi] \times [-\eta, \eta]$ and rectangular; $\xi$ and $\eta$ are the maximum frequencies in the $u$ and $v$ directions.

Assuming $\xi \geq \eta$, let $R = \max\{\xi, \eta\}$. Figure 8 shows the relationship between the rectangular and circular frequency ranges. The underwater terrain is a band-limited function in space $\epsilon_\Omega$ that is $f(x, y) \in \epsilon_\Omega, \epsilon_\Omega = \{ f \in L^2(\mathbb{R}^2) : F(u, v) = 0, \text{ when } u^2 + v^2 \geq R^2 \}$.

**Figure 5.** Two-dimensional amplitude spectrum of shape #1-1. Full graph (left), partial enlargement graph (right).

**Figure 6.** Two-dimensional amplitude spectrum of shape #1-2. Full graph (left), partial enlargement graph (right).

**Figure 7.** The two-dimensional amplitude spectrum of shape #1-3. Full graph (left), partial enlargement graph (right).
The sampling point set \( \{(x_i, y_i)\}_{i \in I} \) satisfies \( \inf_{i \neq k} \left[ (x_i - x_k)^2 + (y_i - y_k)^2 \right] > 0 \) when the monitored terrain does not include a cliff. Moreover, the maximum arc-length interval between the sampling points is \( 2r < \frac{1}{2R} \). Therefore, both the arc-length intervals of sensors in the array and among the sensor arrays are less than \( \frac{1}{2R} \); additionally, the interval between all sampling points is less than \( \frac{1}{2R} \), where \( R = \xi \).

![Figure 8. Relationship between the rectangular and circular frequency ranges.](image)

Because the underwater terrain range is limited, the amplitude spectrum is unlimited. The highest frequency in this study is the frequency at which the 95% energy is concentrated. Table 1 lists the highest frequency of the terrain: \( \xi = u_{\text{max}} = 1.41 \text{ m}^{-1} \) and \( \eta = v_{\text{max}} = 1.10 \text{ m}^{-1} \). Figures 5 and 7 (shapes #1-1 and #1-3) show the peak at \((0, 0)\) with a relative amplitude of 1. Thus, the major frequencies of shapes #1-1 and #1-3 were \((0, 0)\). Shape #1-2 has peaks at \((0, 0.55)\) and \((0, -0.55)\) (Figure 7). The frequency distribution is symmetrical. Therefore, the main frequency of the terrain from #1-2 is \((0, 0.55)\).

**Table 1.** The highest frequency of the terrain.

|         | Shape #1-1 | Shape #1-2 | Shape #1-3 |
|---------|------------|------------|------------|
| Highest frequency \((u, v)\) \((\text{m}^{-1})\) | (0.94, 1.10) | (1.41, 1.10) | (0.94, 1.10) |

Therefore, \( R = \max\{\xi, \eta\} = 1.41 \text{ m}^{-1} \). According to the sampling theorem, the interval between the sensors should be less than \( \frac{1}{2R} \approx 0.35 \text{ m} \). The length of the sensor array is 2.1 m. The amplitude frequencies with different shapes were assumed to be less than 1.41 \text{ m}^{-1}. Each array contains seven sensors, and the arc-length interval between sensors is 0.30.

**3.2. Experimental Results**

The three shapes were tested to verify non-uniform sampling with equal arc length. We assumed that the amplitude frequencies with different shapes were within the highest above-obtained frequency range. The terrain coordinates were calculated by MATLAB according to reference [14]. Forty-two coordinates were used to analyze the monitoring error. Table 2 lists the statistical errors monitored by the sensor array system. The deformation amount was the relative value of the fixed end.

**Table 2.** Terrain simulation monitoring error statistics.

|         | Shape #1-1 | Shape #1-2 | Shape #1-3 |
|---------|------------|------------|------------|
| Mean absolute error \((\text{cm})\) | 1.12 | 0.97 | 1.09 |
| MRE (%) | 6.47 | 6.87 | 5.09 |
| RRMSE (%) | 6.01 | 5.53 | 4.43 |

Figures 9 and 10 and Table 2 show that the reconstructed terrain shape is basically consistent with the actual shape. Table 2 shows the calculated relative root-mean-square
The errors have three primary causes. First, the terrain monitoring range was limited; further, energy loss in the calculation of the highest frequency caused reconstruction error. Second, according to the sensor datasheet, the angle error obtained by the MEMS accelerometer was 0.1°. The arc length interval was 0.30 m. The error was 0.05 cm, and the maximum mean absolute error as 1.12 cm. Therefore, the angle error of the sensor was greater than 4.5%. Third, the sensors do not fit the moving terrain surface well, possibly increasing the angle measurement error.

4. A Water Tank Experiment

4.1. Experiment Design
A sand bed was laid in a water tank to simulate underwater terrain. Figure 11 shows that an ultrasonic monitoring system was adopted to measure the shape of the sand bed (which was alternatively manually measured). The ultrasonic measuring system is a commercial product from the company SINFOTEK (China). The ultrasonic measurement system included a three-dimensional guide rail and an ultrasonic displacement sensor. The ultrasonic sensor measures the height with an accuracy of ±0.1 cm, which is the...
z-coordinate value in this study. The corresponding software system included a server and client that achieves basic data service and visualizes the surface reconstruction of the sand bed, respectively. The position and running speed of the gauging vehicle were set using upper computer software. The sampling interval was set to 1 cm. In every sampling position, the vehicle stopped for 1 s for multiple data collection; the average value was taken as the data at the current position.

**Figure 11.** Water tank and ultrasonic measuring system.

The sand bed measured 40 cm × 80 cm. Three sand bed shapes were constructed (Figures 12–14). The sand bed data were collected using an ultrasonic measuring system.

**Figure 12.** Sand bed shape #2-1.
The sand bed data were collected at equal intervals of 0.01 m in the \( x \)- and \( y \)-axis directions. The number of samples in the \( x \)-axis and \( y \)-axis directions were 80 and 40, respectively. The two-dimensional amplitude spectrum was calculated using Equation (6). According to Equation (7), the amplitude frequency resolution was \( \Delta u = 1.25 \, \text{m}^{-1} \) and \( \Delta v = 2.5 \, \text{m}^{-1} \). The area of the sand bed is small; thus, the amplitude frequency resolution is low, especially in the \( v \) direction.

Figures 15–17 show the two-dimensional amplitude spectrum of the three shapes. The frequency of the sand beds was concentrated in the low-frequency region, with a peak at (0, 0) (Figures 18–21). The principal frequency of the sand bed was (0, 0). Table 3 shows the two-dimensional frequency amplitude of the sand bed. The highest frequencies were \( \xi = u_{\text{max}} = 2.5 \, \text{m}^{-1} \) and \( \eta = v_{\text{max}} = 2.5 \, \text{m}^{-1} \). Therefore, \( R = \max\{\xi, \eta\} = 2.5 \, \text{m}^{-1} \).

The sampling theorem states that the interval between the sensors should be less than \( \frac{1}{2R} \approx 0.2 \, \text{m} \). The amplitude frequency resolution was low; therefore, the arc length interval was set as 0.2.
Table 3. Highest sand bed frequency.

| Shape #2-1 | Shape #2-3 |
|------------|------------|
| Highest frequency \((u, v)\) \((m^{-1})\) | (1.25, 2.5) | (2.5, 2.5) | (1.25, 2.5) |

Figure 15. Two-dimensional amplitude spectrum of Shape #2-1.

Figure 16. Two-dimensional amplitude spectrum of Shape #2-2.

Figure 17. Two-dimensional amplitude spectrum of Shape #2-3.

4.2. Experimental Results

The five shapes (including Shape #2-4 and Shape #2-5) of the sand bed were tested to verify the non-uniform sampling with equal arc length. We assumed that the amplitude frequencies of the sand bed with different shapes were within the highest above-obtained frequency range. The sensor arrays measured the attitude angles of the sand beds.
Shapes of the sand bed were reconstructed using a reconstruction algorithm [14,15] (Figures 18–22). The RRMSE and MRE between the original and reconstructed signals were also calculated (Table 4).

**Figure 18.** Shape #2-1. Sand bed (left), reconstruction graph (right).

**Figure 19.** Shape #2-2. Sand bed (left), reconstruction graph (right).

**Figure 20.** Shape #2-3. Sand bed (left), reconstruction graph (right).
Figure 21. Shape #2-4. Sand bed (left), reconstruction graph (right).

Table 3. Highest sand bed frequency.

|                  | Shape #2-1 | Shape #2-2 | Shape #2-3 |
|------------------|------------|------------|------------|
| Highest frequency $ (u, v) \text{ m}^{-1} $ | (1.25, 2.5) | (2.5, 2.5) | (1.25, 2.5) |

4.2. Experimental Results

The five shapes (including Shape #2-4 and Shape #2-5) of the sand bed were tested to verify the non-uniform sampling with equal arc length. We assumed that the amplitude frequencies of the sand bed with different shapes were within the highest above-obtained frequency range. The sensor arrays measured the attitude angles of the sand beds. The shapes of the sand bed were reconstructed using a reconstruction algorithm [14,15] (Figures 18–22). The RRMSE and MRE between the original and reconstructed signals were also calculated (Table 4).

Figure 22. Shape #2-5. Sand bed (left), reconstruction graph (right).
Table 4. Measurement error statistics.

|                | Shape #2-1 | Shape #2-2 | Shape #2-3 | Shape #2-4 | Shape #2-5 |
|----------------|------------|------------|------------|------------|------------|
| MRE (%)        | 3.29       | 5.62       | 3.36       | 5.71       | 3.48       |
| RRMSE (%)      | 3.52       | 5.89       | 3.45       | 6.73       | 3.02       |

Table 4 shows that the maximum error of the sand beds is Shape #2-4. The maximum RRMSE and MRE were 6.73 and 5.71%, respectively. Two primary factors caused the errors. First, the angle error obtained by the above-mentioned sensors increased the reconstruction error. Second, the monitoring range of the sand bed was small. Energy loss occurred in the highest frequency calculation and produced a reconstruction error. The small error showed strong agreement between the data obtained by the sensor arrays and real data obtained by the ultrasonic measuring system.

The two-dimensional amplitude spectra of Shapes #2-4 and #2-5 were obtained. Similar to Shapes #21–#2-3, the main frequency was concentrated in the low-frequency range. The highest frequencies of Shapes #2-4 and #2-5 were \( R = \max\{\xi, \eta\} = 2.5 \text{ m}^{-1} \) and satisfy the sampling theorem. The results showed that the arc-length interval between the sensors can be determined according to the two-dimensional non-uniform sampling condition.

5. Conclusions

This article presented a sensor placement strategy with two-dimensional equal arc length non-uniform sampling for underwater terrain deformation monitoring and a mathematical model of two-dimensional uniform sampling. The two-dimensional non-uniform spatial sampling with equal arc length condition was derived from the frame theorem. The number of sensors and arc length interval of the sensors were determined by the non-uniform sampling condition. Terrain deformation and water tank tests were conducted using an MEMS accelerometer network, and the experimental results showed the correctness of the two-dimensional non-uniform sampling condition with equal arc length. The research results guide the placement of sensors on the sensor array in submarine terrain monitoring and reconstructing, and can also be extended to other areas of shape monitoring and reconstruction based on the sensor array. The principal conclusions are the following:

1. According to the two-dimensional non-uniform sampling theorem, the arc length interval of the sensors should be less than \( \frac{1}{2\pi} \) in order to completely reconstruct the underwater terrain.

2. A strong agreement was demonstrated between the MEMS accelerometer sensor array data and the terrain data. The maximum MRE and the maximum RMSE were both less than seven percent in the terrain deformation simulation and the water tank experiments.

3. The monitoring range for application is limited, the frequency spectrum is infinite. Additionally, and the highest frequency calculation leads to energy loss. Therefore, although the condition of the arc length interval is satisfied, the reconstruction error is not close to zero. Thus, the sensor interval should be shortened to reduce the reconstruction error. A greater number of sensors produces shorter sensor intervals and lower reconstruction errors.

4. In practical application, because it is difficult to obtain reliable and high-precision terrain data, the number and the interval of the sensors are also hard to calculated. Therefore, the two-dimension arc non-uniform sampling model must be used with high-precision submarine terrain detection instruments (such as high precision multi-beam echo sounding).
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