Would large reference populations unveil the potential of deep neural networks for improved genome-enabled prediction of complex traits? The case for body weight in broilers.
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Abstract

Background: Deep neural networks (DNN) are a particular case of artificial neural networks (ANN) composed by multiple hidden layers, and have recently gained attention in genome-enabled prediction of complex traits. Yet, few studies in genome-enabled prediction have assessed the performance of DNN compared to traditional regression models. Strikingly, no clear superiority of DNN has been reported so far, and results seem highly dependent on the species and traits of application. Nevertheless, the relatively small datasets used in previous studies, most with fewer than 5,000 observations may have precluded the full potential of DNN. Therefore, the objective of this study was to investigate the impact of the size of the reference population on the performance of DNN compared to Bayesian regression models for genome-enable prediction of body weight in broilers. Results: Predictive performance of DNN improved as sample size increased, reaching a plateau at about 0.32 of prediction correlation when 60% of the entire training set size was used. Interestingly, DNN showed superior prediction correlation with smaller sample sizes and poorer prediction correlation with larger samples sizes compared to Bayesian Ridge Regression (BRR) and Bayes Cπ without including the tuning data in the training data. Conversely, Bayesian models fitted with the training and tuning sets showed the best performance in terms of prediction correlation, but such advantage vanished for larger sample sizes. DNN presented the lowest mean square error of prediction regardless the amount of data used to train the predictive approaches, as well as with Bayesian models including or not the tuning set into the training set. The predictive bias was lower for DNN compared to Bayesian models regardless the amount of data used with estimates closed to the unit with larger sample sizes. Conclusions: DNN had worse prediction correlation compared to BRR and Bayes Cπ, but improved mean square error of prediction and bias relative to both Bayesian models for genome-enabled prediction of body weight
in broilers. Such findings, highlights advantages and disadvantages between predictive approaches depending on the criterion used for comparison. Nonetheless, further analysis is necessary to detect scenarios where DNN can clearly outperform Bayesian benchmark models.

Introduction

The identification and selection of individuals with superior genetic merit is critical for the improvement of complex traits in animals and plants. Genomic selection was originally proposed by Meuwissen et al. (2001) [1], and been used as a tool to accelerate the genetic improvement of complex traits by earlier and accurate selection of genetically superior individuals compared to traditional pedigree analysis [2, 3]. Advances in genotyping technologies allowed the production of high-density genetic chips in a cost-effective manner, making genomic selection a reality for animal [4, 5, 6] and plant [7, 8] breeding programs.

Genomic selection relies on the information of a large number of genetic markers, posing a statistical challenge for genome-enabled prediction studies in which the number of markers is often much larger than the number of observations. Methods such as G-BLUP [9], Bayes A and Bayes B [1], Bayes C [10], Bayesian Lasso [11], Single-step analysis [12], among others have been proposed to cope with this challenge and also to improve the performance of genome-enabled prediction. In addition, machine learning (ML) techniques have also been implemented in genome-enabled prediction in attempt to improve predictive performance due to their ability to accommodate nonlinear relationships between predictors and response variables. ML methods such as the Reproducing Kernel Hilbert Space [13, 14], Random Forest [15], and Artificial Neural Networks (ANN) [16, 17] have been used in genome-enabled prediction, showing slightly better or similar results compared to linear regression approaches. Recently, a particular case of ANN with
multiple hidden layers, namely, Deep Neural Networks (DNN) has emerged as one of the most powerful machines for pattern recognition, being successfully applied in different fields including computer vision, speech recognition, and machine translation [18].

Deep neural networks are gaining prominence also in genome-enabled prediction and they have been already employed in different studies [19, 20, 21]. However, results reported by these studies have shown no clear superiority of DNN compared to traditional linear regression approaches, with results seem highly dependent on species and traits of application. Nevertheless, the relatively small datasets used in previous studies, most with fewer than 5,000 observations may have precluded the full potential of DNN. For the most successful applications of DNN, the dataset sample sizes had at least 70,000 observations (e.g., MNIST, ImageNet, and VoxCeleb). Thus, large sample sizes could be crucial to unveil the potential of DNN in the genome-enabled field. Bellot et al. (2018) [22] employed DNN for genome-enabled prediction of complex traits in humans using a large dataset composed of 102,221 observations, finding similar performance of DNN and Bayesian regression models. Hence the question remains if DNN cannot indeed outperform Bayesian regression models commonly used in genome-enable prediction of complex traits, or if its performance depends on the species and trait being considered, or if there is also a dependence on size of the reference population used for training the models. Here we try to tackle this latter enquiry, by assessing the relative performance of DNN with varying sizes of training sets. Specifically, we employ a sub-sampling scheme from a large reference population of broiler chickens, and compare the results from DNN and Bayesian regression models on genome-enabled prediction of body weight of broilers.

Results

**Genetic parameter estimates**

Estimates of variance components for body weight were 4,436.6 (SE = 281.07), 1,026.0
(SE = 71.12), and 13477.0 (SE = 163.01) g² for additive genetic, maternal permanent environmental, and residual effects, respectively. These estimates resulted in a phenotypic variance of 18,939.6 (SE = 146.59) g². Estimate of direct heritability for body weight was 0.23 (SE = 0.013), and the proportion of the phenotypic variance due to maternal permanent environmental effect was 0.05 (SE = 0.003).

**Deep neural networks random search**

A random search considering 200 different DNN’s architectures was performed for each sub-sampling of the training set. Deep neural networks were selected based on their prediction correlation on the tuning set. Different architectures of the DNN were selected for each sub-sampling of the training set (Table 1). Overall, DNN with more than one hidden layer showed a greater predictive performance considering up to 50% of the training set size, while simple ANN architectures with one hidden layer and approximately 300-800 units were selected afterwards. All ANN had a L2 norm (ridge regularization) larger than zero, and the dropout rate was smaller than 1, except for the models using 1, 3, and 100% of the entire training set size. The prediction correlation of all ANN is summarized in Figure 1A. Regardless of the ANN architecture, the prediction correlation had an increased trend with larger sample sizes. Interestingly, the distance between the worst to the median prediction correlation of all ANN was greater than the distance between the best to the median prediction correlation of all ANN for each sub-sample of the training set. The MSEP for each ANN are summarized in Figure 1B. Overall, the MSEP had a decreased trend with larger sub-samples sizes. Similarly to the prediction correlation, the distance between the worst to the median MSEP of all ANN was greater than the distance between the best and the median MSEP of all ANN for each sub-sample
of the training set.

**Models’ predictive performance**

As expected, the prediction correlation increased with larger training sample sizes, with a fast increment using up to 50% of the available data, reaching a plateau of approximately 0.32 afterwards, for each genome-enabled prediction approach (Figure 2A). Deep neural networks had the greatest prediction correlation using 1% (0.090) and 3% (0.137) of the training set size, while Bayesian Ridge Regression (BRR) and Bayes Cp fit without the tuning set showed similar or better prediction correlation compared to DNN when more than 5% of the entire training set size was considered. The relative gain of prediction correlation for DNN compared to BRR (Bayes Cp) was 11% (13%) and 7% (7%) when 1% and 3% of the entire training set size was used, respectively. The superiority of the DNN vanished in subsets using more than 5% of the training set size, and the DNN relative gain for prediction correlation was worse compared to both Bayesian methods, varying from -13% to -1%. After fitting the Bayesian regression models with the additional data from the tuning set in each sub-sampling of the training set, the prediction correlation of Bayesian Ridge Regression (BRR-WT) and Bayes Cp (Bayes Cp-WT) were greater than the DNN, regardless of the amount of data used. Moreover, the relative gain of DNN compared to BRR-WT (Bayes Cp-WT) decreased remarkably to -116% (-117%) and -56% (-56%) using 1% and 3% of the training set size, respectively, but such difference in the relative gain was attenuated with larger sample sizes. Overall, the MSEP decreased along with the sample size of the training set for all predictive approaches (Figure 2B). Deep neural networks showed the lowest mean square error of prediction (MSEP) for each subset of the training set, ranging from 26,264.8 to 30,589.3. The relative gain of MSEP was better for DNN compared to BRR (Bayes Cp), ranging from -2% (-2%) to -8% (-8%) when 20% (20%)
and 3% (3%) of the entire training set size was used, respectively. Interestingly, the MSEP of BRR-WT and Bayes $\pi$-WT were greater than DNN for each sub-sampling of the training set, except when 20% of the training data was used.

Deep neural networks showed the smallest predictive bias compared to all Bayesian regression models (Figure 3). Interestingly, the predictive bias of DNN was smaller than one for all partitions of the training set, except when using 30% of the data in the training set. Conversely, Bayesian regression models had a predictive bias greater than one for almost all training set sub-samples, starting after the sub-sampling of 10% and 5% of the training set for models fit with or without the tuning set, respectively. Spearman rank correlations between the predicted body weight from the different genome-enabled prediction approaches through the different sub-sampling of the training set were on average 0.990 (range: 0.981-0.998), 0.917 (range: 0.783-0.968), 0.820 (range: 0.330-0.974), 0.812 (range: 0.333-0.960), 0.908 (range: 0.776-0.957), 0.811 (range: 0.324-0.960), 0.813 (range: 0.328-0.966), 0.772 (range: 0.329-0.926), 0.765 (range: 0.333-0.916), and 0.990 (range: 0.978-0.998) for BRR, Bayes $\pi$, BRR, DNN, BRR, BRR-WT, BRR, Bayes $\pi$-WT, Bayes $\pi$, DNN, Bayes $\pi$, BRR-WT, Bayes $\pi$, Bayes $\pi$-WT, DNN, BRR-WT, DNN, Bayes $\pi$-WT, BRR-WT, Bayes $\pi$-WT, respectively. The agreement on the top 10-ranked broilers selected across the genome-enabled prediction approaches through the different sub-sampling of the training set were on average 91% (range: 86-96 %), 73% (range: 56-83 %), 67% (range: 28-88 %), 65% (range: 28-83 %), 71% (range: 55-81 %), 66% (range: 29-83 %), 66% (range: 29-85 %), 58% (range: 28-74 %), 57% (range: 28-71 %), and 91% (range: 86-96 %) for BRR, Bayes $\pi$, BRR, DNN, BRR, BRR-WT, BRR, Bayes $\pi$-WT, Bayes $\pi$, DNN, Bayes $\pi$, BRR-WT, Bayes $\pi$, Bayes $\pi$-WT, DNN, BRR-WT, DNN, Bayes $\pi$-WT, BRR-WT, Bayes $\pi$-WT, respectively.

Discussion
The heritability estimated for body weight in broiler chickens from a pure line population was of moderate magnitude, accounting for 23% of the phenotypic variance. This result indicates that the response to selection should be effective in a short to medium term. The ratio of maternal permanent environmental variance over the phenotypic variance was low and contributed to 5% of the body weight variation. Although the variance fraction accounted for by the maternal permanent environment effect was relatively low, the inclusion of this effect in the model is essential to avoid an inflation of the variance of the additive genetic effect. Body weight estimates of heritability and the fraction for maternal permanent environmental variance were consistent with other studies using the same trait in broilers from single pure lines [23, 24].

For the DNN implementation, a random search was used for hyperparameter optimization, leading to the selection of different models for each subset of the training set. This result indicates that the choice of the best DNN architecture was strongly affected by the amount of data available during training. Therefore, the random search did not provide a robust DNN structure to predict body weight throughout the training set partitions. Recently, simulated annealing and genetic algorithms have been considered for hyperparameter optimization in machine learning applications [25, 26]. Such approaches may provide a more robust DNN architecture, and as consequence may show a better predictive performance compared to random search. However, Bellot et al. (2018) [22] evaluated the performance of DNN on the genome-enable prediction of complex traits in humans using a genetic algorithm for hyperparameter optimization, and also reported that DNN had similar results with Bayesian regression models.

Hyperparameter optimization is a very difficult task, which involves the exploration of various DNN architectures to find an optimal parameter set within a specific search space. Such component of the learning process is crucial for the success of DNN and is very
demanding on computational resources and time. Parallel computing as employed in our study can be used to alleviate time issues, where each DNN architecture is trained and evaluated independently on different computers. However, parallel computing requires expensive computational resources, which in most situations is not available for many researchers. Despite such challenges, hyperparameter optimization is critical to obtain DNN architectures which could deliver greater predictive performance. For instance, in our study, the difference of predictive performance between the best and worst DNN in each sub-sampling of the training set was considerably large. Therefore, implementing DNN with no hyperparameter optimization may inadvertently define a DNN architecture that delivers a poor predictive performance. Moreover, the hyperparameter optimization cost is relatively minor compared to the cost to collect, store, and analyze genomic data. Therefore, hyperparameter optimization should be considered for genome-enabled prediction applications in animal and plant breeding programs.

The best models selected for each partition of the training set have some type of regularization (i.e. $L2 > 0$ and dropout rate $< 1$) to improve model generalization. The large number of inputs typically observed in genome-enabled prediction, and the high correlation between markers due to linkage disequilibrium may negatively affect the performance of DNN. Regularization approaches such as dropout can prevent complex co-adaptations between units [27], reducing the observed association among inputs from adjacent layers. Therefore, this result suggests that DNN with regularization techniques are recommended to improve predictive performance on new observations for genome-enabled prediction. Similar result was reported by McDowell (2016) [19], who found better predictive performance for DNN with some kind of regularization compared to DNN without regularization for genome-enabled prediction of complex traits in different plant species.

The selection of DNN hyperparameters considering the predictive performance on a tuning
set may not reflect the best predictive performance in the testing set. For instance, for each sub-sampling of the training set at least one DNN with different architecture had a greater predictive performance on the testing set compared to those DNN selected based on the lowest MSEP observed in the tuning set. Therefore, selecting DNN architecture by measuring the predictive performance on a tuning set may not deliver optimized predictive performance on new records. Nevertheless, DNN optimization based on the predictive performance on a testing set provides results that are optimistically biased since some information from the testing set is considered a priori. Thus, in our study the correct strategy was to select the DNN architecture based on the predictive performance in the tuning set.

Deep neural networks are gaining prominence in genome-enabled prediction because of several advantages including flexibility to accommodate complex relationships between output variables and predictors, their high predictive performance, and no parametric assumptions regarding variable distributions [28]. Although DNN has emerged with an enormous potential to transform genome-enable prediction, recent studies showed no evident superiority of DNN relative to traditional genome-enable prediction models. For instance, Rachmatia et al. (2017) [20] used deep belief networks to predict complex traits in maize and found that DNN outperformed linear regression models in only 2 out of 8 traits. McDowell (2016) [19] compared DNN with 5 linear regression methods (i.e. ordinary least squares, lasso, ridge regression, elastic net, and Bayesian ridge regression) on 6 traits from 3 different species (i.e. Arabidopsis, maize, and wheat). In this study DNN outperformed traditional regression methods in about 50% of the time. In another study, Montesinos-Lopez et al. (2018) [21] compared a multi-task DNN with Bayesian multi-trait and multi-environment model using complex traits in maize and wheat under different environments. The authors reported a greater predictive performance of DNN when
genotype x environmental interactions were not included in the analysis and a lower performance when such terms were considered in the analysis. According to these studies, the performance of DNN is strongly affected by many factors including the genetic architecture of a trait, the presence of non-additive effects, hyperparameter optimization, and the DNN architecture considered for genome-enabled prediction (e.g. multilayer perceptron or convolutional neural networks). These findings are consistent with our study, in which Bayesian regression models showed similar or greater prediction correlation than DNN, but worst MSEP.

The lowest MSEP of DNN reflects the predictive bias estimates in each sub-sampling of the training set. Deep neural networks showed greater inflation on the prediction of body weights compared to all Bayesian models using up to 20% of the data, and less biased estimates afterwards, indicating an advantage for DNN over Bayesian models. The Spearman’s correlation and the agreement on the top 10-ranked broilers suggested a re-ranking of animals depending upon to the model used. Such difference in the ranking of broilers is more pronounced between Bayesian regression models fitted with the tuning set in comparison to the other genome-enabled prediction approaches, whereas DNN presented a slightly lower re-ranking of broilers relative to BRR and Bayes Cπ

Interestingly enough, the predictive performance of DNN was better than the BRR and Bayes Cπ when considering small sample sizes. This result is most likely because of the benefit of using in the training process a tuning set exclusive for DNN. However, after re-fitting the Bayesian regression models including also the tuning set data, such an advantage was accounted for and the superiority of DNN vanished. Strategies such as a k-fold cross-validation within the training set could be considered to select DNN architectures. However, in our study, implementing such an approach was extremely difficult due to the computational cost of performing a k-fold cross-validation in such a big
data together with the sub-sampling process in the training set for each genome-enabled prediction approach.

Although DNN often show a greater predictive performance when trained with large sample size, for genome-enable prediction it seems that adding more data per se is not a guarantee to outperform benchmark models. The relative simple nature of the marker inputs (i.e. three genotypes coded as 0, 1 or 2) and the complex essence of quantitative traits may pose a challenge for DNN applied to genome-enabled prediction compared to other successful applications, such as in computer vision [22]. As pointed out by these authors, inputs used in computer vision are more complex and less structured than those available for genome-enabled prediction. Furthermore, the attribute (expected value of trait or genetic risk) used in genome-enabled prediction is often not directly observed, rather it is a function of genetic and environmental factors [22]. Therefore, the characteristics of the response variable and inputs may explain in part the similar predictive performance of DNN and Bayesian methods using large amount of data.

Furthermore, body weight inheritance is suggestive to be mainly accounted for by genetic additive effects, with a lower contribution of non-additive genetic effects. Abdollahi-Arpanahi et al. (2016) [29] concluded that the dominance effects had a minor contribution in the phenotypic variation of body weight relative to additive effects. Additive inheritance is often well fitted by traditional linear models used for genome-enabled prediction. On the other hand, ANN is better suited to capture nonlinear relationships by using multiple layers and nonlinear activation functions. For instance, Dórea et al. (2018) [30] reported greater predictive performance of ANN compared to Partial Least Squares on the prediction of dry matter intake in lactating dairy cows, concluding that such a superiority is possibly explained by the ability of ANN to accommodate nonlinear relationships. Therefore, the additive genetic nature of body weight may be another potential
explanation for the similar predictive performance between DNN and Bayesian models.

It is important to point out some disadvantages of DNN when applied to genome-enable prediction compared to traditional linear regression models. The first drawback has been previously discussed, and reflects the importance of hyperparameter optimization in DNN performance. The second disadvantage is the lack of biological interpretability of the results obtained with DNN. For instance, extracting information from multiple hidden layers is very difficult, turning the algorithm into a “black box” regarding biological interpretation. A practical example of this lack of interpretability is that the effect of each marker cannot be estimated separately, while SNP effects are easily obtained in traditional linear models used for genome-enabled prediction. Another issue of DNN is that such a predictive approach is more susceptible to overfitting than linear models. In our study, we used early stopping, dropout, and a L2 norm to tackle overfitting and the results indeed suggested that such approaches helped to improve generalization. Despite all of these limitations, DNN had a better performance in terms of MSEP but worst prediction correlation compared to the Bayesian regression models. Therefore, DNN should be more explored in genome-enable prediction to find scenarios in which DNN is clearly superior. Common DNN strategies used in the field of computer science including multi-task DNN (i.e. similar to multi-trait analysis), novel algorithms for parameter optimization, and different types of network structures (e.g. convolution and multi-input networks) can be easily adapted and implemented for further analysis in genome-enabled prediction.

Conclusions

Results have shown that the prediction correlation of DNN was comparable to Bayesian regression models with larger training set sizes, while DNN had the lowest MSEP. The inclusion of more data in the training set per se is not a guarantee for DNN to outperform
traditional linear regression models in genome-enabled prediction applications. Overall, the use of DNN for genome-enable prediction is promising but further research investigating novel algorithms for hyperparameter optimization, multi-trait analysis, and other DNN structures are fundamental to evaluate scenarios where DNN can clearly outperform benchmark models.

Methods

(See Methods section in the Supplementary Files)
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Tables

Table 1. The best deep neural network architecture selected based on prediction correlation on the tuning set for each sub-sampling of the training set.
| Size (%) | Number of layers | Number of units per layer | L2\(^2\) | Dropout rate\(^3\) | Accuracy |
|--------|-----------------|--------------------------|---------|-----------------|----------|
| 1      | 4               | 5000\(^{(1)}\).1\(^{(2)}\).600\(^{(3)}\).800\(^{(4)}\) | 0.0600  | 1.0             | 0.090    |
| 3      | 4               | 5000\(^{(1)}\).300\(^{(2)}\).200\(^{(3)}\) | 0.0675  | 1.0             | 0.137    |
| 5      | 3               | 400\(^{(1)}\).200\(^{(2)}\).900\(^{(3)}\) | 0.0100  | 0.5             | 0.145    |
| 7      | 2               | 500\(^{(1)}\).2000\(^{(2)}\) | 0.0450  | 0.8             | 0.166    |
| 10     | 2               | 800\(^{(1)}\).100\(^{(2)}\) | 0.0025  | 0.6             | 0.200    |
| 15     | 2               | 800\(^{(1)}\).900\(^{(2)}\) | 0.0050  | 0.5             | 0.236    |
| 20     | 4               | 600\(^{(1)}\).100\(^{(2)}\).500\(^{(3)}\) | 0.0325  | 0.5             | 0.226    |
| 30     | 1               | 1000\(^{(1)}\) | 0.0100  | 0.7             | 0.274    |
| 40     | 1               | 2000\(^{(1)}\) | 0.0800  | 0.6             | 0.285    |
| 50     | 3               | 600\(^{(1)}\).4000\(^{(2)}\) | 0.0975  | 0.5             | 0.285    |
| 60     | 1               | 300\(^{(1)}\) | 0.0800  | 0.8             | 0.304    |
| 70     | 1               | 400\(^{(1)}\) | 0.0800  | 0.5             | 0.309    |
| 80     | 1               | 800\(^{(1)}\) | 0.0925  | 0.7             | 0.308    |
| 90     | 1               | 400\(^{(1)}\) | 0.0800  | 0.5             | 0.307    |
| 100    | 1               | 500\(^{(1)}\) | 0.0600  | 1               | 0.322    |

\(^{1}\)The number in parenthesis represents the corresponding hidden layer.

\(^{2}\)L2 = ridge regularization.

\(^{3}\)Dropout rate was applied in all layers, except for the output layer.

\(^{4}\)MSEP = mean square error of prediction.

Table 2. Hyperparameters considered in the random search of deep neural networks (DNN)\(^1\).
| Hyperparameter     | Space                                      |
|--------------------|--------------------------------------------|
| Number of units    | 1, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 3000, 4000, 5000 |
| Hidden layers      | 1, 2, 3, 4                                 |
| Dropout rate\(^2\) | 0.5, 0.6, 0.7, 0.8, 0.9, 1                 |
| L2\(^3\)          | 0.0000, 0.0025, 0.0050, 0.0075, 0.0100, 0.0125, 0.0150, 0.0175, 0.0200, 0.0225, 0.0250, 0.0350, 0.0375, 0.0400, 0.0425, 0.0450, 0.0475, 0.0500, 0.0525, 0.0550, 0.0575, 0.0600, 0.0700, 0.0725, 0.0750, 0.0775, 0.0800, 0.0825, 0.0850, 0.0875, 0.0900, 0.0925, 0.0950, 0.3000, 0.0325, 0.0350, 0.0375, 0.0400, 0.0425, 0.0450, 0.0475, 0.0500, 0.0525, 0.0550, 0.0575, 0.0600, 0.0625, 0.0650, 0.0675, 0.0700, 0.0725, 0.0750, 0.0775, 0.0800, 0.0825, 0.0850, 0.0875, 0.0900, 0.0925, 0.0950, 0.1000 |

\(^1\)The hyperparameters were randomly select and combined to find the optimal DNN architecture.

\(^2\)The dropout rate was applied in all layers, except for the output layer.

\(^3\)L2 = ridge regularization.

Figures
Predictive performance for each of the 200 deep neural networks generated using the random search, in A) prediction correlation and B) mean square error of prediction (MSEP). The continuous black line represents the median of the 200 deep neural networks for each sub-sample of the training set.

Figure 1
Predictive performance for Bayes $C_\pi$, Bayesian Ridge Regression (BRR), Deep Neural Networks (DNN), Bayes $C_\pi$ fit with the tuning set (Bayes $C_\pi$-WT), and Bayesian Ridge Regression fit with the tuning set (BRR-WT) for each sub-sampling of the entire training set size, in A) prediction correlation and B) mean square error of prediction (MSEP).
Figure 3

Predictive bias for Bayes $C_π$, Bayesian Ridge Regression (BRR), Deep Neural Networks (DNN), Bayes $C_π$ fit with the tuning set (Bayes $C_π$-WT), and Bayesian Ridge Regression fit with the tuning set (BRR-WT) for each sub-sampling of the entire training set size.
Representation of a Multilayer Perceptron (MLPs) architecture. In A) The structure of the deep neural network (DNN) and the training process including forward and backward propagation are depicted. In the forward propagation information flows from the input to the output layers by outputting the calculations of the activation function to the next layer. In the backward propagation, the output is assessed and a loss function $L(W)$ [i.e. mean square error] is used to minimize the overall error function, and consequently update the network weights using stochastic gradient descent. In B) The underlying calculations for each unit in order to provide the output to the next layer. In this process, weight vectors $[W(.)]$ and inputs are linearly combined and transformed based on an activation function, i.e., rectified linear which outputs the maximum between zero and the linear combination of weights and inputs. This figure is based and adapted from the diagram proposed by Angermueller et al. (2016).
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