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Background. Global warming is a growing threat in the world today mainly due to the emission of CO₂ caused by the burning of fossil fuel. Consequently, countries are being forced to seek potential alternative sources of energy such as wind, solar, and photovoltaic among many others. However, the realization of their benefits is faced with challenges. Though wind stands a chance to solve this problem, the lack of adequate site profiles, long-term behavioural information, and specific data information that enables informed choice on site selection, turbine selection, and expected power output has remained a challenge to its exploitation. In this research, Weibull and Rayleigh models are adopted. Wind speeds were analyzed and characterized in the short term and then simulated for a long-term measured hourly series data of daily wind speeds at a height of 10 m. The analysis included daily wind data which was grouped into discrete data and then calculated to represent the mean wind speed, diurnal variations, daily variations, and monthly variations. To verify the models, statistical tools of Chi square, RMSE, MBE, and correlational coefficient were applied. Also, the method of measure, correlate, and predict was adopted to check for the reliability of the data used. The wind speed frequency distribution at the height of 10 m was found to be 2.9 ms⁻¹ with a standard deviation of 1.5. From the six months’ experiments, averages of wind speeds at hub heights of 10 m were calculated and found to be 1.7 m/s, 2.4 m/s, and 1.3 m/s, for Ikobe, Kisii University, and Nyamecheo stations, respectively. The wind power density of the region was found to be 29 W/m². By a narrow margin, Rayleigh proves to be a better method over Weibull in predicting wind power density in the region. Wind speeds at the site are noted to be decreasing over the years. The region is shown as marginal on extrapolation to 30 m for wind energy generation hence adequate for nongrid connected electrical and mechanical applications. The strong correlation between the site wind profiles proves data reliability. The gradual decrease of wind power over the years calls for attention.

1. Background

Due to inadequate access to energy and the impact of climate changes associated with it, sub-Saharan Africa still remains considered the most poorly connected to electricity region around the world with more than 6 million of its population lacking access to this basic want [1]. The other millions of people that are connected to electricity are served by unreliable grids that never satisfy their daily energy needs. According to the International Energy Agency, 2014, the demand for electricity in Africa is estimated to grow by 4% each year till 2040. This implies that sub-Saharan Africa needs to expand significantly its installed energy capacity as well as upgrade its power grids to meet this increasing demand. Noting that energy plays a key role in the social-economic development of any country in the world [2] and that sub-Saharan Africa is a composite of developing countries, the lack of taking adequate measures now to mitigate this energy gap will overburden its development agenda hence the closure of dreams of being developed in the future. Figure 1 shows the share of
the population without access to electricity in Africa. From the figure, it can be shown that more than 75% of the population in sub-Saharan Africa is still not connected to electricity.

As African countries develop, their demand for electricity increases as well as their consumption profiles change. As currently constituted, the demand for electricity consumption peaks in the evenings. This profile plays a key role in planning. As country growth continues to happen, their peak demand for electricity can surpass the average demand and this will require for installation of more generation capacity to neutralize the imbalance. To install, various generation resources need to be explored.

The world’s energy sector is largely dominated by the use of fossil fuel. But then, fossil fuels are faced with many challenges ranging from the danger of depletion of petroleum oil supplies and almost certain global climatic change which is associated with its utilization [4]. This has forced nations to venture into the exploration of other sources of energy generation which are environmentally friendly and renewable to sustain their ever-increasing energy demands. For the generation of electricity from renewable sources to happen effectively, understanding of where these resources are located, how sufficient they are, their quality, and financial viability is a crucial prerequisite requirement for their optimum utilization [5–7].
The most economically viable sources of generating electricity include water, biomass, solar, and geothermal [8–10]. Among them, wind energy and solar energy are the most affordable, efficient, and commonly used by many countries around the world [8, 11]. This research sought to study only the wind resource.

Wind energy stands a better chance to solve the electricity scarce challenges facing sub-Saharan Africa since its technologies are free of carbon iv oxide production which is the major culprit contributing to global warming [12–14]. But, like any other energy source, the wind is laced with many challenges which need to be addressed for it to compete favourably, the main one being the lack of site’s wind profiles to enable informed choice on whether to invest in the resource or not [15]. This research sought to establish the wind profiles of the Kisii region and hence mapping which will help policymakers make the right investment decisions.

According to Azad et al., 2015, wind energy is still a prospective sector in the world used mainly for the generation of electricity and for water pumping. The intensity of use of wind power is dependent on the magnitude of wind speed, its variational trend from time to time, and direction [16]. In assessing this resource, several methods are available in the literature that can be applied to find very windy sites [17, 18]. For example, the Weibull, the Rayleigh, and the Lognormal methods have been used by various researchers around the world and were found to fit wind distribution patterns of given places very well ([19, 20]). In his research, energy output estimation for small-scale wind power generators used Weibull-representative wind data. [19], shows that wind power predicted by Weibull agrees very well with that calculated from time series. This is also confirmed by [21, 22] who also found Weibull to best fit the measured wind profiles as compared to Rayleigh in their researches, respectively.

In the assessment of wind, the first step should be to determine the major wind flow contributing to the resource [23]. These can include westerly winds, monsoon winds which are seasonal winds caused by large annual differences over land and sea areas, or mesoscale winds associated with the topographical features of a place. Step two will then be to analyze the observed data to determine the magnitude of wind for each scale of motion [24]. To establish the wind potential of any locality, modelling of the wind behaviour is mandatory. In modelling, the wind shear exponent and surface roughness parameters should be determined [25]. This is because they play a big role in determining how wind power picks from one height to another and in determining wind power at other higher heights above the experimental ones. Also, when modelling, it is very necessary to determine the behaviour of wind power since gusty or irregular wind speeds are not suitable for wind turbines that are used for electricity generation [26, 27]. After a successful establishment of the wind profiles of a given locale, proper wind turbines matching the wind characteristics of that given region are then designed [26, 28].

Accurate profiling of wind power at any site is useful in reducing any additional energy and balancing power in the wind power integration through enabling the dispatch, scheduling, and unit commitment [29]. In forecasting, short-term data ranging from 1 hour to several hours is necessary since it helps in system planning for unit commitment, dispatch, and electricity trading [30]. Also, medium- and long-term forecasting and predictions are necessary for maintenance planning, unit commitment, backup maintenances and storages, and scheduled grid maintenances [31].

Several studies analyzing the various aspects of wind data collected from different periods have been carried out in the past in different parts of Kenya by different researchers. An example of such analysis is one conducted in Marsabit for a period of 6 years where wind data at a hub height of 100 m have been analyzed [18]. The averages of wind speeds for this region were found to be 14 m/s. Another study in Juja was conducted, and wind energy potential for the region was investigated [32]. Other investigations done on this area in Kenya include a simulation of small wind turbines for optimal selection of wind power in Uasin-Gishu [23], a status and policy framework review for wind energy in Kenya (Kazimierczuk, 2019), and the assessment of wind and solar energy potentials in central rift valley [12]. ([24, 33] also have carried out a techno-economic evaluation of this resource in the country. From these researchers’ studies, it can be deduced that for precise estimation of wind power and effective utilization of the resource, a detailed research on wind data needs to be done and for several regions.

With this detailed analysis of wind data for the Kisii region, the research will give a novel contribution to literature which will help guide decisions about local development of the energy sector within the region. Also, with good profiling, an increased number of people connected to electricity within the sub-Saharan region are going to be realized, and hence, visions are going to be met.

This research sought to (i) establish the region’s wind profiles which will be used by investors to make informed choices on whether to invest in the resource as an alternative source of power during power outages in the region and (ii) find the best model among Weibull and Rayleigh that can be relied upon in the prediction of the region’s wind profiles.

2. Materials and Methods

2.1. Study Area. This study was carried out based on data obtained from the Kenya meteorological department station located in Kisi town at KARL which lies along the equator in the western parts of Kenya (elevation 1710, 0.68°S, 34.79°E) backed with data obtained from three selected sites of Kisii University (KSU), Nyamecheo, and Ikobe of Kisii region. The map of the region is shown in Figure 2.

2.2. Research Design. This research was designed in such a way that two types of data were used: long-term data from the Kenya meteorological department for long-term characterization and six-month data from an experiment set at three sites of the region. The data collected from the experiment was used to check whether the long-term data obtained from the meteorological department represented a true and fair view of the site’s wind profiles and for short-term characterization. Consequently, this research was carried out in two
phases. The first phase involved data collection which was done by:

(i) collection of data from the Kenya meteorological department for a span of 10 years between the period of 2003 and 2014

(ii) setting the AcuRite 01024 Wireless Weather Station with 5-in-1 Weather Sensors at the selected three sites of the region under study and collection of daily data for six months (experiment performed in 2018). The weather station for Ikobe was not set up to standard, and hence, the experiment got disturbed after the second month of data collection. Due to this, data extracted for April, May, June, and July from the stations were not used in the study

The second phase involved organizing the data collected and the employment of the appropriate software in the analysis.

2.3. Experimental Set-Up. Three masts were elected at three sites of the Kisii region with two AcuRite weather stations installed at each mast at hub heights of 10 m and 13 m from the ground. Then, two indoor display boards were set inside the room within a radius of 100 m from each station and programmed to receive data from the stations simultaneously at an interval of 12 minutes through remote sensing. By use of the PC connect software, data received and stored by the display boards were transferred to the computer for analysis. The data collected was used to determine the wind shear exponents and surface roughness parameters of the sites [25]. The data was also used to audit the data collected from the Kenya meteorological department.

2.4. Governing Equations and Principles

2.4.1. Weibull Probability Density Function. The Weibull probability density function (pdf) is given by equation (1) [35, 36]:

\[
f(v) = \begin{cases} 
  \frac{k}{C} \left(\frac{v}{C}\right)^{k-1} \exp \left\{-\left(\frac{v}{C}\right)^k\right\} & \forall v \geq 0 \\
  0 & v < 0 
\end{cases}
\]  

Figure 2: Map of the Kisii region and places where the research was carried out (source: [34]).
with its corresponding Weibull cumulative distribution function given by [37]

\[ F(V) = 1 - \exp \left[ - \left( \frac{V}{\bar{v}} \right)^k \right]. \]  

(2)

### 2.4.2. Weibull Factors

1. **Shape Factor** \(k\). Weibull factor \(k\) can be estimated by the following equation [38, 39]:

\[ k = \left( \frac{0.9874}{\sigma/\bar{v}} \right)^{1.0983}, \]  

where \(\sigma\) is the Weibull distribution variance and \(\bar{v}\) is the mean wind speed at height \(z\).

2. **Weibull Scale Factor** \(C\). For maximum likelihood of parameter estimation for \(C\), the following equation is used [40, 41]:

\[ C = \frac{\bar{V}}{\Gamma(1 + 1/k)}, \]  

(4)

with the area under the curve always a unity.

### 2.4.3. Methods of Extrapolating Weibull Parameters

The Weibull phase factor and scale factor for given known heights can be extrapolated to other hub heights by using the following formulas ([40, 42]):

\[ C_z = C_{10} \times \left( \frac{z}{z_{10}} \right)^n, \]  

\[ k_z = \frac{k_{10}}{1 - 0.008811 \ln \left( \frac{z}{10} \right)}, \]  

(5)

where \(n = 0.37 - 0.088 \ln (C_{10})\).

### 2.4.4. The Rayleigh Density Function

For \(k = 2\), the Weibull pdf is commonly known as the Rayleigh density function in which case equation (1) may be rewritten as ([43–45])

\[ f(v) = \frac{2V}{C^2} \exp \left\{ - \left( \frac{V}{C} \right)^2 \right\}, \]  

(6)

with its corresponding Rayleigh cumulative probability density given by [43, 46, 47]

\[ F(V) = 1 - \exp \left[ - \left( \frac{V}{C} \right)^2 \right]. \]  

(7)

### 2.4.5. Statistical Performance of the Models

To calculate the performance of the Weibull and Rayleigh distribution models, the statistical methods of Chi square \((\chi^2)\), the coefficient of correlation \((R^2)\), root mean square error \((\text{RMSE})\), and mean percentage error \((\text{MPE})\) were used [21, 46, 48]:

\[ \chi^2 = \sum_{i=1}^{N} \frac{(x_i - y_i)^2}{x_i}, \]  

\[ R^2 = \frac{\sum_{i=1}^{N} (y_i - \bar{y})^2 - \sum_{i=1}^{N} (x_i - y_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2}, \]  

\[ \text{RMSE} = \left[ \frac{1}{N} \sum_{i=1}^{N} (y_i - x_i)^2 \right]^{1/2}, \]  

\[ \text{MPE} = \frac{\sum_{i=1}^{N} x_i - y_i}{x_i} \times 100. \]  

### 2.4.6. Wind Power Density Function

The expected wind power density per unit area for a known wind velocity \(V\) is directly proportional to the cube of this velocity and is determined as follows:

\[ P = \frac{1}{2} \rho V^3. \]  

(9)

The equation is dependent on altitude, air pressure, and temperature. \(\rho\) is mean air density where 1.225 kg/m³ has been used for this research work.

Expected power output as per Weibull probability density function is expressed as follows [49]:

\[ P_W = \frac{1}{2} \rho C^3 \Gamma \left( 1 + \frac{3}{k} \right), \]  

(10)

where \(\Gamma\) is the gamma function.

For Rayleigh distribution, power density is calculated using [50]

\[ P_R = \frac{3}{8} \rho C^3 \left( \frac{\pi}{4} \right)^{3/2}. \]  

(11)

### 2.4.7. Power Error Analysis

Error on the power predicted by Weibull and Rayleigh from the arithmetic mean and root mean cube calculated will be determined as follows [51]:

\[ \text{Error (%)} = \frac{P_{W,R} - P_{m,rmc}}{P_{m,rmc}} \times 100. \]  

(12)

### 2.4.8. The Power Exponent Function

\[ \frac{V_z}{V_{10}} = \left( \frac{Z_z}{Z_{10}} \right)^{\alpha}, \]  

(13)

where \(\alpha\) is the wind shear exponent of the region which depends on the roughness of the terrain and can be calculated using

\[ \alpha = \frac{1}{\ln \left( \frac{Z}{Z_0} \right)}. \]  

(14)
where $Z_y$ is height above the ground, $Z_0$ is the roughness parameter, and $\bar{V}_z$ is mean wind speeds at height $Z_y$.

2.4.9. The Logarithmic Function. If we assume the neutral wind profile at height $Z_y$, then the difference in the surface roughness can be determined as follows [52]:

$$\bar{V}_z = V_{10} \ln \left( \frac{Z_y}{Z_{10}} \right) \ln \left( \frac{Z_y}{Z_0} \right), \quad (15)$$

where $Z_y$ is the height above the ground, $Z_0$ is the roughness parameter, and $\bar{V}_z$ is the mean wind speeds at a height $Z_y$.

2.4.10. The Linear Regression Technique. The simple linear regression technique is a common method that can be used to model the relationship between wind speeds at two sites and is usually given by the following prediction equation:

$$y = Mx + c, \quad (16)$$

where $x$ and $y$ are wind speeds at the reference and target sites, respectively, with $c$ and $M$ being estimated intercept and slope of the linear relationship [32].

3. Results and Discussions

3.1. Wind Speed Distribution and Characterization. Curves of the averages of hourly wind speeds against the time of the day were plotted to give diurnal wind speed distribution patterns. As can be seen from Figure 3, the curves demonstrate smooth and predictable diurnal wind speed distribution patterns with high wind speeds prevailing from approximately 1100 hours to around 1600 hours for stations of Ikobe and Nyamecheo. The Kisii site shows a different pattern with prevailing winds appearing approximately between 0300 hours and 0800 hours. This implies that for the stations of Ikobe and Nyamecheo, the wind speed is high during the midday approaching evenings when the temperature is high, while on the other hand, wind speed is high after midnight approaching dawn for the Kisii station when the temperature is low and in a reducing trend.

Kisii at the prevailing wind recorded high wind speeds as compared to Ikobe and Nyamecheo. These variation patterns can be associated with the differential heating up of the earth’s surface during the daily radiation cycle depending on the nature of the topographical feature of the place.

Wind flow is fundamentally an atmospheric quantity caused by the differential heating up of the earth’s surface causing regions of high and low pressure. Air is forced to flow from regions of high pressure to regions of low pressure hence wind. Several factors can be attributed to the variation of this resource from one station to another including pressure gradient, local weather conditions, Rossby waves (strong winds in the troposphere), and Jet streams [24]. Kisii University’s trend can be associated with the pressure gradient. The Kisii region is naturally hilly. And to understand better how the winds of this region behaved, the experimental sites were selected based on altitudes. Kisii University being higher in altitude than Ikobe and Nyamecheo in that order exhibited higher wind speeds. This is backed with the values of the wind shear exponent obtained during this study [25]. The higher value of wind shear meant higher picking of wind speed from one hub height to another. Nyamecheo on...
According to [50], this can also be a result of temperature stratification of the place. This happens where during the night, the sun’s radiation causes the earth’s surface at a hill site to lose the heat it had built up during the day hence cooling. This then creates a shallow and stable layer of air near the ground, resulting in a temperature inversion. When this happens, the temperature in the layer above the ground gets warmer than it is near the surface. Due to these, increased stability happens which limits the transfer of temperature, humidity, and wind down to the surface from the rest of the atmosphere above hence strong winds.

Results that were obtained from short-term characterization were then compared with long-term variations to check whether it reflected the true and fair view report of the expected. As depicted from Figures 4 and 5, it can be explained that long-term data stored in the Kenya meteorological department represents the region’s wind profiles since on average, it agrees with the short-term experimental data. This, therefore, gives assurance that the data can be relied on for long-term characterization of wind power of the Kisii region. As can be seen in Figure 4, the month of February for the three stations has high wind speeds recorded in the mid-days as compared to earlier and end days of the month. This concurs with long-term characterization of the same month.
But this is not true for the month of March as depicted in Figure 4 which shows unpredictable wind speed variation but uniform for the three stations. This implies that, as much as we might have uniformity in wind speed variation within a single month, the variation differs from one month to the other, and hence, all months of the year should be factored in when doing wind power characterization of a region for easy prediction.

Table 1 is a record of computed estimations of mean wind speed, standard deviation, shape factor, and scale factor parameters of the Kisii locale for the period 2004-2013. As can be seen from the table, the most outstanding average wind speed is 3.84 m/s and the least 1.95 m/s with standard deviations of 1.61 m/s and 1.12 m/s, respectively. Likewise, from the table, it can be noticed that the estimations of shape factor range from 2.53 to 1.62 while the scale factor extends from 0.4 to 1.1.

Table 1: Yearly averages of wind speed and Weibull factors for the Kisii region (Tables 1–12 in Supplementary Materials).

| Parameter | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | Ave |
|-----------|------|------|------|------|------|------|------|------|------|------|-----|
| $V$ (m/s) | 3.60 | 3.84 | 3.37 | 3.19 | 2.90 | 2.83 | 2.67 | 2.36 | 2.12 | 1.95 | 2.88 |
| $\sigma$ (m/s) | 1.58 | 1.61 | 1.82 | 1.79 | 1.66 | 1.67 | 1.57 | 1.47 | 1.25 | 1.24 | 1.56 |
| $k$ (-) | 2.44 | 2.56 | 1.94 | 1.86 | 1.82 | 1.76 | 1.77 | 1.66 | 1.76 | 1.62 | 1.91 |
| $C(m/c)$ | 4.06 | 4.23 | 3.80 | 3.59 | 3.27 | 3.18 | 3.00 | 2.64 | 2.38 | 2.18 | 3.25 |

Monthly speed distribution for 10 years

| Month   | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 |
|---------|------|------|------|------|------|------|------|------|------|------|
| January | 2.9  | 2.7  | 3.6  | 2.0  | 2.4  | 2.1  | 2.1  | 1.7  | 1.7  | 1.1  | 2.23 |
| February| 2.8  | 3.6  | 3.0  | 2.7  | 2.4  | 2.3  | 2.4  | 2.3  | 2.5  | 1.6  | 2.56 |
| March   | 3.2  | 2.7  | 2.9  | 3.3  | 2.4  | 2.5  | 1.6  | 1.8  | 1.7  | 1.4  | 2.35 |
| April   | 3.4  | 4.2  | 3.3  | 3.6  | 3.5  | 2.8  | 2.7  | 2.7  | 1.6  | 1.1  | 2.89 |
| May     | 3.7  | 3.8  | 3.1  | 4.3  | 4.1  | 2.5  | 2.7  | 2.8  | 2.5  | 2.6  | 3.21 |
| June    | 4.7  | 4.8  | 3.9  | 2.7  | 3.4  | 4.2  | 3.1  | 2.0  | 2.5  | 2.2  | 3.35 |
| July    | 4.4  | 4.4  | 4.4  | 3.7  | 3.4  | 4.1  | 3.5  | 2.3  | 1.8  | 1.7  | 3.37 |
| August  | 4.5  | 4.3  | 3.7  | 3.7  | 3.8  | 3.8  | 3.4  | 2.8  | 2.0  | 2.3  | 3.43 |
| September| 3.9  | 4.2  | 5.2  | 3.0  | 2.8  | 3.0  | 3.3  | 3.3  | 2.2  | 1.6  | 3.25 |
| October | 3.8  | 3.8  | 4.1  | 3.5  | 1.7  | 2.5  | 2.2  | 2.7  | 2.2  | 1.8  | 2.83 |
| November| 2.6  | 3.8  | 1.9  | 2.5  | 1.4  | 2.0  | 2.5  | 1.1  | 1.5  | 0.8  | 2.01 |
| December| 2.9  | 3.3  | 1.4  | 2.3  | 2.3  | 1.7  | 1.5  | 1.2  | 1.1  | 0.6  | 1.83 |

Figure 6: Observed histogram, Weibull, and Rayleigh probability and cumulative curves for years 2004-2013 (Tables 1–12 in Supplementary Materials).
between 4.23 m/s and 2.18 m/s. This average value of shape factor estimated by Weibull (1.9) falls closer to that of Rayleigh wave \((k = 2)\). This implies that the characteristics of wind in this region are most likely uniform. The shape factor \(k\) indicates how peaked the wind conveyance is at a place. From the estimations of \(k\) recorded in Table 1, we can state that wind speed is highly peaked.

Also recorded on the table is the average monthly wind speed distribution of the region year-round based on the 10-year data obtained from the Kenya meteorological department. It is evident from the values that wind speed variation is not uniform from one month to the

| Table 2: Summary of the statistical analysis of wind speed by Weibull and Rayleigh. |
|-----------------|--------|--------|
| Method          | Weibull| Rayleigh|
| RMSE            | 0.3221 | 0.3443 |
| \(X^2\)         | 0.0916 | 0.04435|
| \(R^2\)         | 0.992  | 0.9998 |
| MPE             | 1.76805| 1.5535 |
other. Also, it depicted that the midmonths of the year possess high wind speeds than earlier months and end months of the year. This can be associated with factors like the position of the sun during year-round, nature of months of the year. This can be associated with factors possessing high wind speeds than earlier months and end months. Also, it depicted that the midmonths of the year (May to September) recorded high wind power as compared to earlier (January to April) and last (October to December) months of the year.

3.2. Weibull and Rayleigh Distribution. Weibull and Rayleigh probability distribution fitting curves are usually used to describe how wind varies over a given period at a particular site. Figure 6 shows a distribution fitting curve for Kisii. The data represents the measured wind speeds for ten years (2004–2013) at the Kisii meteorological station. When compared to the actual frequency distribution, both the Weibull and Rayleigh probability curves give a good fit for the data and provide the probability of obtaining a given wind speed at the site at any given time.

From the Weibull and Rayleigh probability density distribution fitting curves shown in Figures 6–8, it is clear that the two models perfectly fit the wind speeds of the three stations used in the study. The area under the curves is one since the probability that wind of a certain speed (zero included) will blow at any given time at the sites is 100 per cent. As can be seen, the graph in Figure 6 is skewed towards the left and peaks at a mean wind speed of about 2.5 m/s which is the most probable wind speed in the region. High speeds to a tune of 9.5 m/s also can be obtained at the site although with a low probability hence rare.

To find the average wind speed at the site, each wind speed in the category is multiplied with the probability of obtaining the individual speed and results added. It is important also to know the probability that wind speed will be smaller than or equal to the given wind speed. And to show this, Weibull and Rayleigh cumulative frequency curves are plotted. As can be seen from the cumulative curves in Figures 6–8, about 60% of the Kisii wind speeds lie below 3 m/s. The curves are very important for analyzing the percentiles of wind speeds in a given site.

To determine the efficient method between Weibull and Rayleigh for analyzing wind characteristics of this region, statistical error analysis was conducted on the two methods. A summary of the results is indicated in Table 2.

| Power (W/m²) | Jan | Feb | Mar | Apr | May | Month of the year |
|--------------|-----|-----|-----|-----|-----|------------------|
| Max          | 35.58 | 38.72 | 29.80 | 65.50 | 76.45 | June 63.33 | 76.45 | 95.00 | 88.50 | 65.50 | 21.00 | 14.50 |
| Min          | 5.87  | 4.90  | 7.00  | 12.70 | 14.50 | July 18.70 | 16.50 | 12.70 | 21.00 | 11.06 | 4.00  | 2.60  |
| Ave          | 12.70 | 18.70 | 14.50 | 29.13 | 39.14 | August 45.30 | 42.93 | 47.00 | 42.93 | 29.13 | 9.56  | 9.48  |

Table 3: Power distribution at 10 m height at the site.

3.3. Region’s Estimated Wind Power Density. Wind power refers to a form of energy available in wind per unit area swept by a turbine plate. It gives a clear indication of the site’s wind energy potential. Its value is a combination of the site’s wind distribution and air density. According to [37], a site’s wind power profiles can be classified as poor, marginal, moderate, good, very good, excellent, or outstanding subject to surface roughness parameter, wind shear exponent, and turbulence. Turbulence refers to how rapid disturbances in wind speeds and direction take place in a given locality. High disturbances can cause extreme loading on wind turbine components hence affecting the lifetime. Table 3 gives a 10-year average wind power distribution for the Kisii region at a height of 10 m above the ground. From the table, it is clear that the midmonths of the year (May to September) recorded high wind power as compared to earlier (January to April) and last (October to December) months of the year.

The study shows that June had the highest recorded wind power at an average of 45.30 W/m² for the entire period with November, December, and January recording the least power of 9.56 W/m², 9.48 W/m², and 12.70 W/m², respectively.

Table 4: Yearly mean wind speed and power for cold and warm seasons of the Kisii region (Tables 33 and 34 in Supplementary Materials).

| Year | Cold season (May-Sept) | Warm season (Oct-Apr) |
|------|------------------------|-----------------------|
|      | V (m/s) | P_W | P_R | V (m/s) | P_W | P_R |
| 2004 | 4.24   | 57.13 | 83.22 | 3.09  | 24.27 | 32.86 |
| 2005 | 4.30   | 57.69 | 84.49 | 3.44  | 31.72 | 45.32 |
| 2006 | 4.06   | 50.43 | 73.02 | 2.89  | 22.72 | 27.56 |
| 2007 | 3.48   | 37.03 | 49.06 | 2.84  | 20.34 | 26.59 |
| 2008 | 3.50   | 36.66 | 48.94 | 2.30  | 12.21 | 14.24 |
| 2009 | 3.52   | 37.50 | 49.86 | 2.27  | 10.67 | 13.53 |
| 2010 | 3.20   | 28.28 | 37.49 | 2.14  | 9.16  | 11.25 |
| 2011 | 2.64   | 18.97 | 21.34 | 1.93  | 7.62  | 8.18 |
| 2012 | 2.20   | 11.12 | 12.32 | 1.76  | 5.86  | 6.18 |
| 2013 | 2.08   | 9.01  | 10.67 | 1.2   | 2.14  | 1.96 |
| Average | 3.32 | 34.38 | 47.04 | 2.39  | 14.67 | 18.76 |
In this study also, the months of the year for the site were categorized into periods of cold and warm seasons based on the temperatures. It was discovered that the midmonths of the year were cold while earlier and end months of the year were warm. This, therefore, implies that, in the Kisii region, cold seasons (May, June, July, August, and September) have high wind power than warm seasons as shown in Table 4. This trend varies from place to place. In assessing wind energy potential in Inner Mongolia, China, [57] discovered a significant difference in the averages of wind speeds between spring and summer with hot summer being less windy than spring. [50] found that cold months of Jumla, Nepal, have less wind than hot months of the year. This implies that wind energy variation differs from place to place depending on several processes on the local, regional, and global scale. This means that some places can record high wind during hot seasons than cold seasons and others low in hot than cold seasons. It all depends on the topography, terrain, surface cover, and temperature stratification of the region under study.

Table 5: Extrapolated wind power for Kisii subject to Betz limit.

| The month of the year | 20 m V (m/s) | P (W/m) | 30 m V (m/s) | P (W/m) | 50 m V (m/s) | P (W/m) | 70 m V (m/s) | P (W/m) |
|-----------------------|--------------|---------|--------------|---------|--------------|---------|--------------|---------|
| January               | 3.43         | 23.68   | 4.41         | 48.95   | 6.04         | 129.59  | 7.45         | 243.01  |
| February              | 3.94         | 35.76   | 5.06         | 76.06   | 6.94         | 196.12  | 8.55         | 367.13  |
| March                 | 3.61         | 27.75   | 4.64         | 58.78   | 6.37         | 151.85  | 7.85         | 284.14  |
| April                 | 4.44         | 51.37   | 5.71         | 109.62  | 7.84         | 283.18  | 9.66         | 530.52  |
| May                   | 4.93         | 70.60   | 6.34         | 149.96  | 8.70         | 386.87  | 10.73        | 725.54  |
| June                  | 5.15         | 80.13   | 6.62         | 170.29  | 9.09         | 441.24  | 11.19        | 823.08  |
| July                  | 5.18         | 81.79   | 6.66         | 173.74  | 9.14         | 449.03  | 11.26        | 838.80  |
| August                | 5.27         | 86.06   | 6.78         | 182.90  | 9.30         | 472.94  | 11.46        | 885.17  |
| September             | 4.99         | 72.90   | 6.42         | 155.69  | 8.82         | 403.66  | 10.86        | 752.81  |
| October               | 4.35         | 48.36   | 5.59         | 102.64  | 7.68         | 266.25  | 9.46         | 497.68  |
| November              | 3.09         | 17.37   | 3.97         | 36.74   | 5.45         | 95.03   | 6.72         | 178.63  |
| December              | 2.81         | 13.02   | 3.67         | 27.95   | 4.96         | 77.75   | 6.12         | 134.79  |
| Average               | 4.27         | 50.73   | 5.49         | 107.78  | 7.53         | 278.96  | 9.28         | 521.78  |

Figure 9: Wind power variation based on the model in the region (Tables 1–12 in Supplementary Materials).
In extrapolating wind power to higher hub heights, knowledge of wind shear exponent and surface roughness parameter is mandatory [25]. According to [37], wind power can be classified into seven classes depending on the height and wind speeds [39]. Considering these power classes and the onsite determined wind shear exponent and surface roughness parameter values for the site [25], the Kisii region has a poor wind power at a height of 10 m, marginal wind power at a height of 30 m, and moderate at 50 m. This implies that the Kisii winds can be best harvested for wind power at higher hub heights since they improve to better classes with an increase in height. Table 5 is a record of the expected wind power at the site with an increase in height year-round. It is clear from the table that there will be higher wind power harvest at the site in the midmonths of the year than earlier and end months of the year. The following tabulated wind speeds have also been subjected to the Betz limit for accuracy in estimations. According to the Betz limit, the maximum extractable power by a wind power machine is approximately 59.3% of the theoretical power density. For this site, the maximum extractable power by a windmill of unit area operating at its optimum efficiency has been estimated and profiled in Table 5. From the table, it is indicated that for the generation of useful wind power from a wind power machine in the region, higher hub heights of approximately equal to or more than 30 meters above the ground should be considered. Maximum and minimum wind speeds and wind power were observed in August and December with values of 9.3 m/s, 4.96 m/s, and 472.94 W/m², 77.75 W/m², respectively, at height 50 m.

3.4. Yearly Variation of Wind Power. Figure 9 shows the yearly wind speed variation between 2004 and 2013. As can be seen from the figure, the general trend in yearly mean wind speed seems to be decreasing gradually from 2004 to 2013. This can be associated with several processes on local, regional, and global scales which are likely contributing to this decrease. According to [50], and [58], this can be a result of variation of forest density and global climatic change. As can be seen from Figure 2, Kisii town where the long data used in concluding this research is obtained from is densely populated with forests and new buildings. This was not the case in the year 2004 due to the fact that Kisii’s economy has grown over the years hence new buildings and other structures (Figure 2). This factor makes us justified to infer that this new structure of the surface and developed new barriers might also be contributing to the trend. As it is also observed from Table 4, cold months of the year on average have higher wind speeds than hot months of the year hence concluding that the increase in temperature between the

---

| Month     | Wind speed (m/s) | Wind power (W/m²) | Error (%) |
|-----------|-----------------|-------------------|-----------|
|           | V(m) | V(m) | P(m) | P(m) | P(m) | E(W,m) | E(W,m) | E(W,m) | E(W,m) |
| January   | 2.23  | 2.83 | 6.79 | 13.82| 12.70| 12.72 | -8.13  | 86.97  | -7.96  | 87.31  |
| February  | 2.56  | 3.16 | 10.27| 19.34| 18.70| 17.87 | -3.32  | 81.97  | -7.59  | 73.95  |
| March     | 3.25  | 2.91 | 7.95 | 15.10| 14.50| 14.31 | -4.00  | 97.03  | 7.63   | 97.93  |
| April     | 2.89  | 3.54 | 14.78| 27.19| 29.13| 29.26 | 7.14   | 97.03  | 7.63   | 97.93  |
| May       | 3.21  | 3.84 | 20.26| 34.74| 39.14| 37.99 | 12.68  | 93.20  | 9.37   | 87.52  |
| June      | 3.35  | 4.15 | 23.03| 43.68| 45.30| 44.68 | 3.71   | 96.72  | 2.30   | 94.03  |
| July      | 3.37  | 4.01 | 23.44| 39.46| 42.93| 41.25 | 8.79   | 83.13  | 4.52   | 75.95  |
| August    | 3.43  | 4.02 | 24.72| 39.71| 47.00| 44.68 | 18.36  | 90.16  | 12.52  | 80.77  |
| September | 3.25  | 4.00 | 21.03| 39.33| 42.93| 41.25 | 9.16   | 104.18 | 4.87   | 96.16  |
| October   | 2.83  | 3.55 | 13.88| 27.36| 29.13| 29.26 | 6.47   | 109.83 | 6.95   | 110.79 |
| November  | 2.01  | 2.67 | 4.97 | 11.62| 9.56 | 9.91  | -17.70| 92.20  | -14.73 | 99.19  |
| December  | 1.83  | 2.42 | 3.75 | 8.82 | 9.48 | 6.51  | 8.69   | 152.55 | -24.95| 73.54  |
| Averages  | 2.78  | 3.42 | 14.57| 26.67| 28.38| 27.47 | 3.49   | 97.53  | -1.06  | 88.10  |
years 2004 and 2013 caused the trend. [50] who also realized this trend associated it with global warming.

3.5. Power Error Analysis. Table 6 represents errors for calculating wind power density using Weibull and Rayleigh. When using the arithmetic mean as a reference speed, a maximum error of 97.5% is recorded in Weibull distribution and 88.1% in Rayleigh distribution. When the root mean cube is used as a reference speed, an error of 3.48% is recorded in Weibull and -1.06% in Rayleigh. This indicates that Rayleigh is a better option for predicting the wind energy for this region than Weibull since its error values are closer to zero. The result is also confirmed by the correlation coefficient, χ², and MBE calculated above which both portray Rayleigh function as a better describer of the region’s observed values of wind. The error values estimated by the use of root mean cube were very small for both models which means that the root mean cube estimates wind power density more accurately than the arithmetic mean. The same views are shared by [50].

3.6. Directional Analysis. In this section, the wind rose diagrams were used in the assessment of wind direction. This is because they gave a clear direction of wind flow at the site. A wind rose diagram is a very valuable tool in the project layout and microsetting of a wind firm [32]. This will help engineers in the positioning of wind turbines within a given land area to maximize the overall energy output of the wind firm. Figures 10 and 11 show the rose diagrams for the Kisii region. As can be seen from Figure 10, the wind direction at both sites appears to be constrained in the same direction. This trend is confirmed also in the figure for long-term analysis. As observed in Figures 10 and 11, E and SE predominate Ikobe station at 10 m while E, SE, and SSE predominate the station at 13 m. E and WSW dominate Nyamecheo station at 10 m with E predominating the station at the 13 m height. E-SE predominates Kisii University station both at the 10 m and 13 m hub heights. And in general and as per the data analyzed from the Kisii meteorological station, ENE-E predominates the region.

3.7. Wind Speed Correlation. Monthly data of wind speeds from the three stations were correlated to establish how strong the stations were correlated. As can be seen from Figure 12, the three stations show on average a strong correlation. This implies that the method of measure, correlate, and predict can be used in the future to predict the long-term wind distribution patterns of either of the stations within the region given enough measured data of any of the stations at any instance in time.

There is a high positive correlation between the three sites (R = 0.73) implying that the equations can be used if given data of at least one year to predict the general long-term characteristics of wind profiles in the region. Though
cheap and faster, the method will not be accurate enough in the prediction of site wind profiles as compared to the onsite measurement methods.

A correlation between Kisii wind and Kisumu wind was also done to establish the relationship between the two sites. As observed in Figure 13, the correlation coefficient, $R^2 = 0.005$, shows that there is a low negative correlation between Kisii region winds and those of Kisumu. This means that the winds of any one of these sites cannot rely on the predicted values of the other region. The extracted correlating equation is given in Figure 13.

4. Conclusions

The result shows that the average wind speed for the region as per data extracted from Kenya’s meteorological department is 2.9 m/s at 10 m height. On extrapolation, it is found to be roughly equal to 4.27 m/s at 20 m, 5.49 m/s at 30 m, 7.53 m/s at 50 m, and 9.28 m/s at 70 m height. This wind speed is enough to operate modern wind turbines which require low wind speeds for domestic purposes.

Cold season possesses higher wind power than warm season. This is because wind power is directly proportional to...
wind speed and air density. The region’s air density is higher in cold season than warm season due to higher amounts of water in the atmosphere. Using the Rayleigh model and assuming a uniform air density of 1.224 kg/m³, the wind power at the site is estimated to be 47.04 W/m² for the cold season and 18.78 W/m² for the warm season.

Kisii can be shown as marginal (class II) on extrapolation to 30 m for wind energy generation as the region can possess moderate wind characteristics. The determined wind power at 10 m height at site is 29.00 W/m² which on extrapolation comes to 181.75 W/m² at 30 m. This means the higher the wind turbine is set at the site for wind power generation, the higher the expectation although the site is less suitable for electric wind power applications on a large scale.

Despite literature and many other studies showing Weibull to fit the measured probability distribution better than Rayleigh, this study shows otherwise. This can be a result of the calculated value of $k$ by Weibull ($k = 1.9$) which is almost equal to 2 as proposed by Rayleigh.

In general, the level of power density in the Kisii region is adequate for on-grid connected electrical and mechanical applications such as charging batteries, powering small wind generators, and pumping water for domestic, industrial, and agricultural use. It can also be concluded that midmonths of the year have maximum wind speeds with the lowest mean wind speeds occurring in the earlier months and late months of the year. The most probable wind direction (s) for this site lies between NE and SE with East dominating implying East winds. There is also noted a decreasing trend in yearly mean wind speed hence power between the year 2004 and 2013 which is a subject of concern.
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