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Abstract. The management of MTO-based production involves multiple decisions needing to be taken. They concern all stages of manufacturing activity – order acceptance, products design, processes planning and jobs scheduling. Such a decision consists in selecting, at a given moment, the most suitable alternative of the potential ones. This means that comparative assessment of potential alternatives is required. The usual method underpinning the comparative assessment supposes the direct, separate evaluation of each alternative, before decision making. In this paper we suggest a different approach in performing the comparative assessment, based on alternatives rankings, considered as the most relevant information about them. More specific, this means that rankings are assigned to potential alternatives, by referring them to the cases of already performed manufacturing activities, recorded as past instances database, after ranking criteria such as cost, time span, consumed energy etc. Thus, the selection decision results by comparing potential alternatives rankings. For finding the ranking of a given alternative, a solution to assess the difference between instances is needed, at first. Then, after iteratively defining instances neighborhoods from database and modeling them by multiple nonlinear regression, its ranking is determined. Here, we propose an expression for the distance-function together with an algorithm for actually finding the ranking of the analyzed alternative. A numerical simulation for the instance-based comparative assessment, with the help of an instances artificial database is also presented.

1. Introduction
The management of make-to-order (MTO) production involves multiple decisions needing to be taken. They concern all stages of manufacturing activity – order acceptance, products design, processes planning, machine programming, and operations scheduling. Such a decision consists in selecting, at a given moment, the most suitable alternative among the potential ones. The selection is made after a given criterion, in connection with a feature of potential alternatives whose value is not necessarily known. This selection requires comparative assessment, which aims to establish a relation of order over potential alternatives set. The usual method underpinning the comparative assessment supposes the direct, separate evaluation of feature value for each alternative, before decision-making.

A very common example of available alternatives evaluation concerns the manufacturing cost estimation, which is necessary in quotation process. There are many researches addressing the manufacturing cost estimation problem. The result of these researches consists in a large number of approaches and derived methods developed in this purpose. They can be grouped in two categories: quantitative and qualitative estimation methods [1-3].
Quantitative estimation methods work by analyzing in detail the product, its features and their needed manufacturing processes. Among these methods, there are parametric methods, which use a relation of cost calculus that takes into account the values of main product features [4], statistical methods [5], based on finding the relationship between product features and costs from historical data and empirical tests. There are also analytical methods, which determine product cost as sum of its components costs, found after identifying the relevant processes needed for their manufacturing [6] and semi-analytical methods, according to which, in the first stage, the analogical approach is used to search for analogies between the shapes to be machined [7].

Qualitative estimation methods draw on the experience accumulated in previous manufacturing activities. Case-based systems store the information related to features and costs for previously manufactured products. When cost estimation for a new product is required, a similar previous case is searched, and after finding it, a function is applied for adapting the previous case to needed estimation circumstances. According to [8], these case-based systems work fast, and, as they only consider one part of the known parameters, can offer different alternatives for the unknown parameters based on previous cases. Examples of case-based reasoning can be found in [9, 10].

The most important requirements needing to be satisfied by estimation methods used in decision-making process are promptness, easiness and accuracy. In our opinion, it is hard to say that one of above mentioned methods meet all these attributes. The quantitative estimation methods show good accuracy, but their application is based on processing a high amount of information, with specific character, so when decision object changes, all changes. Thereby, they cannot be too fast and their algorithms are often complicated. Moreover, they are rigid, being used in the same manner no matter the complexity of decision to be taken. The disadvantages of qualitative estimation methods include the difficulty of using general criteria to index the cases and the need for a certain number of base cases, a certain amount of similarity and an adaptation function, so their accuracy may be questionable.

In this paper, we suggest a different approach in performing the comparative assessment, based on assigning rankings to potential alternatives, by referring them to past cases recorded in an instances database. The selection decision further results by comparison of potential alternatives rankings. This method better responds to the above mentioned requirements, because the nature, the accuracy and the amount of processed information are adapted to the problem to be solved, which enables it to work faster and to deliver results at the appropriate level of accuracy. At the same time the method is easy to apply and flexible, being not specific to decision criterion (e.g. cost, time span, consumed energy etc.).

The following section defines the concept of instance-based comparative assessment based on rankings. The third section presents an algorithm for case ranking assignment. The fourth section deals with a numerical simulation of method application, performed on an artificial database, while the last one is dedicated to conclusions.

2. Comparative assessment problem

Basic, the comparative assessment means to establish rankings for two or more alternatives to proceed, after a given criterion. When criterion value is known for all potential alternatives or its evaluation is simple, problem solution is trivial. The issue is much more complicated if criterion value is harder to be found (not to speak about the situation of multi-criteria based decisions).

The enounce of comparative assessment problem addressed here is “being given a set of potential alternatives and a criterion, alternatives rankings are required”. Because criterion values are not known, instead of it, they are used values of some variables in causal relation with this criterion. There is also available a set formed by other values of these variables together with the corresponding values of the related criterion.

Problem solution has been developed starting from the following key-ideas:

- The most relevant information about a process can be reached by recording the information concerning its past deployments in the form of an instances database, here including, obviously, both conditions and results
• There is no need to know the precise value of criterion for two (or more) potential alternatives in order to compare them after this criterion. Instead of this, the comparison is easier to make by finding neighborhoods of already performed cases (with known results) to which each potential alternative belongs.

• The most efficient comparative assessment can be reached by adapting the amount of processed information to required comparison level. Sometimes many potential alternatives can be rejected after relative superficial analysis, while few (often only last two) potential alternatives might ask for a more serious effort to decide which the best is.

Problem solution consists in replacing the direct comparison of potential alternatives by successive comparisons between each of them and the cases from instances database, on the base of the variables with known values. The result of such comparison is the ranking of the potential alternative, this being found without directly evaluating the value of the criterion on which the comparison is based.

The key-issue of comparative assessment is the definition of the nearness between two cases, which should be assessed starting from the values of cases known descriptors. The form of nearness function should be actually determined by modeling a set of cases from instances database, appropriately chosen. The ranking of a certain potential case results by analyzing the nearness between it and the ones from instances dataset (sorted after the targeted criterion). Thus, potential case neighborhoods can be delimited and iteratively narrowed, until the resulted ranking becomes precise enough to distinguish between it and the other(s) potential cases in competition.

3. Algorithm for case ranking assignment

The algorithm after which the appropriate ranking is assigned to a given alternative (further referred as current case) by comparing it to the cases recorded in Instances database is illustrated in figure 1.

In order to facilitate the explanations concerning algorithm functioning, we make the hypothesis that a case is defined by result (the scalar variable T), and by three causes (the scalar variables x, y and z). In these conditions the instances database means a recorded set of n lines:

\[
\left\{ (x_k, y_k, z_k, T_k) \mid k = 1, \ldots, n \right\},
\]

where result values \( T_k \), obtained for given values of cause-variables \( x_k, y_k \) and \( z_k \), are known (e.g. by measurement). The instances database is here considered as an ordinate set, its lines being sorted after the ascending value of \( T_k \), hence to each line its current number from this list may be associated as ranking. The current case, for which we search the rank, is defined through its cause-variables values \( x, y \) and \( z \), while its result \( T \) is unknown. The values of variables recorded in database are separately scaled on columns, hence \( x_k, y_k, z_k, T_k \in [0,1], \forall k = 1, \ldots, n \). The values of \( x, y \) and \( z \) are also scaled, together with their corresponding column from database.

The algorithm works on the base of two procedures, especially conceived in this purpose: Neighborhood delimitation and Nearness modeling, which are further presented.

3.1. Neighborhood delimitation

From the very beginning, we need to state that by similar cases we mean cases having close values of cause-variables, which is expected to have also close values of result-variable. A certain number of similar cases can be grouped around a pivot-case \( (x_v, y_v, z_v, T_v) \), hence forming a neighborhood of it. Neighborhood delimitation action targets to find neighborhood profile, defined by the specific combination of windows \( x \pm \delta, y \pm \delta, z \pm \delta \), and \( T \pm \delta T \) (see figure 2), which include all coordinates sets \( (x_k, y_k, z_k, T_k) \) of neighborhood cases.
The values of $\delta_x$, $\delta_y$, and $\delta_z$ are considered as interdependent, satisfying the relation:

$$A \cdot \delta_x^\alpha = B \cdot \delta_y^\beta = C \cdot \delta_z^\gamma = \varepsilon.$$  \hfill (2)

In relation (2), $\varepsilon$ means the nearness degree of cases from neighborhood, hereby $\varepsilon = 0$ corresponds to identical (coincident) cases, while $\alpha$, $\beta$, $\gamma$ exponents and $A$, $B$, $C$ coefficients mean parameters of nearness function $d$, characterizing its form, which is considered to be specific for each distinct set of
cases, belonging to a given neighborhood. The expression of nearness function, when calculated between current case and database generic case $k$ is:

$$
d_k = \text{sgn}(x - x_k) \cdot |x - x_k|^{\alpha} \cdot A + \text{sgn}(y - y_k) \cdot |y - y_k|^{\beta} \cdot B + \text{sgn}(z - z_k) \cdot |z - z_k|^{\gamma} \cdot C.
$$

In relation (3) $\text{sgn}$ is the well-known signum function (from Algebra). The six parameters can be grouped as coordinates of vector $P = P(\alpha, \beta, \gamma, A, B, C)$, their values resulting by modeling of the considered set of cases.

The target of Neighborhood delimitation procedure is to select from Instances database the set of cases corresponding to a given profile of neighborhood, resulted for a given value of nearness degree, $\varepsilon$ and a given pivot-case $(x_i, y_i, z_i, T_i)$. This can be done by calculating, at first, from (2), the values of $\delta_\alpha$, $\delta_\beta$ and $\delta_\gamma$:

$$
\delta_\alpha = (\varepsilon / A)^{1/\alpha}, \quad \delta_\beta = (\varepsilon / B)^{1/\beta}, \quad \delta_\gamma = (\varepsilon / C)^{1/\gamma},
$$

followed by extracting from Instances database the cases whose cause-variables satisfy:

$$
x_k \in [x_i - \delta_\alpha, x_i + \delta_\alpha], \quad y_k \in [y_i - \delta_\beta, y_i + \delta_\beta], \quad z_k \in [z_i - \delta_\gamma, z_i + \delta_\gamma].
$$

The value of $\varepsilon$ is a parameter of algorithm application, depending on both database dimension and structure, and also on the specific of the comparative assessment problem intended to be solved by case ranking assignment.

When running for the first time this procedure, for a given current case, because any neighborhood is not available, hereby a specific form of nearness function could not be yet identified, cases selection from database (for finding the first version of current case neighborhood) is made by using the nearness function resulted by implicitly setting all six values of $P$ vector to 1.

At $i^\text{th}$ iteration of procedure, the selection aiming $N_i$ neighborhood delimitation is made by using the nearness function resulted by replacing in (3) the values from current form $P_i$ of parameters vector, as they resulted after nearness modeling on $N_{i-1}$ neighborhood, at previous iteration.

3.2. Nearness modeling

After delimiting the current neighborhood $N_i$ of the current case, the nearness between included cases is modeled in order to find a more precise expression of nearness function, resulted for a new set of its parameters values, $P_i(\alpha, \beta, \gamma, A, B, C)$. In this purpose, at first, the case from $N_i$ that is closest to current case is chosen as pivot. Then, the coordinates differences $\Delta x_j = x_j - x_v, \quad \Delta y_j = y_j - y_v, \quad \Delta z_j = z_j - z_v$ and $\Delta T_j = T_j - T_v$ are calculated for each of the $n$ cases $(x_i, y_i, z_i, T_i)$ from $N_i$. Finally, the relation between $\Delta T$, on one side and $\Delta x$, $\Delta y$ and $\Delta z$, on the other side, is modeled by nonlinear multiple regression, model expression being chosen in connection with nearness function (3):

$$
\Delta T = b_{\alpha} \cdot \text{sgn} \Delta x \cdot |\Delta x|^b + b_{\beta} \cdot \text{sgn} \Delta y \cdot |\Delta y|^b + b_{\gamma} \cdot \text{sgn} \Delta z \cdot |\Delta z|^b.
$$

The values resulted from modeling for model parameters vector $B = (b_{\alpha}, b_{\beta}, b_{\gamma}, b_{\delta}, b_{\epsilon}, b_{\zeta})$ are then transferred to the new form of nearness parameters vector $P_i(\alpha, \beta, \gamma, A, B, C)$, following to be further used for delimitating a new version of current case neighborhood.

Procedures 3.1 and 3.2 are successively run until two consecutive forms of nearness parameters vector $P_{i,j}$ and $P_i$ result identical (see figure 1). At that moment, it may be concluded that the results in applying the rank assignment algorithm are stable. As consequence, the current case result may be calculated by using the last identified form of (6) and current case rank is established after the resulted value of $T_i$ by inserting it in the Instances database at the suitable position.
4. Numerical simulation

The solution of comparative assessment problem developed in this paper and the algorithm for case ranking assignment have been tested by running a numerical simulation, on an artificial instances database, generated in this purpose. The database has four columns (first three for \(x, y, \) and \(z\) cause-variables and the last for result-variable, \(T\)) and \(n = 150\) lines, see relation (1). The values for each cause-variable were considered as a non-uniform division of \([0, 1]\) interval, separately randomized. The values of result-variable were calculated with relation:

\[
T(x, y, z) = 2 \cdot x^3 + 3 \cdot y^2 + 2.5 \cdot z + 0.5.
\] (7)

4.1. Case ranking assignment

We supposed the current case \((x_2 = 0.6, y_2 = 0.2, z_2 = 0.7)\), needing to be ranked relative to the instances database from above. At first, the pivot \((x_0 = 0.58889, y_0 = 0.18333, z_0 = 0.72859, T_0 = 0.35724)\) has been chosen from instances database.

As one can easily notice, the algorithm stabilizes rapidly, after only four iterations – the fifth iteration gives same results as the previous one. As consequence, relation (6) can be used (in the form resulted after last modeling by multiple nonlinear regression) for calculating \(\Delta T_1 = T_1 - T_{i_1}\). The obtained value is \(\Delta T_1 = -0.02339\), hereby \(T_1 = 0.33385\) and considered case ranking is \(R_1 = 47\).

4.2. Comparative assessment

In order to sample the comparative assessment based on case ranking, let us consider two different current cases: first is the one addressed in previous section, while second is \((x_2 = 0.25, y_2 = 0.15, z_2 = 0.45)\). One has to choose from the two cases the one having the smallest value of \(T\) result.

The algorithm for case ranking assignment is applied once again, for second potential case, to which the pivot \((x_2 = 0.26296, y_2 = 0.13333, z_2 = 0.44271, T_2 = 0.16722)\) is associated from the same instances database. This time, the algorithm stabilizes after only three iterations and delivers the following results: \(A = 6.4576, B = 0.57096, C = 0.33746, \alpha = 3.644, \beta = 1.563, \gamma = 0.89287, \) with \(RMSE = 0.00742\). In the same manner as above, we find \(\Delta T_2 = 0.00511, T_2 = 0.17233\) and case ranking is \(R_2 = 17\). In conditions of the addressed problem, we have \(R_2 < R_1\) hence second case must be taken.
Despite the things may look very simple, there is still a problem needing to be clarified: what happens when the difference between the values of \( T \) result is too small. For example, let us suppose one need to choose from the potential case considered at 4.1 and other two potential cases: \((x_3 = 0.15, y_3 = 0.25, z_3 = 0.8)\) and \((x_5 = 0.75, y_5 = 0.15, z_5 = 0.55)\). By applying again the algorithm for case ranking assignment, we find \( T_3 = 0.33147 \) \((RMSE = 0.0127)\) and \( T_5 = 0.34991 \) \((RMSE = 0.0136)\) and \( R_i = 46 \), which must be compared to \( T_1 = 0.33385 \) \((RMSE = 0.0166)\).\( R_i = 47 \). Because the differences between the values \( T_i \), \( T_3 \) and \( T_5 \) are of the same range as \( RMSE \) (0.01...0.02), this means the resulted rankings are uncertain and the three cases might be considered equivalent.

4.3. Conditions of algorithm application

The presented numerical simulation addresses a favorable situation: the result \( T \) depends on no less and no more than the three causes \( x \), \( y \) and \( z \). In practical problems, sometimes it is hard to find exactly the cause-parameters needed for properly modeling the result-variable. In connection to this, there are two possibilities: i) one or more cause-variables taken into account for modeling have, in fact, no significant influence onto result-variable, and/or ii) one or more cause-variables impacting the result are ignored. The question is how can one realize, when applying the algorithm for case ranking assignment that he is in one of the two unwanted situations from above? Both situations have been simulated successively.

4.3.1. Cause-variable with no influence

We supposed that \( y \) variable has no influence onto \( T \) result, hence in relation (7) the coefficient of the term including \( y \) was annulled before generating the artificial database. Still the algorithm was applied in the form presented in section 3, which supports that \( T = T(x, y, z) \), in order to assign the ranking to potential case \((x_l = 0.6, y_l = 0.2, z_l = 0.7)\). The same pivot as at subsection 4.1 has been chosen from instances database, namely \((x_{il} = 0.58889, y_{il} = 0.18333, z_{il} = 0.72859, T_{il} = 0.35724)\). At the first iteration, the modeling by multiple nonlinear regression applied to \( N_l \) neighborhood has found out of range values for the parameters concerning the second term from (6) and consequently from (3): \( B = -64684 \) and \( \beta = 82249 \), while at the second iteration the modeling of \( N_i \) failed to deliver a result.

As the second term is the one involving \( y \) variable, we can state that out of range values resulted from modeling for the parameters concerning a term from (6) show that the variable from that term might have not significant impact onto result-variable.

4.3.2. Ignored cause-variable

This time we generated the instances database by adding a fourth cause-variable, \( w \), whose values were generated in the same manner as for \( x \), \( y \) and \( z \), and by calculating \( T \) result value after considering a supplementary term in (7):

\[
T(x, y, z, w) = 2 \cdot x^3 + 3 \cdot y^2 + 2.5 \cdot z + 1.5 \cdot w^{1.5} + 0.5 .
\] (8)

The algorithm for case ranking assignment has also been applied in the form presented in section 3, which supposes that \( T = T(x, y, z) \). The same potential case and pivot as above have been considered. At the first iteration, for performed modeling, we obtained \( RMSE = 0.0697 \), which is a value several times higher than the normal ones (around 0.01). This shows that modeling result is bad, a possible cause being the absence of at least one cause-variable from formula (6).

5. Conclusions

At the end of research presented in this paper, the following conclusions can be drawn:

- The linear interpolation, which is currently used in modeling diverse problems (inclusive in manufacturing domain), often does not deliver satisfactory results in the case when modeled function depend on several variables
- Within manufacturing domain, when selecting the best alternative to proceed from a set of potential ones, the difference between two cases can not be assessed according to an universal,
unique criterion (such as Euclidean distance, or, more general, Minkowski distance). Instead of this, an adequate criterion, depending on the specific of modeled causal relation, should be used. This paper proposes a parametric criterion, whose expression is adjusted by customization to the problem needing solution.

- There is an inverse proportionality between the difference among the analyzed cases and the assessment-required accuracy: the smaller is the difference, the higher must be the accuracy. The method introduced in this paper, namely the instance-based comparative assessment, enables to make the difference between the analyzed cases with a minimum of both initial information and computational effort. The suggested assessment is an iterative process, which stops when the imposed conditions concerning accuracy are satisfied.
- The maximum accuracy of the presented method, for a given number of cause-variables, is shown by the root mean square error (deviation) in the process of modeling the cases neighborhood. If this limit is reached and the difference between two or more cases still can not be made, then the solution is to declare these cases equivalent or to enlarge the number of cause-variables taken into account for describing the result-variable.
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