A multi-fractured well performance model for unconventional reservoirs
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**HIGHLIGHTS**

- An empirical model that extends the Duong's model to late-time period is formulated.
- A power-law decline is a characteristic of early-time period.
- An exponential decline is a characteristic of late-time period.
- The proposed model converges to the ultimate recovery at large times.

**SUMMARY**

Due to the ultra-low permeability of unconventional reservoirs, transient state prevails for a considerable period. Despite this, fracture interference can cause an apparent no-flow boundary. Consequently, the Duong's model, which was developed for transient-state period, yields unreliable estimates during the late-time period. In this paper, the Duong's model is modified to account for boundary effects caused by fracture interference and/or unstimulated reservoir regions that serve as no-flow boundaries. Specifically, an empirical correction function, which assumes an exponential decline, has been used as a "modifier" to extend the Duong's model to boundary-dominated flow period. The correction function ensures that during boundary-dominated flow period, an exponential-decline behaviour dominates. The proposed rate-decline model encompasses a gamma function, which converges at large times. Results show that a fractured-well production behaviour is characterised by a decaying power-law during early-time period and tends to exponential decline during late-time period. The results also suggest that although the conventional Duong's model gives good estimates during the transient-state period, it yields optimistic estimates during the boundary-dominated flow period. The proposed model gives a good match and estimates not only in the transient-state period, but also in the boundary-dominated flow period. A major advantage of the proposed model is that it converges to estimated ultimate recovery at large times without imposing any rate and time limits. A good agreement of the estimated ultimate recovery with analytical and semi-analytical models was obtained. Also, results suggest that the proposed model gives conservative estimates. The proposed model will be useful for analysing and predicting both the early- and late-time production performance of a multi-fractured well producing from an unconventional reservoir.

1. **Introduction**

Unconventional reservoirs have sustained hydrocarbon production to meet the world’s energy demand. This trend may continue in the (un)foreseeable future. However, unconventional reservoirs pose many challenges. For instance, they are characterised by extremely low permeability, and so require massive hydraulic fracturing and horizontal well technology. Further, these unconventional reservoirs are stress-sensitive, and so require complex geomechanical modelling. Moreover, the storage and transport capacity of unconventional reservoirs are complex.

The gas-in-place of shale formation includes free, adsorbed, and adsorbed gas (Aguilera, 2016 and Ambrose et al., 2012). The free gas is stored in the pore volume of the formation; the adsorbed gas is adhered to the surfaces of the pore walls; and the adsorbed gas is dissolved in hydrocarbon liquid and formation water (Ambrose et al., 2012). According
to Aguilera (2014), free gas can also be stored in hydraulic fractures. Other findings have suggested that free gas is stored in the pores of organic matter (Ruppel and Loucks, 2008, Wang and Reed, 2009). While Ambrose et al. (2012) argues that free gas in shale formation is overestimated, Aguilera (2016) contends that significant amount of free gas that are stored in organic matter, natural and induced fractures, are not taken into consideration when estimating shale gas-in-place.

Knudsen diffusion, surface diffusion and molecular diffusion play crucial roles regarding the transport mechanism of unconventional reservoirs (Javadpour et al., 2007, Javadpour, 2009) while Darcy’s equation has been used to model fluid flow in hydraulic fractures (Brown et al., 2009, Ozkan et al., 2009). Thus, gas transport in unconventional reservoirs occurs at different scales.

Due to these complex storage and transport mechanisms, models for conventional reservoirs are inadequate for unconventional reservoirs. Therefore, several attempts have been made to develop models and analysis methods for unconventional reservoirs. These include analytical solutions (Wattenbarger et al., 1998, Male, 2019), semi-analytical solutions (El-Banbi and Wattenbarger, 1998, Bump and McKee, 1988, Brown et al., 2009, Ozkan et al., 2009, Patzek et al., 2013, Ahmad et al., 2021), numerical solutions, and empirical solutions (Ilk et al., 2008, Valko, 2009, Valko and Lee, 2010, Clark et al., 2011; Duong, 2011 and Mohammed et al., 2021). Although the effects of rock and fluid properties are determined by analytical solutions, these solutions make several unrealistic assumptions that render them inadequate, especially for unconventional reservoirs. Furthermore, these models require several input parameters, most of which are not readily available. In consequence, although analytical, numerical, and semi-analytical models provide useful information about the impact and sensitivity of rock and fracture parameters, the unavailability and uncertainties of these parameters limit the applications of these models.

Empirical models have been used to complement analytical and numerical solutions. Even though empirical models do not consider the physics of fluid flow in porous media, and thus the model parameters are not explicitly related to reservoir and fracture parameters, they have many other advantages (Valko, 2009, Valko and Lee, 2010, Duong, 2011). For example, empirical models require few input parameters, which can be estimated with production and pressure data; also, they can be used for estimating ultimate recovery; furthermore, they are useful for production forecasting even without reservoir and fracture parameters; in addition, they have been used for statistical analysis (Valko, 2009, Valko and Lee, 2010, Duong, 2011). Due to these advantages, empirical models have been developed for unconventional reservoirs. Ilk et al. (2008) presented a power-law exponential model to analyse and predict unconventional reservoir performance. The authors found that during early-time period, the production behaviour of a fractured well assumes a power law, and then transitions to exponential decay during the boundary-dominated flow (BDF). Valko (2009) proposed that unconventional reservoir performance could be analysed with a stretched exponential model. Clark et al. (2011) presented a logistic growth model for unconventional reservoir. The model puts a threshold on the cumulative production. Duong (2011) proposed a rate-decline model for a fractured well in unconventional reservoirs.

Due to the extremely low permeability of unconventional reservoirs, transient state prevails for a considerable period (Wattenbarger et al., 1998 and Taiji and Alp, 2021); in this instance, the Duong’s model may be used. However, due to fracture interference, an apparent no-flow boundary prevails (Joshi and Lee, 2013 and Kanfar and Wattenbarger, 2012); in this instance, the Duong’s model over-predicts a well future performance, and so it becomes inapplicable (Kanfar and Wattenberger, 2012, Mohammed et al., 2021). Consequently, attempts have been made to extend the Duong’s model to boundary-dominated flow period (Joshi and Lee, 2013; Cauter, 2013 and Mohammed et al., 2021). Unfortunately, these methods require one to switch from the Duong’s model to the Arps’ hyperbolic model when BDF is reached, as well as impose a limit on the reserve at late times. The decline rate at which such switch is required is chosen arbitrarily.

In this paper, we extend the Duong’s model to BDF period. The aim is to analyse and predict not only the transient-state period, but also the BDF period. This is worth considering because, even though unconventional reservoirs exhibit a prolonged transient state-period, the effect of a no-flow boundary is felt eventually due to fracture interference (Kanfar and Wattenbarger, 2012 and Mohammed et al., 2021).

2. Background

During transient-state period, a fractured-well performance is characterised by a decaying power law. The governing equation for such period given by (Wattenbarger et al., 1998):

\[ q = q_i e^{-n t} \]  

Eq. (1) suggests that a log-log plot of \( q \) vs \( t \) will yield a straight-line with a negative slope, \( -n \), and an intercept, \( q_i \). Eq. (1) is strictly used for early-time period; in consequence, it gives unreliable estimates at late-time period (Kanfar and Wattenbarger, 2012). Also, Eq. (1) was derived based on conventional reservoirs; therefore, it is unsuitable for unconventional reservoirs (Duong, 2011, Kanfar and Wattenbarger, 2012 and Male, 2019). Consequently, Duong (2011) proposed a rate-decline model exclusively for a fracture-dominated flow in unconventional reservoirs which is given as:

\[ \frac{Q}{Q} = at^{-n} \]  

In Fig. 1, an application of Duong’s model to production performance of a simulated well (Fig. 1a) and field data from a real well (Fig. 1b) is shown. Although Duong’s model linearises the transient-state data, the BDF data is not linearised. This suggests that Duong’s model yields optimistic estimates during BDF period. Though not shown here, we have made similar observations with a number of field data. These results corroborate with previous findings (Kanfar and Wattenbarger, 2012, Meyet et al., 2013 and Mohammed et al., 2021).
3. Extended Duong’s model

Due to the drawback of Duong’s model earlier mentioned, here we propose an alternated model called extended Duong’s model to account for boundary effect which is given as:

\[ \frac{q}{Q} = a t^{-m} f_c \]  

(3a)

where the correction function, \( f_c \) which assumes an exponential decay is given as:

\[ f_c = \exp(-ct) \]  

(3b)

In Eq. (3a) and (3b), \( a \) and \( m \) are transient-decline parameters, which govern depletion path during transient-state period; \( c \) is the BDF-decline exponent, which governs depletion path during BDF period. \( c \) is so small \( (c \ll 1) \) that at early time \( f_c \approx 1 \); therefore, at early time, the extended Duong’s model (Eq. (3a)) and the Duong’s model (Eq. (2)) become identical. At late time, however, the exponential function dominates.

To validate Eq. (3a) (i.e., the extended Duong’s model (EDM)), simulated and field data in Fig. 1 was used. In Fig. 2, an application of the EDM is demonstrated. The EDM matches not only the transient-state data, but also the BDF data. Thus, the correction function (Eq. (3b)) extends the conventional Duong’s model so that not only the transient-state data can be analysed, but also the BDF data.

On the one hand, the Duong’s plot (i.e., a log-log plot of \( at^{-m} \) vs \( t \)) linearises the transient-state data but it is unable to match the BDF data (Fig. 2). On the other hand, the extended Duong’s plot (a log-log plot of \( g(t) = at^{-m} f_c \) vs \( t \)) linearises the transient-state data and tends to exponential decline during the BDF period (Fig. 2). This finding suggests that the correction function provides a simple yet a useful technique to account for the BDF regime. The procedure for estimating \( c \), and hence predicting the future reservoir performance, will be presented later in this paper.

3.1. Rate-time and cumulative-time relations

Here, we formulate rate-time and cumulative-time relations of the extended Duong’s model. These relations are used for the analysis and prediction of early- and late-time future production performance of a multi-fractured well.

The relation between production rate and cumulative production is given as:

\[ q = \frac{dQ}{dt} \]  

(4)

Substitution of Eq. (4) into Eq. (3a) gives:

\[ \frac{dQ}{dt} = aQ t^{-m} e^{-ct} \]  

(5)

Letting \( m = 1 - b \) and using the initial condition (i.e., \( Q(t = 1) = Q_1 \)), the integral of Eq. (5) gives:

\[ \ln \left( \frac{Q}{Q_1} \right) = a \int_{1}^{t} \frac{1}{t^{b-1}} e^{-ct} \, dt' \]  

(6)

Eq. (6) can also be expressed as:

\[ \ln \left( \frac{Q}{Q_1} \right) = a \left( \int_{0}^{t} \frac{1}{t^{b-1}} e^{-ct} \, dt' - \int_{0}^{1} \frac{1}{t^{b-1}} e^{-ct} \, dt' \right) \]  

(7)

Solving for the cumulative production, Eq. (7) gives:

\[ Q = Q_1 e^{a \int_{c}^{t} [r (b, ct) - \gamma (b, c)] \, dt} \]  

(8)

Now, differentiating Eq. (8) with respect to time gives:

\[ \frac{dQ}{dt} = Q_1 e^{a \int_{c}^{t} [r (b, ct) - \gamma (b, c)] - ct} \]  

(9)
Table 1. Duong’s and the extended Duong’s formulations.

| Variable | Duong’s model                                                                 | Extended Duong’s model                                                                 |
|----------|-----------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| \(q/Q\) | \(ar^{(1-b)}\) exp \((ct)\)                                                  | \(ar^{(1-b)}\) exp \((ct)\)                                                        |
| \(q\)    | \(qt^{(1-b)}\) exp \((ct)\)                                                 | \(qt^{(1-b)}\) exp \((ct)\)                                                       |
| \(Q\)    | \(q_t^{(1-b)}\) exp \((ct)\)                                                 | \(q_t^{(1-b)}\) exp \((ct)\)                                                       |
| EUR      | \(q_{eu}^{(1-b)}\) exp \((ct)\)                                               | \(q_{eu}^{(1-b)}\) exp \((ct)\)                                                    |
| RF       | \(Q/EUR\)                                                                   | \(q_{eu}^{(1-b)}\) exp \((ct)\)                                                    |

Then, from Eq. (9), the production rate model is:

\[ q = qt^{(1-b)}\exp \left( \frac{a}{cb} \left( \gamma(b,c) - \gamma(b,c) \right) - ct \right) \]

Equations (8) and (10) constitute the cumulative-time and rate-time relations of the extended Duong’s model, respectively. In these relations, \(a\) and \(b\) are the model parameters that govern transient-state period; \(c\) is the model parameter that governs boundary-dominated flow period; \(q_i = Qt\) is the production rate at \(t = 1\) day (month or year); \(\gamma(b,c)\) and \(\gamma(b,c)\) are the lower incomplete gamma function.

It should be noted that the proposed model (Eq. (10)) is based on a unit solution. In the Appendix, we have demonstrated that provided the unit solution is adhered to, the cumulative-time and rate-time relations are dimensionally consistent; this is also true for the case of the conventional Duong’s model.

The extended Duong’s model assumes a single-phase flow (either oil or gas), constant-pressure production, vertical/horizontal fractured well in unconventional reservoirs. The data that we have analysed include low-permeability sandstones and shale formations.

For unconventional reservoirs, \(1 < m < 2\); hence, \(b\) is a negative non-integer number; specifically, \(-1 < b < 0\). Therefore, by virtue of the recurrence relation, the lower incomplete gamma function can be evaluated. For conventional reservoirs, \(0 < m < 1\); thus, in the case of conventional reservoirs, \(b\) is a positive non-integer number. Therefore, the proposed model can also be applied to conventional reservoirs.

In Table 1, we compare the formulations of the Duong’s model and the extended Duong’s model. The extended Duong’s model encompasses a gamma function, which offers an advantage over the Duong’s model regarding convergence to estimated ultimate recovery (EUR).

3.2. Analysis procedure

Here, we present the analysis procedure of the extended Duong’s model. The analysis method is used for model parameters estimation and production prediction.

1. Estimation of \(a\) and \(b\): Based on Duong’s model, plot \(q/Q\) against \(t\) on a log-log graph. This plot linearises transient-state data; hence, such plot is used to estimate \(a\) and \(b\).

2. Estimation of \(c\): As an initial guess, assume a value for \(c\). Then, based on Eq. (5a), compute \(g(t) = at^{(1-b)}e^{(ct)}\). Next, use nonlinear regression to determine \(c\). In this study, Microsoft Excel nonlinear Solver was used. Note that while \(a\) and \(b\) are estimated with transient-state data, \(c\) is estimated with BDF data.

3. Estimation of \(q_i\): Based on Eq. (10), construct a linear plot of \(q\) against \(t(a,b,c)\). Eq. (10) can be re-written as:

\[ q = qt^{(1-b)}\exp \left( \frac{a}{cb} \left( \gamma(b,c) - \gamma(b,c) \right) - ct \right) \]

where,

\[ t(a,b,c) = t^{(1-b)}\exp \left( \frac{a}{cb} \left( \gamma(b,c) - \gamma(b,c) \right) - ct \right) \]

A linear plot of \(q\) vs \(t\) yields a straight-line through the origin during the transient-state period; thus, \(q_i\) is estimated with transient-state data.

4. Estimation of EUR: At large time (i.e., as \(t \to \infty\)), the estimated ultimate recovery (EUR) is determined with the following equation (deduced from Eq. (8)):

\[ EUR = \frac{q_1}{a} \exp \left\{ \frac{a}{c} \left( \Gamma(b) - \gamma(b,c) \right) \right\} \]

5. Production Prediction: Eq. (11a) can then be used to predict the future production performance; Eq. (13) is used for predicting the recovery factor (RF):

\[ RF(t) = \frac{Q}{EUR} = \exp \left\{ \frac{a}{c} \left( \Gamma(b) - \gamma(b,c) \right) \right\} \]

Eq. (13) has been formulated by taking the ratio of Eqs. (8) and (12).

4. Results and discussion

In this section, the extended Duong’s model is validated with a numerical data and applied to field data. The aim is to assert our argument that the proposed model does extend the conventional Duong’s model to the BDF period. Also, the bounded nature of the model at large times is discussed.

4.1. Model validation

Here, we validate the EDM using a numerical data of a fractured well. The numerical data was taken from Carter (1985, Table 1). The initial gas-in-place for this case is 3.087 Bscf.

Fig. 3a is a log-log plot of \(q/Q\) against time based on Duong’s model. Such plot linearises the transient-state data; therefore, the parameters \(a\) and \(m\) (and hence \(b\)) are determined from the intercept and slope, respectively. Then, a nonlinear regression method was used to determine \(c\). The \(c\) value that gave a good match was 0.00018.

Next, a linear plot of \(q\) vs \(t(a,b,c)\) is constructed (Fig. 3b), and \(q_i\) is determined from the slope; the transient-state data is used to determine \(q_i\).

Having estimated the model parameters \((a, b, c,\) and \(q_i)\), the future production performance can be forecasted with Eq. (11a). This is shown in Fig. 3c; the Duong’s model has been included for the sake of comparison. Although the Duong’s model gives a good match during the transient-state period, it overestimates the production during BDF period. The EDM gives a good match during the transient state and BDF period. Based on Eq. (12), the EUR is 2.736 Bscf; this occurs at 10,000 days (27 years). Unfortunately, the Duong’s model cannot be used to compute the EUR until rate and time limits are imposed.

4.2. Application

In this section, we apply the extended Duong’s model to field data for three different cases.

4.2.1. Case 1

The production data (West Virginia, Well B) was previously analysed by Fraim and Wattenbarger (1987). The performance of the Duong’s model and extended Duong’s model is compared (as shown in Fig. 4a and c). Fig. 4b shows a linear plot of \(q\) vs \(t(a,b,c)\) is constructed; \(q_i\) is determined from the slope. The extended Duong’s model (EDM) gives a good match at both early and late times. In contrast, Duong’s model gives a poor match during the late time, although it produces a good match during the early time. This finding suggests that, when boundary-dominated flow has been reached, Duong’s model becomes inapplicable. However, the proposed model is applicable during the transient-state period, as well as the boundary-dominated flow period.

In Table 2, we compare the results obtained for the estimated ultimate recovery with some conventional models. Mohammed and Enty (2013) used a flowing material balance; Ansah et al. (2000) used a semi-analytical model; Blasingame and Lee (1988) used an analytical model.
model; and Fraim and Wattenbarger (1987) used type curve analysis. The agreement of the estimate of EDM with conventional models validates EDM even though EDM circumvents the use of pseudo time, which relies on a time-consuming iteration technique.

4.2.2. Case 2

The data (Well 5 lease number 146045) in this case was obtained from Railroad Commission of Texas (2022). It spans from July, 1993 to January, 2021.

---

**Fig. 3.** Performance analysis of EDM for a simulated data: (a) $a$, $m$, $c$ estimation; (b) $q_1$ estimation; (c) History matching and performance prediction.

**Fig. 4.** Application of EDM to field data: (a) $a$, $m$, $c$ estimation; (b) $q_1$ estimation; (c) History matching and performance prediction.
Table 2. Comparison of model results for Case 1.

| Authors                        | Fetkovich et al. (1987) | Fraim and Wattenbarger (1987) | Blasingame and Lee (1988) | Ansah et al. (2000) | Mohammed and Enty (2013) | EDM (This work) |
|--------------------------------|-------------------------|-------------------------------|---------------------------|---------------------|--------------------------|-----------------|
| EUR (Bscf)                     | 3.36                    | 3.3                           | 2.63                      | 2.85                | 2.78                     | 2.35            |

The Duong's model and the extended Duong's model are compared (Fig. 5a and c). A linear plot of $q$ vs $t(a, b, c)$ is constructed (Fig. 5b), and $q_1$ is determined from the slope. Both models give good match during the transient-state period; the extended Duong's model tends to an exponential decline, and thus gives a good match during the boundary-dominated flow period. The early-time data that deviate may be due to production from a previous fracture treatment, or may be due to skin.

The results in Fig. 5 affirms our argument that the extended Duong's model improves the conventional Duong's model; it does so by extending the Duong's model to BDF period.

4.2.3. Case 3

The data in Case 3 was obtained from Blasingame (2022). In Fig. 6, we compare the performance of EDM and conventional models. The power-law exponential (PLE) model is the most conservative, followed by the extended Duong's model. The extended Duong's model, however, gives the best match. The Duong's model overestimates production rate at late time.

Cumulative production for the various models for rate and time limits of 30 years and 10 Mscf/D, respectively, is presented in Table 3. EDM and PLE are the most conservative. The advantage that EDM has over PLE is the explicit nature of the cumulative production of EDM. Also, notice that the extended Duong's model outperforms the Duong's model, as well as the stretched exponential and hyperbolic models, at late time.

Conclusion

The purpose of this paper was to extend the Duong's model to boundary-dominated flow period. The following conclusions are deduced from this study:

1. The production behaviour of a multi-fractured well in an unconventional reservoir is characterized by a decaying power law at early times, and an exponential decline at late times;
2. The Duong’s model gives good estimates during the early time; unfortunately, it gives optimistic results during late times;
3. A new rate-decline model that extends the Duong’s model to late time has been proposed; the model relates the production rate to a gamma function, which bounds the cumulative production at late time;
4. A comparison with conventional models revealed that the proposed model gives conservative estimates;
5. Application of the proposed model to field data suggests that the model is suitable for the analysis and prediction of a fractured well in unconventional reservoirs.
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Appendix A. Units and dimensions of the extended Duong’s model

Here, we shed light on the units and dimensions of the parameters of the extended Duong’s model. This is important due to at least three reasons. Firstly, a dimensionally consistent model attests to the accuracy of the model. Secondly, we define the model parameters in terms of rock, fluid, and fracture parameters. Lastly, we show that general solutions, such as type curves, can be developed for the analysis and future performance prediction.

The extended Duong’s model (Eq. (3a) in the main text) is:

$$\frac{q}{Q} = a t^{-m} \exp(-c t)$$  \hspace{0.5cm} (A.1)

The left-hand side of Eq. (A.1) has a unit of day^{-1} (month^{-1} or year^{-1}). Then, due to equality, the right-hand side should have the same unit. To ensure dimensional consistency, we introduce a characteristic time, and Eq. (A.1) therefore becomes:

$$\frac{q}{Q} = a \left( \frac{t}{\tau} \right)^{-m} \exp\left(-c \frac{t}{\tau}\right)$$  \hspace{0.5cm} (A.2)

In Eq. (A.2), \( \tau \) is the characteristic time and has a dimension of time with unit as day (month or year); therefore, \( a \) has a dimension of a reciprocal of time and a unit of day^{-1}; and \( c \) and \( m \) have no units and dimensions. With these units and dimensions, Eq. (A.2) is consistent in terms of units and dimensions.

Based on unit solution (\( \tau = 1 \)), Eqs (A.2) reduces to Eq. (A.1); thus, considering the unit solution, the units and dimensions of the variables and parameters in Eqs (A.1) and (A.2) are identical. Consequently, the extended Duong’s model (and of course, the original Duong’s model) is based on a unit solution.

References

Ahmadi, H., Clarkson, C.R., Hamdi, H., et al., 2021. Analysis of production data from communicating multifractured horizontal wells using the dynamic drainage area concept. SPE Reserv. Eval. Eng. 24 (03), 495–513.

Aguilera, R., 2016. Shale gas reservoir theoretical practical and research issues. Pet. Res. 1 (1), 10–26.

Aguilera, R., 2014. Flow units: from conventional to tight-gas to shale-gas to tight-oil to shale-oil reservoirs. SPE Reserv. Eval. Eng. 17 (02), 190–208.

Ambrose, R.J., Harrman, R.C., Diaz-Campos, M., et al., 2012. Shale gas-in-place calculations PART 1: new pore-scale considerations. SPE J. 17 (01), 219–229.

Ansh, J., Knowles, R.S., Blasingame, T.A., 2000. A semi-analytic (p/2) rate-time relation for the analysis and prediction of gas well performance. SPE Reserv. Eval. Eng. 3 (06), 525–533.

Blasingame, T.A., Lee, C.R., 1988. The Variable-Rate Reservoir Limits Testing of Gas Wells. Paper SPE 17708 presented at the Gas Technology Symposium, Dallas, TX, pp. 43–56.

Blasingame, T.A., 2022. Directory Listing. Rate and Time Spreadsheet. Directory Listing (tamu.edu).

Brown, M., Orakan, E., Raghavan, R., Kazemi, H., 2009. Practical Solutions for Pressure Transient Responses of Fractured Horizontal Wells in Unconventional Reservoirs. Paper SPE 125043 presented at the Annual Technical Conference and Exhibition. Society of Petroleum Engineers, New Orleans, Louisiana, pp. 1–18.

Bump, A.C., McKee, C.R., 1988. Gas well testing in the presence of desorption for coalbed methane and Devonian shale. SPE Form. Eval. 3 (01), 179–185.

Carter, R.D., 1985. Type curves for finite radial and linear gas-flow systems: constant-terminal pressure case. SPE J. 25 (05), 719–728.

Cauter, V.F., 2013. Predicting Decline in Unconventional Reservoirs Using Analytical and Empirical Methods. MSc Thesis. Centre for Petroleum Studies, Imperial College, London, pp. 1–13.

Clark, A.J., Lake, L.W., Patzek, T.W., 2011. Production forecasting with logistic growth model. In: Paper SPE 144790 Presented at SPE ATCE. Denver, Colorado, USA, pp. 1–15.

Duong, A.N., 2011. Rate-decline analysis for fracture-dominated shale reservoirs. SPE Reserv. Eval. Eng. 14 (03), 377–387.

El-Banbi, A.H., Wattenbarger, A.R., 1998. Analysis of linear flow in gas well production. In: SPE Gas Technology Symposium. Calgary, Alberta, pp. 145–156.

Ferkovich, M.J., Vienot, M.E., Bradley, M.D., et al., 1987. Decline curve analysis using type curves: case histories. SPE Form. Eval. 2 (04), 637–656.

Fraim, M.L., Wattenbarger, A.R., 1987. Gas reservoir decline-curve analysis using type curves with real gas pseudopressure and normalized time. SPE Form. Eval. 2 (04), 671–682.

Ilk, D., Busking, J.A., Perego, A.D., et al., 2008. Exponential Vs Hyperbolic Decline in Tight Gas Snads - Understanding the Origin and Implications for Reserve Estimates Using Arps Decline Curves. Paper SPE 116731 presented at the SPE Annual Technical Conference and Exhibition, Denver, Colorado, USA, pp. 1–23.

Javadpour, F., Fischer, D., Unsworth, M., 2007. Nanoscale gas flow in shale sediments. J. Can. Pet. Technol. 9 (4), 451–462.

Javadpour, F., 2009. Nanopores and apparent permeability of gas flow in mudrocks (shale and siltstone). J. Can. Pet. Technol. 48 (08), 16–21.

Joshi, K., Lee, J., 2013. Comparison of various deterministic forecasting techniques in shale gas reservoirs. In: SPE Hydraulic Fracturing Technology Conference. Woodland, Texas, USA, pp. 1–12.

Kanfar, M.S., Wattenbarger, R.A., 2012. Comparison of empirical decline curve methods for shale gas wells. In: SPE Canadian Unconventional Resources Conference. Society of Petroleum Engineers, Calgary, Canada, pp. 1–12.

Male, F., 2019. Using a segregated flow model to forecast production of oil, gas, and water in shale oil plays. J. Pet. Sci. Eng. 180, 48–61.
Meyet, M., Dutta, J., Burns, C., 2013. Comparison of Decline Curve Analysis Methods with Analytical Models in Unconventional Plays. Paper SPE-166365-MS presented at the ATCE, New Orleans, Louisiana. pp. 1–32.

Mohammed, S., Anumah, P., Sarkodie-Kyeremeh, J., et al., 2021. A production-based model for a fractured well in unconventional reservoirs. J. Pet. Sci. Eng. 206, 1–12.

Mohammed, S., Enty, G.S., 2013. Analysis of Gas Well Production Data Using Flowing Material Balance Method. Paper SPE 167504 presented at the Nigerian Annual International Conference and Exhibition. pp. 1–22.

Ozkan, E., Brown, M., Raghavan, R., Kazemi, K., 2009. Comparison of fractured horizontal-well performance in conventional and unconventional reservoirs. In: SPE Western Regional Meeting. Society of Petroleum Engineers, San Jose, California, pp. 1–16.

Patzek, T.W., Male, F., Marder, M., 2013. Gas production in the Barnett shale obeys a simple scaling theory. Proc. Natl. Acad. Sci. USA 110 (49), 19731–19736.

Railroad Commission of Texas, 2022. Production data query. http://webapps.rrc.texas.gov.

Ruppel, S.C., Loack, R.G., 2008. Black mudrocks: lessons and questions from the Mississippian Barnett shale in the southern midcontinent. Sediment. Rec. 6 (02), 4–8.

Taji, O., Alp, D., 2021. Comparing type wells generation methods for unconventional reservoirs. SPE Reserv. Eval. Eng. 24 (03), 552–569.

Valko, P.P., 2009. Assigning Value to Stimulation in the Barnett Shale: a Simultaneous Analysis of 7000 plus Production Histories and Well Completion Records. Paper SPE 119369 presented at the SPE Hydraulic Fracturing Technology Conference. The Woodlands, Texas, USA, pp. 1–17.

Valko, P.P., Lee, W.J., 2010. A Better Way to Forecast Production from Unconventional Gas Wells. Paper SPE 134231 presented at the SPE ATCE, Florence, Italy. pp. 1–16.

Wang, F.P., Reed, R.M., 2009. Pore Networks and Fluid Flow in Gas Shales. Paper SPE 124253 presented at the SPE ATCE, New Orleans, Louisiana. pp. 1–8.

Wattenbarger, R.A., El-Banbi, A.H., Villegas, M., et al., 1998. Production Analysis of Linear Flow into Fractured Tight Gas Wells. Paper SPE-33931-MS presented at the SPE Rocky Mountain Regional/Low-Permeability Reservoir Symposium. Society of Petroleum Engineers, Denver, Colorado, USA, pp. 265–276.