Discovering Mercury Protein Modifications in Whole Proteomes Using Natural Isotope Distributions Observed in Liquid Chromatography-Tandem Mass Spectrometry
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The identification of peptides that result from post-translational modifications is critical for understanding normal pathways of cellular regulation as well as identifying damage from, or exposures to xenobiotics, i.e. the exposome. However, because of their low abundance in proteomes, effective detection of modified peptides by mass spectrometry (MS) typically requires enrichment to eliminate false identifications. We present a new method for confidently identifying peptides with mercury (Hg)-containing adducts that is based on the influence of mercury’s seven stable isotopes on peptide isotope distributions detected by high-resolution MS. Using a pure protein and E. coli cultures exposed to phenyl mercuric acetate, we show the pattern of peak heights in isotope distributions from primary MS single scans efficiently identified Hg adducts in data from chromatographic separation coupled with tandem mass spectrometry with sensitivity and specificity greater than 90%. Isotope distributions are independent of peptide identifications based on peptide fragmentation (e.g. by SEQUEST), so both methods can be combined to eliminate false positives. Summing peptide isotope distributions across multiple scans improved specificity to 99.4% and sensitivity above 95%, affording identification of an unexpected Hg modification. We also illustrate the theoretical applicability of the method for detection of several less common elements including the essential element, selenium, as selenocysteine in peptides.
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The availability of entire genomic sequences and the development of tandem mass spectrometry and liquid chromatography (LC-MS/MS)¹, has enabled the widespread use of shotgun or bottom-up proteomics over the last decade (1). Despite imperfect peptide identifications, these techniques effectively catalogue even rare proteins present in cells because most proteins are represented by several unique peptides, diminishing the effects of any single false peptide identification. Recent efforts have also enhanced shotgun proteomics to resolve fine scale protein features, such as post-translational modifications (PTM) (2). However, because many modifications often appear in only a single peptide in typical shotgun proteomics preparations, false peptide identifications can greatly impact the characterization of these modifications.

Preprocessing proteomic preparations to enrich peptides with a PTM of interest is one common strategy used to minimize false identifications. If the modification cannot be enriched, then other independent evidence is needed to increase confidence in PTM identifications. Types of data that have been used for PTM corroboration include characteristic fragmentation such as that for the neutral loss of phosphate (3), or modifications observed on overlapping peptides resulting from digestions with different proteases (4). Here we present a method to discern the anomalous isotope distribution of peptides either post-translationally or cotranslationally modified by an element with a distinctive stable isotope “fingerprint” such as the common xenobiotic metal mercury (Hg). This method advances mass spectrometry based proteomics as a possible method for identifying and characterizing the effects of exposures to certain xenobiotics, an area of growing interest recently called the “exposome” (5, 6).

We first establish theoretically that such perturbations of a peptide’s isotope distribution by Hg should be detectable for peptides of unknown sequence, and then demonstrate this

¹ The abbreviations used are: LC-MS/MS, liquid chromatography-tandem MS; PTM, Post-translational modification; GAPDH, Glyceraldehyde 3-phosphate dehydrogenase; IAM, Iodoacetamide; LB, Luria-Bertani; MS/MS, Tandem mass spectrometry; MS¹, Primary MS; MS², Secondary MS; PhHg, Phenylmercury; PMA, Phenylmercuric acetate; Sec, Selenocysteine; FWHM, Full width at half maximum.
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**Fig. 1. Isotope distributions of single atoms and their effects on peptide isotope distributions.** Isotope distributions for single atoms of the five typical peptide elements are shown in (A) and for Hg in (B). Panels (C) and (D) show computed isotope distributions for the same peptide either unmodified (C) or modified with a single Hg(II) (D).

experimentally using organomercurial (RHg) modification of a single pure protein and of the entire *E. coli* proteome. Hg is unusual among metals in making nearly covalent bonds with sulfur that survive the LC-MS/MS process (7, 8), and identifying its most vulnerable protein targets in intact cells is of interest in understanding Hg’s pleiotropic toxicity. However, there are no simple preparative procedures with which to extract mercapturates from a cell lysate. Thus, we devised a computational filter based on Hg’s stable isotope distribution to identify peptides with Hg adducts in the data of an LC-MS/MS proteome.

Because inorganic Hg(II) and organomercurials form very stable bonds with thiols, we have focused on detecting Hg adducts in cysteine-containing peptides. The distinctive isotope distributions of Hg-modified peptides have been qualitatively noted previously (9). Most unmodified peptides have similar isotope distributions. This similarity results from similar ratios of the five peptide elements, C, H, N, O, and S in most peptides, and also from the similar isotope distributions of the five elements: each has only two to four stable natural isotopes of which the lightest is substantially more abundant (Fig. 1A). Thus, no single peptide atom, even of sulfur, which has the most complex isotope distribution, can have a very distinctive effect on the peptide isotope distribution. In contrast, Hg has seven detectable stable isotopes with the lightest being the least abundant (Fig. 1B). Thus, the isotope distribution of a peptide with an Hg adduct will be predictably broadened compared with its unmodified version (Figs. 1C and 1D). We devised a straightforward quantitative scoring function to compare the observed and theoretical isotope distributions of an unidentified peptide that can be used automatically to filter the thousands of spectra produced in typical LC-MS/MS proteomics experiments. Other tools examine isotope distributions to remove signals of nonpeptides or overlapping isotope distributions, e.g. THRASH (10) and MaxQuant (11), but ours is the first case of using isotope distributions as a classifier. We evaluated our scoring function by determining its error rates when thresholds are applied to classify isotope distributions as either an unmodified peptide or a peptide modified with Hg. This technique is independent of peptide sequence identifications, e.g. by SEQUEST (12), so it increases the confidence of SEQUEST-identified modifications and eliminates false SEQUEST identifications. Moreover, because analysis of isotope distributions does not require an exact formula for the modification or the peptide, previously unidentified MS features can be highlighted by their anomalous isotope distributions, allowing for the discovery and identification of unexpected modifications through a more focused examination.

**EXPERIMENTAL PROCEDURES**

Characterizing Isotope Distributions by Fit Scores

In this study, the isotope distribution characterization is applied to peaks observed in primary MS (MS1) scans from an LTQ Orbitrap hybrid Fourier transform mass spectrometer (Thermo Scientific) with nominal resolution set to 100,000. All software is implemented in the Python programming language except as noted.

**Peak Identification**—Data files from the MS instrument are first translated to mzXML format in profile mode, which provides a readable list of *m/z* and intensity data points that define the spectrum. For maximum control over the peak finding and centroiding to aid methods development, we implemented our own procedures, though the software as written can also use pre-centroided mzXML files. Our peak identification procedure tests each data point in the profile as a candidate peak-top; no peaks are filtered as noise. A window of at most four neighboring data points (five total data points) centered on the candidate data point is checked for the presence of any data points with greater or equal intensity to the candidate data point. This window of five data points, equivalent to four data point intervals, corresponds to the full width at half maximum (FWHM) for most isotope peaks. For example, at *m/z* = 1200, the *m/z* distance between data points is 0.004, and the FWHM for most observed peaks is near 0.016. If no data points have greater intensity than the peak-top candidate and only adjacent data points have equal intensity, then the candidate is considered a peak-top with intensity set to the intensity of that highest data point. We use peak height, as used by Decon2LS (13) for example, instead of peak area, as used by MaxQuant (11) for example, as a measure of abundance to avoid the problem of determining peak boundaries. The *m/z* value assigned to the peak is the intensity-weighted average of the *m/z* of all five data points within the window examined to determine that the candidate data point is a peak-top. If the rare case occurs where two neighboring data-points are peak-tops and of equal intensity, the *m/z* location for this single peak is determined from the weighted average of only four data-points: the two peak top points, and an additional data point on either side.

Clustered Peaks in Single Scans Into Isotope Distributions—All identified peaks in each individual high-resolution primary MS1 scan are divided into isotope clusters or distributions of peaks that appear to be isotopic shifts of the same ion. The procedure we use has a similar goal to the deisotoping procedures included in tools such as Decon2LS (13), but without a priori expectations of isotope distributions to avoid bias toward modified or unmodified peptides. Starting with the largest peak in the scan, candidate clusters are made that contain the peak for each charge (*z*) up to charge 6+ by checking *m/z* interval steps 1.002/*z* greater and lower than the main peak (with tolerance of ± 0.015 *m/z* units) for compatible peaks. In each step interval, the largest peak is chosen from among all candidates. Be-
cause the presence of noise peaks could join two unrelated clusters, or simply make a 2+ cluster appear to be a 4+ cluster, two constraints on pattern shape are applied to stop runaway cluster growth resulting from small peaks. First, any candidate cluster is trimmed back to the smallest peak between the largest first peak and any secondary peak that is greater than 3 times the smallest intervening peak. Second, any peak with abundance less than 1/100 of the largest first peak halts the stepping in its direction. A charge and final cluster, representing the isotope distribution, is assigned to the starting peak by choosing the charge that produces the cluster with the greatest summed intensity. All peaks assigned to this cluster are removed from subsequent analysis by deleting them from the peak list before starting the cluster search again at the remaining largest peak. A similar algorithm, THRASH (10), removes already clustered peaks by subtracting just the heights of the peaks as predicted by an expected shape of the isotope distribution; thus it is able to assign an individual peak to more than one isotope distribution, and deconvolute peaks arising from multiple different peptides. This procedure is not possible for our method where we are searching for different types of isotope distributions.

Calculation of Fit Scores to Theoretical Isotopic Distributions—When searching for Hg-modified peptides, each observed isotope distribution is scored for its fit to both a theoretical isotope distribution for an unmodified peptide and one for a peptide modified with a single Hg atom. The procedure would be identical for searching for peptides with Sec, substituting Se for Hg. To compute theoretical isotope distributions, first approximate chemical formulas for the theoretical peptides were produced using ‘averagine’ ratios and procedures (14). Isotope distributions based on the theoretical formulas were calculated using the algorithm and source code for emass (15), modified to work as a module for the Python programming language.

Fit Score Minimization and Calculation—The alignment and scaling of an observed isotope distribution (s) with m peaks, with the theoretical isotope distribution (t) with n peaks is chosen to minimize the deviation of the observed from the theoretical. Keeping consistent with previous nomenclature, as used by Decon2LS (13), we call this measure of deviation a “Fit” score. Absolute m/z values are ignored, and only positions (first, second, third, etc.) in the isotope distribution are considered. The isotope distribution is then treated as a vector of peak abundances. All possible alignments are considered, fully sliding one isotope distribution over the other, one peak at a time, from where only the extreme left peak of s (denoted s_1) aligns with the extreme right of t (t_n), to the opposite extreme where only s_n aligns with t_1. For each peak in an isotope distribution that lies beyond the tails of the other, a matching peak of abundance 0 is added to the other distribution. The new aligned isotope distributions are labeled S and T, each with the new length L. The theoretical isotope distribution is normalized to have the abundance of the largest peak set to 1.0. The observed isotope distribution is scaled to optimize the fit, i.e. to minimize F in Equation 1, by the use of a scaling factor k. The scaling factor k used in equation (1) is computed for each alignment according to equation (2). Except for the scaling factor k, this fit score is identical to the peak fit function used by Decon2LS (13).

\[ F = \sum_{i} (k S_i - T_i)^2 \]  
\[ \text{Eq. 1} \]

\[ k = \frac{\sum T_i^2}{\sum S_i^2} \]  
\[ \text{Eq. 2} \]

Multiscan Feature Discovery

We define a multiscan LC-MS feature as a single chemical species that elutes from the LC column over a period of time and so appears in multiple sequential MS scans. For the purposes of the study described here, these multiple scans provided many replicates from a single LC-MS run for examining isotope distributions, and the individual isotope distributions can be summed to minimize the effects of random noise on any single spectrum. Multiscan LC-MS features were discovered using the clustering tools in VIPER (16). In brief, all individual scans were first deisotoped using Decon2LS with or without an Hg tag as appropriate. Deisotoped peaks with matching mass and neighboring elution times were grouped using the tool LCMS-FeatureFinder, distributed as part of VIPER. To produce a summed isotope distribution for each multi-scan feature, peak heights for each single scan in the feature were collected according to “Clustering peaks in single scans into isotope distributions” above. The single scan isotope distributions were aligned together and the corresponding peak heights summed to give a summed isotope distribution.

Rabbit GAPDH Pure Protein

Rabbit muscle glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was from Sigma (G2267); all other reagents were of analytical grade. The protein was dissolved in 5 mM potassium phosphate buffer, pH 7.3 to give a stock solution of 10 mg/ml and stored at −20 ºC when not in use. An aliquot was used to determine the protein thiol content under denaturing conditions (6 mM guanidine hydrochloride) using 5,5′-dithiobis(2-nitrobenzoic acid) (17). For mass spectrometric analysis, an aliquot of the stock was diluted 10-fold with 50 mM NH₄HCO₃, pH ~ 8. Phenylmercuric acetate (PMA) was added to the dilute protein to give a final ratio of 0.95 equiv PMA/protein thiol. After incubation at 25 ºC for ~ 5 min, the preparation was divided into two aliquots; one was placed on ice, and iodoacetamide (20 mM final concentration) was added to the other. After 30 min incubation of the latter in the dark at room temperature, both aliquots were frozen at ~ −80 ºC and then sent overnight on dry ice to Pacific Northwest National Laboratory (PNNL) for denaturation, trypsinolysis, and LC-MS/MS as described below.

Bacterial Strains and Growth Conditions

E. coli strains K-12 MG1655 and MG1655 containing the NR1 plasmid carrying the Tn21 mer operon, which encodes inorganic mercury resistance (18), were used for model organisms. E. coli cells from ~ 70 °C stocks were grown overnight at 37 ºC on Luria-Bertani (LB) plates or LB+25 µg/ml chloramphenicol plates to select for NR1 plasmid. Ten well isolated colonies from each overnight plate were inoculated into Neidhardt MOPS minimal medium (19) supplemented with 20 mM L-uracil and 500 µg/L thiamine and grown overnight at 37 ºC with shaking at 250 rpm. These overnight liquid cultures were subcultured (1:40) into the same medium and incubated at 37 ºC, 250 rpm until OD595 ~ 0.6 at which time the culture was split evenly and one half was made 40 µM in PMA. Incubation of both culture aliquots continued for 15 min and then both aliquots were harvested by centrifugation at 17,700 × g, for 10 min at 4 ºC. Cell pellets were suspended in 50 mM ammonium bicarbonate (pH 7.8) at 0.01× the original culture volume, iodoacetamide (IAM) was added, and the suspensions were stored at ~70 ºC until they were shipped overnight on dry ice to Pacific Northwest National Laboratory for final workup and LC-MS/MS analysis.

Data from three separate E. coli proteomics experiments were combined in this analysis. Two experiments involved strain MG1655,
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which does not have a plasmid, and the third experiment used MG1655 carrying the NR1 plasmid encoding the mercury resistance operon. In one experiment on plasmid-free cultures 40 mM IAM was used to preserve Hg-adducts; the other two experiments used 20 mM IAM. These differences had no significant impact on the detection of Hg adducts in peptides from the PMA-exposed cells. Corresponding unexposed cultures were included in each experiment and their data are also included in the work reported here. Where appropriate, results were pooled across all runs within a single experiment and then averaged across the three experiments. For some statistics, such as counts of PhHg modifications, the counts were too low within individual experiments to treat separately, so all runs were pooled across all three experiments.

Proteomic Methods

Peptide Preparations—Cell suspensions in IAM were diluted as necessary in 100 mM ammonium bicarbonate, pH 8.0, with IAM and lysed with a PBI Barocycler NEP 3229 for ten cycles, holding at 35,000 psi for 20 s. A portion of the lysate was fractionated by ultracentrifugation into soluble and insoluble fractions according to described procedures (20) except that to avoid interference with protein-phenylmercury bonds, DTT and thiourea were not used. As described (20), all samples were digested using sequencing grade modified trypsin (Promega, Madison, WI).

Peptide Detection—Triplicate aliquots of the unfractionated lysate (“global”), and the soluble and insoluble fractions were analyzed by LC-MS/MS using a ThermoScientific Exactive Orbitrap mass spectrometer (Thermo Scientific) outfitted with a custom-built electrospray ionization interface that was fabricated in-house (21, 22). The high performance liquid chromatography (HPLC) gradient used has been described elsewhere (20).

Peptide Identification—Peptides from the MS/MS spectra were identified with TurboSEQUEST version 27, revision 12. We generated peak lists as dta files with extract_msn.exe version 4.0 (Thermo-Electron), requiring a minimum of 35 ions per MS/MS spectrum and a minimum of 3 ions per MS spectrum of the precursor mass between 200 and 5000 Daltons. We used a custom sequence database combining the peptide translations from the E. coli genome sequence, strain K12-MG1655, GenBank accession number U00096.2, GI:48994873, 4331 proteins, together with the sequence of the NR1 plasmid, GenBank accession number DQ364638.1, GI:89033265, 123 proteins. Mass tolerances were 3.0 ppm for precursor ions and 1.0 ppm for fragment ions. Variable modifications were allowed at cysteines equal to the mass of alkylating reagents or by Hg(II) (+199.9549). We used a modified static cutoff approach (23) for evaluating the significance of SEQUEST identifications. SEQUEST identifications were accepted if they had at least one tryptic end, any number of missed cleavages, and their XCorr values were greater than 1.9, 2.2, or 3.2 for charge states of +1, +2 and +3, respectively. Also, except in the rare cases where the second-ranked SEQUEST hit was a permutation of cysteine modifications of the first hit, SEQUEST results were required to have a ΔCn of at least 0.1. These score thresholds are in-house standards that aim for a false discovery rate near 1%. Using a decay approach (24) we determined these score thresholds to produce a peptide false discovery rate of 1.44%. To demonstrate the utility of isotope distributions with an alternative peptide identification score, all SEQUEST identifications were rescored by PeptideProphet version 1.0.0.4, downloaded as source on May 9, 2006.

RESULTS

Theoretical Spectra Fit to Approximate Formulas for Hg Peptides—We began by examining the theoretical best case for our method: identifying Hg-peptide isotope distributions with no instrument noise (Fig. 2). As noise-free proxies for the observed spectra from an actual experiment, we computed theoretical spectra from exact chemical formulas for the 60,311 cysteine-containing peptides from an in silico tryptic digest of the E. coli MG1655 proteome. We modeled Hg peptides by in silico modification of a single cysteine in each peptide with PhHg.

For each theoretical isotope distribution based on an exact formula of a modified (Fig. 2A, blue) or unmodified peptide (Fig. 2A, red), we calculated its fit to isotope distributions based on two different approximate chemical formulas (Fig. 2A, box 4) computed from the target mass and average ratios of elements in peptides, denoted ‘averagine’ (14). The approximate formulas were created for a Hg-modified (purple) and an unmodified (yellow) peptide. Approximate formulas are necessary in a real experiment when the exact formula of an ion detected by MS is unknown. The fit score is a scaled sum of squared deviations in peak heights, with spectra aligned and normalized to produce the best fit score (see Experimental Procedures). A fit score of 0.0 is a perfect match, and a fit score of 1.0 is the asymptotic maximum deviation (i.e. no overlap at all). The theoretical isotope distributions of Hg-modified peptides are detectably distinct from those of unmodified peptides, whether the spectra are fit to an approximate Hg-modified peptide (fitHg, Fig. 2B), an approximate unmodified peptide (fitAvgn, Fig. 2C), or the difference of the two, ΔFit (fitAvgn - fitHg, Fig. 2D).

Note that because a perfect match for a Hg-peptide has a fitHg score of 0.0, ΔFit scores for Hg-modified peptides have positive values and, conversely, ΔFit scores for unmodified peptides have negative values. As peptide mass increases, the modified and unmodified peptides more closely resemble each other. However, there is clear separation at masses up to 5000 Daltons, which exceeds the mass of most peptides commonly detected in proteomic preparations: 99% are < 3000 Daltons according to PepSeeker (25), 96% < 4000 Daltons in our own data.

Theoretically, any element with a distinctive natural abundance isotope distribution can give rise to similar distinctions between modified and unmodified peptides depending on the pattern of their isotope distributions (supplemental Fig. S1). Most notably, selenium, which occurs naturally but rarely in proteins as selenocysteine (Sec), may be detectable by this method.

A lower variability of fit values for the modified peptides compared with the unmodified is apparent in Fig. 2 and supplemental Fig. S1. This change in variability can be attributed to the homogenizing effect of adding a single atom with a diverse isotope distribution, such as Hg, to the isotope distributions of different peptides (see supplemental Fig. S2).

Experimental Spectra Fit to Approximate Formulas—To examine whether this distinction in the shape of isotope distri-
Analyzing peptides from a Hg-exposed pure protein with high-resolution LC-MS/MS, we exposed rabbit glyceraldehyde 3-phosphate dehydrogenase (GAPDH) to phenyl mercuric acetate (PMA) and digested it with trypsin. Monovalent organomercurial PMA was used to minimize peptide cross-linking which might occur with bivalent Hg(II). SEQUEST was used to search for a variable modification of mass equal to PhHg at cysteines. In four LC-MS/MS runs, SEQUEST predicted seven different peptide modifications of mass 3074 Da, modified and unmodified. Boxes 6–8 show the fit scores that can be used to classify the unidentified isotope distribution as Hg-modified or unmodified. The relation of these fit scores to the mass of the peptide is shown in panels (B–D) for 60,000 E. coli tryptic peptides in either modified (blue) or unmodified (red) states. Panel (B) compares the fitHg scores for computed isotope distributions with isotope distributions from averagine formulas without Hg. Panel (C) shows fitAvgn computed by fitting the E. coli isotope distributions to isotope distributions from averagine formulas without Hg. Panel (D) shows the difference between scores in (C) and (B) for each isotope distribution. Points circled in black in (B–D) correspond to the example peptides shown in (A).
modified and unmodified is degraded (Fig. 4B). There is a slight overlap between the distribution of ΔFit scores for modified and unmodified peptides, the extent of which is made more visible by histograms of the ΔFit scores (Fig. 5A). We used ΔFit in most subsequent analysis as a summary of both fitAvgn and fitHg, as we found it was the best single classifier based on receiver operator characteristic analysis of the GAPDH peptides compared with either single fit score alone.
To be an accurate binary classifier, a ∆Fit threshold must lie above the ∆Fit of most unmodified peptides and lie below the ∆Fit of most modified peptides, thus separating the ∆Fit distributions for the two classes (see Fig. 5A). The proportion of each distribution that is thus accurately classified by ∆Fit is called specificity for the
unmodified peptides or sensitivity for the modified peptides. The specificity and sensitivity of $\Delta$Fit on these peptides from GAPDH, and their relation to the choice of threshold, are shown by the red line in Fig. 5B and the blue line in Fig. 5C, respectively. At a $\Delta$Fit threshold of 0.0, specificity is 99.6% and sensitivity is 94%.

$\Delta$Fit Applied to Single Scans in E. coli Proteomic Preparations

$\Delta$Fit Eliminates False Positives in SEQUEST Identifications—in typical LC-MS/MS proteomic analysis, fragmentation data obtained in the second MS step are analyzed by software tools such as SEQUEST to identify the peptide sequence, with or without one of a few expected modification types, and the corresponding identity of the protein. The use of these methods alone can lead to unacceptable numbers of falsely identified modifications, especially when numbers of actual modifications are low. In this work, SEQUEST identified 99 spectra as PhHg-modified peptides from three separate proteomic preparations of E. coli cells that were not exposed to PMA compared with 377 such spectra in three proteomes of cells that were exposed to PMA, indicating that more than 25% of the total PhHg identifications by SEQUEST from PMA-exposed cells were false. However, each MS$^2$ scan and its SEQUEST prediction can be assigned an isotope distribution from the precursor MS$^1$ scan based on the m/z region of the precursor scan that was selected for fragmentation. Using this MS$^1$ scan, we can assign a $\Delta$Fit score to each SEQUEST PhHg prediction and accept or reject the SEQUEST prediction.

By comparing the distributions of $\Delta$Fit scores for SEQUEST PhHg predictions from our proteomic analyses of PMA-exposed (Fig. 6A, purple) and unexposed cells (Fig. 6A, orange), we find that the distributions have overlapping peaks at $\Delta$Fit > 0.0. This is evidence for similar rates of false positives in both experimental conditions. However, only the histogram for the PMA-exposed samples has a large peak at $\Delta$Fit < 0.0. Applying a $\Delta$Fit threshold to these isotope distributions at 0.0 eliminates most false positives observed in samples from unexposed cells (90 of 99), and eliminates a similar count (102 of 377) in the exposed samples. Of the peptide isotope distributions that pass the $\Delta$Fit filter in the PMA-exposed samples, we deduced that 97% (266.3/275) of them are true positives (precision) by assuming the difference between exposed and unexposed samples is due to true positives alone (computation illustrated in supplemental Fig. S4). Using SEQUEST and a $\Delta$Fit threshold of 0.0 (Fig. 6A) on these isotope distributions we identified 275 spectra as Hg-modified from 47 peptides and 42 proteins. Example spectra for a PhHg-modified peptide and for the same peptide without PhHg are shown in supplemental Fig. S5. Based on our estimated precision, we expect about 9 of the 275 spectra were false positives. A discussion of specific modified pep-
tides and their biological significance will follow in a later publication.

A precision value depends on the ratio of actual modified to unmodified peptides in each preparation; as the proportion of modified peptides increases, so will precision. Other measures of accuracy, specifically sensitivity and specificity, are independent of ratios of modified to unmodified peptides. To enable the evaluation of ∆Fit for use in other preparations with different ratios of modified to unmodified peptides, we computed the sensitivity and specificity of ∆Fit (Figs. 5B and 5C) on those (377 + 99) isotope distributions in the proteomic preparations identified as PhHg-peptides by SEQUEST. Sensitivity was estimated indirectly by comparing both sets of PhHg identifications from the exposed and unexposed conditions and inferring that the differences in both the rates of SEQUEST PhHg identifications and ∆Fit scores > 0.0 are due to Hg-modified peptides (supplemental Fig. S4 outlines the calculation in detail). The comparison of histograms in Fig. 6 provides an alternative illustration: the purple bars that rise above the orange bars show the contribution of Hg-modified peptides. There is a clear decrease in specificity of ∆Fit (from 99.6% to 91%) on these isotope distributions that SEQUEST falsely identifies as PhHg, compared with the pure protein spectra (compare line ‘a’ in Fig. 5B with red line). This is partly due to the complexity of proteomic preparations, including lower intensities of some ions, overlapping spectra (where two different ions with similar masses elute at the same time, see supplemental Figs. S6 and S7), and nonpeptide ions.

Because ∆Fit is independent of MS² data, increasing the accuracy of peptide assignments based on MS² fit, via tools such as PeptideProphet (26), does not negate the benefit of ∆Fit and isotope distributions so long as the MS² matching still generates some false predictions of modifications. While rescoring the SEQUEST identifications with PeptideProphet decreases false predictions of PhHg adducts by 87% (13 compared with 99), at a probability threshold of 0.97, these 13 false identifications get reduced to only 2 by requiring ∆Fit > 0.0 (∆Fit specificity = 85%). This PeptideProphet threshold of 0.97 was chosen to produce a similar number of true PhHg identifications as obtained using SEQUEST thresholds in the exposed samples (293 total hits with 280.5 estimated true positives compared with 281.8 true positives using SEQUEST scores alone). Applying a ∆Fit > 0.0 filter on the exposed samples results in 257 total identifications of PhHg in the exposed samples (∆Fit sensitivity = 90%, calculated as in supplemental Fig. S4). If instead we choose a PeptideProphet threshold that results in the same false identification rate as SEQUEST after applying a ∆Fit > 0.0 threshold, ∆Fit enables us to lower the PeptideProphet threshold as low as 0.5. An identification made with probability of 0.5 is typically not to be believed as it implies that the assignment is as likely to be wrong as correct. However, by applying the additional ∆Fit > 0.0 filter, the number of estimated false positives in the exposed samples is only 10 (compare with 9 using SEQUEST and ∆Fit) whereas this relaxed threshold increases the number of PhHg adduct identifications by more than 25% to 350 (from 275 with SEQUEST and ∆Fit). On this set of modified peptide identifications with PeptideProphet probabilities greater than 0.5, sensitivity and specificity estimates of ∆Fit are comparable when applied to the set of identifications made by SEQUEST (supplemental Fig. S8).

Searching for Unexpected Modifications—As the first global proteomic study of the in vivo cellular effects of mercury compounds, we cannot be certain of the full range of Hg modifications to expect. SEQUEST or similar programs cannot identify unexpected modifications as these tools only look for a small number of specified modifications. Instead, we would like to reverse the order of analysis to use isotope distributions first to identify those isotope distributions in LC-MS data that are likely Hg-modified peptides, and then examine their mass and MS² fragmentation patterns to identify the peptide and its Hg modification. However, with modifications as rare as the expected PhHg modifications observed when using SEQUEST and ∆Fit together (see previous section), the number of false positive identifications of modified peptides can far exceed the total number of true positive identifications even with the high specificity of ∆Fit. This is made evident in Fig. 6B by the nearly identical distributions of ∆Fit scores computed for all MS¹ isotope distributions selected for MS² fragmentation in the three PMA-exposure experiments (purple) versus the three experiments where cells were not exposed (orange). Although the specificity of ∆Fit on these isotope distributions (Fig. 5B, line b) is greater than the specificity of ∆Fit on the SEQUEST PhHg identifications (Fig. 5B, line a), the number of isotope distributions with ∆Fit scores above the 0.0 threshold is over 15,000, all necessarily false positives in the unexposed proteomes. A similar number of false positives must be present in the PMA-exposed proteomes, far outnumbering the few hundred true positive PhHg peptides identified by application of ∆Fit to SEQUEST-identified PhHg-adducts above. Thus, use of ∆Fit alone on single scans is not sufficient to identify the relatively rare Hg-modifications.

Summed Isotope Distributions of Features Appearing in Multiple Sequential Scans

The LC elution profiles for most ions are broad enough that they appear in multiple sequential MS¹ scans. We took advantage of these “multi-scan features,” by summing them to give a more accurate isotope distribution for a given ion (compare Figs. 7B and 7C). One challenge in summing scans is determining the boundaries of the multi-scan feature, i.e. the start and end points of a peptide’s elution, as well as choosing which peaks within successive scans are from the same ion. To address this challenge, we used a clustering algorithm developed for the accurate mass and time tag (AMT) approach for identifying peptides in LC-MS as described under “Experimental Procedures” (16).
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**Fig. 7. Summing isotope distributions over elution profiles decreases noise.** A. Spectra collected in sequential scans of a peptide ion from a proteomic preparation as it elutes from the LC over the time of 10 MS1 scans. The colored bars serve to visually separate the scans which are represented by the black borders between colors. The earliest scan is in the front with later scans following in back. Panels (B) and (C) show two methods of using these scans to compute isotope distributions. The simplest (B) is to use a single scan whose MS2 fragmentation led to SEQUEST identification of this peptide ion as one containing a PhHg-adduct. The scan in (B) is the same scan as the front-most scan in (A). Those peaks that match single mass-unit isotopic shifts and comprise the observed isotope distribution are circled in magenta. In (C) the observed isotope distributions across scans for the same LC-MS feature are summed over all scans included in the feature. The contribution of each scan is drawn with the color that follows it in panel (A), with the last scan represented by black. Panels (D) and (E) show the alignments and fittings of the observed isotope distributions (B and C) with the averagine-based expected distributions for unmodified (yellow) and modified (purple) cases. In this example, the single scan data (D) give a negative ΔFit indicating it is not likely a Hg adduct, but the summed multi-scan data (E) give a positive ΔFit indicating a likely Hg adduct.

**The Accuracy of ΔFit on Summed Isotope Distributions from Multiscan Features**—The accuracy of ΔFit on summed isotope distributions from multiscan features can be measured as for single scans. As with the single scans, we used only the subset of multiscan features that SEQUEST predicted were PhHg-modified (Fig 6C). We computed specificity and sensitivity of ΔFit for the SEQUEST PhHg identifications as for the single scans, and both specificity and sensitivity improved for summed scans over the single scans (Figs. 5B and 5C, compare lines “c” with lines “a”). To determine if this increase in accuracy allows the detection of Hg-modifications without SEQUEST, we examined all multi-scan features regardless of any SEQUEST identification. Based on only the results from the unexposed cells, the distribution of ΔFit scores (Fig. 6d, orange) gives a specificity of 98.4% at a threshold of 0.0, an improvement over single scans (compare Fig. 5B, line “d” with line “b”). However, the number of total positives from the PMA-exposed cells (5362) was only 27% more than the false positives from the unexposed cells at that threshold (4219); i.e. most isotope distributions that pass ΔFit > 0 are false positives (Fig. 6D).

**Use of ΔFit and fitHg Together Allows Detection of Hg-Adducts Without SEQUEST Prefiltering**—The lower noise in the summed isotope distributions compared with those from single scans (C versus B in Fig. 7) improved the match between observed isotope distributions and theoretical Hg-peptide isotope distributions, as measured by fitHg (E and D in Fig. 7). Using fitHg as an additional filter (i.e. fitHg < 0.05 AND ΔFit > 0.0) eliminated 90% of the unmodified peptides (compare Fig. 6e with 6d), sharpening the differences in the ΔFit distributions for PMA-exposed and unexposed isotope distributions without relying on SEQUEST. Combining ΔFit and fitHg clearly improved specificity (Fig. 5B, line ‘e’) over ΔFit alone on summed scans, affording a nearly 10-fold decrease in the false positive rate (1-specificity) from 1.6% to 0.18% (s.d. = 0.06%, n = 3 experiments) at a ΔFit threshold of 0.0.

As a first step toward investigating modified peptides that may not have been identified by SEQUEST, it is useful to examine the ΔFit versus mass plots for these Hg-like features in the PMA exposed samples (Fig. 8A, or with an expanded view in supplemental Fig. 9a), in comparison with the Hg-like features in the unexposed samples (Fig. 8B, expanded in supplemental Fig. 9b) to understand patterns of false positives. This comparison makes clear that the PMA-exposed samples have many more Hg-like features in the <3000 Dalton range than appear in the unexposed samples, and also have many repeated observations of the same mass (indicated by vertical clusters of circles) at expected ΔFit scores.
Several remaining unidentified clusters appear to be PhHg adducts of tryptic peptides (red lines in Fig. 8A) based on accurate mass, SEQUEST hits below acceptable thresholds, and observations of other peptides from the same proteins. Relatively few features seen in all three experiments remain completely unidentified, leaving little chance that a major type of Hg-modification remains unidentified.

**Examination of False Positive Hg-like Isotope Distributions**—The set of features with Hg-like isotope distributions from Hg-free *E. coli* proteome preparations displayed in Fig. 8B provide a picture of false positives for our method. In clear contrast with the abundant features in the PMA-exposed preparations, most false positives occur at higher masses, lower intensities and with lower reproducibility between replicate LC-MS/MS runs and between replicate biological samples. To determine the causes of these false positives, we examined ten features that stand out in this plot because of their high intensities or their reproducibility (highlighted with gray ovals and rectangles in Fig. 8B). Of these ten, seven cases (gray ovals) were clearly the products of overlapping isotope distributions of co-eluting unmodified peptides of similar mass and abundance, apparent either from the elution profiles of the individual isotope peaks or based on SEQUEST identification of the peptides (supplemental Figs. S11 and S12). For the remaining three cases (gray rectangles), the elution profiles and SEQUEST results were inconclusive. Thus, these types of co-elutions are the major cause of the most intense and frequently recurring false positives in the current study.

Although the level of these co-elutions in our work was not high enough to have a major impact on identifications, they may present a larger problem for other more complex proteomes. Therefore, efforts to minimize co-elutions through experimental methods such as fractionating the sample, or to computationally detect and exclude them, offer the most promising area for improving false positive rates. Our current method of identifying multiple scan features already excluded many co-elutions by its procedure for joining isotope distributions from different scans into a single multi-scan feature. The method assigns a single mass to every isotope distribution detected in a single scan, equivalent to “deisotoping” to assign a monoisotopic mass. Only the isotope distributions with the same mass from neighboring scans are joined into a multi-scan feature. This eliminates many co-elutions where the relative abundance of the two peptides shifts over the time period of their elutions, thus shifting the assigned mass. The exceptions are features detected in regions of the overlapping elutions where abundances are similar, either in very short time periods between elutions of the two peptides or where the elution of a low abundance peptide overlaps with the elution tail of a higher abundance peptide (supplemental Fig. S11), as well as those overlapping elutions that have very similar elution times (supplemental Fig. S12 and Table S1). An alternative approach, one used by MaxQuant, is to require...
the elution profiles of individual isotope peaks to correlate before joining them into a multi-scan feature. This method should exclude those that have significantly different elutions but will not exclude those with similar elutions (see supplemental Fig. S12).

## DISCUSSION

As a tool for the identification of peptides modified by or containing atypical elements, the use of isotope distributions provides an independent method for validating identifications made by SEQUEST or other such algorithms, eliminates the need for additional processing outside of the routine shotgun proteomics pipeline, and does not require peptide fragmentation. Isotope distribution detection requires the use of an MS instrument with enough resolution to resolve individual isotope peaks. We present results on data collected at a nominal FWHM resolution of 100,000, but resolutions as low as 10,000 should be adequate. These resolutions are possible from many currently available systems including the LTQ Orbitrap as used here, Fourier transform ion cyclotron resonance (FTICR) instruments, the latest generation time of flight (TOF) instruments (27), and the latest generation triple quadrupoles (28). The only adjustment necessary may be the use of a different peak finding procedure, of which many are available, because the one we used relied on the m/z spacing of data points as provided by the Orbitrap. As modified peptides are usually present in very low abundances (substoichiometric), they can be passed over for fragmentation in favor of the much more abundant unmodified peptides, especially in complex proteomic preparations. By using isotope distributions, we were able to generate a survey of all MS features with Hg-like isotope profiles (Fig. 8) revealing which, if any, Hg-like LC-MS features were missed by MS/MS fragmentation and SEQUEST. Other elements have natural isotope distributions distinct enough to allow for similar detection of their combinations with peptides. This characteristic of selenium is of particular interest because detecting isotope patterns holds promise for the identification of selenocysteine (Sec) peptides and proteins. Isotope distributions could confirm known Sec peptides as well as highlighting LC-MS features that indicate unexpected modifications of Sec peptides. Additionally through construction of a database of alternatively translated protein sequences, by treating the UGA stop codons as Sec codons, the identification of Sec peptides with confirmation by isotope distributions may lead to identification of previously unknown selenoproteins.

Modifications of proteins by bivalent Hg(II) can result in cross-linking of sequentially distant but spatially close cysteines in the folded protein structure. By using the monovalent organomercurial, PMA, we expected to avoid this complicating issue. However, the discovery capability of isotope distributions was demonstrated when their evaluation revealed an ion as a likely Hg-adduct that had failed to be identified by SEQUEST as a PhHg-modification. This peptide proved to be the simplest case of cross-linking by Hg(II), with Hg(II) binding to two cysteines in a single peptide. While SEQUEST was not designed to model the fragmentation patterns caused by this type of internal cross-link, we found that SEQUEST did report significant matches by modeling this bivalent Hg(II) cross-link as a single positively charged modification by Hg(II) at one or the other of the two cysteines in the peptide. This simplification is possible because the main effects on the fragmentation patterns caused by an internal Hg(II) cross-link were simply double peaks for those fragments: i.e. one peak with the added mass of Hg(II) and one without. External cross-links, where two different peptides are joined by a single Hg(II) present a substantially greater challenge for identification by MS/MS (29, 30).

In summary, the scoring of isotope distributions to detect proteins modified by or including isotopically distinct elements such as Hg is easily and effectively applied to routine shotgun proteomics employing high resolution MS. In its simplest form, isotope distribution scoring can be applied to single precursor spectra and compared with SEQUEST or similar peptide identifications by fragmentation. Especially in complex whole proteome samples, isotope distributions become more powerful, but involve more complex data processing of summed spectra within LC-MS features. Used this way, even on proteomic preparations, isotope distributions are accurate enough to resolve modified peptides without other peptide identifications, enabling identification of unexpected modifications, or to confirm that the expected modifications as identified by other methods are the dominant modification.
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