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Abstract

Perhaps the most significant drawback, which the Copenhagen interpretation (still the most popular interpretation of quantum theory) suffers from, is the classical-quantum divide between the large classical systems that carry out measurements and the small quantum systems that they measure. So, an “ideal” alternative interpretation of quantum theory would either eliminate this divide or justify it in some reasonable way. The present paper demonstrates that it is possible to justify the classical-quantum dualism of the Copenhagen interpretation by way of the analysis of the time complexity of Schrödinger’s equation.
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1 Introduction

As stated by the standard Copenhagen position on quantum mechanics [1], microscopic systems under consideration are described by wave functions or state vectors, whose time evolution is governed by the Schrödinger equation, whereas observers can access those systems only through macroscopic measuring devices that (together with the observers themselves) are subjects to the laws of classical physics. In this way, the standard Copenhagen position postulates that the world is governed by different laws: quantum mechanics (explicitly, Schrödinger’s equation) for the microscopic world, and classical physics (Newton’s laws of motion) for the macroscopic, directly accessible, world.

The existence of two divided physical domains is considered by the many as the core weakness of the Copenhagen position [2]. Besides this, however, such an interpretation of quantum mechanics constitutes a coherent framework for the description of the physical world, which works quite well in most practical circumstances. So, at least among practicing physicists, the Copenhagen interpretation is still the most popular interpretation today [3].

The burning question is – if one left the mathematical structure of the Copenhagen interpretation intact (since this structure is widely accepted), would be an alternative interpretation of quantum

*Email: arkadyv@bgu.ac.il
theory possible that either would eliminate the “absurd” classical-quantum dualism or would convincingly justify it?

A great deal of papers (for example \cite{4, 5, 6}, just to name a few), which argue that the Schrödinger equation can flawlessly predict the future behavior of all physical systems microscopic and macroscopic alike (including observers represented by their own wave functions), proves that the first option – i.e., an interpretation without the classical-quantum dualism of the Copenhagen interpretation – is possible.

The aim of this paper is to demonstrate that the second option – i.e., the alternative quantum-mechanical interpretation that justifies the classical-quantum divide through the analysis of the time complexity of Schrödinger’s equation – is possible as well.

The paper is structured as follows. First, we will consider the complexity of verification of exact solutions $|\psi\rangle$ to Schrödinger’s equation $H|\psi\rangle = 0$ and show that for a very wide class of non-relativistic many-body Hamiltonians $H$, the decision form of this equation (i.e., does this equation have a solution?) can be verified in the amount of time polynomial in the system’s constituent particle number. Next, it will be demonstrated that the complexity of verification of the Schrödinger equation for coupled spin systems (characterized with the Hamiltonian, whose first part contains all the interactions described by the distances between constituent particles of the system, while the second part contains coupling to an external magnetic field as well as coupling between spins of the constituent particles) is polynomial as well. Then, it will be shown that if the Exponential Time Hypothesis held true, no generic algorithm capable of exactly solving the Schrödinger equation for an arbitrary physical Hamiltonian could be significantly faster than the brute-force procedure of generating and testing all possible candidate solutions of this equation. Finally, it will be shown that the key element of the Copenhagen interpretation, which postulates the necessity of classical concepts in order to describe quantum phenomena, including measurements, can be explained by NP-hardness of the problem of exactly solving the Schrödinger equation for a macroscopic system.

\section{Complexity of verification of Schrödinger’s equation exact solutions}

Let us consider the family $\Phi_\psi$ of generic algorithms capable of exactly solving the Schrödinger equation for an arbitrary physical Hamiltonian $H$. By “exactly solving” we mean that the algorithms $\in \Phi_\psi$ can determine exactly (i.e., in exact, more or less closed form) all (or at least the first several lower) eigenvalues and corresponding eigenfunctions of a given Hamiltonian $H$, and by “generic” we mean that those algorithms can do it so for any and all possible physical systems with any possible numbers of constituent particles $N$. We know that the family $\Phi_\psi$ is not empty and contains as a minimum one member: it is brute force, that is, the procedure of generating and testing all possible candidate solutions to the Schrödinger equation with a given Hamiltonian $H$. Let us assume that the family $\Phi_\psi$ contains at least one more member, which we will call the algorithm $A(\Phi_\psi)$.

Suppose the vector $|\psi\rangle$ is the exact solution to the Schrödinger equation $H|\psi\rangle = 0$ for the ground
state of the particular Hamiltonian $H$ with zero eigenvalue $E = 0$ found by the algorithm $A(\Phi \Psi)$. Let us show that the decision problem of this equation (i.e., does this equation have a solution?) can be verified quickly, i.e., in an amount of time polynomial in $N$. Clearly, the way to accomplish this is to substitute the solution $|\psi\rangle$ back into the Schrödinger equation with the given $H$ and estimate the runtime complexity of the operations needed to prove that $|\psi\rangle$ is indeed the solution.

Let $L$ be the minimal number of elementary operations sufficient to compute the effect of the Hamiltonian $H$ on the solution $|\psi\rangle$; we will call $L$ the complexity of verification. In the position basis $\{|r\rangle\}$ the Hamiltonian $H$ is quadratic in the operators $\partial/\partial r_j$, thus using the results of the papers [7, 8] the complexity $L$ can be presented as follows:

$$L(H|\psi\rangle) = L \left( \frac{\partial^2 \Psi}{\partial r_1^2}, \ldots, \frac{\partial^2 \Psi}{\partial r_j^2}, \ldots, \frac{\partial^2 \Psi}{\partial r_N^2} \right) \leq O(N^2) \cdot \text{cost}(\Psi), \quad (1)$$

where only partial derivatives $\partial^2 \Psi/\partial r_j^2$ (computed via the chain rule using the known partial derivatives of the elementary functions that form the wave function $\Psi$) are considered contributed to the complexity of verification $L$ (as binary elementary operations whose both operands involve the function $\Psi$), while additions/subtractions and multiplications by arbitrary scalars are allowed for free, $\text{cost}(\Psi)$ denotes the computational cost of the evaluation of the wave function $\Psi(r,m)$ at the particular values of position vectors $r = (r_1, \ldots, r_j, \ldots, r_N)$ and spin components along the $z$-axis $m = (m_1, \ldots, m_j, \ldots, m_N)$.

In the case of a weak or zero magnetic field along the $z$-axis and non-coupled spins, the Schrödinger equation for the $N$-body system with a very general potential described by the distances $d_{jk}$ between the $j$ and the $k$ particles of the system (such as Coulomb, inverse square, harmonic-oscillator and dipole types or as the Yukawa potential, the Gauss potential, the negative exponential potential and so on) can be transformed using hyperspherical coordinates $\rho$ and $\Omega$, where $\rho$ is the hyperradius and $\Omega$ stands for the collective hyperspherical angles. Using this coordinate transformation, the exact solution $\Psi(\rho, \Omega)$ to the system’s Schrödinger equation can be separated into the product of the hyperradial and hyperangular wave functions

$$\Psi(\rho, \Omega) = \phi(\rho) \Upsilon(\Omega) \quad , \quad (2)$$

and so the computational cost of the evaluation of the solution $\Psi(\rho, \Omega)$ can be estimated separately as

$$\text{cost}(\Psi) = \text{cost}(\phi) + \text{cost}(\Upsilon) + 1 \quad . \quad (3)$$

There are different representations of the hyperspherical coordinates, but according to the paper [9] calculations with them give the same results. Therefore, using a coordinate system in the $N$-dimensional configuration space analogous to the spherical coordinate system for 3-dimensional
Euclidean space, we can estimate the numbers of elementary operations \( L(\rho) \) and \( L(\Omega_j) \) needed to calculate the hyperspherical coordinates \( \rho \) and \( \Omega = (\Omega_1, \ldots, \Omega_j, \ldots, \Omega_{N-1}) \) as follows:

\[
L(\rho) = L\left(\sqrt{r_1^2 + \cdots + r_j^2 + \cdots + r_N^2}\right) = O(N) \quad , \tag{4}
\]

\[
L(\Omega_j)_{j<(N-2)} = L\left(\arccos \frac{r_j}{\sqrt{r_1^2 + \cdots + r_j^2 + \cdots + r_N^2}}\right) = O(N) \quad . \tag{5}
\]

The numbers of elementary operations required to evaluate the wave functions \( \phi(\rho) \) and \( \Upsilon(\Omega) = \upsilon_1(\Omega_1) \ldots \upsilon_j(\Omega_j) \ldots \upsilon_{N-1}(\Omega_{N-1}) \) at the calculated values of the coordinates \( \rho \) and \( \Omega \) are finite as \( \phi(\rho) \) and \( \upsilon_j(\Omega_j) \) can be expressed in the finite (and not dependent on \( N \)) numbers of some previously known (elementary) functions of \( \rho \) and \( \Omega_j \). Hence, we find that

\[
\text{cost}(\Psi) = \text{poly}(N) \quad . \tag{6}
\]

This implies that for a system of \( N \) particles, in which disjoint pairs interact by arbitrary two-particle potentials, the verification complexity \( L \) is upper-bounded by a polynomial

\[
L(H\Psi(\rho, \Omega)) \leq \text{poly}(N) \quad . \tag{7}
\]

The corollary to this conclusion is that for a very wide class of non-relativistic many-body systems, the decision form of the Schrödinger equation is in NP, i.e., in the complexity class of computational problems whose solutions can be verified in polynomial time.

### 3 Coupled spin systems

Let us now turn to coupled spin systems, which can be characterized with the Hamiltonian \( H_c = H + H_{\text{int}} \), where the first part \( H \) contains all the interactions described by the distances \( d_{jk} \) between the \( j \) and the \( k \) constituent particles of the system, whereas the second part \( H_{\text{int}} \) contains coupling to an external magnetic field as well as coupling between spins of the constituent particles. We will assume that the system characterized with the Hamiltonian \( H_c \) is in the ground state of \( H \) at zero energy.

Consider the problem of the zero ground state energy of the Hamiltonian function \( H(\sigma_1, \ldots, \sigma_j, \ldots, \sigma_N) \) that describe the energy of configuration of a set of \( N \) spins \( \sigma_j \hbar = 2m_j \in \{-\hbar, +\hbar\} \) in classical Ising models of a spin glass \[10, 11\]
\[ H(\sigma_1, \ldots, \sigma_j, \ldots, \sigma_N) = -\sum_{j<k} J_{jk} \sigma_j \sigma_k - \mu \sum_j h_j \sigma_j, \quad (8) \]

where real numbers \( J_{jk} \) are coupling coefficients, \( h_j \) are external magnetic fields and \( \mu \) is the magnetic moment. Namely, does the ground state of the Ising Hamiltonian (8) have zero energy?

Since the generic algorithm \( A(\Phi, \Psi) \) can exactly solve the Schrödinger equation for all Hamiltonians, it can also solve the Schrödinger equation \( H_c |\psi\rangle = 0 \) for the Hamiltonian \( H_c = H + H(\sigma_z^1, \ldots, \sigma_z^j, \ldots, \sigma_z^N) \), where spins \( \sigma_j \) in the classical Ising Hamiltonian (8) are simply replaced by quantum operators – Pauli spin-1/2 matrices \( \sigma_z^j \). As it is readily to observe, the decision problem of the Schrödinger equation \( H_c |\psi\rangle = 0 \) (i.e., does this equation have a solution?) is in the complexity class NP.

Let \( \Psi(\rho, \Omega, m_c) \) denote the exact solution to this equation in the position-spin basis. As it has been just demonstrated, the decision problem of the Schrödinger equation \( H \Psi(\rho, \Omega, m_c) = 0 \) for the non-coupled spin Hamiltonian \( H \) is in NP. Regarding the coupling Hamiltonian \( H(\sigma_z^1, \ldots, \sigma_z^j, \ldots, \sigma_z^N) \), the validity of a positive answer (i.e., there is a spin configuration \( m_c = (m_{c1}, \ldots, m_{cj}, \ldots, m_{cN}) \) with zero energy) can be tested on a deterministic machine by calculating the Hamiltonian function (8) of that configuration \( m_c \) in polynomial time. Hence, the complexity of verification \( L(H_c |\psi\rangle) \)

\[ L(H_c |\psi\rangle) = L(H \Psi(\rho, \Omega, m_c), H(\sigma_z^1, \ldots, \sigma_z^j, \ldots, \sigma_z^N) \Psi(\rho, \Omega, m_c)) \quad (9) \]

is polynomial.

As indicated by the paper [12], all “the famous” NP problems (such as Karp’s 21 NP-complete problems [13, 14]) can be written down as the Ising Hamiltonian (8) with only a polynomial number of steps (to be exact, with a polynomial number of spins which scales no faster than \( N^3 \)). Therefore, in just a polynomial number of steps one can get from any NP-complete problem to the problem of the zero ground state energy \( H(\sigma_1, \ldots, \sigma_j, \ldots, \sigma_N) = 0 \) of the Ising Hamiltonian (8). On the other hand, the generic algorithm \( A(\Phi, \Psi) \) can find whether the Schrödinger equation \( H(\sigma_z^1, \ldots, \sigma_z^j, \ldots, \sigma_z^N) \Psi(\rho, \Omega, m) = 0 \) with the quantum version of the Ising Hamiltonian (8) has a solution and – as a result – resolve the NP-complete problem of interest.

Consequently, we get to the following conclusion: As an arbitrary NP problem is polynomial-time reducible to any NP-complete problem and subsequently to the decision problem of the Schrödinger equation with the quantum version of the Ising Hamiltonian (8) that encodes the given NP-complete problem, any problem in the complexity class NP can be exactly solved by the generic algorithm \( A(\Phi, \Psi) \) with only polynomially more work.

This conclusion means that if the generic algorithm \( A(\Phi, \Psi) \) were efficient (i.e., polynomial in \( N \)), then the complexity class NP would be equal to P, the class of computational problems solvable in polynomial time. However, as it is now prevalently believed [15], \( P \neq NP \), and so it is almost
certainly that neither \( A(\Phi \Psi) \) nor any other method of the family \( \Phi \Psi \) can be polynomial in \( N \).

4 The exact generic algorithm \( A(\Phi \Psi) \) versus brute force

Suppose the conjecture \( P \neq \text{NP} \) is true. Then the question naturally arises as to what kind of super-polynomial running time is possible for the generic algorithm \( A(\Phi \Psi) \) if we compare it to brute force. On the basis of postulates of quantum mechanics (specifically, the postulate that the Hilbert space \( \mathcal{H} \) for the composite system containing two subsystems is the tensor product \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \) of the Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) for two constituent subsystems), when solving the Schrödinger equation for a system of \( N \) particles the brute-force method will run exponentially in \( N \). So, is it possible that \( A(\Phi \Psi) \) is significantly faster than brute force?

Assume that \( A(\Phi \Psi) \) is a sub-exponential time algorithm. Since any NP-complete problem – including the 3-SAT problem – can be written down as the decision problem of the Schrödinger equation for the quantum version of the Ising Hamiltonian \( (8) \), it follows that the generic algorithm \( A(\Phi \Psi) \) can solve any NP-complete problem in sub-exponential time. Yet, as laid down by the widely believed conjecture called the Exponential Time Hypothesis (ETH), the 3-SAT problem does not have a sub-exponential time algorithm \([16, 17]\). Hence, if the runtime complexity of \( A(\Phi \Psi) \) were sub-exponential in \( N \), then ETH could be shown to be false. This would imply that many computational problems known to be solved in time \( O^*(2^N) \) (such as CHROMATIC NUMBER on an \( N \)-vertex graph, HITTING SET over an \( N \)-element universe, TRAVELING SALESMAN problem on \( N \) cities and so on) can be improved to \( O^*(c^N) \) with some \( c < 2 \) (where the \( O^* \) notation is used that suppresses factors polynomial in \( N \)). However, such an improvement would be highly surprising since the lower bound \( O^*(2^N) \) is tight: there is strong evidence that this lower bound matches the running time of the best possible algorithms for those problems \([18]\).

Thus, most likely, no method of the family \( \Phi \Psi \) (of generic algorithms capable of exactly solving the Schrödinger equation for an arbitrary physical Hamiltonian \( H \)) could be significantly faster than the brute-force procedure of merely generating and testing all possible candidate solutions of this equation.

5 Solving the Schrödinger equation for a macroscopic system

In order to be able to meaningfully talk about the state of a macroscopic system within the formalism of quantum theory, explicitly, as being described by a certain wave function obeying the Schrödinger equation with a particular Hamiltonian \( H_M \), it is important to bear in mind the following: Such a wave function can be only an \textit{exact} (analytical) solution of Schrödinger’s equation obtained by some \textit{generic} algorithm capable of exactly solving this equation with any physical Hamiltonian. Let us show this.

The exact solution to the Schrödinger equation for a given physical system conveys the most complete information that can be known about the system. In opposition, when solving Schrödinger’s equation numerically even small round-off errors in the coefficients of the characteristic polynomial
(for the matrix representing the system Hamiltonian $H$) can end up being a large error in the eigenvalues and hence in the eigenvectors. So, in a sense numerical solutions of Schrödinger’s equation can be viewed as the loss of the complete information theoretically possible about the system analogous to the loss of the information from the system into the environment in the models of environmental-induced decoherence [19, 20]. Thus, if one hopes to make headway in foundational matters, say, to resolve the problem of macroscopic quantum superpositions – linear combinations of the solutions to the macroscopic system’s Schrödinger equation – one has to consider only the exact solutions. If not, just by averaging over the possible span errors of the numerical solutions one may get the complete loss of coherence of the phase angles between the numerically acquired elements of the macroscopic superposition.

By virtue of the large (and essentially unchecked) number of microscopic constituent particles in any macroscopic system, an ambiguity in the identification of a macroscopic system’s Hamiltonian $H_M$ is inevitable. This indicates that including or excluding many microscopic degrees of freedom into or from the macroscopic Hamiltonian $H_M$ would have no bearing to its identification. For example, adding or removing a hundred molecules (accounting for numerous microscopic degrees of freedom) to or from the surface of a laptop would have no relevance to the laptop’s properties or functioning and so to the laptop’s Hamiltonian.

In accordance with the paper [21], a parameterized form of an arbitrary Hamiltonian $H$ determining a quantum (i.e., microscopic) system can be written as

$$H(\theta) = \sum_{j}^{M(N)} a_j(\theta) \hat{X}_j,$$  

(10)

where $\theta$ is a vector consisting of parameters governing the quantum (microscopic) evolution, $a_j$ are some known real-valued functions of $\theta$, $\hat{X}_j$ are known Hermitian operators, and $M(N)$ stands for an integer-valued function of the system constituent particle number $N$ (typically $M \ll N^2 - 1$). However, one would be hard-pressed to write down a similar parameterized form $H_M(\theta)$ for the macroscopic Hamiltonian because the precise identification of microscopic parameters $\theta$ (i.e., microscopic degrees of freedom) governing a macroscopic system’s evolution would be impossible.

Therefore, to be able (even in principle) to exactly solve the Schrödinger equation for a macroscopic system one must use an algorithm that is not written in terms specialized to particular microscopic degrees of freedom $\theta$, that is, to a precisely identifiable Hamiltonian $H_M(\theta)$. This means to accomplish such a task one would be forced to use only a generic algorithm, namely, one of the family $\Phi_\Psi$.

But since – assuming ETH – there is no generic algorithm $\in \Phi_\Psi$ that can be significantly faster than brute force, this would imply that for a macroscopic system (that can be considered as a system containing roughly Avogadro’s number $N_A \approx 10^{24}$ of the constituent microscopic particles) the time needed to exactly solve the Schrödinger equation would be proportional, at the lowest estimate, to the amount of $O(2^{N_A})$ elementary operations, which – whatever the amount of time an elementary operation may possibly take – would exceed the current age of the universe by extremely big orders of magnitude.
At this point, one can object that NP-hardness of the problem of exactly solving the Schrödinger equation for a macroscopic system does not mean that any instance of this problem will take exponential in $N_A$ time, as, strictly speaking, NP-hardness is a worst-case notion. So, it might be possible that for many macroscopic systems (or at least for some of them) finding the exact solutions to Schrödinger’s equation would take a relatively short time (at any rate, a time polynomial in $N_A$). However, even if we assume that solving exactly Schrödinger’s equation takes exponential time only for a handful of specific macroscopic systems, this nevertheless will mean – given inescapable coupling of such “unlucky” systems to the rest of the universe – that eventually (after some fast coupling period) for all the other macroscopic systems of the universe finding their exact wave functions will take exponential time too.

6 Concluding remarks

Thus, assuming ETH, there is no real possibility to exactly solve the Schrödinger equation for macroscopic systems, and consequently, there is no sense in describing them within the formalism of quantum theory.

The obvious deduction from this conclusion would be that the “mysterious” division between the microscopic world governed by quantum mechanics and the macroscopic world that obeys classical physics could be explained by NP-hardness of the problem of exactly solving the Schrödinger equation for a macroscopic system. If ETH holds, we cannot take the exact wave function (or the exact state vector) as a universal description of reality since for macroscopic physical systems such a description would be empty, i.e., without realistically reachable predictive content.

After all, the time complexity of the Schrödinger equation, that is, the amount of time taken to exactly solve this equation for a given system as a function of the system’s constituent particle number $N$, could be the very reason that justifies the classical-quantum dualism of the Copenhagen interpretation explaining why macroscopic measuring devices cannot be realistically described by the same equation as the microscopic systems under consideration.
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