Breaking the Chain of Gradient Leakage in Vision Transformers

Yahui Liu∗†
University of Trento
yahui.liu@unitn.it

Bin Ren†
University of Trento
bin.ren@unitn.it

Yue Song
University of Trento
yue.song@unitn.it

Wei Bi
Tencent AI Lab
victoriabi@tencent.com

Nicu Sebe
University of Trento
niculae.sebe@unitn.it

Wei Wang
University of Trento
wei.wang@unitn.it

Abstract

User privacy is of great concern in Federated Learning, while Vision Transformers (ViTs) have been revealed to be vulnerable to gradient-based inversion attacks. We show that the learned low-dimensional spatial prior in position embeddings (PEs) accelerates the training of ViTs. As a side effect, it makes the ViTs tend to be position sensitive and at high risk of privacy leakage. We observe that enhancing the position-insensitive property of a ViT model is a promising way to protect data privacy against these gradient attacks. However, simply removing the PEs may not only harm the convergence and accuracy of ViTs but also places the model at more severe privacy risk. To deal with the aforementioned contradiction, we propose a simple yet efficient Masked Jigsaw Puzzle (MJP) method to break the chain of gradient leakage in ViTs. MJP can be easily plugged into existing ViTs and their derived variants. Extensive experiments demonstrate that our proposed MJP method not only boosts the performance on large-scale datasets (i.e., ImageNet-1K), but can also improve the privacy preservation capacity in the typical gradient attacks by a large margin. Our code is available at: https://github.com/yhlleo/MJP.

1 Introduction

Federated learning (FL) [32, 45] has recently emerged as a new collaborative and distributed learning paradigm, and its primary goal is to share weight updates or gradients during training to protect user-level privacy and data access rights [50]. Therefore, the key privacy concern for users is whether model updates reveal too much about the data when they are attacked by gradient inversion methods. A strong defense against these attacks is aggregation, e.g., the user only reports model updates aggregated over a significant number of local data points [5]. However, recent attack methods reveal that it is still feasible to recover the user data from the aggregated gradients [60, 19].

In general, the fundamental principle of these attacks is that each sample activates only a portion of content-related neurons in the deep neural networks, leading to different backward gradients for different samples. This empirical observation raises an immediate question: Can users apply transformed data instead of the original data into a transformation-invariant model during the training? Such strategy and model allow the different variants of the same original data to have the same (or similar) backward gradients, which may intuitively alleviate the privacy preservation issue.
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The recently emerged Vision Transformers (ViTs) [14] are potential options for building such transformation-invariant models. As a core module in ViTs, multi-head self-attentions (MSAs) [49, 14] aggregate sequential tokens with normalized attentions as:

$$z_j = \sum_i \text{Softmax}\left(\frac{QK}{\sqrt{d}}\right)_i V_{i,j}$$ (1)

where $Q$, $K$ and $V$ are query, key and value matrices, respectively. $d$ is the dimension of query and key, and $z_j$ is the $j$-th output token. In theory, the outputs of MSAs should be entirely invariant to the input sequence order (i.e., position-insensitive). This indicates a promising direction to transform a visually recognizable image into its unrecognizable counterpart while maintaining the performance compared with training on the original data. However, the usage of position embeddings hinders such implementations, where the outputs of the ViTs can dramatically vary a lot with the mentioned transformations. Moreover, the recent work [38] reveals that jointly using MSAs and learnable position embeddings places the model at severe privacy risk. All of these indicate that position embeddings could be a key to solve gradient leakage in ViTs.

In this paper, we first propose that translating visually recognizable image into its unrecognizable counterpart is feasible to train ViTs at a comparable (or even better) performance with the state-of-the-art (SOTA). Especially, such transformation (e.g., randomly shuffling patches) significantly increases the difficulty of recovering the user-level data through the aggregated gradients. However, the aforementioned transformation can degenerate the positive effects of position embeddings in ViTs. As a remedy, we can transform a portion of the sequence patches. In this scenario, once we maintain the original sequence of position embeddings, it leads to a mismatching issue between the shuffled patches and the sequential position embeddings. Therefore, we introduce a shared unknown position embedding instead to alleviate the mismatching issue for the shuffled patches. Moreover, we revisit the remaining position embeddings (i.e., corresponding to the non-selected patches) and discover that applying a low-dimensional prior on them (e.g., Principal Component Analysis (PCA) or MLP projecting to 2D space) is helpful for integrating the spatial information to these position embeddings, leading to performance gains.

According to these observations, we propose a Masked Jigsaw Puzzle (MJP) method to break the chain of gradient leakage in ViTs from a new perspective. There are four core procedures in the proposed MJP method: (1) We first utilize a block-wise masking method [2] to randomly select a part of the input sequential patches; (2) Then, we apply jigsaw puzzle to the selected patches (i.e., shuffles the orders); (3) After that, we introduce a shared unknown position embedding for the shuffled patches instead of using the original position embeddings. (4) To well maintain the position prior, we introduce a dense absolute localization (DAL) regression to the position embeddings of the unmasked patches in a self-supervised manner.

In summary, our main contributions are:

1. To our best knowledge, we are the first to solve the gradient leakage in ViTs by revisiting the effects of position embeddings and enhancing the position-insensitive property of ViTs. Especially, we introduce a simple yet efficient MJP method can be easily plugged into the existing ViTs, which pilots the new direction for exploring the position embeddings.

2. Extensive experimental results show that our proposed method can not only alleviate the gradient leakage problem in ViTs, but also boosts the accuracy and robustness on large-scale datasets (e.g., ImageNet-1K [43] and ImageNet-C [23], -A/O [24]).

2 Related Work

**Position Embeddings.** Transformers [49], originally designed for Nature Language Processing (NLP) tasks, have recently shown promising performance for computer vision tasks [18, 29]. Benefiting from the larger representation capacity of capturing global relations between image elements, Vision Transformers (ViTs) [14] have achieved superior performance than their counterpart CNNs for image classification and various downstream tasks (e.g., object detection [6, 69], object re-identification [22], dense prediction [59, 66, 55, 53] and image generation [10, 9, 33, 27]).

Notably, position embeddings are usually applied to alleviate the lack of inductive bias in ViTs. For example, previous works [16, 49, 44] indicated that position embeddings are useful to give the
model a sense of which portion of the sequence in the input or output it is currently dealing with. Inspired by this, some works [28, 46, 31, 35, 20] showed complex application scenarios benefit from the usage of suitable position embeddings. For example, Chu et al. [11] proposed correlating the position embeddings with their local neighborhood of the input sequence. Liu et al. [34] proposed to enhance the spatial prior (i.e., relative localization) in the final content embedding to indirectly enrich the inductive bias. Obviously, although these methods enhance the position information learnt by position embeddings, they indeed degenerate the position-insensitive property of MSAs.

Especially, Wang et al. [54] revealed that Transformer encoders (e.g., BERT [13] and RoBERTa [36]) may not well capture the meaning of positions (absolute and relative positions). They showed that Transformer encoders learn the local position information that can only be effective in masked language modeling. In contrast, it does not exist such a similar “masked language modeling” procedure in ViTs (and VTs) in the typical supervised pre-training. Moreover, Lu et al. [38] revealed that the learnable position embeddings place the model at severe privacy risk, which leaks the clues of reconstructing sequential patches to images. In this paper, we dive into the usage of position embeddings and propose an efficient method to alleviate the gradient leakage issue in ViTs.

Privacy-Preserving Learning. The original intention of the federated or collaborative learning is to prevent the direct privacy leakage via making the sensitive data invisible to collaborators [3, 12, 68]. Various strategies, including gradient aggregation, gradient compression [51, 8] and gradient encryption [4, 1], were applied to reduce the privacy leakage. Recently, several works showed that the private training data can be recovered via elaborately designed attack methods from the shared parameters and the corresponding gradients. For example, analytic attacks [41, 1, 15] utilized a learnable affine function that can be directly computed from the gradient. However, analytic recovery of this kind only succeeds for a single data point. Recursive attacks [67, 40] extended analytic attacks to models with more than only linear layers to recover only the average of input images. Meanwhile, optimization-based attacks [56, 68, 65, 52, 26, 42, 19] tried to solve it as a gradient matching problem showing promising results on both NLP and computer vision tasks. For example, Zhu et al. [68] showed that it is challenging to recover the private data based on the leaked gradients for the cases in which the batch size is large or the training input is at the high resolution. However, this assumption was only verified with a very shallow attack network. After that, some methods [60, 17, 61] demonstrated that it was feasible to attack even the deep CNN models like ResNet-50 [21] with large input batch size by designing elaborate strategies.

Among these methods, GradInversion [60] demonstrated the first successful scaling of gradient inversion to deep CNNs on large-scale datasets (e.g., ImageNet-1K) over large batches. They formulated an optimization task that converts random noises into natural images, matching gradients while regularizing image fidelity. APRIL [38] analysed the gradient leakage risk of self-attention based models like ViTs. Especially, they revealed that the position embeddings not only encode positional information for patches but also enables gradient leakage from the layer. Then, GradViT [19] also demonstrated that ViTs suffer even more data leakage compared to CNNs. With tailored scheduler and constraints, they can achieve a valid image recovery. These methods indicate the fact that both CNNs and ViTs can be attacked from the updated gradients with proper strategies in federated learning. Fortunately, we find some clues for alleviating the gradient leakage issue in ViTs from previous work, where the remedy may be hidden behind understanding the position embeddings.

3 Preliminaries

3.1 Explicitly Enforcing Position Embeddings Low-dimensional Spatial Priors

Although numerous works claim that the positional embedding can learn the 2-D spatial relationship of image patches, this point has not been demonstrated visually or mathematically. To visualize the concrete relation of image patches, we project the high-dimensional position embedding into the 2-D and 3-D spaces using Uniform Manifold Approximation and Projection (UMAP) [39] and PCA, respectively. Figure 1 displays the projections of position embeddings from DeiT-S [48]. For the UMAP, the projected positional embedding emerges as grid-like structures with the distances between each point roughly the same, which is coherent to the relation of embedded image patches. For the PCA, the position embedding that corresponds to neighboring image patches groups together and aggregates to the stick-like form. This phenomenon demonstrates that the spatial relationship is
indeed learned by the positional embeddings. Moreover, this also implies that the spatial relationship learned in the high-dimensional space still manifests in the low-dimensional space.

![UMAP](image1.png)  ![PCA](image2.png)

Figure 1: Low-dimensional projection of position embeddings from DeiT-S [48]. The embedding of index 1 (highlighted in red) corresponds to the [CLS] embedding that does not embed any positional information.

The learnable positional embedding, which works as a lookup table of a dictionary, maps the 1-dimensional data into the sparse high-dimensional space. By nature, it is a sparse large matrix. Dimensionality reduction techniques can capture the structural information of a sparse matrix using a low dimensionality. For the PCA, the amount of information retained in the projection can be measured by the ratio of explained variance. Formally, we have the definition as follows:

**Definition 1 (Explained Variance)** Let $P$ and $V$ denote the data matrix and the PCA projection matrix, respectively. The ratio of explained variance that $PV$ accounts for is defined as $\frac{\sum \sigma(PV)^2}{\sum \sigma(P)^2}$ where $\sigma(\cdot)$ denotes the singular value.

In practice, we observe that the 3-dimensional PCA projection explains 54.6% of the total variance of the DeiT-S embedding matrix. Given that a large amount of information can be captured by the low-dimensional projection, we propose that explicitly enforcing low-dimensional positional prior can help the positional learning in the high-dimensional space, which might accelerate the convergence of training and improve the performance (See Section §4.1).

### 3.2 Improving Privacy Protection against Gradient Leakage by Random Patch Permutation

Existing analytic gradient attack algorithms mainly model the problem as a linear system with closed-form solutions [67, 38]. For ViTs, the linear system is defined as:

$$\frac{\partial l}{\partial z_0} = Q^T \frac{\partial l}{\partial Q} + K^T \frac{\partial l}{\partial K} + V^T \frac{\partial l}{\partial V}$$

where $z_0$ denotes the image embedding that consists of patch embedding and positional embedding (i.e., $z_0 = x_p E + E_{pos}$, where $x_p$ denotes the sequence of flattened 2D patches and $E$ represents the trainable linear projection). Since we have $\frac{\partial l}{\partial z} = \frac{\partial l}{\partial E_{pos}}$, the positional embedding layer is thus vulnerable to the gradient leakage attack. When the gradient $\frac{\partial l}{\partial E_{pos}}$ is accessible, the image can be reconstructed as:

$$x_p = (\frac{\partial l}{\partial E_{pos}})^{-1}(Q^T \frac{\partial l}{\partial Q} + K^T \frac{\partial l}{\partial K} + V^T \frac{\partial l}{\partial V} - E_{pos})E^{-1}$$

As indicated above, the gradient leakage of the positional embedding layer can make the image easily reconstructed with closed-form solutions. To resolve this issue, we propose to randomly permute a portion of the image patches (See Section §4.2). The random permutation will drastically change both $E_{pos}$ and $\frac{\partial l}{\partial E_{pos}}$ in the above equation. This could significantly increase the difficulties to solve the linear system and reconstruct the image. Notice that for the optimization-based attack [68], the patch permutation would also greatly affect the objective $\min \| \nabla x_p - \nabla \tilde{x}_p \|^2$ where $\tilde{x}_p$ denotes the transformed patch sequence.
4 Method

In this section, we first introduce the low-dimensional sparse prior to guide the position information in the learnable position embeddings. Then, we show details on the proposed Masked Jigsaw Puzzle (MJP) method.

4.1 Aggregating Spatial Prior in Position Embeddings

Liu et al. [34] noticed that the gains of accelerating training convergence result from enhancing the 2-D spatial information in the output embeddings of the last layer. Inspired by their work, we observe that such gains can also be directly obtained by applying a low-dimensional spatial prior in position embeddings. Different from their dense relative localization constraint, we propose a simpler dense absolute localization (DAL) regression, which can get rid of sampling relative pairs.

Once a position embedding can actually capture its absolute position, to some extent, such position information could be reconstructed by a reversed mapping function \( g : E \rightarrow P \), where \( E \) and \( P \) are embedding space and position space, respectively. Given position embeddings correspond to the sequential image patches, we can reshape them into \( E^{pos} \in \mathbb{R}^{K \times K \times D} \), where \( K \) refers to height/weight of the grid and \( D \) refers to latent vector size. Let \((i,j)^T = g(E^{pos}_i)\), we can calculate the DAL loss as:

\[
L_{DAL} = \mathbb{E}_{E^{pos}, 1 \leq i,j \leq K} [\|((i,j)^T) - (\tilde{i}, \tilde{j})^T\|_1],
\]

where the expectation is computed by averaging the \( \ell_1 \) loss between the correspond \((i,j)^T\) and \((\tilde{i}, \tilde{j})^T\). Then, \( L_{DAL} \) is added to the standard cross-entropy loss \( L_{CE} \) of the native ViTs. The final loss is:

\[
L_{all} = L_{CE} + \lambda L_{DAL},
\]

where we set \( \lambda = 0.01 \) for all experiments. Note that the mapping function can be either linear or nonlinear. Throughout this work, we mainly discuss three implementations, including non-parametric PCA, learnable linear (LN), and nonlinear (NLN) projection layers.

4.2 Masked Jigsaw Puzzle

The goal of MJP is to enhance the capacity of position insensitivity that directly increases the difficulties of image recovery from gradient updates, while to preserve the accuracy on the standard classification in the pre-training. In practice, image masking methods are commonly applied in recent vision task [2, 57, 20, 58, 7], which is a useful and off-the-shelf strategy for self-supervised image reconstruction. Given an input image \( x \in \mathbb{R}^{H \times W \times C} \), we reshape it into a sequence of flattened 2D patches \( x_p \in \mathbb{R}^{N \times (P^2 \cdot C)} \), where \( (H, W) \) is the resolution of the original image, \( C \) is the number of channels, \((P, P)\) is the resolution of each image patch, and \( N = HW/P^2 \) is the resulting number of patches. Usually, we can formulate the input layer before feeding the sequential features into the Transformer block as follows:

\[
z_0 = [x_{CLS}: x^1_pE; x^2_pE; \cdots; x^N_pE] + E^{pos},
\]

where \( E \in \mathbb{R}^{(P^2 \cdot C) \times D} \) is a trainable linear projection layer and refer to the output of linear projection as the patch embeddings, and \( E^{pos} \in \mathbb{R}^{(N+1) \times D} \) refers to position embeddings (the additional one is applied to the [CLS] embedding).

Then, we assign a binary mask matrix \( m \in \mathbb{R}^{H \times W} \) corresponding to the patches in \( x_p \). We apply the block-wise masking strategy [2] on the mask matrix \( m \), where the masked positions are set to 1 and the left positions are set to 0, the hyper-parameter \( \gamma = \sum_i m_i / N \) is used to control the ratio of selected positions. After that, we apply jigsaw-puzzle shuffling to the selected patches in \( x_p \), where the selected patches are the set \( \{x^i_p|m_i = 1\} \). Therefore, we refer \( \tilde{x}_p \) to the shuffled patch sequence. With the mask matrix \( m \), we can update the position embeddings in this manner:

\[
\tilde{E}^{pos}_i = \begin{cases} E^{pos}_i, & \text{if } m_i = 0; \\ E_{unk}, & \text{if } m_i = 1, \end{cases}
\]

where \( E_{unk} \in \mathbb{R}^{1 \times D} \) refers to a share learnable embedding (i.e., unknown position embedding) to represent that the image patch in this position is randomly permuted. Thus, we replace the input layer with a new formulation:

\[
\tilde{z}_0 = [x_{CLS}; \tilde{x}^1_pE; \tilde{x}^2_pE; \cdots; \tilde{x}^N_pE] + \tilde{E}^{pos}.
\]
Then, the following procedures and modules are exactly what they are in the original ViTs. Obviously, the MJP method can be also regarded as a data augmentation method, where it feeds images with randomly shuffled patches to ViTs. On the one hand, it not only boosts the accuracy on the standard classification in the pre-training but also improves the position-insensitive property of ViTs. On the other hand, given that the block-wise sampling and shuffling in the proposed MJP are non-differentiable, it intuitively can increase the difficulties in directly recovering the original images with gradient updates (See Section §5.2).

5 Experiments

5.1 Supervised Pre-training

We first follow the typical supervised pre-training procedure, where all the compared models are trained on ImageNet-1K to show the capacity of our proposed MJP method.

Setting. For image classification, we benchmark the proposed MJP method on ImageNet-1K [43], which contains 1.28M training images and 50K validation images from 1,000 classes. The training details mostly follow the training protocols from Touvron et al. [48].

| Method          | Img Size | Param. | Top-1 Acc. ↑  | Diff. Norm. ↓  | Consistency ↑ |
|-----------------|----------|--------|---------------|----------------|---------------|
| ResNet-50 [21]  | 224      | 25     | 79.3          | 11.77          | 51.5          |
| ResNet-50 + MJP |          |        | 79.4          | 7.11           | 69.3          |
| DeiT-S [48]     | 224      | 22     | 79.8          | 16.21          | 64.3          |
| DeiT-S + MJP    |          |        | 80.5          | 8.96           | 82.9          |
| Swin-T [37]     | 224      | 29     | 81.3          | 15.49          | 41.5          |
| Swin-T + MJP    |          |        | 81.3          | 12.36          | 66.9          |

Table 1: Comparisons of different backbones on ImageNet-1K classification.

Results with regular ImageNet-1K training. We mainly compare with four typical existing methods, including two state-of-the-art Visual Transformers (i.e., DeiT [48] and Swin [37]) and one widely-used CNN-based ResNet-50 [21]. All these methods are with comparable size (i.e., less than 30M parameters). Besides the common Top-1 accuracy (Top-1 Acc.), we also report another two evaluation metrics to show the robustness of a model on the jigsaw puzzle transformation. For a given input image \( x \), we collect its counterpart \( \tilde{x} \) by applying masked jigsaw puzzle to shuffle a portion of selected patches. Then, we calculate the difference \( \ell_2 \)-norm (i.e., Diff. Norm.) between the [CLS] embedding inferred from \( x \) and \( \tilde{x} \): \( \| F_{CLS}(x) - F_{CLS}(\tilde{x}) \|_2^2 \). For Consistency, we check how often a model outputs the same classification, given the \( x \) and \( \tilde{x} \): \( \mathbb{E}_x [\mathbb{1}\{ \text{arg max} P(F(x)) = \text{arg max} P(F(\tilde{x})) \}] \).

Discussion on Variants of MJP. We test several variants of the proposed MJP, including (1) Removing the position embeddings (PEs) from the original DeiT-S; (2) SPP: shuffling both the 16\times16 patches and pixels within the patches, which is tested in MLP-Mixer [47] to validate the invariance to input permutations; (3) JP: applying masked jigsaw puzzle to the sequence patches; (4) IDX: using an additional collect of embeddings to indicate the global indexes for the input patches; (5) UNK: replacing the position embeddings in the masked positions with a shared unknown position embedding; (6) DAL: jointly learning dense absolute localization regression in an self-supervised manner during the pretraining, where we provide PCA, linear (LN) and nonlinear (NLN) projections, respectively.

Table 2 shows the detailed ablation study on the variants of our proposed MJP method. First, as we expect, when we remove the position embeddings from the original DeiT-S model, the accuracy obviously decreases (i.e., −2.3%) but the consistency achieves 100%. It verifies that that the ViTs are naturally position-insensitive once without using position embeddings. We observe that the previous SPP strategy harms the accuracy of the model (i.e., −4.9%), which indicates it is not sufficient to

\[ \text{https://github.com/facebookresearch/deit} \]
simply shuffle both patches and pixels in the input image. As we expect, the usage of UNK embedding alleviates the confusion between shuffled and unshuffled positions, which boosts both the accuracy and consistency performances. Finally, we can find that using dense absolute localization regression on the unmasked position embeddings can marginally boost the accuracy. Although PCA does not involve more parameters to the model, it significantly increases the computation latency (e.g., +46% with only 5 iterations). In general, it is better to use a nonlinear projection (e.g., a 3-layers MLP with negligible computation latency) to allow the learned position embeddings aggregating more additional information.

| Method | Top-1 Acc. ↑ | Consistency ↑ |
|--------|--------------|---------------|
| A: DeiT [48] | 79.8 | 64.3 |
| B: A - PEs | 77.5 (-2.3) | 100.0 |
| C: A + SPP [47] | 74.9 (-4.9) | 74.8 |
| D: A + DAL (NLN) | 80.0 (+0.2) | 64.0 |
| E: A + JP | 79.2 (-0.9) | 73.8 |
| F: A + JP + IDX | 79.9 (-0.1) | 79.6 |
| G: A + JP + UNK | 80.1 (+0.3) | 83.8 |
| H: A + JP + UNK + DAL (PCA) | 79.9 (-0.1) | 83.4 |
| I: A + JP + UNK + DAL (LN) | 80.0 (-0.2) | 83.8 |
| J: A + JP + UNK + DAL (NLN) | 80.5 (+0.7) | 82.9 |

Table 3: Ablation study on the proposed MJP method trained with different masking ratio $\gamma$.

| Metric | Masking Ratio |
|--------|---------------|
|        | 0  | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
| Top-1 Acc. | 80.0 | 80.5 | 80.3 | 80.4 | 80.2 | 80.3 |
| Diff. Norm. | 16.56 | 8.96 | 6.36 | 5.23 | 4.39 | 3.97 |
| Consistency | 64.0 | 82.9 | 88.1 | 90.5 | 92.3 | 93.1 |

Figure 2: Ablation on the masking ratio $\gamma$ during the inference: (a) comparisons among ViT-S, DeiT-S and our method (trained with $\gamma = 0.1$); (b) comparisons between Swin-T and our method (trained with $\gamma = 0.1$); (c) comparisons of our proposed method on DeiT-S trained with different $\gamma$.

Results with different Jigsaw Puzzle ratios. As shown in Table 3, we test different masking ratios used in the block-wise masking strategy during the training. Obviously, Diff. Norm. is with inverse tendencies compared to Consistency, where a smaller Diff. Norm. score usually indicates a larger (better) consistency score. Comparing the accuracy trained with $\gamma > 0$, it shows our model is not sensitive to different $\gamma$. In particular, a small masking ratio (e.g., $\gamma = 0.1$) is sufficient for boosting the accuracy. In addition, a large masking ratio can significantly reduces the Diff. Norm. and improves the consistency.

For a model trained with a fixed $\gamma$, we also test accuracy with different masking ratios during the inference. As shown in Figure 2 (a) and (b), the performances of original models drop significantly
when we shuffle more image patches. In contrast, our proposed method shows more consistent performances in the same scenarios. Moreover, the model trained a larger $\gamma$ is inclined to be more consistent as shown in Figure 2 (c).

**Informativeness of the position embeddings.** For a position space $\mathcal{P}$ (i.e., a 1-dim or 2-dim space), we may not need a high-dimension embedding space $\mathcal{X}$ to model the positions. To measure the informativeness of the learned position embeddings, we apply singular value decomposition (SVD) to position embeddings and analyze their eigenvalue distributions. Figure 3 plots the curves of accumulated top-$n$ eigenvalues versus the proportion of total eigenvalues. Once the most proportion of total eigenvalues for a position embedding is with only a very small $n$, it indicates the position embedding may learn more complex information rather than only about positions. Supposing that we are using PCA to project the positional embedding of both matrices, to achieve the same explained variance ratio, our MJP needs more singular values (i.e., large dimensionality) than DeiT-S. This indicates that our positional embedding matrix is more informative. Similar finding is also revealed by Wang et al. [54]. Benefiting from the additional information, we show in Section §5.2 that it indeed increases the difficulties of recovering image from gradient updates. In other words, our proposed MJP reduces the risk of gradient leakage from the learned position embeddings.

**Robustness on challenging datasets.** ImageNet-C [23] benchmarks a classifier’s robustness to common corruptions\(^4\). The mean Corruption Error (mCE) is used to measure the generalization of a model at corrupted distributions (the lower the better). ImageNet-A/O [24] focus on adversarial examples and enable us to either test image classification performance when the input data distribution shifts (i.e., Acc and AURRA), or test out-of-distribution detection performance when the label distribution shifts (i.e., AUPR)\(^5\). As shown in Table 4, our proposed MJP method not only boosts the accuracy on the standard evaluation on ImageNet-1K validation set but also obviously improves the robustness on the adversarial samples. We guess that MJP enforces the ViTs aware of both local and global context features, which is helpful for getting rid of some sample-specific local features during the training. This is partly verified by the visualization maps in Figure 4, where the last self-attention of our proposed method presents more diverse and content-aware attentions than original DeiT-S.

![Figure 3: Accumulated top eigenvalues of position embeddings between DeiT-S and our method.](image)

**Table 4: Comparisons on robustness to common corruptions and adversarial examples.**

| Method     | ImageNet-C | ImageNet-A | ImageNet-O |
|------------|------------|------------|------------|
|            | mCE ↓      | Acc ↑      | AURRA ↑    | AUPR ↑     |
| DeiT-S     | 44.0       | 19.2       | 25.1       | 20.9       |
| DeiT-S + MJP | **41.5**  | **21.6**  | **29.8**  | **22.6**  |

![Figure 4: Visual comparisons between visualization maps of the last self-attention in DeiT-S [48] and our proposed DeiT-S+MJP.](image)

---

\(^4\)https://github.com/hendrycks/robustness
\(^5\)https://github.com/hendrycks/natural-adv-examples
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5.2 Privacy Preservation

We utilize the public protocols\(^6\) for recovering image with gradient updates in the privacy attack. In this privacy attack, we apply the Analytic Attack proposed in APRIL [38], which is designed for attacking the ViTs. We randomly sample 1K images from the validation set of ImageNet-1K (i.e., one image per category). To evaluate the anti-attack performance of a model, we introduce image similarity metrics to account for pixel-wise mismatch, including Mean Square Error (MSE), Peak Signal-to-Noise Ratio (PSNR), cosine similarity in the Fourier space (FFT\(_{2D}\)), and Learned Perceptual Image Patch Similarity (LPIPS) [64]. Different from the evaluation in gradient attacks [38, 19, 60], a model supposed to be with better capacity of privacy preservation when the recovered images from its gradient updates are less similar to the ground truth images.

Table 5 shows the quantitative comparisons between our method and the original ViTs for batch gradient inversion on ImageNet-1K. APRIL [38] enables a viable, complete recovery of original images from the gradient updates of the original ViTs. However, it performs worse in recovering from “DeiT-S+MJP”, leading to best performances on all evaluation metrics and outperform others by a large margin. More surprisingly, our proposed method makes APRIL yield irrecognizable images and lose a lot of original details in the original images (i.e., noisy patches in the outputs), as shown in Figure 5. We also notice that DeiT-S without using position embeddings is inclined to be at higher risk of privacy (i.e., easier to be attacked by gradients). These promising results indicate that our proposed MJP method is a strong strategy to protect user privacy in FL.

Table 5: Comparisons on gradient leakage by analytic attack [38] with ImageNet-1K validation set, where we test (a) the standard setting that ViT-S, DeiT-S and our model use the original image as input; (b) ViT-S, DeiT-S and our model use the transformed images (i.e., MJP with \(\gamma = 0.9\)) as input; (c) ablation on without (w/o) using \(E_{\text{unk}}\) with the transformed inputs; and (d) the metrics are calculated between original image and reconstructed image. In (a), (b) and (c), the metrics are conducted between the input image and reconstructed image.

| Model          | Setting | Acc. ↑ | MSE ↑ | FFT\(_{2D}\) ↑ | PSNR ↓ | SSIM ↓ | LPIPS ↑ |
|----------------|---------|--------|-------|----------------|--------|--------|--------|
| ViT-S [14]     | (a)     | 78.1   | .0278 | .0039          | 19.27  | .5203  | .3623  |
| DeiT-S [48]    | (a)     | 79.8   | .0350 | .0057          | 18.94  | .5182  | .3767  |
| DeiT-S (w/o PEs) | (a)     | 77.5   | .0379 | .0082          | 20.22  | .5912  | .2692  |
| DeiT-S+MJP     | (a)     | 80.5   | .1055 | .0166          | 11.52  | .4053  | .6545  |
| ViT-S [14]     | (b)     | 18.7   | .0327 | .0016          | 18.44  | .6065  | .2836  |
| DeiT-S [48]    | (b)     | 36.0   | .0391 | .0024          | 17.60  | .5991  | .3355  |
| DeiT-S (w/o PEs) | (b)     | 77.5   | .0379 | .0025          | 20.25  | .6655  | .2370  |
| DeiT-S+MJP     | (b)     | 62.9   | .1043 | .0059          | 11.66  | .4493  | .6519  |
| DeiT-S+MJP (w/o) | (c)     | 40.6   | .1043 | .0059          | 11.66  | .4493  | .6519  |
| DeiT-S+MJP     | (d)     | 62.9   | .1706 | .0338          | 8.07   | .0875  | .8945  |

Figure 5: Visual comparisons on image recovery with gradient updates [38]. Our proposed DeiT-S+MJP model significantly outperforms the original ViT-S [14] and DeiT-S [48] models.

---

\(^6\)https://github.com/JonasGeiping/breaching
6 Conclusion

In this paper, we are first to pave the way for investigating position embeddings in the ubiquitous ViTs for the gradient leakage problem. We observe that it is useful to use a sparse spatial prior to directly guide the position embeddings. Then, we propose an easy-to-reproduce yet very effective tool (Masked Jigsaw Puzzle) to significantly alleviate the gradient leakage recovered by gradient attacks while does not degenerate the accuracy on the large-scale dataset (i.e., ImageNet-1K). In a certain sense, the proposed MJP method is also a data augmentation technique, which also boosts the robustness to the common corruptions (e.g., ImageNet-C) and adversarial examples (e.g., ImageNet-A/O). We believe that our method pilots a new direction for privacy preservation during the training.

Limitations We focus on the ViTs with learnable position embeddings in the main experiments. Besides, we notice that some well recovered images patches are with high scores in the attention map, which is a useful clue for better privacy preservation. However, this is out of the scope of this paper. We leave these interesting observations to the future work.
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A Training Setting

In the experiments on ImageNet-1K, we employ an AdamW [30] optimizer for 300 epochs using a cosine decay learning rate scheduler and 20 epochs of linear warm-up. A batch size of 1024, an initial learning rate of 0.001, and a weight decay of 0.05 are used. We include most of the augmentation and regularization strategies (e.g., repeated augmentation [25], CutMix [62], and Mixup [63]) of [48] in training, as shown in Table 6.

| Table 6: Ingredients and hyper-parameters for our method. |
|---------------------------------------------------------|
| Epochs       | 300 |
| Batch size   | 1024|
| Optimizer    | AdamW |
| learning rate| $0.0005 \times \frac{\text{batchsize}}{512}$ |
| Learning rate decay | cosine |
| Weight decay | 0.05 |
| Warmup epochs| 20 |
| Label smoothing $\epsilon$ | 0.1 |
| Dropout      | $\times$ |
| Repeated Aug | $\sqrt{\cdot}$ |
| Gradient Clip.| $\sqrt{\cdot}$ |
| Rand Augment | 9/0.5 |
| Mixup prob.  | 0.8 |
| Cutmix prob. | 1.0 |
| Erasing prob.| 0.25 |

B Training Efficiency

We train our proposed method on ImageNet-1K with 8 V100 NVIDIA GPUs. We note that the computational consumption of the MJP procedure is negligible (i.e., +2% time consumption per epoch). Meanwhile, MJP accelerates the convergence during the training as shown in Figure 6.

Figure 6: Comparisons the top-1 accuracy of DeiT-S and DeiT-S+MJP during the training: (a) the whole training and (b) a zoom-in screenshot for the accuracy larger than 60%.
C  Position Embeddings

PCA Projected Dimensionality. Table 7 presents the explained variance (EV) of our DeiT-S+MJP and Deit-S versus different projection dimension. A low dimensionality can explain a large amount of information, which proves that the embedding matrix is sparse in nature. Moreover, to achieve the same explained variance ratio, our DeiT-S+MJP needs a larger dimensional than Deit-S. This indicates that the positional embedding matrix of DeiT-S+MJP is less sparse and more informative.

| Projected Dimension | 3  | 4  | 5  | 6  | 7  |
|---------------------|----|----|----|----|----|
| Deit-S EV (%)       | 54.61 | 68.55 | 77.95 | 85.54 | 90.74 |
| DeiT-S+MJP EV (%)   | 46.74 | 58.36 | 69.10 | 78.13 | 84.55 |

Position Regression. Inspired by Wang et al. [54], we also check whether a position embedding can actually capture its absolute position. To some extent, such position information could be reconstructed by a reversed mapping function \( g : \mathcal{X} \rightarrow \mathcal{P} \), where \( \mathcal{X} \) and \( \mathcal{P} \) are embedding space and position space, respectively. Thus, we use linear regression to learn such a function \( g \) that transfers the embeddings to the original positions. For the position embeddings in ViTs, we can map them into either 1-D sequence space or 2-D patch grid space. Given we only have 196 data points \( (i.e., 224 \times 224 \text{ image resolution with } 16 \times 16 \text{ patch size}) \) for each learned embedding, a 5-fold cross-validation is applied to avoid overfitting. The reversed mapping functions are evaluated by Mean Absolute Error (MAE), and the result is shown in Table 8.

| Method                        | 1D MAE       | 2D MAE       |
|-------------------------------|--------------|--------------|
| DeiT-S [48]                   | .945±.031    | .076±.004    |
| DeiT-S + MJP (DAL - LN)       | .566±.013    | .042±.002    |
| DeiT-S + MJP (DAL - NLN)      | 1.301±.035   | .134±.003    |

From the results, the reversed mapping function of learnt position embeddings by “DeiT-S + MJP (DAL-LN)” can better represent the absolute positions. Meanwhile, the embeddings learned by the original DeiT-S and “DeiT-S + MJP (DAL-NLN)” also well learn the information about the absolute positions. Similar to [54], we have also tried some more complicated non-linear models such as SVM or MLP to map the embeddings back, which suffer from overfitting issue and perform worse. This implies that the position information in ViTs can actually be modeled by a linear model, which is consistent with Transformer encoders used in NLP field. Besides, the MAE of “DeiT-S+MJP (DAL - NLN)” is larger than the MAE of “DeiT-S+MJP (DAL - LN)” in Table 8. It indicates the nonlinear regression during the training aggregate more information beyond the position information \( (i.e., \) more informative). The results are consistent with the Figure 3 \( (i.e., \) accumulated top eigenvalues of position embeddings) in Section §5 in the main paper.

Projections of Position Embeddings. As shown in Figure 7, the position embeddings learned by the original DeiT-S is in a form of structured grids. Once we introduce MJP strategy to the training, it makes the projection of these position embeddings less structured. Meanwhile, the spatial-wise relative position information is preserved. We assume that the additional information \( (i.e., \) more informative) in the position embeddings leads to such a difference.

D  Robustness to Corruptions

We show the details on the evaluation with ImageNet-C [23], as shown in Table 9. Compared to the original DeiT-S, our method achieves better performance on most tested corruptions.
Figure 7: UMAP projections of the position embeddings collected from: (a) the original DeiT-S [14], (b) - (f) are DeiT-S+MJP trained with masking ratio \( \gamma = \{0.1, 0.3, 0.5, 0.7, 0.9\} \) respectively.

Table 9: Comparisons on robustness to common corruptions with ImageNet-C.

| Method       | Gaussian noise | Shot noise | Impulse noise | Defocus blur | Glass blur | Motion blur | Contrast | Elastic | Pixelate | JPEG | mCE ↓ |
|--------------|----------------|------------|---------------|--------------|------------|-------------|----------|---------|----------|------|-------|
| DeiT-S       | 41.0           | 42.7       | 42.8          | 50.5         | 59.4       | **45.5**    | 36.1     | 43.0    | 42.4     | 36.6 | 44.0  |
| DeiT-S + MJP | **39.9**       | **41.8**   | **41.2**      | **49.9**     | **58.6**   | 47.4        | **34.5** | 43.3    | **40.0** | **35.8** | **41.5** |

E  More visual results

Figure 8 and Figure 9 shows more visual results on image recovery with the gradient updates. Obviously, our method alleviates the privacy leakage issue a lot compared to the baselines, where most of the details are lost in the reconstructed images.
Figure 8: Visual comparisons on image recovery with gradient updates [38]. We test both the original images without shuffling the patches and images shuffled with a masked ratio $\gamma = 0.9$. 
Figure 9: Visual comparisons on image recovery with gradient updates [38]. We test both the original images without shuffling the patches and images shuffled with a masked ratio $\gamma = 0.9$. 