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Machine-learning models have recently encountered enormous success for predicting the properties of materials. These are often trained based on data that present various levels of accuracy, with typically much less high- than low-fidelity data. In order to extract as much information as possible from all available data, we here introduce an approach which aims to improve the quality of the data through denoising. We investigate the possibilities that it offers in the case of the prediction of the band gap using both limited experimental data and density-functional theory relying on different exchange-correlation functionals. After analyzing the raw data thoroughly, we explore different ways to combine the data into training sequences and analyze the effect of the chosen denoiser. We also study the effect of applying the denoising procedure several times until convergence. Finally, we compare our approach with various existing methods to exploit multi-fidelity data and show that it provides an interesting improvement.
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INTRODUCTION

With the considerable increase in available data, materials science is undergoing a revolution as attested by the multiplication of data-driven studies in recent years1–5. Among all these investigations, the prediction of properties from the atomic structure (or sometimes just the chemical composition) is an extremely important topic6. Indeed, having an accurate predictor can be very useful for accelerating high-throughput material screening7,8, generating new molecules9, or classifying reactions10. To develop such predictors, different kinds of structural descriptors have been used relying on the Coulomb matrix10, graphs11, voxels12, and so on. Furthermore, various advanced machine learning techniques have been employed in the predictor model, such as attention13, graph convolution14, embedding15, or dimensionality reduction16. However, the characteristics of the data itself are seldom discussed.

In particular, many databases consist of simulated data, hence intrinsically poorer in quality compared to the experimental results. Indeed, it is basically always necessary to resort to approximations to limit the computational power required to solve the quantum mechanical equations describing a molecule or a solid. For instance, density-functional theory (DFT) relies on an approximate functional to model the exchange-correlation (XC) energy (see e.g., ref. 16). This necessarily comes at the cost of a reduction of the accuracy of the predicted properties. For example, it is well known that properties calculated within DFT may present systematic errors17–19. Nonetheless, many computational works focus on the relative property values for different structures, so that the systematic errors can be canceled and the trend between the structures is not affected20. In contrast, if the focus is on the absolute property value for a given structure, the difference between the experimental and calculated values cannot be neglected. For instance, for the band gap of solids, the DFT calculations relying on local and semi-local XC functionals typically lead to a systematic underestimation of 30–100% with respect to the experimental results21.

The available data for one property may present various levels of accuracy, depending on the approach adopted to collect them, be it computational or experimental. Obtaining computational results faster usually requires to resort to more important approximations and hence leads, as a general rule, to a lower accuracy (cost vs. accuracy trade-off). Obtaining experimental results generally necessitates even more time. Therefore, available databases typically contain orders of magnitude less high-accuracy results than low-accuracy ones.

To take full advantage of all these different accuracy data, various multi-fidelity approaches have recently been developed for studying all kinds of properties, such as molecular optical peaks22, formation energies23,24, and band gaps25,26 which will also be studied in this work. In the same line of thought, various methods have also been considered, including information fusion algorithms23, Bayesian optimization24,27, directed message passing13,14, or transfer learning28,29.

In the multi-fidelity approaches, different values of the property (varying in accuracy) may be provided for the same compound. The systematic errors that they may present (from the data-producer standpoint) are included in the noise as defined from a machine-learning (ML) perspective (i.e., from the data-consumer standpoint), see Supplementary Information about bias-variance-noise decomposition. Here, we consider the experimental data as the true value (even though it may vary depending on the technique). Note that the ML noise (data-consumer standpoint) covers not only systematic errors but also random noise (data-producer standpoint).

In the present work, we take a different route to exploit all available information: we focus on decreasing the noise on the data (i.e., reducing the input errors of the different models), taking inspiration from O2U-Net, a recent effort for improving the model performance in image classification30. The concept of noisy data dates back to the 80s and reasonable strategies were developed...
to handle labeling errors, provided that these affect a limited amount of the samples\textsuperscript{31,32}. A straightforward approach is to first remove as much noise as possible, and then train the model with the cleaned dataset\textsuperscript{33}. Some other works rely on curriculum learning\textsuperscript{34} to gradually train the model using the complete dataset ordered in a meaningful sequence\textsuperscript{35,36}.

Theoretically, an additive normal distribution noise ($N(0, \sigma^2)$) can be denoised effectively by soft-thresholding with Stein's Unbiased Risk Estimate (SURE)\textsuperscript{37,38} (A good example can be found at: https://github.com/ilkerbayram/SURE). However, the quantum mechanics errors are probably more like a combination of additive noise and multiplicative noise (see below). It is thus interesting to design a way to decrease the noise. This work investigates how such a denoising approach can be applied in materials science to improve the performance of a typical machine learning model.

RESULTS

Raw data

In this paper, we focus on various datasets (four with DFT predictions and one with experimental measurements) available for the band gap (see the sub-section “Data” in Methods). As a starting analysis, it is interesting to compare how DFT with different functionals P, H, S, and G performs with respect to the experiments (E), considered as the true values. This can obviously only be done for the compounds that belong to the intersections $P \cap E$, $H \cap E$, $S \cap E$, and $G \cap E$. As can be seen in Fig. 1 and Supplementary Figure 11, the systematic errors depend on the XC energy functional: some underestimate the band gap with a mean error (ME) of $-0.34$ eV for P, $-0.09$ eV for H, and $-0.68$ eV for S, while others overestimate it with a ME of $0.65$ eV for G. Note that these statistics are clearly affected by the compounds that have been considered (see discussion below). The corresponding mean absolute errors (MAE) are reported in blue in Fig. 2, as well as in Supplementary Table 1. For a deeper understanding, we also indicate the MAEs corresponding to three categories of compounds: metals, as well as small-gap ($E_g < 2$) and wide-gap ($E_g \geq 2$) semiconductors.

In Supplementary Figure 1, we provide complementary information about the different datasets based on this decomposition. It is clear that the dataset E contains an important fraction of metals (51%). The accuracy of the DFT predictions (as measured by the global MAE) is thus very sensitive to the accuracy for metals. It turns out that P and H are doing a very good job for metals with 91% and 90% accuracy, respectively (see confusion matrix in Supplementary Figure 1), leading to a MAE of 0.03 and 0.07 eV, respectively. In contrast, S and G are doing a rather poor job for metals. For the small-gap ($E_g < 2$) semiconductors, all the functionals have a very similar accuracy and MAE. For the wide-gap ($E_g \geq 2$) semiconductors, P clearly provides the worst predictions while the other three functionals have roughly the same accuracy.

Another important remark is that the distribution of compounds between the three different categories varies for the different intersections ($P \cap E$, $H \cap E$, $S \cap E$, and $G \cap E$). In $P \cap E$ and $H \cap E$, it is not too different from the actual distribution in the dataset E. That is clearly not the case for $S \cap E$ and $G \cap E$ in which metals are strongly underrepresented. Furthermore, in $G \cap E$, the wide-gap ($E_g \geq 2$) semiconductors are largely overrepresented. In fact, this dataset was created to analyze how the corresponding functional performs for correcting the systematic underestimation of the band gap.

This remark is also important in the framework of the machine learning training process. Indeed, a basic underlying assumption of such approaches is that the training dataset has a similar distribution to the test dataset. This is a reasonable assumption for the dataset H and to a lesser extent for the dataset P, but not at all for the datasets S and G. Given that the whole point here (and of multi-fidelity approaches) is to take advantage of all available data to overcome the lack of experimental data, we have to accept to deal with datasets with all kinds of distributions. But it is clear that the underlying distribution will impact the ML models.

In the Supplementary Information, the interested reader will find further analyses of the raw data including the elemental distribution, the overlaps between the different datasets, PCA
visualizations and the distribution of the band gap predictions and errors for the different XC functionals. We did not identify any other specific bias in the raw data than the one towards metal compounds.

Scaled data
It has been long known that DFT predictions may present systematic deviations (from a data-producer standpoint). Methods for analyzing these errors have therefore already been considered previously. The simplest model assumes that a perfect linear correlation exists between the experimental true value $T$ and the DFT prediction $P$, possibly with a random noise $\delta$ centered around a zero mean: $T = aP + b + \delta$. The parameters $a$ and $b$ can be determined by a linear regression (by minimizing the MAE, following a 2-fold testing procedure). Figure 1(a) shows the results of such an analysis for the different intersections $P \cap E$, $H \cap E$, $S \cap E$, and $G \cap E$. In each subplot, the MAEs are also indicated separately for the metal (circles), the small-gap ($E_g < 2$) semiconductors (hexagons), and the wide-gap ($E_g \geq 2$) ones (octagons). The corresponding MAE values are provided in Supplementary Tables 1–5.

Fig. 2 MAE for the different approaches. The subplot on the left shows the MAE for all the available experimental data, the other subplots report the MAE for the different intersections $P \cap E$, $H \cap E$, $S \cap E$, and $G \cap E$. In each subplot, the MAEs are also indicated separately for the metal (circles), the small-gap ($E_g < 2$) semiconductors (hexagons), and the wide-gap ($E_g \geq 2$) ones (octagons). The corresponding MAE values are provided in Supplementary Tables 1–5.

Training approaches
As already indicated, the experimental values are assumed to be the true values. When training models, the main objective is to minimize the MAE between the outputs and the true values. Before presenting our denoising procedure, we introduce the following training approaches:

1. only-$E$: the training data consists only of the experimental data;
2. all-together: the training data consists in the union of all datasets ($P$, $H$, $S$, $G$, and $E$ training fold) regardless of their different fidelity;
3. one-by-one: the training data is sequentially changed in a selected sequence based on fidelity (e.g., $G \rightarrow S \rightarrow H \rightarrow P \rightarrow E$ as illustrated in Fig. 3a). Weights are transferred from one training stage to the other with no change in the hyperparameters.
4. **onion**: the training data consists of, first, the combination of all five datasets (P, H, S, G, and E) and, then, those obtained by removing one dataset at a time in a selected sequence (e.g., PHSE → PHSE → PSE → GE → E as illustrated in Fig. 3b). Again, weights are transferred from one training stage to the other with no change in the hyperparameters.

The only-E approach is a single-fidelity approach that could have been used if only experimental data were available. The one-by-one approach is a form of curriculum learning.

There are 120 (≈5!) different possible sequences for both the one-by-one and onion training approaches. In this work, we consider all those alternatives systematically. These can be represented as a tree, a part of which is shown in Fig. 3, highlighting one potential choice. In what follows, we adopt the Environment for Tree Exploration (ETE) Toolkit to display the complete tree of the different results. By investigating all those options, which is very time consuming, we aim to analyze the sensitivity of the methods to the selected sequence. Ideally, one would like to avoid to take them all into account for actual ML problems. It is thus important to devise a method that is as little sensitive as possible to the selected sequence.

Note that the all-together approach is the first step of the onion tree, while the only-E approach is the first step of a part of the one-by-one tree.

**Denoising procedure**

Let \( T_D \) be the target value (which includes noise) for a given sample in dataset \( D \). \( P \) is the corresponding prediction by a reasonable model. A denoising procedure typically consists in replacing \( T_D \) by \( \hat{T} = f(T_D, P) \) where \( f \) is any function of \( T_D \) and \( P \) and is usually referred to as the denoiser. Note that this can be an iterative procedure. Given that the type of noise in our DFT datasets is unclear, it is not obvious to select an existing denoiser. In this work, we adopt a rather straightforward one:

\[
\hat{T} = \begin{cases} 
T_D & \text{if } |T_D - P| \leq \epsilon \\
\text{else} & \text{otherwise}
\end{cases}
\]

(1)

where \( \epsilon \) is a hyper-parameter to be determined (e.g., by grid search, random search, or Bayesian optimization). The whole denoising process is schematically represented in Fig. 4.

We are still left with the choice of the reasonable model to be used for making the prediction \( P \). Typically, the best model from the one-by-one and onion approaches is used. The effect of choosing poorer models will also be discussed. It is important to note that the denoiser model can be updated in an iterative process which improves the model performance until convergence is achieved.

**Training on the raw data**

We first test the different approaches on the raw data (i.e., without applying the denoising procedure). The most representative results are summarized in Table 1, while the complete results of the one-by-one and onion approaches are shown in Figs. 5 and 6.

The only-E approach is the reference scenario. It leads to a MAE of 0.680 eV as reported in green in Fig. 2, as well as in Supplementary Table 3. It is higher than most of the results obtained with any other approach. This can be traced back to the small dataset size.

The all-together approach leads to a MAE of 0.501 eV. That is a significant improvement by 26%, which can be attributed to a better prediction of metals thanks to the much larger size of the dataset. This can be understood by analyzing the results obtained by training only on the dataset P (only-P). This approach leads to a MAE of 0.595 eV, which is already an improvement by 13% compared to the only-E approach despite the fact that PBE is known to underestimate the band gap. In fact, 72% of the experimental data points correspond to a band gap lower than 2 eV and 51% are actually metals. If we focus on the intersection P∩E (containing 1765 compounds), we see that 59% of the compounds are metallic and P is actually correct in 91% of the cases. The underestimation of the band gap only leads to 9% of false metallic compounds. Now, moving to the rest of the datasets P (P), we see that, out of the 50583 compounds, 18775 (37%) are metals. This number is basically one order of magnitude larger than the 1384 metallic compounds present in the whole dataset E. So, the ML model can better learn to predict metals. Adding the fact that another 15218 compounds have a band gap smaller than 2 eV for which the PBE error is not going to be very big, we can easily understand the nice improvement in MAE. For the datasets S and G, the number of new metallic systems added compared to E (11, and 0, respectively) is much smaller. So, not surprisingly, only-S and only-G suffer much more from the noise due to the XC functionals than the only-P one leading a MAE of 1.446 and 1.406 eV, respectively.

For the all-together approach, the improvement results from both the effect of the number of metallic samples and an averaging of the noise of the different XC functional. The only-H
The results obtained for both approaches, the best results on average are obtained for the one-by-one approach. It is, however, also clear that using the dataset G (resp. removed) in the first part of those figures, the sequences are classified according to the first dataset used or removed (P, H, S, G, or E); while, in the second part, they are ordered depending on the last dataset used.

In both figures, each class presents much more variation around its mean in the first plot than in the second one. In other words, the final dataset used seems to matter much more than the first one used (resp. removed) in the one-by-one (resp. onion) approach. It is, however, also clear that using the dataset G first leads to better results and not surprisingly finishing the training with it produces the worst results by far. For the one-by-one approach, the best results on average are obtained for the sequences finishing with H. They are slightly better than those finishing with E. For the onion approach, it is actually the reverse: the best results on average being achieved for the sequences finishing with E. As a general rule, in order to limit the number of models to be tested, one can clearly focus on the latter sequences (i.e., those finishing with the available true values) and, for further restriction, one can concentrate on those which end with PE or HE given that P and H have the lowest MAE (i.e., the highest fidelity) in Supplementary Table 1.

Training on the denoised data

We now turn to the analysis of the results that can be obtained when denoising the data. Given that we have already considered all the possible training sequences, the natural choice to clean the data is to use the best model obtained with the raw data. Once again, we first analyze the effect of the training sequence. The results obtained for both one-by-one and onion approaches are reported in Figs. 7 and 8. The striking difference with respect to the results obtained on the raw data is that the training sequence has a much smaller impact on the results. This is a really important point in order to avoid the burden of having to compute all the different training sequences. The second important observation is that, once again, the onion approach produces better results than one-by-one. So, from now on, we focus on the onion approach to analyze the effects of the cleaning procedure.

Given that in a normal investigation the best possible model will not be known a priori (it only can a posteriori once all sequences have been considered), we investigate the importance of the choice of the denoiser. Here, we have plenty of models at hand differing by the training sequence in the raw data. Besides the one already considered, we select four other denoiser models for comparison:

- PHSGE → PHSG → PSG → SG → G which leads to the worst performance among all training paths: MAE = 0.916 eV (Supplementary Figure 12).
- PHSGE → PHSG → PSG → PG → G (2nd worst) which leads to the second-worst performance among all training paths: MAE = 0.889 eV (Supplementary Figure 13).
- PHSGE → PHGE → PGE → GE → E which has a rather poor performance among all training path ending with E: MAE = 0.483 eV (Supplementary Figure 14).
- PHSGE → PHSE → PHE → HE → E which has a rather good performance among all training path ending with E: MAE = 0.443 eV (Supplementary Figure 15).

The complete results obtained after the denoising procedure based on these four different models are shown in Supplementary Figures 12–15.

In all four cases, the denoising procedure improves the global average of the MAE for the whole tree, as well as the average MAE of all the sequences ending with E compared to the results of the denoiser model itself. However, when the worst or the second-worst model is used as the denoiser, the results are worse than with the raw data.

Basically, we observe that the better the denoiser model the better the cleaning effects, which translates not only into a lower MAE but also into a lower variance with respect to the training sequence. Therefore, the choice of the denoiser is quite critical.

It would be cheating to use the final results as an indicator to choose the denoiser model. However, we note that, as soon as a model whose training sequence ends with E is chosen as the denoiser (even the rather poor performance one), the results are clearly improved with respect to those obtained based on the raw data. Therefore, based on the observations of the previous section, we recommend as heuristic to use a denoiser for which the training sequence is in increasing fidelity of the data (i.e., decreasing MAE and/or absolute ME with respect to the true values), ending with the true values. This would have led to the sequence PHSGE → PHSE → PHE → HE → E, which is not the best

| Approach | Sequence | MAE Global | $E_g=0$ | $E_g<2$ | $E_g\geq2$ |
|----------|----------|------------|--------|--------|----------|
| only-E   | E        | 0.680      | 0.490  | 0.534  | 1.131    |
| all-together | PHSGE | 0.501      | 0.150  | 0.567  | 1.091    |
| one-by-one | S → G → P → E → H (best) | 0.484 | 0.228 | 0.571 | 0.884 |
| one-by-one | H → P → S → E → G (worst) | 0.993 | 1.039 | 0.733 | 1.097 |
| one-by-one | H → P → G → S → E (worst') | 0.599 | 0.434 | 0.510 | 0.964 |
| onion | PHSGE → PHSE → HSE → HE → E (best) | 0.438 | 0.239 | 0.515 | 0.743 |
| onion | PHSGE → PHSG → PSG → SG → G (worst) | 0.916 | 0.937 | 0.634 | 1.083 |
| onion | PHSGE → PHSG → PSG → PG → G (2nd worst) | 0.899 | 0.883 | 0.665 | 1.064 |
| onion | PHSGE → PSGE → SGE → GE → E (worst*) | 0.495 | 0.338 | 0.485 | 0.790 |

For the one-by-one and onion approaches, we report the results for the best training sequence, the worst one, and the worst one among those ending with E (indicated with a star). The 2-fold MAEs on the predicted band gap are expressed in eV.
Fig. 5  MAE results on the raw data using one-by-one training approach. All possible dataset sequences are gathered a according to the first dataset used and b following the last dataset used. The global average of the MAE is shown by a vertical solid purple line (μ = 0.659 eV), while the group averages are indicated by their corresponding color (P in green, H in orange, S in blue, G in red, and E in magenta). The corresponding standard deviations (σ) are also indicated accordingly. The best and worst training sequences are highlighted in light blue. The training sequences that produce NaN for one of the folds (so the MAE is only that of the other fold) are indicated by a lighter gray bar, while those that lead to NaN for both folds are left blank.
one but really close to it. In other words, the proposed method is not sensitive to small changes in the training sequence, as long as it respects the previously stated heuristic based on MAE. Note that the evaluation of the fidelity might be tuned depending on the importance to the different kind of compounds (metals, small-gap, and wide-gap semiconductors). For instance, P has the lowest MAE for metals while S has the lowest MAE for semiconductors.

The final results obtained after one step of the denoising procedure are represented in Fig. 9 for all the samples in dataset E (together with the distribution of errors). For the samples in the intersections P ∩ E, H ∩ E, S ∩ E, and G ∩ E, the analogous parity plots can be found in Fig. 1b. Compared to the raw data in Fig. 1a, a clear reduction of noise is observed. This also translates in the corresponding MAE which are reported in red in Fig. 2 and in Supplementary Table 4. As a last assessment of our denoising procedure, we compare the final results obtained after one step of the denoising procedure with those computed using MFGNet, which is a multi-fidelity model with good performance on the band gap problem. The corresponding results are reported in purple in Fig. 2, as well as in Supplementary Table 5. The global MAE of our approach (0.40 eV) is improved by more than 10% compared to that of MFGNet (0.46 eV). Nonetheless, for the small-
As already indicated, the cleaning procedure can be iterated toward convergence. In Fig. 10, we show the evolution of the results as a function of the iteration for some representative training sequences. PHSGE → PHSE → HSE → HE → E) leads to the lowest MAE (0.394 eV at the 6th iteration). Compared with one-by-one and all-together approaches, the onion training not only shows...
the best performance at the starting point, but it also has the greatest potential for improvement. The one-by-one training results can actually hardly be improved by the cleaning procedure due to the lack of a real synergetic effect by the different datasets.

**DISCUSSION**

To assess the generality of our denoising procedure, we further apply it using MODNet as the machine-learning model. The latter is among the best models of the MatBench test suite.

---

**Fig. 8** MAE results on the cleaned data using the onion training approach. All possible dataset sequences are gathered a according to the first dataset used and b following the last dataset used. The data was cleaned using the best model of Fig. 6. The global average of the MAE is shown by a vertical solid purple line ($\mu=0.430$ eV), while the group averages are indicated by their corresponding color (P in green, H in orange, S in blue, G in red, and E in magenta). The corresponding standard deviations ($\sigma$) are also indicated accordingly. The best and worst training sequences, as well as the worst one ending by E, are highlighted in light blue. The training sequences that produce NaN for one of the folds (so the MAE is only that of the other fold) are indicated by a lighter gray bar, while those that lead to NaN for both folds are left blank.
relies on Matminer\textsuperscript{41} which cannot handle crystals with partial occupancy. Fortunately, this ZSL test is interesting to analyze how the different methods can gain general knowledge about crystal structures. Unfortunately, this ZSL test cannot be performed with MODNet since the featurization process is known to improve the performance of machine learning models.

Forward, we can afford a 5-fold train/test splitting of the dataset. As we only consider one training sequence and focus on the one that was found to be the best with MODNet, but it meets the heuristic defined above for obtaining a reasonable denoiser. As we only consider one route, we can afford a 5-fold train/test splitting of the dataset.

In ref.\textsuperscript{25}, the 4-fidelity model (not using the dataset G) was found to perform better than the one with using all five datasets. Therefore, here, based on our analysis of the raw data, we also considered a 3-fidelity model relying only on the datasets P, H, and E. In this case, the training sequence was chosen to be PHE → HE → E.

Based on the interesting results obtained with the onion approach, we also investigated a variation of the original MFGNet approach. While the latter uses all the datasets simultaneously for training the model (just like in the all-together approach), we propose to adopt the onion approach as well.

The results obtained by applying our denoising procedure with both MODNet and MEGNet, as well as those calculated using MFGNet are summarized in Table 2. The results obtained with only-E are indicated as a reference. Just like in ref.\textsuperscript{25}, the 3-fidelity results of MFGNet are better than the 5-fidelity ones, both for the ordered/disordered crystals. While the all-together results with MEGNet are better than with the only-E approach (just like with the 2-fold train/test splitting), they are worse with MODNet for which the increase in the number of available compounds is less important than the noise in the data. Note that they are even worse in the case of the 3-fidelity model.

As already observed with MEGNet, the onion approach improves the predictions of MODNet compared to the only-E and all-together approaches. These improvements are less impressive for MODNet than for MEGNet given that the reference results (only-E) were already reasonably good. Very interestingly, combining the onion approach with MFGNet also leads to a clear improvement of the results (reduction of the MAE by 4–6%).

Finally, the denoising procedure also leads to a further improvement of the results with a reduction of the MAE by 6% for MFGNet and by 2% for MODNet. Compared to the only-E results, the MAE is reduced by 11% for MODNet and 46% for MEGNet (25% for the disordered compounds). It should be mentioned that the use of MEGNet leads to the best final results. This is consistent with the fact that it is better suited for large datasets while MODNet targets smaller datasets. For the sake of completeness, we finally compare these results with those that can be obtained using transfer learning. The latter is known to improve the performance of machine learning models for small datasets. The transfer process can typically be performed.

Finally, a zero-shot learning (ZSL) is performed on the same set of crystals with site disorder as in ref.\textsuperscript{25}. This is particularly interesting to analyze how the different methods can gain general knowledge about crystal structures. Unfortunately, this ZSL test cannot be performed with MODNet since the featurization process relies on Matminer\textsuperscript{41} which cannot handle crystals with partial occupancy.

From here on, we do not consider anymore all the possible training sequences and focus on the one that was found to be the best with MEGNet. Note that we have no clue whether it is also the best with MODNet, but it meets the heuristic defined above for obtaining a reasonable denoiser. As we only consider one route, we can afford a 5-fold train/test splitting of the dataset.

As already observed with MEGNet, the onion approach improves the predictions of MODNet compared to the only-E and all-together approaches. These improvements are less impressive for MODNet than for MEGNet given that the reference results (only-E) were already reasonably good. Very interestingly, combining the onion approach with MFGNet also leads to a clear improvement of the results (reduction of the MAE by 4–6%).

Finally, the denoising procedure also leads to a further improvement of the results with a reduction of the MAE by 6% for MFGNet and by 2% for MODNet. Compared to the only-E results, the MAE is reduced by 11% for MODNet and 46% for MEGNet (25% for the disordered compounds). It should be mentioned that the use of MEGNet leads to the best final results. This is consistent with the fact that it is better suited for large datasets while MODNet targets smaller datasets. For the sake of completeness, we finally compare these results with those that can be obtained using transfer learning. The latter is known to improve the performance of machine learning models for small datasets. The transfer process can typically be performed.
between different properties or different fidelities. Here, we tested both options using AtomSets from the MAML project, which adopts MEGNet as a feature extractor followed by a simple MLP (Multi-Layer Perception) as regressor. We obtained an MAE of 0.668 eV when transferring from the formation energy and of 0.597 eV when transferring from all the DFT data used in this work. The results are better than the only-E ones, but they are worse than any of those obtained with onion approach in Table 2.

In this paper, we have introduced a method to take full advantage of the availability of multi-fidelity data and tested it thoroughly for the prediction of the band gap based on the structure. The method is based on an appropriate combination of all the data into a multistep training sequence and on a simple denoising procedure. For combining the data, we have compared four different training approaches (only-E, all-together, one-by-one, and onion). It turned out that the best one consists in training the model successively on different datasets resulting from, first, the combination of all available datasets and, then, of those obtained by removing one dataset at a time by increasing fidelity (from the poorest to the highest fidelity, hence, finishing with the true data). For the denoising procedure, we have tested a simple technique by which target values are replaced by the output of the selected denoiser when the former are too far (i.e., outside the interval defined by a cleaning threshold) from the latter. Other denoising procedures resulting in better results might be existing, but is left for future work. We have found that the denoising procedure improves the final results provided that a reasonable denoiser is chosen. Furthermore, based on our observations, we proposed a simple heuristic for the denoiser. Finally, we have investigated the effect of applying the denoising procedure several times until convergence.

The method proposed here provides a sensible way to improve the results that can be achieved when multi-fidelity data are available which is basically often the case in materials science given that accuracy in the data always comes at a cost. It thus has considerable potential of applications.

METHODS

Data
We use the same band gap datasets (four with DFT predictions and one with experimental measurements) as in ref. We chose the four DFT datasets consist of calculations performed with the Perdew-Burke-Ernzerhof (PBE)42, Heyd-Scuseria-Ernzerhof (HSE)43,44, and Gritsenko-Leeuwen-Lenthe-Baerends (GLLB)45 exchange-correlation functionals for 52348, 6030, 4729, and 2290 crystalline compounds from the Materials Project, respectively. For the sake of simplicity, these datasets will be referred to as P, H, S, and G, respectively (i.e., using the first letter of the corresponding functional). The experimental dataset (referred to as E) comprises the band gaps of 2703 ordered crystals, out of which 2401 could be assigned a most likely structure from the Materials Project.

Machine learning

In the “Results” section, we use MEGNet v1.2.3 with its default hyperparameters and MFGNet, which is a multi-fidelity version of MEGNet. Given the large amount of calculations (all the training sequences), a 2-fold training-testing procedure is adopted. Training (including an inner 8:2 validation split for early stopping, patience = 10) is performed exclusively on one fold, while testing is done on the other hold-out fold. On a NVIDIA Tesla P100 graphics card, one onion tree training costs about 6 days while the one-by-one tree training costs about 35 days. The few samples resulting in a Not-a-Number (NaN) with MEGNet are ignored.

For the denoising procedure, ε is treated as a hyper-parameter to be optimized. Here, ε = 0.3 was found to be the most appropriate value.

It is worth noting that using the scaled DFT data for the denoising procedure (see Supplementary Table 6) or scaling the denoised data (see Supplementary Table 7) does not lead to any improvement compared to the results of obtained with the denoising approach using the raw DFT data. This was to be expected since the neural network that is used in the underlying model already contains multiple linear transformations, which are optimized during the training process.

In the “Discussion” section, we use MODNet5 (v0.1.12), MEGNet (v1.2.9), MFGNet (v1.2.9), and MAML (v2022.6.11) to validate our observations about the effect of denoising and to compare with transfer learning. Default hyperparameters are used for MEGNet, MFGNet, and MAML, while MODNet uses a Genetic Algorithm to optimize the hyperparameters. Given that there are fewer calculations, a 5-fold training-testing procedure is adopted here. For the denoising procedure, ε = 0.4 was found to be the most appropriate value.

For models that include different training stages (one-by-one and onion), weights are transferred from one training stage to the other with no change in hyperparameters.

DATA AVAILABILITY

We use the same band gap datasets (four with DFT predictions and one with experimental measurements) as in ref. They are available at https://doi.org/10.6084/m9.figshare.13040330.

CODE AVAILABILITY

The source code is available on https://github.com/lixiaotong15/denoise for the tree training with MEGNet, on https://github.com/ppdebreuck/onion_modnet for MODNet validation.
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