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Abstract

Semantic segmentation of point cloud usually relies on dense annotation that is exhausting and costly, so it attracts wide attention to investigate solutions for the weakly supervised scheme with only sparse points annotated. Existing works start from the given labels and propagate them to highly-related but unlabeled points, with the guidance of data, e.g. intra-point relation. However, it suffers from (i) the inefficient exploitation of data information, and (ii) the strong reliance on labels thus is easily suppressed when given much fewer annotations. Therefore, we propose a novel framework, PointMatch, that stands on both data and label, by applying consistency regularization to sufficiently probe information from data itself and leveraging weak labels as assistance at the same time. By doing so, meaningful information can be learned from both data and label for better representation learning, which also enables the model more robust to the extent of label sparsity. Simple yet effective, the proposed PointMatch achieves the state-of-the-art performance under various weakly-supervised schemes on both ScanNet-v2 and S3DIS datasets, especially on the settings with extremely sparse labels, e.g. surpassing SQN by 21.2% and 17.2% on the 0.01% and 0.1% setting of ScanNet-v2, respectively.

1. Introduction

Semantic segmentation of 3D point clouds is crucial for the application of intelligent robots’ understanding scenes in the real world. Great efforts have been contributed to the fully supervised scheme, while it requires exhausting and costly per-point annotations (e.g. around 22.3 minutes to annotate an indoor scene on average [5]). Thus, weakly supervised 3D semantic segmentation now receives increasing attention, where only limited point-level annotations are provided in each point cloud.

Recently, several approaches are proposed for weakly supervised point cloud semantic segmentation with different kinds of weak labels, including projected 2D image [44], subcloud-level [48], segment-level [38], and point-level [10, 11, 26, 52] supervision. In this paper, we focus on addressing the setting of sparse point-level labels, which is one of the most convenient annotation schemes in the application. The key challenge of this task is the difficulty of learning a robust model given very sparse supervision in the point cloud (e.g. 0.1%, 0.01% of points annotated in [11] and around 0.02% in [26]). Existing solutions are mainly committed to alleviating the label sparsity by reusing limited supervision, i.e., first probing the highly-related points [11] or super-voxels [26] and allow-
ing them to share the same training labels. However, this line of works are explicitly constructed on label propagation and employ point cloud data as the propagation guidance, which suffers from (i) the insufficient exploitation of data information limits the learning efficiency, and (ii) the propagated labels strongly rely on the original annotation scale thus the performance is easily suppressed when given much fewer labels. Therefore, we propose to probe information from both label and data itself for more efficient and robust representation learning.

Recently, consistency training is acknowledged as a powerful algorithmic paradigm for robust learning from label-scarce data, e.g. in unsupervised/semi-supervised learning [8, 12, 36, 50] and unsupervised/semi-supervised domain adaptation [6, 21, 22, 35]. It works by forcing the model to make consistent prediction under different perturbations/augmentations to the input sample (named as different views) and the prediction in one view usually serve as the pseudo-label of the other view. Inspired by this, we propose a novel consistency training framework, PointMatch, for the weakly supervised 3D semantic segmentation. Given a whole scene of point cloud with sparse labels, PointMatch employs the per-point prediction in one view as the other’s pseudo-label to encourage the predictive consistency between two views of a scene. Such consistency facilitates (i) robustness to easily-perturbed low-level input feature and (ii) stronger capability in learning useful high-level representations to keep predictive consistency. Besides, the provided labels act as extra supervision to assist high-level semantic feature discrimination, which also benefits the representation learning from data. By doing so, the reliance on the given label is relieved and more information is probed from the point cloud data itself.

Originating from the per-point prediction in one view, the pseudo-label should be of high quality to provide positive guidance for the other. Whereas there exist considerable mispredictions especially at the early learning stage. Thus, we exploit the inherent structure of the point cloud to improve the pseudo-label quality, via integrating the super-point grouping information where similar points are clustered into low-level features (e.g. position and color) into the same group and are assumed to have the same semantic meaning. Specifically, the grouping information is used to correct the minor predictions that diverge from the “mainstream” in the super-point. Despite its good property, the super-point-aware pseudo-label actually introduces noise from the pretext super-point generation. Therefore, to fully utilize these two types of pseudo-labels, we design an adaptive pseudo-labeling mechanism, where the model is encouraged to believe the super-point-aware pseudo-label more at the beginning, and gradually resorts to its raw prediction when the model itself is reliable enough. Extensive experiments and analysis on the ScanNet-v2 [5] and S3DIS [1] dataset validate the effectiveness of the proposed approach. As shown in Fig. 1, the proposed PointMatch significantly surpasses the state of the art on various weakly supervised schemes and impressively, shows great robustness given extremely sparse labels.

The contributions of this paper are listed as follows:

- We propose a novel consistency training framework, PointMatch, for the weakly supervised 3D semantic segmentation, which can facilitate the network to learn robust representation from sparse labels and point cloud data.
- We introduce super-point information to promote the pseudo-label quality in our framework, and it is employed in an adaptive manner to well utilize the advantages of both two types of pseudo-label.
- Extensive experiments validate the effectiveness and superiority of PointMatch, and the proposed approach achieves significant improvements beyond the state of the art over various weakly-supervised settings.

2. Related Work

Fully Supervised 3D Semantic Segmentation  Semantic segmentation approaches for 3D point cloud can be mainly classified into two groups: point-based and voxel-based methods. Point-based Methods [23, 24, 30, 31, 42, 45, 49] apply convolutional kernels to a local region of points for feature extraction and the neighbors of a point are computed from k-NN or spherical search. In the case of voxel-based methods [4, 7, 14, 46], the points in the 3D space are first transformed into voxel representations so that standard CNN can be adopted to process the structured voxels. In either point-based or voxel-based methods, feature aggregation is performed in the Euclidean space, while there are some recent works [13, 15, 20, 32] that consider geodesic information for better feature representation. More recently, the Transformer structure [54] is also proposed for point clouds, as an alternative to the classic convolutional structure. However, most of the above methods are designed for the fully-supervised scheme, while annotation on point clouds is exhausting and costly, especially in the application of semantic segmentation, where the scene (indoor or outdoor) point cloud is usually of a large scale. In this work, we focus on weakly-supervised point cloud segmentation, where only very sparse points are annotated in each scene.

Weakly Supervised 3D Semantic Segmentation  Existing works explore the 3D semantic segmentation with various types of weak supervision, including 2D image [44], subcloud-level [48], segment-level [38], and point-level supervision [11, 26, 34, 52]. The first three types can be grouped into indirect annotations [11]. The work of [44] utilizes the annotations on the projected 2D image of a point
cloud, with only single view per sample. In [48], a classifier is trained first with sub-cloud labels, from which point-level pseudo labels can be generated via class activation mapping techniques [55]. In another way, the work of [38] pre-generates segments/super-points to extend sparse click annotation into segment-level supervision, and groups unlabeled segments into the relevant nearby labeled ones for label sharing. For point-level weak supervision, the work of [11] proposes to use only 10% of labels by learning gradient approximation and utilizing low-level smoothness constraints. A harder setting with a much lower label ratio, 1‰, is further investigated in [11], where a Semantic Query Network (SQN) is proposed based on leveraging the semantic similarity between neighboring points. Another work OTOC [26] proposes a novel weakly supervised setting, One Thing One Click ("1thing1click"), i.e., with only one point annotated for each instance in the scene. They employ an extra branch of network to probe the relation between super-points and propagate labels among highly-related ones. Besides, authors of [34] propose an active learning approach for annotating selected super-point with a limited budget to maximize model performance. Another line of works is contributed to self-supervised pre-training of 3D point clouds [10, 25, 33, 51, 53]. The pre-training usually needs weak or even no labels and provides a better network initialization for the downstream tasks.

Existing point-level weakly supervised 3D semantic segmentation methods act on label propagation by leveraging the relation between points/super-points. However, the proposed PointMatch takes a novel way based on consistency regularization to better probe information in the point cloud data itself and alleviates the reliance on the given labels.

Consistency Training Consistency training is a powerful algorithmic paradigm proposed for robust learning from label-scarce data. It is constructed on enforcing the prediction stability under different input transformations [47], e.g., adversarial perturbations [28] or data augmentations [36, 50], in the manner of pseudo-labeling, i.e., using the prediction of one transformation as the fitting target of the other. Thus it combines the advantages of both consistency regularization and pseudo-labeling (or self-training). This approach has been applied in many domains, such as semi-supervised learning (SSL) [2, 3, 36, 50], unsupervised learning (USL) [8, 12], unsupervised domain adaptation (UDA) [6, 35], and semi-supervised domain adaptation (SSDA) [21, 22], all of which prove the effectiveness of consistency training in learning high-quality representations from label-scarce data. More recently, there are some works extending consistency training into other tasks, such as unsupervised domain adaptation for image segmentation [27] and semi-supervised 3D object detection [43].

To our knowledge, it is the first time that consistency training is applied in the weakly supervised semantic segmentation of 3D point clouds. Different from the previous works, consistency training is novelly used in a weakly-supervised scenario where limited point-wise supervision is provided in each training sample. In addition, our work properly leverages the super-point grouping information in point clouds to further improve the whole framework.

3. Methodology

3.1. Problem Definition

We first formulate the weakly supervised 3D semantic segmentation problem, taking the indoor scene scenario as an example. Given the point cloud $\mathbf{P} \in \mathbb{R}^{N \times D}$ of a scene of $N$ points with $D$-dimension features, there are only partial points annotated for training. The points with labels are denoted as $\{(\mathbf{x}_i^l, y_i), i \in L\}$, and other unlabeled points are denoted as $\{\mathbf{x}_i^u, i \in U\}$, where $L$ and $U$ are two sets, satisfying $L \cap U = \emptyset$ and $L \cup U = \{N\}$ ($\{N\}$ is a short form of $\{1, 2, \cdots, N\}$, the same hereinafter). The target of $f$ is to predict the semantic category $y_i \in \{C\}$ of each point $\mathbf{x}_i$. 

Figure 2. The overview of PointMatch. (a) the input point cloud; (b) the view $A$ augmented from the input point cloud; (c) view $B$ generated via another augmentation; (d) the point-wise pseudo-label; (e) the super-point-wise pseudo-label; (f) the weak supervision ("1thing1click" setting), points in gray are unlabeled ones and other colors indicate different semantic meanings.
where $C$ is the number of possible categories. Taking the point cloud $\mathbf{P}$ as input, $f$ outputs the prediction probability $\mathbf{Q} \in [0, 1]^{N \times C}$ over all $C$ classes, for all $N$ points of $\mathbf{P}$. Note that the summation of values in each row of $\mathbf{Q}$ is equal to 1. Denote the weak semantic label of the whole scene as $\mathbf{y} \in \langle C \rangle^{N}$ and its one-hot extension as $\mathbf{Y} \in \{0, 1\}^{N \times C}$. To optimize $f$, a straightforward way is to compute the cross-entropy loss $L_{ce}$ between $\mathbf{Q}$ and $\mathbf{Y}$, formulated as:

$$L_{ce} = \frac{1}{|L|} \sum_{i \in L} \text{cross-entropy}(\mathbf{Q}_i, \mathbf{Y}_i),$$  

(1)

where $|L|$ represents the set size of $L$ and the subscript $i$ indicates the row index, so $\mathbf{Q}_i$ and $\mathbf{Y}_i$ are two $C$-class distributions corresponding to the $i$-th point. At the inference stage, the semantic segmentation result of a scene can be generated from $f$'s prediction, by simply choosing the class with the highest score in each row of $\mathbf{Q}$.

To probe more information the limited labels and point cloud data itself, we design a novel framework, PointMatch, with the pipeline illustrated in Fig. 2. It conducts a consistency training framework designed for weakly labeled point clouds, and an adaptive pseudo-labeling mechanism by incorporating the super-point information, described in the following Sec. 3.2 and Sec. 3.3, respectively.

3.2. Consistency Training

The proposed consistency training framework focuses on better exploitation of data itself, by encouraging the model’s point-wise predictive consistency between two views of an input scene, through employing the prediction in one view as the pseudo-label of the other. Such a consistency training approach has three advantages: (i) various augmentations enables the network robust to different kinds of perturbation on low-level input features; (ii) the consistency target facilitates the model’s ability in extracting high-level semantic features from the point cloud data itself; (iii) the self-training process implicitly propagates sparse training signals to unlabeled points and provide dense pseudo-labels, which increases the learning stability.

Formally, given a point cloud $\mathbf{P} \in \mathbb{R}^{N \times D}$, our PointMatch applies two different groups of data augmentations to create its two views $\mathbf{P}^A \in \mathbb{R}^{N \times D}$ and $\mathbf{P}^B \in \mathbb{R}^{N \times D}$, respectively. To avoid breaking the local structure of the point cloud too much, we perform scene-level augmentations like offsetting, scaling, rotation, flipping, jittering, etc. The obtained two views $\mathbf{P}^A$ and $\mathbf{P}^B$ are then fed into the 3D U-Net $f_0$ for point-wise semantic prediction, where $\theta$ is the network parameters. The network $f_0$ outputs the per-point probability distribution of $\mathbf{P}^A$, denoted as $Q^A \in [0, 1]^{N \times C}$, and similarly, $Q^B \in [0, 1]^{N \times C}$ can be generated from $\mathbf{P}^B$, formulated as:

$$Q^A = f_\theta(\mathbf{P}^A),$$

(2)

$$Q^B = f_\theta(\mathbf{P}^B).$$

In the next step, we generate the pseudo-label of $\mathbf{Q}^B$ from $\mathbf{Q}^A$ to create the self-consistency loop. Specifically, the most-probable predictive category of each point (as well as its confidence score) is chosen to form the pseudo-label, i.e., the indices of the highest value in each row of $\mathbf{Q}^A$. However, $\mathbf{Q}^A$ is usually noisy and even contains many uncertain predictions, so a direct use may provide negative guidance to $\mathbf{Q}^B$ and harm the whole learning scheme. Hence, we conduct a filtering operation to improve the pseudo-label quality, by ignoring those predictions with confidence lower than a threshold $\tau$. Denote the filtering mask as $m \in [0, 1]^N$, which is generated as follows:

$$m_i = \begin{cases} 
1, & \max(Q^A_i) \geq \tau, \quad \forall i \in (N), \\
0, & \text{otherwise},
\end{cases}$$

(3)

where $i$ is the row index of $\mathbf{Q}^A$ and $\tau$ is set as 0.95 in our implementation. Given $m$ and the one-hot extension of $\mathbf{Q}^B$’s pseudo-label, represented as $\mathbf{Y}^B \in \{0, 1\}^{N \times C}$, the pseudo-labeling of $\mathbf{Q}^B$ can be conducted via a cross-entropy loss:

$$L_{pl} = \frac{1}{N} \sum_{i \in (N)} m_i \cdot \text{cross-entropy}(Q^B_i, \mathbf{Y}^B_i).$$

(4)

Until this point, we are working on probing information only from point cloud data itself for a better data exploitation. Then the weak labels are integrated to provide discriminative semantic information, by using $\mathbf{Y}$ as the supervision of $\mathbf{Q}^A$ via computing a cross-entropy loss as in Eq. 1. The parameters $\theta$ can then be optimized by minimizing the objective loss function $L_{total}$ as follows:

$$\min_\theta L_{total} = \min_\theta L_{ce} + \lambda L_{pl},$$

(5)

where $\lambda$ is a scalar weight for balancing the two loss functions. As the learning process goes, the model exploits the knowledge learned from the limited annotations to train itself via forcing the predictive consistency, and meanwhile, implicitly propagates the sparse training signals to the whole scene via pseudo-labeling.

3.3. Adaptive Pseudo-Labeling

Although the framework above facilitates the model’s robust learning subtly, we observe that there are still considerable mispredictions in the obtained pseudo-labels, especially at the early learning stage. One reason is that the previous training scheme is mainly constructed on the predictive consistency between each pair of single points, and the inter-point relation information is learned insufficiently. Therefore, we further exploit the super-point prior to introduce local structure information of point cloud for generating pseudo-labels of higher quality.

The super-points of a scene can be generated via an unsupervised low-level clustering by the position and color information of each point. We refer to [19] for the manner of
super-point generation, and it is recommended for more details. Formally, given a point cloud \( P \in \mathbb{R}^{N \times D} \), we obtain a set of super-points \( \{S^{(i)}\}, i \in \langle M \rangle \), where \( M \) is the number of super-point and each \( S^{(i)} \in \mathbb{R}^{S^{(i)} \times D} \) includes \( S^{(i)} \) \( D \)-dimension points. Each point in \( P \) belongs to one super-point only, so \( S^{(i)} \cap S^{(j)} = \emptyset, \forall i \neq j \) and the summation of all \( S^{(i)} \) is equal to \( N \). The obtained super-point information is then used to improve the quality of point-wise pseudo-label \( Y^B \). Given point-wise predictions in each super-point group, a voting operation is carried out to get a “mainstream” category. The elected category is then propagated to all points in this group to obtain a super-point-wise pseudo-label \( \hat{Y}^B_{sp} \). An illustrative example of \( \hat{Y}^B_{sp} \) and \( \hat{Y}^B \) is shown in Fig. 2 (d) and (e), respectively. It can be observed that \( \hat{Y}^B_{sp} \) tends to have higher purity. Similar to Sec. 3.2, we preserve confident predictions to form high-quality super-point-wise pseudo-labels. Specifically, given \( Q^B \), the average probability distribution in each super-point is computed first, of which the category with the highest score is selected and propagated in the whole super-point. Then the filtering mask \( m^p \) is generated by checking whether the confidence of each point is beyond a pre-defined threshold \( \tau^p \), similar to the computation in Eq. 3.

Although the voting operation enables \( \hat{Y}^B_{sp} \) more stable and accurate, it suffers from the inherent noise arising from the super-point generation process. Thus, the point-wise pseudo-labels may have higher accuracy when the model is strong enough. Accordingly, we further design an adaptive combination mechanism to exploit the advantages of both. At the early stage, the learning of \( f_\theta \) relies on \( \hat{Y}^B_{sp} \) via a cross-entropy loss \( L^p_{pl} \):

\[
L^p_{pl} = \frac{1}{N} \sum_{i \in \langle N \rangle} m^p_i \cdot \text{cross-entropy}(Q^B_i, \hat{Y}^B_{sp}).
\]

As the learning goes, an adaptive weight \( w \) is adopted to gradually incorporate \( L_{pl} \) (Eq. 4) and abandon \( L^p_{pl} \):

\[
L^*_{pl} = w \cdot L^p_{pl} + (1 - w) \cdot L_{pl},
\]

where \( w \) is a scalar in the range of [0, 1] and drops from 1 to 0 gradually with an inverse decay. Formally, the adaptive weight \( w \) at the \( k \)-th training epoch can be computed as:

\[
w = \alpha \cdot k^{-1}, k \in \mathbb{N},
\]

where \( \alpha > 0 \) indicates the decay ratio. In this way, at the late stage of training, \( f_\theta \) can be completely supervised by the point-wise pseudo-label, so that the model can keep from the noise in super-point grouping. The new pseudo-labeling loss \( L^*_{pl} \) is used to substitute the original \( L_{pl} \) in Eq. 5 for the final loss function.

| Method         | Supervision | MIoU   |
|----------------|-------------|--------|
| [31] PointNet++ | 100%        | 33.9   |
| [37] SPLATNet   | 100%        | 39.3   |
| [40] TangentConv | 100%        | 43.8   |
| [23] PointCNN   | 100%        | 45.8   |
| [24] FPConv     | 100%        | 63.9   |
| [49] PointConv  | 100%        | 66.6   |
| [42] KPConv     | 100%        | 68.4   |
| [4] MinkowskiNet| 100%        | 73.6   |
| [13] VMNet      | 100%        | 74.6   |
| [9] Occuseg     | 100%        | 76.4   |
| [29] Mix3D      | 100%        | 78.1   |
| [7] SparseConv  | 100%        | 72.5*  |
| [48] MPRM       |             |        |
| [38] SegGroup   |             |        |
| [11] SQN        |             |        |
| [11] SQN        |             |        |
| [26] OTOC       |             |        |
| [26] OTOC       |             |        |
| PointMatch     |             |        |
| PointMatch     |             |        |
| PointMatch     |             |        |
| PointMatch     |             |        |

4. Experiments

4.1. Experiment Setup

Datasets and Metric. We choose two popular point cloud datasets for the evaluation of our method, ScanNet-v2 [5] and S3DIS [1]. The ScanNet-v2 dataset [5] contains the 3D scans of 1,613 indoor scenes of 20 semantic categories (1,201 for training, 312 for validation, and 100 for online test). The whole dataset includes around 243 million points in total. The S3DIS dataset [1] contains 271 room point clouds with 13 categories, scanned from 6 areas. Following the official train/validation split, Area 1,2,3,4,6 are used for training and Area 5 is used for evaluation. Besides, the S3DIS dataset has 273 million points, i.e., around 1 million points per scene on average, which is denser than scenes in the ScanNet dataset. The evaluation metric for 3D semantic segmentation we use is intersection-over-union, and we report the mean result (MIoU) over all categories for comparison with other methods.

Implementation Details. We adopt SparseConv [7] as the 3D U-Net backbone in PointMatch. The output dimension of the SparseConv is set to 32, which is the same as in [26]. Following [16] and [26], we randomly sample 250k points
Table 2. MIoU (%) on the ScanNet-v2 dataset validation set. * means the performance of our baseline on the fully-supervised setting. Note that SQN [11] reports only its performance of 0.1% label setting on the ScanNet-v2 validation set.

| Method       | Supervision | MIoU   |
|--------------|-------------|--------|
| [7] SparseConv | 100%        | 72.2*  |
| [11] SQN     | 0.1%        | 53.5   |
| [26] OTOC    | 0.1%        | 61.4   |
| [26] OTOC    | 1thing1click | 70.5   |
| PointMatch   | 0.01%       | 58.7   |
| PointMatch   | 0.1%        | 69.3   |
| PointMatch   | 20 points   | 64.8   |
| PointMatch   | 1thing1click | 70.7   |

for too large scenes in the ScanNet-v2 dataset. We use two different combinations of various augmentations to create two views, randomly chosen from scaling, flipping, offsetting, rotation, affine transformation, position jittering, and color jittering, with a random augmentation extent. Hyper-parameters in our experiment $\tau, \tau^p, \epsilon, \lambda$, and $\alpha$ are set to 0.95, 0.95, 0.5, 1.0, and 1.0, respectively. The network is trained for 512 epochs using Adam optimizer [17] with a learning rate of 0.01 and a mini-batch size of 8 on the ScanNet-v2 dataset and 4 for the S3DIS dataset. Considering the total number of training epochs, we replace the epoch number $k$ in Eq. 8 with $\lfloor k/32 \rfloor$ on the “1thing1click” setting and $\lfloor k/64 \rfloor$ on others, which is the round-off of $k$ divided by 32 or 64, in order to slow the decay rate. For the super-point generation, we follow [26] to use the mesh segment results [5] on the ScanNet-v2 dataset and the super-point graph partition manner proposed by [19] on the S3DIS dataset. Note that the super-points are used in training, and the inference stage does not rely on super-points. All experiments are conducted on an Intel Xeon Gold 6226R CPU and an NVIDIA RTX3090 GPU with 24GB memory.

4.2. Experiment Results

Evaluation on ScanNet-v2 On the ScanNet-v2 [5] dataset, the evaluation of PointMatch is conducted on four weakly-supervised settings, i.e., 0.01% of points annotated in each scene [11], 0.1% of points annotated in each scene [11], 20 points annotated per scene [10] (20 points), and 1 point annotated for each instance in the scene [26] (1thing1click). The annotated points in the first two settings (0.01% and 0.1%) are randomly chosen following [11]. The “20 points” setting is implemented following the officially ScanNet-v2 “3D Semantic label with Limited Annotations” benchmark [10]. Annotated points in the “1thing1click” setting are randomly chosen from each instance following [26]. The average point label in this setting is around 0.02% [26]. The evaluation results on the ScanNet-v2 online test set are presented in Tab. 1. Existing weakly supervised 3D semantic segmentation methods are also included for comparison, and some fully supervised methods are also listed in the table. As shown in the table, the proposed PointMatch consistently surpasses all existing methods over all weakly-supervised settings. It outperforms the state-of-the-art (SOTA) result by 21.2% on the 0.01% setting, by 17.2% on the 0.1% setting, and by 3.0% on the “20 points” setting. The performance on the “1thing1click” setting is further close to the fully-supervised baseline. Note that the work OTOC [26] takes 5 turns of iterative training to reach the above results, which is around 1536 epochs (3 times of ours). In addition, we also provide the performance of PointMatch on the ScanNet-v2 validation set in Tab. 2, on four weakly-supervised settings mentioned above, which also proves the superiority of PointMatch. Detailed results over 20 categories are shown in supplementary materials.

Evaluation on S3DIS We also evaluate the proposed method on the S3DIS [1] dataset to further validate the effectiveness of the proposed method. Three weakly-supervised settings are included for evaluation, i.e., 0.01%, 0.1%, and “1thing1click” (no official “20 points” setting provided for S3DIS). Note that the point cloud in the S3DIS dataset usually contains much more points than in the ScanNet-v2 dataset. By estimate, around 0.0036% of points are annotated in the “1thing1click” setting. The results on these three settings are listed in Tab. 3. The SOTA methods on both the fully-supervised and weakly-supervised settings are presented in the table for comparison. It is observed that the proposed PointMatch achieves the best performance.

Table 3. MIoU (%) on the S3DIS dataset (Area-5 for validation). * means the performance of our fully-supervised baseline. The underline indicates the previous SOTA performance on each setting.

| Method       | Supervision | MIoU   |
|--------------|-------------|--------|
| [30] PointNet | 100%        | 41.1   |
| [41] SegCloud | 100%        | 48.9   |
| [40] TangentConv | 100%    | 52.8   |
| [23] PointCNN | 100%        | 57.3   |
| [19] SPGraph | 100%        | 58.0   |
| [4] MinkowskiNet | 100%  | 65.4   |
| [42] KPConv  | 100%        | 67.1   |
| [54] PointTransformer | 100% | 70.4   |
| [7] SparseConv | 100%        | 63.7*  |
| [18] II Model | 0.2%        | 44.3   |
| [39] MT      | 0.2%        | 44.4   |
| [52] DGCNN+CRF | 0.2%    | 44.5   |
| [18] II Model | 10%         | 46.3   |
| [39] MT      | 10%         | 47.9   |
| [52] DGCNN+CRF | 10%     | 48.0   |
| [26] OTOC   | 1thing1click | 50.1   |
| [11] SQN    | 0.01%       | 45.3   |
| [11] SQN    | 0.1%        | 61.4   |
| PointMatch  | 1thing1click | 55.3   |
| PointMatch  | 0.01%       | 59.9   |
| PointMatch  | 0.1%        | 63.4   |
Figure 3. Visualization of the qualitative results. We sample three scenes from the training set and their related results include, (a) upper: input point clouds, lower: the super-point grouping, in which colors do not indicate category information; (b): two views of the input point cloud; (c) upper: the point-wise pseudo-label at the early stage, lower: the super-point-level pseudo-label at the early stage; (d) upper: the point-wise pseudo-label at the late stage, lower: the super-point-level pseudo-label at the late stage; (e) upper: the weakly-supervised prediction, lower: the fully-supervised prediction; (f) upper: the weak supervision, lower: the full supervision (ground truth).

over all three settings. It surpasses the SOTA result on the 0.01% setting by a large margin of 14.6%, by 5.2% on the “1thing1click” setting, and by 2.0% on the 0.1% setting. Impressively, our result on the 0.1% setting is very close to the fully-supervised baseline (63.4% v.s. 63.7%). The above results strongly prove the effectiveness and superiority of PointMatch, especially in the scenario of very sparse annotations (0.01%). Detailed results on all 13 categories are listed in supplementary materials.

Qualitative Results  Except for the quantitative results, we also exhibit some qualitative segmentation results of
PointMatch. As shown in Fig. 3, we visualize each sample in two rows and six columns, namely the input point cloud (upper) and its super-point grouping (lower) in column (a), its globally-augmented (upper) and locally-augmented (lower) views in column (b), its point-wise (upper) and super-point-wise (lower) pseudo-label at the early and late stage of training in column (c) and (d), respectively, the prediction of PointMatch under the weak (upper) and full (lower) supervision in column (e), and the corresponding weak label (upper) and ground truth (lower) in column (f). Note that all results we visualize are generated under the “1thing1click” weak supervision. It is observed that the predictions of PointMatch under weak supervision are close to the ground truths and the fully-supervised predictions. More impressively, the super-point-wise pseudo-labels are superior to the point-wise ones at the early stage, while get inferior at the late stage of training (see red boxes in Fig. 3), which confirms our claim. More visualization results are presented in supplementary materials for the space limit.

4.3. Ablation Study

The proposed PointMatch mainly includes two components, the consistency training paradigm and the adaptive pseudo-labeling mechanism. Corresponding ablative experiments are conducted for the analysis of them.

Consistency Training To validate the effectiveness of the consistency training, we remove one branch in our framework as well as the pseudo-labeling mechanism, so the resultant version is a SparseConv simply trained on the weak supervision (extended by super-point information as the original) with a cross-entropy loss. We implement ablative experiments on four weakly-supervised settings on the ScanNet-v2 validation set. As shown in Tab. 4, removing the consistency training results in noticeable performance drops consistently over all weakly-supervised settings, especially on the schemes with extremely little supervision, which strongly proves its great effectiveness.

Adaptive Pseudo-labeling The adaptive pseudo-labeling mechanism plays the role of pseudo-label correction at the early stage of training, and it is implemented with an inverse decay. To confirm the effectiveness of our design, we implement four versions on two weakly-supervised settings (“1thing1click” and “0.01%”) for comparison: (i) using point-wise pseudo-label only ($w = 0$); (ii) using super-point-wise pseudo-label only ($w = 1$); (iii) using both two pseudo-labels but in a constant manner, by setting $w$ to 0.5 ($w = 0.5$); (iv) using the adaptive mechanism with a larger decay ratio, by using $k$ ($w = 0.5$). Results are listed in Tab. 5. Using either type of pseudo-label only is inferior to the adaptive combination, because both point-wise and super-point-wise pseudo-label have their own strengths. Using a constant weight also leads to a performance drop, which proves that giving temporally different reliance on the two pseudo-labels can better exploit their advantages. Besides, a faster decay of the weight $w$ also results in a slightly worse result, which is usually close to the result of using point-wise pseudo-label only ($w = 0$). One reason is that the network is unable to learn adequate information from super-points when $w$ drops too fast.

5. Conclusion and Discussion

We propose a novel approach, PointMatch, which introduces a consistency training framework into weakly supervised semantic segmentation of point clouds. It works by enforcing the predictive consistency between two views of a point cloud via pseudo-labeling, and enables the network to perform robust representation learning from weak label and data itself. The pseudo-label quality is further promoted by integrating super-point information in an adaptive manner. Impressively, PointMatch achieves SOTA performance over various weakly-supervised semantic segmentation settings on both ScanNet-v2 and S3DIS datasets, and shows strong robustness given even extremely little labels, e.g. 20 points per-scene and 0.01% of points annotated.
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