Spatially relaxed inference on high-dimensional linear models
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Abstract
We consider the inference problem for high-dimensional linear models, when covariates have an underlying spatial organization reflected in their correlation. A typical example of such a setting is high-resolution imaging, in which neighboring pixels are usually very similar. Accurate point and confidence intervals estimation is not possible in this context with many more covariates than samples, furthermore with high correlation between covariates. This calls for a reformulation of the statistical inference problem that takes into account the underlying spatial structure: if covariates are locally correlated, it is acceptable to detect them up to a given spatial uncertainty. We thus propose to rely on the $\delta$-FWER, that is, the probability of making a false discovery at a distance greater than $\delta$ from any true positive. With this target measure in mind, we study the properties of ensembled clustered inference algorithms which combine three techniques: spatially constrained clustering, statistical inference, and ensembling to aggregate several clustered inference solutions. We show that ensembled clustered inference algorithms control the $\delta$-FWER under standard assumptions, for $\delta$ equal to the largest cluster diameter. We complement the theoretical analysis with empirical results, demonstrating accurate $\delta$-FWER control and decent power achieved by such inference algorithms.
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1 Introduction
High-dimensional regression corresponds to a setting where the number of covariates (or features) $p$ exceeds the number of samples $n$. It notably occurs when searching for conditional associations among some high-dimensional observations and some outcome of interest: the target. Typical examples of the high-dimensional setting include inference problems on high-resolution images, where one aims at pixel-or voxel-level analysis, e.g., in neuroimaging (Norman et al. 2006), astronomy (Richards et al. 2009), but also in other fields where covariates display a spatial structure, e.g., in genomics (Dehman et al. 2015). In all these examples, it actually turns out that not only $n < p$, but also $n \ll p$ and the covariates are spatially structured because of the physics of the problem or the measurements process. Because such high-dimensional data lead to high-variance results, probing statistical significance is important to give a level of confidence in the reported association. For this reason, the present analysis departs from traditional sparse modeling methods such as the Lasso (Tibshirani 1996) that simply aim at selecting a good set of predictive covariates without considering statistical significance. In this challenging context, we consider the multivariate linear model $y = X\beta^* + \varepsilon$, where the target $y \in \mathbb{R}^n$ is continuous, the random design matrix $X \in \mathbb{R}^{n \times p}$ is Gaussian, the parameter vector $\beta^* \in \mathbb{R}^p$ is sparse and spatially smooth, and the noise vector $\varepsilon \sim \mathcal{N}(0, \sigma^2 \mathbb{I}_n)$ with standard deviation $\sigma_\varepsilon > 0$, is independent from $X$. The aim is to infer $\beta^*$, with statistical guarantees on the estimate, in particular regarding the support, i.e., the set of covariates with nonzero importance.

In high-dimensional settings, standard statistical inference methodology does not apply, but numerous methods have recently been proposed to recover the nonzero parameters of $\beta^*$ with statistical guarantees. Many methods rely on resampling: bootstrap procedures (Bach 2008; Chatterjee and Lahiri 2011), perturbation resampling-based proce-
dure, if not misleading. Contrarily to the screening/inference procedure, post-selection inference procedures generally merge the screening and inference steps into one and then use all the samples (Berk et al. 2013; Lockhart et al. 2014), resulting in potentially more powerful tests than sample splitting. Yet, these approaches do not scale well with large $p$. Another family of methods rely on debiasing procedures: the most prominent examples are corrected ridge (Bühlmann 2013) and desparsified Lasso (Zhang and Zhang 2014; van de Geer et al. 2014; Javanmard and Montanari 2014) which is an active area of research (Javanmard and Montanari 2018; Bellec and Zhang 2022). Additionally, knockoff filters (Barber and Candès 2015; Candès et al. 2018) consist in creating noisy copies of the original variables, and checking which original variables are selected prior to the fake ones. Finally, a general framework for statistical inference in sparse high-dimensional models has been proposed recently (Ning and Liu 2017).

In practice, in the $n \ll p$ setting, we consider the previous methods are not well-adapted as they are often powerless or computationally intractable. In particular, the number of predictive parameters (i.e., the support size) denoted $s(\hat{\beta}^*)$ can be greater than the number of samples even in the sparse setting, where $s(\hat{\beta}^*) \ll p$. There is an underlying identifiability problem: in general, one cannot retrieve all predictive parameters, as highlighted, e.g., in Wainwright (2009). Beyond the fact that statistical inference is impossible when $p \gg n$, the problem is aggravated by the following three effects. First, as outlined above, dense covariate sampling leads to high values for $p$ and induces high correlation among covariates, further challenging the conditions for recovery, as shown in Wainwright (2009). Second, when testing multiple hypotheses, the correction cost is heavy; for example with Bonferroni correction (Dunn 1961), $p$ values are corrected by a factor $p$ when testing every covariate. At least for this reason, these inference methods lack power in the high-dimensional setting. Third, the above approaches are at least quadratic or cubic in the support size, hence become prohibitive whenever both $p$ and $n$ are large.

Nevertheless, in these settings, variables often reflect some underlying spatial structure, such as smoothness. For example, in medical imaging, an image has a 3D structure and a given voxel is highly correlated with neighboring voxels; in genomics, there exist blocks of single nucleotide polymorphisms (SNPs) that tend to be jointly predictive or not. Hence, $\hat{\beta}^*$ can in general be assumed to share the same structure: among several highly correlated covariates, asserting that only one is important to predict the target seems meaningless, if not misleading.

A computationally attractive solution that alleviates high dimensionality is to group correlated neighboring covariates. This step can be understood as a design compression: it produces a closely related, yet reduced version of the original problem (see e.g., Varoquaux et al. 2012). Inference combined with a fixed clustering has been proposed by Bühlmann et al. (2013) and can overcome the dimensionality issue, yet this study does not provide procedures that derive cluster-wise confidence intervals or $p$ values. Moreover, in most cases groups (or clusters) are not pre-determined nor easily identifiable from data, and their estimation simply represents a local optimum among a huge, non-convex space of solutions. It is thus problematic to base inference upon such an arbitrary data representation. Inspired by this dimension reduction approach, we have proposed (Chevalier et al. 2018) the ensemble of clustered desparsified Lasso (EnCluDL) procedure that exhibits strong empirical performances (Chevalier et al. 2021) in terms of support recovery even when $p \gg n$. EnCluDL is an ensemble cluster-based inference algorithm, i.e., it combines a spatially constrained clustering procedure that reduces the problem dimension, an inference procedure that performs statistical inference at the cluster level, and an ensembling method that aggregates several cluster-level solutions. Concerning the inference step, the desparsified Lasso (Zhang and Zhang 2014; van de Geer et al. 2014; Javanmard and Montanari 2014) was preferred over other high-dimensional statistical inference procedures based on the comparative study of Dezeure et al. (2015) and on the research activity around it Javanmard and Montanari (2018), Bellec and Zhang (2022); however, it is possible to use another inference procedure to compute $p$ values. By contrast, we did not consider the popular knockoff procedure (Barber and Candès 2015; Candès et al. 2018) since it does not produce $p$ values and does not control the family-wise error rate (FWER). Nevertheless, the algorithm of Janson and Su (2016), an extension of the knockoffs, leverages on the knockoff procedure to estimate a support while ensuring an FWER-type control: it does not control the standard FWER but another relaxed version of the FWER called $k$-FWER. As it is a relevant alternative to ensemble clustered inference algorithms, we have included this algorithm in the empirical comparison. In Nguyen et al. (2020), a variant of the knockoffs is proposed to control the FWER, but it does not handle large-$p$ problems. Another extension that produces $p$ value, called conditional randomization test, has been presented in Candès et al. (2018), but its computational cost is prohibitive. Additionally, Meinshausen (2015) provides “group-bound” confidence intervals, corresponding to confidence intervals on the $\ell_1$-norm of several parameters, without making further assumptions on the design matrix. However, this method is known to be conservative in practice (Mitra and Zhang 2016; Javanmard and Montanari 2018). Finally, hierarchical testing (Blanchard and Geman 2005; Meinshausen 2008) also lever-
ages this clustering/inference combination but in a different way. Their approach consists in performing significance tests along the tree of a hierarchical clustering algorithm starting from the root node and descending subsequently into children of rejected nodes. This procedure has the drawback of being constrained by the clustering tree, which is often not known, thus replaced by some noisy estimate.

Producing a cluster-wise inference is not completely satisfactory as it relies on an arbitrary clustering choice. Instead, we look for methods that derive covariate-wise statistics enabling support identification with a spatially relaxed false detection control.

In Sect. 2, we describe the model and the key data assumptions. In Sect. 3, we present a generalization of the FWER, called $\delta$-FWER that takes into account a spatial tolerance of magnitude $\delta$ for the false discoveries. Then, in Sect. 4, we prove that ensembled clustered inference algorithms control the $\delta$-FWER under reasonable assumptions for a given tolerance parameter $\delta$. In Sect. 5, we apply the ensembled clustered inference scheme to the desparsified Lasso leading to the EnCluDL algorithm and conduct two simulations: we show that EnCluDL exhibits a good statistical power in comparison with alternative procedures, and we verify that it displays the expected $\delta$-FWER control. In Sect. 6, we describe an application of the proposed methods to neuroimaging and provide comparative results on a large-scale dataset. In Sect. 7, we discuss the key features of the ensembled clustered inference algorithms, such as the clustering step.

2 Model and data assumptions

2.1 Notation

Throughout the remainder of this article, for any $p \in \mathbb{N}^*$, we write $[p]$ for the set $\{1, \ldots, p\}$. For a vector $\beta$, $\beta_j$ refers to its $j$-th coordinate. For a matrix $X$, $X_{i,j}$ refers to the $i$-th row and $X_{i,j}$ to the $j$-th column, and $X_{i,j}$ refers to the element in the $i$-th row and $j$-th column.

2.2 Generative models of high-dimensional data: random fields

In the setting that we consider, we assume that the covariates come with a natural representation in a discretized metric space, generally the discretized 2D or 3D Euclidean space. In such settings, discrete random fields are convenient to model the random variables representing the covariates. Indeed, denoting by $X = (X_{i,j})_{i \in [n], j \in [p]}$ the random design matrix, where $n$ is the number of samples and $p$ the number of covariates, the rows $(X_{i,j})_{i \in [n]}$ are sampled from a random field defined on a discrete domain.

2.3 Gaussian random design model and high-dimensional settings

We assume that the covariate samples are independent and identically distributed and follow a centered Gaussian distribution, i.e., for all $i \in [n]$, $X_{i,j} \sim \mathcal{N}(0,\Sigma)$ where $\Sigma$ is the covariance matrix of the covariates and $X_{i,j}$ is independent from $X_{j,i}$, for all $j \in [n]\backslash \{i\}$. Our aim is to derive confidence bounds or $p$ values on the coefficients of the parameter vector denoted by $\beta^*$, under the Gaussian linear model:

$$y = X\beta^* + \varepsilon,$$

where $y \in \mathbb{R}^n$ is the target, $X \in \mathbb{R}^{n \times p}$ is the (random) design matrix, $\beta^* \in \mathbb{R}^p$ is the vector or parameters, and $\varepsilon \sim \mathcal{N}(0,\sigma^2_nI_n)$ is the noise vector with standard deviation $\sigma_n > 0$. We make the assumption that $\varepsilon$ is independent of $X$.

2.4 Data structure

Since the covariates have a natural representation in a metric space, we assume that the spatial distances between covariates are known. With a slight abuse of notation, the distance between covariates $j$ and $k$ is denoted by $d(j,k)$ for $(j,k) \in [p] \times [p]$ and the correlation between covariates $j$ and $k$ is given by $\text{Cor}(X_{j,:},X_{k,:}) = \Sigma_{j,k}/\sqrt{\Sigma_{j,j}\Sigma_{k,k}}$. We now introduce a key structural assumption: two covariates at a spatial distance smaller than $\delta$ are positively correlated.

Assumption 2.1 The covariates verify the spatial homogeneity assumption with distance parameter $\delta > 0$ if, for all $(j,k) \in [p] \times [p]$, $d(j,k) \leq \delta$ implies that $\Sigma_{j,k} \geq 0$.

Under model (1), each coordinate of the parameter vector $\beta^*$ links one covariate to the target. Then, $\beta^*$ has the same underlying organization as the covariates and is also called weight map in these settings. Defining its support as $S(\beta^*) = \{j \in [p]: \beta^*_j \neq 0\}$ and its cardinal as $s(\beta^*) = |S(\beta^*)|$, we assume that the true model is sparse, meaning that $\beta^*$ has a small number of nonzero entries, i.e., $s(\beta^*) \ll p$. The complement of $S(\beta^*)$ in $[p]$ is called the null region and is denoted by $N(\beta^*)$, i.e., $N(\beta^*) = \{j \in [p]: \beta^*_j = 0\}$. Additionally to the sparse assumption, we assume that $\beta^*$ is (spatially) smooth. To reflect sparsity and smoothness, we introduce another key assumption: weights associated with close enough covariates share the same sign, zero being both positive and negative.

Assumption 2.2 The weight vector $\beta^*$ verifies the sparse-smooth assumption with distance parameter $\delta > 0$ if, for all $(j,k) \in [p] \times [p]$, $d(j,k) \leq \delta$ implies that $\text{sign}(\beta^*_j) = \text{sign}(\beta^*_k)$.

Equivalently, the sparse-smooth assumption with parameter $\delta$ holds if the distance between the two closest weights...
of opposite sign is larger than δ. In Fig. 2a, we give an example of a weight map verifying the sparse-smooth assumption with δ = 2.

3 Statistical control with spatial tolerance

Under the spatial assumption we have discussed, discoveries that are closer than δ from the true support are not considered as false discoveries: inference at a resolution finer than δ might be unrealistic. This means that δ can be interpreted as a tolerance parameter on the (spatial) support we aim at recovering. Then, we introduce a new metric closely related to the FWER that takes into account spatial tolerance, and we call it δ-family-wise error rate (δ-FWER). A similar extension of the false discovery rate (FDR) has been introduced by Cheng et al. (2020), Nguyen et al. (2019), Gimenez and Zou (2019), but, to the best of our knowledge, this has not been considered yet for the FWER. In the following, we consider a general estimator $\hat{\beta}$ that comes with $p$ values, testing the nullity of the corresponding parameters, denoted by $\hat{p} = (\hat{p}_j)_{j \in [p]}$. Also, we denote by $S(\hat{\beta}) \subset [p]$ a general estimate of the support $S(\beta^*)$ derived from the estimator $\hat{\beta}$.

Definition 3.1 (δ-null hypothesis) For all $j \in [p]$, the δ-null hypothesis for the $j$-th covariate, $H_0^\delta(j)$, states that all other covariates at distance less than δ have a zero weight in the true model (1); the alternative hypothesis is denoted $H_1^\delta(j)$:

$H_0^\delta(j)$: “for all $k \in [p]$ such that $d(j, k) \leq \delta$, $\beta_k^* = 0$”,

$H_1^\delta(j)$: “there exists $k \in [p]$ such that $d(j, k) \leq \delta$ and $\beta_k^* \neq 0$”.

Thus, we say that a δ-Type 1 error is made if a null covariate $j \in [p]$ is selected, i.e., $j \in S(\hat{\beta})$, while $H_0^\delta(j)$ holds true. Taking δ = 0 recovers the usual null-hypothesis $H_0(j)$: “$\beta_j^* = 0$” and usual Type 1 error.

Definition 3.2 (Control of the δ-Type 1 error) The $p$ value related to the $j$-th covariate denoted by $\hat{p}_j$ controls the δ-Type 1 error if, under $H_0^\delta(j)$, for all $\alpha \in (0, 1)$, we have:

$$P(\hat{p}_j \leq \alpha) \leq \alpha,$$

where $P$ is the probability distribution with respect to the random dataset of observations $(X, y)$.

Definition 3.3 (δ-null region) The set of indexes of covariates verifying the δ-null hypothesis is called the δ-null region and is denoted by $N^\delta(\beta^*)$ (or simply $N^\delta$):

$$N^\delta(\beta^*) = \{ j \in [p] : \text{ for all } k \in [p], d(j, k) \leq \delta \text{ implies that } \beta_k^* = 0 \}.$$

When δ = 0 the δ-null region is simply the null region: $N^0(\beta^*) = N(\beta^*)$. We also point out the nested property of δ-null regions with respect to δ: for $0 \leq \delta_1 \leq \delta_2$ we have $N^{\delta_2}(\beta^*) \subseteq N^{\delta_1}(\beta^*) \subseteq N(\beta^*)$ (see Fig. 2d for an example of δ-null region).

Definition 3.4 (Rejection region) Given a family of $p$ values $\hat{p} = (\hat{p}_j)_{j \in [p]}$ and a threshold $\alpha \in (0, 1)$, the rejection region, $R_\alpha(\hat{p})$, is the set of indexes having a $p$ value lower than $\alpha$:

$$R_\alpha(\hat{p}) = \{ j \in [p] : \hat{p}_j \leq \alpha \}.$$

Definition 3.5 (δ-Type 1 error region) Given a family of $p$ values $\hat{p} = (\hat{p}_j)_{j \in [p]}$ and a threshold $\alpha \in (0, 1)$, the δ-Type 1 error region at level $\alpha$ is $\delta_\alpha^\delta$, the set of indexes belonging both to the δ-null region and to the rejection region at level $\alpha$.

We also refer to this region as the erroneous rejection region at level $\alpha$ with tolerance $\delta$:

$$\delta_\alpha^\delta(\hat{p}) = N^\delta \cap R_\alpha(\hat{p}).$$

When δ = 0, the δ-Type 1 error region recovers the Type 1 error region which is denoted by $\delta_\alpha^0(\hat{p})$. Again, one can verify a nested property: for $0 \leq \delta_1 \leq \delta_2$ we have $\delta_{\alpha}^{\delta_2}(\hat{p}) \subseteq \delta_{\alpha}^{\delta_1}(\hat{p})$.

Definition 3.6 (δ-family wise error rate) Given a family of $p$ values $\hat{p} = (\hat{p}_j)_{j \in [p]}$ and a threshold $\alpha \in (0, 1)$, the δ-FWER at level $\alpha$ with respect to the family $\hat{p}$, denoted $\delta_{\text{FWER}}(\hat{p})$, is the probability that the δ-Type 1 error region at level $\alpha$ is not empty:

$$\delta_{\text{FWER}}(\hat{p}) = P(|\delta_\alpha^\delta(\hat{p})| \geq 1) = P(\min_{j \in N^\delta} \hat{p}_j \leq \alpha).$$

Definition 3.7 (δ-FWER control) We say that the family of $p$ values $\hat{p} = (\hat{p}_j)_{j \in [p]}$ controls the δ-FWER if, for all $\alpha \in (0, 1)$:

$$\delta_{\text{FWER}}(\hat{p}) \leq \alpha.$$

When δ = 0 the δ-FWER is the usual FWER. Additionally, for $0 \leq \delta_1 \leq \delta_2$, one can verify that $\delta_{2\text{-FWER}}(\hat{p}) \leq \delta_{1\text{-FWER}}(\hat{p}) \leq \text{FWER}(\hat{p})$. Thus, δ-FWER control is a weaker property than usual FWER control.

4 δ-FWER control with clustered inference algorithms

4.1 Clustered inference algorithms

A clustered inference algorithm consists in partitioning the covariates into groups (or clusters) before applying a sta-
tistical inference procedure. In Algorithm 1 of Sect. 4.1, we describe a standard clustered inference algorithm that produces a (corrected) \( p \) value family on the parameters of the model (1). In this algorithm, in addition to the observations \((X, y)\), we take as input the transformation matrix \( A \in \mathbb{R}^{p \times C} \) which maps and averages covariates into \( C \) clusters. The statistical_inference function corresponds to a given statistical inference procedure that takes as inputs the clustered data \( Z \) and the target \( y \) and produces valid \( p \) values for every cluster. If \( C < n \), least squares are suitable, otherwise, procedures such as multi-sample split (Wasserman and Roeder 2009; Meinshausen et al. 2009), corrected ridge (Bühlmann 2013) or desparsiﬁed Lasso (Zhang and Zhang 2014; van de Geer et al. 2014; Javanmard and Montanari 2014) might be relevant whenever their assumptions are veriﬁed. Then, the computed \( p \) values are corrected for multiple testing by multiplying by a factor \( C \). Finally, covariate-wise \( p \) values are inherited from the corresponding cluster-wise \( p \) values.

**Algorithm 1** Clustering inference

```plaintext```
input : \( X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^n, A \in \mathbb{R}^{p \times C} \)

\( Z = XA \); // compressed design matrix
\( \hat{p}^0 = \text{statistical}_\text{inference}(Z, y) \); // uncorrected cluster-wise \( p \)-values
\( \hat{q}^0 = C \times \hat{p}^0 \); // corrected cluster-wise \( p \)-values

for \( j = 1, \ldots, p \) do
    \( \hat{q}_j = \hat{q}^0_j \) if \( j \) in cluster \( c \); // corrected covariate-wise \( p \)-values

return \( \hat{q} = (\hat{q}_j)_{j \in [p]} \); // family of corrected covariate-wise \( p \)-values
```

**Algorithm 2** Ensembled clustered inference

```plaintext```
input : \( X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^n \)

param: \( C, B \)

for \( b = 1, \ldots, B \) do
    \( X^{(b)} = \text{sampling}(X) \); // sampling rows of \( X \)
    \( A^{(b)} = \text{clustering}(C, X^{(b)}) \); // transformation matrix
    \( \hat{q}^{(b)} = \text{clustered}_\text{inference}(X, y, A^{(b)}) \); // families of corr. covariate-wise \( p \)-val.

for \( j = 1, \ldots, p \) do
    \( \hat{q}_j = \text{ensembling}((\hat{q}^{(b)}_j, b \in [B])) \); // aggregated corrected covariate-wise \( p \)-values

return \( \hat{q} = (\hat{q}_j)_{j \in [p]} \); // family of aggregated corrected covariate-wise \( p \)-values
```

Ensembled clustered inference algorithms correspond to the ensembling of several clustered inference solutions for different choice of clusterings using the \( p \) value aggregation proposed by Meinshausen et al. (2009). In Algorithm 2 of Sect. 4.1, we give a standard ensembled clustered inference algorithm that produces a (corrected) \( p \) value family on the parameters of the model (1). In this algorithm, the sampling function corresponds to a subsampling of the data, i.e., a subsampling of the rows of \( X \). The clustering function derives a choice of clustering in \( C \) clusters, it produces a transformation matrix \( A^{(b)} \in \mathbb{R}^{p \times C} \) that should vary for each bootstrap \( b \in [B] \) since the subsampled data \( X^{(b)} \) varies. Once the clustering inference steps are completed, the ensembling function aggregates the \( B \) (corrected) \( p \) value families into a single one.

Figure 1 can help the reader to better understand the organization of the next sections, aiming eventually at establishing the \( \delta \)-FWER control property of the clustered inference and ensembled clustered inference algorithms.

### 4.2 Compressed representation

The motivation for using groups of covariates that are spatially concentrated is to reduce the dimension while preserving large-scale data structure. The number of groups is denoted by \( C < p \) and, for \( c \in [C] \), we denote by \( G_c \) the \( c \)-th group. The collection of all the groups is denoted by \( \mathcal{G} = \{G_1, G_2, \ldots, G_C\} \) and forms a partition of \( [p] \). Every group representative variable is defined by the average of the covariates it contains. Then, denoting by \( Z \in \mathbb{R}^{n \times C} \) the compressed random design matrix that contains the group representative variables in columns and, without loss of generality, assuming a suitable ordering of the columns of \( X \), dimension reduction can be written:

\[
Z = XA ,
\]

where \( A \in \mathbb{R}^{p \times C} \) is the transformation matrix defined by:

\[
A = \begin{bmatrix}
\alpha_1 & \cdots & 0 & \cdots & 0 & \cdots \\
0 & \cdots & \alpha_2 & \cdots & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \cdots & \alpha_C & \cdots \\
\end{bmatrix} ,
\]

where \( \alpha_c = 1/|G_c| \) for all \( c \in [C] \). More clearly, for all \( c \in [C] \), \( A_{j,c} = \alpha_c \) if \( j \in G_c \) and \( A_{j,c} = 0 \) otherwise. Consequently, the distribution of the \( i \)-th row of \( Z \) is given by \( Z_{ic} \sim \mathcal{N}_C(0, \Sigma) \), where \( \Sigma = A \Sigma A^T \). The correlation between the groups \( c \in [C] \) and \( c' \in [C] \) is given by \( \text{Cor}(Z_{ic}, Z_{ic'}) = \Sigma_{cc'}/\sqrt{\Sigma_{cc'} \Sigma_{c'c'}} \). As mentioned in Bühlmann et al. (2013), because of the Gaussian assumption in (1), we have the following compressed representation:

\[
y = Z\theta^* + \eta ,
\]
where \( \theta^* \in \mathbb{R}^C, \eta \sim \mathcal{N}(0, \sigma^2 \eta_n), \sigma_\eta \geq \sigma_\varepsilon > 0 \) and \( \eta \) is independent of \( Z \).

**Remark 4.1** The \((n, C)\) regime is obviously milder than the original \((n, p)\) regime. This is not the unique desirable effect produced by clustering to improve the conditions for statistical inference.

Indeed, clustering-based design compression also generally improves the conditioning of the problem.

Assumptions needed for valid statistical inference are thus more likely to be met.

For more details about this conditioning enhancement, the reader may refer to Bühlmann et al. (2013).

### 4.3 Properties of the compressed model weights

We now give a property of the weights of the compressed model, which is a consequence of (Proposition 4.3 Bühlmann et al. 2013).

**Proposition 4.1** Considering the Gaussian linear model in (1) and assuming:

(i) for all \( c \in [C] \), for all \((j, k) \in (G_c)^2\), \( \Sigma_{j,k} \geq 0 \),

(ii) for all \( c \in [C] \), for all \( c' \in [C] \setminus \{c\} \), \( \Upsilon_{c,c'} = 0 \),

(iii) for all \( c \in [C] \), \( \{\beta^*_j \geq 0 \text{ for all } j \in G_c\} \) or \( \{\beta^*_j \leq 0 \text{ for all } j \in G_c\} \),

then, in the compressed representation (3), for \( c \in [C] \), \( \theta^*_c \neq 0 \) if and only if there exists \( j \in G_c \) such that \( \beta^*_j \neq 0 \). If such an index \( j \) exists, then \( \text{sign}(\theta^*_c) = \text{sign}(\beta^*_j) \).

**Proof** See Supplement E.1.

Assumption (i) states that the covariates in a group are all positively correlated. Let us define the group diameter (or cluster diameter) of \( G_c \) by the distance that separates its two most distant covariates, i.e., \( \text{Diam}(G_c) = \max \{d(j, k) : (j, k) \in (G_c)^2\} \) and the clustering diameter of \( G \) by the largest group diameter, i.e., \( \text{Diam}(G) = \max \{\text{Diam}(G_c) : c \in [C]\} \).

In Fig. 2b, we propose a clustering of the initial weight map in Fig. 2a for which the clustering diameter is equal to 2 for the \( \ell_1 \) distance. Assumption (i) notably holds when \( \text{Diam}(G) \leq \delta \) under the spatial homogeneity assumption (Assumption 2.1) with parameter \( \delta \). Assumption (ii) assumes independence of the groups. A sufficient condition is when the covariates covariance matrix \( \Sigma \) is block diagonal, with blocks coinciding with the group structure; i.e., assumption (ii) holds when covariates of different groups are independent. In practice, this assumption may be unmet, and we relax it in Supplement B. Assumption (iii) states that all the weights in a group share the same sign. This is notably the case when the clustering diameter is smaller than \( \delta \) and the weight map satisfies the sparse-smooth assumption (Assumption 2.2) with parameter \( \delta \). For instance, a clustering-based compressed representation of the weight map in Fig. 2a is given in Fig. 2c.

### 4.4 Statistical inference on the compressed model

To perform the statistical inference on the compressed problem (3), one might consider any statistical inference procedure that produces cluster-wise \( p \) values \( \hat{P}^G = (\hat{P}^G_c)_{c \in [C]} \), given a choice of clustering \( G \), that control the Type I error. More precisely, for any \( c \in [C] \), under \( H_0(G_c) \), i.e., the null hypothesis which states that \( \theta^*_c \) is equal to zero in the compressed model, we assume that the \( p \) value associated with the \( c \)-th cluster verifies:

\[
\mathbb{P}(\hat{P}^G_c \leq \alpha) \leq \alpha . \tag{4}
\]

To correct for multiple comparisons, we consider Bonferroni correction (Dunn 1961) which is a conservative procedure but has the advantage of being valid without any additional assumptions. Furthermore, here the correction factor is only equal to the number of groups, not the number of covariates. Then, the family of corrected cluster-wise \( p \) values \( \hat{q}^G = (\hat{q}^G_c)_{c \in [C]} \) is defined by:

\[
\hat{q}^G_c = \min \{1, C \times \hat{P}^G_c\} . \tag{5}
\]

Let us denote by \( N_G(\theta^*) \) (or simply \( N_G \)) the null region in the compressed problem for a given choice of clustering \( G \), i.e., \( N_G(\theta^*) = \{c \in [C] : \theta^*_c = 0\} \). Then, for all \( \alpha \in (0, 1) \):

\[
\text{FWER}_G(\hat{q}^G) = \mathbb{P}(\min_{c \in N^G} \hat{q}^G_c \leq \alpha) \leq \alpha . \tag{6}
\]

This means that the cluster-wise \( p \) value family \( \hat{q}^G \) controls FWER.
4.5 De-grouping

Given the families of cluster-wise \( p \) values \( \hat{p}_G \) and corrected \( p \) values \( \hat{q}_G \) as defined in (9) and (5), our next aim is to derive families of \( p \) values and corrected p-values related to the covariates of the original problem. To construct these families, we simply set the (corrected) \( p \) value of the \( j \)-th covariate to be equal to the (corrected) \( p \) value of its corresponding group:

\[
\text{for all } j \in [p], \quad \hat{p}_j = \sum_{c \in [C]} \mathbb{1}_{\{j \in G_c\}} \hat{p}_c^G ,
\]

\[
\text{for all } j \in [p], \quad \hat{q}_j = \sum_{c \in [C]} \mathbb{1}_{\{j \in G_c\}} \hat{q}_c^G .
\]

Proposition 4.2 Under the assumptions of Proposition 4.1 and assuming that the clustering diameter is smaller than \( \delta \), then:
The family 
lies 
and ensembled clustered inference algorithms control the 
δ
4.7
Let us consider 
B
4.6 Ensembling

The previous de-grouping properties is shown in Fig. 2d. Roughly, since all the clusters that intersect the δ-null region have low p value with low probability, one can conclude that all the covariates of the δ-null region also have low p value with low probability.

4.6 Ensembling

Let us consider B families of corrected p values that control the δ-FWER. For any b ∈ [B], we denote by 
q(b)
the b-th family of corrected p values. Then, we show that the ensembling method proposed in Meinshausen et al. (2009) yields a family that also enforces δ-FWER control.

Proposition 4.3 Assume that for b ∈ [B], the p value families 
q(b)
control the δ-FWER. Then, for any γ ∈ (0, 1), the ensembled p value family 
q(γ)
is defined by:

for all j ∈ [p], 
q_j(γ)

= \min \left\{ 1, \gamma\text{-quantile} \left( \frac{\hat{q}_j(b)}{\gamma} : b \in [B] \right) \right\},

controls the δ-FWER.

Proof See Supplement E.3. □

Remark 4.2 In practice, given that we advise to take B = 25 (see Sect. 5.2), we recommend to take γ ∈ [0.2, 0.5]. Indeed, γ ≥ 0.2 ensures that a covariate is assigned a low ensembled p value only if at least 5 of its bootstrap p values are low. Then, the ensembling effect has good chances to be effective. Additionally, we do not recommend to take γ > 0.5 since the ensembling procedure becomes quite conservative and the resulting inference loses sensitivity.

4.7 δ-FWER control

We can now state our main result: the clustered inference and ensembled clustered inference algorithms control the δ-FWER.

Theorem 4.1 Assume the model given in (1) and that the data structure assumptions, Assumptions 2.1 and 2.2, are satisfied for a distance parameter larger than δ. Assume that all the clusterings considered have a diameter smaller than δ. Assume that the uncorrelated cluster assumption, i.e., assumption (ii) of Proposition 4.1, is verified for each clustering and further assume that the statistical inference performed on the compressed model (3) is valid, i.e., (4) holds. Then, the p value family obtained from the clustered inference algorithm controls the δ-FWER. Additionally, the p value family derived by the ensembled clustered inference algorithm controls the δ-FWER.

Proof See Supplement E.4. □

Remark 4.3 When the Type 1 error control offered by the statistical inference procedure is only asymptotic, the result stated by Proposition 4.1 remains true asymptotically.

This is notably the case when using desparsified Lasso: under the assumptions of Proposition 4.1 and the assumptions specific to desparsified Lasso (cf. Supplement A), ensemble of clustered desparsified Lasso (EnCluDL) controls the δ-FWER asymptotically.

5 Numerical simulations

5.1 CluDL and EnCluDL

To test the (ensembled) clustered inference algorithms, we use the desparsified Lasso for statistical inference (Zhang and Zhang 2014; van de Geer et al. 2014; Javanmard and Montanari 2014) leading to the clustered desparsified Lasso (CluDL) and the ensemble of clustered desparsified Lasso (EnCluDL) algorithms that were first presented in Chevalier et al. (2018).

In Supplement A, we detail the assumptions and refinements that occur when choosing the desparsified Lasso for the statistical inference step. An important aspect is the fact that all the results are asymptotic. In Supplement C, we present a diagram illustrating the mechanism of EnCluDL and analyse its numerical complexity.

5.2 2D simulation with regular support

We run a series of simulations on 2D (image) data in order to give empirical evidence of the theoretical properties of CluDL and EnCluDL and compare their recovery properties with two other procedures. For an easier visualization of the results, we consider one central scenario, whose parameters are written in bold in the following of this section, with several variations, changing only one parameter at a time.

In all these simulations, the feature space considered is a 2D square with edge length \( H = 40 \) leading to \( p = H^2 = \)
1600 covariates, with a sample size \( n \in \{50, 100, 200, 400\} \). To construct \( \beta^* \), we define a 2D weight map \( \hat{\beta}^* \) with four active regions, as shown in Fig. 3, and then flatten \( \hat{\beta}^* \) to a vector \( \beta^* \) of size \( p \). Each active region is a square of width \( h \in \{2, 4, 6, 8\} \), leading to a size of support of 1%, 4%, 9% or 16%. To construct the design matrix, we first build a 2D data matrix \( \tilde{X} \) by drawing \( p \) random normal vectors of size \( n \) that are spatially smoothed with a 2D Gaussian filter to create a correlation structure related to the covariates’ spatial organization. The same flattening process as before is used to get the design matrix \( X \in \mathbb{R}^{n \times p} \). The spatial smoothing parameter is adjusted to achieve an average correlation between two adjacent covariates (local correlation) of \( \rho \in \{0.5, 0.75, 0.9, 0.95\} \). We also set the noise standard deviation \( \sigma_n \in \{1, 2, 3, 4\} \), which corresponds to a signal-to-noise ratio (SNR) \( \text{SNR}_Y = \|X\beta^*\|_2/\|\varepsilon\|_2 \). For each scenario, we run 100 simulations to derive meaningful statistics. A Python implementation of the simulations and procedures presented in this paper is available on https://github.com/ja-che/hidimstat. Regarding the clustering step in CluDL and EnCluDL, we used a spatially constrained agglomerative clustering algorithm with Ward criterion. This algorithm is popular in many applications (Varoquaux et al. 2012; Dehman et al. 2015), as it tends to create compact, balanced clusters. Since the optimal number of clusters \( C \) is unknown a priori, we have tested several values \( C \in \{50; 800\} \). A smaller \( C \) generally improves recovery, but entails a higher spatial tolerance. Following theoretical considerations, we compute the largest cluster diameter for every value of \( C \) and set \( \delta \) to this value. We obtained the couples \((C, \delta) \in \{(50, 11), (100, 8), (200, 6), (400, 4), (800, 2)\}\). In Fig. 3, we represent the tolerance region for \( \delta = 6 \). It corresponds to the null-weight covariates that surround the square-shaped active regions. Concerning EnCluDL, we took a number of bootstraps \( B \) equal to 25, as we observed that it was sufficient to benefit from most of the effect of randomized clustering.

5.3 Alternative methods

We compare the recovering properties of CluDL and EnCluDL with two other procedures: desparsified Lasso and knockoffs. Contrarily to CluDL and EnCluDL, the latter two do not include a compression step. The version of the desparsified Lasso we have tested is the one presented in van de Geer et al. (2014) that outputs \( p \) values. Using Bonferroni correction, it controls the classical FWER at any desired rate. The original version of knockoffs (Barber and Candès 2015; Candès et al. 2018) only controls the false discovery rate (FDR) which is a weaker control than the classical FWER. Yet Janson and Su (2016) modifies the covariate selection process leading to a procedure that controls the k-FWER, i.e., the probability of making at least \( k \) false discoveries. We tested this extension of knockoffs. Note that the choice of \( k \) depends on the rate at which we want to control the k-FWER. More precisely, if we want a k-FWER control at 10%, we need to tolerate \( k = 4 \) at least, otherwise the estimated support would always be empty.

Since k-FWER and \( \delta \)-FWER controls are both weaker than the usual FWER control whenever \( k > 1 \) and \( \delta > 0 \), one can expect desparsified Lasso to be less powerful than knockoffs, CluDL and EnCluDL. Besides, there is no relation between k-FWER and \( \delta \)-FWER controls when \( k > 1 \) and \( \delta > 0 \), hence it is not possible to establish which one is less prohibitive for support recovery. However, when data are spatially structured, \( \delta \)-FWER control might be more relevant since it controls the very undesirable far-from-support false discoveries.

5.4 Results of the simulation with square-shaped support

In Fig. 3, we plot the maps estimated by knockoffs, desparsified Lasso, CluDL and EnCluDL for \( C = 200 \), when solving one instance of the central scenario simulation. Regarding knockoffs and desparsified Lasso solutions, we notice that the power is low and the methods select few covariates in each predictive region. The CluDL method is more powerful and recovers groups of covariates that correspond more closely to the true weights. However, the shape of the CluDL solution depends on the clustering choice. The EnCluDL solution seems even more powerful than CluDL and recovers groups of covariates that correspond almost perfectly to the true weights. Both CluDL and EnCluDL are only accurate up to the \( \delta = 6 \) pixels spatial tolerance, but EnCluDL fits the ground truth more tightly.

In Fig. 4, we focus on the central scenario to get more insight about the statistical properties of the methods and the influence of the \( C \) hyper-parameter for CluDL and EnCluDL. First, we observe that all methods reach the targeted control: desparsified Lasso controls the FWER, knockoffs control the k-FWER and, CluDL and EnCluDL control the \( \delta \)-FWER. Desparsified Lasso, Knockoffs and EnCluDL are conservative since their empirical FWER remains equal to 0%, while the nominal rate is 10%. CluDL is the only method which saturates the nominal rate, since it benefits from the clustering to improve the well-posedness of the estimation problem, and avoids the conservative aggregation step. Second, considering the true positive rates (TPR), we notice that the methods that do not integrate a compression step, i.e., knockoffs and desparsified Lasso, have a limited statistical power in the \( n \ll p \) regime. However, CluDL has decent power and EnCluDL improves over CluDL thanks to clustering randomization. Finally, CluDL and EnCluDL are reasonably flexible.
Fig. 3 True support and estimated supports for one instance of the central scenario of the simulation described in Sect. 5.2. Left The support in yellow is composed of four squared regions of width \( h = 4 \) pixels. The tolerance region (set of null-weight covariates close to the support) in green surrounds the support, its width is \( \delta = 6 \) pixels. The remaining covariates in blue form the \( \delta \)-null region (set of null-weight covariates far from the support). Others The yellow squares are the covariates selected by each method. Knockoffs selects few covariates when controlling the \( k \)-FWER at 10% for \( k = 4 \). Desparsified Lasso only retrieves 3 covariates when controlling the FWER at 10%. For \( C = 200 \), CluDL and EnCluDL have good power and control the \( \delta \)-FWER at 10% for \( \delta = 6 \). (Color figure online)

Fig. 4 Results for fixed simulation parameters corresponding to the central scenario simulation. The green line with circles correspond to knockoffs, the brown line with triangles is the desparsified Lasso, the purple squared line correspond to CluDL and the blue plain line is EnCluDL. Left Empirical FWER for desparsified Lasso, \( k \)-FWER for knockoffs and \( \delta \)-FWER for CluDL and EnCluDL. The 80% confidence intervals are obtained by Binomial approximation. Right Median true positive rate (TPR) for all the procedures, together with 80% confidence interval obtained by taking the first decile and last decile TPR. (Color figure online)

Fig. 5 True weights, true support and supports estimated by knockoffs, desparsified Lasso, CluDL and EnCluDL for \( C = 200 \) when solving the first seed of the simulation described in Sect. 5.5. As in Sect. 5.2, the power of knockoffs and desparsified Lasso is low since the methods select few covariates. Again, CluDL and, in a greater extent, EnCluDL improve upon the the other two.

5.5 2D simulation with variable support shape

In this section, we describe a second set of simulations to study the impact of the shape of the support. The setting is similar to the one of Sect. 5.2, except the support which is less regular, notably regarding its shape and weights distribution. We take the parameters of the central scenario \( \sigma_x = 2 \), \( \text{SNR}_y = 3.5 \) and \( \rho = 0.75 \), except for the number samples which is taken equal to \( n = 400 \) since this scenario is more challenging. In this simulation, \( h \) is no longer a simulation parameter since the support, displayed in Fig. 5, is fixed. Indeed, the support is derived from the compression of an image composed of the letters—“S,” “T,” “c” and “o”—with various thickness: “T” and “c” are wider, “o” is thinner. After compression, we discarded the weights smaller than 10% of the largest weight and normalized the weights such that the largest weight is equal to 1.0, i.e., weights of the support are between 0.1 and 1.0. The recovery of this support is more challenging for four main reasons: the shape of the support is less compact, the thickness of the support varies, the proximity between predictive regions can be high, the weights have different magnitude. Using this support, the aforementioned simulation parameters and the same generative model as in Sect. 5.2, we build 100 simulations to derive meaningful statistics.

5.6 Results of simulations with variable support shape

In Fig. 5, we plot true weights, true support and supports estimated by knockoffs, desparsified Lasso, CluDL and EnCluDL for \( C = 200 \) when solving the first seed of the simulation described in Sect. 5.5. As in Sect. 5.2, the power of knockoffs and desparsified Lasso is low since the methods select few covariates. Again, CluDL and, in a greater extent, EnCluDL improve upon the other two.

with respect to the choice of \( C \) since the TPR does not vary dramatically with \( C \).

We have also studied the influence of the simulation parameters by varying one parameter of the central scenario. The corresponding results are available in Supplement D.
As discussed in Sect. 5.5, the support of this simulation is more challenging to estimate than the support of Sect. 5.2. Notably, if we focus on the letter “o,” we notice that both CLuDL and EnCLuDL are struggling to recover this thin letter. On the opposite, EnCLuDL recovers quite accurately the wider letters “S,” “T,” and “c.” The fact that the letters “S” and “T” are close did not lead to a concatenation when using CLuDL or EnCLuDL. Nevertheless, since the tolerance region fills the gap between two letters, support junction may occur. Depending on the application, this might be a problem or not. To avoid such junction, one might want reduce the size of the clusters, reducing the size of the tolerance region and increasing the spatial accuracy of the solution.

However, as shown in Fig. 6, increase in C, hence in spatial accuracy, likely comes at the cost of power loss. In Fig. 6, we observe similar results as in Fig. 4: FWER-type controls holds and clustering-based inference methods have more power when the compression is greater. More insights regarding the choice of clustering and notably the choice of C are provided in Sect. 5.7.

5.7 Insights regarding the choice of clustering

Since clustered inference methods require to make one or several clustering, it is important to give some insights regarding the choice of clustering and eventually the choice of C, the number of clusters. However, in preamble, we insist on the fact that in general, there is not ideal choice of clustering since there is no true clustering of the data. This explains why we have proposed ensemble of clustered inference methods that mitigate the choice of clustering with randomization. Moreover, since the data are actually not structured in clusters, it is not straightforward to define what a good clustering is.

From Assumptions (i) and (ii) of Proposition 4.1 (see also assumptions (i), (ii.a) and (ii.b) of Proposition B.1), a given clustering is good if it results in low inter-cluster correlation and high intra-cluster feature correlation. We have also seen in Sects. 5.4 and 5.6 that a strong compression of the problem might be necessary for the sake of power. Moreover, from Sect. 4.2 and Supplement A, another desirable property of the clustering is that the variance of the noise in the compressed model defined in Eq. (3) is not much higher than the variance of the noise in the original model, i.e., the compression is accurate. This is the case if the assumptions of Proposition 4.1 are verified. Overall, a good criterion to decide whether or not a given clustering is admissible is to check if assumptions (i) and (ii) of Proposition 4.1 are (nearly) verified.

In the simulations of Sect. 5 and in the real data experiments of Sect. 6, we have used a spatially constrained agglomerative clustering with Ward criterion since it is a computationally attractive technique that groups correlated covariates. It has been shown to have good performance in neuroimaging experiments in Varoquaux et al. (2012). Alternatively, other fast agglomerative clustering techniques such as Hoyos-Idrobo et al. (2018) reduce computation time when the data have very high dimensionality, e.g., when $p \geq 10^5$.

Given a choice of clustering algorithm and an admissible range for C—with respect to assumptions (i) and (ii) of Proposition 4.1—we recommend to take the smallest C that leads to a clustering diameter smaller than the desired tolerance parameter $\delta$. Indeed, decreasing C generally increases the power of clustering-based inference, see the simulation results in Sects. 5.4, 5.6 and in Supplement D.

6 Real data experiments

In this section, we present two experiments derived from an actual functional magnetic resonance imaging dataset (fMRI) to illustrate the power gains brought by compressed
Fig. 6 Results for the simulation described in Sect. 5.5. These plots display the same FWER and TPR statistics as in Fig. 4 for the four inference methods considered: knockoffs, desparsified Lasso, CluDL and EnCluDL.

Fig. 7 Conditional inference on a large-scale functional Magnetic Resonance Imaging dataset. Four approaches are compared to infer what region’s activity predicts hand motor action across participants in a large-scale dataset of 400 subjects leading to $n = 800$. For each participant, we have one brain activity image displaying left-hand activity and another one displaying right-hand activity, and want to infer which brain regions predict whether the subject was moving the left or right hand. Knockoffs and desparsified Lasso work on an image representation with large supervoxels (10k) for the sake of computational tractability, while CluDL and EnCluDL rely on further reduction to $C = 500$ brain regions. The results are displayed on axial views of standard brain template, cut at $z = 50$ mm and $z = 60$ mm. This analysis reveals expected contralateral motor regions involved in prediction for CluDL and EnCluDL, a subset of those with desparsified Lasso and no detection with knockoffs.

The Human Connectome Project (HCP900) dataset is a collection of neuroimaging and behavioral data on healthy young adults aged 22–35. Participants were asked to perform different tasks inside an MRI scanner, while blood oxygenation level-dependent (BOLD) signals of the brain were recorded. The analysis investigates what brain regions are predictive of the subtle variations of cognitive activity across participants, conditionally to other brain regions. The setting is high-dimensional with $n = 800$ brain images taken from 400 participants (two images per participant) and $p = 156,437$ brain voxels.

In Fig. 7, we present conditional association tests that show regions involved in predicting whether the subject use their left or right hand in a hand motion experiment. We use knockoffs, desparsified Lasso, CluDL and EnCluDL. For knockoffs and desparsified Lasso, we had to reduce the dimension from $p = 156,437$ to 10k using a supervoxel approach with Ward algorithm (Varoquaux et al. 2012) for the sake of computational tractability. CluDL and EnCluDL involve further reductions to $C = 500$ regions.

We observe that knockoffs are powerless in this setting, and that desparsified Lasso makes very few detections. By contrast, CluDL and EnCluDL uncover expected contralateral motor regions. This power gain is a clear benefit of the
Fig. 8 Conditional inference on a second large-scale functional magnetic resonance imaging datasets. The figure presents four attempts to infer what region’s activity predicts foot motor activity across participants in a large-scale dataset of 400 subjects (leading to \( n = 800 \)). For each participant, we have one brain activity image displaying left-foot activity and another one displaying right-foot activity, and want to infer which brain regions predict whether the subject was moving the left or right foot. Knockoffs and desparsified Lasso work on an image representation with large supervoxels (10k) for the sake of computational tractability, while CluDL and EnCluDL rely on further reduction to \( C = 500 \) brain regions.

aggressive dimension reduction approach involved in CluDL and EnCluDL.

In Fig. 8, we present the results for another HCP900 task, i.e., we consider another brain activity contrast. In this experiment, we assess regions predicting whether participants are moving the left or right foot. Again, EnCluDL and to some extent CluDL display good face validity, outlining expected cortical and cerebellar motor regions, while desparsified Lasso and knockoffs are powerless. Additional experiments on functional neuroimaging datasets have been published in Chevalier et al. (2021).

7 Discussion

When \( n \ll p \), statistical inference on predictive model parameters is a hard problem. However, when the data are spatially structured, we have shown that ensembled clustered inference procedures are attractive, as they exhibit statistical guarantees and good power. The price to pay is to accept that inference is only accurate up to spatial distance \( \delta \) corresponding to the clustering diameter, thus replacing FWER with \( \delta \)-FWER control guarantees.

One of the most obvious field of application of this class of algorithms is neuroscience where it can be used to solve source localization problems. In that regards, a wide empirical validation of EnCluDL has been conducted in Chevalier et al. (2021) including fMRI data experiments. Also, an extension of EnCluDL was proposed in Chevalier et al. (2020) to address the magneto/electroencephalography source localization problem which involves spatio-temporal data.

With EnCluDL, the statistical inference step is performed by the desparsified Lasso. In Nguyen et al. (2019), another ensembled clustered inference method that leverages the knockoff technique (Barber and Candès 2015) leading to a procedure called ECKO has been tested. However, formal \( \delta \)-FDR control guarantees have not been established yet for this model. It would be also quite natural to try other inference techniques such as the (distilled) conditional randomization test (Candès et al. 2018).

In the present work, we have only considered the linear regression setup. However, combining the same algorithmic scheme with statistical inference solutions for generalized linear models, we could extend this work to the logistic regression setup. This would extend the usability of ensembled clustered inference to many more application settings.

8 Supplementary material

Supplementary material available online includes an analysis of the technical assumptions required when choosing the desparsified Lasso to perform the statistical inference step.
in Supplement A, a proposition for relaxing assumption (ii) of Proposition 4.1 in Supplement B, a diagram summarizing EnCluDL and a study of the complexity of EnCluDL in Supplement C, complementary results for studying the influence of the simulation parameters in Supplement D and the proofs in Supplement E.

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1007/s11222-022-10139-6.
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