Abstract: Recent tests measured an irrotational (curl-free) magnetic vector potential (A) that is contrary to classical electrodynamics (CED). A (irrotational) arises in extended electrodynamics (EED) that is derivable from the Stueckelberg Lagrangian. A (irrotational) implies an irrotational (gradient-driven) electrical current density, J. Consequently, EED is gauge-free and provably unique. EED predicts a scalar field that equals the quantity usually set to zero as the Lorenz gauge, making A and the scalar potential (Φ) independent and physically-measureable fields. EED predicts a scalar-longitudinal wave (SLW) that has an electric field along the direction of propagation together with the scalar field, carrying both energy and momentum. EED also predicts the scalar wave (SW) that carries energy without momentum. EED predicts that the SLW and SW are unconstrained by the skin effect, because neither wave has a magnetic field that generates dissipative eddy currents in electrical conductors. The novel concept of a “gradient-driven” current is a key feature of US Patent 9,306,527 that disclosed antennas for SLW generation and reception. Preliminary experiments have validated the SLW’s no-skin-effect constraint as a potential harbinger of new technologies, a possible explanation for poorly understood laboratory and astrophysical phenomena, and a forerunner of paradigm revolutions.
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1. Introduction

Maxwell’s equations are the cornerstone of modern physics, accurately predicting numerous tests and providing the basis for sophisticated 21st century technologies. Classical electrodynamics (CED) is considered to be a firmly established physical theory. Extension of CED to quantum electrodynamics (QED) describes (sub) atomic-scale, matter-light interactions, agreeing with experiments to astounding precision. Thus, mainstream physicists consider CED and QED to be complete and closed with no compelling reason for re-evaluation or alteration. These beliefs arise from the psychological principle of cognitive dissonance that dismisses contrary claims as heretical.

One motivation for this work is that Feynman’s ‘proof’ of Maxwell’s equations [1] uses assumptions that make CED inconsistent and incomplete (Section 5). Woodside’s uniqueness proof [2] of extended electrodynamics (EED) makes no such assumptions, yielding Equations (10)–(14). CED lacks the scalar field (C) that leads to new electrodynamic forces and energy terms in Equations (24) and (25), below. Thus, a second motivation for this work is presentation of first-principles theory and recent test results to warrant a thoughtful re-evaluation of CED’s consistency and completeness.

The outline of this paper follows. Section 2 shows that the vector potential (A) is a measureable, physical quantity via theory and compelling experimental evidence. The curl-free (irrotational) vector potential is important in both classical and quantum domains, for example in the Aharonov-Bohm effect and the Maxwell-Lodge effect. We show that A and scalar-potential (Φ) have the same physical significance as the electric (E) and magnetic (B) fields Section 3 further elucidates A and Φ, as
physically measurable and independent fields for EED theory. Section 4 discusses the EED Lagrangian and scalar field \((C)\). [Note that bold font denotes a 3-dimensional vector (e.g., \(A, B, E\)) and italic font denotes scalar quantities (e.g., \(C\)]. The centerpiece of this work is Section 5, which presents EED as elucidated by the second author [3]. EED is consistent with preliminary tests [3], showing that an irrotational electrical current drives the scalar longitudinal wave, and includes the missing scalar field for a provably unique EED theory [2]. Section 6 expounds on the SLW’s no-skin-effect constraint, revealing vast applications of EED in new technologies and in natural systems. Section 7 explores the possible future role that EED may play in quantum physics and general relativity. Section 8 presents our conclusions with a discussion of future prospects.

2. Physical Significance of the Magnetic Vector Potential

Great controversy surrounds the role of the magnetic vector potential in CED [4–6]. This controversy arises from the fundamental mathematical relationship between the potentials \((\Phi, A)\), and the electric \((E)\) and magnetic \((B)\) fields. \(B\) and \(E\) can be expressed in terms of \(\Phi\) and \(A\), as [7]:

\[
B = \nabla \times A; \quad E = -\nabla \Phi - \frac{\partial A}{\partial t}.
\]

(1)

\(B\) and \(E\) are regarded as physical fields; \(\Phi\) and \(A\) are viewed as mathematical conveniences for solving Maxwell’s equations. This interpretation arises from the detectability of \(B\) and \(E\) through the Lorentz-force equation [7] on a point-particle at the position \([r_q(t)]\) with a charge \(q\) and mass \(M\):

\[
d\left(Mv + qA\right)/dt = qE + qv \times B.
\]

(2)

Maxwell’s equations are arbitrary (non-unique) in \(\Phi\) and \(A\) under the transformation [8]:

\[
A \rightarrow A + \nabla \Lambda; \quad \Phi \rightarrow \Phi - \frac{\partial \Lambda}{\partial t}.
\]

(3)

The transformation of Equation (3) leaves \(B\) and \(E\) unchanged in Equation (1), and is termed gauge invariance [8]. Equation (3) allows an \(\aleph_2\)-infinitude of choices for \(\Lambda\). An analyst can choose an appropriate gauge to fix boundary conditions, find the ‘proper’ \(B\) and \(E\) fields for known charge and current distributions, or solve an inverse problem. This convention is now engrained in CED, but restricts the potentials. For instance, the Lorenz gauge makes the \(\Phi\) and \(A\) inter-dependent.

The physical significance of the electromagnetic potentials has been debated for decades, as discussed further below. Majumdar and Ray [9,10] observe that the \(\Phi\)- and \(A\)-wave equations are non-invertible despite their gauge ambiguity. These wave equations arise from CED via standard Fourier transforms with a unique projection operator that makes a gauge choice superfluous. Nikolova [11] notes that nonzero, radially-propagating (irrotational) potentials occur in antenna theory with zero \(B\)- and \(E\)-field vectors via expansion of the free-space fields in spherical harmonics. This irrotational “potential wave” is called “longitudinal,” meaning \(A\)-polarization in the direction of propagation. The corresponding wave impedance is equal to that of free space. CED predicts that this solution has no radiated power, because the Poynting vector is zero. EED predicts a scalar-longitudinal wave (SLW) with a longitudinal-\(E\) field and radiated power (Section 5).

An insightful, under-appreciated dissertation by A. Konopinski [12] elucidates \(A\) and its corresponding physical significance in a form that is quite close to that of Faraday [13–17]. Namely, the vector potential is a “store” of electrodynamic-field momentum available for exchange with the kinetic momentum of charged particles in a conductor [12]. Konopinski shows that operational definitions of \(\Phi\) and \(A\) arise from Equation (2), in terms of the potentials in Equation (1):

\[
d(Mv + qA)/dt = q\nabla(v \cdot A - \Phi).
\]

(4)
This form expresses energy and momentum exchanges without explicit forces. Equation (4) equates
the change in “conjugate momentum” $\left<p = Mv + qA\right>$ to the negative gradient of “interaction energy,”
$q(\Phi - v \cdot A)$. Konopinski used a novel gedanken-experiment to show that A can be measured everywhere
in space. Namely, a charged, macroscopic bead slides freely on a circular, non-conductive fiber that
is concentric with the cross-section of a magnetic solenoid. A has only an azimuthal component parallel to the current flow, resulting in $\nabla\Phi = v \cdot A = 0$. So, the right-hand side (RHS) of Equation (3)
is zero, making the conjugate momentum $\left<p >\right>$ a conserved quantity. A is obtained by monitoring the
associated change in the bead’s kinetic momentum $(Mv)$ as the solenoid’s current changes. Then, $qA$
is the conjugate momentum [12] in an external field, just as $q\Phi$ is electrodynamic-field energy per unit charge.
These joint properties of the imposed fields arise from their interference and determine the
processes, by which fields and charges become observable. Force and power per unit charge are then expressed in terms of the transfer rates.

In addition, much experimental evidence validates the irrotational (curl-free) magnetic vector
potential in quantum-, meso-, and macro-scale spatial domains, spanning the full electrodynamic
frequency spectrum. For example, the Aharonov-Bohm effect (ABE) [18,19] involves quantum physics
of an electrically charged particle $(q = \text{charge})$ via coupling of the scalar $(\Phi)$ and vector $(A)$ potentials
with the complex phase of the particle’s wave function. For a particle travelling along a path $(P)$ in a
region with zero magnetic field $(B)$ and $A \neq 0$, the magnetic phase shift is $\Delta\varphi = \frac{q}{\hbar}\int_P d\tau A$. Here, $h$ is
Planck’s constant divided by $2\pi$. $\int_P d\tau A$ is the path integral along the particle’s trajectory. Particles with
the same starting and ending points acquire a phase difference $(\Delta\varphi)$ by travelling along two distinct
paths around a multiply connected domain:

$$\Delta\varphi = \frac{q}{\hbar}\int_P d\tau A = \frac{q}{\hbar}\int_S dS \cdot \nabla \times A = \frac{q}{\hbar}\int_S dS \cdot B = \frac{q\Phi_B}{\hbar} \quad (5)$$

The second form is the full path around the multiply connected domain. Use of Stoke’s theorem
yields the third form. Substitution of $B = \nabla \times A$ gives the fourth form with $\Phi_B$ as the enclosed magnetic
flux in the fifth form. The wave nature of quantum particles allows the same particle to traverse
different paths. Then, the phase difference is observable by placing a magnetic solenoid between the
slits of a double-slit experiment. Tests by Tonomura et al. [20] and Osakabe et al. [21] definitively
validated Equation (5). The magnetic phase shift has also been observed in micrometer-sized metal rings [22–24],
showing that electrons keep their phase coherence despite diffusion in mesoscopic samples. Wu and Yang [25]
proved that $B$ and $E$ cannot explain the ABE, which is over-described by the local value of $A$. Rather, a path-dependent integral over $A$ around multiply-connected, topological
regions yields Equation (5) [26].

An electric ABE was also predicted [18,19], depending on a variation in $\Phi$ along two different paths with zero electric field $(E)$. The phase shift in the wave function is:

$$\Delta\varphi = -\frac{q\Phi t}{\hbar}. \quad (6)$$

Here, $t$ is the time spent in the potential. Tests by van Oudenaarden et al. [27] measured quantum interference of electrons in metal rings with two tunnel junctions and a voltage difference between the
two ring segments. These tests validated Equations (5) and (6), showing that $A$ and $\Phi$ play interchangeable roles. Additional experiments are described next.

Varma et al. [28] observed a variable, curl-free vector potential from a magnetic solenoid via a
low-current electron beam, propagating linearly along a magnetic field [29]. Contrary to the CED prediction, the current showed time-periodic variations with a linear change in the vector potential [30],
implying detection of a macroscale, curl-free $A$. Varma [31] claimed that this result is mediated by a
macroscale, quantum modulation of the de Broglie matter wave along the magnetic field lines, resulting
in a scattering-induced transition across electron Landau levels [32]. Shukla [33] commented that the
matter wave occurs over centimeters, as a classical effect. Shukla then noted a paradox, namely that a
curl-free vector potential should not affect a classical system. This apparent paradox is resolved by EED (below).

Experiments by Oliver Lodge used an iron-core, toroidal solenoid, to which an alternating voltage was applied. Lodge measured a voltage in the secondary coil, despite no magnetic field outside the primary coil. The Maxwell-Lodge effect (MLE) is the term for this result, showing that a curl-free vector potential \( A \) affects classical electrodynamic systems \([34]\). Lodge’s findings were ignored, and ascribed to deficiencies in the 19th century electrical equipment. Blondel \([35]\) replicated this test. Rousseaux et al. \([34]\) note that the MLE presents a fundamental paradox for CED. Figure 1 shows the test geometry for replication of Lodge’s test with modern instrumentation with a long solenoid encircled at its mid-plane by a (secondary) conducting loop \([34]\). Time-variation in the solenoid’s current produces a magnetic field inside the solenoid; no magnetic field occurs outside the solenoid. \( A \) is time-varying both inside and outside the solenoid and is parallel to the current. Rousseaux et al. measured a voltage in the secondary coil from \( A \) outside the solenoid via Equation (1), \( E = -\frac{\partial}{\partial t} A \). Rousseaux et al. \([34]\) note that the gauge indeterminacy in the vector potential is negated by the boundary conditions, showing the physical significance of \( A \).

\[
\n\frac{\partial}{\partial t} \mathbf{A} = \mathbf{0}
\]

![Figure 1. Circuits for the Maxwell-Lodge effect representation \([34]\).](image1)

Daibo et al. \([36]\) measured the MLE, using a coiled coil (Figure 2): a very long flexible solenoid whose return-current wire ran through the coil’s center to create a pure vector potential with \( \mathbf{B} = \mathbf{0} \). Several secondary coils were passed through the hollow core of the vector-potential coil. The coiled coil (primary) was driven with alternating current that induced voltages in the secondary coils that were path independent and occurred, when enclosed by a (super)conducting material. Daibo \([37]\) patented the novel vector-potential transformer (VPT) and related devices, involving high precision measurements in: living organisms (e.g., medical diagnostics), sea water, nuclear-power-plant reactor pressure vessels, and AC electric-field generation without bare electrodes in corrosive media.

\[
\n\frac{\partial}{\partial t} \mathbf{A} = \mathbf{0}
\]

![Figure 2. VPT with secondary circuit coil configurations \([36]\).](image2)
3. Road to Re-Structure: Independence of Non-Gauged Potentials

The above theory and experiments provide compelling evidence that the vector potential is a measureable, physical quantity, rather than a mathematical convenience in CED. The CED emphasis on the E- and B-fields (and their six 3-space components) is then presumptuous and counter-productive, in sharp disagreement with quantum electrodynamics. QED uses the covariant 4-vector potential that describes the effective momentum-energy state of an electromagnetic system (e.g., ABE). The result is contradicting views between CED and QED.

The above experiments expose major flaws in CED under the falsifiability theorem, which states that a theory cannot be proved, but can only be disproved, even by a single, contrary test result. (A 20th century example is the Michelson-Morley experiment that motivated special and general relativity.) Simple, patented devices (e.g., [37]) elucidate low-energy, classical processes that involve the curl-free vector potential in CED. The MLE elevates A to physically-measureable field in CED. Indeed, Faraday [13–17] and Maxwell [38–40] originally proposed this idea.

We propose two extensions to CED. First, the potential fields (A and Φ) are physically measurable quantities at all spatio-temporal scales, eliminating the unnatural separation of CED and QED. Second, the potentials are independent of one another, resulting in a provably-unique, gauge-free electrodynamics, as discussed in Section 5. This proposal follows the Occam’s razor test, which posits that the simplest model with the fewest assumptions is best. Consequently, we propose an extension of Maxwell’s equations without any requirement for gauged potentials. These two extensions of CED imply that the Minkowski electromagnetic 4-potential, Aμ = (Φ/c, A), is a single unit, as advocated by Majumdar and Ray [9,10]. These authors note the absence of a fully (special) relativistically, covariant electrodynamic formulation in many excellent texts, despite its implicit presence in CED as discovered by Einstein in 1905 [41]. Specifically, the CED formulation in terms of the E- and B-fields has no obvious relativistic invariance in different inertial frames. When the equations are written in terms of Φ and A, CED is manifestly invariant under Lorentz boosts and spatial rotations. The latter formulation is therefore preferable for explicit display of the special-relativistic symmetry that is intrinsic to CED.

4. Derivation of the Form for the Scalar Field

CED’s incompleteness begins with the Helmholtz theorem [7], which states that a smooth 3-dimensional field (U) is uniquely decomposable as irrotational (∇V) and solenoidal (∇×W) parts: \( U = VV + V \times W \). Here, V and W are scalar and vector space-time functions, respectively. Woodside [42,43] proved a unique decomposition of a smooth Minkowski 4-vector field (3 spatial dimensions plus time), into 4-irrotational and 4-solenoidal parts with normal and tangential components on the bounding surface. Woodside [2] then used the Stueckelberg Lagrangian [44]:

\[
\mathcal{L} = -\frac{\varepsilon c^2}{4} F_{\mu \nu} F^{\mu \nu} + f_\mu A^\mu = \frac{\gamma c^2}{2} (\partial_\mu A^\mu)^2 - \frac{\varepsilon c^2 k^2}{2} (A_\mu A^\mu).
\]  

\( F^{\mu \nu} \) is the Maxwell field tensor; c is the speed of light (not necessarily vacuum); \( f_\mu = (\rho c, J) \) is the 4-current; the 4-potential is \( A_\mu = (\Phi/c, A) \); the Compton wave number for a photon with mass \( m \) is \( k = 2mc^2/h \); and \( h \) is Planck’s constant. The source terms are the electric charge density (\( \rho \)) and the electrical current density (\( J \)); \( \varepsilon \) and \( \mu \) are the electrical permittivity and magnetic permeability, respectively (not necessarily vacuum). The fully-relativistic Stueckelberg Lagrangian includes both A and Φ and resolves many issues with previous CED Lagrangians. For \( \gamma = 0 \) and \( m > 0 \), Equation (7) yields the Maxwell-Proca theory, for which a 2012 test [45] measured \( m \leq 5 \times 10^{-54} \text{ kg} \) (equivalent to \( \leq 10^{-18} \text{ eV} \)), consistent with massless photons. For \( \gamma = 1 \) and \( m = 0 \), Equation (7) is [43]:

\[
\mathcal{L} = \frac{\varepsilon c^2}{2} \left( \frac{1}{\varepsilon c^2} (\nabla \Phi + \frac{\partial A}{\partial t})^2 - (\nabla \times A)^2 \right) - \rho \Phi + J \cdot A - \frac{\varepsilon c^2}{2} \left( \nabla \cdot A + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} \right)^2.
\]
Equation (8) has two classes of 4-vector fields [42]. One has a zero 4-divergence of \( A^\mu (\partial_\mu A^\mu = 0) \) and is called 4-solenoidal. The other has zero 4-curl of \( F_{\mu\nu} = \partial_\mu A^\nu - \partial_\nu A^\mu = 0 \) (four-irrotational vector field), if and only if the last term in Equation (8) is included. The form inside the parentheses of the last term is the Lorenz gauge when set to zero [8], restricting \( \Phi \) and \( A \) to be dependent on each other. However, EED allows for a non-zero value of this scalar expression, making the potentials completely independent of one another. The scalar field arises from the third term on the right-hand side of Equation (7) for \( \gamma = 1 \) and \( m = 0 \). Equation (8) shows clearly how this term arises by writing the Lagrangian density in terms of \( \Phi \) and \( A \) for a massless 4-vector field (\( A^\mu \)). Thus, the relationship between \( \Phi \) and \( A \) reveals the missing scalar field and its key role in EED. The result is a provably-unique, gauge-free formulation of extended electrodynamics (EED) with a new scalar component (\( C \)) as a space-time function [2]:

\[
C = \nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \Phi}{\partial t}.
\] (9)

Application of the Lorenz gauge (\( C = 0 \)) eliminates the physical meaning of the scalar field. However, the independence of the potentials in gauge-free EED predicts the scalar field (\( C \)), giving rise to the unique dynamics of the scalar-longitudinal wave and the scalar wave (Section 5).

Additional papers have appeared over the last 20 years. Jack [46] used a quaternion formalism to show that the scalar (“temporal”) field can explain thermoelectricity. Saa [47,48] showed that CED fails to reveal a Doppler shift, when a boost is produced in the direction of motion; a Doppler shift in \( \mathbf{B} \) and \( \mathbf{E} \) does arise when a scalar field is incorporated in the model. Williamson [49–52] used Clifford algebra to formulate an extended model of elementary particles with the scalar field and a topological structure for photons and electron-positron pair production/annihilation.

Other work examined extended electrodynamics or the effects of relaxing the Lorentz gauge: Fock and Podolsky [53] in 1932; Dirac, Fock, and Podolsky [54] in 1932; Stueckelberg [44] in 1938; Ohmura [55] in 1956; Milner [56] in 1960; Aharonov and Bohm [57] in 1963; Alicki [58] in 1978; Cornille [59,60] in 1990–1994; Munz et al. [61] in 1999; Woodside [2,42,43] in 1999–2009; van Vlaarderen [62,63] in 2001–2003; Arbab [64,65] in 2009 and 2018; Jimenez and Maroto [66] in 2011; Hively and Giakos [67] in 2012; Hively [68] in 2016; Modanese [69–78] in 2016–2019; Islamov and Tomilin [79] in 2017; Banduric [80] in 2017; Celani et al. [81] in 2017; Hively and Loebl [3] in 2019; Keller and Hively [82,83] in 2019; and Haralick [84] in 2018. Other recent works are relevant [85–89]. This paragraph and the previous paragraph cite 30 independent works that are indicative of the importance of EED.

5. EED and the Scalar Lonitudinal Wave

This section focuses on the EED formulation [3,67] that rigorously extends Woodside’s work [2,42,43]. EED’s dynamical equations can be derived from the Lagrangian in Equation (8):

\[
\dot{\mathbf{E}} = -\nabla \Phi - \frac{\partial \mathbf{A}}{\partial t};
\] (10)

\[
\mathbf{B} = \nabla \times \mathbf{A};
\] (11)

\[
C = \nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \Phi}{\partial t};
\] (12)

\[
\nabla \times \mathbf{B} - \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} - \nabla C = \mu \mathbf{J};
\] (13)

\[
\nabla \cdot \mathbf{E} = \frac{\partial C}{\partial t} = \frac{\rho}{\varepsilon}.
\] (14)

Woodside [2] proved the uniqueness of Equations (10)–(14). Equation (8) implies Equations (10)–(14) [42]. Moreover, Equations (10)–(14) imply Equation (8) [2,42,43]. Equation (8) is then necessary and sufficient for Equations (10)–(14). The Lagrangian for curved space-time [66] reduces to Equation (8) in Minkowski...
4-space. Equation (10) is equivalent to Faraday’s law; Equation (11) is equivalent to the no magnetic-monopoles equation.

EED has a new term (–VC) in Ampere’s Law (Equation (13)), and a new term (∂C/∂t) in Gauss’ Law (Equation (14)). As before, ρ is the charge density, and J is the current density vector. Equation (13) explicitly decomposes J into solenoidal (∇× B) and irrotational (VC) parts, in accord with the Helmholtz theorem. The new terms in Equations (13) and (14) change only the irrotational (longitudinal) electrodynamics, as elucidated by Keller and Hively [82,83]. These irrotational components are gauged away in CED by Equation (3). Thus, the solenoidal (transverse) electrodynamics remain unchanged, as described by CED.

Equations (10)–(14) have important implications [3,67]. First, (special) relativistic covariance is preserved. Second, the E- and B-fields are unchanged in terms of the classical potentials (A and Φ) in Equation (1). Third, EED yields the same wave equations for E and B as CED. Fourth, the A-wave equation is obtained by replacing B, C, and E in Equation (13) with Equations (10)–(12); using the vector calculus identity [90], ∇× ∇× A = ∇(∇• A) − ∇2 A; and noting that ∂∇C/∂t − ∇∂C/∂t = 0. Fifth, the Φ-wave equation arises by: substituting E and C from Equations (10) and (12) into Equation (14); and noting that ∂∇ A/∂t − ∇∂ A/∂t = 0. Sixth, the A- and Φ-wave equations are derived without a gauge condition, making EED gauge free. Seventh, EED predicts a scalar-longitudinal wave (SLW), consisting of a E-field along the direction of propagation (longitudinal) and the scalar field (C); the SLW carries energy and momentum. Eighth, EED predicts a scalar wave (SW) that carries only energy. Ninth, both the SLW and SW are unconstrained by the skin effect, because they lack a B-field that induces eddy currents. Tenth, recent SLW tests [3] are consistent with previous work by Tesla [91], Monstein and Wesley [92], and Meyl [93]. Eleventh, the A-., B-., C-,. E- and Φ-wave equations are unchanged under time reversal, so that reciprocity holds. A SLW transmitter can then be used as a receiver. Twelfth, EED predicts relations among the longitudinal field components:

\[ A^L = ∇\alpha ⇔ E^L = ∇\varepsilon ⇔ J^L = ∇κ. \] (15)

The superscript (L) denotes the longitudinal component; α, ε, and κ are scalar, space-time functions. Equation (15) implies zero magnetic field (B = ∇× A = ∇× ∇x = 0) and vice versa.

EED predicts a C-wave equation from the divergence of Equation (13); use of εμ(∂/∂t) on Equation (14); and summing the two results with ∇•∇× B = 0 [90]:

\[ \frac{∂^2 C}{c^2∂t^2} − ∇^2 C ≡ ∇^2 C = μ \left( \frac{∂ρ}{∂t} + ∇•J \right). \] (16)

Equation (16) is local in space and time. However, all experiments are performed over a finite time, ΔT, i.e., a time average. A long-time average gives ∂ρ/∂t + ∇•J = 0 on the right-hand side (RHS) of Equation (16), in accord with long-standing experiments that validate classical charge balance [94]. The lower bound on electron lifetime for charge balance has been measured as ≥2.6 × 10^{28} years [95] (decay into two γ-rays, each at an energy of mec^2/2 = 0.256 MeV; me = electron mass). Nevertheless, long-time charge conservation is not inconsistent with charge non-conservation over short-time scales, ΔT ≤ Δt, per the Heisenberg uncertainty relation, ΔEΔt ≥ h/2. Here, ΔE is the charged-quantum-fluctuation energy; and h is Planck’s constant divided by 2π. Equation (16) can be interpreted as charge non-conservation (particle-antiparticle fluctuations [PAPF]) driving C, and vice versa, not unlike energy-fluctuations driving mass-fluctuations in quantum theory and vice versa [3,67]. Equivalently, the RHS can be interpreted as PAPF over some non-local region (Δx), consistent with the Heisenberg uncertainty relation, Δspan ≥ h/2. Here, Δp is the charged-quantum-fluctuation momentum over the non-local region, Δx. (While this interpretation is novel, it is consistent with PAPF according to the Heisenberg uncertainty principle.) Thus, Equation (16) predicts charge conservation on long time-scales (consistent with CED), and exchange of energy between C and quantum fluctuations for ΔT ≤ Δt. Confirmation of these quantum charge fluctuations involves tests, consistent with the Heisenberg uncertainty relation.
One possible test could use the electron \([\Delta E \text{ (electron)} = mc^2 = 0.511 \text{ MeV}]\) corresponding to a time, \(\Delta t \sim 6 \times 10^{-22} \text{ s}\). Subzeptosecond dynamics have been measured \([96]\), so a direct measurement of this prediction is feasible. Moreover, quantum fluctuations can control charge quantization \([97]\), in accord with Equation (16).

The phase matching condition for Equation (16) uses a Gaussian pill box with the end faces parallel to the interface in regions “1” and “2”. Noting that \(\nabla^2 C = \nabla \cdot \nabla C\) and using the divergence theorem in the limit of zero pill-box height yields continuity in the normal component (“n”) of \(\nabla\) for long times \([3,67]\):

\[
\left(\frac{VC}{\mu}\right)_{1n} = \left(\frac{VC}{\mu}\right)_{2n}.
\]

(17)

The subscripts, “1” and “2” denote medium 1 and medium 2 for \(\mu\) not necessarily in vacuum. EED predicts that the phase matching conditions for the \(\Phi\)- and \(A\)-wave equations are \([3,67]\):

\[
-(\varepsilon \nabla \Phi)_{2n} + (\varepsilon \nabla \Phi)_{1n} = \rho_A;
\]

\[
-(\frac{n}{\mu} \nabla)A_{1n} + \left(\frac{n}{\mu} \nabla\right)A_{2n} = J_A.
\]

(18)

(19)

The subscript, “n”, denotes the normal component; the subscripts “1” and “2” identify the two media. \(J_A\) and \(\rho_A\) are the interface surface-current density and surface-charge density, respectively; \(\hat{n}\) is the unit-vector that is normal to the interface; \(\varepsilon\) and \(\mu\) are the permittivity and permeability, respectively (not necessarily vacuum). Validation tests are clearly needed for these predictions that are inconsistent with CED. CED and EED have the same tangential interface matching conditions.

The RHS of Equation (16) is zero on classical time-scales, as discussed above. The lowest-order solution to the homogeneous \(C\)-wave equation in spherical coordinates is then given by \([8]\):

\[
C = C_o \exp[j(kr - \omega t)].
\]

(20)

Here, \(C_o\) is the scalar field amplitude; \(j = \sqrt{-1}\); the wave number \(k = (2\pi/\lambda)\) for a wavelength (\(\lambda\)); \(\omega = 2\pi f\) for a frequency (\(f\)); and \(r\) is the spherical radius. Boundary conditions for Equation (20), include \(C (r \rightarrow \infty) \rightarrow 0\), which is trivially satisfied. Equation (25) predicts that the energy density of the \(C\)-field is \((C^2 / 2\mu)\), yielding a constant energy, \(4\pi \sigma^2 (C^2 / 2\mu)\), through a spherical boundary around a source in arbitrary media, as required \([3,67]\). The scalar field then can be interpreted as an electrodynamic pressure, similar to that in acoustics and hydrodynamics, which expands and contracts radially. (By contrast, CED forbids a spherically symmetric \(transverse\) wave.) Substitution of Equation (15) into Equation (13) yields a separation into transverse (T) and longitudinal (L) forms via Equations (21a) and (21b), respectively:

\[
\nabla \times \mathbf{B} \times \mathbf{T} - \frac{1}{c^2} \frac{\partial \mathbf{E}^T}{\partial t} = \nabla \times \mathbf{G} \Rightarrow \nabla \times \mathbf{T} = \nabla \times \mathbf{G} = \nabla \times \mathbf{G} = \mathbf{G} = \frac{\partial^2 \mathbf{A}^L}{\partial c^2 \partial t};
\]

\[
- \frac{1}{c^2} \frac{\partial \mathbf{E}^L}{\partial t} - \nabla C = \nabla \nabla C = \nabla \kappa \Rightarrow \frac{\partial^2 \mathbf{A}^L}{\partial c^2 \partial t} = \nabla \left(\frac{1}{c^2} \frac{\partial \Phi}{\partial t} + C + \mu \kappa\right).
\]

(21a)

(21b)

\(C\), \(\mathbf{E}^T\), and \(\mathbf{J}^L\) are related by Equation (21b) with \([98]\) \(\sigma = \varepsilon_o \varepsilon'' \omega\) and \(\varepsilon = \varepsilon_o (\epsilon' - j \epsilon'')\) for a SLW impedance, \(Z\):

\[
Z = \frac{|\mathbf{E}|}{|C/\mu_o \mu|} = \sqrt{\frac{\mu_o}{\varepsilon_o}} \sqrt{\frac{1}{\varepsilon''} \frac{1 - 1/(jkr)}{1 - j \tan(\delta_c)}},
\]

(22a)

\[
\mathbf{E}^L = \frac{E_r \hat{r} \exp[j(kr - \omega t)]}{r}.
\]

(22b)
Equation (22) assumes spherical waves in linearly conductive media, \( \mathbf{E}^\parallel = \mathbf{J}^\parallel/\sigma = \nabla \kappa/\sigma \), where \( \sigma \) is the electrical conductivity. The unit vector in the radial direction is \( \hat{r} \); \( \epsilon_o \) and \( \mu_o \) are the free-space permittivity and permeability, respectively; \( \epsilon' \) and \( \mu' \) are the relative permittivity and permeability (not necessarily vacuum), respectively; \( \tan(\beta r) = \epsilon'/\epsilon_o \). Here, the same definitions are used for \( k, r, t, \) and \( \omega \) as above. From Equation (13), \( C \) has the same dimensions as \( \mathbf{B} = \mu \mathbf{H} \). Consequently, Equation (22a) uses \( |\mathbf{E}^\parallel|/C/\mu \) to obtain the SLW impedance, like the CED form, \( Z = |\mathbf{E}^\parallel|/|\mathbf{H}| \). The C- and \( \mathbf{E}^\parallel \)-field energies from Equation (25), \( 4\pi r^2(\epsilon^2/2) \) and \( 4\pi r^2(C^2/2\mu) \), are constant through a spherical boundary and \( C(r \to \infty) \rightarrow 0 \) and \( |\mathbf{E}^\parallel(r \to \infty)\rangle \rightarrow 0 \). Equation (22a) predicts \( Z = \sqrt{\mu_o/\epsilon_o} \) in free-space (\( \epsilon' = \mu' = 1 \) and \( \epsilon'' = \mu'' = 0 \)). The SLW then consists of C and \( \mathbf{E}^\parallel \) propagating together. A SLW monopole antenna radiates power \( (P_{\text{OUT}}) \) isotopically in free space [3]:

\[
P_{\text{OUT}} = \frac{j^2 \pi}{(4\pi r)^2} \sqrt{\frac{\mu}{\epsilon}}.
\]  

The SLW has not been previously observed, because transverse electromagnetic (TEM) antennas detect only waves that produce a circulating current. A TEM transmitter produces only circulating currents, yielding \( C = 0 \) and \( \mathbf{E}^\parallel = 0 \) with no SLW power output or reception.

The SLW has no magnetic field \( (\partial \mathbf{B}/\partial t = 0) \), implying no (circulating) eddy currents from Faraday’s law. Thus, EED predicts that the SLW is unconstrained by the skin effect. Preliminary experimental results [3] are consistent with this prediction (propagation through thousands of skin-depths of solid copper), using standard electronic instrumentation. This no-skin-effect feature cannot be explained by CED, and has practical applications in wireless communications and wireless transmission of electrical power.

Figure 3 summarizes the key differences between CED versus EED. CED has an inter-dependence of the scalar and vector potentials, solenoidal (circulating currents), and the transverse electromagnetic waves. EED is gauge-free with scalar and vector potentials that are independent of one another, producing the SLW and SW. The VPT is one practical innovation that exploits the SLW and its novel no-skin-effect feature.

**Comparison: EED Versus CED (Classical Electrodynamics)**

| EED (Non-Zero Div. of Pot.) | CED (Solenoidal Div. of Pot.) |
|-----------------------------|-----------------------------|
| • Scalar-Vector Potentials Independent (not subject to Lorenz Condition) | • Scalar-Vector Potentials Dependent (Lorenz Condition Holds) |
| • Magnetic Field Zero – Current not subject to Lenz’s Law (\( \nabla \times \mathbf{A} = 0 \)) | • Magnetic Field Exists – Current subject to Lenz’s Law (eddy currents exist). |
| • Gradient-Driven Current (\( \nabla \times \mathbf{J} = 0 \)) | • Solenoidal (Circulating) Currents |
| • Scalar Longitudinal Wave | • Transverse Electromagnetic Wave |

Figure 3. Comparison between EED and CED.

EED includes the transverse (solenoidal) components of the fields \( (\mathbf{A}^T, \mathbf{B}, \) and \( \mathbf{E}^T) \) in the same way as CED, while adding longitudinal (irrotational) components \( (\mathbf{A}^L, \mathbf{E}^L, \) and \( \mathbf{J}^L) \) and the scalar field that CED gauges away. Table 1 shows the specific, quantifiable EED predictions, which are discussed next in an item-by-item fashion. Items 1–9 involve the scalar-longitudinal wave (SLW, also called the longitudinal-scalar wave or electroscalar wave). The SLW driver is an irrotational current \( (\mathbf{J}^L, \) Item 1 in Table 1), or an irrotational vector potential \( (\mathbf{A}^L) \), or an irrotational electric field \( (\mathbf{E}^L) \); such a driver creates no magnetic field \( (\mathbf{B} = 0) \). The SLW consists of a scalar field \( (\mathbf{C}) \) —Item 2, together with
an irrotational electric field (\(E^L\))—Item 3. The corresponding SLW power (\(C E/\mu\)) and momentum densities (\(-C E/\mu\))—Items 4–5 are comparable to a transverse electromagnetic (TEM) wave—Item 6. The SLW is unconstrained by the classical skin effect—Item 7, and has a free-space attenuation over distance (\(r\)) as \(1/r^2\)—Item 8. SLW creation by a monopole transmitter is isotropic—Item 9. The equation numbers in Table 1 correspond to the equations in this paper, as adapted from [3]. The scalar wave (SW) arises from the conditions of Item 1 with the additional constraint of Item 10. The SW has pressure (\(\nabla C^2/2\mu\)) and energy (\(C^2/2\mu\)) densities—Items 11–12. The scalar wave field is a pseudo-scalar—Item 13 and can be driven by charge fluctuations (e.g., particle-antiparticle fluctuations)—Item 14. CED cannot explain the SLW/SW, because the longitudinal components (\(A^L\), \(E^L\), and \(J^L\)) are gauged away. EED predicts a material-interface matching condition for \(C\)—Item 15, for the normal component of an electric field from a surface charge density—Item 16, and for the normal component of a vector potential from a surface current—Item 17. Item 15 is new; Items 16–17 are inconsistent with CED. EED also predicts a new, mixed mode force density—Item 18, a new longitudinal force—Item 19, and a new power source term—Item 20. These EED predictions clearly need careful validation.

### Table 1. Summary of testable EED predictions.

| Item | Brief Description of Testable Prediction | Reference |
|------|------------------------------------------|-----------|
| 1    | The SLW drivers are: \(A^L = \nabla \alpha\Leftrightarrow E^L = \nabla \epsilon\Leftrightarrow J^L = \nabla \kappa\Leftrightarrow B = 0\). | Equation (15) * |
| 2    | The SLW has a dynamical scalar field, \(C = \nabla \cdot A + \epsilon \mu \partial \Phi / \partial t\). | Equation (12) |
| 3    | The SLW has a longitudinal E-field. | Equation (22b) |
| 4    | The SLW has a power density vector of \(C E/\mu\). | Equation (24) |
| 5    | The SLW has a momentum density of \(-C E/\mu\). | Equation (25) |
| 6    | The SLW has a power comparable to the TEM wave. | Equation (22a) * |
| 7    | The SLW is unconstrained by the skin effect. | Section 5 * |
| 8    | The SLW free-space attenuation goes like \(1/r^2\). | Equation (23) * |
| 9    | The SLW monopole radiation is isotropic. | Equation (23) * |
| 10   | The scalar wave arises from \(\Phi = -\partial \alpha / \partial t\), plus Item 1. | [3] |
| 11   | The scalar-wave has a pressure density of \(\nabla C^2/2\mu\). | Equation (25) |
| 12   | The scalar-wave has an energy density of \(C^2/2\mu\). | Equation (24) |
| 13   | \(C\) is a pseudo-scalar. | Equation (12) |
| 14   | The scalar wave is also charge-fluctuation driven. | Equation (16) |
| 15   | The interface matching condition for \(C\) is . . . | Equation (17) |
| 16   | The interface matching condition for \(\rho_A\) is . . . | Equation (18) |
| 17   | The interface matching condition for \(J_A\) is . . . | Equation (19) |
| 18   | Momentum balance has a mixed-mode term, \(V \times BC/\mu\). | Equation (25) |
| 19   | Momentum balance also has source term, \(JC\). | Equation (25) |
| 20   | Energy balance has a new source, \(\rho C/\epsilon \mu\). | Equation (24) |

* SLW tests [3] are consistent with the starred items in Table 1.

The SLW is transmitted (and received) by a novel antenna [68], as shown in Figure 4 (left) [cross-sectional view of a linear, monopole with the coaxial center conductor (202) as the radiator]. The outer conductor (204) is electrically connected to the top of the skirt balun (206) with a length (\(\lambda/4\)) that causes a phase shift in the current from the bottom (inside surface) of 206 (0°) to the top (inside surface) of 206 (90°) and back down 204 (180°). The 180°-phase shift cancels the return current along 204 to form a monopole antenna. Essentially all of the current then goes into charging and discharging the center conductor (202) without creating a displacement field. The resultant current is irrotational,
which is a necessary and sufficient condition for producing the SLW. The irrotational current does not create a magnetic field.

Figure 4. Cross-section of SLW antenna (left) and bifilar-coil-type SLW antenna (right) [68].

Figure 4 (right) shows an alternate antenna design [68], consisting of two spiral conductors that are connected at the coil’s center, causing current-flow in opposite directions in adjacent turns. These opposing-current-conductors are represented by the solid (702) and dashed (704) lines. The opposing currents cancel the magnetic field \((B = 0)\), generating an irrotational current for transmission (and reception) of the SLW. This coil has zero inductance (counter-going electrical currents in adjacent turns), zero capacitance (same electric charge density in adjacent turns), as a 2-dimensional monopole that accumulates positive and negative charge over each half of a sinusoidal cycle for a coil length \(<\lambda/10\). The antennas in Figure 4 are significant, because CED cannot explain the SLW.

6. Evidence for the SLW: Both Inanimate and Biological

The purpose of this section is to show experimental evidence that is consistent with EED predictions. These tests (in no particular order) include geophysical SLWs for earthquake prediction [99]; observation of solar-generated SLWs [100]; laboratory tests by Graneau and Hering [101]; X-ray emission during tape peeling [102,103]; irrotational currents in living processes and their implication for biomedical diagnostics and therapeutics [104–107]; and radioactive decay rate variation that is well-correlated with solar time scales [108–113]. These observations cannot be explained by CED. CED is empirically-based and cannot be proved. Rather, it can be falsified, even by a single test. Here, we show several more tests that falsify CED.

Larry Park’s invention [99] detects earthquake precursors as single-phase impulses and multiple-phase bursts, hours to days before a seismic event. These precursors are created by rock fractures (breaking of chemical bonds), leaving positive and negative charges on opposite sides of the fault. Eventually, charge accumulation causes arcing across the fault; this gradient-driven current creates the SLW. The precursors are high-frequency pulses superimposed on a broad-band spectrum (mostly low-frequency) spectrum. Figures 26–29 of [99] show counter-going currents in the sensor coil, not unlike Figure 4 (right) above. These counter-going currents enable reception of SLWs. This work clearly needs replication.

NASA has observed solar, breathing-mode, plasma oscillations with ions moving radially outward (inward), while electrons move radially inward (outward). Momentum conservation causes the amplitude and velocity of the ions to be smaller than the electrons by a factor of the square-root of their
mass ratio, causing a net radial (irrotational) current that creates the SLW. NASA also observed higher frequency, radial, multipole oscillations that create SLWs in the same way. Russian researchers realized that a solar eclipse was favorable for detection of solar-generated SLWs [100]. Namely, a solar eclipse by the moon blocks solar TEM waves, allowing SLWs with much greater penetration power to dominate. Moreover, EED predicts SLW-excited radial oscillations in conductive substances (e.g., a charged sphere acting as SLW receiving antenna). Time-invariance of EED (discussed above) provides reciprocity (e.g., oscillation of a charged sphere acting as a SLW transmitter). Using this physics, the Russian test used four, solid-copper spheres that were connected to each others’ centers by a copper wire. The spheres were placed inside a sealed metallic box (Faraday cage) to eliminate TEM radiation. Figure 5 shows the voltage measurement with maximal detection of SLW radiation during the eclipse’s totality with the moon’s outer shell acting as a spherical lense. SLW radiation should dominate anytime the moon is between the Earth and the sun (monthly new-moon phase); the Russian team [100] also observed this result. These results cannot be explained by CED and clearly need replication.

This Russian test raises the possibility of electrical power generation from solar SLWs, as follows. The sun and other stars are spheres of charged particles (electrons and ions, as a high-temperature plasma) that undergo radial oscillations, which in turn produce a radial electrical current, as discussed above. This prospect uses EED’s prediction of new terms in the energy balance equation [3,62,63,67,68], Equation (24): scalar field energy ($C^2/2\mu$), SLW energy ($C E/\mu$), and a power source ($\rho C/\epsilon \mu$).

$$\frac{\partial}{\partial t} \left( \frac{B^2}{2\mu} + \frac{C^2}{2\mu} + \frac{\epsilon E^2}{2} \right) + \nabla \times \left( \frac{E \times B}{\mu} + \frac{C E}{\mu} \right) + \mathbf{J} \cdot \mathbf{E} = \frac{\rho C}{\epsilon \mu}. \quad (24)$$

New terms occur in the EED momentum balance equation [3,62,63,67,68], Equation (25): SLW momentum flux ($C E/\mu$), a mixed mode flux ($[\nabla \times \mathbf{B} \mathbf{C}] / \mu$), a force ($\mathbf{J} \cdot \mathbf{C}$) parallel to the current density, and scalar-field pressure ($\nabla C^2/2\mu$). The right-most term in Equation (25) is the divergence of the CED Maxwell-stress tensor.

$$\epsilon \mu \frac{\partial}{\partial t} \left( \frac{E \times B}{\mu} - \frac{C E}{\mu} \right) + \rho \mathbf{E} + \mathbf{J} \times \mathbf{B} + \frac{\nabla \times \mathbf{B} \mathbf{C}}{\mu} = \mathbf{J} \cdot \mathbf{C} + \frac{\nabla C^2}{2\mu} + \nabla \cdot \mathbf{T}. \quad (25)$$

Equation (25) predicts an additional force ($\mathbf{J} \cdot \mathbf{C}$) that is parallel to the current density ($\mathbf{J}$) and that is independent of the current’s sign, because $\mathbf{J} \propto (\text{current})^2$. This prediction is consistent with tests [101]: a force on Ampere’s bridge, tension that ruptures current-carrying wires, the Graneau-Hering
submarine, Hering’s mercury pump, and an oscillating force in a current-carrying mercury wedge. These tests need replication.

Equation (25) also predicts a momentum loss \((-C E/\mu)\) with concomitant power gain \((+C E/\mu)\) in Equation (24), and vice versa. This sign difference means that SLW emission (energy loss) drives a momentum gain in a massive object that emits the SLW.

A 2008 test [102] showed X-ray emission via tribo-electrification by peeling adhesive tape, which breaks adhesive (chemical) bonds, causing charge separation that stores electrostatic energy at thousands of volts. The subsequent electrical-arc discharge accelerates electrons that are absorbed on the other side of the interface, producing Bremstrahlung (“braking radiation” as the electrons abruptly decelerate). CED predicts transverse Bremstrahlung. However, the transient electron-charge density of \(10^{12}\) electrons/cm\(^2\) was more than ten-fold greater than typical tribo-charging systems. A 2010 experiment measured the angular distribution of X-rays during tape peeling [103] that is inconsistent with the CED prediction for transverse Bremsstrahlung (Figure 6). Specifically, ordinary Bremsstrahlung bounds the angular distribution from below, while polarizational Bremsstrahlung bounds the angular distribution from above. Neither model predicts the 20% peak between 80° to 100°. EED predicts that the SLW is unconstrained by the skin effect and is more penetrating in matter. We conjecture that the SLW-Bremstrahlung might explain the angular distribution in Figure 6, which CED cannot explain. Careful replication tests are needed.

All living processes involve ion-concentration, gradient-driven currents across cell membranes [104]. These currents are the basis for electro-physiological, medical diagnostics and treatments. For example, scalp brain-waves arise from irrotational currents [105]. Thus, SLW-irradiation of living cells will alter
these currents. The TELSAR watch [106] has measurable biological effects due to very low frequency SLWs. Krasnoholovets [107] measured changes in the index of refraction (IoR) of non-equilibrium, human-blood plasma after a one-minute of TELSAR chip (TC) irradiation via laser fringe patterns. The change in IoR by TC-irradiation was ten-fold larger than that predicted from the laser-heated temperature change, showing that the TC alters the ion-concentration, gradient-driven currents in a therapeutic fashion. The resultant O-H vibrational spectrum was strongly suppressed, implying significant TC-irradiation effects on non-equilibrium, biochemical systems by altering the chemical potential. These tests need replication.

Measurements show variable radioactive-decay rates (±0.3%) in $^3$H, $^{22}$Na, $^{36}$Cl, $^{44}$Ti, $^{54}$Mn, $^{60}$Co, $^{85}$Kr, $^{90}$Sr, $^{108m}$Ag, $^{133}$Ba, $^{152}$Eu, $^{154}$Eu, $^{222}$Rn, $^{236}$Ra, and $^{239}$Pu [108–113], and references therein. Periods in the decay rate are: one day, 12.08/year (solar rotation rate), one year, and ~12 years (sun-spot cycle). Low-energy nuclear theory [114] cannot explain these observations. An improved radioactive-decay theory is needed, for which we propose that EED is appropriate, based on the Stueckelberg Lagrangian density [44] in Equation (8), for which the corresponding Hamiltonian is [57]:

$$H_{EED} = \left( \frac{\epsilon E^2}{2} \right) + \left( \frac{B^2}{2\mu} \right) + \left( \rho - \epsilon \nabla \cdot E \right)\Phi - J \cdot A + \frac{C^2}{2\mu} + \frac{C \nabla \cdot A}{\mu}. \tag{26}$$

The right-most, two terms in Equation (26) modify charged-particle interactions, causing decay-rate variations in proportion to the SLW/SW power (e.g., electron-capture decay and bound electrons/protons in neutron beta decay). One test is change in hydrogen-atom energy levels during SLW/SW irradiation. A second test involves modulation of radioisotope decay rates, as a function of SLW/SW amplitude and frequency. Such tests must be guided by a quantum-EED simulation and will require careful replication.

### 7. EED Implications for Quantum Mechanics and General Relativity

The purpose of this section is to show that QED and general relativity (GR) have fundamental flaws. These flaws include the need for QED renormalization, which is not provable [115]; a zero-radius of convergence for all renormalized power-series expansions in QED [116]; and the inability of QED and GR to explain dark energy, dark matter, and the huge matter/antimatter imbalance in the universe [117]. We then sketch theory programs to address these flaws by replacement of CED with EED.

CED is the basis for QED, which has been called “the ‘most correct’ scientific theory in history” [118], “the most accurate physical theory ever built” [119], and “the most successful physical theory” [120]. However, Richard Feynman (1965 Nobel Prize in physics) made the following comment on page 128 of his book [115]: “The shell game that we play . . . is technically called ‘renormalization.’ But no matter how clever the word, it is what I would call a dippy process! Having to resort to hocus-pocus has prevented us from proving that the theory of quantum electrodynamics is mathematically self-consistent. . . . I suspect that renormalization is not mathematically legitimate.” Moreover, Dyson proved that all renormalized power-series, perturbation expansions in QED have zero-radius of convergence [116], making the results meaningless. These examples show the inconsistency and incompleteness of QED (a local field theory), arising from analogous issues in CED (also a local field theory). New physics is needed [121].

QED divergences arise from the local-field (partial-differential) formulation at space-time points. However, all real-world dynamics (measurements) are made over a finite time and a finite spatial domain, corresponding to a spatio-temporal average. Moreover, physicists have been unable to build a “theory of everything,” because QED (a local field theory) is fundamentally incompatible with GR (a nonlinear field theory), as noted above. EED is a non-local (and therefore nonlinear) field theory that includes: (a) provable uniqueness; (b) gauge free; (c) full treatment of irrotational (longitudinal) components of $A$, $E$, and $J$; (d) a new scalar field ($C$); (e) scalar-longitudinal waves whose properties
are consistent with preliminary experiments [3]; (f) free-space scalar waves; and (g) inclusion of the CED transverse waves. Quantum-EED would then be non-local and gauge free.

We propose a theoretical program for quantum-EED, beginning with topological solutions of CED dynamics [122–136]. The electrodynamic equations yield closed-loop solutions for E and B-field lines that are topologically interleaved (analytically and by simulation). Other work formulated a framework [127] for construction of divergence-free, knotted, vector fields, and scalar fields as found in EED. Kedia et al. [137] showed that an initially knotted light field will stay knotted, if and only if the Poynting-vector-flow field is shear free. This work [122–137] provides a firm basis for electrodynamic topological solutions (knots, braids, and Mobius-strips). Furthermore, an explicit analogy exists between CED and the equations for fluid dynamics, as shown (for example) by Martins and Pinheiro [138]. Two recent experimental papers [139,140] showed evidence for knotted vortices (trefoil knots and linked pairs of rings) in fluid-dynamics experiments. Spirichev [141] proposed a version of EED (by analogy to elasticity theory), finding: (i) \(A^\mu\) is a physically measurable field, as discussed above; (ii) \(C\) and the SLW exist; and (iii) PAPF create a particle-antiparticle plasma, which is compressible (elastic), facilitating SLW propagation. Modanese [69–78] has explored non-local, quantum wave-functions via violation of local charge conservation in condensed matter. A high-frequency dipole oscillation at 10 GHz leads to double-retarded integrals [69] from EED; the \(|E|^2\) magnitude then exceeds the \(|E'|^2\) magnitude by a factor of \(10^2–10^3\) in the far-field. This theoretical, simulation, and experimental evidence provides a compelling basis for a first-principles, topological approach to EED-quantum and particle physics.

Spergel [142] concluded that general relativity is “… successful in matching observations, but implies the existence of both dark matter and dark energy. These signify that our understanding of physics is incomplete. We will likely need a new idea as profound as general relativity to explain these mysteries … ” Space-time curvature tells masses how to move, and masses tell space-time how to curve. Thus, GR is explicitly nonlinear, and has divergences that cannot be renormalized.

We propose a theoretical program for general-relativistic EED, including the scalar field \(C\) in the covariant, anti-symmetric, field tensor \((F_{\mu\nu})\) of Equation (27), which is consistent with Saa [143]. Moreover, the \(T^{\mu\nu}\) component of the stress-energy tensor becomes \(T^{\mu\nu} = (B^2/2\mu + C^2/2\mu + \epsilon|E|^2/2)/c^2\), with \(B = |B|, E = |E|,\) and \(C\) as the scalar-field magnitude. Li et al. [144] studied the non-local current density in various nano-devices, as a negative gradient of a scalar function, consistent with EED.

\[
P^{\text{EED}}_{\mu\nu} = \begin{pmatrix} C & -E_1(x)/c & -E_2(x)/c & -E_3(x)/c \\ E_1(x)/c & -C & B_3(x) & -B_2(x) \\ E_2(x)/c & -B_3(x) & -C & B_1(x) \\ E_3(x)/c & B_2(x) & -B_1(x) & -C \end{pmatrix}. \] (27)

Keller and Hively [82,83] published a GR-extension of EED, showing that only the longitudinal dynamics are changed by EED, allowing elucidation of the SLW and its source. The work [82] is important, because: (i) the C- and \(F^L\)-fields do not cancel, as in QED but rather form the SLW; (ii) a dispersion relation arises for \(E^L\)-waves in terms of the Hubble constant \((H_0)\) and the \(E^L\)-wave-vector amplitude \((q_0)\); and (iii) this approach is a first-principles path to an EED-quantum theory that includes acceleration and gravity. The work [83] is important, because: (iv) \(C\) and \(\gamma\) (scale factor in Equation (7)) allow consistency between \(E^L\) and \(A^\mu\); (v) \(\gamma C\) arises from superposition of longitudinal fields on the energy shell, \(|q| = cq\); and (vi) free-space SLWs can be emitted by nonlinear, electrodynamic mixing. A quantum-gravity simulation of a spherically-symmetric, lattice with a stationary metric produces polarized regions of positive and negative curvature [71]. These vacuum fluctuations are markedly different from Wheeler’s space-time foam.

8. Conclusions and Prospects

The above examples show that CED and QED are incomplete. CED omits the irrotational components of \(A, E,\) and \(J\) together with the scalar field \(C\). EED includes these irrotational (longitudinal) components, providing fresh understanding of scalar-longitudinal waves, energy, and
momentum. The examples above have the common feature of irrotational currents: (a) seismic precursor signals due to fracturing in the Earth’s crust [99], (b) peeling of adhesive tape [102,103], and (c) SLW irradiation by the TESLAR chip [106,107]. These examples generalize to any phenomena involving the breaking/alteration of chemical bonds in inanimate or biological systems and/or irrotational currents (e.g., radial oscillations of solar plasma). The gradient-driven current and the SLW then elucidate currently unexplained electrodynamic phenomena, both laboratory-based [101–107] and astrophysical [66,100].

EED gives the magnetic vector potential (\( \mathbf{A} \)) physical reality. Experimental evidence from the VPT [36,37] validates the Maxwell-Lodge effect [34] with \( \mathbf{A} \) as a physical field in the classical domain, along with validation by the Aharonov-Bohm effect in the quantum domain. The invention (and experimental validation) of SLW antennas [68] provides a springboard for disruptive technologies in wireless sources of energy generation and power conversion. EED has the potential to produce a revolution in electricity generation and distribution.
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