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Abstract—We consider the emergent behavior of viral spread when agents in a large population interact with each other over a contact network. When the number of agents is large and the contact network is a complete graph, it is well known that the population behavior – that is, the fraction of susceptible, infected and recovered agents – converges to the solution of an ordinary differential equation (ODE) known as the classical SIR model as the population size approaches infinity. In contrast, we study interactions over contact networks with generic topologies and derive conditions under which the population behavior concentrates around either the classic SIR model or other deterministic models. Specifically, we show that when most vertex degrees in the contact network are sufficiently large, the population behavior concentrates around an ODE known as the network SIR model. We then study the short and intermediate-term evolution of the network SIR model and show that if the contact network has an expander-type property or the initial set of infections is well-mixed in the population, the network SIR model reduces to the classical SIR model. To complement these results, we illustrate through simulations that the two models can yield drastically different predictions, hence use of the classical SIR model can be misleading in certain cases.

Index Terms—epidemic models, mean-field approximation, network-based interactions, SIR models

I. INTRODUCTION

The emergence of infectious diseases has led to devastating public health and economic crises worldwide. It is therefore of the utmost importance to develop accurate mathematical models of viral spread in order to track outbreaks and devise effective mitigation strategies. A common criticism of the classical SIR model is that it assumes all-to-all interaction structure: the probability that two given agents interact is the same for any pair of agents. In reality, agent interactions are constrained by a contact network, which is known to have a significant effect on the spread of a virus. To address this gap, researchers have proposed a generalization of the classical SIR model that incorporates the contact network, which we shall call the network SIR model [2]. This model has received significant attention over the past few decades, leading to exact computations of key epidemiological properties for general interaction structures as well as applications to parameter estimation and control [3]–[10]. Despite the multitude of papers on the network SIR model, fundamental questions remain open. For instance, it is unclear whether the network SIR model can reasonably approximate the stochastic SIR process. Furthermore, since the network SIR model is challenging to simulate when the size of the population is large, little is known about the short and intermediate-term evolution of the model.

The goal of our paper is to address these gaps. First, we make use of a recent general result of Sridhar and Kar [11] to show that if most vertices in the underlying contact network have a large enough degree, then the network SIR model correctly predicts the population-level behavior of the stochastic SIR model. Typically, to prove that a stochastic process concentrates around a deterministic counterpart, one would appeal to a law of large numbers that holds when the size of the population grows to infinity. The main difficulty is that the stochastic and network SIR models both depend heavily on the finite interaction structure between agents, hence no such law of large numbers exists in this case. This makes the mathematical analysis quite challenging, which is a key reason why the network SIR model was previously not rigorously justified.

Next, we study the short and intermediate-term behavior of the network SIR model. We find that the network SIR model is equivalent to the classical SIR model if the contact

which is an ordinary differential equation (ODE) tracking the fraction of susceptible, infected and recovered agents in the population. This ODE, which we call the classical SIR model [2], has been widely used for nearly a century to understand the spread of an epidemic.
network satisfies an *expander-type* property or if the initial infections are well-mixed within the population. This is somewhat surprising since the classical SIR model – which assumes a simplistic, homogenous interaction structure – can yield accurate predictions for arbitrary interaction structures. These results are established through novel connections to notions of *consensus* from distributed control. While such ideas are also considered in the general framework studied in [11], our analysis departs from their work by specializing to the network SIR model and by removing restrictive assumptions on the interaction structure used in [11].

Finally, through simulations, we show that the classical and network SIR can yield drastically different predictions for the spread of an epidemic. For instance, it is well-known that if an epidemic emerges, the classical SIR model predicts a single epidemic peak, after which the infected population dies out. We simulated the network SIR model for spatially-structured contact networks and found that when the average degree in the network is large, we see the same *qualitative* behavior as the classical SIR model (e.g., the emergence of a single epidemic peak). For networks with smaller average degree, there is an initial decline in infections followed by a resurgence at a later point once the epidemic has spread to other parts of the network. This shows in particular that the network SIR model may be able to predict the emergence of multiple waves of infection observed in reality [12]. The classical SIR model, on the other hand, does not capture this phenomenon.

The structure of the paper is as follows. In Section II we define relevant notation. Section III reviews the literature on the stochastic SIR process, the classical SIR model and the network SIR model. In Section IV we leverage the results from [11] to study the error between the stochastic SIR process and the network SIR model. In Section V we identify cases where the network SIR model reduces to the classical SIR model. Section VI includes our simulations. Finally, we conclude in Section VII.

II. NOTATION

Denote $\mathbb{R}$, $\mathbb{Z}$ and $\mathbb{Z}_{\geq 0}$ to be the set of reals, integers and non-negative integers, respectively. For a positive integer $K$, denote $[K] := \{1, \ldots, K\}$. For a vector $v \in \mathbb{R}^k$, the $p$-norm is $\|v\|_p := \left(\sum_{i=1}^k |v_i|^p\right)^{1/p}$. The infinity norm is $\|v\|_\infty := \max_{i \in [k]} |v_i|$. For a matrix $W \in \mathbb{R}^{k \times m}$, the Frobenius norm of $W$ is $\|W\|_F := \left(\sum_{i=1}^k \sum_{j=1}^m w_{ij}^2\right)^{1/2}$.

III. EPIDEMIC MODELS

A. The stochastic SIR process

We begin by reviewing the rigorous construction of the stochastic SIR process. The parameters of the virus are given by $\beta, \gamma \in [0, 1]$, which denote the probabilities of transmission and recovery, respectively. Suppose we have a population of $N$ agents, indexed by elements of $[N]$, who are always in one of three states: (S), infected (I) or recovered (R). We also assume the existence of an undirected contact network $G$ connecting the $N$ agents, so that if $(i, j) \in E(G)$, it is possible for $i$ and $j$ to interact with each other. It is assumed that each agent has an independent *Poisson clock*, which is a rate-1 Poisson process on the non-negative reals. When an agent’s clock “rings” (equivalently, the agent’s associated Poisson process jumps), the agent updates its state. If the updating agent is susceptible, they interact with a randomly chosen agent in their neighborhood. If the latter agent is infected, they transmit the virus to the updating agent (i.e., the state changes from S to I) with probability $\beta$. If, on the other hand, the updating agent is infected, they recover (i.e., the state changes from I to R) with probability $\gamma$.

Due to the possibly complex interactions between agents, it is typically quite challenging to simulate and analyze the time-evolution of the stochastic SIR process when $N$ is large. Most of the theoretical literature on this process has studied time-asymptotic properties such as steady-state behavior using branching process methods and non-rigorous techniques from theoretical physics (see [15, Section 4] and references therein). A key insight from this literature is that the emergence and final size of an epidemic depends not only on the properties of the virus, but also on the structure of the contact network.

B. Classical mean-field models

A special case where the stochastic SIR process admits a tractable analysis is the so-called *homogenous mixing* case, in which the interactions between any pair of agents are equally likely. This implies that the contact network is a complete graph (i.e., all-to-all links) and that when a susceptible agent is chosen to update, they interact with another agent chosen *uniformly at random* from the entire population. In the limit of large populations, the resulting dynamics can be approximated by the following ODE:

$$\begin{align*}
\dot{x}^S(t) &= -\beta x^S(t)x^I(t) \\
\dot{x}^I(t) &= \beta x^S(t)x^I(t) - \gamma x^I(t) \\
\dot{x}^R(t) &= \gamma x^I(t),
\end{align*}$$

where $x^S(t), x^I(t), x^R(t)$ represent the fraction of susceptible, infected and recovered agents in the population, respectively. The model (1), which we call the *classical SIR model*, can be justified as follows. Suppose that at time $t$, a single agent – labeled by $i$ – is chosen to update. If $i$ is susceptible, which occurs with probability $x^S(t)$, then they interact with another agent – labeled by $j$ – chosen uniformly at random from the population. If $j$ is infected, which occurs with probability $x^I(t)$, $i$ changes state from $S$ to $I$ with probability $\beta$, else $i$ remains in state $S$. Putting everything together, the probability of a single agent changing from state $S$ to $I$ at time $t$ is $\beta x^S(t)x^I(t)$. In the limit of large populations, this change is infinitesimal with respect to the population, which explains the first equation in (1). The observation that if $i$ is infected – which occurs with probability $x^I(t)$ – they recover with probability $\gamma$ explains the second and third equations in (1).

\[1\] An equivalent and equally common assumption is that the waiting time between interactions and recovery are independent exponential random variables.
The ODE (1) is relatively simple, easy to simulate and provides population-level information about the spread of a virus without needing to keep track of the states of individual agents. The original model of this type was proposed by Kermack and McKendrick in 1927 [2]. Various generalizations and extensions have been studied over the years, including additional state transitions (e.g., SEIR and SIS models, see Chapter 9.5) and multi-population models [14], [15].

The classical SIR model is also rigorously justified from a mathematical point of view. Given an instantiation of the stochastic SIR process on an N-agent population, define the population state
\[ Y_{av}^N(t) := (Y_{av}^{N,S}(t), Y_{av}^{N,I}(t), Y_{av}^{N,R}(t)) \]
where \( Y_{av}^{N,S}(t) \) is the fraction of agents in state S, with similar interpretations for \( Y_{av}^{N,I}(t) \) and \( Y_{av}^{N,R}(t) \). Due to well-known results of Kurtz [16], [17], if \( Y_{av}(0) \to x(0) \) as \( N \to \infty \), then
\[ \Pr \left( \lim_{N \to \infty} \sup_{0 \leq t \leq T} \| Y_{av}^N(t) - x(t) \| = 0 \right) = 1. \]

C. A mean-field model with non-homogenous interactions

A significant drawback of the classical SIR model is that agents may be more or less likely to interact with others based on their physical locations and friend circles. To address this gap, Laibovitch and Yorke [3] and later Wang et al. [4] proposed a generalization of the classical model accounting for non-homogenous interactions between agents. The model is defined as follows. Suppose we have a finite population of \( N \) agents. For each agent \( i \), define the variable
\[ y_i^N(t) := (y_i^{N,S}(t), y_i^{N,I}(t), y_i^{N,R}(t)) \]
where \( y_i^{N,S}(t) \) represents the probability that agent \( i \) is in state \( S \) at time \( t \), with similar interpretations for \( y_i^{N,I}(t) \) and \( y_i^{N,R}(t) \). Next, define the interaction matrix \( W \in \mathbb{R}^{N \times N} \), where the entry \( w_{ij} \) represents the probability that \( i \) interacts with \( j \). The sparsity of \( W \) conforms to the structure of the contact network \( G \) in the following sense: \( w_{ij} > 0 \) if and only if \( (i, j) \in E(G) \). We further note that, by the law of total probability, \( \sum_{j=1}^{N} w_{ij} = 1 \) for each \( i \in [N] \) so \( W \) is a row-stochastic matrix. The distribution of states within \( i \)'s neighborhood is then given by
\[ y_i^N(t) := \sum_{j=1}^{N} w_{ij} y_j^N(t), \]
so that, in particular, \( y_i^{N,I}(t) \) is the probability that agent \( i \) interacts with an infected neighbor at time \( t \). The network SIR model is the following 3N-dimensional system of ODEs:
\[
\begin{align*}
\dot{y}_i^{N,S}(t) &= -\beta y_i^{N,S}(t) y_i^{N,I}(t) \\
\dot{y}_i^{N,I}(t) &= \beta y_i^{N,S}(t) y_i^{N,I}(t) - \gamma y_i^{N,I}(t) \\
\dot{y}_i^{N,R}(t) &= \gamma y_i^{N,I}(t). 
\end{align*}
\]

The model (2) can be justified in a similar manner to (1). Suppose that agent \( i \) is chosen to update at time \( t \). If \( i \) is infected – which occurs with probability \( y_i^{N,I}(t) \) – then they recover with probability \( \gamma \), thus justifying the \( \gamma y_i^{N,I}(t) \) in the second and third equations of (2). If \( i \) is susceptible – which occurs with probability \( y_i^{N,I}(t) - \gamma y_i^{N,I}(t) \) – then agent \( i \) changes from \( S \) to \( I \) with probability \( \beta \). If agent states are independent, the combined probability is \( \beta y_i^{N,I}(t) y_i^{N,I}(t) \), which justifies the term in the first and second equations of (2). A flaw in this explanation is that agent states are in general not independent since neighboring agents may interact with each other. However, it is expected that if agent neighborhoods are sufficiently large, the \( y_i^N(t) \)'s may be approximately independent, in which case the behavior of (2) may correctly align with the stochastic SIR process.

Like the stochastic SIR process, the network SIR model is high-dimensional and therefore challenging to simulate when \( N \) is large. However, a theoretical analysis of (2) is often more tractable than its stochastic counterpart because it is deterministic and one can apply classical ODE methods in a relatively straightforward manner to establish stability and rate of convergence to equilibria [3], [5], [7]. Notably, this permits an analysis of general contact networks, whereas work on the stochastic SIR process typically assumes the contact network is highly structured (e.g., drawn from a random graph family such as the configuration model) [18]–[20]. The network SIR model also offers a tractable baseline model to study the estimation of propagation dynamics and epidemic control on networks [8]–[10].

Despite the multitude of papers on the network SIR model, there is little work comparing the predictions of the network SIR model and the stochastic SIR process. Van Miegham, Omic and Kooij [7] as well as Cator and Van Miegham [21] proved that in a network SIR model, \( y_i^{N,I}(t) \) is an upper bound for the probability that \( i \) is infected at time \( t \). Van Miegham and van de Bovenkamp additionally derived an expression for the error between (2) and the expected behavior of the corresponding stochastic SIR process in terms of the covariances between the \( y_i^N(t) \)'s. They estimate the error analytically for the complete graph and star graph and empirically for Erdős-Rényi graphs. They further conjecture that the network SIR model is accurate when the average degree is large [22].

IV. DETERMINISTIC APPROXIMATION OF THE STOCHASTIC SIR PROCESS

In this section, we leverage the recent results of Sridhar and Kar [11] to show that in the case of non-homogenous interactions, the population state \( Y_{av}^N(t) \) can be well-approximated by the process
\[ y_{av}^N(t) := \frac{1}{N} \sum_{i=1}^{N} y_i^N(t) \]
derived from the network SIR model. We first review the general class of stochastic processes considered in [11]. The set of agent states is denoted by a finite set \( A \), and initially,
each of the $N$ agents has a state in $\mathcal{A}$. For each distinct $a, b \in \mathcal{A}$, define the rate function

$$\rho^{ab} : \left\{ z \in \mathbb{R}^{\left| \mathcal{A} \right|} : \sum_{a \in \mathcal{A}} z_a = 1 \wedge z_a \geq 0, \forall a \in \mathcal{A} \right\} \to [0, 1].$$

The rate functions are assumed to be Lipschitz. Next, define the vectorized state of agent $i$ to be $Y^N_i(t) := \{Y^N_i,a(t)\}_{a \in \mathcal{A}}$, where $Y^N_i,a(t) = 1$ if agent $i$ has state $a$ at time $t$, else it is 0. We may also define $Y^N_i,a(t) := \sum_{j=1}^N w_{ij}Y^N_j,a(t)$.

For each transition time $t$ in the set

$$\mathcal{T}^N := \left\{ 0, \frac{1}{N}, \frac{2}{N}, \ldots \right\} = \left\{ \frac{k}{N} : k \in \mathbb{Z}_{\geq 0} \right\},$$

a single agent is chosen uniformly at random to update their state. If the updating agent has state $a$, they change to state $b$ with probability $\rho^{ab}(Y^N_i(t))$. The SIR process is a special case of the stochastic dynamics described above, with $\mathcal{A} = \{S, I, R\}$ and rate functions given by $\rho^{SI}(z) = \beta z$ and $\rho^{IR}(z) = \gamma$, with the other rate functions being zero. Since $\rho^{SI}$ is linear and $\rho^{IR}$ is constant, the Lipschitz assumption on the rate functions is satisfied.

The following result is a consequence of specializing a main result of Sridhar and Kar [11; Theorem 3.2] to the SIR model.

**Theorem 4.1:** Suppose that $W$ is non-negative and doubly-stochastic, and that $\beta, \gamma < 1$. Fix $\epsilon > 0$ and a time horizon $T \geq 0$. There exists a constant $L = L(\beta, \gamma)$ such that if $N \geq 4eLT/\epsilon$ and

$$\frac{1}{N} \|W\|^2_F := \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N w_{ij} \leq \frac{\epsilon^2}{8Te^{2LT}},$$

and if $\hat{Y}^N_{av}(t)$ is the continuous-time version of $Y^N_{av}(t)$ formed by linear interpolation between successive values in $\mathcal{T}^N$, then

$$\mathbb{P} \left( \max_{0 \leq t \leq T} \|\hat{Y}^N_{av}(t) - Y^N_{av}(t)\|_\infty > \epsilon \right) \leq c_1 e^{-c_2 N\epsilon^2},$$

where $c_1 = c_1(T, \epsilon, \beta, \gamma)$ and $c_2 = c_2(T, \epsilon, \beta, \gamma)$.

Equation (3) shows that when $\epsilon, T$ are fixed and $N$ is large, $y_{\text{av}}(t)$ is a good approximation for $Y^N_{av}(t)$. Moreover, Theorem 4.1 establishes a large-deviations-type probability upper bound, which is similar to large-deviations results for the homogenous mixing case [23, 24].

The key technical assumption that enables Theorem 4.1 is (3). At a high level, (3) ensures that the underlying contact network is not too sparse; we illustrate this concretely through the following example.

---

Example 4.2: Let $G$ be the underlying contact network, and let $d_i$ be the degree of agent $i$. Construct $W$ so that $w_{ij} = 1/d_i$ if $(i, j) \in E(G)$, else $w_{ij} = 0$. Then

$$\frac{1}{N}\|W\|^2_F = \frac{1}{N} \sum_{i=1}^N \frac{1}{d_i}.$$

For this quantity to be sufficiently small, all of the $d_i$’s except for a small fraction of vertices must be sufficiently large. We remark that $W$ constructed in Example 4.2 is not doubly-stochastic in general. However, the doubly-stochastic condition is used in (3) mainly for convenience as it simplifies much of the analysis, so we expect that this condition can be relaxed.

V. **EQUIVALENCE OF THE CLASSICAL AND NETWORK MEAN-FIELD SIR MODELS**

While Theorem 4.1 provides an important first step in understanding the behavior of the stochastic SIR process with non-homogenous interactions, an important remaining task is to study the behavior of $y^N(t)$. Although this is a challenging task in general as it entails the analysis of the $N$-dimensional ODE (2), we show in the following section that $y^N_{av}(t)$ reduces to the classical mean-field SIR model in many cases of interest.

The key insight behind this reduction is that if the collection $\{y^N_i(t)\}_{i \in [N]}$ is at a consensus — that is, $\bar{y}^N(t) = y^N_{av}(t)$ for all $i$ — then $y^N_{av}(t)$ is exactly equal to a solution of the classical mean-field ODE (1). Indeed, if we make the substitution $y^N_{av}(t) = y^N_{av}(t)$ in (2), we have

$$\begin{cases}
\dot{y}^N_{i,S}(t) = -\beta y^N_{i,S}(t) y^N_{i,I}(t) \\
\dot{y}^N_{i,I}(t) = \beta y^N_{i,S}(t) y^N_{i,I}(t) - \gamma y^N_{i,I}(t) \\
\dot{y}^N_{i,R}(t) = \gamma y^N_{i,I}(t).
\end{cases}$$

Averaging over $i$, we see that $y_{av}(t)$ satisfies

$$\begin{cases}
\dot{y}^N_{av,S}(t) = -\beta y^N_{av,S}(t) y^N_{av,I}(t) \\
\dot{y}^N_{av,I}(t) = \beta y^N_{av,S}(t) y^N_{av,I}(t) - \gamma y^N_{av,I}(t) \\
\dot{y}^N_{av,R}(t) = \gamma y^N_{av,I}(t),
\end{cases}$$

so $y^N_{av}(t)$ is a solution to the classical mean-field ODE (1). Using perturbation arguments, it can be shown that if the $y^N_i(t)$’s are close to a consensus, then $y^N_{av}(t)$ is close to a solution of (1). We show that this is possible under certain generic assumptions on the interaction matrix as well as the locations of initial infections. Sridhar and Kar [11] investigated these cases under the restrictive assumption that $W$ is doubly-stochastic. In the context of epidemic modeling, requiring $W$ to be doubly stochastic is quite unrealistic, as the constraint that all column sums must be one enforces a strange coupling across the interaction probabilities of all agents. In this work, we therefore present an analysis specialized to the network SIR model that holds for much broader class of row-stochastic matrices.

**Properties of the interaction matrix.** In many cases of interest, the structure of $W$ may guarantee that the $y^N_i(t)$’s are, on average, close to a consensus. To capture this idea
formally, suppose that $W \in \mathbb{R}^{N \times N}$ and $\mathbf{1} \in \mathbb{R}^N$ is the vector of all ones. Define

$$
\lambda(W) := \sup_{x: ||x||_2 = 1} ||Wx||_2.
$$

Since $W$ is row-stochastic, $\mathbf{1}$ is an eigenvector with eigenvalue 1. In the special case where $W$ is symmetric, all other eigenvectors are orthogonal to $\mathbf{1}$, hence $\lambda(W)$ is achieved by an eigenvector of $W$ corresponding to the second-largest eigenvalue in magnitude.

At a high level, $\lambda(W)$ controls the deviation between $y_{av}(t)$ and the solution to (1) with the same initial conditions. To see why this is the case, write

$$
y_{av,N,S}(t) = -\beta y_{av,N}(t)y_{av,I}(t) - p(t),
$$

where $p(t)$ is a perturbation given explicitly by

$$
p(t) := \frac{1}{N} \sum_{i=1}^{N} \beta y_{av,N}(t)\gamma_{i,N}(t) - y_{av,I}(t)).
$$

Define $y_{N,S}(t) := \{y_{N,S}(t)) \}_{i=1}^{N}$ and $\bar{y}_{N,S}(t) := \{\gamma_i N,I(t) \}_{i=1}^{N}$, and note that $\bar{y}_{N,S}(t) = W y_{N,S}(t)$. We can then bound

$$
|p(t)|^2 \leq \frac{1}{N} \sum_{i=1}^{N} (\beta y_{av,N}(t)^2 (y_{i,N}(t) - y_{av,I}(t))^2 (7)
$$

$$
\leq \frac{1}{N} ||W y_{N,I}(t) - y_{av,I}(t)||_2^2 (8)
$$

$$
= \frac{1}{N} ||W y_{N,I}(t) - y_{av,I}(t)||_2 (9)
$$

$$
\leq \lambda(W)^2. (10)
$$

Above, (7) is due to Jensen’s inequality, (8) is due to $|\beta y_{av,N}(t)| \leq 1$ and the definition of the $L_2$ norm, (9) follows since $y_{i,N,I}(t) - y_{av,I}(t) = 0$ and (10) follows from $|y_{i,N,I}(t) - y_{av,I}(t)| \leq 1$ for all $i$. Hence we expect that if $\lambda(W)$ is small, $y_{av,N}(t)$ will resemble a solution to (1). This leads to the following result.

**Theorem 5.1:** Let $\{W_n\}_{n=1}^{\infty}$ be a sequence of row-stochastic matrices such that $W_n \in \mathbb{R}^{N \times N}$ and

$$
\lim_{n \to \infty} \lambda(W_n) = 0.
$$

Then for any time horizon $T \geq 0$,

$$
\lim_{n \to \infty} \sup_{0 \leq t \leq T} ||y_{av,N}(t) - x(t)||_\infty = 0,
$$

where $x(t)$ is a solution to (1) with $x(0) = y_{av,N}(0)$.

The following example shows that when the underlying contact network is an Erdős–Rényi graph, (1) can be satisfied.

**Example 5.2:** We say that $G \sim G(n, p)$ if $G$ is a graph on $[n]$ and for each pair $(i,j) \in [n]^2$ such that $i \neq j$, the edge $(i,j)$ is included in $G$ with probability $p$, independently across all pairs of vertices. Let $d_i$ be the degree of vertex $i$, and let the entries of $W$ be given by $W_{ij} = 1/d_i d_j$ if $(i,j) \in E(G)$. With high probability, if $p$ is asymptotically larger than $O(\log^2 (n)/n)$, 1 is an eigenvalue of $W$ with multiplicity 1, and the magnitude of all other eigenvalues are at most $O(1/\sqrt{np})$. Since the degrees of all vertices are tightly concentrated around $np$ for the regime of $p$ we consider, $W$ is nearly symmetric. We therefore expect that $\lambda(W)$ is close to the second-largest eigenvalue in magnitude of $W$, and (11) follows.

**Distribution of initial infections.** In general, $\lambda(W)$ may not close to 0 so we do not expect that $y_{av,N}(t)$ can be well-approximated by a solution to (1); this is illustrated empirically in Section VI Figures 3 and 4. However, the dynamics have a convenient consensus-stable property: if the $\bar{y}_{N,S}(t)$’s are close to a consensus initially, then they remain close to a consensus for a long time. To see why this property holds, we first compute the following derivative:

$$
\frac{d}{dt}(y_{av,N}(t) - y_{av,N}(t)) = -\beta \left( \sum_{j=1}^{N} w_{ij} y_{av,N}(t) y_{av,I}(t) - y_{av,N}(t)y_{av,I}(t) + p(t)
$$

$$
= -\beta \left( \sum_{j=1}^{N} w_{ij} y_{av,N}(t) y_{av,I}(t) - y_{av,N}(t) y_{av,I}(t)
$$

$$
+ (\bar{y}_{i,N}(t) - y_{av,N}(t)) y_{av,I}(t) \right) + p(t).
$$

Since $y_{av,N}(t), y_{av,I}(t) \in [0, 1], p(t) \leq \max_{i \in [N]} ||\bar{y}_{i,N}(t) - y_{av,N}(t)\|_\infty$ in light of (8) and $\sum_{j=1}^{N} w_{ij} = 1$, we have the bound

$$
\frac{d}{dt}(y_{av,N}(t) \| - y_{av,N}(t)\|_\infty) \leq 4 \max_{i \in [N]} ||\bar{y}_{i,N}(t) - y_{av,N}(t)\|_\infty. (12)
$$

Through a similar analysis, it can be shown that the bound in (12) also holds for the states $I$ and $R$. Taking a maximum over $i \in [N]$ and $a \in \{S, I, R\}$ shows that the following inequality holds for almost all $t \geq 0$:

$$
\frac{d}{dt}(\max_{i \in [N]} ||\bar{y}_{i,N}(t) - y_{av,N}(t)\|_\infty) \leq 4 \max_{i \in [N]} ||\bar{y}_{i,N}(t) - y_{av,N}(t)\|_\infty.
$$

The differential form of Grönwall’s inequality implies that

$$
\max_{i \in [N]} ||\bar{y}_{i,N}(t) - y_{av,N}(t)\|_\infty \leq \left( \max_{i \in [N]} ||\bar{y}_{i,N}(0) - y_{av,N}(0)\|_\infty \right) e^{4t}.
$$

Noting that the bound in the display above also holds for the perturbation $p(t)$, it follows that $\sup_{0 \leq t \leq T} p(t)$ can be made arbitrarily small as long as $\max_{i \in [N]} ||\bar{y}_{i,N}(0) - y_{av,N}(0)\|_\infty$ is small as well. This leads to the following result.

**Theorem 5.3:** Suppose that $x$ is a solution to (1) with $x(0) = y_{av,N}(0)$. For every $\epsilon > 0$, there exists $\delta = \delta(\epsilon, \beta, \gamma)$ such that if

$$
\max_{i \in [N]} ||\bar{y}_{i,N}(0) - y_{av,N}(0)\|_\infty \leq \delta,
$$

then
A natural scenario in which we may expect \( \| \bar{y}_N^i(0) - y_{av}^N(0) \|_\infty \) to be small is when the set of initial infections is randomly interspersed throughout the population. This is concretely illustrated in the following example.

Example 5.4: Let the contact network be a \( d \)-regular graph, with \( w_{ij} = 1/d \) if \((i, j)\) is an edge in the network, else \( w_{ij} = 0\). Suppose that, independently at random across all agents, each agent is infected with probability \( q \) and susceptible with probability \( 1 - q \). Hoeffding’s inequality implies

\[
\mathbb{P}\left( \| \bar{y}_N^i(0) - (1 - q, q, 0) \|_\infty > \epsilon \right) \leq 2e^{-2N\epsilon^2},
\]

\[
\mathbb{P}\left( \| y_i^N(0) - (1 - q, q, 0) \|_\infty > \epsilon \right) \leq 2e^{-2d\epsilon^2}, \quad i \in [N].
\]

A union bound then implies that

\[
\mathbb{P}\left( \max_{i \in [N]} \| \bar{y}_N^i(0) - y_{av}^N(0) \|_\infty > \epsilon \right) \leq 2Ne^{-\frac{1}{2}d\epsilon^2}.
\]

In particular, if \( d / \log N \) is sufficiently large, the right hand side of \((5.3)\) can be made arbitrarily small for large \( N \).

VI. Simulations

In this section, we provide several simulations of the classical mean-field SIR model \( \bar{Y}^N(t) \), the network mean-field SIR model \( Y^N(t) \) and the stochastic SIR model to support our theoretical results. In all our simulations, we set \( \beta = 0.8 \) and \( \gamma = 0.3 \); we found that these parameters demonstrated the key qualitative aspects of epidemic spread such as a peak in infections and a subsequent exponential decay. In Section VI-A, we empirically support our results in Sections V and VI which collectively determine conditions under which the population process \( Y^N_{av}(t) \) concentrates around the classical mean-field SIR model. In Section VI-B, we highlight cases where \( Y^N_{av}(t) \) concentrates around the network mean-field SIR model as opposed to the classical model. In particular, we show how the location of initial conditions and the structure of the underlying contact network has a significant effect on the emergence and ultimate size of an epidemic.

A. Concentration around the classical mean-field SIR model

In our first set of simulations, we validate Theorem 5.1 which says that if the interaction matrix \( W \) has a spectral gap close to 1, \( y_{AV}^N(t) \) (and therefore \( Y_{AV}^N(t) \) in light of Theorem 4.1) will concentrate around the classical mean-field SIR model. We generate interaction matrices derived from Erdős-Rényi random graphs for two reasons: they have a known expander-type property which leads to \((11)\) being satisfied (see Example 5.2) and it is a commonly-used model for real world networks.

Our simulations are set up as follows. We initially chose \( 0.2 \times N \) vertices arbitrarily to be initially infected. Next, we sample the underlying contact network from \( G(N, 0.2) \), which denotes an Erdős-Rényi random graph on \( N \) vertices with connection probability 0.2. Letting \( d_i \) and \( d_{max} \) be the maximum degree and the degree of \( i \) in the contact network, respectively, the entries of the interaction matrix \( W \) are given by

\[
w_{ij} := \begin{cases} \frac{1}{d_{max} + 1} & (i, j) \text{ is an edge in } G(N, 0.2); \\ 1 - \frac{d_i}{d_{max} + 1} & i = j; \\ 0 & \text{else.} \end{cases}
\]

It can be verified that \( W \) is doubly stochastic and \( \lambda(W) \leq O(\sqrt{\log N / N}) \) with high probability when \( N \) is sufficiently large \([\Pi]\) Appendix E). In Figure 1, we compare plots of the classical SIR model and the stochastic SIR process for \( N = 500, 1000, 5000 \). As predicted by Theorem 5.1, the stochastic processes converge to the classical SIR model when \( N \) is sufficiently large.

Next, we demonstrate that for general \( W \) for which \( \lambda(W) \) is not close to 0, the population state \( Y_{AV}^N(t) \) is close to the mean-field process if the initial set of infections is randomly chosen. The contact network, with parameters \((N, d)\) is constructed as follows: place the \( N \) vertices at equidistant locations on the unit circle, and each vertex is connected to the \( d \) closest vertices, including itself (we may assume \( d \) is odd so that this construction is well-defined). For the interaction matrix, we set \( w_{ij} = 1/d \) if \((i, j) \) is an edge in the contact network, else \( w_{ij} = 0 \). In \([\Pi]\) Appendix E), it was shown that if
are chosen as long as they are consecutive.

We consider an interaction matrix constructed from the same nearest-neighbor graph family simulated in Figure 2, with parameters $N = 2000$ and $d = 0.2 * N$. We choose 400 consecutive vertices on the unit circle to be the initial infected population. This set of initial infections is chosen randomly in the manner corresponding to the interaction matrix we have defined. We see that the stochastic processes enjoy better concentration around the initial infected population.

Finally, we show how the network SIR model can exhibit quite different behaviors than what is predicted by the classical SIR model. Interestingly, when $d = 200$, though with a smaller, delayed peak in infections. Interestingly, when $d = 50$, 100, there is an initial decline in the number of infections followed by a resurgence in infections at a later point in time before experiencing an exponential decay to the zero-infection state. This behavior can be explained as follows. Since the initial infections are consecutive vertices and the graph is relatively sparse, many infected vertices will only have infected neighbors; hence these vertices cannot contribute to the epidemic and eventually die out; this explains the initial decline in the infection curve. Concurrently, the vertices that do have susceptible neighbors will spread the virus, leading to an increase in infections in other parts of the network; these two effects balance each other out at some point, leading to the observed valley in the infection curves. Surprisingly, the emergence of “infection waves” observed in the population-level behavior of the $d = 50, 100$ plots has not been previously studied in network SIR models, theoretically or empirically.

**B. Deviation from the classical model**

When $\lambda(W)$ is bounded away from 0 and the initial locations of infections are not well interspersed in the population, the evolution of $y^N_{av}(t)$ and therefore $Y^N(t)$ may be quite different from the classical SIR model. To illustrate this, we consider an interaction matrix constructed from the same nearest-neighbor graph family simulated in Figure 2 with parameters $N = 2000$ and $d = 0.2 * N = 400$. We choose 400 consecutive vertices on the unit circle to be the initial infected population. In Figure 3 we plot the classical SIR model, the network SIR model, and the stochastic SIR process corresponding to the interaction matrix we have defined. We see that the two mean-field approximations yield different predictions, with $Y^N_{av}(t)$ concentrating around the network SIR model rather than the classical model. Interestingly, $y^N_{av}(t)$ has a delayed, shorter infection peak compared to the prediction of the classical SIR model. Moreover, the networks considered in Figures 3 and 4 have approximately the same number of edges, illustrating how the behavior of $Y_{av}(t)$ is heavily influenced by fundamental structural properties of the network.

Finally, we show how the network SIR model can exhibit quite different behaviors than what is predicted by the classical SIR model. As in the previous simulations, we let $N = 1000$ and choose 200 consecutive vertices to be the initial infected population. In Figure 4 we compare the time-evolution of the classical SIR model as well as the network SIR model with $d = 200, 100, 50$. In the classical SIR model it is known that if an epidemic emerges, there is a peak in infections followed by an exponential decay to the zero-infection state [5, Lemma 6]. This behavior is exhibited when $d = 200$, though with a smaller, delayed peak in infections. Interestingly, when $d = 50, 100$, there is an initial decline in the number of infections followed by a resurgence in infections at a later point in time before experiencing an exponential decay to the zero-infection state. This behavior can be explained as follows. Since the initial infections are consecutive vertices and the graph is relatively sparse, many infected vertices will only have infected neighbors; hence these vertices cannot contribute to the epidemic and eventually die out; this explains the initial decline in the infection curve. Concurrently, the vertices that do have susceptible neighbors will spread the virus, leading to an increase in infections in other parts of the network; these two effects balance each other out at some point, leading to the observed valley in the infection curves. Surprisingly, the emergence of “infection waves” observed in the population-level behavior of the $d = 50, 100$ plots has not been previously studied in network SIR models, theoretically or empirically.

**VII. Conclusion**

In this paper, we investigated the connections between the stochastic SIR process, the classical SIR model and the network SIR model from a mathematically rigorous point of view. We showed that in general, the network SIR model provides a better approximation for the stochastic SIR process than the classical model, but that the classical model still yields correct predictions when the underlying network has an expander-type property or when the initial infections are well-mixed within the population. We also validated our results through simulations and empirically highlighted significant differences in the spreading behavior in the network SIR model compared to the classical SIR model. There are many avenues for future work, including a characterization of $y^N_{av}(t)$ for various types of networks as well as a theoretical study of the phenomena highlighted in our simulations.
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