Out of equilibrium open quantum systems: a comparison of approximate Quantum Master Equation approaches with exact results
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We present the Born-Markov approximated Redfield quantum master equation (RQME) description for an open system of non-interacting particles (bosons or fermions) on an arbitrary lattice of \(N\) sites in any dimension and weakly connected to multiple reservoirs at different temperatures and chemical potentials. The RQME can be reduced to the Lindblad equation, of various forms, by making further approximations. By studying the \(N = 2\) case, we show that RQME gives results which agree with exact analytical results for steady state properties and with exact numerics for time-dependent properties, over a wide range of parameters. In comparison, the Lindblad equations have a limited domain of validity in non-equilibrium. We conclude that it is indeed justified to use microscopically derived full RQME to go beyond the limitations of Lindblad equations in out-of-equilibrium systems. We also derive closed form analytical results for out-of-equilibrium time dynamics of two-point correlation functions. These results explicitly show the approach to steady state and thermalization. These results are experimentally relevant for cold atoms, cavity QED and far-from-equilibrium quantum dot experiments.

PACS numbers:

I. INTRODUCTION

Understanding out-of-equilibrium quantum systems, both bosonic and fermionic has been of great experimental and theoretical interest recently. Such open quantum systems have been realized both in the bosonic (experiments on cavity-QED arrays [1–4], cold atoms [5, 6], cavity optomechanics [7, 8]) and fermionic case (non-equilibrium transport in coupled quantum dots [9–12], cold atoms [13]). A typical setup of interest (see Fig. 1) is a system of small number of bosonic (fermionic) degrees of freedom coupled to a bosonic (fermionic) bath/environment composed of large number of degrees of freedom. The general case can be defined as a scenario in which each degree of freedom of the sub-system is coupled to a bath characterized by a temperature \((T = 1/\beta)\) and a chemical potential \((\mu)\). New cutting edge technologies available recently for measuring physical quantities such as occupation number, currents and correlations in such systems makes it of paramount importance to develop an approach that produces accurate results. Additionally, these open quantum systems are widely tunable thereby providing a large window of parameters to test validity of different approaches.

One of the most commonly-used frameworks in the study of open quantum systems in the limit of weak system-bath coupling is the quantum master equation (QME) method, where one writes a time-evolution equation for the reduced density matrix \(\rho\) of the system. Two QMEs’ that are popular in the literature are the Redfield [14] and the Lindblad equations [15, 16]. The Redfield equations (RQME) are obtained under the so-called Born-Markov approximation (see later). After further approximations, and depending on the nature of these, we get either the local coordinate basis (site-basis) Lindblad QME (LLQME) or the eigenfunction basis Lindblad QME (ELQME). An advantage of the Lindblad equations is that they have been proven to preserve positivity of \(\rho\). Hence they are widely used in the literature [17–29]. However, both Lindblad equations are known to have limitations. The local basis Lindblad
does not give the correct thermalization \[27\] for non-interacting bosons/fermions, while the eigenbasis Lindblad gives zero particle current inside the system even in the non-equilibrium steady state (NESS) \[27\].

The RQME provides an alternative. It has been previously used to find NESS properties in open quantum harmonic chains, spin chains and fermionic lattices \[31\]. RQME is known to give thermalization, but is more difficult to solve, both numerically and analytically. Also, it does not guarantee the complete positivity of the system density matrix at all times. This may lead to various subtle pathologies depending on initial conditions, as shown in some recent works \[40\] [41]. The Lindblad equations, on the other hand, are free from these pathologies.

Because of such inherent pathologies and limitations stemming from the approximations, it is important to check performance of the approximate QMEs against exact results. Results from RQME, Lindblad QMEs and exact calculations have been recently compared for a single oscillator in NESS \[32\] and for a two site bosonic problem in equilibrium \[43\]. To our knowledge, rigorous checks have not been performed for multiple sites in non-equilibrium.

In this manuscript, we ask the question whether it is justified to adopt RQME to go beyond the limitations of the Lindblad methods in non-equilibrium systems. To this end, first, for an out-of-equilibrium system of non-interacting bosons/fermions in an arbitrary lattice of \( N \) sites in any dimension, we derive a closed set of linear differential equations for two-point correlation functions from RQME. Such closed set of linear differential equations can be easily solved numerically. This, therefore, gives a numerical way to compute physical results for such out-of-equilibrium systems from RQME. Next, to check validity of such solutions, we compute physical quantities of interest from RQME for a system of two bosonic/fermionic modes connected to two baths at different temperatures and chemical potentials (i.e, out-of-equilibrium) and compare them against exact results obtained from other open system approaches, such as the quantum Langevin method (QLE), where exact equations for system degrees of freedom admit the form of an effective generalized ‘Langevin equation’, and equation of motion (EOM) method \[41\] [17]. We find that RQME indeed reproduces the exact results quite accurately. We also provide closed form analytical results for out-of-equilibrium time dynamics of two-point correlation functions for the two site problem. Throughout the paper, \( \hbar \) is taken to be unity.

The plan of the paper is as follows. In Sec. (II) we define the general model and give a derivation of the Redfield QME. In Sec. (III) we consider a two site example and compare results obtained from different QMEs’ with exact results. Finally we summarize our results in Sec. (IV).

II. THE MODEL AND THE REDFIELD QME (RQME)

Definition of model: We consider non-interacting bosonic (fermionic) particles on a lattice of \( N \) sites in arbitrary dimension and of arbitrary geometry where each site is coupled to bosonic (fermionic) baths. The bath Hamiltonian, \( \hat{H}_B \), as well as the coupling between system and baths, \( \hat{H}_{SB} \), are taken to be bilinear. The full Hamiltonian thus takes the form

\[
\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{SB} \, ,
\]

where \( H^{(S)} \) is a Hermitian matrix and \( \hat{a}_\ell \) correspond to bosonic (fermionic) annihilation operators defined respectively on \( \ell \)th lattice site of system and \( \hat{B}_r^{\dagger} \) to those of baths attached to the \( \ell \)th point. The baths have infinite degrees of freedom. \( \varepsilon \) is a parameter that controls system bath coupling and has dimensions of energy, so that \( \{ \kappa_{\ell r} \} \) are dimensionless and \( O(1) \). We assume that, initially, each of the \( \ell \) baths is at thermal equilibrium at its own inverse temperature \( \beta_\ell \) and chemical potential \( \mu_\ell \), and there is no coupling between system and baths. Thus, the initial bath correlation functions satisfy the thermal properties:

\[
\langle \hat{B}_\ell^{\dagger}(t) \hat{B}_m(r) \rangle = 0 \, , \quad \langle \hat{B}_\ell^{\dagger}(t) \hat{B}_m(r) \rangle = \eta_\ell(\Omega_\ell^{(r)}) \delta_{rs} \, ,
\]

where \( \eta_\ell(\omega) = [e^{\beta_\ell(\omega - \mu_\ell)} \pm 1]^{-1} \) is the fermionic or bosonic distribution function. We also introduce the bath spectral functions:

\[
J_\ell(\omega) = 2\pi \sum_r |\kappa_{\ell r}|^2 \delta(\omega - \Omega_\ell^{(r)}) \, .
\]

Redfield QME: In the Redfield approach, one assumes weak system-bath coupling limit. Performing the Born-Markov approximation leads to the standard Redfield equation \[45\] [49]. For bilinear system-bath coupling \( \hat{H}_{SB} = \sum_\ell \hat{S}_\ell \hat{B}_\ell \) where \( \hat{S}_\ell \) operates on system and \( \hat{B}_\ell \) operates on bath, system-bath coupling being turned on at time \( t = 0 \), we have the master equation

\[
\frac{\partial \rho}{\partial t} = -\sum_{\ell, m} \int_0^t dt' \{ [\hat{S}_\ell^{\dagger}(t), \hat{S}_m(t')] \rho(t') |\langle \hat{B}_\ell^{\dagger}(t) \hat{B}_m(t') \rangle_B + \rho(t') [\hat{S}_m^{\dagger}(t'), \hat{S}_\ell(t)] |\langle \hat{B}_m^{\dagger}(t') \hat{B}_\ell(t') \rangle_B \} \, ,
\]

where we use the interaction representation \( \hat{O}_I(t) = e^{i(\hat{H}_S + \hat{H}_B)t} \hat{O} e^{-i(\hat{H}_S + \hat{H}_B)t} \) and \( \langle ... \rangle_B \) refers to the average taken only with respect to bath. In order to obtain the explicit QME for our model, it is convenient to go to
the eigenbasis of the system Hamiltonian. Let \( c \) be the unitary matrix which diagonalizes \( H^{(S)} \), i.e.,

\[
c^\dagger H^{(S)} c = \omega^{(D)},
\]

where \( c^\dagger = I \) and \( \omega^{(D)} \) is diagonal matrix with elements \( \omega_{\sigma} \). Then we also define new operators \( \{ A_\alpha \} \) through the transformation

\[
\hat{A}_\alpha = \sum_{\alpha=1}^N c_{\alpha} \hat{A}_\alpha.
\]

Thus \( \hat{A}_\alpha \) is the annihilation operator for the \( \alpha \)th eigenmode with energy \( \omega_{\alpha} \). For RQME to be valid, we choose \( \varepsilon \ll \{ \omega_{\alpha} \} \). After some tedious algebra (see Appendix), we obtain our QME for the reduced density matrix \( \rho \) of the system:

\[
\frac{\partial \rho}{\partial t} = i[\rho, H_S] - \varepsilon^2 \sum_{\alpha,\tau=1}^N \int \frac{d\omega}{\pi} \left[ \int_0^\infty d\tau e^{i(\omega - \omega_\tau)\tau} \mathcal{L}(\hat{A}_\alpha, \hat{A}_\nu; \omega) \rho + h.c. \right],
\]

where

\[
\mathcal{L}(\hat{A}_\alpha, \hat{A}_\nu; \omega) = (f_{\alpha\nu}(\omega) + F_{\alpha\nu}(\omega))[\hat{A}_\alpha, \hat{A}_\nu],
\]

\[
f_{\alpha\nu}(\omega) = \sum_{\ell=1}^N c_{\alpha} c_{\nu} J_{\ell}(\omega) \frac{1}{2}, \quad F_{\alpha\nu}(\omega) = \sum_{\ell=1}^N c_{\alpha}^2 c_{\nu} J_{\ell}(\omega) \frac{1}{2}.
\]

Here the integration over \( \omega \) is over all bath energy levels. Also we have taken observation times \( t \gg \tau_B \), where \( \tau_B \) is the characteristic relaxation time scale of the bath. For baths with wide bandwidth and at low temperature, \( \tau_B \sim \beta \) (see Appendix). Similar RQME was dervied in Ref. \textsuperscript{[21,22]} for slightly different systems.

**Equations for correlation functions:** We note that it is possible to obtain closed time-dependent equations for the full set of two point correlations \( C_{\alpha\nu}(t) = Tr(\rho(t)\hat{A}_\alpha \hat{A}_\nu) \). The evolution equation for \( C_{\alpha\nu}(t) \) as obtained from the QME is:

\[
\frac{dC_{\alpha\nu}}{dt} = i\omega_{\alpha\nu} C_{\alpha\nu}(t) + \varepsilon^2 \left[ F_{\alpha\nu}(\omega_{\alpha\nu}) - iF_{\alpha\nu}(\omega_{\alpha\nu}) \right] - \sum_{\sigma=1}^N C_{\alpha\sigma}(t)v_{\alpha\sigma} \right] + (\alpha \leftrightarrow \nu)^\dagger, \quad \text{where}
\]

\[
v_{\alpha\nu} = f_{\alpha\nu}(\omega_{\alpha\nu}) - iF_{\alpha\nu}(\omega_{\alpha\nu}),
\]

with \( f_{\alpha\nu}(\omega) = \mathcal{P} \int \frac{d\omega'}{\pi} f_{\alpha\nu}(\omega') \), \( F_{\alpha\nu}(\omega) = \mathcal{P} \int \frac{d\omega'}{\pi} F_{\alpha\nu}(\omega') \), where \( \mathcal{P} \) denotes principal value.

The Redfield equation is, in general, quite difficult to solve. That is one of the main reasons for reduction of Redfield equation to Lindblad forms, for which various numerical techniques are available. However, note that Eq. \textsuperscript{[3]} forms a closed set of linear differential equations which can be easily solved numerically. Various physical quantities of interest such as occupation density and particle current can be obtained from these correlation functions. The main pre-requisite for solving Eq. \textsuperscript{[8]} is diagonalization of the system Hamiltonian to go to the eigenbasis. For a non-interacting bosonic/fermionic system of \( N \) sites in arbitrary lattices, this only requires diagonalization of the \( N \times N \) matrix \( H^{(S)} \). If there are no further symmetries in the system, one needs all the \( N^2 \) two-point correlation functions to close the set of linear differential equations, and hence needs to deal with \( N^2 \times N^2 \) matrices. Thus, Eq. \textsuperscript{[8]} gives a numerical way to directly calculate time-dynamics of out-of-equilibrium two-point correlation functions in an arbitrary system of non-interacting particles in a lattice. In the rest of the manuscript we will be testing the validity of solutions of Eq. \textsuperscript{[8]}.

### III. \( N = 2 \) Case: Comparison between QME and Exact Results

The solution of Eq. \textsuperscript{[8]} gives two point correlation functions for the \( N \) site non-interacting bosons/fermions in non-equilibrium in any dimension. We propose to check the validity of such solutions. To do so, we now go to a specific simple problem with \( N = 2 \) sites and check how good Eq. \textsuperscript{[8]} does when compared to exact results.

We consider the following specific two-site system coupled to baths which are one-dimensional chains:

\[
\hat{H}_S = \omega_0 (\hat{a}_1^\dagger \hat{a}_1 + \hat{a}_2^\dagger \hat{a}_2) + g (\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1),
\]

\[
\hat{H}_B = \sum_{s=1}^\infty \left[ J_{s+1} \hat{b}_s^\dagger \hat{b}_{s+1} + h.c. \right], \quad \hat{H}_{SB} = \varepsilon \gamma_1 (\hat{a}_1^\dagger \hat{b}_1^\dagger + h.c.) + \varepsilon \gamma_2 (\hat{a}_2^\dagger \hat{b}_2^\dagger + h.c.),
\]

where the operators are either all bosonic or all fermionic and \( \hat{b}_s^\dagger \) is the annihilation operator of the \( s \)th bath site of the \( \ell \)th bath. The eigenmodes of the system are given by \( \hat{A}_1 = (\hat{a}_1 - \hat{a}_2)/\sqrt{2}, \quad \hat{A}_2 = (\hat{a}_1 + \hat{a}_2)/\sqrt{2} \) with eigenvalues \( \omega_1 = \omega_0 - g, \quad \omega_2 = \omega_0 + g \). We assume \( \omega_0 \gg \varepsilon \), so that QME can be applied, while the parameter \( g \) can be varied freely. The bath spectral functions, defined in Eq. \textsuperscript{[3]} can be obtained explicitly by going to eigenmodes of the baths and are given by \textsuperscript{[22]} (see Appendix).

\[
J_{\ell}(\omega) = \frac{2\gamma_\ell^2}{t_B} \sqrt{1 - \frac{\omega^2}{(2t_B)^2}}.
\]

In the following sections we first give some details of the exact approaches to obtain steady state [Sec. \textsuperscript{[III A]}] and time-dynamics [Sec. \textsuperscript{[III B]}], then present some analytic results from RQME [Sec. \textsuperscript{[III C]}], discuss the reduction to the Lindblad form [Sec. \textsuperscript{[III D]}] and finally present the comparisons between the various methods [Sec. \textsuperscript{[III E]}].
A. Exact results: steady state via Quantum Langevin Equation (QLE)

Exact steady state properties of the system can be found using QLE, as done in Ref [15–17]. We briefly outline the procedure for computing physical quantities from the QLE method for the 2-site case with Hamiltonian given by Eq. (9). We first go to the eigenmodes of the bath by doing a unitary transformation. So, \[ \hat{H}_B^{(f)} = t_B \sum_{n=1}^\infty \hat{b}_n^{(f)} \hat{b}_n^{(h)} + h.c. \] where \( \hat{b}_n^{(f)} = \sum_r U_{nr}^{(f)} \hat{b}_r^{(f)} \) and \( U \) is the unitary matrix that diagonalizes \( \hat{H}_B^{(f)} \). \( \hat{b}_r^{(f)} \) is annihilation operator of the eigenmode with eigenvalue \( \Omega_r^{(f)} \). The bath eigenmodes satisfy the initial bath correlation functions: \[ \langle \hat{B}_r^{(f)} \rangle = 0 \quad \text{and} \quad \langle \hat{B}_r^{(f)} \hat{B}_s^{(f)} \rangle = n_t(\Omega_r^{(f)}) \delta_{rs} \]. We then have \( \kappa_{tr} = \gamma_t U_{r1} \). The equation of motion (EOM) for the system and the bath are

\[
\frac{d\hat{B}_r^{(f)}}{dt} = -i[\hat{B}_r^{(f)}, \hat{H}] = -i(\Omega_r^{(f)} \hat{B}_r^{(f)} + \varepsilon \kappa_{tr} \hat{a}_r) \quad , (11)
\]

\[
\frac{d\hat{a}_1}{dt} = -i(\omega_0 \hat{a}_1 + g \hat{a}_2 + \sum_r \varepsilon \kappa_{tr} \hat{B}_r^{(f)}) \quad , (1 \leftrightarrow 2) \quad . (12)
\]

The equation for the bath (Eq. 11) can be formally solved to obtain:

\[
\hat{B}_r^{(f)}(t) = \hat{B}_r^{(f)}(0)e^{-i\Omega_r^{(f)} t} - i\varepsilon \kappa_{tr} \int_0^t dt' \hat{a}_r(t')e^{-i\Omega_r^{(f)} (t-t')} \quad . (13)
\]

Using this in Eq. 12, we obtain the quantum Langevin equation (QLE)

\[
\frac{d\hat{a}_1}{dt} = -i(\omega_0 \hat{a}_1 + g \hat{a}_2) - i\varepsilon \hat{\xi}_1 - \varepsilon^2 \int_0^t dt' \hat{a}_1(t')\alpha_1(t-t') , \quad (1 \leftrightarrow 2) \quad , (14)
\]

where

\[
\hat{\xi}_1(t) = \sum_r \kappa_{tr} \hat{B}_r^{(f)}(0)e^{-i\Omega_r^{(f)} t} \quad , (15)
\]

\[
\alpha_1(t-t') = \int \frac{d\omega}{2\pi} J_1(\omega)e^{-i\omega(t-t')} \quad , (16)
\]

represent ‘noise’ and ‘dissipation’ respectively and \( J_\ell(\omega) \) are the bath spectral functions as defined in Eq. 3. Using the bath correlations, we obtain

\[
\langle \hat{\xi}_1(t')\hat{\xi}_1(t) \rangle = \int \frac{d\omega}{2\pi} J_1(\omega) n_t(\omega)e^{-i\omega(t-t')} \quad . (17)
\]

Note that even though Eq. 14 has the form of a generalized Langevin equation, it is completely exact. The ‘noise’ and ‘dissipation’ that appear in the QLE arise from exact treatment of the bath. The steady state results can be easily found from Eq. 14 by taking \( t \to \infty \) and doing Fourier transforms. The NESS current and occupation obtained are given by

\[
I = g^2 \varepsilon^2 \int \frac{d\omega}{2\pi} J_1(\omega)J_2(\omega) \left[ n_1(\omega) - n_2(\omega) \right] , \quad (18)
\]

\[
\langle \hat{a}_1^\dagger \hat{a}_1 \rangle = \varepsilon \int \frac{d\omega}{2\pi} \left[ \mathcal{K}(\omega)J_1(\omega) n_1(\omega) + g^2 J_2(\omega) n_2(\omega) \right] , \quad (19)
\]

where

\[
\Delta_\ell(\omega) = \mathcal{P} \int \frac{d\omega'}{2\pi} J_1(\omega') , \quad \mathcal{M}(\omega) = \left[ (\omega_0 - \omega - i\varepsilon J_1(\omega))/2 + \varepsilon^2 \Delta_1(\omega) \right] \quad ,
\]

\[
\left( \omega_0 - \omega - i\varepsilon J_2(\omega)/2 + \varepsilon^2 \Delta_2(\omega) \right) - g^2 \right] , \quad \mathcal{K}(\omega) = \left[ \omega_0 - \omega - i\varepsilon J_2(\omega)/2 + \varepsilon^2 \Delta_2(\omega) \right] ^2 \quad . (20)
\]

The occupation of the second site is just \( \langle \hat{a}_2^\dagger \hat{a}_2 \rangle = 1 \leftrightarrow 2 \) in Eq. 19. All integrals over \( \omega \) go over all possible values of \( \omega \). Note that Eq. 18,19 are exact results without any approximation. However, they are not closed form results and involve some complicated integrals. Also, obtaining exact transient behaviour by this method is difficult. But transient behaviour can be easily obtained by exact numerics.

B. Exact results: time dynamics via system+bath numerics

To check the time dynamics we do numerical simulations. For this purpose, we choose a bath of finite size and evolve the full system+bath Hamiltonian \( \hat{H} \) using unitary Hamiltonian dynamics. Let us collectively denote by “d” a column vector with all annihilation operators of both system and baths. The full Hamiltonian can be written as \( \hat{H} = \sum_{i,j} H_{ij} d_i^\dagger d_j \) where \( i \) now refers to either system or bath sites. If \( D = (dd^\dagger) \) denotes the full correlation matrix of system and baths, its time evolution is given by \( D(t) = e^{iHt} D e^{-iHt} \). In our simulations we considered the system described by Eq. 9 of two sites connected to baths each with 511 sites which are large enough to show negligible finite size effects.

C. Correlation functions from RQME

1. Symmetric coupling to baths: \( \gamma_1 = \gamma_2 \): Full solution

In Eq. 8 this corresponds to the special case of all system bath couplings being equal, i.e, when, \( J_\ell(\omega) = J_\omega(\omega) \). Under this condition Eq. 8 can be solved exactly using the fact that \( J_\ell(\omega) = |J_\omega(\omega)|/2 \sum_{\nu=1}^N c_{\nu} c_{\nu} = |J_\omega(\omega)|/2 \delta_{\nu,\delta} \) due to orthonormality of the eigenfunctions. Thus, \( \psi_{\nu,\delta} = \cdots \)
Thus RQME shows proper thermalization and approach current is zero, which are the expected thermal values. It is seen from the steady state equations that in equilibrium functions approach steady state values at time $\tau_B$, where the system is much larger than $\tau_B$, viz., $\tau_B \leq 1/[\varepsilon^2 f_{\alpha\alpha}(\omega_\alpha)] \sim \frac{\tau_B}{g}$, since $f_{\alpha\alpha}(\omega_\alpha) \sim \tau_B$, from Eq. [10] Eq. [7]. Since $f_{\alpha\alpha}(\omega_\alpha) > 0$, it can be seen from Eqs. [21 22a 22b] that the correlation functions approach steady state values at time $t \gg 1/[\varepsilon^2 f_{\alpha\alpha}(\omega_\alpha)] \sim \frac{\tau_B}{g}$, and the steady state values are independent of the initial state. So we can get steady state values of mode occupation $N_{\alpha}^{ss}$ and current between 1st and 2nd site $I_{1-2} = -g i\langle \hat{a}_1^{\dagger} \hat{a}_2 - \hat{a}_2^{\dagger} \hat{a}_1 \rangle = g i\langle \hat{A}_1^{\dagger} \hat{A}_2 - \hat{A}_2^{\dagger} \hat{A}_1 \rangle = 2g Im(C_{12})$:

$$N_{\alpha}^{ss} \simeq \frac{J_1(\omega_\alpha) n_1(\omega_\alpha) + J_2(\omega_\alpha) n_2(\omega_\alpha)}{J_1(\omega_\alpha) + J_2(\omega_\alpha)}$$

$$I_{1-2} \simeq \frac{2}{\varepsilon^2} \sum_{\alpha=1} J_1(\omega_\alpha) J_2(\omega_\alpha) [n_1(\omega_\alpha) - n_2(\omega_\alpha)]$$

It is seen from the steady state equations that in equilibrium, i.e., when $n_1(\omega) = n_2(\omega) = n(\omega)$, $N_{\alpha} = n(\omega)$ and current is zero, which are the expected thermal values. Thus RQME shows proper thermalization and approach to steady state.

### D. Reduction to Lindblad form

The RQME is not in the Lindblad form. But it can be reduced to the Lindblad form by making certain further approximations. There are two popular forms of the Lindblad equations using either the local operators $a_\alpha$ or the eigenbasis operators $A_\alpha$ [Eq. [6]]. We briefly discuss how they are obtained and their expected regimes of validity.

#### 1. Local Lindblad QME (LLQME) ($g < \varepsilon$)

The local Lindblad equation for this system has the form $\partial \rho/\partial t = i[\rho, \mathcal{H}_S] \pm \dot{\varepsilon}^2 \left( \mathcal{L}_{1}^LL \rho + \mathcal{L}_{2}^LL \rho \right)$ where

$$\mathcal{L}_{1}^LL \rho = J(\omega_\alpha) e^{\beta(t - \mu_\alpha)} n(\omega_\alpha) (\hat{a}_\ell \hat{a}_\ell^\dagger - \frac{1}{2} \{ \hat{a}_\ell^\dagger \hat{a}_\ell, \rho \})$$

$$+ J(\omega_\alpha) n(\omega_\alpha) (\hat{a}_\ell^\dagger \hat{a}_\ell - \frac{1}{2} \{ \hat{a}_\ell \hat{a}_\ell^\dagger, \rho \})$$

For $g < \varepsilon$, RQME Eq. [4] can be reduced to LLQME by expanding the non-unitary dissipative part about $g = 0$ and keeping the first term. This is because, the dissipative part is already $O(\varepsilon^2)$, and since $g < \varepsilon$, higher order terms in $g$ will give higher order terms in $\varepsilon$, which we neglect in RQME treatment. This amounts to putting $\omega_\nu = \omega_\alpha$ in the dissipative part of Eq. [7]. The same result is more conventionally obtained by considering the intersite hopping term in the system Hamiltonian to be small and treating it as a part of the system-bath Hamiltonian while deriving the QME. This directly leads to the LLQME. Thus LLQME is valid when $g < \varepsilon$. LLQME results for current and occupation for this problem have been derived in various papers [24 25]. The equilibrium condition $N_{\alpha} = n(\omega)$ is not obtained from LLQME, since for $g < \varepsilon$, each site interacts with its bath more strongly than with the other site, thereby thermalizing with its own bath. It clearly follows that if there was only one site, it would show thermalization. Thus the regime of validity of LLQME is too restrictive to show thermalization for a system with more than one non-interacting degrees of freedom.

However, in interacting systems, it has been recently shown that even LLQME is capable of showing thermalization [30].

#### 2. Eigenbasis Lindblad QME (ELQME) ($g > \varepsilon$, $C_{12} = 0$)

The eigenbasis Lindblad equation for this system has the form $\partial \rho/\partial t = i[\rho, \mathcal{H}_S] + \dot{\varepsilon}^2 \left( \mathcal{L}_{1}^{EL} \rho + \mathcal{L}_{2}^{EL} \rho \right)$ where

$$\mathcal{L}_{1}^{EL} \rho = (f_{\alpha\alpha}(\omega_\alpha) + F_{\alpha\alpha}(\omega_\alpha))(2\hat{A}_\alpha^\dagger \hat{A}_\alpha - \{ \hat{A}_\alpha^\dagger, \hat{A}_\alpha, \rho \})$$

$$+ F_{\alpha\alpha}(\omega_\alpha)(2\hat{A}_\alpha^\dagger \hat{A}_\alpha - \{ \hat{A}_\alpha^\dagger, \hat{A}_\alpha, \rho \})$$

(25)
Eq. 7 is reduced to ELQME under rotating wave / secular approximation \[60\text{ - }61\], which amounts to neglecting \( \alpha \neq \nu \) terms in the sum in Eq. 7. The rotating wave approximation assumes that the observation time \( t \gg \frac{1}{\omega} \).

On the other hand, to give the correct steady state, the QME must be valid for times shorter than that time taken to reach steady state. This means that we need the QME to be valid at times \( t \lesssim \frac{\mu}{\nu} \), since we have already seen that the time taken to reach steady state is \( t \gtrsim \frac{1}{\nu} \). The two conditions are valid together if \( g \gg \frac{\epsilon}{\nu} \). This seems like a rather weak condition.

However we note that, while these are the necessary conditions for obtaining ELQME, there is no guarantee that the resulting ELQME reproduces all physical observables accurately. In particular, neglecting \( \alpha \neq \nu \) terms in the sum in Eq. 7 means ELQME has no terms connecting \( A_1, A_2 \). Therefore it gives \( C_{12}^{ss} = 0 \), where \( C_{12}^{ss} \) is the steady state value of \( C_{12} \). This condition is of course valid only in equilibrium, where there is no current. Thus though rotating wave / secular approximation is a good approximation for equilibrium properties, it is a bad approximation in non-equilibrium. This point has also been succinctly discussed in a recent work [29].

However, ELQME still can be used to correctly obtain some non-equilibrium results. For example, for \( g \gg \frac{\epsilon}{\nu} \), ELQME gives the same equation for \( N_\alpha \) as Eq. 22a \[23a\]. This result then can be used to obtain the correct current between the left bath and the system [18] \[28\]. Thus ELQME suffers from a drawback that one is only able to compute the net current flowing between the two reservoirs in the NESS but not the current distributions in the system (e.g. current flowing along two arms in a ring geometry). This also indicates a physical inconsistency of the ELQME formalism in non-equilibrium (see Appendix).

E. Comparison of results from various methods and discussions

Finally we present a detailed comparison of results obtained using the various approaches, for both steady state and time-dependent properties. For the two site problem we consider the bosonic and fermionic versions and compute quantities such as the occupation number and particle current from site 1 to site 2. We again summarize the various approaches that we use:

(i) For steady state properties, these are exactly computed using Eqs. [18] \[19\] following from the QLE approach.

(ii) Exact time dependent properties are obtained from the numerical approach discussed in Sec. (III B).

(iii) The equations for correlation functions, Eqs. 8 are solved to obtain the predictions of RQME. We also evaluate the perturbative solution of these equations given in Eqs. [22a] \[22b\].

(iv) One can also write the equations for two-point correlations obtained from the Lindblad approach, and these are solved to obtain the predictions from LLQME.

(v) The ELQME approach cannot directly give the current inside the system. The predictions for the occupation number are the same as those from the perturbative solution of Eq. 22a.

We emphasize that all the approaches that we discuss are based on the same starting microscopic model of system and baths, given by Eqs. [9] which lead to the bath spectral function Eq. [10].

For the bosonic case, the steady state results for current and occupation number are shown in Fig. (2), and results from time-dynamics in Fig. (3). For the time dynamics, for the results presented here, the initial condition corresponds to no particles inside the system and baths in equilibrium at different \( \mu \) and \( T \). But we have tested with other initial conditions like a finite number of particles in the system and random initial values of the correlation functions. Our following observations are true for such generic initial conditions for the system. For the fermionic case, the results for the steady state current as function of voltage difference and of the intra-system coupling \( g \), are shown in Fig. (4). In all cases, the system-bath coupling is chosen to be asymmetric, i.e. \( \gamma_1 \neq \gamma_2 \).

Our most important observation is that RQME results obtained from the solution of Eq. 8 agree very well with exact results from QLE and numerics, for all values of \( g \) for steady state, as well as for long time dynamics. The LLQME agrees well for \( g < \epsilon \) as expected. In Fig. (3),
we show that the system indeed thermalizes in equilibrium, and this is perfectly captured by RQME, and not by LLQME since it is invalid for $g > \varepsilon$. For $g \gg \ell_0^{-2}$, our analytical closed form perturbation results match quite well with the exact results, showing correct approach to steady state and thermalization. Therefore, we conclude that RQME gives the correct physics under Born-Markov approximation.

Apart from validating the RQME description, we also observe interesting physical trends. The boson problem may be realised in bosonic cold atom experiments or in optical cavity experiments with suitable choice of parameters and spectral functions. We see in Fig. 2 that steady state properties have markedly different behaviour depending on whether $g < \varepsilon$ or $g > \varepsilon$. For $g < \varepsilon$, the current increases rapidly, but after that there is a slow increase in current. Also, for $g < \varepsilon$ the occupation of the left cavity becomes minimum when $g \simeq \varepsilon$. However, beyond this point, the occupation of the left cavity increases slowly with increase in tunnelling probability $g$. These trends may be experimentally observed. However, these trends depend on the choice of the bath spectral function $J_b(\omega)$. For example, for optical cavity experiments, the commonly used Ohmic dissipation $J_b(\omega) \propto \omega$ will give slow decrease of current with $g$ for $g > \varepsilon$, still showing a markedly different behaviour from $g < \varepsilon$ case. Here we microscopically derived $J_f(\omega)$ assuming a microscopic model of the bath.

The fermionic system of two-sites may be experimentally realized in non-interacting quantum dots or in fermionic cold atom experiments. The current versus voltage plot of the fermionic system shows effect of conductance quantization, which is observed experimentally \[13\]. The current versus hopping $g$ plot shows suppression of current after a value of $g$. These observations can be explained as follows. The two site system has two eigen-energy levels of energy $\omega_0 - g$ and $\omega_0 + g$ respectively. In Fig. 5, the right bath is held at zero chemical potential while the chemical potential of the left bath, $\mu_1$, is varied. When $\mu_1 \ll \omega_0 - g$, no fermion from the left bath has the energy to enter the system. So there is no flow of current. When $\omega_0 - g \ll \mu_1 \ll \omega_0 + g$, the fermions can hop through the system via the lower energy level. So a finite current flows through the system. When $\mu_1 \gg \omega_0 + g$, fermion transport through system can occur through both energy levels. Since all system levels are now participating in transport, increasing $\mu_1$ beyond this point does not affect current any more. For similar reason, suppression of current occurs when $g \gg \mu_1 - \omega_0$ in current versus $g$ plot. These observations can be easily obtained for larger systems also.

The NESS for the fermionic problem has been solved...
earlier by a RQME method, but in the limit of negligible Fock space coherences [37], which give the results identical to $g \gg \frac{2}{\mu g}$ results Eqs. [23a, 23b]. However, their [37] method of solution cannot easily be generalized to treat the bosonic version of the problem.

One important issue with the Redfield operator is that it is not completely positive. In a recent work [41], it has been shown to lead to negative entropy production in a specific system. In this manuscript we find RQME to be giving the correct Born-Markov approximated results for correlation functions (closely related to physical observables), both equilibrium and time dynamics. But the situation regarding non-positivity of Redfield operator is not completely clear and requires further investigation.

IV. CONCLUSIONS

Quantum master equations derived under Born-Markov approximation are widely used to describe open quantum systems. But the validity of such approximate QMEs have not been, to our knowledge, rigorously checked before. In this work, by studying a simple system of non-interacting bosons/fermions and comparing results from microscopically derived Redfield QME under Born-Markov approximation with exact results, we show that the Redfield QME indeed gives very accurate results in a wide parameter range. Moreover, we observe that, rotating wave/secular approximation that are often done to reduce the Redfield QME to the eigenbasis Lindblad form is inappropriate in a non-equilibrium setting. On the other hand, the small hopping approximation that is often employed to reduce Redfield QME to local Lindblad form is very restrictive for non-interacting particles.

These observations are consistent with previous results [27, 29]. So one is required to work with the full Redfield QME to obtain correct physics in a non-equilibrium system of non-interacting bosons/fermions.

One of the reasons a Redfield equation is often reduced to the Lindblad form is easy numerical treatment. The Redfield equation is in general much more difficult to solve than the Lindblad equations. However, for the case of non-interacting bosons/fermions in an arbitrary lattice in any dimension, here, we presented a complete set of linear differential equations (Eq. 8) for two-point correlation functions which can be easily solved numerically. Eq. [8] therefore, gives a numerical way to directly calculate time-dynamics of out-of-equilibrium two-point correlation functions in an arbitrary system of non-interacting particles in a lattice. Various physical observables can be directly calculated from such correlation functions.

For a two site system we derived closed form analytical expressions for out-of-equilibrium time dynamics of two-point correlation functions (Eqs. [21, 22a, 22b]). These analytical results explicitly show that the correlation functions approach a steady state value independent of initial conditions, and these steady state values give expected thermalization in equilibrium. They also match with numerically obtained exact results from other methods independent of any approximate master equation, thereby validating the Redfield approach. Various physical quantities like site-occupation and current calculated from the correlation functions show interesting experimentally observable trends which are seen in parameter regimes beyond the regime of validity of Lindblad methods. These trends may be seen in experiments with cavity QED, cold atom, quantum dots etc. Needless to mention, recent cutting-edge technologies available can be exploited to engineer Hamiltonian and reservoirs such that the discrepancy between Lindblad methods and exact results can be made visible.

The non-positivity of the Redfield operator remains an important issue and needs further work. However, this does not seem to be a problem in reproducing correct physical steady-state properties as well as correct long time dynamics in our system.

We re-emphasize that the main conclusion from our present work is that it is indeed justified to adopt the RQME in order to go beyond the limitations of the Lindblad methods. Future work involves RQME with similar rigorous treatment of reservoirs for open quantum non-linear (interacting) systems where exact methods are not available, for e.g., Jaynes-Cummings, spin-boson, open XY spin chains, Dicke type models [60, 62-64]. Such a RQME approach could unravel interesting out-of-equilibrium many body phenomena that may be
missed by conventional Lindblad-type approaches.
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V. APPENDIX

Derivation of Redfield QME: Here, we briefly outline the steps involved in obtaining our QME Eq. [7] from Eq. [4]. We first go to the eigenbasis of the system through the transformation: \( \hat{a}_l = \sum_{\alpha=1}^{N} c_{\alpha l} \hat{A}_\alpha \). Then to use Eq. [4], we need to go to the interaction picture representation, \( \hat{a}^{I}_l = \sum_{p=1}^{N} c_{\alpha l} \hat{A}_\alpha e^{-\omega_l t} \), \( \hat{B}^{I}_\ell(t) = \hat{B}_\ell e^{-\epsilon_l t} \). Next, substituting into Eq. [4] and using the bath correlations Eq. [2] and bath spectral functions Eq. [3] and going back to Schroedinger picture we obtain:

\[
\dot{\rho}(t) = i[\rho, \hat{H}_S] - \zeta^2 \sum_{\alpha, \nu, \ell=1}^{N} c_{\alpha l}^* c_{\nu l} \int_{\Omega_{\text{min}}^\ell}^{\Omega_{\text{max}}^\ell} \frac{d\omega}{2\pi} \left\{ \{\rho(t) \hat{A}_\nu, \hat{A}_\alpha \} \right\} J_\ell(\omega) n_\ell(\omega) \int_0^t d\tau e^{i(\omega - \omega_\ell)\tau} + \text{h.c.}
\]

(26)

where \( \Omega_{\text{min}}^\ell, \Omega_{\text{max}}^\ell \) are the minimum and the maximum energy levels of the bath coupled to the \( \ell \)th site. Now, assuming \( t \gg \tau_B \), where \( \tau_B \) is the relaxation time scale of the bath, we replace the upper limit of the time integral in the above equation by \( t \to \infty \) to obtain our QME Eq. [7]. Even though this assumption is guaranteed to give the correct steady state, an estimate of \( \tau_B \) is required to ensure validity of the transient dynamics from our QME. \( \tau_B \), of course, depends on the model of bath.

A bath model in wide-band limit: The model of bath enters the calculation through the bath spectral function \( J_\ell(\omega) = 2\pi \sum_r |\kappa_r|^2 \delta(\omega - \Omega_\ell^r) \). Note that since in our derivation of RQME, the system couples to the eigenmodes of the bath, \( \kappa_r \) are proportional to the eigenfunctions of the bath Hamiltonian. Because of infinite degrees of freedom, the energy spectrum of the bath can be considered continuous. For our case of the Hamiltonian in Eq. [9], bath eigen-energies are \( \Omega(q_\ell) = -2t_B \cos q_\ell \) and \( \kappa(q_\ell) = \gamma \ell \sqrt{\frac{2}{\pi}} \sin q_\ell \), with \( 0 \leq q_\ell \leq \pi \). Thus,

\[
J_\ell(\omega) = 4\gamma \ell \int_0^\pi dq_\ell \sin^2 q_\ell \delta(\omega + 2t_B \cos q_\ell) = \frac{2\gamma^2 \ell^2}{t_B^2} \sqrt{1 - \frac{\omega^2}{4t_B^2}}
\]

(27)

We also need to the following result \( P \int \frac{d\omega'}{2\pi} J_\ell(\omega') = -\frac{2\gamma^2 \ell^2}{t_B^2} \) to calculate \( f_{\ell\alpha}(\omega) \) in Eq. [8]. \( f_{\ell\alpha}(\omega) \) cannot be written in a simple closed form and is calculated numerically. The functions \( f_{\alpha\nu}(\omega), F_{\alpha\nu}(\omega) \) can be written down in matrix form as:

\[
f(\omega) = \frac{1}{4} \left[ J_1(\omega) + J_2(\omega) J_1(\omega) - J_2(\omega) J_1(\omega) + J_2(\omega) \right]
\]

(28)

\[
F(\omega) = \frac{1}{4} \left[ J_1(\omega)n_1(\omega) + J_2(\omega)n_2(\omega) J_1(\omega)n_1(\omega) - J_2(\omega)n_2(\omega) J_1(\omega)n_1(\omega) + J_2(\omega)n_2(\omega) \right]
\]

(29)

Estimate of \( \tau_B \): Now, for this bath model we estimate \( \tau_B \). Looking at Eq. (26), we find integrals of the type \( I_1(\omega_\nu, t) = \int_0^t d\tau e^{-i\omega_\nu \tau} I_2(\tau) \) with \( I_2(\tau) \) given by:

\[
I_2(\tau) = \int_{\Omega_{\text{min}}^{\ell}}^{\Omega_{\text{max}}^{\ell}} \frac{d\omega}{2\pi} J_\ell(\omega) n_\ell(\omega) e^{i\omega \tau}
\]

(30)

The time \( \tau_B^{(\ell)} \) at which \( I_2(\tau) \) decays is the relaxation time of the \( \ell \)th bath. If the bandwidth of the bath is large enough, \( I_2(\tau) \) is like a Fourier transform of \( J_\ell(\omega)n_\ell(\omega) \), and hence the \( \tau_B^{(\ell)} \) depends on the spread of \( J_\ell(\omega)n_\ell(\omega) \). At low temperatures the spread will be \( \sim 1/\beta_\ell \). Hence \( \tau_B^{(\ell)} \sim \beta_\ell \).

As mentioned in the manuscript, the transient dynamics from our QME is valid only if the system relaxation time is much greater than \( \tau_B \). From Eq. (28a)(28b) we see that system relaxation time is \( \sim \frac{1}{\varepsilon^2 f_{\alpha\alpha}(\omega_\alpha)} \). Thus, for validity of our transient dynamics,

\[
\tau_B \ll \frac{1}{\varepsilon^2 f_{\alpha\alpha}(\omega_\alpha)} \quad \forall \alpha \in 1, 2, ..., N
\]

(31)

For our 2-site case, \( f_{\alpha\alpha}(\omega_\alpha) \sim t_B^{-1} \). Thus, the condition for validity of transient dynamics for the 2-site case becomes,

\[
\beta_\ell \ll \frac{t_B}{\varepsilon^2} \quad \forall \ell = 1, 2
\]

(32)

This condition is clearly satisfied by our choice of parameters.

Problem with ELQME: In the ELQME, problems arise in the definitions of NESS current. For our Hamiltonian
current can be derived from the following equations:

\[
\begin{align*}
\frac{d(\hat{a}_1^\dagger \hat{a}_1)}{dt} &= I_{B(1)\rightarrow 1} - I_{1\rightarrow 2} \tag{33} \\
\frac{d(\hat{a}_1^\dagger \hat{a}_1 + \hat{a}_2^\dagger \hat{a}_2)}{dt} &= I_{B(1)\rightarrow 1} - I_{2\rightarrow B(2)} \tag{34}
\end{align*}
\]

where \(I_{B(1)\rightarrow 1}\) is the current between left bath and left system site, \(I_{1\rightarrow 2}\) is the current between left and right system sites and \(I_{2\rightarrow B(2)}\) is the current between right site and right bath. Note that the expression for \(I_{1\rightarrow 2}\) is same from all three approaches RQME, LLQME, ELQME because it comes from the non-dissipative part of the QME. On the other hand, depending on whether the approach is RQME or LLQME or ELQME, the expressions for \(I_{B(1)\rightarrow 1}\) and \(I_{2\rightarrow B(2)}\) are different as they come from the dissipative part. In NESS all three currents defined above are equal. This is true for RQME and LLQME. But ELQME gives \(I_{1\rightarrow 2} = 0\) even in NESS while giving an non-zero current for \(I_{B(1)\rightarrow 1}\). In fact, Eq. \(33\) from ELQME, becomes of the form \(\frac{d(\hat{a}_1^\dagger \hat{a}_1)}{dt} = I_{B(1)\rightarrow 1} - I_{1\rightarrow 2}\), where a fictitious \(I_{1\rightarrow 2}\) current from left site to right bath appears which is completely unphysical as there is no direct connection between left site and right bath. However, if Eq. \(34\) is used, then ELQME gives the same result as obtained from the RQME in the limit \(\epsilon \gg (\epsilon^2/t_B)\). This is because \(I_{B(1)\rightarrow 1}\) obtained from Eq. \(34\) depends only on \(N_1, N_2\) which are correctly given by ELQME when \(\epsilon \gg (\epsilon^2/t_B)\). Thus, though ELQME is not physically self consistent, this trick can be used to obtain the correct current in our setup, as done in various places \(18\) \(28\). However, this trick will not work in cases with different geometries. For example, if two sites of a ring are connected to two different baths, ELQME will not be able to give current flowing in the two arms.

The Gibbs state: In equilibrium, the Gibbs state is defined as \(\rho_{\text{Gibbs}} = \frac{e^{-\beta(H - \mu S)}}{Tr(e^{-\beta(H - \mu S)})}\) where \(N_S = \sum_{\alpha=1}^N A^{\dagger}_\alpha A_\alpha\). Note that, contrary to as often reported in literature, the Gibbs state is not a stationary state of the our RQME (Eq. \(7\) in equilibrium). This is because we do not neglect the principal value terms \(F_{\alpha\beta}^{\dagger}(\omega)\) and \(F_{\alpha\beta}(\omega)\) as is often done (For example, \(28\) \(27\)). We find no reason to neglect them as the terms are neither small, nor do they contribute to only shifting the system energy levels by a constant amount. For \(\epsilon \gg (\epsilon^2/t_B)\), the equilibrium steady state, which can be computed from the two point correlation functions, has \(O(\epsilon^2)\) corrections over the Gibbs state. So, in this case, RQME gives the correct thermalization in the following sense:

\[
\lim_{\epsilon \rightarrow 0^+} \lim_{t \rightarrow \infty} \rho(t) = \rho_{\text{Gibbs}}, \forall \beta_1 = \beta_2 = \beta, \mu_1 = \mu_2 = \mu
\]

where the order of limits in important. ELQME, on the other hand, has the Gibbs state as its stationary state in equilibrium.

\[\text{[References]}\]
[32] R. A. Pepino, J. Cooper, D. Meiser, D. Z. Anderson, M. H. Holland, Phys. Rev. A 82, 013640 (2010).
[33] K. Saito, S. Takesue, S. Miyashita, Phys. Rev. E 61, 2397 (2000).
[34] K. Saito, Europhys Lett 61(1), 34-40 (2003).
[35] J. Wu, M. Berciu, Phys. Rev. B 83, 214416 (2011).
[36] B. Zunkovic and T. Prosen, AIP Conf. Proc. 1468, 350 (2012).
[37] U. Harbola, M. Esposito, and S. Mukamel, Phys. Rev. B 74, 235309 (2006).
[38] I. Kondov, U. Kleinekathöfer, M. Schreiber, The Journal of Chem. Phys. 114, 1497 (2001).
[39] I. Kondov, U. Kleinekathöfer, M. Schreiber, The Journal of Chem. Phys. 119, 6635 (2003).
[40] S. Anderloni, F. Benatti, R. Floreanini, J. Phys. A: Math. Theor 40, 16251632 (2007).
[41] G. Argentieri, F. Benatti, R. Floreanini, M. Pezzutto, EPL 107, 50007 (2014).
[42] J. Thingna, U. Wang, P. Hänggi, Phys. Rev. E 88, 052127 (2013).
[43] P. R. Eastham, P. Kirton, H. M. Cammack, B. W. Lovett, J. Keeling, J. Math. [arXiv:1508.04744] (2015).
[44] G. W. Ford, M. Kač, and P. Mazur, J. Math. Phys. 6, 504 (1965).
[45] A. Dhar and D. Sen, Phys. Rev. B 73, 085119 (2006).
[46] A. Dhar and D. Roy, J. Stat. Phys. 125, 4, 801-820 (2006).
[47] A. Dhar, K. Saito, and P. Hänggi, Phys. Rev. E 85, 011126 (2012).
[48] H. J. Carmichael, *Statistical Methods in Quantum Optics 1*, Theoretical and Mathematical Physics, 1st ed. (Springer-Verlag,Berlin, Heidelberg, 1999).
[49] G. S Agarwal, *Quantum Optics* (Cambridge University Press, 2013).
[50] H. Spohn, J. L. Lebowitz, Advances in Chem. Phys. 38, 109 (1978).
[51] R. Dümcke, H. Spohn, Z. Physik. B 34, 419-422 (1979).
[52] N. Roch, M. E. Schwartz, F. Motzoi, C. Macklin, R. Vijay, A. W. Eddins, A. N. Korotov, K. B. Whaley, M. Sarovar, I. Siddiqi, Phys. Rev. L 112, 170801 (2014).
[53] C. Aron, M. Kulkarni, Hakan E. Türeci, Phys. Rev. A 90, 062305 (2014).
[54] M. E. Schwartz, L. Martin, E. Flurin, C. Aron, M. Kulkarni, H. E. Türeci, I. Siddiqi, arXiv:1511.00702 (2015).
[55] R. Mottl, F. Brennecke, K. Baumann, R. Landig, T. Donner and T. Esslinger, Science, 336, 1570, 2012
[56] F. Brennecke, R. Mottl, K. Baumann, R. Landig and T. Donner and T. Esslinger, PNAS, 110,11763 2013
[57] D. Porras, F. Marquardt, J. von Delft, and J. I. Cirac Phys. Rev. A 78, 010101(R), 2008
[58] R. Hartle, G. Cohen, D. R. Reichman, and A. J. Millis, Phys. Rev. B 88, 235426, 2013
[59] R. Hartle and A. J. Millis, Phys. Rev. B 90, 245426, 2014
[60] T. Frosen and B. Zunkovic, New Journal of Physics 12 (2), 025016, 2010
[61] C. Aron, M. Kulkarni, H. E. Türeci, Phys. Rev. X 6, 011032 (2016).