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Abstract

The electromagnetic field in an optical cavity can dramatically modify and even control chemical reactivity via vibrational strong coupling (VSC). Since the typical vibration and cavity frequencies are considerably higher than thermal energy, it is essential to adopt a quantum description of cavity-catalyzed adiabatic chemical reactions. Using quantum transition state theory (TST), we examine the coherent nature of adiabatic reactions and derive the cavity-induced changes in eigen frequencies, zero-point-energy, and quantum tunneling. The resulting quantum TST calculation allows us to explain and predict the resonance effect (i.e., maximal kinetic modification via tuning the cavity frequency), collective effect (i.e., linear scaling with the molecular density), and selectivity (i.e., cavity-induced control of the branching ratio). The TST calculation is further supported by perturbative analysis of polariton normal modes, which not only provides physical insights to cavity-catalyzed chemical reactions but also presents a general approach to treat other VSC phenomena.

Graphical TOC Entry
The electromagnetic field of an optical cavity can mix with quantum states of molecular systems to form polaritons and thus modify chemical kinetics in the vibrational strong coupling (VSC) regime. In particular, recent experiments have clearly demonstrated dramatic effects on reactivity and selectivity of chemical kinetics when the vibrational and infrared (IR) cavity modes are strongly coupled.\textsuperscript{1–8} Specifically, we highlight three effects: (i) resonance, i.e., maximal cavity-induced suppression or enhancement of the reaction rate under the vibrational resonance condition; (ii) collectivity, i.e., collective enhancement of the cavity-induced correction with the increase of molecule density in a cavity; (iii) selectivity, i.e., regulation of the branching ratio of reaction channels via cavity frequency and other parameters. These observations suggest the description of coherent light-matter interaction in terms of vibrational polaritons and support the physical picture where the IR mode catalyzes chemical reactions on the ground electronic state potential surface. This intriguing picture has stimulated theoretical and numerical studies; yet the underlying mechanism of VSC-catalyzed chemical reactivity remains elusive.

Recent theoretical analysis adopts the quantum transition state theory (TST) for thermal rate calculations but has not fully elucidated the intriguing phenomena in VSC-catalyzed reactions. With the TST framework, the timescale separation between electronic and nuclear degrees of freedom ensures that the reactions occur adiabatically on the ground-state potential energy surface, and the adiabatic reaction rate is predominantly determined by the activation energy on the ground state energy surface.\textsuperscript{9,10} Many intriguing molecular mechanisms such as dipolar interactions, anharmonicity, and anisotropic alignments have been proposed.\textsuperscript{11–15} In this paper, we examine the quantum nature of adiabatic reactions in cavities and analyze the resonant, collective, and selective effects of VSC-catalyzed reactions within the framework of multi-dimensional quantum TST.

**VSC Model and Partition Functions.** For simplicity, we begin with a single reactive molecule in a single mode cavity, where the vibrational strong coupling (VSC) is described by the dipole interaction.\textsuperscript{11,16} Then, the Pauli-Fierz Hamiltonian\textsuperscript{17} of the cavity quantum
electrodynamics (QED) is given as

\[ H = H_{\text{sys}} + H_{\text{VSC}} = \left[ \frac{1}{2} p^2 + U(q) \right] + \left[ \frac{1}{2} p_c^2 + \frac{1}{2} (\omega_c q_c + \mu(q) A_0)^2 \right] \] (1)

where \( \{p, q\} \) are the mass-scaled phase space variables of the reactive system, i.e. \( q = \sqrt{m} x \) and \( p = \sqrt{m} \dot{x} \) with mass \( m \), \( U(q) \) is the reactive potential, \( \{p_c, q_c\} \) are the effective phase space variables of the cavity field, \( \omega_c \) is the cavity frequency, \( \mu(q) \) is the dipole moment, and \( A_0 \) is the cavity potential strength. The first term in the square brackets is the system Hamiltonian, \( H_{\text{sys}} \), and the second term is the VSC Hamiltonian, \( H_{\text{VSC}} \), which includes the dipole self-energy (DSE) term, \( (\mu A_0)^2/2 \). Here, we assume a constant vector potential in the cavity such that, \( A(q) = q A_0 = q/\sqrt{V \epsilon} \), where \( V \) is the cavity volume and \( \epsilon \) is the permittivity. The QED potential \( A(q) \) is a vector and carries the polarization implicitly. In this paper, we adopt a scalar notation, which can be easily translated to the vector format if needed. Further, all phase space variables and Hamiltonians are understood as quantum operators unless otherwise specified.

Interestingly, the form of light-matter interaction in Eq. (1) follows the same functional form as the Zwanzig Hamiltonian for a system embedded in a Gaussian bath, where the classical thermodynamics of the open system is not affected by the bath.\(^{18}\) Explicitly, the reduced thermal distribution or, equivalently, the partition function of the open system is given in the classical limit as

\[ Z_{\text{sys}}^{cl} = \frac{1}{Z_{\text{cav}}^{cl}} \int dq \int dp \int dq_c \int dp_c e^{-\beta H^{cl}_{\text{sys}}} = \int dq \int dp e^{-\beta H^{cl}_{\text{sys}}} , \] (2)

where the superscript \( cl \) denotes the classical limit and \( Z_{\text{cav}}^{cl} \) is the classical partition function of an empty cavity. Precisely because of the DSE term, the thermal distribution function of the system remains unperturbed by the cavity. Thus, within this classical description, all equilibrium properties, including bond length, dissociation energy, and activation energy, are not altered by VSC.\(^{9,10,19}\) Yet, this argument becomes more subtle in the quantum version,
also known as the Caldeira-Leggett Hamiltonian. In the path integral formalism, the reduced quantum partition function becomes

\[ Z_{\text{sys}} = \frac{1}{Z_{\text{cav}}} \int \mathcal{D}[q_c(\tau)] \int \mathcal{D}[q(\tau)] e^{-\beta H} = \int \mathcal{D}[q(\tau)] e^{-\int_0^\beta H_{\text{sys}} d\tau + I[q(\tau)]} \] (3)

which \( I[q(\tau)] \) is the influence functional.\(^{20}\) Physically, the influence functional arises from the quantized cavity field, which dresses the system under VSC,\(^{9}\) and introduces corrections to equilibrium properties up to second order of light-matter coupling strength, i.e., \((\mu A_0)^2\), which is on the same order of the DSE term.\(^{19}\) These cavity-induced corrections can be evaluated perturbatively in the VSC regime, as illustrated in this paper. A direct effect of the influence functional is to introduce quantum fluctuations into the correlation function, which manifests in vibrational spectra. These simple observations are consistent with a recent analysis of vibrational polaritons, in particular, regarding the role of the DSE term.\(^{19}\) For chemical reactions in a cavity, the influence functional modifies the zero-point-energy (ZPE) fluctuations and quantum tunneling effect, which will be calculated in this paper within the framework of quantum transition state theory (TST).

To proceed, we expand the dipole moment around the equilibrium of the molecule potential (i.e. \( q=0 \), in the current notation), giving \( \mu(q) = \mu_{eq} + \mu'q + \cdots \) where \( \mu_{eq} \) is the permanent dipole at equilibrium and \( \mu' = (\partial \mu / \partial q)_{eq} \) is the gradient of the dipole, i.e., vibrational transition dipole moment. Due to the quadratic form of \( H_{\text{VSC}} \), the permanent dipole \( \mu_{eq} \) term can be removed by shifting the cavity field according to \( \omega_c q_c + \mu_{eq} A_0 \rightarrow \omega_c q_c \). Thus, the cavity VSC Hamiltonian becomes independent of the permanent dipole and is rewritten as

\[ H_{\text{VSC}} = \frac{1}{2} p_{c}^2 + \frac{1}{2} \omega_c^2 (q_c + \frac{\mu' A_0}{\omega_c} q)^2 = \frac{1}{2} p_{c}^2 + \frac{1}{2} \omega_c^2 (q_c + gq)^2 \] (4)

where \( g = \mu' A_0 / \omega_c \) is introduced as a dimensionless parameter to characterize the VSC strength. Since experimental measurements are often reported in terms of the Rabi fre-
quency $\Omega_R$, we establish the following relation, $\hbar \Omega_R = g \omega_c^2 \hbar / \sqrt{\omega \omega_c} = 2 h \omega_c \eta$. Here, $\eta$ is used to quantify the light-matter interaction strength. In the Fabry-Perot cavity, the cavity frequency $\omega_c$ is tuned by changing the cavity length while keeping $\eta$ constant, so we define the coupling constant $g$ as a function of $\omega_c$,

$$g = 2 \eta \sqrt{\frac{\omega}{\omega_c}}$$

(5)

where $\eta$ and $\omega$ are fixed in the current setting.

**Quantum TST.** A general starting point of quantum reaction rate is the stationary-phase approximation to the partition function,\(^{21,22}\) giving

$$k_{TST} = \frac{1}{\beta \hbar} \frac{Z_\dagger}{Z_{eq}}$$

(6)

where $Z_\dagger$ is the transition state (TS) partition function excluding the unstable mode associated with the reaction coordinate in the reactive barrier region and $Z_{eq}$ is the reactant partition function in the equilibrium well region. We use $\dagger$ to denote the unstable mode in the reactive barrier region (i.e. TS) and associated quantities. As explained in a comprehensive study,\(^{22}\) various rate expressions including transition state theory, centroid rate theory, and instanton solution can be unified under the conceptual framework of Eq. (6). In this paper, we adopt the standard quantum transition state theory, as presented below.

We begin with the harmonic approximation for a single reaction coordinate and arrive at the quantum transition state theory (TST) expression

$$k_{TST} = \frac{2}{\beta \hbar} \sinh \left( \frac{\omega \beta \hbar}{2} \right) e^{-\beta E_a}$$

(7)

where $\omega$ is the vibrational frequency in the reactant well and $E_a$ is the activation energy. This is the case for single molecules outside the cavity without the light-matter interaction. Here, quantum tunneling is excluded and will be considered later in the context of centroid
TST. The single mode rate expression is generalized to the multi-dimensional TST rate \( k^2_{TST} \) by introducing the correction factor \( \kappa \), defined via \( k^2_{TST} = \kappa k_{TST} \). The correction factor can be written explicitly as\textsuperscript{23,24}

\[
\kappa = \frac{\prod_i \sinh(\lambda_i \beta \hbar / 2)}{\sinh(\omega \beta \hbar / 2) \prod^\dagger_i \sinh(\lambda_{b,i} \beta \hbar / 2)}
\]  

(8)

where \( \lambda_i \) denotes the vibration eigen-frequency in the reactant well, \( \lambda_{b,i} \) denote the vibrational eigen-frequency in the reactive barrier, and \( \prod^\dagger \) denotes all these modes excluding the unstable mode. Specifically, in a cavity, the coherent QED field couples individual molecules, modifies the vibrational frequencies, and thus changes the rates, which is quantified by the the cavity-induced correction factor \( \kappa \).

To examine the cavity-induced effects on transition state rate, we rewrite the correction factor in Eq. (8) as

\[
\kappa = \frac{\prod_i [1 - \exp(-\lambda_i \beta \hbar)]}{[1 - \exp(-\omega \beta \hbar)] \prod^\dagger_i [1 - \exp(\lambda_{b,i} \beta \hbar)]} \exp(\beta \hbar S / 2) = \kappa^* \exp(\beta \hbar S / 2),
\]

(9)

where \( S \) is the frequency shift corresponding to the zero-point-energy (ZPE) contribution of vibrational modes to the activation energy, given explicitly as,

\[
S = \sum_i \lambda_i - \sum^{\dagger}_i \lambda_{b,i} - \omega
\]

(10)

and \( \kappa^* \) is the modified correction factor excluding the ZPE contribution. In the high-temperature limit, the ZPE contribution can be ignored and the correction factor reduces to the classical limit,

\[
\kappa^* \approx \frac{1}{\omega} \frac{\prod \lambda_i}{\prod^{\dagger} \lambda_{b,i}} = \frac{\lambda_\dagger}{\omega_\dagger} = \kappa_{GH}
\]

(11)

where \( \omega_\dagger \) is the unstable frequency without VSC, \( \lambda_\dagger \) is the unstable eigen-frequency under
VSC, and their ratio defines the Grote-Hynes (GH) factor $\kappa_{GH}$. The GH correction factor can be understood either as a multi-dimensional effect on canonical TST or as a kinetic caging effect in generalized Langevin dynamics of the reaction coordinate.\textsuperscript{25–28} These two pictures are equivalent, as demonstrated in Pollak’s derivation of the Grote-Hynes rate based on the Zwanzig formalism of dissipative dynamics.\textsuperscript{29,30} In the low-temperature limit, the multi-dimensional connection is dominated by the ZPE contribution and reduces to

\[ \kappa_{ZPE} \approx \exp(\frac{\beta \hbar S}{2}) \]  

In between these two limits, a reasonable approximation is to combine the two limiting expressions, giving $\kappa \approx \kappa_{GH} \exp(\beta \hbar S/2)$, which interpolates between the high and low temperature limits. As shown in Fig. 1, the VSC-induced correction factor defined in Eq. (8) changes from the GH form in Eq. (11) to the ZPE shift form in Eq. (12) as the temperature decreases. Finally, to connect with thermodynamics, we can write Eq. (9) as

\[ \kappa \equiv \kappa^* \exp(\beta \hbar S/2) \equiv \exp(-\beta \Delta G^\ddagger) \]  

which allows us to identify $\kappa^*$ as the entropy correction and the ZPE shift as the enthalpy correction and defines the cavity-induced free energy change $\Delta G^\ddagger$. 

**Single Molecule Reaction in Cavity.** In the framework of TST, the potential surface $U(q)$ in Eq. (1) is approximated by a harmonic oscillator in the equilibrium reactant well, giving

\[ H = H_s + H_{VSC} = \left[ \frac{1}{2} p^2 + \frac{1}{2} \omega^2 q^2 \right] + \left[ \frac{1}{2} p_c^2 + \frac{1}{2} \omega_c^2 (q_c + gq)^2 \right] \]  

where $\omega$ is the vibrational frequency at equilibrium. The quadratic Hamiltonian defines the
Hessian matrix,

$$
\begin{bmatrix}
\omega^2 + g^2 \omega_c^2 & g \omega_c \\
g \omega_c & \omega_c^2
\end{bmatrix}
$$

where $\omega^2 + g^2 \omega_c^2$ is the effective frequency of the reaction coordinate. Diagonalization of the Hessian matrix yields a pair of eigenvalues, $\lambda_+^2$ and $\lambda_-^2$,

$$
\lambda_\pm^2 = \frac{1}{2} (\omega^2 + g^2 \omega_c^2 + \omega_c^2) \pm \frac{1}{2} \sqrt{(\omega^2 + g^2 \omega_c^2 - \omega_c^2)^2 + 4g^2 \omega_c^4}
$$

(15)

In the perturbative regime, the two eigenfrequencies become

$$
\lambda_+ \approx \omega_c + \frac{(g \omega_c)^2 \omega}{2(\omega^2 - \omega_c^2)}
$$

$$
\lambda_- \approx \omega_c - \frac{(g \omega_c)^2 \omega_c}{2(\omega^2 - \omega_c^2)}
$$

which are nearly identical to the exact eigen-solution except at resonance $\omega = \omega_c$. The divergence of the above perturbative expansion at the resonance is particularly interesting, as it suggests the largest perturbation due to VSC and thus the maximal cavity-induced correction to the reaction rate [i.e. $\kappa$ in Eq. (8)], which has been observed experimentally as the resonant effect. Adding these two frequencies, we have

$$
\lambda_+ + \lambda_- = \omega + \omega_c + \frac{g^2 \omega_c^2}{2(\omega + \omega_c)} + O(g^4)
$$

(16)

such that the overall frequency shift in the well is positive, indicating the increase of the zero-point energy in the reactant due to VSC. The detailed derivation and calibration of the perturbative solution can be found in Sec. I of the supporting information (SI).

At the transition state, the potential energy surface can be approximated by a parabolic barrier, giving $U(q) = E_a - \frac{1}{2} \omega_t^2 q_t^2$, where $q_t$ is the mass-scaled barrier coordinate defined as
\[ q_t = \sqrt{m(x - x_{TS})} \]. The Hessian matrix at the barrier can now be written as

\[
\begin{bmatrix}
-\omega_t^2 + g_t^2 \omega_c^2 & \lambda_t \omega_c^2 \\
g_t \omega_c^2 & \omega_c^2
\end{bmatrix}
\]

where \( \omega_t^2 - g_t^2 \omega_c^2 \) is the effective barrier frequency. Again, diagonalization of the above matrix yields a pair of eigenvalues, \( \lambda_{b+}^2 \) and \( -\lambda_{b-}^2 \), which take the same form as Eq. (16), except for the replacement of \( \omega^2 \) with \( -\omega_t^2 \), i.e.,

\[
\pm \lambda_{b\pm}^2 = \frac{1}{2}(\omega_c^2 - \omega_t^2 + g_t^2 \omega_c^2) \pm \frac{1}{2} \sqrt{(\omega_c^2 - g_t^2 \omega_c^2 + \omega_t^2)^2 + 4g_t^2 \omega_c^4}
\]

(17)

The corresponding perturbative solutions are given as

\[
\lambda_b \equiv \lambda_{b+} \approx \omega_c + \frac{(g_t \omega_c)^2 \omega_c}{2(\omega_t^2 + \omega_c^2)}
\]

\[
\lambda_t \equiv \lambda_{b-} \approx \omega_t - \frac{(g_t \omega_c)^2 \omega_t}{2(\omega_t^2 + \omega_c^2)}
\]

which agree almost perfectly with the exact solution, as shown in Sec. I of SI. In the barrier region, the stable frequency \( \lambda_b \) increases, whereas the unstable frequency \( \omega_t \) decreases; both change quadratically with the cavity coupling strength \( g_t \).

For a single reactive molecule in a cavity, the correction factor in Eq. (8) becomes

\[
\kappa = \frac{\sinh \left( \frac{\lambda_{b+} - \beta}{2} \right) \sinh \left( \frac{\lambda_{b-} - \beta}{2} \right)}{\sinh \left( \frac{\omega_b - \beta}{2} \right) \sinh \left( \frac{\lambda_{b+} - \beta}{2} \right)}
\]

(18)

The typical frequencies reported experimentally are higher than thermal energy, \( \beta \hbar \omega > 1 \), so the ZPE shift is the dominant contribution. To leading order in \( g \) and \( g_t \), the ZPE shift is given as

\[
S = \lambda_+ + \lambda_- - \lambda_b - \omega = \frac{\omega_c^3}{2} \left[ \frac{g^2}{\omega_c^2 + \omega_c \omega} - \frac{g_t^2}{\omega_c^2 + \omega_t^2} \right] + O(g^4)
\]

(19)
which is derived in Sec. I of SI along with other perturbative results. The perturbation expression determines the sign of the frequency shift and consequently the cavity-induced change in the reaction rate

\[ S < 0 \quad e^{\beta \hbar S/2} < 1 \quad \text{if} \quad \omega \omega_c > \omega_t^2 \]
\[ S > 0 \quad e^{\beta \hbar S/2} > 1 \quad \text{if} \quad \omega \omega_c < \omega_t^2 \]

where \( g = g_t \) is assumed. Evidently, for a small cavity frequency, \( \omega_c < \omega_t^2/\omega \), the ZPE contribution suppresses the rate; otherwise, for a large cavity frequency, \( \omega_c < \omega_t^2/\omega \), the ZPE contribution enhances the rate. This is demonstrated in the shift \( S \) plotted in Fig. 1, which is positive at small \( \omega_c \) and negative at large \( \omega_c \). For the low cavity frequency, \( \kappa \) is not completely determined by the ZPE shift except at low temperature \( \beta \omega \hbar = 20 \), so the rate is not necessarily suppressed even when \( \omega_c < \omega_t^2/\omega \), as shown in Fig. 1. For typical reactive systems, we have \( \omega_t < \omega \) and \( g_t > g \) such that the correction to the reaction rate is further suppressed in comparison with the special case of \( g = g_t \) considered above.

Fig. 1 compares VSC-induced correction factor \( \kappa \) evaluated at different temperatures. We note the change of \( \kappa \) from the high temperature limit \( \kappa \approx \kappa_{GH} \) to the low temperature limit \( \kappa \approx \exp(-\beta \hbar S/2) \) as \( \beta \) increases. Accompanying this change, Fig. 1 exhibits the shift of the resonance from the barrier frequency \( \omega_c = \omega_t \) at high temperature to near the vibrational resonance \( \omega_c \approx \omega \) at the room temperature.

- At high temperature, i.e. \( \omega \hbar \beta \ll 1 \), the reaction rate approaches the classical limit. Then, according to Eq. (9) and Eq. (11), the cavity-induced correction reduces to the Grote-Hynes factor, i.e., \( \kappa \approx k_{GH} = \lambda_t/\omega_t \). Using the leading order expression of Eq (17), we can easily identify the barrier resonant condition \( \omega_c = \omega_t \),\(^{31}\) where \( \lambda_t \) or \( \kappa_{GH} \) reaches the minimal as a function of cavity frequency (see Sec. I of SI). In addition to the barrier resonance, the classical correction factor is always smaller than unity (\( \kappa_{GH} < 1 \)) and is temperature-independent.\(^{31}\) Evidently, at room temperature,
the typical vibrational energy gap is considerably larger than thermal energy; thus, classical TST is not applicable and a quantum mechanical treatment is essential.

• At intermediate to low temperature, i.e., $\omega \hbar \beta \geq 1$, which is experimentally relevant, we use the exact expression in Eq. (8) and find the resonance condition $\omega_c \approx \omega$. The vibrational resonance coincides with the curve crossing in Fig. 2(a), where the VSC has the maximal effect on the normal modes. At low temperature, $\kappa$ is dominated by the ZPE shift in Eq. (12), so the minimal in $\kappa$ can be approximately determined by Eq. (19). In comparison, the experiment measurement of the cavity-induced correction factor is larger, and the measured resonance width is narrower. These discrepancies can arise from the collectivity and quantum tunneling effects, which are not considered in Figs. 1-3 but will be addressed in the later part of the paper.

Further, as the VSC strength $\eta$ increases, the ZPE shift in Fig. 2(b) and the correction factor $\kappa$ in Fig. 2(c) become amplified while its resonance remains close to the vibrational

Figure 1: The cavity-induced correction factor $\kappa$ (solid lines) as a function of $\omega_c$ at different inverse temperatures $\beta$. The high temperature limit $\kappa_{GH}$ (dot-dashed line) and the low-temperature limit $\kappa_{ZPE}$ (dashed line) are provided for comparison. Relevant parameters are $\eta = \eta_t = 0.1$ and $\omega^c_t = 0.5$. All physical quantities are in unit of the vibrational frequency $\omega$. 
frequency $\omega_c \approx \omega$. In Fig. 2(b), the perturbational expression of $S$ in Eq. (19) is shown in good agreement with the exact solution. Finally, In Fig. 2(d), the $\eta$-dependence of $\kappa$ follows the perturbation analysis in Eq. (19), which predicts $\ln(\kappa) \propto -\eta^2 \beta$.

Mode Selectivity. Quantum control of reaction kinetics has been the holy grail of chemistry. In a remarkable experiment, Ebbesen and his coworkers have demonstrated that the IR cavity can suppress or enhance a reaction channel relative to another channel and thus achieve chemical selectivity via tuning cavity frequency. In other words, the VSC of a molecular system can lead to the preferential breaking or formation of one chemical bond among multiple IR active bonds through the VSC resonance.

Based on the normal mode analysis of single mode VSC in this paper, we consider a reaction coordinate with two reactive barriers, one to the left and another to the right of the reactant equilibrium. Then, the branching ratio of the two reactive channels is $\phi_1 = k_1/(k_1 + k_2) = 1/(1 + k_2/k_1)$ which is determined by the ratio of rate constants. Using
Eq. (9), the ratio of the two TST rate constants is given as

\[
\frac{k_2}{k_1} = \frac{\kappa_2^*}{\kappa_1^*} \exp(\beta \hbar \Delta S/2 - \beta \Delta E_a)
\] (20)

where \(\Delta S = S_2 - S_1\) and \(\Delta E_a = E_{a2} - E_{a1}\). Since the reactant well is the same for both channels, the branching ratio depends on the nature of the barriers, characterized by three parameters \(\{\omega_\parallel, g_\parallel, E_a\}\). Given the large resonant frequency around \(\omega \approx 10^3 \text{cm}^{-1}\), the cavity-induced correction factor is qualitatively described by the ZPE shift. Then, using the perturbation result in Eq. (19), the selectivity can be simply estimated by the ZPE difference,

\[
\hbar \frac{\Delta S}{2} - \Delta E_a = \frac{\hbar \omega_c^3}{4} \left[ \frac{g_{\parallel 1}^2}{\omega_c^2 + \omega_{\parallel 1}^2} - \frac{g_{\parallel 2}^2}{\omega_c^2 + \omega_{\parallel 2}^2} \right] + (E_{a1} - E_{a2})
\] (21)

which is a function of cavity frequency \(\omega_c\).

For simplicity, we assume \(E_{a1} = E_{a2}\), then the limiting values of selectivity as shown in Fig. 3 are determined by two ratios: \(\eta_{\parallel 1}/\eta_{\parallel 2}\) and \(\eta_{\perp 1}/\eta_{\perp 2}\). In the limit of small cavity frequency \(\omega_c \to 0\), the sign of Eq. (21) is determined by \(\eta_{\parallel 1}/\omega_{\parallel 1} - \eta_{\parallel 2}/\omega_{\parallel 2}\), which is negative for the parameters in Fig. 3, so the branching ratio favors channel 2, i.e., \(\phi_1 < 50\%\). For large cavity frequency, the sign of Eq. (21) is determined by \(\eta_{\perp 1} - \eta_{\perp 2}\). Thus, in Fig. 3, for \(\eta_{\perp 2} = 0.12 > \eta_{\perp 1} = 0.1\) and \(\eta_{\perp 1} = 0.11 > \eta_{\parallel 1} = 0.1\), the branching ratio favors channel 1, i.e., \(\phi_1 > 50\%\) at large cavity frequency and exhibits a switch of selectivity as a function of \(\omega_c\). In comparison, the curve with \(\eta_{\perp 1} = \eta_{\perp 2} = 0.1\) always stay below 50% as the carrier frequency is tuned. In between the two limits, the branching ration exhibits a maximal reduction between the two barrier frequencies, \([\omega_{\parallel 1}, \omega_{\parallel 2}]\).

Despite its simplicity, the single-mode model presented above confirms the possibility of cavity-enabled selectivity of chemical reactions. To go beyond the single-mode picture, one encounters a more interesting problem of the non-linear coupling between molecular modes in a cavity, which bears similarity to the solvated ABA model. The correlated
Figure 3: Branching ratio $\phi_1$ as a function of $\omega_c$ for three different values of $\eta_{\parallel 2}$. Relevant parameters are $\eta_1 = \eta_{\perp 1} = 0.1$, $\omega_{\parallel 1} = 0.5$, $\omega_{\parallel 2} = 1.2$, and $\beta = 5$. All physical quantities are in unit of vibrational frequency $\omega$.

mode couplings in the ABA model may shed light on the VSC-induced cooperativity in intramolecular vibrational relaxation (IVR), energy transfer, and reaction kinetics and will be a subject for future study.

Collectivity and $N$-dependence. Experimental measurements demonstrate that both the Rabi frequency and cavity-induced correction increase with the molecular density. This collective effect has inspired much theoretical interest.\textsuperscript{33,34} Within the TST framework, individual molecules are thermally activated without any coherence among molecules at the transition state such that the cavity correction $\kappa$ does not exhibit strong dependence on the molecular density. In contrast, in the coherent picture, the cavity creates coherent polariton states, which are thermally activated to react. Thus, the experimentally observed scaling with molecular density can be easily explained using the $N$-scaled VSC coupling strength. Here, we first demonstrate the $N$-independence in the incoherent TST and then contrast it with the $N$-scaling in the coherent version.

To begin, we consider the $N$-particle Hamiltonian in a cavity,

$$H = H_{sys} + H_{VSC} = \left[ \sum_{n=1}^{N} \frac{1}{2} p_n^2 + U_N(q_1, \ldots, q_N) \right] + \left[ \frac{1}{2} p_{c}^2 + \frac{1}{2} \omega_c^2 (q_c + g \sum_{n=1}^{N} q_n)^2 \right]$$  \hspace{1cm} (22)

where index $n$ is the particle index in the cavity and $U_N$ is the $N$-particle potential. Here, we
assume N non-interacting, identical molecules in the cavity. In the reactant well, we adopt the harmonic approximation, \( U_N = \sum_{n=1}^{N} \omega_n^2 q_n^2 / 2 \), so that the VSC ploriton is described by the Hessian matrix

\[
\begin{bmatrix}
\omega^2 + g_N^2 \omega_c^2 & g_N \omega_c^2 \\
g_N \omega_c^2 & \omega_c^2
\end{bmatrix}
\]

where \( g_N = \sqrt{N} g \) is the collective VSC constant for homogeneous coupling and can be easily generalized to the case of inhomogeneous coupling. The Hessian matrix yields a pair of polariton frequencies, \( \lambda_{\pm} \), and the remaining \( N - 1 \) modes are dark states with the unperturbed frequency \( \omega \).

In the incoherent TST picture, one reactive molecule (e.g., \( n = 1 \)) is thermally activated to the transition state while the other N-1 molecules remain in equilibrium, so the TS potential can be approximated as

\[
U_N = E_a - \frac{1}{2} \omega_1^2 q_1^2 + \sum_{n=2}^{N} \frac{1}{2} \omega_n^2 q_n^2.
\]

The corresponding Hessian matrix becomes

\[
\begin{bmatrix}
-\omega_1^2 + g_1^2 \omega_c^2 & g_{N-1} g_1 \omega_c^2 & g_1 \omega_c^2 \\
g_{N-1} g_1 \omega_c^2 & \omega^2 + g_{N-1}^2 \omega_c^2 & g_{N-1} \omega_c^2 \\
g_1 \omega_c^2 & g_{N-1} \omega_c^2 & \omega_c^2
\end{bmatrix}
\]

where the collective coupling is \( g_{N-1} = g \sqrt{N-1} \). The eigensolution of the above Hessian matrix yields three eigenvalues: two real frequencies, \( \lambda_{b,\pm}^2 \), and one imaginary frequency, \( -\lambda_{1}^2 \). The remaining \( N - 2 \) modes are dark states with the equilibrium frequency \( \omega \). These eigenvalues are evaluated in Sec. II of SI and yields the cavity-induced correction

\[
\kappa = \frac{\sinh \left( \frac{\lambda_{b} + \beta}{2} \right) \sinh \left( \frac{\lambda_{b} - \beta}{2} \right)}{\sinh \left( \frac{\lambda_{b} + \beta}{2} \right) \sinh \left( \frac{\lambda_{b} - \beta}{2} \right)}
\]

(23)

Surprisingly, as shown in SI, to leading order of \( g^2 \), the energy shift \( S(N) \) and barrier
frequency $\lambda_t(N)$ of the N-particle system are identical to their corresponding values in the single molecule case, giving explicitly

$$S(N) = \frac{\omega_c^3}{2} \left[ \frac{g^2}{\omega_c^2 + \omega_c \omega} - \frac{g_t^2}{\omega_c^2 + \omega_t^2} \right] + O(N g^4)$$

$$\lambda_t(N) = \omega_t [1 - \frac{(g_t(\omega_c)_t)^2}{2(\omega_t^2 + \omega_c^2)}] + O(N g^4)$$

where the first terms are exactly the simple molecule results and the next order corrections are in terms of $N g^4$. Since there is no N-dependence in both the high-T and low-T limits of $\kappa$, we expect weak N-dependence in incoherent TST. This prediction is confirmed in Sec. II of SI and in Fig. 4(a), where $\kappa$ exhibits almost no N-dependence.

In the coherent TST picture, the polariton is activated collectively to the transition state. The resulting TS potential is

$$U_N = E_a - \frac{1}{2} \omega_t^2 q_t^2 + \sum_{i=2}^{N} \frac{1}{2} \omega^2 q_i^2$$

where $q_i$ are the i-th dark states and $q_t s$ is the bright state at the barrier, $q_t s = \sum_n \sqrt{m_n} (x_n - x_{TS})/\sqrt{N}$. Within the harmonic approximation, the above potential and the original molecular potential in Eq. (22) are related via a linear transformation and are thus equivalent. The Hessian matrix at the TS is then given as

$$\begin{bmatrix}
-\omega_t^2 + g_{tN}^2 \omega_c^2 & g_{tN} \omega_c^2 \\
g_{tN} \omega_c^2 & \omega_c^2
\end{bmatrix}$$

with $g_{tN} = g_t \sqrt{N}$. Therefore, all the results can be carried over from single-molecule reactions to N-particle coherent reactions if the VSC constant $g$ is scaled up by a factor of $\sqrt{N}$,

$g \rightarrow g \sqrt{N}$, which is exactly the same N-dependence for the Rabi frequency. To illustrate the coherent scaling, Fig. 4(b) shows the dramatic enhancement of the cavity effect as N increases. Fig. 4(c) compares the coherent and incoherent TST correction factors as a func-
Figure 4: (a) $\kappa$ calculated in incoherent TST as a function of $\omega_c$ for different $N$ with $\eta = \eta_\parallel = 0.1$; (b) $\kappa$ calculated in coherent TST as a function of $\omega_c$ for different $N$ with corresponding VSC strength $\eta = \eta_\parallel = 0.1\sqrt{N}$; (c) comparison of coherent and incoherent $\kappa$ as a function of $N$ at $\omega_c = 1$. All physical quantities are in unit of vibrational frequency $\omega$, and the other parameters are $\omega_\parallel = 0.5$ and $\beta = 10$. 
tion of N and clearly shows the linear-scaling with N (equivalently, \( \Omega_R^2 \)) in the coherent rate constant.

In coherent polariton theory, the collective VSC strength and cavity-induced correction can be enhanced as N increases. This type of cooperativity has been studied for non-adiabatic reactions in a cavity,\(^{33-36}\) but not for adiabatic reactions on the ground-state surface. In reality, N should be interpreted as the number of coherently coupled molecules, which is limited by dynamic and static disorder.\(^{37-39}\) Thus, the N-dependence in coherent reactions and other collective dynamics should be renormalized by localization and polaron effects.\(^{40,41}\)

**Quantum Tunneling.** As explained in Eqs. (8) and (11), the Grote-Hynes correction is a classical effect and the ZPE shift is a quantum effect. Another contribution is quantum tunneling at the reactive barrier, which further enhances the cavity effect. A simple way to account for the tunneling contribution is centroid TST,\(^{42}\) which is deduced from the stationary phase evaluation of the barrier partition function in Eq. (6) using the centroid variable,\(^{22}\) giving

\[
k_{c-TST} = \frac{(\omega_1 \hbar \beta/2)}{\sin(\omega_1 \hbar \beta/2)} k_{TST} = \frac{\omega_1 \sinh(\omega \hbar \beta/2)}{2\pi \sin(\omega_1 \hbar \beta/2)} e^{-\beta E_a} \tag{25}
\]

where \( \omega_1 \) and \( \omega \) are the barrier and reactant frequencies, respectively. The centroid TST rate is the same as quantum TST with the tunneling correction for a parabolic barrier.\(^{22,47}\) With cavity VSC, the centroid rate becomes \( k_{c-TST}^g = \kappa_{\text{centroid}} k_{c-TST} \), where the cavity correction factor in Eq. (8) becomes

\[
\kappa_{\text{centroid}} = \frac{\lambda_1 \sin(\omega_1 \hbar \beta/2)}{\omega_1 \sin(\lambda_1 \hbar \beta/2)} \kappa \tag{26}
\]

where \( \kappa \) has been evaluated previously. Fig. 5 shows \( \kappa_{\text{centroid}} \) calculated from Eq. (26) at several temperatures. In comparison with Eq. (8) and Fig. 1, quantum tunneling dramatically enhances the cavity-induced correction and can be combined with the collective effect to improve the quantitative agreement with experimental measurements.
Figure 5: The cavity-induced correction factor $\kappa_{\text{centroid}}$ defined in centroid TST as a function of $\omega_c$ at different temperatures. All physical quantities are in unit of vibrational frequency $\omega$, and other relevant parameters are $\eta = \eta_\parallel = 0.1$ and $\omega_\perp = 0.5$.

Interestingly, the pre-factor of the centroid TST diverges as $\omega_\parallel \hbar \beta_c = 2\pi$, which suggests the failure of TST at or below the crossover temperature $T_c$. An easy fix is to replace the anharmonic well and barrier potentials with the optimal quadratic free energy potentials determined by the variational principle.\textsuperscript{28,43} More generally, in the deep tunneling regime (i.e. $T < T_c$), quantum fluctuations dominate and the concept of 'transition state' based on a local reaction coordinate is no longer valid. Instead, we should adopt the picture of 'coherent tunneling', which is delocalized and involves the full anharmonic potential. One approach is based on the concept of 'instanton', which is a nontrivial stationary solution to the barrier partition function at $T < T_c$ and predicts the quantum tunneling rate.\textsuperscript{22,44}

As stated earlier, the cavity field can be treated as a single-mode harmonic bath and thus introduces an influence functional in the path integral expression of the system partition function [see Eq. (3)]. In a previous study, the harmonic bath effect on the tunneling rate was found to reduce the instanton rate as the system-cavity coupling increases,\textsuperscript{22,45} consistent with the experimental measurements in optical cavities. Further, quantum tunneling can permit a natural justification of the coherence and collectivity as described in Eq. (24).

In summary, as the typical vibration and cavity frequencies ($10^3 \text{cm}^{-1}$) are considerably higher than thermal energy, it is essential to adopt a quantum description of ground-state chemical reactions in a cavity. Within the framework of quantum TST, we are able to account
for zero-point energy shift and quantum tunneling induced by VSC and demonstrate the resonant effect, collective effect, and selectivity, as well as various parametric dependences as summarized below. Based on the relatively simple TST calculations, our predictions are consistent with experiments. Much of the reported study is built on perturbative normal mode analysis, which not only provides physical insights into cavity-catalyzed chemical reactions but also presents a useful tool to treat other VSC effects.

1. **Dipole self-energy term and thermal equilibrium:** The DSE term introduces additional restoring forces along the reaction coordinate and effectively increases the vibrational frequency. According to the perturbation analysis, the DSE contribution is on the same order as the linear dipole term in the PF Hamiltonian and thus cannot be ignored in the VSC regime. As a result of the Zwanzig form of the VSC Hamiltonian, the equilibrium thermodynamics of the cavity-dressed system exhibits no VSC perturbation in the classical regime (see Eq. (2)) and a temporal correlation in the quantum regime (see Eq. (3)). This explains the weak cavity effects on equilibrium quantities including the bond length, dissociation energy, and activation energy. For the same reason, the permanent dipole does not contribute to the thermal reaction rate and the leading order is the linear transition dipole moment (see Eq. (4)).

2. **Cavity-catalyzed single molecule reactions:** (i) The cavity-induced correction can be attributed to the ZPE shift quantified by $S$ and the kinetic effect quantified by $\kappa^*$, which can be related to enthalpy and entropy changes respectively (i.e. Eq. (13)). In the experimentally relevant regime, the dominant contribution arises from the ZPE shift except for small cavity frequency. (ii) The sign of ZPE shift in Eq. (19) predicts the suppression or enhancement of the reaction rate, and the amplitude of the shift depends on the VSC strength or the Rabi frequency quadratically. (iii) With typical parameters, the cavity-induced correction exhibits a maximal suppression when the cavity frequency is near the vibrational resonance frequency.
3. **Mode selectivity:** VSC can either enhance or suppress the branching ratio in a multiple-channel reaction, thus achieving mode selectivity in a cavity. Within a single-mode two-barrier model, the branching ratio of the two competing reactions is determined by the relative free energy difference of the two reactive barriers, i.e. Eq. (21), characterized by three parameters \( \{\omega, g, E_a\} \). Perturbation analysis establishes the functional-dependence of the branching ratio on these parameters and suggests the reordering of preferential selectivity as the cavity frequency \( \omega_c \) is tuned.

4. **Collectivity and N-Scaling:** In the TST framework, individual molecules are thermally activated without any coherence between molecules at the transition state. Within this incoherent picture, to leading order of VSC strength, the frequency shift and the correction factor are identical to the single molecule results and are thus N-independent. In contrast, in the coherent picture, the polariton state is thermally activated to yield collective barrier crossing. Thus, the experimentally observed collectivity can be easily explained by rescaling the single molecule VSC strength, \( g(N) = \sqrt{Ng} \).

5. **Quantum tunneling:** Centroid TST is used to account for quantum tunneling at the reactive barrier for \( T > T_c \) and is shown to enhance the VSC-induced correction considerably. Yet, the centroid correction diverges at the crossover temperature \( T_c \), which indicates the failure of TST at \( T \leq T_c \) and the emergence of coherent tunneling as described in the instanton picture, where under-barrier tunneling dominates over thermal activation.

Chemical reactions are complex, involving cohesive motion of many degrees of freedom in a thermal environment.\(^{46}\) Theoretical models based on normal mode analysis allow for analytical solutions and provide useful insight into this complex process. Part of the simplicity arises from the harmonic form of the cavity field, which introduces a tunable bosonic bath mode. Therefore, many emerging phenomena in polariton chemistry\(^ {46}\) can be understood with the combination of quantum simulations and analytical solutions.
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S1. PERTURBATION ANALYSIS: SINGLE MOLECULE VSC

A. Frequency sum in the reactant well

In general, direct perturbation expansion of eigen frequency diverges at resonance, as shown in the next subsection. Since the zero-point-energy (ZPE) shift involves the sum of the eigen frequencies, we can obtain an exact expression of the frequency sum and then evaluate it with perturbation expansion. This approach can be compared with the direct perturbation of eigen frequency in the next subsection. The Hessian matrix of a single molecule in the VSC regime is given in the main text and is rewritten here as

\[
A_2 = \begin{bmatrix}
\omega_c^2 & J^2 \\
J^2 & \omega_e^2
\end{bmatrix}
\]  

(S1)

where the two new variables are introduced as

\[
J^2 = g\omega_c^2 \quad \text{(S2a)}
\]

\[
\omega_e^2 = \omega^2 + g^2\omega_c^2 = \omega^2 + J^4/\omega_c^2 \quad \text{(S2b)}
\]

The trace and determinant of \(A_2\) are invariant and can be written explicitly as

\[
\text{Tr} [A_2] = \lambda_+^2 + \lambda_-^2 = \omega_e^2 + \omega_c^2 \quad \text{(S3a)}
\]

\[
\text{det} [A_2] = \lambda_+ \lambda_- = \omega_e^2\omega_c^2 - J^4 \quad \text{(S3b)}
\]

Then, the frequency sum is expressed as

\[
\lambda_+ + \lambda_- = \sqrt{\omega_e^2 + \omega_c^2 + 2\sqrt{\omega_e^2\omega_c^2 - J^4}} \quad \text{(S4)}
\]

Now taking advantage of the straightforward expansion

\[
\sqrt{a^2 + b^4 - 4J^4} = \sqrt{a^2 + b^2} - \frac{J^4}{b^2\sqrt{a^2 + b^2}} + O(J^8) \quad \text{(S5)}
\]

we arrive at

\[
\lambda_+ + \lambda_- = \omega_e + \omega_c - \frac{J^4}{(2\omega_e\omega_c)(\omega_e + \omega_c)} + O(J^8)
\]

\[
= \omega + \omega_c + \frac{J^4}{2\omega_c^2(\omega + \omega_c)} + O(J^8)
\]

\[
= \omega + \omega_c + \frac{g^2\omega_c^2}{2(\omega + \omega_c)} + O(g^4) \quad \text{(S6)}
\]
Here, we also use the expansion of the effective frequency,
\[ \omega_e = \left[ \omega^2 + \frac{J^4}{\omega_c^2} \right]^{\frac{1}{2}} \]
\[ = \omega + \frac{J^4}{2\omega\omega_c} + O(J^8) \]  
(S7)

Evidently, the ZPE frequency shift in the reactant well is always positive
\[ \frac{J^4}{2\omega_c^2 (\omega + \omega_c)} > 0 \]  
(S8)

**B. Frequency perturbation in the reactant well**

To diagonalize the Hessian matrix \( A_2 \), we introduce new variables
\[ \omega_s^2 = \frac{1}{2} (\omega_e^2 + \omega_c^2) \]  
(S9a)
\[ \delta^2 = \frac{1}{2} (\omega_e^2 - \omega_c^2) \]  
(S9b)
\[ J^2 = g\omega_c^2 \]  
(S9c)

and then explicitly write the eigenvalues of \( A_2 \) as
\[ \lambda_\pm^2 = \omega_s^2 \pm \sqrt{\delta^2 + J^4} \]  
(S10)

Next, we evaluate the eigenfrequency perturbatively, giving
\[ \lambda_\pm = \sqrt{\omega_s^2 \pm \delta^2 \pm \frac{J^4}{4\delta^2 \sqrt{\omega_s^2 \pm \delta^2}}} + O(J^8) \]  
(S11)

or, explicitly,
\[ \lambda_+ = \omega_e + \frac{1}{4\omega_e \delta^2} J^4 + O(J^8) \]  
(S12a)
\[ \lambda_- = \omega_c - \frac{1}{4\omega_c \delta^2} J^4 + O(J^8) \]  
(S12b)

The above perturbative expressions diverge at resonance, \( \omega = \omega_c \) (i.e. \( \delta = 0 \)). Interestingly, the divergencies of the two frequencies cancel at resonance, such that the sum of the two eigen frequencies is well-behaved, giving,
\[ \lambda_+ + \lambda_- = \omega_e + \omega_c - \frac{J^4}{2\omega_e\omega_c(\omega_e + \omega_c)} + O(J^8) \]  
(S13)

which agrees with Eq. (S6)
C. Frequency perturbation at the reactive barrier

The analysis of the transition state (TS) or the reactant barrier follows closely the previous subsection on the reactant well except for the change from the vibrational frequency $\omega$ to the barrier frequency $\omega^\ddagger$. The Hessian matrix at TS is given as

$$A_{2b} = \begin{bmatrix} -\omega^2_{\ddagger} J^2_{\ddagger} & J^2_{\ddagger} \\ J^2_{\ddagger} & \omega^2_c \end{bmatrix}$$

(S14)

where the two new parameters are defined as

$$J^2_{\ddagger} = g_{\ddagger} \omega^2_c$$

(S15a)

$$-\omega^2_{e\ddagger} = -\omega^2_{\ddagger} + g^2_{\ddagger} \omega^2_c$$

$$= -\omega^2_{\ddagger} + J^4_{\ddagger}/\omega^2_c$$

(S15b)

The Hessian matrix $A_{2b}$ can be solved to yield a pair of eigen-values,

$$\pm \lambda^2_{\pm b} = \omega^2_s \pm \sqrt{\delta^4 + J^4_{\ddagger}}$$

(S16)

where two new parameters are introduced,

$$\omega^2_s = \frac{1}{2} (\omega^2_c - \omega^2_{e\ddagger})$$

$$\delta^2 = \frac{1}{2} (\omega^2_{e\ddagger} + \omega^2_c)$$

We then expand Eq. (S16) in terms of the VSC strength to yield,

$$\lambda_{\pm b} = \sqrt{\pm \omega^2_s + \sqrt{\delta^4 + J^4_{\ddagger}}}$$

$$= \sqrt{\delta^2 \pm \omega^2_s} + \frac{J^4_{\ddagger}}{4 \delta^2 \sqrt{\delta^2 \pm \omega^2_s}} + O(J^8_{\ddagger})$$

(S17)

which leads to the stable eigen-frequency, $\lambda_b$, and the unstable eigen-frequency, $\lambda_{\ddagger}$,

$$\lambda_{+ b} \equiv \lambda_b = \omega_c + \frac{J^4_{\ddagger}}{2 \omega_c (\omega^2_{e\ddagger} + \omega^2_c)} + O(J^8_{\ddagger})$$

$$= \omega_c + \frac{J^4_{\ddagger}}{2 \omega_c (\omega^2_{e\ddagger} + \omega^2_c)} + O(J^8_{\ddagger})$$

(S18)

$$\lambda_{- b} \equiv \lambda_{\ddagger} = \omega_{e\ddagger} + \frac{J^4_{\ddagger}}{2 \omega_{e\ddagger} (\omega^2_{e\ddagger} + \omega^2_c)} + O(J^8_{\ddagger})$$

(S19)
FIG. S1: (a) \( \kappa \) as a function of \( \omega_c \) for different inverse temperature \( \beta \). (b) \( \kappa \) as a function of \( \beta \) at \( \omega_c = 1 \). In this figure, all physical quantities are in unit of \( \omega \), and relevant parameters are \( \eta = \eta_t = 0.1 \) and \( \omega_t = 0.5 \).

Finally, we arrive at the ZPE frequency shift

\[
S = \lambda_+ + \lambda_- - \lambda_b - \omega
\]

\[
\overset{\text{(S20)}}{=} \frac{1}{2\omega_c} \left[ \frac{J_4^4}{\omega \omega_c + \omega_c^2} - \frac{J_4^4}{\omega_1^2 + \omega_c^2} \right]
\]

\[
\overset{\text{(S20)}}{=} \frac{\omega_c}{2} \left[ \frac{g^2}{\omega \omega_c + \omega_c^2} - \frac{g_1^2}{\omega_1^2 + \omega_c^2} \right]
\]

which is a key result of the perturbation analysis and is discussed extensively in the main text.

D. Numerical examples

First, to examine the temperature dependence, in Fig. S1, we plot \( \kappa \) as a function of \( \omega_c \) at inverse temperature \( \beta \) (upper panel) and then \( \kappa \) as a function of \( \beta \) at the fixed cavity frequency of \( \omega_c = 1 \) (lower panel). Evidently, at temperature decreases, the minimal correc-
FIG. S2: The ZPE frequency shift $S$ (upper panel) and the unstable eigen frequency $\lambda_\uparrow$ (lower panel) as a function of $\omega_c$ for different values of VSC strength $\eta = \eta_\uparrow$ at the fixed barrier frequency $\omega_\downarrow = 0.5$. The perturbative results are shown as the dashed line. All physical quantities are in unit of $\omega$.

The transition factor changes from the barrier resonance to vibrational resonance, and the resonant amplitude increases drastically. This figure supplements Fig. S1 in the main text.

Next, to verify the perturbation expansion, we calibrate the ZPE frequency shift $S$ (upper panel) and the unstable eigen frequency $\lambda_\uparrow$ for different values of VSC strength $\eta = \eta_\uparrow$. As shown in Fig. S2, the agreement is nearly perfect in the strong coupling regime ($\eta \leq 0.1$) and exhibits difference in the ultra-strong coupling regime ($\eta > 0.1$). Interestingly, the minimal of the ZPE frequency shift $S$ occurs near the vibrational resonance $\omega_c \approx \omega$ whereas the minimal of the unstable eigen frequency $\lambda_\uparrow$ occurs near the barrier resonance $\omega_c \approx \omega_\downarrow$. This figure supplements Fig. 2 in the main text.

Finally, to examine the dependence on the barrier frequency $\omega_\downarrow$, Fig. S3 shows the results for $\omega_\downarrow = 1.5$, larger than the vibrational frequency, whereas all the other calculations adopts $\omega_\downarrow = 0.5$, smaller than the vibrational frequency. The upper panel is the ZPE frequency shift $S$ for different values of the VSC strength $\eta = \eta_\uparrow$. For comparison, perturbation results
FIG. S3: $S$ and $\kappa$ as a function of $\omega_c$ for $\omega_\dagger = 1.5$. The upper panel is the ZPE frequency shift $S$ for different values of the VSC strength $\eta = \eta_\dagger$. The dashed lines are the perturbation results for comparison. The lower panel is the cavity-induced correction $\kappa$ at different inverse temperatures $\beta$ with parameters $\eta = \eta_\dagger = 0.1$. All physical quantities are in unit of $\omega$.

show excellent agreement. The lower panel is the cavity-induced correction $\kappa$ at different inverse temperatures $\beta$ for a fixed VSC strength $\eta = \eta_\dagger = 0.1$. In both panels, $\kappa > 1$ except for a large cavity frequency, indicating cavity-induced enhancement in reactivity. In both panels, the peak enhancement occurs near the vibrational resonance $\omega_c = 1.0$. The difference between $\omega_\dagger = 0.5$ and $\omega_\dagger = 1.5$ is consistent with the perturbation analysis.

E. Minimal in the unstable frequency

As discussed in the main text, the cavity-induced correction to the quantum TST rate, $\kappa$, is dominated by the frequency shift of Eq. (S20) in the quantum regime, which is experimentally relevant. Theoretically, at high temperature $\hbar\beta\omega < 1$ (which is experimentally unrealistic), the correction factor can be approximated by the Grote-Hynes (GH) correction,
i.e.,
\[ \kappa \approx \kappa_{GH} = \frac{\lambda}{\omega} \]  
where \( \lambda \) is given in Eq. (S19). Here we first establish the minimal of \( \lambda \), in agreement with a recent study [Nature Communications 12, p1 (2021)], and then use perturbation expansion to explain its physical origin.

1. Exact solution

The eigen-frequency of the unstable mode, as given formally in Eq. (S16), is rewritten explicitly as
\[ \lambda^2 = \frac{1}{2}[\Omega^4 + 4\omega^2 \omega_c^2]^{1/2} - \frac{\Omega^2}{2} \]  
where \( \Omega \) is a frequency variable (not to be confused with the Rabi frequency, \( \Omega_R \))

\[ \Omega^2 = \omega_c^2 - \omega_1^2 + \omega_c^2 g_1^2 = \omega_c^2 - \omega_1^2 + B \omega_c \]  
Here, we introduce a new parameter via the following relation
\[ g_1^2 \omega_c^2 = 4\eta \omega \omega_c \]  
To find the minimal in \( \lambda \), we take derivative with respect to \( \omega_c \) and obtain
\[ \frac{d\lambda^2}{d\omega_c} = \frac{1}{2} \left[ \frac{\Omega^2 d\Omega^2}{d\omega_c} + 4\omega^2 \omega_c}{(\Omega^4 + 4\omega^2 \omega_c^2)^{1/2}} - (2\omega_c + B) \right] = 0 \]  
where \( d\Omega^2/d\omega_c = 2\omega_c + B \). Then, we find the condition for the optimal cavity frequency \( \omega_c \),

\[ \Omega^2(2\omega_c + B) + 4\omega_1^2 \omega_c = (2\omega_c + B)(\Omega^4 + 4\omega_1^2 \omega_c^2)^{1/2}. \]  
Taking square on both sides and simplifying the expression, we arrive at
\[ 2\omega_c^2 + B \omega_c - 2\omega_1^2 = 0 \]  
which predicts \( \omega_c \approx \omega_1 \) as \( \eta < 1 \).
2. Perturbation analysis

For a general 2-mode model, the Hessian matrix is given as

\[
A_2 = \begin{bmatrix}
\omega_1^2 + g_1^2 \omega_c^2 & g_1 \omega_c^2 \\
g_1 \omega_c^2 & \omega_c^2
\end{bmatrix}
\] (S28)

which is the same as Eq. (S1). The eigenvalue associated with the reactant mode is given perturbatively as

\[
\lambda_1^2 = \omega_1^2 + g_1^2 \omega_c^2 + \frac{(g_1 \omega_c^2)^2}{\omega_1^2 - \omega_c^2}
\] (S29)

At the reactive barrier (i.e., TS), we let \(\omega_1^2 = -\omega_t^2\) and \(g_1 = g_t\), and then have the unstable eigenvalue as

\[
\lambda_t^2 = \omega_t^2 - g_t^2 \omega_c^2 + \frac{(g_t \omega_c^2)^2}{\omega_t^2 + \omega_c^2} = \omega_t^2 - \frac{(g_t \omega_c^2)^2 \omega_t^2}{\omega_t^2 + \omega_c^2}
\] (S30)

Using the definition of \(g_t\) in Eq. (S24), we have the unstable eigenvalue

\[
\lambda_t^2 = \omega_t^2 - \frac{B \omega_c}{\omega_t^2 + \omega_c^2} \omega_t^2
\] (S31)

which has a minimal at \(\omega_c = \omega_t\). Evidently, the perturbation analysis identifies two reasons for the minimal \(\kappa_{GH}\): (1) the competition between the DSE term and the linear dipole coupling term; (2) the parametric dependence of \(g_t\) on the cavity frequency in Eq. (S24). However, we emphasize that under experimental conditions the cavity-induced correction \(\kappa\) is dominated by the quantum ZPE shift and the classical Grote-Hynes factor is not relevant.

S2. PERTURBATION ANALYSIS: N-MOLECULE VSC

A. Three-mode solution

We begin with a general analysis of the three-mode model for an ensemble of N molecules in cavity, described by

\[
U_3 = \frac{1}{2} \omega_1^2 q_1^2 + \frac{1}{2} \omega_c^2 q_{N-1}^2 + \frac{1}{2} \omega_c^2 [q_c + g_1 q_1 + g_{N-1} q_{N-1}]^2
\] (S32)

where \(q_1\) is the reactive mode and \(q_{N-1}\) is the collective bright mode for the N-1 molecules excluding the reactive molecule. With the rest of the N-2 modes as the dark state, the 3-mode expression is equivalent to the N-molecule potential described in the main text. Then,
the Hessian matrix of the 3 mode model is given as

\[
A_3 = \begin{bmatrix}
\omega_1^2 + g_1^2 \omega_c^2 & g_1 g_{N-1} \omega_c^2 \\
g_1 g_{N-1} \omega_c^2 & \omega^2 + g_{N-1}^2 \omega_c^2 & g_{N-1} \omega_c^2 \\
g_1 \omega_c^2 & g_{N-1} \omega_c^2 & \omega_c^2
\end{bmatrix}
\]  \hspace{1cm} (S33)

where \( g_{N-1} = g_1 \sqrt{N - 1} \) is the collective N-1 molecule coupling strength and \( g_1 = g \) is the coupling strength of the single reactive mode. The trace and determinant of \( A_3 \) matrix are

\[
\text{Tr} [A] = \omega_1^2 + g_1^2 \omega_c^2 + \omega_c^2 + \omega^2 + g_{N-1}^2 \omega_c^2,
\]  \hspace{1cm} (S34)

\[
\text{det} [A] = \omega_1^2 \omega_c^2
\]  \hspace{1cm} (S35)

Perturbative evaluation of \( A_3 \) yields,

\[
\lambda_1^2 = \omega_1^2 + \frac{(g_1 g_{N-1} \omega_c^2)^2}{\omega_1^2 - \omega_c^2} + \frac{(g_1 \omega_1 \omega_c^2)^2}{\omega_1^2 - \omega_c^2},
\]  \hspace{1cm} (S36a)

\[
\lambda_c^2 = \omega_c^2 + \frac{(g_1 \omega_c^2)^2}{\omega_c^2 - \omega_1^2} + \frac{(g_{N-1} \omega_c^2)^2}{\omega_c^2 - \omega_c^2},
\]  \hspace{1cm} (S36b)

\[
\lambda_{N-1}^2 = \omega^2 + \frac{(g_{N-1} \omega_c^2)^2}{\omega^2 - \omega_c^2} + \frac{(g_{N-1} g_1 \omega_c^2)^2}{\omega^2 - \omega_c^2},
\]  \hspace{1cm} (S36c)

where \( \lambda_1 \) is the eigenvalue associated with the reactive mode, \( \lambda_c \) is the eigenvalue associated with the cavity mode, and \( \lambda_{N-1} \) is the eigenvalue associate with the collective bright state. Taking the square root of the above eigenvalues and keeping the leading order of \( g_1 \) or \( g_{N-1} \), we have

\[
\lambda_1 = \omega_1 + \frac{\omega_1^2 (g_1 \omega_1)^2}{2 \omega_1 \omega_1^2 - \omega_c^2},
\]  \hspace{1cm} (S37a)

\[
\lambda_c = \omega_c + \frac{\omega_c^2 (g_1 \omega_c)^2}{2 \omega_c \omega_c^2 - \omega_1^2} + \frac{(g_{N-1} \omega_c)^2}{\omega_c^2 - \omega_1^2},
\]  \hspace{1cm} (S37b)

\[
\lambda_{N-1} = \omega + \frac{\omega_c^2 (g_{N-1} \omega_c)^2}{2 \omega \omega_c^2 - \omega_c^2},
\]  \hspace{1cm} (S37c)

Below, the 3-mode solution will be applied to the well and barrier regions separately.

**B. Two-mode solution at the reactant well**

For the equilibrium reactant well, we can set \( \omega_1 = \omega \) so the 3-mode potential reads

\[
\frac{1}{2} \omega_1^2 q_1^2 + \frac{1}{2} \omega^2 q_{N-1}^2 + \frac{\omega_c^2}{2} [q_c + g_{N-1} g_{N-1} + g_1 q_1]^2
\]  \hspace{1cm} (S38)
We then introduce a N-molecule collective mode $q_N$ as

$$q_N = \frac{g_{N-1}q_{N-1} + g_1q_1}{\sqrt{g_{N-1}^2 + g_1^2}} = \frac{g_{N-1}q_{N-1} + g_1q_1}{g_N} \quad (S39)$$

where the collective N-mode coupling strength is

$$g_N^2 = g_{N-1}^2 + g_1^2 \quad (S40)$$

Then, the 3-mode potential is reduced to 2-mode potential

$$U_2 = \frac{1}{2}\omega^2 q_N^2 + \frac{1}{2}\omega_c^2 (q_c + g_N q_N)^2 \quad (S41)$$

which is adopted in the main text. The 2-mode model is equivalent to the single molecule solution in Eq. (S1) with the replacement of $g \to g_N$. As a result, the total frequency at equilibrium is given as

$$(\lambda_+ + \lambda_-)_{well} \simeq (\omega + \omega_c) + \frac{\omega_c^2 g_N^2}{2(\omega + \omega_c)} \quad (S42)$$

where the last term is the ZPE shift in the reactant well.

### C. Three-mode solution at the reactive barrier

At the reaction barrier (i.e. TS), we identify $\omega_t^2 = -\omega_t^2$ and $g_t = g_t$ in Eq. (S33). Then, the perturbative expressions of eigen frequencies become

$$\lambda_t \equiv |\lambda_1| = \omega_t - \frac{\omega_c^2 (g_t \omega_t)^2}{2\omega_t \omega_c^2 + \omega_c^2} \quad (S43a)$$

$$\lambda_{b+} \equiv \lambda_c = \omega_c + \frac{\omega_c^2}{2} \left[ \frac{g_t^2}{\omega_c^2 + \omega_t^2} + \frac{g_{N-1}^2}{\omega_c^2 - \omega_t^2} \right] \quad (S43b)$$

$$\lambda_{b-} \equiv \lambda_{N-1} = \omega + \frac{\omega_c^2 (g_{N-1} \omega)^2}{2\omega \omega_c^2 - \omega_c^2} \quad (S43c)$$

where we identify the three frequencies with an unstable mode ($\lambda_t$) and a pair of stable modes ($\lambda_{b\pm}$), respectively.

The last two terms of the frequencies of the two stable modes can be combined to yield

$$\frac{\omega_c^2 g_{N-1}^2}{2} \left[ \frac{\omega_c - \omega}{\omega_c^2 - \omega^2} \right] = \frac{\omega_c^2 g_{N-1}^2}{2} \frac{1}{\omega_c + \omega} \quad (S44)$$
As a result, the frequency shift becomes

\[
S(N) = (\lambda_+ + \lambda_-)_{\text{well}} - (\lambda_{b+} + \lambda_{b-})_{\text{barrier}} \\
\approx \frac{\omega_c^2}{2} \frac{g^2}{\omega_c + \omega} - \frac{\omega_c^3}{2} \frac{g_1^2}{\omega_c^2 + \omega_f^2} \\
= S(1) \quad (S45)
\]

where relation Eq. (S40) is used. Thus, to leading order of the VSC strength, both the energy shift \( S(N) \) and the unstable frequency \( \lambda_t(N) \) are independent of molecular density in a cavity, suggesting that cavity-induced correction \( \kappa \) is also independent of molecular density. This conclusion disagrees with experimental measurements, thus implying the failure of the incoherent version of TST and suggesting the role of coherent cooperativity. This is a key result of this paper and is further elaborated in the main text.

To examine the \( N \)-dependence within the 3-mode model, we can take a further look at the negative eigenvalue associated with the unstable mode,

\[
\lambda_t^2(N) \approx \omega_t^2 + \frac{(g_t g_{N-1} \omega_c^2)^2}{\omega_t^2 + \omega_c^2} - \frac{(g_t \omega_t \omega_c)^2}{\omega_t^2 + \omega_c^2} \approx \lambda_t^2(1) \quad (S46)
\]

where the second term represents the perturbation due to the collective mode and the third term represents the direct VSC of the reactive mode. In leading order of the coupling strength, we ignore the second term associated the \((N-1)\) mode and obtain the \( N \)-independent expression. Yet, as \( N \) increases, the second term will increase in proportional, thus reducing the suppressing effect of \( \kappa_{GH} \). This is consistent with the exact numerical calculation.

As a numerical example, in Fig. S4, we plot the ZPE frequency shift \( S \) and the unstable eigen frequency \( \lambda_t \) and compare with the perturbation results (dashed lines). As expected, in the framework of incoherent TST, both quantities show weak \( N \)-dependence and agree well with the perturbation prediction, which is \( N \) independent. Again, the classical limit (i.e. high temperature limit) associated with \( \lambda_t \) shows the minimal at the barrier resonance whereas the quantum limit (i.e., low temperature limit) associated with \( S \) shows the minimal near the vibrational resonance.
FIG. S4: The ZPE frequency shift $S$ (upper panel) and the unstable eigen frequency $\lambda_\parallel$ (lower panel) as a function of $\omega_c$ for different $N$ with fixed parameters $\eta = \eta_\parallel = 0.1$ and $\omega_\parallel = 0.5$. The $N$-dependence is introduced in the framework of incoherent TST. The perturbative results are shown as the dashed line. All physical quantities are in unit of $\omega$. 