Unsupervised extraction, labelling and clustering of segments from clinical notes
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Abstract—This work is motivated by the scarcity of tools for accurate, unsupervised information extraction from unstructured clinical notes in computationally underrepresented languages, such as Czech. We introduce a stepping stone to a broad array of downstream tasks such as summarisation or integration of individual patient records, extraction of structured information for national cancer registry reporting or building of semi-structured semantic patient representations for computing patient embeddings. More specifically, we present a method for unsupervised extraction of semantically-labelled textual segments from clinical notes and test it out on a dataset of Czech breast cancer patients, provided by Masaryk Memorial Cancer Institute (the largest Czech hospital specialising in oncology). Our goal was to extract, classify (i.e. label) and cluster segments of the free-text notes that correspond to specific clinical features (e.g., family background, comorbidities or toxicities). The presented results demonstrate the practical relevance of the proposed approach for building more sophisticated extraction and analytical pipelines deployed on Czech clinical notes.

Index Terms—NLP, EHR, Clinical Notes, Information Extraction, Text Classification

I. INTRODUCTION

Electronic Health Records are notoriously difficult to analyse by automated means as they contain large amounts of unstructured textual contents. This is particularly pertinent to clinical notes, which are narrative reports of clinicians documenting prescriptions and results of a broad array of diagnostic and therapeutic procedures. The challenge of large-scale automated processing of clinical notes is further exacerbated when they are written in a language for which virtually no tools for biomedical Natural Language Processing are available (such as Czech).

This paper presents a solution to a specific instance of this problem: we introduce a system for unsupervised extraction of textual segments from clinical notes on Czech breast cancer patients, provided by Masaryk Memorial Cancer Institute (MMCI, or MOU in Czech). Our goal was to extract, classify (i.e. label) and cluster segments of the free-text notes that correspond to specific clinical features (e.g., family background, comorbidities or toxicities).

This work has been supported by the Grant Agency of Masaryk University under grant no. MUNI/G/1763/2020 (AIcope).

As this is the first work we know of in this area, we tested out several methods for classification to develop and compare increasingly sophisticated solutions to the problem. The first two are based on two different segment embedding methods (LSA or Doc2Vec) and subsequent neural classification. The third one uses an end-to-end recurrent neural architecture (Bi-directional LSTM). Finally we experimented with adapting a general-purpose Czech transformer language model (RobeCzech) to this task. The third and fourth models outperform the first two by a rather big margin, reaching an accuracy of over 0.94 which is very promising for downstream real-world clinical applications. Also, note that most of our models are not specifically dependent on the Czech language features and thus they can be adapted to clinical notes in other countries as well from the source code provided on GitHub1. The only exception is the classification module based on RobeCzech, a Czech language model, but that specific part of the pipeline can be replaced by one of the many available localised language model variants [1].

The classified segments were further clustered to generate

Fig. 1. Example of title clustering results (K-means k = 20). Visualised with TensorFlow Embedding Projector and 2D t-SNE. Includes color-coded manually translated labels for some clusters. Interactive version on GitHub.

1https://github.com/ZepZep/clinical-notes-extraction
a more focused representation of the domain, as the meanings of some of the labels were rather close to each other based on clinical expert feedback. We performed a preliminary evaluation of the acquired clusters and designed a system for mapping the labels to existing healthcare ontologies. For an example of the final result of one specific configuration of the clustering module, see Figure 1.

Our results demonstrate the practical potential of the presented approach for downstream analytical and information extraction tasks, such as integration or summarisation of individual patient records, extraction of structured information for national cancer registry reporting or building of semi-structured semantic patient representations for computing patient embeddings.

II. RELATED WORK

Works related to the presented research can be broadly divided into supervised and unsupervised approaches. In terms of the supervised ones, [2] classifies sections of clinical notes into 15 predefined categories using hidden Markov models. The work [3] focuses on clinical notes following the SOAP (Subjective, Objective, Assessment and Plan) structure and can learn the segment labels directly from the text via logistic regression model. The approach in [4] uses segmentation based on hand-crafted rules. A machine learning approach based on bag-of-words feature modelling, classifying segments to 5 predefined categories, is introduced in [5].

In terms of the unsupervised approaches, [6] uses latent topic models to jointly infer distinct topic distributions of notes of different types. The work [7] did unsupervised segmentation of 57 Italian records, focused rather on entity and relation extraction using domain knowledge (dictionaries) and language features (part of speech).

The supervised approaches typically focus on a limited set of predefined categories into which the textual segments can be classified, and/or rely on labour-intensive feature engineering. These are limitations our approach addresses better than the referenced works.

Among the unsupervised methods, the works presented in [6], [8] are conceptually closer to our approach than the third referenced work focused on entity and relation extraction from the segments. However, [6] is specifically tuned towards ICU clinical notes, which are rather different from the more general breast cancer clinical notes we work with, and [8] is based on manually designed taxonomies for each type of note and thus not entirely unsupervised.

It should be noted that some papers, such as [3] or [5], use the $P_k$ metric for measuring the segmentation performance. While being a de facto standard in this task, we do not use it in this work as our segmentation algorithm is unsupervised and thus we do not possess ground truth segmentation required to compute the $P_k$ metric.

Two more papers of note are the following. The work [9] is similar to ours in terms of using deep (representation) learning based on distributional semantics, but it focuses rather on medical subdomains as labels of text segments, not bottom-up label generation from the segments themselves as in our case. Finally, the work [10] is an example of a full-fledged information extraction pipeline deployed on clinical notes in clearly defined and standardised benchmark settings (the i2b2/V A challenge), which is an approach we intend to further explore for downstream applications of our system.

III. METHODS

Our approach consists of several steps, which can be customised in order to accommodate the specifics in each dataset.

In order to obtain the classifier and clusters we first need to create the training data. We split the medical records into segments and extract the segment labels. Then we can use this dataset to create a classifier for segment types or apply some clustering methods to group similar labels or map them to existing ontologies.

Figure 2 shows an overview of our approach. More details for each step are provided below.

A. Record Splitting

In order to split the medical records into segments we used a hard-coded splitting algorithm. This step may require some fine-tuning specifically for the given language, hospital or field of medicine, because the formatting may differ significantly.

We noticed some repeating patterns characteristic to our MMCI breast cancer patient data and used them for the splitting:

- segments often start with titles (labels) in the format of title: ...
- new line ends a segment, unless the previous line contains only a title, or the next line is either indented or contains a dash or a bullet point.
- empty lines always denote an end of a segment

The exact algorithm can be seen in the GitHub repository\(^2\). Some lines contain multiple short segments (e.g. weight, height, blood pressure), but the delimiters were too

\(^2\)https://github.com/ZepZep/clinical-notes-extraction

function `cut_record` inside the `make_segments.py` file
inconsistent and ambiguous (semicolons, commas or even just spaces) for reliable segmentation. Furthermore because the segments are short (e.g. single number) there is too little context for the models to predict the title. For these reasons we did not attempt to split such parts of the texts.

B. Label Extraction

Many segments contain titles (labels) like Date, Diagnosis, Case history, Recommendation, etc. We are able to extract these titles with a simple regular expression because they consistently start at the beginning and end with a colon. This way we obtain a labeled dataset of medical record segments.

Because there is too many unique labels, we further normalize the label text (convert to lowercase, remove accents and trailing spaces). We also discard the normalized labels which contain too many words (more than 4) or which occur less than 10 times in the dataset, as these were deemed to be insignificant outliers based on our discussions with the clinical experts.

C. Segment Classification

The goal of this part of the system is to predict the segment title (label) based only on the contents of the segment. To prevent implicit leak of labels into the classified text chunks, we want to classify two possible representations of the segments: with or without the title. Thus we enhance the dataset by adding all segments again, but with their titles removed from the text. We make sure to split the dataset into train / test before this procedure in order to avoid explicit data leaks.

Now we can use any model for sequence classification. We tried out the following models:

- most frequent label dummy baseline
- LSA + simple neural network classifier
- Doc2Vec + simple neural network classifier
- Bi-LSTM neural network classifier
- A transformer based on the RoBERTa architecture, pre-trained on Czech texts

More details about the specific configurations of these models are provided in the Experiments section.

D. Title Clustering

Our goal was to extract a small number (e.g. 50) of meta-titles which would nicely and uniformly (not everything in a single meta-title) cover all the titles/segments. But it is not clear how to evaluate the usefulness of such clustering without a downstream task and a corresponding gold standard that does not exist yet for our specific use case.

The first step is to create embeddings of the titles. We chose to use the Doc2Vec embeddings, because they directly output the document (in our case title) embedding. Other methods provide embeddings for individual segments and we would need to somehow average over all segments with a given title.

Once we have the title embeddings we can apply usual clustering algorithms.

Because there is no clear metric for evaluating the resulting clusters we focused more on the vector space created by the embedding. We are able to look at similar titles or measure distances between titles.

We can also use the title distance matrix and title frequency for computer assisted ontology fitting. If we want to sort the note segments into a given ontology (e.g. LOINC Consult note\(^3\)), we just need to make a mapping from our extracted normalized titles to the ontology entries. We can create a simple recommendation system that suggests similar frequent titles based on the title distance matrix and title frequencies. Given the long tail nature of title frequencies (see section Experiments and Figure 3) it should be enough to manually assign a small amount of titles (hundreds) for high coverage. Figure 5 in the Experiments section demonstrate the feasibility of this approach, which we want to further explore and validate in our future work with the MMCI clinicians.

E. Evaluation

1) Segment classification: We evaluate the classifiers with a stratified test set consisting of 20 % of the data. We look at 5 metrics:

- accuracy (acc) – fraction of correctly predicted labels
- macro F1 (MF1) – arithmetic mean of F1 scores
- weighted F1 (wF1) – mean of F1 scores weighted by the class frequency (also known as micro F1)
- top-5 accuracy (acc@5) – fraction of predictions which contained the correct label in the top 5 predicted labels
- top-10 accuracy (acc@10) – fraction of predictions which contained the correct label in the top 10 predicted labels

We also perform a small manual review of the predictions for segments from which we were not able to extract the title and frequent titles which have low F1 score.

2) Title clustering: Evaluation of clustering without a downstream task is difficult. In the future we plan on using this system for measuring patient similarity but this is still in progress. Therefore we only include some illustrative examples and perform only a preliminary qualitative assessment of this task here.

IV. EXPERIMENTS

A. Dataset

For our experiments we used a Czech dataset of breast cancer patients provided by the Masaryk Memorial Cancer Institute\(^4\). Due to privacy, ethical and legal concerns, we cannot share this dataset, but can provide more details to interested parties on request.

In total we obtained medical records from 4267 patients (~300 MB of raw text). The dataset contains 153 K records, yielding ~36 records per patient on average.

\(^3\)https://loinc.org/11488-4.html/
\(^4\)https://www.mou.cz/en/, Brno, Czechia
B. Extraction Pipeline

Our splitting algorithm results in 2.67 M segments (~18 segments per record). We were able to extract titles from 1.58 M segments (59%).

There were 60 K unique titles which we cut down to only 2078 by normalization and thresholding (at least 10 occurrences after normalization). The final 2078 titles cover 1.46 M segments (92% of the labeled segments).

Figure 3 shows the distribution of the title counts. As we can see it has a long tail, meaning there is a lot of titles which appear only in a small number of segments (Zipf’s law).

C. Classification Pipelines

1) Most frequent label dummy baseline (Top label): This model is a simple baseline which always guesses the most common class (or all classes sorted by their frequency for the top-n accuracy).

2) LSA + simple neural network classifier (LSA): This model consists of two parts: First, Latent Semantic Analysis (LSA) [11] (TF-IDF segment vectorization followed by SVD dimensionality reduction) which results in segment embeddings. Second, we train a simple dense neural network to predict the label of the segment based on the segment embedding.

We chose 50-dimensional embedding (there are only 2078 document types). The neural network has 1 hidden layer with 64 neurons and ReLU activation. We used the Adam optimizer and trained for 10 epochs.

3) Doc2Vec + simple neural network classifier (Doc2Vec): Similarly as the previous method, this model consists of two parts: First we train Doc2Vec embeddings [12] on the train segments, using the labels as document IDs. Doc2Vec primarily outputs the document (i.e. title) embeddings but it is also able to vectorize segments. We use this feature to infer all the segment embeddings. Second we train a simple dense neural network to predict the label of the segment based on the segment embedding.

As in the previous method we use 50-dimensional embedding and the same hyperparameters for the neural network.

4) Bi-LSTM neural network classifier (Bi-LSTM): This model is a single neural network that consists of an embedding layer, bidirectional LSTM layer [13] and a dense classification layer.

Because this is a recurrent neural network we needed to pad / cut all segments to the same number of tokens. Based on the distribution of the train set we chose to pad to 150 tokens. We used the same tokenizer that the RobeCzech model uses (see next model). The token embedding dimension is 128 and the Bi-LSTM layer has 2x300 units. In total the network has approx. 9 M parameters. We used the Adam optimizer and trained for 10 epochs.

5) Fine-tuned RoBERTa based transformer (RobeCzech): The final model uses a big pre-trained Czech transformer called RobeCzech [14]. It is based on the RoBERTa [15] architecture. We added a sequence classification head on top of the pre-trained model (connected to the [CLS] token) and fine-tuned it on our training dataset.

Because RobeCzech is a pre-trained model, most of the hyperparameters are not configurable. The segments are padded / cut to 512 tokens. We use a cumulative batch size of 128, mixed precision and fine-tune for 10 epochs without freezing the lower layers. Because this model is quite big (125 M parameters), the fine-tuning took around 3 days.

D. Classification Results

Our results are summarized in Table I. We chose to measure acc and wF1 to see how the classifiers perform on an “average segment”, MF1 to see how the classifiers perform on an “average class” (title) and acc@5 and acc@10 to see what is the benefit of looking at more than just the top prediction. More details about the chosen metrics are in the Methods/Evaluation Section (III-E).

| method        | acc@10 | acc@5 | wF1   | acc@10 | acc@5  |
|---------------|--------|-------|-------|--------|-------|
| Top label     | 0.95   | 0.86  | 0.95  | 0.99   | 0.99  |
| LSA           | 0.73   | 0.09  | 0.71  | 0.87   | 0.90  |
| Doc2Vec       | 0.38   | 0.05  | 0.40  | 0.48   | 0.50  |
| Bi-LSTM       | 0.94   | 0.82  | 0.94  | 0.98   | 0.99  |
| RobeCzech     | 0.95   | 0.86  | 0.95  | 0.99   | 0.99  |

Because we wanted the models to be able to classify both segments with and without a title, we used the segments twice. One half of the dataset consists of the original segments (with title) and in the second half we removed the titles. We made sure to split the dataset into train / test before this procedure to avoid data leaking. Tables II and III show evaluation on both parts of the test set separately.

As we can see, both Bi-LSTM and RobeCzech models achieved a very good performance. Even though RobeCzech is slightly better, it is also more than 10 times bigger and slower so in some applications it might be beneficial to use the faster Bi-LSTM architecture.

![Figure 3: Distribution of the count of segments with given normalized titles, sorted from the most common.](image-url)
TABLE II  
CLASSIFICATION RESULTS – ONLY SEGMENTS WITH TITLES INCLUDED

| method     | acc | MF1  | wF1  | acc@5 | acc@10 |
|------------|-----|------|------|-------|--------|
| Top label  | 0.05| 0.00 | 0.01 | 0.18  | 0.30   |
| LSA        | 0.81| 0.10 | 0.78 | 0.91  | 0.93   |
| Doc2Vec    | 0.43| 0.06 | 0.45 | 0.53  | 0.55   |
| Bi-LSTM    | 1.00| 0.97 | 1.00 | 1.00  | 1.00   |
| RobeCzech  | 1.00| 0.99 | 1.00 | 1.00  | 1.00   |

TABLE III  
CLASSIFICATION RESULTS – ONLY SEGMENTS WITH TITLES REMOVED

| method     | acc  | MF1  | wF1  | acc@5 | acc@10 |
|------------|------|------|------|-------|--------|
| Top label  | 0.05 | 0.00 | 0.01 | 0.18  | 0.30   |
| Doc2Vec    | 0.32 | 0.04 | 0.33 | 0.42  | 0.46   |
| LSA        | 0.65 | 0.07 | 0.62 | 0.83  | 0.87   |
| Bi-LSTM    | 0.88 | 0.61 | 0.87 | 0.97  | 0.98   |
| RobeCzech  | 0.90 | 0.68 | 0.90 | 0.98  | 0.99   |

With these models we were able to achieve a surprisingly high Macro F1 score despite the long tail of the title distribution (Figure 3 – some titles appear only 16 times in the train set and 4 times in the test set).

An interesting result is that LSA performs a lot better then Doc2Vec.

As was expected, the models which are able to predict based on each token separately (Bi-LSTM, RobeCzech) achieve almost 100% accuracy on the first part of the test set (which includes segment with titles in text) (Table II). Even though this looks suspicious it is the intended behavior.

In the second part of the test set (segments from which we removed the titles) the metrics still look reasonable (Table III) and indicate that the model is useful in further applications.

Figure 4 shows detailed statistics of F1 scores on the second part (without titles) of our test set. The left plot shows how the distribution of each bucket of 100 labels (titles) looks like. Title IDs used are the same as in Figure 3 – they are sorted in descending order of occurrence, meaning the left most bucket contains F1 scores of the first 100 most frequent titles (which cover 81% of labeled segments). The right plot is a simple histogram of all the F1 scores on the second part (without titles) of our test set.

We can see that around 300 titles (15% of titles) have basically 0 F1 score. However this is not necessarily a bad thing, because their extracted title might be just an infrequent variant of a different title or a typo. We provide more details at the end of this section.

We also performed a preliminary manual review of predictions of the RobeCzech model for segments from which we were not able to extract titles.

Our segmentation algorithm splits some types of parts of medical notes (e.g. Recommendation, Status localis, Objective evaluation, Subjective evaluation, Conclusion from genetics, comorbidities…) into multiple segments, because they are long and contain empty lines. The title is included only in the first segment thus our models are trained only on the first segments. Nevertheless in around 75% of cases the RobeCzech classifier correctly predicts the title for the continuing segments. The performance is even better when we take into consideration the first three predictions.

We noticed that the model sometimes struggles with short segments (2 or 3 words). There simply might be just too little information for better predictions.

Finally we looked at frequent titles which had low F1 score on the second half of the test set (with titles removed).
We noticed two common pitfalls.

First, when the segment content often consists only from short answers (most commonly no, negates, sine, 0). This could be remedied by grouping all such segments into a new category (e.g. Unknown negation) because it is not possible to predict the title from the content alone. Nevertheless this should not be a problem in practise because such segments are just artifacts of our pre-processing approach and should never appear in real data (even the medical professionals would not be able to make sense of it).

Second, when there are more equivalent titles (abbreviations, typing errors) (e.g. Allergies vs. AA) or the same information appears in different contexts with different titles like ECG Results in the clinicians’ notes and Conclusions in the ECG report. It is not currently possible for the classifier to distinguish between these contexts and thus it “randomly” chooses between them. If we had some annotations of the medical note types, we could provide them as additional features to the classifier and possibly avoid this issue.

E. Clustering Pipeline

We took the same Doc2Vec model we trained for segment classification and used the resulting document (i.e. title) embeddings with dimension 50.

1) Title similarity: We computed the distance matrix from the title vector space and used it to create an ordered list of similar (cosine similarity) titles for each title. Then we selected some pivot titles (like comorbidities or medication) and looked at their nearest neighbours.

2) Title clustering: We applied various clustering methods to the title embeddings, like KMeans, Agglomerative clustering, or DBSCAN. We found out that for our dataset 20 clusters yields the best results. We analysed the clusters as lists as well as in the TensorFlow EmbeddingProjecor.5

F. Clustering Results

1) Similar titles: Even though the Doc2Vec-based title classifier was not very good, it certainly has potential for computing title similarity.

Figure 5 shows the 15 nearest neighbours (using cosine similarity) in the Doc2Vec title vector space for the comorbidities and medication titles respectively. The Czech titles (left column) are normalized, hence they do not contain any capitalization or accents. We included manual English translation for clarity (right column).

Figures 5 also shows the same titles and their neighbors in the TensorFlow Embedding Projector. We used the t-SNE [16] dimensionality reduction technique to project the title vector space into 2D. An Interactive version of this visualisation is available on GitHub,[6] (see bookmarks at the bottom right)

As we can see these neighbours are sensible and would be useful e.g. for filtering, integrating or summarising the medical notes, or for computer assisted ontology population.

It would be difficult to come up with them based only on the title text alone, even with translation / synonym models.

2) Title clustering: Figure 1 provided at the very beginning shows an example of what sort of data we get after applying a clustering algorithm. Concretely this is the result of applying KMeans with k = 20 to the Doc2Vec embeddings. We labeled some clusters with their manually translated most frequent titles. Some colors are used for multiple different clusters.

V. DISCUSSION

On top of the classification evaluation and preliminary cluster analysis presented in the previous section, we also performed an informal conceptual validation of the whole approach with a clinical expert from the MMCI hospital. The key points of her feedback are summarised in the following paragraphs.

First of all, the expert appreciated the results of the presented system as an important step toward the unification of clinical note segments written by different clinicians in their own personal styles. The subjective nature of the reporting process often makes it hard even for human experts to find the segment of a clinical note that contains the information they need while treating a patient.

This problem is still more pertinent to legacy clinical notes from different hospitals that often use their own information
systems for structuring their records. Being able to quickly find the right segment in such “foreign” records is a critical clinical need in the context of oncology, since cancer patients are often transferred to specialised hospitals like MCCI after being diagnosed and initially treated elsewhere.

The accuracy acquired by our approach to segmentation and classification of Czech clinical notes was deemed by the clinical expert to be sufficient for pilot deployment in downstream tasks like patient record integration, patient similarity computation or clinical note summarisation based on the extracted topics. Last but not least, the expert also suggested the technique may be useful for more structured and standardised presentation of their own records to the patients, which would be an additional practical benefit. This is very encouraging for our future work, as elaborated in the next, final section.

VI. CONCLUSION

We have shown that it is possible and practically relevant to bring more structure to Czech unstructured clinical notes in an unsupervised manner. Our system is able to segment clinical notes on breast cancer patients and then reliably classify the segments into categories extracted from the notes themselves.

The performance of our best classifiers is adequate for use in the downstream tasks even though there are still areas where they can be improved.

So far the analysis of our clustering techniques is anecdotal but it shows promising results. We will be able to fully evaluate the quality of generated clusters only in the context of downstream tasks we currently work on with the MMCI clinicians.

A. Future work

In future, we want to use this system as a basis for improving our baseline patient similarity model which we use for transferring personalised information between similar patient profiles. As there are many different dimensions to patient similarity (age, diagnosis, comorbidities, medication, socio-economic background, etc.) we want to filter the medical notes to include just selected segments, and only then apply the similarity calculations. We hope that by doing this we would be able to decouple individual dimensions of patient similarity and thus improve the specificity and usefulness of our predictions.

We are doing this as part of our effort to fulfill the unmet information needs of cancer patients [17]. Under the auspices of the Alcope project, we are actively working with clinical professionals as well as with cancer patients in order to maximise and validate the utility of our clinical information extraction, processing and presentation modules.

The filtering feature of our system can also be used to help clinicians search for relevant information faster, which is another so far unmet clinical need.

In order to effectively reduce the number of labels we want to explore different clustering methods, some of them based on the trained classifiers.

We would also like to improve the segmentation method so that it can handle multiple segments per line or multi-line segments better.

Finally we want to apply the same method to different datasets and languages to demonstrate the universality of our approach.
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