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Abstract
We introduce a new method to compute the Quantum Geometric Tensor, this procedure allow us to compute the Quantum Information Metric and the Berry curvature perturbatively for a theory with an arbitrary interaction Hamiltonian. The calculation uses the generating function method, and it is illustrated with the harmonic oscillator with a linear and a quartic perturbation.

1 Introduction
For some years, several notions of statistical distance have been worked on, among the first correspond to Fisher’s distance [1], this notion of statistical distance has had countless applications, between them its introduction in the quantum mechanical context, see for example [2]. To give a geometric meaning to this distance, the idea of a gauge invariant metric on a projective Hilbert space was later introduced by Provost and Vallee in [3]. This metric in a mathematical context corresponds to the Fubini-Study metric [4, 5], and it has been extensively studied in the field of quantum information theory, see for instance [6, 7]. Furthermore, in recent years, a lot of work has been done in order to understand the role that information theory plays in Quantum Mechanics, and it has been found that within this theory there is a rich geometric structure [8, 9, 10, 11], where play role several structures. One of these approaches consists in defining the Quantum Geometric Tensor (QGT) of the parameter space of the system [3]. This tensor contains as a real part the Quantum Information Metric (QIM), that is equivalent to the Fubini-Study metric, and the imaginary part corresponds to the Berry’s curvature, whose flux gives the Berry phase [12]. Geometrical phases have several applications for example topological quantum computation [13], they also control a crucial effect in quantum mechanics, quantum interference [14], and have also been studied for mixed states [15]. A different, but related tool of quantum information, is the Quantum Fidelity. The Quantum Fidelity is an essential tool to predict quantum phase transitions [16, 17] and the Fidelity susceptibility [10], corresponds essentially to the QIM. Some approaches to these geometrical structures involve the path integral for computing the Quantum Fidelity [18], the QIM [19, 20] and the QGT [21].

In this paper, we show that the QGT can be computed by using quantum field theory techniques. The standard approach when a problem cannot be
solved exactly is to apply perturbation theory directly to compute the wave-function. However, this can sometimes be very hard or even impossible (take for instance quantum field theory). Fortunately, in quantum field theory the perturbation theory is widely applied to compute Green’s functions of the theory and we want to develop this technique to obtain a perturbative form of calculating the Quantum Geometric Tensor. When the problem is not exactly solvable, the procedure allows us to calculate the QMT perturbatively even when the wave function is completely unknown. This procedure is illustrated by computing the QMT for a harmonic oscillator, with a linear perturbation in an exact way. Furthermore, we consider an anharmonic oscillator with a \(q^4\) perturbation. In this case, the QMT is computed to first order in the coupling constant.

The structure of this paper is as follows. In Section 2, we introduce our procedure to build the Quantum Geometric Tensor, following the approach developed in Ref. [21], but specialized to the case of Quantum Mechanics. In this form, the construction is more transparent and reveals that it works in the case of the ground state of the full theory. In the sense that if we can compute exactly the Green’s functions, our procedure will give us the exact result of the Quantum Geometric Tensor. Of course, there is a reduced number of examples of this case, but in Sec. 5.1 we show how the procedure works using an exactly computed Green’s function. Section 3 indicates that the QGT can be computed perturbatively for an arbitrary potential \(V(q)\), to any order in the coupling constant, taking in mind that the value of the coupling be small. Section 4, presents a concise description of the perturbative approach that will be of interest for our proposes. In Section 5 we analyze two examples to clarify our method, and finally, in Section 6, we present our conclusions.

2 The Quantum Geometric Tensor

Let us assume the system we are going to describe depends on \(N\) parameters \(\lambda^a\), where \(a = 1, ..., N\). If we consider a small variation in the parameter space \(\lambda \to \lambda + \delta \lambda\) we can compute the overlap, \(f(\lambda, \lambda + \delta \lambda)\), between the corresponding states \(|\Psi(\lambda)\rangle\) and \(|\Psi(\lambda + \delta \lambda)\rangle\)

\[
f(\lambda, \lambda + \delta \lambda) = \langle \Psi(\lambda) | \Psi(\lambda + \delta \lambda) \rangle.
\]

The Quantum Fidelity \(F(\lambda, \lambda')\) is defined like the modulus of the overlap

\[
F(\lambda, \lambda') = |f(\lambda, \lambda')|,
\]

we will consider the case \(\lambda' = \lambda + \delta \lambda\), so we can expand near \(\lambda\)

\[
F(\lambda, \lambda + \delta \lambda) = 1 - \frac{1}{2} G_{\alpha \beta} \delta \lambda^\alpha \delta \lambda^\beta + O(\lambda^3),
\]

where \(G_{\alpha \beta}\) is the Quantum Geometric Tensor (QGT)

\[
G_{\alpha \beta} = \langle \partial_\alpha \Psi | \partial_\beta \Psi \rangle - \langle \partial_\alpha \Psi | \Psi \rangle \langle \Psi | \partial_\beta \Psi \rangle.
\]

Some authors prefer to define the QGT absorbing the 1/2 that appears in expansion.

\[\]

\[\]
In the expansion (3), it is clear that only the symmetric part of the Quantum Geometric Tensor will contribute to the fidelity. From its definition, we can see that the symmetric part coincides with the real part, this is known as the Quantum Information Metric (QIM) and is given by

\[ g_{\alpha\beta} = \text{Re}G_{\alpha\beta} = \frac{1}{2} \left( \langle \partial_\alpha \Psi \left| \partial_\beta \Psi \right\rangle + \langle \partial_\beta \Psi \left| \partial_\alpha \Psi \right\rangle \right) - \langle \partial_\alpha \Psi \left| \Psi \right\rangle \langle \Psi \right| \partial_\beta \Psi \rangle. \]

(5)

Even though the antisymmetric and imaginary part does not contribute to equation (3), it also has a physical meaning, it is proportional to the Berry curvature

\[ \frac{1}{2} F_{\alpha\beta} = \text{Im}G_{\alpha\beta} = \frac{1}{2} \Im \left( \langle \partial_\alpha \Psi \left| \partial_\beta \Psi \right\rangle - \langle \partial_\beta \Psi \left| \partial_\alpha \Psi \right\rangle \right). \]

(6)

The above definitions are well known and can be used for any quantum state, but the critical point is that we need to know the explicit form of this state. However, in the case of the ground state it is possible to follow an alternative route, see for example [19, 20, 21]. In this case, we do not need the explicit form of the quantum state, and our starting point is the Lagrangian of the system. In the following section, we will show how this procedure works.

2.1 The Quantum Geometric Tensor From a Lagrangian Approach

Let us suppose that the system is described by the Lagrangian \( L_i \) during the time interval \((-\infty, 0)\). Now, during the interval \((0, \infty)\) we add to the system a perturbation given by the modification of the parameters \( \lambda_i \to \lambda_i + \delta\lambda_i \). Then the new Lagrangian will be \( L_f = L_i + \mathcal{O}_i \delta\lambda \). With this in mind, we can write the amplitude \( \langle q_f, t_f | q_i, t_i \rangle \) by inserting an identity in the basis of the energy and we will get

\[ \langle q_f, t_f | q_i, t_i \rangle = \sum_n \langle q_f, t_f | n \rangle \langle n | q_i, t_i \rangle \]

\[ = \sum_{n, n'} \langle q_f | e^{-it_f E^n_f} | n' \rangle \langle n' | n \rangle \langle n | e^{it_i E^n_i} | q_i \rangle, \]

(7)

where the subindexes \( i \) and \( f \) refers to the Lagrangian that describes the theory. Now we make a Wick rotation

\[ t \to -it, \]

(8)

with this change, the exponentials turn to

\[ e^{-it_f E^n_f} \to e^{-t_f E^n_f}, \quad e^{it_i E^n_i} \to e^{t_i E^n_i}, \]

(9)

since we can always adjust \( E^n_i \) and \( E^n_f \) to be higher than zero, all the exponentials will tend to zero when we take the limits

\[ \tau_f \to \infty, \quad \tau_i \to -\infty, \]

(10)
and the ground state energies will dominate the summation, so we can keep only the ground state term

\( \langle q_f, \infty | q_i, -\infty \rangle = e^{-\tau f E_{f0}} e^{\tau i E_{i0}} \langle q_f | 0_f \rangle \langle 0_f | 0_i \rangle \langle 0_i | q_i, -\infty \rangle \),

then we have

\( \langle 0_f | 0_i \rangle = \frac{\langle q_f, \infty | q_i, -\infty \rangle}{\langle q_f, \infty | 0_f \rangle \langle 0_f | q_i, -\infty \rangle} \).  

(12)

Let us now analyze each term. In the first we insert an identity in the form

\[
\langle 0_f | 0_i \rangle = \langle q_f, \infty | q_i, -\infty \rangle \langle q_f, \infty | 0_f \rangle \langle 0_f | q_i \rangle \langle q_i, -\infty | \rangle = \langle q_f, \infty | 0_f \rangle \langle 0_f | q_i, -\infty \rangle,
\]

(11)

We must clarify that in the above and the following expressions the Lagrangian \( L \) corresponds to the Wick rotated Lagrangian. For the denominator, we notice that

\( Z_f = \int Dq \exp \left( - \int_{-\infty}^{\infty} d\tau L_f \right) \),

since the theory is time reversal invariant, we interpret

\( \langle q_f, \infty | 0_f \rangle = \sqrt{Z_f} \),

(15)

from a similar argument we get

\( \langle 0_i | q_i, -\infty \rangle = \sqrt{Z_i} \),

(16)

therefore, the overlap takes the form

\[
\langle 0_f | 0_i \rangle = \frac{\int Dq \left( e^{-\int_{-\infty}^{\infty} d\tau L_i} e^{-\int_{0}^{\infty} d\tau \delta \lambda^\alpha O_\alpha} \right)}{\sqrt{Z_f Z_i}}.
\]

(17)

In order to simplify, we use the definition of expectation value for an operator \( A \):

\[
\langle A \rangle = \frac{1}{Z_i} \int Dq \left[ \exp \left( - \int_{-\infty}^{\infty} d\tau L_i \right) A(q) \right].
\]

(18)

Notice that we are defining the expectation value with respect to the initial Lagrangian \( L_i \). In consequence the overlap of the vacuum states takes the form

\[
\langle 0_f | 0_i \rangle = \frac{\langle e^{-\int_{0}^{\infty} d\tau \delta \lambda^\alpha O_\alpha} \rangle}{\sqrt{Z_f Z_i}} = \frac{\langle e^{-\int_{0}^{\infty} d\tau \delta \lambda^\alpha O_\alpha} \rangle}{\sqrt{\int Dq e^{-\int_{-\infty}^{\infty} d\tau (L_i + \delta \lambda^\alpha O_\alpha)} Z_i}}.
\]

(19)
from which we find that
\[ \langle 0_f | 0_i \rangle = \frac{\langle \exp \left( - \int_0^\infty d\tau \delta \lambda^\alpha \mathcal{O}_\alpha(\tau) \right) \rangle}{\sqrt{\langle \exp \left( - \int_{-\infty}^\infty d\tau \delta \lambda^\alpha \mathcal{O}_\alpha(\tau) \right) \rangle}}, \] (20)

therefore
\[ |\langle 0_f | 0_i \rangle|^2 = \frac{\langle e^{-\int_0^\infty d\tau \delta \lambda^\alpha \mathcal{O}_\alpha(\tau)} \rangle \langle e^{-\int_{-\infty}^\infty d\tau \delta \lambda^\beta \mathcal{O}_\beta(\tau)} \rangle}{\langle \exp \left( - \int_{-\infty}^\infty d\tau \delta \lambda^\rho \mathcal{O}_\rho(\tau) \right) \rangle}. \] (21)

Expanding in series
\[ |\langle 0_f | 0_i \rangle|^2 = 1 + \frac{1}{2} \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle + \frac{1}{2} \int_{-\infty}^0 d\tau_1 \int_{-\infty}^0 d\tau_2 \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle \\
- \frac{1}{2} \int_{-\infty}^\infty d\tau_1 \int_{-\infty}^\infty d\tau_2 \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle + \int_0^\infty d\tau_1 \int_{-\infty}^0 d\tau_2 \langle \mathcal{O}_\alpha(\tau_1) \rangle \langle \mathcal{O}_\beta(\tau_2) \rangle \delta \lambda^\alpha \delta \lambda^\beta. \] (22)

It should be noticed that the linear term vanishes. The next step to simplify is only to notice that
\[ \int_{-\infty}^\infty d\tau_1 \int_{-\infty}^\infty d\tau_2 = \int_{-\infty}^0 d\tau_1 \int_{-\infty}^0 d\tau_2 + \int_{-\infty}^\infty d\tau_1 \int_{-\infty}^\infty d\tau_2 \\
+ \int_{-\infty}^\infty d\tau_1 \int_0^\infty d\tau_2, \] (23)

since we ask for time reversal symmetry
\[ \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle = \langle \mathcal{O}_\alpha(-\tau_1) \mathcal{O}_\beta(-\tau_2) \rangle, \] (24)

we find
\[ |\langle 0_f | 0_i \rangle|^2 = 1 - \int_{-\infty}^0 d\tau_1 \int_0^\infty d\tau_2 \left[ \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle - \langle \mathcal{O}_\alpha(\tau_1) \rangle \langle \mathcal{O}_\beta(\tau_2) \rangle \right] \delta \lambda^\alpha \delta \lambda^\beta. \] (25)

Using the definition of the Quantum Fidelity, and taking into account that
\[ F(\lambda, \lambda + \delta \lambda) = 1 - \frac{1}{2} G_{\alpha\beta} \delta \lambda^\alpha \delta \lambda^\beta, \] (26)

we obtain
\[ G_{\alpha\beta} = \int_{-\infty}^0 d\tau_1 \int_0^\infty d\tau_2 \left[ \langle \mathcal{O}_\alpha(\tau_1) \mathcal{O}_\beta(\tau_2) \rangle - \langle \mathcal{O}_\alpha(\tau_1) \rangle \langle \mathcal{O}_\beta(\tau_2) \rangle \right]. \] (27)
The quantum information metric, which corresponds to the real part is

\[ \text{Re} G_{\alpha\beta} = \text{Re} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \langle O_\alpha(\tau_1) O_\beta(\tau_2) \rangle - \langle O_\alpha(\tau_1) \rangle \langle O_\beta(\tau_2) \rangle \right] \] (28)

\[ = \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \frac{1}{2} \left( \langle O_\alpha(\tau_1) O_\beta(\tau_2) \rangle + \langle O_\alpha(\tau_1) O_\beta(\tau_2) \rangle \right) - \langle O_\alpha(\tau_1) \rangle \langle O_\beta(\tau_2) \rangle \right] , \]

whereas the Berry curvature takes the form

\[ \text{Im} G_{\alpha\beta} = \frac{1}{2i} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle O_\alpha(\tau_1) O_\beta(\tau_2) \rangle - \langle O_\alpha(\tau_1) \rangle \langle O_\beta(\tau_2) \rangle \right) \] (29)

In summary

\[ g_{\alpha\beta} = \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \frac{1}{2} \left( \{ O_\alpha(\tau_1), O_\beta(\tau_2) \} \right) - \langle O_\alpha(\tau_1) \rangle \langle O_\beta(\tau_2) \rangle \right] , \] (30)

and

\[ F_{\alpha\beta} = \frac{1}{i} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle O_\alpha(\tau_1), O_\beta(\tau_2) \rangle \right) . \] (31)

The above definitions are well known and can be used for any kind of quantum theory.

3 The Quantum Geometric Tensor for a Perturbed Theory

Let us consider the case of a harmonic oscillator with a perturbation of \( \lambda V(q) \), in this case, the Hamiltonian takes the form

\[ H = \frac{1}{2} p^2 + \frac{\alpha}{2} q^2 + \lambda V(q) , \] (32)

we will choose as parameters \( \lambda^1 = \alpha \) and \( \lambda^2 = \lambda \). If we make the variation \( \lambda^i \rightarrow \lambda^i + \delta \lambda^i \), we notice that

\[ H(\lambda^i + \delta \lambda^i) = H(\lambda^i) + \frac{\delta \alpha}{2} q^2 + \delta \lambda V(q) , \] (33)

and therefore

\[ O_\alpha = -\frac{q^2}{2} , \quad O_\lambda = -V(q) , \] (34)
then, using equation (27), the components of the QGT for this theory are

\[ G_{\alpha\alpha} = \frac{1}{4} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \langle q^2(\tau_1)q^2(\tau_2) \rangle - \langle q^2(\tau_1) \rangle \langle q^2(\tau_2) \rangle \right], \] (35)

\[ G_{\alpha\lambda} = \frac{1}{2} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \langle q^2(\tau_1)V(q(\tau_2)) \rangle - \langle q^2(\tau_1) \rangle \langle V(q(\tau_2)) \rangle \right], \] (36)

and

\[ G_{\lambda\lambda} = \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \langle V(q(\tau_1))V(q(\tau_2)) \rangle - \langle V(q(\tau_1)) \rangle \langle V(q(\tau_2)) \rangle \right]. \] (37)

Since the theory with a potential \( V(q) \) is not solvable in general, we need to use perturbation theory to compute the QGT. With this in mind, equations (35)-(37) do not seem to give a real advantage to do calculations. However, as we will see in the next section, the path integral approach gives a robust process for computing the expectation values needed.

4 Perturbative Approach to Green’s functions

Let us assume that we have a Lagrangian with the form

\[ L(q, \dot{q}) = \frac{1}{2} (\dot{q}^2 - \alpha q^2) - \lambda V(q), \] (38)

then we make a Wick rotation and define the generating function \( Z[J] \) as

\[ Z[J] = \int Dq(\tau)e^{-\int d\tau [L_E + J(\tau)q(\tau) + \lambda V(q)]}, \] (39)

where \( L_E \) is the Euclidean Lagrangian of the free harmonic oscillator theory, i.e.

\[ L_E = \frac{1}{2} \left( \frac{dq}{d\tau} \right)^2 + \alpha q^2. \] (40)

We notice that

\[ \frac{\delta^n Z[J]}{\delta J(\tau_1)\ldots\delta J(\tau_n)} = (-1)^n \int Dq(\tau)q(\tau_1)\ldots q(\tau_n) \times \exp \left[ - \int d\tau (L_E + J(\tau)q(\tau) + \lambda V(q)) \right], \] (41)

then, we write the expectation values as

\[ \langle q(\tau_1)\ldots q(\tau_n) \rangle = (-1)^n \left. \left( \frac{1}{Z[J]} \frac{\delta^n Z[J]}{\delta J(\tau_1)\ldots\delta J(\tau_n)} \right) \right|_{J=0} \equiv G^{int}_n(\tau_1, \ldots, \tau_n). \] (42)
Then, using (41), we rewrite the Green’s functions \( G_n^\text{int}(\tau_1, \ldots, \tau_n) \) in terms of the action of the system \( S = \int d\tau (L_E + \lambda V(q)) \) as

\[
G_n^\text{int}(\tau_1, \ldots, \tau_n) = \frac{\int Dq(\tau)q(\tau_1)q(\tau_n)e^{-S[q(\tau)]}}{\int Dq(\tau)e^{-S[q(\tau)]}},
\]

(43)

the exponential of the action can be expressed as

\[
e^{-S} = e^{-S_0 - S_1} = e^{-S_0} \left[ 1 + \sum_{m=1}^{\infty} \frac{(-1)^m}{m!} S_1^m \right],
\]

(44)

where \( S_0 = \int d\tau L_E \) and \( S_1 = \int d\tau \lambda V(q) \). If we substitute in equation (43) we obtain

\[
G_n^\text{int}(\tau_1, \ldots, \tau_n) = \frac{\int Dq(\tau)q(\tau_1)q(\tau_n)e^{-S_0[q(\tau)]}}{\int Dq(\tau)e^{-S_0[q(\tau)]}} \left[ 1 + \sum_{m=1}^{\infty} \frac{(-1)^m}{m!} S_1^m \right],
\]

(45)

Assuming that the potential can be expanded in the form

\[
V(q) = \sum_{n=0}^{\infty} c_n q^n,
\]

(46)

where \( c_n \) are certain constants. For simplicity, hereinafter we will suppose that the potential has the form

\[
V(q) = \frac{q^k}{k!},
\]

(47)

Then, we can rewrite equation (45) in terms of the Green’s functions of the simple harmonic oscillator

\[
G_n^\text{int}(\tau_1, \ldots, \tau_n) = \frac{G_n(\tau_1, \ldots, \tau_n) + \sum_{m=1}^{\infty} \frac{(-\lambda/k)^m}{m!} \int ds_1 \ldots ds_m G_{n+m}(\tau_1, \ldots, \tau_n, s_1^k, \ldots, s_m^k)}{1 + \sum_{m=1}^{\infty} \frac{(-\lambda/k)^m}{m!} \int ds_1 \ldots ds_m G_m(s_1^k, \ldots, s_m^k)},
\]

(48)

where we have defined

\[
G_n^\text{int}(\tau_1^n, \tau_2^m) \equiv \langle q^n(\tau_1)q^m(\tau_2) \rangle,
\]

(49)

and similarly for functions including powers of \( \tau \). In the next section we present some examples in which we take advantage of formulas (35)-(37) and (48).

5 Examples

5.1 Linear perturbation

As a first example we will consider the harmonic oscillator with a linear perturbation, i.e \( V = q \). The Hamiltonian of this system is
\[ H = \frac{1}{2}p^2 + \frac{\alpha}{2}q^2 + Jq, \]  
\[ \text{(50)} \]
where we have set the coupling constant \( \lambda = J \) to agree with standard quantum field theory notation. For its simplicity, this system can be solved exactly. Actually, the ground state for the system is
\[ \Psi = \left( \frac{\sqrt{\alpha}}{\pi} \right)^{1/4} \exp \left( -\frac{\sqrt{\alpha}}{2} \left( q + \frac{J}{\alpha} \right)^2 \right), \]
\[ \text{(51)} \]
then the corresponding derivatives are
\[ \frac{\partial \Psi}{\partial J} = -e^{-\frac{\sqrt{\alpha}}{2} \left( q + \frac{J}{\alpha} \right)^2} \frac{(J + q\alpha)}{\pi^{1/4}\alpha^{11/8}}, \]
\[ \text{(52)} \]
and
\[ \frac{\partial \Psi}{\partial \alpha} = e^{-\frac{\sqrt{\alpha}}{2} \left( q + \frac{J}{\alpha} \right)^2} \frac{6J^2 + 4Jq\alpha + \alpha^{3/2} - 2q^2\alpha^2}{8\pi^{1/4}\alpha^{19/8}}. \]
\[ \text{(53)} \]
We can now compute the connections and the components of the metric
\[ \langle \partial_\alpha \Psi | \Psi \rangle = \langle \partial_J \Psi | \Psi \rangle = 0, \]
\[ \text{(54)} \]
\[ \langle \partial_J \Psi | \partial_J \Psi \rangle = \frac{1}{2\alpha^{3/2}}, \]
\[ \text{(55)} \]
\[ \langle \partial_J \Psi | \partial_\alpha \Psi \rangle = -\frac{J}{2\alpha^{5/2}}, \]
\[ \langle \partial_\alpha \Psi | \partial_\alpha \Psi \rangle = \frac{1}{32\alpha^2} + \frac{J^2}{2\alpha^{7/2}}, \]
\[ \text{(56)} \]
\[ \text{(57)} \]
with this products we can easily find that the QGT components are
\[ G_{\alpha\alpha} = \frac{1}{32\alpha^2} + \frac{J^2}{2\alpha^{7/2}}, \]
\[ \text{(58)} \]
\[ G_{J,\alpha} = -\frac{J}{2\alpha^{5/2}}, \]
\[ \text{(59)} \]
and
\[ G_{JJ} = \frac{1}{2\alpha^{3/2}}, \]
\[ \text{(60)} \]

### 5.1.1 Lagrangian approach

Now we proceed to use our approach, first we notice from the Hamiltonian that
\[ \mathcal{O}_\alpha = -\frac{q^2}{2}, \quad \mathcal{O}_J = -q. \]
\[ \text{(61)} \]
Before we compute the Quantum Information Metric, we show how we calculate the expectation values for the Euclidean time in this specific case. The partition function for this problem is

\[ Z[J] = \int Dq \exp \left[ - \int_{-\infty}^{\infty} d\tau \left( \frac{1}{2} \left( \frac{dq}{d\tau} \right)^2 + \frac{\alpha}{2} q^2 + 2Jq \right) \right], \tag{62} \]

in the present problem, \( J \) is a constant, but if we suppose \( J = J(\tau) \) we can use the standard trick to compute the euclidean expectation values, i.e.

\[ \langle q(\tau_1) \ldots q(\tau_n) \rangle = (-1)^n \left. \left( \frac{1}{Z[J]} \frac{\delta}{\delta J(\tau_n)} \cdots \frac{\delta}{\delta J(\tau_1)} Z[J] \right) \right|_{J=\text{const}}. \tag{63} \]

We must emphasize that in the usual case the derivatives are evaluated in \( J = 0 \), which gives the expectation values for the free harmonic oscillator, whereas in this case we are evaluating \( J = \text{constant} \) to obtain the expectation values for the problem with a linear perturbation. The equation (62) can be done and takes the form

\[ Z[J] = Z[0] \exp \left[ \frac{1}{2} \int d\tau_1 d\tau_2 J(\tau_1) D(\tau_1, \tau_2) J(\tau_2) \right], \tag{64} \]

where

\[ D(\tau_1, \tau_2) = \frac{1}{2\sqrt{\alpha}} \left( \theta(\tau_1 - \tau_2) \exp(-\sqrt{\alpha}(\tau_1 - \tau_2)) + \theta(\tau_2 - \tau_1) \exp(\sqrt{\alpha}(\tau_1 - \tau_2)) \right) = \frac{1}{2\sqrt{\alpha}} e^{-\sqrt{\alpha}|\tau_1 - \tau_2|}, \tag{65} \]

is the solution of the equation

\[ \left( \partial^2_\tau - \alpha \right) D(\tau, \tau') = -\delta(\tau - \tau'), \tag{66} \]

with these results we can now compute the QGT.

\subsection{5.1.2 Component \( G_{JJ} \)}

The component \( G_{JJ} \) takes the form

\[ G_{JJ} = \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle q(\tau_1) q(\tau_2) \rangle - \langle q(\tau_1) \rangle \langle q(\tau_2) \rangle \right), \tag{67} \]

For computing this element, we need the first and second derivatives of (64)

\[ \frac{\delta Z}{\delta J(\tau)} = Z \int ds J(s) D(s, \tau), \tag{68} \]

\[ \frac{\delta^2 Z}{\delta J(\tau_2) \delta J(\tau_1)} = Z \left[ \int ds_1 ds_2 J(s_1) J(s_2) D(s_1, \tau_1) D(s_2, \tau_2) + D(\tau_1, \tau_2) \right], \tag{69} \]
therefore
\[ \langle q(\tau) \rangle = -J \int ds D(s, \tau), \]  
(70)

and
\[ \langle q(\tau_1)q(\tau_2) \rangle = J^2 \int ds_1ds_2D(s_2, \tau_2)D(s_1, \tau_1) + D(\tau_1, \tau_2), \]  
(71)

then
\[ \langle q(\tau_1)q(\tau_2) \rangle - \langle q(\tau_1) \rangle \langle q(\tau_2) \rangle = D(\tau_1, \tau_2) = \frac{1}{2\sqrt{\alpha}}e^{-\sqrt{\alpha}(\tau_2 - \tau_1)}, \]  
(72)

after integrating on \( \tau_1 \) and \( \tau_2 \), we find that
\[ G_{JJ} = \frac{1}{2\alpha^{3/2}}. \]  
(73)

5.1.3 Component \( G_{\alpha J} \)

For the component \( G_{\alpha J} \) we need
\[
G_{\alpha J} = \frac{1}{2} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle q^2(\tau_1)q(\tau_2) \rangle - \langle q^2(\tau_1) \rangle \langle q(\tau_2) \rangle \right). 
\]  
(74)

In this case we need the third derivative
\[
\frac{\delta^3 Z}{\delta J(\tau_3)\delta J(\tau_2)\delta J(\tau_1)} = Z \left[ \int ds_1ds_2ds_3J(s_1)J(s_2)J(s_3)D(s_1, \tau_1)D(s_2, \tau_2)D(s_3, \tau_3) 
+ \int ds J(s) \left[ D(s, \tau_3)D(\tau_1, \tau_2) + D(s, \tau_2)D(\tau_1, \tau_3) + D(\tau_2, \tau_3)D(s, \tau_1) \right] \right], 
\]  
(75)

then
\[
\langle q^2(\tau_1)q(\tau_2) \rangle = -Z \left[ J^3 \int ds_1ds_2ds_3D(s_1, \tau_1)D(s_2, \tau_1)D(s_3, \tau_2) + J \int ds \left( D(s, \tau_2)D(0) + 2D(s, \tau_1)D(\tau_1, \tau_2) \right) \right], 
\]  
(76)

where \( D(0) \) stands for \( D(\tau, \tau) \). Therefore
\[
\langle q^2(\tau_1)q(\tau_2) \rangle - \langle q^2(\tau_1) \rangle \langle q(\tau_2) \rangle = -2J \int ds D(s, \tau_1)D(\tau_1, \tau_2) \]  
(77)
\[ = -\frac{J}{2\alpha} \int ds e^{-\sqrt{\alpha}|s - \tau_1|}e^{-\sqrt{\alpha}(\tau_2 - \tau_1)}, \]  
(78)

after integration and multiplying the corresponding \( \frac{1}{2} \), we obtain
\[ G_{\alpha J} = -\frac{J}{2\alpha^{3/2}}. \]  
(79)
5.1.4 Component $G_{\alpha\alpha}$

Finally, for the term $G_{\alpha\alpha}$ we need

$$G_{\alpha\alpha} = \frac{1}{4} \int_{-\infty}^{0} d\tau_{1} \int_{0}^{\infty} d\tau_{2} \left( \langle q^{2}(\tau_{1}) q^{2}(\tau_{2}) \rangle - \langle q^{2}(\tau_{1}) \rangle \langle q^{2}(\tau_{2}) \rangle \right),$$  \hspace{1cm} (80)

the corresponding functional derivative is

$$\frac{\delta^{4} Z}{\delta J(\tau_{1}) \delta J(\tau_{3}) \delta J(\tau_{2}) \delta J(\tau_{1})} =$$

$$Z \left[ \int ds_{1} ds_{2} ds_{3} ds_{4} J(s_{1}) J(s_{2}) J(s_{3}) J(s_{4}) D(\tau_{1}, s_{1}) D(\tau_{2}, s_{2}) D(\tau_{3}, s_{3}) D(\tau_{4}, s_{4}) + \int ds_{1} ds_{2} J(s_{1}) J(s_{2}) [D(\tau_{1}, s_{1}) D(\tau_{2}, s_{2}) + D(\tau_{1}, s_{2}) D(\tau_{2}, s_{1}) + D(s_{1}, s_{2}) D(\tau_{1}, \tau_{2})] \right. + D(\tau_{1}, s_{1}) D(s_{2}, s_{2}) D(\tau_{1}, s_{1}) D(\tau_{2}, s_{2}) \right]$$

$$\left. + D(\tau_{1}, \tau_{1}) + D(\tau_{2}, \tau_{2}) + D(\tau_{3}, \tau_{3}) + D(\tau_{4}, \tau_{4}) \right],$$  \hspace{1cm} (81)

from which we obtain

$$\langle q^{2}(\tau_{1}) q^{2}(\tau_{2}) \rangle = J^{4} \int ds_{1} ds_{2} ds_{3} ds_{4} D(s_{1}, s_{1}) D(s_{2}, s_{1}) D(s_{3}, s_{2}) D(s_{4}, s_{2})$$

$$+ J^{2} \int ds_{1} ds_{2} [2D(0) D(s_{1}, \tau_{1}) D(s_{2}, \tau_{2}) + 4D(\tau_{1}, \tau_{2}) D(s_{1}, \tau_{1}) D(s_{2}, \tau_{2})]$$

$$\hspace{6cm} + D^{2}(0) + 2D^{2}(\tau_{1}, \tau_{2}).$$  \hspace{1cm} (82)

Now we can write

$$\langle q^{2}(\tau_{1}) q^{2}(\tau_{2}) \rangle - \langle q^{2}(\tau_{1}) \rangle \langle q^{2}(\tau_{2}) \rangle = 4J^{2} \int ds_{1} ds_{2} D(\tau_{1}, s_{1}) D(\tau_{2}, s_{1}) D(s_{2}, \tau_{2})$$

$$= \frac{J^{2}}{2\alpha^{3/2}} \int ds_{1} ds_{2} e^{-\sqrt{\alpha}(\tau_{2} - \tau_{1})} e^{-\sqrt{\alpha}|s_{1} - \tau_{1}|} e^{-\sqrt{\alpha}|s_{2} - \tau_{2}|} + \frac{e^{-2\sqrt{\alpha}(\tau_{2} - \tau_{1})}}{2\alpha},$$  \hspace{1cm} (83)

after the corresponding integrations and the factor $1/4$, we find that

$$G_{\alpha\alpha} = \frac{1}{32\alpha^{2}} + \frac{J^{2}}{2\alpha^{1/2}}.$$  \hspace{1cm} (84)

In this way we have shown that the results obtained by the Lagrangian procedure correspond to the results obtained using the standard quantum computation.

5.2 Anharmonic Oscillator

Now we set $V = \frac{1}{4} x^{4}$, and the problem becomes in the quartic anharmonic oscillator, whose Lagrangian is given by
\[ L = \frac{1}{2} (\dot{q}^2 - \alpha q^2) - \frac{\lambda q^4}{4!}. \] (85)

We must recall that the kernel of the Schrödinger operator has been computed in closed form in [22], see also [23]. Therefore, in principle, we could use this expression, but taking into account that we need no only the kernel but also the Green’s functions it is more useful to compute the Quantum Geometric Tensor perturbatively. In this case, we will take \( \lambda_1 = \alpha \) and \( \lambda_2 = \lambda \). If we make the substitution \( \lambda^i \rightarrow \lambda^i + \delta \lambda^i \) we find that

\[ L(\lambda + \delta \lambda) = L(\lambda) - \frac{\dot{q}^2}{2} \delta \alpha - \frac{q^4}{4!} \delta \lambda, \] (86)

so

\[ O_{\alpha} = -\frac{\dot{q}^2}{2}, \] (87)

and

\[ O_{\lambda} = -\frac{q^4}{4!}. \] (88)

Since both operators are only polynomials in \( q \), the quantum metric tensor will only involve terms like

\[ \langle q^n(\tau_1) q^m(\tau_2) \rangle, \] (89)

we can see from equation (42) that such terms are proportional to the Green’s functions of the system (49). In the next sections we compute the elements of the quantum geometric tensor \( G_{ij} \).

### 5.2.1 Component \( G_{\alpha\alpha} \)

The component \( G_{\alpha\alpha} \) is, by definition

\[ G_{\alpha\alpha} = \frac{1}{4} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle q^2(\tau_1) q^2(\tau_2) \rangle - \langle q^2(\tau_1) \rangle \langle q^2(\tau_2) \rangle \right) \]

\[ = \frac{1}{4} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( G_{2}^{\text{int}}(\tau_1^2, \tau_2^2) - G_{2}^{\text{int}}(\tau_1^2) G_{2}^{\text{int}}(\tau_2^2) \right). \] (90)

Using Eq. (48), we expand to order \( \lambda \) the above expression and obtain

\[ G_{2}^{\text{int}}(\tau^2) = G_2(\tau^2) + \frac{\lambda}{4!} \int ds \left[ G_2(\tau^2) G_4(s^4) - G_6(\tau^2, s^4) \right], \] (91)

and

\[ G_{4}^{\text{int}}(\tau_1^2, \tau_2^2) = G_4(\tau_1^2, \tau_2^2) - \frac{\lambda}{4!} \int ds \left[ G_8(\tau_1^2, \tau_2^2, s^4) - G_4(\tau_1^2, \tau_2^2) G_4(s^4) \right], \] (92)

therefore, to order \( \lambda \) the term between parenthesis in (90) results

\[ G_{4}^{\text{int}}(\tau_1^2, \tau_2^2) - G_2^{\text{int}}(\tau_1^2) G_2^{\text{int}}(\tau_2^2) = 2G_4^2(\tau_1, \tau_2) \]

\[ - \frac{\lambda}{4!} \int ds \left[ 24(2G_2(\tau_1, s) G_2(\tau_2, s) G_2(0) G_2(\tau_1, \tau_2) + G_2(\tau_1, s) G_2^2(\tau_2, s)) \right], \] (93)
Figure 1: Integrand for computing the component $G_{\alpha\alpha}$ of the QGT.

Here $G_2(0) = G_2(\tau, \tau)$.

If we call the integrand $I_{\alpha\alpha}$,

$$I_{\alpha\alpha} = 24(2G_2(\tau_1, s)G_2(\tau_2, s)G_2(0)G_2(\tau_1, \tau_2) + G_2^2(\tau_1, s)G_2^2(\tau_2, s)),$$  \hfill (94)

this term corresponds to the Feynman diagrams given in the Figure 1. We observe, that in the case of Quantum Field Theory these diagrams will produce divergences, and the QGT must be regularized and renormalized. In our case these diagrams are finite. Then using

$$G_2(\tau_1, \tau_2) = \frac{1}{2\sqrt{\alpha}} \exp^{-\sqrt{\alpha}|\tau_2 - \tau_1|},$$  \hfill (95)

and after integration, we obtain

$$G_{\alpha\alpha} = \frac{1}{32\alpha^2} - \frac{11\lambda}{512\alpha^{3/2}} + O(\lambda^2),$$  \hfill (96)

### 5.2.2 Component $G_{\lambda\lambda}$

$$G_{\lambda\lambda} = \frac{1}{(4!)^2} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( \langle q^4(\tau_1)q^4(\tau_2) \rangle - \langle q^4(\tau_1) \rangle \langle q^4(\tau_2) \rangle \right),$$

$$= \frac{1}{(4!)^2} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left( G_{\text{int}}^4(\tau_1^4, \tau_2^4) - G_4^4(\tau_1^4, \tau_2^4) \right).$$  \hfill (97)

To order $\lambda$

$$G_{\text{int}}^4(\tau^4) = G_4(\tau^4) - \frac{\lambda}{4!} \int ds \left[ G_8(\tau^4, s^4) - G_4(\tau^4)G_4(s^2) \right],$$  \hfill (98)

and

$$G_{\text{int}}^8(\tau_1^4, \tau_2^4) = G_8(\tau_1^4, \tau_2^4) - \frac{\lambda}{4!} \int ds G_{12}(\tau_1^4, \tau_2^4, s^4) + \frac{\lambda}{4!} \int ds G_4(s^4)G_8(\tau_1^4, \tau_2^4).$$  \hfill (99)
Then integrand $I_{\lambda \lambda}$ in (97) takes the form
\[
I_{\lambda \lambda} = 288 \left[ 4G_2(0)G_2^3(\tau_1, \tau_2)G_2(\tau_1, s)G_2(\tau_2, s) + 3G_2^2(0)G_2^2(\tau_1, s)G_2^2(\tau_2, s) \\
+ 6G_2^3(0)G_2(\tau_1, \tau_2)G_2(\tau_1, s)G_2(\tau_2, s) + 4G_2(0)G_2(\tau_1, \tau_2)G_2^3(\tau_1, s)G_2(\tau_2, s) \\
+ 4G_2^2(0)G_2(\tau_1, \tau_2)G_2^3(\tau_1, s)G_2^2(\tau_2, s) \right] \cdot (100)
\]
and we can see it in Figure (2). After integrating
\[
G_{\lambda \lambda} = \frac{13}{6144\alpha^3} - \frac{31\lambda}{12288\alpha^{3/2}} + O(\lambda^2). \quad (101)
\]

### 5.2.3 Component $G_{\alpha \lambda}$

\[
G_{\alpha \lambda} = \frac{1}{2!4!} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ \langle q^2(\tau_1)q^4(\tau_2) \rangle - \langle q^2(\tau_1) \rangle \langle q^4(\tau_2) \rangle \right] \\
= \frac{1}{2!4!} \int_{-\infty}^{0} d\tau_1 \int_{0}^{\infty} d\tau_2 \left[ G_{6}^{int}(\tau_1^2, \tau_2^4) - G_{2}^{int}(\tau_1^2)G_{4}^{int}(\tau_2^4) \right]. \quad (102)
\]

For this element, we need the the functions (91) and (92). We can also expand $G_{6}^{int}(\tau_1^2, \tau_2^4)$
\[
G_{6}^{int}(\tau_1^2, \tau_2^4) = G_6(\tau_1^2, \tau_2^4) - \lambda \int ds \left[ G_{10}(\tau_1^2, \tau_2^4, s^4) - G_6(\tau_1^2, \tau_2^4)G_4(s^4) \right], \quad (103)
\]
and then
\[
G_{6}^{int}(\tau_1^2, \tau_2^4) - G_{2}^{int}(\tau_1^2)G_{4}^{int}(\tau_2^4) = G_6(\tau_1^2, \tau_2^4) - G_2(\tau_1^2)G_4(\tau_2^4) - \lambda \int ds I_{n\lambda}, \quad (104)
\]
where

\[ I_{\alpha\lambda} = 48 \left[ 6G_2(\tau_2, s)G^2_2(\tau_1, \tau_2)G_2(\tau_1, s) + 3G_2(0)G^2_2(\tau_1, \tau_2)G^2_2(\tau_2, s) \\
+ 3G_2(0)G^2_2(\tau_1, s)G^2_2(\tau_2, s) + 4G_2(\tau_1, \tau_2)G_2(\tau_1, s)G^2_2(\tau_2, s) \right]. \tag{105} \]

and we can see it in Fig. (3). After integration

\[ G_{\alpha\lambda} = \frac{1}{128\alpha^{5/2}} - \frac{89\lambda}{12288\alpha^4} + O(\lambda^2). \tag{106} \]

In this form we have computed all the components of the QIM for the quartic anharmonic oscillator using only Green’s functions of the harmonic oscillator and this clearly shows the usefulness of our procedure.

An interesting conclusion is that given the QIM we can compute the determinant and we get to order \( \lambda \),

\[ \det(G_{ij}) = \frac{1}{196608\alpha^9} - \frac{35\lambda}{3145728\alpha^{13/2}} + O(\lambda^2). \tag{107} \]

We note that the determinant becomes singular when

\[ \lambda_c = \frac{16}{35} \alpha^{3/2}, \tag{108} \]

and this means that the QIM is degenerated for this value of the parameters and could indicate the validity limit of our approach.

### 6 Conclusions

In this work, we have shown that the Quantum Information Metric (QIM) could be computed by using the known Green’s functions of the system. The
procedure was shown, in first place by computing the QIM for the harmonic oscillator with a linear perturbation. In this case, the wave function, as well as the Green’s function are well known. Therefore we were able to compute the results with the standard method and the one proposed here, and both ways produce the same results. In this form, if we can exactly compute the Green’s functions $G_{n}^{\text{int}}(\tau_{1}, \ldots, \tau_{n})$, we have the procedure to calculate the Berry curvature and the QIM in exact form. Some additional examples of this procedure are shown in [21]. In the present work, we proceed in an alternative way using a perturbative method to compute the Green’s functions, this method was exemplified with the anharmonic oscillator with a perturbation of $q^{4}$. In this case, the quantum information metric was computed by calculating the Green’s functions perturbatively to a given order in the coupling constant. This result shows that the quantum information metric can be computed perturbatively even when the wavefunction is not available at all. That result invites to calculations in field theory, where the wavefunction is usually not known, but there are several techniques for computing Green’s functions perturbatively. We must mention that our procedure, in this case, is limited to small coupling and valid only when the metric is positive semidefinite and it is useful only to compute the ground state QIM and Berry curvature. Furthermore, in our expressions, it is not possible to take the limit of the parameters to zero since this implies a divergent behavior of the metric.
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