Greedy Offset-Guided Keypoint Grouping for Human Pose Estimation
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ABSTRACT

We propose a simple yet reliable bottom-up approach with a good trade-off between accuracy and efficiency for the problem of multi-person pose estimation. Given an image, we employ an Hourglass Network to infer all the keypoints from different persons indiscriminately as well as the guiding offsets connecting the adjacent keypoints belonging to the same persons. Then, we greedily group the candidate keypoints into multiple human poses (if any), utilizing the predicted guiding offsets. And we refer to this process as greedy offset-guided keypoint grouping (GOG). Moreover, we revisit the encoding-decoding method for the multi-person keypoint coordinates and reveal some important facts affecting accuracy. Experiments have demonstrated the obvious performance improvements brought by the introduced components. Our approach is comparable to the state of the art on the challenging COCO dataset under fair conditions. The source code and our pretrained model are publicly available online.

1. INTRODUCTION

The problem of multi-person pose estimation is to localize the 2D skeleton keypoints (body joints) for all persons given a single image [1, 2, 3]. It is a fundamental task with many applications. Some recent work can address the problem of single-person pose estimation extremely well thanks to the development of convolutional neural networks (CNNs) specially designed for human pose estimation such as Hourglass Network [4, 5, 3] and HRNet [6]. But the challenge becomes much more difficult when multiple persons appear in the scene at the same time. And it has not been solved well so far considering accuracy, speed and simplicity.

Approach taxonomy. Existing approaches for this problem can be roughly divided into two categories: top-down and bottom-up. Some recent top-down approaches [7, 8, 9, 6, 10] have achieved high accuracy. However, most of them have low prediction efficiency especially when many people exist in the scene, for they must rely on an advanced person detector to detect all the persons and estimate all the single-person poses one by one. The bottom-up approaches [11, 12, 13, 3, 14] instead infer the keypoint positions and corresponding grouping cues of all persons indiscriminately using a feed-forward network (here, we mainly discuss CNN-based approaches) and then group the detected keypoints into individual human poses. The run time of the grouping process may be very fast and nearly constant regardless of the person number in the image. Therefore, developing bottom-up approaches is challenging but attractive for a better trade-off between accuracy and efficiency. In this paper, we mainly focus on the bottom-up approaches.

Keypoint coordinate encoding. Here, we only review the most important work. With the arrival of the deep learning era, DeepPose [15] for the first time uses CNNs to regress the Cartesian coordinates of a fixed number of person keypoints directly. As a result, this approach cannot handle the situation of multiple persons. PersonLab [2], CenterNet [16] and PifPaf [13] decompose the task of keypoint localization into two subproblems at each position: binary classification to discriminate whether this current pixel is a keypoint, and offset regression to the ground-truth keypoint position. By contrast, Tompson et al. [19] and many later researchers use CNNs to predict the Gaussian response heatmaps of person keypoints and then obtain the keypoint coordinates by finding the local maximum responses in the heatmaps. But high-res feature maps are required to alleviate the precision decline of keypoint localization.

Keypoint grouping encoding. The encoding of keypoint grouping (or association) information is critical for the post-processing in bottom-up approaches. Here, we conclude the existing approaches for keypoint grouping into two categories: global grouping and greedy grouping. Prior work, such as DeeperCut [20], Associative Embedding [12] and CenterNet [16], presents different approaches to encode the global keypoint grouping information. For instance, Associative Embedding employs Hourglass Networks [4] to infer the identity tags for all candidate keypoints. These tags are

1https://github.com/hellojialee/OffsetGuided
grouping cues to cluster keypoints into individual human poses. And CenterNet [16] proposes center offsets away from person centers as keypoint grouping cues. By contrast, Part Affinity Fields [11], PersonLab [2] and PIFPAF [13] are greedy grouping approaches, associating adjacent nodes in a human skeleton tree independently rather than finding the global solution of a global graph matching problem.

Some state-of-the-art (SOTA) bottom-up approaches are remarkable in estimation accuracy but have so complicated structure and many hyper-parameters affecting results that we cannot clearly figure out the contributions of introduced components or compare these approaches equally. In this work, we propose a bottom-up approach, which is easy to follow and works well in terms of accuracy, speed and clarity. We use Hourglass-104 [5] as the inference model and select CenterNet [16] as the baseline approach. The main contributions of this paper are as follows:

1. We present a greedy keypoint grouping method, which we refer to as greedy offset-guided keypoint grouping (GOG). The adjacent keypoints of each person are connected by guiding offsets. The proposed GOG algorithm is robust and fast.

2. We follow and improve the existing Gaussian heatmap encoding-decoding method for keypoint coordinates of the multi-person poses, ensuring precise keypoint localization.

3. Our preliminary system has obtained obvious performance increases compared with the baseline.

2. METHOD

2.1. Preliminary

Keypoint grouping information is essential for multi-person pose estimation. Here, we propose a novel grouping encoding for keypoints as the form of guiding offsets to greedily “connect” the adjacent keypoints belonging to the same persons. A guiding offset illustrated in Fig.1 is the displacement vector starting at a keypoint \( J_{from} \) of a person and pointing to his/her next keypoint \( J_{to} \). An overview of our approach is shown in Fig.2, which is mainly inspired by Simple Pose [3] and CenterNet [16] but different from them or other bottom-up approaches [2, 13, 14, 12] based on offsets.

PersonLab [2] and PIFPAF [13] detect an arbitrary root keypoint of a person and use bidirectional offsets to generate a tree-structured kinematic graph of that person. Merely the root keypoint coordinate is obtained in the confidence maps of classification while the subsequent keypoint coordinate is regressed directly on the basis of the offset fields and the former keypoint location. Abundant root keypoints are detected as the seeds of the kinematic graphs to ensure they can detect as many human poses as possible. Hence, they have to apply non-maximum suppression (NMS) to remove redundant person poses. CenterNet [16] detects the center point of each person as the root “node” and localizes keypoints using classification heatmaps and refinement offsets. CenterNet only associates the center point with the keypoints which are within the same person bounding box using center offsets.

However, both precise offset regression to keypoint locations and localization of person center points are vague visual tasks. Previous CNN-based work such as DeepPose [15] and Tompson et al. [19] has already suggested that inferring keypoint heatmaps is easier than inferring keypoint Cartesian coordinates. The ground-truth keypoint of a person is different from his/her bounding box or segmentation boundary with clear visual concepts. As a result, we localize all keypoints using Gaussian response heatmaps. As for keypoint grouping, we infer a set of guiding offsets at the positions close to every keypoint pointing to an adjacent keypoint.

2.2. Definition of Gaussian Responses

We use the most popular coordinate encoding-decoding method for keypoint localization, i.e., Gaussian response heatmaps. Assuming \( I \in \mathbb{R}^{W \times H \times 3} \) is the input image of width \( W \) and height \( H \), the ground-truth keypoint heatmap for the network output is \( G^* \in [0, 1]^{W \times H \times C} \), in which \( R \) is the output stride and \( C \) is the number of keypoint types. In our approach, \( R = 4 \) for Hourglass Networks [4, 3, 5, 16] and \( C = 17 \) for COCO dataset. Considering a pixel value at \( g(u, v) \) in the \( c \)-th ground-truth keypoint heatmap \( \mathbb{R}^{W \times H \times C} \), before generating the ground truth at \( g \), we map \( g \) to the position \( \hat{g}(x, y) \) in the input image space \( \mathbb{R}^{W \times H \times C} \) using this transformation [3, 11]:

\[
\hat{g}(x, y) = \frac{g(u, v) \cdot R + R/2 - 0.5}{2R}.
\]

If the ground-truth keypoint of type \( c \) at the position \( p \in \mathbb{R}^{W \times H \times C} \) is the nearest keypoint away from \( \hat{g} \), we generate the ground-truth Gaussian response value at \( g \) as:

\[
G^*(g(u, v), \sigma_k) = \exp\left(-\frac{(u - p_x)^2 + (v - p_y)^2}{2\sigma_k^2}\right),
\]

where \( \sigma_k \) is fixed for different keypoint types for simplicity. The coordinate transformation from \( g \) to \( \hat{g} \) is critical for keypoint localization precision because we hold the perspective...
Fig. 2. Overview of the proposed approach. Top-left, top-middle and top-right: we infer the keypoints and the guiding offsets simultaneously using Hourglass-104 [4, 5, 16]. There are 17 types of keypoint heatmaps and 19 types of guiding-offset feature maps. Bottom-left: next, the top \( k \) (\( k = 32 \) in all our experiments) scoring candidate keypoints and limbs (connections of paired keypoints) of each type and with high confidence are collected. Bottom-middle: subsequently, they are grouped into individual human poses greedily using our GOG algorithm. Bottom-right: finally we measure the confidence of each human pose by averaging the response values of its keypoints and filter out the human poses with low confidence.

everywhere in this work that each pixel in the image occupies a 1 \( \times \) 1 “area” and that pixel value lies exactly at the center of the pixel cell.

During decoding (testing), we correspondingly upsample the output heatmaps of the network \( R \) times using bicubic interpolation and then find the local maximums in heatmaps as detected keypoints. It should be noted that the ground-truth keypoint coordinates are integers in the COCO dataset. And in this case, original keypoint locations can be restored in this way. On the contrary, the theoretical error keypoint localization is inevitable when we use bilinear interpolation.

2.3. Definition of Guiding Offsets

As illustrated in Fig.1 (a), the ground-truth guiding offset originated from keypoint \( J_{from} \) to keypoint \( J_{to} \) is a displacement vector calculated as \( \{J_{to}(x) - J_{from}(x), J_{to}(y) - J_{from}(y)\} \). We place a set of ground-truth guiding offsets around the “start” keypoint \( J_{from} \). A human pose skeleton with 19 “limbs” is defined same as in PIFPAF [13]. A limb in the human skeleton is a “connection” between two adjacent keypoints. Consequently, we use 19 types of guiding offsets to associate keypoints unless mentioned otherwise.

During decoding, we only use the guiding offsets predicted at the local maximum positions in the keypoint heatmaps as the grouping cues. Supposing we have two candidate keypoints in Fig.1 (a) to be paired and they have Gaussian response values \( J_{from}(s) \) and \( J_{to}(s) \) respectively. We measure the connection score between them as: \( S(J_{from}, J_{to}) = J_{from}(s) \cdot J_{to}(s) \cdot \exp(-\frac{\Delta l}{\Delta l}) \), where \( L \) is the length between \( J_{from} \) and \( J_{to} \), \( \Delta l \) is the “error” distance between \( J_{guid} \) and \( J_{to} \). Here, we refer to the connection of the paired keypoints with high connection confidence as a candidate “limb”.

2.4. Greedy Keypoint Grouping

We have already described the guiding offsets and the human pose skeleton. Assuming we have detected a keypoint \( J_{from} \) and a keypoint \( J_{to} \) of the adjacent types in Fig.1 (a), they are paired and connected as a limb if the connection score \( S(J_{from}, J_{to}) \) is above a threshold. The adjacent keypoints in the human skeleton are paired and measured independently. Greedy offset-guided keypoint grouping (GOG) is the process to assemble the collected limbs, i.e., the adjacent keypoint connections, into individual human skeletons as shown at the Bottom of Fig.2. Our GOG algorithm is inspired by Simple Pose [3] and CenterNet [16], which is greedy and pretty fast. Note that one keypoint can not be connected to two or more keypoints of the same type. The details can be found in our source code.

2.5. Network Structure and Losses

Following CenterNet [16], we employ Hourglass-104 as the backbone network that consists of two stacked hourglass modules [4] and has the depth of 104. We only add 1 \( \times \) 1 convolutional layers into the backbone to regress the desired
outputs. The focal $L_2$ loss [3] is applied to supervise the regression of keypoint heatmaps while only the guiding offsets close to “start” keypoints are supervised by the $L_1$ loss and normalized by individual scales.

3. EXPERIMENTS

Implementation details. Our system is implemented using Python and Pytorch. We present experiments on the COCO dataset. It consists of the training set, the test-dev set, and the validation set. Our models are trained on the training set and evaluated on the validation set (excluding images without people) and test-dev set. We set $\sigma_k$ of the Gaussian response kernel to 7. The supervision area of the guiding offsets around the “start” keypoint is set to $7 \times 7$. The training images are cropped to $512 \times 512$ patches with random scaling, rotation, flipping and translation. We fine-tune the pre-trained Hourglass-104 in [16] using the Adam optimizer with the batch size of 32, the initial learning rate of 1e-3 for less than 150 epochs. For evaluation we use single-scale inference, keeping the same as CenterNet [16], PersonLab [2], and PIFPAF [13] for fair comparisons.

Ablation studies. It is essential to learn the upper limit of our system. We replace the network outputs with the ground-truth values and obtain the theoretical upper bound: 86.6% AP on the COCO validation set. If we define more limbs in the human skeleton, let us say 44 limbs, to connect adjacent keypoints, the upper bound reaches 91.0% AP. It further increases to 95.5% AP when we set the output stride $R$ to 1.

Please refer to Table 1, the baseline CenterNet and all our results are based on Hourglass-104 with single-scale inference. The long side of the input image is resized to a fixed number. Our approach (Ours 2) significantly exceeds the baseline (+2.1% AP) on the COCO validation set under equal conditions. And the enhanced result, Ours 3 with more limbs and a larger input, achieves 67.5% AP as well as good speed. The results in Table 1 suggest that our approach has obtained a satisfying trade-off between accuracy and speed.

Keypoint coordinate encoding-decoding. We validate different encoding-decoding methods for multi-person keypoint coordinates in Table 2, in which, “qnt” represents quantifying the numerical keypoint to an integer coordinate before generating the Gaussian distribution, “ro” is short for refinement offsets improving localization precision. Here, flip augmentation is not used. DARK [7] works pretty well in some top-down approaches, and we have modified and applied it to our system. Experiments indicate that our encoding-decoding method is best in average precision. DARK assumes that the predicted keypoint responses obey a Gaussian distribution, but the network outputs do not meet this assumption in bottom-up approaches, in which inferred Gaussian responses are often far from ground-truth values. Refinement offsets failed in improving our result (−0.3% AP), suggesting that naive offset regression to precise keypoint locations is not accurate enough. As expected in Section 2.2, using bilinear interpolation in heatmap upsampling leads to a large accuracy drop (−2.1% AP).

Results. We compare our approach with the reproducible SOTA bottom-up approaches in Table 3. Though our results are not always the best, our preliminary system has advantages taking into account accuracy, speed, and simplicity.

4. CONCLUSION

We have presented a bottom-up approach for the problem of multi-person pose estimation, which is simple enough yet achieves a respectable trade-off between accuracy and efficiency. Specifically, we have revisited and improved the encoding-decoding method for multi-person keypoint coordinates in heatmaps, leading to more precise localization. And we have proposed the guiding offsets between adjacent keypoints as the keypoint grouping cues and assemble human skeletons greedily. Experiments on the challenging COCO dataset have demonstrated the advantages and much room for accuracy improvement of our preliminary system.
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