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Abstract

This work aims to produce landslide density estimates using Synthetic Aperture Radar (SAR) satellite imageries to prioritise emergency resources for rapid response. We use the United States Geological Survey (USGS) Landslide Inventory data annotated by experts after Hurricane Maria in Puerto Rico on Sept 20, 2017, and their subsequent susceptibility study which uses extensive additional information such as precipitation, soil moisture, geological terrain features, closeness to waterways and roads, etc. Since such data might not be available during other events or regions, we aimed to produce a landslide density map using only elevation and SAR data to be useful to decision-makers in rapid response scenarios.

The USGS Landslide Inventory contains the coordinates of 71,431 landslide heads (not their full extent) and was obtained by manual inspection of aerial and satellite imagery. It is estimated that around 45% of the landslides are smaller than a Sentinel-1 typical pixel which is 10m × 10m, although many are long and thin, probably leaving traces across several pixels. Our method obtains 0.814 AUC in predicting the correct density estimation class at the chip level (128 ×128 pixels, at Sentinel-1 resolution) using only elevation data and up to three SAR acquisitions pre- and post-hurricane, thus enabling rapid assessment after a disaster. The USGS Susceptibility Study reports a 0.87 AUC, but it is measured at the landslide level and uses additional information sources (such as proximity to fluvial channels, roads, precipitation, etc.) which might not regularly be available in a rapid response emergency scenario.
1 Introduction

According to the United Nations Office for Disaster Risk Reduction, landslides have affected 4.8 million people and caused 18,414 deaths between 1998-2017. Rising temperatures and climate change are projected to worsen this situation, and, given these predictions, there is a growing need for timely and accurate landslide assessment methods that can inform decision-makers and emergency responders. In the aftermath of a disaster event, optical satellite imagery is commonly used to map the extent of the event. The fact that optical data is often hindered by clouds and limited to daytime observations, motivates the study of weather SAR as a monitoring technique.

The review in Tehrani et al. provides a comprehensive view of machine learning and deep learning (DL) methods applied to landslide detection, including the usage of SAR data. Works on DL based landslide density or susceptibility mapping are starting to emerge such as the recent work related to or. However, to the best of our knowledge, very few studies are carried out in challenging contexts such as this work, with weak labels, i.e. landslide heads on small landslides.

Application context This work would enable the rapid generation of coarse landslide density maps after a disaster event using only elevation and SAR data which is commonly available around the globe. These maps can be used to prioritize emergency resources and to validate landslide inventories reducing the need for experts doing fieldwork. Moreover, our approach enables a scenario where landslides are typically small (as compared to SAR acquisition resolution) and the requirement for annotated datasets was relaxed to having weak labels, which are more affordable to produce.

2 Data

Landslide labels We used the landslide inventory dataset produced by the USGS on slope failure locations in Puerto Rico after Hurricane Maria, which is also used to validate their landslide susceptibility map on the island. The dataset contains 71,431 landslides annotated by a group of experts who marked the head of each landslide by inspecting optical imagery from different sources. Figure 1 shows the overall density of landslides obtained from this dataset.

Additionally, the USGS produced a dataset of four selected regions in Puerto Rico annotation the landslides contours. This accounts for 1,066 landslides, which we used only to get a better sense of the nature and extent of the landslides. As shown in Figure 2 most landslides occupy an area smaller than a Sentinel-1 typical pixel, but are thin and long, probably leaving traces across several pixels. This makes this problem specially challenging.

![Figure 1: Global landslide density, showing 1.28 km² chips with 1 or more landslides](https://www.preventionweb.net/files/61119_credeconomiclosses.pdf)

Input data We set forth to produce a discretized density estimation by using SAR polarimetry and a digital elevation model (DEM). As detailed in table, we used SAR acquisitions from Sentinel-1 pre and post Hurricane Maria as downloaded from Microsoft Planetary Computing service. For elevation data we used the SRTM 1 Arc-second global DEM and used the richdem Python package to generate derived elevation measures (slope, curvature and aspect).

---

[1] https://www.preventionweb.net/files/61119_credeconomiclosses.pdf
[2] https://planetarycomputer.microsoft.com/
Figure 2: Left: example landslide heads annotations around Lago Caonillas in the Utuado region. Right: size distribution of 1’066 landslides.

Table 1: Sentinel-1 acquisitions used. Hurricane Maria hit Puerto Rico on Sep 20, 2017, so we have three acquisitions pre-event and three post-event. All acquisitions are ascending which ensures comparable SAR geometry.

| date            | satellite | id     | orbit | path | frame | direction |
|-----------------|-----------|--------|-------|------|-------|-----------|
| 20170823T223637 (pre) | S1A       | 9D3C   | 018057| 135  | 55    | ascending |
| 20170904T223637 (pre) | S1A       | B225   | 018232| 135  | 55    | ascending |
| 20170916T223638 (pre) | S1A       | AE4E   | 018407| 135  | 55    | ascending |
| 20170922T223544 (pos) | S1B       | D309   | 007511| 135  | 52    | ascending |
| 20171010T223638 (pos) | S1A       | 99FA   | 018757| 135  | 55    | ascending |
| 20171022T223638 (pos) | S1A       | 26BB   | 018932| 135  | 55    | ascending |

Chips generation Chips are numpy arrays of size $128 \times 128$ with 17 channels corresponding to 4 DEM channels (elevation, slope, curvature, aspect), 2 SAR channels (VV + VH) for each of the 6 Sentinel-1 revisits, and 1 channel for the labels. Pixels in the label channel have a value of 1 when there is a landslide head annotated in that location, and zero otherwise. In total, we produced 5,517 chips of dimensions $128 \times 128$ with a spatial resolution of $10m \times 10m$ covering 9,039 km$^2$ which corresponds to the surface area of Puerto Rico. Figure 3 shows an example chip.

Figure 3: Example of one chip. Note how the backscattering intensity increased after Hurricane Maria on Sept 20, 2017.
3 Methodology

Model Following the methodology in Hughes and Schulz [7] our end goal is to classify each chip in one of the following density classes: 0 for a chip with no landslides, 1 for a chip containing between 1 and 25 landslides/km$^2$ and 2 if the chip contains more than 25 landslides/km$^2$.

We propose a two-stage approach as illustrated in Figure 4. We trained a convolutional DL model on SAR+DEM input to produce, for each chip, a mask of the same dimensions (128x128) with pixel values $\in [0, 1]$. This mask is the fused embeddings that the model will produce for a chip. The intent is that embeddings on pixels with landslides will have a higher value than other pixels. However, as opposed to a segmentation task, we devise a loss function, described below, which we believe more adequate to our end task of density estimation at a chip level. Second, for each chip embedding, we compute a vector with 19 elements containing the percentiles 5%, 10%, ... 95% of pixel embeddings values. Thus, after inference through the DL model, each chip gets described with a vector. Together with the associated class of each chip, we feed this to a random forest classifier to get the final density class prediction.

All activation maps from end to end are 128x128 in dimensions. Also, the output layer is defined with a sigmoid activation so that the embeddings values are $\in [0, 1]$. Finally, notice that there are two independent convolutional branches to deal with DEM and SAR channels as if they were different modalities. Preliminary experiments showed that this architecture is preferred for dealing with all channels together.

![Deep Learning model architecture and classification pipeline with Random Forest](image)

Figure 4: Deep Learning model architecture and classification pipeline with Random Forest

Loss function For the DL model, and in order to deal with the challenges of the landslide head labels, we defined the following loss function at the batch level. Recall that for a batch of $n$ chips as input the model will produce $n$ embeddings of 128x128 pixels each. We denote with $e_i^+$ the set of values of pixels of embedding $i$ that fall on pixels marked with a landslide head, and with $e_i^-$ we denote the rest. We gather all pixel values in the batch on landslides under $E^+ = \bigcup_{i=1}^{n} e_i^+$ and the rest under $E^- = \bigcup_{i=1}^{n} e_i^-$. Then, our loss for a batch is

$$L_{\text{batch}} = (1 - \bar{E}^+) + \bar{E}^-$$

where $\bar{E}^+$ and $\bar{E}^-$ denote the average value of all elements of $E^+$ and $E^-$, which value will always be $\in [0, 1]$ as per a sigmoid output. Intuitively, we want embedding pixels on landslide labels to have on average a high value, and the opposite for the rest of the pixels. Observe that, usually, there are many more pixels without landslides so $E^-$ will contain many more elements than $E^+$. For instance, in a batch of 8 chips with 100 landslides in total, $E^+$ will contain 100 values and $E^-$ will contain $128 \times 128 \times 8 - 100 = 130,972$ values.
Since only the landslide heads are annotated, many landslide pixels will be included in $E^-$, and not in $E^+$. However, since $E^-$ is much more numerous, their value will get diluted and will not penalize the loss. This loss will tend to generate many false positives at the pixel level, but in a way that we expect to benefit the final density estimation task. See Figure 5 to get a sense of this.

**Experimental setup**  
Since we want to produce a prediction map for the full island of Puerto Rico, we split all chips randomly into two sets of equal size. Then, we run the training and prediction pipeline twice. First we train and run the model selection with split 1 (40% train, 10% validation) and generate predictions over split 2 (50% of the data). Then, we trained on split 2 (also subdivided in 40/10) and generated predictions on split 1.

We devised a set of configurations to understand our pipeline behaviour with respect to two aspects. First, we run configurations using only DEM input, only SAR input and both fused, using only the relevant part of the architecture in Figure 4. Second, we wanted to measure the effect of additional revisits after hurricane Maria in the model results so we run models using data for the first, second and third revisits after the event corresponding to the last three lines (after Sep 20, 2017) in Table 1.

### 4 Results

Figure 5 shows the obtained three-class density map with three revisits using DEM+SAR input data, together with the embeddings and landslides for two chips. We observed that landslides fall mostly on light blue embeddings which was the intention. Pixel-wise, there is a large false positive rate, many light blue pixels with no landslides heads, but this is expected as the loss function dilutes the penalty on these cases by design. This is aligned with the fact that density estimation by the random forest is roughly done by taking the average embedding value for each chip, a larger portion of light blue coverage indicates a larger landslide density on that chip.

Table 2 details the results for each experiment configuration. Our method gets 0.782 AUC using the first revisit two days after the hurricane, and up to 0.814 when using three satellite revisits, one month after the event. It is interesting to see that DEM-only models get an AUC of around 0.7, signalling the correlation of the landslides with terrain features. Moreover, fusing SAR and DEM inputs definitely boosts the model performance. We compare our results with the USGS aggregated susceptibility index modified by soil moisture ($\text{SIA}_{m}$) [7] which, as mentioned, uses a weighted mixture of a variety of input data and is measured on the same landslide inventory dataset.

Table 2: Details of the results for each experiment configuration.

| Configuration | AUC (First Revisit) | AUC (Three Revisits) |
|---------------|---------------------|----------------------|
| DEM-only      | 0.700               | 0.700                |
| SAR-only      | 0.720               | 0.720                |
| DEM+SAR       | 0.782               | 0.814                |

**5 Conclusions**

This work shows that coarse density estimation using weak labels on small landslides is feasible in a rapid response context, using only elevation and SAR data. From here on, we believe there are several avenues towards having an operational SAR based density estimation service. These include better understanding the model’s response to data (Figure 3 seems to show that SAR is responding to many things after the hurricane not only landslides), measuring the transferability of models across different regions, validating the interpretability for experts of the embeddings produced, and more.
Table 2: Results summary. USGS SIA<sub>m</sub> is the aggregated susceptibility index

| pos event data | 1 revisit | 2 revisits | 3 revisits |
|----------------|-----------|-----------|-----------|
|                | train     | val       | train     | val       | train     | val       |
| DEM only       | 0.705     | 0.698     | 0.699     | 0.687     | 0.701     | 0.692     |
| SAR only       | 0.710     | 0.708     | 0.715     | 0.710     | 0.742     | 0.740     |
| DEM + SAR fused| 0.801     | **0.782** | 0.828     | **0.805** | 0.831     | **0.814** |
| USGS SIA<sub>m</sub> |           |           |           |           |           | 0.87      |
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