Live load matrix recovery from scattering data in linear elasticity
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Abstract
We study the numerical approximation of the inverse scattering problem in the two-dimensional homogeneous isotropic linear elasticity with an unknown linear load given by a square matrix. For both backscattering data and fixed-angle scattering data, we show how to obtain numerical approximations of the so-called Born approximations and propose new iterative algorithms that provide sequences of approximations to the unknown load. Numerical evidences of the convergence for not too large loads are also given.
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1 Introduction and statement of results
The propagation of time-harmonic elastic waves in a two-dimensional homogeneous and isotropic linear elastic medium is governed by the equation

$$\Delta^* u(x) + \omega^2 u(x) = Q(x) u(x), \quad \omega > 0, \quad x \in \mathbb{R}^2,$$

(1)
where \( \omega \) is the frequency of the wave, \( \mathbf{u} \), the displacement vector, is a vector-valued function from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \), and \( \Delta^* \) is the Lamé operator given by

\[
\Delta^* \mathbf{u}(x) = \mu \Delta I \mathbf{u}(x) + (\lambda + \mu) \nabla \text{div} \mathbf{u}(x),
\]

with \( \Delta I \) denoting the diagonal matrix with the Laplace operator on the diagonal. Here \( \lambda \) and \( \mu \) are constants, known as the Lamé constants, that we assume to satisfy \( \mu > 0 \) and \( 2\mu + \lambda > 0 \), so that \( \Delta^* \) is a strongly elliptic operator, and \( \mathbf{Q} \) is a square real matrix of order 2 compactly supported in \( B(0, R) \) where \( R > 0 \). The matrix \( \mathbf{Q} \) describes either a linear distributed load on the elastic medium or the mass density. In the latter case \( \mathbf{Q}(x) = \omega^2 (1 - m(x)) I \) with \( m(x) \) being the density and \( I \) denoting the identity matrix of order 2.

We are interested in recovering numerically the unknown matrix load \( \mathbf{Q} \) from scattering data associated to some incident planar waves. In general, such inverse scattering problems for elastic waves have significant applications in diverse scientific areas such as geophysical exploration, nondestructive testing or medical diagnostics [14, 24].

From the theoretical point of view, it is still an open problem whether the scattering data allow to recover the load \( \mathbf{Q} \). One expects to recover \( \mathbf{Q} \) from high frequency limits of scattering data, since this is the case for the Schrödinger equation, the scalar analogue of (1), see [20]. As far as we know, in the case of the Lamé system, the recovery from high-frequency limits works for (1) only in very special cases, namely either assuming \( \mathbf{Q} = q(x) I \) or \( \mu + \lambda = 0 \) (see [8, Corollary 3.5 and 3.6]). From the practical point of view, such high frequency limits introduce an important numerical difficulty due to the possible interaction between the high frequency and the necessary discretization parameter.

Alternatively, some information can be obtained from suitable linearizations that do not require such high-frequency limit. These are called Born approximations, and they were defined in [9] and [8] according to different types of scattering data, backscattering or fixed angle respectively, with the aim of recovering singularities in the matrix load. The sharpest results in recovering singularities for the scalar case (Helmholtz equation) can be found in [16] and [18]. This may suggest that the results in [9] and [8] can be improved.

In this work, we approximate numerically these Born approximations and show that they are in fact a very good approximation of the matrix load as long as it is not too large. We also propose iterative algorithms to recover this load and show some numerical evidence of their convergence, again when \( \mathbf{Q} \) is not large.

Let us describe more precisely the problem. First of all, to define the scattering data, we introduce the usual asymptotic boundary conditions that guarantee the uniqueness of solutions for (1). It is well known that when \( \mathbf{Q} = 0 \) planar wave solutions can be divided into longitudinal waves or pressure waves (\( p \)-waves) and transverse waves or shear waves (\( s \)-waves) that propagate with different speeds in the elastic medium. We will denote by \( k_p \) and \( k_s \) the speeds of propagation of \( p \)-waves and \( s \)-waves respectively, which are given by

\[
k_p^2 = \frac{\omega^2}{2\mu + \lambda} \quad \text{and} \quad k_s^2 = \frac{\omega^2}{\mu}.
\]
Now, given an incident planar wave $u_i$, if $Q$ is a symmetric matrix with each component belonging to the space $C^1(\mathbb{R}^2)$ and compactly supported with support in $B(0, R)$ where $R > 0$ then, there exists a unique solution $u \in H^1_{loc}(\mathbb{R}^2) = H^1_{loc}(\mathbb{R}^2) \times H^1_{loc}(\mathbb{R}^2)$ of the equation (1), called the scattering solution, which can be written as

$$u = u_i + v,$$

with $v$, the scattered wave satisfying the outgoing Kupradze radiation conditions. They are given by

$$\partial_r - ik_p v_p = o(r^{-1/2}), \quad r = |x| \to \infty,$$

$$\partial_r - ik_s v_s = o(r^{-1/2}), \quad r = |x| \to \infty,$$

where $v_p$ and $v_s$ are the compressional and the shear part of $v$ and are defined outside of $B(0, R)$ by

$$v_p = -\frac{1}{k_p^2} \nabla \text{div} v \quad \text{and} \quad v_s = v - v_p.$$

See [13] and [1] for details. Existence and uniqueness results with less regularity in the components of $Q$ are only partial and for sufficiently large $\omega$ (see [8, Proposition 3.1] for details).

Scattering data are now obtained from the asymptotic behavior as $|x| \to \infty$ of scattered waves with particular incident waves. Observe that these scattered waves $v = v(\cdot; \omega, u_i)$ are perturbations of some incident waves due to the load $Q$, see (3), and they satisfy the following equation:

$$(\Delta^* + \omega^2 I)v = Q(u_i + v),$$

together with the outgoing Kupradze conditions (4) and (5). Note that, under the conditions that ensure the existence and uniqueness of the direct scattering problem, we have that the right-hand side of (7) belongs to $L^p(\mathbb{R}^2)$ with $1 \leq p < 6/5$. Therefore, following [8, Definition 2.3 and identity (2.1)], the scattering amplitudes of the scattered solution $v$ are given by

$$v_{p, \infty}(x/|x|; \omega, u_i) = \frac{1}{2\mu + \lambda} \Pi_{x/|x|}(Q(u_i + v))\hat{(}k_p x/|x|),$$

$$v_{s, \infty}(x/|x|; \omega, u_i) = \frac{1}{\mu} (I - \Pi_{x/|x|})(Q(u_i + v))\hat{(}k_s x/|x|),$$

where $\Pi_{x/|x|}$ represents the orthogonal projection on the unitary direction $x/|x|$. Here, we have made explicit the dependence of the scattering amplitudes on the incident wave $u_i$ since different incident waves will be considered later. Throughout this paper, the Fourier transform of $f$ will be denoted by $\hat{f}$, except when the expression of $f$ is too long, as in (8) and (9), where we write the alternative $(f)\hat{\cdot}$. 
On the other hand, as incident waves, we will always consider plane waves, either longitudinal plane waves \((plane \ p\text{-waves})\)

\[ u_p^i(x) = e^{ik_p \theta \cdot x}, \]

where the wave direction and the polarization vector are the same \(\theta \in S^1\) or, transverse plane waves \((plane \ s\text{-waves})\) for which the polarization vector is orthogonal to the wave direction, that is

\[ u_s^i(x) = e^{ik_s \theta \cdot x} \theta \perp, \]

where \(\theta \perp\) is a unitary vector orthogonal to \(\theta\). For the corresponding scattered waves, denoted by \(v_p^s\) and \(v_s^s\) respectively, we define different scattering amplitudes, which will depend on the corresponding parameters, namely \(v_{p,\infty}^p(\zeta; \omega, \theta)\), \(v_{p,\infty}^p(\zeta; \omega, \theta)\), \(v_{p,\infty}^s(\zeta; \omega, \theta, \theta \perp)\) and, \(v_{s,\infty}^s(\zeta; \omega, \theta, \theta \perp)\), where \(\zeta = x/|x|\). These data are known as \(p \rightarrow p\), \(p \rightarrow s\), \(s \rightarrow p\) and, \(s \rightarrow s\) scattering data, respectively (see Section 2 for explicit definitions).

In the \textit{inverse elastic scattering problem} that we study, \(Q\) is assumed to be an unknown matrix that we determine from the knowledge of these scattering amplitudes. The Born approximation is formally obtained by considering \(v = 0\) in (8)-(9). Note that there is no guarantee that, under this hypotheses, system (8)-(9) has a solution. In fact, when considering the particular class of aforementioned incident planar waves this system becomes overdetermined since we have 4 scattering amplitudes, which are vector-valued functions depending on 3 parameters, to determine \(Q\) that is characterized by 4 scalar functions depending on 2 variables. It is then natural to restrict the scattering data. The most commonly used partial scattering data are the \textit{backscattering data} and the \textit{fixed-angle scattering data}. In the first case, the receptor direction is opposite to the incident direction, that is, \(\zeta = -\theta\), and in the latter, the incident direction \(\theta\) is fixed.

We show a trigonometric collocation method to approximate numerically the Born approximations for both backscattering data and fixed-angle scattering data. We also propose, in each case, iterative algorithms that improve the Born approximation to recover the unknown load \(Q\) from its scattering data. Roughly speaking, if we denote by \(Q_B\) the Born approximation obtained from a class of scattering data, these algorithms are based on the following iterative process:

\textbf{Algorithm 1}

1. Let \(Q_1 = \chi_R Q_B\).

2. For \(n \geq 1\), compute \(Q_{n+1}\) from \(Q_n\) as follows.
   (i) Solve (7) with \(Q = Q_n\) to get \(v_n\), i.e.

   \[ (\Delta^* + \omega^2 I) v_n = Q_n (u_i + v_n). \]  

(ii) Construct \(\tilde{Q}_{n+1}\) from \(v_n\) using,

\[ v_{p,\infty}^s(x/|x|; \omega, u_i) = \frac{1}{2\mu + \lambda} \prod_{x/|x|} (\tilde{Q}_{n+1} u_i + Q_n v_n) (k_p x/|x|), \]
\[
\mathbf{v}_{s,\infty}(x/|x|; \omega, \mathbf{u}_i) = \frac{1}{\mu} (I - \Pi_{x/|x|})(\tilde{Q}\mathbf{n}_n + 1 \mathbf{u}_i + Q_n \mathbf{v}_n)(k_s x/|x|).
\]

(iii) Set \(Q_{n+1} = \chi_R \tilde{Q}_{n+1}\).

Here, \(\chi_R\) is the characteristic function of the ball \(B(0, R)\) that is necessary since the Born approximations may not be of compact support, while \(Q\) is. As in the Born approximation, the matrix \(\tilde{Q}_{n+1}\) is obtained by combining particular, and complicated, choices of planar incident waves \(\mathbf{u}_i\) that depend on the scattering data. Numerical experiments show that the sequences provided by Algorithm 1 converge rapidly to the matrix \(Q\) (see Section 6 for more details).

The idea behind the iterative Algorithm 1 was first introduced in [7] to recover a potential in the inverse quantum scattering problem, which can be seen as a scalar version of the elasticity problem when \(\lambda + \mu = 0\) (see also [19] and [2] for similar iterative methods). The analysis of its convergence is very interesting but also hard, even for the scalar quantum scattering problem. A particularly difficult point appears when trying to estimate \(Q_{n+1}\) in terms of \(Q_n\) (from the equations in step 2.(ii) and (iii) of Algorithm 1) since it requires to estimate first the solution \(\mathbf{v}_n\) of the implicit equation (10). We do not know how to overcome this difficulty at the moment. For a simpler problem, such as the inverse quantum scattering problem, an alternative convergent iterative algorithm was proposed in [6]. In this algorithm, equation (10) is replaced by another equation in which the solution is explicitly given at each iteration, following the spirit of other iterative algorithms introduced in [4] for the Calderón problem. However, the convergence in the scalar case relies on sharp estimates of the associated resolvent operator \((\Delta + \omega^2 I)^{-1}\) for all \(\omega > 0\) that we do not how to extend to the more complicated elasticity system.

As far as we know, the method presented in this work is novel in the study of numerical reconstruction in the field of inverse scattering problems for elasticity. Other inverse problems in elasticity, such as Lamé coefficients recovery, obstacle problems, or crack detection, have received more attention in the literature. The strategies employed in these cases differ from ours, and among them are methods like linear sampling, linearization, factorization, or gradient-based methods (see for instance [3, 10–12, 15] and [21]).

Both the Born approximations and the algorithms proposed here are also valid in higher dimensions (see Remarks 3.3 and 3.7). However, the computational cost in dimension 3 increases significantly.

The rest of the article is organized as follows. In Section 2, we explicitly write down the scattering amplitudes from which we will obtain the scattering data, we will use to solve the two inverse problems we are interested in, namely the backscattering and the fixed-angle scattering problem. In Section 3, we use these scattering data to define the corresponding Born approximations. In Section 4, we explain the algorithms that will allow us to numerically recover the unknown matrix \(Q\) from its Born approximations. In Section 5, we describe the numerical method to construct the Born approximations and the sequences of approximations to the load \(Q\). Finally, in Section 6, we present numerical experiments.
2 The scattering amplitudes

In this section, we give precise definitions of the scattering amplitudes that we use later to obtain the scattering data according to the different strategies to obtain the Born approximation, namely backscattering or fixed-angle scattering data. We first introduce the outgoing resolvent of the operator $\Delta_1^*$ provided by the limiting absorption principle given in Theorem 2.1 of [8]. More precisely, for functions $f \in L^p(\mathbb{R}^2)$ with $1 \leq p < 6/5$ the resolvent is defined as the following weak limit in $L^q(\mathbb{R}^2)$ with $\frac{1}{p} + \frac{1}{q} = 1$,

$$R(\omega^2 + i0)f = \text{weak-lim}_{z \to \omega^2, \Im z > 0} (\Delta_1^* + z)^{-1}f.$$ 

If we apply this operator to (7), we have that $v$ satisfies the following Lippmann-Schwinger equation:

$$v = R(\omega^2 + i0)Q(u_i + v).$$ (11)

Therefore, if we consider an incident plane $p$-wave $u_i^p(x) = e^{ik_p \theta \cdot x}$ with $\theta \in \mathbb{S}^1$, the scattered wave, $v^p(\cdot; \omega, \theta)$, satisfies the following integral equation:

$$v^p(x; \omega, \theta) = R(\omega^2 + i0) \left( Qe^{ik_p \theta \cdot (\cdot)} \right)(x) + R(\omega^2 + i0) \left( Qv^p(\cdot; \omega, \theta) \right)(x).$$ (12)

Moreover, from (8) and (9), we obtain that the $p \to p$ scattering data is given by

$$v^p_{p, \infty}(\zeta; \omega, \theta) = \frac{1}{2\mu + \lambda} \left( \Pi_\zeta \hat{Q}(k_p (\zeta - \theta)) \theta + \Pi_\zeta (Qv^p(\cdot; \omega, \theta)) \right),$$ (13)

and the $p \to s$ scattering data by

$$v^p_{s, \infty}(\zeta; \omega, \theta) = \frac{1}{\mu} \left( (I - \Pi_\zeta) \hat{Q}(k_s (\zeta - k_p \theta)) \theta + (I - \Pi_\zeta)(Qv^p(\cdot; \omega, \theta)) \right),$$ (14)

where $\zeta = x/|x|$.

Whereas if we consider as the incident wave a plane $s$-wave, $u_i^s(x) = e^{ik_s \varphi \cdot x} \phi$ where $\varphi$ and $\phi$ are unitary orthogonal vectors, the scattered wave $v^s(\cdot; \omega, \varphi, \phi)$ satisfies the following integral equation:

$$v^s(x; \omega, \varphi, \phi) = R(\omega^2 + i0) \left( Qe^{ik_s \varphi \cdot (\cdot)} \phi \right)(x) + R(\omega^2 + i0) \left( Qv^s(\cdot; \omega, \varphi, \phi) \right)(x).$$ (15)

And from (8) and (9), we have that the $s \to p$ scattering data is given by

$$v^s_{p, \infty}(\zeta; \omega, \varphi, \phi) = \frac{1}{2\mu + \lambda} \left( \Pi_\zeta \hat{Q}(k_p (\zeta - k_s \varphi)) \phi + \Pi_\zeta (Qv^s(\cdot; \omega, \varphi, \phi)) \right),$$ (16)
and the $s \to s$ scattering data by
\[ v_{s,\infty}^{s}(\zeta; \omega, \varphi, \phi) = \frac{1}{\mu} \left( (I - \Pi_{\zeta})\hat{Q}(k_{s}(\zeta - \varphi)) \phi + (I - \Pi_{\zeta})(Qv^{s}(\cdot; \omega, \varphi, \phi))^{\check{}}(k_{s}\zeta) \right). \]

(17)

For convenience, we introduce the parameter
\[ K = \frac{k_{s}}{k_{p}} = \frac{\sqrt{2\mu + \lambda}}{\sqrt{\mu}}, \]

(18)

and we rescale (13), (14), (16), and (17) writing
\[ (2\mu + \lambda)v_{p,\infty}^{p}(\zeta; \sqrt{2\mu + \lambda}\omega, \theta) = \Pi_{\zeta}\hat{Q}(\omega(\zeta - \theta)) \theta \]
\[ + \Pi_{\zeta}(Qv^{p}(\cdot; \sqrt{2\mu + \lambda}\omega, \theta))^{\check{}}(\omega \zeta), \]

(19)

\[ \mu v_{s,\infty}^{p}(\zeta; \sqrt{2\mu + \lambda}\omega, \theta) = (I - \Pi_{\zeta})\hat{Q}(\omega(K\zeta - \theta)) \theta \]
\[ + (I - \Pi_{\zeta})(Qv^{p}(\cdot; \sqrt{2\mu + \lambda}\omega, \theta))^{\check{}}(K\omega \zeta), \]

(20)

\[ (2\mu + \lambda)v_{p,\infty}^{s}(\zeta; \sqrt{\mu}\omega, \varphi, \phi) = \Pi_{\zeta}\hat{Q}(\omega(K^{-1}\zeta - \varphi)) \phi \]
\[ + \Pi_{\zeta}(Qv^{s}(\cdot; \sqrt{\mu}\omega, \varphi, \phi))^{\check{}}(K^{-1}\omega \zeta), \]

(21)

\[ \mu v_{s,\infty}^{s}(\zeta; \sqrt{\mu}\omega, \varphi, \phi) = (I - \Pi_{\zeta})\hat{Q}(\omega(\zeta - \varphi)) \phi \]
\[ + (I - \Pi_{\zeta})(Qv^{s}(\cdot; \sqrt{\mu}\omega, \varphi, \phi))^{\check{}}(\omega \zeta). \]

(22)

We would like to note that $v^{p}(x; \sqrt{2\mu + \lambda}\omega, \theta)$ is the scattered solution of the direct scattering problem with energy $(2\mu + \lambda)\omega^{2}$ and incident wave $e^{i\omega\theta \cdot x}$, and $v^{s}(x; \sqrt{\mu}\omega, \varphi, \phi)$ is the scattered solution of the problem with energy $\mu\omega^{2}$ and incident wave $e^{i\omega\varphi \cdot x}$. Moreover, they are solutions of the Lippmann-Schwinger equation
\[ v(x) = R(c^{2} + i0)(Qu_{i}) (x) + R(c^{2} + i0)(Qv(\cdot))(x), \]

(23)

with $u_{i}(x) = e^{i\omega\theta \cdot x}$ and $c^{2} = (2\mu + \lambda)\omega^{2}$, and $u_{i}(x) = e^{i\omega\varphi \cdot x}$ and $c^{2} = \mu\omega^{2}$ respectively.

### 3 Born approximation for scattering data

In this section, we will use the scattering amplitudes given in (19)–(22) to construct good approximations for the matrix $Q(x)$ called Born approximations. As we mentioned in the introduction the strategy is different for backscattering and fixed-angle
scattering data and, therefore, we divide this section in two more subsections where we analyze both cases separately.

3.1 Born approximation for backscattering data

Following [9, Subsection 2.1], we look for a matrix, called the Born approximation for backscattering data, that is a “good approximation” of the matrix $Q$ and is expressed in terms of the scattering amplitudes. Since these are vector-valued functions written in terms of the Fourier transform of $Q$ acting on a vector, we introduce $\{e_1, e_2\}$, the canonical basis of $\mathbb{R}^2$, and for $x \in \mathbb{R}^2$ and $i = 1, 2$, we write the vector $Q(x)e_i$ via its Fourier transform, $\hat{Q}(\xi)e_i$, and we make the change of variable $\xi = -2\omega \theta$, so that we get

$$Q(x)e_i = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} e^{i\xi \cdot x} \hat{Q}(\xi)e_i d\xi = \frac{1}{2\pi^2} \int_0^\infty \omega \int_{\mathbb{S}^1} e^{-2i\omega \theta \cdot \xi} \hat{Q}(-2\omega \theta)e_i d\sigma(\theta) d\omega.$$ 

For any $\theta \in \mathbb{S}^1$, we can write

$$e_i = (e_i \cdot \theta)\theta + (e_i \cdot \theta^\perp)\theta^\perp, \quad i = 1, 2,$$

where $\theta^\perp$ is a unitary vector orthogonal to $\theta$, and thus, we have that

$$\hat{Q}(-2\omega \theta)e_i = (e_i \cdot \theta)\hat{Q}(-2\omega \theta)\theta + (e_i \cdot \theta^\perp)\hat{Q}(-2\omega \theta)\theta^\perp.$$ 

Therefore, it is enough to write the vectors $\hat{Q}(-2\omega \theta)\theta$ and $\hat{Q}(-2\omega \theta)\theta^\perp$ in terms of the scattering amplitudes.

If we consider as incident $p$-wave $u^p(x) = e^{ik_p \cdot x} \theta$ and as incident $s$-wave $u^s(x) = e^{ik_s \cdot x} \theta^\perp$, from (19)–(22) with $\zeta = -\theta$, $\varphi = \theta$ and $\phi = \theta^\perp$, we get

$$\Pi_{-\theta} \hat{Q}(-2\omega \theta) \theta = (2\mu + \lambda) v^p_{p,\infty}(-\theta; \sqrt{2\mu + \lambda} \omega, \theta)$$

$$- \Pi_{-\theta} (Qv^p(:,\sqrt{2\mu + \lambda} \omega, \theta))^\sim (-\omega \theta),$$

(24)

$$\Pi_{-\theta} \hat{Q}(-(K + 1)\omega \theta) \theta = \mu v^s_{s,\infty}(-\theta; \sqrt{2\mu + \lambda} \omega, \theta)$$

$$- (I - \Pi_{-\theta})(Qv^s(:,\sqrt{2\mu + \lambda} \omega, \theta))^\sim (-K \omega \theta),$$

(25)

$$\Pi_{-\theta} \hat{Q}(-(K^{-1} + 1)\omega \theta) \theta^\perp = (2\mu + \lambda) v^s_{s,\infty}(-\theta; \sqrt{\mu} \omega, \theta, \theta^\perp)$$

$$- \Pi_{-\theta} (Qv^s(:,\sqrt{\mu} \omega, \theta, \theta^\perp))^\sim (K^{-1} \omega \theta),$$

(26)

$$\Pi_{-\theta} \hat{Q}(-2\omega \theta) \theta^\perp = \mu v^s_{s,\infty}(-\theta; \sqrt{\mu} \omega, \theta, \theta^\perp)$$

$$- (I - \Pi_{-\theta})(Qv^s(:,\sqrt{\mu} \omega, \theta, \theta^\perp))^\sim (-\omega \theta).$$

(27)
From (24) and a rescaled version of (25) where $\omega$ is replaced by $2\omega/(K + 1)$, we obtain that
\[
\hat{Q}(-2\omega\theta) \theta = v^p_\infty(\omega, \theta) - e^p(\omega, \theta),
\]
where $v^p_\infty$ is written in terms of the $p \rightarrow p$ and $p \rightarrow s$ scattering data as follows
\[
v^p_\infty(\omega, \theta) = (2\mu + \lambda)v^p_{p, \infty}(-\theta; \sqrt{2\mu + \lambda}\omega, \theta) + \mu v^s_{s, \infty}(-\theta; \frac{2\sqrt{2\mu + \lambda}}{K + 1}\omega, \theta),
\]
and $e^p$ is an error term given by
\[
e^p(\omega, \theta) = \Pi_{-\theta} \left[ (Qv^p(\cdot; \sqrt{2\mu + \lambda}\omega, \theta))\hat{\cdot} (-\omega \theta) \right]
+ (1 - \Pi_{-\theta}) \left[ (Qv^p(\cdot; \frac{2\sqrt{2\mu + \lambda}}{K + 1}\omega, \theta))\hat{\cdot} (-\frac{2K}{K + 1}\omega \theta) \right].
\]

And from (27) and a rescaled version of (26) where $\omega$ is replaced by $2\omega/(K^{-1} + 1)$, we have that
\[
\hat{Q}(-2\omega\theta) \theta^\perp = v^s_\infty(\omega, \theta) - e^s(\omega, \theta),
\]
where $v^s_\infty$ is written in terms of the $s \rightarrow p$ and $s \rightarrow s$ scattering data as follows
\[
v^s_\infty(\omega, \theta) = (2\mu + \lambda)v^s_{p, \infty}(-\theta; \frac{2\sqrt{\mu}}{K^{-1} + 1}\omega, \theta^\perp) + \mu v^s_{s, \infty}(-\theta; \sqrt{\mu}\omega, \theta^\perp),
\]
and $e^s$ is an error term given by
\[
e^s(\omega, \theta) = \Pi_{-\theta} \left[ (Qv^s(\cdot; \sqrt{\mu}\omega, \theta^\perp))\hat{\cdot} (-\omega \theta) \right]
+ (1 - \Pi_{-\theta}) \left[ (Qv^s(\cdot; \sqrt{\mu}\omega, \theta^\perp))\hat{\cdot} (-\frac{2K^{-1}}{K^{-1} + 1}\omega \theta) \right].
\]

Using (28) and (31), we can write
\[
\hat{Q}(-2\omega\theta)e_i = (e_i \cdot \theta)v^p_\infty(\omega, \theta) + (e_i \cdot \theta^\perp)v^s_\infty(\omega, \theta) - \hat{E}(-2\omega\theta)e_i,
\]
where $E = E(Q)$ is an error term given by
\[
\hat{E}(-2\omega\theta)e_i = (e_i \cdot \theta)e^p(\omega, \theta) + (e_i \cdot \theta^\perp)e^s(\omega, \theta),
\]
with $e^p$ and $e^s$ defined in (30) and (33) respectively.

Then, it is natural to introduce the following definition.

**Definition 3.1** Given $Q$ a matrix of order $2$, we define its Born approximation for backscattering data as a matrix $Q_B$ such that
\[
\hat{Q}_B(\xi)e_i = (e_i \cdot \theta)v^p_\infty(\omega, \theta) + (e_i \cdot \theta^\perp)v^s_\infty(\omega, \theta), \quad \xi \in \mathbb{R}^2, \ i = 1, 2,
\]
where \{e_1, e_2\} is the canonical basis of \(\mathbb{R}^2\), \(\theta = \theta(\xi) \in \mathbb{S}^1\) and \(\omega = \omega(\xi) > 0\) are such that \(\xi = -2\omega\theta\), and \(\psi^p_\infty\) and \(\psi^s_\infty\) are given in (29) and (32) respectively.

From this definition and (34), we have that
\[
Q(x) = Q_B(x) - E(x), \quad x \in \mathbb{R}^2, \tag{37}
\]
where \(E\) is the error term defined by (35).

Notice that \(E\) is written in terms of the errors \(e^p\) and \(e^s\) given in (30) and (33) respectively, and since these errors depend on \(Q\), so does \(E\). We will write \(E(x) = E(Q|x)\) when we want to emphasize this dependency.

**Remark 3.2** Observe that any \(\xi \in \mathbb{R}^2\) can be uniquely represented as \(\xi = -2\omega\theta\) with \(\theta \in \mathbb{S}^1\) and \(\omega > 0\) given by
\[
\omega = \frac{|\xi|}{2} \quad \text{and} \quad \theta = -\frac{\xi}{|\xi|}. \tag{38}
\]

**Remark 3.3** The previous definition can be extended to higher dimensions \(n > 2\) with a matrix \(Q\) (see [9, Definition 2.7]), and notice that it depends on the choice of \(\theta^\perp\).

**Remark 3.4** We would like to note that in the definition of the Born approximation for backscattering data, we have used four scattering data, namely a \(p \rightarrow p\) data associated to the incident wave \(e^{ik_0^\theta \cdot x}\), a \(p \rightarrow s\) data associated to \(e^{i\frac{2\omega}{k_{s+1}^\theta} \cdot x}\), a \(s \rightarrow p\) data associated to \(e^{i\frac{2\omega}{k_{s-1}^\theta} \cdot x^\perp}\), and a \(s \rightarrow s\) data associated to \(e^{i\omega\theta \cdot x^\perp}\).

**Remark 3.5** When \(\mu + \lambda = 0\) the Lamé operator given in (2) becomes \(\Delta I\) and thus, the equation (1) is a vectorial Helmholtz equation. Moreover, if \(Q = qI\) with \(q\) a scalar function, in (1), we have two uncoupled Helmholtz equations, one for each component of \(u\). More precisely, denoting this components by \(u_1\) and \(u_2\), we have the equations
\[
\Delta u_j + k^2 u_j = \frac{q}{\mu} u_j, \quad j = 1, 2. \tag{39}
\]

In this case the Born approximation for backscattering data of \(Q\) is \(Q_B = q_B I\) with \(q_B\) given in terms of Born approximations of \(q/\mu\). With a few calculations one can check that writing \(\xi = -2\omega\theta\) with \(\omega > 0\) and \(\theta = (\theta_1, \theta_2) \in \mathbb{S}\), \(q_B\) is given by
\[
\widehat{q}_B(-2\omega\theta) = \mu \left( \theta_1 \widehat{q}_B^1(-2\omega\theta) + \theta_2 \widehat{q}_B^2(-2\omega\theta) \right),
\]
where \(q_B^j\) is the Born approximation for backscattering data of \(q/\mu\) with incident wave \(e^{ik_j^\theta \cdot x}\) for \(j = 1, 2\).
3.2 Born approximation for fixed-angle data

The definition of the Born approximation in this case is more complicated than in the previous one. The reason is that in the backscattering case, since \( \zeta = -\theta \), we can choose the frequencies of the incident waves in an appropriate way so that we can combine (19)–(22) to recover \( \hat{Q}(\pm 2\omega \theta)\epsilon_i \) (see (34), (29), (32), Definition 3.1 and Remark 3.4). In fact, we have recovered \( \hat{Q}(\xi)\epsilon_i \) for all \( \xi \in \mathbb{R}^2 \), since \( \xi \) can be written uniquely as \( \xi = -2\omega \theta \) with \( \omega > 0 \) and \( \theta \in \mathbb{S}^1 \). However, in the fixed angle case, where \( \theta \) is fixed, this is not possible because there does not exist \( \xi \in \mathbb{S}^1 \) such that \( \xi = \omega_1 (\zeta - \theta) = \omega_2 (K\zeta - \theta) \) with \( \omega_1, \omega_2 > 0 \), except for the trivial case \( K = 1 \). But we do have that there exist two different \( \zeta_1 \) and \( \zeta_2 \) in \( \mathbb{S}^1 \) such that \( \xi = \omega_1 (\zeta_1 - \theta) = \omega_2 (K\zeta_2 - \theta) \), at least for the case \( K > 1 \) whenever \( \xi \cdot \theta < 0 \). This will allow us to recover \( \hat{Q}(\xi)\epsilon_i \) but in a different and more complicated way.

In this case, given a fixed angle \( \theta \in \mathbb{S}^1 \), we look for a matrix depending on \( \theta \), called the Born approximation for fixed-angle data, written in terms of the scattering amplitudes. As in the previous subsection, to do that it is enough to find expressions for the vectors \( Q(x)\theta \) and \( Q(x)\theta^\perp \). Following [8, Section 4], we will try to write the vector \( Q(x)\theta \) in terms of the scattering amplitudes, which are written in terms of the Fourier transform of \( Q \), and therefore, we start writing

\[
Q(x)\theta = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} e^{ix\cdot\xi} \hat{Q}(\xi)\theta \, d\xi.
\]

Now, we consider as incident \( p \)-wave \( u^p_i(x) = e^{ik_p x} \theta \) and as incident \( s \)-wave \( u^s_i(x) = e^{ik_s x} \theta \).

Notice that for \( K \geq 1 \), every \( \xi \) in the half plane \( H_\theta = \{ \xi \in \mathbb{R}^2 : \xi \cdot \theta < 0 \} \) can be uniquely represented as

\[
\xi = \omega_1 (\zeta_1 - \theta) = \omega_2 (K\zeta_2 - \theta), \tag{40}
\]

with \( \omega_1, \omega_2 > 0 \) and \( \zeta_1, \zeta_2 \in \mathbb{S}^1 \) given by

\[
\omega_1 = -\frac{|\xi|^2}{2\theta \cdot \xi} = \omega^\theta_1, \quad \zeta_1 = -\frac{(2\xi \cdot \theta)}{|\xi|^2} \xi + \theta = \zeta^\theta_1, \tag{41}
\]

\[
\omega_2 = \frac{|\xi|^2}{-\xi \cdot \theta + \sqrt{(\xi \cdot \theta)^2 + |\xi|^2(K^2 - 1)}} = \omega^\theta_2 K, \tag{42}
\]

and

\[
\zeta_2 = \frac{-\xi \cdot \theta + \sqrt{(\xi \cdot \theta)^2 + |\xi|^2(K^2 - 1)}}{|\xi|^2} \frac{\xi}{K} + \frac{\theta}{K} = \zeta^\theta_2 K. \tag{43}
\]

The sets \( \{ \xi \in \mathbb{R}^2 / \xi = \omega_1 (\zeta_1 - \theta) \} \) and \( \{ \xi \in \mathbb{R}^2 / \xi = \omega_2 (K\zeta_2 - \theta) \} \) are known as Ewald and \( K \)-Ewald spheres and are represented in Figs. 1 and 2 of [8]. As can be seen in these figures, any \( \xi \) in the half plane \( H_\theta \) belongs to a single Ewald sphere and to a single \( K \)-Ewald sphere whenever \( K \geq 1 \). But this is not longer true in case \( K < 1 \), and therefore, the definition of the Born approximation for fixed-angle data...
will be different depending on whether $K \geq 1$ or not. So, we distinguish two cases: $K \geq 1$ and $K \leq 1$.

Case $K \geq 1$. As we said before, for $K \geq 1$ and $\xi \in H_0$, identities (40)–(43) hold. Moreover, we have that $\xi_1 \cdot \xi_2 \geq 1/K \neq 0$, and thus any vector $v$ can be written in terms of the orthogonal projections $\Pi_{\xi_1}$ and $\Pi_{\xi_2}$ as follows

$$v = (I - \Pi_{\xi_2})v + \left[ (\Pi_{\xi_1}v - (I - \Pi_{\xi_2})v) \cdot \frac{\xi_1}{\xi_1 \cdot \xi_2} \right] \xi_2.$$  

Applying this expression to the vector $v = \hat{Q}(\xi)\theta$ with $\xi \in H_0$, and using (19) with $\omega = \omega_1$ and $\zeta = \xi_1$, and (20) with $\omega = \omega_2$ and $\zeta = \xi_1$, we have that

$$\hat{Q}(\xi)\theta = v_{\infty}^{\theta, p}(\xi) - e^{\theta \cdot p}(\xi),$$

where $v_{\infty}^{\theta, p}$ is written in terms of the $p \to p$ and the $p \to s$ scattering amplitudes as follows,

$$v_{\infty}^{\theta, p}(\xi) = \mu v_{s, \infty}^{p}(\xi_2; \sqrt{2\mu + \lambda \omega_2}, \theta)$$
$$+ \left( (2\mu + \lambda)v_{p, \infty}^{p}(\xi_1; \sqrt{2\mu + \lambda \omega_1}, \theta) - \mu v_{s, \infty}^{p}(\xi_2; \sqrt{2\mu + \lambda \omega_2}, \theta) \right)$$
$$\cdot \frac{\xi_1}{\xi_1 \cdot \xi_2},$$

with $\omega_1 = \omega_1^{\theta}(\xi)$ and $\xi_1 = \xi_1^{\theta}(\xi)$ given in (41) and, $\omega_2 = \omega_2^{\theta, K}(\xi)$ and $\xi_2 = \xi_2^{\theta, K}(\xi)$ given in (42) and (43) respectively, and $e^{\theta \cdot p}$ is an error term given by

$$e^{\theta \cdot p}(\xi) = (I - \Pi_{\xi_2})(Qv_p(\cdot; \sqrt{2\mu + \lambda \omega_2}, \theta)) - (K \omega_2 \xi_2)$$
$$+ \left[ (\Pi_{\xi_1}(Qv_p(\cdot; \sqrt{2\mu + \lambda \omega_1}, \theta)) - (\omega_1 \xi_1) \right]$$
$$- \left( (I - \Pi_{\xi_2})(Qv_p(\cdot; \sqrt{2\mu + \lambda \omega_2}, \theta)) - (K \omega_2 \xi_2) \right) \cdot \frac{\xi_1}{\xi_1 \cdot \xi_2}.$$  

In a similar way, we can write the vector $v = \hat{Q}(\xi)\theta$ with $\xi \in H_{-\theta}$ in the form

$$\hat{Q}(\xi)\theta = -v_{\infty}^{-\theta, p}(\xi) + e^{-\theta, p}(\xi),$$

and therefore, since $\mathbb{R}^2 \setminus \{ \xi \in \mathbb{R}^2 / \xi \cdot \theta = 0 \} = H_{0} \cup H_{-\theta}$, whenever $\xi \cdot \theta \neq 0$, we have that

$$\hat{Q}(\xi)\theta = \left( v_{\infty}^{\theta, p}(\xi) - e^{\theta \cdot p}(\xi) \right) \chi_{H_0}(\xi) - \left( v_{\infty}^{-\theta, p}(\xi) - e^{-\theta \cdot p}(\xi) \right) \chi_{H_{-\theta}}(\xi).$$  

Arguing as before but replacing $\theta$ by $\theta^\perp$, whenever $\xi \cdot \theta^\perp \neq 0$, we get

$$\hat{Q}(\xi)\theta^\perp = \left( v_{\infty}^{\theta^\perp, p}(\xi) - e^{\theta^\perp \cdot p}(\xi) \right) \chi_{H_{\theta^\perp}}(\xi) - \left( v_{\infty}^{-\theta^\perp, p}(\xi) - e^{-\theta^\perp \cdot p}(\xi) \right) \chi_{H_{-\theta^\perp}}(\xi).$$

Thus, in the case $K \geq 1$, it is natural to define the Born approximation for fixed-angle data as follows:

\[ \hat{Q}(\xi) \theta \]
Remark 3.7

This definition can be extended to dimension $n > 2$ (see [8, Definition 4.1]), and notice that it depends on the choice of $\theta^\perp$.

Case $K \leq 1$. If $K \leq 1$, we cannot use any more longitudinal incident waves, because in this case, we cannot find $\omega_2 > 0$ and $\zeta_2 \in S^1$ such that any $\xi \in H_\theta$ can be represented as $\xi = \omega_2(K\zeta_2 - \theta)$. This is equivalent to saying that we cannot cover the half-plane $H_\theta$ with $K$-Ewald spheres when $K < 1$, as shown in Fig. 2 of [8]. But we can use transverse incident waves to define the Born approximation.

More precisely, we will use (21) and (22) with $\varphi = \theta^\perp$ and $\phi = \theta$, since in this case, every $\xi \in H_{\theta^\perp}$ can be uniquely represented as

$$\xi = \tilde{\omega}_1(\tilde{\zeta}_1 - \theta^\perp) = \tilde{\omega}_2(K^{-1}\tilde{\zeta}_2 - \theta^\perp),$$

with $\tilde{\omega}_1 = \omega_1^{\theta^\perp}(\xi)$ and $\tilde{\zeta}_1 = \zeta_1^{\theta^\perp}(\xi)$ given by (41) and, $\tilde{\omega}_2 = \omega_2^{\theta^\perp,K^{-1}}(\xi)$ and $\tilde{\zeta}_2 = \zeta_2^{\theta^\perp,K^{-1}}(\xi)$ given by (42) and (43), respectively. And therefore, arguing as in the other case, for any $\xi \in \mathbb{R}^2 \setminus \{\xi \in \mathbb{R}^2 / \xi \cdot \theta = 0 \text{ or } \xi \cdot \theta^\perp = 0\}$, we have that

$$\widehat{Q}(\xi) \theta = \left( v^{\theta^\perp,s}_\infty(\xi) - e^{\theta^\perp,s}(\xi) \right) \chi_{H_\theta}(\xi) - \left( v^{-\theta^\perp,s}_\infty(\xi) - e^{-\theta^\perp,s}(\xi) \right) \chi_{H_{\theta^\perp}}(\xi),$$

and

$$\widehat{Q}(\xi) \theta^{\perp} = \left( v^{-\theta,s}_\infty(\xi) - e^{-\theta,s}(\xi) \right) \chi_{H_{\theta^\perp}}(\xi) - \left( v^{\theta,s}_\infty(\xi) - e^{\theta,s}(\xi) \right) \chi_{H_\theta}(\xi).$$
where
\[
\begin{align*}
\mathbf{v}_\infty^{\pm,s}(\xi) &= \mu \mathbf{v}_s^{\pm}(\tilde{\zeta}_1; \sqrt{\mu} \omega_1, \theta^\perp, \theta) \\
&+ \left( (2\mu + \lambda) \mathbf{v}_p^{\pm}(\tilde{\zeta}_2; \sqrt{\mu} \omega_2, \theta^\perp, \theta) - \mu \mathbf{v}_s^{\pm}(\tilde{\zeta}_1; \sqrt{\mu} \omega_1, \theta^\perp, \theta) \right) \frac{\tilde{\zeta}_2}{\tilde{\zeta}_1 \cdot \tilde{\zeta}_2},
\end{align*}
\]
and
\[
\begin{align*}
\mathbf{e}^{\theta, s}(\xi) &= \left( I - \Pi_{\xi_1} \right) (\mathbf{Qv}^s(\xi; \sqrt{\mu} \omega_1, \theta^\perp, \theta)) \tilde{\omega}_1 \tilde{\zeta}_1 \\
&+ \left[ \left( \Pi_{\xi_2} \mathbf{Qv}^s(\xi; \sqrt{\mu} \omega_2, \theta^\perp, \theta) - \mathbf{Q}^{-1} \omega_2 \tilde{\zeta}_2 \right) \tilde{\omega}_1 \tilde{\zeta}_1 \right] \tilde{\zeta}_1. \tag{55}
\end{align*}
\]
Thus the definition in this case is as follows.

**Definition 3.8** Let \( K < 1 \). Given \( \mathbf{Q} \) a matrix of order 2 and an angle \( \theta \in \mathbb{S}^1 \), we define the **Born approximation for fixed-angle data** of \( \mathbf{Q} \) as a matrix \( \mathbf{Q}_B^\theta \) such that for any \( \xi \in \mathbb{R}^2 \setminus \{ \xi \in \mathbb{R}^2 / \xi \cdot \theta = 0 \text{ or } \xi \cdot \theta^\perp = 0 \} \),
\[
\hat{\mathbf{Q}}_B^\theta(\xi)e_i = (e_i \cdot \theta) \left( \mathbf{v}_\infty^{\theta, s}(\xi) \chi_{H_{\theta^\perp}}(\xi) - \mathbf{v}_\infty^{-\theta, s}(\xi) \chi_{H_{-\theta^\perp}}(\xi) \right) \\
+ (e_i \cdot \theta^\perp) \left( \mathbf{v}_\infty^{-\theta, s}(\xi) \chi_{H_{-\theta}}(\xi) - \mathbf{v}_\infty^{\theta, s}(\xi) \chi_{H_{\theta}}(\xi) \right), \quad i = 1, 2, \tag{56}
\]
where \( \{e_1, e_2\} \) is the canonical basis of \( \mathbb{R}^2 \), and \( \mathbf{v}_\infty^{\theta, s} \) is given in (54).

From this definition, (52) and (53), we have that
\[
\mathbf{Q}(x) = \mathbf{Q}_B^\theta(x) - \mathbf{E}^\theta(x), \quad x \in \mathbb{R}^2, \tag{57}
\]
where \( \mathbf{E}^\theta \) is the error term defined by
\[
\hat{\mathbf{E}}^\theta(\xi)e_i = (e_i \cdot \theta) \left( \mathbf{e}^{\theta, s}(\xi) \chi_{H_{\theta^\perp}}(\xi) - \mathbf{e}^{-\theta, s}(\xi) \chi_{H_{-\theta^\perp}}(\xi) \right) \\
+ (e_i \cdot \theta^\perp) \left( \mathbf{e}^{-\theta, s}(\xi) \chi_{H_{-\theta}}(\xi) - \mathbf{e}^{\theta, s}(\xi) \chi_{H_{\theta}}(\xi) \right), \quad i = 1, 2, \tag{58}
\]
with \( \xi \in \mathbb{R}^2 \setminus \{ \xi \in \mathbb{R}^2 / \xi \cdot \theta = 0 \text{ or } \xi \cdot \theta^\perp = 0 \} \) and \( \mathbf{e}^{\theta, s} \) given in (55).

As we did in the case \( K \geq 1 \), we will write \( \mathbf{E}^\theta(x) = \mathbf{E}^\theta(\mathbf{Q})(x) \) when we want to emphasize the dependence of the error term on \( \mathbf{Q} \).

**Remark 3.9** We note that if \( k_s > k_p \) only \( p \rightarrow p \) and \( p \rightarrow s \) data are needed to define the Born approximation, while for \( k_s < k_p \) only \( s \rightarrow p \) and \( s \rightarrow s \) data are needed.

Moreover, if \( k_s = k_p \), we can choose and use only the \( p \rightarrow p \) and \( p \rightarrow s \) data to define the Born approximation or use only the \( s \rightarrow p \) and \( s \rightarrow s \) data. Thus, in this case, we have two different Born approximations.
We would like to point out that both definitions need four scattering data, but in the fixed-angle data case all of them are longitudinal or transverse scattering data depending on $K$.

4 Iterative algorithms

In this section, we explain the algorithms that allow us to recover the unknown load $Q$ from its scattering data. They are iterative algorithms that construct a sequence of approximations where the first term is given by the corresponding Born approximation.

We split this section into two subsections. In the first one the known scattering data are the backscattering data, and in the second one are the fixed-angle scattering data.

4.1 Iterative algorithm for backscattering data

In this subsection, we assume that $Q$ is an unknown matrix but its Born approximation for backscattering data $Q_B$ is known.

In \((37)\), we have an identity that writes the unknown load $Q$ as the difference of $Q_B$ and an error term named $E$. But this error term depends on the unknown load itself. Actually, $E$ is defined by \((35)\), where it is written in terms of the errors $e^p$ and $e^s$ given in \((30)\) and \((33)\) respectively. And since these errors are written in terms of $Q$, we have that $E = E(Q)$.

The idea of the iterative algorithm is to approximate this error term $E(Q)$ by replacing the unknown matrix $Q$ with a good approximation of it. As a first good approximation, we have the Born approximation $Q_B$, and in each iteration, we obtain a better approximation $Q_n$ that we can use to approximate the error term of the next iteration.

On the other hand, we have assumed that $Q$ is compactly supported with support in $B(0, R)$ where $R > 0$, but its Born approximation $Q_B$, defined by \((36)\), has not compact support. With this in mind, the iterative algorithm for the backscattering data is as follows:

\[
Q_1 = \chi_R Q_B \\
Q_{n+1} = \chi_R Q_B - \chi_R E_n, \quad n = 1, 2, \ldots
\]

where $E_n = E(Q_n)$ with $E$ given by \((35)\).

The key point in each iteration is the construction of the error term. The diagram in Fig. 1 shows the construction of the error at the $n$-th iteration.

In each iteration, given $\xi \in \mathbb{R}^2$, we use \((38)\) to get $\omega = \omega(\xi)$ and $\theta = \theta(\xi)$. From here, we construct the four incident waves $u_i$, two of them are plane $p$-waves and the other two are plane $s$-waves, and also the corresponding energies $c^2$. Then, we introduce this information in the Lippmann-Schwinger equation given in \((23)\), taking $Q = Q_n$. Solving the four equations, we have obtained in this way, we get the corresponding scattered solutions $v^p_n$ or $v^s_n$. In order to solve these equations, we use the algorithm described in \([5]\). Once we have the scattered solutions, we use the two that come from the plane $p$-waves in \((30)\) to construct the partial error term $e^p_n$, and the two that come from the plane $s$-waves in \((33)\) to construct $e^s_n$. In both identities,
In this subsection, we again assume that $Q$ is unknown but now we know its Born approximation for fixed-angle data $Q_B^\theta$.

We can argue as before because we have $Q$ written as the difference between $Q_B^\theta$ and an error term named $E^\theta = E^\theta(Q)$ in the identity (49) whenever $K > 1$, and in the identity (57) if $K < 1$. And therefore, the iterative algorithm for the fixed-angle data is as follows:

$$Q^\theta_1 = \chi Q_B^\theta,$$

$$Q^\theta_{n+1} = \chi Q_B^\theta - \chi E^\theta_n, \quad n = 1, 2, \ldots$$  \hspace{1cm} (60)

where $\chi$ is the cut-off function defined in the previous subsection and $E^\theta_n$ given by (50) if $K \geq 1$ and by (58) if $K \leq 1$.

As before, the key point in each iteration is the construction of the error term, but now this is more complicated. The pictures in Figs. 2 and 3 show the construction of the Fourier transform of the error term at the $n$-th iteration for $K \geq 1$. Similar diagrams can be constructed for the case $K \leq 1$. 

\[ \square \] Springer
For $\theta$ fixed in $\mathbb{S}^1$, the lines $\xi \cdot \theta = 0$ and $\xi \cdot \theta^\perp = 0$ divide the space $\mathbb{R}^2$ into four quadrants: $H_\theta \cap H_{\theta^\perp}$, $H_\theta \cap H_{-\theta^\perp}$, $H_{-\theta} \cap H_{\theta^\perp}$ and $H_{-\theta} \cap H_{-\theta^\perp}$. And given $\xi \in \mathbb{R}^2 \setminus \{\xi \in \mathbb{R}^2 / \xi \cdot \theta = 0$ or $\xi \cdot \theta^\perp = 0\}$, there exists a unique quadrant where $\xi$ is. As one can see in (50) and (58), the construction of the error term is different depending on which quadrant $\xi$ is in.

Fig. 2 Construction of the Fourier transform of the error term at the $n$-th iteration for fixed angle $\theta$ when $K \geq 1$

\[
\begin{align*}
\xi &\in H_\theta \cap H_{-\theta^\perp} \\
\xi &\in H_\theta \cap H_{\theta^\perp} \\
\xi &\in H_{-\theta} \cap H_{\theta^\perp} \\
\xi &\in H_{-\theta} \cap H_{-\theta^\perp}
\end{align*}
\]

Fig. 3 Construction of the error $e_{n}^{\theta,p}(\xi)$ at the $n$-th iteration when $\xi \in H_\theta$
More precisely, in the case $K \geq 1$, if $\xi \in H_\theta \cap H_\theta^\perp$, from (50), we have that just the partial error terms $E_{n,p}^\theta(\xi)$ and $E_{n}^{\theta^\perp,p}(\xi)$ are necessary to construct $\hat{E}_n^\theta(\xi)e_i$, and similarly if $\xi$ is in one of the other three quadrants (see Fig. 2). Therefore, it is sufficient to see how to construct each of these partial error terms. Following the diagram in Fig. 3, to get $E_{n,p}^\theta(\xi)$, first of all, we use (41), (42) and (43) to define $\omega_1^\theta$, $\zeta_1^\theta$, $\omega_2^\theta$, $K_2$ and $\zeta_2^\theta$. This can be done because $\xi \in H_\theta$.

From here, we construct two incident waves $u_i$ and the corresponding energies $c_2$. Both waves are plane $p$-waves. Introducing this information in the Lippmann-Schwinger equation given in (23) with $Q = Q_n^\theta$, and solving the two equations, we obtain the two corresponding scattered solutions $v_n^p$. Finally, using them in (45), we get $E_{n,p}^\theta(\xi)$. In a similar way, we can obtain the other three partial errors, $E_{n}^{\theta^\perp,p}(\xi)$, $E_{n}^{-\theta,p}(\xi)$ and $E_{n}^{\theta^\perp,p}(\xi)$.

5 Numerical approximation

In this section, we describe the numerical method to find both the Born approximation and the sequence of loads $Q_n$ and $Q_n^\theta$ defined in the previous section from the corresponding scattering data. We focus on the backscattering situation given in Definition 3.1 since the other cases, namely the fixed angle scattering both for $K \geq 1$ (Definition 3.6) and $K \leq 1$ (Definition 3.8), can be treated similarly.

We adapt the trigonometric collocation introduced in [23] for the scalar equation, (Helmholtz equation). The required scattered waves are obtained using the numerical algorithm described in [5]. We also refer to [22] for a monograph on polynomial approximations and [25] for specific issues related with the periodic case.

5.1 Finite dimensional trigonometric space

Given $R > 0$, we define

$$G_R = \{x = (x_1, x_2) \in \mathbb{R}^2 : |x_k| < R, \ k = 1, 2\}.$$ 

The family of exponentials

$$\varphi_j(x) = \frac{e^{i\pi j \cdot x / R}}{2R}, \ j = (j_1, j_2) \in \mathbb{Z}^2,$$

constitutes an orthonormal basis on $L_0^2(G_R)$ with the norm

$$\|u\|_0^2 = \int_{G_R} |u(x)|^2 \, dx.$$ 

We also introduce the space $H^\eta = H^\eta_0(G_R)$ which consists of $2R$–multiperiodic functions (distributions) having the norm

$$\|u\|_{\eta}^2 = \sum_{j \in \mathbb{Z}^2} (1 + |j|^{2\eta}) |\hat{u}_j|^2$$
finite, where
\[ \hat{u}_j = \int_{G_R} u(x) \varphi_j(x) \, dx = \frac{(u \chi_{G_R}) (\xi_j)}{2R}, \quad \xi_j = \frac{j}{2R}, \quad j \in \mathbb{Z}^2. \]

Note that \( \hat{u}_j \) is the j-th Fourier coefficient of \( u \) with respect to the orthonormal family \( \{ \varphi_j \}_{j \in \mathbb{Z}^2} \).

We now introduce a finite-dimensional approximation of \( H^\eta \). Let us consider \( h = 2R/N \) with \( N \in \mathbb{N} \) and a mesh on \( G_R \) with grid points \( jh, j \in \mathbb{Z}^2_h \) and
\[ \mathbb{Z}^2_h = \{ j = (j_1, j_2) \in \mathbb{Z}^2 : -\frac{N}{2} \leq j_k < \frac{N}{2}, \ k = 1, 2 \}. \]

We denote by \( \mathcal{T}_h \) the finite-dimensional subspace of trigonometric polynomials of the form
\[ v^h = \sum_{j \in \mathbb{Z}^2_h} c_j \varphi_j, \quad c_j \in \mathbb{C}. \]

Any \( v^h \in \mathcal{T}_h \) can be represented either through the Fourier coefficients
\[ v^h(x) = \sum_{j \in \mathbb{Z}^2_h} \hat{v}^h_j \varphi_j(x), \]
or the nodal values
\[ v^h(x) = \sum_{j \in \mathbb{Z}^2_h} v^h(jh) \varphi^h_j(x), \]
where \( \varphi^h_j(kh) = \delta_{jk} \), more specifically
\[ \varphi^h_j(x) = \frac{h^2}{(2R)^2} \sum_{k \in \mathbb{Z}^2_h} e^{i\pi k \cdot (x - jh)/R}. \]

For a given \( v^h \in \mathcal{T}_h \), abusing notation, we write its Fourier coefficients as \( \hat{v}^h = \{ \hat{v}^h_j \}_{j \in \mathbb{Z}^2_h} \) and its nodal values as \( v^h = \{ v^h(jh) \}_{j \in \mathbb{Z}^2_h} \). These Fourier coefficients and nodal values are related by the discrete Fourier transform \( \mathcal{F}_h \) as follows:
\[ 2R \hat{v}^h = h^2 \mathcal{F}_h v^h, \quad v^h = \frac{2R}{h^2} \mathcal{F}_h^{-1} \hat{v}^h. \]

Here, as usual, \( \mathcal{F}_h \) relates two sequences \( x = \{ x(n) \}_{n \in \mathbb{Z}^2_h} \) and \( X = \{ X(j) \}_{j \in \mathbb{Z}^2_h} \) according to
\[ \mathcal{F}_h x(j) = X(j) = \sum_{n \in \mathbb{Z}^2_h} x(n) e^{-i2\pi n/N}, \quad j \in \mathbb{Z}^2_h, \]
and
\[ F_h^{-1} X(n) = x(n) = \frac{(2R)^2}{h^2} \sum_{j \in \mathbb{Z}_h^2} X(j) e^{i2\pi j / N}, \quad n \in \mathbb{Z}_h^2. \]

This definition coincides with the usual one in numerical codes (as MATLAB) up to a translation, since it considers \(-\frac{N}{2} \leq j_k < \frac{N}{2}\) instead of \(0 \leq j_k < N\). This must be taken into account in the implementation. Additionally, it should be noted that the choice of \(N\) being even or odd affects trigonometric interpolation (see [25]).

The space \(H^1\) and its finite-dimensional approximation contains scalar functions but we need to extend these to vector-valued functions and to matrix-valued functions. This can be done component by component, so that

\[ \mathbf{v}^h = (v_1^h, v_2^h) \in T_h \times T_h \quad \text{and} \quad \mathbf{Q}^h = \begin{pmatrix} Q_{11}^h & Q_{12}^h \\ Q_{21}^h & Q_{22}^h \end{pmatrix} \in \mathcal{M}_{2 \times 2}(T_h). \]

### 5.2 Finite dimensional setting

We first focus on the numerical method to approximate \(Q_B\) from the backscattering data that we assume is known.

Using the definition given in (36), we can construct the following finite-dimensional version of \(Q_B\):

\[ Q_B^h(x) = \sum_{j \in \mathbb{Z}_h^2} Q_B^h(jh) \phi_j^h(x) \in \mathcal{M}_{2 \times 2}(T_h), \quad (61) \]

where for \(i = 1, 2\)

\[ h^2 Q_B^h e_i = 2R F_h^{-1} \hat{Q}_B^h e_i, \quad (62) \]

with

\[ \hat{Q}_B^h e_i = \frac{1}{2R} \left\{ (e_i \cdot \theta(\xi_j)) \mathbf{v}_{\infty}^P(\omega(\xi_j), \theta(\xi_j)) + (e_i \cdot \theta^\perp(\xi_j)) \mathbf{v}_{\infty}^s(\omega(\xi_j), \theta(\xi_j)) \right\}_{j \in \mathbb{Z}_h^2}, \]

\(\xi_j = \frac{j}{2R}\), and \(\omega(\xi_j), \theta(\xi_j)\) given by

\[ \omega(\xi_j) = \frac{|\xi_j|}{2}, \quad \theta(\xi_j) = -\frac{\xi_j}{|\xi_j|}, \]

in such a way that \(\xi_j = -2\omega(\xi_j)\theta(\xi_j)\) (see Remark 3.2 above).

Note that \(Q_B^h e_i\) is computed from a single inverse discrete Fourier transform from the values of the far fields \(\mathbf{v}_{\infty}^P(\omega(\cdot), \theta(\cdot))\) and \(\mathbf{v}_{\infty}^s(\omega(\cdot), \theta(\cdot))\) at the mesh points \(\xi_j\) with \(j \in \mathbb{Z}_h^2\). More precisely, the numerical approximation is obtained from the following process:

**Algorithm 2:**

1. Choose \(h\) according to the mesh grid where we will compute the nodal values of \(Q_B^h\).
2. Construct the mesh $\xi_j = j/(2R)$ with $j \in \mathbb{Z}_h^2$.
3. Evaluate $v_p^\infty(\omega(\cdot), \theta(\cdot))$ and $v_s^\infty(\omega(\cdot), \theta(\cdot))$ given respectively by (29) and (32) at the mesh points $\xi_j$.
4. Invert the discrete Fourier transform in (62) to obtain the values of both $Q^h_B e_1$ and $Q^h_B e_2$ at the nodes $x_j$. This gives the four components of the matrix $Q^h_B$.

We now consider the iterative process described in (59). The following algorithm is a detailed discrete version of Algorithm 1 in the introduction.

**Algorithm 3:**

1. Choose $h$ according to the mesh grid where we will compute the nodal values of $Q^h_B$.
2. Construct the mesh $\xi_j = j/(2R)$ with $j \in \mathbb{Z}_h^2$.
3. Compute $Q^h_B$ following the algorithm 2 above and define $Q_1 = \chi_R Q^h_B$.
4. We set $M \in \mathbb{N}$ and for $n = 1, 2, \cdots, M$ we define $Q_{n+1}^h$ from $Q_n^h$ as follows:
   (i) Solve (23) four times with $Q = Q_n$ always but with four different incident waves $u_i$ to get the four corresponding scattered solutions (see Fig. 1 for more details). To do this use the method given in [5].
   (ii) Evaluate $e^p(\omega(\cdot), \theta(\cdot))$ and $e^s(\omega(\cdot), \theta(\cdot))$ given respectively by (30) and (33) at the mesh points $\xi_j$.
   (iii) Construct the finite-dimensional version of $E^h_n$
   $$E^h_n(x) = \sum_{j \in \mathbb{Z}_h^2} E^h_n(jh) \phi_j^h(x) \in \mathcal{M}_{2 \times 2}(T_h),$$
   where for $i = 1, 2$
   $$h^2 E^h_n e_i = 2R \mathcal{F}_h^{-1} \tilde{E}^h_n e_i,$$
   with
   $$\tilde{E}^h_n e_i = \frac{1}{2R} \left\{ (e_i \cdot \theta(\xi_j)) e^p(\omega(\xi_j), \theta(\xi_j)) + (e_i \cdot \theta^\perp(\xi_j)) e^s(\omega(\xi_j), \theta(\xi_j)) \right\}_{j \in \mathbb{Z}_h^2}.$$
   (iv) Write
   $$Q_{n+1}^h = \chi_R Q^h_B - \chi_R E^h_n.$$

**5.3 Convergence of the numerical approximation**

Here, we give estimates for the error of the numerical approximation $Q_{Bh}$ in (61) with respect to a periodized version of the Born approximation $Q_B$. The following result is an easy consequence of the scalar analogue in [7] and it establishes the convergence of the numerical Born approximation to the continuous one, up to a possible aliasing effect.
Theorem 5.1 Let $Q_B$ be the Born approximation of a load $Q(x)$ defined by (36). Let $Q_B^\sharp$ be the periodized version of $Q_B$ defined as

$$Q_B^\sharp(x) = \sum_{j \in \mathbb{Z}_h^2} Q_B(x + 2Rj).$$

(63)

If $Q_B^\sharp \in H^\eta$ for some $\eta > 0$, then

$$\|Q_B^h - Q_B^\sharp\|_0 \leq h^\eta \|Q_B^\sharp\|_\eta, \quad h > 0,$$

where $Q_B^h \in \mathcal{M}_{2 \times 2}(T_h)$ is the solution of (61) and $\|Q\|_\eta = \max_{i,j=1,2} \|Q_{ij}\|_\eta$.

Remark 5.2 The periodic version of $Q_B$ given in (63) will coincide with $Q_B$ in $G_R$ only if $Q_B$ is compactly supported in $G_R$. We do not know if this is the case, in general, but the numerical experiments below suggest that this is not the case.

6 Numerical experiments

In this section, we illustrate with numerical experiments the Born approximation both for backscattering and fixed angle data. We also show the efficiency of the iterative algorithms described in Section 4 that we discretize following Section 5.

6.1 Born approximation

We focus on the backscattering case since we did not find significant differences in the reconstruction when simulating the Born approximation for fixed angle data. We consider matrices of the form

$$Q(x) = q(x) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad x = (x_1, x_2),$$

(64)

for a scalar function $q(x)$. We have tried with other situations as diagonal, non-symmetric, or anti-symmetric matrices with similar results. We present here two different situations corresponding to a Lipschitz load given by

$$q(x) = \max\{0.9, 1 - (|x_1| + |x_2|), \}$$

(65)

and a smooth one is given by

$$q(x) = \max(0, e^{-5|x-(0.5,0)|^2} + 1.5e^{-4|x-(-1,0.8)/2|^2} + 2e^{-7|x-0.4(-1,-1)|^2-0.4}.$$  

(66)
Both functions have support in the domain $|x| < 1$. However, as a computational domain, we choose the larger region $|x| < 2 = R$ since this allows us to recover the load from the inverse Fourier transform in a finer mesh for the frequency space, and this improves the precision of the reconstruction.

In the experiments below, we take the Lamé parameters $\lambda = 2$ and $\mu = 1$ but other values of the Lamé parameters provide similar results.

It is worth mentioning that, as we said in the introduction, the known theoretical results for the existence of the Born approximation require the matrix $Q$ to be symmetric and with all the components $C^1$ functions. However, as we show below none of these conditions seem to be essential when simulating the Born approximation, and the known theoretical results can be probably extended to more general situations.

We also note that the Born approximation is defined as a complex function even if the original matrix is real. In our experiments, we have observed that the Born approximation has a small complex component that we ignore, i.e., we compare the matrix load with the real part of its Born approximation.

**Experiment 1** We first illustrate the efficiency of the numerical method to recover the Born approximation. In Table 1, we illustrate the convergence of the numerical approximation $Q_B^h$ to $Q_B$ as $h \to 0$ by computing the discrete $L^2$--norm of the difference between $Q_B$ and the linear interpolation of $Q_B^h$. Here, we assume $Q_B \sim Q_B^h$ for $h = 2^{-9}$.

We now illustrate how good is the Born approximation to simulate the matrix load. In Fig. 4, we compare the central section of both the first component of the load $Q_{11}(x_1, 0)$ and the real part of its Born approximation $Q_{B11}(x_1, 0)$. We observe that the Born approximation provides a fairly good approximation of the load, even if it is only Lipschitz.

**Experiment 2** Here, we compute the Born approximation for larger loads. More precisely, we have multiplied by 10 both loads considered in the previous experiment. We see in Fig. 5 that the Born approximation is not so close but still recover the shape of the load. We also appreciate that the Born approximation is able to detect the presence of a singularity and its position in the left simulation. The recovery of singularities is a known property of the Born approximation both for backscattering and fixed angle scattering data, even for large loads (see [8, Corollary 1.2] and [9, Theorem 1.1]).

It is worth mentioning that the method can be also applied to potentials with discontinuities. However, as the Born approximation recovers the singularities, the Gibbs phenomenon appears deteriorating the approximation as $h \to 0$. Of course, we can

| Table 1 | Experiment 1: Taking $Q_B \sim Q_B^h$ for $h = 2^{-9}$ this table illustrates the convergence of $Q_B^h$ to $Q_B$ as $h \to 0$. The smooth potential in Fig. 4 is considered here | $\|Q_B^h - Q_B\|_{L^2}$ | $h = 2^{-5}$ | $h = 2^{-6}$ | $h = 2^{-7}$ |
|-----|-------------------------------------------------|----------------|----------------|----------------|
| Lipschitz pot | $3.01 \times 10^{-2}$ | $5.20 \times 10^{-3}$ | $2.11 \times 10^{-3}$ |
| Smooth pot | $1.36 \times 10^{-2}$ | $4.13 \times 10^{-3}$ | $1.31 \times 10^{-3}$ |
consider postprocessing techniques to alleviate it, as implementing Cesàro means, but this is out of the scope of this paper.

**Experiment 3** In experiment 1 above, we assumed that the matrix load Q has the four components equal. However, this is not the case for the Born approximation. In Fig. 6, we plot the four components of the Born approximation matrix when the load is given by (64), with the smooth scalar function (66). We see that they are different, even if it is not the case in the original load. In fact, we observed that the Born approximation is a symmetric matrix, i.e., $Q_{B12} = Q_{B21}$ but this function is different from $Q_{B11}$ and $Q_{B22}$.

### 6.2 Iterative algorithms

We now check the performance of the iterative algorithms proposed in Section 4 to approximate the load. We have added 5% relative noise in the scattering data to simulate
Fig. 6 Experiment 3: Different components of the Born approximations $Q_{Bij}, i, j = 1, 2$ corresponding to a smooth load with equal components and $h = 2^{-6}$. The difference is clearer in the right hand simulation which corresponds to a load 10 times larger than the left one

more realistic situations where measurements contain some errors. We observed that the behavior of the algorithms is quite robust to such noisy data.

**Experiment 4** We first consider the backscattering case with the smooth load given in (66) since the results for the Lipschitz one are not significantly different. We define the error at each iteration $n$ as

$$
\text{error}(n) = \max_{i,j=1,2} \left( h^2 \sum_{k,l \in \mathbb{Z}_h^2} \left| Q_{ij}(x_k, x_l) - \text{Re} (Q_n)_{ij}(x_k, x_l) \right|^2 \right)^{1/2},
$$

where $\text{Re}$ denotes the real part. In Fig. 7, we show the error behavior in terms of the number of iterations, both when $h = 2^{-5}$ and $h = 2^{-6}$. Note that the family of approximations $Q^h_n$ depend on two parameters $n, h$. Figure 7 illustrates that for a fixed $h$, the iterative algorithm converges to an approximation $Q^h$ and that this $Q^h$ is closer to $Q$ for smaller $h$.

Fig. 7 Experiment 4: error behavior in terms of the iterations for the smooth load
Fig. 8  Experiment 4: error behavior in terms of the iterations for the smooth load with fixed angle scattering data. In the left hand simulation $\lambda = 2$, $\mu = 1$ and $K \geq 1$, and in the right one $\lambda = -1.1$, $\mu = 1$ and $K \leq 1$.

Figure 8 contains the same simulation but with fixed angle scattering data both when $K \geq 1$ (left) and $K \leq 1$ (right). In both cases, the load is the smooth one but Lamé parameters are different.
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