Coexistence and Phase Separation in Sheared Complex Fluids
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We demonstrate how to construct dynamic phase diagrams for complex fluids that undergo transitions under flow, in which the conserved composition variable and the broken-symmetry order parameter (nematic, smectic, crystalline, etc.) are coupled to shear rate. Our construction relies on a selection criterion, the existence of a steady interface connecting two stable homogeneous states. We use the (generalized) Doi model of lyotropic nematic liquid crystals as a model system, but the method can be easily applied to other systems, provided non-local effects are included.

Complex fluids in shear flow display a range of behaviors which is only beginning to be unearthed [1]. Shear can perturb equilibrium phase transitions (e.g., the isotropic-to-nematic (I-N) liquid crystalline [2] and isotropic-to-lamellar [1] transitions), and induce structures, (e.g., bilayer onions [3]) that exist only as metastable equilibrium phases. A related phenomenon is dynamic instability in non-Newtonian fluids, when the theoretical homogeneous stress–strain-rate constitutive relation exhibits multi-valued behavior, as in theories of polymer melts [4,5] and worm-like micelles [6,7]. Such models are often used to describe, for example, the spurt effect, whereby the flow rate of a fluid in a pipe changes discontinuously as a function of applied pressure drop [8]. The most important unresolved question about non-monotonic flow curves, such as those in Fig. 1a, is: what determines the stress, if any, at which the system phase separates into ‘bands’? Suggestions have included (a) variational hypotheses (Ref. [9]); (b) assuming the stress at the top of the stable viscous branch is selected (“top jump”) [10,11,12]; (c) including geometrical effects [13]; and (d) incorporating (physically present) non-local contributions to the stress [14]. In this Letter we pursue (d) and explore in detail the utility of constitutive inhomogeneous effects in resolving the issue of stress selection in complex fluids, which has occupied the rheology and physics communities in the guise of either unstable flows [10,11,12] or non-equilibrium phase transitions [13].

After a general discussion we introduce semi-phenomenological equations of motion for rod-like molecules in solution, extending the Doi model [2] to inhomogeneous flows. Our study has the following goals and results: (1) We present a general recipe for computing phase separation under flow, and hence the experimentally measured rheological behavior; (2) We point out that the proper field variable (either stress or strain rate) may not be unique, a feature absent from equilibrium systems; (3) Using concepts developed for dynamical systems theory we conclude that stress selection of models with non-local (in space) differential constitutive relations in planar shear flow is unique; i.e., as with equilibrium phase transitions, it occurs along a hyper-surface of lower dimension than that of the field variable space. Our discussion is facilitated by examining the stress–strain-rate–composition surface, a representation we have not seen before and hope will become commonplace.

![FIG. 1](https://example.com/fig1.png)

**FIG. 1.** (a) Homogeneous stress $\sigma_{xy}$ vs. strain rate $\dot{\gamma}$ behavior for various excluded volumes ($u \equiv \phi_L u_2/\alpha$) as calculated from the Doi model with quadratic closure [21,23]. We use the dimensionless parameters $\dot{\gamma} \equiv \gamma/(6D_0 u_1 u_2)$ and $\sigma_{xy} \equiv \sigma_{xy} u_2 \log L/(9\pi\eta D v_0)$. Dotted lines mark unstable branches. The plane in (b) is at fixed stress. At $u_c$ both isotropic and nematic phases are metastable in zero shear. Here and below $L = 5$.

The curves in Fig. 1a are reminiscent of pressure-volume isotherms in a liquid-gas system and, accordingly, we seek to construct a ‘phase diagram’ by pursuing an analogy between homogeneous stable steady...
states and equilibrium phases. As in equilibrium, non-equilibrium ‘phases’ may be separated, in field variable space, by hyper-surfaces representing continuous (e.g. critical points) or discontinuous (‘first-order’) transitions \[3\]. Coexistence implies an inhomogeneous state spanning separate branches of the homogeneous flow curves. In contrast to equilibrium bulk phases, where field variables are uniquely identified, here we may consider phase coexistence at a given shear stress, with the interface parallel to the vorticity-velocity plane (curves b-e); or a given strain rate (curves c-e), with the interface parallel to the velocity-gradient plane. The appropriate field variable is thus determined by the nature of the constitutive relation (for curve b, common strain rate is impossible), or even by the flow history or the rheometer (e.g. fixing the stress or strain rate in curves c-e). In this Letter we compute coexistence at a common stress, but for a given averaged strain rate. Flow experiments on worm-like micelles find a well-defined transition stress for a given averaged strain rate). Flow experiments on mer melts [11], and worm-like micelles [14] far from a nematic regime, this leads to non-monotonic stress–strain curves. For other systems, equations like Eqs. (4) and (3) govern the conserved and broken-symmetry (or other long-lived) variables, respectively. For some local models, internal dynamics (Eq. 3) can be eliminated to give the stress as a history integral over the strain rate. In polymer melts [1], and worm-like micelles [14] far from a nematic regime, this leads to non-monotonic stress–strain rate curves.

We seek stable steady-state solutions to Eqs. (3) for planar shear, \( \mathbf{v}(r) = \gamma y \hat{x} \). Integrating Eqs. (4) along \( y \) yields \( \sigma_{xy}(\phi, \gamma, Q) = \sigma_0 \) and \( \mu(\phi, Q) = \mu_0 \), where \( \sigma_0 \) is the applied stress. One integration constant of Eq. (4) is zero from the boundary condition \( J_y = 0 \), while \( \mu_0 \) is determined below \[27\]. For homogeneous solutions, \( Q \)
may be eliminated from $\sigma_{xy}$ and $\mu$ using Eq. (3). The stress is shown in Fig. 1. Because $F(\phi, Q)$ describes an I-N transition, multiple roots for $Q$ may exist at a given stress [10, 14], with distinct strain rates.
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FIG. 2. (a) Reduced strain rate $\dot{\gamma}(u)$ for the stress contour in Fig. 1b. (b) $\mu(u)$ along the curve in (a). A selected pair has been indicated in (a) and (b). The inset shows another (topologically) possible $\mu(u)$. Dashed lines mark the limits of stability of coexisting pairs.

For coexistence at fixed stress $\sigma_0$ (the interface has a normal parallel to $\phi$), a stress contour traces a line in the $(\dot{\gamma} - \phi)$ plane (Fig. 2). We plot $\mu(\phi)$ along this line in Fig. 2a. Coexisting phases must have the same $\mu$. For concentrations $\phi$ outside points 1 and 4, $\mu_0$ is determined uniquely. Between these points, we must determine $\mu_0$ at which two phases coexist. Following Ref. [10], we select the $\mu_0$ which permits a stationary inhomogeneous solution satisfying $\sigma_{xy} = \sigma_0$, $\mu = \mu_0$ and Eq. (3) ($0 = F + G$).

This is not an auxiliary assumption, but follows from the inhomogeneous equations of motion. Given a selected $\mu_0$ and a mean concentration $\phi$, the portions of the two phases are fixed by the lever rule, and the mean shear rate can be calculated. In the static limit ($\dot{\gamma} = 0$) the stationary interface condition follows from minimizing $F(\phi, Q)$ with a given $\phi$ constraint. Functional minimization with respect to $\phi(y)$ allows the interface position to move, thereby adjusting the ratio of the two phases and recovering the common tangent construction.

To see how $\mu_0$ can be selected uniquely, note that the stationary solutions to Eq. (3), $\sigma_{xy} = \sigma_0$, and $\mu = \mu_0$, are nonlinear ordinary differential equations (ODE) involving $\partial / \partial y$. These ODE may be converted into an equivalent set of first order ODE with dependent variables $\{\phi, d\phi / dy, \dot{\gamma}, Q, dQ / dy\}$. In the ODE phase space, the interfacial solution corresponds to a trajectory (a ‘heteroclinic saddle connection’) joining two fixed points (the homogeneous states). As $\mu_0$ changes for fixed $\sigma_0$, the phase flow changes catastrophically at those isolated values of $\mu_0$ where the desired trajectory exists. [This is proven for differential constitutive relations in planar flow [13] by showing that the saddle connection, assuming it exists, is of the non-transverse type [28]]. This explains the apparent uniqueness of a selected $\mu_0$, given $\sigma_0$, found numerically. Our (one-dimensional) solution supports the existence of such a solution in the modified Doi model, and is stable against perturbations in $y$. Because non-local effects (see Ref. [23, 19] for diffusion effects) always exist in reality, and pathological degeneracies only occur in local models, we expect that models that can resolve the interface structure have unambiguous phase diagrams.

The selection criterion determines the tie lines on Fig. 3 and varying the stress yields the phase diagram of Fig. 3b. In the latter, for $\dot{\gamma} = 0$ the tie line is horizontal, and for $\dot{\gamma} > 0$ tie lines have positive slope, because the more concentrated nematic phase has a lower effective viscosity. For models where $\mu(\phi)$ has the shape of the inset of Fig. 2b, tie lines have negative slopes.
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FIG. 3. Phase diagram in the $(\sigma_{xy} - u)$ (a) and $(\dot{\gamma} - u)$ (b) planes. Broken lines trace the loci of points 1–4 in Fig. 2a, and the solid lines are calculated tie lines.

Fig. 4 shows the stress–averaged-strain-rate curves as would be measured in an experiment. Here the coexistence region comprises lines with positive slopes. For models with vertical tie lines in Fig. 3b, indicating a composition-independent transition (as in the Doi-Edwards model of polymer melts), the plateau would be flat. This is a graphical expression of the explanation of a sloped plateau given by Schmitt et al. [17] (however, they assumed “top-jumping”). In general one must vary both average concentration and strain rate to maintain constant shear stress, a situation familiar from equilibrium multi-component phase coexistence. The ‘plateau’ need not be a straight line; its shape is determined by the change in splay of the tie lines with increasing strain rate.
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FIG. 4. $\dot{\gamma}_{xy}$ vs. $\dot{\gamma}$ for various compositions. To read this from Fig. 3, choose a $u$ and increase the stress. In the two-phase region jump from stress tie line to stress tie line until the one phase region is reached.
in Fig. 3. Experiments on wormlike micelles have found the plateaus to be steady states and the ‘spines’ to be metastable branches.

In summary, the steps to compute phase separation under flow are: (1) Determine the full inhomogeneous equations of motion; (2) Analyze stable homogeneous flows; (3) Choose the candidate field variable for phase coexistence. Multiple choices (e.g. stress or strain rate, according to interface geometry) must be analyzed separately; (4) Identify pairs of phases with the same field variables, as in Fig. 4 and Fig. 3 for and . (5) Determine the phase diagram (in field variables) by requiring a stationary interface between homogeneous solutions. To compare with experiments, density variables can be used, as in Fig. 3 to find (6) the tie lines where the lever rule applies and (7) the space-averaged stress–strain–rate relations (Fig. 3). Other multi-component systems retain the structure of Eqs. (3), with Eq. (3) governing the dynamics of some structural order parameter.

We have calculated coexistence at fixed stress, while curves in Fig. 4 admit, in principle, coexistence at fixed strain rate. A full solution of Eqs. (3), requires analyzing both interface directions, which is reminiscent of, and may be relevant to, the problem of the orientation of diblock lamellar phases in shear. Also, we have only considered flow-aligning solutions to the Doi model. Another, so-called ‘log-rolling’, solution is stable at high shear rates and will be included in a complete treatment. The extended Doi model is appropriate for hard rod suspensions and, and we welcome experiments on these systems. The flow instability is due to perturbation of an equilibrium phase transition; while systems such as worm-like micelles probably possess some combination of perturbed (I-N) and dynamic transitions, which could yield a stress–strain–rate–composition space (Fig. 4), with multiple folds.

We have not considered the important problem of the stability of an undulating interface, which may restrict the choice of field variables. Stability analysis by Renardy on banded flow in the Johnson-Segelmann model (which has the qualitative behavior of curve 6 in Fig. 3), but no gradient terms) revealed a stationary interface at any stress in the two-stress region, and a family of unstable high-wavenumber undulations. Gradient terms break the stress degeneracy and introduce a stabilizing surface tension and dissipation within the interface as it moves, which affects the stability analysis. Finally, complementary to the planar shear case analyzed above, Greco and Ball, have recently demonstrated the important result that, for a Johnson-Segelmann fluid in cylindrical Couette flow, a stationary interface exists at a selected stress: coexistence is apparently influenced by the curved boundary geometry of the flow.
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