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Abstract

We consider a singularly-perturbed two-well problem in the context of planar geometrically linear elasticity to model a rectangular martensitic nucleus in an austenitic matrix. We derive the scaling regimes for the minimal energy in terms of the problem parameters, which represent the shape of the nucleus, the quotient of the elastic moduli of the two phases, the surface energy constant, and the volume fraction of the two martensitic variants. We identify several different scaling regimes, which are distinguished either by the exponents in the parameters, or by logarithmic corrections, for which we have matching upper and lower bounds.

1 Introduction

Solid-solid phase transitions are a classical model problem in the variational study of pattern formation in solids, both in the context of the theory of relaxation and in the study of singularly perturbed problems. Their study has led on the one side to many important abstract developments in the calculus of variations, on the other side to a mathematical explanation of the physical behavior of shape-memory alloys and other materials with peculiar properties \cite{4, 5, 9, 17, 8, 11, 51}. The basic model is a vectorial, nonconvex variational problem, where the integrand depends on the gradient of the deformation field. The study of the macroscopic material behavior is strongly coupled to the development of the theory of quasiconvexity and relaxation \cite{17, 29}, and focuses on average properties of the microstructures without resolving the geometric details and the microscopic length scales.

A finer analysis requires the introduction of a length scale, typically in the form of a small parameter times a convex function of a second gradient, which penalizes interfaces. The resulting singularly-perturbed nonconvex problem contains a scale dependence and is much more difficult to study in detail, a numerical treatment is in most cases not feasible either. Starting with the papers by Kohn and Müller \cite{42, 43} it has become clear that the key property is the scaling of the optimal energy in terms of the parameters present in the problem, and that it is appropriate to start by focusing on the exponents and ignoring the prefactor. One obtains mesoscopic phase diagrams which characterize the different regimes of material behavior and the qualitative properties of the microstructure \cite{11, 10, 58, 39}. The techniques developed for singularly-perturbed functionals modeling martensitic microstructures have proven useful also in the study of a variety of other physical problems, such as for example magnetic microstructures \cite{17, 19, 49}, flux tubes in superconductors \cite{18, 23, 21}, diblock copolymers \cite{16}, wrinkling in thin elastic films \cite{36, 58, 7}, and compliance minimization \cite{44}.
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One aspect which is very important for practical applications of materials with solid-solid phase transitions is the detailed study of the transformation path from austenite to martensite and the corresponding hysteresis. It is known that the amplitude of the hysteresis cycle crucially depends on the microstructures that emerge during nucleation \[28, 51, 52\]. Specifically, transition-state theory explains that the transformation from austenite to martensite is strongly influenced by the energetics of the critical nucleus, which is a small inclusion of martensite in an austenitic matrix. It is known that stress-free inclusions with interfaces of finite total area (or length, in two dimensions) are possible only for special material parameters \[33, 37, 38, 39, 49, 48, 27, 12\].

We investigate here a variational model for the formation of microstructures in a martensitic nucleus embedded in an austenitic matrix. The mechanical framework is the theory of geometrically linear elasticity, the mathematical framework is a singularly perturbed nonconvex vectorial functional. Before discussing the large body of mathematical literature that has been devoted to variants of this problem in the last decades, let us briefly introduce the setting. For simplicity we work in two spatial dimensions and consider a large body, identified with \(\mathbb{R}^2\), which is mostly austenitic with a bounded martensitic inclusion \(\omega \subset \subset \mathbb{R}^2\). The inclusion \(\omega\) is selected by a process slower than elastic equilibration and therefore, for the present purposes, fixed.

We take the austenite state as reference configuration and denote by \(u : \mathbb{R}^2 \to \mathbb{R}^2\) the elastic displacement. We assume that two variants of martensite are relevant, which are characterized by strains \(A, B \in \mathbb{R}^{2 \times 2}_{\text{sym}}\). Experimentally it is known that martensitic transformations are to a very good approximation volume preserving \[9\], therefore we assume \(\text{Tr}A = \text{Tr}B = 0\). Relaxation theory predicts zero macroscopic energy if \(A\) and \(B\) are compatible and austenite can be realized as a weighted average of the two martensitic variants. This means that there are matrices \(\hat{A}, \hat{B} \in \mathbb{R}^{2 \times 2}\) with \(\hat{A} - A\) and \(\hat{B} - B\) skew-symmetric such that \(\text{rank}(\hat{A} - \hat{B}) = 1\) and \((1 - \theta)A + \theta B = 0\) for some \(\theta \in (0, 1)\). In this situation, a finer analysis, which includes a singular perturbation regularizing the microstructure, is necessary in order to understand the detailed material behavior. Since austenite/martensite interfaces which are not aligned with the rank-one direction have very large energy, one expects the nucleus to be elongated in the rank-one direction. For mathematical simplicity it is convenient to further restrict the geometry. Since \(A\) and \(B\) are rank-one connected, we have \(\hat{A} - \hat{B} = c \otimes n\) for some \(c, n \in \mathbb{R}^2\). By scaling we can assume \(|c| = |n| = 1\). From \(\text{Tr}A = \text{Tr}B = 0\) one obtains \(\text{Tr}\hat{A} = \text{Tr}\hat{B} = 0\) and therefore \(c \cdot n = 0\), and from \((1 - \theta)A + \theta B = 0\) one obtains \(\hat{A} = \theta c \otimes n, \hat{B} = (\theta - 1)c \otimes n\). By a change of variables one can reduce to the case that \(\theta \leq \frac{1}{2}\), \(c = e_1\) and \(n = e_2\). We shall then assume that the martensitic domain is a rectangle elongated along \(e_1\), and by scaling it suffices to consider

\[\Omega_{2L} := (0, 2L) \times (0, 1) \subset \mathbb{R}^2.\]  

(1.1)

The same pair of matrices allows for a second rank-one connection, rotated by 90 degrees. Therefore we can assume without loss of generality that

\[L \geq \frac{1}{2}.\]

In particular, both edges of \(\Omega_{2L}\) are aligned with the habit planes of exact austenite/martensite interfaces. In the austenite the elastic energy vanishes if the strain \(e(u)\), defined by

\[e(u) := (\nabla u)_{\text{sym}} := \frac{1}{2}(\nabla u + \nabla^T u),\]  

(1.2)

vanishes; in the martensite if \(e(u) \in \{A, B\}\), and (assuming sufficient regularity) grows quadratically close to these minima. The relevant constructions have strains which are not larger than a multiple of the order parameter, hence we do not expect the behavior of the energy at infinity to be important for the scaling results we shall derive, provided sufficient coercivity is present. For simplicity we restrict to quadratic energies, characterized as the squared distance from the energy wells. We use \(|a| := (\text{Tr} a^T a)^{1/2} = \ldots\).
Theorem 1.1. There exists a constant $c > 0$ such that for all $\mu > 0$, $\varepsilon > 0$, $\theta \in (0, 1/2]$, and $L \geq 1/2$

$$\frac{1}{c} \mathcal{I}(\mu, \varepsilon, \theta, L) \leq \min_u J(u) \leq c \mathcal{I}(\mu, \varepsilon, \theta, L),$$

Let us briefly explain the terms in the functional. The first term in $J(u)$ represents the elastic energy of the surrounding austenite, where $\mu$ stands for the ratio of typical elastic moduli of austenite and martensite. This term favors configurations whose gradients are approximately skew symmetric. The second term measures the elastic energy inside the martensitic nucleus, which vanishes on $L$.

The parameter $\theta \in (0, 1/2]$ measures the compatibility between this majority martensitic variant and the surrounding austenite. The so-measured compatibility has been found to play an important role in the study of the thermal hysteresis of the phase transition (see e.g. [35, 28, 51] and the references therein).

Of particular interest is the almost compatible case $\theta \approx 0$ which corresponds to particularly low hysteresis [28, 51, 52]. The third term in (1.3) is a singular perturbation that regularizes the nonconvex part of the functional. It prevents too fine oscillations between the martensitic variants in $\Omega_{2L}$, and can be related to an interfacial energy, $\varepsilon > 0$ being a typical surface energy constant per unit length. Whereas one could physically imagine that similar terms are present also in the austenitic phase, they are normally not included since the convex austenitic energy does not need regularization. Although we expect most of our results to carry over to a setting in which this term is extended to $\mathbb{R}^2$, for brevity we do not pursue this investigation here. The energy of the austenite/martensite interface depends only on the shape of the inclusion, which is fixed here, and is hence irrelevant for the present purposes. We denote by $D^2u$ the second distributional derivative of $u$. If it is a measure, then we denote by $|D^2u|(\Omega_{2L})$ the total variation of $D^2u$, otherwise we set $|D^2u|(\Omega_{2L}) := \infty$. Existence of minimizers can be readily established by the direct method of the calculus of variations and will not be discussed explicitly, as it is not important for the study of the scaling of the energy.

To determine exact minimizers of functionals like (1.3) is generally not possible, and we follow the strategy to determine the scaling regimes of the minima in terms of the problem parameters $L$, $\mu$, $\theta$ and $\varepsilon$. We remark that $L \to \infty$ corresponds to the long-inclusion limit, which is relevant due to the compatibility condition; $\theta \to 0$ is the almost-compatible limit, which is the one of low-hysteresis materials; $\varepsilon \to 0$ is the large-body limit, in which complex structures arise.

Our main result is the following scaling law for the minimal energy. For an overview over the individual regimes we refer to Section 2.2 below. Explicit constructions are given in Section 2.1. We remark that the same result holds for nonlinear energy densities $W_A(e(u))$, $W_M(e(u))$ with $\frac{1}{2}|a|^2 \leq W_A(a) \leq c|a|^p$ and $\frac{1}{2} \text{dist}^2(a, K) \leq W_M(a) \leq c \text{dist}^4(a, K)$ for all $a \in \mathbb{R}^{2 \times 2}$.

Theorem 1.1. There exists a constant $c > 0$ such that for all $\mu > 0$, $\varepsilon > 0$, $\theta \in (0, 1/2]$, and $L \geq 1/2$
where $J$ was defined in (1.1), (1.2), (1.3), (1.4) and

$$I(\mu, \epsilon, \theta, L) := \min \left\{ \theta^2 L, \right.$$

$$\mu^2 \ln(3 + \frac{L}{\mu}),$$

$$\mu^2 \ln(3 + \frac{\epsilon}{\mu^2} + \epsilon \theta),$$

$$\mu^2 \ln(3 + \frac{\epsilon}{\mu^2} + \mu^2 \ln(3 + \frac{\epsilon}{\mu^2} + \epsilon \theta)), \quad \text{(linear interpolation)}$$

$$\mu^2 \ln(3 + \frac{\epsilon}{\mu^2} + \mu^2 \ln(3 + \theta)), \quad \text{(corner laminate)}$$

$$\epsilon^2 \frac{3^2}{2} \theta \frac{2^2}{3} \frac{1}{3} + \epsilon L, \quad \text{(branching)}$$

$$\mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{1}{\theta^2})^{1/2} + \epsilon L, \quad \text{(laminate)}$$

$$\left. \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{\epsilon}{\mu^2} \frac{1}{\theta^2} L^{1/2} + \epsilon L \right\} \quad \text{(two-scale branching).}$$

Proof. The upper bound follows from Theorem 2.7, and the lower bound follows from Theorem 3.13.

The proof of Theorem 1.1 is split into two main steps. In Section 2 we combine constructions from the literature with some new ones for the upper bound. The ansatz-free lower bound is proven in Section 3. We remark that the constant 3 inside the terms of the form $\ln(3 + x)$ is, to a certain degree, arbitrary. We choose 3 so that $\ln(3 + x) \geq 1$ for all $x \geq 0$. This simplifies some estimates in the proofs. The constant 3 could be replaced by 2 or by any number larger than 1, changing correspondingly the constant $c$ in the statement.

We point out that in contrast to previous works on a single austenite/martensite interface (see e.g. [21, 52, 26]) there is no relevant regime which corresponds to a construction with a single laminate near the left and right boundaries of the nucleus.

1.1 Comparison to the literature and new contributions

We point out that the study of microstructures in shape memory alloys by means of the Calculus of Variations has a long history, and we generalize and build on several earlier works that we will briefly discuss to point out our new contributions. Our proof uses techniques developed in the study of scalar-valued models taking into account all problem parameters on the one hand, and of vectorial models in specific parameter regimes on the other hand, combined with several new arguments. As will be outlined in more detail below, the latter include in particular

- the careful treatment of the elastic energy in the austenite part which completely surrounds a martensitic inclusion. This introduces new difficulties in both the upper and the lower bound of Theorem 1.1 and

- the explicit use of the full geometrically linearized energy instead of the scalar simplification, which requires e.g. a BD-type slicing argument in the proof of the lower bound.

In the '90s, Kohn & Müller proposed a reduced scalar-valued model for the formation of microstructures near interfaces between austenite and twinned martensite [42, 43]. These models are by now well understood in terms of scaling of the minimal energy and more quantitative properties of minimizers in specific regimes (see e.g. [20, 21, 50, 52, 22, 32, 26]). Roughly speaking, depending on the problem parameters, minimizers are expected to be uniform, or show laminated structures, or branched patterns, where the
different martensitic variants finely mix close to the interface. Compared to the setting we consider here, in these earlier works there were two main simplifications:

First, only one component of the displacement has been taken into account, i.e., only functions \( u = (u_1, u_2) \) with \( u_2 = 0 \) are considered, which makes the problem scalar (similarly for \( u_1 = 0 \)). On a more technical level, the first two terms of the functional (1.3) then in particular provide control on the full gradient of the displacements. In our more general setting, only the symmetric part of the gradient is directly controlled by the functional, and this introduces several additional difficulties in the proof of the lower bound (see also the discussion of vectorial models below). Nevertheless, the constructions we use to prove the upper bound here, are in fact scalar valued. Some of them build upon constructions introduced in the above mentioned references, but others are new, as for example the one for the corner laminate and the single truncated branching, see the proof of Theorem 2.7 in Section 2.

Second, in the above references, only one austenite/martensite interface is considered. That is, in the elastic energy of the austenite part (the first term in (1.3)), only the contribution from \((-\infty, 0) \times (0, 1)\) is taken into account. If we restricted the energy in (1.3) to this strip, there would be configurations with vanishing total energy, e.g.,

\[
\begin{align*}
\theta_x (x) &= \begin{cases} 
0, & \text{if } x \in (-\infty, 0) \times (0, 1), \\
(0, \theta x_1), & \text{if } x \in (0, 2L) \times (0, 1).
\end{cases}
\end{align*}
\]

The functional (1.3) is more nonlocal than the scalar valued models in the sense that interactions between the traces at the upper and lower boundaries of \( \Omega_{2L} \) (captured by the elastic energy of the austenite part) make it sometimes more favorable to pay elastic energy inside \( \Omega_{2L} \) to release elastic energy in the austenite part. Let us consider a typical example. Deep in \( \Omega_{2L} \), the simplified setting one expects the affine configuration \( u_1(x) = \theta x_2 \), which has zero energy in \( \Omega_{2L} \). In our setting instead, by Rellich’s trace theorem, this configuration bears elastic energy in the austenite part. It therefore competes with a single laminate, which requires only surface energy in the interior of \( \Omega_{2L} \). The proof of the lower bound correspondingly needs a treatment of the interplay of the energy in the austenite and the martensite on many different scales. This is done by line integrals, inspired by the arguments used for proving Korn-Poincaré inequalities in BD, see for example Lemma 3.5 and Lemma 3.6 below. One important ingredient is a separate treatment of the austenite part, where one controls three of the four components of \( \nabla u \) (but with a coefficient \( \mu \)), and the martensite part, where only the two diagonal entries are controlled independently of the variant.

On the other hand, we extend techniques developed in 13, 14, 15. In these works, the geometrically nonlinear analogue to (1.3) has been considered for the case \( \theta = \frac{1}{2} \) and hard austenite \( \mu = \infty \). Some of their techniques, in particular related to localization in the proof of the lower bound, have been adopted to the geometrically linear setting and refined in two of the authors’ Masters’ theses 31, 46 on which we build here. A main difficulty in our setting compared to those works (in addition to the ‘non-locality’ due to the elastic energy in the austenite part discussed above) lies in the treatment of small \( \theta \). As pointed out in [26], such localization techniques are not sufficient to obtain the precise scaling of laminated structures since the logarithmic corrections require a rather precise understanding of the geometry of the set in which the minority variant is active. Here, a careful BD-type slicing argument for almost diagonal slices allows us to combine the techniques from the studies of vectorial models with techniques developed to treat small volume fractions in the scalar valued case. In particular, test functions need to be obtained that reproduce the fine-scale structure of the martensite and have a controlled behavior at the boundaries, see Lemma 3.7 where for example separate test functions on the top and bottom boundaries need to be constructed for \( \theta \geq \mu \) (the parameter range with corner laminates) and \( \theta \leq \mu \) (without corner laminates), and also Lemma 3.11 where the corner logarithm is treated by a test function on the boundary. At the same time the “horizontal” interpolation between different variants needs to be localized in order to capture the optimal power of \( \theta \) (Lemma 3.10).

Analytical results on microstructures for related three-dimensional models based on geometrically lin-
earized elasticity functionals were obtained in [10, 11, 50] for a cubic-to-tetragonal phase transition and in [48] for a cubic-to-orthorhombic transition. In our case, the focus lies on planar austenite/martensite interfaces. Some results that take into account also the volume dependence of the energy of a martensitic inclusion (by penalizing the area of the austenite/martensite interfaces) and the resulting optimal shapes of nuclei (which typically differ significantly from a rectangle) were given in [38] for a two-well potential and in [39, 6] for the cubic-to-tetragonal transition in whole space and domains with generic corners, respectively. We note that these works predict a different scaling behavior. We hope that a more precise understanding of microstructures in a fixed domain as derived here provides also a step towards a better understanding of the full nucleation problem.

1.2 Notation

Throughout the text, we denote by c positive constants that may change from expression to expression, we use $x \lesssim y$ to state that there is $c > 0$ such that $x \leq cy$. We use capitalized letters and $c_i$ with indices $i \in \mathbb{N}$ to denote specific fixed constants that will not be changed throughout the text.

For a measurable set $A \subset \mathbb{R}^d$ with $\mathcal{L}^d(A) \neq 0$ and a function $w \in L^1(A)$, we denote the average by $(w)_A := \mathcal{L}^d(A)^{-1} \int_A w \, d\mathcal{L}^d$.

Energy. Let us first fix a notation for the function space

$$\mathcal{X} := \left\{ u \in W^{1,2}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2) : \partial_i u_j \in BV(\Omega_{2L}) \text{ for } i, j \in \{1, 2\}, \nabla u \in L^2(\mathbb{R}^2, \mathbb{R}^{2 \times 2}) \right\}$$

on which the energy is finite. In the proofs it will be convenient to consider a slightly modified energy functional where the symmetrized gradient in the elastic energy of the austenite part is replaced by the full gradient. This does not change the scaling regimes of the minimal energy due to Korn’s inequality since the constant in Korn’s inequality in $\mathbb{R}^2 \setminus \Omega_{2L}$ can be chosen independently of $L$, i.e., there is a constant $C_K > 0$ independent of $L$ such that

$$\min_{A \in \text{Skew}(2)} \|\nabla u - A\|_{L^2(\mathbb{R}^2 \setminus \Omega_{2L})} \leq C_K \|e(u)\|_{L^2(\mathbb{R}^2 \setminus \Omega_{2L})} \text{ for all } u \in W^{1,2}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2).$$

(1.5)

To see this, we use the decomposition

$$\mathbb{R}^2 \setminus \Omega_{2L} = [(-\infty, 0) \times \mathbb{R}] \cup [\mathbb{R} \times (1, \infty)] \cup [(2L, \infty) \times \mathbb{R}] \cup [\mathbb{R} \times (-\infty, 0)].$$

Each one of the sets on the right-hand side is a half-space, and therefore on each of them, a Korn’s inequality holds with a constant independent of $L$ (see [45]). Further, every set intersects another one on a set of infinite measure. Hence, for any function $u$, the Korn’s inequality in each one of the four parts holds with the same skew symmetric matrix $A$, and therefore, (1.5) holds. We may therefore without changing the qualitative scaling behavior replace the symmetrized gradient in the first term in (1.3) by the full gradient and define

$$I(u) := \mu \int_{\mathbb{R}^2 \setminus \Omega_{2L}} |\nabla u|^2 \, d\mathcal{L}^2 + \int_{\Omega_{2L}} \min \left\{ |e(u) - \theta e_1 \circ e_2|^2, |e(u) + (1 - \theta)e_1 \circ e_2|^2 \right\} \, d\mathcal{L}^2 + \varepsilon |D^2 u|(\Omega_{2L})$$

where

$$e_1 \circ e_2 := (e_1 \circ e_2)_{\text{sym}}.$$  

Sometimes it will be useful to consider the energy only on parts of the domain. For any Borel set $A \subset \mathbb{R}^2$
we define

\[ I_A(u) := \mu \int_{A \setminus \Omega_{2L}} |\nabla u|^2 \, d\mathcal{L}^2 + \int_{A \cap \Omega_{2L}} \min \{ |e(u) - \theta e_1 \otimes e_2|^2, |e(u) + (1-\theta)e_1 \otimes e_2|^2 \} \, d\mathcal{L}^2 + \varepsilon |D^2 u|(A \cap \Omega_{2L}), \]

\[ F_{\text{int}}(u) := I_{\Omega_{2L}}(u) \quad \text{and} \quad F_{\text{ext}}(u) := I_{R^2 \setminus \Omega_{2L}}(u). \]

**The \( H^{1/2} \)-norm.**

It has proven useful to interpret the energetic contribution in the austenite region as a trace norm at the austenite/martensite interface. For \( \rho > 0 \) and \( u_0 \in L^2((0,\rho)) \) we define the \( H^{1/2} \)-seminorm by

\[ [u_0]^2_{H^{1/2}((0,\rho))} := \inf \left\{ \int_{-\infty}^0 \int_0^\rho |\nabla v(x_1, x_2)|^2 \, dx_2 \, dx_1 : v(0, x_2) = u_0(x_2), v \in W^{1,2}_{\text{loc}}((-\infty, 0) \times (0, \rho)) \right\}. \]

The subspace of \( L^2((0,\rho)) \) on which this seminorm is finite is called \( H^{1/2}((0,\rho)) \). We state a variant of Lemma 4.1 from [26].

**Lemma 1.2.** Let \( \omega \subset \subset (0,1) \). Then there is \( c = c(\omega) > 0 \) such that for all \( v \in H^{1/2}((0,1)) \) and \( \psi \in H^{1/2}((0,1)) \cap H^1((0,1)) \) with \( \supp \psi \subset \omega \) one has

\[ \int_0^1 v(t)\psi'(t) \, dt \leq c[v]_{H^{1/2}((0,1))}[\psi]_{H^{1/2}((0,1))}. \]

**Remark.** Lemma 4.1 from [26] incorrectly does not state that \( c \) depends on \( \omega \) (or on \( \supp \psi \)). This is not relevant for the usage in [26], since the test function \( \psi \) can be constructed to be supported in \((1/12, 11/12)\).

**Proof.** If \( \supp v \subset \subset (0,1) \), then the assertion is readily proven by Fourier series,

\[ |\sum_k \hat{\psi}_k|^2 \leq \left( \sum_k |\hat{k}|^2 \right)^{1/2} \left( \sum_k |\hat{k}|^2 \right)^{1/2}. \]

Otherwise, one fixes \( \varphi \in C_c^\infty((0,1)) \) with \( \varphi = 1 \) on \( \omega \), applies the Poincaré estimate for \( H^{1/2} \) to obtain \( \|v - v_0\|_{L^2((0,1))} \leq [v]_{H^{1/2}((0,1))} \) for some \( v_0 \in \mathbb{R} \), and then applies the previous assertion to \( \tilde{v} := \varphi(v - v_0) \) and \( \psi \).

In our proof of the lower bound, we shall use a related estimate given in the next lemma.

**Lemma 1.3.** Let \( \omega \subset \subset \mathbb{R}^2 \) be a bounded Lipschitz set, \( \Psi \in \text{Lip}(\omega) \), \( v \in W^{1,2}(\omega) \). Then

\[ \left| \int_{\partial_\omega} v \partial_\nu \Psi \, d\mathcal{H}^1 \right| \leq \| \nabla \Psi \|_{L^2(\omega)} \| \nabla v \|_{L^2(\omega)}, \]

where \( \partial_\nu \) denotes the tangential derivative and \( v \) is identified with its trace on \( \partial \omega \).

**Proof.** Assume first that \( \Psi \in C^2(\omega) \). We define \( f \in W^{1,2}(\omega; \mathbb{R}^2) \) by \( f := v (\nabla \Psi)^\perp = (-v \partial_2 \Psi, v \partial_1 \Psi) \) and observe that \( \text{div} f = \nabla \Psi \times \nabla v = \partial_2 v \partial_1 \Psi - \partial_1 v \partial_2 \Psi \). Then

\[ \left| \int_{\partial_\omega} v \partial_\nu \Psi \, d\mathcal{H}^1 \right| = \left| \int_{\partial_\omega} f \cdot v \, d\mathcal{H}^1 \right| = \left| \int_\omega \text{div} f \, dx \right| = \left| \int_\omega \nabla \Psi \times \nabla v \, dx \right|. \]
implies the result. In the general case, we choose a sequence of smooth functions \( \Psi_\varepsilon \in C^\infty(\mathbb{R}^2) \) such that 
\[ \| \nabla \Psi_\varepsilon \|_{L^\infty(\omega)} \leq \| \nabla \Psi \|_{L^\infty(\omega)} \],
with \( \Psi_\varepsilon \) converging uniformly and strongly in \( W^{1,2}(\omega) \) to \( \Psi \). Then \( \partial_\varepsilon \Psi_\varepsilon \) converges weakly-* to \( \partial_\varepsilon \Psi \) in \( L^\infty(\partial\omega) \), therefore
\[
\left| \int_{\partial\omega} v \partial_\varepsilon \Psi \, d\mathcal{H}^1 \right| = \lim_{\varepsilon \to 0} \left| \int_{\partial\omega} v \partial_\varepsilon \Psi_\varepsilon \, d\mathcal{H}^1 \right| = \left| \lim_{\varepsilon \to 0} \int_\omega \nabla \Psi_\varepsilon \times \nabla v \, dx \right| = \left| \int_\omega \nabla \Psi \times \nabla v \, dx \right|.
\]

We will moreover use the following variant of Lemma 2 in [21] that has also been used in the proof of Theorem 1 in [52]:

**Lemma 1.4.** There is \( c > 0 \) such that for all \( \rho > 0 \), \( v \in H^{1/2}((0,\rho)) \), \( a \in \mathbb{R} \), and \( b \in \mathbb{R} \) there holds
\[
c\rho^2 |a|^2 \leq |a| \int_0^\rho |v(y) - ay - b| \, dy + [v]^{2}_{H^{1/2}((0,\rho))}.
\]

**BD-type slicing.**

For any \( u : \mathbb{R}^2 \to \mathbb{R}^2 \), \( x_1 \in \mathbb{R} \), and \( \xi \in \mathbb{R}^2 \) with \( \xi_1 \neq 0 \neq \xi_2 \), we define the one-dimensional, scalar-valued function on the slice \( (x_1, 0) + \mathbb{R}\xi \) as
\[
u_\xi(s) := \frac{1}{\xi_1 \xi_2} u((x_1, 0) + s\xi) \cdot \xi.
\]
(1.6)

Notice that this definition is motivated by the characterization of BD via suitable one-dimensional sections as introduced by Ambrosio, Coscia and Dal Maso [11 Proposition 3.2]. For convenience, our definition differs from the one given in the above reference by the prefactor \( \frac{1}{\xi_1 \xi_2} \).

If \( u \in W^{1,2}_{lo} (\mathbb{R}^2, \mathbb{R}^2) \) we have \( \nu_\xi(s) \in W^{1,2}_{lo} (\mathbb{R}) \) for almost every \( x_1 \in \mathbb{R} \), and
\[
u_\xi(s) := \left( \frac{\xi_1}{\xi_2} \partial_1 u_1 + \partial_2 u_1 + \partial_1 u_2 + \frac{\xi_2}{\xi_1} \partial_2 u_2 \right) ((x_1, 0) + s\xi).
\]
(1.7)

Throughout this work we will fix the direction \( \xi := (\frac{\xi_1}{\xi_2}, 1) \) and define for some \( x_1 \in (0, 2L - \xi_1) \) the almost diagonal segment with base point \( (x_1, 0) \) as
\[
\Delta_\xi := \{ (x_1, 0) + s\xi : s \in (0, 1) \}.
\]
(1.8)

With a small abuse of notation we shall write, for \( f : \Delta_\xi \to \mathbb{R} \),
\[
\| f \|^2_{L^2(\Delta_\xi)} := \int_0^1 |f|^2 ((x_1, 0) + s\xi) \, ds,
\]
(1.9)

and the same for \( L^1 \). This definition differs from the usual one, in which one integrates with respect to \( \mathcal{H}^1 \), by a factor of \( \sqrt{17/16} \), which is irrelevant for our argument but would make notation cumbersome.

For any \( a \in \mathbb{R} \), almost every \( x_1 \in (0, 2L - \xi_1) \) and almost every \( s \in (0, 1) \) we compute
\[
|\nu_\xi'(s) - a| = \left| \frac{1}{\xi_1 \xi_2} \sum_{ij} \xi_i \xi_j (e(u) - ae_1 \circ e_2)_{ij} \right| ((x_1, 0) + s\xi)
\]
\[
\leq \frac{|\xi|^2}{|\xi_1 \xi_2|} |e(u) - ae_1 \circ e_2| ((x_1, 0) + s\xi) \leq 5 |e(u) - ae_1 \circ e_2| ((x_1, 0) + s\xi)
\]
(1.10)

where in the last step we used the specific choice \( \xi = (1/4, 1) \). This implies in particular
\[
\min \left\{ |\nu_\xi'(s) - \theta|^2, |\nu_\xi'(s) + (1 - \theta)|^2 \right\} (s) \leq 25 \min \left\{ |e(u) - \theta e_1 \circ e_2|^2, |e(u) + (1 - \theta) e_1 \circ e_2|^2 \right\} ((x_1, 0) + s\xi).
\]
(1.11)

We remark that vertical slices cannot be used to obtain similar estimates, since \( \partial_2 u_2 \) does not distinguish between the two variants and \( \partial_2 u_1 \) cannot be controlled without an independent estimate on \( \partial_1 u_2 \).
2 Upper bound

In this section we will prove the upper bound, i.e., the second inequality in Theorem 1.1. For that, we provide explicit constructions for the different energy scaling regimes in Subsection 2.1. In Subsection 2.2 we give an overview over typical parameter ranges to illustrate that indeed all scalings are attained.

2.1 Explicit constructions

Let us point out that all our constructions will be scalar valued. We define for every $u \in W^{1,2}_{\text{loc}}(\mathbb{R}^2, \mathbb{R})$ with $\nabla u \in BV(\Omega, \mathbb{R}^2)$

$$E(u) := I((u,0)) \leq \int_{\Omega_{2L}} \min \{|\nabla u - \theta e_2|^2, |\nabla u + (1-\theta) e_2|^2\} \, d\mathcal{L}^2 + \mu \int_{\partial \Omega_{2L}} |\nabla u|^2 \, d\mathcal{L}^2 + \varepsilon |D^2 u|(\Omega_{2L})$$

and correspondingly $E_A(u) := I_A((u,0))$, $E_{\text{int}}$, and $E_{\text{ext}}$. Some of the test functions we consider below are taken from the literature, some constructions have to be modified, and some are new. We shall use only constructions that are symmetric with respect to the axis $x_1 = L$, working explicitly in $(-\infty, L] \times \mathbb{R}$ and then extending each construction by symmetry. This introduces an additional term $|D^2 u|(\{L\} \times (0,1))$. In some cases, it vanishes (constant, affine, linear interpolation). In the other cases, we use that the relevant gradients are bounded, and hence the term $\varepsilon |D^2 u|(\{L\} \times (0,1))$ is bounded by $\varepsilon$. Then this term can be incorporated in the regimes using $\varepsilon \leq \mu \theta^2$, see the proof of Theorem 2.7. We will therefore not explicitly mention this term in the discussion of the constructions below. We shall use the following short-hand notation: For $a < b$, we set

$$\iota_{a,b} : [a,b] \to \mathbb{R}, \quad \iota_{a,b}(t) := \frac{t-a}{b-a},$$

i.e., $\iota_{a,b}$ is the affine function with $\iota_{a,b}(a) = 0$, $\iota_{a,b}(b) = 1$.

We start with auxiliary lemmata to estimate the energy contribution from $\mathbb{R}^2 \setminus \Omega_{2L}$.

Lemma 2.1. Let $\bar{L} \in [1/2, \infty)$, $1 \leq \alpha < \beta \leq \bar{L}$. Then there exists $u_{\alpha,\beta}\bar{L} \in W^{1,2}_{\text{loc}}((-\infty, \bar{L}] \times \mathbb{R}) \cap C^0((-\infty, \bar{L}] \times \mathbb{R}) \setminus \Omega_{\bar{L}})$ such that

(i) on the lower boundary $u_{\alpha,\beta}\bar{L}(x_1,0) = 0$ for all $x_1 \in [0,\bar{L}]$;

(ii) on the upper boundary

$$u_{\alpha,\beta}\bar{L}(x_1,1) = \begin{cases} 0, & \text{if } x_1 \in [0,\alpha], \\ \iota_{\alpha,\beta}(x_1), & \text{if } x_1 \in (\alpha,\beta], \\ \theta, & \text{if } x_1 \in (\beta,\bar{L}]. \end{cases}$$

(iii) on the interface $u_{\alpha,\beta}\bar{L}(0,x_2) = 0$ for all $x_2 \in [0,1]$;

(iv) and there is a constant $c > 0$ independent of $\alpha$, $\beta$, $\bar{L}$ and $\theta$ such that

$$\int_{\mathbb{R}^2 \setminus \Omega_{2L}} |\nabla u_{\alpha,\beta}\bar{L}|^2 \, d\mathcal{L}^2 \leq c \theta^2 \left( \ln \left( 3 + \frac{\bar{L}}{\alpha} \right) + \frac{\beta + \alpha}{\beta - \alpha} \right).$$

Proof. We use polar coordinates, denoting by $\phi(x) \in (0,2\pi)$ and $r(x) \in [0,\infty)$ the coordinates of $x = (x_1,x_2) \in \mathbb{R}^2 \setminus ((0,\infty) \times \{0\})$ so that

$$x_1 = r(x) \cos(\phi(x)), \quad x_2 = r(x) \sin(\phi(x)).$$
We define \( \hat{f}_{\alpha, \beta} : (0, 2\pi) \times [0, \infty) \rightarrow \mathbb{R} \) by

\[
\hat{f}_{\alpha, \beta}(\phi, r) := \begin{cases} 
0, & \text{if } r \in [0, \alpha), \\
(1 - \frac{\phi}{\pi}) r \alpha, & \text{if } r \in (\alpha, \beta], \\
(1 - \frac{\phi}{\pi}) r \beta, & \text{if } r \in (\beta, L], \\
\frac{L^2}{\pi^2} (1 - \frac{\phi}{\pi}) r \beta, & \text{if } r \in (L, \infty), 
\end{cases}
\]

and consider the transformation \( T : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) given by

\[
T(x_1, x_2) := \begin{cases} 
(x_1, x_2), & \text{if } x_2 \leq 0, \\
(x_1, 0), & \text{if } 0 < x_2 \leq 1, \\
(x_1, x_2 - 1), & \text{if } x_2 > 1.
\end{cases}
\]

We set for \( x \in ((-\infty, \bar{L}] \times \mathbb{R}) \setminus \Omega_{2L} \)

\[
u_{\alpha, \beta, L}(x) := \hat{f}_{\alpha, \beta}(\phi(T(x)), r(T(x))).
\]

Note that for \( x_1 > 0 \) and \( x_2 \not\geq 1, \) we have \( r(T(x_1, x_2)) \rightarrow x_1, \) and \( \phi(T(x_1, x_2)) \not\rightarrow 0. \) Similarly, for \( x_1 > 0 \) and \( x_2 \not\leq 0, \) we have \( r(T(x_1, x_2)) \rightarrow x_1 \) and \( \phi(T(x_1, x_2)) \rightarrow 2\pi. \) Finally, for \( x_2 \in (0, 1) \) and \( x_1 \not\leq 0, \) we have \( r(T(x_1, x_2)) \rightarrow 0. \) Therefore \( \nu_{\alpha, \beta, L} \) has a continuous extension to \( ((-\infty, \bar{L}] \times \mathbb{R}) \setminus \Omega_L \) and it satisfies (i), (ii) and (iii). It remains to verify (iv). From the definition of \( T \) we obtain, with \( f_{\alpha, \beta}(x) := \hat{f}(\phi(x), r(x)), \)

\[
\|\nabla \nu_{\alpha, \beta, L}\|_{L^2(((-\infty, \bar{L}] \times \mathbb{R}) \setminus \Omega_L)}^2 = \|\nabla f_{\alpha, \beta}\|_{L^2(0, L) \setminus ([0, L] \times \{0\})}^2 + \|\partial_1 f_{\alpha, \beta}(\cdot, 0)\|_{L^2((-\infty, 0])}^2
\]

where \( \partial_1 \) refers to the usual derivative in direction \( e_1. \) Using polar coordinates we compute

\[
\|\nabla f_{\alpha, \beta}\|_{L^2(0, L) \setminus ([0, L] \times \{0\})}^2 = \int_0^L \int_0^{2\pi} \left( \frac{1}{r^2} |\partial_\phi \hat{f}_{\alpha, \beta}|^2 + r |\partial_r \hat{f}_{\alpha, \beta}|^2 \right) d\phi \, dr \leq c \theta^2 \left( \int_0^L \frac{1}{r} \, dr + \int_0^\beta \frac{r}{(\beta - \alpha)^2} \, dr \right)
\]

and

\[
\|\nabla f_{\alpha, \beta}\|_{L^2((-\infty, \bar{L}] \times \mathbb{R}) \setminus \Omega_L(0))}^2 \leq \int_0^L \int_0^{2\pi} \left( \frac{1}{r} |\partial_\phi \hat{f}_{\alpha, \beta}|^2 + r |\partial_r \hat{f}_{\alpha, \beta}|^2 \right) d\phi \, dr \leq c \theta^2 \int_0^\bar{L} \frac{L}{r^2} \, dr = c \theta^2.
\]

We also estimate,

\[
\|\partial_1 f_{\alpha, \beta}(\cdot, 0)\|_{L^2((-\infty, 0])}^2 = \frac{\theta^2}{4} \int_0^\beta \frac{1}{(\beta - \alpha)^2} \, dx + \frac{\theta^2}{16} \int_0^\bar{L} \frac{L}{x_1} \, dx = \frac{\theta^2}{(\beta - \alpha)} \leq \frac{\theta^2}{(\beta - \alpha)}.
\]

Recalling that \( \alpha \geq 1, \) we conclude

\[
\|\nabla \nu_{\alpha, \beta, L}\|_{L^2(((-\infty, \bar{L}] \times \mathbb{R}) \setminus ([0, L] \times \{0, 1\}))}^2 \leq c \theta^2 \left( \ln \left( \frac{L}{\alpha} + \frac{\beta + \alpha}{\beta - \alpha} \right) \right).
\]

\[\square\]

**Remark 2.2.** We will often use that the upper bound in Lemma 2.1(iv) is monotonically increasing in \( \bar{L} \) and decreasing in \( \beta. \)
The following lemma has been used in [26] without being explicitly stated. We refer to Fig. 1 for a sketch.

Lemma 2.3. Let $N \in \mathbb{N}$, $N \geq 1$, $h \in (0, \frac{1}{2}]$, $\theta \in [0, \frac{1}{2}]$. Then there exists $v_{N,h} \in W_{\text{loc}}^{1,2}((-\infty, 0) \times (0, 1)) \cap C^0((-\infty, 0) \times [0, 1])$ such that

(i) $v_{N,h}(x_1, x_2) = v_{N,h}(x_1, x_2 + \frac{1}{N})$ for all $x_2 \in [0, 1 - \frac{1}{N}]$ and all $x_1 \in (-\infty, 0]$;

(ii) for $x_1 = 0$ we have

$$v_{N,h}(0, x_2) = \begin{cases} \theta x_2, & \text{if } x_2 \in [0, \frac{1}{N}], \\ \theta \frac{1-h}{N} (x_2), & \text{if } x_2 \in (\frac{1}{N}, \frac{1}{N}] \\ \end{cases}$$

(iii) for all $x_1 \in (-\infty, 0]$, we have $v_{N,h}(x_1, 0) = v_{N,h}(x_1, 1) = 0$;

(iv) for all $x_1 \in (-\infty, -\frac{1}{N}]$ and all $x_2$, we have $v_{N,h}(x_1, x_2) = 0$;

(v) and there exists $c > 0$ independent of $N$, $\theta$ and $h$ such that

$$\int_{(-\infty, 0) \times (0, 1)} |\nabla v_{N,h}|^2 \, d\mathcal{L}^2 \leq \frac{c}{N} \theta^2 \ln \left(3 + \frac{1}{h}\right).$$

Proof. We write $v$ for $v_{N,h}$ and set

$$v(x) := \begin{cases} 0, & \text{if } x \in A := (-\infty, -\frac{1}{N}] \times [0, \frac{1}{N}], \\ \theta x_2, & \text{if } x \in B := \{ x_1 \in (-\frac{1}{N}, 0], 0 \leq x_2 \leq (1-h)(x_1 + \frac{1}{N}) \}, \\ \frac{1-Nx_2}{N(1-h)(N+1)}(1-h)(x_1+\frac{1}{N}), & \text{if } x \in C := \{ x_1 \in (-\frac{1}{N}, 0], (1-h)(x_1+\frac{1}{N}) < x_2 < \frac{1}{N} \}, \end{cases}$$

and extend it periodically in $x_2$ to $(-\infty, 0] \times [0, 1]$ as stated in (i) (see Fig. 1). One easily checks that $v$ is continuous and satisfies (ii), (iii) and (iv). To show (v), we first work in $(-\frac{1}{N}, 0] \times [0, \frac{1}{N}) = B \cup C$. In region $C$ we have $(1-h)(N+1) \leq x_2 < 1$, and therefore $0 < 1 - x_2 \leq h - (1-h)N x_1$, so that

$$|\nabla v|(x) \leq \theta (1-h) \left( \frac{2}{h - (1-h)N x_1} + \frac{1-Nx_2}{h - (1-h)N x_1} \right) \leq \frac{3\theta (1-h)}{h - (1-h)N x_1}$$

for all $x \in C$.

Since $|\nabla v| = \theta$ in $B$ we obtain

$$\int_{-1/N}^{0} \int_{0}^{1/N} |\nabla v|^2 \, dx_2 \, dx_1 \leq \frac{\theta^2}{N^2} + 9\theta^2 \int_{-1/N}^{0} \int_{(1-h)(x_1+\frac{1}{N})}^{1/N} \frac{(1-h)^2}{h - (1-h)N x_1} \, dx_2 \, dx_1 \leq \frac{\theta^2}{N^2} + \frac{9\theta^2}{N} \ln \frac{1}{h} \leq c \frac{\theta^2}{N} \ln \left(3 + \frac{1}{h}\right).$$

By periodicity the proof is concluded. 

\[\square\]
We now recall the basic branching construction from [26], which refines the one in [43] (see Fig. 2).

**Lemma 2.4.** Suppose that $\theta \in (0, 1/2]$, $N \in \mathbb{N}$, $N \geq 1$, $h \in [\theta, 1]$, $\ell \in [\theta, \infty)$. Then there exists $u := u_{h,\ell,N} \in W^{1,\infty}((0,\ell) \times (1 - \frac{h}{N}, 1)) \cap C^0([0,\ell] \times [1 - \frac{h}{N}, 1])$ with the following properties:

(i) $u(0, x_2) = \frac{\theta}{\ell}(1 - h)(1 - x_2)$ for all $x_2 \in [1 - \frac{h}{N}, 1]$;

(ii) $u(\ell, x_2) = \begin{cases} \theta x_2 - \theta(1 - \frac{1}{N}), & \text{if } x_2 \in [1 - \frac{h}{N}, 1 - \frac{\theta}{N}], \\ (1 - \theta)(1 - x_2), & \text{if } x_2 \in (1 - \frac{\theta}{N}, 1]; \end{cases}$

(iii) $u(x_1, 1 - \frac{h}{N}) = \frac{1}{N}\theta(1 - h)$ for all $x_1 \in [0, \ell]$;

(iv) $u(x_1, 1) = 0$ for all $x_1 \in [0, \ell]$;

(v) $|D^2 u|((0, \ell) \times (1 - \frac{h}{N}, 1)) \leq c(\ell + \frac{h}{N})$ and $\|\nabla u\|_{L^\infty} \leq c$;

(vi) $\int_{(0,\ell) \times (1 - \frac{h}{N}, 1)} (\partial_1 u)^2 + \min \{|(\partial_2 u - \theta)^2, (\partial_2 u + 1 - \theta)^2\} \, d\mathcal{L}^2 \leq c \frac{\theta^2 h}{N^3 \ell} + \frac{c}{N} \frac{\partial_2^2 u}{\ell^2}.$

**Proof.** One can use the finite branching construction given in [26] building on Lemma [26, Lemma 5.2] and truncation parameter $I \in \mathbb{N}$ such that $(3/2)^I \sim \ell/\theta$. The estimates then follow from the considerations in the proof of [26, Proposition 6.1].

For the convenience of the reader we sketch the main steps of the construction, referring to Figure 2 for an illustration. For $i \in \mathbb{N}$ we set $h_i := 2^{-i}h/N$, $\theta_i := 2^{-i}\theta/N$, $\ell_i := 3^{-i}\ell$, and let $k$ be the largest integer such that $\theta_k \leq \ell_k$. For $0 \leq i \leq k$, the function $x_2 \mapsto \partial_2 u(\ell_i, x_2)$ is $h_i$-periodic, with $\partial_2 u(\ell_i, x_2) = \theta$ for $x_2 \in (1 - h_i, 1 - \theta_i)$ and $\partial_2 u(\ell_i, x_2) = -\theta$ for $x_2 \in (1 - \theta_i, 1)$. In $(\ell_{i+1}, \ell_i) \times (1 - \frac{h}{N}, 1)$, $0 \leq i < k$, the function $x_2 \mapsto u(x_1, x_2) - \frac{1}{N}(1 - h)(1 - x_2)$ is $h_i$-periodic in the $x_2$ direction, $u$ obeys (iii) and (iv), and is defined interpolating the boundary values as sketched in Figure 2. By construction $\partial_2 u \in \{0, \theta - 1\}$ almost everywhere in this set. One checks that $|\partial_2 u| \leq c\theta_i/\ell_i$, leading to $|D^2 u|((\ell_{i+1}, \ell_i) \times (1 - \frac{h}{N}, 1)) \leq c^2 \ell_i + c^2 \frac{h\theta_i}{\ell_i}$ and $\|\nabla u\|_{L^2((\ell_{i+1}, \ell_i) \times (1 - \frac{h}{N}, 1))} \leq c(\frac{h}{N})^2 \ell_i \frac{h}{N}$. Summing the two geometric series, this leads to the bounds in (v) and (vi) on $(\ell_k, \ell) \times (1 - \frac{h}{N}, 1)$. In $(0, \ell_k) \times (1 - \frac{h}{N}, 1)$ we use an affine interpolation. The condition $\theta_k \leq \ell_k$ gives $|\nabla u| \leq c$ in this region, so that the elastic energy is bounded by $c\frac{h}{N}\ell_k$. Since $\ell_{k+1} < \theta_{k+1}$ we have $\ell \leq \frac{\theta}{N}(\frac{3}{2})^{k+1} \leq 2^k \frac{3^{3/2}}{N}$, which implies $\ell_k \ell \leq 4\frac{\theta^2}{N}$ and hence (v). In turn, $|D^2 u|((0, \ell_k) \times (1 - \frac{h}{N}, 1)) \leq c(2^k h + \frac{h}{N}) \leq c(\ell + \frac{h}{N})$. This concludes the proof. \[\square\]
Figure 3: Sketch of the three regimes from Proposition 2.6. Only the left half of the martensite, in \( \Omega_L \), is plotted, for parameters for which the \( \varepsilon L \) term is not relevant. Left: branching construction from Prop. 2.6(a). Middle: laminate from Prop. 2.6(b). Right: two-scale branching from Prop. 2.6(c).

Finally, we shall frequently use a function that interpolates between a single laminate and an affine function.

Lemma 2.5. Let \( \theta \in (0, 1/2] \) and \( \tilde{\beta} > 0 \). There exists a function \( \tilde{v}_{\tilde{\beta}} = \tilde{v} \in C^0([0, \tilde{\beta}] \times [0, \theta]) \) such that

(i) \( \tilde{v}(0, x_2) = (-1 + \theta)x_2 \) and \( \tilde{v}(\tilde{\beta}, x_2) = \theta x_2 \) for all \( x_2 \in [0, \theta] \);

(ii) \( \tilde{v}(x_1, 0) = 0 \) for all \( x_1 \in [0, \tilde{\beta}] \);

(iii) \( \tilde{v}(x_1, \theta) = \theta \iota_{0, \tilde{\beta}}(x_1) + \theta(-1 + \theta) \), with \( \iota_{0, \tilde{\beta}} \) as in (2.1);

(iv) \( \|\nabla \tilde{v}\|_{L^\infty} \leq 1 + \frac{\theta}{\tilde{\beta}} \) and the energy is estimated by

\[
\int_{(0, \tilde{\beta}) \times (0, \theta)} \min \left\{ |\nabla \tilde{v} - \theta e_2|^2, |\nabla \tilde{v} + (1 - \theta)e_2|^2 \right\} \, dL^2 + \varepsilon|D^2\tilde{v}|((0, \tilde{\beta}) \times (0, \theta)) \leq c \left( \frac{\theta^2}{\tilde{\beta}} + \varepsilon \left( \tilde{\beta} + \frac{\theta^2}{\tilde{\beta}} \right) \right).
\]

Proof. The standard interpolation

\[
\tilde{v}(x) := \begin{cases} \theta x_2, & \text{if } x_2 \leq \frac{\theta}{\tilde{\beta}} x_1, \\ -(1 - \theta)x_2 + \frac{\theta}{\tilde{\beta}} x_1, & \text{if } x_2 > \frac{\theta}{\tilde{\beta}} x_1 \end{cases}
\]  

(2.2)
satisfies all required properties. We simplified the estimate using \( \theta \leq \tilde{\beta} + \frac{\theta^2}{\tilde{\beta}} \).

We shall now provide the proof of the upper bound in Theorem 1.1. We proceed in two steps: In the first step, we adapt a result from the literature (Proposition 2.6), and in the second step, we provide test functions for the remaining regimes (Theorem 2.7).

Proposition 2.6 (Upper bound: constructions from the literature). There exists \( c > 0 \) such that for all \( \mu > 0, \varepsilon > 0, \theta \in (0, 1/2], \) and \( L \geq 1/2 \) there holds

\[
\min_u E(u) \leq c \min \left\{ \varepsilon^{2/3}\theta^{2/3}L^{1/3} + \varepsilon L, \mu^{1/2}\varepsilon^{1/2}\theta L^{1/2}(\ln(3 + \frac{1}{\theta}))^{1/2} + \varepsilon L, \mu^{1/2}\varepsilon^{1/2}\theta L^{1/2}(\ln(3 + \frac{\varepsilon}{\mu^3\theta^3L}))^{1/2} + \varepsilon L \right\}.
\]

Proof. The assertion follows from the proof of [26, Proposition 5.1], checking carefully that the differences between the two functionals are not relevant. For clarity we provide a short self-contained argument, based on Lemma 2.3 and Lemma 2.4 (both taken from [26]). The three constructions are illustrated in Figure 3.
Figure 4: Left: Sketch of the affine regime (see proof of Theorem 2.7(ii)). The martensite in $\Omega_{2L}$ has an affine deformation $u = \theta x_2$; in the austenite the field lines of $\nabla u$ are sketched. As usual, we only plot the region with $x_1 \leq L$. Right: Sketch of the linear interpolation regime (see proof of Theorem 2.7(iii)). The martensite has $u = \theta x_2$ only for $x_1 \in [2\mu, L]$, it has $u = 0$ for $x_1 \in [0, \mu]$, and the affine interpolation in between. Correspondingly the field lines start at $x_1 = \mu$. This construction is relevant for $\mu \gg 1$, for simplicity $\mu = 1.4$ is plotted.

(a) Let $N \geq 1$, $h := 1$, $\ell := L$, and let $u \in C^0([0, L] \times [1 - \frac{1}{N}, 1])$ be as in Lemma 2.4 extended periodically in $x_2$ to $[0, L] \times [0, 1]$, symmetrically for $x_1 \in (L, 2L]$ and then by zero outside $\Omega_{2L}$. We have

$$E(u) \leq cN\varepsilon L + c\frac{\theta^2}{N^2L^{1/3}} + \varepsilon.$$

Choosing $N$ to be the smallest integer above $\theta^{2/3} \varepsilon^{-1/3} L^{-2/3}$, we obtain

$$E(u) \leq c(\varepsilon^{2/3} \theta^{2/3}) L^{1/3} + \varepsilon L.$$

(b) Let $N \geq 1$, $h := \theta$, and let $v_{N, \theta}$ be as in Lemma 2.3. We extend it setting $v_{N, \theta}(x) = v_{N, \theta}(0, x_2)$ for $x_1 \in (0, L]$, symmetrically for $x_1 \geq L$, and by zero on $\mathbb{R} \times (\mathbb{R} \setminus [0, 1])$. By Lemma 2.3(ii) we have $\partial_1 v_{N, \theta} = 0$ and $\partial_2 v_{N, \theta} \in \left\{\theta, \theta - 1\right\}$ in $\Omega_{2L}$, so that $I_{\Omega_{2L}}(v_{N, \theta}) \leq 4N\varepsilon L$. By Lemma 2.3(v),

$$E(v_{N, \theta}) \leq c\mu\theta^2 N^{-1} \ln(3 + \frac{1}{\theta^2}) + cN\varepsilon L.$$

Choosing $N$ as the smallest integer above $(\varepsilon^{-1} L^{-1/2} \mu \theta^2 \ln(3 + \frac{1}{\theta^2}))^{1/2}$, we obtain

$$E(v_{N, \theta}) \leq c(\mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{1}{\theta^2}))^{1/2} + \varepsilon L.$$

(c) It remains to show that $I^*(c) \leq \frac{1}{c} \left(\mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{1}{\theta^2})^{1/2} + \varepsilon L\right)$. If $\mu^{1/2} \varepsilon^{-1/2} \theta L^{1/2} \leq \theta$, this follows from (b). Otherwise, we fix again $N \geq 1$, $h \in [\theta, 1]$, $\ell := \hat{L}$ and use Lemma 2.4 and Lemma 2.3 to obtain a function $u$ with

$$E(u) \leq c\mu\theta^2 N^{-1} \ln(3 + \frac{1}{h^2}) + cN\varepsilon L + c\frac{\theta^2 h}{N^2L} + \varepsilon,$$

where we used that $\ln(3 + \frac{1}{h^2}) \leq \ln(3 + \frac{1}{\theta^2})$ since $h \leq 1$. We choose $h := \min\{1, \mu L(\mu\theta^2/(\varepsilon L))^{1/2}\} = \min\{1, \mu^{1/2} \varepsilon^{-1/2} \theta L^{1/2}\} \in [\theta, 1]$ and $N$ to be the smallest integer above $(\mu\theta^2 \ln(3 + \frac{1}{\theta^2}))^{1/2}$. Using $h \leq \mu^{1/2} \varepsilon^{-1/2} \theta L^{1/2}$ and $\ln(3 + \frac{1}{\theta^2}) \geq 1$, the proof is concluded.

\[\square\]

**Theorem 2.7** (Upper bound: conclusion). There is a constant $c > 0$ such that for all $\mu > 0$, $\varepsilon > 0$, $\theta \in (0, 1/2)$, and $L \geq 1/2$

$$\min \mathcal{J}(u) \leq cI(\mu, \varepsilon, \theta, L),$$

where $I(\mu, \varepsilon, \theta, L)$ is given in Theorem 1.1.
Proof. By the estimate \(|e(u)| \leq |\nabla u|\), it suffices to show an upper bound for \(I\), which in turn follows from an upper bound for \(E\). We provide test functions for the respective regimes separately. Some constructions are used for several test functions. We will describe them in detail the first time we use them and refer to the arguments in the path of the proof.

(0) Branching, laminate, two-scale branching: By Proposition 2.6 we have

\[
\min_u E(u) \leq c \min \left\{ \varepsilon^{2/3} \theta^{2/3} L^{1/3} + \varepsilon L, \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} (\ln(3 + \frac{1}{\theta^2})))^{1/2} + \varepsilon L, \right. \\
\left. \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} (\ln(3 + \frac{\varepsilon}{\mu^{1/2} \theta^2}))^{1/2} + \varepsilon L \right\}.
\]

(i) Constant: Set \(u^{(1)} := 0\) in \(\mathbb{R}^2\). This shows \(\min_u E(u) \leq E(u^{(1)}) \leq 2 \theta^2 L\).

(ii) Affine: We aim to show that \(\min_u E(u) \leq c \mu \theta^2 \ln(3 + L)\). Choose \(L := L + 2\), \(\beta := 2\) and \(\alpha := 1\). We note that the assumptions of Lemma 2.1 are satisfied, and we shall use the function \(u_{\alpha, \beta, L}\). Precisely, we set

\[
\begin{align*}
u^{(2)}(x) := & \begin{cases}
\theta x_2, & \text{if } x \in \Omega_L, \\
u_{1, 2, L + 2}(x_1 + 2, x_2), & \text{if } x \in ((-\infty, L] \times \mathbb{R}) \setminus ((-2, L] \times (0, 1)), \\
0, & \text{if } x \in (-2, -1] \times (0, 1), \\
(1 + x_1) \theta x_2, & \text{if } x \in (-1, 0] \times (0, 1), \\
u^{(2)}(2L - x_1, x_2), & \text{if } x_1 > L
\end{cases}
\end{align*}
\]

see Fig. 1 left panel. We obtain, by Lemma 2.1 (using that \(\frac{\beta + \alpha}{\beta - \alpha} = 3 \leq c \ln(3 + L)\)) and an explicit computation in \((-1, 0) \times (0, 1)\),

\[
\min_u E(u) \leq E(u^{(2)}) = E^{\text{ext}}(u^{(2)}) \leq c \mu \theta^2 \ln(3 + L).
\]

(iii) Linear interpolation: We aim to show that \(\min_u E(u) \leq c \left( \mu \theta^2 \ln(3 + L/\mu) + \varepsilon \theta \right)\).

We distinguish some cases.

a) If \(\mu \leq 1\), this holds by (ii).

b) If \(\mu \geq L/3\), this holds by (i).

c) If \(\mu \in (1, L/3)\), we choose \(\alpha := \mu\), \(\beta := 2\mu\) and \(\bar{T} := L\). Note that these choices are admissible for Lemma 2.1 since \(\alpha = \mu > 1\) and \(L \geq 3\mu \geq \beta\). We set (with \(\iota\) as defined in (2.1))

\[
\begin{align*}
u^{(3)}(x) := & \begin{cases}
0, & \text{if } x \in [0, \mu] \times [0, 1], \\
u_{\mu, 2\mu}(x_1) \theta x_2, & \text{if } x \in (\mu, 2\mu] \times [0, 1], \\
\theta x_2, & \text{if } x \in (2\mu, L] \times [0, 1], \\
u_{\mu, 2\mu}(x_1), & \text{if } x \in ((-\infty, L] \times \mathbb{R}) \setminus \Omega_L, \\
u^{(3)}(2L - x_1, x_2), & \text{if } x_1 > L
\end{cases}
\end{align*}
\]

see Fig. 1 right panel. Then \(E^{\text{ext}}(u^{(3)}) \leq c \mu \theta^2 \ln(3 + \frac{\lambda}{\mu})\) by Lemma 2.1 and hence by an explicit computation in \(\Omega_L\) using that \(\mu < 1\)

\[
E(u^{(3)}) \leq c \left( \mu \theta^2 \ln \left(3 + \frac{L}{\mu}\right) + \varepsilon \theta + \frac{\varepsilon \theta}{\mu} + \mu \theta^2 \right) \leq c \left( \mu \theta^2 \ln \left(3 + \frac{L}{\mu}\right) + \varepsilon \theta \right).
\]

(iv) Next we aim to show an auxiliary result, namely that

\[
\min_u E(u) \leq c \left( \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) + \mu \theta^2 \ln(3 + \frac{1}{\theta^2}) + \varepsilon^{1/2} \theta^{1/2} \right). \quad (2.3)
\]
This bound is not needed for the proof of the theorem, but it introduces a new construction method that will be used for cases (v) and (vi) below. The idea behind the construction is a single laminate close to the left and right boundaries of the nucleus, interpolated to an affine function deep in the bulk. Related estimates play also a role in the proof of the lower bound, see e.g. the assumptions of Proposition 3.3.

We distinguish three cases:

a) If $\mu \theta^2 \varepsilon^{-1} \leq 1$, then (2.3) follows from (ii).

b) If $\mu \theta^2 \varepsilon^{-1} \geq L$, we use the function $v_{1,\theta}$ from Lemma 2.3 with $N = 1$ and $h = \theta$, and set

$$u^{(4)}(x) := \begin{cases} 
\theta x_2, & \text{if } x \in [0, L] \times [0, 1 - \theta], \\
(1 - \theta)(1 - x_2), & \text{if } x \in [0, L] \times (1 - \theta, 1], \\
v_{1,\theta}(x), & \text{if } x \in (-\infty, 0) \times [0, 1], \\
0, & \text{if } x \in (1, L) \times (\mathbb{R} \setminus [0, 1]), \\
u^{(4)}(2L - x_1, x_2), & \text{if } x_1 > L.
\end{cases}$$

Then by Lemma 2.3

$$E(u^{(4)}) \leq c \left( \mu \theta^2 \ln(3 + \frac{1}{\theta}) + \varepsilon L \right) \leq c \mu \theta^2 \ln(3 + \frac{1}{\theta^2})$$

which concludes the proof of (2.3).

c) If $\mu \theta^2 \varepsilon^{-1} \in (1, L)$, we use $v_{1,\theta}$ as above and Lemma 2.1 with $\alpha := \mu \theta^2 \varepsilon^{-1}$, $\beta := \alpha + \tilde{\beta}$ with $\tilde{\beta} \geq \alpha$ chosen below, and $L := \max\{L + 1, \beta + 1\}$. Precisely, we set with $\tilde{\beta}$ from Lemma 2.5 and $v_{1,\theta}$ from Lemma 2.3

$$U^{(4)}(x) := \begin{cases} 
\theta x_2, & \text{if } x \in [0, L] \times [0, 1 - \theta], \\
(1 - \theta)(1 - x_2), & \text{if } x \in [0, L] \times (1 - \theta, 1], \\
v_{1,\theta}(x), & \text{if } x \in (-\infty, 0) \times [0, 1], \\
v_{\alpha + 1, \beta + 1, L}(x_1 + 1, x_2), & \text{if } x \in ((-\infty, L] \times \mathbb{R}) \setminus ((-1, L] \times [0, 1]), \\
u^{(4)}(2L - x_1, x_2), & \text{if } x_1 > L.
\end{cases}$$

One readily checks that $U^{(4)}$ is continuous. By Lemma 2.1 and Lemma 2.3 we have

$$E^{\text{ext}}(U^{(4)}) \leq c \mu \theta^2 \left( \ln \left( 3 + \frac{L + \alpha + \tilde{\beta} + 1}{\alpha} \right) + \frac{\beta + \alpha}{\beta - \alpha} + \ln(3 + \frac{1}{\theta^2}) \right).$$

Altogether, we obtain using Lemma 2.5 and $\beta \geq 2\alpha$

$$E(U^{(4)}) \leq c \left( \frac{\theta^4}{\beta} + \varepsilon \tilde{\beta} + \frac{\varepsilon \theta^2}{\beta} \right) + c \mu \theta^2 \ln \left( 3 + \frac{L + \alpha}{\alpha} + \frac{\tilde{\beta}}{\alpha} \right) + c \mu \theta^2 \ln(3 + \frac{1}{\theta^2}) + \varepsilon$$

$$\leq c \left( \frac{\theta^4}{\beta} + \varepsilon \tilde{\beta} \right) + c \mu \theta^2 \ln \left( 3 + \frac{\varepsilon L}{\mu \theta^2} + \frac{\tilde{\beta}}{\alpha} \right) + c \mu \theta^2 \ln(3 + \frac{1}{\theta^2})$$

where in the second step we used that $\tilde{\beta} \geq 1$ implies $\varepsilon \theta^2 / \tilde{\beta} \leq \varepsilon \tilde{\beta}$, and the assumption $\varepsilon \leq \mu \theta^2$. At this point we distinguish two further subcases. If $\mu \theta^2 \leq \varepsilon^{1/2} \theta^{3/2}$ then we set $\tilde{\beta} := \varepsilon^{-1/2} \theta^{3/2} \geq \mu \theta^2 \varepsilon^{-1} = \alpha$ and obtain

$$E(U^{(4)}) \leq c \left( \varepsilon^{1/2} \theta^{3/2} + \mu \theta^2 \ln \left( 3 + \frac{\varepsilon L}{\mu \theta^2} + \frac{\varepsilon^{1/2} \theta^{3/2}}{\mu \theta^2} \right) \right) + c \mu \theta^2 \ln(3 + \frac{1}{\theta^2}).$$
We treat the first logarithm using \(\ln(3 + x + y) \leq \ln(3 + x) + \ln(1 + y) \leq \ln(3 + x) + y\) for \(x, y \geq 0\), leading to
\[
E(U^{(4)}) \leq c \left( \varepsilon^{1/2} \theta^{3/2} + \mu \theta^2 \ln \left( 3 + \frac{\varepsilon L}{\mu \theta^2} \right) \right) + c \mu \theta^2 \ln(3 + \frac{1}{\theta^2}),
\]
which concludes the proof of (2.3). If instead \(\mu \theta^2 > \varepsilon^{1/2} \theta^{3/2}\) then we set \(\tilde{\theta} := \alpha \geq \varepsilon^{-1/2} \theta^{3/2}\) and obtain
\[
E(U^{(4)}) \leq c \left( \varepsilon^{1/2} \theta^{3/2} + \mu \theta^2 \ln \left( 3 + \frac{\varepsilon L}{\mu \theta^2} \right) \right) + c \mu \theta^2 \ln(3 + \frac{1}{\theta^2}).
\]

(v) Single truncated branching: We aim to show that \(\min_u E(u) \leq c \left( \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) + \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu \theta^2}) + \varepsilon^{1/2} \theta^{3/2} \right)\).

Again, we distinguish several cases.
\(a)\) If \(\mu \theta^2 \varepsilon^{-1} \leq 1\), this follows from (ii).
\(b)\) If \(\mu \theta^2 \varepsilon^{-1} < \theta\), then this follows from (iv).
\(c)\) If \(\mu \theta^2 \varepsilon^{-1} \geq \theta\) and \(\mu \theta^2 \varepsilon^{-1} > 1\), we use the truncated branching construction from [22, Proofs of Theorems 3.1, 3.2], in the version of Lemma 2.4 and \(v_{1,h}\) from Lemma 2.3. Precisely, we choose \(h := \min\{1, \mu \theta^2 \varepsilon^{-1}\} \in [\theta, 1]\), \(N := 1\), and \(\ell := \mu \theta^2 \varepsilon^{-1} \geq 1\) and set
\[
u^{(5)}(x) :=
\begin{align*}
\theta x_2, & \quad \text{if } x \in [0, \min\{\ell, L\}] \times [0, 1 - h], \\
v_{h,\ell,1}(x), & \quad \text{if } x \in [0, \min\{\ell, L\}] \times (1 - h, 1], \\
v_{1,h}(x), & \quad \text{if } x \in [-1, 0) \times [0, 1],
\end{align*}
\]
which satisfies
\[
E_{[-1,\ell) \times (0,1)}(w) \leq c \frac{\theta h}{\ell} + c \varepsilon (\ell + h) + c \mu \theta^2 \ln(3 + \frac{1}{h}) \leq c \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu \theta^2}).
\]
In the second inequality we used that \(\frac{\theta h}{\ell} = \frac{\mu \theta^2 h}{\ell} \leq \mu \theta^2\) and \(\ell \geq h\).

If \(\ell \geq L/2\), we extend \(u^{(5)}\) inside \(\Omega_L\) by a simple laminate, i.e.,
\[
u^{(5)}(x) :=
\begin{align*}
\theta x_2, & \quad \text{if } x \in (\ell, L) \times [0, 1 - \theta], \\
(1 - \theta)(1 - x_2), & \quad \text{if } x \in (\ell, L) \times (1 - \theta, 1], \\
0, & \quad \text{if } x \in ((-\infty, L) \times \mathbb{R}) \setminus ([L, L] \times [0, 1]), \\
u^{(5)}(2L - x_1, x_2), & \quad \text{if } x_1 > L.
\end{align*}
\]
Note that \((\ell, L) = \emptyset\) if \(L < \ell\). We have \(E(u^{(5)}) \leq c \left( E_{[-1,\ell) \times (0,1)}(u^{(5)}) + \varepsilon \ell \right)\), and the assertion follows.
Otherwise, if $\ell < L/2$, we proceed as in (iv)c) using Lemma 2.5 and Lemma 2.1 with $\tilde{\beta} := \alpha := \ell$, $\beta := \ell + \tilde{\beta}$, and $\bar{L} := \max\{\beta + 1, L + 1\}$ and set

$$u^{(5)}(x) := \begin{cases} \theta x_2, & \text{if } x \in (\ell, L] \times [0, 1 - \theta], \\ \tilde{\beta}(x_1 - \ell, x_2 - (1 - \theta)) + \theta(1 - \theta), & \text{if } x \in (\ell, \ell + \tilde{\beta}] \times (1 - \theta, 1], \\ \nu_{\ell + 1, \ell + \tilde{\beta} + 1, \ell}(x_1 + 1, x_2), & \text{if } x \in ((-\infty, L] \times \mathbb{R}) \setminus ((-1, L] \times [0, 1]), \\ u^{(5)}(2L - x_1, x_2), & \text{if } x_1 > L. \end{cases}$$

This leads to

$$E(u^{(5)}) \leq c \left( \mu \theta^2 \ln \left( 3 + \frac{\varepsilon}{\mu^2 \theta^2} \right) + \varepsilon + \frac{\theta^3}{\beta} + \varepsilon \tilde{\beta} + \frac{\varepsilon \theta^2}{\beta} + \mu \theta^2 \ln \left( 3 + \frac{L + \ell + 1}{\ell} \right) + \varepsilon \right),$$

and the assertion follows as in (iv)c).

(vi) Corner laminate: We show that

$$\min_u E(u) \leq c \left( \mu \theta^2 \ln \left( 3 + \frac{\varepsilon L}{\mu \theta^2} \right) + \mu \theta^2 \ln \left( 3 + \frac{\theta}{\mu} \right) \right).$$

Again, we distinguish several cases.

a) If $\varepsilon \geq \mu \theta^2$, then the assertion follows from (ii).

b) If $\theta \leq \varepsilon < \mu \theta^2$, then $\frac{\varepsilon L}{\mu \theta^2} > \frac{L}{\mu}$ and $\mu \theta^2 > \varepsilon > \varepsilon \theta$, and the assertion follows from (iii).

c) If $\theta/\mu \geq L$, this follows from (ii).
d) If $\mu^2 \theta \leq \varepsilon$, then $\frac{\varepsilon L}{\mu^2 } \geq L$. The assertion follows from (ii) using that $\ln(3+a)+\ln(3+b) \geq \ln(3+ab)$ for any $a, b \geq 0$.

e) It remains to consider the case that $\varepsilon < \min\{\mu^2, \theta, \mu^2 \theta\}$ and $\theta/\mu < L$. We choose $\gamma := \max\{1/4, \frac{\theta}{\mu \ln(3+\frac{\varepsilon}{\mu})}\}$ and note that $\gamma < L$ since $\theta/\mu < L$ and $L \geq 1/2$. We first construct a function $\tilde{u}^{(6)}$ in $R_\gamma := [-\gamma, \gamma] \times [-\gamma, \gamma + 1]$,

$$\tilde{u}^{(6)}(x) := \begin{cases} 
\theta x_2, & \text{if } x_1 \in [0, \gamma], \ 0 \leq x_2 \leq 1 - \frac{\theta x_2}{\gamma}, \\
(1-\theta)(1-x_2) + \theta - \frac{\theta x_1}{\gamma}, & \text{if } x_1 \in [0, \gamma], \ 1 - \theta \frac{\theta x_2}{\gamma} < x_2 \leq 1, \\
\theta \left(1 - \frac{x_1 + x_2 - 1}{\gamma}\right), & \text{if } x_1 \in [0, \gamma], \ 1 < x_2 \leq 1 + \gamma - x_1, \\
\theta \left(1 - \frac{x_2 - 1}{\gamma}\right), & \text{if } x_1 \in [0, \gamma], \ x_1 < x_2 \leq \gamma + 1, \\
\theta \left(1 + \frac{x_1}{\gamma}\right) \frac{x_2}{1-x_1}, & \text{if } x_1 \in [-\gamma, 0], \ 0 \leq x_2 < 1 - x_1, \\
0, & \text{elsewhere in } R_\gamma,
\end{cases}$$

see Fig. [6]. One easily checks that $\tilde{u}^{(6)}$ is continuous and that

$$E_{(0,\gamma) \times (0,1)}(\tilde{u}^{(6)}) \leq c \left( \frac{\theta^3}{\gamma} + \varepsilon(\gamma + \theta) + \frac{\varepsilon \theta^2}{\gamma} \right) \leq c \left( \frac{\theta^3}{\gamma} + \varepsilon\gamma + \varepsilon \theta \right),$$

where we used in the last estimate that $\varepsilon \leq \theta$. To estimate the energy outside $\Omega_{2L}$, we observe that $|\nabla \tilde{u}^{(6)}| \leq \varepsilon \theta/\gamma$ in the parts given in (2.6a) and (2.6b), and $|\nabla \tilde{u}^{(6)}(x)| \leq c \frac{\theta}{|1-x_1|}$ in the part given in (2.6c) (recall that $\gamma \geq 1/4$), which yields

$$E_{R_\gamma \setminus (0,\gamma) \times (0,1)}(\tilde{u}^{(6)}) \leq c \mu \theta^2 \ln(3 + \gamma).$$

We then proceed as in (iv)c, using $\tilde{v}_\beta$ from Lemma 2.5 with $\tilde{\beta} := 3 \mu \theta^2 \varepsilon^{-1}$. Since $\varepsilon < \mu \theta^2$ we have $1 \leq \tilde{\beta}$. We use Lemma 2.1 with $\alpha := \tilde{\beta}$, $\beta := \alpha + \tilde{\beta} = 2\alpha$ and $\tilde{L} := \max\{\beta, L\}$ and define $u^{(6)}$ by

$$u^{(6)}(x) := \begin{cases} 
\tilde{u}^{(6)}(x), & \text{if } x \in R_\gamma, \\
\tilde{v}_\beta(x_1 - (\gamma + \alpha), x_2 - (1 - \theta)) + \theta(1 - \theta), & \text{if } x \in (\gamma, \gamma + \alpha + \beta) \times [0, 1 - \theta], \\
\theta x_2, & \text{if } x \in (\gamma, \gamma + \alpha) \times (1 - \theta, 1], \\
\theta x_2, & \text{if } x \in (\gamma, \gamma + \beta, L) \times [0, 1], \\
u_{\alpha, \beta, L}(x_1 - \gamma, x_2), & \text{otherwise in } (-\infty, L] \times \mathbb{R}, \\
u^{(6)}(2L - x_1, x_2), & \text{if } x_1 > L,
\end{cases}$$

see Fig. [7]. The condition $\varepsilon \leq \min\{\mu^2, \mu \theta^2\}$ implies $3\gamma \leq \alpha$, so that the construction for $\tilde{u}^{(6)}$ and the one for $u_{\alpha, \beta, L}(x_1 - \gamma, x_2)$ match continuously. The function $u^{(6)}$ is continuous and

$$E(u^{(6)}) \leq c \left( \frac{\theta^3}{\gamma} + \varepsilon \gamma + \varepsilon \theta + \mu \theta^2 \ln(3 + \gamma) + \varepsilon \alpha + \frac{\theta^3}{\beta} + \varepsilon(\tilde{\beta} + \frac{\theta^2}{\beta}) + \mu \theta^2 \ln(3 + \frac{\tilde{L}}{\alpha}) + \mu \theta^2 \frac{\beta + \alpha}{\beta - \alpha} + \varepsilon \right)$$

$$\leq \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \mu \theta^2 \ln \left( 3 + \frac{\varepsilon \tilde{L}}{\mu \theta^2} \right).$$

We used here $\varepsilon \gamma \leq \max\{\varepsilon, \frac{\varepsilon \theta}{\mu}\} \leq \mu \theta^2$ since $\varepsilon \leq \min\{\mu \theta^2, \mu^2 \theta\}$; and similarly $\varepsilon(1 + \theta + \alpha + \tilde{\beta}) \leq \mu \theta^2$ and $\varepsilon \frac{\theta^2}{\beta} \leq \frac{\theta^2}{\beta} \leq \mu \theta^2$.

This concludes the proof of the upper bound. }
2.2 Comments on the scaling law

The purpose of this subsection is two-fold: On the one hand, in Subsection 2.2.1 we shall prove that all terms in the definition of $I(\mu, \varepsilon, \theta, L)$ are relevant in the sense that the statement is false if we remove one of them. Furthermore, we give some intuition on the constructions used in the proof of the upper bound. On the other hand, in Subsection 2.2.2 we shall explain the different parameter regimes and motivate why they are treated separately in the proof of the lower bound.

2.2.1 Do all regimes really exist?

We will use the following abbreviatory notation: We denote as $\text{scaling}$ an expression like $\varepsilon^{1/2} \theta^{3/2}$, and as $\text{regime}$ something like $\mu \theta^2 \ln(3 + L^2) + \varepsilon \theta$ (which is the sum of a few scalings). In particular, $I$ is defined in Theorem 1.1 as the minimum of eight regimes.

We show below that no regime $R = R(\mu, \varepsilon, \theta, L)$ can be eliminated from the definition of $I$ in Theorem 1.1. To do this, we shall exhibit a sequence of parameters $\mu_j, \varepsilon_j, \theta_j, L_j$ such that $\lim_{j \to \infty} \frac{I(\mu_j, \varepsilon_j, \theta_j, L_j)}{R(\mu_j, \varepsilon_j, \theta_j, L_j)} \to \infty$, where $I_R$ is the minimum in Theorem 1.1 without regime $R$.

Additionally, we show that no scaling can be eliminated in the regimes that consist of more than one scaling. Consider a regime $R$ which consists of the scalings $S^{(k)}$, in the sense that $R = S^{(1)} + \cdots + S^{(K)}$ for $K \geq 2$. For any $i \in \{1, \ldots, K\}$ let $R_i := \sum_{k \neq i} S^{(k)}$ be the regime $R$ without $S^{(i)}$. We shall provide a sequence $(\mu_j, \varepsilon_j, \theta_j, L_j)$ such that $\frac{I(R_i(\mu_j, \varepsilon_j, \theta_j, L_j))}{R(\mu_j, \varepsilon_j, \theta_j, L_j)} \to 0$, proving that $R$ cannot be replaced by $R_i$. In most cases, this will be done constructing a sequence with $\frac{I_R}{R} \to \infty$, $\frac{S^{(i)}}{R} \to 1$ and $\frac{S^{(i)}}{\Theta_R} \to 0$ if $k \neq i$ along that sequence, which additionally shows that the scaling $S^{(i)}$ dominates the regime $R$.

To briefly sketch the ideas behind the constructions in the proof of the upper bound, we describe them

1. $R = \theta^2 L$ (constant): This regime is attained by a constant test function, corresponding to martensite. This regime is the only one that does not depend on $\varepsilon$ nor $\mu$. We take $\theta_j = L_j = \frac{1}{2}$, $\varepsilon_j = \mu_j \to \infty$. Then all other regimes have diverging energy.

2. $R = \mu \theta^2 \ln(3 + L)$ (affine): This regime is attained by using an affine function inside the nucleus corresponding to the majority variant of martensite (see Figure 4 (left)). We take $\theta_j = \mu_j = \frac{1}{2}$, $L_j \to \infty$, $\varepsilon_j = \varepsilon L_j$. All regimes which contain one of the scalings $\varepsilon L$, $\varepsilon \theta$, $\varepsilon^{1/2} \theta^{3/2}$, $\theta^2 L$ have energies which diverge at least as a power of $L_j$, and also $\mu_j \theta_j^2 \ln(3 + \frac{\varepsilon L_j}{\mu_j \theta_j^2}) \gg L_j$, and only $\mu \theta^2 \ln(3 + L)$ is logarithmic.

3. $R = \mu \theta^2 \ln(3 + \frac{L_j}{\mu}) + \varepsilon \theta$ (linear interpolation). This regime is (when relevant) attained by a test function that is constant near the left and the right boundaries of $\Omega_{2L}$ (corresponding to austenite), and affine near the middle $\{x_1 = L\}$ of the nucleus (corresponding to the majority variant of martensite). There is a competition of the energy inside the nucleus, which favours the test function to be in the martensitic variant on a large part, and the energy contribution from the austenite part, which favours the function to be constant in a large neighbourhood of the left and right boundaries (see Figure 4 (right)).

(a) $S = \mu \theta^2 \ln(3 + \frac{L_j}{\mu})$: We take $L_j \to \infty$, $\theta_j = \frac{1}{2}$, $\mu_j = \frac{L_j}{\ln L_j}$, $\varepsilon_j = \mu_j \theta_j$. Then $\varepsilon_j \theta_j = \mu_j \theta_j^2$, $\frac{L_j}{\mu_j} = \ln L_j$, so that $R(\mu_j, \varepsilon_j, \theta_j, L_j) \sim S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim L_j \frac{\ln L_j}{\ln \ln L_j}$, whereas $\theta_j^2 L_j \sim L_j$, $\mu_j \theta_j^2 \ln(3 + L_j) \sim L_j$, $\varepsilon_j L_j \sim L_j^2 / \ln L_j$, and $\frac{\varepsilon L_j}{\mu \theta_j^2} = \frac{L_j}{\theta_j^2}$ implies $\mu_j \theta_j^2 \ln(3 + \frac{\varepsilon L_j}{\mu \theta_j^2}) \sim \mu_j \ln L_j \sim L_j$. 
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(b) \( S = \varepsilon \theta \): As above, we take \( L_j \to \infty \), \( \theta_j = \frac{1}{2} \), \( \mu_j = \frac{L_j}{\ln L_j} \), but this time \( \varepsilon_j = \mu_j \theta_j (\ln \ln L_j)^2 \).

Then \( \frac{L_j}{\mu_j} = \ln L_j \), so that \( R(\mu_j, \varepsilon_j, \theta_j, L_j) \sim S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim 2^j \mu_j^2 (\ln \ln L_j)^2 \), in the other terms the \( \ln \ln L_j \) correction does not change the argument.

iv. \( R = \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) + \mu \theta^2 (3 + \frac{\varepsilon}{\mu \theta^2}) + \varepsilon^{1/2} \theta^{3/2} \) (single truncated branching). This regime is (when relevant) attained by a test function that consists of roughly three parts: Close to the left and right boundaries of \( \Omega_{2L} \), a branching construction is used, which goes over to a single laminate, and then interpolates to an affine function (which corresponds to the majority variant of martensite) near the vertical middle \( \{ x_1 = L \} \) of the nucleus, see Fig. 5.

(a) \( S = \varepsilon^{1/2} \theta^{3/2} \): We take \( \theta_j = \frac{1}{2} \), \( L_j \to \infty \), \( \mu_j = \frac{1}{L_j^{3/2}} \), \( \varepsilon_j = \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \sim \frac{L_j^3}{\mu_j^{3/2}} \). Then \( \mu_j \theta_j^2 = \frac{1}{L_j^2} \), \( \varepsilon_j L_j = \ln \frac{L_j}{\mu_j} = \ln L_j \), and in particular, \( \theta_j^2 L_j \sim L_j \), \( \mu_j \theta_j^2 \ln L_j \sim \mu_j \theta_j^2 \ln \frac{L_j}{\mu_j} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \). We have \( \frac{L_j^3}{\mu_j^{3/2}} = \frac{L_j^3}{\mu_j^{3/2}} = \ln L_j, \frac{\varepsilon_j L_j}{\mu_j^{3/2}} = \ln L_j \), and \( S(\mu_j, \varepsilon_j, \theta_j, L_j) = \varepsilon_j^{1/2} \theta_j^{3/2} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \), so that \( R(\mu_j, \varepsilon_j, \theta_j, L_j) = 0(\frac{L_j}{\ln L_j} + \ln \ln L_j) + \frac{1}{L_j^{3/2}} \ln^{1/2} L_j \), and \( S(\mu_j, \varepsilon_j, \theta_j, L_j)/R(\mu_j, \varepsilon_j, \theta_j, L_j) \to 1 \). All regimes which contain the scaling \( \varepsilon_j L_j \sim \frac{L_j^3}{\mu_j^{3/2}} \) can be ignored. Finally, \( \mu_j \theta_j^2 \ln \frac{\varepsilon_j}{\mu_j} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \gg S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim R(\mu_j, \varepsilon_j, \theta_j, L_j) \). This concludes the proof.

(b) \( S = \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) \): We take \( \theta_j = \frac{1}{2} \), \( L_j \to \infty \), \( \mu_j = \frac{1}{L_j^{3/2}} \), \( \varepsilon_j = \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \sim \frac{L_j^3}{\mu_j^{3/2}} \). Then \( \mu_j \theta_j^2 = \frac{1}{L_j^2} \), \( \varepsilon_j L_j = \frac{L_j^3}{\mu_j^{3/2}} \), \( \varepsilon_j = \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \sim \frac{L_j^3}{\mu_j^{3/2}} \to 0 \), and \( \varepsilon_j^{1/2} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \). Therefore \( \tilde{S}(\mu_j, \varepsilon_j, \theta_j, L_j) \) dominates \( R(\mu_j, \varepsilon_j, \theta_j, L_j) \), and \( S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim R(\mu_j, \varepsilon_j, \theta_j, L_j) \sim \frac{1}{L_j^{3/2}} \ln L_j \). All regimes with \( \varepsilon_j L_j \) are higher, as is obviously \( \theta_j^2 L_j \). Further, \( \frac{\varepsilon_j}{\mu_j} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \), \( \varepsilon_j \sim \frac{L_j^3}{\mu_j^{3/2}} \), and finally, \( \mu_j \theta_j^2 \ln L_j \sim \mu_j \theta_j^2 \ln \frac{L_j}{\mu_j} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \gg R(\mu_j, \varepsilon_j, \theta_j, L_j) \).

(c) \( S = \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) \): We take \( L_j \to \infty \), \( \theta_j = \frac{1}{\ln^{7/6} L_j} \), \( \mu_j = \frac{1}{\ln^{3/2} L_j} \), \( \varepsilon_j = \frac{\ln^{2/3} L_j}{\ln L_j} \). Then \( \varepsilon_j L_j = \frac{1}{L_j^{3/2}} \ln L_j \), \( \mu_j \theta_j^2 = \frac{1}{L_j^{3/2}} \), \( \varepsilon_j L_j = \frac{1}{L_j^{3/2}} \ln L_j \), \( \varepsilon_j = \frac{1}{L_j^{3/2}} \ln L_j \). Further, \( \frac{L_j^3}{\mu_j^{3/2}} = \frac{L_j^3}{\mu_j^{3/2}} = \ln L_j \), and \( \tilde{S}(\mu_j, \varepsilon_j, \theta_j, L_j) \sim \mu_j \theta_j^2 \ln L_j \gg \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \). For the third scaling in this regime, \( \varepsilon_j^{1/2} \theta_j^{3/2} \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \). For the corner laminate regime, we estimate \( \frac{\varepsilon_j}{\mu_j} = \frac{L_j^3}{\mu_j^{3/2}} \), which gives \( \mu_j \theta_j^2 \ln (3 + \frac{L_j}{\mu_j}) \sim \mu_j \theta_j^2 \ln L_j \gg S(\mu_j, \varepsilon_j, \theta_j, L_j) \). The other regimes are simpler. \( \theta_j^2 L_j \) is linear in \( L_j \), \( \mu_j \theta_j^2 \) behaves as \( \mu_j \theta_j^2 \ln L_j \), which is much larger than \( S(\mu_j, \varepsilon_j, \theta_j, L_j) \) by \( \mu_j \theta_j^2 \ln L_j \), and the last ones (branching, laminate and two-scale-branching) are eliminated by \( \varepsilon_j L_j \).

v. \( R = \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) + \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) \) (corner laminate): This scaling is (when relevant) attained by a construction sketched in Figure 7 (left). Note that this leads to two relevant contributions from the austenite part as sketched in Figure 7 (right).

(a) \( S = \mu \theta^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) \): We take \( L_j \to \infty \), \( \theta_j = \frac{1}{L_j} \), \( \mu_j = \frac{1}{L_j} \ln L_j \), \( \varepsilon_j = \frac{1}{L_j} \ln L_j \). Then \( \frac{L_j}{\mu_j} = \ln L_j \), \( \mu_j \theta_j^2 = \frac{1}{L_j} \), \( \varepsilon_j L_j = \frac{1}{L_j} \ln L_j \), \( \varepsilon_j = \frac{1}{L_j} \ln L_j \). In particular, \( \ln \frac{L_j}{\mu_j} \sim \ln \ln L_j \ll \frac{\varepsilon_j}{\mu_j} = \ln L_j \), and \( S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim \frac{L_j^3}{\mu_j^{3/2}} \ln L_j \). Therefore \( \tilde{S}(\mu_j, \varepsilon_j, \theta_j, L_j) \) dominates \( R(\mu_j, \varepsilon_j, \theta_j, L_j) \). To eliminate the other regimes, we observe that \( \frac{L_j^3}{\mu_j^{3/2}} = L_j \ln L_j \ln L_j \) shows that \( \mu_j \theta_j^2 \ln (3 + \frac{\varepsilon}{\mu \theta^2}) \))
\( \frac{\epsilon_j L_j}{\mu \ln L_j} / S(\mu_j, \epsilon_j, \theta_j, L_j) \to \infty \). Since \( \epsilon_j L_j = \ln^4 \ln L_j / \frac{\ln \ln L_j}{L_j} \gg S(\mu_j, \epsilon_j, \theta_j, L_j) \), branching, laminates and two-scale branching are ruled out. Since \( \mu_j \theta_j^2 \ln L_j \sim \mu_j \theta_j^2 L_j \ln \frac{\mu_j}{\theta_j} \sim \frac{1}{\mu_j} \gg S(\mu_j, \epsilon_j, \theta_j, L_j) \), and \( \theta_j^2 L_j = \frac{1}{\mu_j} \), all remaining regimes are eliminated. 

(b) \( S = \mu \theta_j^2 \ln (3 + \frac{\epsilon_j L_j}{\mu_j \ln L_j}) \). We take \( L_j \to \infty \), \( \theta_j = \mu_j = \frac{1}{L_j}, \epsilon_j = \frac{1}{L_j} \to 0 \). Then \( \frac{\epsilon_j L_j}{\mu_j \ln L_j} = 1, \mu_j \theta_j^2 = \frac{1}{L_j^3} \), \( \epsilon_j L_j = \frac{\ln L_j}{L_j} \). In particular, \( \ln \frac{\epsilon_j L_j}{\mu_j \ln L_j} \sim \ln \ln L_j \gg \ln (3 + \frac{\epsilon_j L_j}{\mu_j \ln L_j}) = \ln 4 \), and \( S(\mu_j, \epsilon_j, \theta_j, L_j) \sim \frac{\epsilon_j L_j}{\mu_j \ln L_j} \ln L_j \). Therefore \( S(\mu_j, \epsilon_j, \theta_j, L_j) \) dominates \( R(\mu_j, \epsilon_j, \theta_j, L_j) \). To eliminate the other regimes, we observe that \( \frac{\epsilon_j L_j}{\mu_j \ln L_j} = L_j \ln L_j \) shows that \( \mu_j \theta_j^2 \ln (3 + \frac{\epsilon_j L_j}{\mu_j \ln L_j}) / S(\mu_j, \epsilon_j, \theta_j, L_j) \to \infty \).

The bottom ones (branching, laminates and two-scale branching) are eliminated by \( \epsilon_j L_j / S(\mu_j, \epsilon_j, \theta_j, L_j) \sim \frac{\ln L_j}{\mu_j L_j} \ln L_j \to \infty \), the top ones (constant, affine and linear interpolation) by \( \mu_j \leq 1 \) which implies \( \min(\theta_j^2 L_j, \mu_j \theta_j^2 \ln (3 + \frac{L_j}{\mu_j})) \geq \mu_j \theta_j^2 \ln L_j \sim \frac{\ln L_j}{\mu_j L_j} \gg S(\mu_j, \epsilon_j, \theta_j, L_j) \).

vi. \( R = \epsilon^2 / \theta^3 j^2 / 3 L^{1/3} + \epsilon L \) (branching): This regime is (when relevant) attained by a branching construction sketched in Figure 3 (left).

(a) \( S = \epsilon^2 / \theta^3 j^2 / 3 L^{1/3} \). We take \( \theta_j = \mu_j = L_j = \frac{1}{2}, \epsilon_j = \frac{1}{j} \to 0 \). Only the last three regimes (branching, laminates and two-scale branching) have infinitesimal energy. We have \( \epsilon_j^2 / \theta_j^3 j^2 / 3 L^{1/3} \sim j^{-2/3} \), whereas \( \mu_j^2 / \theta_j^2 L_j L_j^{1/2} \sim j^{-1/2} \). At the same time, \( \epsilon_j^2 / \theta_j^3 j^2 / 3 \gg \epsilon_j \), and hence \( S(\mu_j, \epsilon_j, \theta_j, L_j) \) dominates \( R(\mu_j, \epsilon_j, \theta_j, L_j) \).

(b) \( S = \epsilon L \). We take \( \theta_j = \mu_j = \frac{1}{2}, L_j = j^{2/3} \to \infty \), \( \epsilon_j = \frac{1}{j} \to 0 \). Then \( \epsilon_j L_j = j^{-1/3} \to 0 \), \( \epsilon_j^2 L_j L_j^{1/2} = j^{-1/6} \gg j^{-2/3} \), \( \theta_j^2 = \frac{1}{8}, \mu_j^{1/2} \epsilon_j^2 j^{-1/3} \theta_j L_j^{1/2} \sim j^{-1/6} \gg j^{-1/3} \).

vii. \( R = \mu^2 \epsilon^2 / \theta^2 j^2 / 2 L^{1/2} \ln (3 + \frac{L_j}{\mu_j \ln L_j}) + \epsilon L \) (laminate): This regime is attained by a laminate construction as sketched in Figure 3 (middle).

(a) \( S = \mu^2 \epsilon^2 / \theta^2 j^2 / 2 L^{1/2} \ln (3 + \frac{L_j}{\mu_j \ln L_j}) \): We take \( L_j \to \infty \), \( \theta_j = \frac{1}{L_j}, \mu_j = \frac{1}{L_j^2} e^{-L_j}, \epsilon_j = 1 / L_j e^{-L_j} \). Then \( \theta_j^2 L_j = \frac{1}{L_j}, \mu_j \theta_j^2 = e^{-L_j}, \epsilon_j L_j = \frac{1}{L_j} e^{-L_j} \), and \( \mu_j^{1/2} \epsilon_j^2 \theta_j L_j^{1/2} = \frac{1}{L_j} e^{-L_j} \). We compute in detail the last two regimes. Since \( \ln (3 + \frac{L_j}{\mu_j \ln L_j}) \sim \ln L_j \), we have \( S(\mu_j, \epsilon_j, \theta_j, L_j) \sim \frac{1}{L_j^2} e^{-L_j} \ln L_j \) and \( \epsilon_j L_j \ln (3 + \frac{\epsilon_j^2 L_j}{\mu_j \ln L_j}) \sim L_j \). Since \( \ln (3 + \frac{\epsilon_j^2 L_j}{\mu_j \ln L_j}) = \ln (3 + \frac{L_j}{\mu_j \ln L_j}) \sim L_j \), we have \( \mu_j^{1/2} \epsilon_j^2 \theta_j L_j^{1/2} \ln (3 + \frac{\epsilon_j^2 L_j}{\mu_j \ln L_j}) \sim e^{-L_j} \). With \( \mu_j \theta_j^2 / S(\mu_j, \epsilon_j, \theta_j, L_j) \to \infty \) the proof is concluded.

(b) \( S = \epsilon L \): We take \( L_j \to \infty \), \( \theta_j = \frac{1}{L_j}, \mu_j = \frac{1}{L_j^2} e^{-L_j}, \epsilon_j = \frac{1}{L_j} e^{-L_j} \). Then \( \mu_j \theta_j^2 = \frac{1}{L_j^3}L_j \ln L_j, \epsilon_j L_j = \frac{1}{L_j^3}L_j \ln L_j, \mu_j^{1/2} \epsilon_j^2 \theta_j L_j^{1/2} = \frac{1}{L_j^3}L_j \ln L_j \). We compute in detail the last two regimes. Since \( \ln (3 + \frac{1}{L_j}) \sim \ln L_j \), we have \( \mu_j^{1/2} \epsilon_j^2 \theta_j L_j^{1/2} \ln (3 + \frac{1}{L_j}) \sim L_j \). Since \( \ln (3 + \frac{1}{L_j}) = \ln (3 + \frac{L_j}{L_j \ln L_j}) \sim L_j \), we have \( \mu_j^{1/2} \epsilon_j^2 \theta_j L_j^{1/2} \ln (3 + \frac{L_j}{L_j \ln L_j}) \sim L_j \). Further, \( \theta_j^2 L_j \sim L_j / \ln L_j, \mu_j \leq 1 \), and the three terms \( \ln (3 + L_j), \ln (3 + \frac{L_j}{\ln L_j}) \) and \( \ln (3 + \frac{1}{L_j}) \) behave as \( L_j \), eliminating the first five regimes (constant, affine, linear interpolation, single truncated branching and corner laminate).

viii. \( R = \mu^1 \epsilon^1 / \theta^1 j^1 / 2 L^{1/2} \ln (3 + \frac{L_j}{\mu_j \ln L_j}) + \epsilon L \) (two-scale branching): This regime is (when relevant) attained by a two-scale branching construction sketched in Figure 3 (right).
(a) $S = (\mu \theta^2 \varepsilon L \ln(3 + \frac{\varepsilon L}{\mu \theta^2}))^{1/2}$: We take $L_j \to \infty$, $\theta_j = \frac{1}{L_j}$, $\mu_j = \frac{1}{L_j}$, $\varepsilon_j = \mu_j^3 \theta_j^2 L_j \ln L_j = \frac{1}{L_j^{1/2}} \ln L_j$. Then $\mu_j \theta_j^2 = \frac{1}{L_j^{1/2}} \varepsilon_j L_j = \frac{1}{L_j^{1/2}} \ln L_j$, $\varepsilon_j^{2/3} \theta_j^{2/3} L_j^{1/3} = \frac{1}{L_j^{1/2}} \ln L_j$, $\mu_j^{1/2} \varepsilon_j^{1/2} \theta_j^{1/2} L_j^{1/2} = \frac{1}{L_j^{1/2}} \ln^{1/2} L_j$, $\frac{\varepsilon_j}{\mu_j^{3/2} L_j} = \ln L_j$, so that $S(\mu_j, \varepsilon_j, \theta_j, L_j) \sim \frac{1}{L_j^{1/2}} \ln L_j \ln^{1/2} L_j$ and $\varepsilon_j L_j / S(\mu_j, \varepsilon_j, \theta_j, L_j) \to 0$. The laminate is eliminated by $(\mu_j \theta_j^2 \varepsilon_j L_j)^{1/2} \ln^{1/2}(3 + \frac{1}{\mu_j^3 \theta_j^4}) \sim \frac{1}{L_j^{1/2}} \ln L_j \Rightarrow S(\mu_j, \varepsilon_j, \theta_j, L_j)$, those with $\mu_j \theta_j^2$ by $\mu_j \theta_j^2 / S(\mu_j, \varepsilon_j, \theta_j, L_j) \to \infty$, and $\theta_j^2 L_j = \frac{L_j}{\varepsilon_j}$.

(b) $S = \varepsilon L$: We take $L_j \to \infty$, $\theta_j = \frac{1}{L_j^{1/2}} \ln^{1/2} L_j$, $\mu_j = \frac{1}{L_j} \ln^{1/2} L_j$, $\varepsilon_j = \frac{1}{L_j} \ln^{1/2} L_j$. Then $\mu_j \theta_j^2 = \frac{1}{L_j^{1/2}} \ln^{1/2} L_j$, $\varepsilon_j L_j = \frac{1}{L_j^{1/2}} \ln L_j$, $\varepsilon_j L_j^{1/2} L_j = \mu_j \theta_j^2 = \ln^{14/5} L_j$, which implies that $S_{T_{SB}} := \mu_j^{1/2} / L_j^{1/2} \ln^{1/2}(3 + \frac{\varepsilon_j L_j}{\mu_j^3 \theta_j^4}) \sim (\mu_j \theta_j^2 \varepsilon_j L_j)^{1/2} \ln^{1/2} L_j \sim \frac{\ln^{1/2} L_j}{\ln L_j} \to \mu_j \theta_j^2 (\ln^{14/5} L_j) / (\ln^{1/2} L_j) \ll \varepsilon_j L_j$. To conclude, we need to check that for all regimes $R$ entering $\mathcal{I}$ we have $S_{T_{SB}} / R \to 0$. This is obvious for $\theta_j^2 L_j$, for $\mu_j \theta_j^2$ in $L_j$, and for all regimes that contain an $\varepsilon_j L_j$ scaling. Since $\mu_j \leq 1$, the regime with $\ln(3 + L_j / \mu_j)$ is also irrelevant. Since $\varepsilon_j^{1/2} / \theta_j^{1/2} = \varepsilon_j L_j$, this is also true for the regimes that contain the $\varepsilon_j^{1/2} \theta_j^{1/2}$ scaling, and finally $\frac{\theta_j}{\mu_j} = L_j \ln^{14/5} L_j$ shows that this also holds true for the corner laminate.

### 2.2.2 Rough overview over some parameter ranges

The proof of the lower bound in Section 3 is split into several parts that address different parameter ranges. We shall briefly motivate and sketch heuristically why different behaviours are expected in the considered ranges, and how this is reflected in our scaling law.

(i) We first consider the range in which $\varepsilon$ is not so small, in the sense that $\varepsilon \geq \min\{\theta^2, \mu \theta^2\}$. This is the range considered in Subsection 3.1. Roughly speaking, interfacial energy is expensive, and one expects rather uniform structures. Note that in the scaling regimes, the "uniform" constructions of constant functions (austenite, $L \theta^2$) and affine functions (majority variant of martensite, $\mu \theta^2 \ln(3 + L)$) scale differently in the size of the nucleus $L$. Hence, comparing these two regimes leads for large $\mu$ to a competition between $\mu$ and $L$.

(a) If $\mu < 1$ then elastic strain in the austenite part is more favourable than elastic strain in the martensite part. Further, $\varepsilon \geq \min\{\mu \theta^2, \mu^2 \theta^2\} = \mu \theta^2$ implies that also interfacial energy is expensive compared to elastic energy in the austenite part. Therefore, one would expect that low energy configurations behave roughly like affine functions (corresponding to the majority variant of martensite) inside the nucleus. This is reflected in our scaling law: Since $\mu \theta^2 \ln(3 + L) \leq \mu \theta^2 \ln(3 + \frac{L}{\mu}) \leq c \mu \theta^2 (3 + \frac{L}{\mu}) \leq c \mu \theta^2 (\theta^2 L) \leq c L \theta^2 L$, and $\varepsilon \theta \geq \mu \theta^2 L \geq c \mu \theta^2 \ln(3 + L)$, we obtain $\mathcal{I}(\mu, \varepsilon, \theta, L) \sim \mu \theta^2 \ln(3 + L)$, which corresponds to the affine test function.

(b) If $\mu \geq 1$, then the behaviour is different, and the above mentioned competition between $L$ and $\mu$ becomes relevant. Note that $\mu \geq 1$ and $\varepsilon \geq \min\{\mu \theta^2, \mu^2 \theta^2\} = \mu \theta^2$ implies that $\varepsilon L \geq \theta^2 L$, and hence all the branching and laminate regimes with a scaling $\varepsilon L$ are not relevant. To see that the regimes with three scalings are not relevant is more complicated: We always have $\frac{\mu \theta^2}{\mu \theta^2} \geq \frac{L}{\mu}$. Hence, if $\mu \theta^2 \ln(3 + \frac{L}{\mu}) \geq \varepsilon$, we have $\mu \theta^2 \ln(3 + \frac{\mu \theta^2}{\mu \theta^2}) \geq \mu \theta^2 \ln(3 + \frac{L}{\mu}) \geq \mu \theta^2 \ln(3 + \frac{L}{\mu}) + \varepsilon \theta$, and we are done. Otherwise, $\varepsilon \theta \geq \mu \theta^2 \ln(3 + \frac{L}{\mu})$ implies $\varepsilon \theta \geq \mu \theta^2$ and hence $\frac{\mu \theta^2}{\mu \theta^2} \geq \frac{L}{\mu}$, which yields $\mu \theta^2 \ln(3 + \frac{L}{\mu}) \geq \mu \theta^2 \ln(3 + L)$. Summarizing, we obtain

$$
\mathcal{I}(\mu, \varepsilon, \theta, L) \sim \min \left\{ \theta^2 L, \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln(3 + \frac{L}{\mu}) + \varepsilon \theta \right\}.
$$
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The examples given in Subsection 2.2.1 show that all scalings are relevant in this parameter range.

(ii) The parameter range \( \varepsilon \leq \min \{ \theta^2, \mu \theta^2 \} \) is more delicate since here many contributions compete. Note that in this range, the scaling \( \theta^2 L \) is not relevant since \( 4\theta^2 L \geq \varepsilon \theta^2/3 L^{1/3} + \varepsilon L \) (recall that \( L \geq 1/2 \)). Also the regime \( \mu \theta^2 \ln(3 + \frac{L}{\mu}) + \varepsilon \theta \) does not occur: Indeed, if \( \mu \leq 1 \) then \( \mu \theta^2 \ln(3 + L) \leq \mu \theta^2 \ln(3 + \frac{L}{\mu}) \). If \( \mu > 1 \), then \( \varepsilon^{1/2} \theta^{3/2} \leq \theta^2 \leq \mu \theta^2, \quad \frac{\varepsilon L}{\mu \theta^2} \leq \frac{L}{\mu} \) and \( \frac{\varepsilon L}{\mu \theta^2} \leq \frac{1}{\mu^2} \leq 1 \). Summarizing, \( 4\mu \theta^2 \ln(3 + \frac{L}{\mu}) \geq \min \{ \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln(3 + \frac{L}{\mu \theta^2}) + \varepsilon L \ln(3 + \frac{L}{\mu}) + \varepsilon \theta \} \), and hence \( \mu \theta^2 \ln(3 + \frac{L}{\mu}) + \varepsilon \theta \) does not occur.

In this parameter range, the main difficulty lies in the logarithmic corrections. Roughly speaking, complex patterns and rather uniform structures can occur, and the overall behaviour is mainly determined by the comparison of \( \varepsilon L \) and several scalings with \( \mu \theta^2 \). The latter, however, contain logarithmic corrections that make the comparison rather involved and lead to mixtures of different constructions. There are mainly two qualitatively different reasons for the logarithmic terms: Some of them arise (rather locally) for laminated structures and rather uniform structures can occur, and the overall behaviour is mainly determined by the competition between \( \varepsilon^{2/3} \theta^{2/3} L^{1/3} \) and \( \varepsilon L \), and the size of \( \mu \).

(a) Assume \( \varepsilon \geq \frac{\theta^2}{12} \). For these rather large values of \( \varepsilon \), one expects that the relevant structures are rather uniform with few horizontal interfaces passing through the whole nucleus. This behaviour is reflected in our scaling law as follows: We have \( \varepsilon L \geq \varepsilon^{2/3} \theta^{2/3} L^{1/3} \) which means that the branching regime behaves as \( \varepsilon L \) and that the laminate and two-scale branching regimes are not relevant. Since \( \left( \frac{\varepsilon L}{\mu \theta^2} \right)^{1/2} \leq \frac{\varepsilon L}{\mu \theta^2} \), the single truncated branching regime reduces to \( \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) + \varepsilon^{1/2} \theta^{3/2} \). The corner laminate regime can then be removed. Indeed, if \( \varepsilon \leq \mu \theta^2 \) then \( \varepsilon^{1/2} \theta^{3/2} \leq \mu \theta^2 \). If \( \mu \theta^2 \leq \varepsilon \), then \( L \leq \frac{\theta}{\mu} \frac{\varepsilon L}{\mu \theta^2} \) implies \( \ln(3 + L) \leq \ln(3 + \frac{\theta}{\mu}) + \ln(3 + \frac{\theta}{\mu} \frac{\varepsilon L}{\mu \theta^2}) \), for details see the proof of Theorem 2.7 (vi)(d). Therefore,

\[
I(\mu, \varepsilon, \theta, L) \sim \min \left\{ \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) + \varepsilon \theta^{1/2} \theta^{3/2}, \varepsilon L \right\}.
\]

The corresponding lower bound is the statement of Proposition 3.8 with the additional assumption \( \varepsilon L^2 \geq \theta^2 \). Using \( \varepsilon L \geq \varepsilon^{1/2} \theta^{3/2} \), \( \frac{\varepsilon L}{\mu \theta^2} \leq L \) and \( \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) \leq \mu \theta^2 + \varepsilon L \), one can see that all the scalings are relevant.

(b) Assume \( \varepsilon \leq \min \{ \theta^2, \mu \theta^2, \theta^2/L^2 \} \). Note that the condition \( \varepsilon \leq \frac{\theta^2}{12} \) implies in particular \( \varepsilon L \leq \theta^2/L \), i.e., roughly speaking, in the martensite part, a single laminate is cheaper than having a constant function or interpolating from a constant function at the left and right boundaries to an affine function deep inside the nucleus. The first two conditions indicate that interfacial energy is cheap compared to elastic energy in both, the austenite and the martensite part. However, there are various competitions between the interfacial energy, the elastic energies in the austenite and martensite parts, and the size of the nucleus. We shall outline the main points in these competitions by considering the cases \( \mu \geq 1 \) (i.e., elastic energy in the austenite is more expensive than in the martensite part), \( \frac{1}{3} \leq \mu \leq 1 \) (i.e., elastic energy in the martensite part is less expensive than in the martensite part but the nucleus is rather large), and the case \( \mu \leq \frac{1}{3} \) (i.e., elastic energy in the austenite part is less expensive than in the martensite part and the nucleus is not so large).

- Assume \( \mu \geq 1 \). Then interfacial energy is rather cheap, the size of the nucleus is small in terms of \( \varepsilon \), and elastic energy in the austenite part is rather expensive. Therefore, one expects that optimal configurations form complex microstructures inside the nucleus, with little strain in the martensite part. This is reflected in our scaling law as follows: We have \( \varepsilon L \leq \varepsilon^{2/3} \theta^{2/3} L^{1/3} \leq \)
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\]
Assume $\epsilon L$ of complex patterns inside the nucleus and elastic energy in the austenite part in the vicinity the nucleus is large (in terms of $\mu$ and that all the regimes with a term $\epsilon L$ are in competition with a single laminate ($\epsilon L$), this leads to the lower bound. Precisely, in Lemma 3.11, the "global" logarithms are captured which always are in competition with a single laminate ($\epsilon L$). Combined with the energy required for an interpolation from a constant to an affine function (see Lemma 2.5), this leads to the lower
\[ \mathcal{I}(\mu, \epsilon, \theta, L) \sim \epsilon^{2/3} \theta^{2/3} L^{1/3}. \]

1. Assume $\frac{1}{10} \leq \mu \leq 1$. The situation is similar to the case above. However, if the size $L$ of the nucleus is large (in terms of $\mu$), then one expects a competition between the formation of complex patterns inside the nucleus and elastic energy in the austenite part in the vicinity of the left and right boundaries: This is reflected in our scaling law as follows: Again, $\epsilon L \leq \epsilon^{2/3} \theta^{2/3} L^{1/3} \leq \mu \theta^2$ implies that all regimes with a scaling $\mu \theta^2 (3 + X)$ are not relevant. Furthermore, $\frac{\mu L}{\theta L} \leq \frac{\epsilon L}{\theta L}$ since $\mu^3 \leq \frac{\epsilon L}{\theta L}$, which means that two-scale branching is more favourable than laminates. Therefore, in this parameter range
\[ \mathcal{I}(\mu, \epsilon, \theta, L) \sim \min \left\{ \epsilon^{2/3} \theta^{2/3} L^{1/3}, \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{\epsilon}{\mu \theta^2 L}) + \epsilon L \right\}. \]

Using that $\epsilon^{2/3} \theta^{2/3} L^{1/3} \geq \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{\epsilon}{\mu \theta^2 L})$ is equivalent to $y \ln^{1/2} (3 + y) \geq 1$ for $y := \frac{\epsilon L}{\mu \theta^2 L}$, i.e., $y \geq c$, one easily checks that all three scalings are relevant.

2. Assume finally $\mu \leq \frac{1}{10}$. This is the richest and most complex parameter range.

If $\epsilon$ is very small in the sense that additionally $\epsilon \leq \frac{\mu^3 \epsilon^2}{\theta^2 \ln^2} \leq \frac{\epsilon \theta^2}{10^2}$ then one expects the formation of complex patterns inside the nucleus. This is reflected in our scaling law as follows: On the one hand $\epsilon L \leq \epsilon^{2/3} \theta^{2/3} L^{1/3} \leq \mu \theta^2$, which shows that branching behaves as $\epsilon^{2/3} \theta^{2/3} L^{1/3}$, and that all the regimes with a term $\mu \theta^2 (3 + X)$ are not relevant. On the other hand, $\epsilon L \leq \mu^{1/2} \epsilon^{1/2} \theta L^{1/2}$. Summarizing, only branching, two-scale branching and laminates (see Fig. 3) are relevant, and
\[ \mathcal{I}(\mu, \epsilon, \theta, L) \sim \min \left\{ \epsilon^{2/3} \theta^{2/3} L^{1/3}, \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{\epsilon}{\mu \theta^2 L} \ln^{1/2} (3 + \frac{1}{\theta^2} \eps)) \right\}. \]

As above, one easily checks that all the scalings are relevant. For the case of large $\theta \geq m_1$, the logarithms disappear since $\ln (3 + \frac{1}{\theta}) \leq c$, and the corresponding lower bound is proven in Lemma 3.3.

Let us finally address the remaining range $\frac{\mu^3 \epsilon^2}{\theta^2 \ln^2} \leq \epsilon \leq \min \{ \mu \theta^2, \frac{\epsilon \theta^2}{10^2} \}$ in which the overall behaviour is essentially determined by the logarithmic terms. Setting $y := \frac{\epsilon L}{\mu \theta^2 L} \geq 1$, we have $y / \ln^{1/2} (3 + y) \geq c$ and hence $\epsilon^{2/3} \theta^{2/3} L^{1/3} \geq c \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{\epsilon L}{\mu \theta^2 L})$, which shows that branching is not relevant. We also note that $\frac{\epsilon L}{\mu \theta^2 L} \leq \frac{\epsilon L}{\mu \theta^2 L}$. In this case,
\[ \mathcal{I}(\theta, \epsilon, L, \mu) = \min \left\{ \mu \theta^2 \ln (3 + L), \mu \theta^2 \ln (3 + \frac{\epsilon L}{\mu \theta^2 L}) + \epsilon^{1/2} \theta^{1/2}, \mu \theta^2 \ln (3 + \frac{\epsilon L}{\mu \theta^2 L}) + \mu \theta^2 \ln (3 + \frac{\epsilon L}{\mu \theta^2 L}), \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{1}{\theta}) + \epsilon L, \mu^{1/2} \epsilon^{1/2} \theta L^{1/2} \ln^{1/2} (3 + \frac{1}{\theta}) + \epsilon L \right\}. \]

Here many competitions between the "more local" (lower line) and "global" (upper line) logarithms take place, and the different contributions are treated separately in the proof of the lower bound. Precisely, in Lemma 3.11, the "global" logarithms are captured which always are in competition with a single laminate ($\epsilon L$). Combined with the energy required for an interpolation from a constant to an affine function (see Lemma 2.5), this leads to the lower bound.
bound in Proposition 3.8. The case of a single laminate requires additional care since there
the incompatibility at the left and right boundaries lead to a competition between complex mi-
crostructures inside the nucleus and elastic strain in the austenite part. We point out that the
situation here is (even in a scalar-valued setting) more complicated and the scaling behaviour
is more complex than in the well-studied case of a vertical austenite/martensite interface with
periodic boundary conditions at the top and bottom boundaries. This is in particular reflected
in Proposition 3.3 by the additional regime $\mu \theta^2 \ln(3 + \frac{\theta}{\nu})$. 


3 Lower bound

The proof of the lower bound will be divided in three main parts, addressing various regimes in which qualitatively different behavior is expected from the constructions in Subsection 2.1. We shall briefly outline the structure of the proof:

In Subsection 3.1, we deal with the case that \( \varepsilon \) is not very small. Specifically, we assume that one of \( \theta^2 \) and \( \mu \theta^2 \) is below \( \varepsilon \). Roughly speaking, in this regime, one expects rather uniform structures inside the nucleus. The lower bound in this regime is given in Proposition 3.1. The key competition is between the bulk energy in the martensite and the bulk energy in the austenite, and is made quantitative in Lemma 3.2.

In Subsection 3.2, we treat the case of small \( \varepsilon \), in which we expect microstructure. This is the most interesting and richest regime, in which a variety of one- and two-scale branching patterns appear. The smallness of \( \varepsilon \) corresponds to two conditions: firstly, it should be such that there is at least a single interface over the entire length of the sample, as made quantitative by comparing \( \varepsilon L \) with \( \mu \theta^2 \) (up to a logarithmic factor, see below for the precise condition). Secondly, it must be such that the cost of a branching pattern is not dominated by the cost of a single straight interface, in the sense that \( \varepsilon L^2 \leq \theta^2 / 3 \). Roughly speaking, in this regime, one expects complex patterns inside the whole martensitic nucleus, and contributions from the austenite part only close to the left and right boundaries of \( \Omega_{2L} \). The lower bound is derived in Proposition 3.3, which builds upon a series of Lemmata for specific parts of the estimate.

In Subsection 3.3, we address the remaining part of the small-\( \varepsilon \) range which is not covered in Subsection 3.2, corresponding to the cases that \( \mu \) is small (in the sense that \( \mu \theta^2 \lesssim \varepsilon L \)) or that \( L \) is large (in the sense that \( \theta^2 < \varepsilon L^2 \)). In this case, one expects that there are parts inside the nucleus in which the displacement is affine or a single laminate. The relevant lower bound is obtained in Proposition 3.8.

Finally, in Subsection 3.4, we put together the above results and conclude the proof of the lower bound.

We start by making a few general observations and definitions that will be used all over the argument. The condition \( \nabla u \in BV(\Omega_{2L}; \mathbb{R}^{2 \times 2}) \) implies that \( u \) has a representative which is continuous on \( \Omega_{2L} \) (see, for example, [25, Lemma 9]). We work with this representative, and mainly work on slices in direction \( \xi = (1/4, 1) \). One important quantity is the set \( C \) of slices which are almost affine with slope \( \theta \) or \( \theta - 1 \) (recall (1.6))

\[
C := \left\{ x_1 \in (0, L - \xi_1) : \min \left\{ \|u^\xi_{x_1}(s) - u^\xi_{x_1}(0) - s\theta\|_{L^\infty((0,1))}, \|u^\xi_{x_1}(s) - u^\xi_{x_1}(0) - s(\theta - 1)\|_{L^\infty((0,1))} \right\} \leq \frac{1}{16} \theta \right\}.
\]

(3.1)

These are slices which have almost no energy in the martensitic nucleus. The boundary values on the top and bottom of the slice, however, differ by approximately \( \theta \) (or \( 1 - \theta \)). Therefore, these slices generate a large energy in the austenitic matrix.

Correspondingly, we shall consider the set \( P \) of slices where the boundary values are close,

\[
P := \left\{ x_1 \in (0, L - \xi_1) : |u((x_1,0) + \xi) - u(x_1,0)| \leq 2^{-7} \theta \right\}.
\]

(3.2)

These slices generate very small energy in the austenitic matrix, but cannot be low energy inside the martensitic nucleus. They can be realized either by microstructure (with energy density at least \( \varepsilon \)) or by having a deformation which does not match the eigendeformation of the martensite (with energy density at least \( \theta^2 \)). The sets \( C \) and \( P \) are clearly disjoint. This competition and these energy contributions will be made precise in Lemma 3.2 below.
Over the entire lower bound we shall often focus on “typical” slices, and relate the one-dimensional integrals over slices to the energy via Fubini’s theorem. For example, recalling the definition \( \|f\|_{L^2(\Delta^2_{10})} \), one has

\[
\int_{(0,L) \times (0,1)} |f|^2 \, dx \geq \int_0^{L-\xi_1} \|f\|^2_{L^2(\Delta^2_{i1})} \, dx_1 \geq \alpha^2 \mathcal{L}^1 \left( \{ x_1 \in (0, L-\xi_1) : \|f\|_{L^2(\Delta^2_{i1})} \geq \alpha \} \right)
\]

for any \( \alpha > 0 \).

### 3.1 A lower bound in the parameter range \( \theta^2 \leq \varepsilon \) or \( \mu \theta^2 \leq \varepsilon \)

In this case the structure inside the martensite is coarse, and the optimal bound is obtained considering a path that contains the segment \((x_1, 0)\) to \((x_1 + \xi_1, 1)\), and then goes back in the austenite phase, staying at a distance of order \(x_1\) from the martensite (see Figure 8 and Lemma 3.2).

**Proposition 3.1.** There exists \( c > 0 \) such that for all \( u \in \mathcal{X} \), \( \mu > 0, \theta \in (0, 1/2), \varepsilon > 0 \), and \( L \in [1/2, \infty) \) with

\[
\min \{ \theta^2, \mu \theta^2 \} \leq \varepsilon
\]

there holds

\[
I(u) \geq c \min \left\{ \mu \theta^2 \ln (3 + L), \theta^2 L, \mu \theta^2 \ln (3 + \frac{L}{\mu}) + \varepsilon \theta \right\}.
\]

The key estimate, that will be useful also later in the proof, is the following. We recall the definition of the sets \( \mathcal{P} \) and \( \mathcal{C} \) in (3.1) and (3.2), the definition of \( \Delta^2_{i1} \) in (1.8) and of the \( L^2(\Delta^2_{i1}) \) norm in (1.9). The geometry is illustrated in Figure 8.

**Lemma 3.2** (Bulk energy). Suppose that \( \theta \in (0, 1/2), L \in [1/2, \infty) \), \( u \in \mathcal{X} \). The following holds:

1. For \( i \in \{1,2\} \) and for almost every \( x_1 \in (0, L-\xi_1) \) one has

\[
\mu \int_{S_{x_1}} |\nabla u_i|^2 \, d\mathcal{H}^1 \geq \frac{1}{8} \mu \frac{1}{1 + x_1} |u_i(x_1 + \xi, 1) - u_i(x_1, 0)|^2,
\]

where \( S_{x_1} \) is the polygonal arc in \( \mathbb{R}^2 \setminus \Omega_{2L} \) joining the points

\[
(x_1 + \xi, 1), \; (x_1 + \xi, 1 + x_1), \; (-x_1, 1 + x_1), \; (-x_1, -x_1), \; (x_1, -x_1), \; (x_1, 0).
\]

2. If \( x_1 \in [0, L-\xi_1] \) obeys \( \| \min \{ |e(u) - \theta e_1 \circ e_2|, |e(u) + (1 - \theta)e_1 \circ e_2| \} \|_{L^2(\Delta^2_{i1})} \leq \tilde{C}_1 \theta^2 \) and

\[
|\partial_{x_1} \partial_{x_1} u_i^2\lceil(0,1)) \leq \tilde{C}_1, \; \text{where} \; \tilde{C}_1 := 2^{-13}, \; \text{then} \; x_1 \in \mathcal{C}.
\]

3. For any \( x_1 \in \mathcal{C} \) we have \( |u_i^2(1) - u_i^2(0)| \geq \frac{3}{4} \theta \). In particular, the sets \( \mathcal{P} \) and \( \mathcal{C} \) are disjoint.

4. One has

\[
I(u) \geq c \min \{ \varepsilon, \theta^2 \} \mathcal{L}^1(\{ 0, L-\xi_1 \} \setminus \mathcal{C}),
\]

and

\[
I(u) \geq c \mu \theta^2 \ln \frac{L + 1 - \xi_1}{\mathcal{L}^1(P)} + c \min \{ \varepsilon, \theta^2 \} \mathcal{L}^1(\mathcal{P}).
\]

**Proof.**

1. The assertion follows by a direct computation, using that

\[
\mathcal{H}^1(S_{x_1}) = 8x_1 + 1 + \xi_1 \leq 8(1 + x_1).
\]

Indeed, for almost every \( x_1 \in (0, L-\xi_1) \) we have that \( u_i \in W^{1,2}(S_{x_1}) \). It then follows that

\[
\int_{S_{x_1}} |\nabla u_i|^2 \, d\mathcal{H}^1 \geq (\mathcal{H}^1(S_{x_1}))^{-1} \left( \int_{S_{x_1}} |\nabla u_i| \, d\mathcal{H}^1 \right)^2 \geq \frac{|u_i(x_1 + \xi, 1) - u_i(x_1, 0)|^2}{8(1 + x_1)}.
\]

28
We distinguish two cases.

\[
\int_{x_1}^{x_1 + \xi_1} \frac{1}{1 + x_1} \, dx_1 \geq c \mu \theta^2 \frac{L - \xi_1}{x_1 + 1} \, dx_1 = c \mu \theta^2 \ln \frac{L + 1 - \xi_1}{L^1(\mathcal{P}) + 1}.
\]

Finally, since \( \mathcal{P} \) and \( \mathcal{C} \) are disjoint, we have \( \mathcal{P} \subset [0, L - \xi_1] \setminus \mathcal{C} \) and \( I(u) \geq c \min(\varepsilon, \theta^2) \mathcal{L}^1([0, L - \xi_1] \setminus \mathcal{C}) \geq c \min(\varepsilon, \theta^2) \mathcal{L}^1(\mathcal{P}) \).

**Proof of Proposition 3.1.** By Lemma 3.2([v]) we have, with \( p := \mathcal{L}^1(\mathcal{P}) \),

\[
I(u) \geq c \mu \theta^2 \ln \frac{L + 1 - \xi_1}{p + 1} + cp \min(\varepsilon, \theta^2).
\]

We distinguish two cases.
i. Assume $\mu \leq 1$. Then the assumption on $\varepsilon$ implies $\mu \theta^2 \leq \varepsilon$, so that $\mu \theta^2 \leq \min\{\varepsilon, \theta^2\}$ and (3.4) gives

$$ I(u) \geq c \min_{p' \in [0, L - \xi_1]} \left( \mu \theta^2 \ln \left( \frac{L + \frac{3}{4} p'}{p' + 1} + p' \mu \theta^2 \right) \right) = c \mu \theta^2 \ln(L + \frac{3}{4}) \geq c \mu \theta^2 \ln(3 + L), $$

which concludes the proof. We used here that the expression to be minimized is nondecreasing in $p'$, hence the minimum is attained at $p' = 0$.

ii. Assume $1 < \mu$. Then the assumption on $\varepsilon$ implies $\theta^2 \leq \varepsilon$, and (3.4) gives

$$ I(u) \geq c \min_{p' \in [0, L - \xi_1]} \left( \mu \theta^2 \ln \left( \frac{L + \frac{3}{4} p'}{p' + 1} + p' \theta^2 \right) \right) \geq c \min \left\{ \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln \left( \frac{L + \frac{3}{4}}{\mu} \right), \theta^2 L \right\} $$(3.5)

At this point it only remains to obtain the $\varepsilon \theta$ term. We are working under the assumption that $p > 0$. For almost any $x_p \in \mathcal{P}$ we have

$$ \int_{(0,1)} (u_{x_p}^\xi)'(s) \, ds = |u_{x_p}^\xi(1) - u_{x_p}^\xi(0)| \leq \frac{1}{4} \theta. $$

If $\mathcal{C} = \emptyset$ then by Lemma 3.2(iv) we have $I(u) \geq c \min\{\varepsilon, \theta^2\}(L - \xi_1) \geq c \theta^2 L$, and we are done. Otherwise, for any $x_\varepsilon \in \mathcal{C}$ we have

$$ \frac{3}{4} \theta \leq |u_{x_\varepsilon}^\xi(1) - u_{x_\varepsilon}^\xi(0)| \leq \int_{(0,1)} (u_{x_\varepsilon}^\xi)'(s) \, ds. $$

Therefore

$$ \frac{1}{2} \theta \leq \int_{(0,1)} |(u_{x_\varepsilon}^\xi)' - (u_{x_p}^\xi)'| \, ds \leq 4|D^2 u|((0, L) \times (0, 1)) $$

and therefore $I(u) \geq c \varepsilon \theta$. Recalling (3.5) we have

$$ I(u) \geq c \min \left\{ \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln \left( 3 + \frac{L}{\mu} \right) + \varepsilon \theta, \theta^2 L \right\} $$

which concludes the proof.

\[\square\]
3.2 A lower bound in the parameter range \( \varepsilon L^2 \leq \theta^2 \) and \( \varepsilon L \lesssim \mu \theta^2 \)

We turn to the case in which \( \varepsilon L^2 \leq \theta^2 \), and formulate a lower bound on the energy restricted to the set

\[
\tilde{\Omega}_\ell := (-\infty, \ell) \times \mathbb{R}.
\] (3.6)

We give these estimates for general \( \ell \leq 2L \) since this does not require extra work. To prove the main theorem, however, we will only need the case \( \ell = 2L \).

**Proposition 3.3.** There exists \( c > 0 \) such that for all \( u \in X, \theta \in (0, 1/2], \varepsilon > 0, \ell > 0, \mu > 0 \) which obey

\[
1 \leq \ell \leq 2L, \quad \varepsilon \ell^2 \leq \theta^2, \quad \text{and} \quad \varepsilon \ell \leq \mu \theta^2 \min \left\{ \ln(3 + \frac{1}{\theta^2}), \ln(3 + \frac{\varepsilon}{\mu^2 \theta^2 \ell}) \right\}
\]

there holds

\[
I_{\tilde{\Omega}_\ell}(u) \geq c \min \left\{ \frac{\varepsilon}{3} \ell^2, \frac{\mu}{2} \right\}.
\]

The key estimate for the most difficult case, in which \( \theta \) is small, is proven in Lemma 3.7 below. A proof of similar statements has been provided by two of the authors in [26] in the context of simplified scalar-valued models for austenite/martensite interfaces and crystal plasticity. Our proof follows the general strategy of the proof and builds on techniques from there with two main differences: First, the vectorial structure requires more refined arguments; and second, the isotropic elastic modulus allows for more flexibility which is treated differently than in the corresponding model for dislocation microstructures.

The vector-valued setting including a symmetrized gradient requires more careful slicing techniques than in [26]. We follow a BD-type approach and consider diagonal slices instead of nearly vertical slices. An intuitive choice of the direction of slices would be \((1, 1)\). However, this would lead to problems in the case \( L = 1/2 \). Indeed, in this case \( \Omega_{2L} = (0, 1)^2 \) contains only a single segment parallel to \((1, 1)\) which connects the bottom and the top boundaries, and it would not be possible to choose a ‘typical’ slice (in the sense of Fubini’s theorem). Note that the energy controls only the symmetric part of the gradient of \( u \), and hence we rely on BD-type slicing results which hold along diagonal slices but not on vertical ones. For these reasons, we fixed the direction of the slices as

\[
\xi = (\frac{1}{4}, 1).
\]

We first treat the simpler case in which \( \theta \) is bounded away from zero. In this case we use a different proof which uses ideas that were introduced in [15] in the geometrically nonlinear setting and were refined in the linear setting in [31] [46]. All these works treat only the case \( \theta = \frac{1}{2} \), but the argument can easily be extended to the case \( \theta \in [m_1, \frac{1}{2}] \). We start with this argument, which is simpler and does not require much preparation.

**Lemma 3.4 (The case of large \( \theta \)).** Let \( m_1 \in (0, 1/2] \). There exists \( c > 0 \) depending only on \( m_1 \) such that for all \( u \in X, \varepsilon > 0, \ell > 0, \mu > 0, \theta > 0 \) which obey

\[
1 \leq \ell \leq 2L, \quad \varepsilon \ell^2 \leq 1, \quad \varepsilon \ell \leq \mu, \quad \text{and} \quad m_1 \leq \theta \leq \frac{1}{2}
\]

we have

\[
I_{\tilde{\Omega}_\ell}(u) \geq c \min \left\{ \frac{\varepsilon^{2/3}}{\ell^{1/3}}, \mu^{1/2} \varepsilon^{1/2} \ell^{1/2} \right\}.
\]
Proof. Let \( σ : Ω_ε \to \{ θ, −1 + θ \} \) be the function that indicates which variant is locally attained, i.e., such that \( \min\{ |φ(u) − θe_1 ⊗ e_2|, |φ(u) − (1 − θ)e_1 ⊗ e_2| \} = |φ(u) − σe_1 ⊗ e_2| \) almost everywhere. We fix \( ρ \in (0, 1] \), and choose \( \tilde{x}_1 ∈ [0, θ − ρ] \), \( \tilde{x}_2 ∈ [0, 1 − ρ] \) such that the infinite horizontal strip \( S_h := (−∞, θ) \times (\tilde{x}_2, \tilde{x}_2 + ρ) \), and the infinite vertical strip \( S_v := (\tilde{x}_1, \tilde{x}_1 + ρ) \times \mathbb{R} \), recalling the definition of \( Ω_ε \) in (3.6),

\[
I_Q(u) ≤ c\ell^{-1}ρ^2I_{Ω_ε}(u), \quad I_{S_h}(u) ≤ c\ell^{-1}ρI_{Ω_ε}(u), \quad \text{and } I_{S_v}(u) ≤ cρI_{Ω_ε}(u),
\]

(3.7) where \( Q := S_h \cap S_v \subset Ω_ε \) (see Figure 9). By Poincaré’s inequality we have that

\[
∥∂_2u_1 − ⟨∂_2u_1⟩_Q∥_{L^1(Q)} ≤ ρ|D^2u_1|(Q) \quad \text{and } ∥∂_1u_2 − ⟨∂_1u_2⟩_Q∥_{L^1(Q)} ≤ ρ|D^2u_2|(Q)
\]

(3.8)

where \( ⟨f⟩_Q \) denotes the average of \( f \) over \( Q \). Combined with Hölder’s inequality, we obtain

\[
∥σ − ⟨∂_2u_1⟩_Q − ⟨∂_1u_2⟩_Q∥_{L^1(Q)} \leq ∥σ − (∂_2u_1 + ∂_1u_2)∥_{L^1(Q)} + ∥∂_2u_1 − (∂_2u_1)∥_{L^1(Q)} + ∥∂_1u_2 − (∂_1u_2)∥_{L^1(Q)} ≤ c\left(ρI_{Ω_ε}^1(u) + ρ^εI_{Ω_ε}^1(u)\right).
\]

If \( L^2(\{ σ = θ \} \cap Q) \geq \frac{1}{2}ρ^2 \), then

\[
\frac{1}{2}ρ^2(θ − ⟨∂_2u_1⟩_Q − ⟨∂_1u_2⟩_Q) \leq ∥σ − (∂_2u_1)∥_{L^1(Q)}.
\]

Otherwise \( L^2(\{ σ = θ − 1 \} \cap Q) \geq \frac{1}{2}ρ^2 \) and hence

\[
\frac{1}{2}ρ^2(θ − 1) − (⟨∂_2u_1⟩_Q − ⟨∂_1u_2⟩_Q) \leq ∥σ − (∂_2u_1)∥_{L^1(Q)}.
\]

Hence if \( |⟨∂_2u_1⟩| ≤ m_1/4 \) and \( |⟨∂_1u_2⟩| \leq m_1/4 \), then since \( m_1 ≤ θ, |θ − (⟨∂_2u_1⟩ − ⟨∂_1u_2⟩)| ≥ θ/2 \) and \( |θ − 1 − (⟨∂_2u_1⟩ − ⟨∂_1u_2⟩)| ≥ θ/2 \), we deduce

\[
m_1ρ^2 ≤ c\left(ρ^2I_{Ω_ε}^1(u) + ρ^εI_{Ω_ε}^1(u)\right),
\]

which implies that

\[
I_{Ω_ε}(u) ≥ c\min\{ε, ρ^{-1}\}. \quad \text{(3.9)}
\]

This estimate will be considered as one part of (3.11) below.

It remains to consider the other cases. If \( |⟨∂_2u_1⟩| > m_1/4 \), we set \( a := ⟨∂_2u_1⟩ \) and \( b := ⟨u_1 − ax_2⟩_Q \).

Then by Poincaré’s and Hölder’s inequalities (see also (3.8))

\[
∥u_1 − ax_2 − b∥_{L^1(Q)} ≤ ρ∥∇(u_1 − (−∂_2u_1)x_2)∥_{L^1(Q)} ≤ ρ∥∂_1u_1∥_{L^1(Q)} + ρ∥∂_2u_1 − (−∂_2u_1)∥_{L^1(Q)} \leq ρ^2I_{Ω_ε}^1(u) + ρ^εI_{Ω_ε}^1(u).
\]
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By Fubini’s theorem, there is \( x^*_1 \in (\tilde{x}_1, \tilde{x}_1 + \rho) \) such that
\[
\int_{\tilde{x}_2}^{\tilde{x}_2 + \rho} |u_1(x^*_1, x_2) - ax_2 - b| \, dx_2 \leq \rho I_Q^{1/2}(u) + \rho \varepsilon^{-1} I_Q(u)
\]
and \( u_1(x^*_1, \cdot) \) is the trace of \( u_1 \) on \( \{x_1 = x^*_1\} \). We use the fundamental theorem to transfer this information to a corresponding slice on the boundary. Precisely, we estimate
\[
\int_{\tilde{x}_2}^{\tilde{x}_2 + \rho} |u_1(0, x_2) - ax_2 - b| \, dx_2 
\leq \int_{\tilde{x}_2}^{\tilde{x}_2 + \rho} |u_1(x_1, x_2) - ax_2 - b| \, dx_2 + \int_{\tilde{x}_2}^{\tilde{x}_2 + \rho} |\partial_1 u_1|(x_1, x_2) \, dx_1 \, dx_2 
\leq c \left( \rho I_Q^{1/2}(u) + \rho \varepsilon^{-1} I_Q(u) + \ell^{1/2} \rho^{1/2} I_{S_{\rho}}(u) \right) 
\leq c \left( \rho^2 \ell^{-1/2} I_{\Omega_{\ell}}^{1/2}(u) + \rho^3 \varepsilon^{-1} \ell^{-1} I_{\Omega_{\ell}}(u) + \rho \ell^{1/2} I_{\Omega_{\ell}}^{1/2}(u) + \mu^{-1} \rho I_{\Omega_{\ell}}(u) \right),
\]
where in the last step we subsumed \( m_1 \) in the constant \( c \). Finally, if \( |\langle \partial_1 u_2 \rangle_Q| > m_1/4 \), we proceed analogously, interchanging the indices 1 and 2, and obtain the estimate
\[
m_1 \rho^2 \leq c \left( \rho^2 \ell^{-1/2} I_{\Omega_{\ell}}^{1/2}(u) + \rho^3 \varepsilon^{-1} \ell^{-1} I_{\Omega_{\ell}}(u) + \rho \ell^{1/2} I_{\Omega_{\ell}}^{1/2}(u) + \mu^{-1} \rho I_{\Omega_{\ell}}(u) \right),
\]
with \( \tilde{a} := \langle \partial_1 u_2 \rangle_Q \) and \( \tilde{b} := \langle u_2 - \tilde{a} x_1 \rangle_Q \) and an appropriately chosen \( x^*_2 \in (\tilde{x}_2, \tilde{x}_2 + \rho) \).

Putting this together with \((3.9)\) and \((3.10)\), we see that for any \( \rho \in (0,1) \)
\[
I_{\Omega_{\ell}}(u) \geq c \min\{\ell, \varepsilon \ell \rho^{-1}, \ell^{-1} \rho^2, \ell \mu \rho, \mu \rho\},
\]
where we used that \( \rho \leq \ell \) implies \( \ell^{-1} \rho^2 \leq \ell \).

If \( \mu \geq \varepsilon^{1/3} \ell^{-1/3} \) we choose \( \rho = \varepsilon^{2/3} \ell^{1/3} \) and conclude \( I_{\Omega_{\ell}}(u) \geq c \varepsilon^{2/3} \ell^{1/3} \rho \) \( \rho \leq 1 \) since \( \varepsilon \ell^2 \leq 1 \).

If \( \mu < \varepsilon^{1/3} \ell^{-1/3} \) we choose \( \rho = \mu^{-1/2} \varepsilon^{1/2} \ell^{1/2} \) and conclude \( I_{\Omega_{\ell}}(u) \geq c \mu^{1/2} \varepsilon^{1/2} \ell^{1/2} \) since \( \mu^{1/2} \varepsilon^{1/2} \ell^{1/2} \leq \ell^{-1} \rho^2 = \mu^{-1} \varepsilon \) by the assumption on \( \mu \) (note that \( \rho \leq 1 \) since \( \mu \leq \varepsilon \ell \)). This concludes the proof of Lemma \[3.3\] \qed

If \( \theta \) is small then a more complex procedure is needed, in order to capture the various logarithmic divergences in the energy. Before presenting the main estimate in Lemma \[3.7\] we need a number of preliminary results, which characterize the behavior of low-energy functions close to the corners in \( (0,0) \) and \( (0,1) \) and on “good” slices.

We begin by proving estimate for the behavior of \( u_1 \) close to the corners \((0,0)\) and \((0,1)\), which captures the logarithmic divergence of the matrix energy, see \[3.12\].

**Lemma 3.5.** For any \( c_* \in (0,1) \) there is \( C = C(c_*) \) such that whenever \( 1 \leq \ell \leq 2L, m \in \{0, \frac{1}{4} \} \) and
\[
0 < \mu \leq \theta \leq m
\]
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one of the following holds: either

\[
\frac{1}{C} I(u) \geq \min \left\{ \frac{\mu \theta^2 \ln(3 + \frac{\mu}{\theta}), \mu \theta^2 \ln \frac{1}{m}, \mu \theta^2 \ln(3 + t)}{m} \right\}
\]

or

\[
\int_0^1 \frac{|(u_1(x_1, 1) - u_1(x_1, 0))|}{x_1} \, dx_1 \leq c \theta \ln \frac{1}{m}. \tag{3.12}
\]

**Proof.** We show below the following: either (3.12) holds or

\[
\frac{1}{c} I(u) \geq \min \left\{ \frac{\theta^3}{q}, \mu \theta^2 \ln(3 + q), \theta^2 \ln \frac{1}{m} \right\} \quad \text{for any } q \in [1, \ell]. \tag{3.13}
\]

We first prove that this implies the assertion. We let \( q_* := \frac{2 \theta - 2 \theta^3}{\mu \ln(3 + \theta/\mu)} \), observe that \( \mu \leq \theta \) implies \( q_* \geq 1 \), and distinguish two cases. If \( q_* \leq \ell \) we set \( q = q_* \). Then \( \theta^3/q_* = \frac{1}{2} \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \). Further, observe that for any \( t > 0 \) one has \( 3 + \frac{2t}{\ln(3 + t^{\ell/2})} \geq (3 + t)^{\ell/2} \), which implies \( \ln(3 + \frac{2t}{\ln(3 + t^{\ell/2})}) \geq \frac{1}{2} \ln(3 + t) \), and obtain \( \mu \theta^2 \ln(3 + q_*) \geq \frac{1}{2} \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \), which concludes the proof. If instead \( q_* \geq \ell \) we set \( q = \ell \) and observe that in this case \( \theta^3/q_* \geq \theta^3/ \ell \geq \frac{1}{2} \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \), which also concludes the proof. Therefore it suffices to show that one of (3.12) and (3.13) holds.

Fix \( q \in [1, \ell] \). We can assume that \( I(u) \leq 2^{-9} c^3 \theta^2 q \) (if not, (3.13) holds and the proof is finished). Since \( \|\partial_1 u_1\|^2 \|\partial_2 u_1\| \leq I(u) \), we can choose \( \delta \in (0, \frac{\theta}{16c \theta}) \) such that \( u_1(\cdot, \delta), u_1(\cdot, 1 - \delta) \in W^{1,2}((0, \ell))^q \) with

\[
\int_0^\ell |\partial_1 u_1|^2(x_1, \delta) + |\partial_2 u_1|^2(x_1, 1 - \delta) \, dx_1 \leq \frac{\ell}{32} \gamma^2 \theta^2 q.
\]

This implies, setting \( \bar{u}_1^- := u_1(0, \delta) \) and \( \bar{u}_1^+ := u_1(0, 1 - \delta) \),

\[
|u_1(\bar{x}_1, \delta) - \bar{u}_1^-| + |u_1(\bar{x}_1, 1 - \delta) - \bar{u}_1^+| \leq \frac{1}{4} c \theta \text{ for all } \bar{x}_1 \in [0, q]. \tag{3.14}
\]

To shorten notation we define

\[
f(x) := \begin{cases} 
\min\{c(u)(x) - \theta e_1 \circ c_2, |c(u)(x) - (\theta - 1)e_1 \circ c_2|\}, & \text{if } x \in (0, \ell) \times (0, 1), \\
|\nabla u|(x), & \text{otherwise.}
\end{cases}
\]

Figure 10: Sketch of the geometry in the proof of Lemma 3.5. The two horizontal lines entering (3.14), at \( x_2 = \delta \) and \( x_2 = 1 - \delta \), are shown in green. The two polygonal lines \( S^+_x, S^-_x \), used in (3.16) and (3.17), are shown in red. The exterior polygonal line \( S_{x_1}^{\text{out}} \) used to obtain (3.21) is shown in blue.
For $x_1 \in (\delta, q)$ we define $z : [0, 1] \to \mathbb{R}$ by $z(s) := (u_1 - u_2)(x_1 - s, s)$. For almost every $x_1$ we can estimate, similar to (1.10)–(1.11),

$$
|z'(s)| = |\partial_1 u_2 + \partial_2 u_1 - \partial_1 u_1 - \partial_2 u_2|(x_1 - s, s) \\
\leq \min_{\sigma \in \theta} \left| \sigma \right| + |(e_{12}(u) + e_{21}(u) - (e_{11}(u) + e_{22}(u))|(x_1 - s, s) \\
\leq 1 + 2 \min \{|e(u)(x_1 - s, s) - \theta e_1 \cap e_2|, |e'(u)(x_1 - s, s) - (\theta - 1)e_1 \cap e_2| \} \leq 1 + 2f(x_1 - s, s).
$$

(3.15)

With multiple triangular inequalities,

$$
|u_1(x_1, 0) - u^*_1| \leq |u_1(x_1, 0) - u_1(x_1 - \delta, \delta)| + |u_1(x_1 - \delta, \delta) - u^*_1| \\
\leq |z(0) - z(\delta)| + |u_2(x_1, 0) - u_2(x_1 - \delta, \delta)| + |u_1(x_1 - \delta, \delta) - u^*_1| \\
\leq |z(0) - z(\delta)| + |u_2(x_1, 0) - u_2(x_1 - \delta, -\delta)| + |u_2(x_1 - \delta, -\delta) - u_2(x_1 - \delta, \delta)| \\
+ |u_1(x_1 - \delta, \delta) - u^*_1|.
$$

(3.16)

By the fundamental theorem of calculus, using (3.15), $|\partial_2 u_2|(x) \leq f(x)$ everywhere and $|\nabla u_2|(x) \leq f(x)$ for $x_2 \leq 0$,

$$
|u_1(x_1, 0) - u^*_1| \leq |u_1(x_1 - \delta, \delta) - u^*_1| + \delta + 2 \int \frac{f dH^1}{S_{x_1}^-},
$$

(3.17)

where $S_{x_1}^-$ is the polygonal joining $(x_1, 0), (x_1 - \delta, \delta), (x_1 - \delta, -\delta), (x_1, 0)$ (see Figure 10). Repeating the computation on the other side with $\tilde{z}(s) := (u_1 + u_2)(x_1 - s, 1 - s)$ leads to

$$
|u_1(x_1, 1) - u^*_1| \leq |u_1(x_1 - \delta, 1 - \delta) - u^*_1| + \delta + 2 \int \frac{f dH^1}{S_{x_1}^+},
$$

(3.18)

where $S_{x_1}^+$ is the polygonal joining $(x_1, 1), (x_1 - \delta, 1 - \delta), (x_1 - \delta, 1 + \delta), (x_1, 1)$. Adding the two, and recalling (3.14), for $\tilde{x}_1 = x_1 - x$ yields, since $H^1(S_{x_1}^+) = (2 + \sqrt{2})\delta \leq 5\delta$, and $2\delta \leq \frac{1}{5}c_\theta$,

$$
|u_1(x_1, 0) - u^*_1| + |u_1(x_1, 1) - u^*_1| \leq \frac{1}{4} c_\theta + 2\delta + 2 \int \frac{f dH^1}{S_{x_1}^-} \frac{1}{S_{x_1}^+} + 8\delta^{1/2} \left( \int \frac{f^2 dH^1}{S_{x_1}^-} \right)^{1/2}
$$

for almost every $x_1 \in (\delta, q)$. We divide by $x_1$ and integrate over $x_1 \in (a, b)$, for some $a, b$ with $\delta \leq a < b \leq q$,

$$
\int_a^b \frac{|u_1(x_1, 0) - u^*_1| + |u_1(x_1, 1) - u^*_1|}{x_1} dx_1 \leq \frac{3}{8} c_\theta \ln \frac{b}{a} + 8\delta^{1/2} \int_a^b \frac{1}{x_1} \left( \int \frac{f^2 dH^1}{S_{x_1}^-} \right)^{1/2} dx_1
$$

$$
\leq \frac{3}{8} c_\theta \ln \frac{b}{a} + 8\delta^{1/2} \left( \int_a^b \frac{1}{x_1} dx_1 \right)^{1/2} \left( \int_a^b \frac{f^2 dH^1}{S_{x_1}^-} dx_1 \right)^{1/2}.
$$

The first integral is controlled by $1/a$. For the second we use Fubini’s theorem,

$$
\int_a^b \int \frac{f^2 dH^1}{S_{x_1}^-} dx_1 \leq 2 \int_{(0, b) \times (-\delta, 1 + \delta)} f^2 d\mu \leq \max \left\{ 1, \mu^{-1} \right\} 2I(u) = \frac{2I(u)}{\mu},
$$

since by assumption $\mu \leq \theta \leq 1$. Therefore

$$
\int_a^b \frac{|u_1(x_1, 0) - u^*_1| + |u_1(x_1, 1) - u^*_1|}{x_1} dx_1 \leq \frac{3}{8} c_\theta \ln \frac{b}{a} + \frac{12\delta^{1/2} I(u)^{1/2}}{a^{1/2} \mu^{1/2}}
$$

whenever $\delta \leq a < b \leq q$. (3.19)
We first use (3.19) with $a = m$, $b = 1$. This gives, recalling $\delta \leq \theta \leq m$,
\[
\int_m^1 \frac{|u_1(x_1, 0) - u_1^-| + |u_1(x_1, 1) - u_1^+|}{x_1} \, dx_1 \leq \frac{3}{8} c_\theta \ln \frac{1}{m} + \frac{12}{\mu^{1/2}} I(u)^{1/2}.
\]
If the second term is larger than $\frac{1}{2} c_\theta \ln \frac{1}{m}$ then $I(u) \geq c_\theta^2 \ln \frac{1}{m}$, (3.13) holds and we are done. Otherwise the right-hand side is not larger than $\frac{1}{2} c_\theta \ln \frac{1}{m}$, so that
\[
\int_m^1 \frac{|u_1(x_1, 0) - u_1(x_1, 1)|}{x_1} \, dx_1 \leq |u_1^- - u_1^+| \ln \frac{1}{m} + \frac{1}{2} c_\theta \ln \frac{1}{m}.
\]
If
\[
|u_1^- - u_1^+| \leq \frac{1}{2} c_\theta
\]
then (3.12) holds and we are done.

It remains to consider the case that (3.20) does not hold. For $x_1 \in (0, \ell)$ we let $S_{x_1}^\text{out} := \partial((-x_1, x_1) \times (-x_1, 1 + x_1)) \setminus (0, L) \times (0, 1)$ (see Figure 10). Then
\[
|u_1(x_1, 0) - u_1(x_1, 1)| \leq \int_{S_{x_1}^\text{out}} |\nabla u_1| \, d\mathcal{H}^1 \leq \int_{S_{x_1}^\text{out}} f \, d\mathcal{H}^1 \leq (\mathcal{H}^1(S_{x_1}^\text{out}))^{1/2} \left( \int_{S_{x_1}^\text{out}} f^2 \, d\mathcal{H}^1 \right)^{1/2}.
\]
Therefore
\[
\int_\frac{1}{8}^q \frac{|u_1(x_1, 0) - u_1(x_1, 1)|}{x_1} \, dx_1 \leq \int_\frac{1}{8}^q \frac{(\mathcal{H}^1(S_{x_1}^\text{out}))^{1/2}}{x_1} \left( \int_{S_{x_1}^\text{out}} f^2 \, d\mathcal{H}^1 \right)^{1/2} \, dx_1
\]
\[
\leq \left( \int_{\frac{1}{8}}^q \frac{\mathcal{H}^1(S_{x_1}^\text{out})}{x_1} \, dx_1 \right)^{1/2} \left( \int_{\frac{1}{8}}^q \int_{S_{x_1}^\text{out}} f^2 \, d\mathcal{H}^1 \, dx_1 \right)^{1/2}
\]
\[
\leq c_\mu^{-1/2} \ln^{1/2}(8q) I^{1/2}(u),
\]
where in the last step we used that $\mathcal{H}^1(S_{x_1}^\text{out}) = 8x_1 + 1 \leq 16x_1$ for $x_1 \geq \frac{1}{8}$. We use (3.19) with $a = \frac{1}{8}$, $b = q$, and obtain
\[
\int_{\frac{1}{8}}^q \frac{|u_1(x_1, 0) - u_1^-| + |u_1(x_1, 1) - u_1^+|}{x_1} \, dx_1 \leq \frac{3}{8} c_\theta \ln(8q) + \frac{c_\theta^{1/2}}{\mu^{1/2}} I^{1/2}(u) \leq \frac{3}{8} c_\theta \ln(8q) + \frac{c \ln^{1/2}(8q) I^{1/2}(u)}{\mu^{1/2}}
\]
where we used $\delta \leq 1/8$ and $q \geq 1$. Combining with (3.21) and $\delta \leq \frac{1}{8}$ yields
\[
|u_1^- - u_1^+| \ln(8q) = \int_{\frac{1}{8}}^q \frac{|u_1^- - u_1^+|}{x_1} \, dx_1 \leq \frac{3}{8} c_\theta \ln(8q) + \frac{c \ln^{1/2}(8q) I^{1/2}(u)}{\mu^{1/2}}.
\]
Since (3.20) does not hold, we have $I(u) \geq c_\theta^2 \ln(8q) \geq c_\theta^2 \ln(3 + q)$ since $q \geq 1$. Therefore (3.13) holds and the proof is concluded also in this case. \hfill \Box

The next Lemma proves that $u_2$ is, up to a small exceptional set, very well controlled by the energy. In particular, it is significantly smaller than $\theta$, in different measures. In this Section (Lemma 3.7) we shall use (i). Since the proofs are naturally connected, to avoid repetition we present here also the proof of two estimates that will be used in the next Section, specifically, (iii) in Lemma 3.10 and (i) in Lemma 3.11.
Figure 11: Sketch of the geometry in Lemma 3.6. Left panel: the boundary estimate (i) compares values across the top boundary, at distance $\xi_1(1+2s)$. The other two estimates compare points along the diagonal $(x_1, 0) + \mathbb{R} \xi$. Middle panel: the sets $G_{\text{vert}}$ and $G_{\text{hor}}$ compare points which are separated vertically or horizontally, and are estimated integrating along the sketched curves, see (3.22) and (3.23). Right panel: the sets $G^{\text{av,+}}_{\text{hor}}$ and $G^{\text{av}}_{\text{vert}}$ are used for similar estimates, but integrated over $s$.

**Lemma 3.6** (Local estimates for $u_2$). For all $\bar{C} > 0$ there exist $C = C(\bar{C}) > 0$ such that for any $\delta \in (0, 1]$ and any $u \in W^{1,2}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)$ there is a set $\mathcal{G} \subseteq [0, L - \xi_1]$ such that

$$I(u) \geq C \min\{\mu, 1\} \theta^2 \mathcal{L}^1(\mathcal{G})$$

and

i. for any $m \in (0, 1/4]$ and any $x_1 \in [0, L - \xi_1] \setminus \mathcal{G}$, one has

$$\int_{m}^{1} \frac{|u_2(x_1 - s\xi_1, 1) - u_2(x_1 + (1+s)\xi_1, 1)|}{s} \, ds \leq 3\bar{C}\theta \ln \frac{1}{m},$$

ii. for any $m \in (0, 1/4]$ and any $x_1 \in [0, L - \xi_1] \setminus \mathcal{G}$, one has

$$\int_{m}^{1} \frac{|u_2(x_1 + s\xi_1, 1) - u_2(x_1 + (1-s)\xi_1, 1)|}{s} \, ds \leq 6\bar{C}\theta \ln \frac{1}{m},$$

iii. for any $x_1 \in [0, L - \xi_1] \setminus \mathcal{G}$ and any $\delta \in (0, 1]$ one has

$$\frac{1}{\delta} \int_{(0,\delta)} |u_2(x_1 + (1-s)\xi_1, 1) - u_2(x_1 + s\xi_1, 1)| \, ds \leq 5\bar{C}\theta.$$

**Proof.** Step 1. Construction of $\mathcal{G}$.

We construct $\mathcal{G}$ as the union of different pieces, which are all defined and estimated similarly. The first one contains points with large vertical differences (see Fig. 11 (middle)),

$$G_{\text{vert}} := \{ x_1 \in [0, L - \xi_1] : \bar{C}\theta \leq |u_2(x_1, 0) - u_2(x_1, 1)| \}.$$  \hspace{1cm} (3.22)

By the fundamental theorem of calculus, for almost every $x_1$ we have

$$|u_2(x_1, 0) - u_2(x_1, 1)| \leq \int_{(0,1)} |\partial_2 u_2|(x_1, s) \, ds$$

which gives, using first Hölder’s inequality and then Fubini’s theorem,

$$\bar{C}^2 \theta^2 \mathcal{L}^1(G_{\text{vert}}) \leq \int_{(0,L-\xi_1)} |u_2(x_1, 0) - u_2(x_1, 1)|^2 \, dx_1 \leq \int_{\Omega_L} |\partial_2 u_2|^2 \, dx \leq I(u).$$
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The second one contains points with large horizontal differences along the top boundary,

\[ G_{\text{hor}} := \{ x_1 \in [0, L - \xi_1] : \dot{C} \theta \leq |u_2(x_1, 1) - u_2(x_1 + \xi_1, 1)| \}. \]  

(3.23)

Let \( S_{x_1} \) be the polygonal joining the points (see Fig. [1]) (middle)

\[ (x_1, 1), (x_1 + \frac{1}{2} \xi_1, 1 + \frac{1}{2} \xi_1), (x_1 + \xi_1, 1). \]

By the fundamental theorem of calculus, for almost every \( x_1 \) we have

\[ |u_2(x_1, 1) - u_2(x_1 + \xi_1, 1)| \leq \int_{S_{x_1}} |\nabla u_2| d\mathcal{H}^1 \leq \left( \mathcal{H}^1(S_{x_1}) \int_{S_{x_1}} |\nabla u_2|^2 d\mathcal{H}^1 \right)^{1/2} \]

so that, squaring, integrating over \( G_{\text{hor}} \), and using \( \mathcal{H}^1(S_{x_1}) = \sqrt{2} \xi_1 = \frac{1}{2} \xi_2 \),

\[ C^2 \theta^2 L^1(G_{\text{hor}}) \leq \int_{[0, L - \xi_1]} |u_2(x_1, 1) - u_2(x_1 + \xi_1, 1)|^2 dx_1 \leq \frac{1}{2} \int_{\mathbb{R}} \int_{S_{x_1}} |\nabla u_2|^2 d\mathcal{H}^1 dx_1 \]

\[ \leq \frac{1}{2} \int_{\mathbb{R}} \int_{(0, \xi_1)} [|\nabla u_2|^2(x_1 + t, 1 + t) + |\nabla u_2|^2(x_1 + \xi_1 - t, 1 + t)] dt dx_1 \]

\[ \leq \int_{\mathbb{R} \times (1, 2)} |\nabla u_2|^2 dx \leq \mu^{-1} I(u). \]

The next one controls vertical fluctuations, it will be used to estimate \( u_2(x_1 + s \xi_1, 0) - u_2(x_1 + s \xi_1, s) \), and the same term on the other side. Precisely, we set

\[ G_{\text{vert}}^\text{av} := \left\{ x_1 \in [0, L - \xi_1] : C^2 \theta^2 \leq \int_{[0, 1]} \int_{(0, 1)} (|\partial_2 u_2|^2(x_1 + s \xi_1, t) + |\partial_2 u_2|^2(x_1 + (1 - s) \xi_1, t)) ds dt \right\}. \]

(3.24)

Integrating over all \( x_1 \in G_{\text{vert}}^\text{av} \) and swapping the order of integration gives

\[ C^2 \theta^2 L^1(G_{\text{vert}}^\text{av}) \leq 2 \int_{[0, 1]} \int_{(0, L)} |\partial_2 u_2|^2(x_1, t) dt dx_1 \leq 2 \int_{\Omega_L} |\partial_2 u_2|^2 dx \leq 2 I(u). \]

And finally we consider an averaged version of \( G_{\text{hor}} \),

\[ G_{\text{hor}}^\text{av,+} := \left\{ x_1 \in \mathbb{R} : C^2 \theta^2 \leq \int_{[0, 1]} \frac{|u_2(x_1 + s \xi_1, 1) - u_2(x_1, 1)|^2}{|s|} ds \right\}. \]

(3.25)

Let \( S_{x_1, s}^+ \) be the polygonal line which joins the points

\[ (x_1, 1), (x_1 + \frac{1}{2} s \xi_1, 1 + \frac{1}{2} |s| \xi_1), (x_1 + s \xi_1, 1) \]

(see Figure [1]). By the fundamental theorem of calculus for Sobolev functions, Hölder’s inequality and \( \mathcal{H}^1(S_{x_1, s}^+) = |s| \sqrt{2} \leq |s| \) we get

\[ |u_2(x_1 + s \xi_1, 1) - u_2(x_1, 1)| \leq \int_{S_{x_1, s}^+} |\nabla u_2| d\mathcal{H}^1 \leq |s|^{1/2} \left( \int_{S_{x_1, s}^+} |\nabla u_2|^2 d\mathcal{H}^1 \right)^{1/2}. \]

38
Squaring, dividing by $|s|$ and integrating over $s \in (-1,1)$ gives
\[
\int_{(-1,1)} \frac{|u_2(x_1 + s \xi_1, 1) - u_2(x_1, 1)|^2}{|s|} \, ds \leq \int_{(-1,1)} \int_{S_{1, +}^p} |\nabla u_2|^2 \, d\mathcal{H}^1 \, ds.
\]

We integrate over all $x_1 \in \mathcal{G}_{\text{hor}}^{\text{av}, +}$ and obtain, using Fubini’s theorem as above,
\[
C^2 \theta^2 L^1(\mathcal{G}_{\text{hor}}^{\text{av}, +}) \leq \int_{\mathbb{R}} \left( \int_{(-1,1)} \frac{|u_2(x_1 + s \xi_1, 1) - u_2(x_1, 1)|^2}{|s|} \, ds \right) \, dx_1
\leq \int_{\mathbb{R}} \left( \int_{(-1,1)} \int_{S_{1, +}^p} |\nabla u_2|^2 \, d\mathcal{H}^1 \, ds \right) \, dx_1
\leq 2\sqrt{2} \int_{(-1,1)} \int_{(0, \frac{1}{2}|s|^2)} |\nabla u_2|^2(x_1, 1 + t) \, dx_1 \, dt \, ds
\leq 4\sqrt{2} \int_{\mathbb{R} \times (1,2)} |\nabla u_2|^2 \, dx \leq 6\mu^{-1} I(u).
\]

The analogue estimate holds for
\[
\mathcal{G}_{\text{hor}}^{\text{av}, -} := \{ x_1 \in \mathbb{R} : C^2 \theta^2 \leq \int_{(-1,1)} \frac{|u_2(x_1 + s \xi_1, 0) - u_2(x_1, 1)|^2}{|s|} \, ds \}. \tag{3.26}
\]

We finally define
\[
\mathcal{G} := \mathcal{G}_{\text{vert}} \cup \mathcal{G}_{\text{hor}} \cup \mathcal{G}_{\text{hor}}^{\text{av}, +} \cup \mathcal{G}_{\text{hor}}^{\text{av}, -} \cup (\xi_1 + \mathcal{G}_{\text{hor}}^{\text{av}, +}).
\]

The previous estimates imply $I(u) \geq C_4 \min(\theta^2, \mu \theta) L^1(\mathcal{G})$, with $C_4 := \frac{1}{\sqrt{3}} C^2$.

**Step 2. Proof of (3) (estimate on the boundary).** For any $f \in L^2((0, 1))$ one has for $m \in (0, 1)$
\[
\int_{(m, 1)} \frac{|f|}{|s|} \, ds \leq \left( \int_{(m, 1)} \frac{1}{|s|} \, ds \right)^{1/2} \left( \int_{(m, 1)} \frac{|f|^2}{|s|} \, ds \right)^{1/2} \leq \ln^{1/2} \frac{1}{m} \left( \int_{(0, 1)} \frac{|f|^2}{|s|} \, ds \right)^{1/2}, \tag{3.27}
\]
and similarly on $(-1, -m)$. Therefore, for $x_1 \in \mathbb{R} \setminus \mathcal{G}_{\text{hor}}^{\text{av}, +}$ (recall (3.25)) we have
\[
\int_{(m, 1)} \frac{|u_2(x_1 + s \xi_1, 1) - u_2(x_1, 1)|}{|s|} \, ds \leq C\theta \ln^{1/2} \frac{1}{m}, \tag{3.28}
\]
and analogously
\[
\int_{(m, 1)} \frac{|u_2(x_1 - s \xi_1, 1) - u_2(x_1, 1)|}{|s|} \, ds \leq C\theta \ln^{1/2} \frac{1}{m}. \tag{3.29}
\]
For later reference we notice that a similar computation shows that for $x_1 \in \mathbb{R} \setminus \mathcal{G}_{\text{hor}}^{\text{av}, -}$ (recall (3.26)) we have
\[
\int_{(m, 1)} \frac{|u_2(x_1 + s \xi_1, 0) - u_2(x_1, 0)|}{|s|} \, ds \leq C\theta \ln^{1/2} \frac{1}{m}. \tag{3.30}
\]

For $x_1 \in [0, L - \xi_1] \setminus \mathcal{G}$ we have
\[
\int_{m}^{1} \frac{|u_2(x_1 - s \xi_1, 1) - u_2(x_1 + (1 + s) \xi_1, 1)|}{s} \, ds \leq \int_{m}^{1} \frac{|u_2(x_1 - s \xi_1, 1) - u_2(x_1, 1)|}{s} \, ds
+ |u_2(x_1, 1) - u_2(x_1 + \xi_1, 1)| \int_{m}^{1} \frac{1}{s} \, ds
+ \int_{m}^{1} \frac{|u_2(x_1 + s \xi_1, 1) - u_2(x_1 + (1 + s) \xi_1, 1)|}{s} \, ds
\leq 3C\theta \ln \frac{1}{m}.
\]
where we used \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av,+}} \) and \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av,-}} \) to estimate the first term, \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av}} \) to estimate the second one, and \( x_1 + \xi_1 \notin \mathcal{G}_{\text{hor}}^{\text{av,+}} \) and \( (3.29) \) to estimate the third one, and then \( \ln^{1/2} \frac{1}{m} \leq \ln \frac{1}{m} \) to simplify the estimate.

This concludes the proof of \( (3.30) \).

**Step 3. Proof of \( (3.31) \) (estimate on the diagonal).**

Let \( x_1 \in [0, L - \xi_1] \setminus \mathcal{G} \). For any \( s \in (0,1) \) we have, by the fundamental theorem of calculus and Hölder’s inequality,

\[
|u_2(x_1 + s\xi_1, s) - u_2(x_1 + s\xi_1, 0)|^2 \leq \frac{1}{s} \left( \int_{(0,s)} | \partial_2 u_2 | (x_1 + s\xi_1, t) \, dt \right)^2 \leq \int_{(0,1)} | \partial_2 u_2 |^2 (x_1 + s\xi_1, t) \, dt.
\]

Integrating over \( s \in (m,1) \) and using \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av}} \) (recall \( (3.24) \)),

\[
\int_0^1 \frac{|u_2(x_1 + s\xi_1, s) - u_2(x_1 + s\xi_1, 0)|^2}{s} \, ds \leq C^2 \theta^2,
\]

and combining with \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av,-}} \) (recall \( (3.26) \)),

\[
\int_0^1 \frac{|u_2(x_1 + s\xi_1, s) - u_2(x_1, 0)|^2}{s} \, ds \leq 4C^2 \theta^2.
\]

The same estimate on the other side gives, using \( x_1 + \xi_1 \notin \mathcal{G}_{\text{hor}}^{\text{av,+}} \) (recall \( (3.29) \)),

\[
\int_0^1 \frac{|u_2(x_1 + (1-s)\xi_1, 1-s) - u_2(x_1 + \xi_1, 1)|^2}{s} \, ds \leq 4C^2 \theta^2.
\]

By the triangular inequality,

\[
\int_m^1 \frac{|u_2(x_1 + s\xi_1, s) - u_2(x_1 + (1-s)\xi_1, 1-s)|}{s} \, ds \leq \int_m^1 \frac{|u_2(x_1 + s\xi_1, s) - u_2(x_1, 0)|}{s} \, ds
+ |u_2(x_1, 0) - u_2(x_1 + \xi_1, 1)| \int_m^1 \frac{1}{s} \, ds
+ \int_m^1 \frac{|u_2(x_1 + \xi_1, 1) - u_2(x_1 + (1-s)\xi_1, 1-s)|}{s} \, ds.
\]

By \( (3.31) \) and \( (3.29) \), the first term is estimated by \( 2C\theta \ln^{1/2} \frac{1}{m} \leq 2C\theta \ln \frac{1}{m} \). The same holds for the last one, by \( (3.32) \) and \( (3.27) \). For the middle one we use \( x_1 \notin \mathcal{G}_{\text{hor}} \) and \( x_1 \notin \mathcal{G}_{\text{hor}}^{\text{av}} \), which give \( |u_2(x_1, 0) - u_2(x_1 + \xi_1, 1)| \leq 2C\theta \). Adding these three estimates leads to

\[
\int_m^1 \frac{|u_2(x_1 + s\xi_1, s) - u_2(x_1 + (1-s)\xi_1, 1-s)|}{s} \, ds \leq 6C\theta \ln \frac{1}{m},
\]

which concludes the proof.

**Step 4. Proof of \( (3.33) \) (estimate close to the boundary).**

For any \( f \in L^2((0,1)) \) and any \( \delta \in (0,1) \) one has

\[
\frac{1}{\delta} \int_{(0,\delta)} |f| \, ds \leq \frac{1}{\delta} \left( \int_{(0,\delta)} |f|^2 \, ds \right)^{1/2} \left( \int_{(0,\delta)} |s| \, ds \right)^{1/2} \leq \frac{1}{\sqrt{2}} \left( \int_{(0,1)} |f|^2 \, ds \right)^{1/2},
\]

and analogously on \((-\delta,0)\). Let \( x_1 \in [0, L - \xi_1] \setminus \mathcal{G} \). Using \( (3.33) \) and \( (3.32) \) we obtain

\[
\frac{1}{\delta} \int_{(0,\delta)} |u_2(x_1 + (1-s)\xi_1, 1-s) - u_2(x_1 + \xi_1, 1)| \, ds \leq \sqrt{2}C\theta.
\]
Analogously, with (3.33) and (3.31) we obtain
\[
\frac{1}{\delta} \int_{(0,\delta)} |u_2(x_1 + s\xi_1, s) - u_2(x_1, 0)| \, ds \leq \sqrt{2C\theta}.
\]
As above, \(x_1 \not\in G_{\text{vert}}\) and \(x_1 \not\in G_{\text{hor}}\) give \(|u_2(x_1,0) - u_2(x_1 + \xi_1,1)| \leq 2C\theta\), so that by triangle inequality
\[
\frac{1}{\delta} \int_{(0,\delta)} |u_2(x_1 + (1-s)\xi_1, 1-s) - u_2(x_1 + s\xi_1, s)| \, ds \leq 5\bar{C}\theta
\]
which concludes the proof of (iii).

At this point we are ready to present the main result of this Section, which basically gives the proof of the lower bound in the cases with fine microstructure and small \(\theta\). Following [26] we introduce two new parameters, \(\lambda, m > 0\), which will be chosen below (see the proof of Proposition 3.3) in different ways depending on the regime. This permits to unify different parts of the proof of the lower bound. Roughly speaking, the parameters \(\lambda\) and \(m\) correspond to the length scales of the martensitic laminate deep inside the nucleus and on the vertical austenite/martensite interface.

**Lemma 3.7** (The case of small \(\theta\)). There exists \(m_0 \in (0, 1/4]\) and \(c > 0\) such that for all \(u \in X\), \(\theta > 0\), \(\mu > 0\), \(\varepsilon > 0\), \(\lambda > 0\), \(\ell > 0\), and \(m > 0\) which obey \(\theta \leq m \leq m_0\), \(1 \leq \ell \leq 2L\), \(\varepsilon \leq \theta^2\lambda\), and \(\lambda \leq 1\) one has
\[
I_{\tilde{\Omega}}(u) \geq c \min \left\{ \frac{\varepsilon\ell}{\lambda}, \mu m^2, \mu \varepsilon^2 \lambda \ln \frac{1}{m}, \theta^2 \ell^{-1} \lambda^2 m \left( \ln \frac{1}{m} \right)^2, \mu \varepsilon^2 \ln(3 + \frac{\theta}{\mu}), \mu \varepsilon^2 \ln(3 + \ell) \right\}.
\]

This proof follows the strategy of [26, Section 5.2], with important modifications to treat both the vectorial nature of this problem and the additional logarithmic terms which appear here, due to the different boundary conditions and the fact that we do not have a hard constraint on the order parameter.

**Proof of Lemma 3.7**  
**Step 1: Preparation.**
We start by choosing a “good” slice, parametrized as usual by \(x_1\). The slice is chosen so as to have boundary values at the upper and lower boundary of \(\Omega_{2L}\) which are close together, in a sense similar to the one used in the definition of the set \(P\) defined in (3.2). However, in order to capture the different logarithmic factor, we need to use a larger set, in which the difference between the boundary values is controlled in the scale of \(m \geq \theta\). Specifically, we consider the set
\[
P_{\ast} := \left\{ x_1 \in (0, \ell - \xi_1) : |u((x_1, 0) + \xi) - u(x_1, 0)| \leq \frac{1}{10}m \right\}.
\]
For almost every \(x_1 \in (0, \ell - \xi_1) \setminus P_{\ast}\) we obtain by Lemma 3.2(i) that
\[
\mu \int_{S_{x_1}} |\nabla u|^2 \, dH^1 \geq c \frac{\mu m^2}{1 + x_1}
\]
so that, using Fubini and monotonicity of \(1/(1 + x_1)\) as in the proof of Lemma 3.2(iv),
\[
I_{n_r}^\text{ext}(u) \geq c \mu m^2 \int_{(0,\ell-\xi_1)\setminus P_{\ast}} \frac{1}{x_1 + 1} \, dx_1 \geq c \mu m^2 \int_{\ell-\xi_1}^{\ell} \frac{1}{x_1 + 1} \, dx_1 = c \mu m^2 \ln \frac{\ell + 1 - \xi_1}{p + 1},
\]
where $p := L^1(\mathcal{P}_s)$. If $p \leq \frac{1}{2} \ell$, then recalling $1 \leq \ell$, we see that $p + 1 \leq \frac{1}{2} \ell + 1 \leq \frac{1}{2} \ell + \frac{\gamma}{16} \ell + \frac{\gamma'}{16} = \frac{9}{7} (\ell + \frac{2}{7})$.

Therefore in this case $\ln \frac{1 + 1 - \xi_i}{1 + 1 - \xi_i} \geq \ln \frac{7}{6} > 0$, so that $I(u) \geq c \mu m^2$ and we are done. Therefore we can assume $L^1(\mathcal{P}_s) > \frac{1}{2} \ell$ in the following.

We set $\hat{C} := 2^{-10}$ and consider the set where the surface energy or the elastic energy are large along slices in the $\xi$ direction. For $x_1 \in (0, \ell - \xi_1)$ we recall that in (3.6) we defined $u^\xi_{x_1} : [0, 1] \rightarrow \mathbb{R}^2$ by $u^\xi_{x_1} := (4u_1 + u_2)((x_1, 0) + s \xi)$. We set

$$
\mathcal{R} := \left\{ x_1 \in (0, \ell - \xi_1) : |\partial_s \partial_{s} u^\xi_{x_1}((0, 1))| \geq \frac{1}{4} \hat{C} \lambda^{-1} \text{ or } \left| \min \left\{ |\partial_s u^\xi_{x_1} - \theta|, |\partial_s u^\xi_{x_1} + (1 - \theta)| \right\} \right|^2 \geq \frac{1}{4} \hat{C} \epsilon \lambda^{-1} \right\}.
$$

By (1.11) and Fubini’s theorem,

$$
I_{\Omega_1}(u) \geq c L^1(\mathcal{R}) \frac{\epsilon}{\lambda}.
$$

If $L^1(\mathcal{R}) \geq \frac{1}{2} \ell$, then we have $I_{\Omega_1}(u) \geq c \epsilon \ell \lambda^{-1}$ and the proof is concluded.

Let $G$ be as in Lemma 3.6 with $C = 2^{-7}$. If $L^1(G) \geq \frac{1}{2} \ell$ then $I_{\Omega_1}(u) \geq c \min\{\theta^2 \ell, \mu^2 \ell\} \geq c \min\{\theta^2 \ell^{-1} m \ln \frac{1}{m}, 2 \mu^2 \ln(3 + \ell)\}$ and we are done (recall that $\ell^{-1} \lambda^2 m \ln \frac{1}{m} \leq \ell$ and $\ln(3 + \ell) \leq c \ell$ by our assumptions). Therefore we can assume $L^1(\mathcal{R} \cup G) < \frac{1}{2} \ell$.

We choose $x_1^* \in \mathcal{P}_s \setminus \mathcal{R} \setminus G$ such that $v := u^\xi_{x_1^*} \in W^{1,2}((0, 1))$ is the trace of $u$, which necessarily satisfies

$$
|v(1) - v(0)| \leq \frac{1}{2} m, \quad |\partial_s \partial_{s} v((0, 1))| < \frac{1}{4} \hat{C} \lambda^{-1}, \quad \left| \min \left\{ |v' - \theta|, |v' + (1 - \theta)| \right\} \right|^2 \leq \hat{C} \epsilon \lambda^{-1}
$$

and, since $x_1^* \notin G$, by Lemma 3.6

$$
\int_{(m, 1)} \frac{1}{8} |u_2(x_1^* - s \xi_1, 1) - u_2(x_1^* + (s + 1) \xi_1, 1)| \, ds \leq \frac{1}{32} \theta \ln \frac{1}{m}.
$$

For $t \in \mathbb{R}$, we define $\omega_t := \{s \in (0, 1) : v'(s) \leq \theta - t\}$ and $\chi_t := \chi_{\omega_t}$. We observe that

$$
|v'(s) - \theta + \chi_{1/2}(s)| = \min \left\{ |v'(s) - \theta|, |v'(s) + (1 - \theta)| \right\}.
$$

By the coarea formula we have

$$
\int_{-\frac{1}{2}}^{\frac{1}{2}} \mathcal{H}^0(\partial \omega_t \cap (0, 1)) \, dt \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} \mathcal{H}^0(\partial \omega_t \cap (0, 1)) \, dt = |\partial_s \partial_{s} v((0, 1))|,
$$

and hence, by (3.34), there is $t^* \in (1/2, 3/4)$ such that $\omega := \omega_{t^*}$ consists of at most $\hat{C} \lambda^{-1}$ many intervals.

We compute

$$
v(1) - v(0) = \int_{(0, 1)} v' \, ds = \theta - L^1(\omega_{1/2}) + \int_{(0, 1)} (v' - \theta + \chi_{1/2}) \, ds
$$

which, by H"older’s inequality, (3.34), $\varepsilon \leq \theta^2 \lambda$ (3.36), and the choice of $\hat{C}$ gives

$$
|v(1) - v(0) - \theta + L^1(\omega_{1/2})| \leq \|v' - \theta + \chi_{1/2}\|_{L^1((0, 1))} \leq \hat{C}^{1/2} \varepsilon^{1/2} \lambda^{-1/2} \leq 2^{-5} \theta.
$$
Figure 12: Sketch of the construction of the test function $\psi$ in the proof of Lemma 3.7. From left to right: the first panel shows two of the functions $\psi_i$ with different $g_i$, the second one the function $\hat{\psi}$ defined in Step 2, the third one the function $\psi$ defined in Step 3, which equals $\ln \frac{1}{m}$ at the boundary points, and the fourth one the function $\psi$ defined in Step 4, which equals $\ln \frac{1}{m}$ at $\frac{1}{3}$ and $\frac{2}{3}$ and vanishes at the boundary points. In the last two panels $\hat{\psi}$, $\max \{\psi_B(t), \psi_B(1-t)\}$ and $\max \{\psi_T(t-\frac{1}{3}), \psi_T(t-\frac{2}{3})\}$ are shown dotted for comparison. The vertical axis is compressed for clarity.

Using (3.34), $\omega \subset \omega_{1/2}$ and $\varepsilon \leq \theta^2 \lambda$ as above, (note that $v'(s) - \theta \in [-3/4, -1/2]$ implies $v'(s) + 1 - \theta \in [1/4, 1/2]$)

$$0 \leq L^1(\omega_{1/2}) - L^1(\omega) \leq L^1(\{s : v'(s) - \theta \in [-3/4, -1/2]\}) \leq 16 \int_0^1 \min\{|v' - \theta|^2, |v' + (1 - \theta)|^2\} \, ds$$

$$\leq 16\tilde{C}\varepsilon \lambda^{-1} \leq 16\tilde{C}\theta^2 \leq 2^{-6}\theta,$$

so that

$$|v(1) - v(0) - \theta + L^1(\omega)| \leq |v(1) - v(0) - \theta + L^1(\omega_{1/2})| + |L^1(\omega_{1/2}) - L^1(\omega)| \leq 2^{-4}\theta.$$  

We conclude that $\omega$ consists of at most $\tilde{C}\lambda^{-1}$ many intervals and obeys (recall (3.34) and $\theta \leq m$)

$$L^1(\omega) \leq |v(1) - v(0)| + \theta + 2^{-4}\theta \leq 2m.$$  

**Step 2: A test function for the logarithmic scaling in the interior.**

We denote the connected components of $\omega$ by $(y_i - r_i, y_i + r_i)$ and define $g_i := \min\{r_i + \lambda m, m\}$. Notice that $2r_i \leq L^1(\omega) \leq 2m$ implies $r_i \leq g_i$ for all $i$. Recall that the number $n$ of these components is at most $\tilde{C}\lambda^{-1}$. We then have

$$\lambda m \leq g_i \leq m$$

for all $i,$

and

$$\sum_{i=1}^n 2g_i \leq L^1(\omega) + 2n\lambda m \leq 2m + 2\tilde{C}m \leq 3m.$$

We consider the test function $\hat{\psi} : \mathbb{R} \to \mathbb{R}$ defined by (see Fig. 12)

$$\hat{\psi}(t) := \max_{i=1}^n \psi_i(t - y_i), \quad \psi_i(t) := \begin{cases} \ln \frac{1}{m} - \left( \ln \frac{|t|}{g_i} \right)_+ & \text{if } |t| \leq g_i, \\ \ln \frac{2g_i}{m|t|}, & \text{if } g_i < |t| \leq \frac{2g_i}{m}, \\ 0, & \text{if } |t| > \frac{2g_i}{m}, \end{cases}$$
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where \( a_+ := \max\{a, 0\} \). Since \( n_0 \leq 1/4 \), we have \( \ln 1/m \geq \ln 4 > 0 \) for any \( m \leq m_0 \). Recalling \( y_i \in \omega \subset (0,1) \) and \( g_i \leq m \) we see that \( \text{supp} \hat{\psi} \subset (-1,2) \).

We compute
\[
\|\psi_i\|_{L^1(\mathbb{R})} \leq 2 \int_0^{\ln g_i/m} \ln g_i/m \ dt = \frac{2g_i}{m} \int_0^1 \ln t \ dt = \frac{2g_i}{m},
\]
and analogously \( \|\psi_i\|_{L^1(\mathbb{R})}^2 \leq 4g_i/m \), which imply, recalling that \( \sum_i 2g_i \leq 3m \),
\[
\|\hat{\psi}\|_{L^1(\mathbb{R})} \leq \sum_{i=1}^n \|\psi_i\|_{L^1(\mathbb{R})} \leq \frac{1}{m} \sum_{i=1}^n 2g_i \leq 3 \quad \text{and} \quad \|\hat{\psi}\|_{L^1(\mathbb{R})}^2 \leq \int_\mathbb{R} \max_i |\psi_i|^2(t-y_i) \ dt \leq \sum_{i=1}^n \|\psi_i\|_{L^2(\mathbb{R})}^2 \leq 6.
\]

To estimate the \( L^2 \) norm of \( \hat{\psi} \) we first compute
\[
|\psi'_i(t)| = \frac{1}{|t|} \chi_{\{g_i \leq |t| \leq g_i/m\}}
\]
and observe that \( |\hat{\psi}|^2(t) \leq \max_i |\psi'_i|^2(t-y_i) \leq \sum_i |\psi'_i|^2(t-y_i) \). This implies
\[
\|\hat{\psi}\|_{L^2(\mathbb{R})}^2 \leq \sum_{i=1}^n \int_\mathbb{R} |\psi'_i|^2(t) \ dt = 2 \sum_{i=1}^n \int_{g_i/m}^{g_i} \frac{1}{t^2} \ dt \leq 2 \sum_{i=1}^n \frac{1}{g_i} \leq \frac{2n}{\lambda m} \leq \frac{1}{\lambda^2 m}.
\]

We then estimate the \( H^{1/2} \) norm of \( \hat{\psi} \). Specifically, we define an extension and estimate its homogeneous \( H^1 \) norm. Following \cite{26} Lemma 5.2 we let \( \hat{\Psi}_i(x) := \psi_i(|x|) \) be the radially symmetric extension of \( \psi_i \) to \( \mathbb{R}^2 \) and compute
\[
\int_{\mathbb{R}^2} |\nabla \hat{\Psi}_i|^2 \ dx = 2\pi \int_{g_i}^{g_i/m} \frac{1}{r} \ dr = 2\pi \ln \frac{1}{m}.
\]
We define the function \( \hat{\Psi}(x_1, x_2) := \max_i \hat{\Psi}_i(x_1, x_2 - y_i) \), which obeys \( \hat{\Psi}(0,t) = \hat{\psi}(t) \) for \( t \in \mathbb{R} \) and \( |\nabla \hat{\Psi}(x)| \leq \max_i |\nabla \hat{\Psi}_i|(x_1, x_2 - y_i) \) for almost every \( x \in \mathbb{R}^2 \). This implies (recall \( 3.40 \)) and \( n \leq \hat{C} \lambda^{-1} \leq (2\pi)^{-1} \lambda^{-1} \)
\[
\|\nabla \hat{\Psi}\|_{L^2(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} |\nabla \hat{\Psi}|^2 \ dx \leq \sum_{i=1}^n \int_{\mathbb{R}^2} |\nabla \hat{\Psi}_i(x_1, x_2 - y_i)|^2 \ dx = 2\pi n \ln \frac{1}{m} \leq \frac{1}{\lambda} \ln \frac{1}{m}.
\]

**Step 3: Boundary correction for \( \mu \leq \theta \).**

In this situation we take the largest value, \( \ln \frac{1}{m} \). Specifically, we set \( \psi(t) := \max\{\hat{\psi}(t), \psi_B(t), \psi_B(1-t)\} \), where
\[
\psi_B(t) := \begin{cases} 
\ln \frac{1}{m} - \left( \ln \frac{|t|}{m} \right)_+ & \text{if } |t| \leq m, \\
\ln \frac{1}{m} & \text{if } m < |t| \leq 1, \\
0 & \text{if } |t| > 1.
\end{cases}
\]
We remark that \( \psi_B \) has the same form as the functions \( \psi_i \), with the only difference that the width of the central region is not \( g_i \in [\lambda m, m] \) but exactly \( m \). This is important to ensure symmetry of the boundary conditions.

One computes \( \|\psi_B\|_{L^1(0,1)} \leq 1 \), \( \|\psi_B\|_{L^2(0,1)} \leq 2 \) and \( \|\psi'_B\|_{L^2(0,1)} \leq \frac{1}{m} \). The previous estimates for \( \hat{\psi} \) lead then to
\[
\|\psi\|_{L^1(0,1)} \leq 5, \quad \|\psi\|_{L^2(0,1)} \leq 10, \quad \|\psi'\|_{L^2(\mathbb{R})} \leq \frac{3}{\lambda m^{1/2}}, \quad \|\nabla \psi\|_{L^2(\mathbb{R})} \leq c \frac{1}{\lambda^{1/2}} \ln^{1/2} \frac{1}{m} \quad (3.41)
\]
where $\Psi(x) := \max\{\Psi(x), \psi_B(|x|), \psi_B(|x-e_2|)\}$ obeys $\text{supp} \Psi \subseteq [-1, 1] \times [-1, 2]$, $\Psi(0,t) = \psi(t)$, $\Psi(t,0) = \Psi(t,1) = \psi_B(t)$. Here it is important that $q_i \leq m$, so that, in taking the maximum, $\psi_B$ is always the larger one on the top and bottom boundaries, $x_2 \in \{0,1\}$.

Since we are working in the case $\mu \leq \theta$, from Lemma 3.5 with $c_* := \frac{1}{8}$ we obtain the following: either

$$\frac{1}{c^e} I(u) \geq \min\{\mu \theta^2 \ln(3+\frac{\theta}{\mu}), \mu \theta^2 \ln \frac{1}{m}, \beta \mu \theta^2 \ln(3+\ell)\}$$

and (since $\lambda \leq 1$) we are done, or

$$\int_m^1 \frac{|(u_1(s,1) - u_1(s,0))|}{s} \, ds \leq \frac{1}{8} \theta \ln \frac{1}{m}.$$ 

Since $\psi_B' = 0$ on $(0,m)$ and $\psi_B'(s) = -1/s$ on $(m,1)$, this implies

$$\int_{(0,1)} \psi_B'(s)[u_1(s,1) - u_1(s,0)] \, ds \leq \frac{1}{8} \theta \ln \frac{1}{m}. \quad (3.42)$$

We now turn to $u_2$ and recall that (3.35) implies

$$\int_{(0,1)} \psi_B'(s)[u_2(x_1^* - s\xi_1,1) - u_2(x_1^* + (s+1)\xi_1,1)] \, ds \leq \frac{1}{32} \theta \ln \frac{1}{m}. \quad (3.43)$$

**Step 4: Energy estimate for $\mu \leq \theta$.**

We compute, recalling that $\omega \subset \omega_{1/2}$ and that $\psi = \ln \frac{1}{m}$ on $\omega \cup \{0,1\}$,

$$L^1(\omega) \ln \frac{1}{m} = \int_{(0,1)} \chi_\omega \psi \, ds \leq \int_{(0,1)} \chi_{\omega_{1/2}} \psi \, ds$$

$$= \int_{(0,1)} (\chi_{\omega_{1/2}} - \theta + v') \psi \, ds + \int_{(0,1)} (\theta - v') \psi \, ds$$

$$\leq \|v' + \chi_{\omega_{1/2}} - \theta\|_{L^2((0,1))} \|\psi\|_{L^2((0,1))} + \|\psi\|_{L^1((0,1))} + (v(0) - v(1)) \ln \frac{1}{m} + \int_{(0,1)} v \psi' \, ds,$$

where we integrated by parts in the last term. We recall that (3.38) gives

$$(v(0) - v(1)) \ln \frac{1}{m} \leq (L^1(\omega) - \theta + 2^{-4} \theta) \ln \frac{1}{m}$$

and that $\|v' + \chi_{\omega_{1/2}} - \theta\|_{L^2((0,1))} \leq 2^{-5} \theta$ by (3.34) using $\varepsilon \lambda^{-1} \leq \theta^2$.

Inserting in the previous expression gives

$$\theta \ln \frac{1}{m} \leq 2^{-5} \theta \|\psi\|_{L^2((0,1))} + \theta \|\psi\|_{L^1((0,1))} + 2^{-4} \theta \ln \frac{1}{m} + \int_{(0,1)} v \psi' \, ds.$$ 

Since the estimates in (3.41) give $\|\psi\|_{L^2((0,1))} \leq 4$ and $\|\psi\|_{L^1((0,1))} \leq 5$, choosing $m_0$ such that $5 \leq 2^{-4} \ln \frac{1}{m}$ for $m \in (0,m_0]$ we get

$$\frac{1}{2} \theta \ln \frac{1}{m} \leq \int_{(0,1)} v \psi' \, ds.$$
Using the definition of $v$, this gives
\[
\frac{1}{2} \theta \ln \frac{1}{m} \leq \int_{(0,1)} u_1((x_1^*, 0) + s\xi)\psi'(s) \, ds + 4 \int_{(0,1)} u_2((x_1^*, 0) + s\xi)\psi'(s) \, ds.
\] (3.44)

At this point we distinguish two cases, depending on which of the two terms in (3.44) is larger. In the first case, by the fundamental theorem and the trace theorem we have
\[
\frac{1}{4} \theta \ln \frac{1}{m} \leq \int_{(0,1)} (u_1(x_1^*, 0) + s\xi)\psi'(s) \, ds = \int_{(0,1)} \int_0^{x_1^* + s\xi} \partial_1 u_1(x_1, s\xi_2) \, dx_1 \psi'(s) \, ds + \int_{(0,1)} u_1(0, s)\psi'(s) \, ds.
\]
The first integral can be estimated by $\|\psi\|_{L^2((0,1))}^2 I^{1/2} F^{1/2} (u)$. Recalling (3.42),
\[
\frac{1}{8} \theta \ln \frac{1}{m} \leq \|\psi\|_{L^2((0,1))} I^{1/2} F^{1/2} (u) + \int_{(0,1)} u_1(0, s)\psi'(s) \, ds + \int_{(0,1)} (u_1(s, 1) - u_1(s, 0))\psi'(s) \, ds.
\]
For brevity in we write here $I(u)$ for $I_{2^1_2} (u)$. We define $F_1 := (-1, 1) \times (-1/2, 0, 1)^2$ and observe that the last two integrals can be written as a boundary integral of $u_1$ times the tangential derivative $\partial_\nu \Psi$, and that $\Psi$ vanishes on the rest of the boundary of $F_1$. Therefore
\[
\frac{1}{8} \theta \ln \frac{1}{m} \leq \int_{\partial F_1} \partial_\nu \Psi u_1 \, d\mathcal{H}^1 + \|\psi\|_{L^2((0,1))} I^{1/2} F^{1/2} (u)
\]
With Lemma 1.3 and the estimates for $\psi$ in (3.41) this gives
\[
\frac{1}{8} \theta \ln \frac{1}{m} \leq \|\nabla \Psi\|_{L^2(F_1)} \|\nabla u_1\|_{L^2(F_1)} + \|\psi\|_{L^2((0,1))} I^{1/2} F^{1/2} (u) \leq c \frac{1}{\lambda^{1/2}} \ln \frac{1}{m^{1/2}} \mu^{-1/2} I^{1/2} (u) + c \frac{1}{\lambda m^{1/2}} I^{1/2} F^{1/2} (u)
\]
which gives $I(u) \geq c \min \{\mu^2 \lambda \ln \frac{1}{m^{1/2}} \mu^{2/3} \ln^2 \frac{1}{m^{1/2}}\}$ and concludes the proof in this case.

We now turn to the second case, in which the second term in (3.44) is the largest, and write correspondingly using the fundamental lemma of calculus
\[
\frac{1}{16} \theta \ln \frac{1}{m} \leq \int_{(0,1)} u_2(x_1^* + s\xi_1, s\xi_2)\psi'(s) \, ds
\]
\[
= - \int_{(0,1)} \int_{(s\xi_2, 1)} \partial_2 u_2(x_1^* + s\xi_1, x_2) \psi'(s) \, dx_2 \, ds + \int_{(0,1)} u_2(x_1^* + s\xi_1, 1)\psi'(s) \, ds,
\]
with the first integral being estimated by $2\|\psi\|_{L^2((0,1))} I^{1/2} (u)$.

We recall that (3.43) states, after changing variables separately in the two terms,
\[
- \int_{(0,1)} u_2(x_1^* + s\xi_1, 1)\psi'(s) \, ds - \int_{(1,2)} u_2(x_1^* + s\xi_1, 1)\psi'(s - 1) \, ds \leq \frac{1}{32} \theta \ln \frac{1}{m},
\]
sum and obtain
\[
\frac{1}{32} \theta \ln \frac{1}{m} \leq 2\|\psi\|_{L^2((0,1))} I^{1/2} (u) + \int_{\mathbb{R}} u_2(x_1^* + s\xi_1, 1)\psi'(s) \, ds.
\]
As above, using the estimates for $\psi$ in (3.41) and Lemma 1.3 with the extension to $F_2 := (-2, 1) \times (1, 2)$, and using $\Psi(x_1^* + s\xi_1, x_2) := \Psi(x_2 - 1, s)$, leads to
\[
\frac{1}{32} \theta \ln \frac{1}{m} \leq 2\|\psi\|_{L^2((0,1))} I^{1/2} (u) + 2 \|\nabla \Psi\|_{L^2(F_2)} \|\nabla u_2\|_{L^2(F_2)} \leq c \frac{1}{\lambda m^{1/2}} I^{1/2} (u) + c \lambda^{-1/2} \ln^{1/2} \frac{1}{m^{1/2}} I^{1/2} (u)
\]
which gives $I(u) \geq c \min \{\mu^2 \lambda \ln \frac{1}{m^{1/2}} \mu^{2/3} \ln^2 \frac{1}{m^{1/2}}\}$ and concludes the proof in this case.
which gives $I(u) \geq c \min \{\mu \theta^2 \lambda \ln \frac{1}{\mu}, \theta^2 \lambda^2 m \ln^2 \frac{1}{\lambda} \}$ and, since $1 \leq \ell$, concludes the proof also in this case.

**Step 5: Boundary correction for $\theta < \mu$.**

In this case we truncate, so that the new function vanishes at $s = 0$ and $s = 1$. We set

$$
\psi_T(t) := \left\lfloor \ln \frac{1}{m} - \left( \ln \frac{3|t|}{m} \right) + \right\rfloor \begin{cases} 
\ln \frac{1}{m}, & \text{if } |t| \leq \frac{1}{3}m, \\
\ln \frac{1}{3|t|}, & \text{if } \frac{1}{3}m < |t| \leq \frac{1}{3}, \\
0, & \text{if } |t| > \frac{1}{3}.
\end{cases}
$$

We remark that $\psi_T$ has the same form as the functions $\psi_i$, with the only difference that the width of the central region is not $g_i \in [\lambda m, m]$ but exactly $\frac{1}{3}m$, so that $\text{supp } \psi_T = [-\frac{1}{3}, \frac{1}{3}]$. This is important to ensure symmetry of the boundary conditions. We then define

$$
\psi(t) := \begin{cases} 
\max\{\hat{\psi}(t), \psi_T(t - \frac{1}{3}), \psi_T(t - \frac{2}{3})\}, & \text{if } t \in (\frac{1}{3}, \frac{2}{3}), \\
\psi_T(t - \frac{1}{3}), & \text{if } t \leq \frac{1}{3}, \\
\psi_T(t - \frac{2}{3}), & \text{if } t \geq \frac{2}{3},
\end{cases}
$$

and observe that $\psi = 0$ on $\mathbb{R} \setminus (0, 1)$. Correspondingly,

$$
\Psi(x) := \begin{cases} 
\max\{\hat{\Psi}(x), \psi_T((\frac{1}{3}x_1, x_2 - \frac{1}{3}))\}, & \text{if } t \in (\frac{1}{3}, \frac{2}{3}), \\
\psi_T((\frac{1}{3}x_1, x_2 - \frac{1}{3})), & \text{if } t \leq \frac{1}{3}, \\
\psi_T((\frac{1}{3}x_1, x_2 - \frac{2}{3})), & \text{if } t \geq \frac{2}{3}.
\end{cases}
$$

It is apparent that $\Psi(0, t) = \psi(t)$, and that $\Psi = 0$ outside $(-1, 1) \times (0, 1)$. For $x_2 = \frac{1}{3}$ we observe that $\hat{\Psi}((x_1, \frac{1}{3})) \leq \max_i \psi_i(x_1) \leq \min\{\ln \frac{1}{m}, \ln \frac{\max_i g_i}{|x_1|}\} \leq \min\{\ln \frac{1}{m}, (\ln \frac{1}{|x_1|})\} = \psi_T(\frac{1}{3}|x_1|)$. Therefore $\Psi$ is continuous across the boundaries $x_2 \in \{\frac{1}{3}, \frac{2}{3}\}$. Repeating the same estimates as above we obtain

$$
\|\psi\|_{L^1((-1,1))} \leq 5, \quad \|\psi\|_{L^1(0,1)}^2 \leq 10, \quad \|\psi\|_{L^2(\mathbb{R})}^2 \leq \frac{c}{\lambda^{1/2}}, \quad \|\nabla \Psi\|_{L^2(\mathbb{R})} \leq \frac{c}{\lambda^{1/2}} \ln \frac{1}{m}. \quad (3.45)
$$

At this point we need to check that restricting to the central one-third of $(0, 1)$ we did not loose most of the minority phase. Specifically, we claim that we may assume that

$$
L^1(\omega \cap (\frac{1}{3}, \frac{2}{3})) \geq \frac{1}{8} \theta. \quad (3.46)
$$

To prove (3.46), we first show that

$$
\min_{\alpha \in \mathbb{R}} \|u - \alpha\|_{L^1(1, \frac{2}{3})} \leq c(\mu^{-1/2} + \ell^{1/2})I^{1/2}(u). \quad (3.47)
$$

Let $\alpha_1 := \int_{(-1,0) \times (0,1)} u_1(0,s) \, \text{ds}$. By Poincaré’s inequality and the trace theorem in $W^{1,2}$ we have

$$
\|u_1(0, \cdot) - \alpha_1\|_{L^1(\frac{1}{3}, \frac{2}{3})} \leq \|u_1(0, \cdot) - \alpha_1\|_{L^1((0,1))} \leq c\|\nabla u_1\|_{L^2((-1,0) \times (0,1))} \leq c\mu^{-1/2}I^{1/2}(u)
$$

and

$$
\int_{1/3}^{2/3} |u_1((x_1^*, 0) + \xi s) - \alpha_1| \, \text{ds} \leq \int_{1/3}^{2/3} |u_1(0,s) - \alpha_1| \, \text{ds} + \int_{1/3}^{2/3} \int_{(0,x_1^*+\xi)} |\partial_1 u_1|(t,s) \, \text{dt} \, \text{ds}
$$

$$
\leq c\mu^{-1/2}I^{1/2}(u) + c\ell^{1/2}I^{1/2}(u).
$$

Analogously, with $\alpha_2 := \int_{(x_1^*, x_1^*+1) \times (-1,0)} u_2(0,s) \, \text{ds},$

$$
\int_{1/3}^{2/3} |u_2((x_1^*, 0) + \xi s) - \alpha_2| \, \text{ds} \leq c\mu^{-1/2}I^{1/2}(u) + cI^{1/2}(u).
$$

47
Recalling that \( v(s) = (u_1 + 4u_2)(x_1^* - 0) + \xi s \) concludes the proof of (3.47) since \( \ell \geq 1 \).

We now prove (3.46). If it does not hold, then

\[
\int_{1/3}^{2/3} |v' - \theta| ds \leq \int_{1/3}^{2/3} |v' - \theta + \chi_{1/2}| ds + \mathcal{L}^1(\omega_{1/2} \cap (1/3, 2/3))
\]

\[
\leq (0, 1) \int_{1/3}^{2/3} |v' - \theta + \chi_{1/2}| ds + \mathcal{L}^1(\omega_{1/2} \setminus \omega) + \mathcal{L}^1(\omega \cap (1/3, 2/3))
\]

\[
\leq \hat{C}^{1/2} \theta + 2^{-6} \theta + \frac{1}{8} \theta \leq \frac{1}{4} \theta
\]

where we used (3.36), (3.34), \( \varepsilon \lambda^{-1} \leq \theta^2 \) and (3.37). This implies \( v(s) - v(s') \geq \theta(s - s') - \frac{1}{4} \theta \) for all \( s, s' \in (1/3, 2/3) \), and therefore

\[
\min_{\alpha \in \mathbb{R}} \|v - \alpha\|_{L^1((1/3, 2/3))} \geq \frac{1}{2} \int_0^{1/6} |v(1/2 + s) - v(1/2 - s)| ds \geq \frac{1}{2} \theta \int_{1/8}^{1/6} (2s - 4) ds = c \theta.
\]

Recalling (3.47), this implies \( I(u) \geq c \min \{ \mu \theta^2, \ell^{-1} \theta^2 \} \) which, since \( \lambda^2 m \ln^2 \frac{1}{m} \leq 1 \) and \( \theta \leq \mu \), concludes the proof. Therefore we can assume that (3.46) holds.

**Step 6: Energy estimate for \( \theta < \mu \).**

The computation is similar to Step 4, but with significant differences in the treatment of the boundary effects. Recalling (3.46), that \( \psi = \ln \frac{1}{m} \) and \( -v' \psi \geq t^* \ln \frac{1}{m} \) on \( \omega \cap (1/3, 2/3) \), with \( t^* \geq 1/2 \), and \( \psi \geq 0 \), we have

\[
\frac{1}{16} \theta \ln \frac{1}{m} \leq t^* \mathcal{L}^1(\omega \cap (1/3, 2/3)) \ln \frac{1}{m} \leq - \int_{(0, 1)} v'(s) \psi(s) \, ds + \int_{\{v' \geq 0\} \cap (0, 1)} v'(s) \psi(s) \, ds.
\]

First we observe that

\[
\int_{\{v' \geq 0\} \cap (0, 1)} v'(s) \psi(s) \, ds \leq \theta \|\psi\|_{L^1((0, 1))} + \|\min\{|v' - \theta|, |v' + (1 - \theta)|\}\|_{L^2((0, 1))} \|\psi\|_{L^2((0, 1))}
\]

\[
\leq 5 \theta + \hat{C}^{1/2} \theta 10^{1/2} \leq \frac{1}{32} \theta \ln \frac{1}{m},
\]

where in the first step we used (3.45) and in the second we assumed that \( m_0 \) is chosen such that \( 5 + \hat{C}^{1/2} \theta 10^{1/2} \leq \frac{1}{32} \ln \frac{1}{m} \). Inserting in the previous expression and integrating by parts we get

\[
\frac{1}{32} \theta \ln \frac{1}{m} \leq \int_{(0, 1)} \psi' \, ds.
\]

The rest of the proof is very close to the one of Step 4, with some simplifications in the treatment of the exterior field. For the convenience of the reader we repeat the computation here. Recalling the definition of \( v \),

\[
\frac{1}{32} \theta \ln \frac{1}{m} \leq \int_{(0, 1)} u_1((x_1^* - 0) + s \xi) \psi'(s) \, ds + 4 \int_{(0, 1)} u_2((x_1^* - 0) + s \xi) \psi'(s) \, ds,
\]

(3.48)

If the first term in (3.48) is larger than the second, by the fundamental theorem and the trace theorem

\[
\frac{1}{64} \theta \ln \frac{1}{m} \leq \int_{(0, 1)} u_1((x_1^* - 0) + s \xi) \psi'(s) \, ds = \int_{(0, 1)} \int_{0}^{x_1^* + s \xi} \partial_1 u_1(x_1, s \xi) \, dx_1 \psi'(s) \, ds + \int_{(0, 1)} u_1(0, s) \psi'(s) \, ds,
\]

with the first integral being estimated by \( \|\psi\|_{L^2((0, 1))} \ell^{1/2} T^{1/2}(u) \).
Letting $F_3 := (-1,0) \times (0,1)$ and recalling that $\Psi(0,t) = \psi(t)$ and $\Psi(-1,t) = \Psi(-t,0) = 0$ for $t \in (0,1)$, we see that the last two integrals can be written as a boundary integral of $u_1$ times the tangential derivative $\partial_r \Psi$, and that $\Psi$ vanishes on the rest of the boundary of $F_3$. Therefore

$$\frac{1}{64} \theta \ln \frac{1}{m} \leq \int_{\partial F_3} u_1 \partial_r \psi \, dH^1 + \|\psi\|_{L^2((0,1))} \ell^{1/2} f^{1/2}(u).$$

With Lemma 3.7 and the estimates for $\psi$ in (3.45) this gives

$$\frac{1}{64} \theta \ln \frac{1}{m} \leq \|\nabla \Psi\|_{L^2(F_3)} \|\nabla u_1\|_{L^2(F_3)} + \|\psi'\|_{L^2((0,1))} \ell^{1/2} f^{1/2}(u) \leq c \frac{1}{\lambda^{1/2}} \ln \frac{1}{m} \frac{1}{m} \mu^{-1/2} f^{1/2}(u) + c \frac{1}{\lambda m^{1/2}} \ell f^{1/2}(u),$$

which gives $I(u) \geq c \min\{\mu \theta^2 \ln \frac{1}{m}, \theta^2 \lambda^2 \ln^2 \frac{1}{m}\}$ and concludes the proof in this case.

If instead the second term in (3.48) is the larger one, we write

$$\frac{1}{256} \theta \ln \frac{1}{m} \leq \int_{(0,1)} u_2(x_1^* + s\xi_1, s\xi_2) \psi'(s) \, ds$$

$$= - \int_{(0,1)} \int_{(s\xi_2, 1)} \partial_2 u_2(x_1^* + s\xi_1, x_2) \psi'(s) \, dx_2 \, ds + \int_{(0,1)} u_2(x_1^* + s\xi_1, 1) \psi'(s) \, ds,$$

with the first integral being estimated by $2 \|\nabla \psi\|_{L^2((0,1))} f^{1/2}(u)$. As above, using the estimates for $\psi$ in (3.45) and Lemma 3.3 with the extension to $F_4 := (-2,\ell + 2) \times (-1,0)$ leads to

$$\frac{1}{256} \theta \ln \frac{1}{m} \leq 2 \|\nabla \Psi\|_{L^2(F_4)} \|\nabla u_2\|_{L^2(F_4)} + 2 \|\psi'\|_{L^2((0,1))} f^{1/2}(u) \leq c \ln \frac{1}{m} \frac{1}{m} \mu^{-1/2} \frac{1}{\lambda^{1/2}} f^{1/2}(u) + c \frac{1}{\lambda m^{1/2}} f^{1/2}(u),$$

which gives $I(u) \geq c \min\{\mu \theta^2 \ln \frac{1}{m}, \theta^2 \lambda^2 \ln^2 \frac{1}{m}\}$ and, since $1 \leq \ell$, concludes the proof also in this case.

We finally turn to the proof of Proposition 3.3 in which the different ingredients proven in this Section are put together.

**Proof of Proposition 3.3** Let $m_0 \in (0, \frac{1}{2}]$ be given as in Lemma 3.7 and define $m_1 \in (0, m_0)$ as the unique solution to $m_1 \ln \frac{1}{m_1} = m_0$. If $\theta \geq m_1$ the statement follows directly from Lemma 3.4. Otherwise we use Lemma 3.7 with the following choices of the parameters $\lambda$ and $m$:

i) Consider first the case $\mu \geq \varepsilon^{1/3} \theta^{-2/3} \ell^{-1/3} m_0^{2/3}$. Choose $m := m_0$ and $\lambda := \varepsilon^{1/3} \theta^{-2/3} \ell^{2/3}$. Then $\varepsilon^{1/3} \leq \theta^2 \ell$ implies on the one hand $\lambda \leq 1$, and on the other hand $\varepsilon \leq \theta^2 \ell$, which gives $\varepsilon \leq \theta^2 \lambda$. Thus, $\lambda$ is admissible. In this case, $\mu \theta^2 \lambda \ln \frac{1}{m} \leq c \theta \mu \theta^2$, hence the second and the last two terms in the minimum can be ignored. Therefore, Lemma 3.7 yields that

$$I_{\Omega_\ell}(u) \geq c \min\{\varepsilon^2 \theta^3, \mu \varepsilon^{1/3} \theta^4 \ell^{2/3} \lambda^{2/3}\} \geq c \varepsilon^{2/3} \theta^3 \lambda^{2/3} \ell^{1/3}$$

where we used $\mu \theta^2 \lambda \geq \varepsilon^{2/3} \theta^2 \ell^{2/3} m_0^{2/3}$ by the assumption on $\mu$ and the definition of $\lambda$.

ii) Suppose now that $\mu < \varepsilon^{1/3} \theta^{-2/3} \ell^{-1/3} m_0^{-2/3}$. We set $m := \max\{\mu^{3/2} \varepsilon^{-1/2} \ell^{1/2}/\theta, \theta \ln \frac{1}{m}\}$ and $\lambda := \max\{\varepsilon^{1/3} \theta^{-2/3} \ell^{1/2} \ln^{-1/2} \mu^{1/2}, \theta \ln \frac{1}{m}\}$. By the assumption on $\mu$ and $0 < \theta < m_1$ we obtain $m \in [\theta, m_0]$. Further, $\lambda \geq \varepsilon \theta^2 \lambda$ by definition. It remains to show $\lambda \leq 1$. Since $\varepsilon \theta^2 \leq \theta^2$ implies $\varepsilon \theta^{-2} \leq 1$, it suffices to prove that

$$\min\{\ln(3 + \frac{\varepsilon}{\mu \theta^2 \ell}), \ln(3 + \frac{1}{\theta^2})\} \leq 4 \ln \frac{1}{m}.$$  \hfill (3.49)
Indeed, (3.49) and the assumption on $\varepsilon \ell$ give $\varepsilon \ell \leq 4\mu \theta^2 \ln \frac{1}{m}$ which immediately implies $\lambda \leq 1$.

It remains to prove the algebraic inequality (3.49). If $m = \mu^{3/2} \varepsilon^{-1/2} \theta \ell^{1/2}$, then (3.49) follows from the fact that for any $x \in (0, \frac{1}{4})$ we have $\ln(3 + \frac{1}{x}) \leq 3 \ln \frac{1}{x}$. If instead $m = \theta \ln \frac{1}{\theta}$, we use analogously

$$\ln(3 + \frac{1}{x^2}) \leq 4 \ln \frac{1}{x} \ln \frac{1}{x}$$

for all $x \in (0, \frac{1}{4}]$.

The last inequality is equivalent to $3 + \frac{1}{x^2} \leq \frac{1}{x} \ln \frac{1}{x}$, which is true, since $x \ln^2 \frac{1}{x} \leq 4e^{-2} \leq \frac{2}{3}$ for all $x \in (0, 1)$. Therefore (3.49) holds.

We use Lemma 3.7 and estimate the terms separately below. First, using that $\lambda^{-1} = \min\{\varepsilon^{-1} \theta^2, 2\mu^{1/2} \varepsilon^{-1/2} \theta \ell^{-1/2} \ln^{1/2} \frac{1}{m}\}$ and then that $\varepsilon \leq \theta^2 \ell^{-2} \leq \theta^2 \ell$, we find

$$\frac{\varepsilon \ell}{\lambda} = \min\left\{\theta^2 \ell, 2\mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2} \frac{1}{m}\right\} \geq \min\left\{\epsilon^{2/3} \theta^2 / \lambda^{1/3}, 2\mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2} \frac{1}{m}\right\}.$$

From $m \geq \theta \ln \frac{1}{\theta}$ we get $\mu m^2 \geq \frac{1}{3} \mu \theta^2 \ln(3 + \frac{1}{\theta^2})$, and recalling the assumption on $\varepsilon \ell$ we get

$$\mu m^2 \geq \frac{1}{3} \mu \theta^2 \ln(3 + \frac{1}{\theta^2}) \geq \frac{1}{4} (\varepsilon \ell \mu \theta^2)^{1/2} \ln^{1/2}(3 + \frac{1}{\theta^2}).$$

Next, by definition of $\lambda$, we have $\lambda \geq \frac{1}{2} \mu^{-1/2} \varepsilon^{1/2} \theta^{-1} \ell^{1/2} \ln^{-1/2} \frac{1}{m}$ and hence

$$\mu \theta^2 \lambda \ln \frac{1}{m} \geq \frac{1}{2} \mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2} \frac{1}{m}.$$

Finally, using that $\lambda \geq \frac{1}{2} \mu^{-1/2} \varepsilon^{1/2} \theta^{-1} \ell^{1/2} \ln^{-1/2} \frac{1}{m}$, $m \geq \mu^{3/2} \varepsilon^{-1/2} \theta \ell^{1/2}$ and then $\ln^{1/2} \frac{1}{m} \leq \ln \frac{1}{m}$, we find

$$\theta^2 \ell^{-1} \lambda^2 m \ln^2 \frac{1}{m} \geq \frac{1}{4} \theta^2 \ell^{-1} \left(\mu^{-1} \varepsilon \theta^2 \ell \ln^{-1} \frac{1}{m}\right) \left(\mu^{3/2} \varepsilon^{-1/2} \theta \ell^{1/2}\right) \ln^2 \frac{1}{m} \geq \frac{1}{4} \mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2} \frac{1}{m}.$$

Putting things together, and recalling (3.49) we obtain

$$I_{\text{fit}}(u) \geq c \min\left\{\varepsilon^{2/3} \theta^2 / \lambda^{1/3}, \mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2}(3 + \frac{1}{\theta^2}), \mu^{1/2} \varepsilon^{1/2} \theta \ell^{1/2} \ln^{1/2}(3 + \frac{\varepsilon}{\mu \theta^2}), \mu \theta^2 \ln(3 + \frac{\theta}{\mu}), \mu \theta^2 \ln(3 + \ell)\right\}$$

which concludes the proof also in this case.

3.3 A lower bound for small $\varepsilon$, but $\varepsilon L$ not small.

We will now consider the remaining cases. We focus here on the situation in which $\varepsilon$ is small, but $L$ is so large that a straight interface along the entire martensitic sample is not optimal. Although this condition does not appear explicitly in the assumptions of Proposition 3.8 the result will only be useful in this situation, as the term $\varepsilon L$ appears as one of the options in the estimate.

The proof of the lower bound in this case has a structure similar to the one of Section 3.1. We shall use, as above, the subdivision of the set of diagonal slices into various subsets. In particular, we shall show in Lemma 3.10 that the interface between a $P$ and a $C$ slice is, energetically speaking, expensive. At variance with Section 3.2 the interpolation between an affine region and a region with periodic boundary values will no longer be penalized with a $D^2 u$ term but with a $\partial_1 u$ term. This requires estimates on $u$, and not only on its derivatives.
Proposition 3.8 (A lower bound in the case $\varepsilon \leq \mu \theta^2$ and $\varepsilon \leq \theta^2$). There exists $c > 0$ such that for all $L \in [1/2, \infty), \theta \in (0, 1/2], \varepsilon > 0, \mu > 0,$ and $u \in \mathcal{X}$ with
\[ \varepsilon \leq \mu \theta^2 \quad \text{and} \quad \varepsilon \leq \theta^2 \]
we have
\[ I(u) \geq c \min \{ \varepsilon L, \mu \theta^2 \ln(3+L), \mu \theta^2 \ln(3+\frac{\varepsilon L}{\mu \theta^2})+\varepsilon^{1/2} \theta^{3/2}+\mu \theta^2 \ln(3+\frac{\varepsilon}{\mu \theta^2}), \mu \theta^2 \ln(3+\frac{\varepsilon L}{\mu \theta^2})+\mu \theta^2 \ln(3+\frac{\theta}{\mu}) \} . \]

We first prove some lemmata used in the proof of Proposition 3.8. The first one concerns a local variant of the set $\mathcal{C}$, for which a sharper estimate on the volume is possible.

Lemma 3.9 (Estimates near the boundary). Assume that $\delta \in (0, \frac{1}{64} \theta)$, $u \in W^{1,2}(\Omega_L, \mathbb{R}^2)$, and let
\[ \mathcal{R} := \left\{ x_1 \in (0, L - \xi_1) : \frac{1}{32} \theta \leq \max \{ ||u_{x_1}^\varepsilon(s) - u_{x_1}^\varepsilon(0)||_{L^\infty((0, \delta))}, ||u_{x_1}^\varepsilon(1-s) - u_{x_1}^\varepsilon(1)||_{L^\infty((0, \delta))} \} \right\} . \]
Then
\[ I(u) \geq c \theta L^1(\mathcal{R}) . \]

Proof. For almost every $x_1 \in \mathcal{R}$ we have $v := u_{x_1}^\varepsilon \in W^{1,2}((0, 1))$. For $s \in (0, \delta)$ we estimate, using (1.11),
\[ |v(1-s) - v(1)| \leq s^{1/2} ||v'||_{L^2((1-s, 1))} \leq s^{1/2} (||1||_{L^2((1-s, 1))}+\| \min \{ |u' - \theta|, |u' + (1-\theta)| \} \|_{L^2((0, 1))} ) \leq \delta + \delta^{1/2} || \min \{ |e(u) - \theta e_1 \circ e_2|, |e(u) + (1-\theta)e_1 \circ e_2| \} ||_{L^2(\Delta_{x_1}^\varepsilon)} \]
and correspondingly for $|v(s) - v(0)|$. Therefore for almost any $x_1 \in \mathcal{R}$ we have
\[ \frac{1}{32} \theta \leq \delta + \delta^{1/2} || \min \{ |e(u) - \theta e_1 \circ e_2|, |e(u) + (1-\theta)e_1 \circ e_2| \} ||_{L^2(\Delta_{x_1}^\varepsilon)} . \]
For $\delta \leq \frac{1}{64} \theta$ we deduce
\[ c \theta \leq \| \min \{ |e(u) - \theta e_1 \circ e_2|, |e(u) + (1-\theta)e_1 \circ e_2| \} \|_{L^2(\Delta_{x_1}^\varepsilon)}^2 . \]
and integrating over $x_1 \in \mathcal{R}$ we obtain the assertion. \qed

Lemma 3.10 (Interpolation estimate). Let $\mathcal{P}$ be defined as in (3.2), $p := L^1(\mathcal{P})$. Assume
\[ \varepsilon \leq \mu \theta^2 \quad \text{and} \quad \varepsilon \leq \theta^2 . \]
Then
\[ I(u) \geq c \min \{ \varepsilon^{1/2} \theta^{3/2}, \mu \theta^2 p, \theta^2 p, \varepsilon L \} . \]

Proof. The proof is based on selecting a good slice in which $u$ is approximately affine, and another one in which the boundary values are close to each other, and estimating the energy in between. We shall work on a thin slice around the boundary, of width $\delta := \frac{1}{64} \theta$.

Step 1. Estimate on good $C$-slices. We recall that $\mathcal{C}$ was defined in (3.1) as the set of slices such that the deformation is close to one of the two martensite variants in the interior, and that by Lemma 3.2(iv) it obeys (recall that $\varepsilon \leq \theta^2$)
\[ I(u) \geq c \varepsilon L^1 \left( [0, L - \xi_1] \setminus \mathcal{C} \right) . \]
We let $\mathcal{G}$ be the set from Lemma 3.6, with $C := 2^{-7}$, which obeys
\[ I(u) \geq c \min\{\theta^2, \mu \theta^2\} \mathcal{L}^1(\mathcal{G}). \]  
(3.51)

By Lemma 3.6(iii),
\[ \frac{1}{\delta} \int_{(0, \delta)} |u_2(x_1 + (1-s)x_1, 1-s) - u_2(x_1 + s x_1, 1)| \, ds < \frac{1}{16} \theta \]  
for any $x_1 \in [0,L - \xi_1] \setminus \mathcal{G}$.

We can assume $\mathcal{L}^1(\mathcal{C} \setminus \mathcal{G}) > 0$. Indeed, if this were not the case, then (up to null sets) $\mathcal{C} \subset \mathcal{G}$ and $(0, L - \xi_1) \setminus \mathcal{C} \cup \mathcal{G} = [0, L - \xi_1]$, which implies $I(u) \geq c \min\{\theta^2, \mu \theta^2, \varepsilon\} = c \varepsilon L$ and concludes the proof.

We claim that
\[ \frac{1}{2} \theta \leq \frac{1}{\delta} \int_{(0, \delta)} |u_1((x_1, 0) + s \xi) - u_1((x_1, 0) + (1-s) \xi)| \, ds \]  
for any $x_1 \in \mathcal{C} \setminus \mathcal{G}$.

(3.52)

To see this, assume $x_1 \in \mathcal{C}$ and for $\sigma \in \{0, 1, L - \xi_1\}$ let $f_\sigma(s) := u_x^\xi(0) + s(\theta - \sigma)$. Then $|f_\sigma(1-s) - f_\sigma(s)| = |(1-2s)|\theta - \sigma| \geq |1-2s|\theta$, therefore for any $s \in (0, \delta)$ we have
\[ \frac{7}{8} \theta \leq (1-2s)\theta \leq \min_{\sigma \in (0, 1)} |f_\sigma(s) - f_\sigma(1-s)| \]
\[ \leq |u_x^\xi(s) - u_x^\xi(1-s)| + \min_{\sigma \in (0, 1)} (|u_x^\xi(s) - f_\sigma(s)| + |u_x^\xi(1-s) - f_\sigma(1-s)|) \]
\[ \leq |u_x^\xi(s) - u_x^\xi(1-s)| + \frac{2}{16} \theta. \]

Therefore, recalling that $u_x^\xi(s) = u_1((x_1, 0) + s \xi) + 4u_2((x_1, 0) + s \xi)$,
\[ \frac{3}{4} \theta \leq |u_x^\xi(s) - u_x^\xi(1-s)| \]
\[ \leq |u_1((x_1, 0) + s \xi) - u_1((x_1, 0) + (1-s) \xi)| + 4|u_2((x_1, 0) + s \xi) - u_2((x_1, 0) + (1-s) \xi)| \]
for any $x_1 \in \mathcal{C}$. Averaging over $s \in (0, \delta)$, and using that $x_1 \not\in \mathcal{G}$,
\[ \frac{3}{4} \theta \leq \frac{1}{\delta} \int_{(0, \delta)} |u_x^\xi(s) - u_x^\xi(1-s)| \, ds \]
\[ \leq \frac{1}{\delta} \int_{(0, \delta)} |u_1((x_1, 0) + s \xi) - u_1((x_1, 0) + (1-s) \xi)| \, ds + \frac{1}{4} \theta \]
which proves (3.52).

**Step 2. Estimate on good $\mathcal{P}$-slices.**

We consider the set $\mathcal{R}$ defined in Lemma 3.9, which obeys
\[ I(u) \geq c \theta \mathcal{L}^1(\mathcal{R}). \]  
(3.53)

We can assume $\mathcal{L}^1(\mathcal{R} \setminus \mathcal{C} \setminus \mathcal{G}) > 0$. Indeed, if this were not the case, then $\mathcal{L}^1(\mathcal{R} \cup \mathcal{G}) \geq p$, $I(u) \geq c p \min\{\theta^2, \mu \theta^2\}$, and the proof is concluded.

We claim that
\[ \frac{1}{\delta} \int_{(0, \delta)} |u_1((x_1, 0) + s \xi) - u_1((x_1, 0) + (1-s) \xi)| \, ds \leq \frac{3}{8} \theta \]  
for any $x_1 \in \mathcal{P} \setminus \mathcal{R} \setminus \mathcal{G}$.

(3.54)
Indeed, let \( x_1 \in \mathcal{P} \). Then \( |u(x_1, 0) - u(x_1 + \xi, 1)| \leq 2^{-7} \theta \), therefore \( |u_{x_1}^\xi(0) - u_{x_1}^\xi(1)| \leq 2^{-4} \theta \). If \( x_1 \notin \mathcal{R} \), then a triangular inequality shows that for any \( s \in (0, \delta) \)

\[
|u_{x_1}^\xi(s) - u_{x_1}^\xi(1-s)| \leq |u_{x_1}^\xi(0) - u_{x_1}^\xi(1)| + |u_{x_1}^\xi(s) - u_{x_1}^\xi(0)| + |u_{x_1}^\xi(1-s) - u_{x_1}^\xi(1)| \leq \frac{1}{16} \theta + \frac{2}{32} \theta = \frac{1}{8} \theta.
\]

A similar computation as above, using

\[
|u_1((x_1, 0) + s\xi) - u_1((x_1, 0) + (1-s)\xi)| \leq |u_{x_1}^\xi(s) - u_{x_1}^\xi(1-s)| + 4|u_2((x_1, 0) + s\xi) - u_2((x_1, 0) + (1-s)\xi)|
\]

and \( x_1 \notin \mathcal{G} \), leads to

\[
\frac{1}{\delta} \int_{(0, \delta)} |u_1((x_1, 0) + s\xi) - u_1((x_1, 0) + (1-s)\xi)| ds \leq \frac{1}{\delta} \int_{(0, \delta)} |u_{x_1}^\xi(s) - u_{x_1}^\xi(1-s)| ds + \frac{1}{4} \theta \leq \frac{3}{8} \theta.
\]

This concludes the proof of (3.54).

**Step 3. Interpolation.**

We choose \( x_p \in \mathcal{P} \setminus \mathcal{R} \setminus \mathcal{G} \) and \( x_c \in \mathcal{C} \setminus \mathcal{G} \) and compute

\[
|u_1((x_c, 0) + s\xi) - u_1((x_c, 0) + (1-s)\xi)| \leq |u_1((x_c, 0) + s\xi) - u_1((x_p, 0) + s\xi)| + |u_1((x_p, 0) + s\xi) - u_1((x_p, 0) + (1-s)\xi)| + |u_1((x_p, 0) + (1-s)\xi) - u_1((x_c, 0) + (1-s)\xi)|.
\]

Averaging over \( s \in (0, \delta) \) and using (3.52), (3.54) and Hölder gives

\[
\frac{1}{2} \theta \leq \frac{1}{\delta} \int_{(0, \delta)} |u_1((x_c, 0) + s\xi) - u_1((x_c, 0) + (1-s)\xi)| ds
\]

\[
\leq \frac{1}{\delta} \int_{(0, \delta)} |u_1((x_p, 0) + s\xi) - u_1((x_p, 0) + (1-s)\xi)| ds + \frac{1}{\delta} \int_{(0, \delta) \cup (1-\delta, 1)} |u_1((x_p, 0) + s\xi) - u_1((x_c, 0) + s\xi)| ds
\]

\[
\leq \frac{3}{8} \theta + \frac{\sqrt{2}}{\delta^{1/2}} \left( \int_{(0, \delta) \cup (1-\delta, 1)} |u_1((x_p, 0) + s\xi) - u_1((x_c, 0) + s\xi)|^2 ds \right)^{1/2}.
\]

Therefore

\[
\frac{1}{128} \theta^2 \delta \leq \int_{(0, 1)} |u_1((x_p, 0) + s\xi) - u_1((x_c, 0) + s\xi)|^2 ds.
\]

By the fundamental theorem of calculus and Hölder’s inequality, for any \( s \in (0, 1) \) we have

\[
|u_1((x_p, 0) + s\xi) - u_1((x_c, 0) + s\xi)| \leq |x_p - x_c| \int_{(0, L)} |\partial_1 u_1|^2(t, s) dt.
\]

Integrating over \( s \) gives

\[
\frac{\theta^2}{c} \leq \int_0^1 |u_1((x_p, 0) + s\xi) - u_1((x_c, 0) + s\xi)|^2 ds \leq |x_c - x_p| \|\partial_1 u_1\|_{L^2((x_c, x_p) \times (0, 1))}^2 \leq |x_c - x_p| I(u).
\]

**Step 4. Conclusion of the proof.**

Let \( \beta := \mathcal{L}^1(\mathcal{R} \cup \mathcal{G} \cup (0, L - \xi_1) \setminus \mathcal{C} \setminus \mathcal{P}) \). On the one hand, (3.50), (3.51), (3.53) give \( I(u) \geq c \min\{\xi, \theta^2, \mu \theta^2\} \beta = c \varepsilon \beta \). On the other hand, \( \inf\{|x_c - x_p| : \text{ (3.52) and (3.54) hold} \} \leq \beta \). Therefore

\[
I(u) \geq c \min_{\beta' \in (0, L)} \left[ \frac{\theta^2}{\beta'} + \varepsilon \beta' \right].
\]
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The minimum is attained at $\beta' = \varepsilon^{-1/2}\theta^{3/2}$ or at $\beta' = L$, and gives

$$I(u) \geq c \min\{\theta^{3/2}\varepsilon^{1/2}, \varepsilon L\}$$

which concludes the proof. \hfill \Box

**Lemma 3.11** (The boundary logarithm). There are $c > 0$ and $m_2 \in (0, \frac{1}{2})$ such that the following holds. If

$$\frac{1}{2} \leq L, \quad 0 < \theta \leq m_2, \quad \varepsilon \leq \mu \theta^2 \quad \mu \leq \theta, \quad \text{and} \quad \mu^2 \theta^2 \leq \varepsilon,$$

then for any $u \in \mathcal{X}$ one has

$$\frac{1}{c} I(u) \geq \min \left\{ \xi L, \mu \theta^2 \ln(3 + \frac{\theta}{\mu^2}), \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2}), \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2}) \right\}.$$

**Proof.** *Step 1. Energy estimate.*

We show that there are $c > 0$, $m_2 \in (0, \frac{1}{4})$ such that for any $m \in [\theta, m_2]$ there is $q \in [0, L]$ such that

$$\frac{1}{c} I(u) \geq \min \left\{ \xi L, \mu \theta^2 \ln(3 + \frac{\theta}{\mu^2}), \xi q + \frac{\theta^2 m}{q + 1} \ln \frac{1}{m} \right\} \geq \mu \theta^2 \ln \frac{1}{m}. \quad (3.55)$$

We define, similar to Lemma 3.7, $\psi_C(t) := \max\{\psi_B(t), \psi_B(1-t)\}$, where

$$\psi_B(t) := \left[ \ln \frac{1}{m} - \left( \ln \frac{|t|}{m} \right)_+ \right] + \begin{cases} \ln \frac{1}{m}, & \text{if } |t| \leq m, \\ \ln \frac{1}{m}, & \text{if } m < |t| \leq 1, \\ 0, & \text{if } |t| > 1, \end{cases}$$

and compute $\|\psi_B\|_{L^1(0,1)} \leq 1$, $\|\psi_B'\|_{L^1(0,1)} \leq \ln \frac{1}{m}$, and $\|\psi_B'\|_{L^2(0,1)} \leq m^{-1/2}$, which imply

$$\|\psi_C\|_{L^1(0,1)} \leq 2, \quad \|\psi_C'\|_{L^1(0,1)} \leq 2 \ln \frac{1}{m}, \quad \text{and} \quad \|\psi_C'\|_{L^2(0,1)} \leq \frac{2}{m^{1/2}}. \quad (3.56)$$

We first claim that

$$\frac{7}{8} \theta \ln \frac{1}{m} \leq \left| \int_0^1 u_{x_1}^\xi(s)\psi_C(s) \, ds \right| \quad \text{for any } x_1 \in \mathcal{C}, \quad (3.57)$$

where $\mathcal{C}$ was defined in (3.1). To see this we compute, for any $x_1 \in \mathcal{C}$ and $\sigma \in \mathbb{R},$

$$\sigma \ln \frac{1}{m} = \int_0^1 \frac{d}{ds}(\sigma \psi_C(s)) \, ds = \int_0^1 \psi_C(s) \, ds + \int_0^1 (s \sigma) \psi_C'(s) \, ds$$

$$= \sigma \int_0^1 \psi_C(s) \, ds + \int_0^1 (s \sigma + u_{x_1}^\xi(0) - u_{x_1}^\xi(s)) \psi_C'(s) \, ds + \int_0^1 (u_{x_1}^\xi(s) - u_{x_1}^\xi(0)) \psi_C'(s) \, ds.$$

Since $\psi_C(0) = \psi_C(1)$, the last term disappears, and

$$|\sigma| \ln \frac{1}{m} \leq |\sigma| \|\psi_C\|_{L^1(0,1)} + \|s \sigma + u_{x_1}^\xi(0) - u_{x_1}^\xi(s)\|_{L^\infty(0,1)} \|\psi_C'\|_{L^1(0,1)} + \int_0^1 u_{x_1}^\xi(s) \psi_C'(s) \, ds.$$

At this point we recall (3.56) and that $x_1 \in \mathcal{C}$. Therefore there is a choice of $\sigma \in \{\theta, \theta - 1\}$ such that

$$|\sigma| \ln \frac{1}{m} \leq 2|\sigma| + \frac{1}{16} \theta \ln \frac{1}{m} + \int_0^1 u_{x_1}^\xi(s) \psi_C'(s) \, ds.$$
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If \( m_2 \) is sufficiently small, \( 2 \leq 2^{-4} \ln \frac{1}{m} \). For both choices of \( \sigma \) we have \( \theta \leq |\sigma| \). Therefore

\[
\frac{7}{8} \theta \ln \frac{1}{m} \leq \left| \int_0^1 u_x^\xi_1(s) \psi_C'(s) \, ds \right|,
\]

which concludes the proof of (3.57).

Let \( \mathcal{G} \) be as in Lemma 3.6 with \( \mathcal{C} := 2^{-8} \). Since \( \psi_C'(s) = -\psi_C'(1 - s) = -1/s \) on \( (m, 1/2) \) and \( \psi_C'(s) = \psi_C'(1 - s) = 0 \) on \( (0, m) \), using Lemma 3.6 for \( x \in \mathcal{G} \) we have

\[
\left| \int_0^1 4u_2((x_1, 0) + s\xi) \psi_C'(s) \, ds \right| \leq \int_m^{1/2} \frac{1}{s} |u_2((x_1, 0) + s\xi) - u_2((x_1, 0) + (1 - s)\xi)| \, ds \leq \frac{1}{8} \theta \ln \frac{1}{m}.
\]

Recalling that \( u_x^\xi(s) = (u_1 + 4u_2)((x_1, 0) + s\xi) \), we see that

\[
\frac{3}{4} \theta \ln \frac{1}{m} \leq \left| \int_0^1 u_1((x_1, 0) + s\xi) \psi_C'(s) \, ds \right| \quad \text{for any } x_1 \in \mathcal{C} \setminus \mathcal{G}. \quad (3.58)
\]

By Lemma 3.2(iv) and \( \varepsilon \leq \theta^2 \) we have \( I(u) \geq c \varepsilon \mathcal{L}^1([0, L - \xi_1] \setminus \mathcal{C}) \). By Lemma 3.6 and \( \varepsilon \leq \min\{\theta^2, \mu \theta^2\} \) we have \( I(u) \geq c \varepsilon \mathcal{L}^1(\mathcal{G}) \). Then

\[
I(u) \geq \varepsilon q, \quad \text{with } q := \mathcal{L}^1(\mathcal{G} \cup ([0, L - \xi_1] \setminus \mathcal{C})).
\]

If \( q \geq \frac{1}{2} L \) we are done. Otherwise we pick \( x_1 \in [0, q + \frac{1}{2}] \cap \mathcal{C} \setminus \mathcal{G} \). We compute

\[
\left| \int_0^1 (u_1((x_1, 0) + s\xi) - u_1(0, s)) \psi_C'(s) \, ds \right| \leq \int_0^1 \int_0^{x_1 + \xi_1} |\partial_t u_1(t, s)| \psi_C'(s) \, dt \, ds \leq \|\psi_C\|_{L^q((0, 1))}(x_1 + \frac{1}{4})^{1/2} I(u)^{1/2} \leq c m^{-1/2}(q + 1)^{1/2} I(u)^{1/2}
\]

where we used (3.56). If the right-hand side is larger than \( \frac{1}{4} \theta \ln \frac{1}{m} \) then \( I(u) \geq c(q + 1)^{-1} \theta^2 m \ln^2 \frac{1}{m} \) and (3.55) is proven. Otherwise, with (3.58) we obtain

\[
\frac{1}{2} \theta \ln \frac{1}{m} \leq \left| \int_0^1 u_1(0, s) \psi_C'(s) \, ds \right|.
\]

We define \( \Psi_C : \mathbb{R}^2 \to \mathbb{R} \) by

\[
\Psi_C(x) := \max\{\psi_B(|x - (0, 1)|), \psi_B(|x|)\}.
\]

One easily checks that \( \Psi_C(0, t) = \psi_C(t) \) and \( \Psi_C(t, 0) = \psi_C(t, 1) = \psi_B(t) \) for \( t \in (0, 1) \), \( \Psi_C = 0 \) on the rest of the boundary of \( F_1 := (-1, 1) \times (-1, 2) \setminus (0, 1)^2 \). Further, \( \|\nabla \Psi_C\|_{L^2(\mathbb{R}^2)} \leq c \ln \frac{1}{m} \).

By Lemma 3.5 with \( c_\ast = 2^{-4} \) and \( \ell = 2L \), either \( I(u) \geq c \min\{\mu \theta^2 \ln \frac{1}{m}, \mu \theta^2 \ln(3 + \frac{\theta}{q}), \mu \theta^2 \ln(3 + L)\} \) and (3.55) holds, so that we are done, or

\[
\left| \int_0^1 \psi_B(s)(u_1(s, 1) - u_1(s, 0)) \, ds \right| \leq \frac{1}{16} \theta \ln \frac{1}{m}.
\]

We conclude that (recalling Lemma 1.3)

\[
\frac{1}{8} \theta \ln \frac{1}{m} \leq \int_{\partial F_1} u_1 \partial_s \Psi_C \, d\mathcal{H}^1 \leq c \|\nabla \Psi_C\|_{L^2(F_1)} \|\nabla u_1\|_{L^2(F_1)} \leq c \ln^{1/2} \frac{1}{m} \mu^{-1/2} I(u)^{-1/2}
\]
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which implies \( I(u) \geq c \mu \theta^2 \ln \frac{1}{m} \) and concludes the proof of (3.55).

**Step 2. Choice of the parameters.**

We first remark that

\[
\min_{x \geq 0} \left[ ax + \frac{b}{x + 1} \right] = \min_{x \geq 0} \left[ a(x + 1) + \frac{b}{x + 1} \right] - a \geq 2a^{1/2}b^{1/2} - a \geq a^{1/2}b^{1/2} \quad \text{whenever } 0 < a \leq b . \tag{3.59}
\]

We use (3.55) with \( m := \max\{ \theta, m_2 \mu^2 \theta^2 \} \in [\theta, m_2] \). If the first, the second or the last term are the smallest, the proof is concluded. Assume that the smallest is the third or the fourth one. We remark that \( \varepsilon \leq \mu \theta^2 \) and \( \mu \leq \theta \) imply \( \varepsilon \leq \theta^3 \), hence \( \varepsilon \leq \theta^2 m \ln^2 \frac{1}{m} \). Optimizing the third term in (3.55) in \( q \) with (3.59) leads to

\[
\frac{1}{c} I(u) \geq \min \left\{ \varepsilon^{1/2} \theta m^{1/2} \ln \frac{1}{m}, \mu \theta^2 \ln \frac{1}{m} \right\} .
\]

At this point we distinguish two cases. If \( \varepsilon \leq m_2 \mu \theta^2 \) then \( m = m_2 \frac{\varepsilon \theta^2}{m^2} \), we insert and obtain \( I(u) \geq c \mu \theta^2 \ln \frac{\varepsilon \theta^2}{m_2^2} \), which concludes the proof. If instead \( m_2 \mu \theta^2 \theta^2 \leq \varepsilon \) then \( m = \theta \), and the above estimate gives \( I(u) \geq c \mu \theta^2 \ln \frac{1}{m} \geq c \mu \theta^2 \ln(3 + \frac{1}{\mu}) \), which also concludes the proof.

**Proof of Proposition 3.8.** We first recall that by Lemma 3.11, we have, since \( \varepsilon \leq \theta^2 \),

\[
\frac{1}{c} I(u) \geq \mu \theta^2 \ln \frac{L - \xi_1 + 1}{p + 1} + \varepsilon p. \tag{3.60}
\]

The interpolation estimate from Lemma 3.10 gives

\[
I(u) \geq c \min\{ \varepsilon^{1/2} \theta^{3/2}, \mu \theta^2 p, \theta^2 p, \varepsilon L \}. \tag{3.61}
\]

We treat the four cases separately.

- If the minimum in (3.61) is \( \varepsilon L \), we are done.
- If the minimum in (3.61) is \( \mu \theta^2 p \), then, as in (i) in the proof of Prop. 3.1,

\[
\frac{1}{c} I(u) \geq \min_{p' \in [0, L - \xi_1]} \left( \mu \theta^2 p' + \mu \theta^2 \ln \frac{L - \xi_1 + 1}{p' + 1} \right) = \mu \theta^2 \ln(L - \xi_1 + 1) \geq c \mu \theta^2 \ln(3 + L),
\]

and we are done.

- If the minimum in (3.61) is \( \theta^2 p \), then we can assume \( \mu \geq 1 \) and, as in (ii) in the proof of Prop. 3.1,

\[
\frac{1}{c} I(u) \geq \min_{p' \in [0, L - \xi_1]} \left( \theta^2 p' + \mu \theta^2 \ln \frac{L - \xi_1 + 1}{p' + 1} \right) \geq c \min \left\{ \mu \theta^2 \ln(3 + L), \mu \theta^2 \left( 3 + \frac{L}{\mu} \right), \theta^2 L \right\} .
\]

Also in this case we are done. Indeed, recalling \( \varepsilon \leq \theta^2 \), we have \( \theta^2 L \geq \varepsilon L \) and \( \varepsilon^{1/2} \theta^{3/2} \leq \theta^2 \leq \mu \theta^2 \), \( \frac{\varepsilon}{\mu^2 \theta^2} \leq \frac{L}{\mu} \) and \( \frac{\varepsilon}{\mu^2 \theta^2} \leq 1 \), so that \( \mu \theta^2 \ln(3 + \frac{\xi_1}{\mu^2 \theta^2}) + \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2 \theta^2}) + \varepsilon^{1/2} \theta^{3/2} \leq 4 \mu \theta^2 \ln(3 + \frac{L}{\mu}) \leq 4 \theta^2 I(u) \).

We are left with the case that (3.61) states \( I(u) \geq \varepsilon c \theta^{3/2} / \theta^{3/2} \).

We now show that (3.60) implies \( I(u) \geq c \min\{ \varepsilon L, \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2 \theta^2}), \mu \theta^2 (3 + L) \} \). Indeed, the minimum of the expression in the right-hand side of (3.60) is attained at \( p = 0 \), or at \( p = L - \xi_1 \), or at \( p + 1 = \mu \theta^2 / \varepsilon \). If it is at \( p = 0 \) then \( I(u) \geq c \mu \theta^2 \ln(L - \xi_1 + 1) \geq c \mu \theta^2 \ln(3 + L) \) and the proof is concluded. If it is at some \( p \geq \frac{L}{\mu} \) then \( I(u) \geq \varepsilon \theta^2 \geq \varepsilon L \) and the proof is concluded. We are left with the case that the first term is at least \( \mu \theta^2 \) and \( p + 1 = \mu \theta^2 / \varepsilon \). Then, recalling the previous result from the interpolation estimate, we have

\[
\frac{1}{c} I(u) \geq \varepsilon^{1/2} \theta^{3/2} + \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) . \tag{3.62}
\]
Let $m_2$ be as in Lemma 3.11. We next show that we can assume (with a constant $c$ depending on $m_2$) that
\[
\frac{1}{c} I(u) \geq \min \left\{ \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2}), \mu \theta^2 \ln(3 + \frac{\theta}{\mu}), \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^2}) \right\}.
\] (3.63)

If at least one of $m_2 \leq \theta, \theta \leq \mu, \varepsilon \leq \mu^2 \theta^2$ holds then the minimum in (3.63) is below $c \mu \theta^2$ and (3.63) follows from (3.62). If instead $\theta < m_2, \mu < \theta, \mu^2 \theta^2 < \varepsilon$ then Lemma 3.11 shows that either
\[
\frac{1}{c} I(u) \geq \min \{ \varepsilon L, \mu \theta^2 \ln(3 + L) \},
\] and we are done, or (3.63) holds.

It remains to show that (3.62) and (3.63) imply the assertion. This is clear if $\varepsilon \leq \mu^2$, since in this case the first term in (3.63) is not relevant and $\varepsilon^{1/2} \theta^{3/2} \geq 0$. If instead $\mu^2 < \varepsilon$, then $\mu^2 \theta^2 < \varepsilon$ and therefore $(\varepsilon \theta^2)^{1/4} \ln(3 + \frac{\theta}{\mu^2}) \leq C$. This implies $\mu \theta^2 \ln(3 + \frac{\varepsilon \theta}{\mu^2}) \leq \mu^{1/2} \theta^{3/2} \varepsilon^{1/4} C \leq C \varepsilon^{1/2} \theta^{3/2}$, so that (3.62) concludes the proof.

Remark 3.12. In the last step of the proof, we just removed the scaling $\varepsilon^{1/2} \theta^{3/2}$ in the regime $\mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon^{1/2} \theta^{3/2}$. We note that this does not change the scaling behaviour of our lower bound: We distinguish two possibilities. If $\varepsilon \leq \mu^2 \theta$, then $\varepsilon^{1/2} \theta^{3/2} \geq \mu^2$, and we have
\[
\mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon^{1/2} \theta^{3/2} \leq 2 \left( \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \right).
\]

Otherwise, if $\varepsilon > \mu^2 \theta$, we have as in the proof of the upper bound (Theorem 2.7 (d))
\[
\mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon^{1/2} \theta^{3/2} \geq \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \geq c \mu \theta^2 \ln(3 + L).
\]

3.4 Conclusion of the lower bound

We finally bring together the bounds proven in the previous Sections to obtain the desired lower bound.

Theorem 3.13 (Lower bound). For any $\varepsilon > 0, \mu > 0, L \geq \frac{1}{2}, \theta \in (0, \frac{1}{2}]$ and any $u \in X$ we have
\[
I(u) \geq c I(\mu, \varepsilon, \theta, L),
\]
where $I$ was defined in Theorem $I, I$.

Proof. We distinguish several cases.

i. Assume that at least one of $\theta^2 \leq \varepsilon$ and $\mu \theta^2 \leq \varepsilon$ holds. Then Proposition 3.1 gives
\[
I(u) \geq c \min \left\{ \mu \theta^2 \ln(3 + L), \theta^2 L, \mu \theta^2 \ln(3 + \frac{L}{\mu}) + \varepsilon \theta \right\},
\]
and the proof is concluded.

ii. From now on we have $\varepsilon \leq \theta^2$ and $\varepsilon \leq \mu \theta^2$.

We start by applying Proposition 3.8, see also the remark afterwards. This gives that
\[
I(u) \geq c \min \left\{ \varepsilon L, \mu \theta^2 \ln(3 + L), \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \varepsilon^{1/2} \theta^{3/2} + \mu \theta^2 \ln(3 + \varepsilon L \mu^2), \mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \right\}.
\]

Note that the proof is concluded unless the first term is the smallest. Assume now that
\[
I(u) \geq c \varepsilon L.
\]
(3.64)
If \( \theta^2 \leq \varepsilon(2L)^2 \), then
\[
\frac{1}{c} I(u) \geq 2\varepsilon L = \varepsilon L + \varepsilon^{2/3} L^{1/3}(\varepsilon L^2)^{1/3} \geq \varepsilon L + \frac{1}{2} \varepsilon^{2/3} \theta^{2/3} L^{1/3}
\]
concludes the proof.

In the following we can assume that \( \varepsilon(2L)^2 < \theta^2 \) and \( \varepsilon \leq \mu \theta^2 \) and (3.64) hold. We distinguish more subcases, depending on the competition between the interfacial energy and the austenite elasticity. Specifically, the critical condition is whether
\[
2\varepsilon L \leq \mu \theta^2 \min \left\{ \ln(3 + \frac{\varepsilon}{2\mu^3 \theta^2 L}), \ln(3 + \frac{1}{\theta^2}) \right\}
\]
holds or not.

Assume that (3.65) does not hold. Then
\[
2\varepsilon L \geq \min \left\{ \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{1}{\theta^2})^{1/2} + \varepsilon L, \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{\varepsilon}{\mu^3 \theta^2 L})^{1/2} + \varepsilon L \right\}
\]
and with (3.64) the proof is concluded.

Finally, assume that (3.65) holds. In this situation we can use Proposition 3.3 with \( \ell = 2L \). Recalling (3.64), this gives
\[
\frac{1}{c} I(u) \geq \varepsilon L + \min \left\{ \mu \theta^2 \ln(3 + \frac{\theta}{\mu}), \varepsilon^{2/3} \theta^{2/3} L^{1/3}, \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{1}{\theta^2})^{1/2} + \mu^{1/2} \varepsilon^{1/2} \theta L^{1/2} \ln(3 + \frac{\varepsilon}{\mu^3 \theta^2 L})^{1/2} \right\}
\]
We remark that the term \( \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) \) can be dropped. Indeed, if \( \theta \geq \mu L \) then it is larger than \( \ln(3 + L) \). If instead \( \theta < \mu L \), then it is equivalent to the term \( \mu \theta^2 \ln(3 + \frac{\varepsilon}{2\mu^3 \theta^2 L}) + \mu \theta^2 \ln(3 + \frac{\varepsilon}{\mu^3 \theta^2 L}) + \varepsilon^{1/2} \theta^{3/2} \), that we already included before. Indeed, in this case \( \varepsilon^{1/2} \theta^{3/2} \leq \varepsilon^{1/2} L^{1/2} \mu^{1/2} \theta \leq \varepsilon L + \mu \theta^2 \) and, using \( \ln(3 + x) \leq 2 + x \) in the first term,
\[
\mu \theta^2 \ln(3 + \frac{\varepsilon L}{\mu \theta^2}) + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon^{1/2} \theta^{3/2} \leq 2 \mu \theta^2 + \varepsilon L + \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon L + \mu \theta^2 \leq 4 \left( \mu \theta^2 \ln(3 + \frac{\theta}{\mu}) + \varepsilon L \right).
\]
This concludes the proof.

\[\Box\]
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