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Abstract

Automatic segmentation of medical images based on multi-modality is an important topic for disease diagnosis. Although the convolutional neural network (CNN) has been proven to have excellent performance in image segmentation tasks, it is difficult to obtain global information. The lack of global information will seriously affect the accuracy of the segmentation results of the lesion area. In addition, there are visual representation differences between multimodal data of the same patient. These differences will affect the results of the automatic segmentation methods. To solve these problems, we propose a segmentation method suitable for multimodal medical images that can capture global information, named TranSiam. TranSiam is a 2D dual path network that extracts features of different modalities. In each path, we utilize convolution to extract detailed information in low level stage, and design a ICMT block to extract global information in high level stage. ICMT block embeds convolution in the transformer, which can extract global information while retaining spatial and detailed information. Furthermore, we design a novel fusion mechanism based on cross-attention and self-attention, called TMM block, which can effectively fuse features between different modalities. On the BraTS 2019 and BraTS 2020 multimodal datasets, we have a significant improvement in accuracy over other popular methods.

1 Introduction

Analyzing medical images plays an important role in diagnosing diseases. However, manual segmentation of medical images relies on the experience of doctors. With the development of computer technology, it is possible to segment medical images automatically by computers. Accurate segmentation of diseased areas, human organs, infected areas from medical images can greatly improve the efficiency of diagnosing. Such as brain tumor segmentation, retinal vessels segmentation, COVID-19 segmentation and so on. Therefore, medical image segmentation has great application prospects.

In recent years, CNN has become a classic method for medical image segmentation. Such as Unet [Ronneberger et al., 2015] and Nested Unet [Zhou et al., 2018]. They had achieved satisfying results by using convolution and pooling. Because convolution has the characteristics of local receptive fields and shared weights, it can effectively extract detailed information with small amount of parameters and calculations. In addition, convolution has translation invariance, rotation invariance and so on, which makes CNN has a great generalization ability, especially for small datasets. However, the convolutional receptive field is limited, so that the global information and the correlation between distant pixels cannot be captured. Recently, with the introduction of Vit [Dosovitskiy et al., 2020], transformers [Vaswani et al., 2017] were introduced into the field of computer vision and achieved great results. Transformer showed a strong ability in capturing global information. Besides, transformer could dynamically calculate weights based on the correlation between global pixels, so it could automatically adapt to various inputs. This was beneficial for extracting high level features. However, these characteristics made transformer has a large amount of parameters, so more data was needed for training. In addition, transformer was not sensitive to detailed information. However, medical image data is less, and the image contains a lot of detailed information. Therefore, it is difficult for the transformer to be applied to medical image segmentation. To solve the above problems, we try to combine convolution and transformer to fully use their advantages. Similar to CMT [Guo et al., 2021] and CVT [Wu et al., 2021], we apply depthwise convolution for replacing the linear projection of the transformer. Besides, we replace the MLP layers with standard convolution. This allows the transformer to have the characteristics of convolution, while retaining the capability of capturing global features. In addition, since low level stage contains rich detailed information and the size of feature maps are large, we use standard convolution to extract low level features. At the same time, the improved transformer is used in high level layers. In short, our method combines convolution with transformer, which greatly improves the accuracy of medical image segmentation beyond the pure transformer and CNN.

Besides, compared with single modal data, multimodal...
data has great feature differences. These differences will affect the results of the automatic segmentation methods. How to effectively fuse multimodal data is another difficulty for medical image segmentation. Cascaded U-Net [Jiang et al., 2019] concatenated multimodal images as the input of model. Pairing modal [Wang et al., 2020] exchanged the features of different modal data at each layer of model. More methods such as [Liu et al., 2021; Prakash et al., 2021]. These methods cannot fully use the information between multimodal data. And the differences between them will have a negative effect. For better fusion, we design a dual path network to extract features of different modalities. To avoid the influence between multimodal data, we only merge the multimodal features in high level layers, which also reduces the complexity of the model. Besides, we propose a new fusion block, which can fully model the correlation between multimodal data and fuse multimodal features.

Our contributions can be summarized in the following points. Firstly, we make full use of the features of convolution and transformer, and combine them to improve the performance of the pure CNN and transformer for medical image segmentation. Secondly, we propose a dual path network, named TranSiam, which can effectively extract multimodal features. Thirdly, we design a new fusion block that can fully model the correlation between the multimodal features and fuse multimodal features.

2 Related work

Recently, transformers have shown powerful ability for extracting global information, which made up for the shortcomings of CNN. However, transformers were not easy to train with a large amount of parameters. Besides, transformers were not sensitive to detailed information. Therefore, some methods were proposed to combine CNN and transformer. For example, transunet [Chen et al., 2021] and transbrats [Wang et al., 2021] applied convolution and transformer for extracting low level features and global information, respectively. They effectively reduced the amount of parameters. But they used the raw transformer, which still caused the loss of some detailed information, and was affected by the positional embedding. We use convolution to change the internal structure of transformer, which can alleviate this problem. Conformer [Peng et al., 2021] connected CNN and transformer in parallel, which could effectively merge the features of each other. Transfuse [Zhang et al., 2021] is similar to Conformer [Peng et al., 2021], but it only merged the features in the decoder stage. More related work such as [Guo et al., 2021; Wu et al., 2021; Dai et al., 2021] etc.

3 Methods

In this paper, we combine transformer and CNN to propose a new model for multimodal medical image segmentation, named TranSiam. TranSiam makes the transformer adapt well to a small number of medical image datasets. Furthermore, we combine convolution with transformer and propose ICMT block. The block can retain detailed features while capturing global features. Besides, we design a new fusion module to fuse the features of different modalities, called TMM block. It can effectively model the correlation between multimodal data. In the following, we introduce TranSiam, ICMT block and TMM block in detail, respectively.

3.1 TranSiam

A lot of differences exist between multimodal data. In this paper, we use the Brats 2020 challenge dataset, which con-
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Figure 2: The structure of ICMT Block. It includes convolutional projection, multi-head self-attention and feature extractor.

Figure 3: The structure of TMM Block. It consists of fusion block1 and fusion block2. All fusion blocks include convolutional projection, cross-attention and self-attention.

tains four modalities: T1, T1ce, Flair and T2. In our method, we treat T1, T1ce as one modality and Flair, T2 as another modality because the difference between them is small. Therefore, our TranSiam is a dual path network, which is shown as Figure 1. Compared with the single path network, the dual path network can extract the features of different modalities separately to reduce the influence between the different modalities. Our TranSiam can be divided into three parts: encoder stage, fusion stage and decoder stage.

Different from natural images, medical images contain a large amount of detailed information, which can seriously affect the accuracy of image segmentation. So we apply convolution for extracting low level features in the encoder stage. The mechanism of convolutional local windows can effectively extract these detailed information. In addition, the characteristics of convolutional shared weight can reduce the number of parameters of our model. Then we use convolution with stride 2 to down sample, which can filter out redundant information and reduce the loss of detailed information. After that, multi-head self-attention is used to establish correlation between distant pixels, which can obtain global information. Finally, we use standard convolution to replace the MLP layer of the original transformer, which can fully extract spatial information. The ICMT block can be formulated as follows:

\[ q = xw_q, k = xw_k, v = xw_v \]  \hspace{1cm} (1)

\[ Att = \text{Softmax} \left( \frac{qk^T}{\sqrt{d_k}} \right) v + x \] \hspace{1cm} (2)

\[ y = \text{Conv}(Att) + Att \] \hspace{1cm} (3)

where, \( x \) and \( y \) represent the input and output of the ICMT block, respectively. \( w_i \) \((i = [q, k, v])\) represents the weight of the corresponding convolutional projection, \( q, k, v \) represent query, key, value of the transformer, respectively. \( \text{Conv} \) represents a \( 3 \times 3 \) convolution with stride of 1, and \( Att \) represents the output of self-attention.

### 3.2 ICMT block

We design ICMT Block to obtain global information while preserving detailed and spatial information. The structure of ICMT Block is shown as Figure 2. Similar to [Guo et al., 2021; Wu et al., 2021], we use depthwise convolution to embed features instead of the linear projection of the original transformer. Compared with linear projection, convolutional projection can preserve the spatial position information of pixels, and convolutional projection does not require position embedding. It is very beneficial for medical image segmentation, because the location information of the lesion relative to the organ is very important. Besides, convolutional projection can reduce the loss of information. After that, multi-head self-attention is used to establish correlation between distant pixels, which can obtain global information. Finally, we use standard convolution to replace the MLP layer of the original transformer, which can fully extract spatial information. The ICMT block can be formulated as follows:

\[ q = xw_q, k = xw_k, v = xw_v \]  \hspace{1cm} (1)

\[ Att = \text{Softmax} \left( \frac{qk^T}{\sqrt{d_k}} \right) v + x \] \hspace{1cm} (2)

\[ y = \text{Conv}(Att) + Att \] \hspace{1cm} (3)

where, \( x \) and \( y \) represent the input and output of the ICMT block, respectively. \( w_i \) \((i = [q, k, v])\) represents the weight of the corresponding convolutional projection, \( q, k, v \) represent query, key, value of the transformer, respectively. \( \text{Conv} \) represents a \( 3 \times 3 \) convolution with stride of 1, and \( Att \) represents the output of self-attention.

### 3.3 TMM block

Using complementary information between multimodal data can greatly improve the accuracy of segmentation. Therefore,
to Flair and T2 by add. Next, we apply self-attention for establishing the correlation between global pixels and fully fusing the features between the two modalities. Finally, the fused features are added to Flair and T2 to assist the segmentation. The fusion block1 can be formulated as follows:

\[ q_1 = x_2 w_{q1}, k_1 = x_1 w_{k1}, v_1 = x_1 w_{v1} \]  

\[ Cross_{att} = \text{Softmax}(\frac{q_1 k_1^T}{\sqrt{d_{k1}}}) v_1 \]  

\[ f = \text{Cross}_{att} + x_2 \]  

\[ q_2 = f w_{q2}, k_2 = f w_{k2}, v_2 = f w_{v2} \]  

\[ y = \text{Conv}(\text{Softmax}(\frac{q_2 k_2^T}{\sqrt{d_{k2}}}) v_2) + x_1 \]  

where, \( x_1 \) represents the features of Flair and T2, \( x_2 \) represents the features of T1 and T1ce, \( y \) represents the output of fusion block1, and \( Cross_{att} \) means cross-attention.

### 3.4 Loss function

We use a joint loss to improve the training efficiency of our network and the accuracy of segmentation. The joint loss consists of multi-class cross-entropy loss and Dice loss. Dice loss was first proposed in [Milletari et al., 2016], which focused on the prediction results of foreground area and reduced the effect of class imbalance. But Dice loss will be difficult to converge, when the foreground area is too small. Therefore, we combine the multi-class cross-entropy loss \( L_{CE} \) with the Dice loss \( L_{dice} \) to alleviate the difficulty. The joint loss can be formulated as follows:

\[ L_{joint} = \alpha_1 L_{CE} + \alpha_2 L_{dice} \]  

\[ L_{dice} = \frac{2 | y \cap \hat{y} |}{| y | + | \hat{y} |} \]  

\[ L_{CE} = - \sum_{n=1}^{N} \sum_{k=1}^{K} (y_{nk} \ln \hat{y}_{nk} + (1 - y_{nk}) \ln (1 - \hat{y}_{nk})) \]  

where, the target is an \( N \times K \) matrix. \( y \) is the ground truth. \( \hat{y} \) refers to the prediction. \( \alpha_1 \) and \( \alpha_2 \) are the loss weights of the multi-class cross-entropy loss and Dice loss. \( \alpha_1 \) and \( \alpha_2 \) are set to 0.3 and 0.7, respectively.

### 4 Experiments and results

#### 4.1 Dataset

We evaluate the performance of TranSiam on the BraTS 2019 and BraTS 2020 Challenge dataset. The BraTS 2020 training dataset contains 369 3D brain MR images. The BraTS 2019 training dataset consists of 335 3D brain MR images. Both BraTS 2019 and 2020 validation sets contain 125 3D brain MR images. We upload the segmentation results to the online evaluation system for obtaining evaluation results on the validation dataset. The dimensions of the 3D brain images of all patients were 240 × 240 × 155. Both training and validation
datasets contain glioblastoma (GBM/HGG) and lower grade glioma (LGG). Lesion areas in brain tumor patients are classified as edematous, enhancing tumor, and necrotic. These ground truth are annotated by expert. Each brain MR image includes four modalities: T1, T1c, Flair and T2. We cropped all brain data to remove useless background regions. The size of the cropped image is $176 \times 144 \times 155$.

### 4.2 Evaluation metrics

We employ four conventional metrics to quantitatively evaluate the segmentation performance of TranSiam. They are Dice similarity coefficient ($\%$), Specificity($\%$), Sensitivity($\%$) and Hausdorff distance (HD95) respectively. Dice similarity coefficient calculates the volume overlap between the prediction mask and the ground truth. Sensitivity and specificity are statistical measures of the performance of binary classification tests. Hausdorff distance calculates the distance between the prediction mask and the ground truth in metric space. Hausdorff distance is more sensitive to outliers.

### 4.3 Experiment details

Our experiments are mainly trained on an NVIDIA V100. All models are trained for 100 epochs. Batch size is set to 72. The SGD is used as our optimizer. The initial learning rate is set to 0.03, the weight decay is 0.0001 and the momentum is 0.9. We use conventional strategies for image augmentation including random flip, random rotate, random scale and random crop. The probability of each strategy being used is 0.5. In the test phase, we use the weights of the last 5 epochs to make predictions on the test set separately. We take the average of 5 results as the final result to enhance the generalization ability of our model.

### 4.4 Ablation study

In this section, we evaluate the contribution of the TMM block for multimodal feature fusion. There are great differences in the visual features of different modalities, but there are few effective fusion methods to fuse multimodal features. We compare several feature fusion methods with the TMM block to objectively evaluate the performance of our TMM block. The experimental results are shown in Table 1. The TMM block achieves best results than other fusion methods in Dice, Specificity, and Sensitivity, which indicates our TMM block is meaningful and can segment more lesions.

Then, we evaluate the effect of ICMT block on the segmentation performance of TranSiam, which is shown as Table 2. We replace TranSiam’s ICMT block with the convolution block. In addition, we also compare ICMT block with CMT block. TranSiam with ICMT block is significantly improved compared to without ICMT block and with CMT block. It proves that ICMT block combines the advantages of convolution and transformer is important. It establishes the correlation between distant pixels while maintaining the detailed information.

We conduct ablation experiments to evaluate the effectiveness of each key component in our proposed ICMT block. The experimental results are shown in Table 3. Key components of the ICMT block include Conv projection and Feature extractor. We replace the linear projection and MLP layer of the raw transformer with depthwise convolution and residual block with $3 \times 3$ convolution. The experimental results show that the results are the worst using linear projection and MLP layer. Replacing the linear projection with the Conv projection and replacing the MLP layer with a $3 \times 3$ residual convolution block achieves similar results. Using both Conv projection and $3 \times 3$ residual convolution block get the best results. The experimental results prove that we embed the convolution inside the transformer is meaningful.

Finally, we evaluate the effectiveness of the Key Components of the proposed framework. We test the effect of the dual path architecture on the segmentation performance of TranSiam. As shown in Table 4. The baseline network uses single path architecture. We concatenate the images of the four modalities as its input. Compared to the baseline network, TranSiam achieves the best results in all four metrics. Experimental results show that TranSiam can more fully utilize the complex visual features of multimodal data.

### 4.5 Comparison with classic Methods

Firstly, we compare TranSiam with classic methods for medical image segmentation on BraTS 2020 validation set, which include U-Net, Nested U-Net, Attention U-Net and CENet. We reproduce the above methods under the same benchmark. TranSiam does not use ensemble learning and special post-processing for a fair comparison. Besides, we upload the segmentation results of all methods to the online evaluation system. So our results are credible. The experimental results are shown in Table 5. Our method has satisfying segmentation performance and achieves best results in Dice and Sensitivity. It is worth noting that our framework outperforms other methods in Sensitivity, i.e., our method is able to segment...
Figure 4: Comparison of TranSiam with other classical methods. From left to right: Unet, Nested UNet, CE Net, TranSiam, Groundtruth. Whole tumors are marked in green.

more lesion areas. Besides, TransBTS also combines transformer and convolution. But TransBTS did not pay attention to the difference between multimodal data and the problem that the transformer loses detailed information. Therefore, the evaluation results of our proposed 2D TranSiam outperform the 3D TransBTS. In addition, the number of parameters of TranSiam (only 7.98M) is much smaller than that of TransBTS (32.99M).

Finally, we compare TranSiam with 3D classic methods for medical image segmentation on BraTS 2019 validation set, which include 3D U-Net [Çiçek et al., 2016], V-Net [Milletari et al., 2016], KiU-Net [Valanarasu et al., 2021], Attention U-Net [Oktay et al., 2018], Li et al. [Li et al., 2019] and TransBTS [Wang et al., 2021]. The experimental results are shown in Table 6. Our TranSiam achieves an average Dice similarity score of 89.26% on the whole brain tumor segmentation task, which is higher than the results of the previously proposed classic 3D methods. The average HD95 of our TranSiam with 4.77 is also higher than other methods. Notably, our method does not use post-processing. Therefore, the experimental results of our method are all obtained by uploading the output of TranSiam directly to the online evaluation system.

4.6 Visual analysis

We perform a visual analysis for our experimental results. It is worth noting that the validation set of brats 2019 and brats 2020 does not provide groundtruth. Therefore, we apply the brats 2020 training set for training our model, and select part of the brats 2019 training set as our validation set. On the validation set, we visualize the segmentation results of several classical networks, which is shown as Figure 4. We use green to mark whole tumor. As can be seen from Figure 4, although our TranSiam integrates the transformer, it can still segment small tumor. It means that we combine convolution with transformer is meaningful. It can alleviate the problem that the transformer loses detailed information. With the help of the transformer, TranSiam is even able to segment tumors that are not segmented by traditional CNNs. It means that our TranSiam fully combines the advantages of transformers and convolutions for multimodal medical image segmentation.

5 Conclusion

In this paper, a dual path network is proposed for multimodal medical image segmentation. It combines the two mainstream models of CNN and transformer to improve the ability of extracting local information and global information. Besides, we combine cross-attention and self-attention and propose a TMM block to fuse multimodal features, which can effectively find similar features between different modalities and use the unique features of each modality. Importantly, extensive ablation experiments and comparative experiments
prove that TranSiam can achieve better results than classical CNN and original transformer.
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