Inhomogeneous spin domain induced by the quadratic Zeeman effect in spin-1 Bose-Einstein condensate
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We show two kinds of inhomogeneous spin domain possessing Néel-like domain walls in spin-1 Bose-Einstein condensate, which are induced by the positive and negative quadratic Zeeman effect (QZE) respectively. In both cases, the spin density distribution is inhomogeneous and has zeros where the magnetization vanishes. For positive and negative QZE, the spin patterns and topological structures are remarkably different. Such phenomena are due to the pointwise different axisymmetry-breaking caused by the pointwise different population exchange between the sublevels, arising uniquely from the QZE. We analyze in detail the inhomogeneous domain formation and related experimental observations for the spin-1 87Rb and 23Na condensate.

Introduction—. The experimental realization of spinor Bose-Einstein condensate (BEC) in an optical trap [1, 2] provides a unique opportunity to study the quantum magnetism in a controllable way since nearly every property of quantum gases can be perfectly controlled in the laboratory [3]. For example, the spin-exchange interaction can be tuned by optical [4, 5] or microwave [6] Feshbach resonance techniques. This is important since the sign of the interaction determines the ground state of spin-1 bosons, it is ferromagnetic (anti-ferromagnetic) if the interaction is negative (or positive) [7, 9].

A more powerful way to control the spinor gases is to use an external magnetic field B, which leads to the Zeeman effects. While the linear Zeeman effect (LZE) is relatively trivial due to the conserved total magnetic quantum number, the quadratic Zeeman effect (QZE) resulted from the Zeeman energy difference in a spin-flip collision between different hyperfine levels [10], which is proportional to B2, becomes a key factor in determining the properties of the spinor BEC due to its competition with the spin-exchange interaction. The QZE not only leads to a number of novel ground states and spin structures [10, 18], but also affects significantly on spin dynamics [19, 28], phase transitions [28, 30], symmetry [14, 23, 31, 32] and the vortex states [33], and so on.

In spinor BEC, the QZE can be induced experimentally by laser or microwave dressing field [15, 27, 30, 34], and its sign can be varied by using either positive or negative detuning. By use of the QZE, the single-particle energies can be varied to control the dynamical instabilities induced by the the spin mixing collisions, these instabilities provide access to a rich variety of physical phenomena. Such controllability shows a great chance to manipulate spinor gas via QZE. Although many exciting features in spinor BEC with QZE have been investigated by both theory and experiment, a natural question is: in what extent can the QZE serve?

In this Letter, we show that the QZE can arouse inhomogeneous population exchange between the sublevels of spin-1 BEC, which leads to the pointwise different axisymmetry-breaking, and brings about the inhomogeneity of magnetization. We find two novel kinds of topologically different inhomogeneous spin domain which possess Néel-like spin domain walls determined by unmagnetized areas, due to positive and negative QZE respectively. The spin domain can be controlled by the QZE. Furthermore, the QZE influences deeply the spin pattern and its topological structure. For the positive QZE, the surface of space-time evolution of spin density vectors is homeomorphic to a sphere, this case is expected to be observed in experiment. Our results provide a profound understanding for the controllability of spinor BEC via the QZE.

Spin-1 BEC with quadratic Zeeman effect—. We start from the 3-component Gross-Pitaevskii equation in a dimensionless form

\[ i\partial_t \Phi_{\pm 1} = -\frac{1}{2} \partial_x^2 \Phi_{\pm 1} + (c_0 + c_1) \left(|\Phi_{\pm 1}|^2 + |\Phi_0|^2\right) \Phi_{\mp 1} + (c_0 - c_1) \Phi_{\mp 1}^* \Phi_{\pm 1}^2 + c_1 \Phi_{\mp 1}^* \Phi_0^2 + (q + p) \Phi_{\pm 1}, \]

where \(c_0\) and \(c_1\) are the mean-field and the spin-exchange interactions, \(p\) and \(q\) correspond to the LZE and QZE respectively. The energy is in units of \(|\tau_1|n\) with \(n\) being the average particle density, and \(\tau_1 = 4\pi\hbar^2(a_2 - a_0)/(3M)\) is the spin-exchange interaction, which is ferromagnetic if \(\tau_1 < 0\) (as 87Rb ) and antiferromagnetic if \(\tau_1 > 0\) (as 23Na). Here \(a_0\) and \(a_2\) denote the s-wave scattering lengths of the total spin-0 and spin-2 channels respectively [7, 14]. In addition, time \(t\), position \(x\) and \(\Phi_{\pm 1,0}\) are in units of \(\hbar/(|\tau_1|n), \sqrt{\hbar^2/(2M|\tau_1|n)}\) and \(\sqrt{n}\), respectively. For 87Rb and 23Na, the typical particle density is \(n \sim 10^{14} cm^{-3}\) [10, 17, 40], thus \(|\tau_1|n\) is about \(\hbar \times 3.6\ Hz\)
and $h \times 24.1$ Hz, respectively. The time and length are measured in units of $10^{-2}\text{s}$ and $10^{-6}\text{m}$, respectively.

Experimentally, the LZE can be changed independently along the condensate length by applying a field gradient $B'$ along the axis of the trapped condensate \[10\], taking as $B'\delta z$ where $\delta z$ is the gradient field range. The QZE can be changed independently by applying a weak external bias field $B_0 \[10\]$, which is given by $\tilde{q} = \tilde{q}B_0^n$, where $\tilde{q} = \mu^2/\delta \nu_{q}\nu_{s}$ ($\delta \nu_{q}\nu_{s}$ is the hyperfine splitting frequency), the constant $\mu$ is defined by $\mu = g_s\mu_B/4h = 700\text{HzG}^{-2}$, where $g_s$ denotes the electron $g$-factor and $\mu_B$ is the Bohr magneton. It is found that $\tilde{q} = 71.65\text{HzG}^{-2}$ for $^{87}\text{Rb}$ and $278\text{HzG}^{-2}$ for $^{23}\text{Na}$ \[10\]. As mentioned above, the sign and its magnitude of the QZE can also be manipulated independently by the microwave dressing field \[27, 30, 31\], which provides many ways to study and/or control the spin dynamics described by the spin density vector $F = \{F_x, F_y, F_z\} \[14\]$. Here $F_z$ is the longitudinal magnetization parallel to the external magnetic field, and one can define a transverse magnetization by $|F_\perp| = (F_x^2 + F_y^2)^{1/2}$. A state with $|F_\perp| \neq 0$ is called a broken-axisymmetry phase \[12\]. The polar angle determined by the interaction and the magnetic field is defined by $\theta = \arctan(|F_\perp|/F_z)$.

In the presence of the QZE, although some simplification \[28\] and/or approximation \[35–39\] have been made, it seems that no analytical result has been reported. Using an ansatz with Jacobian elliptic functions, we obtain two kinds of analytical solutions corresponding to positive and negative QZE respectively.

**Inhomogeneous spin domain induced by positive quadratic Zeeman effect.** For positive QZE, we get the analytical solution of Eq. \[1\] only under the ferromagnetic interaction ($c_1 < 0$) with the conditions $|c_1| < c_0$, which reads $\Phi_{c,1} = \sqrt{-c_1/c_0 - c_1}\text{sn}(|\xi, \lambda|) - \sqrt{-q/c_1dn(|\xi, \lambda|) e^{ix_1\sum_{t=0}^{t=\infty}}$, where $\xi = \sqrt{\delta}/(x - \kappa t)$, $\lambda = \sqrt{-q/c_1}(q\delta)$ and $\chi_1 = k_1x - \mu_\perp t$ with $\mu_\perp = k_1^2/2(q\delta) - c_0 - 2c_1/2c_1^2 - 2c_1/2c_1^2/2c_1 + p/2$. The requirement $|\lambda| \leq 1$ gives a restriction $q \geq -2c_1/\delta$. For $^{87}\text{Rb}$, it becomes approximately $q \geq 1.982$.

In general, the above order parameter denotes a broken-axisymmetry phase with a periodic density distribution, the period of the wave function can be tuned via $q$. Its spin density vector reads

$$F_x = |F_\perp|\cos pt, \quad F_y = -|F_\perp|\sin pt, \quad F_z = 2\sqrt{q/|c_0 - c_1|}\text{sn}(|\xi, \lambda|)dn(|\xi, \lambda|), \quad (2)$$

where $|F_\perp| = \sqrt{-q/c_1/c_0 - c_1}\text{sn}^2(|\xi, \lambda|)$. The polar angle is $\theta = \arctan\left(\sqrt{-2c_1\text{sn}^2(|\xi, \lambda|)/q}\right)$. In this case the Larmor frequency of the magnetization is completely determined by the LZE, and the polar angle is spatial and time-dependent, which implies the inhomogeneity of the pseudospin due to the QZE.

**FIG. 1.** (Color online) Inhomogeneity of the order parameter in spin space for the solution with $q > 0$. (a) and (b) show the cases for $p = 1, q = 3, x = 1.7$ with different time: $t = 5.5$ for (a) and 6.5 for (b); (c) for different magnetic field ($q = 9$) in comparison to (a). The other parameters are taken from $^{87}\text{Rb}$ atom \[17\] and $k_1 = 1$.

Because an integer-spin state can be described in terms of the spherical harmonics $Y_n^m(\hat{s})$, the above order parameter can be visualized by drawing the wave functions in spin space by the surface of $|\Psi(\hat{s})|^2$, as shown in Fig. \[1\] where $\Psi(\hat{s}) = \sum_m \Phi_m Y_1^m(\hat{s})$, and the color represents $\arg \Psi(\hat{s}) \[14\]$, which is defined on $[-\pi, \pi]$. Comparing with the ground states in a uniform system \[11\], Fig. \[1\] shows the inhomogeneity of the order parameter in spin space. Figs. \[1\] (a) and (b) are different near the centers, they cannot be identified via a rotation. This implies that the QZE can cause pointwise different axisymmetry-breaking in the spin evolution, which leads to the inhomogeneous magnetization, as described below. Fig. \[1\] (c) and (a) shows that the QZE can change the symmetry of the order parameter. Furthermore, the QZE can also change the shape near the center.

Eq. \[2\] shows that along the propagation direction $\xi = \text{const.}$ such that $\text{sn}(\xi, \lambda) = 0$, $F$ becomes zero periodically, which gives the unmagnetized area. When $q \rightarrow -2c_1/\delta$, i.e., $\lambda \rightarrow 1$ (For $^{87}\text{Rb}$, $q \rightarrow 1.982$, correspondingly $\tilde{q} \rightarrow 20\text{Hz}$, $B_0 \rightarrow 526\text{mG}$), the spatial and time evolution of $F$ forms a surface that looks like a sphere, whose south- and north-poles merge into a singular point, corresponding to the zero point of magnetization. It is homeomorphic to the quotient space obtained from two disks by identifying two centers, as shown in Fig. \[2\] (a). With increasing $q$ beyond $-2c_1/\delta$, two pieces of the spin surface separate gradually. Fig. \[2\] (b) shows the time evolution of the transverse magnetization vector $F_\perp = \{F_x, F_y\}$, where the lengths of the arrows are $|F_\perp|$, the spin $z$-component density corresponds to the stripe in the same figure. Obviously, the magnetization is inhomogeneous. The heavy yellow and red regions correspond to the neighbor of north pole and south pole respectively, in such regions, $F_z$ reaches its maximum value. The green and blue lines between the yellow and red regions correspond to the zeros of $F$, an unmagnetized area. The transverse ferromagnetic domain are divided by the unmagnetized area. While the stripes form the spin domains, the unmagnetized area forms the domain wall. A further analysis together with the projection vectors $\{F_x, F_z\}$ and $\{F_y, F_z\}$ confirms that the spin domain wall
In this case, the analytical one spin domain wall arises in this case. As such, only the topological defects with unmagnetized filled cores have been observed. In this respect, it is constructive to compare the experiment with the analytical solution, it is easy to conclude that near $q = -2c_1/\delta$, the spin density distribution looks like dark soliton, which indicates exactly the topological defects with unmagnetized filled cores, the experimental observation is in agreement with the features of the solution.

Equation (2) also shows that the population exchange between the sublevels of $m_F = \pm 1, 0$, which arises only from the QZE, is inhomogeneous. However, it is found that in the propagation direction $\xi = 0$ the system has no population exchange. This unique property corresponds to the singular point ($F = 0$) of the spin density surface. In Fig. 2 we present pointwise magnetization as a function of the LZE and QZE, which shows complicated and interesting behaviors.

When $q = -2c_1/\delta$, this solution gives a novel superposition soliton-like form for $\Phi_{\pm 1}$ and a kink soliton for $\Phi_0$, $\Phi_{\pm 1} = \left[\sqrt{-c_1/(c_0 - c_1)} \tanh(\xi) + \sqrt{2/\delta \sech(\xi)}\right] e^{ix\pm 1}$, $\Phi_0 = \tanh(\xi) e^{i\chi_0}$. The shape of such solutions are determined by the ratio $\gamma = |c_0/c_1|$. For $^{87}$Rb, $\gamma \gg 1$, each of the $\Phi_{\pm 1}$ components behaves like a bright soliton. In this limit, the atom exchange between the sublevels is strong and thus forms two domains near the soliton propagation direction. On the contrary, far away from the direction, the atom exchange of the component $m = \pm 1$ is almost uniform, thus no domain can further form. As such, only one spin domain wall arises in this case.

**Inhomogeneous spin domain induced by negative quadratic Zeeman effect.** In this case, the analytical solution can be obtained for both ferromagnetic and antiferromagnetic interactions under the conditions $|c_1| < c_0$. It is known that $q > 0$ for spin-1 $^{23}$Na and $^{87}$Rb BEC under a bias field. However, as mentioned previously, the sign and magnitude of $q$ can be manipulated by using the AC Stark shift induced by using linearly polarized microwaves, therefore $q < 0$ is still accessible in experiments. Set $\nu = -2q/(c_0 - c_1)$, Eqs. (1) has the solution: $\Phi_{\pm 1} = A_{\pm 1} \sin(\xi, \lambda)e^{ix\mp 1}$, $\Phi_0 = A_0 \sin(\xi, \lambda)e^{i\chi_0}$ where $A_0 = \sqrt{-2A_1 A_{-1}}$, $\lambda = \sqrt{(c_0 + c_1)/2}$, and $\xi = k(x + k_1 t)$, $\chi = k x - \mu_1 \lambda t$. For $0 < q < 2\sqrt{(c_0 - c_1)}$, the solution indicates a broken-axisymmetry phase. This suggests that by tuning $q$, it is possible to get polar phase or ferromagnetic phase from the broken-axisymmetry phase. In this case, the population transfer between different components is determined by the QZE, tuning $q$ will lead to the population transfer. In particular, for $k = \sqrt{(c_0 + c_1)/2}$, the populations of all three components can be obtained analytically, from which two kinds of population transfer are identified: one is the population exchange between sublevel $m = \pm 1$ and their backgrounds, the other is the exchange between sublevels $m = 0$ and $m = \pm 1$.

When both $A_{\pm 1} \neq 0$, the solution represents a broken-axisymmetry phase with spin density vector given by

$$F_x = -2\sqrt{-A_1 A_{-1}} \nu \sin(\xi, \lambda) \cos \Omega t,$$
$$F_y = 2\sqrt{-A_1 A_{-1}} \nu \sin(\xi, \lambda) \sin \Omega t,$$
$$F_z = (\nu - 2\sqrt{A_{-1}}) \sin^2(\xi, \lambda),$$

where $\Omega = (p - c_1 \nu + 2c_1 A_{-1} \sqrt{\nu})$ gives the Larmor frequency. The polar angle $\theta = \arctan(2\sqrt{-A_{-1}}/\nu)$.

**Taking $^{23}$Na as an example, Fig. 3(a) gives the spin density surface in $x \in [-5.5, t \in [0, 10]$ in which the south pole of the ellipsoid is the zero of $F$ at which the magnetization vanishes.** In Fig. 3(b), the stripes form the spin domains and the transverse ferromagnetic do-
mains. A similar analysis as for \( q > 0 \), the formed spin domain wall is also a Néel-like wall.

In Fig. 4(b), while the red regions correspond to points near the north pole, the yellow lines correspond to the south pole where spin densities of all three components trend to zero. Other than the case of \( q > 0 \), a spin domain is divided into two transverse ferromagnetic domains, with the domain wall being the center line of the red region, where \( |F_\perp| = 0 \) but \( |F_z| \) reaches its maximum value. In the two sides of the domain walls, the magnetization direction is opposite. However, when \( q = -k^2\delta/2 \), the solution becomes \( \Phi = A_{\pm 1} \tanh \xi e^{i\phi_{\pm 1}}, \Phi_0 = A_0 \sech \xi e^{i\phi_0} \). The spin density surface still looks like an ellipsoid, but \( |F_\perp| \) behaves like a split bright 1-soliton, there are two separated transverse ferromagnetic domains only concentrating around two lines corresponding to the splitting peaks of the soliton. The topological structure of the spin configuration in \( p,q \) given by Eq. [3] is different from that of Eq. [2], as shown in Fig. 5.

In the recent experiment [30], by rapidly switched the QZE from positive to negative values, the dynamics of an antiferromagnetic sodium BEC quenched across a quantum phase transition has been observed. Here we point out that, if preparing pure spinor BECs in the \( |m_x = 0 \) phase at a large negative QZE, by the same technique as in [30], after a rapid quench but not going across \( q = 0 \), the inhomogeneous magnetization given by the solution could be observed by probing the Larmor precession [42].

**Conclusion**. Based on analytical solutions, we have displayed two kinds of inhomogeneous spin domain possessing Néel-like domain walls in spin-1 BEC in the presence of positive and negative QZE respectively. Some novel inhomogeneous phenomena, which are due to the pointwise different axisymmetry-breaking arising uniquely from the QZE, have been shown. We present detailed description for the inhomogeneous spin pattern and the topological structures. The transverse magnetization with positive QZE is found to be consistent with the experimental observation. The inhomogeneous magnetization for negative QZE is expected to be observed in experiment using the method in [30, 42]. These results display some novel phenomena in quantum magnetism, and provide a new prospect for manipulation of spinor BEC via the QZE. Our discussion is possible to be extended to spin-2 BEC case.
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