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Abstract

This thesis is concerned with studying the properties of gradings on several examples of cluster algebras, primarily of infinite type. We start by considering two classes of finite type cluster algebras: those of type $B_n$ and $C_n$. We give the number of cluster variables of each occurring degree and verify that the grading is balanced. These results complete a classification in [16] for coefficient-free finite type cluster algebras.

We then consider gradings on cluster algebras generated by $3 \times 3$ skew-symmetric matrices. We show that the mutation-cyclic matrices give rise to gradings in which all occurring degrees are positive and have only finitely many associated cluster variables (excepting one particular case). For the mutation-acyclic matrices, we prove that all occurring degrees have infinitely many variables and give a direct proof that the gradings are balanced.

We provide a condition for a graded cluster algebra generated by a quiver to have infinitely many degrees, based on the presence of a subquiver in its mutation class. We use this to study the gradings on cluster algebras that are (quantum) coordinate rings of matrices and Grassmannians and show that they contain cluster variables of all degrees in $\mathbb{N}$.

Next we consider the finite list (given in [9]) of mutation-finite quivers that do not correspond to triangulations of marked surfaces. We show that $\mathcal{A}(X_7)$ has a grading in which there are only two degrees, with infinitely many cluster variables in both. We also show that the gradings arising from $\tilde{E}_6$, $\tilde{E}_7$ and $\tilde{E}_8$ have infinitely many variables in certain degrees.

Finally, we study gradings arising from triangulations of marked bordered 2-dimensional surfaces (see [10]). We adapt a definition from [24] to define the space of valuation functions on such a surface and prove combinatorially that this space is isomorphic to the space of gradings on the associated cluster algebra. We illustrate this theory by applying it to a family of examples, namely, the annulus with $n + m$ marked points. We show that the standard grading is of mixed type,
with finitely many variables in some degrees and infinitely many in the others. We also give an alternative grading in which all degrees have infinitely many cluster variables.
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Chapter 1

Introduction

Cluster algebras are commutative, unital subalgebras of $\mathcal{F} := \mathbb{Q}(X_1, \ldots, X_n)$ generated by a certain iterative process which endows them with a very particular combinatorial structure. They were introduced by Fomin and Zelevinsky in the series of papers [3, 11, 12, 13] (the third with co-author Berenstein) in an attempt to capture certain combinatorial patterns that had been observed in a number of algebras associated to some particularly nice classes of geometric objects. The authors of these founding papers realised that, though the combinatorial patterns appear complex, they arise from relatively simple rules, iterated over and over again. The original goal of cluster algebras was to provide an algebraic framework for the study of dual canonical bases, and the related notion of total positivity, in semisimple Lie groups and their quantum analogues. Since their introduction, however, they (and their quantum analogues) have appeared in many areas of mathematics, such as algebraic and symplectic geometry, noncommutative algebra, mathematical physics and others.

The iterative process that produces the generators of a cluster algebra starts with only a small finite subset $\{x_1, \ldots, x_n\} \subset \mathcal{F}$ of all of the generators we will eventually obtain. These generators are known as cluster variables and the finite subset we start with is called the initial cluster. From this initial cluster, more clusters are produced, each replacing one old variable with a new one, in a process called mutation. How the mutation of the initial cluster is carried out is controlled by an $n \times n$ skew-symmetrisable matrix called the initial exchange matrix, whose entries in fact determine the entire cluster algebra. When the initial exchange matrix is used to mutate the initial cluster, it too mutates, so that we obtain a new exchange matrix along with a new cluster (together called a seed) which in turn can be mutated again. This process of seed mutation is iterated repeatedly, and the union of all clusters thus obtained is the set of generators for the algebra.
A consequence of this method of construction is that we often end up with many more generators than we require. Indeed, there are finitely generated algebras (two important examples being coordinate rings of matrices and Grassmannians) that have cluster algebra structures with infinitely many generators. On the other hand, the relations between these generators are always of a very restricted and relatively simple form.

While the exchange matrix dictates exactly how mutation is carried out, the new cluster variable $z'_k$ that is obtained from a given cluster $\{z_1, \ldots, z_n\}$ via a single mutation in direction $k$ always satisfies an exchange relation of the form

$$z_k z'_k = M_1 + M_2,$$

where $M_1$ and $M_2$ are monomials in the variables $\{z_1, \ldots, z_n\} - \{z_k\}$ with no common divisors. By definition, any two cluster variables (from any two clusters) can be obtained from each other via some sequence of mutations. Thus, any cluster variable may be expressed as a rational function in the variables of any given cluster. One of the fundamental behaviours that a cluster algebra exhibits is the Laurent phenomenon ([11, Theorem 3.1]), which says that any cluster variable is in fact a Laurent polynomial in the variables of any given cluster. This property is remarkable, as mutating a cluster to obtain a new cluster variable requires dividing by a Laurent polynomial that in general will have many terms in the numerator. The fact that such a cancellation must always occur is therefore highly surprising. Another property, which arises from the form of exchange relations above, is that a cluster variable can always be represented as a subtraction-free rational function in the variables of any given cluster. This reflects the connection between cluster algebras and the theory of total positivity.

Cluster algebras are either of finite type or infinite type, corresponding to whether the set of cluster variables is finite or infinite. That is, a cluster algebra is of finite type if the iterative process of mutation exhausts all possible clusters in a finite number of steps, and of infinite type otherwise. Cluster algebras of finite type are well-understood and have been fully classified. This classification is an incarnation of the well-known Cartan-Killing classification of simple Lie algebras:

**Theorem 1.0.1** ([12, Theorem 1.8]). Let $\mathcal{A}$ be a cluster algebra. The following are equivalent.

(i) $\mathcal{A}$ is of finite type.

(ii) For every seed $(\underline{z}, B)$ in $\mathcal{A}$, the entries of the matrix $B = (b_{ij})$ satisfy $|b_{ij}b_{ji}| \leq 3$ for all $i, j$. 
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(iii) B is mutation equivalent to a matrix $B'$ whose Cartan counterpart is a Cartan matrix of finite type.

On the other hand, while cluster algebras of infinite type make up the vast majority, much less is understood about them. One of the reasons for this has been the lack of good tools to control the infiniteness present in them. This thesis is concerned with studying one of the first of these tools, namely, gradings on cluster algebras.

The introduction of [16] contains a brief historical overview of the use of cluster algebra gradings in the literature. The first notion of a grading for cluster algebras was that of a $\mathbb{Z}^n$-grading introduced by Fomin and Zelevinsky ([13, Proposition 6.1]), where $n$ is the rank of the cluster algebra (the number of cluster variables in each cluster). The notion of a graded quantum seed was defined by Berenstein and Zelevinsky [4, Definition 6.5], which gives rise to a module grading but not an algebra grading. Another notion of grading is due to Gekhtman et al. ([15, Section 5.2]) via the language of toric actions. The definition given by Gekhtman et al. is equivalent to the one we will eventually settle on, but more appropriate for the geometric perspective of the setting in which it arises.

The definition of grading in the form we are interested in was introduced by Grabowski and Launois in [17], where the authors use it to prove that quantum Grassmannians $K_q[Gr(k,n)]$ admit a quantum cluster algebra structure. This definition, which is of a $\mathbb{Z}$-grading, is generalised to $\mathbb{Z}^k$-gradings in [16], which also studies and fully classifies gradings for finite type cluster algebras without coefficients (the classification for types $B_n$ and $C_n$ due to work that appears in Chapter 3 of this thesis).

In general, when attempting to endow an algebra with a grading structure, we assign degrees to the generators and check that the relations are homogeneous, and for cluster algebra gradings we essentially do the same. However, instead of assigning degrees to all our generators at once, we initially only assign degrees to the generators in our initial cluster, according to a certain grading condition. The degrees of all the other cluster variables are then determined recursively from those of the initial cluster, and it turns out that the exchange relations mean all cluster variables will be homogeneous.

Prior to this thesis, almost nothing was known about the properties of gradings on infinite type cluster algebras, and almost any question one could ask was open. The goal of the thesis is to study several classes of examples of graded cluster algebras (including the matrix and Grassmannian cases mentioned above) and
discover what structure the gradings have. In particular, we are interested in describing the cluster variables in terms of their degrees. More precisely, given a $\mathbb{Z}^k$-graded cluster algebra, we aim to answer the following questions:

- Is the grading balanced, that is, is there a bijection between the variables of degree $d$ and those of degree $-d$? (We only ask this when applicable; sometimes we end up with $\mathbb{N}$-gradings.)
- Do there exist cluster variables of infinitely many different degrees, or only finitely many?
- Of the degrees that occur, how are the variables distributed among them; are there
  1. finitely many variables of each occurring degree,
  2. infinitely many variables of each occurring degree, or,
  3. a mixture, with some degrees associated with infinitely many variables and others only finitely many?

These questions are posed in a loosely increasing order of difficulty, though the real determinant of difficulty for any such question is the rank of the cluster algebra we are asking it about. For rank two cluster algebras, there are no nontrivial gradings; increasing the rank by just one, we immediately find gradings with complex structures and a rich variety of behaviours. In most cases, we are able to answer the questions above for rank three cluster algebras generated by skew-symmetric matrices. Even in this low-rank setting, though, some questions require significant effort to answer (and, for one particular case, some remain open). As the rank continues to grow, the complexity of cluster algebras and their graded structures increases extremely rapidly in a way that is difficult to control. For higher rank cases, therefore, our ambitions must be much more modest, even when the examples we look at have a great deal of additional structure. An exception to this occurs in cluster algebras associated to triangulated marked surfaces (see [10] for background). Here, the associated structure allows us to describe cluster variables geometrically, and this proves such a powerful tool when applied to gradings that results which would otherwise be extremely difficult to obtain can essentially be read off from the associated geometric combinatorial objects.

It was anticipated that heavy use of representation theoretic techniques would be required in order to make progress on the questions above, but it turns out that a surprising amount can be said using direct, combinatorial methods (though some
of the combinatorial facts we use do themselves rely on underlying representation theory). In this thesis, we have persisted with this elementary approach and attempted to see how far it can be pushed in obtaining useful results.

An additional tool we use at times is that of computer-aided calculation. While only a few results strictly rely on these calculations (all contained in Chapter 7), in practice, several other results and conjectures (mainly in Chapter 6) would not have been possible to obtain otherwise. The code developed while carrying out this research, along with accompanying documentation, is available along with the electronic version of the thesis.

1.1 Thesis overview

This thesis is organised as follows. In Chapter 2 we summarise the basic theory of graded cluster algebras and their associated structures, and collect notation and definitions we will need throughout. In particular, we say what it means for two exchange matrices to be equivalent (which we term essentially equivalent), from the perspective of mutation directions.

In Chapter 3 we study the gradings associated to finite type cluster algebras generated by matrices whose Cartan counterparts are of types $B_n$ and $C_n$. We do so using a formula ([16, Corollary 4.2]) that arises from a known bijection ([11, Theorem 1.9]) between the cluster variables in a cluster algebra of finite type and the almost positive roots in the root system of the corresponding type in the Cartan-Killing classification. The results we obtain complete the classification of finite type cluster algebras without coefficients, which is presented in [16].

In Chapter 4 we turn to the first nontrivial infinite type case: gradings on rank 3 skew-symmetric matrices. Our goal is to classify as much of this entire family as we can. We start by noting that, up to mutation and essential equivalence, every matrix is of the form $\begin{pmatrix} 0 & a & -c \\ -c & 0 & -b \\ -b & -a & 0 \end{pmatrix}$ for some $a, b, c \in \mathbb{N}_0$. Similarly, we note that up to integer scaling there is only one grading vector for such a matrix, and that the entries of the grading vector are contained in the matrix. We give a conjectured classification of grading behaviours in Table 4.1 and turn to working through the table in the remainder of the chapter, starting by showing that the division between finitely many and infinitely many degrees is as conjectured. Next we consider the only mixed type case, $\begin{pmatrix} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{pmatrix}$, and prove that its grading behaves as such. In the next section we give an algorithm (similar to one in [1])
which determines whether a $3 \times 3$ skew-symmetric matrix is mutation-cyclic\(^1\) or not and gives a minimal representative of the matrix in its mutation class. We prove that, aside from one particular case, mutation-cyclic matrices give rise to gradings with finitely many cluster variables in each degree. This is achieved by showing that the growth of degrees under mutation is too fast to allow for more than finitely many variables per degree. The penultimate section of this chapter considers mutation-acyclic matrices that are mutation-infinite, which require the most work to classify. We prove that the corresponding graded cluster algebras all have infinitely many variables in each occurring degree. A crucial result we use to do this is [6, Corollary 3], which concerns connectedness of subgraphs of an important object associated with a cluster algebra: its exchange graph. Another result which is helpful here is the classification of exchange graphs for $3 \times 3$ acyclic matrices, whose structures are identified in [28, Theorem 10.3]. Finally, in the last section, we consider the so-called singular cyclic case: the mutation-cyclic matrices of the form \( \begin{pmatrix} 0 & a & -2 \\ -2 & 0 & a \\ a & -2 & 0 \end{pmatrix}, \ a \geq 3 \), that do not have the same fast growth behaviour as other mutation-cyclic matrices. We show that infinitely many of the occurring degrees contain infinitely many variables, and conjecture that in fact all degrees contain infinitely many variables. We briefly indicate why proving this is difficult and suggest some possible approaches.

Chapter 5 collects some results that provide a condition for identifying when a graded cluster algebra has infinitely many degrees in general, some of which we will apply in Chapter 6. These involve inferring information about a degree quiver (a diagrammatic way of representing a skew-symmetric matrix along with a compatible grading vector) from information about its subquivers. As such, they are some of our first results of this kind, and this line of research remains largely undeveloped (although generalising these results is likely an approachable goal). In the final section we discuss this in more detail and introduce a way to sum degree quivers together to give another degree quiver. This gives one potential way of viewing gradings on cluster algebras as being made up of smaller gradings. We define the notion of an irreducible degree quiver and give an example of a restricted setting in which using sums of degree quivers is useful for inferring results from the summands.

As mentioned, the coordinate rings $\mathcal{O}(M(k,l))$ and $\mathcal{O}(Gr(k,k+l))$ of matrices

---

\(^1\)A matrix is mutation-cyclic if all the matrices in its mutation class correspond to quivers that are cyclic (i.e. consist of an oriented cycle). In general, a skew-symmetric matrix is mutation-acyclic if there is a matrix in its mutation class corresponding to an acyclic quiver (one without any oriented cycles).
and Grassmannians, along with their quantum counterparts, are important examples of well-understood algebras that turn out to have cluster algebra structures. In Chapter 6, we consider gradings on these cluster algebras (the specific grading chosen being the one defined in [17]). These are the first cluster algebras we encounter that have frozen vertices (or coefficients), vertices of the exchange quiver (equivalently, variables present in every cluster) which we are never allowed to mutate. These frozen vertices are needed in order to allow the quantum versions of the graded cluster algebras to have nontrivial gradings, as quantum cluster algebras without coefficients do not admit gradings. This is also the first high-rank setting we encounter. Our goals here are to decide whether the cluster algebras, which are \(N\)-graded, have variables of infinitely many different degrees, and, if so, whether this includes every positive degree. Both of these properties are suggested by the properties of \(O(M(k,l))\) and \(O(Gr(k,k+l))\) considered as graded algebras in the traditional sense. We show that this is also the case for the cluster algebra gradings, using some results from Chapter 5. Mostly, this reduces to finding appropriate subquivers present in the degree quiver mutation class. While this is simple in principle, the high rank means such subquivers are very sparsely distributed amongst the mutation class, and this is one of the situations in which we have benefited from computer-aided calculation.

For \(n \geq 3\), it is known ([9, Theorem 6.1]) that \(n \times n\) skew-symmetric matrices with a finite mutation class are either adjacency matrices of triangulations of marked bordered 2-dimensional surfaces, or one of a finite list of eleven exceptional matrices. In Chapter 7 we investigate what can be said about gradings on cluster algebras generated by some of these exceptional matrices. We use computer-aided calculation to find the size of the degree quiver class and the set of occurring degrees corresponding to several of the matrices. For one, \(X_7\), we prove the grading gives rise to infinitely many variables in each degree (which would usually be very difficult for a cluster algebra of such high rank, but is possible here due to the large amount of symmetry in the quiver for \(X_7\)). For \(\tilde{E}_6\), \(\tilde{E}_7\) and \(\tilde{E}_8\), we show that certain of the occurring degrees contain infinitely many cluster variables (and we conjecture that the other degrees have only one or a finite number of variables).

Having considered the mutation-finite matrices that are not adjacency matrices of triangulated surfaces, we turn our attention in Chapter 8 to the class of matrices that are. The process by which a cluster algebra arises from a bordered marked surface \((S, M)\) is described in [10]. The authors define the arc complex of \((S, M)\) as the simplicial complex whose ground set is the set of all arcs between marked points in \(M\) and whose maximal simplices are the ideal triangulations (collections
of non-intersecting arcs that fully triangulate the surface). They show that the arc complex of a surface is isomorphic to the cluster complex of the associated cluster algebra, and that the dual graph of the arc complex is isomorphic to the exchange graph. In particular, this means the cluster variables are in bijection with the arcs and seeds are in bijection with the ideal triangulations. In Section 3.5 (see also Section 7.5) of [24], Muller gives a notion of an endpoint grading which assigns degrees to arcs based on values of the marked points at their endpoints. This notion does not match our definition of grading, but we make an adjustment to it to obtain one that is compatible with gradings in our sense. We define the space of valuation functions—assignments of values to marked points according to certain compatibility conditions—for a marked surface and prove (using only the combinatorics of the surface theory) that it is isomorphic to the space of gradings on the associated cluster algebra. This allows us to translate grading questions into questions about degrees of arcs. As we noted above, this lets us capture a great deal of information about the grading structure with much less effort than would be expected. Lastly, we indicate some promising possibilities for further research involving this theory.
Chapter 2

Notation and preliminaries

In this chapter we summarise basic definitions, results and notation which we will need throughout. We fix $n, m \in \mathbb{N}$ throughout the chapter.

2.1 Definition of a cluster algebra

Definition 2.1.1. Let $X$ be a set of cardinality $n$ and let $l : \{1, \ldots, n\} \to X$ be a bijection. We will call the pair $(X, l)$ a labelled set, where $l$ is the labelling of $X$. For $i \in \{1, \ldots, n\}$, we will call $l(i)$ the element of $X$ labelled $i$. We will often refer to $X$ by itself as a labelled set.

We may write any labelled set $(X, l)$ in the form $X = \{x_{l(1)}, \ldots, x_{l(n)}\}$. This way we can think of a labelled set as a tuple when needed, and it will usually be convenient to do so as the labelled sets we will be working with will be clusters, where the order of the elements is important for seed mutation. (These terms will be defined below.) Hereafter, if a labelled set $X$ is written down without reference to $l$, it is to be assumed that it has been written in this form. If it is written as a tuple, this is understood as shorthand for the above.

Notation 2.1.2. Let $\sigma \in S_n$ be a permutation of $\{1, \ldots, n\}$ and let $(X, l)$ be a labelled set. We will write $\sigma(X)$ to mean the labelled set $(X, l \circ \sigma)$.

A cluster algebra has several associated structures which we now define before giving the definition of a cluster algebra itself. Most of the definitions in the remainder of this section (excluding those associated with mutation paths and essential equivalence) follow [15]. An original source can be found in [3, 11, 12, 13], which are the seminal papers introducing cluster algebras.

Definition 2.1.3. The coefficient group $\mathcal{P}$ is the free multiplicative abelian group of rank $m$ with generators $y_1, \ldots, y_m$. 
Let $K$ denote the field of fractions of the group ring $\mathbb{Z}P$. The ambient field $F$ is the field of rational functions in the $n$ indeterminates $X_1, \ldots, X_n$ with coefficients in $K$, that is, $K(X_1, \ldots, X_n)$.

**Definition 2.1.4.** Given an $(n + m) \times n$ matrix $\tilde{B}$, its principal part, $B$, is the $n \times n$ submatrix of $\tilde{B}$ obtained by deleting rows $n + 1$ to $n + m$. If $B$ is skew-symmetrisable (i.e. can be multiplied by an invertible diagonal matrix to obtain a skew-symmetric matrix) then we say that $\tilde{B}$ also has this property.

**Notation 2.1.5.** We retain the notation $b_{ij}$ (rather than using $\tilde{b}_{ij}$) to refer to the $(i, j)$ entry of $\tilde{B}$. We will also use commas between indices in some situations, as in $b_{i,j}$, to aid readability.

**Definition 2.1.6 (Cluster, extended cluster, seed).** The notions of cluster and seed are defined iteratively. Though they require the notion of mutation, we will briefly suspend this definition as doing so allows for a neater presentation.

An initial cluster in $F$ is a labelled set $\tilde{x}_0$ of cardinality $n$ that is a transcendence base of $F$ over $K$. (Recall that this means $\tilde{x}_0$ is an algebraically independent set such that the field extension $F/K(\tilde{x}_0)$ is algebraic, that is, such that the elements of $F$ are all algebraic over $K(\tilde{x}_0)$.) Given a fixed initial cluster $\tilde{x}_0$, a cluster (in the corresponding cluster algebra) is either $\tilde{x}_0$ itself or a labelled set $\tilde{x}$ that satisfies the same requirements as an initial cluster and that can be obtained from $\tilde{x}_0$ by mutation. The elements of a cluster are called cluster variables and the elements of the initial cluster are called the initial cluster variables.

Given a cluster $\tilde{x} = \{x_1, \ldots, x_n\}$, define the extended cluster $\tilde{\tilde{x}}$ to be the labelled set $\{x_1, \ldots, x_n, y_1, \ldots, y_m\}$, where the $y_i$ are the generators of $\mathbb{Z}P$ defined above. (We extend the labelling $l$ on $\tilde{x}$ to $\tilde{\tilde{x}}$ by setting $l(n+i) = y_i$, so we may refer to $y_i$ as $x_{l(n+i)}$.) The variables $y_1, \ldots, y_m$ are called the coefficient variables. They are described as stable or frozen variables, whereas the cluster variables $x_1, \ldots, x_n$ are called mutable.

An initial seed in $F$ is a pair $\Sigma_0 = (\tilde{x}_0, \tilde{B}_0)$, where $\tilde{x}_0$ is an extended cluster and $\tilde{B}_0$ is an $(n + m) \times n$ skew-symmetrisable integer matrix. Given a fixed initial seed $\Sigma_0$, a seed (in the corresponding cluster algebra) is either $\Sigma_0$ itself or a pair $\Sigma = (\tilde{x}, \tilde{B})$ that satisfies the same requirements as an initial seed and that can be obtained from $\Sigma_0$ by seed mutation. Given a seed $\Sigma = (\tilde{x}, \tilde{B})$, the matrix $\tilde{B}$ is called an extended exchange matrix and its principal part $B$ is called an exchange matrix. The matrix in the initial seed is called the initial (extended) exchange matrix.
All extended clusters $\tilde{x}$ in a cluster algebra share the same stable variables and so we will usually replace the extended cluster $\tilde{x}$ by the cluster $x$ in the associated notation. Similarly, when the context is clear, we may simply refer to an extended cluster as a cluster. We keep in mind when needed (such as when carrying out mutation, as we now define) that the stable variables are present.

**Definition 2.1.7** (Cluster mutation). Let $\Sigma = (x, \tilde{B})$ be a seed and let $l$ be the labelling of the cluster $x = \{x_{l(1)}, \ldots, x_{l(n)}\}$. The **mutation of $x$ in direction $k$** is the labelled set

$$\mu_{\Sigma, k}(x) = (x \setminus \{x_{l(k)}\} \cup \{\mu_{\Sigma, k}(x_{l(k)})\}, l'),$$

where $\mu_{\Sigma, k}(x_{l(k)})$ is defined by the exchange relation

$$\mu_{\Sigma, k}(x_{l(k)})x_{l(k)} = \prod_{1 \leq i \leq n+m} x_{l(i)}^{b_{i,k} > 0} x_{l(i)}^{-b_{i,k} < 0},$$

with the empty product being taken to be equal to 1, and where

$$l'(i) = \begin{cases} \mu_{\Sigma, k}(x_{l(k)}) & \text{if } i = k, \\ l(i) & \text{otherwise.} \end{cases}$$

**Definition 2.1.8.** The indices $(n+1), \ldots (n+m)$ in Equation 2.1.1 correspond to the stable variables of $\tilde{x}$. The corresponding parts of the monomials formed from these are called **coefficients**. More precisely, define

$$p_k^+ = \prod_{1 \leq i \leq m} x_{l(i)}^{b_{i,k} > 0} y_i^{b_{(n+i),k}}$$

and

$$p_k^- = \prod_{1 \leq i \leq m} x_{l(i)}^{-b_{i,k} < 0} y_i^{-b_{(n+i),k}}$$

and call these respectively the **positive and negative coefficient** associated to the exchange relation (2.1.1).

**Definition 2.1.9** (Matrix mutation). Given an $(n + m) \times m$ skew-symmetrisable integer matrix $\tilde{B}$, we define the **mutation of $\tilde{B}$ in direction $k$** to be the $(n + m) \times m$ matrix $\tilde{B}' = \mu_k(\tilde{B})$ given by

$$b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + [b_{ik}]_+b_{kj} + b_{ik}[-b_{kj}]_+ & \text{otherwise,} \end{cases}$$
where we define $[−]_+$ by

$$[x]_+ = \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{otherwise.} \end{cases} \quad (2.1.5)$$

It is fundamental to the theory of cluster algebras that $\mu_k(B)$ is again skew-symmetrisable and that $\mu_k(\mu_k(B)) = B$. This is straightforward to show. It is also easy to see that $\mu_k(-B) = -\mu_k(B)$.

**Definition 2.1.10 (Seed mutation).** Given a seed $\Sigma = (x, \tilde{B})$, the mutation of $\Sigma$ in direction $k \in \{1, \ldots, n\}$ is the seed $\Sigma' = \mu_k(\Sigma) = (\mu_{\Sigma, k}(x), \mu_k(\tilde{B}))$.

It is straightforward to show that $\mu_k(\mu_k(\Sigma)) = \Sigma$.

We will often wish to make several mutations in a row, so we make the following definitions.

**Definition 2.1.11.** A **mutation path** is a list $[p] = [p_t, \ldots, p_1]$ with each $p_i \in \{1, \ldots, n\}$, written from right to left. Its length, $l([p])$, is $t$. A **subpath** of $[p]$ is a mutation path $[p']$ of the form $[p_j, \ldots, p_1]$ for some $t \geq j \geq i \geq 1$, and a **rooted subpath** of $[p]$ is a subpath of $[p]$ of the form $[p_j, \ldots, p_1]$. The **reverse path** of $[p]$ is the path $[p]^{-1} = [p_1, \ldots, p_t]$. The **empty path** is the path $[\ ]$ consisting of no mutation directions.

**Remark 2.1.12.** Our notation for mutation paths is not the standard notation found in the literature, which uses $\mu_{k_n} \circ \cdots \circ \mu_{k_1}$ for $[k_n, \ldots, k_1]$. We will need to write down mutation paths frequently and some will be quite long. We use our notation to reduce clutter and improve readability.

**Notation 2.1.13.** The concatenation of two paths $[p]$, $[q]$ will be denoted by $[p, q]$. We will use the notation $(p_t, \ldots, p_1)^r$ to mean that the list $p_t, \ldots, p_1$ is to be repeated $r$ times. We use $(p_t, \ldots, p_1)^r$ to denote the first $r$ terms of the infinitely repeated list $(p_t, \ldots, p_1)^\infty$. For example, the path $[(1, 2, 3)^2, (9, 8, 7), 4]$ is equal to $[1, 2, 3, 1, 2, 3, 7, 9, 8, 7]$.

**Notation 2.1.14.** Let $\tilde{B}$ be an $(n + m) \times n$ matrix, $[p] = [p_t, \ldots, p_1]$ a mutation path and $x = \{x_1, \ldots, x_{n+m}\}$ a cluster. We denote by $\tilde{B}_{[p]}$ the matrix obtained by applying $[p]$ to $\tilde{B}$. (That is, we first mutate $\tilde{B}$ in direction $p_t$, then the resulting matrix in direction $p_2$, etc.) We denote by $\text{var}_{\tilde{B}}[p](x)$ the newest cluster variable obtained after applying $[p]$ to the seed $(x, \tilde{B})$. If $\tilde{B}$ is clear from the context, we may omit it. Similarly, we denote the seed and cluster obtained after applying $[p]$ by $\text{sd}_{\tilde{B}}[p](x)$ and $\text{cl}_{\tilde{B}}[p](x)$, respectively, though if $x$ is the initial cluster we will often omit it from the notation. Alternatively we may use $[p](x, \tilde{B})$ for $\text{sd}_{\tilde{B}}[p](x)$.
Definition 2.1.15. Two clusters, matrices or seeds are *mutation equivalent* if there exists a mutation path \([p]\) under which the latter respective object is obtained from the former. The *mutation class* of a cluster, matrix or seed is the set consisting of all clusters, matrices or seeds (respectively) that are mutation equivalent to the original object. A matrix is *mutation-infinite* if its mutation class is infinite and *mutation-finite* otherwise.

We are now ready to give the definition of a cluster algebra.

**Definition 2.1.16** (Cluster algebra). Let \(\tilde{x}_0 = \{x_1, \ldots, x_n, y_1, \ldots, y_m\}\) be an extended cluster, \(\tilde{B}_0\) be an \((n + m) \times n\) extended exchange matrix and let \(\Sigma_0 = (\tilde{x}_0, \tilde{B}_0)\). Let \(\mathbb{A}\) be a unital subring of \(\mathbb{Z}\mathbb{P}\) which contains all the coefficients \(p^\pm_k\) for all \(1 \leq k \leq n\) for every seed that is mutation equivalent to \(\Sigma_0\). The cluster algebra \(\mathcal{A}(\Sigma_0)\) over \(\mathbb{A}\) is the \(\mathbb{A}\)-subalgebra of \(\mathbb{F}\) generated by all cluster variables (the ones that occur as an entry in the cluster of some seed that is mutation equivalent to \(\Sigma_0\)). The ring \(\mathbb{A}\) is called the *ground ring* of \(\mathcal{A}\) and the number \(n\) of mutable variables is the *rank* of \(\mathcal{A}\). A cluster algebra is said to be of *finite type* if its set of cluster variables is finite and of *infinite type* otherwise.

For cluster algebras of geometric type we take \(\mathbb{A}\) to be \(\mathbb{Z}[X_{n+1}, \ldots, X_{n+m}]\). As we will see in Proposition 2.1.19 below, this choice of \(\mathbb{A}\) does indeed contain all the required coefficients to be a valid one.

**Remark 2.1.17.** An alternative way of defining the cluster algebra \(\mathcal{A}\) above is as the \(\mathbb{A}\)-subalgebra of \(\mathbb{F}\) generated by the set \(\{\text{var}_{\tilde{B}_0}[p] \mid [p] \text{ is a mutation path}\}\).

\(A\) priori, a cluster variable is just a rational function in the ambient field \(\mathbb{F}\). However, it turns out that cluster variables possess the following remarkable property.

**Theorem 2.1.18** ([11, Theorem 3.1]). *Any cluster variable is a Laurent polynomial in the variables from the initial (or any other) cluster with coefficients in \(\mathbb{Z}\mathbb{P}\).*

This is known as the Laurent phenomenon. In the case of cluster algebras of geometric type, we have an even stronger result:

**Proposition 2.1.19** ([15, Proposition 3.20]). *In a cluster algebra of geometric type, any cluster variable is a Laurent polynomial in the initial (or any other) cluster, whose coefficients are polynomials in the stable variables.*
Remark 2.1.20. Let \([p] = [p_2, p_1]\) be a mutation path and let \(x = \text{cl} \tilde{A}[p_1]\) and \(\tilde{B} = \tilde{A}[p_1]\). Then var\(_\tilde{A}[p]\) = var\(_\tilde{B}[p]\)(x). We can think of var\(_\tilde{B}[p_2]\) as a rational function \(f\) in \(n\) variables with coefficients in \(\mathbb{Z}P\). Then var\(_\tilde{A}[p]\) = \(f(x)\). (Here we think of \(x\) as a tuple, so that \(f(x)\) makes sense.)

A cluster algebra often contains multiple seeds whose clusters are equal up to relabelling the respective sets and which produce the same set of exchange relations when mutated in all possible directions. Such seeds are the same in the sense that respective mutation is the same up to permutation of direction.

Definition 2.1.21. Let \(\tilde{A}\) and \(\tilde{B}\) be \((n + m) \times n\) skew-symmetrisable integer matrices. We will say \(\tilde{A}\) and \(\tilde{B}\) are essentially equivalent \(\text{(by } \sigma\text{)}\) if there exists a permutation \(\sigma \in S_n\) such that

\[
\text{var}_{\tilde{A}}(k)(\{X_1, \ldots, X_n\}) = \text{var}_{\tilde{B}}(\sigma^{-1}(k))(\sigma\{X_1, \ldots, X_n\}) \quad \text{(2.1.6)}
\]

for all \(k \in \{1, \ldots, n\}\). We then write \(\tilde{B} \equiv \sigma(\tilde{A})\). Similarly, we say that two seeds \((x, \tilde{A})\) and \((y, \tilde{B})\) are essentially equivalent \(\text{(by } \sigma\text{)}\) if there exists \(\sigma \in S_n\) such that \(\tilde{B} \equiv \sigma(\tilde{A})\) and \(y = \sigma(x)\). We may then write \((y, \tilde{B}) \equiv \sigma(x, \tilde{A})\).

Example 2.1.22. Let \(a, b, c \in \mathbb{N}\). The seed \(\{x_1, x_2, x_3\}, A = \left(\begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array}\right)\) is essentially equivalent to \(\{x_1, x_3, x_2\}, B = \left(\begin{array}{ccc} 0 & c & -a \\ -c & 0 & b \\ a & -b & 0 \end{array}\right)\) by the permutation \(\sigma = (2 \ 3)\). Explicitly we have

\[
\begin{align*}
\text{var}_A(1)(\{x_1, x_2, x_3\}) &= \frac{x_2^a + x_3^c}{x_1} = \text{var}_B(1)(\{x_1, x_3, x_2\}) = \text{var}_B(\sigma^{-1}(1))(\sigma\{x_1, x_2, x_3\}), \\
\text{var}_A(2)(\{x_1, x_2, x_3\}) &= \frac{x_1^a + x_3^b}{x_2} = \text{var}_B(2)(\{x_1, x_3, x_2\}) = \text{var}_B(\sigma^{-1}(2))(\sigma\{x_1, x_2, x_3\}), \\
\text{var}_A(3)(\{x_1, x_2, x_3\}) &= \frac{x_1^c + x_2^b}{x_3} = \text{var}_B(3)(\{x_1, x_3, x_2\}) = \text{var}_B(\sigma^{-1}(3))(\sigma\{x_1, x_2, x_3\}).
\end{align*}
\]

Remark 2.1.23. We have defined essential equivalence in terms of mutation directions. In the literature, such matrices and seeds are known as equivalent, which is defined from a slightly different perspective: saying (2.1.6) holds for all \(k\) is the same as saying \(\tilde{A}\) and \(\tilde{B}\) differ \(\text{(up to sign)}\) by a simultaneous permutation of rows and columns.

More precisely, let \(\sigma\) be a permutation of \(n\) objects. Define \(N_{\sigma}\) to be the function that takes a matrix \(\tilde{A}\) whose principal part is \(n \times n\) and simultaneously permutes its rows and columns by \(\sigma\). We have

\[
\tilde{A} \equiv \sigma(\tilde{B}) \iff \tilde{A} = \pm N_{\sigma}(\tilde{B}). \quad \text{(2.1.7)}
\]

We favour our perspective since it preserves the intuition that mutating \((\sigma(x), N_{\sigma}(\tilde{A}))\) in one direction is the same as mutating \((x, \tilde{A})\) in another.
Let us check that essential equivalence of matrices is transitive; doing so is useful as it lets us write down an explicit permutation involved.

Lemma 2.1.24. Let $\tilde{A}$, $\tilde{B}$ and $\tilde{C}$ be $(n + m) \times n$ skew-symmetrisable matrices. Suppose $\tilde{A}$ is essentially equivalent to $\tilde{B}$ with $\tilde{B} \equiv \sigma(\tilde{A})$ and $\tilde{B}$ is essentially equivalent to $\tilde{C}$ with $\tilde{C} \equiv \rho(\tilde{B})$, for some permutations $\rho$ and $\sigma$. Then $\tilde{A}$ is essentially equivalent to $\tilde{C}$ with $\tilde{C} \equiv (\sigma \rho)(\tilde{A})$.

Proof. Since $\tilde{C} \equiv \rho(\tilde{B})$ and $\tilde{B} \equiv \sigma(\tilde{A})$, we have

\[ \var_{\tilde{B}}[k]\{X_1, \ldots, X_n\} = \var_{\tilde{C}}[\rho^{-1}(k)](\rho\{X_1, \ldots, X_n\}) \quad \forall k \]

\[ \Rightarrow \quad \var_{\tilde{B}}[k]\{\sigma\{X_1, \ldots, X_n\}\} = \var_{\tilde{C}}[\rho^{-1}(k)](\sigma(\rho\{X_1, \ldots, X_n\})) \quad \forall k \]

\[ \Rightarrow \quad \var_{\tilde{B}}[\sigma^{-1}(k)](\sigma\{X_1, \ldots, X_n\}) = \var_{\tilde{C}}[\rho^{-1}(\sigma^{-1}(k))](\sigma(\rho\{X_1, \ldots, X_n\})) \quad \forall k \]

\[ \Rightarrow \quad \var_{\tilde{A}}[k]\{X_1, \ldots, X_n\} = \var_{\tilde{C}}[\sigma(\rho^{-1}(k))](\sigma(\rho\{X_1, \ldots, X_n\})) \quad \forall k \]

which shows that $\tilde{A}$ is essentially equivalent to $\tilde{C}$ with $\tilde{C} \equiv (\sigma \rho)(\tilde{A})$. \( \square \)

Notation 2.1.25. In the situation above, where we have $\tilde{B} \equiv \sigma(\tilde{A})$ and $\tilde{C} \equiv \rho(\tilde{B})$, we may write $\tilde{C} \equiv \rho(\sigma(\tilde{A}))$.

Remark 2.1.26. By Equation 2.1.7, if $\tilde{C} \equiv \rho(\sigma(\tilde{A}))$ then $\tilde{C} = N_\rho \circ N_\sigma(\tilde{A})$. Note that $N_\rho \circ N_\sigma$ is equal to $N_{\sigma \rho} \circ \rho(N_{\sigma \rho})$, as required by Lemma 2.1.24.

Lemma 2.1.27. Suppose the seeds $(\bar{x}, \tilde{A})$ and $(\bar{y}, \tilde{B})$ are essentially equivalent by $\sigma$. Let $[p]$ be a mutation path. We have the following.

(a) $\tilde{A}_{[p]}$ is essentially equivalent to $\tilde{B}_{[\sigma^{-1}(p)]}$ with $\tilde{B}_{[\sigma^{-1}(p)]} = \sigma(\tilde{A}_{[p]})$ (that is, by the same permutation $\sigma$ as above).

(b) The seeds $(\text{cl}_{\tilde{A}}[p](\bar{x}), \tilde{A}_{[p]})$ and $(\text{cl}_{\tilde{B}}[\sigma^{-1}(p)](\bar{y}), \tilde{B}_{[\sigma^{-1}(p)]})$ are essentially equivalent, again by $\sigma$.

Proof. Part (a) is easy to see when $[p]$ has length one. The full result then follows by induction. For (b), when $[p]$ has length one, the result is immediate using part (a). Otherwise, suppose $[p]$ has length $r > 1$ and assume the result is true for the rooted subpath of length $r - 1$, that is, the path $[p_{r-1}, \ldots, p_1] =: [p']$. We have

\[ \text{cl}_{\tilde{A}_{[p']}}(\bar{x}) = \text{cl}_{\tilde{A}_{[p']}}(p_r)(\text{cl}_{\tilde{A}_{[p']}}(\bar{x})) =: \text{cl}_{\tilde{A}_{[p']}}(p_r)(\bar{x}') \quad (2.1.8) \]

and

\[ \text{cl}_{\tilde{B}_{[\sigma^{-1}(p')]}(\bar{y}) = \text{cl}_{\tilde{B}_{[\sigma^{-1}(p')]}(\sigma^{-1}(p_r))(\text{cl}_{\tilde{B}_{[\sigma^{-1}(p')]}(\bar{y})) =: \text{cl}_{\tilde{B}_{[\sigma^{-1}(p')]}(\sigma^{-1}(p_r))(\bar{y}').} \quad (2.1.9) \]
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Now we wish to show that \( \left( \text{cl}_{\tilde{A}^{[\{p\}]}[p_r]}[x'], \tilde{A}^{[\{\}]} \right) \) and \( \left( \text{cl}_{\tilde{B}^{(\sigma^{-1}(\{p\}))}[p_r]}[y'], \tilde{B}^{(\sigma^{-1}(\{p\}))} \right) \) are essentially equivalent by \( \sigma \). But this is true, since \( (b) \) is established for paths of length one, since we have by assumption that \((x', \tilde{A}^{[\{p\}]}\) and \((y', \tilde{B}^{(\sigma^{-1}(\{p\}))})\) are essentially equivalent by \( \sigma \), and since \((\tilde{A}^{[\{\}]}[p_r] = A^{[\{\}] \) and \((\tilde{B}^{(\sigma^{-1}(\{p\}))}[\sigma^{-1}(p_r]) = \tilde{B}^{(\sigma^{-1}(\{p\}))}\). Thus \( (b) \) follows by induction.

Lemma (2.1.27) immediately implies the following formula, which is useful for relating mutation paths involving essentially equivalent seeds.

**Corollary 2.1.28.** Suppose \( \tilde{A} \) and \( \tilde{B} \equiv \sigma(\tilde{A}) \) are essentially equivalent matrices. Then

\[
\text{var}_{\tilde{A}}[\tilde{p}](x) = \text{var}_{\sigma(\tilde{A})}[\sigma^{-1}(p)](\sigma(x)).
\]  

(2.1.10)

Notice that for any skew-symmetrisable matrix \( \tilde{B} \), we have that \( \tilde{B} \) and \( -\tilde{B} \) are trivially essentially equivalent (i.e. essentially equivalent by the identity permutation). Thus, by (2.1.6), reversing the sign of a matrix does nothing as far variables are concerned. Therefore we may at times be liberal with the signs of exchange matrices in such a context.

**Proposition 2.1.29.** If \( \tilde{A} \) and \( \tilde{B} \) are essentially equivalent matrices then the initial seeds \((x, \tilde{A})\) and \((x, \tilde{B})\) generate isomorphic algebras.

**Proof.** Write \( x = (x_1, \ldots, x_n) \) as usual. Let \( z \) be a cluster variable in \( \mathcal{A}(x, \tilde{A}) \). Then \( z = \text{var}_{\tilde{A}}[\tilde{p}](x) \) for some path \([p]\). Let \( f_{\tilde{A}[\tilde{p}]} \) be the rational function corresponding to this path with respect to \( \tilde{A} \). Let \( \sigma \in S_n \) be a permutation such that \( B \equiv \sigma(\tilde{A}) \). By Corollary 2.1.28, \( f_{\tilde{A}[\tilde{p}]} \) is then the rational function \( f_{\tilde{B},[\sigma^{-1}(\{p\})]} \circ \sigma \), where \( f_{\tilde{B},[\sigma^{-1}(\{p\})]} \) is the function corresponding to the path \([\sigma^{-1}(\{p\})]\) in \( \mathcal{A}(x, \tilde{B}) \). Therefore any cluster variable \( z \) in \( \mathcal{A}(x, \tilde{A}) \) corresponds to the cluster variable \( y \) in \( \mathcal{A}(x, \tilde{B}) \) that is obtained by replacing every occurrence of initial variable \( x_j \) in \( z \) by \( x_{\sigma(j)} \). Since the cluster variables generate the algebras, it follows that they are isomorphic.

**Definition 2.1.30.** Let \( \tilde{B} \) be an \((n+m) \times n\) skew-symmetrisable matrix. Mutation directions \( i \) and \( j \) are called essentially equivalent with respect to \( \tilde{B} \) if mutation of \( \{(x_1, \ldots, x_n), \tilde{B}\} \) in direction \( i \) yields the same cluster variable as that for mutation in direction \( j \), but with \( x_j \) in the latter swapped with \( x_i \).

**Example 2.1.31.** Let \( B = \begin{pmatrix} 0 & a & c \\ -a & 0 & -c \\ c & -c & 0 \end{pmatrix} \). Then directions 1 and 2 are essentially equivalent with respect to \( B \) since mutation in directions 1 and 2 produces the elements \((x_2^2 + x_3^2)/x_1\) and \((x_1^2 + x_3^2)/x_2\), respectively.
Lemma 2.1.32. Let $\sigma \in S_n$ be a permutation which sends each mutation direction $i$ to an essentially equivalent direction $j$ with respect to the matrix $\tilde{B}$. Then

$$\text{var}_{\tilde{B}}(\sigma(x)) = \text{var}_{\tilde{B}}(x).$$

(2.1.11)

Proof. This is immediate from the definition. $\square$

Example 2.1.33. With $B$ as in Example 2.1.31, we have $\text{var}_B[1](x_2, x_1, x_3) = (x_1^a + x_3^c)/x_2 = \text{var}_B[2](x_1, x_2, x_3)$.

Often we will want to repeatedly apply a mutation path that leaves the mutated degree seed essentially equivalent to the initial one, but not trivially so. In this case we will need to permute the path along the way to ensure we are mutating the new seed in an analogous way. The following gives a notation for this.

Notation 2.1.34. Let $[p]$ be a mutation path and $\sigma$ a permutation. We define

$$[k * \sigma p] := [\sigma^{-1}(p), \ldots, \sigma^{-1}(p), p].$$

Finally, there are three further important structures associated to a cluster algebra.

Definition 2.1.35. The exchange tree of a cluster algebra $\mathcal{A}$ is the $n$-regular tree $T_n$ with each vertex $t_i$ associated to a seed $\Sigma(t_i)$ and with two vertices $t_i$ and $t_j$ connected by an edge labeled $k$ if and only if $\Sigma(t_i) = \mu_k(\Sigma(t_j))$. We usually denote the vertex associated to the initial seed by $t_0$.

Definition 2.1.36. The exchange graph of $\mathcal{A}$ is the exchange tree modulo essential equivalence of seeds. As it no longer makes sense to label edges by mutation direction, we may instead choose to label them by the relevant exchange relation, that is, the right hand side of Equation 2.1.1.

Definition 2.1.37. The cluster complex of $\mathcal{A}$, denoted $\Delta(\mathcal{A})$, is the simplicial complex whose ground set is the set of all cluster variables and whose maximal simplices are the clusters.

2.2 Graded cluster algebras

There are several notions of gradings for cluster algebras in the literature. Our definition of gradings will follow [16].
Definition 2.2.1. Let $\mathcal{A}$ be a cluster algebra of rank $n$. A (multi-)graded seed is a triple $(\tilde{x}, \tilde{B}, g)$ where $(\tilde{x}, \tilde{B})$ is a cluster in $\mathcal{A}$ and $g$ is a $r \times (n + m)$ integer matrix satisfying
\[ g \tilde{B} = 0. \] (2.2.1)
Such a matrix $g$ is called a grading for $(\tilde{x}, \tilde{B})$. The $i$th column of $g$ is the degree of $x_i$ and the degree of a homogeneous rational function in the variables of a given graded cluster (possibly with coefficients in frozen variables) is defined in the obvious way. The condition (2.2.1) ensures that exchange relations, and therefore all cluster variables, will be homogeneous. Then, given a cluster variable $z$, we will denote its degree with respect to $g$ by $\deg_g(z)$.

Mutation of a graded seed in direction $k$ is defined in the same way as in Definition 2.1.9, with the addition that the $k$th entry of $g$ is replaced by the degree of the new cluster variable. Alternatively, we may directly mutate $g$: we replace the variables in Equation 2.1.1 by their degrees, and replace multiplication, division and taking powers of variables by addition, subtraction and multiplication, respectively, of their degrees.

The following objects are useful when the only information we need about some cluster variables pertains to their degrees. A degree seed in $\mathcal{A}$ is a pair $(g, \tilde{B})$ such that $(\tilde{x}, \tilde{B}, g)$ is a graded seed occurring in $\mathcal{A}$. A graded cluster or degree cluster (a pair of the form $(\tilde{x}, g)$ or the tuple $g$, respectively) is defined in a similar way.

Finally, a graded cluster algebra will mean a cluster algebra generated from an initial graded seed.

Remark/Definition 2.2.2. While we stipulate that the entries of $g$ are integers, there is no reason in principle why they could not be elements of an arbitrary abelian group, provided $g$ satisfies (2.2.1) (see [18] for more discussion along these lines). We may wish to refer to the grading space of $\tilde{B}$, which we define as the set of matrices $g$ over some field satisfying (2.2.1) (i.e. the nullspace of $\tilde{B}^T$). When we do so, we will think of this vector space as being over $\mathbb{Q}$. Often we will be interested in working with grading matrices $g$ whose rows form a basis of the grading space (or possibly a subspace of the gradings space). We will call these rows grading vectors. In practice, we will scale these basis vectors so that they consist of integer entries (which is always possible if the entries are in $\mathbb{Q}$).

Notation 2.2.3. We will sometimes use the same notation to mean both the matrix $g$ and the tuple whose entries are the columns of the matrix (though it should be clear from the context which version we are referring to at any given time). More precisely, let $g_1, \ldots, g_{n+m}$ be the columns of $g$. We will write $g = \ldots$.
$(g_1, \ldots, g_{n+m})$ and refer to $g_1, \ldots, g_{n+m}$ as the entries of $g$. We do this so $g$ can be thought of as a tuple containing the degrees of the variables in the corresponding cluster. To fit better with this overloaded notation, we have transposed the matrix $g$ from that in [16] so that, if $r = 1$, say, $g$ is a tuple of integer degrees.

We extend Notation 2.1.14 to the graded setting in the natural way. Aside from this, if we wish to denote the degree of a variable, or just the degree seed or cluster, we add the prefix “deg.” to the respective notation, and we may simply write $\deg \var_B[p]$ to mean $\deg \var_B[\var]$. Again, $\var(p, \var_B, g)$ will mean the graded seed obtained on applying the mutation path $[p]$ to $(\var, \var_B, g)$.

**Proposition 2.2.4** ([16, Proposition 3.2]). Let $\Sigma = (\var, \var_B, g)$ be a graded seed. The graded cluster algebra $A(\Sigma)$ is a $\mathbb{Z}^r$-graded algebra, and every cluster variable of $A(\Sigma)$ is homogeneous with respect to this grading.

**Definition 2.2.5.** The grading matrix $g$ is called a standard grading if its rows form a basis of the grading space. A seed or degree seed containing $g$ is called a standard graded seed or degree seed.

As mentioned in Remark/Definition 2.2.2, we will often choose our grading matrix $g$ such that the rows form a basis of the grading space. We do so since understanding the behaviour of such a grading essentially lets us understand all gradings on the given cluster algebra. The next two results show that this is the case.

**Lemma 2.2.6** ([16, Lemma 3.7]). Any mutation of a standard graded seed or standard degree seed is again standard.

**Lemma 2.2.7** ([16, Lemma 3.8]). Let $\Sigma = (\var, \var_B, g)$ be a standard graded seed and let $h$ be any grading for $(\var, \var_B)$. There exists an integer matrix $M = M(g, h)$ such that for any cluster variable $z$ in $A(\var, \var_B, h)$ we have

$$\deg_h(z) = M \deg_g(z).$$ (2.2.2)

**Definition 2.2.8.** Two graded seeds $(\var, \var_A, g)$ and $(\var, \var_B, h)$ are essentially equivalent if their underlying seeds are. Two degree seeds $(\var_g, \var_A)$ and $(\var_h, \var_B)$ are essentially equivalent by $\sigma$ if $\var_B \equiv \sigma(\var_A)$ and (2.1.6) holds for all $k$ but for degrees rather than variables.

Of course, essential equivalence of degree seeds is much weaker than essential equivalence of graded seeds: two graded seeds that are not essentially equivalent may have underlying degree seeds that are. Indeed, we are often interested in
finding infinite sequences of non-equivalent graded seeds whose underlying degree
seeds are essentially equivalent. This allows us to prove the existence of infinitely
many different cluster variables of a particular degree or set of degrees.

Finally, note the simple relationship between the mutation of a degree cluster
and its negative.

**Lemma 2.2.9.** Let \((g, \tilde{B})\) be a degree seed and \([p]\) a mutation path. We have

\[
\deg \cdot \cl_{\tilde{B}}[p](-g) = - \deg \cdot \cl_{\tilde{B}}[p](g)
\]

**Proof.** For \(l([p]) = 1\), this is immediate from Equation 2.1.1. The full result then
follows inductively.

\[\square\]

### 2.3 Quivers

If \(\tilde{B}\) is an extended exchange matrix whose principal part is skew-symmetric, we
can represent \(\tilde{B}\) with a quiver, a directed weighted graph with no loops or 2-cycles.
Working with a quiver is often easier than working with the corresponding matrix,
and it lets us represent a whole seed in one diagram by identifying the cluster
variables (or their degrees) with the vertices of the quiver. For background on
quivers, see, for example, [26].

Unless otherwise stated, we will assume any quiver we refer to is connected.

**Definition 2.3.1.** Let \(B\) be an \(n \times n\) skew-symmetric matrix. The quiver \(Q(B)\)
associated to \(B\) has \(n\) vertices (labelled 1, \ldots, n) and an arrow of weight \(b_{ij}\) from
vertex \(i\) to vertex \(j\) (a negative entry counts as an arrow in the opposite direction
and a weight 0 arrow counts as no arrow).

We can also assign a quiver \(Q(\tilde{B})\) to an extended exchange matrix \(\tilde{B}\). This
quiver has \(n + m\) vertices (the last \(m\) of which correspond to frozen variables) and
arrows are assigned in the same way as above. The frozen vertices are denoted by
drawing a square around them.

A quiver is **acyclic** if it contains no oriented cycles. A rank 3 quiver is **cyclic** if
it is an oriented cycle.

A **subquiver** of \(Q\) is a quiver \(R\) whose vertices are a subset of those in \(Q\), such
that if \(v_1\) and \(v_2\) are vertices in \(R\) then the edge from \(v_1\) to \(v_2\) in \(R\) is of the same
weight and direction as it is in \(Q\). What we define as a subquiver is often called a
**full** subquiver in the literature.
Definition 2.3.2 (Quiver mutation). The mutation of a quiver $Q(B)$ in direction $k$ is the quiver $Q'$ corresponding to $B_{[k]}$. Equivalently, we obtain $Q'$ from $Q$ as follows:

1. Reverse each arrow incident to vertex $k$.

2. For each directed path of the form $i \xrightarrow{b_{ik}} k \xrightarrow{b_{kj}} j$, add $b_{ik} b_{kj}$ to the weight of the arrow from vertex $i$ to $j$ (which may involve creating an arrow or reversing or deleting a present arrow).

In general, we will use a quiver and its corresponding matrix interchangeably, but we make a couple of specific definitions for working with the corresponding objects.

Definition 2.3.3. A (graded) quiver seed will mean a (graded) seed in which we identify vertex $i$ of the quiver associated to the extended exchange matrix with the cluster variable in position $i$ of the cluster. We represent this in a diagram by placing the cluster variables where the corresponding vertices would be. When we wish to emphasise the vertex numbering, we will place each cluster variable inside parentheses with the corresponding vertex number as a subscript. In terms of quivers, an equivalent condition to (2.2.1) for the matrix $g$ is that each non-frozen vertex $k$ is balanced. By this we mean that

$$\sum_{i \xrightarrow{b_{ik}} k} b_{ik} \deg (i) = \sum_{k \xrightarrow{b_{kj}} i} b_{kj} \deg (i),$$

where the left sum runs over all weighted arrows into vertex $k$ and the right sum does the same for arrows out. We will sometimes refer to the left (right) hand side of (2.3.1) as the weight into (out of) $k$, which we will denote $w_\to(k)$ ($w_\leftarrow(k)$).

A degree quiver will mean a degree seed in which we identify vertex $i$ of the associated quiver with the $i$th entry of $g$. In the corresponding diagram, the $i$th vertex will be replaced by $(d)_i$, where $(d) = g_i$ (though sometimes we may omit the subscript if it is not needed). A degree quiver is positive if the degree corresponding to each vertex is non-negative.

We extend the definition of essentially equivalent to the above objects in the obvious way: two (graded) quiver seeds are essentially equivalent if their underlying (graded) seeds are, and two degree quivers are essentially equivalent if their underlying degree seeds are. Alternatively, two quivers are essentially equivalent if they are the same up to relabelling vertices and taking the opposite quiver (i.e. reversing all arrows), and similarly for (graded) quiver seeds and degree quivers.
Example 2.3.4. Let \( B = \begin{pmatrix} 0 & 5 & -3 \\ 3 & 0 & 4 \\ -5 & -3 & 0 \end{pmatrix} \) and let \( \Sigma = ((x_1, x_2, x_3), B, (4, 3, 5)) \). Then \( \Sigma \) is a graded seed. (Strictly, in accordance with Notation 2.2.3, the degree seed in \( \Sigma \) is the tuple \(((4), (3), (5))\) of \(1 \times 1\) matrices or the corresponding \(1 \times 3\) matrix \((4\ 3\ 5)\). The quiver seed corresponding to \( \Sigma \) is \( (x_1 \xrightarrow{5} x_2) \xrightarrow{4} (x_3) \) and the degree seed is \( Q_1 = (4\ 3\ 5) \). For vertex 1, we have

\[
\sum_{i \in \Lambda_1} b_{i1} \deg(i) = 3.5 = 5.3 = \sum_{i \in \Lambda_1} b_{i1} \deg(i),
\]

which shows that this vertex is balanced, as are the other two. The degree seed \( Q_2 = (5\ 4\ 3) \) is essentially equivalent to \( Q_1 \): we have \( Q_2 \equiv \sigma(Q_1) \), where \( \sigma = (2\ 3) \).

2.4 Denominator vectors

The denominator vector of a cluster variable is a well-known invariant which we will make frequent use of. Denominator vectors were introduced by Fomin and Zelevinsky and we take the definition from [13].

Definition 2.4.1. Let \( \underline{x} = (x_1, \ldots, x_n) \) be a cluster in a cluster algebra \( \mathcal{A} \). By Theorem 2.1.18 we can express any given cluster variable \( z \) uniquely as

\[
z = \frac{N(x_1, \ldots, x_n)}{x_1^{d_1} \cdots x_n^{d_n}},
\]

(2.4.1)

where \( N(x_1, \ldots, x_n) \) is a polynomial with coefficients in \( \mathbb{Z}P \) that is not divisible by any \( x_i \). The vector

\[
d_{\underline{x}}(z) = \begin{bmatrix} d_1 \\ \vdots \\ d_n \end{bmatrix}
\]

is called the denominator vector of \( z \) with respect to \( \underline{x} \). Its \( i \)th entry will be referred to as \( d(z)_{i} \) or \( d(z)_i \). If the cluster with respect to which we are writing our denominator vector is clear, we will omit the subscript \( \underline{x} \) and write \( d(z) \) (if not specified, we assume \( \underline{x} \) is the initial cluster from which we are generating our cluster algebra).
When working with a denominator vector we may write it as a tuple rather than a column vector.

**Example 2.4.2.** With respect to the cluster \( \mathbf{x} = (x_1, \ldots, x_n) \), the variable \( z = \frac{x_2^2 + x_3^3}{x_1} \) has denominator vector \( \mathbf{d}_\mathbf{x}(z) = (1, 0, 0) \).

**Definition 2.4.3.** Let \( \mathbf{x} = (x_1, \ldots, x_n) \) be a cluster of rank \( n \). Then \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x}) \) will denote the corresponding denominator cluster, that is, the \( n \)-tuple whose \( i \)th entry is \( \mathbf{d}(x_i) \) (with respect to some initial cluster). We will refer to the \( i \)th entry of \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x}) \) by \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \). We will also use \( \mathbf{d}_{B}[\mathbf{p}] \) and \( \mathbf{d}_{B}[\mathbf{p}]_{\mathbf{cl}} \) for the denominator vector or cluster of the variable or cluster, respectively, obtained after mutation path \( [\mathbf{p}] \).

A denominator quiver will mean a quiver corresponding to a given seed \( (\mathbf{x}, B) \) but where we identify the \( i \)th vertex with \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \). In the corresponding diagram, the \( i \)th vertex will be replaced by \( \langle \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \rangle_i \) (sometimes omitting the subscript if it is clear from context).

**Definition 2.4.4.** We define a partial order on the set of denominator vectors in \( \mathbb{Z}^n \) by setting \( \mathbf{d}(w) \geq \mathbf{d}(z) \) if each entry of \( \mathbf{d}(w) \) is greater than or equal to the corresponding entry of \( \mathbf{d}(z) \), and we also say \( \mathbf{d}(w) > \mathbf{d}(z) \) if \( \mathbf{d}(w) \geq \mathbf{d}(z) \) and at least one entry of \( \mathbf{d}(w) \) is strictly greater than the corresponding entry of \( \mathbf{d}(z) \).

Sometimes we will be interested in finding mutation paths which produce growing denominator vectors. When proving that denominator vectors are growing, it becomes cumbersome to work with the entire cluster of denominator vectors, so we single out only one entry of each denominator vector. This simplifies calculations, and showing that this entry grows is enough to distinguish the variables. This motivates the following definition.

**Definition 2.4.5.** The \( j \)th denominator slice of \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x}) \) is the vector whose \( i \)th entry is the \( j \)th entry of \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \). We will denote this using angle brackets as

\[
\mathbf{d}_{\mathbf{cl}}(\mathbf{x})^j = \langle \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^1_j, \ldots, \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^n_j \rangle = \langle \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^1_j, \ldots, \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^n_j \rangle.
\]

Given a seed \( (\mathbf{x}, B) \), the \( j \)th denominator quiver will mean the quiver corresponding to \( B \) but where we identify the \( i \)th vertex with \( \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \). In the corresponding diagram, the \( i \)th vertex will be replaced by \( \langle \mathbf{d}_{\mathbf{cl}}(\mathbf{x})^i \rangle_i \) (again, sometimes omitting the subscript \( i \)).

**Example 2.4.6.** Consider the seed

\[
\Sigma = \left( \frac{x_2^2 + x_3}{x_1}, \frac{x_1^2 x_3 + x_2^4 + 2x_2^2 x_3 + x_3^2}{x_1^2 x_2}, x_3 \right), B = \left( \begin{array}{ccc}
0 & 2 & -1 \\
-2 & 0 & 1 \\
1 & -1 & 0
\end{array} \right).
\]
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The denominator cluster with respect to \( x = (x_1, x_2, x_3) \) is
\[
d. \, \text{cl}_x(z) = ((1, 0, 0), (2, 1, 0), (0, 0, -1)) .
\]
The denominator quiver is
\[
\begin{align*}
(1, 0, 0)_1 & \rightarrow (0, 0, -1)_3 \\
(2, 1, 0)_2 & \leftarrow (1, 0, 0)_1
\end{align*}
\]. The first denominator slice of
\[
 z \text{ is } (1, 2, 0) \text{ and the first denominator quiver is } \langle 1 \rangle_{1} \leftarrow 1 \rightarrow \langle 2 \rangle_{2} \leftarrow \langle 0 \rangle_{3} .
\]

The next formula lets us mutate denominator vectors directly.

**Lemma 2.4.7 ([13, Equation 7.7]).** The new cluster variable \( x'_k \) obtained after mutation of the seed \( (x = (x_1, \ldots, x_n), B) \) in direction \( k \) satisfies
\[
d(x'_k) = -d(x_k) + \max \left( \sum_i [b_{ik}]_+ d(x_i), \sum_i [-b_{ik}]_+ d(x_i) \right), \tag{2.4.2}
\]
where \([a]_+ := \begin{cases} a & \text{if } a \geq 0, \\ 0 & \text{otherwise}, \end{cases}\) and where max is taken component-wise.
Chapter 3

Gradings on finite type cluster algebras

In this chapter we classify gradings on the cluster algebras of type $B_n$ and $C_n$. This work was completed prior to the publication of [16] and the results are reported in the same paper. The classification for the other finite type cases that admit nontrivial gradings, namely $A_n$, $D_n$ and $E_n$, can be also found in [16].

3.1 Review of background

Definition 3.1.1 ([12, Section 1.3]). Let $B = (b_{ij})$ be an $n \times n$ skew-symmetrisable matrix. The Cartan counterpart of $B$, $A(B) = (a_{ij})$, is defined by setting

$$a_{ij} = \begin{cases} 2 & \text{if } i = j, \\ -|b_{ij}| & \text{otherwise.} \end{cases}$$

(3.1.1)

Theorem 3.1.2 ([12, Theorem 1.8]). A skew-symmetrisable matrix $B$ gives rise to a finite type cluster algebra $A(x, B)$ if and only if $B$ is mutation equivalent to some matrix $B'$ whose Cartan counterpart $A(B')$ is of finite type (i.e. $A$ is irreducible and all its principal minors are strictly positive).

Definition 3.1.3. A skew-symmetrisable matrix $B$ is bipartite if $b_{ij}b_{ik} \geq 0$ for all $i, j, k$.

Lemma 3.1.4 ([12, Theorem 1.9]). Let $B$ be a bipartite skew-symmetrisable matrix and $A(x, B)$ a finite type cluster algebra. There is a bijection $\alpha \mapsto x[\alpha]$ between the almost positive roots (i.e. the positive roots along with the negation of the simple roots) of the semi-simple Lie algebra corresponding to $A(B)$ and the cluster variables of $A$. Write $\alpha = \lambda_1 \alpha_1 + \cdots + \lambda_n \alpha_n$ as a linear combination of the simple
roots $\alpha_1, \ldots, \alpha_n$. The cluster variable $x[\alpha]$ is then expressed in terms of the initial cluster $x = (x_1, \ldots, x_n)$ as

$$x[\alpha] = \frac{P_\alpha(x)}{x^\alpha} \quad (3.1.2)$$

where $P_\alpha(x)$ is a polynomial over $\mathbb{Z}$ with non-zero constant term and $x^\alpha := \prod_{i=1}^n x_\lambda^i$. Under this bijection, $x[-\alpha_i] = x_i$. That is, the negative simple roots correspond to the initial cluster variables.

Note for types $B_n$ and $C_n$ there are $n^2 + n$ almost positive roots.

The following allows us to calculate the degree of a cluster variable in terms of its corresponding root.

**Lemma 3.1.5 ([16, Corollary 4.2]).** Let $\mathcal{A}(x, B, g = (g_1, \ldots, g_n))$ be a graded cluster algebra of finite type where $B$ is bipartite. Let $\alpha$ be an almost positive root and write $\alpha = \lambda_1 \alpha_1 + \cdots + \lambda_n \alpha_n$ as a linear combination of the simple roots. Then

$$\text{deg}(x[\alpha]) = -\sum_{i=1}^n \lambda_i g_i. \quad (3.1.3)$$

It turns out that any gradings on cluster algebras of type $B_n$ or $C_n$, or indeed any finite type cluster algebra, must be balanced, by which we mean that there is a bijection between the cluster variables of degree $d$ and degree $-d$. For an explanation of this fact, see [16, Corollary 5.7] and the remark following. We will verify this for types $B_n$ and $C_n$ below.

### 3.2 Gradings in type $B_n$

The appropriate bipartite matrix for type $B_n$ is the $n \times n$ matrix given by

$$B = \begin{pmatrix}
0 & 1 \\
-1 & 0 & -1 \\
& 1 & 0 & 1 \\
& & -1 & 0 \\
& & & \ddots & 1 \\
& & & & -1 & 0 & -1 \\
& & & & & 2 & 0
\end{pmatrix} \quad \text{or} \quad B = \begin{pmatrix}
0 & 1 \\
-1 & 0 & -1 \\
& 1 & 0 & 1 \\
& & -1 & 0 \\
& & & \ddots & -1 \\
& & & & 1 & 0 & 1 \\
& & & & & -2 & 0
\end{pmatrix}$$

corresponding to whether $n$ is odd or even, respectively. One checks that if $n$ is even, $B$ has full rank and so there is no non-trivial grading. If $n$ is odd, $B$ has rank $n-1$. The grading space is then spanned by a one dimensional vector. There are two cases for the grading vector $g$:

$$g = \begin{cases}
(2, 0, -2, 0, \ldots, 0, -2, 0, 1) & \text{if } n = 4k + 1, \\
(2, 0, -2, 0, \ldots, 0, 2, 0, -1) & \text{if } n = 4k + 3.
\end{cases}$$
We will assume from now on that \( n = 4k + 3 \), but the final results we obtain are the same in both cases.

We take the following description of the root system for \( B_n \) (as found in [7]):

\[
\{ \pm \beta_i \pm \beta_j \mid i, j = 1 \ldots n, i \neq j \} \cup \{ \pm \beta_i \mid i = 1 \ldots n \}.
\]

Here \( \beta_i \) is the function which selects the \((i, i)\) entry of an \( n \times n \) diagonal matrix, and we have taken

\[
\alpha_1 = \beta_1 - \beta_2, \ldots, \alpha_{n-1} = \beta_{n-1} - \beta_n, \text{ and } \alpha_n = \beta_n,
\]

where the \( \alpha_i \) denote the simple roots. From this description, the positive roots are of one of the following forms:

\[
\begin{align*}
\beta_i - \beta_j &= \alpha_i + \cdots + \alpha_{j-1} \quad (i < j), \\
\beta_i + \beta_j &= \alpha_i + \cdots + \alpha_{j-1} + 2(\alpha_j + \cdots + \alpha_n) \quad (i < j), \\
\beta_i &= \alpha_i + \cdots + \alpha_n \quad (i = 1, \ldots, n).
\end{align*}
\]

To find the degrees of the remaining variables in \( A(x, B) \) we now apply Equation 3.1.3 to the above lists. This, along with the negative simple roots, tells us the degree of the cluster variable corresponding to each almost positive root. Counting the number of variables of each degree, we summarise the results in the Table 3.1 below.

| Degree | Type (3.2.1) | Type (3.2.2) | Type (3.2.3) | negative simples | Total |
|--------|--------------|--------------|--------------|------------------|-------|
| -2     | \( \frac{(n+1)^2}{8} \) | \( \frac{(n-1)(n-3)}{8} \) | 0 | \( \frac{n-3}{4} \) | \( \frac{(n+1)(n-1)}{4} \) |
| -1     | 0 | 0 | \( \frac{n-1}{2} \) | 1 | \( \frac{n+1}{2} \) |
| 0      | \( \frac{(n+1)^2}{4} \) | \( \frac{(n+1)(n-1)}{4} \) | 0 | \( \frac{n-1}{2} \) | \( \frac{(n+1)(n-1)}{2} \) |
| 1      | 0 | 0 | \( \frac{n+1}{2} \) | 0 | \( \frac{n+1}{2} \) |
| 2      | \( \frac{(n+1)(n-3)}{8} \) | \( \frac{(n+1)(n-1)}{8} \) | 0 | \( \frac{n+1}{4} \) | \( \frac{(n+1)(n-1)}{4} \) |
| Total  | \( \frac{n(n-1)}{2} \) | \( \frac{n(n-1)}{2} \) | \( n \) | \( n \) | \( n^2 + n \) |

Table 3.1

Thus, as expected, this grading is balanced.
3.3 Gradings in type $C_n$

The appropriate bipartite matrix for type $C_n$ is the $n \times n$ matrix given by

$$B = \begin{pmatrix}
0 & 1 \\
-1 & 0 & -1 \\
1 & 0 & 1 \\
-1 & 0 \\
& \ddots & -1 \\
-1 & 0 & -2 \\
1 & 0
\end{pmatrix} \quad \text{or} \quad B = \begin{pmatrix}
0 & 1 \\
-1 & 0 & -1 \\
1 & 0 & 1 \\
& \ddots & -1 \\
& 1 & 0 \\
& -1 & 0
\end{pmatrix}$$

corresponding to whether $n$ is odd or even, respectively. If $n$ is even, $C$ has full rank and so again there is no non-trivial grading. If $n$ is odd, $C$ has rank $n - 1$ and the grading space is again spanned by a one dimensional vector. There are two cases for the grading vector $g$:

$$g = \begin{cases}
(1, 0, -1, 0, \ldots, 0, -1, 0, 1) & \text{if } n = 4k + 1, \\
(1, 0, -1, 0, \ldots, 0, 1, 0, -1) & \text{if } n = 4k + 3.
\end{cases}$$

In both case, the distribution of degrees we obtain is the same.

This time the description of the root system is

$$\{\pm \beta_i \pm \beta_j | i, j = 1 \ldots n, i \neq j\} \cup \{\pm 2\beta_i | i = 1 \ldots n\}.$$  

Here we have taken

$$\alpha_1 = \beta_1 - \beta_2, \ldots, \alpha_{n-1} = \beta_{n-1} - \beta_n, \text{ and } \alpha_n = 2\beta_n.$$  

We then find that the positive roots are of one of the following forms:

$$2\beta_i = 2(\alpha_i + \cdots + \alpha_{n-1}) + \alpha_n \quad (i = 1, \ldots, n), \quad (3.3.1)$$

$$\beta_i - \beta_j = \alpha_i + \cdots + \alpha_{j-1} \quad (i < j), \quad (3.3.2)$$

$$\beta_1 + \beta_j = \alpha_i + \cdots + \alpha_{j-1} + 2(\alpha_j + \cdots + \alpha_{n-1}) + \alpha_n \quad (i = 1, \ldots, n). \quad (3.3.3)$$

Applying Equation 3.1.3 to the above and counting the number of variables of each degree again, we obtain the following distribution: there are

- $\frac{(n+1)^2}{4}$ variables of degree 1 and and also of degree $-1$, and
- $\frac{(n+1)(n-1)}{2}$ variables of degree 0.

Again, this grading is balanced as expected.
Chapter 4

Gradings in the rank 3 case

The goal of this chapter is to classify the graded cluster algebras generated by $3 \times 3$ skew-symmetric matrices. This classification is in terms of the cardinality of the set of occurring degrees and how the cluster variables are distributed with respect to these degrees. We do not consider any $2 \times 2$ matrices, since they can only give rise to trivial gradings. For this reason also, we will assume that any matrix we consider corresponds to a connected quiver; cluster algebras generated by quivers that are not connected (i.e. from direct sums of matrices) are easily understood in terms of the cluster algebras generated by the corresponding connected subquivers. Thus, only matrices corresponding to connected quivers can give rise to nontrivial grading behaviours. So, for example, we will not consider matrices such as 

\[
\begin{pmatrix}
0 & a & 0 \\
-a & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

4.1 Structure of the problem

A graded cluster algebra can be classified by the following criteria:

- The cardinality of the set of degrees that occur as degrees of cluster variables may be finite or infinite.
- Of the degrees that occur, there may be
  1. infinitely many cluster variables of each degree,
  2. finitely many variables in each degree (which in the case of finitely many degrees means the cluster algebra is of finite type), or,
  3. a “mixed” case where some degrees have finitely many variables while others have infinitely many.

We first note that, for the purposes of classifying the graded cluster algebras above, there is an immediate reduction in the number of cases of generating ma-
trices that need to be considered. By the proof of Proposition 2.1.29, we see that essentially equivalent matrices generate isomorphic graded algebras (we simply relabel the variables in the initial cluster), so we need only consider matrices up to essential equivalence. It is also clear that we need only consider matrices up to mutation equivalence. To see this, let \( A_1 = A((x_1, x_2, x_3), A, (g_1, g_2, g_3)) \) and \( A_2 = A((x'_1, x'_2, x'_3), B, (g'_1, g'_2, g'_3)) \) and suppose \( B = A[p] \) for some mutation path \([p]\). Set \((y_1, y_2, y_3) = \text{cl}_{A[p]} \) in \( A_1 \). Then, since the initial seed of a cluster algebra can be chosen arbitrarily, \( A_1 = A((y_1, y_2, y_3), B, (g'_1, g'_2, g'_3)) \) (as if we mutate this cluster along \([p^{-1}]\), we get back to \(( (x_1, x_2, x_3), A, (g_1, g_2, g_3)) \). But this is clearly isomorphic to \( A_2 \) as a graded algebra.

Given the above, it turns out that there is just one class of \( 3 \times 3 \) matrices that needs to be studied. (Note that this does not mean that we will not need to look in detail at any cluster algebras generated by other classes of matrices in the process, rather that once we have classified those corresponding to the class of matrices above, we are done.)

**Definition 4.1.1.** Let \( A \) be a matrix. A column of \( A \) will be called *sign-coherent* if all of its non-zero entries are of the same sign. Otherwise the column is of *mixed sign*. If \( A \) is skew-symmetric, it is called *acyclic* if its associated quiver is acyclic. If \( A \) is also \( 3 \times 3 \), it is called *cyclic* if its associated quiver is cyclic. We call \( A \) *mutation-cyclic* if every matrix in its mutation class is cyclic and *mutation-acyclic* if there is a matrix in its mutation class that is acyclic.

**Remark 4.1.2.** If \( A \) is skew-symmetric and \( 3 \times 3 \), it is easy to see that \( A \) is acyclic if and only if it has a sign-coherent column: if \( Q(A) \) is acyclic then, up to essential equivalence, \( A \) is of the form \( \begin{pmatrix} 0 & a & -c \\ -a & 0 & -b \\ c & b & 0 \end{pmatrix} \) or \( \begin{pmatrix} 0 & -a & 0 \\ a & 0 & -b \\ 0 & b & 0 \end{pmatrix} \), where \( a, b, c \geq 0 \). On the other hand, if \( A \) has a sign-coherent column then it must also be of one of these two forms, again up to essential equivalence.

**Proposition 4.1.3.** Every \( 3 \times 3 \) skew-symmetric matrix is either essentially equivalent to the matrix \( A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & -b \\ c & b & 0 \end{pmatrix} \), for some \( a, b, c \in \mathbb{N}_0 \) and \( a \geq b \geq c \), or mutation equivalent to a matrix which is essentially equivalent to \( A \).

**Proof.** Let \( B \) be any given \( 3 \times 3 \) skew-symmetric matrix and write \( B = \begin{pmatrix} 0 & -d & -f \\ d & 0 & -e \\ -f & e & 0 \end{pmatrix} \) for some \( d, e, f \in \mathbb{Z} \). It is easy to check directly that \( B \) is in one of the following
essential equivalence classes:
\[
\left\{ \begin{array}{ll}
(0 \ a \ -c), & (0 \ a \ -b), \\
(-a \ 0 \ b), & (0 \ -a \ -c), \\
(-a \ 0 \ c), & (0 \ b \ -c), \\
(-b \ 0 \ a), & (0 \ b \ a), \\
(-b \ 0 \ c), & (0 \ c \ -b), \\
(-c \ 0 \ a), & (0 \ c \ a), \\
(-c \ 0 \ b), & (0 \ c \ b), \\
(-c \ 0 \ c), & (0 \ c \ 0)
\end{array} \right\},
\]
for some \( a \geq b \geq c \geq 0 \). (Note that these classes can be indexed by which entries appear in columns of mixed sign. Also, strictly, these sets are not the full equivalence classes, only up to sign; however, as noted previously, the sign of an exchange matrix is of no importance.) So it is now enough to consider just the representatives \( A = \begin{pmatrix} -a & 0 & b \\ a & 0 & -c \\ c & b & 0 \end{pmatrix} \), \( X = \begin{pmatrix} 0 & a & -b \\ -a & 0 & -b \\ c & b & 0 \end{pmatrix} \), \( Y = \begin{pmatrix} 0 & -a & b \\ a & 0 & -c \\ c & b & 0 \end{pmatrix} \), and \( Z = \begin{pmatrix} 0 & -b & a \\ b & 0 & -c \\ a & c & 0 \end{pmatrix} \), say. Mutating \( X \), \( Y \) and \( Z \) in direction 2 we obtain \( X_{[2]} = \begin{pmatrix} 0 & a & -(ab+c) \\ -a & 0 & b \\ (ab+c) & -b & -c \end{pmatrix} \), \( Y_{[2]} = \begin{pmatrix} 0 & a & -(ac+b) \\ -a & 0 & b \\ (ac+b) & -c & -a \end{pmatrix} \), and \( Z_{[2]} = \begin{pmatrix} 0 & c & -(ab+a) \\ -c & 0 & b \\ (ab+a) & -c & c \end{pmatrix} \), and each of these matrices is clearly essentially equivalent to a matrix with the same form as \( A \).

**Definition 4.1.4.** As we see from the proof of Proposition 4.1.3, every \( 3 \times 3 \) skew-symmetric matrix \( A \) is essentially equivalent to (at least) one of \( \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & b & 0 \end{pmatrix} \), \( \begin{pmatrix} 0 & a & -b \\ -a & 0 & c \\ c & b & 0 \end{pmatrix} \), or \( \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & b & 0 \end{pmatrix} \), for some \( a \geq b \geq c \geq 0 \). We define the standard form of \( A \), denoted \( A^o \), to be the first element in the above list that \( A \) is essentially equivalent to. We will say \( A \) is in standard form if \( A = A^o \).

**Remark 4.1.5.** Let \( a, b, c \in \mathbb{Z} \) such that we do not have \( a = b = c = 0 \). Up to sign and integer scaling, the degree vector \((g_1, g_2, g_3)\) is uniquely determined in the graded seed
\[
\left( (x_1, x_2, x_3), \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & b & 0 \end{pmatrix} \right),
\]
namely \((g_1, g_2, g_3) = (b, c, a)\). Thus the degree vector is uniquely determined up to sign (and scaling, though the scale must match that of the initial degree vector) in every graded seed of any cluster algebra corresponding to any \( 3 \times 3 \) skew-symmetric matrix.

A consequence of this is the following lemma.

**Lemma 4.1.6.** Let \([p] = [p_0, \ldots, p_1]\) be a mutation path (without repetition) and let \( z = \text{var}_A[p] \) be a cluster variable in \( A \left( (x_1, x_2, x_3), \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & b & 0 \end{pmatrix} \right), (b, c, a) \), where
Then $\deg(z)$ is an entry of $A[p]$:

\[
\deg(z) = \begin{cases} 
(\lambda l(p)) + 1 (A[p])_{32}, & p_n = 1, \\
(\lambda l(p)) (A[p])_{31}, & p_n = 2, \\
(\lambda l(p)) + 1 (A[p])_{21}, & p_n = 3.
\end{cases}
\]  

(4.1.1)

Proof. Equation 4.1.1 is easily checked directly if $l([p]) = 1$. Now suppose it is true for each path of length $r$. Let $[q]$ be such a path. Assume that $r$ is even (the proof is similar if it is odd). Write $A[q] = \begin{pmatrix} 0 & d & -f \\ d & 0 & -e \\ -f & -e & 0 \end{pmatrix}$ for some integers $d$, $e$ and $f$. Then by (4.1.1) the corresponding degree vector is $(e, f, d)$. Mutating this matrix and degree vector in directions 1, 2, and 3, we have

\[
A[1, q] = \begin{pmatrix} 0 & -d & -f \\ d & 0 & -(df-e) \\ -(df-e) & e & 0 \end{pmatrix}, \quad \text{deg. cl. } A[1, q] = (df - e, f, d),
\]

\[
A[2, q] = \begin{pmatrix} 0 & -d & (de-f) \\ d & 0 & -e \\ -(de-f) & e & 0 \end{pmatrix}, \quad \text{deg. cl. } A[2, q] = (e, de - f, d),
\]

and

\[
A[3, q] = \begin{pmatrix} 0 & -(ef-d) & f \\ (ef-d) & 0 & -e \\ -f & e & 0 \end{pmatrix}, \quad \text{deg. cl. } A[3, q] = (e, f, ef - d).
\]

Thus (4.1.1) is true for all paths of length $r + 1$. \qed

In particular, Lemma 4.1.6 implies the following.

**Corollary 4.1.7.** A graded cluster algebra generated by a $3 \times 3$ skew-symmetric matrix $A$ has infinitely many degrees if and only if $A$ is mutation-infinite.

Finally, we note a condition that lets us infer that a grading is balanced.

**Theorem 4.1.8 ([16, Corollary 5.7]).** Let $Q$ be a quiver and $\mathcal{A}(Q)$ the cluster algebra generated by $Q$. If $\mathcal{A}(Q)$ admits a cluster categorification then every grading for $\mathcal{A}(Q)$ is balanced.

We will not cover background on cluster categorification (see [5]), but we note the following, which is what is relevant to our situation.

**Lemma 4.1.9.** If $Q$ is a finite connected acyclic quiver then $\mathcal{A}(Q)$ admits a cluster categorification.

This fact follows from work of Palu in [25]. All of the quivers we deal with will be finite and connected, so whenever we consider a grading arising from an acyclic quiver (or a quiver mutation equivalent to one), we automatically know it is balanced.

The main result of this chapter is the following.
Theorem 4.1.10. A partial classification of graded cluster algebras of the form $A \left( (x_1, x_2, x_3), \left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right), (b, a, c) \right)$, with $a, b, c \in \mathbb{N}_0$ and $a \geq b \geq c$, is given in Table 4.1.

As noted earlier, the restrictions $a, b, c \in \mathbb{N}_0$ and $a \geq b \geq c$ above do not exclude any graded cluster algebras generated by $3 \times 3$ skew-symmetric matrices as far as questions of classification are concerned, by Proposition 4.1.3.

For mutation-finite matrices (which give rise to finitely many degrees)

| Finite type | Mixed | Infinitely many variables per degree |
|-------------|-------|-------------------------------------|
| $A_3 = \left( \begin{array}{ccc} 0 & 1 & 0 \\ -1 & 0 & 1 \\ 0 & -1 & 0 \end{array} \right)$ | $\left( \begin{array}{ccc} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{array} \right)$ | $\left( \begin{array}{ccc} 0 & 2 & -2 \\ -2 & 0 & -2 \\ 2 & -2 & 0 \end{array} \right)$ |

For mutation-infinite matrices (which give rise to infinitely many degrees)

| Finitely many variables per degree | Mixed | Infinitely many variables per degree |
|-----------------------------------|-------|-------------------------------------|
| $\left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$, mutation-cyclic with $c > 2$ | $\emptyset$ | $\left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$, mutation-acyclic |

Table 4.1

The entries of this table cover all possible cases except for one: $\left( \begin{array}{ccc} 0 & a & -2 \\ -a & 0 & a \\ c & 2 & -a \end{array} \right)$ with $a \geq 3$, which we will call the singular cyclic case. That all other cases are covered follows from results we will see in Section 4.3: Lemma 4.3.14 shows that if $c = 2$ then $\left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$ is either mutation-acyclic or a singular cyclic matrix, and Lemma 4.3.13 shows that if $c = 1$ then $\left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$ is mutation-acyclic. We also need [1, Corollary 2.3], which says precisely that the three matrices in the top row are the only $3 \times 3$ mutation-finite matrices.

We conjecture that the singular cyclic case should be placed in the lower right cell of the table:

Conjecture 4.1.11. For $a \geq 3$, that is, in the singular cyclic case, the graded cluster algebra $A \left( (x), \left( \begin{array}{ccc} 0 & a & -2 \\ -a & 0 & -a \\ 2 & -a & 0 \end{array} \right), (a, 2, a) \right)$ has infinitely many variables in each occurring degree.

In the remainder of this chapter we will prove that Table 4.1 is correct. Note that $\left( \begin{array}{ccc} 0 & 1 & 0 \\ -1 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)$ has been covered in Chapter 3, and $\left( \begin{array}{ccc} 0 & 2 & -2 \\ -2 & 0 & -2 \\ 2 & -2 & 0 \end{array} \right)$ gives rise to the well-known Markov type cluster algebra in which all (infinitely many) variables have degree 2. We will address what can be said about the singular cyclic case in Section 4.5.
4.2 Finitely many degrees: the mixed case

We now let \( A = \begin{pmatrix} 0 & 2 & -1 \\ 1 & 0 & 1 \\ -1 & 0 \end{pmatrix} \) and \( G = (1, 1, 2) \) and consider the associated cluster algebra \( A\left( (x_1, x_2, x_3), \left( \begin{array}{ccc} 0 & 2 & -1 \\ 1 & 0 & 1 \\ -1 & 0 \end{array} \right), (1, 1, 2) \right) \). We will show that this graded cluster algebra is of mixed type with finitely many degrees. More specifically, there is exactly one variable of degree 2 and one of degree \(-1\), but infinitely many variables of degree 1 and \(-1\) each; these are the only degrees which occur.

**Proposition 4.2.1.** The only degrees that occur in the graded cluster algebra \( A\left( (x_1, x_2, x_3), \left( \begin{array}{ccc} 0 & 2 & -1 \\ 1 & 0 & 1 \\ -1 & 0 \end{array} \right), (1, 1, 2) \right) \) are \( \pm 1 \) and \( \pm 2 \).

**Proof.** One way to find all occurring degrees is by attempting to compute the exchange tree for \( A \), but closing each branch whenever we obtain a degree seed that is essentially equivalent, up to the sign of the degree cluster, to one that has already occurred. In this case, by Lemma 2.2.9, any subsequent degrees obtained on the particular branch will have already occurred up to sign. This process terminates and is recorded in the diagram below. A black box indicates we have found a degree seed that is essentially equivalent (up to sign) to some previously occurring one. A circle in a degree cluster indicates the newly obtained degree after mutation. We see that the only degrees that can occur are \( \pm 1 \) and \( \pm 2 \).

Notice that, after negating the degree clusters, the degree seeds obtained after the mutation paths \([1, 3]\) and \([2, 3]\) are essentially equivalent to the one obtained
by mutating the initial degree seed in direction 3. So we can obtain from either of these new degree seeds the negative of any degree we have encountered so far (thus degree \(-2\) must occur). The diagram above also shows there are matrices in the mutation class of \(\left(\begin{array}{ccc} 0 & 0 & -1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{array}\right)\) that are sign-coherent. That is, matrices whose corresponding quivers are acyclic. Therefore, by Lemma 4.1.9, any grading on the cluster algebra we are considering is balanced.

**Proposition 4.2.2.** \(A\left((x_1, x_2, x_3), \left(\begin{array}{ccc} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{array}\right)\right)\) has infinitely many cluster variables of degree 1 and degree \(-1\).

**Proof.** We will show that \(\text{var}_A[(2, 1)_r]\) is distinct for all \(r\). Denote the \(i^{\text{th}}\) entry of the cluster \(c_A[(2, 1)_r]\) by \(x_i^{(j)}\). These cluster variables are rational functions in \(x_1, x_2\) and \(x_3\) and we will evaluate them at \((1, 1, 1)\). We claim that \(x_1^{(j)|_{(1,1,1)}}\) and \(x_2^{(j)|_{(1,1,1)}}\) are strictly increasing in \(j\). To simplify notation we will write \(f(x_1, x_2, x_3) > g(x_1, x_2, x_3)\) to mean \(f(x_1, x_2, x_3)|(1,1,1) > g(x_1, x_2, x_3)|(1,1,1)\), for rational functions \(f\) and \(g\). It is easy to show that \(A[(2, 1)_r] = \pm A\), so we have the following exchange relations for all \(j\):

\[
x_1^{(j+1)} = \frac{(x_2^{(j)})^2 + x_3}{x_1^{(j)}},
\]

\[
x_2^{(j+1)} = \frac{(x_1^{(j+1)})^2 + x_3}{x_2^{(j)}}.
\]

The claim will follow by induction. For the base case, note \(c_A[(2, 1)]|(1,1,1) = (2, 5, 1)\) and \(c_A[(2, 1)]|(1,1,1) = (13, 34, 1)\). For the induction hypothesis assume

\[
x_2^{(j)} > x_1^{(j)},
\]

(4.2.3)

(which implies \((x_1^{(j+1)})/x_1^{(j)} > 1\), and

\[
x_1^{(j+1)} > x_2^{(j)},
\]

(4.2.4)

(which implies \((x_2^{(j+1)})/x_2^{(j)} > 1\). We wish to show (4.2.3) and (4.2.4) for \(j + 1\). First, using (4.2.4), we have

\[
x_2^{(j+1)} = \frac{(x_1^{(j+1)})^2 + x_3}{x_2^{(j)} } = x_1^{(j+1)} \frac{x_1^{(j+1)}}{x_2^{(j)}} + \frac{x_3}{x_2^{(j)}} > x_1^{(j+1)}.
\]

(4.2.5)

Now, using (4.2.5),

\[
x_1^{(j+2)} = \frac{(x_2^{(j+1)})^2 + x_4}{x_1^{(j+1)}} = x_2^{(j+1)} \frac{x_2^{(j+1)}}{x_1^{(j+1)}} + \frac{x_3}{x_1^{(j+1)}} > x_2^{(j+1)}.
\]

(4.2.6)
Thus, we have our result for \( j + 1 \). Now since \( x_1^{(j)} |_{(1,1,1)} \) and \( x_2^{(j)} |_{(1,1,1)} \) are strictly increasing in \( j \), \( x_1^{(j)} \) and \( x_2^{(j)} \) must be distinct for all \( j \).

Now, since \( \deg \cdot \text{var}_A[(2,1)_r] = 1 \) for all \( r \), we have infinitely many variables of degree 1.

Next, note that \( \deg \cdot \text{var}_A[3, (2,1)_r] = -1 \) for all \( r \). To find infinitely many variables of degree \(-1\), let \( x_3^{(j)} = \text{var}[3, (2,1)^j] \); we will show \( x_3^{(j)} |_{(1,1,1)} \) is strictly increasing in \( j \). We have \( x_3^{(j)} = \frac{x_1^{(j)} + x_2^{(j)}}{x_3} \), so since we have shown that \( x_1^{(j)} |_{(1,1,1)} \) and \( x_2^{(j)} |_{(1,1,1)} \) are strictly increasing in \( j \), this is also the case for \( x_3^{(j)} |_{(1,1,1)} \). Thus there are infinitely many variables of degree \(-1\).

In the proof above, we have shown that cluster variables are distinct by considering their numerators. In future, we will usually instead use the more efficient method of considering their denominators via denominator vectors.

To complete the classification for \( A\left((x_1, x_2, x_3), \left(\begin{smallmatrix} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right), (1, 1, 2)\right) \) it remains to prove that there is just one variable each in degrees 2 and \(-2\). For this we make use of Example 7.8 of [11]. Here, the authors consider the cluster algebra generated by the matrix \( \left(\begin{smallmatrix} 0 & 1 & 1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right) \) and show that the corresponding exchange graph is given by Figure 4.2. In this graph, the initial cluster at vertex \( t_0 \) is \((y_1, y_2, y_3)\) and the cluster at a general vertex is given (up to permutation) by the three variables in the three regions adjacent to the vertex.

**Proposition 4.2.3.** \( A\left((x_1, x_2, x_3), \left(\begin{smallmatrix} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right), (1, 1, 2)\right) \) has exactly one variable of degree 2 and one variable of degree \(-2\).

**Proof.** Since, up to essential equivalence, the degree seed \( \left(\begin{smallmatrix} 1 & 1 & 2 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right) \) is mutation equivalent to \( \left(\begin{smallmatrix} 0 & 1 & 1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right) \) (which can be inferred from Figure 4.1), any results concerning the behaviour of the grading on \( A\left((x_1, x_2, x_3), \left(\begin{smallmatrix} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right), (1, 1, 2)\right) \) may alternatively be obtained by considering the grading on \( A\left((y_1, y_2, y_3), \left(\begin{smallmatrix} 0 & 1 & 1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right), (1, -1, 1)\right) \). Thus it will now be enough to show that the latter graded cluster algebra has just one variable each in degrees 2 and \(-2\). Referring again to the example in [11], we have the following exchange relations for the cluster variables in \( A\left((y_1, y_2, y_3), \left(\begin{smallmatrix} 0 & 1 & 1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{smallmatrix}\right), (1, -1, 1)\right) \) for all \( m \in \mathbb{Z} \):
From these equations we may recursively calculate the degrees of all the cluster variables in $A\left((y_1, y_2, y_3), \left(\begin{smallmatrix} 0 & 1 & 0 \\ -1 & 1 & 0 \\ -1 & -1 & 0 \end{smallmatrix}\right), (1, -1, 1)\right)$. To start, we have $w = \text{var}[2] = \frac{y_m + y_{m+1}}{y_2}$, which has degree 2. (We know that $w$ is obtained by mutation of the initial cluster in direction 2 since the corresponding cluster is obtained by replacing the second element of the initial cluster, $y_2$, by $w$.) Similarly we find that the variable $z$ has degree $-2$. Now we just need to check that these are the only such variables.

By (4.2.8) we have $y_1y_5 = y_3^2 + w$, so $y_5$ has degree 1. Then by (4.2.7), $wy_4 = y_3 + y_5$, so $y_4$ has degree $-1$. By (4.2.10), $y_2y_6 = y_4^2 + z$, so $y_6$ also has degree $-1$. Similarly we find deg($y_7$) = 1, deg($y_8$) = $-1$ and deg($y_9$) = 1. This is now enough to infer that deg($y_{2m}$) = $-1$ and deg($y_{2m+1}$) = 1 for all $m$. Therefore $w$ is the only cluster variable of degree 2 and $z$ the only variable of degree $-2$.

**Corollary 4.2.4.** $A\left((x_1, x_2, x_3), \left(\begin{smallmatrix} 0 & 2 & -1 \\ -2 & 0 & 1 \\ -1 & -1 & 0 \end{smallmatrix}\right), (1, 1, 2)\right)$ is of mixed type. The occurring degrees are $\pm 1$ and $\pm 2$. The graded cluster algebra has one variable each in degrees 2 and $-2$ and infinitely many variables each in degrees 1 and $-1$. The grading is also balanced.

![Diagram](image-url)

**Figure 4.2:** [11, Figure 4.]
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4.3 Mutation-cyclic and mutation-acyclic matrices

According to Table 4.1, we will need to be able to determine whether a given $3 \times 3$ matrix is mutation-cyclic or not. In this section we give a simple algorithm that allows us to do this. We also prove that (excluding the singular cyclic case) mutation-cyclic matrices give rise to graded cluster algebras with finitely many variables in each degree.

At this stage we should mention [1], which is concerned with parametrising and testing for $3 \times 3$ mutation-cyclic matrices, and covers some of the same material that we are about to. While the results in this section were not derived from [1], some can be. In particular, Algorithm 4.3.3 is very similar in spirit to the algorithm in Section 2.5 of [1], which detects whether an input matrix is mutation-cyclic. However, in general we treat the material from a slightly different perspective.

Algorithm 4.3.3 is motivated by the observation that, when mutating a matrix

$$A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ -c & -b & 0 \end{pmatrix}, \quad a \geq b \geq c \geq 2$$

(and then rearranging to standard form), there is only one chance to obtain a matrix of the same form but with smaller absolute values for the new values corresponding to the $b$ or $c$ entries: if this does not happen when we mutate in direction 3, it can never happen, and therefore $A$ must be mutation-cyclic. For this reason, we use the slightly weaker condition of $bc - a \geq b$ (rather than $bc - a \geq a$, as used in [1]) to detect whether a matrix is mutation-cyclic during our algorithm. This allows the possibility of detecting the property a step earlier but means we may have to perform an additional mutation if we want to obtain a *minimal* mutation-cyclic matrix. In addition to detecting mutation-cyclicly, Algorithm 4.3.3 gives an output that is a standard representative for the mutation class of $A$. (The algorithm in [1] gives the same output if $A$ is mutation-cyclic, but does not necessarily otherwise.) This lets us determine whether two matrices are mutation equivalent and tells us where in Table 4.1 an input matrix should be placed. In particular, for any input matrix, it tells us the classification of the corresponding graded cluster algebra (modulo the conjecture about the singular cyclic cases). If the matrix is mutation-acyclic, our output also tells us which case (i.e. which of (4.4.5)–(4.4.9)—see the next section) its mutation class falls into.

The idea at the heart of both algorithms is very simple: if the input matrix $A$ is not a fork (defined in the next section), it is not mutation-cyclic, and if it is a fork, we repeatedly mutate at the point of return until we get either a “minimal fork”, which means $A$ is mutation-cyclic, or a matrix that is not a fork, which
means $A$ is mutation-acyclic.

Finally, if the mutation class of $A$ does not need to be determined, [2] gives a condition that allows us to read off whether $A$ is mutation-cyclic or not from its entries.

**Theorem 4.3.1** ([2, Theorem 1.2]). Let $A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}$ with $a, b, c \in \mathbb{N}_0$. $A$ is mutation-cyclic if and only if $a, b, c \geq 2$ and $C(a, b, c) \leq 4$, where

$$C(a, b, c) := a^2 + b^2 + c^2 - abc$$

(4.3.1)

is the Markov constant of the triple $(a, b, c)$.

**Remark 4.3.2.** Note the following fact about mutation of a degree seed of the form

$$\left((b, c, a), \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}\right),$$

(4.3.2)

with $a \geq b \geq c \geq 2$. We have

$$\text{deg} \cdot \text{sd}_A[1] = \left((ca - b, c, a), \begin{pmatrix} 0 & -a & c \\ a & 0 & -(ca - b) \\ -c & ca - b & 0 \end{pmatrix}\right)$$

(4.3.3)

$$\equiv \left((a, c, ca - b), \begin{pmatrix} 0 & c & -a \\ -ca & 0 & a \\ c & -a & 0 \end{pmatrix}\right),$$

(4.3.4)

where $ca - b \geq a \geq c$, and

$$\text{deg} \cdot \text{sd}_A[2] = \left((b, ab - c, a), \begin{pmatrix} 0 & -a & ab - c \\ a & 0 & -b \\ -ab & b & 0 \end{pmatrix}\right)$$

(4.3.5)

$$\equiv \left((a, b, ab - c), \begin{pmatrix} 0 & ab - c & -b \\ -ab & 0 & a \\ b & -a & 0 \end{pmatrix}\right),$$

(4.3.6)

where $ab - c \geq a \geq b$. So mutation of $\left((b, c, a), \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}\right)$ in directions 1 and 2 yields a degree seed essentially equivalent to one of the same form and a degree at least as large as $a$ (and strictly larger if $c \geq 3$). However, we have

$$\text{deg} \cdot \text{sd}_A[3] = \left((c, b, bc - a), -\begin{pmatrix} 0 & (bc - a) & -c \\ -bc & 0 & b \\ c & -b & 0 \end{pmatrix}\right),$$

(4.3.7)

which may not be equivalent to a degree seed of the same form (if $bc - a \leq 1$).

**Algorithm 4.3.3.** Take as input any $3 \times 3$ skew-symmetric matrix $A$. Assume $A$ is in standard form; if it is not, perform the algorithm on $A^o$ instead. Write $A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}$ with $a, b, c \in \mathbb{Z}$ such that $|a| \geq |b| \geq |c| \geq 0$.

1. Set the counter $i$ to the value 1. Let $A_1 = A$. If $a \geq b \geq c \geq 2$ and $bc - a \geq b$ then say that $A$ has passed the algorithm and go to Step 4. (Note if $c = 2$ that $bc - a \geq b$ means $a = b$.) Next, if any of the columns of $A$ are sign-coherent or if $c \leq 2$, say that $A$ has failed and go to Step 4.
2. If there exists a matrix essentially equivalent to \((A_i)_{3 \times 3}\) which is of the form 
\[
\begin{pmatrix}
0 & d & -f \\
-d & 0 & -e \\
f & -e & 0
\end{pmatrix},
\]
where \(d \geq e \geq f \geq 2\), then let \(A_{i+1}\) be such a matrix. If not, then 
say that \(A\) has failed and go to Step 4. Now, if \(f \geq 3\) and \(ef - d \geq e\), then say 
that \(A\) has passed and go to Step 4. If \(f = 2\), say that \(A\) has passed if \(d = e\) 
and failed if \(d > e\), and go to Step 4.

3. Increment the counter \(i\) by 1 and repeat Step 2. (Note that we reach this step 
if \(f \geq 3\) but \(ef - d < e\).)

4. Define the output of the algorithm, which we will denote \(m(A)\), as follows. If 
\(A\) passed the algorithm and \(ef - d \geq d\), \(m(A)\) is the matrix \(A_i\) computed most 
recently. If \(A\) passed and \(ef - d < d\), \(m(A) := (A_i)_{3 \times 3}\). Otherwise, continue 
computing \(A_i\) for higher values of \(i\) in the same way as above until we find \(k\) such 
that \(A_k\) is acyclic (we will show later that this must eventually happen—see 
the proofs of Lemma 4.3.13 and Lemma 4.3.14). Then \(m(A) := A_k\).

Let us first check that this algorithm terminates after finitely many steps. As 
noted, once the algorithm reaches Step 4, we can conclude it will terminate, so we 
just need to check that \(A\) passes or fails in a finite number of iterations. Suppose 
it does not pass or fail in Step 1 and does not fail in Step 2 when \(i = 1\). Consider 
\(A_2 := \begin{pmatrix} 0 & d & -f \\ -d & 0 & -e \\ f & -e & 0 \end{pmatrix}\). Since \(A_1\) did not satisfy \(bc - a \geq b\), we must have \(d = b\) and 
either \(e < b\) or \(f < c\) (i.e. mutation in direction 3 has produced a degree strictly 
smaller than \(b\)). So each of the subdiagonal entries of \(A_2\) is no larger in absolute 
value than the corresponding entry of \(A_1\), and at least one is strictly smaller. Now 
\(A_2\) will either pass the algorithm or \(A_3\) must have some strictly smaller entry than 
\(A_2\) (provided \(A_3\) exists—if not, \(A\) fails). Continuing in this way, either \(A\) must 
pass after computing (or showing there is no) \(A_i\) for some \(i\), or we must eventually 
obtain a matrix in which at least one entry strictly smaller than than 3, at which 
point we can immediately determine whether \(A\) passes or fails.

**Definition 4.3.4.** We will call the output \(m(A)\) of Algorithm 4.3.3 a minimal 
mutable representative of \(A\), denoted \(m(A)\).

**Remark 4.3.5.** Algorithm 4.3.3 allows us to determine if any two \(3 \times 3\) skew-
symmetric matrices are in the same mutation class as follows. We will see below 
that \(m(A)\) is unique up to essential equivalence if \(A\) passes the algorithm. If 
it fails the algorithm, there may be up to three minimal representatives, up to 
equivalence. (However, all will share the same set of entries.) In this case, it easy 
to work out all the representatives of \(m(A)\) (c.f. Equations 4.4.2–4.4.4 in the next 
section).
Algorithm 4.3.3 tests whether $A$ is mutation-cyclic: we will show below that $A$ fails the algorithm if and only if it is mutation-acyclic.

**Definition 4.3.6.** Let $A = \pm \left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$ be a $3 \times 3$ skew-symmetric matrix. We will call $A$ c-cyclic if $a \geq b \geq c \geq 1$ and cyclic-preserving if it is c-cyclic with $bc - a \geq b$. We will also call a matrix $B$ essentially c-cyclic or essentially cyclic-preserving if $B^o$ is c-cyclic or cyclic-preserving, respectively.

Note $A$ cannot be cyclic-preserving if $c = 1$, and if $c = 2$, $A$ is cyclic-preserving if and only if $a = b$.

**Lemma 4.3.7.**

(i) If $A^o$ passes Algorithm 4.3.3 then we may write $m(A) := \left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$ for some $a \geq b \geq c \geq 2$ and we have that $m(A)$ is cyclic-preserving.

(ii) If $A$ is cyclic-preserving then either $A = m(A)$ or $A[3] = m(A)$ and if it is essentially cyclic-preserving then either $A^o = m(A)$ or $A^o[3] = m(A)$.

**Proof.** This is immediate considering any of the possible forms of $A_n$ that are required in order that $A$ passes the algorithm.

**Lemma 4.3.8.** Let $A$ be c-cyclic where $c \geq 2$ and let $i \in \{1, 2\}$. Let $\sigma$ be such that $A[i] \equiv \sigma((A[i])^o)$. If $c \geq 3$ or $c = 2$ and $a > b$, then $\sigma$ is uniquely determined and $\sigma(i) = 3$. If $c = 2$ and $a = b$, then $\sigma$ can be chosen such that $\sigma(i) = 3$.

**Proof.** This follows by considering (4.3.4–4.3.7) at the beginning of this subsection.

**Lemma 4.3.9.** If $A$ is c-cyclic with $c \geq 2$ then $(A[i])^o$ and $(A[2])^o$ are d-cyclic, where $d \geq c$. If $c > 2$ or $a > b$ (i.e. if $A$ is not the singular cyclic case) then $d > c$.

**Proof.** This follows from the forms of (4.3.4–4.3.6).

**Corollary 4.3.10.** Suppose $A$ is c-cyclic with $c \geq 2$. Let $\tilde{p}$ be a mutation path without repetitions such that $p_1 = 1$ or $p_1 = 2$ and suppose $\tilde{p}'$ is either a rooted proper subpath of $\tilde{p}$ or the empty path. Then $(A[\tilde{p}])^o$ is d-cyclic, where $d \geq c$, and $(A[\tilde{p}'])^o$ is $d'$-cyclic with $d \geq d' \geq c$.

Suppose further that $c > 2$ or $a > b$ (where $A = \left( \begin{array}{ccc} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{array} \right)$). Then $(A[\tilde{p}'])^o$ is $d'$-cyclic with $d > d' \geq c$. 
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Proof. Assume without loss that $p_1 = 1$. By Lemma 4.3.9, $(A_{r[1]})^\circ$ is $d$-cyclic with $d \geq c$. Let $\delta$ be such that $A_{r[1]} = \delta((A_{r[1]})^\circ)$ and $\delta(p_1) = 3$; such a permutation exists by Lemma 4.3.8. This serves as a base case.

Let $[p(r)]$ denote the rooted subpath of $p$ of length $r$. Assume for induction there exists an $m$-cyclic matrix $C$ which is essentially equivalent to $A_{[p(r)]}$ and write $A_{[p(r)]} = \rho(C)$. Assume also that $\rho$ is such that $\rho(p_r) = 3$. Now mutating in direction $p_{r+1}$ we obtain,

$$A_{[p(r+1)]} = (\rho(C))_{[p_{r+1}]} = \rho(C_{[\rho(p_{r+1})]}),$$

(4.3.8)

using Part (a) of Lemma 2.1.27 for the second equality. Now since we know $\rho(p_{r+1}) \neq 3$ (otherwise $[p]$ must contain repetitions of direction), $(C_{[\rho(p_{r+1})]})^\circ$ is $m$-cyclic, where $m \geq n$, by Lemma 4.3.9. But $(C_{[\rho(p_{r+1})]})^\circ$ is essentially equivalent to $C_{[\rho(p_{r+1})]}$, say $C_{[\rho(p_{r+1})]} = \sigma((C_{[\rho(p_{r+1})]})^\circ)$. So we have

$$A_{[p(r+1)]} = \rho(\sigma((C_{[\rho(p_{r+1})]})^\circ)) = \rho(\sigma(C')), \quad (4.3.9)$$

where $C' := (C_{[\rho(p_{r+1})]})^\circ$. This shows that $(A_{[p(r+1)]})^\circ$ is $m$-cyclic. By Lemma 2.1.24, we may write $A_{[p(r+1)]} = (\sigma \rho)(C')$. Finally, since $C'$ is $m$-cyclic, we know by Lemma 4.3.8 that (\sigma can be chosen such that) $\sigma(\rho(p_{r+1})) = (\sigma \rho)(p_{r+1}) = 3$.

For the second part we use Lemma 4.3.9 again: if $c > 2$, we may replace the inequalities involving $c, d, n$ and $m$ above by strict inequalities. We may do the same also if $a > b$, since, after mutation, this property is preserved for the corresponding entries of the mutated matrix (once re-arranged into standard form).

A cyclic-preserving matrix is no more than one mutation away from being a “minimal” mutation-cyclic matrix, in the following sense.

**Proposition 4.3.11.** Suppose $A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}$ is $c$-cyclic and cyclic-preserving. Let $[p]$ be any mutation path without repetitions and suppose $[p']$ is either a rooted proper subpath of $[p]$ or the empty path. Then $(A_{[p]})^\circ$ is $d$-cyclic with $d \geq c$, and $(A_{[p']})^\circ$ is $d'$-cyclic with $d \geq d' \geq c$. In particular, $A$ is mutation-cyclic.

Suppose further that $l(p) \geq 2$ or $p_1 \neq 3$. If we also have $c > 2$ or $a > b$, then $(A_{[p']})^\circ$ is $d'$-cyclic with $d \geq d' \geq c$.

**Proof.** If $[p]$ starts with direction 1 or 2 then the result holds by Corollary 4.3.10. Suppose $p_1 = 3$. We have $A_{[3]} = \begin{pmatrix} 0 & -(bc-a) & c \\ (bc-a) & 0 & -b \\ -c & b & 0 \end{pmatrix}$. But $bc - a \geq b$ as $A$ is cyclic-preserving, so $A_{[3]}$ is $c$-cyclic. We now need to show that $((A_{[3]})_{[p']})^\circ$ is $d'$-cyclic, where $[q']$ is the subpath obtained by deleting the first mutation in $[p]$ (i.e. its
rightmost entry, \( p_1 \)). This is indeed the case, by Corollary 4.3.10, since the first mutation in \([q']\) is either direction 1 or 2.

For the strict inequality, suppose \( c > 2 \) or \( a > b \). If \( p_1 = 1 \) or 2 then the result holds by Corollary 4.3.10 again. Assume \( p_1 = 3 \) and \( l([p]) \geq 2 \). We have that the inequality corresponding to \( bc - a > b \) holds in \((A_{[3]})^\circ\). Thus, to obtain \((A_{[p]})^\circ\), we are now mutating a \( c \)-cyclic matrix of the form

\[
\begin{pmatrix}
0 & a & -c \\
-a & 0 & b \\
c & -b & 0
\end{pmatrix}
\]

with \( d > a \) (or \( c > 2 \)) along a path that does not start with 3. Therefore by Corollary 4.3.10, \((A_{[p]})^\circ\) is \( d \)-cyclic with \( d > c \).

We list a few results which tell us whether certain matrices are mutation-cyclic or mutation-acyclic.

**Lemma 4.3.12.** Let \( A = \begin{pmatrix} 0 & a & -c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix} \) with \( a \geq b \geq c \geq 3 \) and \( bc - a > b \). Then \( A \) is mutation-cyclic.

**Proof.** Since \( A \) is \( c \)-cyclic and cyclic-preserving, this holds by Proposition 4.3.11.

**Lemma 4.3.13.** Let \( A = \begin{pmatrix} 0 & a & -1 \\ -a & 0 & b \\ 1 & -b & 0 \end{pmatrix} \) with \( a \geq b \geq 1 \). Then \( A \) is mutation-acyclic.

**Proof.** We have \( A_{[3]} = \begin{pmatrix} 0 & -(b-a) & c \\ (b-a) & 0 & -b \\ -c & b & 0 \end{pmatrix} \) which is acyclic since \( b - a \leq 0 \).

**Lemma 4.3.14.** Let \( A = \begin{pmatrix} 0 & a & -2 \\ -a & 0 & b \\ 2 & -b & 0 \end{pmatrix} \) with \( a \geq b \geq 2 \). Then \( A \) is mutation-cyclic if and only if \( a = b \).

**Proof.** If \( a = b \) then \( A \) is 2-cyclic and cyclic-preserving. Then the result holds by Proposition 4.3.11.

Suppose \( a > b \). In this case, we can infer that \( A \) is mutation-acyclic using Theorem 4.3.1. However, we will give an alternative proof that shows how to directly mutate \( A \) to obtain an acyclic matrix (which we wish to be able to do for part 4. of Algorithm 4.3.3). We have \( A_{[3]} = \begin{pmatrix} 0 & -(2b-a) & 2 \\ 0 & 0 & -b \\ (2b-a) & 0 & b \end{pmatrix} \). Three cases can occur. If \( 2b - a \leq 0 \), then \( A_{[3]} \) is acyclic as it has a (weakly) sign-coherent column. If \( 2b - a = 1 \), then \( A_{[3]} \sim \begin{pmatrix} 0 & -b & 1 \\ b & 0 & -2 \\ -1 & 2 & 0 \end{pmatrix} \), which is mutation-acyclic by Lemma 4.3.13. If \( 2b - a \geq 2 \) then

\[
(A_{[3]})^\circ = \begin{pmatrix} 0 & b & -2 \\ -b & 0 & (2b-a) \\ 2 & -(2b-a) & 0 \end{pmatrix} =: \begin{pmatrix} 0 & a(1) & -2 \\ -a(1) & 0 & b(1) \\ 2 & -(b(1)) & 0 \end{pmatrix} =: A^{(1)},
\]

where \( a^{(1)} > b^{(1)} \). We have strict inequality here since \( a \neq b \). This matrix has the same form as \( A \), but \( a^{(1)} < a \) and \( b^{(1)} < b \). Next consider \((A^{(1)})_{[3]} = \)
\[
\begin{pmatrix}
0 & b^{(1)} \\
-b^{(1)} & 0 \\
2 & -(2b^{(1)}-a^{(1)}) \\
2 & -2 (2b^{(1)}-a^{(1)}) \\
2 & 0
\end{pmatrix}
\]. This matrix is either immediately seen to be mutation-acyclic, in the same way as above, or \(2b^{(1)} - a^{(1)} \geq 2\). Then
\[
((A^{(1)})[3])^0 = \begin{pmatrix}
0 & -b^{(1)} & 2 \\
-b^{(1)} & 0 & -(2b^{(1)}-a^{(1)}) \\
2 & -(2b^{(1)}-a^{(1)}) & 0 \\
-2 & 2 & -b^{(2)} & 0
\end{pmatrix} =: \begin{pmatrix}
0 & a^{(2)} & -2 \\
-a^{(2)} & 0 & b^{(2)} \\
0 & -2 & 0
\end{pmatrix},
\]
where \(a^{(2)} > b^{(2)}\). Continuing this process, we must eventually have \(2b^{(n)} - a^{(n)} \leq 1\) for some \(n\), at which point we may conclude that \(A\) is mutation-acyclic.

**Proposition 4.3.15.** An input matrix \(A\) passes Algorithm 4.3.3 if and only if it is mutation-cyclic.

**Proof.** Suppose \(A\) passes the algorithm. Then \(A\) is essentially mutation equivalent to \(\begin{pmatrix}
d & -f \\
f & e \\
d & e
\end{pmatrix}\) where either \(d \geq e \geq f \geq 3\) and \(ef - d \geq e\), or \(f = 2\) and \(d = c\). In the first case \(A\) must then be mutation-cyclic by Lemma 4.3.12 and in the second it must be mutation-cyclic by Lemma 4.3.14.

Suppose \(A\) fails. Then \(A\) is essentially mutation equivalent to a matrix which either has some sign-coherent column or is of the form \(\begin{pmatrix}
d & -f \\
-f & e \\
d & e
\end{pmatrix}\) where \(d > e \geq 2\). In the first case \(A\) is essentially mutation equivalent to an acyclic matrix and in the second it must be mutation-acyclic by Lemma 4.3.14.

Now we apply the above to graded cluster algebras generated by mutation-cyclic matrices.

**Theorem 4.3.16.** Let \(A\) be mutation-cyclic. Let \(m(A) = \begin{pmatrix}
a & -c \\
c & -b \\
0 & b
\end{pmatrix}\) and suppose \(c > 2\) (i.e. that \(m(A)\) is not a singular cyclic matrix). Then the graded cluster algebra arising from \(A\) has finitely many variables in each occurring degree. We also have that the grading is not balanced.

**Proof.** Since \(m(A)\) is essentially mutation equivalent to \(A\), it is enough to consider \(\mathcal{A}((x_1, x_2, x_3), m(A), (b, c, a))\). Since \(A\) is mutation-cyclic, it passes Algorithm 4.3.3 by Proposition 4.3.15. Then \(m(A)\) is \(c\)-cyclic-preserving by Lemma 4.3.7. Let \([p]\) be a mutation path of length \(n \geq 1\). Then, as \(c > 2\), the second part of Proposition 4.3.15 implies we must have \(\deg_{m(A)}[p] > n\), since \(\deg_{m(A)}[p]\) is bounded below by the smallest entry of \(m(A)[p]\). Thus, there are only finitely many possible mutation paths that can result in any given degree, and so there are only finitely many possible cluster variables of that degree.

The grading is clearly not balanced since all occurring degrees are positive.
4.4 Cluster algebras generated by mutation-infinite acyclic matrices

Gradings on cluster algebras generated by mutation-infinite $3 \times 3$ skew-symmetric acyclic matrices all have the property that there are infinitely many variables in each occurring degree. A reason why one may expect this behaviour is the following: cluster algebras associated with such acyclic matrices have a special mutation sequence which gives rise to infinitely many seeds that are not equal (or essentially equivalent) to the initial seed, but whose corresponding degree seeds are. Given any degree, there exists a mutation path applied to the initial seed which results in a cluster variable of this degree. But then (accounting for essential equivalence) the same mutation path applied to each of these different seeds gives us infinitely many different ways of obtaining variables of this degree. The purpose of this section is to prove that the variables we obtain in this way are in fact all distinct.

This turns out to be nontrivial, and we rely on a property of the exchange graphs of acyclic cluster algebras in order to prove our result. All such exchange graphs have been identified by Warkentin in Chapter 10 of [28]. The following theorem is the crucial property we need for our result. It appears in [15] as Conjecture 3.47, but is proved in our setting, for acyclic matrices, in [6, Corollary 3].

**Theorem 4.4.1.** Let $\mathcal{A}$ be a cluster algebra arising from a mutation-acyclic matrix. For any cluster variable $x$ in $\mathcal{A}$, the seeds whose clusters contain $x$ form a connected subgraph of the exchange graph.

We will show that certain variables are distinct by showing that they define different subgraphs, or regions, of the exchange graph.

**Definition 4.4.2.** Let $x$ be a cluster variable in a cluster algebra $\mathcal{A}$. Call the subgraph of $\Gamma(\mathcal{A})$ formed by the set of seeds whose clusters contain $x$ the region defined by $x$, denoted by $R(x)$.

By Theorem 4.4.1, if $\mathcal{A}$ is a (mutation-)acyclic matrix and $\mathcal{A} = \mathcal{A}(x, A)$, then $R(x)$ is connected for each cluster variable $x$ in $\mathcal{A}$.

It is clear that the regions of $\mathcal{A}$ are in bijection with the cluster variables. We also have that, in acyclic cluster algebras of rank 3, a region must either be a loop (or polygon) or an infinite line of vertices. We may see this as follows. If a region $R(x)$ is not a loop then let $t_1$ be a vertex of $R(x)$ and let $L$ be the list of
vertices encountered so far, initially containing only \( t_1 \). Exactly two of the vertices connected to \( t_1 \), say \( t_2 \) and \( t_3 \), are also in \( R(x) \), since mutation in exactly two out of three possible directions does not replace \( x \). Now add \( t_2 \) and \( t_3 \) to the list \( L \). Then exactly two of the neighbours of \( t_2 \) and \( t_3 \) must also be in \( R(x) \), and since \( R(x) \) is not a loop, these new vertices must not already be in \( L \). (To be precise, this is only true if \( R(x) \) contains no loops, rather than is not a loop, but it is clear that \( R(x) \) must be a loop if it contains one.) Continuing in this way, we see that \( R(x) \) is an infinite line.

Let us fix a representative for our acyclic matrices, to which we may restrict our attention. We will assume any such matrix is of the form

\[
A = \begin{pmatrix} 0 & -a & -c \\ a & 0 & -b \\ c & b & 0 \end{pmatrix},
\]

with \( a \geq b \geq c \geq 0 \). We may assume \(|a| \geq |b| \geq |c| \) because of essential equivalence; if \( A \) does not satisfy this to begin with, we can always permute its entries to get an essentially equivalent matrix for which this will be the case. Now note the mutation equivalence

\[
A_{[1]} = \begin{pmatrix} 0 & a & c \\ -a & 0 & -b \\ c & b & 0 \end{pmatrix},
\]

\[
A_{[2,1]} = \begin{pmatrix} 0 & -a & c \\ a & 0 & -b \\ -c & b & 0 \end{pmatrix},
\]

and

\[
A_{[3,2,1]} = A,
\]

which shows that if any of \( a, b, c \) are negative, we can mutate \( A \) to make them all positive (or at least all of the same sign, in which case we can then negate the whole matrix). Thus we can also assume that \( a, b \) and \( c \) are non-negative. This choice of representative is the same as that in [28].

The exchange graphs we will consider are made up of two main elements: a series of infinite 2-trees and a “floor” of varying complexity, to which each 2-tree is attached by another edge. We wish to be able to formally distinguish between these two components of the graph. The following definition helps with this. It is made in Chapter 2 of [28].

**Definition 4.4.3.** Let \( Q \) be the quiver corresponding to an \( n \times n \) skew-symmetric matrix. \( Q \), or its corresponding matrix, is called a fork if it is not acyclic, \(|q_{jk}| \geq 2\) for all \( j \neq k \), and there is a vertex \( r \) called the point of return such that

1. For all \( i \in Q^-(r) \) and \( j \in Q^+(r) \) we have \( q_{ji} > q_{ir} \) and \( q_{ji} > q_{rj} \), and

2. \( Q^-(r) \) and \( Q^+(r) \) are acyclic,
where $Q^+(r)$ (resp. $Q^{-}(r)$) is the full subquiver of $Q$ induced by all vertices with an incoming arrow from $r$ (resp. outgoing arrow to $r$).

The property of forks that is relevant to us is that mutation of the corresponding matrix in any direction excluding that of the point of return gives rise to another “larger” fork. In the exchange graphs we are considering, forks are found at the base of each of the infinite 2-trees (see [28], Lemma 2.8) that make up one component of a graph.

**Definition 4.4.4.** We will say a vertex of an exchange graph $\Gamma$ is in the canopy of $\Gamma$ if the associated matrix is a fork, otherwise we will say it is in the floor. Given a vertex $t$ in the canopy of $\Gamma$, there is a unique path of shortest length connecting $t$ to a vertex $t'$ which is in the floor of $\Gamma$. We will call the infinite 2-tree of which $t$ is a vertex the branch of $\Gamma$ associated with $t'$.

If $(\bar{x}, A)$ is a seed where $A$ is a fork with point of return $r$, then we know that part of the exchange graph looks as in the following figure, where the dotted (but not dashed) lines represent an infinite continuation of the 2-tree.

![Figure 4.3](image)

We will depict such a seed corresponding to a fork along with the associated infinite 2-tree by a rectangle as in the following.

![Figure 4.4](image)

It turns out that there are five cases of acyclic matrices 
\[
\begin{pmatrix}
0 & -a & -c \\
a & 0 & -b \\
c & b & 0
\end{pmatrix}
\] which we
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will need to consider:

\[ a, b, c \geq 2, \quad (4.4.5) \]
\[ a, b \geq 2, \ c = 1, \quad (4.4.6) \]
\[ a \geq 2, \ b = c = 1, \quad (4.4.7) \]
\[ a, b \geq 2, \ c = 0, \quad (4.4.8) \]
\[ a \geq 2, \ b = 1, \ c = 0. \quad (4.4.9) \]

Any other cases correspond to finite type cluster algebras, matrices of the form 
\[
\begin{pmatrix}
0 & a & 0 \\
-a & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
or the mixed case 
\[
\begin{pmatrix}
0 & -1 & -1 \\
1 & 0 & -1 \\
1 & 1 & 0
\end{pmatrix}
\]
which was considered in Section 4.2.

As mentioned above, these acyclic matrices have a special mutation path which produces equal degree seeds.

**Lemma 4.4.5.** Let \( A \) be one of the matrices in the above list. Then

\[ \deg . \text{sd}\[(3, 2, 1)^n]\ (x, A) = (- \deg(x), A), \]

and so

\[ \deg . \text{sd}\[(3, 2, 1)^{2n}]\ (x, A) = (\deg(x), A). \]

**Proof.** Noting that (up to sign and scaling) the grading vector is \((b, -c, a)\) and using Lemma 4.1.6, this follows immediately from direct computation of the case for \( n = 1 \) (which we have already done by Equations 4.4.2–4.4.4).

**Remark 4.4.6.** We could alternatively have used the path \([1, 2, 3]\) in Lemma 4.4.5 above, which does the same thing in the “opposite” direction. In fact, starting from the initial seed and mutating along both \([(3, 2, 1)^n]\] and \([(1, 2, 3)^n]\) for all \( n \), we traverse precisely the vertices of the exchange graph that comprise the seeds of the floor containing acyclic matrices. (This idea of traversing the exchange graph will be made more precise when we discuss walks on the exchange graphs below.)

**Remark 4.4.7.** While we do not make use of it in this section, it is not difficult to show that \( d_2(\text{var}_{A}[(3, 2, 1), r]) < d_2(\text{var}_{A}[(3, 2, 1)_r, t+1]) \) for all \( r \geq 1 \) (using the partial order in Definition 2.4.4). In other words, the variables in the clusters obtained under the path in Lemma 4.4.5 “grow” indefinitely and so are distinct for each \( n \).

In all cases, dealing with the infinite 2-trees beginning at a fork can be done in the same way.
Proposition 4.4.8. Let \( A = \begin{pmatrix} 0 & -a & -c \\ a & 0 & -b \\ c & b & 0 \end{pmatrix} \) be a matrix with entries satisfying one of (4.4.5)–(4.4.9). Let \( \mathcal{A}(x, A) \) be the corresponding cluster algebra and \( \Gamma(A) \) the exchange graph. Let \( z \) and \( z' \) be two cluster variables that appear in the seeds of the vertices \( t \) and \( t' \), respectively, and suppose these vertices belong to different branches in \( \Gamma \). Write \( z = \text{var}_{A[p]}(x) \) and \( z' = \text{var}_{A[p']} (x) \) for some minimal length mutation paths \([p]\) and \([p']\) and suppose that \( A[p] \) and \( A[p'] \) are forks (in other words, that \( z \) and \( z' \) are obtained by mutation paths terminating in the canopy). Then \( z \) and \( z' \) are not the same cluster variable.

Proof. Assume without loss of generality that \( t \) occurs in the branch associated with the initial cluster. We just need to show \( R(z) \neq R(z') \). Let \([p]\) be a mutation path of minimal length such that \( \text{var}_{A[p]} (x) = z \). Let \((x_t, B) = \text{sd}_{A[p]}(x) \) be (an equivalence class representative of) the seed associated with \( t \). Then the seed \( \text{sd}_{B[p_t]}(x_t) \) does not contain \( z \). But then since the component of \( \Gamma \) containing \( z \) is connected by Theorem 4.4.1, it must be separate from the component containing \( z' \), as (excluding repeated mutation directions) there is only one path from \( t \) to the initial cluster. Therefore \( z \) and \( z' \) cannot be equal. \( \square \)

Before turning our attention to the vertices in the floor of a graph, we make note of [28, Lemma 7.4] (a restatement of [11, Theorem 7.7] for quivers) which is crucial.

Theorem 4.4.9. Let \( A \) be a skew-symmetric matrix and let \( i \neq j \). Then, starting at the seed \((x, A)\), alternating mutations in directions \( i \) and \( j \) produces a cycle in the corresponding exchange graph if and only if either \( a_{ij} = 0 \) or \( |a_{ij}| = 1 \). The cycle has length 4 in the first case and length 5 in the second.

Our next aim is to prove the following.

Proposition 4.4.10. Let \( A = \begin{pmatrix} 0 & -a & -c \\ a & 0 & -b \\ c & b & 0 \end{pmatrix} \) be a matrix with entries satisfying one of (4.4.5)–(4.4.9). Let \( z \) be a cluster variable in \( \mathcal{A}(x, A) \) such that \( z = \text{var}_{A[p]}(x) \) for some mutation path \([p]\). Suppose that the vertex \( t \in \Gamma(A) \) corresponds to the seed \( \text{sd}_{A[p]}(x) \), and that \( t \) is in the floor of \( \Gamma(A) \). Then, for \( n \geq 1 \), \( z' := \text{var}_{A[p, (3, 2, 1)^{2n}]} (x) \) is not the same cluster variable as \( z \).

We will only need to prove the above for \( n = 1 \); due to the manner in which we prove it for \( n = 1 \), which will use Theorem 4.4.1, the result for all higher values of \( n \) will automatically be implied. We will also make use of Theorem 10.3 of [28], which tells us what the required exchange graphs are. Note since \( A[(3,2,1)^{2n}] = A \), the exchange graph “repeats” every six vertices along the mutation.
path whose corresponding vertices make up this part of the floor of the graph. (In fact, $A_{[(3,2,1),n]} = A$, so it actually repeats every three vertices, but we think of the repetition as over six vertices as we need six mutations to obtain equal degree seeds.) Therefore we may restrict our attention to just one such segment of the graph. We will call the segment containing the initial seed the *initial segment*. We will label vertices $t_i$, with $t_0$ being the vertex corresponding to the initial cluster.

Our argument will proceed as follows. Suppose $z = \var_A[p](x)$ as above. By taking the fixed representative $(x,A)$ for the initial seed at $t_0$ (which we will denote $sd(t_0)$—and similarly for seed representatives at the other vertices), the mutation path $[p]$ identifies a walk and a terminal vertex in $\Gamma$. We may identify such a walk since, although the exchange graph is not labelled with mutation directions, we will still be able to deduce the mutation direction that results in a seed in the same class as that of the required vertex at every step of the walk. So we can identify $z$ in a fixed seed representative at a particular vertex $t_i$ in $\Gamma$. Next we identify the corresponding vertex $t'_i$ for $z'$. We may simply read this off the graph since it corresponds to the mutation path $[p, (3,2,1)^2]$, so, as the graph repeats, it is the end point of the same walk on $\Gamma$ as for $z$ but extended by six vertices along from the initial cluster. We then aim to show that this vertex does not belong to $R(z)$. We will do so by showing that any walk in $\Gamma$ from $t_i$ to $t'_i$ must pass through a vertex whose corresponding cluster no longer contains $z$. Since $R(z)$ is connected by Theorem 4.4.1, this accomplishes our aim and shows $z \neq z'$. As mentioned, this also implies that the same holds for all larger values of $n$: if we take a larger value of $n$ and consider the new corresponding variable $z'$ and vertex $t'_i$, it is clearly still the case that any walk from $t_i$ to $t'_i$ must pass through a vertex whose cluster no longer contains $z$.

Since we have a fixed seed representative for $t_i$, we can superimpose mutation paths onto $\Gamma$ in the same way as above and show that $z$ must be replaced along any walk resulting in a seed in the same equivalence class as that of $t'_i$. We will denote (part of) such a walk as a directed series of labelled arrows highlighted in blue and ending at a blue square vertex (by which we will mean that this vertex no longer belongs to $R(z)$). For the initial vertex $t_0$, we will need to show that each of the three variables in the cluster representative must be replaced at some point in any walk to $t'_0$. In other words, that all three regions adjacent to $t_0$ are distinct from all three regions adjacent to $t'_0$. For other vertices, we will only need to do this for one entry of the corresponding cluster. For example, if a cluster representative at the vertex $t_1$ is obtained by one mutation of the initial cluster at $t_0$, then two of its entries will have already been dealt with in $t_0$, and so only the
new entry needs to be considered.

Let us now apply our method each of the cases (4.4.5)–(4.4.9).

Case 1 (4.4.5). The exchange graph is partially drawn in Figure 4.5. We will show that \( t_0 \) and \( t'_0 \) are in different regions (the proof for \( t_1 \) to \( t_5 \) is essentially the same). This is easy to see since a representative of the seed class at \( t_3 \) is obtainable from the initial seed, \( \text{sd}(t_0) \), by the mutation path \([3, 2, 1]\), and \( \text{cl}_A[3, 2, 1](x) \) no longer contains any of the variables in \( x \). Since any walk from \( t_0 \) to \( t'_0 \) passes through \( t_3 \), we are done.

![Figure 4.5: Case 4.4.5 — part of the exchange graph.](image)

Case 2 (4.4.6). We will use Figure 4.13 to give a detailed explanation of how we deduce the mutation directions in the walks that are superimposed onto the exchange graph and so show that certain vertices are in separate regions. This approach will also be how we proceed in all subsequent cases. Figure 4.13 corresponds to the variable var\([2, 1]\) in \( \text{cl}(t_5) \), the cluster class at vertex \( t_5 \). The other two variables in this cluster, var\([1]\) and \( x_3 \), will have already been dealt with by the time we consider var\([2, 1]\).

We start the case by taking the representative \((x_1, x_2, x_3), A = \begin{pmatrix} 0 & -a & -c \\ a & 0 & -b \\ c & b & 0 \end{pmatrix}\) for the initial seed at vertex \( t_0 \). We need to find the vertex whose seed class contains \( \text{sd}_A[2, 1](x_1, x_2, x_3) \). First note the following: by Theorem 4.4.9, it is clear that mutating the initial seed in direction 1 will produce a seed in the same class as either \( \text{sd}(t_1) \) or \( \text{sd}(t_4) \). Since the exchange graph is “symmetric” about \( t_0 \), we may simply assume that direction 1 corresponds to \( \text{sd}(t_4) \) rather than \( \text{sd}(t_1) \). However, once this choice has been fixed, we will need to use it consistently throughout all diagrams in the case. To obtain a seed in the same class as \( \text{sd}(t_5) \) we must mutate in direction 2, since (again by Theorem 4.4.9) direction 3 keeps us on the pentagon comprising \( R(x_2) \). Therefore \( t_5 \) is the desired vertex. We have now obtained var\([2, 1]\) as the second entry of our cluster, and our seed is in the same class as \( \text{sd}(t_5) \). We mark the mutation walk leading up to the variable we are considering in red on the diagram, and we will consider diagrams in an order such that we will have already dealt with the other two entries of our cluster.
Now we wish to prove that the vertex $t'_5$ is not part of the region $R(\text{var}[2,1])$ by finding “variable breaks” in the exchange graph, which show that $t'_5$ is not in the connected subgraph containing $\text{var}[2,1]$. Such breaks will occur the next time we mutate in direction 2 along any walk, as this is when the second entry of our cluster representative is replaced. (We do not need to worry about the variable appearing as a different entry before this point, as this would violate that the variables in a cluster form a transcendence base.)

Clearly any walk from $t_5$ to $t'_5$ must pass through $t'_1$, which we can show is not in $R(\text{var}[2,1])$. To get from $t_5$ to $t_6$ we next mutate in direction 3. To see that it is direction 3 that takes us to $t_6$ rather than direction 1, recall that $A_{[1,2,3]} = A$. So the exchange graph must have the same form about the vertex we end up at after $[3,2,1]$ as it does about the initial vertex $t_0$—this is not the case for $t_9$, so direction 3 must indeed take us to $t_6$. (Alternatively, we may argue by contradiction that if this were not the case then the walk corresponding to $[3,2,1,3,2,1]$ would in fact take us to a seed which is a fork, but the matrix $A_{[3,2,1,3,2,1]} = A$ is not a fork.) Next, to get to $t_7$, we mutate in direction 1. Finally we must mutate in direction 2 to arrive at $t'_1$. In the process, we replace the second entry of our cluster representative, $\text{var}[2,1]$. Now that we know $\text{cl}(t'_1)$ does not contain $\text{var}[2,1]$ we mark it with a blue square, and we are done.

We check all the other variables in the diagrams below. The regions corresponding to the initial variables are indicated as a visual aid, although we bear in mind that regions are abstract sets rather than regions of the plane in the geometric sense. In some of the figures, we simultaneously superimpose two mutation paths onto the exchange graph. Note that a representative of $\text{cl}(t_4)$ is given by $(\text{var}[1,3,1,3] = x_3, x_2, \text{var}[3,1,3])$, and these three variables are accounted for in Figures 4.7–4.12. (This is suggested by the diagram, as we can see that the regions adjacent to $t_4$ are $R(x_2), R(x_3)$ and $R(\text{var}[3,1,3])$.) Alternatively, we could have taken another representative of $\text{cl}(t_4)$: $(\text{var}[1], x_2, x_3)$. But our previous choice makes it more obvious that $\text{var}[1]$ (which is $\text{var}[3,1,3]$) has been accounted for, given that we have already considered all variables along the path $[3,1,3]$. In a similar way, the variables of $\text{cl}(t_9)$ are already accounted for elsewhere. Therefore we do not to concern ourselves with the variables in $t_4$ and $t_9$. 
Figure 4.6: Case 4.4.6 — two segments of the exchange graph for this matrix.

Figure 4.7: Case 4.4.6 — variable $x_1$ of the initial cluster $\text{cl}(t_0)$.

Figure 4.8: Case 4.4.6 — variable $x_2$ of the initial cluster $\text{cl}(t_0)$. 
Figure 4.9: Case 4.4.6. Variable $x_3$ of the initial cluster $\text{cl}(t_0)$.

Figure 4.10: Case 4.4.6 — variable $\text{var}[3]$ of $\text{cl}(t_1)$.

Figure 4.11: Case 4.4.6 — variable $\text{var}[1, 3]$ of $\text{cl}(t_2)$.
Figure 4.12: Case 4.4.6 — variable \( \text{var}[3, 1, 3] \) of \( \text{cl}(t_3) \).

Figure 4.13: Case 4.4.6 — variable \( \text{var}[2, 1] \) of \( \text{cl}(t_5) \).

Figure 4.14: Case 4.4.6 — variable \( \text{var}[3, 2, 1] \) of \( \text{cl}(t_6) \).
In each case, we see that the variable in question at vertex $t_i$ is in a separate region to those of the variables at $t'_i$.

**Case 3 (4.4.7).** We deal with all variables in the initial cluster at the same time in Figure 4.18. We then consider var[1] of cl($t_4$), var[3] of cl($t_1$), var[1, 3] of cl($t_2$) and var[3, 1] of cl($t_3$). The other cases are similar and are not shown.
Figure 4.17: Case 4.4.7 — two segments of the exchange graph.

Figure 4.18: Case 4.4.7 — variables $x_1$, $x_2$ and $x_3$ of the initial cluster $cl(t_0)$.

Figure 4.19: Case 4.4.7 — variable var[1] of $cl(t_4)$.
Case 4 (4.4.8). In this case we show the relevant diagrams for the initial variables as well as var[1] of cl(t₃), var[2, 1] of cl(t₄), var[3] of cl(t₁) and var[1, 3] of cl(t₂). Other cases are similar.
Figure 4.23: Case 4.4.8 — two segments of the exchange graph.

Figure 4.24: Case 4.4.8 — variables $x_1$, $x_2$ and $x_3$ of the initial cluster $\text{cl}(t_0)$.

Figure 4.25: Case 4.4.8 — variable $\text{var}[1]$ of $\text{cl}(t_3)$. 
Case 5 (4.4.9). This case has a slightly different property to the others: the vertices $t_4$ and $t'_4$ share a common region, namely, $R(\text{var}[2, 1, 3])$. (Similarly, so do $t_9$ and $t'_9$.) This means we can not prove that the cluster variables of $t_4$ are distinct from those of $t'_4$. This does not cause any problems, though; while it is not the case
that the variable is replaced as we move one segment to the right, this does occur as we move two segments to the right. Showing this is not difficult (see Figure 4.33) and is enough to prove that we have infinitely many variables in all degrees. Indeed, if we are given a variable in the canopy, this shows it is distinct from all the variables in the corresponding cluster two segments to the right (which, as usual, is the same degree cluster). As before, this behaviour propagates inductively, so that the corresponding cluster in every second segment must contain a variable unique to just one pair of adjacent segments, but of the same degree as the others.

We show the diagrams for the initial variables as well as for var[3] of cl(t₁), var[1, 3] of cl(t₃), var[2, 1, 3] of cl(t₄) and var[3, 2, 1, 3] of cl(t₅).

Figure 4.29: Case 4.4.9 — two segments of the exchange graph.

Figure 4.30: Case 4.4.9 — variables x₁, x₂ and x₃ of the initial cluster cl(t₀).
Figure 4.31: Case 4.4.9 — variable var[3] of cl(t_1).

Figure 4.32: Case 4.4.9 — variable var[1, 3] of cl(t_3).

Figure 4.33: Case 4.4.9 — variable var[2, 1, 3] of cl(t_4).
We have now shown what we want for all cases, which establishes Proposition 4.4.10. Putting together Proposition 4.4.8 and Proposition 4.4.10, we have the following.

**Theorem 4.4.11.** Let $A$ be a $3 \times 3$ mutation-acyclic matrix. Then the graded cluster algebra $\mathcal{A}(x, A, g)$ has infinitely many variables in each occurring degree. The grading is also balanced.

**Proof.** Given the above work, we now need only justify that the grading is balanced. Of course, this follows from Lemma 4.1.9 since $A$ is acyclic, but here we are to able see this directly. Let $z$ be a cluster variable in $\mathcal{A}$. Then $z = \text{var}_A[p, (3, 2, 1)^n]$ for some $n$ and some minimal length mutation path $[p]$ (strictly, we may need to replace the path $[(3, 2, 1)^n]$ by $[(1, 2, 3)^n]$). But then $z' := \text{var}_A[p, (3, 2, 1)^{n+1}]$ satisfies $\deg_g(z') = -\deg_g(z)$. This gives a bijection between the variables of degree $d$ and degree $-d$ for any occurring degree $d$. □

### 4.5 The singular cyclic case

The case of $A = \begin{pmatrix} 0 & a & -a^2 \\ -a & 0 & a \\ 2 & -a & 0 \end{pmatrix}$, $a \geq 3$, is special. Mutation in direction 1 or 3 gives $-A$, while mutation in direction 2 gives a fork. Thus $A$ is mutation-cyclic, but unlike the other mutation-cyclic cases we can mutate along a repetition-free path without obtaining a strictly increasing sequence of degrees. Thus the arising graded cluster algebra is not forced to have finitely many variables in each degree (though, like the other mutation-cyclic cases, all degrees will be positive). Indeed,
as in the acyclic case, we can obtain a floor of equal degree seeds with different underlying clusters, and so we might expect the graded cluster algebra to behave as one generated by an acyclic matrix. However, as Theorem 4.4.1 is only conjectured for mutation-cyclic matrices, this can not be proved in the same way as above. Let us now consider what can be said about this case.

For the following lemma, recall the relevant notation regarding denominator vectors from Definition 2.4.1.

**Lemma 4.5.1.** We have $d\mathbf{x}(\text{var}_{A[[3,1]_k]]) < d\mathbf{x}(\text{var}_{A[[3,1]_{k+1}]})$ for all $k \geq 1$.

**Proof.** We will show $d\mathbf{x}(\text{cl}_{A [[3,1]_k]]) = \begin{cases} ((k-1,0,k-2),(0,-1,0),(k,0,k-1)) & \text{if } k \text{ is even,} \\ ((k,0,k-1),(0,-1,0),(k-1,0,k-2)) & \text{if } k \text{ is odd.} \end{cases}$

As a base case note that $d\mathbf{x}(\text{cl}_{A [[3,1]_1]]) = d\mathbf{x}(\text{cl}_{A [[1]]}) = ((1,0,0),(0,-1,0),(0,0,-1))$.

Assume the result is true for $k$ and assume without loss of generality that $k$ is even. Then the current degree cluster is $((k-1,0,k-2),(0,-1,0),(k,0,k-1))$ and the current matrix is $A$. We then have

$$d\mathbf{x}((3,1)_{k+1}] = d\mathbf{x}[1,(3,1)_k]$$
$$= -(k-1,0,k-2) + \max (a(0,-1,0), 2(k,0,k-1))$$
$$= -(k-1,0,k-2) + (2k,0,2k-2)$$
$$= (k+1,0,k).$$

So the new denominator cluster is $((k+1,0,k),(0,-1,0),(k,0,k-1))$ as required. $\square$

Thus, since $A_{[(3,1)_k]} = (-1)^k A$, the path $[(3,1)^n]$ is the special mutation path for $A$ analogous to the one in Lemma 4.4.5 for an acyclic matrix.

**Corollary 4.5.2.** In the graded cluster algebra $A \left( \mathbf{x}, \left( \begin{array}{ccc} 0 & a & -2 \\ -a & 0 & -a \\ 0 & \mp a & 0 \end{array} \right), (a,2,a) \right)$, there are infinitely many degrees that each contain infinitely many variables.

**Proof.** Let $[p]$ be a mutation path in $A$ whose corresponding terminal vertex is at least three mutations above the floor of the exchange graph (i.e. three mutations above a vertex in the equivalence class of $\text{sd}[(3,1)_r]$.) We must have that $\text{cl}_A[p]$ and $\text{cl}_A[p,3,1]$ are distinct. If not, then $\text{cl}_A[p] = \text{cl}_A[p,3,1]$ so that, applying the reverse path $[p^{-1}]$ to both clusters, $\text{cl}_A[p^{-1},p] = \text{cl}_A[p^{-1},p,3,1]$. This implies $\text{cl}_A[3,1] = (x_1,x_2,x_3)$, a contradiction by Lemma 4.5.1. Now by prepending the path $[3,1]$ to $[p]$ infinitely many times, we obtain infinitely many distinct clusters.
whose corresponding degree clusters are all equal. By the pigeonhole principle, this produces infinitely many variables in at least one of the degrees in \( \deg \cdot cl[p] \). Now say \([p]\) has length \( n \) and let \( q_1, q_2 \) and \( q_3 \) be mutation directions such that \( q_1 \neq p_n \) and \( \{q_1, q_2, q_3\} = \{1, 2, 3\} \). (Applying the mutation path \([q_3, q_2, q_1]\) to the current cluster will then replace each cluster variable.) Repeating the above process with the path \([q_3, q_2, q_1, p]\) then yields infinitely many variables of a different degree to the previous one, since degrees strictly increase as we increase the mutation distance from the floor of the exchange graph. We may continue extending the mutation path in a similar way an indefinite number of times and then repeat the same prepending process each time. This produces infinitely many degrees each containing infinitely many variables.

\[\text{Remark 4.5.3.} \quad \text{Given that we may no longer use Theorem 4.4.1, the most obvious approach when attempting to prove Conjecture 4.1.11 might be that of an inductive argument. We have shown in Lemma 4.5.1 that the denominator clusters along the floor of the exchange graph grow as we move along the special mutation path, and this would appear to be a suitable base case for the following argument. Suppose } [p] \text{ is a mutation path resulting in degree } d, \text{ starting from the initial cluster, and that the denominator vector obtained after } [p] \text{ is smaller than that obtained after } [p, 3, 1] \text{ (i.e. after starting with a larger denominator cluster). We may then expect to be able to prove that if } [p'] \text{ is a path obtained by extending } [p] \text{ by one mutation, then } [p', 3, 1] \text{ also gives a larger denominator vector than } [p] \text{ does. In practice, showing this is true seems more difficult than might initially be hoped, the difficulty being that when we mutate a larger denominator cluster, we must also subtract a larger denominator vector when computing the new variable.} \]

An alternative approach may involve trying to find an invariant of a cluster variable that is more appropriate to our task. This invariant would need to capture some notion of the size of a cluster variable, while having a mutation formula that circumvents the above problem. Yet another approach may involve considering \([p]\) as a rational function of a denominator cluster (or possibly of some other object capturing relevant information about a cluster) and attempting to show that, given two such objects as inputs, the larger of the two must give a larger output.
Chapter 5

Degree subquivers with growth

It is useful to make note of certain small quivers and degree quivers which, if embedded as a subquiver in a larger quiver, will provide a way to find increasing arrows and degrees. This will reduce the problem of finding infinitely many degrees to one of finding such a subquiver in the mutation class of our initial exchange quiver. This reduction will, in particular, be useful in the Chapter 6. Note that all results concerning quivers below are automatically also true of their respective opposite quivers.

Notation 5.0.1. Given a quiver $Q$ with vertices $v_1, \ldots, v_n$, we will use $w_Q(v_i, v_j)$, to mean the $(i, j)$ entry of the corresponding matrix. That is, the number (or weight) of arrows from vertex $v_i$ to vertex $v_j$, with an arrow in the opposite direction counting as negative.

In what follows we will refer to degree subquivers. This means a subquiver (in the sense of Definition 2.3.1) of a degree quiver, where we require that the degrees of the vertices of the subquiver must match those of the corresponding vertices of the quiver. It is important to note that a degree subquiver need not be a degree quiver itself.

5.1 Subquivers with growing arrows

Proposition 5.1.1. Consider the quiver

$$Q = \begin{array}{ccc}
\begin{array}{c}
v_3
\end{array} & \begin{array}{c}
v_2
\end{array} & \begin{array}{c}
v_1
\end{array}
\end{array} \overset{2}{\longrightarrow} ,
$$

(Recall that no label on an arrow means it has weight 1.) Let $[p]$ be a repetition-free mutation path such that $p_1 \neq v_1$. Let $R = Q_{[p,v_1,v_2]}$. Then $|w_R(v_i, v_j)| \geq \ldots$
\[ |w_Q(v_i, v_j)| \text{ for each } i \neq j, \text{ and this inequality is strict for at least one choice of } i \text{ and } j. \text{ Moreover, if } [p'] \text{ is a proper rooted subpath of } [p] \text{ and } R' := Q[p', v_1, v_2], \text{ then } |w_R(v_i, v_j)| > |w_{R'}(v_i, v_j)| \text{ for some pair } i \neq j. \]

**Proof.** For notational simplicity we will use \( i \) and \( v_i \) interchangeably when working with mutation directions. Mutation at vertex \( v_2 \) turns \( Q \) into the quiver

![Quiver diagram](image)

Mutation at \( v_1 \) then turns this into

![Quiver diagram](image)

which corresponds to the matrix \( \begin{pmatrix} 0 & 2 & -2 \\ -2 & 0 & 3 \\ -3 & 2 & 0 \end{pmatrix} \). Note that \( \begin{pmatrix} 0 & 2 & -2 \\ -2 & 0 & 3 \\ -3 & 2 & 0 \end{pmatrix} \equiv \sigma \begin{pmatrix} 0 & 3 & -2 \\ -3 & 0 & 2 \\ 2 & -2 & 0 \end{pmatrix} \), where \( \sigma \) is such that \( \sigma(1) = 3 \) (i.e. such that if \( k \in \{2, 3\} \) then \( \sigma(k) \in \{1, 2\} \)). The matrix \( \begin{pmatrix} -3 & 0 & -2 \\ 3 & 0 & 2 \\ -2 & -2 & 0 \end{pmatrix} \) is 2-cyclic, and since \([p]\) starts with mutation of vertex \( v_2 \) or \( v_3 \), we may apply Corollary 4.3.10 to \( \begin{pmatrix} 0 & 3 & -2 \\ -3 & 0 & 2 \\ 2 & -2 & 0 \end{pmatrix} \) with the path \( [\sigma(p)] \). This gives the desired result for an essentially equivalent quiver, and hence for our original quiver.

Since we applied Corollary 4.3.10 in the proof of Proposition 5.1.1, we immediately obtain a further corollary:

**Corollary 5.1.2.** Let \( Q \) and \([p]\) be as in Proposition 5.1.1. Then \( Q[p, v_1, v_2] \) is cyclic.

## 5.2 Growing degrees

Next we give some conditions in which the same quiver allows us to obtain an increasing sequence of degrees.

**Remark 5.2.1.** Let \( Q \) be a positive degree quiver and \( R \) a degree subquiver. Notice that when carrying out degree seed mutation at a particular vertex \( v \) in \( R \), we subtract the degree of \( v \) and then only add multiples of degrees of adjacent vertices. Since we have assumed \( Q \) is positive, the degrees of these adjacent vertices are positive. Any arrows external to \( R \) can therefore only add to the degrees that would be obtained under mutation if \( R \) was the entire quiver, and if we only mutate at vertices inside \( R \), these are the only vertices whose degrees may change. Thus, if we are interested in showing that mutation paths give increasing degrees, we may safely ignore any arrows that are adjacent to any vertex outside \( R \).
Proposition 5.2.2. Let $Q$ be a positive degree quiver which contains the degree subquiver

$$R = \begin{array}{c} \overset{(d_2)_{v_2}}{\rightarrow} \\ \underset{(d_3)_{v_3}}{\leftarrow} \left( (d_1)_{v_1} \right) \end{array}.$$

(5.2.1)

Let $[p]$ be a repetition free mutation path such that $p_1 \neq v_1$. Suppose

$$(d_i) \geq 1 \text{ for } i = 1, 2, 3,$$

(5.2.2)

$$(d_3) > (d_1) \geq (d_2).$$

(5.2.3)

Then $\deg[p, v_1, v_2] > \max(d_3, d_2)$, and if $[p']$ is a proper rooted subpath of $[p]$, then $\deg[p, v_1, v_2] > \deg[p', v_1, v_2]$.

Proof. We will prove the result by induction. First, mutating at vertex $v_2$, we obtain the degree subquiver

$$\begin{array}{c} \overset{(d'_2)}{\rightarrow} \\ \underset{(d_3)}{\leftarrow} \left( (d_1) \right) \end{array},$$

where $(d'_2) \geq 2(d_1) - (d_2) > (d_1)$. Mutating next at $v_1$ we obtain

$$\begin{array}{c} 3 \overset{(d'_2)}{\rightarrow} \\ \underset{(d_3)}{\leftarrow} \left( (d'_1) \right) \end{array},$$

where $(d'_1) \geq 2(d'_2) - (d_1) > (d'_2) + (d_1) - (d_1) = (d'_2)$ and $(d'_1) \geq 2(d_3) - (d_1) > (d_3)$.

For the induction step, let $[q]$ be a proper rooted subpath of $[p]$ and suppose the result is true for $[q]$. Up to isomorphism, our degree subquiver is then

$$\begin{array}{c} c \overset{(e_2)}{\rightarrow} \\ \underset{b}{\leftarrow} \left( (e_1) \right) \end{array},$$

(5.2.4)

where, depending on whether the last mutation of $[q]$ is $v_1, v_2$ or $v_3$, we have either

$$(e_1) > (e_2), (e_3),$$

(5.2.5)

$$(e_2) > (e_1), (e_3),$$

(5.2.6)

$$(e_3) > (e_1), (e_2),$$

(5.2.7)

respectively, and where $a, b, c \geq 2$ by Proposition 5.1.1. Let $[\tilde{q}]$ be the rooted subpath of $[q]$ of length $m := l([q]) + 1$. We wish to show that mutation in the
direction of \( \hat{q}_m \) results in a degree larger than each \((e_i)\), and another degree quiver of the form (5.2.4) satisfying one of (5.2.5) – (5.2.7). First we will write down what is obtained upon mutation of (5.2.4) in each direction.

Direction \( v_1 \):
\[
\begin{align*}
\begin{array}{ccc}
& b - c & (e_2) \\
& (e_3) & a & (e_1') \\
& & b & (e_1')
\end{array}
\end{align*}
\]
where \((e_1') \geq \max(a(e_2), b(e_3)) - (e_1)\). (5.2.8)

Direction \( v_2 \):
\[
\begin{align*}
\begin{array}{ccc}
& c & (e_2') \\
& (e_3) & a & (e_1) \\
& & ac - b & (e_1)
\end{array}
\end{align*}
\]
where \((e_2') \geq \max(a(e_1), c(e_3)) - (e_2)\). (5.2.9)

Direction \( v_3 \):
\[
\begin{align*}
\begin{array}{ccc}
& c & (e_2') \\
& (e_3') & b - c & (e_1) \\
& & b & (e_1)
\end{array}
\end{align*}
\]
where \((e_3') \geq \max(c(e_2), b(e_1)) - (e_3)\). (5.2.10)

In the degree subquivers above, all edge weights are again at least two, by Proposition 5.1.1. Now if \( \hat{q}_m \) is direction \( v_1 \), then the previous mutation direction was \( v_2 \) or \( v_3 \), so that, by the induction hypothesis, either \((e_2)\) or \((e_3)\) is strictly greater than the other two degrees. Then \( \max(a(e_2), b(e_3)) - (e_1) > \max((e_2), (e_3)) - (e_1) \), since \( a, c \geq 2 \), so \((e_1') > \max((e_2), (e_3)) - (e_1) \). Similarly, if \( \hat{q}_m \) is direction \( v_2 \), we find \((e_2') \geq \max(a(e_1), c(e_3)) - (e_2) > \max((e_1), (e_3)) - (e_2) \) and if \( \hat{q}_m \) is direction \( v_3 \) then \((e_3') \geq \max(c(e_2), b(e_1)) - (e_3) > \max((e_1), (e_2)) - (e_3) \).

We can relax our assumptions and still obtain infinitely many degrees, though possibly without a strictly increasing sequence, and requiring a specific mutation path.

**Proposition 5.2.3.** Let \( Q \) be a positive degree quiver which contains the degree subquiver
\[
R = \begin{array}{ccc}
\begin{array}{ccc}
& (d_2)_{v_2} \\
& (d_3)_{v_3} & 2 & (d_1)_{v_1}
\end{array}
\end{array},
\]
where \((d_i) \geq 1 \) for \( i = 1, 2, 3 \). Then
\[
\begin{align*}
\text{deg}_{[v_1, v_2]} & \to \infty \text{ as } n \to \infty \quad \text{if } (d_1) \geq (d_2), \\
\text{deg}_{[v_1, v_2, v_3, v_1]} & \to \infty \text{ as } n \to \infty \quad \text{if } (d_2) > (d_1).
\end{align*}
\]

**Proof.** We will split our proof into three cases:

(i) \((d_1) > (d_2)\)
(ii) \( (d_2) > (d_1) \)

(iii) \( (d_1) = (d_2) \)

(i). Mutate \( R \) in direction \( v_2 \) to obtain

\[
\begin{array}{c}
\vdots \\
(d_3) \\
\end{array}
\begin{array}{c}
\vdots \\
(d_1) \\
\end{array}
\end{array}
\]

where \( (d'_2) \geq 2(d_1) - (d_2) > (d_1) \). Next mutate in direction \( v_1 \) to obtain

\[
\begin{array}{c}
3 \\
(d_3) \\
\end{array}
\begin{array}{c}
\vdots \\
(d'_1) \\
\end{array}
\end{array}
\]

where \( (d'_1) \geq 2(d_2) - (d_1) > (d_2) \). The result is now easy to see by induction. Notice in this case that we did not need any assumptions about any edge weights or directions other than \( |w_{Q}(v_1,v_2)| \), which is always 2 under this mutation path. However, we already know that our quiver will remain cyclic by Corollary 5.1.2 (so that there will always be exactly one incoming and one outgoing weighted arrow adjacent to the vertex we are mutating at), and this means we do not even need to assume that \( (d_3) \geq 0 \); we can always use the weight 2 arrow between \( v_1 \) and \( v_2 \) to get a lower bound on the degree we will next obtain.

(ii). Mutate \( R \) in direction \( v_1 \) to obtain

\[
\begin{array}{c}
\vdots \\
(d_3) \\
\end{array}
\begin{array}{c}
\vdots \\
(d'_1) \\
\end{array}
\end{array}
\]

where \( (d'_1) \geq 2(d_2) - (d_1) > (d_2) \). This subquiver is \( R^{op} \), but now satisfying case (i), so we are done.

(iii). As we alternate mutations between vertices \( v_2 \) and \( v_1 \), the weight of the edge between \( v_3 \) and \( v_2 \) increases by one each time. Now, suppose after \( n \) mutations that we have not obtained a new degree, that is, we have obtained the degree \( (d_1) = (d_2) \) again after each mutation. Then the next time we mutate at vertex \( v_2 \), we obtain the lower bound \( m(d_3) - (d_2) \) for the new degree, where \( m \) is the edge weight between \( v_3 \) and \( v_2 \) in the current degree subquiver. As we continue
to mutate, we must either eventually obtain a new degree which is strictly greater than \((d_1)\) (we always obtain one that is at least as great), or otherwise the value of \(m\) will eventually grow large enough that \(m(d_3) - (d_2) > (d_1)\), since in this case \((d_3) \geq 1\). Once this occurs, we may proceed in a similar way to the previous cases.

**Corollary 5.2.4.** Suppose that \(\mathcal{A}\) is a graded cluster algebra generated by the initial quiver \(Q\) and that \(Q\) contains a subquiver \(R\) satisfying the conditions of Proposition 5.2.2 or Proposition 5.2.3. Then \(\mathcal{A}\) contains cluster variables of infinitely many different degrees.

**Remark 5.2.5.** Of course, if we mutate a degree subquiver satisfying the hypothesis of Proposition 5.2.2 or of Proposition 5.2.3, we obtain another degree subquiver whose presence is an equivalent condition for showing that a cluster algebra has variables of infinitely many degrees. So Corollary 5.2.4 still holds if we replace \(Q\) by a quiver mutation equivalent to it.

**Remark 5.2.6.** It may well be possible to further relax the assumptions in Proposition 5.2.3 and still retain the infinitely many degrees property. In some situations, we may not even need the quiver \(Q\) to be positive outside of the subquiver \(R\). Having weaker assumptions here would make it more likely that we could read off from a given degree quiver that the associated graded cluster algebra has infinitely many degrees, and so this line of enquiry may be a good candidate for further research.

Finally, we give a sufficient condition for a graded cluster algebra to have all positive degrees, based on the presence of a degree subquiver. As with Proposition 5.2.3, this will be applied in Chapter 6.

**Notation 5.2.7.** Consider the three cyclic subquivers

\[
\begin{align*}
(5.2.12) & \qquad v_1 & \overset{2}{\rightarrow} & v_2, \\
& k+1 & \overset{v}{\rightarrow} & k, \\
\end{align*}
\]

\[
\begin{align*}
(5.2.13) & \qquad v_1 & \overset{2}{\rightarrow} & v_2, \\
& k & \overset{v}{\rightarrow} & k+1, \\
\end{align*}
\]

and

\[
\begin{align*}
(5.2.14) & \qquad v_1 & \overset{2}{\rightarrow} & v_2, \\
& v & \overset{v}{\rightarrow} & , \\
\end{align*}
\]
where \( k \geq 0 \).

Given a quiver \( Q \), we will use the notation
\[
\begin{array}{c}
v_1 \\
W \\
v_2
\end{array}
\]
\[
\begin{array}{c}
2 \\
* \\
w
\end{array},
\tag{5.2.15}
\]
to mean that for each vertex \( v \in Q \) that shares a (non-zero) arrow with either \( v_1 \) or \( v_2 \), the triangular subquiver formed by the three vertices is of the form (5.2.12) or (5.2.14) (where \( k \) is allowed to be different for each \( v \)). So for each such triangular subquiver, either \( W = w + 1 \), or \( W = w = 1 \). Similarly, we will use
\[
\begin{array}{c}
v_1 \\
w \\
v_2
\end{array}
\]
\[
\begin{array}{c}
2 \\
* \\
W
\end{array},
\tag{5.2.16}
\]
to mean that for each vertex \( v \) that shares an arrow with \( v_1 \) or \( v_2 \), the triangular subquiver formed by the three vertices is of the form (5.2.13) or (5.2.14).

When we refer to (5.2.15) or (5.2.16) as being a subquiver of \( Q \), we will mean the subquiver containing the vertices \( v_1 \) and \( v_2 \) along with all other vertices that share a (non-zero) arrow with \( v_1 \) or \( v_2 \) (and by referring to such a subquiver, we will mean that \( Q \) has the corresponding property specified above).

Note that mutating (5.2.12) at \( v_1 \) yields a subquiver of the form (5.2.13) with \( k \) increased by 1, mutating (5.2.13) at \( v_2 \) yields a subquiver of the form (5.2.12) with \( k \) increased by 1, and mutating (5.2.14) at either \( v_1 \) or \( v_2 \) does not change its form (aside from reversing arrows). Hence, mutating the subquiver (5.2.15) at \( v_1 \) gives a subquiver of the form (5.2.16), and mutating the subquiver (5.2.16) at \( v_2 \) gives a subquiver of the form (5.2.15). So \([v_2, v_1] \) applied to a subquiver of the form (5.2.15) is still of the form (5.2.15), and similarly for \([v_1, v_2] \) applied to a quiver of the form (5.2.16).

**Lemma 5.2.8.** Suppose \( Q \) is a degree quiver with the subquiver
\[
Q' = \begin{array}{c}
(d_1)_{v_1} \\
W \\
(d_2)_{v_2}
\end{array}
\]
\[
\begin{array}{c}
2 \\
* \\
w
\end{array},
\tag{5.2.17}
\]
Then mutation along the path \([v_1, v_2]_n \) yields the degree
\[
(d_1 - d_2)n + d_1.
\tag{5.2.18}
\]
Similarly, mutation of

\[ Q' = \begin{array}{c}
(d_1)_{v_1} \\
W
\end{array} \begin{array}{c}
to \end{array} \begin{array}{c}
(d_2)_{v_2} \\
W
\end{array} \]

along \([v_2, v_1]_n\) yields degree

\[ (d_2 - d_1)n + d_2. \] (5.2.20)

**Proof.** It is clear that the result is true for \(n = 1\) and \(n = 2\). Suppose the result is true for \(n\) and assume without loss \(n\) is even (which we may do by the comments in the paragraph below Notation 5.2.7). Then the degree quiver is of the form

\[ ([d_1 - d_2]n + d_1) \to 2 \to ([d_1 - d_2](n - 1) + d_1) \]

and our next mutation is at \(v_2\). Carrying out this mutation, we obtain degree

\[ 2[(d_1 - d_2)n + d_1] - ([d_1 - d_2](n - 1) + d_1) = (d_1 - d_2)(n + 1) + d_1, \]

from which the result follows by induction. The result for \([v_2, v_1]_n\) is immediate from this, as the direction of the weight 2 arrow does not matter.

\[ \square \]

## 5.3 New degree quivers from old

In the sections above we saw how the presence of a degree subquiver gave us information about cluster algebras arising from larger quivers containing the subquiver. A natural question that arises is whether, in general, understanding properties of rank \(n\) graded cluster algebras can be reduced to understanding properties of lower rank cluster algebras. More precisely, we might ask the following:

**Question 5.3.1.** Let \(R\) be a degree quiver and consider the graded cluster algebra \(A(R)\) it gives rise to. Suppose \(Q\) is a degree quiver that contains \(R\) as a subquiver.

Which properties of the graded cluster algebra \(A(R)\) are inherited by \(A(Q)\)? For instance, if \(A(R)\) has infinitely many variables of each occurring degree, must \(A(Q)\) have a corresponding set of degrees each associated with infinitely many variables?

If, rather than containing \(R\) as a subquiver, \(Q\) can be constructed from a combination of smaller degree quivers in some way, which properties of these smaller quivers are inherited by \(A(Q)\)?
Progress in this direction would greatly increase our understanding of gradings in general, though establishing an answer to the question does not appear to be easy. While we don’t attempt to tackle this here, we do note an interesting property about degree quivers: that they can often be broken down into sums of smaller degree quivers.

**Definition 5.3.2.** Let $Q$ and $R$ be degree quivers and let $Q_0$ and $R_0$ be the sets of vertices of $Q$ and $R$, respectively. Let $M$ be a subset of $Q_0 \times R_0$, whose elements will be called *matches*, such that for each match $(v, \omega) \in M$, we have that $\deg(v) = \deg(\omega)$ and also that there is no other match involving either $v$ or $\omega$ in $M$. We will call the vertices that do not appear in any match in $M$ *unmatched*. Denote the unmatched vertices of $Q$ and $R$ by $U_Q$ and $U_R$, respectively.

We define $Q +_M R$ to be the quiver obtained from $Q$ and $R$ as follows:

1. For each match $(v, \omega) \in M$, create a new vertex $m_{v\omega}$ (in other words, identify vertex $v$ in $Q$ with vertex $\omega$ in $R$). Then define the set of vertices of $Q +_M R$ to be
   
   $$U_Q \sqcup U_R \sqcup \{m_{v\omega} | (v, \omega) \in M\}.$$

2. For each pair of vertices $m_{v_1\omega_1}$ and $m_{v_2\omega_2}$, create an arrow from $m_{v_1\omega_1}$ to $m_{v_2\omega_2}$ of weight $w_Q(v_1, v_2) + w_R(\omega_1, \omega_2)$ (with a negatively weighted arrow in one direction meaning a positively weighted arrow in the opposite direction, as usual). For each pair of unmatched vertices $u_1$ and $u_2$, if both come from the same original quiver, set the weight of the arrow from $u_1$ to $u_2$ to its original value, $w(u_1, u_2)$, and if both come from different quivers, do not create an arrow between them.

**Proposition 5.3.3.** Let $Q$ and $R$ be degree quivers. Then $Q +_M R$ is also a degree quiver.

**Proof.** Let $t$ be a vertex in $Q +_M R$. We just need to check that $t$ is balanced, that is, satisfies Equation 2.3.1. If $t$ is an unmatched vertex then it is clearly balanced since it was in its original quiver. Suppose $t = m_{v\omega}$ for some match $(v, \omega) \in M$. Then the weight into $m_{v\omega}$ is $w_{\rightarrow}(v) + w_{\rightarrow}(\omega)$ while the weight out of $m_{v\omega}$ is $w_{\leftarrow}(v) + w_{\leftarrow}(\omega)$. Since $w_{\rightarrow}(v) = w_{\leftarrow}(v)$ and $w_{\rightarrow}(\omega) = w_{\leftarrow}(\omega)$, we have $w_{\rightarrow}(m_{v\omega}) = w_{\leftarrow}(m_{v\omega})$, so $t$ is balanced. \qed
**Example 5.3.4.** Let

\[ Q = \begin{array}{c}
4 \\
(5)_{v_1}
\end{array} \xrightarrow{3} \begin{array}{c}
5 \\
(4)_{v_3}
\end{array}, \quad R = \begin{array}{c}
3 \\
(4)_{\omega_1}
\end{array} \xrightarrow{4} \begin{array}{c}
5 \\
(5)_{\omega_4}
\end{array} \]

and \( M = \{(v_3, \omega_1), (v_2, \omega_2)\} \). Then

\[ Q + M R = \begin{array}{c}
4 \\
(3)_{m_2 \omega_2}
\end{array} \xrightarrow{5} \begin{array}{c}
5 \\
(4)_{\omega_3}
\end{array}, \quad \begin{array}{c}
3 \\
(4)_{m_3 \omega_1}
\end{array} \xrightarrow{10} \begin{array}{c}
3 \\
(5)_{\omega_4}
\end{array} \]

is a degree quiver. The vertex \( m_{v_2 \omega_2} \) is balanced since

\[ w_{\rightarrow}(m_{v_2 \omega_2}) = 10 \cdot 4 = 5 \cdot 4 + 4 \cdot 5 = w_{\leftarrow}(m_{v_2 \omega_2}). \]

Similarly, so is \( m_{v_3 \omega_1} \).

**Definition 5.3.5.** We will call a degree quiver \( S \) *irreducible* if there are no degree quivers \( Q \) and \( R \) with \( Q_0 \subsetneq S_0 \) and \( R_0 \subsetneq S_0 \) such that \( S = Q + M R \) for some \( M \), where \( Q_0, R_0 \) and \( S_0 \) denote the sets of vertices of \( Q, R \) and \( S \), respectively.

**Example 5.3.6.** The degree quiver \( Q \) in Example 5.3.4 is irreducible as any degree quiver that is an appropriate potential summand of \( Q \) must have two vertices, but any degree quiver with two vertices must assign all vertices degree 0 in order to be balanced.

On the other hand, the degree quiver \( R \) in Example 5.3.4 is not irreducible since

\[ R = \begin{array}{c}
5 \\
(4)_{\omega_1}
\end{array} \xrightarrow{3} \begin{array}{c}
3 \\
(5)_{\omega_4}
\end{array} = \begin{array}{c}
4 \\
(3)_{v_2}
\end{array} \xrightarrow{5} \begin{array}{c}
5 \\
(4)_{\omega_3}
\end{array} + M \begin{array}{c}
3 \\
(5)_{v_1}
\end{array} \xrightarrow{5} \begin{array}{c}
4 \\
(5)_{v_4}
\end{array} \]

where \( M = \{(v_1, v_1), (v_2, v_2)\} \). Thus \( R = Q + M Q^{op} \).

For degree quivers \( S \) that are not irreducible, it might be hoped that if \( S = Q + M R \), then

\[ S_{[\ell]} = Q_{[\ell]} + M R_{[\ell]}, \quad (5.3.1) \]
but this turns out not to be the case. However, as we see in the examples below, there are some restricted settings in which information about $A(S)$ can obviously be obtained from information about $A(Q)$ and $A(R)$. It is possible that progress towards Question 5.3.1 could involve attempting to expand these restricted settings or attempting to find the correct relationship, similar to Equation 5.3.1, between degree quivers and their summands.

**Example 5.3.7.** Let $Q$ be any degree quiver with a vertex $\omega$ with $\deg(\omega) = 2$ and let

$$ R = \begin{array}{c}
(2)_{v_2} \\
(2)_{v_1} \rightarrow 2 \\
2 \rightarrow (2)_{v_3}
\end{array}. $$

So $R$ is the quiver of Markov type—recall from Chapter 4 that the associated graded cluster algebra has infinitely many variables, all of degree 2. It is easy to show that the mutation path $[(v_2, v_1)_{r}]$ gives infinitely many variables of degree 2 in $A(R)$. Let $M = \{ (\omega, v_3) \}$. Then the graded cluster algebra $A(Q + M \cdot R)$ must also have infinitely many variables of degree 2. This is since, when mutating along $[(v_2, v_1)_{r}]$ in $Q + M \cdot R$, the subquiver corresponding to $Q$ cannot change in any way (as we would need to mutate at the vertex $(\omega, v_3)$ in order to affect $Q$), while the variables we obtain are essentially the same as those obtained under the same mutation in $A(R)$, and of the same degree.

**Example 5.3.8.** For another example, let $A = \begin{pmatrix} 0 & a & c \\ -a & 0 & b \\ c & -b & 0 \end{pmatrix}$ with $a \geq b \geq c \geq 3$. Then, as it is mutation-infinite, $A$ gives rise to a cluster algebra with infinitely many degrees by Corollary 4.1.7. Let us show that infinitely many degrees can produced by alternately mutating between only two particular directions. Denote $A_{(1,2)^m}$ by $A^{(k)}$ and denote the $(i, j)$ entry of $A^{(k)}$ by $A_{ij}^{(k)}$. We will show that the sequence

$$ |A_{32}^{(0)}|, |A_{31}^{(0)}|, |A_{32}^{(1)}|, |A_{31}^{(1)}|, \ldots $$

is strictly increasing (excluding the first term if $a = b$). Mutating $A$ along the path $[1, 2]$ gives $A^{(1)} = \begin{pmatrix} 0 & a & c' \\ -a & 0 & b' \\ c' & -b' & 0 \end{pmatrix}$, where $c' = c - ab$ and $b' = b + ac'$. Since $a \geq b \geq c \geq 3$, $c'$ is negative. We have $b + c' < 0$ since $c' = c - ab = (c - b) - (a - 1)b$. Then $b' = b + ac' = b + c' + (a - 1)c' < (a - 1)c' < c'$. So $b'$ and $c'$ are both negative and $|b'| > |c'|$. Mutating $A^{(1)}$ along $[1, 2]$ again we obtain $A^{(2)} = \begin{pmatrix} 0 & a & c'' \\ -a & 0 & b'' \\ c'' & -b'' & 0 \end{pmatrix}$, where $b''$ and $c''$ satisfy the same respective relations as $b'$ and $c'$. From this, (5.3.2) now holds by induction. Thus, by Lemma 4.1.6, we obtain an infinite increasing sequence of degrees by alternately mutating in directions 2 and 1.
Suppose $R$ is the quiver associated to $A$ (and label it such that $v_3$ does not correspond to one of the alternating directions). Let $Q$ be any degree quiver with a vertex $\omega$ satisfying $\deg(\omega) = \deg(v_3)$ and let $M = \{ (\omega, v_3) \}$. Then $A(Q + M R)$ must also have infinitely many degrees. In other words, attaching $R$ to another quiver by vertex $v_3$ endows the arising cluster algebra with infinitely many degrees. For example, we can take

$$R = \begin{array}{ccc}
5 & \rightarrow & 4 \\
\downarrow & & \downarrow \\
(4)_{v_3} & \leftarrow & (5)_{v_3}
\end{array},$$

for which the two alternating vertices to mutate at are $v_2$ and $v_1$. 
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Chapter 6

Gradings on cluster algebra structure for coordinate algebras of matrices and Grassmannians

In this chapter we consider gradings on cluster algebra structures for coordinate algebras of matrices and Grassmannians and prove that, for the infinite type cases, they contain variables of infinitely many different degrees. We also prove that all positive degrees occur in these cluster algebras.

While we only deal with the classical cluster algebra structures here, any results about gradings on their quantum analogues are also determined by the classical case. This follows from [4, Theorem 6.1] and [17, Remark 3.6].

At various points we use some fairly long mutation paths to prove certain results. Given such paths, it is not difficult to prove these results by hand, but the reader may wonder how such paths were found. So it is worth mentioning that specific code was written to help discover some of these paths, or other patterns that led to them. As noted previously, this code is available with the electronic version of the thesis.

6.1 Graded cluster algebra structure for matrices

Definition 6.1.1. Let $M(k, l)$ be the set of $k \times l$ matrices. The coordinate algebra of the $k \times l$ matrices is $\mathcal{O}(M(k, l)) = \mathbb{C}[x_{i,j}]$, for $1 \leq i \leq k$, $1 \leq j \leq l$, where $x_{ij}$ is the coordinate function $M(k, l) \to \mathbb{C}$ given by $A \mapsto a_{ij}$.

$\mathcal{O}(M(k, l))$ has the structure of a cluster algebra, $\mathcal{A}(\mathcal{O}(M(k, l)))$, as follows.
For row set \( I \) and column set \( J \) with \(|I| = |J|\), let \( [J]^I \) denote the corresponding minor of the matrix
\[
\begin{pmatrix}
x_{11} & x_{12} & \cdots & x_{1l} \\
\vdots & \vdots & \ddots & \vdots \\
x_{k1} & x_{k2} & \cdots & x_{kl}
\end{pmatrix}
\]

For \( 1 \leq r \leq k \) and \( 1 \leq s \leq l \), define the sets
\[
R(r, s) = \{k - r + 1, k - r + 2, \ldots, k - r + s\} \cap \{1, \ldots, k\}, \quad (6.1.1)
\]
\[
C(r, s) = \{l - s + 1, l - s + 2, \ldots, l - s + r\} \cap \{1, \ldots, l\}. \quad (6.1.2)
\]

For a cluster algebra of this cardinality, it is more efficient to define the initial seed using a quiver. We show the initial quiver for \( M(4, 4) \) (which we will denote by \( Q_{M(4,4)} \)) in Figure 6.1 below. This generalises to \( M(k, l) \) by replacing the \( 4 \times 4 \) grid by a \( k \times l \) grid of the same form, again with only the bottom and rightmost vertices frozen (see also [17, p. 715]). The initial cluster is given by defining the entry of the cluster corresponding to the vertex in position \((i, j)\) to be equal to \( [C(r, s)]^{R(r, s)} \). The initial grading vector is then given by assigning the vertex in the \((i, j)\) position degree \( \min(i, j) \).

It is easy to check that this definition gives a valid degree quiver. Moreover, since \( O(M(k, l)) \) is an \( \mathbb{N} \)-graded algebra ([17, p. 716]) we have that the corresponding cluster algebra is also \( \mathbb{N} \)-graded (as, similarly, is the cluster algebra corresponding to \( O(Gr(k, k + l)) \) which we will introduce in Section 6.4). For a justification that this initial structure gives rise to a cluster algebra that agrees with the coordinate ring of (quantum) matrices, see [14, Corollary 12.10] or [17].

### 6.2 Infinitely many degrees

We first consider the case for when \( k \geq 4 \) and \( l \geq 4 \). Without loss of generality, we may consider the smallest such case: \( M(4, 4) \). We prove our result by considering a certain subquiver of \( Q_{M(4,4)} \). Larger cases will always contain the same subquiver, and it is thus possible to show they also contain infinitely many degrees in exactly the same way.

The initial exchange quiver, \( Q_{M(4,4)} \), is given below. (Recall that we denote frozen vertices by placing a square around them.)
Lemma 6.2.1. The graded cluster algebra structure for $\mathcal{O}(M(4,4))$ has variables in infinitely many degrees.

Proof. We will show that the mutation sequence [4, 8, 2, 9, 5, 6, 1, 5, 2] transforms $Q$ into a quiver to which we can apply Proposition 5.2.3. Note that embedding the same sequence into larger initial quivers (we can embed the subquiver in Figure 6.2 at the bottom left of the larger quiver) allows us to immediately generalise any results to $\mathcal{O}(M(k,l))$ for $k, l \geq 4$. (Of course, using the exact same mutation sequence as above would not work in general, since the vertices of the corresponding subquiver are relabelled when embedded in a larger initial quiver, but it is clear how to adjust the mutation path to compensate for this.)

Consider the following subquiver of $Q(M(4,4))$.

```
  1 --  2
 / \ / \  \
4   5   6
 |  /  |
4--- 5--- 6
     |     |
     8     9
```

Figure 6.2: Subquiver of $Q(M(4,4))$.

We now perform the sequence of mutations to this subquiver, as shown in the following diagram. After a mutation, we will often no longer be interested in the
mutated vertex, and if so we will remove it from our mutated subquiver.

Direct computation shows that this last subquiver corresponds to the degree subquiver

\[
\begin{array}{c}
9 \\
\downarrow \\
4 \\
\downarrow \\
2
\end{array}
\]

Since \(9 \geq 5\), we can now apply Proposition 5.2.3, noting that the frozen vertex 11 is not part of the mutation path stipulated by the proposition.

**Corollary 6.2.2.** For \(k \geq 4\) and \(l \geq 4\), the graded cluster algebra structure for \(M(k,l)\) has variables in infinitely many degrees.

The other infinite type cases that are not covered by the above are \(M(3,6)\) and \(M(6,3)\). Note that \(Q_{M(3,6)} \cong Q_{M(6,3)}\), so we only need to consider \(Q_{M(3,6)}\). For this, we can start with the subquiver

\[
\begin{array}{c}
(5)_9 \\
\downarrow \\
(2)_{11} \\
\downarrow \\
(9)_4
\end{array}
\]
and perform the mutation path [2, 4, 3, 7, 10, 6, 1, 2, 7, 6, 9, 3] to obtain a quiver containing the subquiver

\[
\begin{array}{c}
1 \\
\downarrow
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
3 \\
\downarrow
\end{array} \quad \begin{array}{c}
4 \\
\downarrow
\end{array}
\]

(6), (2), (3), (7), (10), (6), (1), (2), (7), (6), (9), (3)

(this time we do not write down all the intermediate computations). The corresponding degree quiver is

\[
\begin{array}{c}
11 \\
\downarrow
\end{array} \quad \begin{array}{c}
6 \\
\downarrow
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array}
\]

which satisfies Proposition 5.2.3. We again note that vertex 11 is not part of the stipulated mutation path.

We have now established the following.

**Proposition 6.2.3.** If the graded cluster algebra associated to \( \mathcal{O}(M(k, l)) \) is of infinite type, it has cluster variables of infinitely many different degrees.

### 6.3 Occurring degrees

A natural question to ask is whether variables of all positive degrees exist in the graded cluster algebra associated to \( \mathcal{O}(M(k, l)) \). We will prove that this is indeed the case for \( \mathcal{O}(M(4, 4)) \) and \( \mathcal{O}(M(3, 6)) \), which, as before, also proves the result for all larger cases and therefore all infinite type cases.

**Lemma 6.3.1.** \( \mathcal{A}(\mathcal{O}(M(4, 4))) \) has cluster variables of each degree in \( \mathbb{N} \).

**Proof.** We show this by writing down certain mutation sequences that result in degree subquivers of the form of (5.2.19). It turns out in this case that these will yield sequences of degrees increasing by 4 at each mutation.

The initial quiver mutated by the path [6, 4, 8, 9, 1, 4, 2, 6] has the subquiver and degree subquiver

\[
\begin{array}{c}
4 \\
W \downarrow \wedge
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
6 \\
W \downarrow \wedge
\end{array}
\]

and

\[
\begin{array}{c}
8 \\
W \downarrow \wedge
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
12 \\
W \downarrow \wedge
\end{array}
\]

so we have variables in all degrees of the form \( 4k \) for \( k \geq 2 \) by Lemma 5.2.8.

The path [4, 6, 8, 9, 1, 4, 2, 6] gives the subquiver and degree subquiver

\[
\begin{array}{c}
4 \\
W \downarrow \wedge
\end{array} \quad \begin{array}{c}
2 \\
\downarrow
\end{array} \quad \begin{array}{c}
6 \\
W \downarrow \wedge
\end{array}
\]
and \((10) \xrightarrow{2} (6)\), so we have variables in all degrees of the form \(4k + 2\) for \(k \geq 1\).

Next, \([1, 2, 4, 8, 6, 9, 1]\) gives the subquiver and degree subquiver \(1 \xrightarrow{2} 9\), which leads to variables in all degrees of the form \(4k + 1\) for \(k \geq 1\).

Finally, \([1, 9, 1, 8, 6, 1, 2, 6, 4, 8]\) gives \(1 \xrightarrow{2} 9\) and \(11 \xrightarrow{2} 7\), which leads to variables in all degrees of the form \(4k + 3\) for \(k \geq 1\).

The initial cluster contains variables of degrees 1, 2 and 3, and it is easy to find a mutation path that yields a variable of degree 4. (For example, \(\text{deg}[6] = 4\).) This covers all positive degrees.

**Remark 6.3.2.** In lifting the result of Lemma 6.3.1 to larger cases, we should check that the subquiver (corresponding to \(Q_{M(4,4)}\)) that we deal with will not interact with the rest of the quiver it is embedded in. In fact it is easy to see that if mutation of \(Q_{M(k,l)}\) is restricted to the vertices at \((i, j)\) within the rectangle \(1 \leq i \leq k, 1 \leq j \leq l\), then there can be no arrow created between one of these vertices and a vertex in position \((i', j')\) where \(i' \geq k + 2\) or \(j' \geq l + 2\). So since vertices we mutate at in \(Q_{M(4,4)}\) satisfy \(1 \leq i, j \leq 3\) (and since this time, rather than embedding the pattern in the bottom left, we will keep vertices corresponding to the above mutation paths where they are in any larger initial quivers), we do not need to worry about vertices outside the leftmost \(4 \times 4\) square in larger cases.

**Lemma 6.3.3.** \(A(O(M(3,6)))\) has cluster variables of each degree in \(\mathbb{N}\).

**Proof.** In this case, we find sequences of degrees increasing by 6 at each mutation. We might expect that the sequences in this case will increase by a larger amount than in \(O(M(4,4))\) because having so few vertices in which to mutate means achieving a double arrow is not possible in as few mutations as previously, which in turn means degrees have longer to grow along the way. The proof is essentially the same as for \(O(M(4,4))\) so we will summarise it in Table 6.1 below.

This leaves degrees 1, 2, 3, 4, 6 and 7 to consider, but all these degrees are contained in \(\text{cl}[10, 12, 4, 7, 10, 5, 8, 1, 4, 9, 4]\), for example.
Corollary 6.3.4. If the graded cluster algebra associated to $\mathcal{O}(M(k,l))$ is of infinite type, it has cluster variables of each degree in $\mathbb{N}$.

### 6.4 Corollaries for Grassmannians

**Definition 6.4.1.** The Grassmannian $Gr(k, k + l)$ is the set of $k$-dimensional subspaces of a $(k + l)$-dimensional vector space $V$ over $\mathbb{C}$.

After fixing a basis for $V$, such a subspace can be described by a $k \times (k + l)$ matrix whose rows are linearly independent vectors forming a basis of the subspace. Let $I$ be a subset of $\{1, \ldots, (k + l)\}$ such that $|I| = k$. The Plücker coordinate $x_I$ is the function that maps a $k \times (k + l)$ matrix to its minor indexed by $I$.

The coordinate ring $\mathcal{O}(Gr(k, k + l))$ is isomorphic to the subalgebra of $\mathcal{O}(M(k,k+l))$ generated by the Plücker coordinates.

The Grassmannian coordinate ring $\mathcal{O}(Gr(k, k + l))$ has the structure of a graded cluster algebra as follows. For the initial exchange quiver, we take the same quiver
as for $\mathcal{O}(M(k, l))$, but add a frozen vertex with a single arrow to the vertex at position $(1, 1)$. We then assign all vertices degree 1. By results of [17], this quiver gives rise to a cluster algebra for $\mathcal{O}(Gr(k, k + l))$. While an explicit expression for the initial cluster variables is not given in [17], one can be obtained by tracing through the construction therein. References [15] and [27] give more explicit initial clusters but with different quivers. Since we do not need to know the cluster variables explicitly, we do not concern ourselves unduly with this.

Again, it is easy to check that the degree quiver is valid. For further background on how the associated cluster algebra has the desired structure, see [27] (for the classical case), [17] (for the quantum case) or [15].

In terms of proving the existence of infinitely many degrees, the corresponding results for $\mathcal{O}(Gr(k, k + l))$ will immediately follow from the matrix algebra case. Since the grading on $\mathcal{O}(Gr(k, k + l))$ is an $\mathbb{N}$-grading, and since the initial exchange quiver is the same as that for $\mathcal{O}(M(k, l))$ but for an added frozen vertex, the same mutation sequences as in the matrix case will yield quivers which have the same subquivers as above, to which we can again apply Proposition 5.2.3. Thus we have:

**Proposition 6.4.2.** If the graded cluster algebra associated to $\mathcal{O}(Gr(k, k + l))$ is of infinite type, it has cluster variables of infinitely many different degrees.

We also have variables in each degree and prove this in a very similar way as for the matrix case.

**Lemma 6.4.3.** $\mathcal{A}(\mathcal{O}(Gr(4, 8)))$ has cluster variables of each degree in $\mathbb{N}$.

*Proof.* In this case we find paths that give degree sequences increasing by 2 with each mutation. Applying $[9, 1, 2, 4, 8, 6, 9, 1]$ gives the subquiver and degree subquiver

$$
\begin{align*}
\text{subquiver} & \quad \begin{array}{c}
9 \\
\text{w}^* \text{W}
\end{array} \quad \begin{array}{c}
2 \\
\text{W}
\end{array} \quad \begin{array}{c}
1 \\
\text{w}^* \text{W}
\end{array} \\
\text{degree subquiver} & \quad \begin{array}{c}
9 \\
\text{W}
\end{array} \quad \begin{array}{c}
2 \\
\text{w}^* \text{W}
\end{array} \quad \begin{array}{c}
(6) \\
\text{W}
\end{array}
\end{align*}
$$

so by Lemma 5.2.8 we have variables in all degrees of the form $2k$ for $k \geq 2$. The path $[4, 6, 8, 9, 1, 4, 2, 6]$ gives the subquiver and degree subquiver

$$
\begin{align*}
\text{subquiver} & \quad \begin{array}{c}
4 \\
\text{w}^* \text{W}
\end{array} \quad \begin{array}{c}
2 \\
\text{W}
\end{array} \quad \begin{array}{c}
6 \\
\text{w}^* \text{W}
\end{array} \\
\text{degree subquiver} & \quad \begin{array}{c}
4 \\
\text{W}
\end{array} \quad \begin{array}{c}
2 \\
\text{w}^* \text{W}
\end{array} \quad \begin{array}{c}
(5) \\
\text{W}
\end{array}
\end{align*}
$$

so we have variables in all degrees of the form $2k + 1$ for $k \geq 1$.

This only leaves degree 2, which is easy to find. For example, $\text{var}[6] = 2$. □

**Lemma 6.4.4.** $\mathcal{A}(\mathcal{O}(Gr(3, 9)))$ has cluster variables of each degree in $\mathbb{N}$.

*Proof.* As in the previous section, the degree sequences for this case increase by a larger amount than for the matrix case. We summarise three paths which work in Table 6.2 below.

---
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Table 6.2: Mutation paths leading to all degrees for $Gr(3, 9)$

This leaves degrees 1 and 2 which are found in $cl[7]$, for example.

**Corollary 6.4.5.** If the graded cluster algebra associated to $O(Gr(k, k + l))$ is of infinite type, it has cluster variables of each degree in $\mathbb{N}$.
Chapter 7

Gradings for finite mutation type quivers not arising from surface triangulations

Quivers of finite mutation type (i.e. ones whose associated matrices are mutation-finite) are known to fall into one of two cases: adjacency matrices of triangulations of two-dimensional marked surfaces, and a finite collection of quivers that do not correspond to triangulations of surfaces. More precisely, we have the following:

Theorem 7.0.1 ([9, Theorem 6.1]). A rank $n$ quiver ($n \geq 3$) of finite mutation type either corresponds to an adjacency matrix of a triangulation of a bordered two-dimensional surface or is mutation equivalent to one of the following quivers: $E_6, E_7, E_8, \tilde{E}_6, \tilde{E}_7, \tilde{E}_8, E_6^{(1,1)}, E_7^{(1,1)}, E_8^{(1,1)}, X_6$ and $X_7$.

In this chapter we will investigate the latter class.

7.1 Initial information about the finite list of quivers

We will try to determine what can be said about the gradings on the cluster algebras associated to some of the quivers in this finite list; ultimately we will consider $X_7, \tilde{E}_6, \tilde{E}_7$ and $\tilde{E}_8$ in detail (though we give some additional information about $E_6^{(1,1)}, E_7^{(1,1)}$ and $E_8^{(1,1)}$ in Table 7.2). Note that the quivers $E_6, E_7$ and $E_8$ give rise to finite type cluster algebras and have been considered in [16]. Our approach will be to use computer-aided calculation to find the degree quiver class for each case, which will yield an exhaustive list of all occurring degrees, and then
to prove which degrees have infinitely many variables. To do this, we will find
mutation paths that give rise to repeating degree quivers (up to sign), but which
produce growing denominator vectors.

We start by writing down initial grading bases for the quivers in the list that
we have not considered in a previous chapter.

**Lemma 7.1.1.** Initial grading bases for $\tilde{E}_6$, $\tilde{E}_7$, $\tilde{E}_8$, $E_6^{(1,1)}$, $E_7^{(1,1)}$, $E_8^{(1,1)}$, $X_6$ and
$X_7$ are given in Table 7.1.

| Quiver | Grading |
|--------|---------|
| $X_6 = \begin{array}{c}
2 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\end{array}$ | $\{(0,0,0,0,0)\}$ |
| $X_7 = \begin{array}{c}
2 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
7 \\
\downarrow \\
2 \\
\downarrow \\
6 \\
\end{array}$ | $\{(1,1,2,1,1,1)\}$ |
| $\tilde{E}_6 = \begin{array}{c}
1 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\end{array}$ | $\{(1,0,1,0,1,0,1)\}$ |
| $\tilde{E}_7 = \begin{array}{c}
1 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\end{array}$ | $\{(-1,0,-1,0,1,0,1,0), \ (-1,0,-1,0,0,0,0,1)\}$ |
| $\tilde{E}_8 = \begin{array}{c}
1 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\downarrow \\
8 \\
\end{array}$ | $\{(0,0,0,-1,0,-1,0,-1,1)\}$ |
| $E_6^{(1,1)} = \begin{array}{c}
1 \quad 2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\end{array}$ | $\{(0,0,0,0,0,0,0,0)\}$ |
| $E_7^{(1,1)} = \begin{array}{c}
9 \quad 1 \\
\downarrow \\
2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\downarrow \\
8 \\
\end{array}$ | $\{(0,1,0,-1,0,0,0,0,0,1), \ (0,0,1,2,1,0,0,0,0,0), \ (0,0,0,-1,0,1,0,1,0)\}$ |
| $E_8^{(1,1)} = \begin{array}{c}
1 \quad 2 \\
\downarrow \\
2 \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\downarrow \\
8 \\
\downarrow \\
9 \\
\downarrow \\
10 \\
\end{array}$ | $\{(0,0,1,2,1,0,0,0,0,0,0), \ (0,0,0,-1,0,1,0,1,0,1)\}$ |

Table 7.1
Proof. This reduces to finding bases for the kernels of the skew-symmetric matrices corresponding to these quivers.

So we see that $X_6$ and $E_6^{(1,1)}$ only give rise to the zero grading. Next we wish to determine which degrees occur in the corresponding cluster algebras. We do so with a MAGMA algorithm (available in an accompanying file) which computes the mutation class of degree quivers as well as some other information, which we summarise in Proposition 7.1.2. Note that mutation and degree quiver class sizes are computed up to essential equivalence. In particular, this number will be smaller than that of the classes computed up to quiver isomorphism (as is done in the Java app of [22]) since not all quivers are isomorphic to their opposites whereas a quiver is always essentially equivalent to its opposite.

**Proposition 7.1.2.** We have the following for the quivers $E_6$, $E_7$, $E_8$, $\tilde{E}_6$, $\tilde{E}_7$, $\tilde{E}_8$, $E_6^{(1,1)}$, $E_7^{(1,1)}$, $E_8^{(1,1)}$, $X_6$ and $X_7$.

| Quiver | Mutation class | Degree quivers class | Occurring Degrees |
|--------|----------------|----------------------|-------------------|
| $X_6$  | 3              | 3                    | $\{0\}$          |
| $X_7$  | 2              | 2                    | $\{1, 2\}$       |
| $\tilde{E}_6$ | 74          | 148                  | $\{0, \pm 1, \pm 2\}$ |
| $\tilde{E}_7$ | 571        | 2297                 | $\{(0, 0), \pm (\frac{3}{0}), \pm (\frac{1}{1}), \pm (\frac{1}{0}), \pm (0)\}$ |
| $\tilde{E}_8$ | 7560   | 7634                 | $\{0, \pm 1, \pm 2\}$ |
| $E_6^{(1,1)}$ | 26          | 26                   | $\{0\}$          |
| $E_7^{(1,1)}$ | 279        | 13616                | $\{0, \pm (\frac{1}{1}), \pm (\frac{1}{0}), \pm (\frac{1}{0}), \pm (\frac{0}{0})\}$ |
| $E_8^{(1,1)}$ | 5739   | $>30000$             | $\{0, \pm (\frac{1}{1}), \pm (\frac{1}{0}), \pm (\frac{0}{0})\}$ |

Table 7.2

We are now ready to investigate the question of variables per degree for these quivers. Although we are not able to answer this completely in every case, we may still determine part of the answer.
7.2 Grading for $X_7$

In the case of $X_7$, whose grading behaviour is qualitatively different from that of $\tilde{E}_4$, we are able to determine all the information about the associated graded cluster algebra. To start, note that $(X_7)_{[j]} = X_7$ for all $j \neq 3$.

Lemma 7.2.1. $d_{X_7}[(2, 1)_n] = (n, n - 1, 0, 0, 0, 0, 0)$.

Proof. It is easy to show $(X_7)_{[(2, 1)_n]} = 1$ for odd $n$ and $(X_7)_{[(2, 1)_n]} = X_7$ for even $n$. The claim is true for $n = 1, 2$, by direct computation. Assume true for $n$ and suppose $n$ is even. Then, since $(X_7)_{[(2, 1)_n]} = X_7$, we have

$$d_{X_7}[(2, 1)_{n+1}] = d_{X_7}[1, (2, 1)^{n/2} + 1]$$

$$= -(n - 1, n - 2, 0, 0, 0, 0, 0)$$

$$+ \max(2(n, n - 1, 0, 0, 0, 0, 0), (0, 0, -1, 0, 0, 0, 0))$$

$$= (n + 1, n, 0, 0, 0, 0, 0).$$

(Recall max is taken componentwise as in Equation 2.4.2.) Now suppose $n$ is odd. Then, using the quiver we wrote down above for odd $n$, we have

$$d_{X_7}[(2, 1)_{n+1}] = d_{X_7}[(2, 1)^{n/2}]$$

$$= -(n - 1, n - 2, 0, 0, 0, 0, 0)$$

$$+ \max(2(n, n - 1, 0, 0, 0, 0, 0), (0, 0, -1, 0, 0, 0, 0))$$

$$= (n + 1, n, 0, 0, 0, 0, 0)$$

again. This proves the result for all $n$. \hfill \Box

Corollary 7.2.2. $A((1, 1, 2, 1, 1, 1, 1), X_7)$ has infinitely many variables in degree 1.

Proof. This follows since $\deg_{X_7}[(2, 1)_n] = 1$, which is easy to show. \hfill \Box

Corollary 7.2.3. $d_{X_7}[5, 4, 3, (2, 1)_n] = (2n, 2(n - 1), 1, 1, 1, 0, 0)$.

Proof. Assume $n$ is even (the proof for $n$ odd is very similar). By Lemma 7.2.1, the denominator cluster $d_{cl_{X_7}}[(2, 1)_n]$ is then

$$((n - 1, n - 2, 0, 0, 0, 0, 0, 0), (n - 1, 0, 0, 0, 0, 0, 0, 0), (0, 0, -1, 0, 0, 0, 0, 0), \ldots, (0, 0, 0, 0, 0, 0, 0, -1)).$$
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Mutating in direction 3 we get

\[ d[3, (2, 1)_n] = -d \cdot cl[(2, 1)_n]^3 \]

\[ + \max \left( d \cdot cl[(2, 1)_n]^4 + d \cdot cl[(2, 1)_n]^6, d \cdot cl[(2, 1)_n]^2 + d \cdot cl[(2, 1)_n]^5 \right) \]

\[ = -d \cdot cl[(2, 1)_n]^3 + d \cdot cl[(2, 1)_n]^2 \]

\[ = -0, 0, -1, 0, 0, 0, 0 \]

\[ = (n, n - 1, 0, 0, 0, 0, 0). \]

We have

\[ (X_7)_{[3, (2, 1)_n]} = \begin{pmatrix} 0 & 1 & 1 & 0 & -1 & 0 & -1 \\ -1 & 0 & -1 & 1 & 0 & 1 & 0 \\ -1 & 1 & 0 & -1 & 1 & -1 & 0 \\ 1 & 0 & -1 & 1 & 0 & 1 & 0 \\ 0 & -1 & 1 & 0 & -1 & 0 & 1 \\ 1 & 0 & -1 & 1 & 0 & 1 & 0 \end{pmatrix} \]

(we express this as a matrix as the quiver is not planar). So

\[ d[4, 3, (2, 1)_n] = -d \cdot cl[3, (2, 1)_n]^4 \]

\[ + \max \left( d \cdot cl[3, (2, 1)_n]^2 + d \cdot cl[3, (2, 1)_n]^7, d \cdot cl[3, (2, 1)_n]^3 + d \cdot cl[3, (2, 1)_n]^5 \right) \]

\[ = -d \cdot cl[3, (2, 1)_n]^4 + d \cdot cl[3, (2, 1)_n]^3 \]

\[ = -0, 0, 0, -1, 0, 0, 0 \]

\[ = (n, n - 1, 1, 0, 0, 0, 0). \]

Next we have

\[ (X_7)_{[4, 3, (2, 1)_n]} = \begin{pmatrix} 0 & 1 & 1 & 0 & -1 & 0 & -1 \\ -1 & 0 & 0 & 1 & 1 & 0 & -1 \\ -2 & 1 & 0 & 0 & 0 & -1 & 0 \\ 1 & 0 & -1 & 1 & 0 & 1 & 0 \\ 0 & -1 & 1 & 0 & -1 & 0 & 1 \\ 1 & 0 & -1 & 1 & 0 & 1 & 0 \end{pmatrix}, \]

so

\[ d[5, 4, 3, (2, 1)_n] = -d \cdot cl[4, 3, (2, 1)_n]^5 \]

\[ + \max \left( d \cdot cl[4, 3, (2, 1)_n]^2 + d \cdot cl[4, 3, (2, 1)_n]^7 + d \cdot cl[4, 3, (2, 1)_n]^3 + d \cdot cl[4, 3, (2, 1)_n]^4 + d \cdot cl[4, 3, (2, 1)_n]^6 \right) \]

\[ = -0, 0, 0, 0, -1, 0, 0 \]

\[ + \max \left( (n, n - 1, 0, 0, 0, 0, 0) + (n, n - 1, 1, 0, 0, 0, 0), \right. \]

\[ (n - 1, n - 2, 0, 0, 0, 0, 0) + (n, n - 1, 1, 0, 0, 0) \]

\[ = (0, 0, 0, 0, 1, 0, 0) + (2n, 2(n - 1), 1, 1, 0, 0, 0) \]

\[ = (2n, 2(n - 1), 1, 1, 0, 0, 0). \]
as required. (We omitted $d.\,cl[4, 3, (2, 1)_{n}]^{6}$ and $d.\,cl[4, 3, (2, 1)_{n}]^{7}$ in the second max above as they only have zero or negative entries.)

**Corollary 7.2.4.** $\mathcal{A}((1, 1, 2, 1, 1, 1), X_{7})$ has infinitely many variables in degree 2.

**Proof.** This follows since $\deg_{X_{7}}[5, 4, 3, (2, 1)_{n}] = \deg_{X_{7}}[5, 4, 3] = 2$.

**Proposition 7.2.5.** $\mathcal{A}((1, 1, 2, 1, 1, 1), X_{7})$ has infinitely many variables of each occurring degree.

**Proof.** This is immediate from the previous two Corollaries, since $\mathcal{A}((1, 1, 2, 1, 1, 1), X_{7})$ only has variables in degrees 1 and 2, as noted in Table 7.1.

### 7.3 Gradings for $\tilde{E}_{6}, \tilde{E}_{7}$ and $\tilde{E}_{8}$

Now let us consider $\tilde{E}_{i}$. For these cases, there are certain degrees which we expect to correspond with only one variable, while other degrees have infinitely many variables. We are able to show that the latter is true, and we do so by finding a mutation path which gives us infinitely many examples. Such a path is comparable to the special path $[(3, 2, 1)_{2n}]$ in Lemma 4.4.5. However, while there was only one minimal path of this kind in the cases in Chapter 3, we can find more than one in these examples, and it is not always the case that such a minimal path will always have length equal to the rank. Such paths are also usually much more difficult to find for these cases.

All of these facts are due to the higher rank: for the rank 3 acyclic quivers, the floor of the exchange graph consists of repeating segments comprised of two-dimensional polytopes along which the special path traverses. In higher ranks, we expect the floor to consist of polytopes whose dimension is close to the rank. Thus there may be many routes between one “segment” of the floor and another, but due to the size and complexity of the segments, finding paths that move between the initial vertex of each segment is more difficult.

In general, little is known about the structure of the exchange graph of cluster algebras of rank greater than 3. The paths we provide below show that the exchange graph for these example does consist of repeating segments. We conjecture that, similar to the rank 3 mixed case (but in contrast to the rank 3 acyclic cases), these segments are bounded by hyperplanes (rather than being enclosed by a canopy of infinitely many trees whose vertices are forks).
Remark 7.3.1. The graded cluster algebras arising from $\tilde{E}_6$, $\tilde{E}_7$ and $\tilde{E}_8$ are all balanced. This is by Lemma 4.1.9, since the corresponding quivers are acyclic.

7.3.1 Grading for $\tilde{E}_6$

In $\tilde{E}_6$ we will show that degrees 0 and $\pm 1$ have infinitely many different variables. We conjecture that degrees $\pm 2$ correspond to one variable each.

Lemma 7.3.2. Let $[p] = [3, 4, 6, 2, 1, 7, 5]$. Then

$$\deg . \text{sd}_{\tilde{E}_6}[p^n] = ((-1)^n(1, 0, 1, 0, 1, 0, 1), \tilde{E}_6).$$

That is, mutating the initial degree seed of $\tilde{E}_6$ along $[p]$ results in the negative of the initial degree seed again.

Proof. Although it is straightforward, we will write out the computation for $n = 1$ since we will need to refer to the intermediate quivers involved again later. After this, the result is immediate. We have

$$\deg . \text{sd}_{\tilde{E}_6}[5] = (1, 0, 1, 0, -1, 0, 1), \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & -1 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[7, 5] = (1, 0, 1, 0, -1, 0, -1), \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & -1 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[1, 7, 5] = (-1, 0, 1, 0, -1, 0, -1), \begin{pmatrix} 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & -1 & -1 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[2, 1, 7, 5] = (-1, 0, 1, 0, -1, 0, -1), \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & -1 & 0 & 0 & 0 & 0 \\ 1 & 0 & -1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[6, 2, 1, 7, 5] = (-1, 0, 1, 0, -1, 0, -1), \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[4, 6, 2, 1, 7, 5] = (-1, 0, 1, 0, -1, 0, -1), \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix},$$

$$\deg . \text{sd}_{\tilde{E}_6}[3, 4, 6, 2, 1, 7, 5] = (-1, 0, -1, 0, -1, 0, -1), \tilde{E}_6),$$

as required. □
Note that \( l([p]) \) is equal to the rank of \( \bar{E}_0 \). (We conjecture that this is a minimal length path with the desired property.)

We will soon require the use of floor and ceiling functions. Note the following identities involving these functions, which we will make frequent use of in this chapter. We have

\[
\left\lfloor \frac{n}{m} \right\rfloor = \left\lfloor \frac{n-1}{m} \right\rfloor + 1, \quad \text{(7.3.1)}
\]
(or equivalently)

\[
\left\lfloor \frac{n}{m} \right\rfloor = \left\lceil \frac{n+1}{m} \right\rceil - 1, \quad \text{(7.3.2)}
\]
and

\[
n = \left\lfloor \frac{n}{m} \right\rfloor + \left\lfloor \frac{n-1}{m} \right\rfloor + \cdots + \left\lfloor \frac{n-m+1}{m} \right\rfloor, \quad \text{(7.3.3)}
\]
for any \( n, m \in \mathbb{N} \). (Equation 7.3.3 is given in [19, p. 85].)

**Lemma 7.3.3.** Let \( [p] = [3, 4, 6, 2, 1, 7, 5] \). Then, for \( n \geq 1 \),

\[
\text{d. cl}_{\bar{E}_0} ([p])|_3 = \left\langle \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle.
\]

(7.3.4)

**Proof.** We refer to the matrices in Lemma 7.3.2 throughout. As a base case, we have that \( \text{d. cl}_{\bar{E}_0} [p]|_3 = (0, 0, 1, 0, 0, 0, 0) \). Assume the claim is true for \( n \). Then:

- \( \text{d}[5, (p)^n]|_3 = -\left\lfloor \frac{n-1}{2} \right\rfloor + \max (n-1, 0) = n-1 - \left\lfloor \frac{n-1}{2} \right\rfloor = \left\lceil \frac{n-1}{2} \right\rceil \),
  so \( \text{d. cl}_{\bar{E}_0} [5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n-1, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).

- \( \text{d}[7, 5, (p)^n]|_3 = -\left\lfloor \frac{n-1}{2} \right\rfloor + \max (n-1, 0) = n-1 - \left\lfloor \frac{n-1}{2} \right\rfloor = \left\lceil \frac{n-1}{2} \right\rceil \),
  so \( \text{d. cl}[7, 5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n-1, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).

- \( \text{d}[1, 7, 5, (p)^n]|_3 = -\left\lceil \frac{n-1}{2} \right\rceil + \max (n-1, 0) = \left\lceil \frac{n-1}{2} \right\rceil \),
  so \( \text{d. cl}[1, 7, 5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n-1, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).

- \( \text{d}[2, 1, 7, 5, (p)^n]|_3 = -(n-1) + \max \left( \left\lceil \frac{3n}{2} \right\rceil + \left\lceil \frac{n-1}{2} \right\rceil - 1, 0 \right) \\
  = \left\lceil \frac{3n}{2} \right\rceil + \left\lceil \frac{n-1}{2} \right\rceil - (n-1) - 1 = n, \\
  \text{so} \ \text{d. cl}[2, 1, 7, 5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n-1, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).

- \( \text{d}[6, 2, 1, 7, 5, (p)^n]|_3 = -(n-1) + \max \left( \left\lceil \frac{3n}{2} \right\rceil + \left\lceil \frac{n-1}{2} \right\rceil - 1, 0 \right) = n, \\
  \text{so} \ \text{d. cl}[6, 2, 1, 7, 5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n, \left\lceil \frac{3n}{2} \right\rceil - 1, n-1, \left\lfloor \frac{n-1}{2} \right\rfloor, n, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).

- \( \text{d}[4, 6, 2, 1, 7, 5, (p)^n]|_3 = -(n-1) + \max \left( \left\lceil \frac{3n}{2} \right\rceil + \left\lceil \frac{n-1}{2} \right\rceil - 1, 0 \right) = n, \\
  \text{so} \ \text{d. cl}[4, 6, 2, 1, 7, 5, (p)^n]|_3 = \left\langle \left\lceil \frac{n-1}{2} \right\rceil, n, \left\lceil \frac{3n}{2} \right\rceil - 1, n, \left\lfloor \frac{n-1}{2} \right\rfloor, n, \left\lceil \frac{n-1}{2} \right\rceil \right\rangle \).
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Finally
\[ d_3[p^{n+1}] = -\left\lceil \frac{3n}{2} \right\rceil - 1 + \max(n + n + n, 0) \]
\[ = 3n - \left\lceil \frac{3n}{2} \right\rceil + 1 = \left\lceil \frac{3n - 1}{2} \right\rceil - \left\lceil \frac{3n}{2} \right\rceil + 1 = \left\lceil \frac{3(n + 1)}{2} \right\rceil - 1, \]
where we have used the identity (7.3.3) with \( m = 2 \). So
\[ d_3 \text{ cl } [p^{n+1}] = \left\langle \left\lfloor \frac{n - 1}{2} \right\rfloor, n, \left\lceil \frac{3(n + 1)}{2} \right\rceil - 1, n, \left\lceil \frac{n - 1}{2} \right\rceil, n, \left\lfloor \frac{n - 1}{2} \right\rfloor \right\rangle \]
\[ = \left\langle \left\lfloor \frac{n}{2} \right\rfloor, n, \left\lceil \frac{3(n + 1)}{2} \right\rceil - 1, n, \left\lceil \frac{n}{2} \right\rceil, n, \left\lfloor \frac{n}{2} \right\rfloor \right\rangle. \]
Thus the result is also true for \( n + 1 \). Therefore the claim is proved. \( \square \)

**Proposition 7.3.4.** \( \mathcal{A}((1, 0, 1, 0, 1, 0, 1), \tilde{E}_6) \) has infinitely many variables of degree 0 and \( \pm 1 \).

**Proof.** By the proof of Lemma 7.3.2 we see that repeating the path \([p]\) gives infinitely many variables of degree \( m \), where \( m \in \{0, \pm 1\} \). By Lemma 7.3.3 we have that infinitely many of these paths must result in different variables as their denominator vectors are different. \( \square \)

**Conjecture 7.3.5.** \( \mathcal{A}((1, 0, 1, 0, 1, 0, 1), \tilde{E}_6) \) has only one variable in degree 2 and one variable in degree \( -2 \).

This statement may be compared with the analogous result for \( \left( \begin{array}{ccc} 0 & 2 & -1 \\ -2 & 0 & 1 \\ 1 & -1 & 0 \end{array} \right) \) in Proposition 4.2.3. There, it was not difficult to establish the structure of the exchange graph, and its form was simple enough that we could deduce our result using the relevant set of recurrence relations. In this case, the higher rank makes it much more difficult to attempt the same method, but we still expect the result will hold. Computer aided calculation gives some further confidence in our conjecture: after computing thousands of different mutation paths that result in degree 2 and \( -2 \), only one variable was found in each degree. Similar considerations also apply to Conjecture 7.3.9 and Conjecture 7.3.13, which we will make later in the chapter.

### 7.3.2 Grading for \( \tilde{E}_7 \)

Let us now consider \( \tilde{E}_7 \). This has a 2-dimensional grading under which we will show that the degrees \( (0, 0), \pm (\frac{1}{1}), \pm (\frac{1}{0}) \) and \( \pm (\frac{0}{1}) \) all contain infinitely many variables. We conjecture that the degrees \( \pm (\frac{2}{1}) \) correspond to only one variable each.
Lemma 7.3.6. Let \( p = [7, 1, 6, 2, 5, 8, 3, 4] \). Then
\[
\text{deg} \cdot \text{sd}_{E_7}(\tilde{p}) = ((-1)^n ((\frac{n}{3}), (\frac{2n}{3}), (\frac{n}{3}) - 1, n, (\frac{2n}{3}), (\frac{n}{3}), (\frac{2n-1}{3})) \cdot \tilde{E}_7).
\]

That is, mutating the initial degree seed of \( E_7 \) along \( p \) results in the negation of the initial degree seed.

Proof. See Proof A.0.1 of the appendix for the proof, including the list of matrices obtained (which we will use again below). \( \square \)

Lemma 7.3.7. Let \( p = [7, 1, 6, 2, 5, 8, 3, 4] \). Then
\[
\text{d} \cdot \text{cl}_{E_7}(\tilde{p}) = \langle \left\lceil \frac{n}{3} \right\rceil, \left\lfloor \frac{2n}{3} \right\rfloor, n, \left\lceil \frac{4n}{3} \right\rceil - 1, n, \left\lceil \frac{2n}{3} \right\rceil, \left\lceil \frac{n}{3} \right\rceil, \left\lceil \frac{2n-1}{3} \right\rceil \rangle. \quad (7.3.5)
\]

Proof. The result is clearly true for \( n = 0 \) which provides a base case. Assume true for \( n \). We refer to the matrices in Proof A.0.1 throughout. This time we will not write down the new denominator slice after each mutation.

We have the following:

\[
\text{d}[4, (p)^n]_4 = -\left( \left\lfloor \frac{4n}{3} \right\rfloor - 1 \right) + \max \left\{ n + n + \left\lceil \frac{2n-1}{3} \right\rceil, 0 \right\}
\]
\[
= 2n + \left\lceil \frac{2n-1}{3} \right\rceil - \left\lfloor \frac{4n}{3} \right\rfloor + 1
\]
\[
= n + \left\lceil \frac{2n-1}{3} \right\rceil - \left\lfloor \frac{n}{3} \right\rfloor + 1.
\]

\[
\text{d}[3, 4, (p)^n]_4 = -n + \max \left\{ \left\lceil \frac{2n}{3} + \left( n + \left\lfloor \frac{n+1}{3} \right\rfloor \right) \right\rceil, 0 \right\}
\]
\[
= \left\lceil \frac{2n}{3} + \left( n + \left\lceil \frac{n+1}{3} \right\rceil \right) \right\rceil.
\]

\[
\text{d}[8, 3, 4, (p)^n]_4 = \left\lceil \frac{2n-1}{3} \right\rceil + \max \left\{ n + \left\lceil \frac{n+1}{3} \right\rceil, 0 \right\}
\]
\[
= n \left\lceil \frac{n+1}{3} \right\rceil - 1 \left\lceil \frac{2n-1}{3} \right\rceil.
\]

\[
\text{d}[5, 8, 3, 4, (p)^n]_4 = -n + \max \left\{ n + \left( \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{2n}{3} \right\rceil \right), 0 \right\}
\]
\[
= \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{2n}{3} \right\rceil.
\]

\[
\text{d}[2, 5, 8, 3, 4, (p)^n]_4 = -\left\lceil \frac{2n}{3} \right\rceil + \max \left\{ \left\lceil \frac{n}{3} \right\rceil + \left( \left\lceil \frac{2n}{3} \right\rceil + \left\lceil \frac{n+1}{3} \right\rceil \right), 0 \right\}
\]
\[
= \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{n}{3} \right\rceil.
\]
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\[ d[6, 2, 5, 8, 3, 4, (p)^n]_4 = -\left\lceil \frac{2n}{3} \right\rceil + \max \left\{ \left\lfloor \frac{n+1}{3} \right\rfloor + \left\lfloor \frac{2n}{3} \right\rfloor + \left\lceil \frac{n}{3} \right\rceil, 0 \right\} \]

\[ = \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{n}{3} \right\rceil. \]

\[ d[1, 6, 2, 5, 8, 3, 4, (p)^n]_4 = -\left\lceil \frac{n}{3} \right\rceil + \max \left\{ \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{n}{3} \right\rceil, 0 \right\} = \left\lceil \frac{n+1}{3} \right\rceil. \]

\[ d[\mathbb{E}_{n+1}]_4 = -\left\lceil \frac{n}{3} \right\rceil + \max \left\{ \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{n}{3} \right\rceil, 0 \right\} = \left\lceil \frac{n+1}{3} \right\rceil. \]

So the new denominator slice, \( d. c_{\mathcal{E}_n} [E^n]_4 \), is

\[ \left\langle \left\lceil \frac{n+1}{3} \right\rceil, \left\lceil \frac{n+1}{3} \right\rceil + \left\lceil \frac{n}{3} \right\rceil, \left\lfloor \frac{2n}{3} \right\rfloor + \left\lceil \frac{n+1}{3} \right\rceil, n + \left\lfloor \frac{2n-1}{3} \right\rfloor - \left\lceil \frac{n}{3} \right\rceil + 1, \left\lceil \frac{n+1}{3} \right\rceil + \left\lfloor \frac{2n}{3} \right\rfloor + \left\lceil \frac{n+1}{3} \right\rceil, n + \left\lceil \frac{n+1}{3} \right\rceil - \left\lfloor \frac{2n-1}{3} \right\rfloor \right\rangle. \]

For the induction step, we need to check that

(i) \[ \left\lceil \frac{n+1}{3} \right\rceil + \left\lfloor \frac{n}{3} \right\rfloor = \left\lceil \frac{2(n+1)}{3} \right\rceil, \]

(ii) \[ \left\lceil \frac{2n}{3} \right\rceil + \left\lceil \frac{n+1}{3} \right\rceil = n + 1, \]

(iii) \[ n + \left\lfloor \frac{2n-1}{3} \right\rfloor - \left\lfloor \frac{n}{3} \right\rfloor + 1 = \left\lceil \frac{4(n+1)}{3} \right\rceil - 1, \]

(iv) \[ n + \left\lceil \frac{n+1}{3} \right\rceil - \left\lfloor \frac{2n-1}{3} \right\rfloor = \left\lfloor \frac{2(n+1)-1}{3} \right\rfloor. \]

This is straightforward. We write \( n = 3k + i \), for some \( k \in \mathbb{N} \) and some \( i \in \{0, 1, 2\} \) and split into cases based on \( n \mod 3 \). We show the calculation for (i) and assert that the other cases are easily shown in a similar way.

For \( n = 3k \):

\[ \left\lceil \frac{n+1}{3} \right\rceil + \left\lfloor \frac{n}{3} \right\rfloor = \left\lceil \frac{3k+1}{3} \right\rceil + \left\lfloor \frac{3k}{3} \right\rfloor = k + \left\lceil \frac{1}{3} \right\rceil + k = 2k + 1 \]

\[ = 2k + \left\lceil \frac{2}{3} \right\rceil = \left\lceil \frac{6k+2}{3} \right\rceil = \left\lceil \frac{2(n+1)}{3} \right\rceil. \]

For \( n = 3k + 1 \):

\[ \left\lceil \frac{n+1}{3} \right\rceil + \left\lfloor \frac{n}{3} \right\rfloor = \left\lceil \frac{3k+2}{3} \right\rceil + \left\lceil \frac{3k+1}{3} \right\rceil = 2k + 2 = \left\lceil \frac{6k+4}{3} \right\rceil = \left\lceil \frac{2(n+1)}{3} \right\rceil. \]

For \( n = 3k + 2 \):

\[ \left\lceil \frac{n+1}{3} \right\rceil + \left\lfloor \frac{n}{3} \right\rfloor = \left\lceil \frac{3k+3}{3} \right\rceil + \left\lceil \frac{3k+2}{3} \right\rceil = 2k + 2 = \left\lceil \frac{6k+6}{3} \right\rceil = \left\lceil \frac{2(n+1)}{3} \right\rceil. \]

Thus we obtain the induction step which gives our result. \( \square \)
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Proposition 7.3.8. \( \mathcal{A} \left( \left( \frac{-1}{1}, \left( \frac{0}{0}, \frac{-1}{1} \right), \left( \frac{0}{0}, \frac{1}{0} \right), \left( \frac{1}{0} \right) \right), \tilde{E}_7 \right) \) has infinitely many variables of degree \( \left( \frac{0}{0} \right), \pm \left( \frac{1}{1} \right), \) and \( \pm \left( \frac{1}{0} \right). \)

Proof. This follows by combining Lemma 7.3.6 and Lemma 7.3.7.

Conjecture 7.3.9. \( \mathcal{A} \left( \left( \frac{-1}{1}, \left( \frac{0}{0}, \frac{-1}{1} \right), \left( \frac{0}{0}, \frac{1}{0} \right), \left( \frac{1}{0} \right) \right), \tilde{E}_7 \right) \) has only one variable in degree \( \left( \frac{0}{1} \right) \) and one variable in degree \( \left( \frac{-1}{1} \right). \)

7.3.3 Grading for \( \tilde{E}_8 \)

In \( \tilde{E}_8 \), we again expect degrees \( \pm 2 \) correspond to one variable each, while degrees \( 0 \) and \( \pm 1 \) have infinitely many different variables. For this case it is more difficult to write down a simple formula for the entries of the third denominator slice. The entries after \( \left( \frac{n}{p} \right) \) depend on \( n \mod 5 \).

Lemma 7.3.10. Let \( \left[ \frac{p}{q} \right] = [3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8] \). Then

\[
\deg \cdot \text{sd}_{\tilde{E}_8} \left( \left[ \frac{p}{q} \right]^n \right) = \left( (-1)^n(0, 0, -1, 0, -1, 0, -1, 1), \tilde{E}_8 \right).
\]

Proof. See Proof A.0.2 of the appendix, where again we include the list of matrices obtained.

Lemma 7.3.11. Let \( \left[ \frac{p}{q} \right] = [3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8] \). The entries of \( \text{d. cl}_{\tilde{E}_8} \left( \left[ \frac{p}{q} \right]^n \right) \) are as follows.

\[
d. \text{cl}_{3} \left( \left[ \frac{p}{q} \right]^n \right) = \begin{cases} 2 & n = 5k + i, (i = 1, 2) \\ 2 & n = 5k + j, (j = 0, 3, 4). \end{cases} \quad (7.3.6)
\]

\[
d. \text{cl}_{3} \left( \left[ \frac{p}{q} \right]^n \right) = \begin{cases} 4 & n = 5k + 1 \\ 4 & n = 5k + 2 \\ 4 & n = 5k + 3 \\ 4 & n = 5k + 4 \\ 4 & n = 5k. \end{cases} \quad (7.3.7)
\]

\[
d. \text{cl}_{3} \left( \left[ \frac{p}{q} \right]^n \right) = \begin{cases} 6 & n = 5k + 1 \\ 6 & n = 5k + 2 \\ 6 & n = 5k + 3 \\ 6 & n = 5k + 4 \\ 6 & n = 5k. \end{cases} \quad (7.3.8)
\]
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\[ d. \ cl_3^4 = n - 1 \]  \hspace{1em} (7.3.9)

\[ d. \ cl_3^5[(p)\, ^n] = \begin{cases} 
4 \left\lceil \frac{n - 5}{5} \right\rceil - 2, & n = 5k + 4 \\
4 \left\lceil \frac{n - 5}{5} \right\rceil - 1, & n = 5k. 
\end{cases} \]  \hspace{1em} (7.3.10)

\[ d. \ cl_3^6[(p)\, ^n] = \begin{cases} 
3 \left\lceil \frac{n - 5}{5} \right\rceil - 3, & n = 5k + i, (i = 1, 2, 3) \\
3 \left\lceil \frac{n - 5}{5} \right\rceil - 2, & n = 5k + 4 \\
3 \left\lceil \frac{n - 5}{5} \right\rceil - 1, & n = 5k. 
\end{cases} \]  \hspace{1em} (7.3.11)

\[ d. \ cl_3^7[(p)\, ^n] = \begin{cases} 
2 \left\lceil \frac{n - 5}{5} \right\rceil - 2, & n = 5k + i, (i = 1, 2, 3, 4) \\
2 \left\lceil \frac{n - 5}{5} \right\rceil - 1, & n = 5k. 
\end{cases} \]  \hspace{1em} (7.3.12)

\[ d. \ cl_3^8[p\, ^n] = \left\lceil \frac{n}{5} \right\rceil - 1. \]  \hspace{1em} (7.3.13)

\[ d. \ cl_3^9[(p)\, ^n] = \begin{cases} 
3 \left\lceil \frac{n - 5}{5} \right\rceil - 3, & n = 5k + 1 \\
3 \left\lceil \frac{n - 5}{5} \right\rceil - 2, & n = 5k + i, (i = 2, 3) \\
3 \left\lceil \frac{n - 5}{5} \right\rceil - 1, & n = 5k + j, (j = 0, 4). 
\end{cases} \]  \hspace{1em} (7.3.14)

**Proof.** The result is clearly true for \( n = 0 \) which provides a base case. Assume true for \( n \) when \( n = 5k \). (Other cases can be proved in a similar way.) We refer to the matrices in Proof A.0.2. Note, since \( n = 5k, \left\lceil \frac{n + 1}{5} \right\rceil = \left\lceil \frac{n}{5} \right\rceil + 1 \) and \( \left\lfloor \frac{n}{5} \right\rfloor = \frac{n}{5} \).

We compute the denominator entries along the mutation path.

\[
d^3[8, (p)\, ^n] = - \left( \left\lceil \frac{n}{5} \right\rceil - 1 \right) + \max \left( 2 \left\lceil \frac{n}{5} \right\rceil - 1, 0 \right) = \left\lceil \frac{n}{5} \right\rceil.
\]

\[
d^3[7, 8, (p)\, ^n] = - \left( 2 \left\lceil \frac{n}{5} \right\rceil - 1 \right) + \max \left( \left( 3 \left\lceil \frac{n}{5} \right\rceil - 1 \right) + \left\lceil \frac{n}{5} \right\rceil, 0 \right) = 2 \left\lceil \frac{n}{5} \right\rceil.
\]

\[
d^3[6, 7, 8, (p)\, ^n] = - \left( 3 \left\lceil \frac{n}{5} \right\rceil - 1 \right) + \max \left( \left( 4 \left\lceil \frac{n}{5} \right\rceil - 1 \right) + 2 \left\lceil \frac{n}{5} \right\rceil, 0 \right) = 3 \left\lceil \frac{n}{5} \right\rceil.
\]

\[
d^3[5, 6, 7, 8, (p)\, ^n] = - \left( 4 \left\lceil \frac{n}{5} \right\rceil - 1 \right) + \max \left( \left( n - 1 \right) + 3 \left\lceil \frac{n}{5} \right\rceil, 0 \right) = n - \left\lceil \frac{n}{5} \right\rceil = n - \frac{n}{5} = 4 \left\lceil \frac{n}{5} \right\rceil.
\]

\[
d^3[6, 5, 6, 7, 8, (p)\, ^n] = -3 \left\lceil \frac{n}{5} \right\rceil + \max \left( \left( n - \left\lceil \frac{n}{5} \right\rceil \right) + 2 \left\lceil \frac{n}{5} \right\rceil \right) = n - 4 \left\lceil \frac{n}{5} \right\rceil = \left\lceil \frac{n}{5} \right\rceil.
\]
\[ \mathbf{d}^{3[1,6,5,6,7,8,\langle p \rangle^n]} = -\left(2\left\lceil \frac{n}{5} \right\rceil - 1\right) + \max\left(\left(4\left\lfloor \frac{n}{5} \right\rfloor - 1\right), 0\right) \]
\[ = 2\left\lceil \frac{n}{5} \right\rceil. \]
\[ \mathbf{d}^{3[9,1,6,5,6,7,8,\langle p \rangle^n]} = -\left(3\left\lceil \frac{n}{5} \right\rceil - 1\right) + \max\left(\left(6\left\lfloor \frac{n}{5} \right\rfloor - 1\right), 0\right) \]
\[ = 3\left\lceil \frac{n}{5} \right\rceil. \]
\[ \mathbf{d}^{3[6,9,1,6,5,6,7,8,\langle p \rangle^n]} = -(n - 4\left\lceil \frac{n}{5} \right\rceil - 1) + \max\left(\left(n - \left\lfloor \frac{n}{5} \right\rfloor - 1\right), 2\left\lceil \frac{n}{5} \right\rceil\right) \]
\[ = 4\left\lceil \frac{n}{5} \right\rceil. \]
\[ \mathbf{d}^{3[2,6,9,1,6,5,6,7,8,\langle p \rangle^n]} = -(4\left\lceil \frac{n}{5} \right\rceil - 1) + \max\left(2\left\lfloor \frac{n}{5} \right\rfloor + \left(6\left\lceil \frac{n}{5} \right\rceil - 1\right), 0\right) \]
\[ = 4\left\lceil \frac{n}{5} \right\rceil. \]
\[ \mathbf{d}^{3[4,2,6,9,1,6,5,6,7,8,\langle p \rangle^n]} = -(n - 1) + \max\left(\left(6\left\lceil \frac{n}{5} \right\rceil - 1\right) + \left(n - \left\lfloor \frac{n}{5} \right\rfloor\right), 0\right) \]
\[ = 5\left\lceil \frac{n}{5} \right\rceil. \]

Finally,
\[ \mathbf{d}^{3[\langle p \rangle^{n+1}]} = -\left(6\left\lceil \frac{n}{5} \right\rceil - 1\right) + \max\left(4\left\lfloor \frac{n}{5} \right\rfloor + 5\left\lceil \frac{n}{5} \right\rceil + 3\left\lfloor \frac{n}{5} \right\rfloor, 0\right) \]
\[ = 6\left\lceil \frac{n}{5} \right\rceil + 1. \]

So the new denominator slice is
\[ \mathbf{d}. \mathrm{cl}_{\tilde{E}_8}[\langle p \rangle^{n+1}]]_3 = \left\lceil \frac{n}{5} \right\rceil \langle 2, 4, 6, 5, 4, 3, 2, 1, 3 \rangle + \langle 0, 0, 1, 0, 0, 0, 0, 0, 0 \rangle. \]

Considering the first entry, we have
\[ 2\left\lceil \frac{n}{5} \right\rceil = 2\left\lceil \frac{n}{5} \right\rceil + 1 - 2 = 2\left\lceil \frac{n+1}{5} \right\rceil - 2, \]

so (7.3.6) is true for \( n + 1 \) (which is of the form \( 5k + 1 \)). Similarly, so are (7.3.7)–(7.3.14). So, when \( n = 5k \), the result is true for \( n + 1 \).

\textbf{Proposition 7.3.12.} \( \mathcal{A}(\langle 0, 0, 0, -1, 0, -1, 0, -1, 1 \rangle, \tilde{E}_8) \) has infinitely many variables of degree 0 and \( \pm 1 \).

\textit{Proof.} By the proof of Lemma 7.3.10 we see that repeating the path \( \langle p \rangle \) gives infinitely many variables of degree \( m \), where \( m \in \{0, \pm 1\} \). By Lemma 7.3.11 we have that infinitely many of these paths must result in different variables since the denominator vectors obtained grow indefinitely.

\textbf{Conjecture 7.3.13.} \( \mathcal{A}(\langle 0, 0, 0, -1, 0, -1, 0, -1, 1 \rangle, \tilde{E}_8) \) has only one variable in degree 2 and one variable in degree \( -2 \).
Chapter 8
Gradings for quivers arising from surface triangulations

8.1 Graded cluster algebras associated to surfaces

There exists a class of cluster algebras associated to oriented bordered surfaces with marked points. In [10] the authors describe the process by which a cluster algebra arises from such a surface. As is explained in [24], these cluster algebras may be given a grading by assigning each cluster variable a degree which is the sum of valued marked points (though this grading does not agree precisely with the definition of grading we have assumed in this thesis). In this chapter we will review the theory of cluster algebras arising from surfaces, following [10], and adapt a definition from [24] to our setting in order to define a grading (in our sense) on such a cluster algebra arising from the properties of its associated surface. We will then apply this theory to study the graded cluster algebra structure of some classes of examples.

The basic idea when associating a surface with a cluster algebra is that the surface will be triangulated by arcs, each of which represents a cluster variable, and the configuration of the triangulation then also encodes an exchange quiver so that the triangulated surface can be considered as a seed. This is made more precise with the following definitions.

Definition 8.1.1 (Marked surfaces). A bordered surface with marked points is a pair \((S, M)\) where \(S\) is a connected oriented 2-dimensional Riemann surface with boundary and \(M\) is a finite, non-empty set of marked points in the closure of \(S\) such that each connected component of the boundary of \(S\) has at least one marked
However, for technical reasons, the following particular cases are excluded from the definition: a sphere with one or two punctures, an unpunctured or once-punctured monogon, an unpunctured digon, an unpunctured triangle and a sphere with three punctures. This excludes cases that are not able to be triangulated—which we will define shortly.

A marked point which is not on a boundary component is called a puncture. (However, when we consider gradings arising from surfaces later, we will not allow surfaces with punctures.)

**Definition 8.1.2 (Arcs and ideal triangulations).** An arc in \((S, M)\) is a curve (up to isotopy) in \(S\) that does not intersect itself (except, possibly, for its endpoints) whose endpoints (and only its endpoints) are marked points in \(M\). An arc is not allowed to cut out an unpunctured monogon or unpunctured digon, so that an arc cannot be contractible to a marked point or to the boundary of \(S\). We use \(A^\circ(S, M)\) to denote the set of all arcs in \((S, M)\) (which is typically infinite—see [10, Proposition 2.3]).

Two arcs are called compatible if they have representatives in their respective isotopy classes that do not intersect in the interior of \(S\). An ideal triangulation of \((S, M)\) is a maximal collection of distinct, pairwise compatible arcs, and these arcs cut \(S\) into ideal triangles. Thus, each side of an ideal triangle is an arc or a segment of a boundary component between two marked points. Deviating from [10] slightly, we will use the term boundary arc to refer to such a segment, even though it is not a genuine arc. The three sides of an ideal triangle are not required to be distinct; such a triangle (shown in Figure 8.1) is called self-folded (although, as above, these will not be allowed when we consider gradings). Furthermore, two triangles can share more than one side.

![Figure 8.1: The self-folded triangle.](image)

The following defines the analogue of seed mutation for triangulated surfaces.
**Definition 8.1.3** (*Arc complex and flips*). The arc complex is the simplicial complex on the ground set $A^\circ(S, M)$ whose simplices are collections of distinct mutually compatible arcs and whose maximal simplices are ideal triangulations. We denote the arc complex by $\Delta^\circ(S, M)$ and its dual graph by $E^\circ(S, M)$. So the vertices of $E^\circ(S, M)$ are in bijection with the ideal triangulations of $(S, M)$.

A flip is a transformation of an ideal triangulation of $(S, M)$ that removes a particular arc and replaces it with a (unique) new arc that forms a new ideal triangulation of $(S, M)$ together with the remaining arcs. Thus, the edges of $E^\circ(S, M)$ above correspond to flips.

It is clear that a flip of a triangulated surface is involutive, though not every arc can be flipped: there is no suitable replacement arc for the self-folded edge (interior to the loop) of the self-folded triangle mentioned above. This is in contrast with seed mutation, in which every (non-frozen) entry of the seed may be mutated. In [10, Section 7], the authors resolve this issue by introducing *tagged arcs* and their flips. However, for the class of examples from which our gradings arise, every arc will be flippable (indeed, as we will not allow punctures, the self-folded triangle can not arise in our examples).

**Proposition 8.1.4.** Any two ideal triangulations are related by a sequence of flips. That is, $E^\circ(S, M)$ is connected.

**Proof.** This follows from results of [20], [21] and [23].

Compare the following to Theorem 4.4.9.

**Theorem 8.1.5 ([8, Theorem 1.1]).** The fundamental group of $E^\circ(S, M)$ is generated by cycles of length 4 and 5, pinned down to a base point.

Still following [10], we now explain how to associate an exchange matrix to a triangulated surface.

**Definition 8.1.6 ([10, Definition 4.1]).** Let $T$ be an ideal triangulation of $(S, M)$. We define the signed adjacency matrix $B(T)$ as follows. We label the rows and columns of $B(T)$ by the arcs in $T$ (strictly, by $l(1), \ldots, l(n)$ for some labelling $l$ as in Definition 2.1.1). For an arc labelled $i$, the map $\pi_T(i)$ is defined as follows: if there is a self-folded ideal triangle in $T$ in which $i$ is the self-folded edge, then $\pi_T(i)$ is the arc that is the remaining edge of the triangle. Otherwise, $\pi_T(i) = i$. Then, for each ideal triangle $\Delta$ in $T$ which is not self-folded, define the $n \times n$ matrix $B^\Delta$
by
\[ b_{ij}^\Delta = \begin{cases} 1 & \text{if } \Delta \text{ has sides labeled } \pi_T(i) \text{ and } \pi_T(j) \text{ with } \pi_T(i) \text{ followed by } \pi_T(j) \text{ in the clockwise order,} \\ -1 & \text{if the same is true but in the counter-clockwise order,} \\ 0 & \text{otherwise.} \end{cases} \]

Then we set \( B(T) = \sum_{\Delta} B^\Delta \), where \( \Delta \) ranges over all ideal triangles in \( T \) that are not self-folded.

We have that \( B(T) \) is skew-symmetric and all its entries are in \( \{0, \pm 1, \pm 2\} \).

**Remark 8.1.7.** As an alternative to using a matrix, we may draw the corresponding quiver on a triangulated surface by picking a point on each arc and adding an arrow between arcs \( \alpha \) and \( \alpha' \) each time \( \alpha' \) appears after \( \alpha \) in the clockwise direction in a triangle (which may happen more than once for a given pair of arcs, leading to a double arrow or cancellation of arrows).

**Remark 8.1.8.** Suppose \( T \) and \( T' \) are two triangulations of the same marked surface. It is not true that \( T \neq T' \implies B(T) \neq B(T') \). Indeed, unless \( B(T) \) gives rise to a finite type cluster algebra, there will be infinitely many different triangulations \( T' \) such that \( B(T') = B(T) \). Note also that two different marked surfaces may have the same signed adjacency matrix (for example, see [10, Example 4.3]).

**Example 8.1.9.** Consider the triangulated marked surface

\[ (S, M) = \]

This is the six-gon. The ideal triangulation \( T \) consists of the three non-boundary arcs \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) and we have \( B(T) = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix} \). Flipping the arc \( \alpha_1 \), we obtain the new ideal triangulation \( T' = \{\alpha_1', \alpha_2, \alpha_3\} \), as in
and we have $B(T') = \begin{pmatrix} 0 & 1 & -1 \\ -1 & 0 & 0 \end{pmatrix}$. The corresponding quiver is an orientation of a Dynkin diagram of type $A_3$, and indeed the cluster algebra associated to this marked surface is of type $A_3$. (In general, the cluster algebra associated to the $n$-gon with no punctures is of type $A_n$—see [10, Table 1].)

Notice in the example above that $B(T') = B(T)_{[1]}$, that is, the matrix corresponding to flipping the arc $\alpha_1$ in $T$ is the same as the one obtained by mutating $B(T)$ in direction 1. This happens in general, as we see from the next result, which relates flips of arcs to matrix mutation.

**Proposition 8.1.10** ([10, Proposition 4.8]). Let $T$ be an ideal triangulation and suppose the ideal triangulation $T'$ is obtained from $T$ by flipping an arc labelled $k$. Then $B(T') = B(T)_{[k]}$.

The following is a corollary of Proposition 8.1.4 and Proposition 8.1.10.

**Proposition 8.1.11** ([10, Proposition 4.10]). Let $T$ be a triangulation of $(S, M)$. The mutation equivalence class of $B(T)$ is independent of $T$ and depends only on $(S, M)$.

**Definition 8.1.12.** We will write $\mathcal{A}(S, M)$ to unambiguously refer to the cluster algebra arising from a particular triangulated surface.

We have not yet precisely established the relationship between the arcs in the class of ideal triangulations of a given surface and the cluster variables in the corresponding cluster algebra, that is, the relationship between the arc complex $\Delta^o(S, M)$ of a triangulated surface and the cluster complex of the cluster algebra arising from that surface. The next theorem, which is the main result of [10], addresses this. The version presented here is in fact only a special case of that theorem (which allows for the possibility of self-folded triangles by using tagged
triangulations), but it is all we will need as we will ultimately be excluding surfaces with punctures.

**Theorem 8.1.13** ([10, Theorem 7.11]). Let \((S, M)\) be a bordered surface with marked points without any punctures and let \(A\) be a cluster algebra generated by \(B(T)\), where \(T\) is a triangulation of \((S, M)\). Then the arc complex \(\Delta^\circ(S, M)\) is isomorphic to the cluster complex of \(A\), and \(E^\circ(S, M)\) is isomorphic to the exchange graph of \(A\).

Apart from one or two particular cases, this result can be extended to allow for surfaces with punctures. We will exclude such surfaces in our study as they do not work with the set-up we are going to introduce that allows a grading to arise from a triangulation.

We are now ready to introduce the mechanism by which such a grading arises. The idea is to assign values to the marked points of a surface and then set the degree of an arc (and thus its corresponding cluster variable) to the sum of its endpoints. First note the following, which lets us read off the dimension of the grading from \((S, M)\).

**Theorem 8.1.14** ([10, Theorem 14.3]). Let \(T\) be an ideal triangulation of \((S, M)\). Then the corank of \(B(T)\) is the number of punctures in \((S, M)\) plus the number of boundary components having an even number of marked points.

We will refer to boundary components with an even number of marked points as **even** boundary components and ones with an odd number of points as **odd** components. Thus, for our class of examples, the dimension of a grading is given by the number of even boundary components.

The set \(E\) in Definition 8.1.16 below is where we make an alteration to the definition in [24, Section 3.5]. This set will essentially give us our grading space, but since we have changed the definition from [24], we need to prove this and any subsequent results for our altered setting. We will do so here in a combinatorial way without needing the background theory in [24].

**Definition 8.1.15.** Let \(\alpha\) be an arc in an ideal triangulation of \((S, M)\) and consider the marked points (or common marked point) \(m\) and \(m'\) attached to each end of \(\alpha\). We will call \(m\) and \(m'\) the **endpoint(s)** of \(\alpha\). We will call functions \(s, t : A^\circ(S, M) \to M\) such that \(\{s(\alpha), t(\alpha)\} = \{m, m'\}\) for all \(\alpha \in A^\circ(S, M)\) **endpoint maps** of \(A^\circ(S, M)\). Given \(A^\circ(S, M)\), unless otherwise stated we will tacitly fix two endpoint maps and refer to them as \(s\) and \(t\).
Definition 8.1.16. Let \((S, M)\) be a marked surface without punctures with an ideal triangulation \(T\). Then
\[
E := \{ f : M \to \mathbb{Q} \mid f(s(\beta)) + f(t(\beta)) = 0 \text{ for all boundary arcs } \beta \in T \}.
\]
We will call a function \(f \in E\) a valuation function and \((S, M)\) along with \(f\) (or a tuple of valuation functions \((f_1, \ldots, f_n)\)) a valued marked surface. Although we allow \(f\) to take arbitrary rational values (so that \(E\) is a genuine vector space), in practice we will choose values such that the degree of any arc, which we will define presently, is an integer (c.f. Remark/Definition 2.2.2).

For an arc \(\alpha\) in a valued marked surface with valuation function \(f\), we define the function \(\deg_f : A^o(S, M) \to \mathbb{Z}\) by \(\deg_f(\alpha) := f(s(\alpha)) + f(t(\alpha))\). We will call \(\deg_f(\alpha)\) the degree of \(\alpha\).

We will now turn to proving that a valuation function gives rise to a grading on the cluster algebra associated to a marked surface. For a seed to be graded, the exchange relations for mutation in each direction need to be homogeneous. We will show that the corresponding exchange relations will be homogeneous for any arc in an ideal triangulation of a valued marked surface. First, we need to introduce some new combinatorial objects that let us translate the notion of balanced vertices of a quiver to arcs of a triangulation.

Definition 8.1.17. Let \(\alpha\) be a (non-boundary) arc in a marked surface \((S, M)\) without punctures with triangulation \(T\). Then \(\alpha\) is an edge of two ideal triangles. We define the configuration of \(\alpha\), \(\kappa(\alpha)\) to be the subset of \(T\) consisting of these two triangles. A standard configuration is one in which the two triangles share only one edge and whose arcs’ endpoints make up four distinct points. (In other words, a standard configuration is a square with a diagonal, up to homotopy.) A starred configuration is one that looks like a standard configuration except that certain marked points, those starred by the symbol \(*\) or \(\star\), are identified with any others starred by the same symbol. We do not allow two or more adjacent boundary arcs to have all their endpoints starred by the same symbol.

If \((S, M)\) has a valuation function \(f\), we will say \(\kappa(\alpha)\) is balanced if
\[
\sum_{\alpha_{cw}} \deg_f(\alpha_{cw}) = \sum_{\alpha_{ac}} \deg_f(\alpha_{ac}),
\]
where \(\alpha_{cw}\) runs over all (non-boundary) arcs that follow \(\alpha\) in the clockwise direction inside one of the triangles (adding two summands if this occurs in both triangles) and similarly for \(\alpha_{ac}\) in the counter-clockwise direction. (Empty sums are defined...
to be 0.) This may be extended in the obvious way if we have a tuple of valuation functions. Equivalently, when the quiver is superimposed on the configuration, \( \kappa(\alpha) \) is balanced if the corresponding vertex of the quiver is balanced—c.f. Remark 8.1.7.

When representing \( \kappa(\alpha) \) as a diagram, we will use dotted lines to mean that an edge is a boundary arc. There may be other arcs contained in the region of \( S \) that falls inside the outer boundary formed by the two triangles; in this case, we may write \( T^* \) to indicate that some arbitrary set of arcs is present (although they are not part of the configuration) to make the diagram more clear and avoid depicting something that appears not to be part of an ideal triangulation.

Note that the outer boundary formed by the configuration of an arc may consist of between one and four arcs.

**Example 8.1.18.** Consider the valued marked surface

\[
(S, M) = \begin{align*}
\begin{array}{cccc}
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{array}
\end{align*}
\]

The shaded area represents a region that is excluded from the surface—a convention we will adopt throughout. So \((S, M)\) is an annulus (a class of surfaces we will consider in the next section) with six points on the outer boundary and one point on the inner boundary. The configuration of \( \alpha \) is

\[
\kappa(\alpha) = \begin{align*}
\begin{array}{cccc}
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{array}
\end{align*}
\]

which is balanced since \( \sum_{\alpha_{cw}} \deg_f(\alpha_{cw}) = (-1 - 1) + (1 + 1) \) while \( \sum_{\alpha_{ac}} \deg_f(\alpha_{ac}) = (-1 + 1) \).
Definition 8.1.19. In the setting of Definition 8.1.17, suppose $\kappa(\alpha)$ is such that the two triangles share exactly one edge. Then if $\kappa(\alpha)$ is not a standard configuration we may use it to form a new starred configuration as follows. For each loop in $\kappa(\alpha)$ that encloses a region that is not the interior of one of the two triangles (i.e. a region marked $T^*$), we “cut” the loop open at its basepoint. More precisely, each loop of the form $T^*$ is replaced by $\star\ldots\star$ and any other arcs that were attached to the base point of the loop are now attached to one of the starred points, corresponding to the side of the arc they were originally on. It is important to maintain the distinction between loops with different base points in the starred configuration we obtain, so we will star the corresponding pairs of points with different symbols when cutting loops based at different points. This is a valid starred configuration: the only way we could obtain two or more adjacent boundary arcs with endpoints starred with the same symbol is if the original configuration had multiple boundary loops with the same basepoint, but there is no such configuration. We will call the starred configuration obtained by this process the opened configuration of $\alpha$.

Example 8.1.20. The configuration of $\alpha$ in Example 8.1.18 is not a standard configuration. The opened configuration is

which is again balanced.

For a second example, let $(S, M)$ be the marked surface

which is again balanced.
Then

\[ \kappa(\alpha) = T^* \alpha, \]

which is balanced as \( \sum_{\alpha_{cw}} \deg_f(\alpha_{cw}) = 0 \) while \( \sum_{\alpha_{ac}} \deg_f(\alpha_{ac}) = (-1 - 1) + (1 + 1) \).

We obtain the opened configuration in two steps. First we open the loop whose endpoints are on the upper marked point of value \(-1\) (i.e. the loop bounding \(T^*\)), which gives

\[ -1 \star -1 \star 1 \star 1 \star \alpha. \]

Then we open the remaining loop, which gives us the opened configuration

\[ -1 \star -1 \star 1 \star 1 \star \alpha. \]

This is again balanced.

In the examples above, a balanced configuration gave rise to a balanced open configuration. This is not a coincidence, as we will see shortly.

**Remark 8.1.21.** It is possible to obtain any configuration by starting with a starred configuration and “gluing” along matching symbols such that we create internal loops. For example, for the latter opened configuration in Example 8.1.20, if we reverse the two steps we carried out to obtain it, we get back the original configuration of \(\alpha\). The other possible configurations are obtained by starring a standard configuration in all the possible ways (including starring more than two points with the same symbols) and then gluing.
Below are some simple results that allow us to restrict our attention to a small number of configurations in a systematic way.

**Lemma 8.1.22.** Let \( \alpha \) be an arc in an ideal triangulation of a valued marked surface such that the triangles of \( \kappa(\alpha) \) share just one edge. Then the opened configuration of \( \alpha \) is balanced if and only if \( \kappa(\alpha) \) is balanced.

*Proof.* This is clear by inspection. \( \square \)

**Lemma 8.1.23.** Suppose a given standard configuration is balanced for all valuation functions. Then so is any starred configuration obtained from it by replacing some marked points with starred points (that is, by starring some of the points).

*Proof.* Replacing points of the standard configuration by starred points simply restricts the possible values of these points (points starred with the same symbol must now share a common value), but the configuration is already balanced for all values endowed by a valuation function, and in particular for these restricted values. \( \square \)

**Lemma 8.1.24.** Let \( \alpha \) be an arc in some ideal triangulation \( T \) of a valued marked surface and let \( \alpha' \) be the unique new arc in the triangulation \( T' \) obtained by flipping \( \alpha \) in \( T \). We have that \( \kappa(\alpha) \) is balanced if and only if \( \kappa(\alpha') \) is balanced.

*Proof.* The arcs that follow \( \alpha' \) in the clockwise direction are exactly those that follow \( \alpha \) in the counter-clockwise direction, and the arcs that follow \( \alpha' \) in the counter-clockwise direction are those that follow \( \alpha \) clockwise. Thus exchanging \( \alpha \) for \( \alpha' \) simply has the effect of swapping the left hand side of Equation 8.1.2 with the right hand side, and vice versa. \( \square \)

**Proposition 8.1.25.** Let \( \alpha \) be an arc in an ideal triangulation of a valued marked surface. Then \( \kappa(\alpha) \) is balanced.

*Proof.* In any configuration, the two triangles share either one or two edges. Thus there are two cases to consider.

If the triangles share two edges, there are only two possibilities for \( \kappa(\alpha) \):
Note the double arrow (between $\alpha$ and the other interior arc) which would be present in the superimposed quiver. Both of these configurations are balanced: in the first we have

$$\sum_{\alpha_{cw}} \deg_f(\alpha_{cw}) = 2(v + 0) = (v + v) = \sum_{\alpha_{ac}} \deg_f(\alpha_{ac}),$$

while in the second both sums are automatically zero (as both marked points must have zero value under any valuation function, being on boundaries with an odd number of points).

Suppose the two triangles share one edge. Then by Lemma 8.1.22 and Lemma 8.1.23 we may assume without loss of generality that they form a standard configuration. We therefore just need to list all these configurations and check they are balanced for an arbitrary valuation function. We write down and check this list in Table 8.1.

| Configuration | LHS: $\sum_{\alpha_{cw}} \deg_f(\alpha_{cw})$ | RHS: $\sum_{\alpha_{ac}} \deg_f(\alpha_{ac})$ |
|---------------|---------------------------------------------|---------------------------------------------|
| $a_1 a_2 a_3 a_4$ | LHS: $(a_1 + a_2) + (a_3 + a_4)$ | RHS: $(a_1 + a_4) + (a_2 + a_3)$ |
| $a_1 a_2 a_3 a_4$ | LHS: $(a_1 + a_2) + (a_3 - a_1)$ | RHS: $(a_2 + a_3)$ |
| $a_1 a_2 a_3 a_4$ | LHS: $(a_1 + a_2) + (-a_1 - a_2)$ | RHS: 0 |
| $a_1 a_2 a_3 a_4$ | LHS: $(a_1 - a_1)$ | RHS: 0 |

Table 8.1: the standard configurations.

Proposition 8.1.26. Let $(S, M)$ be a valued marked surface with valuation function $f$ and initial ideal triangulation $T$. Say the arcs of $T$ are $\alpha_1, \ldots, \alpha_n$. Then $\mathcal{A}(S, M)$ is the graded cluster algebra generated by the initial degree seed $((\deg_f(\alpha_1), \ldots, \deg_f(\alpha_n)), B(T))$. 
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Proof. Since arcs are in bijection with cluster variables by 8.1.13, we just need to justify that the seed above is a degree seed. By Proposition 8.1.25, $\kappa(\alpha_i)$ is balanced for each $i$, but this is exactly the condition required in Equation 2.2.1. □

Corollary 8.1.27. Given a tuple of valuation functions, Proposition 8.1.26 extends to multi-gradings in the obvious way.

We have shown that $\deg_f$ takes a triangulation and gives a valid degree cluster for any valuation function $f$. Now we will show that, given a degree cluster, there is a valuation function $f$ such that $\deg_f$ gives this degree cluster.

Suppose $(S, M)$ is a marked surface with ideal triangulation $T$, where $T$ has arcs $\alpha_1, \ldots, \alpha_n$, and that $B = B(T)$. Assume $\ker(B^T)$ is $k$-dimensional, that is we have a $k$-dimensional grading. Then by Theorem 8.1.14 we know there are $k$ boundary components of $(S, M)$ that have an even number of marked points.

Then $E = E(S, M)$ is also $k$-dimensional as follows. Denote the even boundary components of $(S, M)$ by $\Sigma_1, \ldots, \Sigma_k$. For the component $\Sigma_i$, denote the set of its marked points by $\{m^i_1, \ldots m^i_{r_i}\}$ and assume these are labelled such that $m^i_j$ and $m^i_{j+1}$ are adjacent for all $j$ (working mod $r_i$ so that $m^i_1$ and $m^i_{r_i}$ are adjacent). A basis of $E$ is given by $(f_1, \ldots, f_k)$ where

$$f_i = \delta_{m^i_1} - \delta_{m^i_2} + \delta_{m^i_3} - \cdots + (-1)^{r_i+1}\delta_{m^i_{r_i}}.$$  

(8.1.3)

(Here, we are defining $\delta_s$ by $\delta_{m}(p) = \begin{cases} 1 & \text{if } m = p, \\ 0 & \text{otherwise,} \end{cases}$ for marked points $m$ and $p$.)

Definition 8.1.28. For the triangulation $T$, define $\theta_T : E \to \ker(B(T)^T)$ by

$$\theta_T(f) = (\deg_f(\alpha_1), \ldots, \deg_f(\alpha_n)).$$  

(8.1.4)

By Proposition 8.1.26, we know that the image of $f$ is indeed in $\ker(B^T)$, and it is easy to show that $\theta_T$ is linear. We wish to show it is an isomorphism. The crucial step is establishing that it is enough to show the result for any single triangulation in the mutation class.

Lemma 8.1.29. For any mutation direction $j$, if $\theta_T$ is injective then so is $\theta_{T'}$, where $T' = \mu_j(T)$.

Proof. Suppose $\theta_T$ is injective. Then $f \neq 0 \implies \theta_T(f) \neq 0$. Thus for any $f \neq 0$ there is some $\alpha_i \in T$ such that $\deg_f(\alpha_i) \neq 0$, that is, such that $f(s(\alpha_i)) + f(t(\alpha_i)) \neq 0$. Fix $f \neq 0$ and say $\deg_f(\alpha_i) \neq 0$. Consider $T' := \mu_j(T)$. If $i \neq j$ or if there is another arc with non-zero degree then clearly we still have $\deg_f(\alpha) \neq 0$ for some
α in $T'$. So assume $i = j$ and that $\alpha_i$ is the only arc in $T$ such that $\deg_f(\alpha_i) \neq 0$. Consider the configuration of $\alpha_i$ in $T$: we have

$$\kappa(\alpha_i) = \begin{array}{c}
a \\
\alpha_i \\
d \\
c
\end{array},$$

(8.1.5)

where $a, b, c, d$ are the values of the corresponding marked points. (We do not assume these marked points are distinct and, apart from $\alpha_i$, the arcs may be boundary arcs.) But since $\alpha_i$ is the only arc in $T$ with non-zero degree, we must have $a = -b$, $a = -d$, $d = -c$ and $b = -c$. So the configuration is

$$\kappa(\alpha_i) = \begin{array}{c}
a \\
-a \\
\alpha_i \\
a
\end{array},$$

(8.1.6)

and we must have $\deg(\alpha_i) = -2a \neq 0$. Now the configuration of $\alpha'_i$ in $\mu_j(T')$ is

$$\kappa(\alpha'_i) = \begin{array}{c}
a \\
-a \\
\alpha'_i \\
a
\end{array},$$

(8.1.7)

which means $\deg(\alpha'_i) = 2a \neq 0$. So $\theta_{T'}(f) \neq 0$. Thus $\theta_{T'}$ is also injective.

This immediately implies the step we wished to establish:

**Corollary 8.1.30.** Let $T_0$ be a fixed ideal triangulation. If $\theta_{T_0}$ is injective then so is $\theta_T$ for any ideal triangulation $T$.

We can now deal uniformly with all but a special class of cases.

**Lemma 8.1.31.** Suppose $(S, M)$ is a marked surface. There exists a triangulation $T$ such that the following is true: if a valuation function $f$ is such that $\theta_T(f) = 0$, then $f$ is zero on every boundary component that does not have exactly two marked points.

**Proof.** If a boundary component $\Sigma$ has an odd number of marked points, then $f$ must always be zero on $\Sigma$. Let $T$ be a triangulation satisfying the following: for each even boundary component $\Sigma_i$ with more than two marked points, there is an
arc $\beta_i$ between the marked points $m^i_1$ and $m^i_3$ (which must both exist as $\Sigma_i$ has at least 4 marked points). We should justify that $\beta_1, \ldots, \beta_k$ are compatible; this is clear since each arc’s endpoints are confined to a unique boundary component. It is also easy to see there does indeed exist a triangulation containing these arcs: if $T' = \{\beta_1, \ldots, \beta_k\}$ isn’t an ideal triangulation already, then by definition there is another arc $\beta \notin T'$ compatible with $T'$.

Let $f \in E$. Note that since $m^i_1$ and $m^i_3$ are on an even boundary, and by how we have labelled the marked points, we have $f(m^i_1) = f(m^i_3)$. Also, for each $i$ we have $\deg_f(\beta_i) = f(s(\beta_i)) + f(t(\beta_i)) = f(m^i_1) + f(m^i_3)$. Now suppose $\theta_T(f) = 0$. Then in particular $f(m^i_1) + f(m^i_3) = 0$, so we now have both $f(m^i_1) = -f(m^i_3)$ and $f(m^i_1) = f(m^i_3)$ and thus $f(m^i_1) = 0$. But this implies all the other marked points $m$ on $\Sigma_i$ must also satisfy $f(m) = 0$. Thus $f$ is 0 on each even boundary component of $(S, M)$ not containing exactly two marked points. \hfill $\square$

Given the above, all that is left to address are boundary components with exactly two marked points, in the surfaces that have them.

**Theorem 8.1.32.** Let $(S, M)$ be a marked surface. Then $\theta_T$ is an isomorphism for any ideal triangulation $T$.

**Proof.** We will show $\theta_T$ is injective, and therefore bijective, for any triangulation $T$. If $(S, M)$ has no boundary components with exactly two marked points, then, by Corollary 8.1.30, we can assume $T$ is a triangulation satisfying Lemma 8.1.31. Then we have $\theta_T(f) = 0$ implies $f = 0$ and we are done. So assume $(S, M)$ has boundary components with exactly two marked points.

Suppose the valuation function $f$ is such that $\theta_T(f) = 0$. We will show that there exists a triangulation containing an arc on $\Sigma$ that goes between marked points of the same value, which implies these points have zero value. This triangulation will be an extension of $\{\beta_1, \ldots, \beta_k\}$ from before. Indeed, by Corollary 8.1.30, we may assume $T$ is such that for each even boundary component $\Sigma_i$ there is an arc $\beta_i$ between the marked points $m^i_1$ and $m^i_3$. Then, by Lemma 8.1.31, $f$ is zero on any even boundary components with more than two points. As always, $f$ is automatically zero on any odd boundary components.

Now, suppose $\Sigma$ is a boundary component with exactly two marked points. Then $\Sigma$ must fall into one of three cases:

(i) $\Sigma$ is the only boundary component (i.e. $(S, M)$ is the digon),

(ii) $\Sigma$ is contained inside the region of $(S, M)$ bounded by another component, or,
(iii) $\Sigma$ encloses an interior boundary component.

Let $m$ be a fixed marked point on $\Sigma$. Case (i) is trivial as there can be no non-boundary arcs, so the arc complex is empty. In case (ii), we use Corollary 8.1.30 again: assume $T$ contains an arc $\alpha$ that is a loop from $m$ to itself encircling $\Sigma$ itself. Such a triangulation exists since $\alpha$ is clearly compatible with the arcs $\beta_1, \ldots, \beta_k$, which we have previously assumed are in $T$. Then $0 = f(s(\alpha)) + f(t(\alpha)) = f(m) + f(m)$, so $f(m) = 0$. Thus, $f$ is zero on $\Sigma$. Case (iii) is topologically equivalent to (ii), so we are done.

This shows we can assume that $T$ is such that $f$ must be zero on every boundary component, that is, $f = 0$. Thus, $\theta_T$ is injective and hence bijective. Therefore $\theta_T$ is an isomorphism.

**Remark 8.1.33.** A potentially worthwhile line of future research is investigating whether the grading we have defined can be extended to surfaces with punctures. A possible approach is the following. By [10, Lemma 2.13] such a surface has a triangulation without self folded triangles, and we can choose a valuation function for such a triangulation—problems only occur when the mutated triangulation produces self-folded triangles. If we pass to a tagged triangulation so that self-folded triangles are replaced with notched arcs, a suitable way to extend the grading may be to set the degree of a notched arc to the value of the point at the plain end minus the value of the point at the notched end.

### 8.2 Annulus with $n + m$ marked points, $m$ odd

The annulus $\tilde{A}(n, m)$ (where $n, m \geq 1$) has $n$ marked points on the outer boundary component and $m$ points on the inner boundary component. For the grading on the corresponding cluster algebra, there are two different scenarios depending on whether both, or just one, of $n$ and $m$ are even (we assume at least one is even, otherwise no nontrivial gradings can occur by Theorem 8.1.14). In the former case, we will assume $n \geq m$, and in the latter, that $n$ is even. We may do so by the following.

**Remark 8.2.1.** The graded cluster algebra associated to the annulus $\tilde{A}(n, m)$ is the same as that for $\tilde{A}(m, n)$. To see this, simply note that any initial triangulation of $\tilde{A}(n, m)$ is the same as a triangulation of an open cylinder with $n$ marked points on the top circle and $m$ on the base circle. Turning the cylinder upside down then gives an initial triangulation for $\tilde{A}(m, n)$, and clearly this does not change the corresponding initial quiver or grading.
In this section we consider the case for when only $n$ is even, and we will show that the grading is of mixed type. For our initial set-up we take the valued triangulation

\[
\begin{align*}
\pm 1 & \quad m + \frac{n}{2} + 2 \\
\pm 1 & \quad m + \frac{n}{2} + 3 \\
\pm 1 & \quad m + \frac{n}{2} - 1 \\
\pm 1 & \quad m + n \\
\pm 1 & \quad m + 2 \\
\pm 1 & \quad m + 3 \\
\pm 1 & \quad m + 1 \quad m - 1 \\
\pm 1 & \quad m + 1 \quad m + 3 \\
\pm 1 & \quad m + 2 \\
\pm 1 & \quad 0 \\
\pm 1 & \quad 0 \\
\pm 1 & \quad 0 \\
\pm 1 & \quad 0
\end{align*}
\]

which corresponds to the initial graded quiver

\[
Q = \begin{array}{c}
(1)_{m+1} \\
(1)_{m+3} \\
(1)_{m-1} \\
(1)_{n+m-1} \\
(1)_{n+m} \\
(1)_{2} \\
(1)_{1}
\end{array}
\]

As a tuple, the degree cluster is $g_{n,m} := (1, \ldots, 1, 1, -1, \ldots, 1, -1)$.

**Lemma 8.2.2.** $\mathcal{A}(g_{n,m}, Q)$ has infinitely many variables in degrees 1 and $-1$. 
Proof. To see that there are infinitely many variables in degree $-1$, say, fix any marked point $p$ of value $-1$ (which will be on the outer boundary) and any point $q$ on the inner boundary (which will have value $0$). For $r \geq 1$, let $\alpha(r)$ be the arc that starts at $p$, winds $r$ times around the inner boundary in a clockwise fashion (spiralling inwards as it does so), and ends at $q$. For example, in $\tilde{A}(6,1)$, if we let $p$ be the point at the top of the outer boundary and $q$ the only point on the inner boundary, then $\alpha(1)$ is the arc as drawn below:

Then, if $r_1 \neq r_2$, $\alpha(r_1)$ and $\alpha(r_2)$ are not homotopic, so the corresponding cluster variables are distinct by Theorem 8.1.13. But $\alpha(r)$ has degree $-1$ for any $r$, so \{ $\alpha(r) \mid r \in \mathbb{N}$ \} is a set of infinitely many variables of degree $-1$. Degree 1 may be dealt with in a similar way. 

**Lemma 8.2.3.** $A(g_{n,m},Q)$ has only finitely many variables in degrees 0 and $\pm 2$.

Proof. While we will not write down exact values for upper bounds on the number of variables that can occur in these degrees, it is easy to see that these numbers must be finite. The only way to obtain infinitely many non-homotopic arcs in the annulus with $n + m$ marked points is to produce a sequence of arcs that loop increasingly many times around the inner boundary of the annulus (such as $\alpha(r)$ above). But any such arc must start on one boundary and end on the other and therefore must have degree $\pm 1$, since all points on the inner boundary have value 0 and all points on the outer boundary have value $\pm 1$. Therefore, there are only finitely many arcs of degree 0 and $\pm 2$.

**Corollary 8.2.4.** $A(g_{n,m},Q)$ has infinitely many variables in degrees $\pm 1$ and finitely many in degrees 0 and $\pm 2$, and these are the only degrees that occur. Thus the graded cluster algebra associated to a triangulation of the annulus with $n + m$ marked points, with $m$ odd, is of mixed type.

**Remark 8.2.5.** It is possible to prove Lemma 8.2.2 above using standard methods involving growing sequences of denominator vectors (though this takes considerably more effort than we needed above), but Lemma 8.2.3, which involves showing
certain degrees have only finitely many variables, would be very difficult to prove without the theory in Section 8.1 (as is often the case when trying to establish there are finitely many variables in a given degree)

**Remark 8.2.6.** None of the above relies on \( m \) being odd. We could thus extend any of these results to the case when \( m \) is even (provided we extend the grading \( g_{n,m} \) appropriately), although doing so would not alone be enough to show what happens for the graded cluster algebra when \( m \) is even, assuming we take a standard grading (recall Definition 2.2.5), which will be a \( \mathbb{Z}^2 \)-grading. However, we will make use of this fact in the following section.

### 8.3 Annulus with \( n + m \) marked points, \( m \) even

Now let us assume both \( n \) and \( m \) are even. As there are now two boundary components with an even number of marked points, we get a 2-dimensional grading. We take the initial valued triangulation

![Diagram](image_url)

which corresponds to the initial graded quiver
As a tuple, the degree cluster is

$$h_{n,m} := ((-1), (1), \ldots, (-1), (1), (-1), (-1), \ldots, (-1), (-1)),$$

and a basis for the grading space is given by

$$\{g_{n,m} := (1, \ldots, 1, -1, \ldots, 1, -1), f_{n,m} := (-1, 1, \ldots, -1, 1, -1, -1, \ldots, -1)\}.$$ 

Note $g_{n,m}$ is the same grading vector as the one in the case for odd $n$.

At first glance, the addition of a dimension to the grading may appear to have a potential effect on the classification of the graded cluster algebra. However, it is not difficult to show that this will not be the case. In fact, the work we have done in Section 8.2 is already almost enough to determine the classification for the present case.

**Proposition 8.3.1.** Assume $n$ and $m$ are both even. In the graded cluster algebra $\mathcal{A}(h_{n,m}, Q)$, the cardinality of the the set of cluster variables of degree $(d_1)$ is determined by $d_1$: it is equal to the cardinality of the set of cluster variables of degree $d_1$ in $\mathcal{A}(g_{n,m}, Q)$. This cardinality is the same as for the case when $m$ is odd. More specifically, $\mathcal{A}(h_{n,m}, Q)$ is of mixed type with infinitely many variables in degrees $\pm \left(\frac{1}{d_1}\right)$ and $\pm \left(\frac{1}{d_2}\right)$ and finitely many variables in degrees $\pm \left(\frac{0}{d_1}\right)$, $\pm \left(\frac{0}{d_2}\right)$ and $\pm \left(\frac{2}{d_2}\right)$, and these are all the occurring degrees.

**Proof.** Write $\mathcal{A} = \mathcal{A}(h_{n,m}, Q)$ and $\mathcal{A}' = \mathcal{A}(g_{n,m}, Q)$. First note that, as in the case when $m$ is odd, $\mathcal{A}'$ is of mixed type with infinitely many variables in degrees $\pm 1$ and finitely many in degree $\pm 2$ and 0. (As noted in Remark 8.2.5, this may be proved in exactly the same way as for when $m$ is odd.)
To justify that the degrees listed in the proposition are the only ones that can occur is easy: from the initial valued triangulation we may read off that these are the only possible combinations obtained when summing two valued marked points, to which any degree must correspond.

\textit{A priori}, at least one of \((-\frac{1}{2})\) and \(\frac{1}{2}\) must be associated with infinitely many variables, and similarly for \((-\frac{1}{2})\) and \(\frac{1}{2}\). This is since, as noted in Lemma 8.2.2, there are infinitely many non-homotopic arcs of degrees 1 and \(-1\) in \(\mathcal{A}'\), and so these same arcs give infinitely many variables in degrees \(\frac{1}{2}\) and \(-\frac{1}{2}\) in \(\mathcal{A}\). It is easy to see that we can in fact obtain infinitely many non-homotopic arcs both of degree \((-\frac{1}{2})\) and degree \(\frac{1}{2}\). Again, we do this by fixing appropriate points (of value \((\frac{1}{2})\) on the outer boundary and either \((\frac{1}{2})\) or \((-\frac{1}{2})\) as appropriate on the inner boundary) and taking arcs that wind around the inner boundary component an increasing number of times. Similarly, we have infinitely many variables in degrees \((-\frac{1}{4})\) and \(-\frac{1}{4}\).

On the other hand, there are only finitely many possible arcs that can result in degrees \(\pm 2\) or 0 in \(\mathcal{A}'\), and therefore this is the case also for any degree of the form \((\frac{d}{2})\) or \(\pm (\frac{d}{2})\) in \(\mathcal{A}\), since these same arcs are the only ways to obtain the corresponding first entries.

This shows what happens when we consider a standard grading. For a non-standard grading, however, it is possible to get a graded structure with a different behaviour. Consider the valuation on \(\tilde{\mathcal{A}}(n,m)\) given as follows:
which corresponds to the initial graded quiver

\[
Q = \begin{array}{c}
(0)_{m+1} \\
(0)_{m+3} & \quad (0)_{m+1} \\
(0)_{m+n-1} & \quad (0)_{m+n} \\
(-1)_{m+2} & \quad (0)_{m-1} \\
(1)_{m} & \quad (0)_{3} \\
(1)_{2} & \quad (0)_{1}
\end{array}
\]

As a tuple, the degree cluster is thus \( l_{n,m} := (0,1,\ldots,0,1,0,-1,\ldots,0,-1) \).

In this case, the following is easy to see.

**Proposition 8.3.2.** For \( n \) and \( m \) even, \( A(l_{n,m}, Q) \) has infinitely many variables in degrees 0 and ±1, and these are the only occurring degrees.

**Proof.** That the above are the only possible degrees is clear.
By similar arguments to those used in previous cases we have considered, we can find infinitely many non-homotopic arcs of each of these degrees. □

**Remark 8.3.3.** The theory we have developed in this chapter is likely to be able to successfully attack many other examples of cluster algebras arising from marked surfaces. Some of these examples could include a generalisation of the annulus that has $k$ inner boundaries rather than one, or the torus with a disc or multiple discs removed.
Appendix A
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Proof A.0.1 (Lemma 7.3.6). We will write out the computation for $n = 1$, after which the result is immediate. First we write down the matrices obtained along the mutation path $[7, 1, 6, 2, 5, 8, 3, 4]$ from Lemma 7.3.6. We have

$$
\begin{align*}
(E_7)_{[4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, & (E_7)_{[3,4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0
\end{pmatrix}, \\
(E_7)_{[8,3,4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, & (E_7)_{[5,8,3,4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(E_7)_{[2,5,8,3,4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, & (E_7)_{[6,2,5,8,3,4]} & = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \end{align*}
$$

Thus $(E_7)_{[7,1,6,2,5,8,3,4]} = E_7$, as claimed.

Then, for the degree seeds, we have

$$
\begin{align*}
\deg \cdot \text{cl}_{E_7} [4] & = ((-1), (0), (-1), (0), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [3,4] & = ((-1), (0), (1), (0), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [8,3,4] & = ((-1), (0), (1), (0), (0), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [5,8,3,4] & = ((-1), (0), (1), (0), (-1), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [2,5,8,3,4] & = ((-1), (0), (1), (0), (-1), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [6,2,5,8,3,4] & = ((-1), (0), (1), (0), (-1), (0), (0), (0)), \\
\deg \cdot \text{cl}_{E_7} [1,6,2,5,8,3,4] & = ((1), (0), (1), (0), (-1), (0), (0), (0)).
\end{align*}
$$
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Thus $\deg \cdot c.l_{\widetilde{E}_7}[7, 1, 6, 2, 5, 8, 3, 4]$ is the negation of the initial cluster, as claimed.

Proof A.0.2 (Lemma 7.3.10). We write down the matrices obtained along the mutation path $[3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8]$ from Lemma 7.3.6. We have

\[
\begin{align*}
(\widetilde{E}_7)[8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(\widetilde{E}_7)[6, 7, 8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(\widetilde{E}_7)[6, 5, 6, 7, 8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(\widetilde{E}_7)[9, 1, 6, 5, 6, 7, 8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(\widetilde{E}_7)[2, 6, 9, 1, 6, 5, 6, 7, 8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
(\widetilde{E}_7)[3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8] &= \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\]

Thus $\widetilde{E}_8 = (\widetilde{E}_8)[3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8]$, as claimed.

Then, for the degree seeds, we have

\[
\begin{align*}
\deg \cdot c.l_{\widetilde{E}_7}[8] &= (0, 0, 0, -1, 0, -1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[7, 8] &= (0, 0, 0, -1, 0, -1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[6, 7, 8] &= (0, 0, 0, -1, 0, 1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[5, 6, 7, 8] &= (0, 0, 0, -1, 0, 1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[6, 5, 6, 7, 8] &= (0, 0, 0, -1, 0, -1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[1, 6, 5, 6, 7, 8] &= (0, 0, 0, -1, 0, -1, 0, 1, 1), \\
\deg \cdot c.l_{\widetilde{E}_7}[9, 1, 6, 5, 6, 7, 8] &= (0, 0, 0, -1, 0, -1, 0, 1, -1),
\end{align*}
\]
\begin{align*}
\text{deg} \cdot \text{cl}_{\tilde{E}_7}[6, 9, 1, 6, 5, 6, 7, 8] &= (0, 0, 0, -1, 0, 1, 0, 1, -1), \\
\text{deg} \cdot \text{cl}_{\tilde{E}_7}[2, 6, 9, 1, 6, 5, 6, 7, 8] &= (0, 0, 0, -1, 0, 1, 0, 1, -1), \\
\text{deg} \cdot \text{cl}_{\tilde{E}_7}[4, 2, 6, 9, 1, 6, 5, 6, 7, 8] &= (0, 0, 0, 1, 0, 1, 0, 1, -1), \\
\text{deg} \cdot \text{cl}_{\tilde{E}_7}[3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8] &= (0, 0, 0, 1, 0, 1, 0, 1, -1).
\end{align*}

Thus \( \text{deg} \cdot \text{cl}_{\tilde{E}_7}[3, 4, 2, 6, 9, 1, 6, 5, 6, 7, 8] \) is the negation of the initial cluster, as claimed. \qed
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