Modular robotic platform for precision neurosurgery with a bio-inspired needle: System overview and first in-vivo deployment
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Abstract

Over the past 10 years, minimally invasive surgery (MIS) has shown significant benefits compared to conventional surgical techniques, with reduced trauma, shorter hospital stays, and shorter patient recovery times. In neurosurgical MIS procedures, inserting a straight tool (e.g. catheter) is common practice in applications ranging from biopsy and laser ablation, to drug delivery and fluid evacuation. How to handle tissue deformation, target migration and access to deep-seated anatomical structures remain an open challenge, affecting both the preoperative planning phase and eventual surgical intervention. Here, we present the first neurosurgical platform in the literature, able to deliver an implantable steerable needle for a range of diagnostic and therapeutic applications, with a short-term focus on localised drug delivery. This work presents the system’s architecture and first in vivo deployment with an optimised surgical workflow designed for pre-clinical trials with the ovine model, which demonstrate appropriate function and safe implantation.

Introduction

Minimally invasive surgery (MIS) has seen significant growth over the last 10 years [1]. Rapid developments have taken place due to the significant benefits MIS presents for the patient, including less trauma, shorter hospital stays and reduced recovery times, as reported by [2]. Catheter insertions are highly prevalent in both diagnostic and interventional MIS neurosurgical procedures, including biopsy, ablation, brachytherapy and fluid delivery and extraction. The success of these procedures is dependent on the precision and accuracy of the tip placement at the target position and orientation (i.e. the pose). These procedures can be aided by robotic steerable, flexible catheter systems [3], as such devices can reach a given target precisely, increase the reachable workspace of the catheter tip and avoid critical areas or obstacles, such as nerves, vessels and bones [4, 5].
In soft tissue, flexible catheters follow paths which are affected by deformation/distortion resulting from inhomogeneity and anisotropy of the tissue, organ deformation and physiological processes including but not limited to respiration, brain shift and swelling [6, 7]. Active steering can mitigate misalignment that may be the result of operator error, catheter deflections and dynamic soft tissue interactions, as reviewed comprehensively in [8]. The development of steerable needles will also increase the number of procedures that can be performed via MIS, as these catheters will be able to reach targets that were previously occluded by complicated geometry [9, 10].

Several needle steering technologies have been developed to provide curvilinear paths within tissue. These can be broadly classified into seven main categories: needle steering controlled using concentric tubes, also known as active cannulas [11–13], needle steering controlled using the lateral motion of the needle base [14, 15], flexible needle steering controlled using a fixed shaped bevel tip (with and without pre-curve) [7, 16–21], pre-curved stylets [22], tendon actuated tips [23], optically controlled needles [24] and flexible needle steering controlled using a bio-inspired multi-segment design or programmable bevel-tip (PBN) [25, 26]. Since then, shape memory alloy (SMA) actuated flexible needles [27, 28] and magnetic driven needles [29] have also been presented. Neurosurgery is a field that can greatly benefit from robotic solutions [30–32], not least because of the rich history of neurosurgical innovation in stereotaxy, a constrained anatomical environment, the microsurgical nature of procedures, a highly technical nature of the field, a need for growth in MIS and a culture that adopts and embraces new technology [33]. However, general system solutions are rare, likely due to the inherently complex nature of procedures. Early robotic neurosurgical platforms served as computer-assisted stereotactic guidance systems. Indeed, the first medical robotic demonstration in 1985 used a PUMA 560 Industrial robot to guide a brain biopsy needle to a target along a straight trajectory [34]. In 1991, a later version of the system allowed the successful resection of deep benign astrocytomas in 6 children without morbidity or mortality [35].

Currently, the Renishaw neuromate® stereotactic robot is a commercially available 5 Degrees of Freedom (DoF) serial manipulator system [36] suitable for a broad range of procedures such as deployment of electrodes for Deep Brain Stimulation (DBS) [37], stereo-electroencephalography [38] and other stereotactic applications. Other robotic, frameless stereotactic solutions include the Zimmer Biomet (originally MedTech) Rosa brain, a 6 DoF serial robotic manipulator designed for the accurate placement and insertion of neurosurgical tools [39], the Medtronic (originally Mazor Robotics) Renaissance system, a hexapod parallel robotic manipulator with 6 DoF that is directly mounted to the skull of the patient and used for DBS and biopsies, and CyberKnife [40]. CyberKnife is a frameless platform for stereotactic radiosurgery—a non-invasive procedure that uses precisely targeted radiation as an ablative surgical tool. It consists of a 6DoF arm that points the medical linear accelerator (LINAC) using real-time image guidance. Software interfaces for catheter insertion tasks combine pre-operative medical imaging and intraoperative sensing coupled with optional imaging (such as ultrasound, US). Using processed Magnetic Resonance Imaging (MRI) and Computerised Tomography (CT) scans, neurosurgeons can see depictions of the 3D brain volume, and navigate through the anatomy via 2D views in the Axial, Coronal and Sagittal planes [41]. However, it can be challenging to correlate 2D slices to a 3D track [42]; hence interfaces for steerable needles need to be redesigned for intuitive control. One method is to augment the view with overlays [43, 44].

Different visual interfaces have been presented for various applications. A visual interface for steering of magnetic micro-agents using US and other slow 2D imaging modalities was presented in [45]. Overlays tracking a target in 3D using US imaging were presented in [46], and a visual interface for catheter insertions in lung and liver rendered as a 3D interface by using CT imaging was presented in [47, 48]. Existing robotic neurosurgical platforms can undertake...
various procedures, including instrument delivery, resection, and electrode implantation. However, to the best knowledge of the authors, there is currently a limited number of existing pre-commercial solutions for the delivery and control of steerable needles [48, 49], in particular programmable bevel-tip needles, none for neurosurgical procedures.

In this paper, we present the first invivo trial of a modular robotic system designed to perform neurosurgical procedures using a programmable bevel-tip needle (PBN). The robotic ecosystem shown in Fig 1, was developed with the aim to provide a clinical tool to assess the potential of Convection Enhanced Delivery (CED) of chemotherapeutics [50] along preferential pathways that align to anisotropic brain structures [51–53]. The paper is structured as follows. Each main module of the robotic system, shown in Fig 2, are detailed by their design, implementation and validation results, as relevant. The Material and Methods section describes the system’s hardware and software components. The hardware subsection describes the programmable bevel tip catheter used in this work, along with a description of the motion system to actuate the insertion (mechatronics actuation box, flexible transmission and user console). Here, a detailed description of the controller developed to compensate for mechanical backlash in the system is also included, followed by a brief description of the sensing scheme utilised to track the catheter shape and tip pose. The software section introduces the user interface, with pre and intra-operative functionalities, including 3D visualisation of the steering path and explicit implementation of a novel algorithm employed to reconstruct point-
wise curvatures from a generic path, the application of which extends beyond convection enhanced delivery. Following these, a full system assessment both in ex vivo and in vivo on an animal model is described, providing insight into the system performance. The paper then concludes with an overview of remaining challenges and future outlook.

**Materials and methods**

**Catheter robotic driver**

The robotic catheter driver (Fig 3) is formed by four main components: a control box, an actuation box, a flexible transmission and an end-effector (EndE). The control box (the white box in Fig 3) is designed as a stand-alone system and is composed by a Platinum Maestro controller (Elmo Motion Control Ltd.) with four Elmo Twitter motor drivers connected via Ethercat protocol. The actuation box is composed of four custom linear stages (with a linear pitch of 1 mm/rev), each driven by a brushed motor (DC16XS, Maxon Motors AG) featuring embedded co-axial relative encoders with 1024 pulses/rev, which enable high precision motion control. A flexible transmission (FT) connects the linear stages to the EndE, as shown in Fig 3-n.5. The actuation box is physically separated from the EndE in order to reduce the mass of the system on the robotic arm end effector, while retaining high repeatability in position. The end-effector is composed of three main subsystems: trocar core A (TA), trocar core B (TB) and the trocar used to connect the flexible transmission (TC), as shown in Fig 3. The TB includes four squared push-rods that provide a sterile/nonsterile interface between the flexible transmission and disposable components. Each push-rod is equipped with a magnetic non-contact linear encoder with a resolution of 0.001 mm (RLS—Model: RLC21C). Grouped in pairs, the linear encoder electronics are encapsulated in a sealed, sterilisable metal case. TA is designed to accommodate a disposable medical grade trocar (manufactured in polycarbonate-ISO) that holds the medical-grade PBN, as depicted in Fig 4. Finally, a guillotine system, consisting of two surgical steel scalpel blades, is embedded at the proximal end of TA, which is used to quickly decouple the robot from the catheter during surgery in the event of an emergency.)

![Diagram of catheter robotic driver](https://doi.org/10.1371/journal.pone.0275686.g002)
The PBN used in this work is designed for the specific application of Convection Enhanced Delivery (CED) of chemotherapy drugs directly into brain. It is designed with two lumens per segment (8 lumens in total), one reserved for embedded sensing (e.g. shape sensing or electromagnetic position tracking sensors) and the other to insert an infusion catheter, as shown in Fig 4. The PBN is made of nanocoated, medical grade, implantable PVC, with each catheter segment colour coded to facilitate interaction with the clinician, as the intraoperative software guides their actions during the infusion process (e.g. screen message: “Insert infusion tube into the BLUE catheter segment”).

**Low level control**

The low level control is split into multiple layers: a controller to compensate the flexible transmission backlash, a controller to map the direction of steering imposed by the user onto the catheter in 3D space, and a controller to provide ‘active-constraints’ that help the user to steer towards the target.

**Flexible transmission backlash compensation.** The flexible transmission consists of four nitinol wires longer 1.7m, with 1.6mm in diameter and embedded within a low-friction PTFE tubular casing. The mechanical backlash introduced by the flexible transmission is compensated by a low-level controller composed of a double feedback loop (a magnetic encoder placed at the distal end of the end-effector and an optical encoder placed at the motor side). This is necessary as the mechanical backlash changes as a function of the robotic arm configuration, which in turn depends on the intra-operative setup. If left unchecked, the elastic and frictional effects of the mechanical system could potentially cause an overshoot of the reference target. Hence, a nonlinear shaping function is used to model the velocity of the actuation system in

![Fig 3. Components of the robotic catheter driver, from top-left clockwise: The control box (in white), the actuation box, the flexible transmission with end-effector (TA-TB-TC), and the haptic joystick.](https://doi.org/10.1371/journal.pone.0275686.g003)
Fig 4. Top: Cross-section of the 4-segment PBN with two 0.3mm diameter working channels per segment. The overall PBN diameter is 2.5mm. Bottom-Left: trocar with embedded medical grade PBN. Bottom-Right: connection mechanism between the PBN wings and the push-rods of TB.

https://doi.org/10.1371/journal.pone.0275686.g004
the proximity of the target position. Defining the reference position as $p_{\text{ref}}$ and the actual EndE position as $p_a$, the velocity command $v_c$ for each segment is defined as:

$$v_c = \begin{cases} 
v_r \cdot \tanh \left( \frac{p_{\text{ref}} - p_a}{B} \right) & p_{\text{ref}} - p_a > \epsilon \\
0 & p_{\text{ref}} - p_a \leq \epsilon 
\end{cases}$$

where $B$ represents the bandwidth of position by which the controller starts to reduce the velocity and $\epsilon$ represents the acceptable margin in positional error. $v_r$ defines the average cruise velocity of each catheter segment.

The performance of the system was assessed using a set of trials performed by each actuator at different target positions chosen randomly, respectively in the sequence “10mm, 70mm and 5mm”, with three different velocities, “0.5mms$^{-1}$, 1mms$^{-1}$ and 2mms$^{-1}$”. Three measurements for each case were collected, for a total of 9 trials. For the test, the positional control parameters were set as $B = 1\text{mm}$ and $\epsilon = 0.01\text{mm}$. The results for the positional error are reported in Fig 5. The overall performance of the system, computed as the average positional error in all cases, is $0.011 \pm 7.7e^{-4}\text{mm}$. The backlash, measured as the distance between the motor and EndE.
positions at the target end, is reported in Fig 6, with overall results of [0.8011 1.2119 1.7208] mm for the 25th, 50th and 75th quantile, respectively. For consistency, the maximum travel velocity for the PBN was set as in previous works [54] to be 1 mms$^{-1}$.

Catheter segment mapping. The mapping between the direction of steering imposed by the user and the direction of the catheter has been extensively reported in [55] and here briefly summarised for clarity: The relationship between the steering input (catheter configuration) and the resultant curvature vector may be described by a non-linear function $f$:

$$\begin{align*} \kappa &= \begin{bmatrix} \kappa_1 \\ \kappa_2 \end{bmatrix} = f(\Theta) 
\end{align*}$$

where the curvature vector $\kappa$ contains the two components of steering corresponding to the two orthogonal axes of the joystick. To steer with a commanded direction and magnitude, a corresponding steering input $\Theta$ is found. As there may exist more than one catheter configuration to achieve a commanded steering, we formulate the problem as a non-linear
programming problem. By optimising a measure of catheter steerability, whilst constraining the commanded curvature with (1), the optimal required steering input is found. In the case that a curvature above the maximum achievable is commanded, the optimisation fails to find a solution and the previous steering input is used.

**Haptic master.** Investigation of different teleoperation masters to control steerable needles were explored in the past [56–58], by using 6DoF haptic systems constrained to 2D or 3D motions. Therefore, we opted for a 2DoF haptic joystick as the master interface for this platform, allowing the user to interact with the robotic catheter system by providing steering commands. The design of the haptic joystick is shown in Fig 7 and it is inspired by the work of [59]. The joystick has a footprint of 250mm × 250mm × 70mm, with a point of grasp for the user 60mm long. Enclosed in the joystick box are two brushed DC motors (A-max 32 Graphite—20 Watts, Maxon Motor AG) directly linked to the two principal axes of a gimbal mechanism. The gimbal allows a range of motion of ±42deg of rotation around each axis by pivoting around the axes intersection point.

A Polytetrafluoroethylene sleeve between the point of contact of the two main axes of the gimbal reduces the contact friction between the moving parts, therefore lowering the transmitting inertia of the motor’s rotors to the user. Two optical encoders (HEDR3600, Avago inc.) mounted directly on the shaft of each motor provide positional feedback to a motor control board (RoboClaw 2x7A, Pololu Corp.) mounted onto a micro-controller (Raspberry Pi3 with a patched Linux realtime-kernel). Each motor’s parameters were identified empirically and a current closed-loop control was used to provide the desired force to the grasping point. The ideal finger grasping point for the user is designed to be located at 60mm from the centre of Fig 7. CAD design of the two degree-of-freedom haptic master. The motion of the inner gimbal system is controlled by two independent motors (M1 and M2).
https://doi.org/10.1371/journal.pone.0275686.g007
rotation of the gimbal axes, allowing a maximum rendered force of 1.16 N. The ergonomics of this gripping strategy mimics the most common pinch grasping use by surgeons during a needle biopsy. To force the user to hold the joystick at the predefined point of grasping, an ergonomic 3D printed plastic handle was mounted over the joystick. A further study to evaluate this new joystick as a master interface with visual and haptic guidance during the control of the insertion of a PBN needle is reported in [60].

Tracking—Sensor fusion
Several tracking methods can be used to track needles in soft tissue, such as X-Ray fluoroscopy [61], ultrasound (US) [62–64] and electromagnetic (EM) tracking systems [65]. However, imaging methods cannot track the rotation of the needle about its insertion axis (the roll angle) because of its small diameter [5], which also precludes the possibility to accommodate a 6 Degrees of Freedom (DoF) EM sensor. Some authors [62, 66, 67] handled this limitation by considering the roll angle at the needle tip as equal to that measured at the base, assuming an infinite torsional stiffness of the needle, but for soft needle designs, such as the PBN, a different tracking algorithm must be employed. Each segment of the PBN has 2 lumens, as displayed in Fig 4, and to provide the tip-pose reconstruction, one of the lumens can be used to embed sensing such as electromagnetic (EM) trackers, as in [54, 68], or Fiber Bragg Grating (FBG) inscribed fibers, as in [69, 70]. The sensing also provides safety critical information during the catheter insertion, to capture any possible failures of the interlocking mechanism or sliding problems, such as buckling or blockages. As reported in Section, the direction of the steering depends on the non-linear combination of the relative offsets between the PBN segment tips, thus the direction of the leading segment is not sufficient to provide the real direction of steering. Ideally, 6 DoF sensors would be embedded in each segment to estimate the full pose, but to the best knowledge of the authors, no commercial 6 DoF sensors of 0.3mm outer diameter are commercially available.

Front-end interface
The software architecture was developed in ROS (version: Kinetic—Linux Ubuntu 16.04) running on multiple machines. Fig 8 provides an overview of all different hardware components communicating using ROS protocols with custom messages (blue arrows), while the interface with the commercial system neuroinspire™ was designed with a custom protocol based on ZeroMQ and Google FlatBuffers. The communication and control of the neuromate™ robot was kept as the commercial system and proprietary of Renishaw plc.

Design. The front-end interface was designed on top of the commercial neurosurgical planning and intra-operative software neuroinspire™ (Renishaw plc, UK). The standard functionalities of the software, such as the preoperative registration of MRI and CT images, displays of medical image datasets using three conventional orthogonal views, and renders of the three dimensional volume on a fourth view, were kept as per the original software. The new visual interface incorporates the rendering of tractography computed from Diffusion Tensor Imaging (DTI) and segmentation import function (e.g. vessels from angiography and other structures) both for pre- and intra-operative planning. With the term segmentation, we refer to 3D models generated as the output of different processes where the clinician identifies anatomical structures of interest (from medical image intensities, functional areas and/or an anatomical atlas). The segmentation output is encoded in the STL file format, which can subsequently be imported into the planner, such that it can be used for the computation of the optimal insertion path. Custom views to support planning (drug selection, target selection, planner options,
burr-hole port placement, path selection and visualisation, etc.), devices initialisation and intra-operative navigation were added.

**Preoperative plan.** The path that the surgeon should follow is generated pre-operatively by the planner, as in [71], which avoids all obstacles within a safe radius, as shown in Fig 9.

The workflow of the pre-operative planner is as follows:

1. The user imports the imaging datasets (CT, MR, etc.)
2. The user follows imaging registration steps in the software
3. The user imports the segmentation of anatomical structures needed by the back-end to compute the target pose (e.g. white matter, grey matter, ventricles, target area)
4. The user imports segmentations of all the obstacles the planner should consider
5. The user chooses the infusion drug type and volume
6. The back-end software computes and displays the infusion catheter target point and direction, and the drug flow rate according to [72]
7. The back-end software computes a set of candidate entry points, that are perpendicular to the skull’s surface, with a 15% degrees tolerance. The user selects their preferred option. There are options to freely modify or manually redefine the entry point if required. A model of the burr-hole port is displayed to facilitate the positioning according to user preference
8. The back-end software computes all of the paths that are feasible by the catheter and are free from obstacles. They are ranked according to a specific metric that aims to minimise the insertion length and the number of bends to limit tissue damage and increase precision. The front-end displays a maximum of 10 candidate paths according to the metric.

9. The user selects their preferred path among the proposed candidate paths.

The software was developed with the option to add intra-operative ultrasound (US) image guidance. During the pre-operative planning phase, further steps are dedicated to the optimal position of the US probe.

**Intra-operative navigation.** The workflow for the intra-operative module summarised in the following section, while here we describe the intra-operative guidance display used during navigation, rendered on the 4th view of the front-end interface.

This fourth view renders the anatomical features of the brain, as well as the catheter and cues for intuitive steering. Specifically, the preoperative MRI images are segmented in order to create 3D obstacles maps. With the additional use of the US intra-operative imaging, these 3D obstacles are deformed in real-time according to measurements of the US. The surgeon can then steer through this map in order to reach the desired target, shown in Fig 11. The intra-operative navigation starts with the visualisation of the pre-operative path selected by the surgeon at point (9) of the pre-operative workflow described earlier. If, during catheter insertion, the surgeon deviates from the path by a predefined magnitude, then the system will immediately re-plan a new feasible path to the target, if one exists. The intra-operative replanner computes obstacle-free paths considering the current catheter tip pose and any change in the obstacles configuration, while remaining as close as possible to the previous path. If no such path exists, a message is displayed to inform the surgeon that, due to the current surgical...
status and considering the kinematic constraints of the catheter, the target is not reachable with the planned pose. The surgeon is then able to decide whether to stop the operation or continue with the catheter insertion, with the caveat that the target will be reached sub-optimally. Following a detailed clinical consultation with stakeholders, the last generated path is always displayed on screen (see Fig 10) to provide the surgeon with a visual reference in the latter case.

The path that the surgeon should follow, as well as the current configuration of the tip of the catheter, can be visually depicted to the surgeon in multiple ways. In this design, the navigation window shows a 2D render of a 3D environment, where the surgeon has a first person viewpoint when navigating the catheter (called the Catheter View Mode, see Fig 11), though they can also choose to stop steering and look from a third person view (called the Overview Mode, see Fig 12) in order to overview the full trajectory.

This design was chosen based on feedback from an advisory group of neurosurgeons, as it was hypothesized that it would be more intuitive for a surgeon to navigate in first person view,
though the third person overview was also needed in order to show a similar viewpoint as normally seen when looking at standard MRI volumes. For the same reason, the selected image (MR, CT) is cut along the three orthogonal planes and displayed in the other three windows. The cutting point is defined by the current position of the catheter tip, as detected by the sensing. The catheter tip and the outline of the segmented obstacles and target area are overlayed on the slices to give additional feedback to the surgeon. Each of the four individual windows can be maximized as needed. The navigation window in Catheter View Mode (Fig 11) has the following visual components:

1. Selected segmentations representing the obstacle (e.g. anatomical arterial tree, ventricles, no-go areas)
2. Optimal path depicted as a white line
3. Waypoints represented as rings, where the centre of the ring lies on the optimal path. The color of the rings is a function of the error distance between the catheter tip pose to the path (“green>orange>red” mean “close>further>far”)
4. Blue ray represents the “Actual Overlay”
5. Green ray represents the “Commanded Overlay”

The navigation window in Overview Mode (Fig 12) has the following visual components:
1. Current pose of the catheter tip shown as a purple cone
2. Selected segmentations representing obstacles
3. Optimal path (dashed white line) and overlay rays
4. Target position represented as a star

The “Actual Overlay” represents the current path the catheter is following based on a local reconstruction of the curvatures in the Parallel Transport frame. This is further described in the next section. The “Commanded Overlay” represents the path the catheter should follow based on the configuration of the joystick and inverse kinematics of the catheter. The colour of the ring represents a metric for the error indicating how far the catheter is from the path, and fuses the magnitude of position and orientation error into a value between 0 (directly on the path) and 1 (far from the path, in which case a path re-planning event is triggered). Quantitative and qualitative results from a user studies trial for the visual interface are reported in previous work [60].

**Curvature estimation**

Considering the complexity and low dynamics of the system, the time-lag between a joystick command and the visual steering of the catheter could considerably effect the reaction of the user in following the predefined path. To help the user, the ‘Actual Overlay’ path is represented in the front-end interface to provide information regarding the real-time direction of the catheter according to the actual configuration of the catheter.

To reconstruct the “Actual Overlay” path, it is necessary to reconstruct the pose of the catheter and to infer the curvature that the tip is following. Therefore, it is necessary to reconstruct the local curvature, which as in [75, 76], we have defined by the Parallel Transport frame. The estimation of the curvature of the Parallel Transport frame has been developed considering a differential geometry perspective in $SE(3)$, where the Lie group $\mathcal{G}$ is viewed as a differentiable Riemannian manifold, and the Lie algebra is the tangent space at the identity of the Lie group. This method can be used with any nonholonomic system defined as a particle-mass moving in space, and thus not just limited to programmable bevel tip needle designs.
We define the two maps of the Lie group $\mathfrak{g}$, which maps locally a point on the geodesic on $\mathfrak{g}$ through $P$: the exponential map $\text{exp}_P$ and the logarithm map $\text{log}_P$. The map forms the tangent space $T_P \mathfrak{g}$ to the Lie group $\mathfrak{g}$, and is defined as:

$$\text{exp}_P : T_P \mathfrak{g} \to \mathfrak{g}$$

(2)

while the inverse mapping is defined as:

$$\text{log}_P : \mathfrak{g} \to T_P \mathfrak{g}$$

(3)

Specifically, we assume that the catheter is moving over a normalised geodesic on Riemannian manifold along a curve $\gamma$ defined as:

$$\gamma : s \rightarrow \begin{pmatrix} R(s) & P(s) \\ 0 & 1 \end{pmatrix}$$

parametrised in $s$. The derivative at the identity element is:

$$\Pi = \begin{pmatrix} \Omega & V \\ 0 & 0 \end{pmatrix}$$

(4)

with $\Omega$ representing the rotational velocity while $V$ represents the linear velocity. According to equation map (2), we have:

$$\gamma(s) = \text{exp}(s\Pi)$$

**Algorithm 1** Parallel Transport Frame Curvatures

1: procedure
2: Input: position of points $P_0$, $P_1$, $P_2 \in \mathbb{R}^3$
3: Output: Curvatures $K_1$, $K_2$
4: $t \leftarrow \frac{P_1 - P_0}{\|P_1 - P_0\|}$ \quad $\triangleright$ Tangent vector
5: $n_1 \leftarrow [-t, t, 0]$ \quad $\triangleright$ Normal vector
6: $n_2 \leftarrow t \times n_1$ \quad $\triangleright$ Binormal Vector
7: $T_{B1} \leftarrow [n_1 \ n_2 \ t]$ \quad $\triangleright$ Tangential Bundle $P_0P_1$
8: $t_2 \leftarrow \frac{P_0 - P_1}{\|P_0 - P_1\|}$
9: $b \leftarrow t_2 \times t$
10: $\cosh \leftarrow t_2 \cdot t$
11: $\Delta \leftarrow \|b\|$  
12: $B \leftarrow \begin{bmatrix} 0 & -b_3 & b_2 \\ b_3 & 0 & -b_1 \\ -b_2 & b_1 & 0 \end{bmatrix}$ \quad $\triangleright$ $b = [b_1 b_2 b_3]$
13: if $\Delta > 0$ then
14: $R_M \leftarrow [1 + (\frac{1 - \cosh}{\Delta})] B$
15: else
16: $R_M \leftarrow I_3$
17: end if
18: $n_{12} \leftarrow R_M \cdot n_1$
19: $n_{22} \leftarrow t_2 \times n_{12}$
20: $T_{B2} \leftarrow [n_{12} n_{22} t_2]$
21: $\Pi \leftarrow \text{log}(T_{B1} T_{B2}) / \|P_0 - P_1\|$  
22: $\Omega \rightarrow \begin{bmatrix} 0 & 0 & -k_2 \\ 0 & 0 & k_1 \\ -k_1 & k_2 & 0 \end{bmatrix}$ \quad $\triangleright$ From Eq 4
23: return $k_1$, $k_2$
24: end procedure

The estimation of the curvature is obtained with Algorithm n.1 with a Z-forward configuration, where the following assumptions are made: the catheter tip is moving along a curve $\gamma$ over a riemannian geodesic in $\text{SO}(3)$, and there are at least three consecutive time points of the tip position such that the travel speed between two consecutive points is assumed constant and unitary over the arclength of the curve, to satisfy the conditions of Hopf-Rinow Theorem. The Algorithm n.1 uses the property of Eq 3 to calculate the curvatures ($k_1$ and $k_2$) defined in the Parallel Transport Frame [77]. In the case of multiple points on the curve, Algorithm n.1 is iterated from point 8 to 23 to reconstruct the frame. For the full mathematical demonstration and definition of Eqs 2 and 3, we refer to [78].

Full system in vitro validation

To validate the system performances with all components integrated, a set of in vitro trials were performed in 6% by weight bovine gelatin (Chef William Powdered Gelatine) with a setup as in [68]. The reference paths were defined using the pre-operative path planner presented in [74] on an anonymous patient data-set [79]. An expert user performed 5 trials on 3 different paths, for a total of 15 insertions, with an average insertion length of 110mm. To assess the usability of the system, all insertions were executed with visual feedback active. An investigation of the performance of fully automated steering is presented in [74], where a path re-planner was used to generate steering inputs to replace the user. In this context, a threshold for activation of the path-planner was arbitrarily set at 2mm error from the reference path. The position error achieved during the trials with the expert user was calculated as the average euclidean distance between the tip of the catheter and the target, with resulting values of: [0.87, 1.36, 1.88] mm respectively for the 25th, 50th and 75th percentiles, and reported per trial set in Fig 13.

Ethics statement

The individual pictured in Fig 1 has provided written informed consent (as outlined in PLOS consent form) to publish their image alongside the manuscript.

Ethics protocol. All animals (ovine model, *ovis aries*—average weight of 70kg, females, average one year old) were treated in accordance with the European Communities Council directive (2010/63/EU), to the laws and regulations on animal welfare enclosed in D.L.G.S. 26/2014. Ethical approval for this study was obtained by Milan University Animal Welfare Organization (OPBA) and the Italian Health Department with authorization n° 635/2017-PR of August 7, 2017.

Anaesthesia protocol. Animals were anesthetized via the intravenous administration of Diazepam 0.25mg/Kg and Ketamine 5mg/Kg, intubated and then maintained under general anesthesia with isoflurane 2% and oxygen 2L/min. Two peripheral venous accesses in right and left auricular veins were set for each sheep and urinary catheterization performed. A Ruminal probe was placed to to prevent tympanism.

Euthanasia protocol. Overdose of intravenous potassium chloride under anesthesia.

Ex vivo surgical workflow assessment

A validation of the full system in an ex vivo clinical setting was performed to assess the surgical workflow and the system in light of the invivo trial. The embedded sensors used were FBG fibers as in [69]. The fibers were inserted into one of the two working channel of each segment,
and secured at the tail end of the catheter to avoid relative motion during the insertion process. The procedure is divided in eight major steps, as follow:

1. The sheep is located on a spinal stretcher (acrylonitrile butadiene styrene, ABS stretcher, Millenia, Ferno) and is secured in a prone position on a vacuum mattress with extended legs, via two straps.

2. The Head Frame System described in [80], is placed onto the stretcher and secured using a custom fixture system.

3. The animal head is fixed into the Head Frame System described in [80].

4. Acquisition of the pre-operative CT imaging sequence (pre-operative CT—GE Healthcare CT system, 16 slices helical scan). The imaging sequences were acquired with a standard display field of view (DFOV), 512x512 matrix, 0, 625mm. slice thickness, 120 kilovolt (KV), 220 milliampere (mA), 0, 562: 1 pitch and 1/s tube rotation. The images were collected using a soft tissue algorithm.

5. Acquisition of a pre-operative MRI (Siemens 1.5T, 3DT1 Fast-Field-Echo, DTI, TOF). DTI imaging is loaded from the dataset of a previous study [81].

6. The surgeon performs the pre-operative planning sequence following steps in section Pre-operative plan, shown in Fig 14.

7. The surgeon performs the intra-operative planning and navigation sequence in section

8. A second CT imaging sequence is recorded (post-operative CT) to assess the positioning of the catheter, as in Fig 15.
9. Acquisition of a post-operative MRI (Siemens 1.5T, 3DT1 Fast-Field-Echo, DTI, TOF)

10. Insertion of the infusion catheter to perform infusion of Gadolinium

**Intraoperative planning sequence**

The following procedure (Step 7) is carried out once pre-operative planning is complete:

7a) The surgical preoperative plan is loaded into the front-end interface

7b) A custom drill holder for the neuromate is mounted and, once the robot in position, a keyhole on the skull is made, as in Fig 16 (the tools to perform the keyhole are: J&J

---

**Fig 14.** Software interface for pre-operative planning: Conventional image view (in clockwise order from the top left: Axial, sagittal, 3D rendering and coronal). The “T” marker represents the target, the orange meshes represent the obstacles (ventricles and veins), the blue mesh is the skull surface. In yellow are feasible entry points.

https://doi.org/10.1371/journal.pone.0275686.g014

**Fig 15.** Ex vivo post-operative CT image. \( T \) defines the target point, while the white shadow is the catheter.

https://doi.org/10.1371/journal.pone.0275686.g015
Fig 16. Surgical perforator mounted at the end-effector of the neuromate®. Zoomed window: profile left on the skull by the surgical perforator.

https://doi.org/10.1371/journal.pone.0275686.g016

Anspach® EMAX® 2 Plus with gearbox reduction and a cranial perforator model Codman 14mm).

7c) The surgeon creates a small incision on the dura.

7d) A custom burr-hole port is placed into the keyhole and secured using titanium screws.
7e) The neuromate® end-effector is moved back to the parking position and the drill holder is replaced with the robotic catheter driver end-effector.

7f) The neuromate® end-effector is positioned over the burr-hole port and the catheter is automatically driven to the entry-point position in the brain, as shown in Fig 17.

7g) The front-end interface is switched to catheter-view mode, as in Fig 10, and control of the insertion moves to the surgeon.

7h) The surgeon starts the insertion by pressing a foot-pedal. The PBN is inserted at a constant speed of 1mm/s and the direction is controlled by the haptic-joystick operated by the surgeon. If the foot-pedal is released, the catheter stops. If the foot-pedal is pressed once more, the insertion resumes.

7i) Once the target is reached, the surgeon secures the catheter on the skull by using a hidden locking mechanism within the burr-hole port.

7j) The sensing embedded in the catheter is removed by pulling the fibers from the tail of the catheter.

7k) The catheter is cut flush to the top surface of the burr-hole port and the robot end-effector is moved to the parking position.

At the final step of the procedure, the front-end interface provides a message reporting which coloured segment of the PBN is suitable for the infusion, as only the system can compute the segment which is closest to the target. The infusion of drugs is delivered with an additional catheter having an outer diameter of 0.3mm and inner diameter of 0.1 mm, which is inserted in the desired segment’s working channel. This latter part of the protocol, as well as the infusion performance, are out of scope for this work. Following the surgery, a CT image is collected to define the final position of the catheter with respect to the surgical plan (Step 8).
As shown in Fig 15, which shows an image of the post-operative CT acquisition for the ex vivo trial, the catheter has reached the target with an euclidean error in position of 1.42mm.

Results

First In-vivo evaluation

The in-vivo assessment of this platform technology aimed to establish the effectiveness of the surgical workflow for keyhole neurosurgery and the feasibility and safety of PBN delivery and implantation (5 days) within the brain, for eventual application to CED. In order to carry out this trial safely during the COVID-19 pandemic, a reduced clinical workflow was favoured, with a skeleton surgical team on site and minimum transfers of equipment and sheep in and outside of the operating theatre. Notably, due to the more stringent health and safety requirements of our chosen veterinary facility, the imaging facilities of which were off site, MR scanning was obviated by employing an ovine statistical atlas [81, 82] produced by the investigator team.

According to the surgical workflow, a CT scan of the surgical site was taken after surgery, as illustrated in Fig 18. The image shows the needle successfully implanted, with a total length of insertion of 12.33mm from the surface of the brain to the tip of the needle (22.24mm if computed as the length from the external surface of the port to the tip) and with an error of 0.9mm between preoperative and achieved target. After surgery, the animal was awoken and brought into the housing area where it underwent a period of clinical evaluation lasting at least 2 hours, as shown in Fig 19. Clinical data was recorded using a dedicate ethogram, where parameters are assessed at 12-hour intervals for five days. No abnormal or out-of-normal parameters were noted throughout the observation period. According to the ethical protocol, the animal was sacrificed at day five and a CT of the surgical site was taken before assessing any occlusion of the catheter working channels following the 5-day implantation period. Fig 20 shows the CT image of the catheter before sacrifice, while Fig 21 shows the surgical site before the assessment of possible working channels occlusions. The burr-hole port and surrounding tissue were also

Fig 18. CT scan after the surgery.
https://doi.org/10.1371/journal.pone.0275686.g018
visually inspected, with no visible sign of infection, confirmed by blood and cerebral fluid sample analyses.

**Discussion and conclusion**

In this work, we have presented the details and first *in vivo* assessment of a modular robotic ecosystem for precision neurosurgery, which employs a programmable bevel-tip steerable needle (PBN). The design has taken into account the functional requirements of the operating...
theatre (OR), including ergonomics and sterility. The front-end interface, as well as the workflow, have been developed in collaboration with a clinical team within the EDEN2020 European consortium, to provide a system that can be deployed in the OR, with a streamlined clinical workflow. The overall performance in positioning the catheter is comparable to results of analogous systems [83], both in bench-testing and during ex vivo assessment.

Though this first live trial confirmed that the system is functional and catheter implantation can be performed safely, additional investigations and further in vivo trials are planned to
improve the efficiency and efficacy of catheter placement and to assess performance during Convection Enhanced Delivery (CED). Future works will also include the introduction of additional sensing, such as intraoperative ultrasound imaging, to provide measurements of tissue deformation during surgery. The additional sensing will also be fused with the embedded sensing within the catheter segments to provide improved localisation of the catheter tip. This integration will allow the system to compensate for target motion due to tissue deformation, which can affect the final positioning accuracy of the catheter at the target and along the path.
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