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ABSTRACT
Out-of-distribution (OOD) detection has recently received much attention from the machine learning community because it is important for deploying machine learning models in real-world applications. In this paper we propose an uncertainty quantification approach by modeling data distributions in feature spaces. We further incorporate an efficient ensemble mechanism, namely batch-ensemble, to construct the batch-ensemble stochastic neural networks (BE-SNNs) and overcome the feature collapse problem. We compare the performance of the proposed BE-SNNs with the other state-of-the-art approaches and show that BE-SNNs yield superior performance on several OOD detection benchmarks, such as the Two-Moons dataset, the FashionMNIST vs MNIST dataset, FashionMNIST vs NotMNIST dataset, and the CIFAR10 vs SVHN dataset.

Index Terms — Out-of-distribution detection, ensemble methods, stochastic neural networks.

1. INTRODUCTION
Out-of-distribution (OOD) detection is a critical and challenging task for applying deep learning models in real-world scenarios. Various OOD detection methods have been proposed to enhance the reliability of deep learning models [1, 2, 3, 4, 5, 6]. One main branch of current OOD detection approaches is developed based on uncertainty quantification techniques. Existing uncertainty quantification techniques can be roughly categorized into two classes. The first class relies on ensembles of deep neural networks [7, 8, 9, 10], where the outputs of multiple individually trained models are combined to estimate the uncertainty. The second family of uncertainty estimation approaches aims to measure the predictive uncertainty using deterministic single forward pass neural networks [11, 12], where the uncertainty is estimated by modeling the distribution of data features.

Despite their success on benchmark datasets, both deep ensemble methods and deterministic single forward pass neural networks have their respective limitations. An obvious disadvantage of deep ensemble methods is their computational costs [8, 13, 14]. Particularly, ensemble methods are limited in practice since each ensemble member requires an independent copy of neural network weights and they need to be trained separately. Therefore, their computational and memory costs increase linearly with the ensemble size in both training and testing [8]. In contrast, single forward-pass methods have shown to be efficient in modeling uncertainties, but they suffered from the so-called feature collapse problem, which refers to the phenomenon that features of out-of-distribution samples are mapped onto the region of in-distribution sample features [11].

To take the best from both worlds, we propose the batch-ensemble stochastic neural networks (BE-SNNs), an OOD detection method consisting of a novel single forward-pass approach and an efficient ensemble method inspired by [8]. Our main contributions are: (i) The proposed BE-SNNs can overcome the undesirable feature collapse in single forward-pass methods while also maintaining their low computational cost. We achieve this by constructing an ensemble of single forward pass models with the efficient batch-ensemble mechanism [8]. (ii) A novel single forward pass model is proposed in this paper. The proposed single forward pass model captures class distributions in a flexible way by approximating them with sets of feature vectors. The constructed empirical distributions are inherently multi-modal and can better model data with complex structures than simple distributions such as Gaussian distributions with diagonal covariance matrices. (iii) We introduce a novel OOD score that can better distinguish between OOD samples and in-distribution samples. The proposed OOD score is computed based on an adaptively tempered version of softmax outputs, which can be interpreted as applying data-adaptive temperature to softmax activation functions. (iv) We demonstrate the effectiveness of the BE-SNNs on several OOD detection benchmarks, including the Two-Moons dataset, the FashionMNIST vs MNIST dataset, FashionMNIST vs NotMNIST, and the CIFAR10 vs SVHN dataset [15, 16, 17, 18].

2. PRELIMINARY
Batch-ensemble (BE) is a parameter efficient variant of deep ensemble that construct ensembles over a rank-1 subspace of networks’ weights, which only brings little extra computational overhead compared to storing full weight matrices [8]. Denote by $W \in \mathbb{R}^{m \times n}$ the weight matrix of a neural network layer, where $m$ is the input dimension and $n$ is the output dimension. Each ensemble member in the batch-ensemble is assigned with a pair of trainable vectors $s_{n_e} \in \mathbb{R}^m$ and $r_{n_e} \in \mathbb{R}^n$, where $n_e \in \{1, \cdots, N_e\}$ and $N_e$ is the ensemble size. The weights $\overline{W}_{n_e}$ of ensemble layers are then obtained by:

$$\overline{W}_{n_e} = W \circ F_{n_e},$$

(1)

where $\circ$ refers to the element-wise product, $W$ is shared across ensemble members, and $F_{n_e} = r_{n_e} s_{n_e}^\top \in \mathbb{R}^{m \times n}$ is a rank-one matrix. Given an input $x$, the output $y_{n_e}$ of the $n_e$-th ensemble

1Code to reproduce experiment results is available at: https://github.com/xiongjiechen/BE-SNNs.
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(2)
where \( \phi \) denotes the activation function of the ensemble layer.

3. BATCH-ENSEMBLE STOCHASTIC NEURAL NETWORKS

Framework of BE-SNNs. We first introduce the framework of the BE-SNN-1, i.e., an individual realization of BE-SNNs. The BE-SNN-1 consists of a data feature extractor \( \Phi_{\theta}(\cdot) \) mapping the input sample \( x \in \mathbb{R}^d \) to a feature space, and a class feature generator \( \Psi_{\theta}(\cdot) \) modeling the distribution of feature representations of each class. In this work, both \( \Phi_{\theta}(\cdot) \) and \( \Psi_{\theta}(\cdot) \) are built with neural networks. The distribution of class features in the BE-SNN-1, as well as BE-SNNs in general, is represented by a set of feature vectors for each class, which enables us to approximate more complex distributions than pre-defined simple distributions such as Gaussian distributions with diagonal covariance matrices.

The input of the class feature generator \( \Psi_{\theta} : \mathbb{R}^{d+C} \rightarrow \mathbb{R}^d \) is a one-hot class label \( h_c \in \mathbb{R}^d \) and a random vector \( \epsilon_m \in \mathbb{R}^{d+C} \), and the output of it is \( d \)-dimensional class-dependent feature vectors \( e_{c,m} = \Psi_{\theta}(h_c, \epsilon_m) \), for \( m \in \{1, \ldots, M\} \) and \( c \in \{1, \ldots, C\} \), where \( \epsilon_m \sim \mathcal{N}(\mathbf{0}, I_{d+C}) \). The ensemble size, yielding \( N_e \) different weights in \( N_e \) ensemble members as introduced in Section 2. Therefore, in BE-SNNs, the set of data feature extractors \( \{\Phi_{\theta_{n_e}}(\cdot)\}_{n_e=1}^{N_e} \) produces \( N_e \) different feature vectors for a given input \( x \), and the set of class feature generators \( \{\Psi_{\theta_{n_e}}(\cdot)\}_{n_e=1}^{N_e} \) produces \( N_e \times M \) feature vectors for each class. To make a prediction for a given input \( x \), the BE-SNNs classify \( x \) as the class with the maximum average kernel value:

\[
\argmax_c \left\{ \frac{1}{N_e} \sum_{n_e=1}^{N_e} \exp \left( - \frac{1}{M} \sum_{m=1}^{M} \left\| \Phi_{\theta_{n_e}}(x) - e_{n_e,c,m} \right\|^2 \right) \right\}. \quad (4)
\]

Loss functions of BE-SNNs. We first introduce the loss function for an individual ensemble member of BE-SNNs. The loss function of BE-SNN-1 consists of two parts, a classification loss and regularization terms. For the classification loss \( L_{\text{cl}}(y, \hat{y}) \), we use the binary cross entropy loss between the one-hot ground-truth label \( y \) and the one-hot prediction label \( \hat{y} \) as in [5]:

\[
L_{\text{cl}}(y, \hat{y}) = -\sum_{c=1}^{C} \left[ y_c \log(\hat{y}_c) + (1-y_c) \log(1-\hat{y}_c) \right],
\]

where \( y_c \) and \( \hat{y}_c \) are \( c \)-th element of the one-hot ground-truth and predictions, respectively.

To prevent class feature vectors \( e_{c,m} \) from converging to almost the same value for all \( m \in \{1, \ldots, M\} \), we add a regularization term \( R_c(\cdot) \) to the loss function. Particularly, we design the regularization term \( R_c(\cdot) \) to encourage the entropy of the \( c \)-th class to be proportional to the entropy of data features of the \( c \)-th class. Note by \( y_c(x) \) the \( c \)-th element of the one-hot label of \( x \), we approximate the entropy \( \hat{H}(\Phi_{\theta}(\cdot)|y_c(x)=1) \) of the data sample feature for all \( c \in \{1, \ldots, C\} \) using the \( k \)-nearest neighbor entropy estimator proposed in [19]. The class-dependent entropy

\[
\hat{H}(\Phi_{\theta}(\cdot)|y_c(x)=1)
\]

is then used as a threshold to penalize class features whose entropy is smaller than this threshold. The described
We minimize the average of the loss function where the adaptive tempering constant is used during training.

\[
R_c(x, e) = \max \left(0, \frac{1}{M} \sum_{m=1}^{M} \mathbb{I}(\Phi_e(x)|y_c(x) = 1) - \mathbb{H}(\epsilon_{c,m}) \right),
\]

(5)

In addition, the loss function of BE-SNNs also includes a gradient penalty term \(L_{gp}(\hat{y})\) to encourage sensitivity of the classifier as in [5]:

\[
L_{gp}(\hat{y}) = \left\| \nabla_x \sum_c \hat{y}_c \right\|_2^2 - 1, \quad \text{where } \nabla_x \sum_c \hat{y}_c \text{ is the derivative of } \sum_c \hat{y}_c \text{ w.r.t to the input } x.
\]

For the \(n_c\)-th ensemble member, the loss function of it is as follows:

\[
L_{n_c} = \sum_{c} \lambda_1 R_c(x, e) + \lambda_2 L_{gp}(\hat{y}).
\]

(6)

We minimize the average of the loss function \(L_{n_c}\) defined in Eq. (6) across all ensemble members to train BE-SNNs:

\[
L_{BE-SNN} = \frac{1}{N_c} \sum_{n_c=1}^{N_c} L_{n_c}.
\]

**OOD detection score.** Denote by \(d(x) = [d_1(x), \ldots, d_C(x)]\) the distance vector in BE-SNN-1, we compute a categorical distribution through softmax activations \(\sigma(\cdot)\) to classify a given input \(x\) with the tempered negative distance as the softmax input:

\[
\xi(x) = \frac{-d(x)}{\exp(\min_c(d_c(x))},
\]

(7)

where \(\min(d_c(x))\) is the smallest distance between class features and input features. It is worth mentioning that \(\sigma(\xi(x))\) can be seen as a tempered softmax prediction as in [20], whereas the tempering constant \(\exp(\min_c(d_c(x)))\) is data-adaptive. Note that the adaptive tempered softmax is only used in testing, but not for training BE-SNNs and making predictions for in-distribution samples. The motivation of the adaptively tempered softmax \(\exp(\min_c(d_c(x)))\) is that input features that are far from class features should be assigned with more uniform categorical distributions. A similar idea of using adaptive tempering constants was proposed in a concurrent work [21], where the adaptive tempering constant is used during training.

We then propose to use the entropy of the averaged tempered softmax prediction \(\mathbb{H}(\xi(x)) = -\sum_c \xi_c(x) \log \xi_c(x)\) as the OOD score, where \(\gamma(x) = \{\hat{\gamma}_1, \ldots, \hat{\gamma}_C\}, \hat{\gamma}_c(x) = \frac{1}{N_c} \sum_{n_c=1}^{N_c} \sigma_c(\xi_n(x))\), and \(\xi_n(x)\) is the tempered negative distance of the \(n_c\)-th ensemble member computed in Equation (7). An overview of the structure of the proposed BE-SNNs is presented in Figure 1.

### 4. EXPERIMENTS

In this section, we evaluate the performance of BE-SNNs on several OOD benchmarks adopted by previous works [5, 6]. We choose regularization coefficients \(\lambda_1\) and \(\lambda_2\) from a candidate set \{0.0, 0.1, 0.5, 1.0\}, and empirically found that \(\lambda_1 = 1.0\) and \(\lambda_2 = 0.5\) lead to the best validation performance of BE-SNNs.

#### 4.1. Two Moons dataset

Following the setup in [5], we first visualize the performance of the BE-SNN-1 on the Two-Moons dataset and compare it with deterministic uncertainty quantification (DUQ) [5] and a deep ensemble of softmax networks with an ensemble size of 4. In this experiment, while the evaluated dataset is a toy dataset, we do not focus on the classification accuracy since all evaluated models can achieve 100% accuracy, but how well these models can assign proper confidence scores to their predictions. The experiment results presented in Figure 2 indicate that, even with deep ensembles, softmax networks still produce overconfident predictions on OOD samples. One potential reason is that the Two-Moons dataset is too simple for the networks to converge to different local optima, thus all ensemble members are almost the same after training. As a comparison, both the BE-SNN-1 and the DUQ are able to assign proper confidence to their predictions. It can be observed from Figure 2 that the DUQ and the BE-SNN-1 only produce high confidence predictions on the in-distribution, and show gradually decreasing confidence in areas that are far away from the in-distribution.

**4.2. Image classification datasets**

In this section, we evaluate BE-SNNs’ ability to detect OOD samples on image OOD detection datasets. Three baselines are compared with the BE-SNNs, including a vanilla softmax neural network, the DUQ [5], and the Gaussian classifier [6]. We compute the entropy of the adaptively tempered softmax prediction as the OOD score for the proposed BE-SNNs. The performance of compared methods are evaluated using the following OOD detection metrics work [4, 3, 5, 1]: (i) FPR95, the false positive rate of classifying OOD examples when the true positive rate (recall) of in-distribution is 95%; (ii) the area under the ROC curve (AUROC); (iii) the area under the precision-recall curve (AUPRC). Lower FPR95, higher AUROC and AUPRC indicate better performance.

In the FashionMNIST vs MNIST & NotMNIST dataset experiment, we train evaluated models on the FashionMNIST dataset, and test their ability to detect OOD samples from the MNIST and NotMNIST datasets. The experiment results of BE-SNNs shown in Table 1 are achieved by using \(N_c = 4\) ensemble members.

It can be observed from Table 1 that all the evaluated methods produced similar classification accuracy, while their OOD detection metrics vary from method to method. The softmax network leads to the worst OOD detection metrics in both experiment setups. The BE-SNNs achieved better OOD detection performance in most settings than evaluated baselines regarding the reported OOD detection metrics. To draw a fair comparison, all evaluated methods have approximately the same number of learnable parameters as shown.
Table 1. Experiments results on FashionMNIST vs MNIST, FashionMNIST vs NotMNIST, and CIFAR-10 vs SVHN datasets. Compared baselines are the DUQ [5], and the Gaussian classifier [6]. Reported results are computed over 5 random seeds.

Table 2. Number of parameters and runtime of the evaluated methods. The runtime refers to the computational time of one forward propagation for a mini-batch containing 500 samples, and is computed based on a computer with an Intel(R) Core(TM) i9 @ 2.50GHz, 2496MHz 8 core processor, and a RTX 3090 graphic card with 64GB RAM and 24GB GPU memory.

Table 3. Experiments results of BE-SNNs with different ensemble sizes \( N_e \in \{2, 4, 8\} \) on the FashionMNIST vs MNIST and FashionMNIST vs NotMNIST datasets. Increasing the ensemble size \( N_e \) will ideally leads to improved performance, we suspect that the decreasing batch size is the reason for the similar performances of \( N_e = 4 \) and \( N_e = 8 \). The mean and standard deviation are calculated over 5 random seeds.

4.3. Ablation Study

We conduct an ablation study on the FashionMNIST vs MNIST dataset to investigate the effect of the adaptively tempered softmax and the gradient penalty regularization on the performance of BE-SNNs. From Figure 3, we can observe that BE-SNNs equipped with the adaptively tempered softmax consistently outperform BE-SNNs with standard softmax activations, implying that the proposed adaptively tempered softmax can indeed improve the OOD detection performance of BE-SNNs. Regarding the gradient penalty regularization coefficient \( \lambda_2 \), from Figure 3, we found that the best performance of BE-SNNs occurs when \( \lambda_2 = 0.5 \), and the performance of BE-SNNs is not sensitive to the value of \( \lambda_2 \) in the candidate set \( \{0.0, 0.1, 0.5, 1.0\} \). In addition, from Figure 3, we observe that all positive values of \( \lambda_2 \) lead to better performance of BE-SNNs than \( \lambda_2 = 0.0 \), showing that gradient penalty can enhance BE-SNNs’ ability to detect OOD samples.

5. CONCLUSION

In this work, we proposed the batch-ensemble stochastic neural networks (BE-SNNs), an OOD detection approach that incorporates the batch-ensemble mechanism with a novel single forward pass uncertainty quantification framework. By aggregating the predictions given by different ensemble members, BE-SNNs are algorithmically designed to overcome the feature collapse problem with deterministic single-forward pass models. Besides, BE-SNNs are memory efficient and have low computational cost in comparison with related approaches. We evaluated the performance of BE-SNNs on several OOD detection benchmarks and compared BE-SNNs with other state-of-the-art OOD detection approaches. Experiment results showed that BE-SNNs demonstrate superior performance on both toy and real-world image datasets over the other evaluated methods.
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