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Abstract

A homomorphism from a graph $G$ to a graph $H$ is an edge-preserving mapping from $V(G)$ to $V(H)$. Let $H$ be a fixed graph with possible loops. In the list homomorphism problem, denoted by $\text{LHom}(H)$, we are given a graph $G$, whose every vertex $v$ is assigned with a list $L(v)$ of vertices of $H$. We ask whether there exists a homomorphism $h$ from $G$ to $H$, which respects lists $L$, i.e., for every $v \in V(G)$ it holds that $h(v) \in L(v)$.

The complexity dichotomy for $\text{LHom}(H)$ was proven by Feder, Hell, and Huang [JGT 2003]. The authors showed that the problem is polynomial-time solvable if $H$ belongs to the class called bi-arc graphs, and for all other graphs $H$ it is NP-complete.

We are interested in the complexity of the $\text{LHom}(H)$ problem, parameterized by the treewidth of the input graph. This problem was investigated by Egri, Marx, and Rzążewski [STACS 2018], who obtained tight complexity bounds for the special case of reflexive graphs $H$, i.e., if every vertex has a loop.

In this paper we extend and generalize their results for all relevant graphs $H$, i.e., those, for which the $\text{LHom}(H)$ problem is NP-hard. For every such $H$ we find a constant $k = k(H)$, such that the $\text{LHom}(H)$ problem on instances $G$ with $n$ vertices and treewidth $t$ can be solved in time $k^t \cdot n^{O(1)}$, provided that $G$ is given along with a tree decomposition of width $t$.

Obtaining matching upper and lower bounds shows that the set of algorithmic tools that we have discovered cannot be extended in order to obtain faster algorithms for $\text{LHom}(H)$ in bounded-treewidth graphs. Furthermore, neither the algorithm, nor the proof of the lower bound, is very specific to treewidth. We believe that they can be used for other variants of the $\text{LHom}(H)$ problem, e.g., with different parameterizations.
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1 Introduction

A popular line of research in studying computationally hard problems is to consider restricted instances, in order to understand the boundary between easy and hard cases. For example, most of natural problems can be efficiently solved on trees, using a bottom-up dynamic programming. This observation led to the definition of treewidth, which, informally speaking, measures how much a given graph resembles a tree. The notion of treewidth appears to be very natural and it was independently discovered by several authors in different contexts [2, 8, 37, 13].

For many problems, polynomial-time algorithms for graphs with bounded treewidth can be obtained by adapting the dynamic programming algorithms for trees. Most of these straightforward algorithms follow the same pattern, which was captured by the seminal meta-theorem by Courcelle [11]: he proved that each problem expressible in monadic second order logic (MSO₂) can be solved in time \( f(tw(G)) \cdot n^{O(1)} \) on graphs \( G \) with \( n \) vertices and treewidth \( tw(G) \), where \( f \) is some function, depending on the MSO₂ formula describing the particular problem. As a consequence of this meta-theorem, in order to show that some problem \( \Pi \) is fixed-parameter tractable (FPT), parameterized by the treewidth, it is sufficient to show that \( \Pi \) can be described in a certain way.

The main problem with using the meta-theorem as a black-box is that the function \( f \) it produces is huge (non-elementary). We also know that this bound cannot be improved, if we want to keep the full generality of the statement [23]. Because of this, as the area of the so-called fine-grained complexity gained popularity [32], researchers turned back to studying particular problems, and asking about the best possible dependence on treewidth, i.e., the function \( f \). This led to many exciting algorithmic results which significantly improved the naive dynamic programming approach [40, 6, 31].

There is a little caveat that applies to most of algorithms mentioned above: Usually we assume that the input graph is given with its tree decomposition, and the running time is expressed in terms of the width of this decomposition. This might be a serious drawback, since finding an optimal tree decomposition is NP-hard [1]. However, finding a tree decomposition of given width (if one exists) can be done in FPT time [4, 7], which is often sufficient. Since we are interested in the complexity of certain problems, parameterized by the treewidth, we will not discuss the time needed to find a decomposition. Thus we will assume that the input graph is given with its tree decomposition.

In parallel to improving the algorithms, many lower bounds were also developed [33, 37, 13]. Let us point out that the main assumption from the classical complexity theory, i.e., \( P \neq NP \), is too weak to provide any meaningful lower bounds in our setting. The most commonly used assumptions in the fine-grained complexity world, are the Exponential-Time Hypothesis (ETH) and the Strong Exponential-Time Hypothesis (SETH), both introduced by Impagliazzo and Paturi [27, 28]. Informally speaking, the ETH implies that 3-SAT with \( n \) variables cannot be solved in subexponential time, i.e., in time \( 2^{o(n)} \), and the SETH implies that CNF-SAT with \( n \) variables and \( m \) clauses cannot be solved in time \( (2 - \varepsilon)^n \cdot m^{O(1)} \), for any \( \varepsilon > 0 \).
For example the straightforward dynamic programming algorithm for $k$-COLORING works in time $k^{\text{tw}(G)} \cdot n^{O(1)}$. As one of the first SETH-based lower bounds for problems parameterized by the treewidth, Lokshtanov, Marx, and Saurabh [33] proved that this bound is tight.

**Theorem 1** (Lokshtanov, Marx, Saurabh [33]). For any $k \geq 3$, there is no algorithm solving $k$-COLORING on a graph with $n$ vertices and treewidth $t$ in time $(k - \varepsilon)^t \cdot n^{O(1)}$, unless the SETH fails.

**Graph homomorphisms.** In this paper we are interested in extending Theorem 1 for one of possible generalizations of the $k$-COLORING problem. For graph $G$ and $H$ (both with possible loops on vertices), a homomorphism from $G$ to $H$ is a mapping $h : V(G) \to V(H)$, which preserves edges, i.e., for every edge $xy$ of $G$ it holds that $h(x)h(y) \in E(H)$. The graph $H$ is called a target. If $h$ is a homomorphism from $G$ to $H$, we denote it by writing $h : G \to H$.

We also write $G \to H$ to indicate that there is a homomorphism from $G$ to $H$ exists.

By $\text{Hom}(H)$ we denote the problem of deciding if an instance graph $G$ admits a homomorphism to $H$ (usually we consider $H$ a fixed graph, but we might also treat it as a part of the input). Observe that if $H = K_k$, then $\text{Hom}(H)$ is equivalent to the $k$-COLORING problem. Because of that, homomorphisms to $H$ are often called $H$-colorings. We will also refer to vertices of $H$ as colors.

Let us briefly survey some results concerning the complexity of variants of the $\text{Hom}(H)$ problem. For more, we refer the reader to the monograph by Hell and Nešetřil [25]. The complexity dichotomy for $\text{Hom}(H)$ was shown by Hell and Nešetřil [26]: the problem is polynomial-time-solvable if $H$ contains a vertex with a loop or is bipartite, and NP-complete for all other graphs $H$. Since then, many interesting results concerning the complexity of graph homomorphisms have appeared [22, 41, 38, 12, 14, 10]. The fine-grained complexity of the $\text{Hom}(H)$ problem, parameterized by the treewidth of the input graph, was recently studied by Okrasa and Rzążewski [35]. They found tight SETH-bounds, conditioned on two conjectures from algebraic graph theory from early 2000s. As these conjectures remain wide open, we know no graph, for which the bounds from [35] do not apply.

A natural and interesting extension of the $\text{Hom}(H)$ problem is its list version. In the list homomorphism problem, denoted by $\text{LHom}(H)$, the input consists of a graph $G$ and a $H$-lists $L$, which means that $L$ is a function which assigns to each vertex of $G$ a subset of vertices of $H$. We ask whether there is a homomorphism $h$ from $G$ to $H$, which respects lists $L$, i.e., for each $x \in V(G)$ it holds that $h(x) \in L(x)$. If $h$ is such a list homomorphism, we denote it by $h : (G, L) \to H$. We also write $(G, L) \to H$ to indicate that some homomorphism $h : (G, L) \to H$ exists.

The complexity of the $\text{LHom}(H)$ problem was shown in three steps. First, Feder and Hell [16] provided a classification for the case that $H$ is reflexive, i.e., every vertex has a loop. They proved that if $H$ is an interval graph, then the problem is polynomial-time solvable, and otherwise it is NP-complete. The next step was showing the complexity dichotomy for irreflexive graphs (i.e., with no loops). Feder, Hell, and Huang [17] proved that if $H$ is bipartite and its complement is a circular-arc graph, then the problem is polynomial-time solvable, and otherwise it is NP-complete. Interestingly, bipartite graphs whose complement is circular-arc were studied independently by Trotter and Moore [39] in the context of some poset problems. Finally, Feder, Hell, and Huang [18] provided the full classification for general graph $H$: the polynomial cases appear to be bi-arc graphs, which are also defined in terms of some geometric representation. Let us now skip the exact definition of bi-arc graphs, and we will get back to it in Section 4.1.
Let us point out that in all three papers mentioned above, the polynomial-time algorithms for $L\text{Hom}(H)$ exploited the geometric representation of $H$. On the other hand, all hardness proofs followed the same pattern. First, for each “easy” class $C$ (i.e., interval graphs, bipartite co-circular-arc graphs, and bi-arc graphs), the authors provided an alternative characterization in terms of forbidden subgraphs. In other words, they defined a (non-necessarily finite) family $\mathcal{F}$ of graphs, such that $H \in C$ if and only if $H$ does not contain any $F \in \mathcal{F}$ as an induced subgraph. Then, for each $F \in \mathcal{F}$, the authors showed that $L\text{Hom}(F)$ is NP-complete. Note that this is sufficient, as every “hard” graph $H$ contains some $F \in \mathcal{F}$, and every instance of $L\text{Hom}(F)$ is also an instance of $L\text{Hom}(H)$, where no vertex from $V(H) - V(F)$ appears in any list.

If the input graph $G$ is given with a tree decomposition of width $\text{tw}(G)$, then the straightforward dynamic programming solves the $L\text{Hom}(H)$ problem in time $|V(H)|^{\text{tw}(G)} \cdot |V(G)|^{O(1)}$. The study of the fine-grained complexity of $L\text{Hom}(H)$, parameterized by the treewidth of the input graph, was initiated by Egri, Marx, and Rzążewski [15]. They provided the full complexity classification for reflexive graphs $H$, i.e., corresponding to the first step of the above-mentioned complexity dichotomy. The authors defined a new graph invariant, denoted by $i^*$, which is based on incomparable sets and the existence of a certain decomposition in $H$, and proved the following tight bounds.

\begin{theorem}[Egri, Marx, Rzążewski [15]]
Let $H$ be a fixed connected reflexive non-interval graph, and let $k = i^*(H)$. The $L\text{Hom}(H)$ problem on instances $(G, L)$ with $n$ vertices,
\begin{enumerate}[(a)]
\item can be solved in time $k^{\text{tw}(G)} \cdot n^{O(1)}$, provided that an optimal tree decomposition of $G$ is given,
\item cannot be solved in time $(k - \varepsilon)^{\text{tw}(G)} \cdot n^{O(1)}$ for any $\varepsilon > 0$, unless the SETH fails.
\end{enumerate}
\end{theorem}

Our results

In this paper we provide a full complexity classification of $L\text{Hom}(H)$, parameterized by the treewidth of an instance graph. Our results heavily extend the ones of Egri, Marx, Rzążewski [15] and generalize Theorem 2 to all relevant graphs $H$. Let us point out that instead of designing ad-hoc algorithms and reductions that are fine-tailored for a particular problem, we rather build a general framework that allows us to provide tight bounds for a natural and important family of problems.

Bipartite graphs $H$. We first deal with the case that $H$ is bipartite (in particular, irreflexive), with bipartition classes $X$ and $Y$. Recall that we are interested in graphs $H$, for which the $L\text{Hom}(H)$ problem is NP-hard, i.e., graphs that are not co-circular-arc graphs. Moreover, we consider only connected graphs $H$ (as otherwise we can reduce to this case in polynomial time).

Let us present the high-level idea behind our algorithm for $L\text{Hom}(H)$. Consider an instance $(G, L)$, such that $G$ is connected, and let $n = |V(G)|$. We may assume that $G$ is bipartite, as otherwise $(G, L)$ is clearly a no-instance. Furthermore, in any homomorphism from $G$ to $H$, each bipartition class of $G$ is mapped to a different bipartition class of $H$. We can assume that this is already reflected in the lists (we might have to solve two independent instances).

The algorithm is based on two main ideas. First, observe that if $H$ contains two vertices $u, v$, which are in the same bipartition class, and each neighbor of $u$ is a neighbor of $v$, then we can always use $v$ instead of $u$, unless this is forbidden by lists. Thus we might always assume that each list is an incomparable set, i.e., it does not contain two vertices $u, v$ as above. By $i(H)$ we denote the size of a largest incomparable set contained in one bipartition class.
The second idea is related to a certain decomposition of \( H \). By a \textit{bipartite decomposition} we mean a partition of the vertex set of \( H \) into three subsets \( D, N, R \), such that:
- at least one of sets \((D \cap X)\) and \((D \cap Y)\) has at least 2 elements,
- \( N \) is non-empty, induces a biclique in \( H \), and separates \( D \) and \( R \),
- the sets \((D \cap X) \cup (N \cap Y)\) and \((D \cap Y) \cup (N \cap X)\) induce bicliques in \( H \).

We show that if \( H \) has a bipartite decomposition, then we can reduce solving an instance \((G, L)\) of LHom\((H)\) to solving several instances of LHom\((H_1)\) and LHom\((H_2)\), where \( H_1 \) is the subgraph of \( H \) induced by \( D \), and \( H_2 \) is obtained from \( H \) by collapsing \( D \cap X \) and \( D \cap Y \) to single vertices.

This leads to the definition of \( i^*(H) \) as the maximum value of \( i(H') \) over all connected undecomposable induced subgraphs \( H' \) of \( H \), which are not complements of a circular-arc graph (a graph is undecomposable if it has no bipartite decomposition). As our first result, we show that the algorithm exploiting decompositions recursively runs in time \( i^*(H)^{\text{tw}(G)} \cdot n^{O(1)} \).

One might wonder whether some additional observations could be used to improve the algorithm. As our second result, we show that this is not possible, assuming the SETH. This means that unless something unexpected happens in complexity theory, our algorithmic toolbox allows to solve LHom\((H)\), parameterized by the treewidth, as fast as possible. More formally, we show the following theorem, which fully classifies the complexity of LHom\((H)\) for bipartite graphs \( H \).

\textbf{Theorem 3.} Let \( H \) be a connected bipartite graph, whose complement is not a circular-arc graph, and let \( k = i^*(H) \). Let \( G \) be a bipartite graph with \( n \) vertices and treewidth \( \text{tw}(G) \).

(a) Even if \( H \) is given as an input, the LHom\((H)\) problem with instance \((G, L)\) can be solved in time \( k^{\text{tw}(G)} \cdot (n \cdot |H|)^{O(1)} \) for any lists \( L \), provided that \( G \) is given with an optimal tree decomposition.

(b) Even if \( H \) is fixed, there is no algorithm that solves LHom\((H)\) for every \( G \) and \( L \) in time \( (k - \varepsilon)^{\text{tw}(G)} \cdot n^{O(1)} \) for any \( \varepsilon > 0 \), unless the SETH fails.

Note that for Theorem 3 a), if \( H \) is not considered to be a constant, \( n \cdot |H| \) is a natural measure of the size of an instance, as it is an upper estimate on the sum of sizes of all lists.

The main tool used in the proof of Theorem 3 b) is the following technical lemma.

\textbf{Lemma 4 (Constructing a NEQ(S)-gadget).} Let \( H \) be a connected, bipartite, undecomposable graph, whose complement is not a circular-arc graph. Let \( S \) be an incomparable set of \( k \geq 2 \) vertices of \( H \), contained in one bipartition class. Then there exists a NEQ\((S)\)-gadget, i.e., a graph \( F \) with \( H \)-lists \( L \) and two special vertices \( x, x' \in V(F) \), such that \( L(x) = L(x') = S \) and

- for any list homomorphism \( h : (F, L) \to H \), it holds that \( h(x) \neq h(x') \),
- for any distinct \( s, s' \in S \) there is \( h : (F, L) \to H \), such that \( h(x) = s \) and \( h(x') = s' \).

Let us point out that the graph constructed in Lemma 4 can be seen as a \textit{primitive-positive definition} of the inequality relation on \( S \) (see e.g. Bulatov [9, Section 2.1]). However, we prefer to present our results using purely combinatorial terms.

The proof of Lemma 4 is technically involved, but as soon as we have it, the proof of Theorem 3 b) is straightforward. Consider an instance \( G \) of \( k \)-Coloring, where \( k = i^*(H) \). Let \( H' \) be a connected, undecomposable, induced subgraph of \( H \), whose complement is not a circular-arc graph, and contains an incomparable set \( S \) of size \( k \). We construct a graph \( G^* \) by replacing each edge \( uv \) of \( G \) with a copy of the NEQ\((S)\)-gadget, given by Lemma 4 (invoked for \( H' \) and \( S \)), so that \( u \) is identified with \( x \) and \( v \) is identified with \( x' \). By the properties of the gadget, we observe that \( G^* \) has a list homomorphism to \( H \) if and only if
$G$ is a yes-instance of $k$-COLORING. Furthermore, the construction of the NEQ($S$)-gadget depends on $H$ only, and $H$ is assumed fixed, so we conclude that $\text{tw}(G^*) = \text{tw}(G) + O(1)$. Therefore the statement of Theorem 3 b) follows from Theorem 1.

**General graphs $H$.** Next, we move to the general case. We aim to reduce the problem to the bipartite case. The main idea comes from Feder, Hell, and Huang [18] who showed a close connection between the $\text{LHom}(H)$ problem and the $\text{LHom}(H^*)$ problem, where $H^*$ is the associated bipartite graph of $H$, i.e., the bipartite graph with bipartition classes $\{v': v \in V(H)\}$ and $\{v'': v \in V(H)\}$, where $u'v'' \in E(H^*)$ if and only if $uv \in E(H)$. Let us point out that we can equivalently define $H^*$ as a categorical (direct) product of $H$ and $K_2$ [24].

We extend the definition of $i^*$ to non-bipartite graphs by setting $i^*(H) := i^*(H^*)$. Let us point out that this is consistent with the definition for bipartite graphs, and with the definition of $i^*$ for reflexive graphs, introduced by Egri, Marx, and Rzążewski [15]. We show the following theorem, fully classifying the complexity of $\text{LHom}(H)$, parameterized by the treewidth of the instance graph.

**Theorem 5.** Let $H$ be a connected non-bi-arc graph (with possible loops), and let $k = i^*(H)$. Let $G$ be a graph with $n$ vertices and treewidth $\text{tw}(G)$.

(a) Even if $H$ is given as an input, the $\text{LHom}(H)$ problem with instance $(G, L)$ can be solved in time $k^{\text{tw}(G)} \cdot (n \cdot |H|)^{O(1)}$ for any lists $L$, provided that $G$ is given with an optimal tree decomposition.

(b) (⋆) Even if $H$ is fixed, there is no algorithm that solves $\text{LHom}(H)$ for every $G$ and $L$ in time $(k - \varepsilon)^{\text{tw}(G)} \cdot n^{O(1)}$ for any $\varepsilon > 0$, unless the SETH fails.

As we mentioned before, both statements of Theorem 5 follow from the corresponding statements in Theorem 3. For the algorithmic part, we define certain decompositions of general graphs $H$ and show that they coincide with bipartite decompositions $H^*$. This lets us reduce solving an instance $(G, L)$ of $\text{LHom}(H)$ to solving some instances of $\text{LHom}(H^*)$. On the complexity side, the reduction is even more direct: we show that an algorithm solving the $\text{LHom}(H)$ problem on instances with treewidth $t$ in time $(i^*(H) - \varepsilon)^t \cdot n^{O(1)}$ could be used to solve the $\text{LHom}(H^*)$ problem on instances with treewidth $t$ in time $(i^*(H^*) - \varepsilon)^t \cdot n^{O(1)}$, thus contradicting Theorem 3 b).

We also analyze the complexity of $\text{LHom}(H)$ for typical graphs $H$, and prove the following.

**Corollary 6 (⋆).** For almost all graphs $H$ with possible loops the following holds. Even if $H$ is fixed, there is no algorithm that solves $\text{LHom}(H)$ for every instance $(G, L)$ in time $O \left( \left( |V(H)| - \varepsilon \right)^{\text{tw}(G)} \cdot n^{O(1)} \right)$ for any $\varepsilon > 0$, unless the SETH fails.

Finally, we show how to generalize our approach of reducing instances of $\text{LHom}(H)$ to instances of $\text{LHom}(H')$, where $H'$ is undecomposable. We believe that this idea could be exploited to study the complexity of $\text{LHom}(H)$ in various regimes, e.g., for different parameterizations of input instances.

**Comparison to the previous work.** Let us briefly discuss similarities and differences between our work and previous, closely related results by Egri, Marx, and Rzążewski [15] (about the complexity of the $\text{LHom}(H)$ problem for reflexive $H$), and by Okrasa and Rzążewski [35] (about the complexity of the $\text{Hom}(H)$ problem).

---

1 The proofs of results marked with ⋆ can be found in the full version of the paper [34].
At the high level, we follow the direction used by Egri et al. [15], but since we generalize their result to all relevant graphs $H$, the techniques become much more involved. The crucial idea was to reduce the problem to the bipartite case, and to define decompositions of general graphs that correspond to the decompositions of $H^*$. On the contrary, the case of reflexive graphs $H$ is much more straightforward. In particular, there is just one type of decomposition that could be exploited algorithmically. Also, the structure of “hard” subgraphs is much simpler in this case, so the necessary gadgets are significantly easier to construct.

On the other hand, in order to prove hardness for the $\text{HOM}(H)$ problem, Okrasa and Rzążewski [35] used mostly algebraic tools that are able to capture the global structure of a graph. In contrast, our proofs are purely combinatorial. Furthermore, we are able to provide the full complexity classification for all graphs $H$, while the results of [35] are conditioned on two twenty-year-old conjectures.

**Notation**

Let $H$ be a graph. By $\text{comp}(H)$ we denote the set of connected components of $H$. For a vertex $v$, by $N(v)$ we denote the open neighborhood of $v$, i.e., the set of vertices adjacent to $v$ (note that $v \in N(v)$ if and only if $v$ has a loop). For a set $U \subseteq V(H)$, we define $N(U) := \bigcup_{u \in U} N(u) \setminus U$ and $N[U] := \bigcup_{u \in U} N(u) \cup U$. If $U = \{u_1, \ldots, u_k\}$, we omit one pair of brackets and write $N(u_1, \ldots, u_k)$ (respectively $N[u_1, \ldots, u_k]$) instead of $N(\{u_1, \ldots, u_k\})$ (respectively $N([u_1, \ldots, u_k])$).

We say that two vertices $x, y$ are comparable if $N(y) \subseteq N(x)$ or $N(x) \subseteq N(y)$. If two vertices are not comparable, we say that they are incomparable. A set of vertices is incomparable if all vertices are pairwise incomparable.

We say that a set $A \subseteq V(H)$ is complete to a set $B \subseteq V(H)$ if for every $a \in A$ and $b \in B$ the edge $ab$ exists. On the other hand, $A$ is non-adjacent to $B$ if there are no edges with one endvertex in $A$ and the other in $B$.

Let $H$ be a bipartite graph, whose bipartition classes are denoted by $X$ and $Y$. For a set $S \subseteq V(H)$ and $Z \subseteq \{X, Y\}$, by $S_Z$ we denote $S \cap Z$. For $A, B \subseteq V(H)$, we say that $A$ is bipartite-complete to $B$ if $A_X$ is complete to $B_Y$ and $A_Y$ is complete to $B_X$.

A walk $\mathcal{P}$ is a sequence $\mathcal{P} = p_1, \ldots, p_\ell$ of vertices of $H$, such that $p_i, p_{i+1} \in E(H)$, for every $i \in \{\ell - 1\}$.

## 2 Algorithm for bipartite target graphs

Observe that we might always assume that $H$ is connected, as otherwise we can solve the problem for each connected component of $H$ separately. Furthermore, without losing the generality we may assume certain properties of instances of $L\text{HOM}(H)$ that we need to solve.

**Observation 7 (♠).** Let $(G, L)$ be an instance of $L\text{HOM}(H)$, where $H$ is connected and bipartite with bipartition classes $X, Y$. Without loss of generality, we might assume the following.

1. The graph $G$ is connected and bipartite, with bipartition classes $X_G$ and $Y_G$,
2. $\bigcup_{x \in X_G} L(x) \subseteq X$ and $\bigcup_{y \in Y_G} L(y) \subseteq Y$,
3. for each $x \in V(G)$, the set $L(x)$ is incomparable.

An instance of $L\text{HOM}(H)$ that respects conditions in Observation 7 is called consistent. From now on we will restrict ourselves to consistent instances. Let us introduce a graph parameter, which will play a crucial role in our investigations.
Definition 8 \((i(H))\). For a bipartite graph \(H\), by \(i(H)\) we denote the maximum size of an incomparable set in \(H\), which is fully contained in one bipartition class.

Clearly for every \(H\) we have \(i(H) \leq |H|\). Note that by Observation 7 we obtain the following.

Corollary 9. Let \((G,L)\) be a consistent instance of \(\text{LHom}(H)\), where \(H\) is bipartite. Then \(\max_{v \in V(G)} |L(v)| \leq i(H)\).

2.1 Decomposition of bipartite graphs

Throughout this section we assume that the target graph \(H\) is bipartite with bipartition classes \(X\) and \(Y\). In particular, it has no loops. Our algorithm for \(\text{LHom}(H)\) is based on the existence of a certain decomposition of \(H\).

Definition 10 (Bipartite decomposition). A partition of \(V(H)\) into an ordered triple of sets \((D,N,R)\) is a bipartite decomposition if the following conditions are satisfied (see Figure 1).
1. \(N\) is non-empty and separates \(D\) and \(R\),
2. \(|D_X| \geq 2\) or \(|D_Y| \geq 2\),
3. \(N\) induces a biclique in \(H\),
4. \(D\) is bipartite-complete to \(N\).

Since so far we only consider bipartite decompositions, we will just call them decompositions. Later on we will introduce other types of decompositions and then the distinction will be important. If \(H\) admits a decomposition, then it is decomposable, otherwise it is undecomposable.

For a graph \(H\) with a decomposition \((D,N,R)\), the factors of the decomposition are two graphs \(H_1, H_2\) defined as follows. The graph \(H_1\) is the subgraph of \(H\) induced by the set \(D\). The graph \(H_2\) is obtained in the following way. For \(Z \in \{X,Y\}\), if \(D_Z\) is non-empty, then we contract it to a vertex \(d_Z\). If there is at least one edge between the sets \(D_X\) and \(D_Y\), we add the edge \(d_X d_Y\).

Note that both \(H_1\) and \(H_2\) are proper induced subgraphs of \(H\). For \(H_1\) is follows directly from the definition and \(H_2\) can be equivalently defined as a graph obtained from \(H\) by removing all but one vertex from \(D_X\) (if \(D_X \neq \emptyset\)) and all but one vertex from \(D_Y\) (if \(D_Y \neq \emptyset\)). We leave the vertices that are joined by an edge, provided that such a pair exists.

Now let us show how the bipartite decomposition can be used algorithmically. Let \(T(H,n,t)\) denote an upper bound for the complexity of \(\text{LHom}(H)\) on instances with \(n\) vertices, given along a tree decomposition of width \(t\). In the following lemma we do not assume that \(|H|\) is a constant.
Lemma 11 (Bipartite decomposition lemma). Let $H$ be a bipartite graph with bipartition classes $X$ and $Y$, whose complement is not a circular-arc graph, and suppose $H$ has a bipartite decomposition with factors $H_1, H_2$. Assume that there are constants $\alpha \geq 1$, $c \geq 1$, and $d > 2$, such that $T(H_1, n, t) \leq \alpha \cdot c^d \cdot (n \cdot \ell(H_1))^d$ and $T(H_2, n, t) \leq \alpha \cdot c^d \cdot (n \cdot \ell(H_2))^d$. Then $T(H, n, t) \leq \alpha \cdot c^d \cdot (n \cdot \ell(H))^d$, if $n$ is sufficiently large.

Proof. Consider an instance $(G, L)$ of $\text{LHom}(H)$, recall that without loss of generality we may assume that it is consistent. Let the bipartition classes of $G$ be $X_G$ and $Y_G$ and assume that $\bigcup_{x \in X_G} L(x) \subseteq X$ and $\bigcup_{y \in Y_G} L(y) \subseteq Y$.

Let $(D, N, R)$ be a bipartite decomposition of $H$. We observe that for $Z \in \{X, Y\}$, and any two vertices $v \in D_Z, s \in N_Z$, we have $N(v) \subseteq N(s)$. Thus we may assume that no list contains both $s$ and $v$. Let $Q$ be the set of vertices of $G$ which have at least one vertex from $N$ in their lists.

Claim 12. If there exists a list homomorphism $h : (G, L) \to H$, the image of each $C \in \text{comp}(G - Q)$ is entirely contained either in $D$ or in $R$.

Proof. By the definition of $\text{comp}(G - Q)$, the image of $C$ is disjoint with $N$. Suppose there exist $a, b \in C$, such that $h(a) = u \in D$ and $h(b) = r \in R$. Since $C$ is connected, there exists an $a$-$b$-path $P$ in $C$. The image of $P$ is a $u$-$r$-walk in $H$. But since $N$ separates $D$ and $R$ in $H$, there is a vertex of $P$, which is mapped to a vertex of $N$, a contradiction.

Let us define lists $L_1$ as $L_1(x) := L(x) \cap D$, for every $x \in V(G) - Q$. For each $C \in \text{comp}(G - Q)$, we check if there exists a homomorphism $h_C : (C, L_1) \to H_1$. Let $C_1$ be the set of those $C \in \text{comp}(G - Q)$, for which $h_C$ exists. By Claim 12, we observe that if $C \notin C_1$, then we can safely remove all vertices from $D$ from the lists of vertices of $C$.

Now consider the graph $H_2$. Let $Z \in \{X, Y\}$ and let $d_Z$ be the vertex to which the set $D_Z$ is collapsed (if it exists). Let us define an instance $(G, L_2)$ of the $\text{LHom}(H_2)$ problem, where the lists $L_2$ are as follows. If $v \in Z_G$ is a vertex from some component of $C_1$, then $L_2(v) := L(v) - D_Z \cup \{d_Z\}$ (note that in this case $d_Z$ must exist). If $v$ is a vertex from some component of $\text{comp}(G - Q) - C_1$, then $L_2(v) := L(v) - D_Z$. Finally, if $v \in Q$, then $L_2(v) := L(v)$. Note that the image of each list is contained in $V(H_2)$. Moreover, note that $\bigcup_{x \in X_G} L_2(x) \subseteq R_X \cup N_X \cup \{d_X\}$ and $\bigcup_{y \in Y_G} L_2(y) \subseteq R_Y \cup N_Y \cup \{d_Y\}$.

Claim 13. There is a list homomorphism $h : (G, L) \to H$ if an only if there is a list homomorphism $h' : (G, L_2) \to H_2$.

Proof. First, assume that $h : (G, L) \to H$ exists. Define $h' : V(G) \to V(H_2)$ in the following way:

$$h'(v) = \begin{cases} d_X & \text{if } h(v) \in D_X, \\ d_Y & \text{if } h(v) \in D_Y, \\ h(v) & \text{otherwise.} \end{cases}$$

Clearly $h'$ is a homomorphism from $G$ to $H_2$, we need to show that it also respects lists $L_2$. Suppose otherwise and let $v$ be a vertex of $G$, such that $h'(v) \notin L_2(v)$. By symmetry, assume that $v \in X_G$, and thus $h'(v) \in X$. If $h'(v) \neq d_X$, then $h'(v) = h(v) \in (L(v) - D_X) \subseteq L_2(v)$. So suppose $h'(v) = d_X$ (and thus $h(v) \in D_X$) and $d_X \notin L_2(v)$. Observe that $v$ cannot be a vertex from $Q$, since $h$ maps $v$ to a vertex of $D_X$ and vertices from $Q$ do not have any vertices of $D$ in their lists. So the only case left is that $v$ belongs to some connected component $C$ of $G - Q$, which cannot be mapped to $H_1$. But then, by Claim 12, no vertex of $C$ is mapped to any vertex of $D$, so $h(v) \notin D_X$, a contradiction.
Now suppose there exists a list homomorphism $h' : (G, L_2) \to H_2$. Define the following mapping $h$ from $V(G)$ to $V(H)$. If $h'(v) \notin \{d_X, d_Y\}$, then we set $h(v) := h'(v)$. Otherwise, if $h'(v) \in \{d_X, d_Y\}$, then $v$ is a vertex of some connected component $C \in C_1$, and we define $h(v) := h_C(v)$. Clearly $h$ preservers lists $L$: if $h(v) \notin D$, then $h(v) = h'(v) \in L_2(v) - \{d_X, d_Y\} \subseteq L(v)$; otherwise we use $h_C$, which preserves lists $L$ by the definition.

Now suppose $h$ does not preserve edges, so there are vertices $u \in X_G$ and $v \in Y_G$, such that $uv$ is an edge of $G$ and $h(u)h(v)$ is not an edge of $H$. If $h'(u) = d_X, h'(v) = d_Y$, or $h'(u) = d_Y, h'(v) = d_Y$, then $h(u)h(v)$ must be an edge of $H$, otherwise we get a contradiction by the definitions of $h_C$ (as since $x$ and $y$ are neighbors, they belong to the same $C$) and $h'$, respectively. So, by symmetry, suppose $h'(u) = d_X$ and $h'(v) \neq d_Y$. But then we observe that $h(u) \in D_X$ and $h(v) = h'(v) \in N_Y$, since $h'$ is a homomorphism. And because $N_Y$ is complete to $D_X$, so $h(u)h(v)$ is an edge – a contradiction.

Computing $\text{comp}(G - Q)$ can be done in time $O(n \cdot |H| + n^2) = O((|H|)^2)$. Note that given a tree decomposition of $G$ of width at most $t$, we can easily obtain a tree decomposition of each $C \in \text{comp}(G - Q)$ of width at most $t$. Computing $h_C$ for all $C \in \text{comp}(G - Q)$ requires time at most

$$\sum_{C \in \text{comp}(G - Q)} T(H_1, |C|, t) \leq \sum_{C \in \text{comp}(G - Q)} \alpha \cdot c^t \cdot (|H_1| \cdot |C|)^d \leq \alpha \cdot c^t \cdot (|H_1| \cdot n)^d.$$ 

The estimation follows from the facts that $\sum_{C \in \text{comp}(G - Q)} |C| \leq n$, and $n^d$ is superadditive with respect to $n$, i.e., $n_1^d + n_2^d \leq (n_1 + n_2)^d$. Computing lists $L_2$ can be performed in time $O(|H| \cdot n)$. Finally, computing $h'$ requires time $T(H_2, n, t) \leq \alpha \cdot c^t \cdot (|H_2| \cdot n)^d$. The total running time is therefore bounded by:

$$O((|H|)^2) + \alpha \cdot c^t \cdot (|H_1| \cdot n)^d + O(|H| \cdot n) + \alpha \cdot c^t \cdot (|H_2| \cdot n)^d.$$ 

With a careful analysis one can verify that the above expression is bounded by $\alpha \cdot c^t \cdot (|H| \cdot n)^d$, provided that $n$ is sufficiently large. □

### 2.2 Solving LHom(H) for bipartite targets

Let us define the main combinatorial invariant of the paper, $i^*(H)$:

**Definition 14** ($i^*(H)$ for bipartite $H$). Let $H$ be a connected bipartite graph, whose complement is not a circular-arc graph. Define

$$i^*(H) := \max \{ i(H') : H' \text{ is an undecomposable, connected, induced subgraph of } H, \text{ whose complement is not a circular-arc graph} \}.$$ 

Observe that if $H'$ is an induced subgraph of $H$, then $i(H') \leq i(H)$ and $i^*(H') \leq i^*(H)$, and thus $i^*(H) = i(H)$ for undecomposable $H$. Furthermore, we always have $i^*(H) \leq i(H) \leq |H|$.

Now we are ready to present an algorithm solving LHom$(H)$, note that again we do not assume that $|H|$ is a constant. We present the following, slightly more general variant of Theorem 3 a), where we also do not assume that the tree decomposition of $G$ is optimal.

**Theorem 3’ a).** Let $H$ be a connected bipartite graph (given as an input) and let $(G, L)$ be an instance of LHom$(H)$, where $G$ has $n$ vertices and is given along a tree decomposition of width $t$. Then there is an algorithm which decides whether $(G, L) \to H$ in time $O(i^*(H)^t \cdot (n \cdot |H|)^{O(1)})$. 

Proof. Clearly we can assume that $n$ is sufficiently large, as otherwise we can solve the problem in polynomial time by brute-force.

Observe that with $H$ we can associate a recursion tree $R$, whose nodes are labeled with induced subgraphs of $H$. The root, denoted by $\text{node}(H)$ corresponds to the whole graph $H$. If $H$ is undecomposable or is a complement of a circular-arc graph, then the recursion tree has just one node. Otherwise $H$ has a decomposition with factors $H_1$ and $H_2$, and then $\text{node}(H)$ has two children, $\text{node}(H_1)$ and $\text{node}(H_2)$, respectively. Recall that each factor has strictly fewer vertices than $H$, so we can construct $R$ recursively. Clearly, each leaf of $R$ is either the complement of a circular-arc graph (and thus the corresponding problem is polynomial-time solvable), or is an undecomposable induced subgraph of $H$. Note that a recursion tree may not be unique, as a graph may have more than one decomposition. However, the number of leaves is bounded by $O(|H|)$ (actually, with a careful analysis we can show that it is at most $|H| - 2$), so the total number of nodes is $O(|H|)$. Furthermore, it can be shown that in time polynomial in $H$ we can check if $H$ is undecomposable, or find a decomposition (we show this in the full version of the paper). Since recognizing circular-arc graphs (and therefore of course their complements) is also polynomial-time solvable, we conclude that $R$ can be constructed in time polynomial in $|H|$.

If $H$ is the complement of a circular-arc graph, then we solve the problem in polynomial time [17]. If $H$ is undecomposable, we run a standard dynamic programming algorithm on a tree decomposition of $G$ (see [8, 5]). For each bag of the tree decomposition, and every partial list homomorphism from the graph induced by this bag to $H$ we indicate whether this particular partial homomorphism can be extended to a list homomorphism of the graph induced by the subtree rooted at this bag. By Corollary 9, the size of each list $L(x)$ for $x \in V(G)$ is at most $i(H)$, thus the complexity of the algorithm is bounded by $\alpha \cdot i(H)^{\ell} \cdot (n \cdot |H|)^d$ for some constants $\alpha, d$. We can assume that $d > 2$, as otherwise we can always increase it.

So suppose $H$ is decomposable and let us show that we can solve the problem in time $\alpha \cdot i(H)^{\ell} \cdot (n \cdot |H|)^d$. Let $R$ be a recursion tree of $H$ and recall that its every leaf corresponds to an induced subgraph of $H$ with strictly fewer vertices. Therefore, for any leaf node of $R$, corresponding to the subgraph $H'$ of $H$, we can solve every instance of $\text{LHom}(H')$ with $n$ vertices and a tree decomposition of width at most $t$ in time $\alpha \cdot i(H')^t \cdot (n \cdot |H'|)^d \leq \alpha \cdot i(H)^{\ell} \cdot (n \cdot |H|)^d$. Now, applying Lemma 11 in a bottom-up fashion, we conclude that we can solve $\text{LHom}(H)$ in time $\alpha \cdot i(H)^{\ell} \cdot (n \cdot |H|)^d = O(i(H)^{\ell} \cdot (n \cdot |H|)^{O(1)})$. ▼

3 Hardness for bipartite target graphs

In this section we aim to prove Theorem 3 b). Actually we will show a version, which gives the lower bound parameterized by the pathwidth of $G$. Clearly such a statement is be stronger, as $\text{pw}(G) \geq \text{tw}(G)$. This corresponds to the pathwidth variant of Theorem 1, also shown by Lokshtanov, Marx, Saurabh [33].

► Theorem 1’ (Lokshtanov, Marx, Saurabh [33]). For any $k \geq 3$, there is no algorithm solving $k$-COLORING on a graph with $n$ vertices and pathwidth $t$ in time $(k - \varepsilon)^t \cdot n^{O(1)}$, unless the SETH fails.

Thus we show the following strengthening of Theorem 3 b).

► Theorem 3’ b). Let $H$ be a fixed bipartite graph, whose complement is not a circular-arc graph. Unless the SETH fails, there is no algorithm that solves the $\text{LHom}(H)$ problem on instances with $n$ vertices and pathwidth $t$ in time $(i^*(H) - \varepsilon)^t \cdot n^{O(1)}$, for any $\varepsilon > 0$. ▼
In order to prove Theorem 3’ b), it is sufficient to show the following.

**Theorem 15.** Let $H$ be a fixed connected bipartite undecomposable graph, whose complement is not a circular-arc graph. Unless the SETH fails, there is no algorithm that solves the LHom$(H)$ problem on instances with $n$ vertices and pathwidth $t$ in time $(i(H) - \varepsilon)^{\cdot} \cdot n^{O(1)}$, for any $\varepsilon > 0$.

Let us show that Theorem 3’ b) and Theorem 15 are equivalent.

**(Theorem 15 $\rightarrow$ Theorem 3’ b).** Assume the SETH and suppose that Theorem 15 holds and Theorem 3’ b) fails. So there is a bipartite graph $H$, whose complement is not a circular-arc graph, and an algorithm $A$ that solves LHom$(H)$ in time $(i(H) - \varepsilon)^{\cdot} \cdot n^{O(1)}$ for every input $(G, L)$, assuming that $G$ is given along with its optimal path decomposition.

Let $H'$ be an undecomposable connected induced subgraph of $H$, whose complement is not a circular-arc graph, and $i(H') = i(H)$. Let $(G, L')$ be an arbitrary instance of LHom$(H')$. Since $H'$ is an induced subgraph of $H$, the instance $(G, L')$ can be seen as an instance of LHom$(H)$, where no vertex from $V(H) - V(H')$ appears in any list. The algorithm $A$ solves this instance in time $(i(H) - \varepsilon)^{\cdot} \cdot n^{O(1)} = (i(H') - \varepsilon)^{\cdot} \cdot n^{O(1)}$, contradicting Theorem 15.

**(Theorem 3’ b $\rightarrow$ Theorem 15).** Assume the SETH and suppose Theorem 3’ b) holds and Theorem 15 fails. So there is a connected bipartite undecomposable graph $H$, whose complement is not a circular-arc graph, and an algorithm $A$ that solves LHom$(H)$ in time $(i(H) - \varepsilon)^{\cdot} \cdot n^{O(1)}$ for every input $(G, L)$. But since $H$ is connected, bipartite, and undecomposable, we have $i(H) = i(H')$, so algorithm $A$ contradicts Theorem 3’ b).

### 3.1 Hardness reduction

Let $H$ be an undecomposable, bipartite graph, whose complement is not a circular-arc graph. First, we will show that the structure of $H$ is sufficiently rich to express some basic relations.

For a $k$-ary relation $R_k \subseteq V(H)^k$, by an $R_k$-gadget we mean a graph $F$ with $H$-lists $L$ and $k$ specified vertices $v_1, v_2, \ldots, v_k$, called interface, such that for every $i \in [k]$ it holds that

\[
\{ f(v_1)f(v_2)\ldots f(v_k) \mid f : (F, L) \rightarrow H \} = R_k.
\]

In other words, the set of all possible colorings of the interface vertices that can be extended to a list $H$-coloring of the whole gadget is precisely the relation we are expressing. In the definition of an $R_k$-gadget we do not insist that interface vertices are pairwise different.

Let $(\alpha, \beta)$ be a fixed pair of vertices of $H$. First, we need to express a $k$-ary relation $OR_k = \{ (\alpha, \beta)^k - \{\alpha^k\} \}$ and a binary relation $NAND_2 = \{ \alpha\alpha, \alpha\beta, \beta\alpha \}$ for $(\alpha, \beta)$. To make the definitions more intuitive, note that we can assign logic values to vertices $\alpha, \beta$ in the following way: $\alpha$ is interpreted as false, and $\beta$ is interpreted as true. Note that the relations $OR_k$ and $NAND_2$ are symmetric with respect to interface vertices.

The other type of gadget which we need to introduce is distinguisher.

**Definition 16 (Distinguishier).** Let $S$ be an incomparable set in $H$ and let $(\alpha, \beta)$ be a fixed pair of vertices of $H$, such that $\{\alpha, \beta\} \cup S$ is contained in one bipartition class of $H$. Let $a, b \in S$. A distinguisher gadget for $(\alpha, \beta)$ is a graph $D_{a/b}$ with two specified vertices $x$ (called input) and $y$ (called output), and $H$-lists $L$ such that:

- **(D1)** $L(x) = S$ and $L(y) = \{\alpha, \beta\}$,
- **(D2)** there is a list homomorphism $\varphi_a : (D_{a/b}, L) \rightarrow H$, such that $\varphi_a(x) = a$ and $\varphi_a(y) = \alpha$,
there is a list homomorphism \( \varphi_b : (D_{a/b}, L) \to H \), such that \( \varphi_b(x) = b \) and \( \varphi_b(y) = \beta \),

- (D4) for any \( c \in S - \{a, b\} \) there is a list homomorphism \( \varphi_c : (D_{a/b}, L) \to H \), such that \( \varphi_c(x) = c \) and \( \varphi_c(y) \in \{\alpha, \beta\} \),

- (D5) there is no list homomorphism \( \varphi : (D_{a/b}, L) \to H \), such that \( \varphi(x) = a \) and \( \varphi(y) = \beta \).

The existence of the OR\(_k\)-gadget, the NAND\(_2\)-gadget, and the distinguisher gadgets follows from the lemma.

**Lemma 17.** Let \( H \) be an undecomposable bipartite graph, whose complement is not a circular-arc graph and let \( S \) be an incomparable set in \( H \), \( |S| \geq 2 \). Then there exists a pair of vertices \( (\alpha, \beta) \), such that \( S \cup \{\alpha, \beta\} \) is contained in one bipartition class of \( H \) and:

1. for every \( k \geq 2 \) there exists an OR\(_k\)-gadget for \( (\alpha, \beta) \),
2. there exists a NAND\(_2\)-gadget for \( (\alpha, \beta) \),
3. for every pair \( (a, b) \) of distinct elements of \( S \) there exists a distinguisher \( D_{a/b} \) for \( (\alpha, \beta) \).

With Lemma 17 in hand we proceed to the construction of the NEQ(S)-gadget.

**Lemma 4.** Let \( H \) be a connected, bipartite, undecomposable graph, whose complement is not a circular-arc graph. Let \( S \) be an incomparable set of \( k \geq 2 \) vertices of \( H \), contained in one bipartition class. Then there exists a NEQ(S)-gadget, i.e., a graph \( F \) with \( H \)-lists \( L \) and two special vertices \( x, x' \in V(F) \), such that \( L(x) = L(x') = S \) and

- for any list homomorphism \( h : (F, L) \to H \), it holds that \( h(x) \neq h(x') \),
- for any distinct \( s, s' \in S \) there is \( h : (F, L) \to H \), such that \( h(x) = s \) and \( h(x') = s' \).

**Proof.** We denote the vertices of \( S \) by \( v_1, v_2, \ldots, v_k \). We call Lemma 17 for \( S \), let \( (\alpha, \beta) \) be a pair of vertices given by this lemma. We will construct the NEQ(S)-gadget in three steps.

**Step 1.** In this step we will show that for every \( i \in [k] \) we can construct a graph \( I_i \) with two special vertices \( x_i \) and \( c_i \) and \( H \)-lists \( L \), satisfying the following properties.

- \( L(x_i) = S \) and \( L(c_i) = \{\alpha, \beta\} \),
- for every list homomorphism \( \varphi : (I_i, L) \to H \), if \( \varphi(x_i) = v_i \), then \( \varphi(c_i) = \beta \),
- for every \( j \neq i \) there exists a list homomorphism \( \varphi_j : (I_i, L) \to H \) such that \( \varphi_j(x_i) = v_j \) and \( \varphi_j(c_i) = \alpha \).

Let us fix any \( i \in [k] \). For every \( j \in [k] - \{i\} \) we take a distinguisher \( D_{v_i/v_j} \) given by Lemma 17 for \( a = v_i, b = v_j \) with the input \( x_{i,j} \) and the output \( y_{i,j} \). We identify the vertices \( x_{i,j} \), for all feasible \( j \), to a single vertex \( x_i \), and introduce a new vertex \( c_i \). Then we add to our construction a copy of the OR\(_k\) gadget and identify its \( k \) interface vertices with distinct elements of \( \{c_i\} \cup \{y_{i,j}\}_{j \neq i} \). This completes the construction of \( I_i \) (see Figure 2, left).

Recall that the properties of the OR\(_k\)-gadget imply that every list homomorphism from \( I_i \) to \( H \) maps at least one of vertices in \( \{c_i\} \cup \{y_{i,j}\}_{j \neq i} \) to \( \beta \). By the property (D5) in Definition 16, for any \( \varphi : (I_i, L) \to H \) with \( \varphi(x_i) = v_i \), and for every \( j \neq i \) it holds that \( \varphi(y_{i,j}) = \alpha \). This in turn forces \( \varphi(c_i) = \beta \).

On the other hand, by properties (D2), (D3), and (D4), for any \( j \neq i \) there is a homomorphism \( \varphi_j : (I_i, L) \to H \), such that \( \varphi_j(x_i) = v_j \) and \( \varphi(y_{i,j}) = \beta \), which allows us to set \( \varphi_j(c_i) = \alpha \). So \( I_i \) satisfies all desired properties.
We claim that vertices of vertices of vertices form an incomparable set of size at least 3. On the other hand, recall that a special edge or an asteroidal subgraph. Observe that all vertices from one bipartition class of \( C_0 \) or \( C_8 \) form an incomparable set of size at least 3. On the other hand, recall that a special edge asteroid contains at least three independent edges, so their appropriate endvertices form the desired incomparable set.

**Step II.** In this step we will construct a graph \( I \) with \( H \)-lists \( L \) and special vertices \( x, c_1, \ldots, c_k \), satisfying the following properties.

- \( L(x) = S \) and \( L(c_i) = \{\alpha, \beta\} \) for every \( i \in [k] \),
- for every list homomorphism \( \varphi : (I, L) \to H \), if \( \varphi(x) = v_i \), then \( \varphi(c_i) = \beta \).
- for every \( i \in [k] \) there exists a list homomorphism \( \varphi_i : (I, L) \to H \), such that \( \varphi_i(x) = v_i \) and \( \varphi_i(c_i) = \beta \), and \( \varphi_i(c_j) = \alpha \) for every \( j \in [k] - \{i\} \).

The graph \( I \) is constructed by introducing \( k \) gadgets \( I_1, \ldots, I_k \), and identifying the vertices \( x_1, \ldots, x_k \) into a single vertex \( x \) (see Figure 2, right). The desired properties of \( I \) follow directly from properties of \( I_i \)'s.

**Step III.** Finally, we can construct a \( \text{NEQ}(S) \)-gadget. We introduce two copies of the gadget from the previous step, call them \( I \) and \( I' \) (we will use primes to denote the appropriate vertices of \( I' \)). For each \( i \in [k] \), we introduce a \( \text{NAND}_2 \)-gadget and identify its interface vertices with vertices \( c_i \) and \( c_i' \) (see Figure 2, right). Let us call such constructed graph \( F \). We claim that \( F \) is a \( \text{NEQ}(S) \)-gadget, whose interface vertices are \( x \) and \( x' \).

Clearly, \( L(x) = L(x') = S \). Suppose that \( \varphi : (F, L) \to H \) is a list homomorphism such that \( \varphi(x) = \varphi(x') = v_i \). Then, by definition of \( I \), we have \( \varphi(c_i) = \varphi(c_i') = \beta \), but this is impossible due to the properties of the \( \text{NAND}_2 \)-gadget joining \( c_i \) and \( c_i' \).

On the other hand, we choose any distinct \( v_i, v_j \in S \). We can color \( I \) according to the homomorphism \( \varphi_i \), and \( I' \) according to the homomorphism \( \varphi_j \) (both \( \varphi_i \) and \( \varphi_j \) are defined in Step II). In particular this means that \( x \) is mapped to \( v_i \), \( x' \) is mapped to \( v_j \), \( c_i \) and \( c_i' \) are mapped to \( \beta \), and all other vertices in \( \{c_1, \ldots, c_k\} \cup \{c_1', \ldots, c_k'\} \) are mapped to \( \alpha \). Since \( i \neq j \), by the definition of a \( \text{NAND}_2 \)-gadget, we can extend such defined mapping to all vertices of \( F \). This completes the proof of the lemma.

Now, equipped with Lemma 4, we can easily prove Theorem 15.

**Proof of Theorem 15.** Recall that \( H \) is an undecomposable bipartite graph, whose complement is not a circular-arc graph. Let \( S \) be the largest incomparable set in \( H \), contained in one bipartition class. Let \( k = |S| \), i.e., \( k = i(H) \).

Observe that since the complement of \( H \) is not a circular-arc graph, we have that \( k \geq 3 \). Indeed, recall that \( H \) contains an obstruction, which is either an induced \( C_6 \), an induced \( C_8 \), or an asteroidal subgraph. Observe that all vertices from one bipartition class of \( C_6 \) or \( C_8 \) form an incomparable set of size at least 3. On the other hand, recall that a special edge asteroid contains at least three independent edges, so their appropriate endvertices form the desired incomparable set.
We reduce from \(k\)-\textsc{Coloring}, let \(G\) be an instance. Clearly we can assume that \(G\) is connected and has at least 3 vertices. We will construct a graph \(G^*\) with \(H\)-lists \(L\) and the following properties:
- \((G^*, L) \rightarrow H\) if and only if \(G\) is \(k\)-colorable,
- the number of vertices of \(G^*\) is at most \(g(H) \cdot |E(G)|\) for some function \(g\) of \(H\),
- the pathwidth of \(G^*\) is at most \(g(H) + \text{pw}(G)\),
- \(G^*\) can be constructed in time \((|V(G)|)^{O(1)} \cdot g'(H)\) for some function \(g'\).

Observe that this will be sufficient to prove the theorem. Indeed, suppose that for some \(\epsilon > 0\) we can solve \(\text{LHom}(H)\) in time \(O^*( (k - \epsilon)^t)\) on instances of pathwidth \(t\). Let us observe that applying this algorithm to \(G^*\) gives an algorithm solving the \(k\)-\textsc{Coloring} problem on \(G\) in time
\[
(k - \epsilon)^{\text{pw}(G^*)} |V(G^*)|^{O(1)} \leq (k - \epsilon)^{\text{pw}(G) + g(H)} \cdot (g(H) \cdot |E(G)|)^{O(1)} = (k - \epsilon)^{\text{pw}(G)} \cdot |V(G)|^{O(1)},
\]
where the last step follows since \(|H|\) is a constant. Recall that by Theorem 1', the existence of such an algorithm for \(k\)-\textsc{Coloring} contradicts the SETH.

We start the construction of \(G^*\) with the vertex set of \(G\). The lists of these vertices are set to \(S\). Then, for each edge \(uv\) of \(G\), we introduce a copy \(F_{uv}\) of the \text{NEQ}(S)-gadget introduced in Lemma 4. We identify the interface vertices of this gadget with \(u\) and \(v\), respectively. This completes the construction of \(G^*\). Let us show that it satisfies the properties (a)-(d).

Note that (a) follows directly from Lemma 4. Indeed, consider an edge \(uv\) of \(G\). On one hand, for every list homomorphism \(f : (G^*, L) \rightarrow H\) we have that \(f(u) \neq f(v)\). On the other hand, mapping \(u\) and \(v\) to any distinct vertices from \(S\) can be extended to a homomorphism of the whole graph \(F_{uv}\).

To show (b), recall that the number of vertices of each \(F_{uv}\) depends only on \(H\), let it be \(g(H)\). Every original vertex of \(G\) belongs to some gadget in \(G^*\), so \(G^*\) contains at most \(g(H) \cdot |E(G)|\) vertices.

Next, consider a path decomposition \(T\) of \(G\) of width \(\text{pw}(G)\), let the consecutive bags be \(X_1, X_2, \ldots, X_t\). We extend \(T\) to a path decomposition \(T^*\) of \(G^*\) as follows: for every edge \(uv\) in \(G\) we choose one bag \(X_i\) such that \(u, v \in X_i\), and we add a new bag \(X'_i = X_i \cup V(F)\), which becomes the immediate successor of \(X_i\). We repeat this for every edge, making sure that for \(X_i\) we can only choose the original bags coming from \(T\). Note that it might happen that we insert several new bags in a row, if the same \(X_i\) was chosen for different edges, but this is not a problem. Is it straightforward to observe that \(T^*\) is a path decomposition of \(G^*\), and the width of \(T^*\) is at most \(g(H) + \text{pw}(G)\). This proves (c).

Finally, it is straightforward to observe that the construction of \(G^*\) was performed in time polynomial in \(G\) (recall that we treat \(H\) as a constant-size graph).

\section{Algorithm for general target graphs}

In this section we will generalize the invariant \(i^+(H)\) and extend Theorem 3' a) to all relevant target graphs \(H\). Let us start with a simple observation, which is an analogue of Observation 7.

\begin{observation} \textbullet\textbullet\textbullet\textbullet \end{observation} Let \((G, L)\) be an instance of \text{LHom}(H). Without loss of generality we might assume the following.

1. The graph \(G\) is connected,
2. for each \(x \in V(G)\), the set \(L(x)\) is incomparable,
3. for each edge \(xy \in E(G)\), for every \(u \in L(x)\) there is \(v \in L(y)\), such that \(uv \in E(H)\).
The high-level idea is to reduce the general case of \( \text{LHom}(H) \) to the case, when the target is bipartite, and then use Theorem 3' a). For this, we will consider the so-called associated instances, introduced by Feder, Hell, and Huang [18] (see Section 4.1).

We will also separately consider some special graphs that we call strong split graphs. A graph \( H \) is a strong split graph, if its vertex set can be partitioned into two sets \( B \) and \( P \), where \( B \) is independent and \( P \) induces a reflexive clique. We call \((B, P)\) the partition of \( H \).

Note that the partition is unique: all vertices without loops must be in \( B \) and all vertices with loops must be in \( P \).

### 4.1 Associated instances and clean homomorphisms

For a graph \( G = (V, E) \), by \( G^* \) we denote the associated bipartite graph, defined as follows. The vertex set of \( G^* \) is the union of two independent sets: \( \{x': x \in V\} \) and \( \{x'': x \in V\} \). The vertices \( x' \) and \( y'' \) are adjacent if and only if \( xy \in E \). Note that the edges of type \( x'x'' \) in \( G^* \) correspond to loops in \( G \). The vertices \( x' \) and \( x'' \) are called twins. For any \( W \subseteq V(G) \), we define two subsets of \( V(G^*) \) as follows: \( W' := \{x': x \in W\} \) and \( W'' := \{x'': x \in W\} \).

Let \((G, L)\) be an instance of \( \text{LHom}(H) \). An associated instance is the instance \((G^*, L^*)\) of \( \text{LHom}(H^*) \), where \( L^* \) are associated lists defined as follows. For \( x \in V(G) \), we set \( L^*(x') = \{u': u \in L(x)\} \) and \( L^*(x'') = \{u'': u \in L(x)\} \). Note that in the associated lists, the vertices appearing in the list of \( x' \) are precisely the twins of the vertices appearing in the list of \( x'' \). A homomorphism \( f: (G^*, L^*) \to H^* \) is clean if it maps twins to twins, i.e., \( f(x') = u' \) if and only if \( f(x'') = u'' \). The following simple observation was the crucial step of the proof of the complexity dichotomy for list homomorphisms, shown by Feder, Hell, and Huang [18].

We state it using slightly different language, which is more suitable for our purpose.

\[
\text{Proposition 19 (Feder, Hell, Huang [18]). Let } (G, L) \text{ be an instance of } \text{LHom}(H). \text{ Then it is a yes-instance if and only if } (G^*, L^*) \text{ admits a clean homomorphism to } H^*.
\]

Let us point out that the restriction to clean homomorphisms is necessary for the equivalence. Indeed, consider for example \( G = K_3, H = C_6 \) and \( L(v) = V(H) \) for every \( v \in V(G) \). Clearly \((G, L) \not\rightarrow H\), however, we have \( G^* \simeq C_6 \) and \( H^* \simeq 2C_6 \), so \((G^*, L^*) \rightarrow H^* \).

Recall that if \( H \) is bipartite, then \( \text{LHom}(H) \) is polynomial-time solvable if \( H \) is the complement of a circular-arc graph [17], and NP-complete otherwise. Feder, Hell, and Huang [18] proved the following dichotomy theorem.

\[
\text{Theorem 20 (Feder, Hell, Huang [18]). Let } H \text{ be an arbitrary graph (with loops allowed).}
\]

1. The \( \text{LHom}(H) \) problem is in \( P \) if \( H \) is a bi-arc graph, and NP-complete otherwise.
2. The graph \( H \) is a bi-arc-graph if and only if \( H^* \) is the complement of a circular-arc graph.

So for our problem the interesting graphs \( H \) are those, for which \( H^* \) is not the complement of a circular-arc graph. In the observation below we summarize some properties of associated instances.

\[
\text{Observation 21 (\text{a}). Consider an instance } (G, L) \text{ of } \text{LHom}(H) \text{ and the associated instance } (G^*, L^*) \text{ of } \text{LHom}(H^*). \text{ Suppose that } G \text{ is given along with a tree decomposition of width } t.
\]

1. For each \( v \in V(G) \) and \( u \in V(H) \), we have \( u \in L(v) \) if and only if \( u' \in L^*(v') \) if and only if \( u'' \in L^*(v'') \). In particular, each list is contained in one bipartition class of \( H^* \).
2. In polynomial time we can construct a tree decomposition \( T^* \) of \( G^* \) of width at most \( 2t \) with the property that for each \( x \in V(G) \), each bag of \( T \) either contains both \( x, x'' \) or none of them.
Observe that for bipartite $H$, the graph $H^*$ consists of two disjoint copies of $H$, so clearly $i^*(H) = i^*(H^*)$. This motivates the following definition, generalizing Definition 14.

**Definition 22** ($i^*(H)$). For a connected non-bi-arc graph $H$, we define $i^*(H) := i^*(H^*)$.

### 4.2 Decompositions of generals target graphs

In this section we generalize the notion of decompositions of bipartite graphs, introduced in Section 2.1, to all graphs (with possible loops). The high-level idea is to define decompositions of $H$, so that they will correspond to bipartite decompositions of $H^*$, and we consider the following three types of decompositions of a graph $H$. Note that unless stated explicitly, we do not insist that any of the defined sets is non-empty.

**Definition 23** ($F$-decomposition). A partition of $V(H)$ into an ordered triple of sets $(F, K, Z)$ is an $F$-decomposition if the following conditions are satisfied (see Figure 3, left).

1. $K$ is non-empty and it separates $F$ and $Z$,
2. $|F| \geq 2$,
3. $K$ induces a reflexive clique,
4. $F$ is complete to $K$.

**Definition 24** ($BP$-decomposition). A partition of $V(H)$ into an ordered five-tuple of sets $(B, P, M, K, Z)$ is a $BP$-decomposition if the following conditions are satisfied (see Figure 3, middle).

1. $K \cup M$ is non-empty and separates $(P \cup B)$ and $Z$,
2. $|P| \geq 2$ or $|B| \geq 2$,
3. $K \cup P$ induces a reflexive clique and $B$ is an independent set,
4. $M$ is complete to $P \cup K$ and $B$ is complete to $K$,
5. $B$ is non-adjacent to $M$.

**Definition 25** ($B$-decomposition). A partition of $V(H)$ into an ordered six-tuple of sets $(B_1, B_2, K, M_1, M_2, Z)$ is a $B$-decomposition if the following conditions are satisfied (see Figure 3, right).

1. $K \cup M_1 \cup M_2$ is non-empty and it separates $(B_1 \cup B_2)$ and $Z$,
2. $|B_1| \geq 2$ or $|B_2| \geq 2$,
3. $K$ induces a reflexive clique and each of $B_1, B_2$ is an independent set,
4. $K$ is complete to $M_1 \cup M_2 \cup B_1 \cup B_2$, $M_2$ is complete to $M_1 \cup B_1$, and $M_1$ is complete to $B_2$,
5. $B_1$ is non-adjacent to $M_1$ and $B_2$ is non-adjacent to $M_2$.

Observe that a graph $H$ can have more than one decomposition: for example, if $(B, P, M, K, Z)$ is an $BP$-decomposition of $H$, but $M = \emptyset$, then $(B \cup P, K, Z)$ is an $F$-decomposition of $H$.

For each kind of decomposition, we define its factors as the following pair of graphs $(H_1, H_2)$.

**for an $F$-decomposition**: $H_1 = H[F]$ and $H_2$ is obtained from $H$ by contracting $F$ to a vertex $f$. It has a loop if and only if $F$ is not an independent set.

**for a $BP$-decomposition**: $H_1 = H[B \cup P]$ and $H_2$ is obtained from $H$ by contracting $P$ and $B$ respectively (if they are non-empty), to vertices $p$ and $b$, such that $p$ has a loop and $b$ does not. Also, $pb \in E(H_2)$ if and only if there is any edge between $P$ and $B$ in $H$.}
Figure 3 A schematic view of an $F$-decomposition (left), a $BP$-decomposition (middle), and a $B$-decomposition of $H$ (right). Disks correspond to sets of vertices: white ones depict independent sets, black ones depict reflexive cliques, and orange ones depict arbitrary subgraphs. Similarly, thick black lines indicate that all possible edges between two sets exist, and thin orange lines depict edges that might exist, but do not have to. The lack of a line means that there are no edges between two sets.

For a $B$-decomposition: $H_1 = H[B_1 \cup B_2]$ and $H_2$ is obtained from $H$ by contracting $B_1$ and $B_2$ respectively (if they are non-empty), to vertices $b_1$ and $b_2$ (without loops). Also, $b_1 b_2 \in E(H_2)$ if and only if there is any edge between $B_1$ and $B_2$ in $H$.

It appears that if $H$ is not a strong split graph, then the three types of decompositions defined above precisely correspond to bipartite decompositions of the associated bipartite graph $H^*$.

Lemma 26 (♠). Let $H$ be be a connected, non-bi-arc graph, which is not a strong split graph. Then $H^*$ admits a bipartite decomposition if and only if $H$ admits a $B$-, a $BP$-, or an $F$-decomposition.

Let us point out that one application of a $BP$-decomposition or a $B$-decomposition corresponds to two consecutive applications of a bipartite decomposition in $H^*$. Consider the case of a $BP$-decomposition and the bipartite decomposition $(B' \cup P'', K' \cup M' \cup B'' \cup K'', Z' \cup M'' \cup B'' \cup Z'')$ of $H'$. Note that after contracting $B'$ to $b'$ and $P''$ to $p''$, we still have a decomposition $(P' \cup B'', K' \cup P'' \cup M'' \cup \{p''\}, M' \cup \{b''\} \cup Z' \cup Z'\prime)$ of the second factor $(H^*)_2$ of $H^*$. Similarly, in the case of a $B$-decomposition, we still have another bipartite decomposition of $(H^*)_2$, where the new set $D$ is $B''_1 \cup B''_2$.

Note that in a $BP$-decomposition, a $B$-decomposition, and an $F$-decomposition, when $F$ is an independent set or contains a vertex with a loop, the factors are always induced subgraphs of $H$. Indeed, we can equivalently obtain $H_2$ by removing certain vertices from $H$. In the last case of an $F$-decomposition, when $F$ contains at least one edge and has only vertices without loops, $H_2$ is not an induced subgraph of $H$. We can equivalently define $H_2$ as the graph obtained by removing from $F$ all but two adjacent vertices, and then replacing them with a vertex with a loop.

In the next lemma we consider a graph $H'$ that was obtained from $H$ by a series of decompositions (i.e., it is a factor of $H$, or a factor of a factor of $H$ etc.). We show that even if $H'$ is not an induced subgraph of $H$, the associated bipartite graph $H'^*$ is still an induced subgraph of $H^*$.

Lemma 27 (♠). Let $H'$ be a graph obtained from $H$ by a series of decompositions. Then $H'^*$ is an induced subgraph of $H^*$. 
Finally, let us show an analogue of Lemma 11 for general graphs. Recall that $T(H,n,t)$ denotes an upper bound for the complexity of $\text{LHom}(H)$ on instances with $n$ vertices, given along with a tree decomposition of width $t$. Note that we do not assume that $|H|$ is a constant.

Lemma 28 (General decomposition lemma). Let $H$ be a connected, non-bi-arc graph, and let $\Gamma$ be a decomposition of $H$ (i.e., $\Gamma$ is either an $F$-, $\text{BP}$-, or $\text{B}$-decomposition) with factors $H_1,H_2$. If there exist constants $c \geq 1$ and $d > 2$ such that $T(H_1,n,t) = \mathcal{O}(c^t \cdot (n \cdot |H_1|)^d)$ and $T(H_2,n,t) = \mathcal{O}(c^t \cdot (n \cdot |H_2|)^d)$, then $T(H,n,t) = \mathcal{O}(c^t \cdot (n \cdot (|H| + 2))^d)$.\[\Box\]

4.3 Solving $\text{LHom}(H)$ for general target graphs

By Lemma 26, it is straightforward to observe the following.

Observation 29. If $H$ is a connected, undecomposable, non-bi-arc graph, then $i^*(H)$ is the size of the largest incomparable set in $H$.

In this section we sketch the proof of the following, slightly stronger version of Theorem 5 a), where the input tree decomposition is not assumed to be optimal.

Theorem 5’ a). Let $H$ be non-bi-arc graph. Even if $H$ is given as an input, the $\text{LHom}(H)$ problem with instance $(G,L)$ can be solved in time $\mathcal{O}(i^*(H)^t \cdot (n \cdot |H|)^{O(1)})$ for any lists $L$, provided that $G$ is given with its tree decomposition of width $t$.

Corollary 30. Let $\hat{H}$ be a graph and let $H$ be a strong split graph, which was obtained from $\hat{H}$ by a series of decompositions. The $\text{LHom}(H)$ problem with instance $(G,L)$ with $n$ vertices, given along with a tree decomposition of width $t$, can be solved in time $\mathcal{O}(i^*(\hat{H})^t \cdot (n \cdot |H|)^{O(1)})$.

Lemma 31. For any graph $H$, any $n$-vertex instance $(G,L)$ of $\text{LHom}(H)$ can be solved in time $\mathcal{O}(i(H^*)^t \cdot (n \cdot |H|)^{O(1)})$, assuming a tree decomposition of $G$ with width at most $t$ is given.

Proof. Let $(G^*, L^*)$ be the associated instance of $\text{LHom}(H^*)$. By Proposition 19, we know that $(G,L) \rightarrow H$ if and only if there is a clean homomorphism $(G^*, L^*) \rightarrow H^*$. We will focus on finding such a clean homomorphism.

First, recall that by Observation 18 (2) and Observation 21 (1), the instance $(G^*, L^*)$ is consistent. So, by Corollary 9, the size of each list in $L^*$ is at most $i(H^*)$. Moreover, by Observation 21 (1), for every $x \in V(G)$, the vertices in $L^*(x^*)$ are precisely the twins.

---

2 Let us point out that in the full version of the paper we actually prove three variants of Lemma 28, one for each type of decomposition. Furthermore, in the statements of these three lemmas we are more explicit about the constants, to make sure that they do not increase multiplicatively. This is necessary to avoid introducing factors exponential in $|H|$ in the proof of Theorem 5 a).
of vertices in $L^*(x^n)$. Finally, by Observation 21 (2), in polynomial time we can obtain a tree decomposition $T^*$ of $G^*$ with width at most $2t$, in which vertices of $G^*$ come in pairs: whenever any bag contains $x'$, it also contains $x''$.

Consider the straightforward dynamic programming algorithm for LHom($H^*$), using the tree decomposition $T^*$ of $G^*$. We observe that since we are looking for a clean homomorphism, we do not need to remember partial solutions, in which the colors of twins do not agree. Thus, even though the size of each bag of $T^*$ is at most $2t$, the number of partial colorings we need to consider is bounded by $(\max_{x \in V(G)} |L^*(x)|)^t \leq i(H^*)^t$. So the claim follows. ◁

Finally, let us wrap everything up and prove Theorem 5' a).

**Proof of Theorem 5' a).** Let $(G, L)$ be an instance of LHom($H$), where $G$ has $n$ vertices and is given with its tree decomposition of width at most $t$. Again, we can assume that $n$ is sufficiently large, as otherwise we can solve the problem by brute-force. We proceed as in the Theorem 3' a). We consider a recursion tree $\mathcal{R}$, obtained by decomposing $H$ recursively. For each node corresponding to some graph $H'$, we construct its children recursively, unless none of the following happens (i) $H'$ is a bi-arc graph, (ii) $H'$ is bipartite, (iii) $H'$ is a strong split graph, or (iv) $H'$ is undecomposable.

We compute the solutions in a bottom-up fashion. First, consider a leaf of the recursion tree, let the corresponding target graph for this node of $\mathcal{R}$ be $H'$. If $H'$ is a bi-arc graph, we can solve the problem in polynomial time. If $H'$ is bipartite, we solve the problem in time $\beta \cdot i^*(H') \cdot (n \cdot |H'|)^{d_1} \leq \beta \cdot i^*(H') \cdot (n \cdot |H'|)^{d_1}$ for some constants $\beta$ and $d_1$, using the algorithm from Theorem 3' a). If $H'$ is a strong split graph, we can solve the problem in time $\gamma \cdot i^*(H') \cdot (n \cdot |H'|)^{d_2}$, for constants $\gamma, d_2$, using the algorithm from Corollary 30.

So finally consider the remaining case, i.e., that $H'$ is connected, non-bi-arc, non-bipartite, undecomposable, which is not a strong split graph. Furthermore we know that $H'$ was obtained from $H$ by a sequence of decompositions. Recall that by Lemma 31, we can solve the instances of LHom($H'$) in time $\delta \cdot i^*(H'^*) \cdot (n \cdot |H'|)^{d_3}$, for some constants $\delta, d_3$. Let us consider the graph $H'^*$, by Lemma 27 we know that $H'^*$ is an induced subgraph of $H^*$. Also, $H'^*$ is either connected (if $H'$ is non-bipartite), or consists of two disjoint copies of $H'$ (if $H'$ is bipartite). Moreover, by Lemma 26, we observe that $H'^*$ is undecomposable. Thus, by the definition of $i^*(H)$, we observe that

$$i(H'^*) \leq \max\{i(H''): \text{$H''$ is an undecomposable, connected, induced subgraph of $H^*$, whose complement is not a circular-arc graph}$\} = i^*(H).$$

So the algorithm from Lemma 31 solves the instances corresponding to leaves of $\mathcal{R}$ in time $\delta \cdot i^*(H') \cdot (n \cdot |H'|)^{d_3}$. Define $\alpha := \max(2\beta, \gamma, \delta)$ and $d := \max(d_1, d_2, d_3, 3)$. By applying Lemma 28 for every non-leaf node of $\mathcal{R}$ in a bottom-up fashion, we conclude that we can solve LHom($H$) in time $\alpha \cdot i^*(H) \cdot (n \cdot |H|)^d = O((i^*(H))^t \cdot (n \cdot |H|)^{O(1)})$, which completes the proof. ◁

---

3 The choice of these constants follows from the full statement of Lemma 28, refined for each of the decompositions.
5 Conclusion

Let us conclude the paper with some side remarks and pointing out several open problems.

5.1 Special cases: reflexive and irreflexive graphs

Recall that the crucial tool for our algorithmic results were the decompositions of a connected graph $H$, introduced in Section 2.1 (for bipartite graphs $H$) and in Section 4.2 (for general graphs $H$). Let us analyze how the general decompositions behave in two natural special cases: if $H$ is either a reflexive or an irreflexive graph. We use the notation introduced in Definition 23, Definition 24, and Definition 25.

First we consider the case that $H$ is reflexive, i.e., every vertex of $H$ has a loop. Let us point out that a $B$-decomposition cannot occur in this case, as the sets $B_1, B_2$ are empty. In case of an $F$-decomposition we obtain exactly the decomposition defined by Egri et al. [15, Lemma 8]. Finally, in the case of a $BP$-decomposition, note that the set $B$ is empty and therefore each vertex in $P$ has exactly the same neighborhood. Thus the total contribution of the vertices in $P$ to $i^*(H)$ is at most 1. Therefore the only type of decomposition that can be algorithmically exploited in reflexive graph is the $F$-decomposition, as observed by Egri et al. [15].

Now let us consider the case that $H$ is irreflexive, i.e., no vertex of $H$ has a loop. Observe that the sets $K$ and $P$ are reflexive cliques, so they are empty in our case. Thus $BP$-decompositions and $F$-decompositions do not occur in this case (recall that $H$ is connected). Therefore the only possibility left is a $B$-decomposition, in which the set $K$ is empty. Let us point out that this decomposition is very similar to the bipartite decomposition, in particular, the graph $H_1$ is bipartite (while $H_2$ might be non-bipartite). This gives even more evidence that the case of bipartite graphs $H$ is a crucial step to understanding the complexity of the $LHom(H)$ problem. Actually, if $H$ is bipartite, then the $B$-decomposition turns out to be equivalent to the bipartite decomposition introduced in Section 2.1.

5.2 Generalized algorithm

We believe that the decompositions that we discovered can be used for many problems concerning the complexity of variants of the $LHom(H)$ problem, e.g., for various other parameterizations. Let us point out that in the proofs of Lemma 11 and Lemma 28, we did not really require that the running time is of the form $O(c^{tw(G)} \cdot (n \cdot |H|)^d)$, for a constant $c$.

Moreover, recall that in each variant of the decomposition lemma, all instances for which we computed partial results were induced subgraphs of $G$, the original instance. This motivates the following, generalized statement. For a graph $G$, and a graph $H$, let $T(G, H, n)$ be an upper bound for the complexity of the $LHom(H)$ problem for instances of size $n$, which are induced subgraphs of $G$.

▶ Corollary 32. Let $H$ be a connected, non-bi-arc graph. Let $R$ be its recursion tree and let $\mathcal{H}$ be the set of graphs associated with leaves of $R$. Consider an instance $(G, L)$ of $LHom(\mathcal{H})$ with $n$ vertices. Suppose that that for each $H' \in \mathcal{H}$ it holds that $T(G, H', n') \leq f(n', H')$, where $f$ is superadditive with respect to its first argument. Then $(G, L)$ can be solved in time $O(\sum_{H' \in \mathcal{H}} f(n, H') + n^2 \cdot |H|^3)$.

Sketch of proof. The proof is analogous to the proofs of Theorem 3’ a) and Theorem 5’ a). Recall that we can compute the instances associated with the leaves of $R$, and then proceed in a bottom-up fashion. Even though there might be more than one instance associated with a leaf node, we observe that their numbers of vertices sum up to $n$, so by the superadditivity of $f$ we can bound the running time related to each leaf node, associated with $H'$, by $f(n, H')$. 
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Now let us consider an internal node of $\mathcal{R}$, it is associated with some subgraph $H'$ of $H$. Recall that the computation for this node consists of the computations for child nodes and $O(n^2|H'|^2)$ additional steps. Since the total number of nodes of $\mathcal{R}$ is $O(|H|)$, we can bound the total running time for the root node (i.e., time needed to solve $(G, L)$) by $O\left(\sum_{H' \in H} f(n, H') + n^2 \cdot |H|^3\right)$.

5.3 Further research directions

In this paper we have shown tight complexity bounds for the list homomorphism problem, parameterized by the treewidth of the instance graph.

A very natural question, mentioned also in [15], is to provide analogous results for the non-list variant of the problem, denoted by $\text{Hom}(H)$. As we already mentioned, Okrasa and Rzążewski were able to provide tight bounds for the complexity of $\text{Hom}(H)$, assuming two conjectures from algebraic graph theory from early 2000s [35]. It would be very interesting to strengthen these results, either by proving the mentioned two conjectures, or by providing a different reduction.

Another interesting direction is to consider one of many other variants of the graph homomorphism problem. Let us mention one, i.e., $\text{locally surjective homomorphism}$, denoted by $\text{LSHom}(H)$. In this problem we ask for a homomorphism from an instance graph $G$ to the target graph $H$, which is surjective on each neighborhood. In other words, if we map some vertex $x \in V(G)$ to some vertex $v \in V(H)$, then every neighbor of $v$ must appear as a color of some neighbor of $x$ [21, 19, 20, 36]. We believe that it is interesting to show tight complexity bounds for this problem. One of the reasons why this problem is challenging is that the natural dynamic programming runs in time $2^{O(|H| \cdot \text{tw}(G))} \cdot (n + |H|)^{O(1)}$. Thus in order to show that this bound is tight, it is not sufficient to design edge gadgets encoding inequality and substitute all edges of the instance of $k$-COLORING with these edge gadgets, as we did in this paper. Since the number of colors needs to be exponential in $H$, one should also design some vertex gadgets, which will encode the exponential number of possible states.

Finally, instead of changing the problem, we can consider changing the parameter. We believe that an exciting question is to find tight bounds for $\text{Hom}(H)$ and $\text{LHom}(H)$, parameterized by the cutwidth of the instance graph, denoted by $\text{cw}(G)$. Quite recently Jansen and Nederlof showed that the chromatic number of a graph can be found in time $2^{O(\text{cw}(G))} \cdot n^{O(1)}$ [30], i.e., the base of the exponential factor does not depend on the number of colors. Jansen [29] asked whether the same is possible for $\text{Hom}(H)$ and $\text{LHom}(H)$, if the target $H$ is not complete? Note that while the chromatic number of a graph can be found in time $2^n \cdot n^{O(1)}$ [3], for the $\text{Hom}(H)$ and $\text{LHom}(H)$ problems the $|H|^{O(n)}$-time algorithm is essentially best possible, assuming the ETH [12]. We believe that a similar phenomenon might occur if the cutwidth is a parameter.
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