Solving Multi-Point Boundary Value Problems Using Sinc-Derivative Interpolation
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Abstract: In this paper, the Sinc-derivative collocation method is used to solve linear and nonlinear multi-point boundary value problems. This is done by interpolating the first derivative of the unknown variable via Sinc numerical methods and obtaining the desired solution through numerical integration of the interpolation and all higher order derivatives through successive differentiation of the interpolation. Non-homogeneous boundary conditions are reduced to homogeneous using suitable transformations. The efficiency and the accuracy of the method are tested using illustrative examples previously considered by other researchers who used different approaches. The results show the excellent performance of the Sinc-derivative collocation method.
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1. Introduction

Due to their numerous applications in science and engineering, multi-point boundary value problems (MPBVPs) continue to attract considerable research interests [1–4]. MPBVPs constitute boundary value problems consisting of differential equations which are subjected to boundary conditions involving the boundary data of the subdomains of the overall domain under consideration. In terms of their applications, MPBVPs have been used to model a wide range of real world problems including, the optimal design of large size bridges which are contrived with multi-point supports [5], the vibration of a guy wire of uniform cross-section with multiple parts of varying densities [6], the flow of fluids through ground layers in which each layer can be considered a subdomain [7], the deformation of beams and plate deflection theory [5,7,8] and many problems involving the theory of elastic stability [9].

The existence of solutions and other theoretical aspects of MPBVPs have been studied by many researchers [10–15]. Since there are no analytic solutions of most MPBVPs, numerical methods are used to approximate the exact solutions. These include the adaptive finite difference method [16], the shooting method [17], the domain decomposition method [18], the Hes variational iteration method [5], the Chebyshev series [19], semi-analytical methods [20], the Homotopy method [21], the reproducing Hilbert kernel space method [22–26] and the Sinc-collocation method [8].

In this paper we use the Sinc-derivative collocation numerical method to solve the multi-point boundary value problem of the form

\[ y^{(n)} = g(x, y, y', \cdots, y^{(n-1)}), \quad x \in [a, b] \]
for which the boundary conditions are given as the value of the function \( y \) or its derivatives or combination of them at \( m \) boundary points of the subdomains within the domain \([a, b]\). Therefore, the boundary conditions are of the form:

\[
\sum_{j=1}^{m} \sum_{i=0}^{n-1} a_{i,j} y^{(i)}(\xi_j) = r_k, \quad k = 1, \ldots, n, (2)
\]

where \( a \leq \xi_1 < \xi_2 < \cdots < \xi_m \leq b \), \( a_{i,j} \) and \( r_k \) are real constants. It is assumed that the function \( g \) has the properties which guarantee the existence and uniqueness of the solution of the problem.

Sinc numerical methods have been used to solve a wide range of applications involving boundary value problems [27–34]. In addition to their high efficiency in handling boundary value problems involving singularities, Sinc numerical methods are highly accurate since approximate solutions based on Sinc bases are characterized by exponentially decaying errors [35–38]. Recently, Saadatmandi and Dehghan showed that the Sinc-collocation technique can be very effective in solving multi-point boundary value problems numerically [8]. By converting the MPBVPs into discrete system of equations via Sinc interpolation, they showed that exponentially converging solutions can be obtained. While the conventional strategy in implementing Sinc method to solve boundary value problems is to interpolate the unknown variable and to use successive differentiation to obtain higher derivatives, the Sinc-derivative collocation approach is to interpolate the derivative of the unknown function and to obtain the unknown function via numerical integration [39]. The Sinc-derivative collocation approach has the advantage of averaging and damping out the numerical errors inherently present in the computation of the derivatives [39,40]. By enhancing the accuracy of the approximation of the derivative of the unknown function the Sinc-derivative collocation approach has been shown to result in more accurate solutions than those obtained using the conventional approach [41,42].

In this paper, we use the Sinc-derivative collocation method to obtain numerical solution of second order MPBVPs in which nonhomogeneous boundary conditions are treated via appropriate transformations which reduces them to homogeneous ones. The proposed approach is tested using several illustrative examples that have been considered in earlier literatures that use other numerical methods. The results show that the proposed method is very efficient and highly accurate.

Following a brief description of the Sinc-collocation method in Section 2, the Sinc-derivative collocation approach for MPBVPs is presented in Section 3. Finally, illustrative examples that demonstrate the accuracy of the proposed method and brief concluding remarks are presented in Section 4 and Section 5 respectively.

2. Sinc Preliminaries

The sinc function is defined by

\[
\text{Sinc}(x) = \begin{cases} 
\frac{\sin(\pi x)}{\pi x} & \text{if } x \neq 0 \\
1 & \text{if } x = 0 
\end{cases}
\] (3)

For a function \( f : \mathbb{R} \to \mathbb{R} \), for a step size \( h > 0 \), the series

\[
C(f, h)(x) = \sum_{k=-\infty}^{\infty} f(kh)S(k, h)(x)
\] (4)

where \( S(k, h)(x) \) is the translated \( k^{th} \) Sinc function given by

\[
S(k, h)(x) = \text{Sinc} \left( \frac{x - kh}{h} \right)
\] (5)
is called the Whittaker Cardinal expansion of \( f \) when the series converges \([36]\). For computation purposes, the Sinc approximation is obtained by truncating the infinite series using \( 2N+1 \) collocation points as

\[
C_N(f, h)(x) = \sum_{k=-N}^{N} f(kh)S(k, h)(x)
\]  

for a given positive integer \( N \). For a class of functions with specific growth restrictions, the Sinc approximations exhibit exponentially decaying absolute errors as established by the theorems subsequent to the following definition.

**Definition 1.** Let \( D_d \) denote the infinite strip of width \( 2d \) \((d > 0)\) in the complex plane:

\[
D_d = \left\{ z = x + iy \mid |y| < \frac{\pi}{2} \right\}.
\]

Then \( B(D_d) \) is defined as a the class of functions \( f \) that are analytic in \( D_d \) such that

\[
N(f, D_d) \equiv \lim_{\epsilon \to 0} \int_{\partial D_d(\epsilon)} |f(z)||dz| < \infty
\]

where for \( 0 < \epsilon < 1 \),

\[
D_d(\epsilon) = \left\{ z = x + iy \mid |x| < \frac{1}{\epsilon}, |y| < d(1-\epsilon) \right\}.
\]

and \( \partial D_d \) represents the boundary of \( \partial D_d \).

For functions that decay single exponentially, we have the following theorem, due to Stenger \([35]\).

**Theorem 1 (Stenger [35]).** If \( f(x) \in B(D_d) \) and decays single exponentially for \( x \in \mathbb{R} \), that is

\[
|f(x)| \leq \beta \exp(-\alpha |x|) \text{ for all } x \in \mathbb{R}
\]

where \( \beta \) and \( \alpha \) are positive constants, then the error of the Sinc approximation is bounded by:

\[
\sup_{-\infty \leq x \leq \infty} \left| f(x) - \sum_{k=-N}^{N} S(k, h)(x)f(kh) \right| \leq C \sqrt{N} \exp \left( -\sqrt{\pi d \alpha N} \right)
\]

for some positive constant \( C \) and where the mesh size \( h \) for the Sinc-collocation is taken as:

\[
h = \sqrt{\frac{\pi d}{\alpha N}}.
\]

While for double exponentially decaying functions, we have the following theorem due to Sugihara \([43]\).

**Theorem 2 (Sugihara [43]).** If \( f(x) \in B(D_d) \) and decays double exponentially for \( x \in \mathbb{R} \), that is,

\[
|f(x)| \leq \beta \exp(-\alpha \exp(\gamma |x|)) \text{ for all } x \in \mathbb{R}
\]

where \( \beta \), \( \alpha \), and \( \gamma \) are positive constants, then the error of the Sinc approximation is bounded by:

\[
\sup_{-\infty \leq x \leq \infty} \left| f(x) - \sum_{k=-N}^{N} S(k, h)(x)f(kh) \right| \leq C \sqrt{N} \exp \left( -\sqrt{\pi d \alpha N} \right)
\]

for some positive constant \( C \) and where the mesh size \( h \) for the Sinc-collocation is taken as:

\[
h = \sqrt{\frac{\pi d}{\alpha N}}.
\]
where $\alpha$, $\beta$ and $\gamma$ are positive constants, then the error of the Sinc approximation is bounded by:

$$
\sup_{-\infty \leq x \leq \infty} \left| f(x) - \sum_{k=-N}^{N} S(k,h)(x)f(kh) \right| \leq C \exp \left( \frac{-\pi d \gamma N}{\log(\pi d \gamma N/\alpha)} \right)
$$

for some positive constant $C$ and where the mesh size $h$ is taken as:

$$
h = \frac{\log(\pi d \gamma N/\alpha)}{\gamma N}.
$$

In order to use these interpolations on a finite interval $[a, b]$, we use a variable transform $\phi : [a, b] \to \mathbb{R}$ with an associated inverse transform $\psi : \mathbb{R} \to [a, b]$. Combined with the variable transform, the truncated cardinal expansion of a function over an interval $[a, b]$ can be written as

$$
C(f,h)_N(x) = \sum_{k=-N}^{N} f(\psi(kh))(S(k,h) \circ \phi)(x)
$$

(7)

The theorems below which follow directly from Theorems 1 and 2 above quantify the error bound associated with this interpolation \cite{35,43}.

**Theorem 3.** If $x = \psi(\xi)$ and $f(\psi(\xi)) \in B(D_d)$ and decays single exponentially for $\xi \in \mathbb{R}$, that is

$$
|f(\psi(\xi))\psi'(\xi)| \leq \beta \exp(-\alpha|\xi|) \quad \forall \xi \in \mathbb{R}
$$

where $\beta$ and $\alpha$ are positive constants, then the error of the Sinc approximation is bounded by:

$$
\sup_{-\infty \leq x \leq \infty} \left| f(x) - \sum_{k=-N}^{N} f(\psi(kh))(S(k,h) \circ \phi)(x) \right| \leq C \sqrt{N} \exp \left( -\sqrt{\pi d \alpha N} \right)
$$

for some positive constant $C$ and where the mesh size $h$ for the Sinc-collocation is taken as:

$$
h = \sqrt{\frac{\pi d}{\alpha N}}.
$$

**Theorem 4.** If $x = \psi(\xi)$ and $f(\psi(\xi)) \in B(D_d)$ and decays double exponentially for $\xi \in \mathbb{R}$, that is,

$$
|f(\psi(\xi))\psi'(\xi)| \leq \beta \exp(-\alpha \exp(\gamma|\xi|)) \quad \forall \xi \in \mathbb{R}
$$

where $\alpha$, $\beta$ and $\gamma$ are positive constants, then the error of the Sinc approximation is bounded by:

$$
\sup_{-\infty \leq x \leq \infty} \left| f(x) - \sum_{k=-N}^{N} f(\psi(kh))(S(k,h) \circ \phi)(x) \right| \leq C \exp \left( \frac{-\pi d \gamma N}{\log(\pi d \gamma N/\alpha)} \right)
$$

for some positive constant $C$ and where the mesh size $h$ is taken as:

$$
h = \frac{\log(\pi d \gamma N/\alpha)}{\gamma N}.
$$
The frequently used single exponential transformations \( \phi_S(x) \) is given by [35]

\[
\xi = \phi_S(x) = \log \left( \frac{x-a}{b-x} \right)
\]  

(8)

with the corresponding inverse:

\[
x = \psi_S(\xi) = \frac{b+a}{2} + \frac{b-a}{2} \tanh (\xi) .
\]

(9)

Similarly the double exponential transformation \( \phi_D(x) \) is given by [37]

\[
\xi = \phi_D(x) = \log \left( G + \sqrt{G^2 + 1} \right), \quad G = \frac{1}{\pi} \phi_S(x)
\]

(10)

with the corresponding inverse:

\[
x = \psi_D(\xi) = \frac{b+a}{2} + \frac{b-a}{2} \tanh \left( \frac{\pi}{2} \sinh (\xi) \right) .
\]

(11)

3. The Sinc-Derivative Method for MPBVPs

Consider the problem stated in Equation (1) along with its boundary conditions for \( n = 2 \). Higher order cases can be treated similarly. For \( n = 2 \), the boundary conditions involve first order derivative of the unknown function.

\[
y'' = g(x, y, y'), \quad x \in [a, b]
\]

(12)

\[
\sum_{j=1}^{m} \left( a_{0,j} y(\xi_j) + a_{1,j} y'(\xi_j) \right) = r_1,
\]

(13)

\[
\sum_{j=1}^{m} \left( a_{0,j}^2 y(\xi_j) + a_{1,j}^2 y'(\xi_j) \right) = r_2.
\]

(14)

Following the Sinc-derivative interpolation approach, we approximate the derivative of the solution as

\[
y_N'(x) = u_N'(x) + p'(x)
\]

(15)

where \( u_N'(x) \) is the collocation part of the solution’s derivative which is given by:

\[
u_N'(x) = \sum_{k=-N}^{N} c_k (S(k, h) \circ \phi)(x)
\]

(16)

where the \( c_k \)s are \( 2N + 1 \) unknown Sinc coefficients that need to be determined and \( p(x) \) is a quadratic polynomial whose derivative is defined as:

\[
p'(x) = c_{N+1} \left( \frac{b-x}{b-a} \right) + c_{N+2} \left( \frac{x-a}{b-a} \right)
\]

(17)

which after integration yields:

\[
p(x) = c_{N+1} \left( \frac{(b-a)^2}{2(b-a)} - \frac{(b-x)^2}{2(b-a)} \right) + c_{N+2} \left( \frac{(x-a)^2}{2(b-a)} \right) + c_{N+3}
\]

(18)
where we define
\[ c_{N+1} = y'_N(a), \quad c_{N+2} = y'_N(b), \quad \text{and} \quad c_{N+3} = y_N(a). \] (19)

Note that Equations (17) and (18) imply that:
\[ p'(a) = c_{N+1} = y'_N(a), \quad p'(b) = c_{N+2} = y'_N(b), \quad \text{and} \quad p(a) = c_{N+3} = y_N(a). \] (20)

Hence, by Equation (15), this implies that the Sinc collocation part, \( u'_N(x) \) satisfies the homogenous boundary conditions at the boundary end points:
\[ u'_N(a) = u'_N(b) = 0. \] (21)

Hence when the the boundary conditions of the MPBVP are evaluated, these homogeneous conditions on \( u'_N \) will be imposed. This particular approach of transforming the MPBVP into a homogeneous boundary conditions has been used by other researchers \[44,45\].

Evaluating the expression in (16) at the collocation points given by
\[ x_l = \psi(lh) \quad l = -N, \ldots, N \] (22)
gives
\[ u'_N(x_l) = \sum_{k=-N}^{N} c_k \delta_{k,l}^{(0)} \] (23)
where
\[ \delta_{k,l}^{(0)} = \begin{cases} 1 & \text{if } k \neq l \\ 0 & \text{if } k = l \end{cases} \]
which yields
\[ u'_N(x_l) = c_l \] (24)

From here, we can approximate all the higher derivatives by differentiating Equation (15). For example the second derivative, \( y''_N(x) \) is calculated as follows:
\[ y''_N(x) = \sum_{k=-N}^{N} c_k \frac{d}{dx} ((S(k,h) \circ \phi)(x)) + p''(x) \]
\[ = \sum_{k=-N}^{N} c_k \frac{d}{d\phi} ((S(k,h) \circ \phi)(x)) \phi'(x) + p''(x). \] (25)

Hence at the Sinc nodes \( x_l \)
\[ y''_N(x_l) = \sum_{k=-N}^{N} c_k \delta_{k,l}^{(1)} \phi'(x_l) + p''(x_l) \] (26)
where
\[ \frac{d}{d\phi} ((S(k,h) \circ \phi)(x)) \bigg|_{x=x_l} = \delta_{k,l}^{(1)} = \begin{cases} 0 & \text{if } k \neq l \\ \frac{(-1)^{l-k}}{(l-k)} & \text{if } k = l \end{cases} \] (27)

Note that higher order equations are treated similarly where we can use the general expressions as follows \[27\]:
\[
\frac{d^{2r}}{d\phi^{2r}}((S(k,h) \circ \phi)(x)) \bigg|_{x=x_l} = \delta_{k,l}^{(2r)} = \frac{1}{h^{2r}} \begin{cases} (-1)^{r} \pi^{2r} \frac{2r+1}{(2r+1)!} & k = l \\ (-1)^{r-k} \sum_{s=0}^{r-1} \frac{(-1)^{s+1}(2s)!}{(2s+1)^{r}} - \pi^{2s}(l-k)^{2s} & k \neq l \end{cases}
\]

(28)

\[
\frac{d^{2r+1}}{d\phi^{2r+1}}((S(k,h) \circ \phi)(x)) \bigg|_{x=x_l} = \delta_{k,l}^{(2r+1)} = \frac{1}{h^{2r+1}} \begin{cases} 0 & k = l \\ (-1)^{s} \frac{(-1)^{r}(2r+1)!}{(2s+1)!} - \pi^{2s}(l-k)^{2s} & k \neq l \end{cases}
\]

(29)

with \( r = 1, 2, 3, \ldots \).

The expression for the solution \( y_N(x) \) is obtained by integrating Equation (15) [39]:

\[
y_N(x) = \int_a^b u'_N(s)ds + p(x).
\]

(30)

Hence

\[
y_N(x_l) = \int_a^{x_l} u'_N(s)ds + p(x_l)
\]

(31)

\[
= \int_a^{x_l} \sum_{k=-N}^{N} (c_k (S(k,h) \circ \phi)(s)) ds + p(x_l)
\]

\[
= \sum_{k=-N}^{N} c_k \int_a^{x_l} ((S(k,h) \circ \phi)(s)) ds + p(x_l)
\]

\[
= \sum_{k=-N}^{N} \left( c_k \delta_{l,k}^{(-1)} \right) + p(x_l)
\]

(32)

where

\[
\delta_{l,k}^{(-1)} = h \begin{cases} \frac{1}{2} + \frac{\text{Si}(\pi(l-k))}{\pi} & \text{if } k \neq l \\ \frac{1}{2} & \text{if } k = l \end{cases}
\]

(33)

and \( \text{Si}(z) \) is the Sine Integral given by

\[
\text{Si}(z) = \int_0^z \frac{\sin(t)}{t} dt.
\]

Therefore, the unknowns that must be determined include the \( 2N + 4 \), \( c_k \) for \( k = -N \ldots N + 3 \). Applying the discretization in Equation (1) at the \( 2N + 1 \) Sinc nodes and at the two boundary equations given by Equations (13) and (14), we obtain a total of \( 2N + 3 \) equations. Therefore, we need an additional equation in order to solve for the \( 2N + 4 \) unknowns. This is done by applying a discretization at an additional Sinc point, \( x_{-N-1} \). While applying the boundary conditions of Equations (13) and (14), we note that:

\[
y_N(a) = c_{N+3}
\]

(34)

\[
y_N(b) = \int_a^b u'_N(s)ds + p(b) = \sum_{k=-N}^{N} h \left( \frac{c_k}{\phi'(x_k)} \right) + p(b).
\]

(35)
and \( y_N' (\xi_j) \) and \( y_N (\xi_j) \) are evaluated using Equations (15) and (30) respectively as follows:

\[
y_N (\xi_j) = \int_a^{\xi_j} u_N' (s) ds + p (\xi_j) = \sum_{k=-N}^{N} h \left( \frac{c_k \delta_k^{(-j)}}{\phi'(x_k)} \right) + p (\xi_j).
\]

(36)

\[
y_N' (\xi_j) = u_N' (\xi_j) + p' (\xi_j)
\]

(37)

where

\[
\delta_k^{(-j)} = \begin{cases} 
\frac{1}{2} & \text{if } k \neq j \\
\frac{1}{2} + \frac{\text{Si}(\xi(\phi(\xi_j) - kh))}{\pi} & \text{if } k = j.
\end{cases}
\]

(38)

4. Numerical Illustrations

In order to demonstrate the enhanced rate of convergence and accuracy of the Sinc-derivative collocation approach with respect to other approaches, we solve the following problems considered in the recent literature. All the computations of the Sinc-derivative results are performed using Mathematica 11.3.

Example 1. Consider the following nonlinear MPBVP solved in [8] using regular Sinc-collocation approach.

\[
y''(x) + (x^3 + x + 1)y^2(x) = f(x) \quad x \in [0, 1]
\]

(39)

with boundary conditions,

\[
y(0) = \frac{1}{6} y \left( \frac{2}{9} \right) + \frac{1}{3} y \left( \frac{7}{9} \right) - 0.0286634
\]

(40)

\[
y(1) = \frac{1}{5} y \left( \frac{2}{9} \right) + \frac{1}{2} y \left( \frac{7}{9} \right) - 0.0401287
\]

(41)

where

\[
f(x) = \frac{1}{9} [-6 \cos(x - x^2) + \sin(x - x^2)(-3(1 - 2x^2) + (1 + x + x^3) \sin(x - x^2))].
\]

(42)

The exact solution to this MPBVP is given by \( y(x) = \frac{1}{3} \sin(x - x^2) \).

The plot of the absolute errors of the Sinc-derivative solution described in Section 3 is depicted in Figure 1. for \( N = 20 \) and \( N = 40 \). The result is highly accurate with a maximum absolute errors of \( 2.6 \times 10^{-14} \) for \( N = 20 \) and \( 6.7 \times 10^{-22} \) for \( N = 40 \). For \( N = 20 \) the result reported in [8] which uses the regular Sinc-collocation method has a maximum absolute error of \( 2 \times 10^{-7} \). The best results reported for this example in [5, 26] have maximum absolute errors of \( 7.6 \times 10^{-10} \) and \( 3.5 \times 10^{-12} \) respectively.
The exponential convergence of the method described in this paper is illustrated in Figure 2. where the logarithmic plot of the maximum error as a function of the number of nodes \( N \) shown. Both the regular Sinc-collocation method reported in [8] and the current method are displayed. For the Sinc-collocation method, only the portion of the graph that was reported in [8] is displayed. The plot confirms that the Sinc-derivative approach is a highly accurate method for solving MPBVPs.

**Example 2.** Consider the following nonlinear MPBVP solved in [46, 47] using techniques that are based on the reproducing kernel method.

\[
x(x - 1)y''(x) + 6y'(x) + 2y(x) + y^2(x) = f(x) \quad x \in [0, 1]
\]  

(43)

with boundary conditions,

\[
y(0) + y \left( \frac{2}{3} \right) = \sinh \left( \frac{2}{3} \right)
\]  

(44)

\[
y(1) + y \left( \frac{4}{5} \right) = \frac{1}{2} \sinh \left( \frac{4}{5} \right) + \sinh(1)
\]  

(45)

where

\[
f(x) = 6 \cosh(x) + \sinh(x) \left( 2 + x - x^2 + \sinh(x) \right).
\]  

(46)

The exact solution to this MPBVP is given by \( y(x) = \sinh(x) \).
Figure 2. Log of the max absolute errors for the method used in [8] and the current Sinc-derivative method as a function of the number of nodes (N), for example, 1.

The plot of the absolute errors of the Sinc-derivative solution described in Section 3 is depicted in Figure 3, for N = 20 and N = 40. The maximum absolute errors are $1.6 \times 10^{-12}$ for $N = 20$ and $8.1 \times 10^{-20}$ for $N = 40$. The results reported for this example in [46] and [47] have maximum absolute errors of $3.1 \times 10^{-6}$ and $2.5 \times 10^{-5}$ respectively. The present method clearly performs well.

Example 3. Consider the following linear third order MPBVP solved in [48] using techniques that are mainly based on the least square approximation method, the Lagrange-multiplier method and the residual error function method. It is also solved in [8] using regular Sinc-collocation method. Other Numerical solutions of this example are reported in [21,49–51].

$$y^{(3)}(x) - k^2 y'(x) + a = 0,$$

with the following three-point boundary conditions,

$$y'(0) = y'(1) = 0, \quad y\left(\frac{1}{2}\right) = 0.$$
This MPBVP was obtained by Krajcinovic [52] in the analysis of sandwich beams. When subjected to a uniformly distributed load along the entire length, the distribution of shear deformation is given by Equation (47) where \( k \) and \( a \) represent physical constants that depend on the elastic properties of the lamina. The first two boundary conditions in Equation (48) represent a zero-shear bi-moment conditions at each ends. The third condition is obtained from symmetry consideration.

The exact solution to this MPBVP is given by:

\[
y(x) = \frac{a}{k^3} \left( \sinh \left( \frac{k}{2} \right) - \sinh (kx) \right) + \frac{a}{k^2} \left( x - \frac{1}{2} \right) + \frac{a}{k^3} \left( \cosh (kx) - \cosh \left( \frac{k}{2} \right) \right) \tanh \left( \frac{k}{2} \right).
\]  

(49)

We solve this using Sinc-derivative interpolation for the case \( k = 5 \) and \( a = 1 \). Since this is a third order MPBVP we have a third boundary condition which gives us the \( 2N + 4 \)th equation. Hence unlike the second order case there will be no need to discretize the differential equation at the extra \( -N - 1 \) nodal point.

The plot of the absolute errors of the Sinc-derivative solution for Example 3. is depicted in Figure 4. for \( N = 5, N = 10, N = 20 \) and \( N = 25 \).

The maximum absolute errors are \( 1.6 \times 10^{-11} \) for \( N = 20 \) and \( 4.8 \times 10^{-13} \) for \( N = 25 \). The results reported for this example in [8] have maximum absolute errors of \( 5.0 \times 10^{-7} \) and \( 6.8 \times 10^{-8} \) for \( N = 20 \) and \( N = 25 \) respectively. The best result presented in [52] has a maximum absolute error of \( 5.7 \times 10^{-7} \). Hence the present method performs extremely well.

**Figure 4.** Plots of the absolute error, for example, 3, using the Sinc-derivative interpolation for various values of \( N \). (a) \( N = 5 \); (b) \( N = 10 \); (c) \( N = 20 \); (d) \( N = 25 \).
5. Conclusions

In this paper, the Sinc-derivative collocation methods were used to numerically solve linear and nonlinear multi-point boundary value problems. Sinc based numerical methods are characterized by exponentially decaying errors associated with their approximations which makes them highly efficient.

The Sinc-derivative collocation methods is done by interpolating the first derivative of the unknown variable via Sinc numerical methods and obtaining the desired solution through numerical integration of the interpolation and all higher order derivatives through successive differentiation of the interpolation. Non-homogeneous boundary conditions are reduced to homogeneous case via suitable transformations. The efficiency and the accuracy of the method was demonstrated using illustrative examples which were recently considered using regular Sinc-collocation and other approaches. The result demonstrates the excellent performance of the Sinc-derivative interpolation method.
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