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Abstract—The paper addresses a sequential changepoint detection problem, assuming that the duration of change may be finite and unknown. This problem is of importance for many applications, e.g., for signal and image processing where signals appear and disappear at unknown points in time or space. In contrast to the conventional optimality criterion in quickest change change detection that requires minimization of the expected delay to detection for a given average run length to a false alarm, we focus on a reliable maximin change detection criterion of maximizing the minimal probability of detection in a given time (or space) window for a given local maximal probability of false alarm in the prescribed window. We show that the optimal detection procedure is a modified CUSUM procedure. We then compare operating characteristics of this optimal procedure with popular in engineering the Finite Moving Average (FMA) detection algorithm and the ordinary CUSUM procedure using Monte Carlo simulations, which show that typically the later algorithms have almost the same performance as the optimal one. At the same time, the FMA procedure has a substantial advantage – independence to the intensity of the signal, which is usually unknown. Finally, the FMA algorithm is applied to detecting faint streaks of satellites in optical images.
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I. INTRODUCTION

Changepoint detection problems arise in a variety of applications that are described in detail in [35]. In most cases, the quickest change detection is considered where one has to detect a change as soon as possible, i.e., with the minimal average delay to detection for a given false alarm rate (see, e.g., [35] and references therein). However, in certain applications, it is of interest to consider a reliable change detection when it is needed to maximize a probability of detection at a certain time (or space) interval for a given probability of false alarm. For instance, in surveillance systems such as radars, sonars, and electro-optic/infrared sensor systems, which deal with detecting moving and maneuvering objects that appear and disappear at unknown times, it is necessary to detect a signal from a randomly appearing target in clutter and noise with the maximal detection probability [2], [16], [25], [34]. Also, examples include but are not limited to: (a) aircraft navigation with many safety-critical modes (landing, takeoff, etc.) [1], where the minimum operational performance specifies the required time-to-alert, the worst-case missed detection probability and the worst-case probability of false alarm during a given period; and (b) cyber-security [4], [32], [36], [38] when there are malicious intrusion attempts in computer networks which incur significant financial damage and cause severe harm to the integrity of personal information. In these cases, it is essential to devise effective techniques to detect anomalies in observations reliably so that an appropriate response can be provided and the negative consequences are mitigated. In these and other applications, the statistical behavior of observed data is dynamic, so it is of importance to detect transient changes. For example, after an outage in the power systems, the system’s transient behavior is dominated by the generators’ inertial response.

In this paper, we address the problem of detecting a change that has a finite duration. The problem of detecting transient changes with known and unknown durations has been considered in [6]–[8], [18], [24], [30], [31]. In particular, articles [7], [8] establish the asymptotic performance of the window-limited CUSUM procedure as the false alarm probability goes to 0 for detection of transient changes with known duration. However, the issue of optimality or asymptotic optimality is still open. The problem of detection of transient and moving anomalies has also been considered in papers [5], [23], [26], [27], [39] but in terms of quickest change detection.

The rest of the paper is organized as follows. In Section II, we describe the stochastic model, which is treated in the paper, as well as the optimality criteria. In Section III, we find the optimal detection procedure that maximizes detection probability in the worst-case scenario in the class of detection procedures with the given local false alarm probability (in a certain window), assuming that the duration of a change (or window size) is random and distributed with the geometric distribution. This procedure turns out to be the modified Cumulative Sum
(CUSUM) rule. Proof of optimality (see Theorem 1) is based on the optimal stopping results established in the paper by Poor [22]. In Section IV, two alternative detection procedures are introduced – the Finite Moving Average (FMA) procedure and the conventional CUSUM procedure. In Section V, we provide the results of Monte Carlo simulations for the Gaussian model which show that the FMA and the CUSUM procedures have almost the same operating characteristics as the optimal procedure. This allows us to suggest using the FMA procedure in Section VI in an important practical problem of detecting streaks of space objects with unknown position (beginning and end) in 2-D images obtained by telescopes. Section VII concludes the paper.

II. THE STOCHASTIC MODEL AND OPTIMALITY CRITERIA

Suppose there is a sequence of independent observations \( \{Y_n\}_{n \geq 1} \), observed sequentially in time subject to a change at an unknown time \( \nu \in \{0, 1, 2, \ldots \} \), which lasts till the time \( \nu + N \) so that \( Y_1, \ldots, Y_\nu, Y_{\nu+1}, Y_{\nu+2}, \ldots \) are generated by one stochastic model and \( Y_{\nu+1}, Y_{\nu+2}, \ldots, Y_{\nu+N} \) by another model. Throughout the paper, \( \nu \) is treated as unknown and nonrandom, and \( N \) can be either unknown deterministic (as in Section VI) or random (as in Section III). See also Remark 2. The joint density \( p(Y_1^n|H_{\nu,N}) \) of the vector \( Y_1^n = (Y_1, \ldots, Y_n) \) observed up to time \( n \) under the hypothesis \( H_{\nu,N} \) that the change happens at the time \( \nu \) and ends at \( N \) is of the form

\[
p(Y_1^n|H_{\nu,N}) = p(Y_1^n|H_{\infty}) = \prod_{i=1}^{n} g(Y_i)
\]

for \( \nu \geq n \),

\[
p(Y_1^n|H_{\nu,N}) = \prod_{i=1}^{\nu} g(Y_i) \times \prod_{i=\nu+1}^{n} f(Y_i)
\]

for \( \nu < n \leq \nu + N \),

\[
p(Y_1^n|H_{\nu,N}) = \prod_{i=1}^{\nu} g(Y_i) \times \prod_{i=\nu+1}^{\nu+N} f(Y_i) \times \prod_{i=\nu+N+1}^{n} g(Y_i)
\]

for \( n > \nu + N \),

where \( g(Y_i) \) and \( f(Y_i) \) are pre- and post-change densities, respectively. The event \( \{ \nu = \infty \} \) and the corresponding hypothesis \( H_{\infty} : \nu = \infty \) mean that there never is a change. Notice that the model (1) implies that \( Y_{\nu+1} \) is the first post-change observation under hypothesis \( H_{\nu,N} \).

A sequential change-point detection procedure \( T \) is a stopping time associated with the time of alarm on change.

Conventional quickest detection optimality criteria require minimizing the average delay to detection for a given false alarm rate at an infinite time horizon (assuming \( N = \infty \)) and do not consider a probability of detection of a change in a given fixed time interval [15], [20], [28], [29], [30]. Often, however, practitioners are interested in such probabilities under a given false alarm rate even if the change lasts infinitely long.\(^1\) Besides, in many applications, the length of a change \( N \) is finite, e.g., in problems of detecting transient changes with known and unknown durations [7], [8], [24], [30], [31]. Then stopping outside of the interval \( [\nu, \nu+M] \), \( M \leq N \), and to consider the following optimality criterion: \textbf{Find a rule} \( T_{opt} \in \mathbb{C}(m, \alpha) \) \textbf{such that} for every \( 0 < \alpha < 1 \) and \( m \geq 1 \)

\[
\inf_{\nu \in \mathbb{Z}^+} \sup_{T \in \mathbb{C}(m, \alpha)} \inf_{v \in \mathbb{Z}^+} \mathbb{P}_\nu(T \leq \nu + M|Y_v^n, T_{opt} > \nu)
\]

\[
= \sup_{T \in \mathbb{C}(m, \alpha)} \inf_{v \in \mathbb{Z}^+} \mathbb{P}_\nu(T \leq \nu + M|Y_v^n, T > \nu),
\]

where

\[
\mathbb{C}(m, \alpha) = \left\{ T : \sup_{t \in \mathbb{Z}^+} \mathbb{P}_\infty(T \leq \ell + m|T > \ell) \leq \alpha \right\}
\]

is the class of detection procedures for which the local maximal probability of false alarm

\[
LPFA_m(T) = \sup_{T \in \mathbb{Z}^+} \mathbb{P}_\infty(T \leq \ell + m|T > \ell)
\]

in a time interval of a fixed length \( m \geq 1 \) does not exceed a predefined level \( \alpha \in (0, 1) \).\(^2\) Hereafter \( \mathbb{P}_\nu \) denotes the probability under which the change occurs at \( \nu \in \mathbb{Z}^+ \) and \( \mathbb{P}_\infty \) when the change never happens; \( \mathbb{Z}^+ = \{0, 1, 2, \ldots \} \) states for the set of nonnegative integers. Also, \( \inf \) and \( \sup \) denote essential infimum and essential supremum, respectively.

Solving the optimization problem (2) for any fixed \( M \) (except for \( M = 1 \)) is very difficult (see [17], [21], [33] for some optimal properties established for the case \( M = 1 \)). Even in an asymptotic setting as \( \alpha \to 0 \) this problem is still open. Assume now that \( M, M \leq N \) is finite and random with the given distribution \( \pi_i = \Pr(M = i), i = 1, 2, \ldots \). In particular, this assumption is reasonable when \( M = N \) and the unknown duration of a change \( N \) is a nuisance parameter, i.e., the fact of change disappearance does not have to be detected. The results also valid when the change is persistent, i.e., \( N = \infty \), but still, the goal is to maximize the probability of detection in a time window of a random size \( M \).

Introduce the probability measure

\[
\mathbb{P}_\nu(\mathcal{I} \times \mathcal{A}) = \sum_{i \in \mathcal{I}} \pi_i \mathbb{P}_\nu(\mathcal{A}|M = i).
\]

Then the probability of detection is re-written as

\[
\mathbb{P}_\nu(T \leq \nu + M|Y_v^n, T > \nu)
\]

\[
= \sum_{i=1}^{\infty} \pi_i \mathbb{P}_\nu(T \leq \nu + i|Y_v^n, T > \nu, M = i),
\]

\(^1\)In practice, this means that the length of a change is substantially larger than an average detection delay.

\(^2\)In general, \( m \) and \( M \) are different.
and the optimality criterion (2) gets modified as
\[
\inf_{\nu \in \mathbb{Z}_+} \liminf_{n \to \infty} \bar{P}_\nu(T_{opt} \leq \nu + M|Y_1^\nu, T_{opt} > \nu) = \sup_{T \in C(m, \alpha)} \inf_{\nu \in \mathbb{Z}_+} \liminf_{n \to \infty} \bar{P}_\nu(T \leq \nu + M|Y_1^\nu, T > \nu). \tag{4}
\]

In the next section, we provide a solution to this problem for the geometric distribution \(\pi_t\).

III. AN OPTIMAL DETECTION PROCEDURE

Let \(\pi_t\) be the geometric distribution \(\text{Geom}(\varrho)\) with the parameter \(\varrho \in (0, 1)\):
\[
\pi_i = \varrho(1 - \varrho)^{i-1}, \quad i = 1, 2, \ldots.
\]

Let \(\Lambda_n = f(Y_n)/g(Y_n)\) \((n = 1, 2, \ldots)\) be the likelihood ratio and introduce the statistic \(V_\varrho(n)\) by the recursion
\[
V_\varrho(n) = \max \{1, V_\varrho(n-1)\} \Lambda_n(1 - \varrho), \quad n \geq 1 \tag{5}
\]
with the initial condition \(V_\varrho(0) = 1\) as well as the associated stopping time
\[
T_\varrho(B) = \inf \{n \geq 1 : V_\varrho(n) \geq B\}, \quad B > 0. \tag{6}
\]

This kind of statistic first appears in the paper by Poor [22] who considered the exponential delay function in the minmax “quickest” detection problem. Also, his results will be used in the proof of Theorem 1.

Let \(E_\varrho\) and \(E_\infty\) denote expectations under probability measures \(P_\varrho\) and \(P_\infty\), respectively, where \(P_\varrho\) corresponds to model (1) with an assumed value of the change point \(\nu\).

The following theorem, whose proof is given in the Appendix, establishes the structure of the optimal detection procedure.

**Theorem 1.** Let observations \(\{Y_n\}_{n \geq 1}\) be independent with a density \(g(x)\) pre-change and with a density \(f(x)\) post-change. Suppose the distribution of the window size \(M\) is \(\text{Geom}(\varrho)\). Further, assume that the \(P_\infty\)-distribution of the likelihood ratio \(\Lambda_1 = f(Y_1)/g(Y_1)\) is continuous and that \(P_\infty(\Lambda_1 > (1 - \varrho)^{-1}) = 1\). Then the change detection rule \(T_\varrho(B)\) defined in (6) with the statistic \(V_\varrho(n)\) given by the recursion (5) and with threshold \(B = B_{m, \alpha}\) that satisfies
\[
\sup_{\ell \in \mathbb{Z}_+} P_\infty\{T_\varrho(B) \leq \ell + m|T_\varrho > \ell\} = \alpha \tag{7}
\]
is maximin optimal in the problem (4) for all \(0 < \alpha < 1\).

Note that statistic \(V_\varrho(n)\) is the maximal weighted likelihood ratio
\[
V_\varrho(n) = \max_{1 \leq k \leq n} \prod_{j=k}^n (1 - \varrho)\Lambda_j,
\]
so the optimal rule (6) is nothing but a modified CUSUM rule with an additional factor \(1 - \varrho\). If the distribution \(P_\infty(\Lambda_1 \leq y)\) is not continuous the assertion of Theorem 1 holds for a randomized procedure with a randomization on the boundary \(B\).

**Remark 1.** As follows from the proof, the detection algorithm (5)–(6) is also optimal in the class of procedures subject to the constraint on the Average Run Length to False Alarm (ARL2FA) \(E_\infty[T] \geq \gamma\) since class \(C(m, \alpha)\) is more stringent than \(C_\gamma = \{T : E_\infty[T] \geq \gamma\}\) for some appropriately selected \(\gamma = \gamma(m, \alpha)\) (see Lemma 1 in the Appendix). However, ARL2FA makes sense only if the \(P_\infty\)-distribution of stopping times of detection procedures is geometric or close to geometric – asymptotically exponential. Asymptotic exponentiality property holds for many detection procedures with Markov detection statistics [19]. However, we do not know whether this is correct for the FMA procedure considered below. If the no-change distribution of stopping times is not close to geometric, then a large value of ARL2FA does not guarantee a small value of the maximal local false alarm probability \(LPFA_{m, \alpha}(T)\), which is usually a necessary property in practice. A detailed discussion of this issue may be found in [37].

**Remark 2.** The assertions of Theorem 1 hold in two cases: (a) when the window size is equal to the unknown change duration, \(M = N \sim \text{Geom}(\varrho)\), and (b) when the change is persistent, \(N = \infty\), and \(M \sim \text{Geom}(\varrho)\). However, the latter case has perhaps only theoretical rather than practical significance.

**Remark 3.** The time index \(n\) in all previous formulas can be replaced by the argument of the vector-valued function of position \((x_j, y_j)\), as it is done in Section VI for the problem of detecting objects in two-dimensional images.

IV. ALTERNATIVE DETECTION PROCEDURES

In this and the next section, we set \(M = N\), i.e., we assume that the window size \(M\) is equal to the signal duration \(N\). While detection procedure \(T_\varrho\) given by (5)–(6) is strictly optimal, it requires a strong assumption on the geometric distribution of the signal duration \(N\). A more practical approach is to use the procedures in a fixed sliding window with size \(L\). In papers [7], [8], a window-limited CUSUM procedure
\[
T = \inf \left\{n \geq L : \max_{1 \leq k \leq L} \left[\sum_{t=n-k+1}^n \lambda_t - A(k)\right] \geq 0\right\}, \tag{8}
\]
where \(\lambda_t = \log \Lambda_t\) is the log-likelihood ratio, has been proposed for this purpose. It was shown that the Finite Moving Average procedure given by the stopping time
\[
T_{\text{max}}(\alpha) = \inf \left\{n \geq L : \sum_{t=n-L+1}^n \lambda_t \geq \alpha\right\} \tag{9}
\]
and the window-limited CUSUM procedure \(\bar{T}\) with a specific (optimal) variable threshold \(A(k)\), minimizing the worst-case missed detection probability, have the same asymptotic performance as the maximal probability of false alarm \(\alpha \to 0\). Window-limited procedures were also considered by Lai in [13] and shown to be asymptotically optimal in the quickest change detection problem with persistent changes for minimizing average detection delay for i.i.d. and non-i.i.d stochastic models.

Another reasonable method is a simple CUSUM procedure. It is easy to show that maximizing the likelihood ratio over
the unknown points of change appearance and disappearance \((\nu \text{ and } N, \text{ respectively})\) leads to Page’s CUSUM statistic:

\[
V(n) = \max_{\nu \geq 0} \max_{N \geq 1} \frac{p(Y^n_{\nu+1} | Y^n_{\nu}, N)}{p(Y^n_{\nu+1} | Y^n_{\nu}, N)} = \max \{1, V(n-1)\} A_n, \quad n \geq 1.
\]

Hence, define the CUSUM procedure by the stopping time:

\[
T_{cs}(C) = \inf \{n \geq 1 : V(n) \geq C\}, \quad C > 0.
\]

**Remark 4.** If the LLR \(\lambda_t\) is a monotone function of the statistic \(S_t\), then the FMA procedure can be written as

\[
T_{\text{FMA}}(\tilde{a}) = \inf \left\{ n \geq L : \sum_{t=n-L+1}^{n} S_t \geq \tilde{a} \right\}.
\]

If the post-change distribution depends on an unknown parameter \(\theta\), then \(\lambda_t = \lambda_t(\theta)\) and the optimal modified CUSUM \(T_\rho(B)\) as well as the ordinary CUSUM \(T_{cs}(C)\) depend on \(\theta\). Therefore, they are sensitive to the mismatch of the true value and assumed values of \(\theta\), while the FMA structure does not depend on \(\theta\). We expect that the FMA procedure maximizes (approximately) the probability of detection \(PD_\theta\) uniformly for all parameter values.

In the next section, we compare the performance of detection procedures \(T_{\text{FMA}}(\tilde{a})\) and \(T_{cs}(C)\) with the optimal one.

V. MONTE CARLO SIMULATIONS

We stress that in simulations the time window size \(M = N\) is assumed random with the geometric distribution, \(N \sim \text{Geom}(\rho)\). The window’s length \(L\) in the FMA rule is fixed and selected as \(L = \mathbb{E}[N] = 1/\rho\).

Consider the standard signal-plus-noise model

\[
Y_n = \theta \mathbb{I}_{\{\nu < n \leq \nu + N\}} + \xi_n, \quad n \geq 1,
\]

where \(\mathbb{I}_A\) is the indicator of the event \(A\) and \(\{\xi_n\}_{n \geq 1}\) is the i.i.d. Gaussian sequence with mean zero and standard deviation \(\sigma > 0, \xi_n \sim \mathcal{N}(0, \sigma^2), \sigma = 1\). Thus, the observations \(Y_n\) have normal distribution \(\mathcal{N}(0, 1)\) pre-change and normal \(\mathcal{N}(\theta, 1)\) post-change.

The following notation is used for the minimal probability of detection of rule \(T\):

\[
PD(T) = \inf_{\nu \in \mathbb{Z}_+} \text{ess inf } \overline{P}_\nu(T \leq \nu + N | Y_1^n, T > \nu).
\]

In simulations, we used the following experimentally proved conjectures for FMA \(T = T_{\text{FMA}}\) and modified CUSUM \(T = T_\rho\) rules:

\[
\text{LPFA}_m(T) = P_\infty(T \leq m), \quad PD(T) = \overline{P}_0(T \leq N),
\]

i.e., \(\ell = 0\) delivers the maximum of the local PFA and \(\nu = 0\) delivers minimum to the average detection probability over the distribution of \(N\).

A. Comparison of FMA and Modified CUSUM Rules

In simulations, we use the following parameters:

1) The mean after change-point: \(\theta = 2, 0, 1, 2\).
2) The tuning parameter \(\rho\) of the modified CUSUM rule: \(0, 2, 0.1, 0.05 (L = 5, 10, 20, \text{ respectively})\).
3) The local PFA \(LPFA_m(T)\): 0.001.
4) The window length \(m\) for the local PFA: 20, 80.
5) The number of Monte Carlo repetitions: \(5 \cdot 10^5\).

The results of comparing the performance of the optimal modified CUSUM and the FMA rules are shown in Table I in the case where both rules are tuned to the same true parameter value \(\theta\).

| \(\theta = 2,0, m = 20\) | \(\rho\) | 0.2 | 0.1 | 0.05 |
| --- | --- | --- | --- | --- |
| \(PD(T_\rho)\) | 0.3671 | 0.6099 | 0.7843 |
| \(PD(T_{\text{FMA}})\) | 0.3512 | 0.5014 | 0.6394 |

| \(\theta = 2,0, m = 80\) | \(
| \(\rho\) | 0.2 | 0.1 | 0.05 |
| --- | --- | --- | --- |
| \(PD(T_\rho)\) | 0.3290 | 0.5659 | 0.7797 |
| \(PD(T_{\text{FMA}})\) | 0.3220 | 0.4763 | 0.6029 |

| \(\theta = 1,2, m = 20\) | \(\rho\) | 0.2 | 0.1 | 0.05 |
| --- | --- | --- | --- | --- |
| \(PD(T_\rho)\) | 0.1510 | 0.3547 | 0.5641 |
| \(PD(T_{\text{FMA}})\) | 0.1424 | 0.3142 | 0.4738 |

| \(\theta = 1,2, m = 80\) | \(\rho\) | 0.2 | 0.1 | 0.05 |
| --- | --- | --- | --- | --- |
| \(PD(T_\rho)\) | 0.1197 | 0.2917 | 0.4910 |
| \(PD(T_{\text{FMA}})\) | 0.1016 | 0.2694 | 0.4423 |

It is seen from Table I that the modified CUSUM rule outperforms the FMA rule in this setting, as expected since by Theorem 1 it is strictly optimal. However, the difference in performance is not dramatic. It is small for \(\rho = 0.2\) and 0.1.

For practical purposes, it is of interest to compare the performance of the modified CUSUM rule against the FMA rule under model mismatch. There are two types of mismatch: (a) the duration \(N\) of a transient change differs from the duration defined in the detection algorithm, and (b) the true signal amplitude \(\theta\) differs from the assumed value \(\theta\) used in the detection algorithm.

We first compare the modified CUSUM rule against the FMA rule under the transient change duration mismatch, assuming that \(N\) is fixed. The tuning parameter of the modified CUSUM rule is given as \(\rho = 1/N\) and the FMA window’s length is \(L = N\). The results of this comparison are given in Table II. Now, the FMA rule outperforms the modified CUSUM rule. However, the modified CUSUM rule retains the competitive characteristics.

Second, we consider the parameter \(\theta\) mismatch, i.e., we compare the performance of the modified CUSUM and FMA rules when the true signal intensity \(\theta\) differs from the assumed value \(\theta\). Specifically, the true model has the form

\[
Y_n = \theta_r \mathbb{I}_{\{\nu < n \leq \nu + N\}} + \xi_n, \quad n \geq 1,
\]

where \(\theta_r\) is true signal intensity. The results of this comparison are given in Table III for the following parameters:

| \(Y_n = \theta_r \mathbb{I}_{\{\nu < n \leq \nu + N\}} + \xi_n, \quad n \geq 1,\) | \(\theta_r\) | 0.2 | 0.1 | 0.05 |
| --- | --- | --- | --- | --- |
| \(PD(T_\rho)\) | 0.1197 | 0.2917 | 0.4910 |
| \(PD(T_{\text{FMA}})\) | 0.1016 | 0.2694 | 0.4423 |


\[ \theta = 0.1, N \sim \text{Geom}(\theta), L = E[N] = 10, \text{LPFA}_m = 0.001, m = 20 \text{ and the assumed signal intensity values are } \theta = 2.0, 1.8, 1.6, 1.4, 1.2. \]

### Detection Characteristics of the Modified CUSUM and FMA Rules with Model Mismatch in Signal Intensity

| \( \theta = 2.0 \) | \( \theta = 1.8 \) |
|-----------------|-----------------|
| \( n \) | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 |
| \( \theta_r \) | 0.1654 | 0.2742 | 0.3870 | 0.4772 | 0.5517 | 0.6091 |
| PD(\( T_{CS} \)) | 0.2452 | 0.3341 | 0.3994 | 0.4436 | 0.4847 | 0.5162 |
| PD(\( T_{IMA} \)) | 0.2176 | 0.2929 | 0.3952 | 0.4852 | 0.5523 | 0.6064 |
| PD(\( T_{IMA} \)) | 0.2464 | 0.3351 | 0.3972 | 0.4465 | 0.4837 | 0.5170 |
| PD(\( T_{IMA} \)) | 0.1975 | 0.3077 | 0.4088 | 0.4888 | 0.5530 | 0.6029 |
| PD(\( T_{IMA} \)) | 0.2467 | 0.3338 | 0.3992 | 0.4461 | 0.4846 | 0.5178 |

It follows from Table III that PD(\( T_{IMA} \)) depends on the true parameter value \( \theta_r \) but not on the assumed value \( \theta \). Very small differences in different rows occur only because of statistical errors of Monte Carlo simulations. This is expected since the structure of the FMA rule does not depend on the assumed parameter value \( \theta \). See (11) in Remark 4 where \( S_t = Y_t \) in our example. Thus, the detection probability PD(\( T_{IMA} \)) is only a function of \( \theta_r \), but not of \( \theta \). On the contrary, the probability of detection PD(\( T_{FMA} \)) varies as a function of the assumed signal intensity \( \theta \) because the structure of the modified CUSUM rule depends on the assumed value of \( \theta \). Hence, the detection probability PD(\( T_{FMA} \)) is a function of both \( \theta_r \) and \( \theta \).

We can therefore conclude that in the sense of sensitivity with respect to the mismatch between true and assumed parameter values the FMA rule has an advantage over the modified CUSUM rule.

### Comparison of CUSUM and Modified CUSUM Rules

The results of the comparison of the optimal modified CUSUM rule \( T_{FMA} \) against the conventional CUSUM rule \( T_{CS} \) are shown in Tables IV and V. It is seen that the operating characteristics of these rules are almost the same. The optimal one only slightly outperforms the conventional one in all tested cases.

We iterate that in contrast to the FMA rule structures of both rules depend on the assumed parameter value \( \theta \).

### Detection Characteristics of the Modified CUSUM and Conventional CUSUM Rules

\[ (N \sim \text{Geom}(\theta), \text{LPFA}_m = 0.001, \theta = 2.0) \]

\[ \theta = 2.0, m = 20 \]

| \( \theta \) | 0.2 | 0.1 | 0.05 |
|-----------|-----|-----|------|
| PD(\( T_{CS} \)) | 0.3747 | 0.6179 | 0.7855 |
| PD(\( T_{FMA} \)) | 0.3702 | 0.6121 | 0.7848 |

\[ \theta = 1.2, m = 20 \]

| \( \theta \) | 0.2 | 0.1 | 0.05 |
|-----------|-----|-----|------|
| PD(\( T_{CS} \)) | 0.3340 | 0.5787 | 0.7695 |
| PD(\( T_{FMA} \)) | 0.3286 | 0.5776 | 0.7618 |

\[ N \sim \text{Geom}(\theta), \text{LPFA}_m = 0.001, \theta = 2.0 \]

### Application to Detection of Streaks of Space Objects

Extracting streaks of faint space objects with unknown orbits from digital frames, captured with ground-based telescopes, is an important problem for Space Informatics. A variety of methods is employed using intra-frame as well as inter-frame data processing (see, e.g., [3], [9], [11], [12], [14]). In this section, the FMA procedure, described in Section IV, is applied to the detection of a satellite streak with a low signal-to-noise ratio (SNR) in the digital frame (see Fig. 1).

We use a two-stage approach. As our problem is similar to the changepoint detection problem (since the distribution...
It is worth noting that the problem of extraction of objects’ streaks can be solved non-sequentially as a fixed sample size joint hypothesis testing and estimation problem, using, e.g., the generalized likelihood ratio hypothesis (GLR) test. However, the GLR test requires testing too many hypotheses since neither direction nor position of streaks is known.

As a result, the GLR test is usually very time-consuming. The computational complexity of the proposed changepoint detection (with further estimation) algorithm is quite low. This is an important advantage over the GLR test.

A. Stage 1: Detection and Localization of the Streak

In what follows, we restrict our attention to intra-frame detection of faint streaks of only subequatorial satellites with unknown orbits on frames taken with telescopes mounted at the equator. Thus, a signal from each satellite (with unknown intensity, start and end points) is located almost vertically in a small area at the center of the frame shown in Fig. 3.

Let $\Omega_S$ denote streak search area. We select a step of 0.5 px in the upper and lower borders of the search area $\Omega_S$ to define a set of directions inside $\Omega_S$. Let $d$ denote a certain direction. Let $M_d(k)$, $k \geq 1$ stand for a 2-D sliding rectangular window which contains certain pixel numbers $(i,j)$ at each step $k$ in the direction $d$. Window $M_d(k)$ has a fixed length of $N_d$ pixels and a fixed width of $K_d$ pixels (the choice of the parameters depends on the expected SNR and PSF effective width).

If we fix the certain direction $d$, then for this direction we solve the sequential detection problem. Thus, observations
\{Y_n\}_{n \geq 1}$ from Section II are formed in the following manner (see Fig. 4):

\[ \mathbf{Y}_1 \] is formed from signals \{\mathbf{Y}_{i,j}\}_{(i,j) \in M_d(1)},

\[ \{\mathbf{Y}_k\}_{k \geq 2} \] are formed from signals \{\mathbf{Y}_{i,j}\}_{(i,j) \in M_d(k) - M_d(k-1)}.

![Fig. 4. Observations \{\mathbf{Y}_k\}_{k \geq 2} contain signals \mathbf{Y}_{i,j} from new pixel numbers \( (i,j) \) which appear in the window \( M_d(k) \) when sliding from the previous \((k-1)\)-th step.](image)

For the Gaussian model of the streak profile and considering that \( k \) plays the role of the time index \( n \), defined in Sections II and III, the FMA procedure (9) is re-written as

\[ T_{\text{fma}}(\hat{h}) = \inf \left\{ k \geq 1 : R_{M_d(k)}(\mathbf{Y}) \geq \hat{h} \right\}, \]

\[ R_{M_d(k)}(\mathbf{Y}) = \sum_{(i,j) \in M_d(k)} Y_{i,j} S_{i,j}(\mathbf{X}_1), \]

where \{\mathbf{S}_{i,j}(\mathbf{X}_1)\} are values of the Gaussian model profile calculated beforehand. Profile location is given by the vector \( \mathbf{X}_1 = (x_1^0, y_1^0, x_1^1, y_1^1) \); points \( (x_1^0, y_1^0) \) and \( (x_1^1, y_1^1) \) are located in the direction \( d \); \( R_{M_d(k)}(\mathbf{Y}) \) is the changepoint detection statistic.

Experimentally we have chosen the most suitable parameters of the window \( M_d(k) \) in our case: \( N_d = 15 \) px and \( K_d = 8 \) px, while SNR \( \approx 1 \) and the length of the streak \( N \) is unknown and cannot be less than 20 px.

Hence, when sliding the 2-D window in various directions inside \( \Omega_S \) and then choosing the longest sequence of \( R_{M_d(k)}(\mathbf{Y}) \) values above the threshold we determine the approximate position of the streak with a typical accuracy of 5-10 pixels. Therefore, we can determine an area (localization area), which with a high probability contains the streak.

Fig. 5 shows one of the possible behaviors of the \( R_{M_d(k)}(\mathbf{Y}) \) statistic along the right direction in the case of a very low SNR = 0.9. A more accurate estimation of the streak position is performed in the localization area at Stage 2.

![Fig. 5. The behavior of the \( R_{M_d(k)}(\mathbf{Y}) \) statistic along the correct direction.](image)

**B. Stage 2. Accurate Estimation of the Streak Position**

After localizing the streak in a certain area (denote it by \( \Pi_1 \)), we use maximum likelihood estimates \( \hat{A} \) and \( \hat{\mathbf{X}} \) of the streak parameters \( \mathbf{X} \) and \( \hat{\mathbf{X}} \) calculated from

\[ (\hat{\mathbf{X}}, \hat{A}) = \arg \min_{\mathbf{X}, A} \sum_{(i,j) \in \Pi_1} [Y_{i,j} - A S_{i,j}(\mathbf{X})]^2, \]

where minimization is under constraints \((x_0, y_0) \in \Pi_1, (x_1, y_1) \in \Pi_1, A > 0 \). It can be easily seen that

\[ \hat{\mathbf{X}} = \arg \min_{\mathbf{X}} \sum_{(i,j) \in \Pi_1} \left[ \frac{\sum_{(i,j) \in \Pi_1} Y_{i,j} S_{i,j}(\mathbf{X})}{\sum_{(i,j) \in \Pi_1} S_{i,j}(\mathbf{X})^2} S_{i,j}(\mathbf{X}) \right]^2. \]

This maximum likelihood estimate \( \hat{\mathbf{X}} \) of the streak position yields the final solution to our problem.

**C. Testing**

We tested the proposed algorithm using Monte Carlo simulation of random linear streaks with the length of 50 px superimposed on Gaussian noise.

The standard deviation (SD) of the estimated start and endpoints of the streak as a function of SNR was obtained for the range of SNR values from 10 to 0.9 (see Fig. 6). It is seen that the accuracy is high even for the SNR = 1.

![Fig. 6. SD as function of SNR. Dotted line corresponds to the plot for SD of the estimate of the streak start, solid line – to the estimate of the streak end. Number of MC trials 5 · 10^5.](image)
VII. CONCLUSION

We have found a strictly optimal solution to the problem of detecting signals with unknown moments of appearance and disappearance when it is required to maximize the probability of detection in the window of random size, distributed according to geometric distribution, in the class of detection procedures with the given maximal probability of a false alarm in a prescribed finite window. This solution is obtained using the optimal stopping theory, and the optimal procedure is a modified CUSUM. The results of Monte Carlo simulations for the Gaussian example show that the operating characteristics of the optimal procedure are typically close to that of the more practical FMA procedure. As a result, we propose to use the latter procedure in an important for Space Informatics problem – for intra-frame detection of faint satellite streaks with unknown orbits in optical images.
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APPENDIX

To prove Theorem 1 we need the following lemma, which establishes that class $\mathbb{C}\{m,\alpha\}$ is more stringent than $\mathbb{C}_\gamma = \{T : E_\infty[T] \geq \gamma\}$ for some appropriately selected $\gamma = \gamma(m, \alpha)$. The unconditional variant of this lemma has been considered in the paper by Lai [13].

Lemma 1. Let $m$ be a positive integer. If $T \in \mathbb{C}\{m,\alpha\}$, then $T$ necessarily belongs to class $\mathbb{C}_\gamma$ for some $\gamma = \gamma(m, \alpha)$, in particular for

$$\gamma(m, \alpha) = \frac{3}{2} + \frac{m}{\alpha} \left(1 - \frac{3}{2}\alpha\right). \quad (A.1)$$

Proof: Let $m$ be a positive integer, $m < \gamma$. If $T \in \mathbb{C}_\gamma$, then there exists an $\ell$, possibly depending on $\gamma$, such that

$$P_\infty(T \leq \ell + m|T > \ell) < m/\gamma. \quad (A.2)$$

Indeed, we have

$$E_\infty[T] = \sum_{\ell=0}^{\infty} \sum_{i=0}^{m-1} \sum_{k=0}^{\infty} P_\infty(T > i + km) \quad (A.3)$$

Suppose that

$$P_\infty(T > \ell + m|T > \ell) < 1 - m/\gamma \quad \text{for all } \ell \in \mathbb{Z}_+. \quad (A.3)$$

Then

$$P_\infty(T > i + km|T > i) < (1 - m/\gamma)^k,$$

which can be easily derived by induction over $j = 1, \ldots, k$ from the equality

$$P_\infty(T > i + jm|T > i) = P_\infty(T > i + (j - 1)m|T > i) \times P_\infty(T > i + (j - 1)m + m|T > i + (j - 1)m).$$

So it follows from equality (A.3) that

$$E_\infty[T] < \sum_{i=0}^{m-1} \sum_{k=0}^{\infty} (1 - m/\gamma)^k = \left(\frac{\gamma}{m}\right) \sum_{i=0}^{m-1} P_\infty(T > i) < \gamma,$$

which contradicts the assumption $T \in \mathbb{C}_\gamma$, and therefore, proves (A.2).

Next, we prove that, for a given $0 < \alpha < 1$, the constraint

$$\sup_{\ell \in \mathbb{Z}_+} P_\infty(T \leq \ell + m|T > \ell) \leq \alpha \quad \text{for some } m \geq 1 \quad (A.4)$$

is stronger than the average run length constraint $E_\infty[T] \geq \gamma$ ($\gamma \geq 1$), i.e., if $T \in \mathbb{C}\{m,\alpha\}$, then this implies that $T \in \mathbb{C}_\gamma$ for some $\gamma = \gamma(\alpha, m)$. If the inequality (A.4) holds, then

$$P_\infty(T > i + km|T > i) \geq (1 - \alpha)^k \quad \text{for all } i \geq 0,$$

and using (A.3) we obtain

$$E_\infty[T] = \sum_{i=0}^{m-1} \sum_{k=0}^{\infty} P_\infty(T > i + km|T > i) \geq \sum_{i=0}^{m-1} P_\infty(T > i) \sum_{k=0}^{\infty} (1 - \alpha)^k = \frac{1}{\alpha} \sum_{i=0}^{m-1} P_\infty(T > i).$$

Now, obviously, for any $j = 1, 2, \ldots$ and $i \in ((j - 1)m, jm]$

$$P_\infty(T \leq i) \leq \sum_{k=1}^{j} \sum_{m=k}^{\infty} P_\infty((k - 1)m < T \leq km) \leq \sum_{k=1}^{j} \sum_{m=k}^{\infty} \frac{1}{\alpha} \frac{m}{\gamma} \alpha \quad (A.5)$$

since for any $T \in \mathbb{C}\{m,\alpha\}$

$$P_\infty((k - 1)m < T \leq km) \leq P_\infty(T > (k - 1)m) \leq \alpha.$$

It follows that

$$\sum_{i=1}^{m-1} P_\infty(T > i) = 1 + \sum_{i=1}^{m-1} \left[1 - P_\infty(T \leq i)\right] \geq 1 + (m - 1)(1 - \alpha) - \frac{m}{\alpha} \sum_{i=1}^{m-1} \frac{3}{2} \alpha + \left(1 - \frac{3}{2}\alpha\right) m,$$

and therefore,

$$E_\infty[T] \geq \frac{3}{2} + \frac{m}{\alpha} \left(1 - \frac{3}{2}\alpha\right).$$

This implies (A.1).

Proof of Theorem 1: We have

$$\sum_{i=1}^{\infty} \pi_i P_\nu(\nu < T \leq \nu + i|T > \nu, Y^\nu_i, M = i) = E_\nu \left[ \sum_{i=1}^{\infty} \rho(1 - \rho)^{i-1} 1_{(0 < T - \nu \leq i)}|T > \nu, Y^\nu_i, M = i \right]$$

where
\[\mathbb{E}_\nu \left[ \sum_{i=T-\nu}^{\infty} \theta (1-\theta)^{i-1} | T > \nu, Y_1^\nu \right] = (1-\theta)^{-1} \mathbb{E}_\nu \left[ (1-\theta)^{T-\nu} | T > \nu, Y_1^\nu \right].\]

As a result, the original maximin problem (4) reduces to
\[
\inf_{T \in \mathbb{C}(m, \alpha)} \sup_{\nu \in \mathbb{E}^+} \frac{1}{\theta} \mathbb{E}_\nu \left[ (1-\theta)^{T-\nu} | T > \nu, Y_1^\nu \right]. \tag{A.5}
\]

Consider the optimization problem
\[
\inf_{T \in \mathbb{C}(m, \alpha)} \sup_{\nu \in \mathbb{E}^+} \frac{1}{\theta} \mathbb{E}_\nu \left[ (1-\theta)^{T-\nu} | T > \nu, Y_1^\nu \right]
\]
in class \(\mathbb{C}_\gamma\). By Theorem 2.1 in [22] the optimal solution for this problem is the stopping time \(T_\theta(B)\) with threshold \(B = B_\gamma\) such that \(\mathbb{E}_\infty[T_\theta(B)] = \gamma\). But by Lemma 1 class \(\mathbb{C}_\gamma \subset \mathbb{C}(m, \alpha)\) for some \(\gamma = \gamma(m, \alpha)\), so that the stopping time \(T_\theta(B)\) with threshold \(B = B(m, \alpha)\) that satisfies equality (7) and \(\mathbb{E}_\infty[T_\theta(B(m, \alpha))] = \gamma(m, \alpha)\) solves the optimization problem (A.5), which implies that
\[
\sup_{T \in \mathbb{C}(m, \alpha)} \inf_{\nu \in \mathbb{E}^+} \frac{1}{\theta} \mathbb{P}_\nu(T \leq \nu + M|Y_1^\nu, T > \nu) = \sup_{T \in \mathbb{C}_{\gamma(m, \alpha)}} \inf_{\nu \in \mathbb{E}^+} \frac{1}{\theta} \mathbb{P}_\nu(T \leq \nu + M|Y_1^\nu, T > \nu) = \inf_{\nu \in \mathbb{E}^+} \inf_{T_\theta} \mathbb{P}_\nu(T_\theta \leq \nu + M|Y_1^\nu, T_\theta > \nu),
\]
where \(T_\theta = T_\theta(B(m, \alpha))\), and the proof is complete.
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