Geodetic inversion for spatial distribution of slow earthquakes under sparsity constraints
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Abstract. In geodetic data inversion, insufficient observational data and smoothness constraints for model parameters make it difficult to clearly resolve small-scale heterogeneous structures with discontinuous boundaries. We therefore applied sparse modelling to geodetic data inversion. In this paper, we reported two examples: one is developed a novel regularization scheme for the inversion problem that uses discontinuity, sparsity, and smoothness constraints. In order to assess its usefulness and applicability, the proposed method was applied to synthetic displacements calculated by a ring-shaped and sharply varying afterslip distribution on the plate interface beneath the Hyuga-nada region in southwest Japan. The discontinuous boundary was sharper than that obtained by using smoothness constraint only. The other is used the fused regularization, a type of sparse modelling suitable for detecting discontinuous changes in the model parameters. We estimated spatial distribution of the long-term slow slip events beneath the Bungo channel in southwest Japan. We found that the largest slip abruptly becomes zero at the down-dip limit of the seismogenic zone, and is immediately reduced to half at the up-dip limit of the deep low-frequency tremors, and becomes zero near its down-dip limit. Such correspondences imply that some thresholds exist in the generation processes for both tremors and SSEs. These results suggest that geodetic data inversion with sparse modelling can detect such abrupt changes and discontinuous boundaries in the slip distribution of slow earthquakes.

1. Introduction

Earthquake generation is related to the heterogeneous distribution of fault slips and locking conditions on the fault planes, including plate interfaces. The slip distribution of each earthquake varies in a piecewise smooth manner, but changes sharply across the boundaries between these heterogeneous areas and the surrounding area. Conversely, images obtained through geodetic inversion analysis of Global Navigation Satellite System (GNSS) data in most previous studies imposed smooth slip distributions with continuous boundaries. Commonly, when conducting geodetic data inversion, available observational data are insufficient, and the smoothness constraint is treated as a priori...
information based on methods such as Bayes’ theorem [1] and Kalman filtering [2]. The smoothness constraint is introduced into the geodetic analysis because drastic and abrupt changes in the total slip distributions are the result of excessive concentration of stress, which does not seem to be reasonable considering the process of earthquake rupture. However, slip distributions obtained from geodetic data are significantly smoother than those from seismic data. It is suggested that heterogeneous distribution of slip and corresponding stress concentration may be removed from its original distribution by the prior constraint in geodetic data analyses. This is a critical problem to accomplish our purpose that we estimate preparation process of earthquake generation and forecast the following slip process using crustal deformation data during inter-seismic periods. Therefore, we would like to extract information about slip distribution on a plate interface with adequate extent of variation between smoothness and heterogeneity from observation data. This corresponds to the “Computational theory” level, in Figure 1 [3]. For this purpose, we should create numerical model and represent algorithm for analysis. In data-driven science, we clearly distinguish between these two levels, "modeling" and "representation and algorithm" [3]. In this paper, we introduce two examples with different approaches to the different purpose of “computational theory” for seemingly two similar problems. The first example is directly represented above, and our goal is to extract adequately both smoothness and abrupt change in slip distribution to the extent of observation data quality. We analyze afterslip on a plate interface following a moment magnitude (Mw) 6.8 earthquake beneath the Hyuga-nada offshore region [4]. On the other hand, the goal of the second example is to determine the presence of abrupt changes and detect their locations without detail slip distribution. Here, we analyze long-term slow slip events (L-SSEs) beneath the Bungo Channel [5].

\[
\begin{align*}
\text{Computational Theory} & \quad \text{(specific fields of natural science, measurement science)} \\
\text{The goal and its appropriateness of data analysis is} & \quad \text{discussed to establish a logic of applicable strategy} \\
\text{Modeling} & \quad \text{(theoretical physics, mathematical science, statistical)} \\
\text{Based on the computational theory, the system is} & \quad \text{formulated mathematically} \\
\text{Representation and algorithm} & \quad \text{(statistics, machine learning, computer science)} \\
\text{Algorithms are developed to carry out computational} & \quad \text{problems offered by modeling} \\
\end{align*}
\]

**Figure 1.** Three levels of data-driven science [3].

**2. Geodetic data inversion**

The relationship between the displacement on a free surface and the slip on a plate interface is expressed as:

\[
d_k = \sum_{l=1}^{N} G_{kl}s_l + \varepsilon_k \quad (k = 1, 2, \ldots, K),
\]

where \(K\) is the number of observed GNSS displacements, \(d_k\) is the observed displacements at the \(k\)-th station on the Earth’s surface, \(s_l\) is the dip-slip of the \(l\)-th subfault on the plate boundary, \(N\) is the number of subfaults, \(G_{kl}\) is Green’s function, which represents the displacement at station \(k\) due to a unit slip on subfault \(l\), \(\varepsilon_k\) is the error (including observation noise) at the \(k\)-th station.

We divided the plate interface into small rectangular subfaults. Green’s functions, which are the combined effect of three angular dislocations within a subfault in an elastic, homogeneous, and
isotropic half space, were represented on a subfault. In southwest Japan, the Philippine Sea plate is subducting beneath the Amur plate. We used a realistic three-dimensional geometry of the Philippine Sea plate [6]. For simplicity, only dip-slips on the fault plane were considered. To shorten the calculation time, we did not consider strike-slip on the fault plane.

3. Afterslip analyses under smoothness, discontinuity, and sparsity constraints

We assessed the accuracy of our proposed method using example data obtained by simulating an earthquake generation cycle based on the rate- and state-dependent friction law [7]. In the numerical simulation, source areas of large earthquakes were approximated to represent a circle of 10 km radius that was assumed to be frictionally heterogeneous. Frictional parameters at the boundary between the seismic source area and its surrounding area were discontinuous and sharp. This resulted in the area of the simulated afterslip enclosed the seismic source of the Mw 6.8 earthquake, and exhibited a ring-shaped afterslip distribution with a sharp boundary [7]. The afterslip depth-profile crossing the center of the seismic source area showed two peaks, and the local minimum corresponded to the large coseismic slip area (Figure 2). In addition, the boundaries were sharp between the locked area (zero and nearly-zero-slip within the afterslip area) and the afterslip area, and between the afterslip area and the outlying areas.

Figure 2. Slip distribution of the simulated coseismic slip (a) and afterslip (b) of a Mw6.8 earthquake. (c) Depth profile along X = 205 km (gray vertical shadow PQ in Figure 2b). Gray line and the left axis show coseismic slip (Figure 2a). Black line with dots and the right axis show afterslip (true slip, Figure 2b). Blue line shows afterslip estimated from previous inversion analysis [8].

3.1. Methods

We proposed a new evaluation function by incorporating three constraints: smoothness, discontinuity, and sparsity (SDS) constraints as prior information for inversion (Figure 3) [4]. The new evaluation function can be expressed as:

$$E(s; \alpha', \beta', \nu) = \beta' \sum_{k=1}^{R} \left( \frac{1}{2} \sum_{i=1}^{N} |s_{i} - \frac{1}{2} \sum_{k=1}^{R} c_{k} s_{i} s_{k} |^{2} + \frac{1}{2} \sum_{i,j \in \mathcal{N}_{k,j}} |s_{i} - s_{j}|^{2} + \nu \sum_{i=1}^{N} |s_{i}| \right)$$

where $\beta'$ is a precision hyperparameter, $\alpha'$ is a smoothness hyperparameter for the non-zero-slip area, $\nu$ is a sparsity hyperparameter. $\sum_{i,j \in \mathcal{N}_{k,j}}$ is the summation of all pairs of neighboring cells. $\delta'(s_{i}, s_{j})$ behaves like a delta function, and is defined as follows:

$$\delta'(s_{i}, s_{j}) = \begin{cases} 1, & \text{if } s_{i} = 0 \text{ or } s_{j} = 0 \\ 0, & \text{if } s_{i} \neq 0 \text{ and } s_{j} \neq 0 \end{cases}$$
The proposed evaluation function in equation (2) consists of three terms: the first term on the right-hand side is the reproducibility between model parameters and observations, and the second term constrains the smoothness and discontinuity of model parameters ($g$). For the neighboring pair, if there is zero slip in both cells, or if either of the neighboring cells is zero, then the function $\delta'(s_i, s_j)$ becomes equal to one; this results in the removal of the smoothness constraint term. The slip of both the neighboring cells must be non-zero for the smoothness constraint to be effective. The third term on the right-hand side of equation (2) represents the sparsity constraint.

In this case, $K$ is equal to 531 as there are three components for 177 stations (note that this is not an underdetermined problem, but there are some low quality data from stations far from the afterslip area), and $N$ is equal to 436, as dip-slip only occurs for 436 subfaults.

![Figure 3. Schematic diagram for constraints of slip distribution [4].](image)

### 3.2. Results and Discussions

Using the smoothness regularization, the estimated spatial distribution showed a wider slip area with a smoother boundary compared to the true slip distribution. By using the smoothness constraints, it was not possible to resolve the two peaks seen in the depth profile of the true slip distribution (Figure 4a). The estimated maximum slip was approximately 45% less than the true value. Local minimum slip within the slip area was significantly larger than the true values that are zero, or are approximately at the zero level. In addition, the boundary between the slip area and the outside area is too smooth, and small negative slips are falsely identified around the boundary. These discrepancies between the estimations and the true value result from excessive homogenization of the original heterogeneity of the slip area, which in turn results from the smooth regularization.

For the sparsity constraint only, the spatial distribution estimated by the sparsity regularization showed a jagged slip area compared to the true image (Figure 4b). However, the main slip area was roughly similar to the true slip distribution, when compared with the smoothness estimation. Several subfaults with non-zero-slip true values were mistakenly estimated as zero-slip subfaults and vice versa. In the depth profile, the sparsity estimation successfully resolved the two peaks present in the true slip distribution, and the coseismic slip area was successfully estimated to be almost zero-slip. However, the estimated slip amplitudes were less accurate. These characteristics are attributed to the sparsity constraint greatly amplifying the original heterogeneity.

The spatial distribution estimated using the SDS constraints exhibited a slip area of similar shape and extent to that of the true image (Figure 4c). The two peaks present in the depth profile were much more clearly resolved compared to those obtained via smoothness regularization. Slip in the coseismic slip area was estimated to be a non-zero value, which was smaller than that estimated through smoothness regularization. The maximum slip values of both peaks were approximately equal to the true values.

We also conducted the inversion test with a smoothly varying circular slip distribution. The SDS constraints accurately reproduced the slip values and the smooth distribution of the slip area.
4. Slow slip events using the Fused regularization

We estimated spatial distribution of the L-SSEs beneath the Bungo channel in southwest Japan. L-SSEs with durations of 0.5–5 years and recurrence interval of >5 years occur within this gap of the Nankai subduction zone. L-SSEs in this region occurred repeatedly around 1997, 2003, and 2010. The total slip distributions of these three L-SSEs estimated by geodetic data have been smoothed to some extent due to prior constraints on inversion analyses [9]. The slip areas of these three events are estimated to nearly coincide, filling a spatial gap between deep ETS and seismogenic zones.

The upper (up-dip) boundary of the L-SSEs area was located close to the sources of two M > 7 interplate earthquakes (the 1946 M 8.0 Nankai earthquake and the 1968 M 7.5 Hyuga-nada earthquake). This implies partitioning between seismogenic and aseismic slip areas as highlighted from slow slip events [10]. The lower (down-dip) boundary of the L-SSEs area partly overlaps with the source areas of deep tremors. Temporal correspondence has been reported between the occurrence of L-SSEs and the acceleration of deep tremors beneath the Bungo Channel [11].

4.1. Method

Using generalised fused regularization [12], which is a kind of sparse modelling suitable for detecting discontinuous changes in the model parameters, the evaluation function can be expressed as:

$$
\hat{s}^* = \arg \min \left\{ \|d - Gs\|_2^2 + \lambda \sum_{i \neq j} |s_i - s_j| + \gamma \cdot \lambda \|s\|_1 \right\}
$$

where $\lambda \geq 0$ is a regularisation parameter for fused smoothness and $\gamma \geq 0$ is a hyperparameter to control the ratio between the fusion and the sparsity penalty terms. A large value of $\gamma \cdot \lambda$ decreases the non-zero components, while $\gamma \cdot \lambda$=0 introduces no sparsity. The second term on the right-hand side of equation (4) represents the fused regularisation term, which indicates the smoothness and flatness of model parameters ($s$). The third term represents the sparsity constraint. Optimal solutions were obtained using a set of hyperparameters with minimum residuals via leave-one-out (LOO) cross validation [13].

We used digital data for the observed vertical and horizontal displacements of the 1997, 2003, and 2010 L-SSEs, which were in the Supporting Information of Yoshioka et al. [9]. Crustal displacements were observed at the positions of GNSS stations. In all, we used 33, 65, and 106 continuous GNSS
stations as the number of stations increased over time. We used only the total displacement of each component during periods from 1996.7 to 1998.5, 2001.9 to 2004.5, and 2009.5 to 2011.2. In this study, we focused only on the spatial distribution to estimate the detailed distribution of the total slips during each L-SSE event. $N$ is equal to 781 and the dip-slip only occurs for 781 subfaults.

4.2. Result and Discussions

The slip distribution on the plate interface was estimated using fused regularisation. For the 2010 L-SSEs, slips $> 0.2$ m were concentrated to a relatively narrow area, and slips $< 0.2$ m were mainly distributed on the deeper side (Figure 5a). There were no slips toward the shallower area (Figure 5a). The cross section of the estimated spatial distribution of the slips along line AB showed a clear step at the down-dip side and a steep boundary at the up-dip side (Figure 5b, red line). The 1997 and 2003 L-SSEs showed similar distributions to that of the 2010 L-SSE. However, due to fewer observation stations, the spatial resolutions were lower than that for 2010. Large ($> 0.2$ m) slips were estimated to have occurred at almost the same locations identified by Yoshioka et al. [9]. However, the slip distributions at the up-dip side significantly differed from the previous study [9].

The unique elements of our results are the up-dip boundary of the L-SSE area and the step-like distribution of the down-dip side. The L-SSE areas are clearly separated into two parts [the major (minor) slip area at the up-dip (down-dip) side] with two sharp boundaries (Figures 6 and 7). (i) The shallow boundary between the seismogenic zone and the major L-SSE area corresponds to the isotherm at 350 °C [14]. (ii) The deep boundary between the major L-SSE area and the minor L-SSE area corresponds to the up-dip limit of the tremor area. The sharp variation in the slip amount of L-SSEs and the correspondence of the boundaries with up-dip limit of the tremor area suggest that frictional properties, which control slip behaviour, may change sharply.

Figure 5. (a) Estimated slip distribution in the dip direction for the 2010 event. Black dots indicate GEONET stations. (b) Slip distribution along line AB. Red represent the 2010 event. Gray line represents the 2010 event estimated by smoothed inversion [9].
Figure 6. Comparison of L-SSE slip distribution in 2010 (red polygon with the solid and dashed lines) estimated in this study and spatial distribution based on findings from other seismological studies. Black dashed contours show the temperature (250–550 °C) on the Philippine Sea plate [14].

Figure 7. Blue, green, and red lines represent slip distributions of the 1997, 2003, and 2010 L-SSEs along line AB (as in Figure 5b). Yellow line shows the total tremor numbers in 10-km increments along line AB. Gray line shows the total number of aftershocks for the 1968 Hyuga-nada earthquake in 10-km increments along line AB.

5. Conclusions and future work
We demonstrated that the spatial distribution of both ring-shaped and smoothly varying circular slip distributions can be reproduced by the one evaluation function as shown in (2). That function can constrain simultaneously and properly smoothness, discontinuity, and sparsity depending on given data. The slip distribution that minimized the evaluation function better reproduced images in terms of
both area and amplitude. Using the SDS constraints proposed here, we were able to avoid the difficulty caused by underdetermined problems, and clearly resolve the small heterogeneity with a discontinuous boundary, even if the grid size was not sufficiently small.

By using SDS constraints, the discontinuous boundary between the heterogeneous area and the surrounding area could be clearly visualized without any false slips at the plate edge. The heterogeneous distribution of the slip controls the processes of stress accumulation and release on a plate interface. In particular, a discontinuous boundary indicates areas of stress concentration, which lead to initiation of rupture. Further, it is critical to understand the time of occurrence of earthquakes, the rupture patterns, and nucleation processes, and to forecast slip transition in the future. The distribution of frictional properties on a plate interface were reflected in the slip distribution. Future work should aim to obtain precise slip distribution on the plate interface from measured observational geodetic data. More precise estimates of slip distribution may be helpful in monitoring plate coupling, and for making improvements in our forward simulation model.

On the other hand, using the fused regularization, we found that the largest slip abruptly becomes zero at the down-dip limit of the seismogenic zone, and is immediately reduced to half at the up-dip limit of the deep low-frequency tremors, and becomes zero near its down-dip limit. Such correspondences imply that some thresholds exist in the generation processes for both tremors and SSEs. It suggests that geodetic data inversion with sparse modelling can detect such abrupt changes in the slip distribution. We can use this method to monitor the position of the abrupt changes, which represents the stress concentration level at the seismogenic zone.

Furthermore, it should be noted that sparse modelling can examine the extent that sharp edges, steps and small slip zones can fit the geodetic data, which only showed a smooth distribution in previous studies. Our results indicate that the resolution of the position of sharp edges estimated from geodetic data analysed with sparse modelling is comparable to the spatial resolution of the hypocentre distribution determined from seismic data. Such independent datasets of the spatial distribution are useful to hypothesise about the physical processes of both megathrust and slow earthquakes. Furthermore, a method based on the generalised fused regularisation should be available for any slip and slip-deficit distribution analyses on various types of faults, promoting the consideration of physical processes.

Both proposed inversion methods are applicable not only to geodetic inversions, but also to other geophysical and geochemical inversions such as seismic tomography, electromagnetic tomography, and pressure–temperature inversion of metamorphic rocks. Using our methods, it is possible to obtain images that are clearer, sharper, and show appropriate smoothness. We will develop more efficient and high-speed methodology in order to expand the applicability of the proposed methods.
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