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Abstract

MOS (Mean Opinion Score) is a subjective method used for the evaluation of a system’s quality. Telecommunication systems (for voice and video), and speech synthesis systems (for generated speech) are a few of the many applications of the method. While MOS tests are widely accepted, they are time-consuming and costly since human input is required. In addition, since the systems and subjects of the tests differ, the results are not really comparable. On the other hand, a large number of previous tests allow us to train machine learning models that are capable of predicting MOS value. By automatically predicting MOS values, both the aforementioned issues can be resolved.

The present work introduces data-, training- and post-training specific improvements to a previous self-supervised learning-based MOS prediction model. We used a wav2vec 2.0 model pre-trained on LibriSpeech, extended with LSTM and non-linear dense layers. We introduced transfer learning, target data preprocessing a two- and three-phase training method with different batch formulations, dropout accumulation (for larger batch sizes) and quantization of the predictions.

The methods are evaluated using the shared synthetic speech dataset of the first VoiceMOS challenge.

Index Terms: self-supervised learning, LSTM, MOS prediction

1. Introduction

In the majority of generative deep learning models the objective function is not or only weakly correlated with the subjective perception. Thus, human interaction is necessary to evaluate the models. For such purpose the Mean Opinion Score (MOS) [1] method can be used. MOS is considered precise when more opinions are collected per sample. The results of a smaller number of test subjects provide a statistically imprecise approximation of human perception. A pseudo-random sample order is often used in subjective tests, ensuring that all samples are scored about the same number of times, while the order does not influence the test subjects, preventing perception bias. The MOS test is often used for evaluating speech generation models (for instance, in terms of naturalness, intelligibility, and quality). Several automatic approaches have been developed to approximate the MOS values. Approximation models have been more and more data-driven as machine learning models have emerged. In 2022, the first VoiceMOS Challenge was held with the goal of elaborating methods for automatic prediction of synthetic speech MOS values [3]. Our work for the challenge is presented in this paper, which is also a general approach to MOS prediction.

2. Related work

Deep learning is the primary technique in speech modeling, nowadays. It has dominated both automatic speech perception (including automatic speech recognition (ASR), speaker diarization, voice activity detection, speech command recognition, etc.) and generation (text-to-speech synthesis (TTS)). In ASR, DeepSpeech [4], wav2Letter [5], CiriNet [6] are among the many end-to-end solutions. While DeepSpeech utilizes recurrent neuronal networks (RNN), the latter two are based on convolutional neural networks (CNN). For TTS, there are also a large number of different approaches: Tacotron2 [7] uses both RNN and CNN layers to generate spectrogram from text, WaveNet [8] is a convolution only neural vocoder, and HiFiGAN [9] utilizes the generator of a Generative Adversarial Network for vocoding, where both the generator and discriminator are CNNs – just to name a few.

wav2vec fully convolutional models are trained with a contrastive, self-supervised manner for speech recognition by learning speech representations from raw audio on a pretext task [10] and fine-tuned to different downstream tasks later. The second version, wav2Vec 2.0 [11] masks latent representations of the raw waveform and solves a contrastive task over quantized speech representations. It is able to outperform semi-supervised methods. The use of deep learning has also become increasingly prevalent in synthetic speech quality estimation. [12] uses CNNs to predict the naturalness MOS values on utterance and on system levels. [13] uses BLSTM, CNNs CNN-BLSTM for the quality assessment of voice conversion (VC), and also show the generalization capability of their approach. The well-speared latent representation clusters of wav2vec 2.0 for different speech samples are investigated with t-SNE, and the wav2vec 2.0 is extended with a ‘judge’ identifier for better predictions in [14]. Additionally, MBNet utilizes the judge identities in the training dataset to model the subjects’ bias [15] and shows further improvements. wav2vec 2.0 is also used for feature extraction by SSL-MOS [16], and for modeling, the extracted features are averaged over time, and a single linear layer is used as a regressor. This was one of the challenge’s baselines, and this was the basis of our research. We have chosen the wav2vec 2.0 approach, as there are numerous published pre-trained models (uni- and multi-language) on hundreds of hours...
of recordings. However, it is important to note that there are many outstanding approaches to speech processing, so other neural architectures and training methods used in ASR, TTS, or any additional neural speech modeling tasks might also be outstanding candidates.

3. Data exploration

The details of the dataset used in this research is introduced in the VoiceMOS Challenge paper [3]. In the main track of the challenge English audio samples of 187 different TTS and VC systems are involved, 8 MOS values for each samples, 4,974; 1,066 and 1,066 samples in the training, validation and test sets, respectively. In the out-of-domain (OOD) track 136 labelled and 540 unlabelled Chinese TTS samples were used as training, and 136 as development, and 540 as test set.

Prior to modeling, we believed it was important to examine the statistical characteristics of the dataset. We explored the dataset of the main track in this regard. Initially, we examined the distribution of the average MOS values. The result is depicted on Figure 1. The resolution of the MOS values is $\frac{1}{8} = 0.125$, as 8 MOS measurements are averaged for each samples in the main track. For OOD, the number of MOS values for one sample is 10..17, so the resolution in that case is varying between $\frac{1}{10}$...$\frac{1}{17}$. The data and the figure show, that cca. 76% of the MOS values lies in the $[2, 4.125]$ range. The data of the $[1, 2)$ and $(4.125, 5]$ regions are about 16% and 8% of the complete dataset, respectively. As a result, in the main track’s training dataset, the lower and higher MOS values are likely to be underrepresented.

Using the sample-wise MOS values, we next calculated the standard deviation and averages and illustrated the correlations, which is shown on Figure 2. Since the results of 8 samples were averaged, different people’s subjective perceptions contributed to different values being voted for in some samples. The arcs show the degree of divergence between the perceptions of the participants. Lower arcs indicate consecutive MOS values (e.g. votes: 3,3,3,4,4,4, standard deviation: 0.5), while higher arcs demonstrate greater divergence in the consensus (e.g. votes: 1,1,2,3,4,5,5, standard deviation: 1.5). In addition, in case of round MOS values, a different level of standard deviation can also be examined. Consequently, a round average MOS value could result in either a perfect or devastating consensus. For instance averaged MOS value 3 can come from votes 3,3,3,3,3,3,3 (with 0 standard deviation), or 1,1,3,4,5,5,5 (with cca. 1.75 standard deviation). According to our analysis, standard deviation increases slightly for higher MOS values.

As a result of these observations, the variability of agreement and disagreement within MOS values generally establishes an irreducible error boundary for the modeling.

4. Proposed methods

Several steps were taken to improve the SSL-MOS approach. As the feature learner/extractor part a wav2vec 2.0 model pre-trained on the full 960 hours Librispeech corpus [17] was utilized. LSTM and fully connected non-linear layers followed the pre-trained wav2vec 2.0 submodel. Without further modification, training an architecture of this type seemed very unstable. The training is sensitive to the optimizer and its parameters, the batch compilations, the use of pre-trained models or the random seed. In the following section, we will discuss the details of the proposed models, and the training methodology.

4.1. Model architectures

We approached the modeling task both with regression and classification models. In case of regression, the targets are the MOS value, while for classification, due to the 0.125 resolution (see Section 3) the samples are classified into one of the 33 categories (category 1: MOS=1, category 2: MOS=1.125, ..., category 33: MOS=5). The latter was inspired by [8], where an autoregressive waveform prediction was successfully realized as a 256-class classification approach. The structure of the models is as follows (layers marked with * are introduced for regression only):

- wav2vec 2.0 submodel: based on wav2vec 2.0 model pre-trained on the full Librispeech. 1024 dimensional output vectors are used.
- Dropout layer *: Dropout with probability 37.5%.
- LSTM layers: Two unidirectional LSTM layers are used with size 128. The hidden states were initialized with zero vector. The last element of the output is used only.
- Dropout layer *: Dropout with probability 75%.
• Dense layer: The size of layer is same as the number of LSTM cells, namely 128.
• Activation: Sigmoid-Weighted Linear Units [18].
• Dropout layer*: Dropout with probability 75%.
• Dense layer: size of the layer corresponds to the number of outputs (1 for regression, 33 for classification.
• Softmax activation*

During inference, we combined both models and took the average of the predictions.

4.2. Training methodology

4.2.1. Batch compilation

Generally, the samples within a mini-batch are randomly selected during training. With this basic approach, large padding is required for shorter audio samples because of the substantially different sample sizes. It slows down the training process and increases memory usage for the same batch size. We resolved this limitation by sorting the training data by size, and forming mini-batches from successive samples. As a result, the length of the training data within a mini-batch barely differed, and little padding was needed.

4.2.2. Training the model

In order to avoid trivial prediction (i.e. the input-independent mean value of the target training data) and to achieve a good convergence, several techniques had to be combined.

We applied the batch compilation as described in the previous subsection with larger batch sizes. Since GPU memory only allowed smaller batch sizes (i.e. 8 for a 32GB GPU RAM), we introduced gradient accumulation with weight updates in every 10 steps. This is equivalent to a batch size of $10 \times 8 = 80$, considering the gradient value.

We ran experiments with several optimizers, including Adam, AdamiW, SGD, SGD with momentum and learning rate scheduling. Surprisingly, adaptive optimizers were not successful for this setup. SGD + momentum with or without learning rate scheduling gave the most stable convergence. As learning rate scheduler a cyclical learning rate scheduler with triangular form was utilized. The basic learning rate was 0.0005 and the maximum learning rate was 0.005. The length of a cycle was 200 iterations.

In the regression case, rather high dropouts were performing well (e.g. 75% and above).

The regression model was trained in one or two phases. After early stopping was called, we inspected the predictions. If the predictions were not covering to complete 1...5 MOS range (e.g. values below 1.5 and above 4.5 were missing), then we continued the training with unchanged settings over and over again.

The predictions of the model was quantized to the 0.125 resolution in the main track (see Section 3).

Our aim with the classification model was to handle the ‘missed’ regions, that had higher errors with the regression model (i.e. near to MOS values 1.0 and 5.0). In our experiments, it was more difficult to train the classifier than the regression model. Similar learning methods used for the regression model did not converge. Therefore, we introduced transfer learning to the regression model with a three-phase training method.

Weights of the best regression model were used, except the final layer. The batch size was 100, SGD with momentum was used as optimizer and for loss function categorical cross entropy was utilized. The error was weighted by the reciprocal of the occurrence of the categories (Fig. 1) in order to handle class imbalances.

In first phase, learning rate was set to 0.0005 and the wav2vec 2.0 submodel part (which was trained further in the regression model from the pre-trained version) was frozen. In the second phase the batch size was increased by 1.5x and a learning rate was decreased to 20% of the original value. In the third phase, all layers of the model were unfrozen and taught and the batch size was decreased to 8.

4.3. Out-of-domain model

OOD model is a fine-tuned version of the regression model trained on the main track’s data. The model was trained with a learning rate of 0.0001 and a batch size of 10.

5. Evaluation and results

We tested first the batch compilation technique, introduced in Subsection 4.2.1. 3-3 trainings were performed. In half of the cases the samples within a mini-batch were randomly selected (referred to as random), while in the other half the introduced method was used (referred to as sorted). The only difference between the trainings apart from the batch compilation was the random seed (thus, the weights’ initial values). Figure 3 shows the results loss. With the proposed batch compilation approach it took significantly less time for the models to converge.

In the challenge, there were a training and an evaluation phase. For the former, both training and validation (also referred to as development set in the challenge) data was provided with ground truth values. In the evaluation phase, only the inputs were published, and on the online platform participants had a limited possibility to evaluate their predictions (maximum three uploads). For selecting best model during the training phase, we used the validation set. The evaluation was carried out in two levels: (TTS) system- and utterance-level. Four criteria were introduced in the challenge: mean squared error (MSE), Linear Correlation Coefficient (LCC), Spearman Rank Correlation Coefficient (SRCC), and Kendall Tau Rank Correlation (KTAU). The results on the validation set are shown in the Figure 4 and 5 for the regression and classification models, respectively.

According to Figure 4, the regression model is predicting consequently lower values than the ground truth. The standard deviation of the error seems to be near to what was suspected in the data exploration part (subsection 3) as irreducible region.

Inspecting Figure 5 it can be concluded, that the classifica-
5.1. Training and evaluation phases

During the training phase, the models were evaluated primarily on the basis of the validation loss value. The best validation (L1) loss was 0.322 for the regression and 0.333 for the classification model. Combining the two models achieved better results. Consequently, the final predictions were combined. Table 1 shows the achieved system-level SRCC scores of the models on the validation set.

Table 1: Training phase scores of the main track on the validation data.

| Model     | SRCC     |
|-----------|----------|
| Regression| 0.9408   |
| Classification | 0.9440 |
| Combined   | 0.9498   |
| Corrected  | 0.9502   |

All models had difficulty handling values below 1.3 and above 4.2, so a correction factor was applied: -0.05 to the lower, and +0.25 to the higher region. The corrected model gave the best score, as shown in the table.

In evaluation phase the best model obtained in the training phase was used.

5.1.1. Evaluation phase - main track

Our model was able to predict the English samples in the Main track according to the values given in Table 2. Our approach achieved better results than the baseline solution.

5.1.2. Evaluation phase - out-of-domain track

For the OOD track, we achieved better positions in the competition. The overall result shows that the task was ‘easier’. Since we focused on the main track, our OOD model is just a fine-tuned version of the English version. With this solution we achieved a result close to the baseline. Table 3 shows the results.

Table 2: Main track scores and achieved positions.

| Score Name  | Score Value | Position in the competition |
|-------------|-------------|----------------------------|
| System SRCC | 0.9294      | 9                          |
| System MSE  | 0.1298      | 10                         |
| Utterance SRCC | 0.8841   | 8                          |
| Utterance MSE | 0.2129    | 12                         |

Table 3: OOD track scores and achieved positions.

| Score Name  | Score Value | Position in competition |
|-------------|-------------|-------------------------|
| System SRCC | 0.9726      | 3                       |
| System MSE  | 0.0537      | 3                       |
| Utterance SRCC | 0.8746   | 3                       |
| Utterance MSE | 0.1887    | 3                       |

6. Summary

In this paper we presented a solution for a MOS prediction competition. We used the training (English) dataset when developing the method, but throughout the teaching process we kept in mind only to use methods that were language-independent. The performance of our method is close to the best results of the competition and performed well on the Chinese TTS samples without substantial modification. Our plan is to test the method in other languages as well. Being near or within the irreducible error region of MOS values allow the reduction of the number of time- and resource-intensive human tests during the development of TTSs. It might also introduce a new era of perceived quality approximation-based TTS and VC model development.
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