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Abstract

For a given finitely generated multiplicative subgroup of the rationals which possibly contain negative numbers, we derive, subject to GRH, formulas for the densities of primes for which the index of the reduction group has a given value. We completely classify the cases of rank one torsion groups for which the density vanishes and the set of primes for which the index of the reduction group has a given value, is finite. For higher rank groups we propose some partial results. Finally, we propose some computations of examples comparing the approximated density computed with primes up to $10^{10}$ and that predicted by the Riemann Hypothesis.

1 Introduction

Let $\Gamma \subset \mathbb{Q}^*$ be a finitely generated multiplicative subgroup. We denote by $\text{Supp} \, \Gamma$, the support of $\Gamma$, i.e. the finite set of those primes $\ell$ such that the $\ell$–adic valuation of some elements of $\Gamma$ is nonzero.

For any prime $p \notin \text{Supp} \, \Gamma$, we can define the reduction group:

$$\Gamma_p = \{ \gamma \mod p : \gamma \in \Gamma \} \subset F_p^*$$

and the prime counting function:

$$\pi_\Gamma(x, m) := \# \{ p \leq x : p \notin \text{Supp} \, \Gamma, [F_p^* : \Gamma_p] = m \}.$$ 

We also define the density (if it exists) as

$$\rho(\Gamma, m) = \lim_{x \to \infty} \frac{\pi_\Gamma(x, m)}{\pi(x)}$$

which exists under the Generalized Riemann Hypothesis and it can be expressed by the following formula (see [13], [1], [14], [7]):

$$\rho(\Gamma, m) = \sum_{k \geq 1} \frac{\mu(k)}{[\mathbb{Q}(\zeta_{mk}, \Gamma_1/mk) : \mathbb{Q}]}.$$  \hspace{1cm} (1)

Here $\zeta_d = e^{2\pi i / d}$ and $\Gamma_1/d$ denotes the set of real numbers $\alpha$ such that $\alpha^d \in \Gamma$.

If $\Gamma = \langle a \rangle$ with $a \in \mathbb{Q} \setminus \{-1, 0, 1\}$, then the density in question is the density of primes $p$ for which the index of $a$ modulo $p$ equals $m$. In the case $m = 1$, the statement that for $a$ not a perfect square, $\rho(\langle a \rangle, 1)$ exists and it is not zero, is known as the classical Artin Conjecture for primitive roots which, in 1965, was shown, by C. Hooley [2] to be a consequence of the GRH. Hooley gave a formula for $\rho(\langle a \rangle, 1)$ in terms of an euler product which is consistent with (1).
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If we write $a = \pm b^h$ with $b > 0$ not a power of a rational number, $d = \text{disc}(\mathbb{Q}(\sqrt{b}))$ and

$$F_\ell = \mathbb{Q}(\zeta_\ell, a^{1/\ell}) = \begin{cases} \ell(\ell - 1)/\gcd(h, \ell) & \text{if } \ell > 2 \text{ or } a > 0 \\ 2 & \text{if } \ell = 2 \text{ and } a < 0, \end{cases}$$

then:

$$\rho((a), 1) = \left(1 - \frac{1 - (-1)^{hd}}{2} \prod_{\ell \mid 2m} \frac{-1}{[F_\ell : \mathbb{Q}] - 1}\right) \times \prod_{\ell \mid m} \left(1 - \frac{1}{[F_\ell : \mathbb{Q}]}\right).$$

In the above and in the sequel, $\ell$ will always denote prime numbers. The case when $m \geq 1$ has been considered by various authors [9, 17, 6]. In particular (Moree [6, Corollary 2.2]), if $m$ is odd, then

$$\rho((a), m) = \left(1 - \frac{1 - (-1)^{hd}}{2} \prod_{\ell \mid 2m} \frac{-1}{[F_\ell : \mathbb{Q}] - 1}\right) \times \prod_{\ell \mid m} \left(1 + \frac{1}{\ell}\right) \times \prod_{\ell \mid m} \left(1 - \frac{1}{[F_\ell : \mathbb{Q}]}\right).$$

In the above and in the sequel, $m_\ell$ will always denote the $\ell$–part of $m$ (i.e. $m_\ell = \ell^{v_\ell(m)}$ where $v_\ell$ is the $\ell$–adic valuation). A formula for the remaining case, $m$ even, can be found in [5, Theorem 2.2].

The case when the rank of $\Gamma$ is greater than 1 was considered in [1, 7, 14, 12]. For $\Gamma \subset \mathbb{Q}^*$ finitely generated subgroup and $m \in \mathbb{N}$, we set $\Gamma(m) := \Gamma \cdot \mathbb{Q}^m/\mathbb{Q}^m$ and

$$A(\Gamma, m) = \frac{1}{\varphi(m)|\Gamma(m)|} \times \prod_{\ell \mid m} \left(1 - \frac{|\Gamma(m_\ell)|}{\ell|\Gamma(\ell m_\ell)|}\right) \times \prod_{\ell \mid m} \left(1 - \frac{1}{(\ell - 1)|\Gamma(\ell)|}\right).$$

For $\gamma \in \Gamma(m)$, $\gamma' \in \mathbb{Z}$ denotes the unique, up to sign, $m$–power free representative of $\gamma$ ($\gamma = \gamma' \cdot \mathbb{Q}^m$). The sign of $\gamma'$ is chosen to be positive if $m$ is odd or if $\gamma = \gamma' \cdot \mathbb{Q}^m \subset \mathbb{Q}^+$ and is negative otherwise. If $\alpha > 0$ and $\gamma \in \Gamma(2^\alpha)[2]$ (the 2-torsion subgroup of $\Gamma(2^\alpha)$) with $\gamma \neq \mathbb{Q}^{2^\alpha}$, then $\gamma' = \pm \gamma_0^{2^{\alpha - 1}}$ with $\gamma_0 \in \mathbb{N}, \gamma_0 > 1$ square free. We shall denote by $\delta(\gamma) = \text{disc}(\mathbb{Q}(\sqrt{\gamma_0}))$ which is easily seen to depend only on $\gamma$.

For $\Gamma \subset \mathbb{Q}^+$, we define the group:

$$\tilde{\Gamma}(m) := \{\gamma \in \Gamma(m_2)[2] : v_2(\delta(\gamma)) \leq v_2(m)\}.$$  

It is easy to check that $\tilde{\Gamma}(m)$ is a 2–group. If $\Gamma \subset \mathbb{Q}^+$, then

$$\tilde{\Gamma}(m) = \begin{cases} \{1\} & \text{if } 2 \nmid m \\ \{\gamma \in \Gamma(2) : \gamma' \equiv 1 \pmod{4}\} & \text{if } 2\mid m \\ \{\gamma \in \Gamma(4)[2] : 2 \nmid \gamma_0\} & \text{if } 4\mid m \\ \Gamma(m_2)[2] & \text{if } 8\mid m. \end{cases}$$

The group $\tilde{\Gamma}(m)$ will be defined also in the case when $\Gamma \not\subset \mathbb{Q}^+$ in [5].

Finally, we set:

$$B_{\Gamma,k} = \sum_{\gamma \in \tilde{\Gamma}(k)} \prod_{\ell \mid k} \left(\ell(\ell - 1)|\Gamma(\ell)|\right)^{-1}.$$

For the special case when $\Gamma$ contains only positive rational numbers, in [13], it was proved the following:
Theorem. Let $\Gamma \subset \mathbb{Q}^+ := \{ q \in \mathbb{Q} : q > 0 \}$ be multiplicative subgroup of rank $r$ and let $m \in \mathbb{N}$. Then

$$\rho(\Gamma, m) = A(\Gamma, m) \times \left( B_{\Gamma;m} - \frac{|\Gamma(m_2)|}{(2, m)|\Gamma(2m_2)|} B_{\Gamma,2m} \right)$$

where $A(\Gamma, m)$ is defined in (2) and $B_{\Gamma,k}$ is defined as in (6).

Note that, for $m$ odd, $B_{\Gamma,m} = 1$ and the formula above specializes to

$$\rho(\Gamma, m) = \frac{1}{\varphi(m)|\Gamma(m)|} \prod_{\ell \mid m} \left( 1 - \frac{|\Gamma(m_2)|}{\ell|\Gamma(\ell m_2)|} \right) \prod_{\ell \mid m} \left( 1 - \frac{1}{(\ell - 1)|\Gamma(\ell)|} \right) \times$$

$$\times \left( 1 + \sum_{\gamma \in \Gamma(2) \setminus (\mathbb{Q}^+ \cap \mathbb{Z})} \prod_{\ell \mid m} \left( \frac{-1}{(\ell - 1)|\Gamma(\ell)|} - 1 \right) \right)$$

which, for $m = 1$, should be compared with [7, 4.6. Theorem]. Furthermore, one can check that the formula in the above result from [14] coincides with that of Moree’s [6, Theorem 2.2] in the case when $\Gamma = \langle a \rangle$ with $a \in \mathbb{Q}^+$, $a \neq 1$.

The goal of this paper is to extend the above Theorem by removing the constraint that $\Gamma \subset \mathbb{Q}^+$. We prove the following:

**Theorem 1.** Let $\Gamma \subset \mathbb{Q}^*$ be multiplicative subgroup of rank $r \geq 1$ and let $m \in \mathbb{N}$. Let

$$\tilde{\Gamma}(m) = \left\{ \gamma \in \Gamma(m_2)[2] : \begin{array}{l} \text{if } \gamma \subset \mathbb{Q}^+ \text{ then } v_2(\delta(\gamma)) \leq v_2(m); \\
\text{if } \gamma \notin \mathbb{Q}^+ \text{ then } v_2(\delta(\gamma)) = v_2(m) + 1 \end{array} \right\}.$$  

Then, with $A(\Gamma, m)$ defined as in (2) and $B_{\Gamma,k}$ defined as in (6),

$$\rho(\Gamma, m) = A(\Gamma, m) \left( B_{\Gamma,m} - \frac{|\Gamma(m_2)|}{(2, m)|\Gamma(2m_2)|} B_{\Gamma,2m} \right).$$

Clearly, the definition of $\tilde{\Gamma}(m)$ in Theorem 1 reduces to the one in (4) when $\Gamma \subset \mathbb{Q}^+$. Furthermore, it is not hard to verify that:

$$\tilde{\Gamma}(m) = \begin{cases} \{1\} & \text{if } 2 \not| m; \\
\{ \gamma \in \Gamma(2) : \gamma' \equiv 1 \text{ mod } 4 \} & \text{if } 2 | m; \\
\{ \gamma \in \Gamma(4) : \text{either } \gamma' = \gamma_0^2, 2 \not| \gamma_0 \text{ or } \gamma' = -\gamma_0^2, 2 | \gamma_0 \} & \text{if } 4|m; \\
\Gamma(m_2)[2] \cap \mathbb{Q}^+ & \text{if } 8 | m. \\
\end{cases}$$  

Hence $\tilde{\Gamma}(m)$ is also a 2–group. The above identity should be compared with [5]. If $m$ is odd, then the formula for $\rho(\Gamma, m)$ in the statement of Theorem 1 simplifies to the same as in (7).

In Section 3, we specialize to the case when $\Gamma = \langle -1, a \rangle$ where $a \in \mathbb{Q}^+ \setminus \{0, 1, -1\}$ can be assumed to be positive. We deduce from Theorem 1 an explicit formulas for $\rho(\langle -1, a \rangle, m)$ which is used in Section 5 to prove the following:

**Theorem 2.** Let $a \in \mathbb{Q}^+ \setminus \{0, 1, -1\}$, write $a = a_0^k$, where $a_0 \in \mathbb{Q}^+ \not\text{ the power of any rational number and write } a_0 = a_1 a_2^2$ where $a_1 > 1$ is uniquely defined by the property to be a positive square free integer. The density $\rho(\langle -1, a \rangle, m) = 0$ if and only if one of the following two (mutually exclusive) cases is verified:

1. $3 | h, 3 \not| m, 3 | a_1, a_1 | 3m, \quad 2 \not| h, 2|m, 2 \not| a_1,$
2. $3 \nmid h, 3 \nmid m, 3 \mid a_1, a_2 \mid 3m, \quad v_2(h) < v_2(m) \neq 1.$

Furthermore, on GRH, the set \( \{ p : \mathbb{F}_p^* : (−1, a)_p = m \} \) is finite if and only if one of the above two conditions is satisfied.

Examples of pairs \((a, m)\) satisfying 1. of Theorem 2 are \((3^3, 2), (15^3, 10), \cdots \) and examples of pairs satisfying 2. are \((a, m) = (3^6, 8), (15^{12}, 40), \cdots \). A list of more values of \((a, m)\) is presented in the second table of Section 7.

Next, in Section 6 we investigate the identity

\[ \rho(\Gamma, m) = 0 \]

and the problem of determining whether

\[ \mathcal{N}_{\Gamma,m} = \{ p \notin \text{Supp}\, \Gamma, \text{ind}_p \, \Gamma = m \} \]

is finite.

If \( \Gamma = \langle g \rangle \) with \( g \in \mathbb{Q} \setminus \{0, 1, −1\} \), this problem has been solved (on GRH) by Lenstra [4, (8.9)–(8.13)] (see also [6]). In fact,

**Theorem. Lenstra [6, Theorem 4]** Let \( g \in \mathbb{Q} \setminus \{-1, 0, 1\} \) and write \( g = \pm g_0^4 \), where \( g_0 \in \mathbb{Q}^+ \) is not the power of any rational number. The density \( \rho(\langle g \rangle, m) = 0 \) if and only if we are in one of the following six (mutually exclusive) cases:

1. \( 2 \nmid m, \, \text{disc}(\mathbb{Q}(\sqrt{g})) \mid m; \)
2. \( g > 0, \, v_2(m) > v_2(h), \, 3 \mid h, \, 3 \nmid m, \, \text{disc}(\mathbb{Q}(\sqrt{−3g_0})) \mid m; \)
3. \( g < 0, \, 2 \nmid h, \, 2\|m, \, 3 \mid m, \, 3 \mid h, \, \text{disc}(\mathbb{Q}(\sqrt{3g_0})) \mid m; \)
4. \( g < 0, \, 2\|h, \, 2\|m, \, \text{disc}(\mathbb{Q}(\sqrt{2g_0})) \mid 2m; \)
5. \( g < 0, \, 2\|h, \, 4\|m, \, 3 \mid h, \, 3 \nmid m, \, \text{disc}(\mathbb{Q}(\sqrt{−6g_0})) \mid m; \)
6. \( g < 0, \, v_2(m) > 1 + v_2(h), \, 3 \mid h, \, 3 \nmid m, \, \text{disc}(\mathbb{Q}(\sqrt{−3g_0})) \mid m. \)

Furthermore, on GRH, \( \mathcal{N}(g,m) \) is finite if and only if one of the above two conditions is satisfied.

In the higher rank case, we partially generalize the above in the following way:

**Theorem 3.** Let \( \Gamma \subset \mathbb{Q}^+ \) be a non–trivial, finitely generated subgroup and let \( m \in \mathbb{N} \). Then \( \rho(\Gamma, m) = 0 \) when one of the following three conditions is satisfied:

A. \( 2 \nmid m \) and for all \( g \in \Gamma, \, \text{disc}(\mathbb{Q}(\sqrt{g})) \mid m; \)

B. \( 2 \mid m, \, 3 \nmid m, \, \Gamma(3) \) is trivial and there exists \( \gamma_1 \in \widetilde{\Gamma}(m) \) such that \( 3 \mid \delta(\gamma_1) \mid 6m. \)

C. \( 2\|m, \, |\Gamma(2)| = 2, \, \tilde{\Gamma}(2m) = \Gamma(4) \) and for all \( \gamma \in \tilde{\Gamma}(2m), \, \delta(\gamma) \mid 4m. \)

**Remark.** Regarding the last property of Theorem 3 note that \( \Gamma \) and \( m \) satisfy \( 2\|m, \) then

\[ |\Gamma(2)| = 2 \quad \text{and} \quad \tilde{\Gamma}(2m) = \Gamma(4) \]

if and only if

1. \( \Gamma(2) = \{ \mathbb{Q}^+, -\mathbb{Q}^+ \}; \)
2. the elements of \( \Gamma(4) \) are of the form \( \gamma_0^2 \mathbb{Q}^+ \) or \( -4\gamma_0^2 \mathbb{Q}^+ \) with \( \gamma_0 \in \mathbb{N} \) odd and square free;
3. \( \Gamma(4) \) contains at least one element on the second form.

In fact, if \( gQ^* \in \Gamma(2) \) with \( g \in \Gamma \) and \( |g| \) not a perfect square, then \( gQ^*4 \in \Gamma(4) \) is an element of order 4 so that \( \hat{\Gamma}(2m) \) is proper subgroup of \( \Gamma(4) \). The form of \( \hat{\Gamma}(m) \) is described in [9]. Finally, at least one of the elements has to be of the form \(-d\gamma_0^2Q^*4\), otherwise \( \Gamma(2) = \{Q^*2\} \).

The result in Theorem 3 is compatible with the result of Lenstra. In fact

**Proposition 1.** Suppose \( \Gamma = \langle g \rangle \) and \( m \in \mathbb{N} \). Then condition A. of Theorem 3 reduces to condition 1. of Lenstra’s Theorem, condition C. reduces to condition 4 and condition B. reduced to one of conditions 2, 3, 5 or 6 according to the following:

- \( 2. \) if \( g > 0 \)
- \( 3. \) if \( g < 0 \), \( v_2(m) = 1 \) and \( v_2(h) = 0 \)
- \( 5. \) if \( g < 0 \), \( v_2(m) = 2 \) and \( v_2(h) = 1 \)
- \( 6. \) if \( g < 0 \) and \( v_2(m) > v_2(h) + 1 \)

where \( g = \pm g_0^h \) with \( g_0 \neq 1 \) not the power of a rational number.

When \( \text{rank} \Gamma > 2 \), we do not know in general if \( \rho(\Gamma, m) = 0 \) implies that at least one of the conditions of Theorem 3 is satisfied. Possibly the approach due to Lenstra, Moree and Stevenhagen [5] could provide a complete characterization of the pairs \( \Gamma, m \) with \( \rho(\Gamma, m) = 0 \) also in the case when \( \Gamma \) contains some negative rational numbers. The techniques of [5] have been adapted to the context of higher rank groups by Moree and Stevenhagen in [7] where the case \( m = 1 \) is considered. On the other hand, a least in the case when \( m \) is odd, condition 1. of Theorem 3 is also necessary. In fact we have the following:

**Proposition 2.** Assume that \( 2 \nmid m \) and \( \rho(\Gamma, m) = 0 \). Then condition 1. of Theorem 3 is satisfied.

We conclude with the following:

**Proposition 3.** Assume that \( \Gamma \subset Q^* \) and \( m \) satisfy one of the three conditions of Theorem 3 then \( N_{\Gamma, m} \) is finite. Hence, on GRH, if \( 2 \nmid m \),

\[
N_{\Gamma, m} \text{ finite } \iff \forall \gamma Q^*2 \in \Gamma(2), \text{ disc}(Q(\sqrt{\gamma})) | m.
\]

### 2 The degree of Kummer extensions

In this section we are interested on determining an explicit formula for the order of the Galois group \( \text{Gal}(Q(\zeta_m, \Gamma^{1/d})/Q) = |Q(\zeta_m, \Gamma^{1/d}) : Q| \) where \( d | m, \zeta_m = e^{2\pi i/m} \) and \( \Gamma^{1/d} = \{\sqrt[d]{\alpha} \in \mathbb{R} : \alpha \in \Gamma\} \).

By the standard properties of Kummer extensions (see for example [3] Theorem 8.1)), if we denote by \( K_m = Q(\zeta_m) \) the cyclotomic field, we have that

\[
\text{Gal}(K_m(\Gamma^{1/d})/K_m) \cong \Gamma(d)/\hat{\Gamma}_{m,d}
\]  

(10)

where \( \Gamma(d) := \Gamma \cdot Q^*d/Q^*d \) and \( \hat{\Gamma}_{m,d} := (\Gamma \cdot Q^*d \cap K_m^*)/Q^*d \). Note that if \( d > 1 \) is odd, then \( K_m^*d \cap Q^* = Q^*d \), Hence

\[
\hat{\Gamma}_{m,d} \cong \prod_{\ell | d} \hat{\Gamma}_{m,d\ell} = \tilde{\Gamma}_{m,d2}.
\]

We recall that for \( \gamma \in \Gamma(d) \), \( \gamma' \in \mathbb{Z} \) denotes the unique, up to sign, \( d \)-power free representative of \( \gamma \) (\( \gamma = \gamma' \cdot Q^*d \)). The sign of \( \gamma' \) is chosen to be positive if \( d \) is odd or if \( \gamma = \gamma' \cdot Q^*d \subset Q^+ \) and is negative otherwise. Therefore

\[
\hat{\Gamma}_{m,2d} = \{\gamma \in \Gamma(2^d) : \gamma' \in \Gamma \cdot Q^*2^d \cap K_m^*2^d\}.
\]  

(11)
It was observed in [13, Corollary 1] that, for $2^\alpha \mid m$,
\[ \text{if } \Gamma \subset \mathbb{Q}^+ \text{ then } \tilde{\Gamma}_{m,2^\alpha} = \{ \gamma \in \Gamma(2^\alpha)[2] : \delta(\gamma) \mid m \}. \] (12)

In fact, if $\Gamma \subset \mathbb{Q}^+$ and $\gamma' \in \Gamma(2^\alpha)[2]$, then $\gamma' = \gamma_0^{2^{\alpha-1}}$ and $\delta(\gamma) = \text{disc } \mathbb{Q}(\sqrt[4]{\gamma_0})$.

Furthermore, if $\alpha = 0$, then $\tilde{\Gamma}_{m,1}$ is the trivial group and in [11] page 124, (24) is was proven that if $\alpha = 1$ then,
\[ \text{if } m \text{ is squarefree then } \tilde{\Gamma}_{m,2} = \{ \gamma \in \Gamma(2) : \text{disc } \mathbb{Q}(\sqrt{\gamma}) \mid m \text{ and disc } \mathbb{Q}(\sqrt{\gamma}) \equiv 1(\text{mod } 4) \}. \] (13)

Note that for $4 \nmid m$, the condition $\text{disc } \mathbb{Q}(\sqrt{\gamma}) \equiv 1(\text{mod } 4)$ above is irrelevant as it is implied by the condition that $\text{disc } \mathbb{Q}(\sqrt{\gamma}) \mid m$. Hence, for $m$ square free, the formula in (13) and that in (12) coincide.

Our first task is to extend the above formula for $\tilde{\Gamma}_{m,2}$ in the case when $m$ is not necessarily squarefree.

**Proposition 4.** Let $\Gamma \subset \mathbb{Q}^*$ be a finitely generated subgroup, let $m \in \mathbb{N}$ be even. Then
\[ \tilde{\Gamma}_{m,2} = \{ \gamma \in \Gamma(2) : \text{disc } \mathbb{Q}(\sqrt{\gamma}) \mid m \} \]

Although the proof of the Proposition is the same as the proof of Corollary 1 in [13], we add it here for completeness.

**Proof of the Proposition.** Let us start from the definition if [11]:
\[ \tilde{\Gamma}_{m,2} := \{ \gamma \in \Gamma(2) : \gamma' \in \Gamma \cdot \mathbb{Q}^{*2} \cap K^{*2}_m \}, \]
where $K_m = \mathbb{Q}(\zeta_m)$. If $\gamma' \in \Gamma \cdot \mathbb{Q}^{*2}$ is a squarefree integer, then $\gamma' \in K^{*2}_m$ if and only if $\sqrt{\gamma'} \in K^{*}_m$ and this happens if and only if $\text{disc } \mathbb{Q}(\sqrt{\gamma'}) \mid m$ (see for example Weiss [18, page 264]). This completes the proof.

We have the general

**Lemma 1.** Let $\Gamma \subset \mathbb{Q}^*$ be a finitely generated group. Let $m \in \mathbb{N}$ and let $\alpha \in \mathbb{N}$, $\alpha \neq 0$ be such that $2^\alpha \mid m$. Finally set
\[ \tilde{\Gamma}_{m,2^\alpha}^+ = \{ \gamma \in \Gamma(2^\alpha)[2] : \gamma \subset \mathbb{Q}^+, \delta(\gamma) \mid m \} \]
and
\[ \tilde{\Gamma}_{m,2^\alpha}^- = \left\{ \begin{array}{ll} \{ \gamma \in \Gamma(2^\alpha)[2] : \gamma \subset \mathbb{Q}^+, \delta(\gamma) \mid m \} & \text{if } 2^{\alpha+1} \mid m \\ \{ \gamma \in \Gamma(2^\alpha)[2] : \gamma \nsubseteq \mathbb{Q}^+, \delta(\gamma) \mid 2m \text{ but } \delta(\gamma) \nmid m \} & \text{if } 2^\alpha \mid m \end{array} \right. \]
where, if $\gamma' = \pm \gamma_0^{2^{\alpha-1}}$, $\delta(\gamma) := \text{disc } \mathbb{Q}(\sqrt[4]{\gamma_0})$. Then
\[ \tilde{\Gamma}_{m,2^\alpha} = \tilde{\Gamma}_{m,2^\alpha}^+ \cup \tilde{\Gamma}_{m,2^\alpha}^- . \]

The proof is, in spirit, the same as the proof of [16, Lemma 4].

**Proof.** We start from the definition:
\[ \tilde{\Gamma}_{m,2^\alpha} = \{ \gamma \in \Gamma(2^\alpha) : \gamma' \in \Gamma \cdot \mathbb{Q}^{*2^\alpha} \cap K^{*2^\alpha}_m \}. \]

Suppose first $\gamma = \gamma'(\mathbb{Q}^{*2^\alpha} \subset \mathbb{Q}^+$ with $\gamma' \in \mathbb{N}$, $2^\alpha$–power free and that $\sqrt[4]{\gamma'} \in \mathbb{Q}(\zeta_m)$. Then $\mathbb{Q}(\sqrt[4]{\gamma'})$ is a Galois, real, extension of $\mathbb{Q}$ and this can only happen if its degree over $\mathbb{Q}$ is at most 2. Hence $\gamma' = \gamma_0^{2^{\alpha-1}}$ for some square free $\gamma_0 \in \mathbb{N}$ so that $\delta(\gamma) = \text{disc } \mathbb{Q}(\sqrt[4]{\gamma_0}) \mid m$ and $\gamma \in \Gamma(2^\alpha)[2]$. Hence $\gamma \in \tilde{\Gamma}_{m,2^\alpha}^+$.
Next suppose that \( \gamma = \gamma' \mathcal{Q}^{2^a} \notin \mathcal{Q}^+ \), \( \gamma' \in \mathbb{Z} \) and \( \gamma' < 0 \). The condition \( \gamma' \in K_m^{2^a} \) implies that 
\( \gamma'^2 \in K_m^{2^{a+1}} \) is positive. Therefore, by the argument above, \( \gamma'^2 = \gamma_0^{2^a} \) for some square free \( \gamma_0 \in \mathbb{N} \). Finally \( \gamma' = -\gamma_0^{2^a-1} \in K_m^{2^a} \).

From this property we deduce that
\[
\sqrt[2a]{\gamma'} = \varepsilon \sqrt[2a]{\gamma_0} \in K_m
\]
for some primitive \( 2^{a+1} \)-root of unity \( \varepsilon \). We need to distinguish two cases: \( 2^{a+1} \mid m \) or \( 2^a \| m \).

If \( 2^{a+1} \mid m \), \( \varepsilon \in K_m \). So \( \sqrt[2a]{\gamma_0} \in K_m \) which is equivalent to \( \delta(\gamma) \mid m \).

If \( 2^a \| m \), \( \varepsilon \in K_{2m} \setminus K_m \), \( \sqrt[2a]{\gamma_0} \in K_{2m} \setminus K_m \) which is equivalent to \( \delta(\gamma) \mid 2m \) but \( \delta(\gamma) \nmid m \).

This discussion proves that
\[
\tilde{\Gamma}_{m,2a} \subseteq \tilde{\Gamma}_{m,2a}^+ \cup \tilde{\Gamma}_{m,2a}^-.
\]

Viceversa, suppose that \( \gamma \in \tilde{\Gamma}_{m,2a}^+ \cup \tilde{\Gamma}_{m,2a}^- \) and that \( \gamma \neq \mathcal{Q}^{2^a} \). Then \( \gamma = \pm \gamma_0^{2^a-1} \mathcal{Q}^{2^a} \) and the condition \( \delta(\gamma) = \text{disc}(\sqrt{\gamma_0}) \mid m \) is equivalent to \( \sqrt{\gamma_0} \in K_m \).

Finally, if \( \gamma \in \tilde{\Gamma}_{m,2a}^+ \), \( \gamma' = \gamma_0^{2a-1} = \left(\sqrt{\gamma_0}\right)^{2^a} \in K_m^{2^{a+1}} \) and hence \( \gamma' \in \mathcal{Q}^{2^a} \cap K_m^{2^{a+1}} \) so that
\[
\tilde{\Gamma}_{m,2a}^+ \subseteq \tilde{\Gamma}_{m,2a}^+ \cap \tilde{\Gamma}_{m,2a}^- \subseteq \tilde{\Gamma}_{m,2a}^+ \cap \tilde{\Gamma}_{m,2a}^-.
\]

If \( 2^{a+1} \mid m \), then \( \varepsilon \in K_m \) and hence \( \gamma' \in \Gamma \cdot \mathcal{Q}^{2^a} \cap K_m^{2^{a+1}} \) so that \( \tilde{\Gamma}_{m,2a}^- \subseteq \tilde{\Gamma}_{m,2a}^- \).

Suppose \( 2^a \| m \). If \( \gamma \in \tilde{\Gamma}_{m,2a}^+ \), then \( \gamma' = -\gamma_0^{2a-1} \) and \( \gamma'^2 = \gamma_0^{2a} = (\sqrt{-\gamma_0})^{2^{a+1}} \in K_m^{2^{a+1}} \) since the condition \( \delta(\gamma) \mid 2m \) but \( \delta(\gamma) \nmid m \) implies that \( \sqrt{\gamma_0} \notin K_m^+ \). Therefore either \( \gamma' \in K_m^{2^a} \) or \( -\gamma' \in K_m^{2^a} \).

If it was that \( \gamma' = \gamma_0^{2a-1} \in K_m^{2^a} \) we would deduce that \( \sqrt{\gamma_0} \in K_m^+ \) and this would contradict \( \delta(\gamma) \nmid m \). Finally \( \gamma' \in \Gamma \cdot \mathcal{Q}^{2^a} \cap K_m^{2^a} \) so that \( \tilde{\Gamma}_{m,2a}^- \subseteq \tilde{\Gamma}_{m,2a}^- \).

**Remark.** Let \( \gamma_0 \in \mathbb{N} \) be square free and suppose that \( 2 \| m \). Then the condition \( \text{disc}(\mathcal{Q}(\sqrt{-\gamma_0})) \mid m \) is equivalent to \( \text{disc}(\mathcal{Q}(\sqrt{\gamma_0})) \mid 2m \) and \( \text{disc}(\mathcal{Q}(\sqrt{\gamma_0})) \nmid m \). In fact with the given assumption on \( \gamma_0 \) and \( m \), \( \text{disc}(\mathcal{Q}(\sqrt{-\gamma_0})) \mid m \) if and only if \( \gamma_0 \equiv 3 \mod 4 \) and \( \gamma_0 \mid m/2 \) so that \( \text{disc}(\mathcal{Q}(\sqrt{\gamma_0})) = 4\gamma_0 \mid 2m \) and \( \text{disc}(\mathcal{Q}(\sqrt{\gamma_0})) = 4\gamma_0 \nmid m \). This explains why the formula in Lemma \( \ref{lemma} \) reduces to the one in Proposition \( \ref{prop} \) in the case when \( \alpha = 1 \).

### 3 Proof of Theorem \( \ref{thm} \)

Let us start by writing \( m = 2^{v_2(m)}n \) with \( 2 \nmid n \) and note that

\[
\rho(\Gamma, m) = \frac{\sum_{k \geq 1} \mu(k)}{\mathcal{Q}(\zeta_{mk}, \Gamma/km) : \mathcal{Q}} = \frac{\sum_{k \geq 1} \mu(k)\left|\tilde{\Gamma}_{mk,2^{a+1}}\right|}{\varphi(mk)|\Gamma(mk)|} = \frac{\sum_{\alpha=0}^\infty \mu(2^a)\left|\varphi(2^{a+1}m)|\Gamma(2^{a+1}m)\right|}{\varphi(2^a)|\Gamma(2^a)|} \times \left(\frac{\sum_{\alpha=v_2(m)} \mu(k)\left|\tilde{\Gamma}_{2^{a+1}mk,2^{a+1}mk}\right|}{\varphi(nk)|\Gamma(nk)|} + \frac{\sum_{\alpha\neq v_2(m)} \mu(k)\left|\tilde{\Gamma}_{2^{a+1}mk,2^{a+1}mk}\right|}{\varphi(nk)|\Gamma(nk)|}\right) = \frac{\sum_{\alpha=v_2(m)} \mu(2^{a+1}m)\left|\varphi(2^{a+1}m)|\Gamma(2^{a+1})\right|}{\varphi(2^a)|\Gamma(2^a)|} \times \left(\frac{\sum_{\gamma \in \Gamma(2^{a+1})} \mu(k)\left|\varphi(\gamma)|\Gamma(nk)|\right|}{\gamma \in \mathcal{Q}^+} \right) + \frac{\sum_{\gamma \in \Gamma(2^{a+1})} \mu(k)\left|\varphi(\gamma)|\Gamma(nk)|\right|}{\gamma \notin \mathcal{Q}^+} \right)\right).
\]
Lemma 2. Suppose that $\delta$ is a squarefree odd integer, that $n$ is an odd integer and set:

$$A_{\Gamma,n} = \frac{1}{\varphi(n)|\Gamma(n)|} \times \prod_{\ell \mid n} \left( 1 - \frac{|\Gamma(n_{\ell})|}{\ell|\Gamma(\ell n_{\ell})|} \right) \times \prod_{\ell > 2} \left( 1 - \frac{1}{(\ell - 1)|\Gamma(\ell)|} \right).$$

Then the following identity holds

$$\sum_{k \geq 1, 2|k \atop \delta \mid kn} \frac{\mu(k)}{\varphi(nk) |\Gamma(nk)|} = A_{\Gamma,n} \prod_{\ell \mid n} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1}.$$

Proof. Observe that $\delta \mid kn$ if and only if $d := \delta / \gcd(\delta, n) \mid k$. If we write $k = dt$, then $\gcd(d, n) = \gcd(d, t) = 1$, so that $\varphi(ndt) |\Gamma(ndt)| = \varphi(d) |\Gamma(d)| \times \varphi(nt) |\Gamma(nt)|$ and

$$\sum_{k \geq 1, 2|k \atop \delta \mid kn} \frac{\mu(k)}{\varphi(nk) |\Gamma(nk)|} = \sum_{t \geq 1, \gcd(t, 2d) = 1} \frac{\mu(dt)}{\varphi(nt) |\Gamma(nt)|} = \frac{1}{\varphi(n)|\Gamma(n)|} \times \frac{\mu(d)}{\varphi(d)|\Gamma(d)|} \times \sum_{t \geq 1, \gcd(t, 2d) = 1} \frac{\mu(t)\varphi(t, n) |\Gamma(n)|}{\varphi(t, n) \gcd(t, n) \varphi(t)|\Gamma(nt)|},$$

where we used the identity $\varphi(tn) = \varphi(t)\varphi(n) \gcd(t, n) / \varphi(\gcd(t, n))$. Since $|\Gamma(n)| / |\Gamma(n)|$ is a multiplicative function of $t$, the above equals:

$$= \frac{1}{\varphi(n)|\Gamma(n)|} \times \frac{\mu(d)}{\varphi(d)|\Gamma(d)|} \times \prod_{\ell \mid d, \ell \mid n} \left( 1 - \frac{1}{(\ell - 1)|\Gamma(\ell)|} \right)^{-1} = A_{\Gamma,n} \times \frac{\mu(d)}{\varphi(d)|\Gamma(d)|} \times \prod_{\ell \mid d, \ell \geq 2} \left( 1 - \frac{1}{(\ell - 1)|\Gamma(\ell)|} \right)^{-1}.$$

From Lemma 2, we deduce that

$$\rho(\Gamma, m) = A_{\Gamma,n} \sum_{v_2(m) \leq \alpha \leq v_2(m) + 1} \frac{\mu(2^{\alpha - v_2(m)})}{\varphi(2^{\alpha}) |\Gamma(2^{\alpha})|} \times \left( \sum_{\gamma \in \Gamma^2 \cap \mathbb{Z}} \prod_{\ell \mid \delta(\gamma)} \frac{-1}{(\ell - 1)|\Gamma(\ell)|} - 1 \right) \prod_{\gamma \in \Gamma^2 \cap \mathbb{Z}^+} \left( \sum_{\ell \mid \delta(\gamma) \leq \alpha} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1} \right) = A_{\Gamma,n} \times \left( B_{\Gamma,m} - \frac{|\Gamma(m_2)|}{(2, m)|\Gamma(2m_2)|} B_{\Gamma,2m} \right).$$
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where
\[
B_{\Gamma,m} = \sum_{\gamma \in \Gamma(m)} \prod_{\ell|2m} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1}
\]

and
\[
\hat{\Gamma}(m) = \left\{ \gamma \in \Gamma(m_2)[2] : \begin{array}{ll}
\text{if } \gamma \subseteq \mathbb{Q}^+ & \text{then } v_2(\delta(\gamma)) \leq v_2(m); \\
\text{if } \gamma \not\subseteq \mathbb{Q}^+ & \text{then } v_2(\delta(\gamma)) = v_2(m) + 1
\end{array} \right\}.
\]

Note that in the product in (14), the position \(\ell \nmid 2m\) is equivalent to \(\ell \nmid m\). In fact, when \(m\) is odd, then necessarily, for \(\gamma \in \hat{\Gamma}(m)\), \(\delta(\gamma)\) is also odd.

4 \ The case \(\Gamma = \langle -1, a \rangle\) with \(a \in \mathbb{Q}^+ \setminus \{0, 1\}\)

In this section we consider the special case when \(\Gamma = \langle -1, a \rangle\) with \(a \in \mathbb{Q}^+ \setminus \{0, 1, -1\}\). The rank of \(\Gamma\) is 1 and we write \(a = a_0^h\) with \(a_0 \in \mathbb{Q}^+\) not a perfect power of a rational number. Further we write \(a_0 = a_1 a_2^\prime\) where \(a_1, a_2 \in \mathbb{Q}^+\) are uniquely defined by the property that \(a_1 \in \mathbb{N}, a_1 > 1\) is square free. We have the following:

**Theorem 4.** With the above notation, let \(A = \prod_{\ell} \left(1 - \frac{1}{\ell - \frac{1}{x}}\right) = 0.373955813619202288054\ldots\) be the Artin Constant,

\[
\rho(\langle -1, a \rangle, m) = \frac{(m, h)}{2m^2} \prod_{\ell|2m} \frac{\ell^2 - \ell}{\ell^2 - \ell - 1} \prod_{\ell|h} \frac{\ell^2 - 2\ell}{\ell^2 - \ell - 1} \prod_{\ell|2m} \frac{\ell + 1}{\ell} \left(1 + \tau_{a,m} \prod_{\ell|a} \frac{\ell (\ell - h)}{\ell^2 - \ell - (\ell - h)}\right) A
\]

where
\[
\tau_{a,m} = \begin{cases} 
0 & \text{if } v_2(h) > v_2(m), \text{ or } v_2(h) = v_2(m) = 0 \text{ and } 2 \mid ha_1; \\\n-\frac{1}{3} & \text{if } v_2(h) = v_2(m) = 0 \text{ and } 2 \nmid ha_1, \text{ or } v_2(h) = v_2(m) > 0, \text{ or } v_2(h) < v_2(m) = 1 \text{ and } 2 \mid ha_1; \\\n1 & \text{if } v_2(h) < v_2(m) = 1 \text{ and } 2 \nmid ha_1, \text{ or } v_2(h) < v_2(m) \neq 1.
\end{cases}
\]

**Proof.** For \(m \in \mathbb{N}\) (see [14] equation (5) page 6) we have that,

\[
|\langle -1, a \rangle(m)| = |\langle -1, a_0^h \rangle \mathbb{Q}^m / \mathbb{Q}^{m^*}| = \frac{(2, m)m}{(m, h)}.
\]

Hence \(A_{\langle -1, a \rangle, m}\), as in Theorem 3 equals

\[
\frac{(m, h)}{(m, 2) \varphi(m^2)} \times \prod_{\ell|2m} \left(1 - \frac{1}{(\ell - 1)\ell}\right) \times \prod_{\ell|2m} \left(1 - \frac{1}{\ell - 1}\right) \times \prod_{\ell|2m} \left(1 - \frac{1}{\ell}\right) \times \prod_{\ell|2m} \left(1 - \frac{1}{\ell^2}\right).
\]
We recall that
\[ (-1, a)(m) = \begin{cases} 
\{1\} & \text{if } 2 \nmid m; \\
\{\gamma \in \Gamma(2) : \gamma' \equiv 1 \mod 4\} & \text{if } 2|\!|m; \\
\{\gamma \in \Gamma(4) : \text{either } \gamma' = \gamma_0^2, 2 \nmid \gamma_0 \text{ or } \gamma' = -\gamma_0^2, 2 | \gamma\} & \text{if } 4|\!|m; \\
\Gamma(m_2)[2] \cap \mathbb{Q}^+ & \text{if } 8 | m. 
\end{cases} \]

Furthermore, if \( \alpha \in \mathbb{N} \), then
\[ (-1, a)(2^\alpha)[2] = \begin{cases} 
\{Q^{2^\alpha}, -Q^{2^\alpha}, a_1^{2^\alpha - 1}Q^{2^\alpha}, -a_1^{2^\alpha - 1}Q^{2^\alpha}\} & \text{if } v_2(h) < \alpha \\
\{Q^{2^\alpha}, -Q^{2^\alpha}\} & \text{if } v_2(h) \geq \alpha. 
\end{cases} \]

Therefore, if \( v_2(m) = 1 \)
\[ (-1, a)(m) = \begin{cases} 
\{Q^2\} & \text{if } 2 | ha_1; \\
\{Q^2, \left(\frac{-1}{a_1}\right) a_1Q^2\} & 2 \nmid ha_1
\end{cases} \]

if \( v_2(m) = 2 \)
\[ (-1, a)(m) = \begin{cases} 
\{Q^4\} & \text{if } 4 | h; \\
\{Q^4, a_1^2Q^4\} & \text{if } 2 \nmid a_1 \text{ and } 4 \nmid h; \\
\{Q^4, -a_1^2Q^4\} & \text{if } 2 | a_1 \text{ and } 4 \nmid h
\end{cases} \]

and if \( \alpha = v_2(m) \geq 3 \),
\[ (-1, a)(m) = \begin{cases} 
\{Q^{2^\alpha}\} & \text{if } v_2(h) \geq v_2(m) \\
\{Q^{2^\alpha}, a_1^{2^{\alpha - 1}}Q^{2^\alpha}\} & \text{if } v_2(h) < v_2(m). 
\end{cases} \]

From this, we deduce that
\[ B_{(-1, a),m} = \sum_{\gamma \in (-1, a)(m)} \prod_{\ell \mid (\gamma)} \frac{-1}{(\ell - 1)|(-1, a)(\ell)| - 1} = 1 + \varepsilon_{m,a} \prod_{\ell | a_1 \ell \mid 2m} \frac{-1}{(\ell - 2) - (\ell, h)} \]

where
\[ \varepsilon_{m,a} = \begin{cases} 
0 & \text{if } v_2(m) \leq v_2(h); \\
0 & \text{if } 2|\!|m \text{ and } 2 | ha_1; \\
1 & \text{otherwise.} 
\end{cases} \]

Therefore
\[ B_{(-1, a),m} = \frac{\langle -1, a \rangle(m_2)}{(2, m_2)\langle -1, a \rangle(2m_2)} B_{(-1, a),2m} = \left(1 - \frac{\gcd(h, 2m_2)}{4\gcd(h, m_2)}\right) \left(1 + \prod_{\ell | a_1 \ell \mid 2m} \frac{-1}{(\ell - 2) - (\ell, h)} \times \frac{\varepsilon_{m,a} - \frac{\gcd(h, 2m_2)}{4\gcd(h, m_2)}\varepsilon_{2m,a}}{1 - \frac{\gcd(h, 2m_2)}{4\gcd(h, m_2)}} \right). \]
Finally

$$
\tau_{m,a} = \varepsilon_{m,a} - \frac{\gcd(h,2m_2)\varepsilon_{m,a}}{1 - \frac{\gcd(h,2m_2)}{4\gcd(h,m_2)}} = \begin{cases} 
0 & \text{if } v_2(m) < v_2(h); \\
-\frac{\varepsilon_{m,a}}{3} & \text{if } v_2(m) = v_2(h) \\
\frac{4\varepsilon_{m,a} - \varepsilon_{m,a} - 2m_2}{3} & \text{if } v_2(m) > v_2(h);
\end{cases}
$$

$$
= \begin{cases} 
0 & \text{if } v_2(h) > v_2(m), \text{ or } v_2(h) = v_2(m) = 0 \text{ and } 2 \mid ha_1; \\
-\frac{1}{3} & \text{if } v_2(h) = v_2(m) = 0 \text{ and } 2 \nmid ha_1, \text{ or } v_2(h) = v_2(m) > 0, \text{ or } v_2(h) < v_2(m) = 1 \text{ and } 2 \mid ha_1; \\
1 & \text{if } v_2(h) < v_2(m) = 1 \text{ and } 2 \nmid ha_1, \text{ or } v_2(h) < v_2(m) \neq 1;
\end{cases}
$$

and this concludes the proof. \qed

5 The vanishing of $\rho(\langle -1, a \rangle, m)$ and the proof of Theorem 2

In this section we consider the equation:

$$
\rho(\langle -1, a \rangle, m) = 0.
$$

In virtue of Theorem 4 and on the easy to deduce fact that for every $a \in \mathbb{Q}^+ \setminus \{0, 1\}$ and $m \in \mathbb{N}$, in order to have $\rho(\langle -1, a \rangle, m) = 0$, we have to consider the identity:

$$
C_{a,m} = 1 + \tau_{a,m} \prod_{\ell \mid a_1, \ell \nmid 2m} \frac{-(\ell, h)}{\ell^2 - \ell - (\ell, h)} = 0.
$$

It is easy to check that, for $\ell$ odd,

$$
\frac{(\ell, h)}{\ell^2 - \ell - (\ell, h)} \leq 1
$$

and the equality holds if and only if $\ell = 3 \mid h$. Hence the equation $C_{a,m} = 0$ is equivalent to: $\tau_{a,m} = 1$, $3 \mid h$ and 3 is the only odd prime that divides $a_1$ but it does not divide $m$. This happens exactly in one the following cases:

$$
3 \mid h, 3 \nmid m, 3 \mid a_1, a_1 \mid 3m, \quad 2 \nmid h, 2 \| m, 2 \nmid a_1,
$$

or

$$
3 \mid h, 3 \nmid m, 3 \mid a_1, a_1 \mid 3m, \quad v_2(h) < v_2(m) \neq 1.
$$

Proof of Theorem 2. From the above discussion, it is clear that $\rho(-1,a,m) = 0$ is satisfied if and only if one the the above properties are satisfied. In all other cases $\rho(-1,a,m) \neq 0$. So, on GRH by [14, Theorem 1], there are infinitely primes $p$ such that $[\mathbb{F}_p^* : \langle -1, a \rangle_p] = m$.

Suppose next that $a, m$ are such

$$
3 \mid h, 3 \nmid m, 3 \mid a_1, a_1 \mid 3m \text{ and } 2 \mid m
$$

and let \( p \) be a prime such that \( [\mathbb{F}_p^* : \langle -1, a \rangle_p] = m \). From the fact that \( 2 \mid [\mathbb{F}_p^* : \langle -1, a \rangle_p] \) we deduce that \(-1\) and \( a \) are squares in \( \mathbb{F}_p^* \) and that \( p \equiv 1 \mod 2m \). Furthermore, if \( \ell > 3 \) is any other prime that divides \( a_1 \). Then \( \ell \mid m \mid p - 1 \). So, by quadratic reciprocity,

\[
\left( \frac{\ell}{p} \right) = \frac{p}{\ell} = \left( \frac{1}{\ell} \right) = 1.
\]

If the first of the properties in the statement of Theorem \( \ref{thm:2} \) is satisfied, then, since \( 2 \nmid h \), also \( a_1 \) is a square in \( \mathbb{F}_p^* \). The property that \( 2 \nmid a_1 \) implies that every \( \ell \mid a_1 \) has \( \left( \frac{\ell}{p} \right) = 1 \). Thus

\[
\left( \frac{-3}{p} \right) = \left( \frac{-1}{p} \right) \left( \frac{3}{p} \right) = \left( \frac{3}{p} \right) \prod_{\ell | a_1, \ell \neq 3} \left( \frac{\ell}{p} \right) = \left( \frac{a_1}{p} \right) = 1.
\]

This implies that \( p \equiv 1 \mod 3 \). Hence both \(-1\) and \( a \) are cubes in \( \mathbb{F}_p^3 \) which implies that \( 3 \mid m \) and this is a contradiction.

In the case when \( a, m \) are such that the second properties in the statement of Theorem \( \ref{thm:2} \) is satisfied we let \( p \) be a prime such that \( [\mathbb{F}_p^* : \langle -1, a \rangle_p] = m \). Then, since \( v_2(h) < v_2(m) \) and \( m \mid p - 1 \),

\[
\left( \frac{a_1}{p} \right) = \left( \frac{a_0}{p} \right)^{h/2} \equiv a_0^{h/2} \equiv \frac{p-1}{2^{p-2}} \equiv a_p^{p-1} m/2^{2h+1} \equiv 1 \mod p.
\]

So that again \( a_1 \) is a square modulo \( p \). Furthermore, since \( v_2(m) \geq 2 \) and \( p \equiv 1 \mod 2m \), then \( 8 \mid p - 1 \). Thus

\[
\left( \frac{2}{p} \right) = 1
\]

Finally, a similar argument as above shows that \( \left( \frac{-3}{p} \right) = 1 \) and \( 3 \mid p - 1 \). Again both \(-1\) and \( a \) are cubes in \( \mathbb{F}_p^3 \) which implies that \( 3 \mid m \) and this is a contradiction.

\[
\square
\]

6 The vanishing of \( \rho(\Gamma, m) \)

Proof of Theorem \( \ref{thm:3} \) We start from the identity

\[
\rho(\Gamma, m) = A(\Gamma, m) \left( B_{\Gamma,m} - \frac{|\Gamma(m_2)|}{(2, m)|\Gamma(2m_2)|} B_{\Gamma,2m} \right).
\]

It is easy to check, by the definition in \( \ref{def:3} \), that \( A(\Gamma, m) \neq 0 \) for all \( m \) and all \( \Gamma \). So, the equation \( \rho(\Gamma, m) = 0 \) is equivalent to

\[
B_{\Gamma,m} = \frac{|\Gamma(m_2)|}{(2, m)|\Gamma(2m_2)|} B_{\Gamma,2m}.
\] \hspace{1cm} (17)

1. If \( 2 \nmid m \), then \( B_{\Gamma,m} = 1 \) and \( |\Gamma(m_2)| = 1 \). So the identity in (17) specializes to

\[
|\Gamma(2)| = B_{\Gamma,2m} = \sum_{\gamma \in \Gamma(2m)} \prod_{\ell | 2m} \left( \frac{-1}{\ell - 1} \right) \frac{1}{|\Gamma(\ell)|} - 1.
\] \hspace{1cm} (18)

Note that the hypothesis that \( \text{disc}(\mathbb{Q}(\sqrt{g})) \mid m \) for all \( g \in \Gamma \), we deduce that \( \text{disc}(\mathbb{Q}(\sqrt{g})) = \delta(gQ^*)^2 \equiv 1 \mod 4 \). Hence each of the products in (18) is empty. Finally \( \Gamma(2) = \tilde{\Gamma}(2m) \) so that the identity in (18) is satisfied.
2. Next assume that the condition in 2. is satisfied. We claim that $B_{\Gamma,m} = B_{\Gamma,2m} = 0$ which implies that (17) is an identity. Observe that, if $\gamma_1 \in \Gamma(m)$ is as in the statement, then

$$\prod_{\ell \mid (\delta(\gamma_1), \ell^{2m})} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1} = \frac{-1}{2|\Gamma(3)| - 1} = -1.$$ 

Therefore, since $\Gamma(m)$ is a group, $3 \nmid m$ and $3 \mid \delta(\gamma_1 \gamma)$ if and only of $3 \mid \delta(\gamma)$,

$$B_{\Gamma,m} = - \sum_{\gamma \in \Gamma(m)} \prod_{\ell \mid (\delta(\gamma), \ell^{2m})} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1} = -B_{\Gamma,m}$$

which immediately implies that $B_{\Gamma,m} = 0$. We observe that, if $\gamma_1 = -\gamma_0^{m_2/2}Q^{m_2}$, then $\gamma_2 = \gamma_0^{m_2}Q^{*2m_2} \in \Gamma(2m_2)$ since it satisfies $\delta(\gamma_1) = \delta(\gamma_2)$ and $v_2(\gamma_2) \leq v_2(2m)$. So, by the same argument, we deduce that $B_{\Gamma,2m} = 0$.

3. By the remark after the statement Theorem 3, the third condition implies that $B_{\Gamma,m} = 1$ and $|\Gamma(m_2)| = 2$. So, identity (17) reduces to $B_{\Gamma,2m} = |\Gamma(2m_2)|$. The hypothesis that $\Gamma(4) = \Gamma(2m)$ and that, for every $\gamma \in \Gamma(2m)$, $\delta(\gamma) \mid 4m$, implies that

$$\prod_{\ell \mid (\delta(\gamma), \ell^{2m})} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1} = 1$$

so that $B_{\Gamma,2m} = |\Gamma(2m)|$ and identity (17) is satisfied.

Proof of Proposition 4. If $\Gamma = \langle g \rangle$, then $3 \mid h$ if and only if $\Gamma(3)$ is trivial and that $v_2(h)$ is the largest $\alpha$ such that $\Gamma(2^n)$ is trivial. To analyze precisely the special case when $\Gamma = \langle g \rangle$, $g = \pm g_0^h$ with $g_0 \neq 1$ not the power of a rational number, we observe that $\#\Gamma(m) = m/\gcd(m,h)$ and

$$\Gamma(m)[2] = \begin{cases} \{Q^{s_{m_2}}, g_0^{m_2/2}Q^{*m_2} \} & \text{if } g > 0 \text{ and } v_2(m) > v_2(h), \text{ or } \\
\{Q^{s_{m_2}}, -g_0^{m_2/2}Q^{*m_2} \} & \text{if } g < 0 \text{ and } v_2(m) > v_2(h) + 1; \\
\{Q^{s_{m_2}}, -Q^{*m_2} \} & \text{if } g < 0 \text{ and } v_2(m) = v_2(h) + 1; \\
\{Q^{s_{m_2}} \} & \text{if } g > 0 \text{ and } v_2(m) = v_2(h); \\
\{Q^{s_{m_2}} \} & \text{if } g < 0 \text{ and } v_2(m) = v_2(h); \\
\{Q^{s_{m_2}} \} & \text{if } v_2(m) < v_2(h). \end{cases}$$

A. If $2 \nmid m$ and for all $\gamma \in \Gamma, \text{disc}(Q(\sqrt{7})) \mid m$, then, in particular disc$(\mathbb{Q}(\sqrt{g}) \mid m$ which is the first property in Lenstra’s Theorem.

B. If $3 \mid \delta(g) \mid 6m$, $v_2(\delta(g)) \leq v_2(m) + 1$. Thus

$$\Gamma(m) = \begin{cases} \{Q^{s_{m_2}}, g_0^{m_2/2}Q^{*m_2} \} & \text{if } g > 0, v_2(\delta(g)) \leq v_2(m) \text{ and } v_2(m) > v_2(h), \text{ or } \\
\{Q^{s_{m_2}}, -g_0^{m_2/2}Q^{*m_2} \} & \text{if } g < 0, v_2(\delta(g)) \leq v_2(m) \text{ and } v_2(m) > v_2(h) + 1; \\
\{Q^{s_{m_2}} \} & \text{if } g < 0 \text{ and } v_2(\delta(g)) - 1 = v_2(m) = v_2(h) + 1; \end{cases}$$

(19) otherwise.
Note that, in order for \( v_2(\delta(g)) - 1 = v_2(m) \), necessarily \( v_2(m) = 1 \) of \( v_2(m) = 2 \) and in the latter case \( 2 \mid g_0 \). The condition \( 3 \mid \delta(g) \mid 6m \) which implies:

\[
\begin{align*}
\text{disc}(\mathbb{Q}(\sqrt{-3g_0})) & \mid m & \text{in the first case of (19)}; \\
\text{disc}(\mathbb{Q}(\sqrt{3g_0})) & \mid m & \text{in the second case of (19), with } v_2(m) = 1; \\
\text{disc}(\mathbb{Q}(\sqrt{-6g_0})) & \mid m & \text{in the second case of (19), with } v_2(m) = 2.
\end{align*}
\]

We conclude that the second case of Theorem 3 specializes, in the case \( \Gamma = \langle g \rangle \), to following cases of the Theorem of Lenstra.

| \( g > 0 \) | \( g < 0, v_2(m) = 1 \) and \( v_2(h) = 0 \) | \( g < 0, v_2(m) = 2 \) and \( v_2(h) = 1 \) | \( g < 0 \) and \( v_2(m) > v_2(h) + 1 \) |
|---|---|---|---|
|\( 2. \)| \( 3. \)| \( 5. \)| \( 6. \)|

C. The third property in the above statement means that every element \( \gamma \in \tilde{\Gamma}(4) \) is either of the form \( \gamma_0^2\mathbb{Q}^{*4} \) or \( -4\gamma_0^2\mathbb{Q}^{*4} \) with \( \gamma_0 \mid m \) odd and square free and at least one of them is of the second form. Hence, necessarily, \( g = -g_0^2 \) with \( g_0 \) even, not a fourth power and \( v_2(g_0) \) odd. This implies that \( 2\|h \) and that \( \text{disc}(\mathbb{Q}(\sqrt{2g_0})) \mid 2m \).

\[ \blacksquare \]

**Proof of Proposition 3.** Assume that \( 2 \nmid m \) and \( \rho(\Gamma, m) = 0 \), then by (17), \( |\Gamma(2)| = B_{\Gamma,2m} \). Furthermore

\[
|B_{\Gamma,2m}| \leq |	ilde{\Gamma}(2m)| \leq |\Gamma(2)|.
\]

This implies that \( \tilde{\Gamma}(2m) = \Gamma(2) \) and that for every \( \gamma \in \Gamma \), \( \gamma' \equiv 1 \mod 4 \) and

\[
\prod_{\ell\mid \delta(\gamma)} \frac{-1}{(\ell - 1)|\Gamma(\ell)| - 1} = 1.
\]

Thus \( \delta(\gamma) \mid m \) for all \( \gamma \in \Gamma(2) \). Hence the property in 1. holds for \( \Gamma \) and \( m \).

\[ \blacksquare \]

**Proof of Proposition 3.** Suppose that \( \Gamma \) and \( m \) satisfy the first condition in the statement of Theorem 3. Let \( p \nmid \text{Supp } \Gamma \) be such that \( |\Gamma_p| = (p - 1)/m \), then \( p \equiv 1 \mod m \) and by, quadratic reciprocity, for all \( g \in \Gamma \), since \( \delta(g\mathbb{Q}^{*2}) \mid m \), \( \left( \frac{g}{p} \right) = 1 \). Hence \( \Gamma_p \subset \mathbb{F}_p^{*} \) is contained in the subgroup of squares which implies that \( 2 \mid m \), a contradiction.

Next suppose that \( \Gamma \) and \( m \) satisfy the second condition in the statement of Theorem 3. First note that, if \( p \nmid \text{Supp } \Gamma \) is a prime such that \( |\Gamma_p| = (p - 1)/m \), then \( p \equiv 2 \mod 3 \) since \( 3 \mid m \) and since all elements of \( \Gamma \) are perfect cubes. Furthermore the hypothesis \( m \) even implies that all elements of \( \Gamma_p \) are squares modulo \( p \). Let \( \gamma_1 \in \tilde{\Gamma}(m) \) be such that \( 3 \mid \delta(\gamma_1) \mid 6m \). Then

\[
\left( \frac{\gamma_1}{p} \right) = \left( \frac{\delta(\gamma_1)}{p} \right) = \left( \frac{3}{p} \right) \left( \frac{\delta(\gamma_1)/3}{p} \right) = -1,
\]

which is a contradiction to the property that all the elements of \( \Gamma \) are squares modulo \( p \).

Finally suppose that \( \Gamma \) and \( m \) satisfy the third condition in the statement of Theorem 3. Let \( -4\gamma_0^2\mathbb{Q}^{*4} \in \Gamma(4) \) with \( \gamma_0 \) odd and square free as in the Remark after the statement of Theorem 3. Since \( 2\|m \), \( -4\gamma_0^2 \) is a square modulo \( p \). Hence \( p \equiv 1 \mod 2m \). We have also that \( p \neq 1 \mod 4m \), otherwise the quartic symbol

\[
\left[ \frac{-4\gamma_0^2}{p} \right]_4 = \left[ \frac{-1}{p} \right]_4 \left( \frac{2}{p} \right) \left( \frac{\gamma_0}{p} \right) = 1,
\]
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since $\gamma_0 \mid m$. Furthermore $\gamma_0 \mid m$ also implies, by quadratic reciprocity that $\left(\frac{m}{p}\right) = 1$, hence the Legendre symbol:

$$\left(\frac{2\gamma_0}{p}\right) = \left(\frac{2}{p}\right) = 1$$

if and only if $p \equiv 1 \mod 8$ (since $p \not\equiv -1 \mod 4$). So a contradiction.

## 7 Numerical Examples

In this section we compare numerical data. The density $\rho_{\Gamma,m}$ can be explicitly computed once a set of generators of $\Gamma$ is given. The tables in this section have been computed using Pari-GP [15].

The first table compares the values of $\rho_{(-1,a),m}$ as in Theorem 4 (second row) and

$$\frac{\pi(-1,a,m)}{\pi(10899719603,m)}$$

(first row)

with $a = 2, \ldots, 21$, $m = 1, \ldots, 20$. All values have been truncated to the first decimal digits.
Next table lists the first few values of \( a \) (first raw), its factorization (second raw) and \( m \) (third raw) such that \( \rho \left( -1, a, m \right) = 0 \).

Next table compares the values of \( p_{1, m} \) as in Theorem 1 (second row) and \( \frac{p_{\rho\left(10^{10}, m\right)}}{\pi(10^{10})} \) (first row) for some groups \( \Gamma \) of rank 2 and \( m = 1, \ldots, 20 \). All values have been truncated to the first decimal digits.

8 Conclusion
The main question that remains open is whether the sufficient conditions of Theorem 8 for \( \rho(\Gamma, m) = 0 \) are also necessary. Furthermore, in the present paper we did not address the problem of how to efficiently compute \( \rho(\Gamma, m) \). This will be the topic of a coming paper in [10]. Finally, in another
paper [11], we shall propose formulas for the density of the primes \( p \) for which \( m \mid \#\Gamma_p \) where \( m \) and \( \Gamma \) satisfy the same properties of the present paper.
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