Groundwater Potential Mapping Using an Integrated Ensemble of Three Bivariate Statistical Models with Random Forest and Logistic Model Tree Models
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Abstract: In the future, groundwater will be the major source of water for agriculture, drinking and food production as a result of global climate change. With increasing population growth, demand for groundwater has increased. Therefore, sustainable groundwater storage management has become a major challenge. This study introduces a new ensemble data mining approach with bivariate statistical models, using FR (frequency ratio), CF (certainty factor), EBF (evidential belief function), RF (random forest) and LMT (logistic model tree) to prepare a groundwater potential map (GPM) for the Booshehr plain. In the first step, 339 wells were chosen and randomly split into two groups with groundwater yields above 11 m³/h. A total of 238 wells (70%) were used for model training, and 101 wells (30%) were used for model validation. Then, 15 effective factors, including topographic and hydrologic factors, were selected for the modeling. The accuracy of the groundwater potential maps was determined using the ROC (receiver operating characteristic) curve and the AUC (area under the curve). The results show that the AUC obtained using the CF-RF, EBF-RF, FR-RF, CF-LMT, EBF-LMT and FR-LMT methods were 0.927, 0.924, 0.917, 0.906, 0.885 and 0.83, respectively. Therefore, it can be inferred that the ensemble of bivariate statistic and data mining models can improve the effectiveness of the methods in developing a groundwater potential map.
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1. Introduction

In recent decades, in many countries, including Iran, due to population growth and industrialization, groundwater has been identified as one of the greatest natural resources [1,2]. It provides about 50% of the water needed for drinking, 40% of the water needed for industry and 20% of the water for agriculture [3,4]. Among the advantages of groundwater versus surface water is it is naturally stored, does not occupy a large area, is safe from evapotranspiration, is less impacted by pollution and sudden drought and has the ability to be used in all seasons [5]. Considering that the use of groundwater for various purposes is increasing and most of the aquifers and groundwater water reservoirs are over-exploited, identifying areas with varying groundwater potential is important [6]. Groundwater storage potential here relates to the maximum amount of permanent storage in aquifers [7]. This information can play a major role in decision making in the regions. Considering the fact that developing countries, such as Iran, face a lot of restrictions in access to hydrological information, it is essential to identify the current status of the groundwater system [8].
Traditional methods of groundwater exploration such as drilling, geophysical and geological methods, require high costs and a lot of time and human resources [4,9]. GIS and RS (remote sensing) methods are very effective in preparing a groundwater potential map (GPM) and are able to improve the accuracy and speed of groundwater studies [10]. The GIS-based GPM was developed using various methods such as frequency ratio (FR) [5], certainty factor (CF) [11], evidential belief function (EBF) [12,13], logistic regression (LR) [14,15], weight of evidence (WOE) [16] and entropy [17]. Data mining algorithms with the recent advances in IT and big data, such as random forest (RF) [18,19], logistic model tree (LMT) [20], DT (decision trees) [2], CART (classification and regression trees) [17], ANN (artificial neural networks) [21], SVM (support vector machines) [22] and an ensemble of metaheuristic algorithms with an ANFIS (adaptive neuro-fuzzy inference system) [23] are used widely in GPM.

Groundwater data analysis requires strong and flexible analytical methods that can control non-linear relationships, interactions and lost information [24]. Furthermore, understanding and presenting the results by these methods should be simple and easily interpretable [25]. Although DT is easy for classification and interpretation, a major weakness is that the fitted model has a large variance and this makes it difficult to interpret the classification [2]. To overcome this problem, several solutions have been suggested, all of which need fitting of various trees to data and averaging the predictions from trees [26]. RF and LMT models are one of the most powerful methods in this field.

One of the important issues in data mining algorithms is preprocessing and preparing data and selecting the best input data for the algorithms to increase accuracy [27,28]. So far, few studies have used the ensemble of bivariate statistical models and data mining algorithms to provide GPM [29]. This research also aims to prepare a GPM using a set of three bivariate statistical models (FR, EBF and CF) with RF and LMT models and choosing the best hybrid model for the Booshehr plain.

2. Material and Methods

To provide the GPM, this study was conducted in five steps. At first, the characteristics of the studied area were described and the existing wells were identified. In the second step, the required data were collected and the spatial database for effective criteria were created. A well distribution map and fifteen factors, including altitude, slope angle, slope aspect, plan curvature, profile curvature, slope length, topographic wetness index (TWI), rainfall, distance from river, distance from fault, drainage density, fault density, lithology, land use and soil, were chosen and ready for modeling. In the third step, the spatial relationship was calculated using FR, CF and EBF models between existing wells and effective criteria. In the fourth step, the weights from the three statistical models were considered as input values for the RF and LMT models, and the GPM was then prepared. In the fifth step, the GPM was validated using the ROC and AUC and the best model was finally chosen. Figure 1 shows a summary of the research steps.

2.1. Study Area

The Booshehr plain lies between the east longitude of 51°20’ and 52°10’ and between the north latitude of 27°50’ and 28°30’, with an area of 2696 km² in south-eastern Iran (Figure 1). A large part of the Booshehr plain has low altitude. The amount of altitude of the Booshehr plain is between 3 and 1490 m above sea level. In this region, the average annual temperature is 24 °C and the highest temperature is 50 °C in the summer season. The rainfall is low in the Booshehr plain, with an average of less than 255 mm. Most rain occurs between November and May. Rainfall in spring and autumn is short but intense, while in winter it is irregular and sparse. The average annual humidity in this region is above 71%. Figure 2 shows the study area. Table 1 presents the parameters for the regional lithology unit.
2.2. Well Inventory

Information about the groundwater wells was provided by the water resource administration of Booshehr Province. Based on previous studies and water management reports, only data of high potential groundwater wells (≥11 m³/h) \[9,30\] and an average pH and electric conductivity (EC) of 6.9 and 495 \(\mu\text{mhos/cm}\), respectively, were used. These wells were divided randomly into two training and testing datasets in this study. A total of 70% of the places (238 wells) were regarded as training and the rest of the wells (30% (101 wells)) were regarded as validation. The well places are shown in Figure 2.
2.3. Conditioning Factors

2.3.1. Topographic Parameters

The ASTER digital elevation model (DEM) was downloaded in a spatial resolution of 30 m × 30 m (https://gdex.cr.usgs.gov/gdex/). Topographic parameters of the study area, consisting of altitude, profile curvature, slope length, slope angle, plan curvature and slope aspect, were obtained from the DEM. These layers were created in ArcGIS® 10.3 and SAGA GIS® 2.1.2 software. The classification of all maps was based on the natural break technique as well as the characteristics of the region and previous research. Various altitudes create different climatic conditions, creating different types of vegetation and soil [1].

Figure 2. Location of the study area.
The altitude map was divided into five classes (<108, 108–287, 287–535, 553–851 and >851 m) (Figure 3a). The slope angle mainly controls the process of feeding groundwater, infiltration and runoff, as well as the speed of groundwater movement [13]. The slope angle layer is categorized into five classes and includes 0°–6°, 6°–14°, 14°–24°, 24°–39° and >39° (Figure 3b).

The slope aspect is influenced by rainfall and the physiographical process and influences the amount of precipitation and vegetation type [29]. This criterion was grouped into nine categories (Figure 3c). Slope length, which is a function of catchment area and slope steepness, was measured by Equation (1) [31]:

\[ LS = \left( \frac{B_s}{22.13} \right)^{0.6} \left( \frac{\sin \alpha}{0.0896} \right)^{1.3} \]  

where \( LS \) is slope length, \( B_s \) is the catchment area (m\(^2\)) and \( \alpha \) is the slope angle. Slope length was classified into five classes (0–10, 10–20, 20–30, 30–40 and >40 m) (Figure 3d).

The plan curvature influences flow convergence and divergence, and the profile curvature is consistent with the maximum slope aspect direction and mainly affects the surface flow velocity [32]. The plan curvature and profile curvature layers were classified into five classes respectively (< −2.22, −2.22–0.8, 0.8–0.4, 0.4–2.2 and >2.2 100/\( m \)) and (< −3.4, −3.4–1, −1–0.4, −0.4–2.8 and >2.8 100/\( m \)) (Figure 3e,f).

2.3.2. Hydrological Parameters

In hydrogeological systems, hydrological parameters such as distance to river, TWI and drainage density play an important role. In soil moisture, slope stability, groundwater flow and the TWI plays an important role [33]. TWI represents topographic control over hydrological processes. TWI was calculated according to Equation (2):

\[ TWI = \ln \left( \frac{A_s}{\tan \alpha} \right) \]  

where \( A_s \) is the area of the cumulative upslope and \( \alpha \) is the slope angle in radians. This factor was classified into five classes: <2.92, 2.92–3.84, 3.84–4.69, 4.69–6.57 and >6.57 (Figure 3g).

An area’s drainage system relies on the nature and composition of geological formations, ability to absorb soil, permeability and slope [34]. High drainage density increases surface runoff and decreases infiltration. The high drainage density areas are not suitable for groundwater resource production [35]. Distance to river is divided to seven classes: <100, 100–200, 200–500, 500–1000, 1000–1500, 1500–2000 and >2000 m (Figure 3h). Drainage density was classified into five classes: <0.13, 0.13–0.27, 0.27–0.4, 0.4–0.58 and >0.58 (km/km\(^2\)) (Figure 3i).

2.3.3. Geological Parameters

Lithology influences groundwater potential through hydraulic conductivity [35]. The lithology layer was prepared from the Iran Geology Survey (1997) (scale 1:100,000) and was used to construct a lithological map in ArcGIS10.3. The lithology map in the Booshehr plain has 11 types, including Qt02, MuPlaj, Plbk, Mmn, Mgs, Eoas-ja, KEpd-gu, Kbgp, JKkgp, OMr and Pc-ch (Figure 3j). The fault mainly controls the distribution of spatial networks and the accumulation of groundwater [36]. The fault layer in the plain of Booshehr was determined at a scale of 1:100,000 from the geological map of the province of Booshehr and distance from fault was created and classified into seven classes including <100, 100–200, 200–500, 500–1000, 1000–1500, 1500–2000 and >5000 m (Figure 3k). The fault density was also calculated and divided into five classes: <0.03, 0.03–0.09, 0.09–0.13, 0.13–0.19 and >0.19 km/km\(^2\) (Figure 3l).

2.3.4. Climate Parameters

Rain is the climate parameter that most influences groundwater recharge. Rainfall is very important for assessing water flow into the basin area and for understanding the nutritional status of the basin [18]. The rainfall map was prepared from statistics over a 30-year period collected from four
stations in the Booshehr plain as well as the neighboring basin using the Kriging interpolation method in ArcGIS®10.3 software. The rainfall layer was divided into five classes: <247, 247–264, 264–281, 281–297 and >297 mm (Figure 3m).

2.3.5. Ecological Parameters

The most significant ecological parameters are land use and soil. Land use directly and indirectly affects on permeability, runoff and evapotranspiration [37]. The land-use map was prepared on a scale of 1:100,000 from the Natural Resources Organization of Booshehr Province. The land-use map was divided into eleven different classes: Mangrove forest, forest, urban, agriculture, salt land, very low forest, poor range land, sand dune, moderate range land, afforestation, rock and water body (Figure 3n). One of the major variables for the generation and accumulation of surface runoff and subsurface runoff is the soil type [38]. A soil map was prepared by the Regional Water Organization of the Province of Booshehr and categorized into three groups (Entisols/Aridisols, rock outcrops/Entisols and badlands) (Figure 3o).
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Figure 3. Groundwater effective factors: (a) altitude; (b) slope angle; (c) slope aspect; (d) slope length plan curvature; (e) plan curvature; (f) profile curvature; (g) topographic wetness index (TWI); (h) distance to river; (i) drainage density; (j) lithology; (k) distance to fault; (l) fault density; (m) rainfall; (n) land use; and (o) soil.

Table 1. Lithology characteristics of the Booshehr plain.

| Unit   | Lithology                                                                 | Unit   | Lithology                                      |
|--------|---------------------------------------------------------------------------|--------|------------------------------------------------|
| Qft2   | Low-level piedmont fan                                                    | KEpd-gu| Massive fossiliferous limestone                |
| MuPlaj | Siltstone, sandstone, red marl (Aghajari formation)                       | Kbgp   | Mostly limestone and shale.                   |
| Plbk   | Conglomerate locally with sandstone (Bakhtyari formation)                 | pC-Ch  | Rock salt, rhyolite basalt, and trachyte        |
Table 1. Cont.

| Unit   | Lithology                                      | Unit   | Lithology                                      |
|--------|-----------------------------------------------|--------|-----------------------------------------------|
| Mmn    | Gray marls with low weather (Mishan formation)| OMr    | Silty red, gray and green marls, little ribs of sandstone (RAZAK FM) |
|        | Red marl, anhydrite, salt locally with argillaceous limestone (Gachsaran formation) |        |                                              |
| Mgs    |                                              | Jkgp   | Undivided group of Khami, made up of huge thin limestone bedded |
| EOas-ja| Undivided formation of Asmari and Jahrum      |        |                                              |

2.4. Models

2.4.1. FR Model

The FR illustrates the relationship between wells and groundwater’s effective factors [6]. The FR is the ratio of the area where the wells are located to the total area of study. The ratio of well occurrence to nonoccurrence is obtained in order to calculate the FR value for each class or factor. The FR model is calculated by Equation (3) [5]:

$$FR = \frac{\sum_{i=1}^{m} N_{pix}(SX_i)}{\sum_{j=1}^{n} N_{pix}(X_j)}$$

where $N_{pix}(SX_i)$ is the total value of pixels in each class of each criterion with well locations, $N_{pix}(X_j)$ is the number of pixels in each class of each criterion $j$, and $m$ and $n$ are, respectively, the number of classes per criterion and the total number of criteria. In this research, 15 parameters affecting groundwater have been used, each of these parameters is called a criterion, and each criterion is divided into different categories, each of which is called a class. Although the FR model uses simple and understandable concepts, it can analyze bivariate statistical analyzes and classifications of each factor as well. The disadvantage of FR is that the relationship between variables is ignored in this method [39].

2.4.2. CF Model

The CF model was first presented by Shortliffe and Buchanan in 1975 as a bivariate statistical model and modified by Longman in 1986 [40,41]. This model integrates the results in a spatial database using GIS. The CF model is calculated by frequency of well events in each class of layer via Equation (4) [42]:

$$cf = \begin{cases} \frac{pp_a - pp_s}{pp_a(1 - pp_s)} & \text{if } pp_a \geq pp_s \\ \frac{pp_a - pp_s}{pp_a(1 - pp_s)} & \text{if } pp_a < pp_s \end{cases}$$

where $pp_a$ is the conditional likelihood of wells in a class and $pp_s$ is the previous likelihood of wells in the region. $pp_a$ is the ratio of the number of well-pixels in a class to the total pixels of that class, and $pp_s$ is the ratio of the total number of pixels with wells in the study area to the total pixels of the map. The CF model varies from $-1$ to $+1$, with positive values indicating an increase in certainty and negative values indicating a decline in certainty [43].

2.4.3. EBF Model

The EBF model is a statistical bivariate technique based on the theory of Dempster Shafer [44]. In the EBF model, Bel, Unc, Dis and Pls parameters are the rank of belief, the rank of uncertainty, the rank of disbelief and the rank of plausibility, respectively [45]. In the EBF model, the Bel parameter takes into account the pessimistic mode and low probability and the Pls parameter considers the optimistic mode and high probability state, so the value of the Bel parameter is smaller or equal than the Pls parameter, and the difference between these two parameters is called Unc. The data
extracted from this model not only estimates the spatial correlation between the effective factors and the occurrence of wells, but also the spatial correlation between each class factor. This method is calculated via Equations (5) and (6) [13]:

\[
\text{Bel}_{C_{ij}} = \frac{W_{C_{ij}D}}{\sum_{j=0}^{m} W_{C_{ij}D}},
\]

\[
W_{C_{ij}D} = \frac{N(C_{ij} \cap D)/N(C_{ij})}{N(D) - N(C_{ij} \cap D)/N(T) - N(C_{ij})}.
\]

The conditional probability that shows the probability of an existing well (i.e., groundwater occurrences) in the absence of \(C_{ij}\) (each class of each factor) is shown in Equation (6). \(W_{C_{ij}D}\) is the weight of \(C_{ij}\) which represents the belief that there is a well instead of it being lacking. In these relations, \(m\) represents the number of criteria considered for modeling, \(i\) represents each class of each criterion and \(j\) represents each criterion. In these relations, \(N(T)\) and \(N(D)\) represent the total number of pixels in the study area and the total number of well-pixels in the study area, respectively.

2.4.4. RF Model

The RF model is one of the data mining algorithms used by various trees in the classification [46]. By replacing and altering the variables influencing the target, the RF model generates a big amount of decision trees. Then in a prediction, the algorithm integrates all trees [47]. In the training process, the original data of each tree is selected randomly [48]. The RF includes three user-defined parameters, including the number of factors used in the construction of each tree, the number of trees and the minimum number of tree nodes. By enhancing the strength of autonomous trees and reducing the correlation between them, the power of the RF model forecast improves [49]. The RF system does not use all accessible information to grow the tree, but utilizes 66% of the Bootstrap information. Then during the growing phase, a predictor variable is implemented randomly and to generate a node in a tree, this variable is used. The decision tree is thus produced in its maximum size [50]. For the evaluation of the fitted tree, 33% of the remaining information are also used. This process is repeated several times, and the algorithm’s final forecast is used as the average of all expected values [49].

2.4.5. LMT Model

This model is a nonparametric method that predicts quantitative variables or classified variables based on a collection of quantitative and qualitative predictor variables. Indeed, a hierarchical model’s decision tree comprises of decision tools that return to the decomposition into homogeneous areas of independent variables [51]. Decision trees are a way of defining a set of laws leading to a category or value. One of the distinctions between the building techniques of the decision tree is how this distance is measured. Decision trees used to forecast discrete variables are called classification trees because they categorize samples. Decision trees are called regression trees, which are used to forecast continuous variables [52]. The decision tree’s objective is to discover an approach in the form of a sequence of rules to present the outcomes of the predictions extracted from the set of input factors. This model of classification is a combination of the method of logistic regression and decision tree learning. To isolate an increase in logistic type data, the LogitBoost algorithm is used to produce the LR model in each tree leaf and the tree is cut using the CART algorithm. For each class \(C\) (well or non-well), the LogitBoost algorithm uses logistic regression of an additive with minimum squares as the Equation (7) [53]:

\[
L_c(X) = \beta_0 + \sum_{i=1}^{D} \beta_{i} x_i
\]
\[
(C|X) = \frac{\exp(L_c(X))}{\sum_{c'=1}^C \exp(L_{c'}(X))}
\]  
(8)

where \(c\) is the class number.

2.5. Validation

One of the appropriate methods for evaluating the results of classification and assessing its capability to identify a specified class is to use the ROC curve and the AUC to validate the sensitivity of the method \[54\]. The sensitivity means the relationship between the classified values and unclassified values. The higher the deviation from the baseline for a particular class in the ROC curve, the more efficient the classifier is in identifying the class. In addition to considering the trend diagram of a specific class, the AUC is also calculated \[55\]. This area indicates the probability that a randomly selected value will be classified correctly. Higher values show the reliability of the method \[56\]. This index assesses the values properly assigned to the target class (True Positive), the values assigned to the incorrect class (False Positive), the values not assigned to the defined class (True Negative) and the values not assigned to the incorrect class (False Negative). This curve consists of a horizontal axis (X axis) and a vertical axis (Y axis) which are calculated in Equations (9) and (10) \[57\]:

\[X = 1 - \frac{TN}{TN + FP},\]  
(9)

\[Y = \frac{TP}{TP + FN}.\]  
(10)

When the actual output is positive and the prediction value is positive, this state is called TP (True positive), whereas FN (False negative) represents the state where the actual output is negative and the prediction value is also negative. TN (True negative) represents the state where the actual output is positive and the prediction value is negative, and FP (False positive) is the state where the actual output is negative and the prediction value is positive. These indices are derived from the confusion matrix and the ROC curve is calculated on this basis.

3. Results

3.1. Result of Bivariate Statistical Models

Table A1 presents the outcomes of bivariate statistical models. Based on the results of the FR model, in the altitude factor, the class with less than 108 m (1.56) had the highest correlation with groundwater, while the altitude class of more than 287 m showed no correlation with groundwater. The results for altitude with less than 108 m for EBF and CF are 0.983 and 0.361, respectively. Areas with low altitude have more permeable against runoff \[6\]. In the slope aspect factor, the northwest direction has the highest weight in FR and CF with weights of 1.485 and 0.326, respectively. This is due to the fact that the northwest receives more rainfall and moisture content than other directions in creating groundwater. In the EBF model, the highest weight (0.505) is dedicated to the southeast. Based on the slope angle factor, the slope class with less than 6° has the maximum weight. These weights for FR, EBF and CF are 1.526, 0.649 and 0.345, respectively. The results show that the lower slope is strongly correlated with groundwater, while the higher slope has less effect on the occurrence of groundwater due to increased runoff in high slopes \[31\].

The class of (−0.4–0.8) had the maximum weight (FR = 1.23, Bcl = 0.611 and CF = 0.189) based on the plan curvature factor and had the greatest effect on groundwater incidence. This category of the plan curvature holds more water over a long period of time \[6\]. The class of 0.4–1 has the highest weight, equivalent to 1.39, 0.596 and 0.283 for FR, EBF and CF, respectively, according to the profile curvature. In the slope length parameter, the class of 0–10 m has the most effect on groundwater (FR = 1.5, Bcl = 0.762 and CF = 0.336). As the slope length increases, the weight of its classes decreases,
which indicates that the lower values of this parameter have a greater effect on groundwater. According to the results of TWI, the class of 4.69–6.57 has the highest weight (FR = 1.64, Bel = 0.44 and CF = 0.39). The TWI shows the impact of topography on the location and size of runoff saturation areas [31]. The class of 0–100 m has the highest weight based on the outcome of the distance to river factor. With regard to the results, less distances to rivers have had a greater impact on groundwater [6]. This weight is equal to 1.75 for FR and 0.429 for CF, while in the EBF, the class greater than 2000 m has the greatest effect on groundwater occurrence (0.343). In the distance from fault factor, the class of 1000–2000 m has the highest weight in FR and CF (FR = 1.26 and CF = 0.206). While in the EBF model, the class of 2000–5000 m has the most effect on the occurrence of groundwater with the weight of 0.482. The distance from fault and fault density can control the water exchange between the ground and the basement, so the distance closer to the fault can have a positive effect on the occurrence of groundwater [6].

In the drainage density factor, for the FR and CF, the maximum weight is dedicated to the class greater than 0.58 with 4.19 and 0.761 for FR and CF, respectively. While in the EBF model, the highest weight is assigned to the class 0.4–0.58 (0.383). Drainage density represents the lithology structure of an area and has a significant impact on the identification of groundwater resources [31]. According to the results of the fault density factor, the class of 0.9–0.13 has the highest weight in FR and CF (FR = 1.69 and CF = 0.409), and in the EBF (0.808), the highest weight is related to the class with less than 0.03. In the rainfall factor, the class of 297 mm has the highest weight in the FR (2.72) and CF (0.632), while in the EBF model, the highest weight is related to the class 0–247 with 0.737. Considering the fact that the study area has a small annual precipitation, more rainfall classes indicate more groundwater occurrence. According to the lithology factor, the Qft2 class has the highest weight (FR = 1.95, Bel = 0.857 and CF = 0.489). This is because most of the area is comprised of the Qft2 unit. According to the results of the land use factor, the class of moderate range land has the highest weight in the FR (10.42) and CF (0.904), while in the EBF model (0.49) the class of agriculture has the greatest impact on the occurrence of groundwater, which can be due to water penetration from irrigation of agricultural areas to the groundwater system and charging the aquifer. In the soil factor, the Entisols/Aridosols class has the highest weight (FR = 1.535, Bel = 1 and CF = 0.348).

3.2. Application of Ensemble Models

To prepare the GPM with the ensemble model, the weights obtained from bivariate statistic models (Table A1) are considered as inputs to the RF and LMT models. In this research, the RF and LMT model were implemented in the Waikato Environment for Knowledge Analysis (WEKA) data mining software [58,59]. In modeling the RF, the values and importance of each parameter in modeling can be determined. The results show that in the FR-RF model, the greatest importance is related to the slope aspect (0.41) following distance to river (0.38), rainfall (0.33) and TWI (0.32). The least importance is related to soil (0.25), slope length (0.24) and lithology (0.21), respectively. In the CF-RF model, the greatest importance is related to the slope angle (0.39), then distance to river, drainage density, profile curve, rainfall and slope length with the value of 0.32. The least importance is related to lithology (0.22), soil (0.22) and altitude (0.19), respectively.

According to the EBF-RF model, distance from river and slope aspect have the most importance (0.360) followed by rainfall and profile curvature with 0.34. The least importance is related to slope length (0.25), lithology (0.22) and soil (0.19). The results of importance in the three models are shown in Figure 4. Slope aspect, distance to river and rainfall in all three models shows high importance. Figure 5 shows the results of tree building in the LMT model.
Figure 4. The relative importance of the factors using the random forest (RF) model.

Figure 5. Result of the logistic model tree (LMT) model.
After modeling the RF and LMT in hybrid with the other bivariate statistical models in the WEKA software, the model was generalized to the total pixels of the study area and was calculated in ArcGIS 10.3 software for each pixel, which represents the effect of that pixel on groundwater. After generalizing the model to the total pixels in the area, each pixel has a weight that indicates the occurrence of groundwater. In order to describe the numerical data, the natural breaks classifier was used. In this technique, the results were classified as rising in very low potential, low potential, moderate potential, high potential and very high potential. Very low and low potential classes show a low probability of occurrence of groundwater in these areas, and very high and high potential classes also indicate the probable occurrence of groundwater in these areas. A very high potential class that indicates the likelihood that more groundwater will occur in these areas (Figure 6a–f).

Figure 6. Cont.
3.3. Validation of Models

Figure 7 presents the ROC curve for the six ensemble models. The results show that the highest accuracy is related to the CF-RF model (0.927), EBF-RF (0.924), FR-RF (0.917), CF-LMT (0.906), EBF-LMT (0.885) and FR-LMT (0.830) models, respectively (Table 2). The higher accuracy of EBF and CF models than the FR model is due to the uncertainty regarding the occurrence of groundwater in the results. In Figure 7, the X axis represents a sensitivity that expresses the prediction value correct in front of all positive outputs, and also the Y axis represents the specificity that represents the predicted negative value correct in front of all negative outputs. The AUC is between zero and one; values less than 0.5 represent model integrity and for models larger than 0.5 has a higher accuracy. The results show high accuracy in combining statistical models with the RF model in preparing a groundwater potential map.

Table 2. The results of the receiver operating characteristic (ROC) area under the curve (AUC) of three GPM models.

| Test Result Variable(s) | AUC     | Std. Error a | Asymptotic Sig. b | Asymptotic 95% Confidence Interval |
|------------------------|---------|--------------|-------------------|------------------------------------|
|                        |         |              |                   | Lower Bound | Upper Bound |
| CF-RF                  | 0.927   | 0.018        | 0.000             | 0.892      | 0.963       |
| EBF-RF                 | 0.924   | 0.021        | 0.000             | 0.884      | 0.965       |
| FR-RF                  | 0.917   | 0.020        | 0.000             | 0.877      | 0.957       |
| CF-LMT                 | 0.906   | 0.021        | 0.000             | 0.865      | 0.947       |
| EBF-LMT                | 0.885   | 0.023        | 0.000             | 0.841      | 0.929       |
| FR-LMT                 | 0.830   | 0.029        | 0.000             | 0.773      | 0.886       |

a Under the nonparametric assumption; b Null hypothesis: True area = 0.5.
4. Discussion

Groundwater potential mapping can be explored using GIS-based models, with less time and cost. So far, a number of statistical bivariate techniques were used to prepare GPMs. However, due to the need for more precision in determining the potential areas, data mining methods and their combination with bivariate statistical models are used. Decision tree is one of the non-parametric supervised learning algorithms that is widely used in classification. One of the concepts that should be taken into account in deciding trees is the issue of overfitting. Another disadvantage of this method is the imbalance in the two concepts of bias and variance.

The concept of bias refers to how much the system outputs are far from the actual expected value, and the concept of variance refers to how much the system accuracy varies by changing the sample or using out-data samples [2]. If we select a tree with low depth, it suffers from bias errors and reduces variance, and if we use a tree with a high depth, it will have a higher variance, while reducing lower bias. Therefore, the decision tree must meet the balance between bias and variance. The bagging method is used to reduce variance and combines the results of prediction from several predictive systems based on some factors, such as mean, median, and so on [49]. One of the implementation methods in bagging for decision trees is the RF model. On the other hand, the main part in modeling the data mining method is preparing and processing data. Therefore, in this research, a combination of bivariate statistical models, such as FR, CF and EBF with RF and LMT models, were used to prepare groundwater potential mapping for the Booshehr plain.

The fundamental difference between bivariate statistical models and data mining methods is based on the hypothesis or nature of the data being processed. As a general rule, the statistical technique hypothesis is based on the reality that information distribution is clear and normal and the accuracy or inaccuracy of the final outcomes depends on the validity of the initial assumption [60]. In contrast, data mining techniques do not use any hypotheses. Another advantage of data mining techniques over bivariate statistical models is that data mining models perform much better where data is incomplete or contradictory. Because in this case, lost data is retrieved based on the pattern in the data [53]. However, in bivariate statistical models a lost parameter leads to uselessness of the data. By increasing the number of parameters, bivariate statistical models lose the ability to find patterns, and due to their
linear nature, it is impossible for them to discover the nonlinear and complex relationships between variables. But data mining techniques are designed to find complex relationships between several parameters in the database.

Based on the ROC curve outcomes, the CF-RF model has the highest accuracy with the AUC (0.927), followed by EBF-RF, FR-RF, CF-LMT, EBF-LMT and FR-LMT models (0.924, 0.917, 0.906, 0.885 and 0.83). The input and output of the FR model are simple and easy to calculate [57], while the EBF model has more computational complexity. EBF and CF models are able to combine the confidence of different sources and are flexible against uncertainty [61]. In CF and BF models, areas where there is no wells are considered in modeling, while in the FR model, only the areas in which the well is located is used in modeling. According to the results, CF and EBF are more accurate than FR by including uncertainty in their results. The weights obtained from the FR model are greater than zero, while the weights obtained from the CF model have values between −1 and 1. The reason for the different results of these two models in the hybrid model is to consider the negative values in the CF model, so that in this model negative values indicate the negative effect of that parameter on the potential of groundwater, but in the FR model this negative effect is not specified precisely. According to previous research, the combination of bivariate statistical models with data mining algorithms has increased the accuracy of groundwater potential mapping [5,17]. The results show that the RF model has a higher accuracy than the LMT model, which is because the RF model requires no assumptions on the distribution of factors and can also calculate the interaction between the factors. Another advantage of the RF model over the LMT model is overcoming overfitting and coping with the bias in the data. One of the advantages of the RF model is its usability, both for classification and regression issues, which is dominated by current machine learning systems. RF accepts and executes thousands of input variables without deleting one of them, and it can also determine which variables are important in predicting the model. The RF algorithm is very useful and easy to use, because its default hyper parameters often produce good predictive results. The number of hyper parameters is also not high and easy to understand.

5. Conclusions

The purpose of this research was to make an ensemble of bivariate statistical models including FR, EBF and CF with RF and LMT models in order to prepare a GPM for the Booshehr Plain. The results obtained from this research are as follows:

1. Based on the results from the ROC curve and AUC, the CF-RF model is more accurate in providing GPM, followed by the EBF-RF and FR-RF models.
2. The results show that CF and EBF are more accurate than FR in combining with the random forest model via considering the uncertainty in the results.
3. In combined models, slope aspect, distance from waterway, rainfall, and topography curve parameters have the most importance, and lithology and soil parameters have the least importance.
4. According to the results from FR and CF, the maximum weight is dedicated to an elevation class of less than 108 m, the slope angle class of less than 6°, northwest slope aspect, the topographic curve, the slope length class of less than 10 m, the topographic humidity index between 4.69 and 6.57, the distance from waterway class of less than 100 m, the distance from fault between 1000 and 2000 m, the water density of greater than 0.58, the density of fault between 0.09 and 0.19, rainfall greater than 297 mm, the lithology class of Qft2 unit, the moderate rangeland in land-use class and the Entisols class in the soil parameter. The results of the evidential belief model are largely similar to the other two models, but for some parameters the results are different. According to the results of the evidential belief model, the highest weight is dedicated to the southeast slope aspect, distance from waterway in the 200 to 500 m class, distance from fault in the 2000 to 5000 m class, the water density in the 0.4–0.58 class, the fault density in the class of less than 0.03, rainfall in the class of 0 to 274 mm, and the agricultural class in the land-use parameter.
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Appendix A

Table A1. Result of three bivariate statistic models.

| Class              | No. Pixels in Domain | No. of Wells | FR  | Bel  | CF  |
|--------------------|----------------------|--------------|-----|------|-----|
| **Altitude (m)**   |                      |              |     |      |     |
| <108               | 427576               | 237          | 1.56| 0.983| 0.361|
| 108–287            | 108357               | 1            | 0.026| 0.0164| 0.0164|
| 287–535            | 736786               | 0            | 0    | 0    | 0    |
| 535–851            | 421447               | 0            | 0    | 0    | 0    |
| >851               | 202301               | 0            | 0    | 0    | 0    |
| **Slope Angle (degree)** |                      |              |     |      |     |
| <6                 | 340276               | 184          | 1.526| 0.649| 0.345|
| 6–14               | 183016               | 53           | 0.817| 0.347| 0.182|
| 14–24              | 856988               | 0            | 0    | 0    | 0    |
| 24–39              | 475130               | 1            | 0.06 | 0.0025| 0.94  |
| >39                | 154827               | 0            | 0    | 0    | 0    |
| **Slope Aspect**   |                      |              |     |      |     |
| F                  | 470400               | 13           | 0.78 | 0.047| -0.219|
| N                  | 656895               | 8            | 0.343| 0.02 | -0.656|
| NE                 | 730046               | 33           | 1.27 | 0.077| 0.216|
| E                  | 791429               | 25           | 0.891| 0.053| -0.108|
| SE                 | 101153               | 30           | 0.837| 0.505| -0.162|
| S                  | 957842               | 47           | 1.385| 0.083| 0.278|
| SW                 | 941836               | 36           | 1.079| 0.065| 0.073|
| W                  | 798851               | 27           | 0.954| 0.057| -0.045|
| NW                 | 361045               | 19           | 1.485| 0.089| 0.326|
| **Plan Curvature (100/m)** |                |              |     |      |     |
| <=-2.22            | 146963               | 0            | 0    | 0    | -1   |
| -1.42              | 695619               | 15           | 0.6  | 0.03 | -0.391|
| -0.8–0.4           | 423317               | 185          | 1.23 | 0.611| 0.189|
| 0.4–2.2            | 148465               | 38           | 0.722| 0.358| -0.277|
| >2.2               | 159465               | 0            | 0    | 0    | -1   |
| **Soil Entisols/Aridosols** |              |              |     |      |     |
| Bad lands           | 140085               | 0            | 0    | 0    | -1   |
| Rock outcrops/Entisols | 939041             | 0            | 0    | 0    | -1   |
| **Profile Curvature (100/m)** |             |              |     |      |     |
| <=-3.4             | 137472               | 1            | 0.2  | 0.008| -0.794|
| -2.4               | 924569               | 3            | 0.091| 0.004| -0.908|
| -1–0.4             | 337923               | 167          | 1.39 | 0.596| 0.283|
| 0.4–2.8            | 206784               | 67           | 0.914| 0.39 | -0.085|
| >2.8               | 210755               | 0            | 0    | 0    | -1   |
| **Slope Length (m)** |                      |              |     |      |     |
| 0–10               | 404924               | 216          | 1.5  | 0.762| 0.336|
### Table A1. Cont.

| Class     | No. Pixels in Domain | No. of Wells | FR   | Bel   | CF   |
|-----------|----------------------|--------------|------|-------|------|
| 10–20     | 134087               | 21           | 0.442| 0.223 | −0.557|
| 20–30     | 740597               | 0            | 0    | 0     | −1   |
| 30–40     | 453420               | 1            | 0.062| 0.003 | −0.937|
| >40       | 135739               | 0            | 0    | 0.01  | −1   |
| TWI <2.92 | 115281               | 1            | 0.024| 0.006 | −0.975|
| 2.92–3.84 | 187497               | 31           | 0.466| 0.125 | −0.533|
| 3.84–4.69 | 212059               | 120          | 1.59 | 0.428 | 0.374|
| 4.69–6.57 | 147887               | 86           | 1.64 | 0.44  | 0.39 |
| >6.57     | 92617                | 0            | 0    | 0     | −1   |
| Distance to river (m) |               |              |      |       |      |
| 0–100     | 418540               | 26           | 1.75 | 0.039 | 0.429|
| 100–200   | 418903               | 18           | 1.21 | 0.027 | 0.175|
| 200–500   | 122099               | 60           | 1.38 | 0.309 | 0.279|
| 500–1000  | 170413               | 44           | 0.72 | 0.162 | −0.271|
| 1000–1500 | 112869               | 20           | 0.5  | 0.111 | −0.499|
| 1500–2000 | 563509               | 6            | 0.259| 0.006 | −0.74 |
| >2000     | 117338               | 64           | 1.539| 0.343 | 0.35 |
| Distance to fault (m) |               |              |      |       |      |
| 0–100     | 52047                | 1            | 0.542| 0.023 | −0.457|
| 100–200   | 46406                | 0            | 0    | 0     | −1   |
| 200–500   | 140802               | 0            | 0    | 0     | −1   |
| 500–1000  | 226477               | 0            | 0    | 0     | −1   |
| 1000–2000 | 425525               | 19           | 1.26 | 0.053 | 0.206|
| 2000–5000 | 124594               | 50           | 1.13 | 0.482 | 0.117|
| >5000     | 458318               | 168          | 1.03 | 0.44  | 0.033|
| Drainage Density (km/km²) |               |              |      |       |      |
| <0.13     | 118694               | 52           | 1.24 | 0.3067| 0.195|
| 0.13–0.27 | 174085               | 27           | 0.44 | 0.108 | −0.559|
| 0.27–0.4  | 199824               | 28           | 0.39 | 0.098 | −0.602|
| 0.4–0.58  | 149777               | 82           | 1.55 | 0.383 | 0.356|
| >0.58     | 331397               | 49           | 4.19 | 0.103 | 0.761|
| Fault Density (km/km²) |               |              |      |       |      |
| <0.03     | 506907               | 190          | 1.058| 0.808 | 0.054|
| 0.03–0.09 | 331072               | 0            | 0    | 0     | −1   |
| 0.09–0.13 | 399735               | 24           | 1.69 | 0.129 | 0.409|
| 0.13–0.19 | 833523               | 24           | 0.812| 0.062 | −0.187|
| >0.19     | 84751                | 0            | 0    | 0     | −1   |
| Rainfall (mm) |               |              |      |       |      |
| 0–247     | 153067               | 119          | 2.2  | 0.737 | 0.545|
| 247–264   | 104382               | 2            | 0.054| 0.018 | 0.00003|
| 264–281   | 209726               | 21           | 0.283| 0.095 | 0.000025|
| 281–297   | 114294               | 7            | 0.173| 0.058 | 0.000029|
| >297      | 926820               | 89           | 2.72 | 0.091 | 0.632|
| Lithology |               |              |      |       |      |
| Qft2      | 320270               | 222          | 1.95 | 0.853 | 0.489|
| MuPlaj    | 112135               | 13           | 0.327| 0.142 | −0.672|
| Plbk      | 959539               | 3            | 0.088| 0.003 | −0.911|
| Mmn       | 123084               | 0            | 0    | 0     | −1   |
| Mgs       | 221836               | 0            | 0    | 0     | −1   |
| Eoas-ja   | 288275               | 0            | 0    | 0     | −1   |
| KeEd-gu   | 389238               | 0            | 0    | 0     | −1   |
| Kbgp      | 258465               | 0            | 0    | 0     | −1   |
| JKkgp     | 125464               | 0            | 0    | 0     | −1   |
| Pc-ch     | 30462                | 0            | 0    | 0     | −1   |
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