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Abstract
We investigate the convergence rate of the optimal entropic cost $v_\varepsilon$ to the optimal transport cost as the noise parameter $\varepsilon \downarrow 0$. We show that for a large class of cost functions $c$ on $\mathbb{R}^d \times \mathbb{R}^d$ (for which optimal plans are not necessarily unique or induced by a transport map) and compactly supported and $L^\infty$ marginals, one has $v_\varepsilon - v_0 = \frac{d}{2} \varepsilon \log(1/\varepsilon) + O(\varepsilon)$. Upper bounds are obtained by a block approximation strategy and an integral variant of Alexandrov’s theorem. Under an infinitesimal twist condition on $c$, i.e. invertibility of $\nabla^2_{xy} c(x, y)$, we get the lower bound by establishing a quadratic detachment of the duality gap in $d$ dimensions thanks to Minty’s trick.
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List of symbols
\[ x, x \] Generic points of \( \mathbb{R}^d \) and of \( \mathbb{R}^d \times \mathbb{R}^d \) respectively
\[ |·| \] Euclidean norm on \( \mathbb{R}^d \)
\[ \|·\| \] Norm on \( \mathbb{R}^d \times \mathbb{R}^d \) defined by \( \|x\| = \max\{|x|, |y|\} \) if \( x = (x, y) \)
\[ B_r(x), B_r(x) \] Open ball of radius \( r \) centered at \( x \in \mathbb{R}^d \) or \( x \in (\mathbb{R}^d)^2 \) for the above norms
\[ C^{0,1}(X) \] Space of real-valued Lipschitz functions on \( X \) which is a subset of \( \mathbb{R}^d \) or \( (\mathbb{R}^d)^2 \)
\[ C_{\epsilon}^{0,1}(X) \] Lipschitz constant of \( f : X \to \mathbb{R} \) where \( X \) is a subset of \( \mathbb{R}^d \) or \( (\mathbb{R}^d)^2 \) for the above norms
\[ C_{1,1}^{\text{loc}}(\Omega) \] Space of differentiable real-valued functions on \( \Omega \), an open subset of \( \mathbb{R}^d \) or \( (\mathbb{R}^d)^2 \), with locally Lipschitz gradient
\[ \mathcal{P}(\mathbb{R}^d) \] Space of probability measures on \( \mathbb{R}^d \)
\[ S_\mu \] Support of the measure \( \mu \)
\[ M_d(\mathbb{R}) \] Space of real matrices of size \( d \times d \), endowed with the Frobenius norm induced by the scalar product \( A \cdot B := \text{Tr}(A^T B) \), for \( A, B \in M_d(\mathbb{R}) \)
\[ S_d(\mathbb{R}) \] Subspace of real symmetric matrices of size \( d \times d \)
\[ \mathcal{H}^{d-1} \] \( (d - 1) \)-dimensional Hausdorff measure on \( \mathbb{R}^d \) equipped with the Borel \( \sigma \)-algebra

1 Introduction

We consider two probability measures \( \mu^\pm \) compactly supported in \( X^\pm \subseteq \mathbb{R}^d \) and a cost function \( c : X^- \times X^+ \to \mathbb{R} \). The Entropic Optimal Transport problem (also called entropy-regularized optimal transport problem, EOT for short) reads as:

\[
\nu_\varepsilon := \inf \left\{ \int_{X^- \times X^+} c(x, y) \, \text{d} \gamma(x, y) + \varepsilon \text{Ent}(\gamma \mid \mu^- \otimes \mu^+) \right\}
\]

where the infimum is taken among all couplings \( \gamma \) between \( \mu^- \) and \( \mu^+ \), i.e. probability measures having \( \mu^- \) and \( \mu^+ \) as marginals. The classical optimal transport (OT) problem corresponds to \( \varepsilon = 0 \). The penalization term \( \text{Ent} \) is the Boltzmann-Shannon relative entropy (also called Kullback–Leibler divergence) and \( \varepsilon > 0 \) can be interpreted as a temperature parameter. Heuristically, this consists in moving \( \mu^- \) onto \( \mu^+ \) in the cheapest and (at the same time) most “diffuse” way, since the (unique) minimizer \( \gamma_\varepsilon \) of (1.1) is forced to be absolutely continuous with respect to \( \mu^- \otimes \mu^+ \) because of the entropy term and so its mass has to be “spread out”, in contrast with solutions to the unperturbed transport problem.

In the last decade, this class of problems has witnessed a rapidly increasing interest and is now an extremely active research topic, because it has found numerous applications and proved to be an efficient way to approximate OT problems, especially from a computational viewpoint. Indeed, when it comes to solving EOT by alternating Kullback–Leibler projections on the two marginal constraints, by the algebraic properties of the entropy such iterative projections correspond to the celebrated Sinkhorn’s algorithm [70], applied in this framework in the pioneering works [8, 29]. The simplicity and the good convergence guarantees (see [35, 50]) of this method compared to the algorithms used for the Monge–Kantorovich problem, then determined the success of EOT for applications in machine learning, statistics, image
processing, language processing and other areas (see the monograph [62] and references therein).

As it appears clearly from (1.1), EOT is a perturbed transport problem and, as such, it is natural to investigate its behaviour as the parameter \( \varepsilon \) vanishes. In this direction, several aspects deserve to be studied, such as the convergence of optimal values, potentials and optimal plans, possibly with quantitative rates. Leveraging on a large deviations interpretation and on the notion of \((c, \varepsilon)\)-cyclical monotonicity, the two last questions have been addressed very recently in [10, 58].

As concerns the convergence of the optimal values (also called entropic costs) denoted by \( v_\varepsilon \), let us mention earlier contributions. In the pioneering works [45, 51, 54] (which tackled the question from the Schrödinger problem’s viewpoint) and [20], the \( \Gamma \)-convergence of the EOT problem towards the unregularized OT problem was proved in the quadratic case, i.e. for \( c(x, y) = |x - y|^2 \). As a consequence, the optimal value of the quadratic EOT problem converges to the optimal value of the quadratic OT problem, namely the squared Wasserstein distance.

Since then, this convergence result was generalized in two directions: at the level of the accuracy and at the level of the cost function. As for the former, in [2, 32, 61] the first-order asymptotic expansion for the cost is established, both in a pointwise and \( \Gamma \)-convergence sense. A further improvement has been obtained independently in [23, 28], where also the second-order term in the expansion is determined (under a regularity assumption on the Wasserstein geodesic connecting the two marginals). A second-order expansion in the same spirit has been obtained for semi-discrete OT in [4]. As regards the second direction (more general costs), the \( \Gamma \)-convergence result actually holds true for a very large class of continuous cost functions, but the first-order expansion is much more difficult to extend. In [61], this is achieved for costs satisfying strong regularity assumptions (roughly speaking, a uniform ellipticity condition on the Hessian of the Kantorovich potential of the associated OT problem).

The aim of this paper is to continue in the second direction, namely to weaken even further the assumptions on the cost function \( c \). First of all, it is folklore that \( v_\varepsilon \) is a \( C^\infty \) function of \( \varepsilon > 0 \) (and even analytic as we shall see in Theorem 2.1). However, the differentiability of \( v_\varepsilon \) at \( \varepsilon = 0^+ \) is equivalent to the existence of a finite entropy solution for \( v_0 \), which is generally false, apart from the discrete case. Instead, one expects \( v_\varepsilon - v_0 \) to be of the order of \( \varepsilon \log(1/\varepsilon) \). We shall prove that it is indeed the case and that the remainder is \( O(\varepsilon) \) under quite general assumptions, one of which, inspired by [53, 56], is the infinitesimal twist condition which requires the cross-derivative \( \nabla^2_{xy} c(x, y) \) to be invertible for every \((x, y)\). It is worth stressing that for costs satisfying this condition, the solutions to the associated OT problem need not be concentrated on a graph and may even fail to be unique, see [53, Example 3.1]. Our main findings may be summarized as:

**Theorem 1.1** Let \( \Omega^\pm \subseteq \mathbb{R}^d \) be open convex sets and \( \mu^\pm \) be absolutely continuous probability measures compactly supported on \( \Omega^\pm \) and with \( L^\infty \) densities. Assume that the cost \( c \) is \( C^2 \) on \( \Omega^- \times \Omega^+ \) and infinitesimally twisted. Then

\[
v_\varepsilon = v_0 + \frac{d}{2} \varepsilon \log(1/\varepsilon) + O(\varepsilon),
\]

\( v_\varepsilon \) being the value of (1.1).

Hence \( v_\varepsilon \) approximates the transport cost \( v_0 \) with accuracy \( \frac{d}{2} \varepsilon \log(1/\varepsilon) \) and the next term in the expansion is at most of order \( \varepsilon \); it cannot be better in general, as shown in the cases handled in [61]. As an application, if we debias the problem, namely if we consider the
Sinkhorn divergence (see [66])

$$\text{OT}_\varepsilon(\mu^-, \mu^+) := v_\varepsilon(\mu^-, \mu^+ + \frac{1}{2} (v_\varepsilon(\mu^-, \mu^-) + v_\varepsilon(\mu^+, \mu^-)))$$

instead of the entropic cost $v_\varepsilon$, it immediately follows from our main theorem that the term in $\varepsilon \log(1/\varepsilon)$ disappears and therefore

$$\text{OT}_\varepsilon(\mu^-, \mu^+) = v_0(\mu^-, \mu^+) + O(\varepsilon).$$

For the proof of Theorem 1.1 we will show separately that for $\varepsilon \ll 1$,

$$v_\varepsilon \leq v_0 + \frac{d}{2} \varepsilon \log(1/\varepsilon) + M \varepsilon$$

and

$$v_\varepsilon \geq v_0 + \frac{d}{2} \varepsilon \log(1/\varepsilon) - m \varepsilon,$$

(1.2)

for some constants $m, M$.

For the upper bound, the proof relies on the block approximation introduced in [20] and on an integral variant of Alexandrov’s theorem tailored to our purpose (see Lemma 3.9). Let us emphasize that this upper bound only requires $\mathcal{C}^{1,1}$ regularity and no twist condition. We also treat more general situations where the cost function is only Lipschitz (or even Hölder continuous, see Remark 3.4), in which case the constant $d/2$ has to be replaced (without the $1/2$ factor) by the upper entropy dimension, also called Rényi or information dimension, of the marginals (see Proposition 3.1), and this is shown to be sharp in Example 3.6.

For the lower bound, from the dual formulation of (1.1) it follows:

$$v_\varepsilon \geq v_0 - \varepsilon \log \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{-\frac{E(x, y)}{\varepsilon}} \, d\mu^-(x) \, d\mu^+(y),$$

where $E(x, y) := c(x, y) - \phi(x) - \psi(y)$ is the duality gap and $(\phi, \psi)$ are Kantorovich potentials for the OT problem. By using the so-called Minty’s trick as presented in [53] (here the infinitesimal twist condition on $c$ is required), we are able to prove that $E$ detaches quadratically from the set $\{E = 0\}$ and this allows us to estimate the previous integral in the desired way. We also explain in the quadratic case how to derive a quantitative stability result for optimal plans from the same trick.

As concerns the ambient space, for simplicity we chose to work on $\mathbb{R}^d$ but since our arguments are local, they are expected to work also on smooth $d$-dimensional manifolds.

Related literature

The discrete case with finitely supported marginals falls within the class of finite-dimensional linear programming problems. In this framework, the choice of the entropy as regularizing function has a long tradition and a detailed investigation of convergence rates for regularized primal/dual formulations and expansion of the cost was already addressed in the early work [25].

In the continuous setting, entropic regularization is a more recent technique [20] and has been initially employed in the quadratic case $c(x, y) = |x - y|^2$, where EOT appears as a perturbation of the (squared) Wasserstein distance. For this choice of cost function, EOT is intimately linked (and actually equivalent in the Euclidean setting) to a much older problem, known as Schrödinger problem (SP for short, see the survey [46]). The latter can be better described as a control problem for Brownian particles, hence a dynamical problem, unlike EOT which is static in nature. This dynamical aspect turns out to be very useful to overcome regularity problems affecting Wasserstein geodesics, as already shown in [36, 41]. The fact that, for $c(x, y) = |x - y|^2$, EOT and SP coincide (see [40]) explains why the quadratic EOT
problem has attracted a lot of attention coming from different research areas: not only the ones mentioned before, where EOT has proved to be a valuable tool, but also (stochastic) control, statistical mechanics and many others.

In the very last years, several generalizations of both EOT and SP have appeared. As concerns the latter, extensions to mean-field and interacting particle systems [6, 22], and to an abstract framework [55] are worth mentioning. As regards EOT, regularizing functions other than the entropy (and their impact on algorithms) have been considered for instance in [30, 47]. Moreover, adding entropy penalizations in the spirit of EOT has also been used in the study of multi-marginal OT [7, 21, 50], incompressible fluids [5, 15] and unbalanced OT [12], where the entropy term gives rise to a branching unbalanced OT problem.

For an account of latest developments let us finally mention a series of recent works [33, 39, 59], where stability with respect to marginals of plans and potentials for EOT is addressed.

Structure of the paper

In Sect. 2, we recall some main features of the OT and EOT problems and prove the analyticity of \( v_\varepsilon \) (Theorem 2.1). The upper and lower bounds on \( v_\varepsilon \) are established respectively in Sect. 3 (Propositions 3.1 and 3.7) and Sect. 4 (Proposition 4.4).

2 Regularity of the EOT cost

Let us first collect all notations, definitions and relevant results concerning the optimal transport problem and its entropy-regularized counterpart. As already anticipated in the introduction, given a parameter \( \varepsilon > 0 \), two measures \( \mu^\pm \in \mathcal{P}(\mathbb{R}^d) \) with compact support \( X^\pm := S_{\mu^\pm} \) and a continuous cost function \( c \in \mathcal{C}(X^- \times X^+) \), the EOT problem is given by

\[
v_\varepsilon := \inf_{\gamma \in \Pi(\mu^-, \mu^+)} \left\{ \int_{X^- \times X^+} c(x, y) \, d\gamma(x, y) + \varepsilon \text{Ent}(\gamma | \mu^- \otimes \mu^+) \right\}, \tag{EOT}_\varepsilon
\]

where \( \Pi(\mu^-, \mu^+) \) denotes the set of couplings between \( \mu^- \) and \( \mu^+ \) and \( \text{Ent}(\cdot | \mu^- \otimes \mu^+) \) the Boltzmann-Shannon relative entropy (or Kullback–Leibler divergence) w.r.t. the product measure \( \mu^- \otimes \mu^+ \), defined for general probability measures \( p, q \) as

\[
\text{Ent}(p | q) = \begin{cases} \int_{\mathbb{R}^d} \rho \log(\rho) \, dq & \text{if } p = \rho q, \\ +\infty & \text{otherwise}. \end{cases}
\]

The fact that \( q \) is a probability measure ensures that \( \text{Ent}(p | q) \geq 0 \). The value of \( \text{(EOT)}_\varepsilon \), denoted by \( v_\varepsilon \), is called entropic cost.

The dual problem of \( \text{(EOT)}_\varepsilon \) in the sense of convex analysis reads as

\[
\sup_{\phi \in \mathcal{C}(X^-)} \left\{ \int_{X^-} \phi \, d\mu^- + \int_{X^+} \psi \, d\mu^+ - \varepsilon \int_{X^- \times X^+} e^{\phi(x) + \psi(y) - c(x, y)} \, d\mu^-(x) \, d\mu^+(y) + \varepsilon \right\},
\]

\( \square \) Springer
which is invariant by \((\phi, \psi) \mapsto (\phi + \lambda, \psi - \lambda)\) where \(\lambda \in \mathbb{R}\). Another way to write the dual problem, which is also invariant by \(\phi \mapsto \phi + \lambda\) and \(\psi \mapsto \psi + \lambda\), reads as

\[
\sup_{\phi \in \mathcal{E}(X^-), \psi \in \mathcal{E}(X^+)} \left\{ \int_{X^-} \phi \, d\mu^- + \int_{X^+} \psi \, d\mu^+ - \varepsilon \log \int_{X^- \times X^+} e^{\frac{\phi(x) + \psi(y) - c(x, y)}{\varepsilon}} \, d\mu^-(x) \, d\mu^+(y) \right\},
\]

\((D_\varepsilon)\)

see \([44]\) or \([57]\) for a more recent presentation. From \((EOT_\varepsilon)\) and \((D_\varepsilon)\) we recover, as \(\varepsilon \to 0\), the (unregularized) optimal transport problem associated with \(c\) and its dual, that we recall for the reader’s sake:

\[
v_0 := \inf_{\gamma \in \Pi(\mu^- \otimes \mu^+)} \int_{X^- \times X^+} c(x, y) \, d\gamma(x, y) \quad \text{(OT)}
\]

and

\[
\sup_{\phi \in \mathcal{E}(X^-), \psi \in \mathcal{E}(X^+)} \left\{ \int_{X^-} \phi \, d\mu^- + \int_{X^+} \psi \, d\mu^+ : \phi \oplus \psi \leq c \right\}; \quad \text{(D)}
\]

respectively, where \(\phi \oplus \psi(x, y) := \phi(x) + \psi(y)\). The set of optimal couplings between \(\mu^-\) and \(\mu^+\) will be denoted by \(\text{Opt}(\mu^- \otimes \mu^+)\). The value of \((\text{OT})\), denoted by \(v_0\), is called transport cost. As for \((\text{D})\), it is well known that optimizers, called Kantorovich potentials, exist whenever \(X^\pm\) are compact and they can be chosen \(c\)-conjugate (see \([67, \text{Chapter 1}]\)):

\[
\phi = \inf_{y \in X^+} c(\cdot, y) - \psi(y), \quad \psi = \inf_{x \in X^-} c(x, \cdot) - \phi(x).
\]

The link between EOT and OT is very strong, as already discussed in the introduction. For later use, recall that a consequence of the \(\Gamma\)-convergence of \((EOT_\varepsilon)\) towards \((\text{OT})\) is that

\[
\lim_{\varepsilon \downarrow 0} v_\varepsilon = v_0.
\]

(2.1)

A proof tailored to our setting can be found in \([20, \text{Sect. 2.3}]\) (although formulated for the quadratic cost, it actually works for any continuous cost as long as \(\mu^\pm\) have compact supports).

The fact that \((EOT_\varepsilon)\) admits a unique solution \(\gamma_\varepsilon\), called optimal entropic plan, is a consequence of the direct method in the calculus of variations and strict convexity of the entropy. The structure of \(\gamma_\varepsilon\) is then very rigid: indeed, there exist two real-valued Borel functions \(\phi_\varepsilon, \psi_\varepsilon\) such that

\[
\gamma_\varepsilon = \exp \left( \frac{\phi_\varepsilon \oplus \psi_\varepsilon - c}{\varepsilon} \right) \mu^- \otimes \mu^+,
\]

(2.2)

which implies in particular that

\[
v_\varepsilon = \int_{X^-} \phi_\varepsilon \, d\mu^- + \int_{X^+} \psi_\varepsilon \, d\mu^+ \quad \text{(2.3)}
\]

and these functions, which have continuous representatives, are a.s. uniquely determined up to additive constants, in the sense that if \((\phi, \psi)\) and \((\phi', \psi')\), then \(\phi = \phi' + \lambda \mu^-\text{-a.e. and } \psi = \psi' - \lambda \mu^+\text{-a.e. for some } \lambda \in \mathbb{R}\). Moreover, \(\gamma_\varepsilon\) is the unique coupling \(\gamma \in \Pi(\mu^-, \mu^+)\) whose density w.r.t. \(\mu^- \otimes \mu^+\) can be written as in \((2.2)\). A self-contained proof of all these facts in the case of compactly supported measures \(\mu^\pm\) can be found in \([41, \ldots]\)
Proposition 2.1. The reader is referred to the analysis of [50], to the notes of Nutz [57] for a more general framework, and to [13, 14, 27, 34, 65] for earlier references.

The functions $\phi_\varepsilon, \psi_\varepsilon$ in (2.2) are called Schrödinger potentials, the terminology being motivated by the fact that they solve the dual problem (D_\varepsilon). Furthermore, $\phi_\varepsilon, \psi_\varepsilon$ are the (unique) solutions to the so-called Schrödinger system

\[
\begin{align*}
\phi(x) &= -\varepsilon \log \int_{X^+} e^{\frac{\psi(y) - c(x,y)}{\varepsilon}} \, d\mu^+(y) \quad \text{for } \mu^-\text{-a.e. } x, \\
\psi(y) &= -\varepsilon \log \int_{X^-} e^{\frac{\phi(x) - c(x,y)}{\varepsilon}} \, d\mu^-(x) \quad \text{for } \mu^+\text{-a.e. } y,
\end{align*}
\]  

(2.4)

named after E. Schrödinger who introduced it in the seminal papers [68, 69] (see also [26] for a recent English translation of the former). Note that (2.4) is a softmin version of the classical c-conjugacy relation for Kantorovich potentials. From (2.4) and the continuity of $c$, we easily deduce that $\phi, \psi$ share a common modulus of continuity with $c$ (see [50] for details). From an OT viewpoint, (2.4) simply means that $e^{(\phi \oplus \psi - c)/\varepsilon} \mu^- \otimes \mu^+ \in \Pi(\mu^-, \mu^+)$. 

We are now ready to state and prove the first main result. Recall that $v_\varepsilon$ denotes the value of (EOT_\varepsilon) and $v_0$ the one of (OT); the dependence on $\mu^+, \mu^-$ is omitted, as they will always be fixed.

**Theorem 2.1** Let $\mu^\pm \in \mathcal{P}(\mathbb{R}^d)$ have compact support $X^\pm \subseteq \mathbb{R}^d$ and $c \in C(X^- \times X^+)$. Then the function $\varepsilon \mapsto v_\varepsilon$ is continuous, non-decreasing and concave on $[0, +\infty)$; it is analytic on $(0, +\infty)$.

**Proof** The convergence of $v_\varepsilon$ to $v_0$ as $\varepsilon \downarrow 0$ is precisely (2.1). The fact that $v$ is non-decreasing follows from the non-negativity of the entropy; concavity is also obvious since $v_\varepsilon$ is an infimum of affine functions of $\varepsilon$.

Analyticity of $v$ on $(0, +\infty)$ can be deduced from the analytic version of the implicit function theorem, adapting the arguments of [24] as follows. Let $\varepsilon > 0$ and, recalling that Schrödinger potentials are unique up to the trivial transformation $(\phi, \psi) \mapsto (\phi - \lambda, \psi + \lambda)$ with $\lambda \in \mathbb{R}$, impose the following normalization condition

\[
\int_{X^-} \phi \, d\mu^- = 0. 
\]

(2.5)

Denote then by $(\phi_\varepsilon, \psi_\varepsilon)$ the unique functions satisfying (2.4) and (2.5) and note that by (2.3) and (2.5) the entropic cost writes as

\[
v_\varepsilon = \int_{X^+} \psi_\varepsilon \, d\mu^+. 
\]

(2.6)

As already noticed, $\phi_\varepsilon$ and $\psi_\varepsilon$ are continuous in $X^-$ and $X^+$ respectively, whence the validity of both equations in (2.4) in a pointwise sense. This means that, if we define

\[
F(\varepsilon, \phi, \psi)(x) := e^{\frac{\phi(x)}{\varepsilon}} \int_{X^+} e^{\frac{-c(x,y) + \psi(y)}{\varepsilon}} \, d\mu^+(y), \quad x \in X^- \\
G(\varepsilon, \phi, \psi)(y) := e^{\frac{\psi(y)}{\varepsilon}} \int_{X^-} e^{\frac{-c(x,y) + \phi(x)}{\varepsilon}} \, d\mu^-(x), \quad y \in X^+
\]

the Schrödinger system (2.4) is equivalent to

\[
F(\varepsilon, \phi_\varepsilon, \psi_\varepsilon)(x) = 1 \quad (\forall x \in X^-), \quad \text{and} \quad G(\varepsilon, \phi_\varepsilon, \psi_\varepsilon)(y) = 1 \quad (\forall y \in X^+).
\]
Finally, define the spaces
\[ A := \{ (\phi, \psi) \in \mathcal{C}(X^-) \times \mathcal{C}(X^+) : (2.5) \text{ holds} \} \]
and
\[ B := \left\{ (f, g) \in \mathcal{C}(X^-) \times \mathcal{C}(X^+) : \int_{X^-} f \, d\mu^- = \int_{X^+} g \, d\mu^+ \right\}, \]
which are Banach spaces when equipped with the uniform norm, and the map \( S : (0, +\infty) \times \mathcal{C}(X^-) \times \mathcal{C}(X^+) \to \mathcal{C}(X^-) \times \mathcal{C}(X^+) \)
\[ S(\epsilon, \phi, \psi) := (F(\epsilon, \phi, \psi), G(\epsilon, \phi, \psi)). \]
Let us observe that \( S \) is analytic, takes values in \( B \) and the pair of normalized Schrödinger potentials \((\phi_\epsilon, \psi_\epsilon)\) is implicitly defined by
\[(\phi_\epsilon, \psi_\epsilon) \in A \quad \text{and} \quad S(\epsilon, \phi_\epsilon, \psi_\epsilon) = (1, 1).\]
We claim that for every \( \epsilon > 0 \) and \((\phi, \psi) \in A\), the derivative of \( S \) w.r.t. \((\phi, \psi)\) at \((\epsilon, \psi, \phi)\) is an isomorphism between \( A \) and \( B \), analyticity of \( \epsilon \mapsto (\phi_\epsilon, \psi_\epsilon) \) will then follow from the implicit function theorem in the analytic case. To ease notations assume \( \epsilon = 1 \) and let \((\phi, \psi) \in A\) be fixed. Defining
\[ S = S(1, \cdot, \cdot) = (F(1, \cdot, \cdot), G(1, \cdot, \cdot)), \quad \tilde{S} := (\log F, \log G), \]
and
\[ L := S'(\phi, \psi) = (L_1, L_2), \quad \tilde{L} := \tilde{S}'(\phi, \psi) = (\tilde{L}_1, \tilde{L}_2), \]
for \((h, k) \in \mathcal{C}(X^-) \times \mathcal{C}(X^+)\) we then have
\[ \tilde{L}_1(h, k)(x) = h(x) + \frac{\int_{X^+} e^{-(c(x, y) + \psi(y))k(y)} \, d\mu^+(y)}{\int_{X^+} e^{-(c(x, y) + \psi(y))} \, d\mu^+(y)}, \quad L_1(h, k) = F(\phi, \psi)\tilde{L}_1(h, k), \]
and
\[ \tilde{L}_2(h, k)(y) = k(y) + \frac{\int_{X^-} e^{-(c(x, y) + \phi(x))h(x)} \, d\mu^-(x)}{\int_{X^-} e^{-(c(x, y) + \phi(x))} \, d\mu^-(x)}, \quad L_2(h, k) = G(\phi, \psi)\tilde{L}_2(h, k). \]
We can write in a more synthetic way \( \tilde{L} \) as
\[ \tilde{L}_1(h, k)(x) = h(x) + \int_{X^+} k(y) \, dQ^x(y), \quad \tilde{L}_2(h, k)(y) = k(y) + \int_{X^-} h(x) \, dQ_y(x), \]
(2.7)
where \( Q^x \) and \( Q_y \) are the disintegration measures of the probability measure
\[ dQ(x, y) := \frac{e^{\phi(x) + (\psi(y) - c(x, y))} \, d\mu^- (x) \, d\mu^+(y)}{\int_{X^- \times X^+} e^{\phi(x') + (\psi(y') - c(x', y'))} \, d\mu^- (x') \, d\mu^+(y')} \]
with respect to its first marginal \( \alpha \) and second marginal \( \beta \), that is:
\[ Q = \alpha \otimes Q^x = Q_y \otimes \beta \]
(2.8)
(in other words given \((X, Y)\) with law \(Q\), \(Q^+\) is the conditional law of \(Y\) given \(X = x\) and \(Q_y\) is the conditional law of \(X\) given \(Y = y\)). Assume now that \((h, k) \in \mathscr{C}(X^-) \times \mathscr{C}(X^+)\) belongs to \(\text{ker}(L) = \text{ker}(\tilde{L})\), i.e.

\[
h(x) + \int_{X^+} k(y) \, dQ^+(y) = 0, \quad \forall x \in X^- = S_\alpha
\]

and

\[
k(y) + \int_{X^-} h(x) \, dQ_x(x) = 0, \quad \forall y \in X^+ = S_\beta
\]

where \(X^- = S_\alpha\) and \(X^+ = S_\beta\) follow from the equivalence of \(Q\) with \(\mu^- \otimes \mu^+\) (in the sense that they have the same negligible sets). Multiplying \((2.9)\) by \(h(x)\) and integrating w.r.t. \(\alpha\), multiplying \((2.10)\) by \(k(y)\) and integrating w.r.t. \(\beta\), and summing the two, by \((2.8)\) we get

\[
\int_{X^- \times X^+} (h(x) + k(y))^2 \, dQ(x, y) = 0
\]

from which we deduce that \(h(x) + k(y) \equiv 0\) for \(\mu^- \otimes \mu^+\)-a.e. \((x, y)\), that is \(h\) and \(k\) are two constants that sum to 0. We thus have \(\text{ker}(\tilde{L}) = \text{ker}(L) = \{\lambda, -\lambda : \lambda \in \mathbb{R}\}\) and in particular \(\text{ker}(L) \cap A = \{0\}\), so that \(L\) is injective on \(A\). Since \(c\) is uniformly continuous on \(X^- \times X^+\), all functions in the image of \(\tilde{L}\) are equi-continuous and equi-bounded, and it follows from Ascoli’s Theorem that \(\tilde{L}\) is a compact perturbation of the identity map on \(\mathscr{C}(X^-) \times \mathscr{C}(X^+)\). This enables us to invoke the Fredholm alternative theorem to deduce from the fact that \(\text{ker}(\tilde{L})\) is a line that \(\tilde{L}(\mathscr{C}(X^-) \times \mathscr{C}(X^+)) = \tilde{L}(A)\) is a hyperplane of \(\mathscr{C}(X^-) \times \mathscr{C}(X^+)\). Since \(\tilde{L}(A)\) is isomorphic to \(L(A)\), and \(L(A)\) is included in the hyperplane \(B\) (because the original non-linear map \(S\) takes values in \(B\)), we have \(L(A) = B\).

Hence \(L\) is an isomorphism between \(A\) and \(B\) and, as anticipated, the implicit function theorem for analytic maps (see chapter 4 of [17]) therefore implies that \((\phi_\varepsilon, \psi_\varepsilon)\) depends analytically on \(\varepsilon > 0\). In particular \((0, +\infty) \ni \varepsilon \mapsto \psi_\varepsilon \in \mathscr{C}(X^-)\) is analytic too, whence the analyticity of \(v\) on \((0, +\infty)\) thanks to \((2.6)\). \(\square\)

**Remark 2.2** The entropic cost \(\varepsilon \mapsto v_\varepsilon\) being analytic on \((0, +\infty)\), it can be extended in an analytic fashion to some complex values of \(\varepsilon\). Note that the proof above shows that the entropic cost is also an analytic function of the transport cost \(c\).

**Remark 2.3** Even if Theorem 2.1 is stated in the Euclidean setting, it is worth stressing that it is in fact true in a much more general framework. Indeed, it is not difficult to see that the previous proof works verbatim over compact metric spaces and an even higher level of generality is possible. More precisely, not even a topological structure is needed. It is indeed sufficient that \(c \in L^\infty(\mu^- \otimes \mu^+)\) with \(\mu^-, \mu^+\) probability measures on arbitrary measurable spaces, as it is the case in [24]. However, with no topological structure the proof of the analyticity of \(\varepsilon \mapsto v_\varepsilon\) would be more involved.

Knowing that all order derivatives of \(\varepsilon \mapsto v_\varepsilon\) exist on \((0, +\infty)\), it is natural to look for an explicit expression for them. The case of the first derivative is particularly easy to handle, as shown below.

**Corollary 2.4** Under the same assumptions of Theorem 2.1, it holds

\[
v'_\varepsilon = \text{Ent}(\gamma_\varepsilon \mid \mu^- \otimes \mu^+), \quad \forall \varepsilon > 0.
\]
Besides, if there exists \( \gamma_0 \in \text{Opt}(\mu^- \otimes \mu^+) \) with \( \text{Ent}(\gamma_0 | \mu^- \otimes \mu^+) < +\infty \), then \( \varepsilon \mapsto v_\varepsilon \) belongs to \( \mathcal{E}^1([0, +\infty)) \) with right derivative at \( \varepsilon = 0 \) given by

\[
v'_\varepsilon |_{\varepsilon=0} = \inf_{\gamma \in \text{Opt}(\mu^-, \mu^+)} \text{Ent}(\gamma | \mu^- \otimes \mu^+), \tag{2.12}
\]

in other words:

\[
v_\varepsilon - v_0 = \varepsilon \inf_{\gamma \in \text{Opt}(\mu^-, \mu^+)} \text{Ent}(\gamma | \mu^- \otimes \mu^+) + o(\varepsilon). \tag{2.13}
\]

Moreover, in that case, \( \gamma_\varepsilon \) converges narrowly to the unique coupling \( \gamma^* \) of minimal entropy in \( \text{Opt}(\mu^-, \mu^+) \), namely

\[
\gamma^* = \arg \min_{\gamma \in \text{Opt}(\mu^-, \mu^+)} \text{Ent}(\gamma | \mu^- \otimes \mu^+).
\]

**Proof** Knowing that \( \varepsilon \mapsto v_\varepsilon \) is analytic (\( \mathcal{E}^1 \) would be enough), (2.11) is a consequence of the envelope theorem and of the uniqueness of the minimizer of (EOT\( _\varepsilon \)).

As concerns the second part of the statement, define

\[
C_\varepsilon(\gamma) := \int_{X^- \times X^+} c \, d\gamma + \varepsilon \text{Ent}(\gamma | \mu^- \otimes \mu^+)
\]

and observe that \( v_\varepsilon - v_0 = C_\varepsilon(\gamma_\varepsilon) - C_0(\gamma) \leq C_\varepsilon(\gamma) - C_0(\gamma) = \varepsilon \text{Ent}(\gamma | \mu^- \otimes \mu^+) \) for any \( \gamma \in \text{Opt}(\mu^-, \mu^+) \), hence

\[
\limsup_{\varepsilon \downarrow 0} \frac{v_\varepsilon - v_0}{\varepsilon} \leq \inf_{\gamma \in \text{Opt}(\mu^-, \mu^+)} \text{Ent}(\gamma | \mu^- \otimes \mu^+), \tag{2.14}
\]

the right-hand side being finite thanks to the existence of \( \gamma_0 \) as in the statement. For the liminf inequality, recall that (EOT\( _\varepsilon \)) \( \Gamma \)-converges to (OT) as \( \varepsilon \to 0 \), so that up to subsequences \( \gamma_\varepsilon \) converges narrowly to \( \gamma^* \in \text{Opt}(\mu^-, \mu^+) \). Combining this information with \( v_\varepsilon - v_0 \geq C_\varepsilon(\gamma_\varepsilon) - C_0(\gamma_\varepsilon) = \varepsilon \text{Ent}(\gamma_\varepsilon | \mu^- \otimes \mu^+) \) and the lower semicontinuity of the entropy (see [67, Sect. 7.1.2]) yields

\[
\liminf_{\varepsilon \downarrow 0} \frac{v_\varepsilon - v_0}{\varepsilon} \geq \text{Ent}(\gamma^* | \mu^- \otimes \mu^+) \geq \inf_{\gamma \in \text{Opt}(\mu^-, \mu^+)} \text{Ent}(\gamma | \mu^- \otimes \mu^+),
\]

and this inequality\(^1\) together with (2.14) implies the right differentiability of \( v_\varepsilon \) at \( \varepsilon = 0 \) as well as (2.12).

Note that the argument above also proves the existence of a \( \gamma^* \in \text{Opt}(\mu^-, \mu^+) \) of minimal entropy towards which \( \gamma_\varepsilon \) converges narrowly (up to subsequences) as well as the lower semicontinuity of \( v'_\varepsilon \) at \( \varepsilon = 0 \). The uniqueness of such \( \gamma^* \) comes from the convexity of \( \text{Opt}(\mu^-, \mu^+) \) and the strict convexity of the entropy, hence the convergence of the whole sequence. The upper semicontinuity of \( v'_\varepsilon \) at \( \varepsilon = 0 \) is instead a consequence of concavity, so that in conclusion \( v'_\varepsilon \) is continuous up to \( \varepsilon = 0 \), namely \( v_\varepsilon \in \mathcal{E}^1([0, +\infty)) \).

As explained in the lecture notes [57, Theorem 5.5 and Corollary 5.6], the previous corollary can be sharpened to convergence in relative entropy, hence in total variation thanks to Pinsker inequality.

Let us stress that while (2.11) is an immediate consequence of Theorem 2.1, the proof of (2.12) (inspired by [28, 55]) requires the existence of an optimal coupling with finite entropy.

\(^1\) By the way, this also shows that the differentiability of \( v_\varepsilon \) at \( \varepsilon = 0 \) is in fact equivalent to the existence of an optimal plan with finite entropy.
w.r.t. $\mu^- \otimes \mu^+$ and the reader may wonder whether this condition is reasonable or not. If $\mu^-$ and $\mu^+$ are finitely-supported measures, the condition is trivially satisfied; hence identities (2.12) and (2.13) may be of some interest in this case (in this direction, recall the pioneering work [25]).

However, as soon as $\mu^-$ and $\mu^+$ have densities, the aforementioned condition is not satisfied in general. In particular, it cannot hold whenever optimal plans are concentrated on $d$-rectifiable sets. To obtain a non-trivial asymptotic expansion of the entropic cost around $\varepsilon = 0$ in more general situations, a more accurate study of $v_\varepsilon - v_0$ is thus required, and this will be carried out in Sects. 3 and 4.

### 3 Upper bound

Our goal in this section is to establish upper bounds on $v_\varepsilon - v_0$ up to order $O(\varepsilon)$ as $\varepsilon \to 0$. We start with a general upper bound holding for $C^{0,1}$ (i.e. Lipschitz) costs, then we prove a finer upper bound for $C^{1,1}$ costs. The leading order terms, which are proportional to $\varepsilon \log(1/\varepsilon)$, will be shown to be sharp in this section and in Sect. 4.

#### 3.1 Upper bound for $C^{0,1}$ costs

The upper bound we are going to establish will depend on the dimension of $\mu^-$ and $\mu^+$. The natural notion of dimension which arises in our context is the entropy dimension, also called information dimension or Rényi dimension, since it was originally introduced by Rényi in [64]. The definition that we use corresponds to the one given in [72]: if $\mu$ is a probability measure over $\mathbb{R}^d$, we set for every $\delta > 0$,

$$H_\delta(\mu) = \inf \left\{ \sum_{n \in \mathbb{N}} \mu(A_n) \log(1/\mu(A_n)) : \forall n, \text{diam}(A_n) \leq \delta, \text{ and } \mathbb{R}^d = \bigcup_{n \in \mathbb{N}} A_n \right\},$$

where the infimum is taken over countable partitions $(A_n)_{n \in \mathbb{N}}$ of $\mathbb{R}^d$ by Borel subsets of diameter less than $\delta$, and we define the lower and upper entropy dimension of $\mu$ respectively by:

$$\dim_E(\mu) := \liminf_{\delta \to 0^+} \frac{H_\delta(\mu)}{\log(1/\delta)}, \quad \overline{\dim}_E(\mu) := \limsup_{\delta \to 0^+} \frac{H_\delta(\mu)}{\log(1/\delta)}.$$

When $\mu$ has compact support, notice that its upper entropy dimension is always smaller than the upper box dimension of the support of $\mu$, that is:

$$\overline{\dim}_E(\mu) \leq \overline{\dim}_B(S_\mu) := \limsup_{\delta \to 0^+} \frac{\log(N_\delta(S_\mu))}{\log(1/\delta)},$$

where for every $A \subseteq \mathbb{R}^d$, $N_\delta(A)$ denotes the box-counting number of $A$ at scale $\delta$, i.e. the minimal number of sets of diameter $\delta > 0$ which cover $A$. Indeed if $(A_1, \ldots, A_{N_\delta(S_\mu)})$ is such a covering, by concavity of $t \mapsto t \log(1/t)$, we have

$$\sum_{1 \leq n \leq N_\delta(S_\mu)} \mu(A_n) \log(1/\mu(A_n)) \leq \log N_\delta(S_\mu). \quad (3.1)$$

Let us stress that although our definition of Rényi or information dimension matches that of [72] or [63, Chapter 6] (in the compact case), there are many variants and generalizations
Proposition 3.1 If $\mu^\pm \in \mathcal{P}(\mathbb{R}^d)$ and $c \in C^{0,1}(S^- \times S^+)$, then for every $\varepsilon > 0$, 

$$v_\varepsilon \leq v_0 + \varepsilon (H_\varepsilon(\mu^-) \wedge H_\varepsilon(\mu^+)) + [c]_{C^{0,1}(S^- \times S^+)} \varepsilon. \quad (3.2)$$

In particular, setting $d^\pm = \overline{\dim}_E(\mu^\pm)$,

$$v_\varepsilon \leq v_0 + (d^+ \wedge d^-) \varepsilon \log(1/\varepsilon) + o(\varepsilon \log(1/\varepsilon)) \quad \text{as } \varepsilon \to 0, \quad (3.3)$$

and if $\mu^\pm$ are concentrated on compact submanifolds of dimension $d^\pm$,

$$v_\varepsilon \leq v_0 + (d^+ \wedge d^-) \varepsilon \log(1/\varepsilon) + O(\varepsilon). \quad (3.4)$$

The proof is based on a generalization of the block approximation defined in [20, Definition 2.9].

Proof Let $\gamma_0 \in \text{Opt}(\mu^-, \mu^+)$. First of all, let us extend the cost to a function $c \in C^{0,1}(\mathbb{R}^d \times \mathbb{R}^d)$ with same Lipschitz constant $L := [c]_{C^{0,1}(\mathbb{R}^d \times \mathbb{R}^d)} = [c]_{C^{0,1}(S^- \times S^+)}$. We consider a covering $\mathbb{R}^d = \bigcup_{n \in \mathbb{N}} A_n$ of Borel sets such that $\text{diam}(A_n) \leq \delta$ for every $n \in \mathbb{N}$. We set for every $n \in \mathbb{N}$,

$$\mu^\pm_n := \begin{cases} \frac{\mu^\pm(A_n)}{\mu^\pm(A_n)} & \text{if } \mu^\pm(A_n) > 0, \\ 0 & \text{otherwise}, \end{cases}$$

then for every pair $i, j \in \mathbb{N}$,

$$(\gamma_0)_{i,j} := \gamma_0(A_i \times A_j) \mu^-_i \otimes \mu^+_j,$$

and finally,

$$\gamma^\delta := \sum_{i,j \in \mathbb{N}} (\gamma_0)_{i,j}.$$

By definition, $\gamma^\delta \ll \mu^- \otimes \mu^+$ and we may check that its marginals are $\mu^\pm$, for instance:

$$(\pi_1)_#\gamma^\delta = \sum_{i,j \in \mathbb{N}} (\pi_1)_#(\gamma_0(A_i \times A_j) \mu^-_i \otimes \mu^+_j) = \sum_{i,j \in \mathbb{N}} \gamma_0(A_i \times A_j) \mu^-_i = \sum_{i \in \mathbb{N}} \mu^-(A_i) \mu^- = \mu^-.$$

Besides, for $\mu^- \otimes \mu^+$-almost every $(x, y) \in A_i \times A_j$,

$$\frac{d\gamma^\delta}{d\mu^- \otimes \mu^+}(x, y) = \frac{\gamma_0(A_i \times A_j)}{\mu^-(A_i) \mu^+(A_j)} \quad \text{if } \mu^-(A_i) \mu^+(A_j) > 0,$$
and it is 0 otherwise. Let us compute its entropy, summing only over indices $i$, $j$ such that $\mu^-(A_i) > 0$ and $\mu^+(A_j) > 0$.

$$\text{Ent}(\gamma^\delta | \mu^- \otimes \mu^+) = \sum_{i,j \in \mathbb{N}} \int_{A_i \times A_j} \log \left( \frac{\gamma_0(A_i \times A_j)}{\mu^-(A_i) \mu^+(A_j)} \right) d\gamma^\delta$$

$$= \sum_{i,j \in \mathbb{N}} \gamma_0(A_i \times A_j) \log \left( \frac{\gamma_0(A_i \times A_j)}{\mu^-(A_i) \mu^+(A_j)} \right)$$

$$= \sum_{i,j \in \mathbb{N}} \gamma_0(A_i \times A_j) \log \left( \frac{\gamma_0(A_i \times A_j)}{\mu^-(A_i) \mu^+(A_j)} \right) + \sum_{j \in \mathbb{N}} \mu^+(A_j) \log(1/\mu^+(A_j))$$

$$\leq \sum_{j \in \mathbb{N}} \mu^+(A_j) \log(1/\mu^+(A_j)),$$

the last inequality coming from the inequality $\gamma_0(A_i \times A_j) \leq \mu^-(A_i)$. Taking arbitrary coverings $(A_n)_{n \in \mathbb{N}}$ of diameter smaller than $\delta$, we get by definition of $H_\delta$,

$$\text{Ent}(\gamma^\delta | \mu^- \otimes \mu^+) \leq H_\delta(\mu^+).$$

Notice that $W_\infty(\gamma^\delta, \gamma_0) \leq \delta$, where $W_p$ denotes the $p$-Wasserstein distance\(^2\) between probability measures for $p \in [1, \infty]$. As a consequence, taking $\gamma^\delta$ as competitor in $(\text{EOT}_\epsilon)$, since $W_1 \leq W_\infty$ we obtain

$$v_\epsilon \leq \int_{\mathbb{R}^d \times \mathbb{R}^d} c \, d\gamma^\delta + \epsilon H_\delta(\mu^+) = v_0 + \int_{\mathbb{R}^d \times \mathbb{R}^d} c \, d(\gamma^\delta - \gamma_0) + \epsilon H_\delta(\mu^+)$$

$$\leq v_0 + LW_1(\gamma^\delta, \gamma_0) + \epsilon H_\delta(\mu^+)$$

$$\leq v_0 + L \delta + \epsilon H_\delta(\mu^+).$$

Taking $\delta = \epsilon$ and interchanging the roles of $\mu^-$ and $\mu^+$ yields (3.2), and (3.3) follows from the definition of the upper entropy dimension. Finally, if $\mu^\pm$ are concentrated on compact $d^\pm$-dimensional manifolds $M^\pm$, knowing that their box counting number $N_\epsilon(M^\pm)$ is bounded from above by $C/\epsilon^{d^\pm}$ for some constant $C > 0$ and every $\epsilon \in (0, 1)$, applying (3.1) to $\mu^\pm$ yields $H_\epsilon(\mu^\pm) \leq d^\pm \log(1/\epsilon) + \log C$, thus

$$v_\epsilon \leq v_0 + (d^- + d^+) \epsilon \log(1/\epsilon) + (L + \log C) \epsilon$$

and (3.4) is proved.

□

Since in Proposition 3.1 no compactness assumption on the supports of the measures $\mu^\pm$ is required, the reader may wonder whether in the case of probability measures with unbounded support the upper bound (3.3) is meaningful or just simply void, i.e. if there exist $\mu^\pm \in \mathcal{P}(\mathbb{R}^d)$ with non-compact support and finite entropy dimension. On the one hand, we are going to prove that if $\mu \in \mathcal{P}(\mathbb{R}^d)$ has finite log-moment then $\overline{\text{dim}}_E(\mu) \leq d$. On the other hand, we will exhibit an example showing that the lack of moment conditions may lead to infinite entropy dimension.

**Proposition 3.2** Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ have a finite log-moment, i.e. $\int_{\mathbb{R}^d} \log(|x|)_+ \, d\mu(x) < +\infty$, then $\overline{\text{dim}}_E(\mu) \leq d$.

\(^2\) For probability measures on $\mathbb{R}^d \times \mathbb{R}^d$, we consider the Wasserstein extended distance (possibly taking infinite value) with respect to the norm that we introduced, namely $\|(x, y)\| = \max\{|x|, |y|\}$ for every $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$. 
Fix \( \delta > 0 \) and let \( \{Q_k^\delta\}_{k \in \mathbb{Z}^d} \) be a covering of \( \mathbb{R}^d \) consisting of cubes of size \( \delta \) of the form \( Q_k^\delta := \delta \cdot ((k_1, k_1 + 1) \times \cdots \times (k_d, k_d + 1)) \) for \((k_1, \ldots, k_d) \in \mathbb{Z}^d \). Let us also choose an enumeration \( n \mapsto k(n) \) of \( \mathbb{Z}^d \), so that \( \{Q_k^\delta\}_{k \in \mathbb{Z}^d} \) shall be denoted \( \{Q_n^\delta\}_{n \in \mathbb{N}} \) from now on. Define a measure \( \mu^\delta \) by assigning its density \( \rho^\delta(x) \) w.r.t. the Lebesgue measure

\[
\rho^\delta(x) := \frac{d\mu^\delta}{d\mathcal{L}^d}(x) = \delta^{-d} \mu(Q_n^\delta), \quad \text{if } x \in Q_n^\delta
\]

and note that there exists a unique \( n \in \mathbb{N} \) for which \( x \in Q_n^\delta \), so that the definition is well posed. Taking into account that \( \mu^\delta(Q_n^\delta) = \mu(Q_n^\delta) \), we then observe that

\[
H_\delta(\mu) \leq \sum_{n \in \mathbb{N}} \mu(Q_n^\delta) \log(1/\mu(Q_n^\delta)) = -\int_{\mathbb{R}^d} \rho^\delta(x) \log(\rho^\delta(x) \cdot \delta^{-d}) \, dx
\]

\[
= -\text{Ent}(\mu^\delta | \mathcal{L}^d) - d \log \delta.
\]

Recall that by Young’s inequality \( ab \leq e^a + b \log b - b \) for every \( a \in \mathbb{R} \) and \( b > 0 \). Taking \( f : x \mapsto (d + 1) \log(|x|) \) gives:

\[
H_\delta(\mu) \leq \int_{\mathbb{R}^d} e^{-f(x)} \, dx + \int_{\mathbb{R}^d} f \, d\mu^\delta - 1 - d \log \delta
\]

\[
= \mathcal{L}^d(B_1) + \int_{\mathbb{R}^d \setminus B_1} \frac{1}{|x|^{d+1}} \, dx + (d + 1) \int_{\mathbb{R}^d} \log(|x|) + d\mu^\delta(x) - 1 - d \log \delta
\]

\[
\leq \mathcal{L}^d(B_1) + \int_{\mathbb{R}^d \setminus B_1} \frac{1}{|x|^{d+1}} \, dx + (d + 1) \int_{\mathbb{R}^d} \log(|x|) + d\mu(x) + (d + 1) \sqrt{d} \delta
\]

\[
- 1 - d \log \delta,
\]

where we have used the fact that \( W_1(\mu^\delta, \mu) \leq \sqrt{d} \delta \) and that \( f \) is \( (d + 1) \)-Lipschitz. It is now sufficient to divide the inequality above by \( \log(1/\delta) \) and take the limsup as \( \delta \to 0^+ \). By definition of upper entropy dimension, the conclusion follows.

\[\square\]

**Example 3.3** Let \( \mu = \rho \mathcal{L}^1 \in \mathcal{P}(\mathbb{R}) \) be defined as

\[
\rho(x) := \frac{c}{x \log(x)^2} \mathbb{I}_{[2, +\infty)}(x),
\]

where \( c \) is a normalization constant. We claim that for \( \delta > 0 \) small enough and for every \( \delta \)-partition \( (A_n)_{n \in \mathbb{N}} \) of \( \mathbb{R} \) it holds

\[
\sum_{n \in \mathbb{N}} \mu(A_n) \log(1/\mu(A_n)) = +\infty,
\]

so that \( H_\delta(\mu) = +\infty \) and \( \dim_{E}(\mu) = +\infty \). Since \( \mu \) is absolutely continuous w.r.t. \( \mathcal{L}^1 \), there exists \( \delta_0 < 1 \) small enough such that \( \mu(A) < 1/e \) for every \( A \) with \( \text{diam}(A) < 3\delta_0 \). Take \( \delta \leq \delta_0 \) and any \( \delta \)-partition \( (A_n)_{n \in \mathbb{N}} \) of \( \mathbb{R} \) and introduce a second \( \delta \)-partition \( (B_k)_{k \in \mathbb{N}} \) by setting \( B_k := [2 + k\delta, 2 + (k + 1)\delta] \); since \( \text{spt}(\mu) \subset [2, +\infty) \), it is not restrictive to consider a covering of \([2, +\infty)\) only. For every \( k \geq 1 \), denote by \( N_k \) the set of indices \( n \in \mathbb{N} \) such that \( A_n \cap B_k \neq \emptyset \) and note that

\[
B_k \subset \bigcup_{n \in N_k} A_n \subset [2 + (k - 1)\delta, 2 + (k + 2)\delta) =: C_k.
\]
By construction, for every $k \geq 0$ the sets $C_k$ and $C_{k+3}$ are disjoint, so that $(N_{3\ell})_{\ell \in \mathbb{N}}$ consists of disjoint sets of indices. Therefore, using the fact that $t \mapsto t \log(1/t)$ is non-negative, non-decreasing and subadditive on $[0, 1/e]$ (i.e. $f(t_1 + t_2) \leq f(t_1) + f(t_2)$ whenever $t_1, t_2, t_1 + t_2 \in [0, 1/e]$), we obtain

$$\sum_{n \in \mathbb{N}} \mu(A_n) \log(1/\mu(A_n)) \geq \sum_{\ell \in \mathbb{N}} \sum_{n \in N_{3\ell}} \mu(A_n) \log(1/\mu(A_n)) \geq \sum_{\ell \in \mathbb{N}} \mu(B_{3\ell}) \log(1/\mu(B_{3\ell})).$$

It is now sufficient to observe that

$$\mu(B_{3\ell}) = \int_{2^{2+3(\ell+1)\delta}}^{2^{2+3\delta}} \frac{c}{x \log(x)^2} \, dx \sim \frac{c}{\ell \log(\ell)^2} \quad \text{as } \ell \to +\infty,$$

so that $\log(1/\mu(B_{3\ell})) \sim \log(\ell)$ and, as a consequence, $\mu(B_{3\ell}) \log(1/\mu(B_{3\ell})) \sim \frac{c}{\ell \log(\ell)}$.

This implies

$$\sum_{\ell \in \mathbb{N}} \mu(B_{3\ell}) \log(1/\mu(B_{3\ell})) = +\infty,$$

whence (3.6).

**Remark 3.4** (Uniformly continuous or Hölder costs) If the cost $c$ is only assumed to be uniformly continuous on $S_{\mu^-} \times S_{\mu^+}$, with modulus of continuity $\omega_c : \delta \mapsto \sup_{\|x - x'\| \leq \delta} |c(x) - c(x')|$, a straightforward adaptation of the above proof shows that

$$v_\varepsilon \leq v_0 + (d^+ \land d^- + o(1))\varepsilon \log(1/\omega_c^{-1}(\varepsilon)),$$

and if $\mu^\pm$ are concentrated on $d^\pm$-dimensional submanifolds,

$$v_\varepsilon \leq v_0 + (d^+ \land d^-)\varepsilon \log(1/\omega_c^{-1}(\varepsilon)) + O(\varepsilon),$$

where $\omega_c^{-1}$ is the generalized inverse defined by $\omega_c^{-1}(t) := \inf\{s \geq 0 : \omega_c(s) \geq t\}$. For instance, if $c$ is $\beta$-Hölder continuous, (3.7) and (3.8) respectively rewrite as:

$$v_\varepsilon \leq v_0 + \left(\frac{d^+ \land d^-}{\beta} + o(1)\right)\varepsilon \log(1/\varepsilon),$$

and

$$v_\varepsilon \leq v_0 + \frac{d^+ \land d^-}{\beta} \varepsilon \log(1/\varepsilon) + O(\varepsilon).$$

**Remark 3.5** (Semi-discrete case) Following the previous remark, in the semi-discrete case where either $\mu^-$ or $\mu^+$ has finite support then $d^+ \land d^- = 0$, and if $c$ is any uniformly continuous cost we have

$$v_\varepsilon \leq v_0 + O(\varepsilon).$$

The following easy example shows that the leading order term in (3.3) is in general sharp in the class of $C^{0,1}$ cost functions.

**Example 3.6** Consider $\mu^- = \mu^+ = \mathcal{L} \subseteq [0, 1]$ and $c(x, y) := |x - y|$ for $x, y \in [0, 1]$. Then

$$v_\varepsilon \geq v_0 + \varepsilon \log(1/\varepsilon) + O(\varepsilon).$$
Indeed, the unique optimizer to (OT) is $\gamma_0 = (\text{Id}, \text{Id})_\# \mu^-$ with cost $v_0 = 0$, and the pair $(\phi_0, \psi_0) = (0, 0)$ is a solution to the dual problem (D). We use $(\phi_0, \psi_0)$ as a competitor in $(D_\varepsilon)$ to get

$$v_\varepsilon \geq -\varepsilon \log \left( \int_{[0,1]^2} e^{-\frac{|y-x|}{\varepsilon}} \, dx \, dy \right).$$

We have

$$\int_{[0,1]^2} e^{-\frac{|y-x|}{\varepsilon}} \, dx \, dy = 2 \int_0^1 \int_0^y e^{-\frac{t}{\varepsilon}} \, dt \, dy = 2 \int_0^1 \varepsilon (1 - e^{-\frac{y}{\varepsilon}}) \, dy = 2\varepsilon (1 - \varepsilon (1 - e^{-\frac{1}{\varepsilon}})) \leq 2\varepsilon,$$

thus for every $\varepsilon > 0$,

$$v_\varepsilon \geq -\varepsilon \log 2\varepsilon = v_0 + \varepsilon \log (1/\varepsilon) + O(\varepsilon),$$

and together with (3.4), since $d^\pm = 1$, we get $v_\varepsilon - v_0 = \varepsilon \log (1/\varepsilon) + O(\varepsilon)$.

### 3.2 Upper bound for $\mathcal{G}^{1,1}$ costs and $L^\infty$ marginals

Building upon the same block approximation used to establish Proposition 3.1, we provide a finer upper bound when the cost is of class $\mathcal{G}^{1,1}$ and $\mu^\pm$ have $L^\infty$ densities.

**Proposition 3.7** Let $c \in \mathcal{G}^{1,1}_{\text{loc}}(\Omega^+ \times \Omega^+)$ where $\Omega^\pm \subseteq \mathbb{R}^d$ are open convex sets and $\mu^\pm \in L^\infty(\Omega^\pm)$ be two probability measures compactly supported in $\Omega^\pm$. Then there exists a constant $M \geq 0$ such that for every $\varepsilon \in (0, 1)$,

$$v_\varepsilon \leq v_0 + \frac{d}{2} \varepsilon \log (1/\varepsilon) + M\varepsilon. \tag{3.9}$$

**Remark 3.8** Notice that Proposition 3.1 would only show that $v_\varepsilon \leq v_0 + d\varepsilon \log (1/\varepsilon) + O(\varepsilon)$. The term $d\varepsilon \log (1/\varepsilon)$ term is generally sharp as shown in Example 3.6, when $c$ is only Lipschitz, but Proposition 3.7 shows that $d$ may actually be replaced by $d/2$ when $c$ is $\mathcal{G}^{1,1}$. This is in turn sharp in the class of $\mathcal{G}^{1,1}$ costs, as already exhibited in the quadratic case in [2] or in the setting of [61], but it is also a consequence of our lower bound stated in Proposition 4.4 in the case of infinitesimally twisted cost functions.

To prove Proposition 3.7, we will need a quadratic bound on the average error between a $\lambda$-convex function $f$ and its first-order Taylor expansion. We recall that a function $f : \Omega \to \mathbb{R}$ defined on a convex set $\Omega \subseteq \mathbb{R}^d$ is $\lambda$-convex, for $\lambda \in \mathbb{R}$, if $x \mapsto f(x) - \lambda \frac{|x|^2}{2}$ is convex, and $f$ is $\lambda$-concave if $-f$ is $(-\lambda)$-convex. If $\Omega$ is open and $f$ is $\lambda$-convex, then it is differentiable almost everywhere on $\Omega$ by Rademacher’s Theorem, and its distributional Hessian $D^2 f$ is a $S_d(\mathbb{R})$-valued Radon measure over $\Omega$, which may be written (see [3, Sect. 1.3]) as $D^2 f = \sigma_f |D^2 f|$ where $|D^2 f|$ is a positive Radon measure, and $\sigma_f : \Omega \to S_d(\mathbb{R})$ is a Borel unit matrix field for the Frobenius norm.

**Lemma 3.9** Let $f : \Omega \to \mathbb{R}$ be a $\lambda$-convex function on a convex open set for some $\lambda \leq 0$. There exists a constant $C \geq 0$ depending only on $d$ such that:

$$\int_{\Omega} \sup_{y \in B_r(x) \cap \Omega} |f(y) - (f(x) + \nabla f(x) \cdot (y - x))| \, dx \leq C r^2 \mathcal{H}^{d-1}(\partial\Omega)(|f|_{\mathcal{C}^{0,1}(\Omega)} + |\lambda| \text{diam}(\Omega)). \tag{3.10}$$
The proof is based on that of Alexandrov’s Theorem, asserting the existence of a second-order Taylor expansion at almost every point, which is given in [31, Sect. 6.4].

**Proof**  
**Step 1** Let \( g \) be a function which is convex on \( B_r(x) \) and assume that \( x \) is a differentiability point of \( g \) and a Lebesgue point of both \( g \) and \( \nabla g \). Let us show that

\[
\sup_{y \in B_{r/2}(x)} |g(y) - (g(x) + \nabla g(x) \cdot (y - x))| \leq C r^2 \frac{|D^2 g| (B_r(x))}{\mathcal{L}^d(B_r(x))} \tag{3.11}
\]

for a constant \( C = C(d) \). For \( r \in (0, r) \), we set \( r_\varepsilon = r - \varepsilon \) and we define \( g_\varepsilon := g \ast \eta_\varepsilon \) on \( B_{r_\varepsilon}(x) \), where \( \eta_\varepsilon \) is a standard mollifier supported on \( B_\varepsilon \). Since \( g_\varepsilon \in \mathcal{C}^2(B_{r_\varepsilon}(x)) \), by the classical Taylor integral formula, for every \( h \in B_{r_\varepsilon} \),

\[
g_\varepsilon(x + h) = g_\varepsilon(x) + \nabla g_\varepsilon(x) \cdot h + \int_0^1 (1 - t) D^2 g_\varepsilon(x + th) \cdot h \, dt,
\]

and integrating w.r.t. \( h \) over \( B_{r_\varepsilon} \), we get the bound:

\[
\int_{B_{r_\varepsilon}} |g_\varepsilon(x + h) - (g_\varepsilon(x) + \nabla g_\varepsilon(x) \cdot h)| \, dh \leq r_\varepsilon^2 \int_0^1 (1 - t) \left| D^2 g_\varepsilon \right| (B_{r_\varepsilon}(x)) \, dt
\]

\[
\leq r_\varepsilon^2 \int_0^1 (1 - t) \left| D^2 g \right| (B_{r_\varepsilon}(x) + \varepsilon(x)) \, dt
\]

\[
\leq r_\varepsilon^2 \left| D^2 g \right| (B_r(x)).
\]

The second inequality is a simple consequence of the identity \( |\mu|(O) = \sup \left\{ \int \phi \, d\mu : \phi \in \mathcal{C}_c(O, S^d(\mathbb{R})), \|\phi\| \leq 1 \right\} \) when \( \mu \) is a \( S^d(\mathbb{R}) \)-valued measure and \( O \) is open. Besides, since \( x \) is assumed to be a differentiability point of \( g \), and a Lebesgue point of \( g \) and \( \nabla g \), we may pass to the inferior limit on the left-hand side and use Fatou’s lemma to get:

\[
\int_{B_r} |g(x + h) - (g(x) + \nabla g(x) \cdot h)| \, dh \leq r^2 \frac{1}{2} \left| D^2 g \right| (B_r(x)). \tag{3.12}
\]

We set \( T_x u(y) = u(x) + \nabla u(x) \cdot (y - x) \) whenever a function \( u \) is differentiable at \( x \). By convexity of \( g \) on \( B_r(x) \), [31, Theorem 6.7 (ii)] yields

\[
\sup_{B_{r/2}(x)} |g - T_x g| \leq C \int_{B_r(x)} |g - T_x g|, \tag{3.13}
\]

for a constant \( C = C(d) \), which together with (3.12) gives (3.11).

**Step 2** Given a convex function \( g \) over \( \Omega \), let us show that:

\[
\int_\Omega \sup_{B_{r/2}(x)} |g - T_x g| \, dx \leq C \mathcal{H}^{d-1}(\partial \Omega) r^2 \left| g \right|_{\mathcal{C}^{0,1}(\Omega)} , \tag{3.14}
\]

for some constant \( C = C(d) \). Without loss of generality, we may assume that \( \Omega \) is bounded and \( \left| g \right|_{\mathcal{C}^{0,1}(\Omega)} < \infty \), otherwise the right-hand side is trivial. Since \( g \) is convex, Lebesgue-almost every point \( x \in \Omega \) is a differentiability point of \( g \) by Rademacher’s Theorem, and a Lebesgue point of \( g \) and \( \nabla g \) by Lebesgue’s Theorem, thus integrating (3.11) over \( \Omega_r := \{ x : x \in \Omega \} \).
apply (3.14) to the convex function $g_{\Omega_\varepsilon}$ again, we consider the regularization $D_{\Omega_\varepsilon}$ weak convergence where we have used the inequality $H_L$ for some constant $C_{L \Omega_\varepsilon}$ constant $C$ for some constant $C = C(d)$. By Stokes’ Theorem, for some constant $C = C(d)$.

Then by monotone convergence, if we take the limit $\varepsilon \to 0$ and report this in (3.15), we obtain:

$$
\int_{\Omega_\varepsilon} \sup_{B_{r/2}(x)} |g - T_x g| \, dx \leq C H_{d^{-1}}(\partial \Omega_{\varepsilon}) r^2 [g]_{\varepsilon^{0.1}(\Omega)},
$$

for some constant $C = C(d)$.

Now we need to take care of the integral over $\Omega \setminus \Omega_r$. But if $g$ is Lipschitz on $\Omega$ with constant $L = [g]_{\varepsilon^{0.1}(\Omega)} < \infty$, then for almost every $x \in \Omega \setminus \Omega_r$ and every $y \in B_{r/2}(x)$, we have

$$
|g(y) - (g(x) + \nabla g(x) \cdot (y - x))| \leq 2L |y - x| \leq Lr.
$$

Finally, notice that since $\Omega$ is an open convex set, by the co-area formula (see [31, Sect. 3.4]), for every $r > 0$,

$$
\mathcal{L}^d(\Omega \setminus \Omega_r) = \int_0^r H_{d^{-1}}(\{\text{dist}(\cdot, \partial \Omega \setminus \Omega) = t\}) \, dt = \int_0^r H_{d^{-1}}(\partial \Omega_r) \, dt \leq r H_{d^{-1}}(\partial \Omega),
$$

and as a consequence,

$$
\int_{\Omega \setminus \Omega_r} \sup_{B_{r/2}(x)} |g - T_x g| = \int_{\Omega \setminus \Omega_r} |g - T_x g| + \int_{\Omega_r} |g - T_x g| 
\leq (Lr)(r H_{d^{-1}}(\partial \Omega)) + C H_{d^{-1}}(\partial \Omega)r^2 [g]_{\varepsilon^{0.1}(\Omega)} 
= C H_{d^{-1}}(\partial \Omega)[g]_{\varepsilon^{0.1}(\Omega)}r^2,
$$

for some constant $C = C(d)$ and (3.14) is proved.

**Step 3** Let us conclude by establishing (3.10). Since $f$ is $\lambda$-convex for some $\lambda \leq 0$, we apply (3.14) to the convex function $g : x \mapsto f(x) - \lambda |x|^2/2$ to get

$$
\int_{\Omega \setminus \Omega} \sup_{B_{r/2}(x) \cap \Omega} |f - T_x f| \leq \int_{\Omega \setminus \Omega} \sup_{B_{r/2}(x) \cap \Omega} |g - T_x g| \, dx 
+ \frac{|\lambda|}{2} \int_{\Omega} \sup_{y \in B_{r/2}(x) \cap \Omega} \left| |y|^2 - (|x|^2 + 2x \cdot (y - x)) \right| \, dx
$$

\( \square \) Springer
Proof of Proposition 3.7

The measures $\mu^\pm$ are supported in some open and bounded convex sets $\Omega_0^\pm$ such that their closure $X^\pm := \text{cl}(\Omega_0^\pm)$ are included in $\Omega^\pm$. Take $\gamma_0 \in \text{Opt}(\mu^-, \mu^+)$ and a pair of $c$-conjugate Kantorovich potentials $(\phi, \psi) \in \mathcal{C}(X^-) \times \mathcal{C}(X^+)$. Such potentials exist because $c$ is continuous on the compact set $X^- \times X^+$ (see for example [67, Proposition 1.11]). We set $\lambda := \sup_{x \neq x'} E(x) \leq \text{diam}(\Omega^\pm)$, so that $c$ is $\lambda$-concave on $X^- \times X^+$, which implies that $\phi, \psi$ are $\lambda$-concave on $X^-, X^+$ respectively. As such, they are differentiable Lebesgue-a.e. on $\Omega_0^-, \Omega_0^+$, thus $\mu^-$-a.e. and $\mu^+$-a.e. respectively, which in turn implies that

$$E := c - \phi \ast \psi$$

is differentiable $\gamma_0$-a.e. on $\Omega_0^- \times \Omega_0^+$ because $\gamma_0 \in \Pi(\mu^-, \mu^+)$ and $c \in \mathcal{C}_1(\Omega_0^- \times \Omega_0^+)$. Moreover, by optimality of $\gamma_0$ and $(\phi, \psi)$ we have $E \geq 0$ everywhere on $X^- \times X^+$ with equality on $S_{\gamma_0}$. As a consequence, for $\gamma_0$-a.e. $x_0 \in \Omega_0^- \times \Omega_0^+$, $E(x_0) = 0$, $E$ is differentiable at $x_0$ and $\nabla E(x_0) = 0$.

Take $\delta > 0$ and consider the block approximation $\gamma^\delta$ of $\gamma_0$ built in the proof of Proposition 3.1. Since by construction $W_\infty(\gamma_0, \gamma^\delta) \leq \delta$, there exists $\kappa \in \Pi(\gamma_0, \gamma^\delta)$ such that $\|x_0 - x\| \leq \delta$ for $\kappa$-a.e. $(x_0, x)$, and we know in particular that $E$ is differentiable at $x_0$, and $T_{x_0}E(x) = 0$ for $\kappa$-a.e. $(x_0, x)$. Thus we have:

$$\int_{\Omega_0^- \times \Omega_0^+} (c - \phi \ast \psi) \, d\gamma^\delta = \int_{(\Omega_0^- \times \Omega_0^+)^2} (E(x) - T_{x_0} E(x)) \, d\kappa(x_0, x)$$

$$= \int_{(\Omega_0^- \times \Omega_0^+)^2} (c(x) - T_{x_0} c(x)) \, d\kappa(x_0, x)$$

$$- \int_{\Omega_0^- \times \Omega_0^+} (\phi(x) - T_{x_0} \phi(x)) \, d\kappa^-(x_0, x)$$

$$- \int_{\Omega_0^+ \times \Omega_0^+} (\psi(y) - T_{y_0} \psi(y)) \, d\kappa^+(y_0, y),$$

where $\kappa^- = (\pi_1, \pi_3) \# \kappa, \kappa^+ = (\pi_2, \pi_4) \# \kappa$ and $\pi_i$ denotes the projection on the $i$-th component. Since $c$ is $\lambda$-concave on $\Omega_0^- \times \Omega_0^+$,

$$c(x) - T_{x_0} c(x) \leq \frac{\lambda}{2} |x - x_0|^2,$$

and since $\phi, \psi$ are $\lambda$-concave on $\Omega_0^-, \Omega_0^+$ respectively, using Lemma 3.9 and recalling that $(\pi_1)_\# \kappa^\pm = \mu^\pm$, we are now ready to establish Proposition 3.7.
\begin{align*}
\int_{\Omega_0^- \times \Omega_0^+} (c - \phi \oplus \psi) \, d\gamma^\delta & \leq \frac{\lambda}{2} \| x - x_0 \|^2 + \int_{\Omega_0^-} \sup_{x \in B_2(x_0) \cap \Omega_0^-} | \phi(x) - T_{x_0} \phi(x) | \, d\mu(x_0) \\
& \quad + \int_{\Omega_0^+} \sup_{y \in B_2(y_0) \cap \Omega_0^+} | \psi(y) - T_{y_0} \psi(y) | \, d\mu(y_0) \\
& \leq \lambda \delta^2 + C \delta^2 \| \mu^- \|_{L^\infty(\Omega_0^-)} \mathcal{H}^{d-1}(\partial \Omega_0^-) (|\phi|_{\mathcal{E}_0^1(\Omega_0^-)} + \lambda \text{diam} (\Omega_0^-)) \\
& \quad + C \delta^2 \| \mu^+ \|_{L^\infty(\Omega_0^+)} \mathcal{H}^{d-1}(\partial \Omega_0^+) (|\psi|_{\mathcal{E}_0^1(\Omega_0^+)} + \lambda \text{diam} (\Omega_0^+)) \\
& \leq C' \delta^2,
\end{align*}

for some constant \( C' > 0 \) which does not depend on \( \delta \).

Now, we apply (3.1) to assert that \( H_\delta (\mu^+) \leq \log(N_\delta (X^+)) \leq d \log(1/\delta) + \log C \) for some constant \( C > 0 \) depending only on \( X^+ \), and we use \( \gamma^\delta \) as a competitor in \( \text{EOT}_\varepsilon \) to obtain:

\[
v_{\varepsilon} \leq \int_{\Omega^- \times \Omega^+} c \, d\gamma^\delta + \varepsilon H_\delta (\mu^+) = v_0 + \int_{\Omega^- \times \Omega^+} (c - \phi \oplus \psi) \, d\gamma^\delta + \varepsilon H_\delta (\mu^+) \\
\leq v_0 + C' \delta^2 + \varepsilon H_\delta (\mu^+) \\
= v_0 + C' \delta^2 + d \varepsilon \log(1/\delta) + \varepsilon \log C.
\]

Finally, taking \( \delta = \sqrt{\varepsilon} \) yields:

\[
v_{\varepsilon} \leq v_0 + \frac{d}{2} \varepsilon \log(1/\varepsilon) + \varepsilon (C' + \log C).
\]

\[\Box\]

4 Lower bound for infinitesimally twisted costs

In this section, we establish a lower bound that is analogous to the fine upper bound given in Sect. 3.2, for a class of \( \mathcal{E}^2 \) costs satisfying an infinitesimal twist condition, which includes situations where optimal plans are not necessarily given by a map. Our proof is based on the so-called Minty’s trick asserting that the graph of a monotone operator is a 1-Lipschitz graph in a rotated chart (see [52]). It has been used in particular by Alberti and Ambrosio [1] to study the fine properties of monotone functions on \( \mathbb{R}^d \), and more recently in optimal transport by McCann et al. [53] to show the rectifiability of optimal transport plans. We will exploit this trick a little bit further to show a quadratic detachment of the duality gap, leading to the lower bound that we seek. As a side remark, we deduce from the same trick a quantitative stability result in the quadratic case \( c(x, y) = |x - y|^2 \).

4.1 Proof of the lower bound

We start with the definition of the infinitesimal twist condition, corresponding to condition (A2) in [56], and the non-degeneracy condition in [53].

**Definition 4.1** Given \( c \in \mathcal{E}^2(\Omega^- \times \Omega^+) \) where \( \Omega^\pm \subseteq \mathbb{R}^d \) are open sets, we say that \( c \) is infinitesimally twisted if \( \nabla^2_{i,j} c(x, y) := (\partial^2_{i,y_j} c(x, y))_{i,j} \in M_d(\mathbb{R}) \) is invertible for every \( (x, y) \in \Omega^- \times \Omega^+ \).

Springer
McCann, Pass and Warren have proved that for such a cost, the support of any optimal transport plan is locally Lipschitz (see [53, Theorem 1.2]).

We closely follow the computations of [53] leading to the proof of their main theorem, but we consider points which do not necessarily belong to the support of an optimal plan.

**Lemma 4.2** Let $c \in C^{2}(\Omega^{-} \times \Omega^{+})$ be an infinitesimally twisted cost, and $(\phi, \psi) \in C(X^{-}) \times C(X^{+})$ be a pair of $c$-conjugate functions on compact convex sets $X^{\pm} \subseteq \Omega^{\pm}$. We set $E := c - \phi \oplus \psi$ on $X^{-} \times X^{+}$, $\Sigma := \{E = 0\}$, and for every $r > 0$,

$$\kappa(r) := \sup_{(x,x') \in (X^{-} \times X^{+})^2} \frac{\|\nabla_{x}^2 c(x')^{-1} \nabla_{x}^2 c(x) - \text{Id}\|}{\|x' - x\|} \in [0, \infty).$$

If $\bar{x} \in X^{-} \times X^{+}$ and $x, x' \in B_{r}(\bar{x}) \cap (X^{-} \times X^{+})$, then

$$E(x') + E(x) \geq |\Delta u|^2 - |\Delta v|^2 - \kappa(r)(|\Delta u|^2 + |\Delta v|^2), \quad (4.1)$$

where we have set $\Delta u := u(x') - u(x)$, $\Delta v := v(x') - v(x)$, and

$$u(x) := \frac{1}{2}(x + \nabla_{x}^2 c(\bar{x})x), \quad v(x) := \frac{1}{2}(x - \nabla_{x}^2 c(\bar{x})x), \quad \text{for every } x = (x, y).$$

**Proof** Take $\bar{x} \in X^{-} \times X^{+}$, $x = (x, y)$ and $x' = (x', y')$ in $B_{r}(\bar{x}) \cap (X^{-} \times X^{+})$. Knowing that $(\phi, \psi)$ is a pair of $c$-conjugate functions, and using Taylor’s integral formula,

$$E(x') = c(x', y') - \phi(x') - \psi(y')$$

$$\geq c(x', y') - (c(x', y) - \psi(y)) - (c(x, y') - \phi(x))$$

$$= c(x', y') - c(x', y) - c(x, y') + c(x, y) - E(x)$$

$$= -E(x) + (x' - x) \cdot \left[ \int_{0}^{1} \int_{0}^{1} \nabla_{x}^2 c(x + (1-s)x', y + (1-t)y') \, ds \, dt \right] (y' - y).$$

With the notations introduced in the statement of the lemma, $x = u(x) + v(x)$ and $y = \nabla_{x}^2 c(\bar{x})^{-1}(u(x) - v(x))$, and similarly for $x'$, so that:

$$E(x') + E(x) \geq (\Delta u + \Delta v) \cdot \left[ \int_{0}^{1} \int_{0}^{1} \nabla_{x}^2 c(x + (1-s)x', y + (1-t)y') \nabla_{x}^2 c(\bar{x})^{-1} \, ds \, dt \right] (\Delta u - \Delta v)$$

$$\geq |\Delta u|^2 - |\Delta v|^2 - \kappa(r) |\Delta u + \Delta v| \Delta u - \Delta v|$$

$$\geq |\Delta u|^2 - |\Delta v|^2 - \kappa(r)(|\Delta u|^2 + |\Delta v|^2),$$

the last inequality resulting from the fact that $|a + b| |a - b| \leq |a|^2 + |b|^2$ for every $a, b \in \mathbb{R}^d$, as can be seen by expanding and comparing the squares of the two sides. \hfill \Box

**Remark 4.3** The rectifiability theorem of McCann et al. [53, Theorem 1.2] is an immediate consequence of Lemma 4.2 (to no surprise, since we have essentially followed their computations). Indeed, for any optimal plan $\gamma \in \Pi(\mu^{-}, \mu^{+})$ with $\mu^{\pm}$ supported on compact convex sets $X^{\pm} \subseteq \Omega^{\pm}$, by taking $\bar{x}, x, x' \in S_{\gamma} \subseteq \Sigma$, (4.1) yields

$$|\Delta u| \leq \sqrt{\frac{1 + \kappa(r)}{1 - \kappa(r)}} |\Delta v|.$$
and since $\kappa(r) \to 0$ as $r \to 0$, $v$ is a Lipschitz function of $u$, so that $B_r(\tilde{x}) \cap S_f$ is included in a Lipschitz $d$-dimensional graph.

Notice however that (4.1) gives extra information: if we take for example $x = \tilde{x}$, and we fix $v' = v = \tilde{v}$ but we let the $u$ component free, we get

$$E(x') \geq (1 - \kappa(r)) \left| u' - u \right|^2.$$

Thus we have a quadratic growth of $E$ away from $x$ in the direction given by the $u$ coordinate. This is what we shall use to get the lower bound.

**Proposition 4.4** Let $\Omega^\pm$ be open convex subsets of $\mathbb{R}^d$, $c \in C^2(\Omega^- \times \Omega^+)$ be an infinitesimally twisted cost, and $\mu^\pm \in \mathcal{P}(\Omega^\pm) \cap L^\infty(\Omega^\pm)$ with compact support in $\Omega^\pm$. There exists a constant $m \in [0, \infty)$ such that for every $\varepsilon > 0$,

$$v_\varepsilon \geq v_0 + \frac{d}{2}\varepsilon \log(1/\varepsilon) - m\varepsilon. \quad (4.2)$$

**Proof** The measures $\mu^\pm$ being concentrated on some compact convex subsets $X^\pm \subset \Omega^\pm$, consider a pair $(\phi, \psi) \in C(X^-) \times C(X^+)$ of $c$-conjugate Kantorovich potentials. Taking $(\phi, \psi)$ as competitor in $(D_d)$, we get the lower bound:

$$v_\varepsilon \geq \int_{X^-} \phi \, d\mu^- + \int_{X^+} \psi \, d\mu^+ - \varepsilon \log \left( \int_{X^- \times X^+} e^{-E} \, d\mu^- \otimes \mu^+ \right)$$

$$= v_0 - \varepsilon \log \left( \int_{X^- \times X^+} e^{-E} \, d\mu^- \otimes \mu^+ \right),$$

where $E := c - \phi \otimes \psi$ on $X^- \times X^+$ as in Lemma 4.2. We are going to show that for some constant $C > 0$ and for every $\varepsilon > 0$,

$$\int_{X^- \times X^+} e^{-E/\varepsilon} \, d\mu^- \otimes \mu^+ \leq C\varepsilon^{d/2},$$

which yields (4.2) with $m = \log(C)$.

We follow the notation introduced in the statement of Lemma 4.2, and consider in particular the functions $u, v$ defined for a fixed $\tilde{x} \in X^- \times X^+$. We define the affine map $\Phi_{\tilde{x}} : x \mapsto (u(x), v(x)) - (u(\tilde{x}), v(\tilde{x}))$ whose Jacobian determinant is easily computed:

$$J \Phi_{\tilde{x}} = (-1/2)^d \det(\nabla^2_{xy} c(\tilde{x})).$$

Thus $\Phi_{\tilde{x}}$ is an affine isomorphism and $|J(\Phi_{\tilde{x}})^{-1}| \leq C_1 := 2^d \sup_{x \in X^- \times X^+} \left| \det(\nabla^2_{xy} c(x)) \right|^{-1} < \infty$ because $c$ is infinitesimally twisted. We set $E_{\tilde{x}} := E \circ \Phi_{\tilde{x}}^{-1}$ over $D_{\tilde{x}} := \Phi_{\tilde{x}}(X^- \times X^+)$ and define the open neighborhood of $\tilde{x}$,

$$P_{\tilde{x}} := \Phi_{\tilde{x}}^{-1}(Br \times Br) \subset B_{\varepsilon L}(\tilde{x}),$$

where $L := 2(1 + \sup_{x \in X^- \times X^+} \left\| (\nabla^2_{xy} c(x))^{-1} \right\|)$ and $r > 0$ is chosen such that $\kappa(Lr) \leq 1/2$. By the change of variable formula we get:

$$\int_{P_{\tilde{x}} \cap X^- \times X^+} e^{-E/\varepsilon} \, d\mu^- \otimes \mu^+$$

$$= \int_{(Br \times Br) \cap D_{\tilde{x}}} e^{-E(\Phi_{\tilde{x}}^{-1}(u,v))/\varepsilon} (\mu^- \otimes \mu^+) (\Phi_{\tilde{x}}^{-1}(u,v)) \left| J(\Phi_{\tilde{x}})^{-1}(u,v) \right| \, du \, dv$$

$$\leq C_1 \left\| \mu^- \right\|_{L^\infty(\Omega^-),} \left\| \mu^+ \right\|_{L^\infty(\Omega^+)} \int_{\pi_2((Br \times Br) \cap D_{\tilde{x})}} \int_{\{u \in Br : (u,v) \in D_{\tilde{x}}\}} e^{-E_{\tilde{x}}(u,v)/\varepsilon} \, du \, dv.$$
Now, for every $v \in \pi_2((B_r \times B_r) \cap D_{\bar{f}})$, consider $u_v$ a minimizer of $E_{\bar{f}}(\cdot, v)$ over $\{u \in \bar{B}_r : (u, v) \in D_{\bar{f}}\}$. By (4.1) of Lemma 4.2, for every $u \in B_r$ such that $(u, v) \in D_{\bar{f}}$,

$$E_{\bar{f}}(u, v) \geq \frac{1}{2}(E_{\bar{f}}(u, v) + E_{\bar{f}}(u, v)) \geq \frac{1}{2}(1 - \kappa(Lr)) |u - u_v|^2 \geq \frac{1}{4} |u - u_v|^2.$$  

As a consequence we obtain:

$$\int_{\pi_2((B_r \times B_r) \cap D_{\bar{f}})} \int_{\{u \in B_r : (u, v) \in D_{\bar{f}}\}} e^{-E_{\bar{f}}(u, v)/\epsilon} du dv \leq \int_{\pi_2((B_r \times B_r) \cap D_{\bar{f}})} \int_{B_r} e^{-|u-u_v|^2/2\epsilon} du dv \leq \omega_d r^d \epsilon^{d/2} \int_{\mathbb{R}^d} e^{-|u|^2/2} du \leq C_2 r^d \epsilon^{d/2},$$

for some constant $C_2 > 0$. The sets $\{P_{\bar{f}}\}_{\bar{f} \in \Sigma}$ form an open covering of the compact set $\Sigma \subseteq X^- \times X^+$, hence we may extract a finite covering $P_{\bar{f}}_1, \ldots, P_{\bar{f}}_N$, so that $\Sigma \subseteq \bigcup_{i=1}^N P_{\bar{f}}_i$ and:

$$\int_{\bigcup_{i=1}^N P_{\bar{f}}_i \cap X^- \times X^+} e^{-E/\epsilon} \mu^- \otimes \mu^+ \leq NC_1 C_2 \|\mu^-\|_{L^\infty(\Omega^-)} \|\mu^+\|_{L^\infty(\Omega^+)} r^d \epsilon^{d/2} \leq C_3 \epsilon^{d/2},$$

for some constant $C_3 > 0$. Finally, since $E$ is continuous and does not vanish on the compact set $K = (X^- \times X^+) \setminus \bigcup_{i=1}^N P_{\bar{f}}_1$, it is bounded from below on $K$ by some constant $C_4 > 0$. Therefore, for every $\epsilon > 0$,

$$\int_{X^- \times X^+} e^{-E/\epsilon} d\mu^- \otimes \mu^+ \leq C_3 \epsilon^{d/2} + e^{-C_4/\epsilon} \leq C \epsilon^{d/2},$$

for some constant $C > 0$. This concludes the proof. \( \square \)

### 4.2 Quantitative stability of optimal plans for the quadratic cost

This final paragraph is devoted to the quadratic-cost case for which combining Minty’s trick and the upper bound on the entropic cost, one can obtain a quantitative estimate between the optimal entropic plan and optimal transport plans. Given two probability measures $\mu^\pm \in \mathcal{P}(\mathbb{R}^d)$ with compact support, taking as cost function $c(x, y) := \frac{1}{2} |x - y|^2$, the transport cost is merely the square 2-Wasserstein distance:

$$v_0 = \frac{1}{2} W_2^2(\mu^-, \mu^+) := \inf_{\gamma \in \Pi(\mu^-, \mu^+)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 d\gamma(x, y).$$

It is well known (see Brenier [16], McCann [49]) that there exists a convex lsc function $f$ on $\mathbb{R}^d$ such that $\gamma \in \Pi(\mu^-, \mu^+)$ is optimal in the above quadratic OT problem if and only if $S_f \subseteq \Gamma_f := \{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d : f(x) + f^*(y) = x \cdot y\} = \{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d : y \in \partial f(x)\}$

where $f^*$ is the Legendre transform of $f$. Kantorovich potentials are then given by

$$\phi(x) := \frac{1}{2} |x|^2 - f(x), \quad \psi(y) := \frac{1}{2} |y|^2 - f^*(y), \quad (\forall x, y \in \mathbb{R}^d).$$

If $\mu^-$ is absolutely continuous with respect to the Lebesgue measure, $f$ is differentiable $\mu^-$-a.e. and there is a unique optimal plan $\gamma := (\text{Id}, T)_#\mu^-$ where $T := \nabla f$ is Brenier’s
optimal transport map from \( \mu^- \) to \( \mu^+ \). For \( \varepsilon > 0 \), the entropic cost reads

\[
v_{\varepsilon} = \inf_{\gamma \in \Pi(\mu^-, \mu^+)} \left\{ \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma(x, y) + \varepsilon \text{Ent}(\gamma | \mu^- \otimes \mu^+) \right\},
\]

and we denote as before by \( \gamma_{\varepsilon} \) the optimal entropic plan. Our goal is to give an estimate on how \( \gamma_{\varepsilon} \) fails to be concentrated on \( \Gamma_f \) for small \( \varepsilon > 0 \) in a sense to be made precise. First we observe that by nonnegativity of the entropic term, we have

\[
v_{\varepsilon} - v_0 \geq \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma_{\varepsilon}(x, y) - \frac{1}{2} W_2^2(\mu^-, \mu^+).
\]

Defining the duality gap as in the previous section by:

\[
E(x, y) := \frac{1}{2} |x - y|^2 - \phi(x) - \psi(y) = f(x) + f^*(y) - x \cdot y \quad (\forall x, y \in \mathbb{R}^d),
\]

one has \( E \geq 0 \) and \( E(x, y) = 0 \) if and only if \( (x, y) \in \Gamma_f \), i.e. \( y \in \partial f(x) \). Denoting by \( \gamma_0 \) an optimal transport plan, since \( E = 0 \) on \( S_{\gamma_0} \) and \( \gamma_{\varepsilon} \) and \( \gamma \) share the same marginals, we have

\[
v_{\varepsilon} - v_0 \geq \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma_{\varepsilon}(x, y) - \frac{1}{2} W_2^2(\mu^-, \mu^+) = \int_{\mathbb{R}^d \times \mathbb{R}^d} E(x, y) \, d\gamma_{\varepsilon}(x, y).
\] (4.3)

In the event where \( \nabla f \) is \( L \)-Lipschitz, which, by Caffarelli’s regularity theory [18, 19] holds true if \( \mu^\pm \) have Hölder densities bounded away from zero on their supports and the latter are smooth and uniformly convex, the duality gap may be lower bounded as follows:\(^4\)

\[
E(x, y) = f^*(y) - f^*(\nabla f(x)) - x \cdot (y - \nabla f(x)) \geq \frac{1}{2L} |y - \nabla f(x)|^2. \quad (4.4)
\]

Arguing as Berman in [9] and as Li and Nochetto in [48], who build upon an earlier argument of Gigli [37], we may arrive at:

**Proposition 4.5** If Brenier’s optimal transport map \( T = \nabla f \) between the compactly supported probability measures \( \mu^- \) and \( \mu^+ \) is \( L \)-Lipschitz, denoting by \( \gamma_{\varepsilon} \) the optimal entropic plan between \( \mu^- \) and \( \mu^+ \), one has

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} |y - T(x)|^2 \, d\gamma_{\varepsilon}(x, y) \leq L(d \varepsilon \log(1/\varepsilon) + O(\varepsilon)). \quad (4.5)
\]

In particular, if \( T_{\varepsilon} \) denotes the barycentric projection of \( \gamma_{\varepsilon} \) (i.e. \( T_{\varepsilon}(x) \) is the conditional expectation of \( Y \) given \( X = x \) with \( (X, Y) \) distributed according to \( \gamma_{\varepsilon} \)), there holds

\[
\|T_{\varepsilon} - T\|_{L_2(\mu^-)}^2 \leq L(d \varepsilon \log(1/\varepsilon) + O(\varepsilon)). \quad (4.6)
\]

**Proof** Inequality (4.5) follows directly from (4.3), (4.4) and the upper bound \( v_{\varepsilon} - v_0 \leq d \varepsilon \log(1/\varepsilon) + O(\varepsilon) \) from Proposition 3.1 (note also that if \( \mu^\pm \) have bounded densities, one can improve the factor \( d \) by \( \frac{d}{2} \) thanks to Proposition 3.7). Finally (4.6) directly follows from (4.5) and Jensen’s inequality:

\(^4\) Using the fact that \( x \in \partial f^*(\nabla f(x)) \) and \( f^* - \frac{1}{2T} |\cdot|^2 \) is convex as soon as \( \nabla f \) is \( L \)-Lipschitz.
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} |y - T(x)|^2 \, d\gamma^\varepsilon(x, y) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |y - T(x)|^2 \, d\gamma^\varepsilon(x) \, d\mu^-(x) \\
\geq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |(y - T(x))d\gamma^\varepsilon(x)|^2 \, d\mu^-(x) \\
= \int_{\mathbb{R}^d} |T(x) - T(x)|^2 \, d\mu^-(x),
\]

where $\gamma^\varepsilon$ is the disintegration of $\gamma$ with respect to its first marginal. \qed

Of course the requirement that the convex potential $f$ is smooth is quite demanding and cannot be taken for granted in general. Yet, if $f$ is an arbitrary lsc convex function, one can take advantage of Minty’s trick to have a quadratic detachment lower bound on $E$ as we did in Lemma 4.2.

**Proposition 4.6** If $\mu^\pm \in \mathcal{P}(\mathbb{R}^d)$ are compactly supported probability measures, and if we denote by $\gamma$ the optimal entropic plan from $\mu^-$ to $\mu^+$, the following stability bound holds:

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} |x - (\text{Id} + \partial f)^{-1}(x + y)|^2 \, d\gamma(x, y) \leq (d\varepsilon \log(1/\varepsilon) + O(\varepsilon)),
\]

where $(\text{Id} + \partial f)^{-1}$ is the (single-valued) resolvent associated with $f$.

**Proof** Let us first observe that when $c$ is the quadratic cost (4.1) takes the form

\[
E(x, y) \geq -E(x', y') - (x' - x) \cdot (y' - y) \quad (\forall x, y, x', y' \in \mathbb{R}^d).
\]

Now we observe that the resolvent $(\text{Id} + \partial f)^{-1}$ is a single-valued 1-Lipschitz map and that $E(x', y')$ vanishes if and only if $y' + x' \in x' + \partial f(x')$, hence if and only if $x' = (\text{Id} + \partial f)^{-1}(x' + y')$. As a consequence if we choose in the inequality above $x' = (\text{Id} + \partial f)^{-1}(x + y)$ and $y' = x + y - x'$, we have $E(x', y') = 0$ and we get the quadratic detachment bound:

\[
E(x, y) \geq |x - (\text{Id} + \partial f)^{-1}(x + y)|^2, \quad (\forall x, y \in \mathbb{R}^d).
\]

Hence, from (4.7), (4.3) and Proposition 3.1, we obtain the desired inequality (and again one can improve the factor $d$ by $\frac{d}{2}$ thanks to Proposition 3.7 if $\mu^\pm$ have bounded densities). \qed
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