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Abstract

Sequencing large number of candidate disease genes which cause diseases in order to identify the relationship between them is an expensive and time-consuming task. To handle these challenges, different computational approaches have been developed. Based on the observation that genes associated with similar diseases have a higher likelihood of interaction, a large class of these approaches relay on analyzing the topological properties of biological networks. However, the incomplete and noisy nature of biological networks is known as an important challenge in these approaches. In this paper, we propose a two-step framework for disease gene prioritization: (1) construction of a reliable human FLN using sequence information and machine learning techniques, (2) prioritizing the disease gene relations based on the constructed FLN. On our framework, unlike other FLN based frameworks that using FLNs based on integration of various low quality biological data, the sequence of proteins is used as the comprehensive data to construct a reliable initial network. In addition, the physicochemical properties of amino-acids are employed to describe the functionality of proteins. All in all, the proposed approach is evaluated and the results indicate the high efficiency and validity of the FLN in disease gene prioritization.
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1. Introduction

Genetic diseases are caused by malfunctioning of a single or multiple genes. According to this definition, these diseases can be categorized into single gene diseases and polygenic diseases (complex...
Polygenic diseases such as diabetes, alzheimer, and cancers are more common compared with single-gene diseases. Therefore, prioritizing complex diseases gene is a fundamental goal in computational biomedicine.

Traditional linkage analysis and association studies have been successful in locating loci and identifying a large number of candidate genes that probably are associated with diseases. Since sequencing all the identified candidate genes is a costly and time-consuming task, the computational approaches have been developed to deal with this challenge. These approaches can be divided into two general categories: Firstly, a number of machine-learning methods have been introduced to compute the similarity scores among candidate genes with the known disease genes (seed genes). These methods are based on the observation that the genes of the same disease probably share similar biological properties. In this category, different biological data such as gene sequence data, gene expression profile, functional annotation data, and integrating multiple data sources are applied to generate the feature vectors. So according to these feature-vectors, the candidate genes are scoring as disease genes. The main issue with them is the incomplete and noisy nature of biological data. Secondly, some of the computational approaches use different scoring strategies to prioritize candidate genes according to seed genes in biological networks. These network-based methods are usually introduced according to the underlying assumption of "guilt-by-association" which is a title with this definition; the genes which cause same diseases or exist in a certain pathway, should be physically or functionally similar together. The Protein-Protein Interaction (PPI) is one of the famous biological networks that has been used to detect protein complexes, identify essential proteins or genes, and predict protein functions. Therefore, some of the computational methods use the PPI network for disease genes prioritization based on the distance between the candidate genes and the seed genes. Oti et al. used direct neighbor-based method to measure the distance between the candidate genes and the seed genes. Hsu et al. proposed a nearest-neighbor-based method to prioritize candidate disease genes. They used the interconnectedness (ICN) measure to prioritize candidate genes by calculating the closeness between them and seed genes in the PPI network.

Recent studies in the systems biology show that the similar diseases are more caused by function-
ally related genes than physically interacting genes. Therefore, the methods based on PPI networks with the local distance measures such as neighbor methods are unable to reach satisfying results in prioritization disease genes. There are two ways to tackle this challenge, 1) Some researchers have used the global distance measures such as random walk and shortest path to measure the closeness between two candidate and seed genes. Zhu et al. [19] introduced a Vertex Similarity method based on shortest paths to prioritize candidate genes. Li et al. [20] introduced two novel shortest path methods to prioritize candidate disease genes in PPI networks. 2) In the second class of approaches, according to the fact that applying a comprehensive initial network (such as FLN) is an essential step in disease gene prioritization framework, researchers have developed methods to construct such a suitable FLN [21, 22, 23]. FLNs are well-defined data structures, which are used to identify disease genes [23]. An FLN is a graph in which the nodes represent genes or corresponding proteins and the edges denote functional associations between them. In other words, two proteins are connected in an FLN if some experimental or computational methods indicate that they share the same functionality [24].

Many research works have been focused on network reconstruction methods, which are continued to integrate different data sources to construct the biological network [25, 26, 27, 28, 29, 30]. An FLN is constructed by integrating various types of biological data [27]. The authors employed PPI, microarray co-expression, and GO (Gene Ontology) along with applying a Bayesian approach to predict gene pairs that participate in the same GO biological process. Similarly, in [31] multiple biological data sources using random walk algorithm prioritized disease genes. In [32], a six-dimensional feature vector extracted as the six biological data sources has been proposed. Then, multiple machine learning methods such as Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), Naive Bayes, and Neural Network were applied to construct a reliable FLN. A human FLN by integrating 16 biological data features from 6 model organisms has been constructed by [28]. Afterwards, they use a Naive Bayes classifier to predict functional linkage between genes. Wang et al. [29] built an FLN of mitochondrial proteins by integrating biological features such as genomic context, gene expression profiles, metabolic pathways and PPI network. A recent and interesting survey on functional linkage network construction methods is provided in [33]. Although integration methods might be acceptable in social networks and other non-biological networks, due to low quality of biological data sources
they are faced with major challenges in biological networks.

A number of methods are introduced in the literature to overcome this issue, in which information of amino acid sequences is applied to predict links in biological networks\[34, 35, 36, 37, 38, 39, 40\]. These methods can be categorized into two classes, alignment-based\[41, 42, 43\] and alignment-free methods. The alignment-free methods have been proposed to tackle challenges such as inaccuracy on the inversion, translocation at substring level, and diverse sequences with the same functionally or unequal lengths \[44, 37, 38, 45, 35\]. Some of these methods use physicochemical properties of amino acids to enrich extracted feature vectors\[37, 38, 46\]. A computational approach based on compressed sensing theory is introduced in \[44\] to predict yeast PPI. They have used Auto Covariance (AC) method\[36\] with 7 physicochemical properties to extract the features. A computational model has been proposed in \[46\] to predict PPIs by combining a global encoding representation of sequences and a weighted sparse representation-based classifier. In \[37, 39, 38\], six feature descriptor methods have been applied in an ensemble approach, including Auto Covariance (AC)\[36\], Geary Autocorrelation (GA)\[47\], Conjoint Triad (CT)\[35\], Local Descriptor (LD)\[45\], Moran Autocorrelation (MA)\[48\] and Normalized Moreau-broto Autocorrelation (NMA)\[49\]. The obtained results show that employing data fusion and ensemble learning structures provide acceptable accuracy in PPI link prediction. It has been found in many researches that the information of amino acid sequences are sufficient to predict protein-protein interactions \[37, 40, 36\]. Although the beneficial effects of physicochemical properties of amino-acid in modeling functional relationships is obvious, there has not been any method to construct FLN based on amino acid sequences to be used in disease genes prioritization so far. Therefore, in a previous research called sequence-based FLN (S-FLN) we developed an efficient approach to construct the yeast FLN using sequence information of amino acids \[24\]. In this work, we propose a network-based framework to prioritize disease genes using a sequence-based FLN as an initial network. We evaluate the proposed framework using two different versions of OMIM disease gene datasets. The proposed framework obtained 96% and 94.3% AUC rates on each dataset. In summary, the main ideas of our paper are:

• Considering the fact that human diseases result from perturbations of molecular networks, we propose a network-based computational framework for prioritizing disease-related genes to han-
dle the aforementioned challenges.

- We evaluate the impact of selecting appropriate initial networks in disease gene prioritization application and compared S-FLN with other simple FLN and PPI networks.

- Using physicochemical properties of amino acids and various descriptor methods in the proposed network-based framework, we show that the S-FLN is useful to capture various functional linkages and consequently different disease.

The remaining of this paper has been organized as follows. In section 2 the basic concepts and biological network construction approaches are briefly reviewed. In section 3 the proposed approach is introduced. The experimental results are presented in section 4. In section 5 the performance of S-FLN is discussed, and finally we conclude the paper in section 6.

2. Problem Definition

The aim of disease gene prioritization is to score a set of candidate genes \( C_{set} = (c_1, c_2, ... c_n) \) as a n-triplet where the value in the \( i^{th} \) position indicates the score of the \( i^{th}\)-relevant gene, which are ordered according to the probability of the effect of the query gene in a specific disease processes. In order to score the \( C_{set} \), we need to calculate distance between \( C_{set} \) and \( S_{set} \) in an initial network such as constructed FLN \( G \), as stated in definition 1. Hence according to the influence of a reliable initial network in prioritizing disease gene process, the first step is predicting links between the protein pairs to construct the FLN. The goal of FLN construction is to build a graph \( G = (V, P) \) which is build to be as similar as to the natural FLN graph \( G_N = (V_p, E_p) \), as stated in definition 2 and 4. In the second step, \( C_{set} \) and \( S_{set} \) are mapped on the constructed FLN \( G \) as initial network. The distance of each member in \( C_{set} \) with \( S_{set} \) has been calculated by different distance measures. The output of proposed disease gene prioritization approach is a set of scored candidate genes \( C_{Sset} = (c_1 = 1, c_2 = 0.8, ... c_n = 0) \) according to these distance measures.

**Definition 1.** Candidate gene the set \( C_{set} \) is the set of genes that has the probability to cause a Mendelian disorder, or contributing to a complex disease. Seed gene set \( S_{set} \) is the set of known disease genes.
**Definition 2.** Natural FLN: is a graph $G_N = (V_p, E_p)$ where $V_p = P = \{p_1, p_2, ..., p_n\}$ is a set of $n$ proteins or corresponding genes and $E_p \subseteq P \times P$ is the set of functional links between the protein pairs.

**Definition 3.** Gold Standard: is a graph $G_S = (V_g, E_g)$ where $V_g = G = \{g_1, g_2, ..., g_m\}$ is a set of $m \leq n$ genes that correspond to a protein as their product in the Natural FLN. Here $n$ is the number of all proteins from Definition 1, $E_g \subseteq G \times G$ is the set of functional links between a pair of genes.

**Definition 4.** Constructed FLN is a predicted graph $G = (V, E)$ where $V = P = \{p_1, p_2, ..., p_n\}$ is a set of $n$ proteins and $E \subseteq E_p$ is the set of predicted functional links between a pair of proteins.

Table 1 summarizes the notation used in this paper.

| Symbol-Variable | Definition |
|-----------------|------------|
| $S_{set}$       | The set of known disease genes (Seed gene) |
| $C_{set}$       | The set of genes that are more likely to causing a Mendelian disorder |
| $C_{score}$     | The set of candidate genes that are scored according to probability of being a disease genes |
| $DG_{set}$      | The set of polygenic diseases and their genes that include $S_{set}$ and $C_{set}$ |
| $G_N = (V_p, E_p)$ | The natural FLN graph that includes proteins as vertices $V_p$ and functional linkages as edge $E_p$ |
| $G_S = (V_g, E_g)$ | The gold standard graph that includes proteins as vertices $V_g$ and functional linkages as edge $E_g$ |
| $G = (V, E)$    | The constructed graph include proteins as vertices $V$ and predicted functional linkages as edge $E$ |
| $S_s$           | Similarity weight between a pair of proteins |
| $t_{pi}$        | The $l_{th}$ term for the $p_{th}$ protein |
| $S_i$           | Disease association score of $i_{th}$ candidate gene |
| $N = 1, ..., n$ | Neighbor set of each node |

### 3. The Proposed Method

The main goal of this research is to improve the accuracy of disease gene prioritization task in order to recognize new disease genes. Therefore, we need to obtain an approximated network that is close to the natural functional network as initial backbone network. Figure 1 shows an overview of the disease gene prioritization framework. For this purpose, in this section we introduce a hierarchical framework consisting of two step as follows:

- Initial network construction: at first we construct the S-FLN using physiochemical properties of amino-acids as a complete and reliable biological information (see our previous work for more details [24]).
Disease genes Prioritization: at the second step we map seed genes (known as disease genes) and candidate genes on S-FLN, then, the network topological measures are used to rank candidate genes on the S-FLN.

3.1. Constructing S-FLN

In this section, we introduce the proposed S-FLN using the gold standard and physicochemical properties of amino-acids as additional information. See our previous paper [24] for more detail of S-FLN construction processes, the S-FLN has three main steps.

**Gold standard (GS) construction:** Since we employ a supervised learning approach, a data set is required to train and test the learning method. Therefore the first step is to obtain a primary network with the highest similarity to the natural FLN. In order to reconstruct the aforementioned primary network, we use Gene Ontology (GO) as a gold standard network which comprises the training and test sets. For this purpose, a context based similarity measure is employed to capture both semantic
Table 2: Normalized values of 12 physicochemical properties of amino-acids. These properties include hydrophobicity (HY-PHOB)\cite{51}, hydrophilicity (HY-PHIL)\cite{52}, polarity (POL)\cite{53}, polarizability (POL2)\cite{54}, solvation free energy (SFE)\cite{55}, graph shape index (GSI)\cite{56}, transfer free energy (TFE)\cite{57}, amino acid composition (AAC)\cite{53}, CC in regression analysis (CC)\cite{58}, residue accessible surface area in tripeptide (RAS)\cite{59}, partition coefficient (PC)\cite{60} and entropy of formation (EOF)\cite{61}

| HY-PHOB | HY-PHIL | POL | POL2 | SFE | GSI | TFE | AAC | CC | RAS | PC | EOF |
|---------|---------|-----|------|-----|-----|-----|-----|----|-----|----|-----|
| A       | 0.281   | 0.453 | 0.395 | 0.112 | 0.589 | 0.305 | 0.777 | 0 | 0.942 | 0.222 | 0.033 | 0.124 |
| C       | 0.458   | 0.375 | 0.074 | 0.312 | 0.527 | 0.422 | 1     | 1 | 0     | 0.333 | 0.033 | 0.431 |
| D       | 0       | 1     | 1     | 0.256 | 0.191 | 0.381 | 0.444 | 0.501 | 0.82  | 0.416 | 0.021 | 0.314 |
| E       | 0.027   | 1     | 0.913 | 0.369 | 0.285 | 0.372 | 0.407 | 0.334 | 0.902 | 0.638 | 0.042 | 0.447 |
| F       | 1       | 0.14  | 0.037 | 0.709 | 0.936 | 0.701 | 0.851 | 0 | 0.697 | 0.75  | 0.372 | 0.36  |
| G       | 0.198   | 0.531 | 0.506 | 0     | 0.446 | 0     | 0.777 | 0.269 | 0.904 | 0     | 0.014 | 0     |
| H       | 0.207   | 0.453 | 0.679 | 0.562 | 0.582 | 0.713 | 0.629 | 0.21  | 0.735 | 0.666 | 0.021 | 0.537 |
| I       | 0.792   | 0.25  | 0.037 | 0.454 | 0.851 | 1     | 0.925 | 0 | 0.668 | 0.555 | 0.13  | 0.494 |
| K       | 0.198   | 1     | 0.79  | 0.535 | 0.325 | 0.451 | 0     | 0.12  | 0.32  | 0.694 | 0     | 0.809 |
| L       | 0.783   | 0.25  | 0     | 0.454 | 0.851 | 0.618 | 0.851 | 0     | 0.617 | 0.527 | 0.162 | 0.489 |
| M       | 0.721   | 0.328 | 0.098 | 0.54  | 0.957 | 0.56  | 0.814 | 0     | 0.144 | 0.611 | 0.115 | 0.35  |
| N       | 0.12    | 0.562 | 0.827 | 0.327 | 0.319 | 0.381 | 0.481 | 0.483 | 0.502 | 0.472 | 0.028 | 0.375 |
| P       | 0.253   | 0.531 | 0.382 | 0.32  | 0.702 | 0.637 | 0.555 | 0.141 | 0.748 | 0.388 | 0.053 | 0.244 |
| Q       | 0.123   | 0.562 | 0.691 | 0.44  | 0.372 | 0.407 | 0.323 | 0.586 | 0.583 | 0.046 | 0.454 |
| R       | 0.222   | 1     | 0.691 | 0.711 | 0     | 0.558 | 0.148 | 0.236 | 0.726 | 0.833 | 0.001 | 1     |
| S       | 0.235   | 0.578 | 0.53  | 0.151 | 0.448 | 0.312 | 0.629 | 0.516 | 0.953 | 0.222 | 0.005 | 0.216 |
| T       | 0.318   | 0.468 | 0.456 | 0.264 | 0.557 | 0.723 | 0.592 | 0.258 | 1     | 0.361 | 0.021 | 0.365 |
| U       | 0.687   | 0.296 | 0.123 | 0.342 | 0.765 | 0.875 | 0.888 | 0     | 0.591 | 0.444 | 0.09  | 0.373 |
| W       | 0.56    | 0     | 0.061 | 1     | 1     | 0.766 | 0.777 | 0.047 | 0.82  | 1     | 1     | 0.511 |
| Y       | 0.922   | 0.171 | 0.16  | 0.728 | 0.787 | 0.701 | 0.518 | 0.072 | 0.515 | 0.861 | 0.208 | 0.475 |

and topological properties of the GO graph. To do so, we develop a two-stage similarity measure algorithm. In the first stage of the algorithm, we compute GO-term semantic similarities by aggregating information content (AIC) as an IC-based method \cite{50}.

**Feature extraction:** as mentioned above, the GS network includes negative and positive pairs. In this step, we need an efficient feature extraction method to discriminate the positive pairs from the negative ones. For this purpose, seven descriptor methods are employed to extract an alignment-free feature vector for each pair of proteins, which are enriched with physicochemical properties of the amino-acids sequences. The normalized form of physicochemical properties are shown in Table 2. Therefore, a feature vector is extracted for each protein in a pair. Afterwards, the two feature vectors would be concatenated to compose a unique feature vector. Finally, the set of feature vectors are obtained to fed into different learners in the next step.

**Ensemble learning:** In the third step, we apply a learning algorithm on the extracted feature sets.
To do this, a stacking two-layer learning structure is proposed to construct the FLN. Firstly, a protein pair has seven individual feature vectors, thus seven predicted scores are obtained for each of them. Random Forest learning method is applied on seven distinct datasets in the first layer of our ensemble learning schema. The prediction scores of each protein pair are integrated as new 7-dimensional feature vectors. Then, in second layer these new features are fed to a multi-layer perceptron (MLP) classifier as the inputs to obtain the final score of each protein pair.

The major challenge in this step is the imbalanced data problem, that means the number of positive pairs set is much smaller than that of negative pairs set. As stated by Herrera et al. [62], bagging is one of the efficient methods to deal with the imbalanced data issue. Accordingly, we use a bagging method to balance the data-set.

3.2. Disease Genes Prioritization

We introduced the S-FLN [24] as a comprehensive functional network in disease genes prioritize application. The assumption of "guilt-by-association" is the main idea behind the network-based disease gene prioritization methods [11]. Therefore, the distance between candidate disease genes and seed genes is a suitable measure to score candidate disease genes.

In this work, we applied different distance measures to obtain an accurate score for candidate disease genes and to evaluate the S-FLN performance in the application of disease genes prioritization. The distance measures used in this work include two local network-search methods (Direct Link, Shortest Path) and the Random Walk as a global distance measure. Wang et al. have a review on distance measure methods in disease gene prioritization application [21].

The simplest method to measure the distance between two given genes is to detect whether their corresponding proteins are connected directly in the initial network or not [28, 63]. In direct link (DL) method we score candidate genes according to the condition that they have a direct link $E_{i,j}$ to seed genes as shown in Equation 1.

\[
S_i = \begin{cases} 
\sum_{j \in S_{set}} W_{i,j}, & \text{if } \exists E_{i,j} \\
0, & \text{Otherwise}
\end{cases} \tag{1}
\]

Dijkstra’s shortest path is used to score candidate gene that have not direct link with seed genes
but are involved in the same biological pathway [63].

Considering that local distance measure do not have the ability to capture the overall network topology, we applied random walk as a global distance measure to tackle this issue. Random walk with restarts (RWR) has a wide usage in disease gene prioritization in FLN and PPI network [31, 64, 65, 66]. The random walk method on network is defined as simulation of a random walk on the network to compute the closeness between two genes by capturing the global topology of the network. The RWR in disease gene prioritization task is defined as follows: an iterative walker starts at one of the genes in seed set $S_{set}$, then at each step moves to a randomly chosen neighbor $n \in N$ of the current gene. In comparison with simple random walk, the RWR can restart at one of the genes in the seed set $S_{set}$ every step with the probability of $r$. Formally, the RWR is defined as:

$$R_t = (1 - r)WR_{t-1} + rR_0$$

where $W$ is the column-normalized adjacency matrix of the FLN network, $R_t$ is the probability vector being at the supposed node at iteration $t$, and $R_0$ is the probability being restart at each seed node, which is computed as follows:

$$W_{i,j} = \begin{cases} \frac{w_{i,j}}{W(j)}, & \text{if } \exists E_{i,j} \\ 0, & \text{Otherwise} \end{cases}$$

$$R_0 = \begin{cases} \frac{\rho(s_0, S_{set})}{\sum_{s \in S_{set}} \rho(s, S_{set})}, & \text{if } s_0 \exists S_{set} \\ 0, & \text{Otherwise} \end{cases}$$

where $\rho(s_0, S_{set})$ is a function to calculate probability of restarting at $s_0 \in S$ that is defined as the degree of association between mentioned node $s_0$ and the other seed genes.

4. Results and Discussions

4.1. Experimental setup

We use the Leave-One-Out cross validation to evaluate the performance of the proposed methods in terms of accurately prioritizing candidate disease genes. To do this, for each gene in seed set the
experiment manner is execute as follow:

- The first gene is removed from the seed set, where this gene is called the target gene that is considered as target candidate gene $c_t \in C_{set}$, in this iteration of experiment. The other known disease genes remain as the seed set $S_{set}$.

- We apply the artificial linkage interval approach to generate the new candidate set including $c_t$ and the set of the nearest 99 genes around that in terms of genomic distance.

- We used the aforementioned distance methods to prioritize the new candidate set described in second step, and the assigned rank of $c_t$.

The proposed framework will be evaluated in two different aspects: 1) Disease-centric evaluation, in which the performance of the framework is evaluated for each individual disease. 2) Gene-centric assessment, in which treats all seed genes of different disease as target candidate gene $c_t$ to assess the performance of the framework.

### 4.2. Dataset

We employed different datasets for performance evaluation of the proposed approach. At first, three datasets including Uniprot Consortium [67], Gene ontology data of human gene annotation (released in October 2013) [68], and NCBI database [69] are used to obtain the proteins' IDs, GO annotations, and amino-acid sequences, respectively. Afterwards, all proteins in the sets are weighted via GO semantic similarity measure to obtain GSP and GSN sets. Finally, a sequenced-based FLN is constructed based on these GSP and GSN sets. The constructed S-FLN include, 17,442 proteins and 889,307 functional linkages, that is used as initial network in disease gene prioritization task. Nodes and edges of S-FLN represent the genes and their functionality weights, respectively. The proposed S-FLN has an increased accuracy and coverage compared to the integration-based methods.

In the following, we also use two different versions of disease gene set to compare the proposed method with some other well-known methods in similar scope. In the first data set ($DG_{set1}$), we extract 1,025 known disease genes from the OMIM database [70, 33], then these diseases are categorized into 110 disease gene sets, that each one contains at least 5 genes and on average 11 genes. In the second
dataset \( (D_{G_{set2}}) \) also, the 110 disease families include 783 genes, that are maximum contained 41 and minimum 3 genes, are extracted from the OMIM database\([71]\).

4.3. Evaluation Metrics

In order to evaluate the performance of the S-FLN and different aspect of that, we use the various metrics, following evaluation metrics:

- **Area Under Receiver Operating Characteristic (AUROC):** ROC plots the true-positive rate (TPR) versus the false-positive rate (FPR) at different rank cutoffs. The ROC values can be interpreted as fraction of the number of the seed genes above the rank cutoff versus the number of the seed genes below the rank cutoff:

\[
1 - \text{specificity} = \frac{FP}{TN + FP}
\]

\[
\text{sensitivity} = \frac{TP}{TP + FN}
\]

where TP (true positive) is the number of seed genes above the rank cutoff, FP (false positive) is the number of non-seed genes above rank the cutoff, FN (false negative) is the number of seed genes below the rank cutoff, and TN (true negative) is the number of non-seed genes below the rank cutoff.

AUCROC is not sufficient in this application, since there is only one target seed gene \( c_t \) in each experiment iteration. Therefore, for this purpose we apply other evaluation metrics.

- **Average rank:** This measure shows the average rank of the \( c_t \) among all candidate genes set \( C_{set} \), that computed in a 10-fold iteration. Clearly, lower value of average rank indicates better performance.

- **Top n%:** The top n% shows the percentage of seed genes that are ranked below the thresholds of \( n \) among all candidate gene set \( C_{seed} \). We use of Top 1% and 5% to evaluation S-FLN.
4.4. Prioritization Accuracy Comparison

In order to show the advantages of the proposed framework in disease gene prioritization application and to compare with the state-of-the-art prioritization methods, \((DG_{set2})\) of OMIM dataset has been used. We compare the result of the proposed framework based on Leave-One-Out cross-validation with the reported results by [17, 28, 33, 72] and two standard distance measure methods in the same data set.

As shown in Figure 2, the AUC obtained by the proposed framework is 0.943 as the best performance record. The PROSPECTR [72] method shows the worst performance. Because it does not consider the biological network information for prioritization task. The other compared methods are known as network-based methods. These methods are based on the assumption that genes related to a disease have interaction with each other. In the network-based methods, Direct Link and Shortest Path methods show moderate performances with a functional enriched PPI network [31]. The obtained result of [33, 28] and the proposed S-FLN demonstrate that a functional linkage network is a valuable source to apply as initial network in prioritization task. The most important disadvantage of FLNs is the existence of noise in them, i.e. there is missing linkage or false linkage in constructed networks. However, the proposed S-FLN has overcome this problem, with the consideration of protein sequence information as a comprehensive information, which finally improves the result of disease
gene prioritization.

4.5. Analyzing the S-FLN

In this subsection, different stages of S-FLN in prioritization process are discussed.

**Initial network:** As mentioned in section 4.2, we constructed a FLN including 17,442 proteins and 889,307 functional linkages to use as the initial network in disease gene prioritization task. The S-FLN is compared with two biological networks, which include a PPI and a FLN network, whereas their results become competitive with S-FLN as initial network. To do this, we employ three introduced distance measures with the (DG_{set2}) omim disease set on these networks. The obtained results are evaluated by two evaluation metrics including AUC and Average Rank.

As it can be observed from Figure 3, the best performance is obtained by the proposed framework, that is the result of employing physicochemical properties of amino-acid by different features descriptors as well as developing an ensemble based learning algorithm. This experiment shows that the primary data sources, which are used to construct the initial network, have important role in the results of the disease gene prioritization. That is why the proposed framework, which is based on S-FLN, shows better results compared with the integration-based FLN[33], where protein sequence data are used to represent functional similarity of gene products as a high coverage, high quality, and comprehensive data source.

**Figure 3** Comparison of Average-Rank and AUC evaluation metrics in the three initial networks by three different distance measures.
Table 3 Comparing the S-FLN with other biological networks in terms of the Average-Rank, AUC, Top 1%, and Top 5%. In all networks, the Random Walk with Restart is used as distance measure to obtain fair evaluation setup.

|          | FLN RWR[33] | PPI RWR[38] | S-FLN RWR(DGset2) | S-FLN RWR |
|----------|-------------|-------------|--------------------|-----------|
| Avg. Rank| 8.03        | 11.1        | 7.1                | 5         |
| AUC      | 0.93        | 0.90        | 0.94               | 0.96      |
| Top 1%   | 34.2        | 28.25       | 29.5               | 36.5      |
| Top 5%   | 62.3        | 69.3        | 70.8               | 83        |

According to the fact that disease genes generally are in a collaboration to generate a disease pathway instead of having physically interacting, the DL distance measure fails to prioritize candidate genes that have no direct link to the seed genes. It is observed in Figure 3 that difference between DL measure and other measures in the PPI networks is more than the other two FLN networks.

In Table 3, the mentioned initial networks are evaluated with more evaluation metrics including Average Rank, AUC, 1%, and 5% top genes. In this evaluation, $S - FLN$ and $S - FLN(DGset2)$ successfully rank 36.5% and 29.5% disease genes as rank 1, respectively. Whereas, FLN[33] and [38] only rank 34.2% and 28.25% disease genes as rank 1, respectively. There is a new setup, where we made use of $(DG_{set2})$ omim disease set inside S-FLN to evaluate impact of disease set on prioritization task. As show in Table 3, the AUC is decreased about 2% when $DG_{set2}$ is used, which means that this dataset includes fewer disease genes. It should be noticed that the non-overlapping genes of $DG_{set1}$ has been used as candidate set $C_{set}$ in new setup $S - FLN RWR(DG_{set2})$, which confirms S-FLN still has better performance than that in the other networks independent of the disease set.

Table 4 Comparing the results of the S-FLN with that of the state-of-the-art methods in disease gene prioritization in terms of ranking new disease genes. In the experiments we used $DG_{set1}$ as primary disease gene set and new introduced gene in $DG_{set2}$ as the test set $c_t$.

| Disease Family | Gene Name  | FLN RWR[31] | FLN SP[31] | FLN DL[31] | FLN DL[33] | PPI web[7] | PROSPECTR SB[72] | S-FLN RWR |
|----------------|------------|-------------|------------|------------|------------|-------------|-------------------|-----------|
| Nephronophthisis | GLIS237    | 100         | 100        | 100        | 100        | 43          | 3                 | 21        |
| Retinitis Pig.  | TOPORS39   | 23          | 20         | 100        | 23         | 69          | 56                | 16        |
| Retinitis Pig.  | NR2E340    | 2           | 18         | 100        | 1          | 2           | 1                 | 1         |
| Noonan Syndrome | RAF141     | 1           | 4          | 1          | 1          | 3           | 42                | 1         |
| Brachydactyly   | NOG42      | 1           | 1          | 1          | 1          | 5           | 34                | 1         |
| CMT4H           | FGD443     | 13          | 27         | 100        | 4          | 2           | 9                 | 2         |
**Disease-centeric evaluation:** According to various setups taken in other researches (different initial network, different diseases set, and different distance measures), we evaluate the performance of the S-FLN in disease gene prioritization by simulating the real-life search for new disease genes that are not involved in known disease datasets. Therefore, in this experiment we compare the S-FLN with state-of-the-art methods in disease gene prioritization in terms of ranking new disease genes, where we used $DG_{set1}$ as primary disease gene set (train set). We also used six new disease genes introduced in $DG_{set2}$ that do not overlap with $DG_{set1}$ as test set $c_t$. As shown in Table 4, FLN-based methods are unable to prioritize the gene GLIS237 of Nephronophthisis disease family. In contrast, PROSPECTR as a sequence analysis method has the best performance on the GLIS237 gene. The S-FLN obtains the second performance rate on the GLIS237 gene. It is because the S-FLN employs physicochemical properties of amino-acids to construct FLN. In other cases, the S-FLN has obtained the best performance.

**Table 5** Top 10 ranked disease genes for 3 case studies diseases with RWR on the proposed S-FLN and $DG_{set1}$.

| Disease Family | Breast cancer | Alzheimer disease | Diabetes mellitus |
|----------------|---------------|-------------------|------------------|
| Top predictions genes | MSH2* | APP | TCF1 |
| | BRCA1 | MAPT | TCF7L2 |
| | PTEN | PSEN2 | TCF2 |
| | MSH6* | TREM2* | INS |
| | NBN | PSEN1 | TCF7* |
| | PIK3CA | APOE | CTNNB1* |
| | BRCA2 | LRP1 | AKT2 |
| | TP53 | TYROBP* | THBS2* |
| | MLH1 | HD | APC |
| | BCL2* | CST3 | CTNNA1* |

Moreover, we have selected three disease families as case studies to evaluate the S-FLN by disease-center evaluation approach. Table 5 shows 10 disease genes which obtained ten top ranks for
three disease families by RWR distance measure on S-FLN. These disease families are Breast cancer, Alzheimer disease, and Diabetes mellitus.

The results of Table 5 indicate the performance of S-FLN in prioritizing known disease genes and predicting new susceptible candidate genes, where the BreastCancer is considered as the first case study. Among 10 genes ranked by the S-FLN 5 genes are shown in Bold face that are, as reported, known disease gene in OMIM(MIM 114480). Additionally, the other 3 genes which are ranked and show by * symbol, are introduced as new breast cancer susceptible genes by literature including PMID:29345684, pubmed:28779004, and PMID: 27721874. These results are shown for AlzheimerDisease(MIM 104300) and DiabetesMellitus (MIM 125853) in the same style, where new susceptible genes by literature for these disease are reported in (PMID:23150934, PMID:25052481) and (PMID:22247771 PMID:27613243 PMID:27446820), respectively.

5. Concluding Remarks

In this paper, the problem of disease gene prioritization has been addressed as a network-based problem. Therefore, we proposed a hierarchical two step approach. The main important step in network-based disease gene prioritization approaches is applying a comprehensive initial network. Commonly, more than one data source is employed to construct the FLN as an applicable initial network. However, using integration approach to construct the FLN suffers from appearing some missing or invalid information which causes an undesirable performance in the constructing FLN and more in prioritization accuracy. In order to tackle this problem, a sequence-based approach is proposed to construct FLN as initial network, which is as the first step in the proposed method. In the second step, we develop different distance measures to compute network properties and distance between candidate genes and known disease gene as a score to rank candidate genes. The proposed approach provides some interesting achievements. Thanks to the FLN which is used instead of physical interaction (PPI), more disease genes are corporate in a pathway. Besides, in proposed approach we construct an FLN using physicochemical properties of amino-acids, that makes the initial network able to model relations among disease genes as well. Furthermore, as the sequence of proteins is a more comprehensive and accurate data source, an applicable and reliable FLN is obtained. The issue of missing values and invalid information is addressed as well. In the proposed approach, we have considered the single
type link prediction task to construct the FLN. However, a typical FLN naturally includes various types of links and proteins dependency. In this regard, constructing the FLN according to a heterogeneous network model and consequently prioritizing disease genes based on it has been considered as our future plan.
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