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1 Introduction

Quantum curves are intriguing objects, identified originally in various problems related to string theory and supersymmetric gauge theories [1–5], and analyzed from various mathematical perspectives e.g. in [6–17]. In general, quantum curves take form of differential operators \( \hat{A}(\hat{x}, \hat{y}) \) imposing Schrödinger-like equations on appropriately defined wave-functions \( \Psi(x) \)

\[
\hat{A}(\hat{x}, \hat{y})\Psi(x) = 0. \tag{1.1}
\]

The operators \( \hat{x} \) and \( \hat{y} \) satisfy the commutation relation

\[
[\hat{y}, \hat{x}] = i\hbar, \tag{1.2}
\]

so that \( \hat{y} \) can be identified as \( i\hbar \partial_x \). In the limit \( \hbar \to 0 \) the operators \( \hat{x} \) and \( \hat{y} \) reduce to complex commuting variables \( x \) and \( y \), and the quantum curve equation (1.1) reduces to a “classical” algebraic curve

\[
A(x, y) = 0. \tag{1.3}
\]

Conjecturally, in all situations where quantum curves arise, their form can be determined by means of the topological recursion [18], which can be regarded as a reformulation and generalization of loop equations in matrix models [19]. From this perspective the classical curve (1.3) is identified as an algebraic curve that provides the initial condition for the topological recursion. In case the corresponding matrix model is known, the curve (1.3) is identified as its spectral curve, and the wave-function \( \Psi(x) \) is identified as a determinant expectation value \( \langle \det(x - M) \rangle \), where \( \langle \cdot \rangle \) denotes an expectation value computed by integrating over matrices \( M \) from an appropriate ensemble. Therefore, using the topological recursion or matrix model formalism, to a given algebraic curve one can associate the corresponding quantum curve.

In fact, it turns out that to a given algebraic curve one can assign not only one, but the whole family of quantum curves, which have the structure of singular vectors of the underlying symmetry algebra [20]. For curves related to hermitian matrix models, or the original topological recursion formulation [19], this symmetry algebra is the Virasoro algebra, and corresponding quantum curves have the structure of Virasoro singular vectors, as found in [20]. In the present paper we also refer to these curves as Virasoro quantum curves. In this case the determinant form of the wave-function is generalized so that it depends on an additional parameter \( \alpha \); however consistent quantum curve equations arise only for certain discrete values of this parameter, which coincide with Virasoro degenerate momenta. One can also consider \( \beta \)-deformed version of these results — this also leads to a discrete family of quantum curves with the structure of Virasoro singular vectors, however in this case the Virasoro algebra has an arbitrary central charge, parametrized by the parameter \( \beta \). The matrix (or eigenvalue) model form of the wave-function, depending on both parameters \( \alpha \) and \( \beta \), is referred to as \( \alpha/\beta \)-deformed matrix integral in [20]. These results can be regarded as a manifestation of general, intimate links between matrix models and the Virasoro algebra; for example it has been known for a long time, that matrix model
loop equations — and the topological recursion itself — can be rewritten in the form of Virasoro constraints [21–23].

The above results have been generalized to a supersymmetric case in [24], by considering (β-deformed) super-eigenvalue models for the Neveu-Schwarz sector [25–30]. These models generalize eigenvalue representation of hermitian matrix models in such a way, that the underlying algebra takes form of the Neveu-Schwarz version of the super-Virasoro algebra; in particular corresponding loop equations can be rewritten as super-Virasoro constraints. Consequently, to a super-eigenvalue model one can associate an infinite family of super-quantum curves, which have the structure of Neveu-Schwarz singular vectors of the super-Virasoro algebra. In the classical limit, such super-quantum curves reduce to supersymmetric algebraic curves, which are interesting in their own right [31, 32].

To sum up, to a given classical (possibly supersymmetric) curve one can associate an infinite family of quantum curves, which have the structure of singular vectors of the underlying algebra. This result was found in [20, 24] upon the analysis of eigenvalue models, which provide a representation (or generalization) of matrix models; for a summary see also [33].

The aim of the present paper is twofold. First, we clarify the role of conformal field theory in the description of quantum curves. In particular, we rederive (in Virasoro and Neveu-Schwarz case) quantum curves using only conformal field theory techniques (instead of eigenvalue models). The main feature of this approach is the fact, that the singular vector structure of quantum curves follows automatically; being a consequence of the conformal field theory construction, the singular vector structure of quantum curves postulated in [20, 24] is therefore proven. Moreover, this approach has certain calculational advantages, and can be rather easily extended to more general algebras (possibly, although not necessarily, corresponding to more general matrix models, for example multi-matrix models, or their deformations e.g. see [34, 35]). Second, using the conformal field theory approach — and to illustrate its power — we find an infinite family of super-quantum curves corresponding to the Ramond sector of the super-Virasoro algebra. From this analysis we also derive the super-eigenvalue models representing the Ramond sector, whose form is not obvious to postulate a priori.

More precisely, we find two types of super-eigenvalue models in the Ramond sector, and corresponding two types of quantum curves, which have respectively the structure of Neveu-Schwarz or Ramond singular vectors, and which we call respectively Ramond-NS and Ramond-R super-quantum curves. Furthermore, we illustrate equivalence of conformal field theory calculations and eigenvalue models by showing that the same super-quantum curves arise in both approaches. We also find corresponding classical super-spectral curves that encode eigenvalue distribution in the super-eigenvalue model. Finally, we consider the special case of Penner-like potentials, and show that Ramond super-quantum curves in this case take form of supersymmetric versions of BPZ equations [36]. The identification of the Ramond super-quantum and super-spectral curves generalizes the analysis in [24], which was restricted to the Neveu-Schwarz sector.

We stress, that various observations and properties of quantum curves discussed in [20, 24, 33] also hold (or are expected to hold) for Ramond super-quantum curves found
in this paper. In particular, Ramond super-quantum curves are “quantum” in a double sense, and reduce to “classical” objects in two different limits: the ‘t Hooft limit corresponding to an infinite number of eigenvalues $N$, and the classical conformal field theory limit corresponding to infinite value of the parameter $\beta$. These two quantum structures have an analogous role, which is manifest after replacing parameters $1/N$ and $\beta$ by familiar parameters $\epsilon_1$ and $\epsilon_2$, encoding the Omega-background in gauge theory interpretation.

Analogous two quantum structures have been also discussed e.g. in [37] in the context of Langlands duality. Another important feature of quantum curves at higher levels is that, in the classical ‘t Hooft limit, they factorize into a product of several classical (spectral) curves.

Let us summarize the most important results and formulae of this work, by presenting a conformal field theory formulation of various eigenvalue models that we derive and analyze, and corresponding wave-functions and quantum curve equations. We hope that this short summary could be helpful for a reader; details of the notation are explained in the main text of the manuscript.

First, in section 2 we recall that the usual $\beta$-deformed hermitian matrix model has the eigenvalue representation, which can be realized as the following integrated expectation value in the free boson theory, see (2.1)–(2.2)

$$Z = \int d^{N}z \, \langle V_{N\sqrt{\beta},t} \prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) \rangle 0 \rangle = \int d^{N}z \, \Delta(z)^{2\beta} e^{-\sqrt{\beta} \sum_{a=1}^{N} V(z_a)},$$

(1.4)

where vertex operators $E^{a}(x)$ are defined in (2.36), and $\langle V_{N\sqrt{\beta},t} \rangle$ is the coherent state (2.41). The eigenvalue model in the right side of the equation involves the usual Vandermonde determinant $\Delta(z) = \prod_{a \leq b} (z_a - z_b)$. The wave-function (2.45) is then defined as a correlator which involves an additional insertion of $x$- and $\alpha$-dependent vertex operator $\hat{E}_{\alpha}^{\pm}(x)$

$$\hat{\chi}_{\alpha}(x) = \int d^{N}z \, \langle V_{N\sqrt{\beta}-\alpha/h,t} \prod_{a=1}^{N} E_{\alpha}^{\pm}(x) \prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) \rangle 0 \rangle =$$

$\textcolor{red}{\text{This wave-function, for special discrete values of } \alpha, \text{ satisfies quantum curve equations that take form of Virasoro singular vectors, as shown in section 2.3.}}$

In section 3 we construct the eigenvalue model and quantum curves in the Neveu-Schwarz (NS) sector of the super-Virasoro algebra. The eigenvalue model has the following form and conformal field theory representation, see (3.36)–(3.37)

$$Z = \langle V_{N\sqrt{\beta},t,\xi} Q_{N,\xi}^{N} \rangle 0 \rangle = \int d^{N}z \, d^{N}\theta \, \Delta_{NS}(z,\theta)^{3} e^{-\sqrt{\beta} \sum_{a=1}^{N} V(z_a,\theta_a)},$$

(1.6)

where the potential involves both commuting times $t_m$ and anti-commuting times $\xi_{m+1/2}$

$$V(z,\theta) = V_{n}(z) + V_{f}(z)\theta, \quad V_{n}(z) = \sum_{m=0}^{\infty} t_{m}z^{m}, \quad V_{f}(z) = \sum_{m=0}^{\infty} \xi_{m+1/2}z^{m}.$$
The NS screening charge $Q_{NS}$ and the coherent state $\langle V_{\sqrt{\beta}, t, \xi} \rangle$ are defined respectively in (3.32) and (3.35), and the NS version of the Vandermonde determinant takes form (3.34)

$$
\Delta_{NS}(z, \theta) = \prod_{1 \leq a < b \leq N} (z_a - z_b - \theta_a \theta_b).
$$

(1.8)

The NS wave-function in this model (3.40)–(3.41) is defined as the expectation value with an additional insertion of the vertex operator superfield $\Phi_{\alpha}(x, \theta)$ defined in (3.22)

$$
\hat{\chi}^\alpha(x, \theta) = \left. \left< \prod_{N} \right| \Phi_{\alpha}^{\frac{1}{h}}(x, \theta) \right\rangle = e^{\frac{1}{\beta} \sum_{a=1}^{N} V_{R}(z_a, \theta_a)} \prod_{1 \leq a < b \leq N} (z_a - z_b - \frac{z_a + z_b}{2\sqrt{\beta}} \theta_a \theta_b),
$$

(1.9)

and it satisfies equations which take form of super-Virasoro Neveu-Schwarz singular vectors, derived in section 3.3.

In section 4 we start considering the Ramond sector of the super-Virasoro algebra. We explain that there are two natural eigenvalue models and wave-functions that can be considered, having the schematic structure given in (4.1) and (4.2), which satisfy quantum curve equations that take form of either Neveu-Schwarz or Ramond singular vectors. We call these models Ramond-NS and Ramond-R respectively. The Ramond-NS eigenvalue model is introduced in (4.27)

$$
Z = \left. \left< \prod_{N} \right| Q_{R}^{N} \right\rangle = e^{\frac{1}{\beta} \sum_{a=1}^{N} V_{R}(z_a, \theta_a)} \prod_{1 \leq a < b \leq N} (z_a - z_b - \frac{z_a + z_b}{2\sqrt{\beta}} \theta_a \theta_b),
$$

(1.10)

with the coherent state $\langle \prod_{N} \rangle$ and the screening charge $Q_{R}$ defined respectively in (4.23) and (4.28). The Ramond-NS version of the Vandermonde determinant takes form (4.22)

$$
\Delta_{R}(z, \theta) = \prod_{1 \leq a < b \leq N} (z_a - z_b - \theta_a \theta_b).
$$

(1.11)

The Ramond-NS wave-function, of the schematic form (4.1), is introduced in (4.36) in the conformal field theory language as the expectation value involving the vertex operator superfield $\Phi^{\frac{1}{h}}(x, \theta)$ defined in (4.12)

$$
\hat{\chi}^\alpha(x, \theta) = \left. \left< \prod_{N} \right| \Phi^{\frac{1}{h}}(x, \theta) \right\rangle = e^{\frac{1}{\beta} \sum_{a=1}^{N} V_{R}(z_a, \theta_a)} \prod_{1 \leq a < b \leq N} (z_a - z_b - \frac{z_a + z_b}{2\sqrt{\beta}} \theta_a \theta_b),
$$

(1.12)

and it is written down more explicitly, in the eigenvalue representation, in (6.41). Quantum curves that annihilate such a wave-function are derived in section 4.3 and they take form of Neveu-Schwarz singular vectors (however with a specific representation of NS algebra, relevant for the Ramond sector that we are considering). In section 6 we rederive these quantum curves using techniques of matrix and eigenvalue models; in addition, in section 6.3 we derive super-spectral curves (i.e. spectral curves of the Ramond-NS eigenvalue model), and in section 6.7 we analyze the Ramond-NS eigenvalue model with the specific multi-Penner potential.
Furthermore, in section 5 we analyze the Ramond-R model, with the wave-function of the schematic form (4.2). In this case we consider directly the wave-function for the model with the Penner-like potential, which we find to take form (5.20)–(5.21)

\[
\chi^R_\alpha(x, \xi) = x^{1/8}(x - w)^{-\frac{\alpha\gamma}{2\pi} e^{-\frac{\sqrt{\beta}}{\hbar} \sqrt{\hbar(w(x-w))}}} \int \left( \Psi_+(x, z, \theta) + \frac{\sqrt{\beta}}{\hbar} e^{\frac{i\pi}{4} \xi} \Psi_-(x, z, \theta) \right) d^Nz d^N\theta,
\]

where the \(x\)-dependence arises from the insertion of the Ramond chiral primary fields \(R^\alpha_\mp(x)\) defined in (5.12)

\[
\Psi_\pm(x, z, \theta) = \left\langle \alpha_0 \left| R^\alpha_\mp(x) \Phi^\mp(w, \eta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \right| \sigma_+ \right\rangle = \Theta_\pm(x) (x - w)^{\frac{\alpha\gamma}{2\pi} \Delta_{R,x}(z, \theta)\beta} e^{-\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N (V_{R,x}(z_a) + V_{F,x}(z_a)\theta_a)}
\]

see (5.13) and (5.15). The functions \(\Theta_\pm(x)\) are given in (5.19), and the Ramond-R version of the Vandermonde determinant takes form (5.16)

\[
\Delta_{R,x}(z, \theta) = \prod_{a<b} \left( z_a - z_b - \left( \frac{z_a(x - z_b)}{z_a(x - z_a)} + \frac{z_b(x - z_a)}{z_b(x - z_b)} \right) \frac{\theta_a\theta_b}{2} \right).
\]

Quantum curves for the Ramond-R model take form of Ramond singular vectors and we derive them in section 5.3. Finally, in section 7 we reconsider the Ramond-R eigenvalue model from the matrix model perspective, and using matrix (or eigenvalue) model techniques we rederive Ramond-R super-quantum curves.

Once more, and more succinctly, the plan of this paper is as follows. In section 2 we derive, from the viewpoint of conformal field theory, quantum curves corresponding to the underlying Virasoro algebra. In section 3 we similarly derive quantum curves corresponding to the Neveu-Schwarz sector of the super-Virasoro algebra. In section 4, starting from the conformal field theory formalism we analyze the Ramond sector of super-Virasoro algebra, and derive an eigenvalue model for the Ramond-NS sector, as well as Ramond-NS super-quantum curves. In section 5 we derive eigenvalue model and super-quantum curves in the Ramond-R sector using conformal field theory approach. In section 6 we rederive super-quantum curves in the Ramond-NS sector using techniques of matrix or eigenvalue models; among others, in this section we also find the Ramond super-spectral curve, and confirm that it agrees with the classical limit of the Ramond super-quantum curve. Similarly, in section 7 we derive super-quantum curves of Ramond-R type using techniques of eigenvalue models. In the appendix we collect various proofs and computations.

2 From conformal field theory to Virasoro quantum curves

We start our analysis from a discussion of the Virasoro algebra, which is the underlying algebra of a \((\beta\text{-deformed})\) hermitian matrix (or eigenvalue) model

\[
Z = \int d^Nz \Delta(z)^{2\beta} e^{-\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N V(z_a)}
\]

(2.1)
where \( d^{Nz} = \prod_{a=1}^{N} dz_a \), \( \Delta(z) = \prod_{a < b} (z_a - z_b) \) is the Vandermonde determinant, and we consider a generic potential \( V(z) = \sum_{m=0}^{\infty} t_m z^m \). We recall first that such a model can be defined by the following expectation value, which is written completely in terms of conformal field theory quantities

\[
Z = \int d^{Nz} \left< \mathcal{V}_{N,\sqrt{s},t} \left| \prod_{a=1}^{N} e^{-\sqrt{s}(z_a)} \right| 0 \right>,
\]  

for an appropriately defined state \( \langle \mathcal{V}_{N,\sqrt{s},t} \rangle \) and vertex operators \( e^{-\sqrt{s}(z_a)} \). Similarly wave-functions, defined as determinant-like expectation values from matrix model viewpoint, can be expressed in terms of conformal field theory quantities as follows

\[
\hat{\chi}_\alpha(x) = \int d^{Nz} \left< \mathcal{V}_{N,\sqrt{s},t/\hbar} \left| \prod_{a=1}^{N} e^{-\sqrt{s}(z_a)} \right| 0 \right> = e^{\sqrt{s}V(x)} \int d^{Nz} \prod_{a=1}^{N} (x - z_a)^{-2\sqrt{s}/\hbar} \Delta(z)^{2\beta} e^{-\frac{\alpha}{\hbar} \sum_{a=1}^{N} V(z_a)}. 
\]  

These wave-functions are annihilated by quantum curve operators that we are after only for special values of the parameter \( \alpha \), which correspond to the degenerate momenta.

We recall now a general form of quantum curves associated to the underlying Virasoro algebra. As found in [20] by generalizing a discussion in [4], such curves can be determined simply by writing expressions for Virasoro singular vectors (at arbitrary level) in terms of the following representation of Virasoro generators

\[
\hat{L}_{-1} = \partial_x, \quad \hat{L}_{-n} = \frac{1}{\hbar^2(n-2)} \left( \frac{1}{4} \partial_x^{n-2} (V'(x))^2 + \frac{Q}{2} \partial_x^n V(x) + \partial_x^{n-2} \hat{f}_t(x) \right),
\]  

for \( n \geq 2 \), where

\[
Q \equiv \beta^{-\frac{1}{2}} - \beta^\frac{1}{2},
\]

and \( \hat{f}_t(x) \) is a partial differential operator defined by (2.62). Moreover, it is useful to take advantage of universal expressions for singular vectors (up to a given level) that have been found in [20]. These expressions depend on the parameter \( \alpha \) and reduce to the expression for a singular vector labeled by integers \( r, s \) upon specialization of \( \alpha \) to

\[
\alpha_{r,s} = \frac{r}{2} + \beta^{-\frac{1}{2}} - \frac{s}{2} - \beta^\frac{1}{2}, \quad r, s \in \mathbb{Z}, \quad r, s \geq 1.
\]

For example, singular vectors at level 2 can be obtained from the expression

\[
\hat{A}^2 = \partial_x^2 - \frac{\alpha^2}{\hbar^4} \left( (V'(x))^2 + 2QhV''(x) + 4\hat{f}_t(x) \right)
\]  

upon specialization \( \alpha = \alpha_{2,1} \) or \( \alpha_{1,2} \). Moreover, for \( \alpha = \alpha_{1,1} = 0 \) this expression reduces to the singular vector \( L_{-1} \) at level 1 (up to an additional \( L_{-1} \)). Substituting the representation (2.4) in the formula (2.7), it follows that quantum curves at level 2 (and 1) arise from the expression

\[
\hat{A}^2 = \partial_x^2 - \frac{\alpha^2}{\hbar^4} \left( (V'(x))^2 + 2QhV''(x) + 4\hat{f}_t(x) \right)
\]

\footnote{The parameter \( \alpha = \alpha_{\text{here}} \) in this section is related with the parameter \( \alpha = \alpha_{\text{ms}} \) in [20] by \( \alpha_{\text{ms}} = 2\alpha_{\text{here}} \) (in \( \hbar = 1 \) unit).}
(where the superscript of $\hat{A}^2$ denotes level 2) upon the specialization $\alpha = 0$, $\frac{h\sqrt{\beta}}{2}$, or $-\frac{h}{2\sqrt{\beta}}$; note that in expressions for quantum curves we combine values of $\alpha_{r,s}$ with an additional factor of $h$ when compared to (2.6) — this follows from a factor $h$ in the vertex operator $E^\alpha_h$ in (2.3), which is natural to include from the matrix model perspective. Similarly, quantum curves at level 3 (or lower levels) arise from the expression

$$\hat{A}^3 = \partial_x^3 - 4\frac{\alpha^2}{h^2} \partial_x \hat{L}_{-2} + \frac{2\alpha^2(2\alpha + Qh) - h^2)}{h^4} \hat{L}_{-3}$$

upon the specialization $\alpha = 0$, $\frac{h\sqrt{\beta}}{2}$, $-\frac{h}{2\sqrt{\beta}}$, and with $L_{-2}$ and $L_{-3}$ given in (2.4). Such quantum curves, at level $n = rs$, annihilate the wave-function (2.3), $\hat{A}^n \psi_\alpha(x) = 0$, for relevant specialization $\alpha = \alpha_{r,s}$.

While in [20] the representation of Virasoro generators (2.4) and the form of quantum curves, such as (2.8) and (2.9), was derived using matrix model formalism, in this section we rederive these results from purely conformal field theory viewpoint. We also explain, from purely conformal field theory perspective, where expressions for singular vectors, such as (2.7) and its higher level generalizations, come from. To this aim it is of advantage to consider the background charge representation of the Virasoro algebra, which is therefore the starting point of our analysis. The approach presented in this section will be generalized to the supersymmetric case in the following sections, which ultimately will enable us to derive super-eigenvalue models for the Ramond sector and corresponding Ramond super-quantum curves.

### 2.1 Background charge representation of the Virasoro algebra

Consider the Heisenberg algebra

$$[a_m, a_n] = \frac{1}{2} m \delta_{m+n,0}, \quad m, n \in \mathbb{Z},$$

and its highest weight states $|\alpha\rangle$ with $\alpha \in \mathbb{R}$ defined by

$$a_m |\alpha\rangle = 0, \quad m > 0, \quad a_0 |\alpha\rangle = \alpha |\alpha\rangle.$$  

In what follows, to avoid problems with the Dirac notation, we also use the notation $\mu_\alpha \equiv |\alpha\rangle$. Denote by $H_\alpha$ the free vector space spanned by vectors of the form

$$a_{-j} |\alpha\rangle \equiv a_{-j_1} a_{-j_2} \cdots a_{-j_l} |\alpha\rangle, \quad 0 < j_1 \leq j_2 \leq \cdots \leq j_l.$$  

These vectors form the canonical basis in $H_\alpha$. The space $H_\alpha$ has a natural $\mathbb{Z}$-grading

$$H_\alpha = \bigoplus_{n \geq 0} H^n_\alpha, \quad H^n_\alpha \equiv \text{span}\left\{ a_{-J} |\alpha\rangle : |J| \equiv \sum_{k=1}^{l} j_k = n \right\}.$$  

Fixing a real parameter $Q$, one can define a hermitian pairing

$$\langle \cdot, \cdot \rangle_{\alpha,Q} : H_{Q-\alpha} \times H_\alpha \to \mathbb{C},$$
by requiring
\[ a_n^\dagger = -a_n, \quad n \neq 0, \quad a_0^\dagger = Q - a_0, \quad (\mu_{Q-\alpha}, \mu_\alpha)_{\alpha,Q} = 1. \quad (2.14) \]

The Heisenberg module $H_{\alpha,Q}$ is the pair of representations $(H_{Q-\alpha}, H_\alpha)$ endowed with the pairing $(\cdot, \cdot)_{\alpha,Q}$.

Furthermore, consider the Virasoro algebra with the central charge $c$
\[ [L_m, L_n] = (m-n)L_{m+n} + \frac{c}{12}(m^3-m)\delta_{m+n,0}, \quad m, n \in \mathbb{Z}. \quad (2.15) \]

The Verma module $V_{\Delta,c}$ with the highest weight $\Delta$ is defined as the representation of the Virasoro algebra generated by the vectors of the form
\[ L_{-I} |\Delta\rangle \equiv L_{-i_1} L_{-i_2} \cdots L_{-i_l} |\Delta\rangle, \quad 0 < i_1 \leq i_2 \leq \cdots \leq i_l, \quad (2.16) \]
where the highest weight vector $|\Delta\rangle$ satisfies
\[ L_m |\Delta\rangle = 0, \quad m > 0, \quad L_0 |\Delta\rangle = \Delta |\Delta\rangle. \quad (2.17) \]

The vectors (2.16) form the canonical basis in $V_{\Delta,c}$. The Verma module $V_{\Delta,c}$ has a natural $\mathbb{Z}$-grading
\[ V_{\Delta,c} = \bigoplus_{n \geq 0} V^n_{\Delta,c}, \quad V^n_{\Delta,c} \equiv \text{span} \{ L_{-I} |\alpha\rangle : |I| = n \}. \quad (2.18) \]

The Virasoro Verma module $V_{\Delta,c}$ is endowed with the hermitian Schapovalov form $(\cdot, \cdot)_{\Delta,c}$, defined by the conditions
\[ L_m^\dagger = L_{-m}, \quad m \in \mathbb{Z}, \quad (\nu_{\Delta}, \nu_{\Delta})_{\Delta,c} = 1, \quad \nu_{\Delta} \equiv |\Delta\rangle. \]

$\mathbb{Z}$-grading (2.18) is orthogonal with respect to this form. We say that $\xi \in V_{\Delta,c}$ is a null vector if it is orthogonal with respect to the Schapovalov form to all vectors in $V_{\Delta,c}$. A null vector $\xi \in V_{\Delta,c}$ is called a singular vector if it satisfies the highest weight state condition
\[ L_n \xi = 0, \quad n > 0. \]

Let
\[ c = 1 - 6Q^2, \quad \Delta = \alpha(\alpha - Q) \equiv \Delta_\alpha. \quad (2.19) \]

In the case under consideration $Q$ is real, so $c \leq 1$. The background charge representation on $H_\alpha$ of the Virasoro algebra with the central charge $c$ and the highest weight $\Delta_\alpha$ is defined by the map $\sigma_{\alpha,Q}$ between the universal enveloping algebras of the Virasoro algebra and the Heisenberg algebra as
\[
\sigma_{\alpha,Q} : \text{End} (V_{\Delta,c}) \ni L_m \rightarrow L(\alpha)_m \in \text{End}(H_\alpha),
\]
\[ L(\alpha)_0 = 2 \sum_{n=1}^{\infty} a_{-n}a_n + \alpha (\alpha - Q), \quad (2.20) \]
\[ L(\alpha)_m = \sum_{n \neq 0, m} a_{m-n}a_n + (2\alpha - (m+1)Q)a_m, \quad m \neq 0. \]
This map satisfies
\[ \sigma_{\alpha,Q}(L_m L_n) = \sigma_{\alpha,Q}(L_m) \sigma_{\alpha,Q}(L_n). \] (2.21)

Using \( \sigma_{\alpha,Q} \) we define the transition map
\[ S_{\alpha,Q} : \mathcal{V}_{\Delta_{\alpha,c}} \to \mathcal{H}_\alpha \]
by its action on the canonical basis in \( \mathcal{V}_{\Delta_{\alpha,c}} \)
\[ S_{\alpha,Q} L_{-I}\Delta = L(\alpha)_{-i_1} L(\alpha)_{-i_2} \cdots L(\alpha)_{-i_l} | \alpha \rangle. \] (2.22)

The transition map \( S_{\alpha,Q} \) has the following properties, easily inferred from its definition:

1. \( S_{\alpha,Q} \) is a homomorphism of the Virasoro algebra representations.
2. \( S_{\alpha,Q} \) preserves the \( Z \) grading \( S_{\alpha,Q}(\mathcal{V}^n_{\Delta_{\alpha,c}}) \subset \mathcal{H}^n_{\alpha} \)
   hence
   \[ S_{\alpha,Q} = \bigoplus_{n \geq 0} S^n_{\alpha,Q}, \quad S^n_{\alpha,Q} : \mathcal{V}^n_{\Delta_{\alpha,c}} \to \mathcal{H}^n_{\alpha}. \]
3. \( S_{\alpha,Q} \) is compatible with the hermitian form in \( \mathcal{V}_{\Delta_{\alpha,c}} \) and the hermitian pairing in \( \mathcal{H}_{\alpha,Q} \), i.e. for any \( \xi, \xi' \in \mathcal{V}_{\Delta_{\alpha,c}} \)
   \[ (\xi, \xi')_{\Delta_{\alpha,c}} = (S_{\alpha,Q}^{-1} \xi, S_{\alpha,Q}^{-1} \xi')_{\alpha,Q}. \]
4. The kernel of \( S_{\alpha,Q} \) is the subspace of all null vectors in \( \mathcal{V}_{\Delta_{\alpha,c}} \).

Consider the matrix of \( S_{\alpha,Q} \) with respect to the canonical bases in \( \mathcal{V}_{\Delta_{\alpha,c}} \) and \( \mathcal{H}_\alpha \)
\[ L(\alpha)_{-J \mu_\alpha} = \sum_{|J|=n} [S^n_{\alpha,Q}]_{IJ} a_{-J \mu_\alpha}. \] (2.23)

Matrices \( S^n_{\alpha,Q} \) were studied (in different parameterization) in [38], where the formula for their determinant was found
\[ \det S^n_{\alpha,Q} = \text{const} \prod_{1 \leq r \leq s \leq n} (\alpha - \alpha_{r,s})^{p(n-rs)}. \] (2.24)

Here \( \beta \) is related to \( Q \) by \( Q = \beta^{-\frac{1}{2}} - \beta^{\frac{1}{2}} \), values of \( \alpha_{r,s} \) agree with those in (2.6)
\[ \alpha_{r,s} = \frac{r-1}{2} \beta^{-\frac{1}{2}} - \frac{s-1}{2} \beta^{\frac{1}{2}}, \quad r, s \in \mathbb{Z}, \quad r, s \geq 1, \] (2.25)
and \( p(n) \) is the number of partitions of \( n \), which can be read off from the generating function
\[ \sum_{n=0}^{\infty} p(n)x^n = \prod_{m=1}^{\infty} \frac{1}{1 - x^m}. \]
As proven in [38], for generic values of \( Q \) matrix elements of the matrix inverse to \( S_{\alpha,Q}^n \) have at most simple poles at \( \alpha = \alpha_{r,s} \). Arguments from linear algebra then show that null vectors \( \xi_{null}^n \in V^m_{\Delta_\alpha,c} \) can be constructed as residues of \( (S_{\alpha,Q}^n)^{-1} \)

\[
c_{IJ} \xi_{null}^n = \lim_{\alpha \rightarrow \alpha_{r,s}} (\alpha - \alpha_{r,s}) \sum_{|I|=n} [(S_{\alpha,Q}^n)^{-1}]_{IJ} L_{-I} \nu_{\Delta_\alpha}, \tag{2.26}
\]

where \( rs \leq n \) and \( c_{IJ} \) are (in the generic case non-zero) numbers. Consequently, if we define

\[
\hat{A}_J^\alpha(\alpha) = \omega_n(\alpha, Q) \sum_{|I|=n} [(S_{\alpha,Q}^n)^{-1}]_{IJ} L(\alpha) - I, \tag{2.27}
\]

where

\[
\omega_n(\alpha, Q) = -(-2)^n \prod_{r,s \leq n} (\alpha - \alpha_{r,s}), \tag{2.28}
\]

then for \( r, s > 0 \) and \( rs \leq n \) the operators (2.27) are (non-trivial) endomorphisms of \( \mathcal{H}_\alpha \) satisfying

\[
\lim_{\alpha \rightarrow \alpha_{r,s}} \hat{A}_J^\alpha(\alpha) \mu_\alpha = 0.
\]

The simplest examples are

\[
\begin{align*}
\hat{A}_1^1(\alpha) &= L(\alpha) - 1, \\
\hat{A}_2^2(\alpha) &= L(\alpha)^2 - 4\alpha^2 L(\alpha) - 2, \\
\hat{A}_{1,1}(\alpha) &= (Q - 2\alpha) L(\alpha)^2 - 2\alpha L(\alpha) - 2, \\
\hat{A}_3^3(\alpha) &= L(\alpha) \hat{A}_2^2(\alpha) - \omega_2(\alpha, Q) L(\alpha) - 2, \\
\hat{A}_{1,2}(\alpha) &= (\alpha - Q) L(\alpha) \hat{A}_2^2(\alpha) - \omega_2(\alpha, Q) L(\alpha) - 3, \\
\hat{A}_{1,1,1}(\alpha) &= L(\alpha) \left( (1 - \alpha(\alpha - Q)) \hat{A}_{1,1}^2(\alpha) - (\alpha - Q) \hat{A}_2^2(\alpha) \right) + \omega_2(\alpha, Q) L(\alpha) - 3.
\end{align*}
\tag{2.29}
\]

These are expressions of the form mentioned in (2.7). They were independently identified in [20] by matrix model techniques.

We now extend the Heisenberg algebra (2.10) by the operator \( q \) satisfying

\[
[a_m, q] = \frac{1}{2} \delta_{m,0}, \quad m \in \mathbb{Z}. \tag{2.30}
\]

Then by

\[
[a_0, e^{2\alpha q}] = \alpha e^{2\alpha q}, \quad [a_m, e^{2\alpha q}] = 0, \quad m \neq 0,
\]

and (2.11) we see that \( e^{2\alpha q} \) can be regarded as a linear map

\[
e^{2\alpha q} : \mathcal{H}_{\alpha'} \rightarrow \mathcal{H}_{\alpha + \alpha'}, \quad e^{2\alpha q} a_{-I} | \alpha' \rangle = a_{-I} | \alpha + \alpha' \rangle. \tag{2.31}
\]

It is useful to assemble operators \( a_m \) and \( q \) into a local bosonic field, defined by

\[
\phi(x) = \phi_>(x) + \phi_<(x), \quad \phi_>(x) = a_0 \log x - \sum_{m=1}^{\infty} \frac{a_m}{m} x^{-m}, \quad \phi_<(x) = q + \sum_{m=1}^{\infty} \frac{a_{-m}}{m} x^m. \tag{2.32}
\]
We then introduce the energy-momentum tensor

\[ T(x) = :\partial \phi(x) \partial \phi(x): + Q \partial^2 \phi(x) = \sum_{m \in \mathbb{Z}} \frac{L_m}{x^{m+2}}, \]

(2.33)

which we also write as \( T(x) = T_-(x) + T_+(x) \) so that \( T_+(x) | 0 \rangle = 0 \), where

\[ T_-(x) = \sum_{m=-\infty}^{-2} \frac{L_m}{x^{m+2}}, \quad T_+(x) = \sum_{m=-1}^{\infty} \frac{L_m}{x^{m+2}}. \]

(2.34)

The modes of the energy-momentum tensor \( L_m = \oint dx_2 \pi i x_m T(x) \) are given explicitly by

\[
L_0 = 2 \sum_{n=1}^{\infty} a_{-n} a_n + a_0 (a_0 - Q)
\]

\[ L_m = \sum_{n \neq 0, m} a_{m-n} a_n + (2a_0 - (m + 1)Q) a_m, \quad m \neq 0, \]

(2.35)

and they define a natural extension of the background charge representation of the Virasoro algebra (2.20) to the space

\[ \mathcal{H} = \int_{\oplus} \mathcal{H}_\alpha \, d\alpha, \]

since

\[ \forall \xi \in \mathcal{H}_\alpha \quad \forall m \in \mathbb{Z} : \quad L_m \xi = L(\alpha)_m \xi. \]

The pairing \( (\cdot, \cdot)_\alpha, Q \) can be naturally extended to the hermitian form \( (\cdot, \cdot)_Q \) on \( \mathcal{H} \) by requiring that for any \( \xi, \zeta \in \mathcal{H}_\alpha', \zeta \in \mathcal{H}_\alpha : \)

\[
(\xi, \zeta)_Q = \begin{cases} 
0 & \text{for} \quad \alpha + \alpha' \neq Q, \\
(\xi, \zeta)_{\alpha, Q} & \text{for} \quad \alpha + \alpha' = Q.
\end{cases}
\]

In what follows we are interested in calculating products \( (\xi, \zeta)_Q \) for \( \xi \in \mathcal{H}_{Q-\alpha} \) and \( \zeta \in \mathcal{H}_\alpha \), which can be written as \( \xi = O_\xi^\dagger \mu_Q, \zeta = O_\zeta \mu_0 \) for some operators

\[
O_\xi : \mathcal{H}_\alpha \to \mathcal{H}_0, \quad O_\zeta : \mathcal{H}_0 \to \mathcal{H}_\alpha.
\]

It is then convenient to use the standard bra-ket notation and write \( \langle 0 | O_\xi O_\zeta | 0 \rangle \) to denote

\[
(O_\xi^\dagger \mu_Q, O_\zeta \mu_0)_Q = (\mu_Q, O_\xi O_\zeta \mu_0)_Q.
\]

2.2 From CFT to \( \alpha/\beta \) deformed eigenvalue integrals...

In the previous subsection we introduced ingredients necessary to construct eigenvalue integrals and quantum curves. We conduct this construction in the rest of this section. First, using \( \phi(x) \) we introduce the normal ordered exponential fields

\[ E^\alpha(x) = e^{2\alpha \phi_<(x)} e^{2\alpha \phi_>(x)}, \]

(2.36)
which can be viewed as linear maps from $\mathcal{H}_\alpha$ to $\mathcal{H}_{\alpha+\alpha'}$. They are primary fields with respect to the Virasoro algebra, i.e. they satisfy commutation relations of the form

$$[L_m, E^\alpha(x)] = x^m \left( m + 1 \Delta_\alpha + x \partial_x \right) E^\alpha(x),$$

where $\Delta_\alpha = \alpha (1 - Q)$, see (2.19). It follows that

$$[T_+(y), E^\alpha(x)] = \left( \frac{\Delta_\alpha}{(y-x)^2} + \frac{1}{y-x} \frac{\partial}{\partial x} \right) E^\alpha(x).$$

In the parametrization $Q = \beta^{-1/2} - \beta^{1/2}$ we have $\Delta_{-\sqrt{\beta}} = \Delta_{1/\sqrt{\beta}} = 1$, and consequently

$$\left[ T_+(y), E^{-\sqrt{\beta}}(x) \right] = \frac{\partial}{\partial x} \left( \frac{E^{-\sqrt{\beta}}(x)}{y-x} \right), \quad \left[ T_+(y), E^{1/\sqrt{\beta}}(x) \right] = \frac{\partial}{\partial x} \left( \frac{E^{1/\sqrt{\beta}}(x)}{y-x} \right).$$

Notice that for $|z_1| < |z_2|$ we have

$$[\phi_>(z_1), \phi_<(z_2)] = \frac{1}{2} \log z_1 - \frac{1}{2} \sum_{m=1}^{\infty} \frac{1}{m} \left( \frac{z_2}{z_1} \right)^m = \frac{1}{2} \log(z_1 - z_2).$$

Therefore, in terms of the Vandermonde determinant $\Delta(z) = \prod_{1 \leq a < b \leq N} (z_a - z_b)$, we get

$$\prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) |0\rangle = \prod_{1 \leq a < b \leq N} e^{4\beta \phi_>(z_a), \phi_<(z_b)} e^{-2\sqrt{\beta} \sum_{a=1}^{N} \phi_<(z_a)} |0\rangle = \Delta(z)^{2\beta} e^{-2\sqrt{\beta} \sum_{a=1}^{N} \phi_<(z_a)} |0\rangle.$$

In addition, we introduce the coherent “bra” state

$$\langle V_{\sqrt{\beta}, t} | 0 \rangle = e^{2N\sqrt{\beta} \sum_{m=0}^{\infty} t_m z^m}.$$ (2.41)

This state satisfies the relation

$$\langle V_{\sqrt{\beta}, t} | e^{-2\sqrt{\beta} \sum_{a=1}^{\infty} \phi_<(z_a)} = e^{2N\sqrt{\beta} \sum_{a=1}^{\infty} V(z_a)} \langle V_{0, t} |, \quad V(z) = \sum_{m=0}^{\infty} t_m z^m.$$ (2.42)

Combining the above ingredients, it follows that the $\beta$-deformed eigenvalue integral (2.1) can be represented as an integrated CFT expectation value (2.2)

$$Z = \int d^N z \left\langle V_{\sqrt{\beta}, t} \prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) \right| 0 \rangle = \int d^N z \Delta(z)^{2\beta} e^{-2\sqrt{\beta} \sum_{a=1}^{N} V(z_a)}.$$ (2.43)

From the conformal field theory perspective, the relation referred to as the loop equation in matrix model formalism follows from (2.39) and the equality $T_+(y) |0\rangle = 0$

$$\langle T_+(y) \rangle \equiv \int d^N z \left\langle V_{\sqrt{\beta}, t} \prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) \right| 0 \rangle =$$

$$= \int d^N z \sum_{b=1}^{N} \frac{\partial}{\partial z_b} \left( \frac{1}{y - z_b} \langle V_{\sqrt{\beta}, t} \prod_{a=1}^{N} E^{-\sqrt{\beta}}(z_a) \right| 0 \rangle =$$

$$= \int d^N z \sum_{b=1}^{N} \frac{\partial}{\partial z_b} \left( \frac{1}{y - z_b} \Delta(z)^{2\beta} e^{-2\sqrt{\beta} \sum_{a=1}^{N} V(z_a)} \right) = 0.$$ (2.44)
It is also immediate to construct the wave-function (or the $\alpha/\beta$ deformed integral)
\[
\hat{\chi}_\alpha(x) = \int d^N z \left\langle V_{\sqrt{\beta-\alpha}/\hbar} \left| E^{\hat{T}}_\alpha(x) \prod_{a=1}^N E^{-\sqrt{\beta}}(z_a) \right| 0 \right\rangle = e^{\frac{i}{\hbar} \int V(x)} \prod_{a=1}^N (x - z_a)^{-\frac{2\alpha \sqrt{\beta}}{N}} \Delta(z)^{2\beta} e^{-\frac{2\pi}{\hbar} \sum_{a=1}^N \frac{\sqrt{\beta}}{N} V(z_a)}.
\]

(2.45)

This wave-function is supposed to be annihilated by appropriately constructed quantum curves, for appropriate values of $\alpha$.

### 2.3 ...and to quantum curves

Once we introduced the wave-function (2.45), we identify now the corresponding quantum curves, and show that they have the structure of singular vectors and can be written in terms of the representation of the Virasoro algebra in (2.4). In fact, the singular vector structure of quantum curves follows automatically from the conformal field theory construction of the wave-function — this is the main advantage of the conformal field theory approach presented in this paper. The only non-trivial aspect is to derive the explicit representation of the Virasoro generators (2.4), which is the main aim of this section. This representation can be obtained from correlation functions of the form
\[
\left\langle V_{\sqrt{\beta-\alpha}/\hbar} \left| T(y_1) \cdots T(y_l) E^{\hat{T}}_\alpha(x) \prod_{a=1}^N E^{-\sqrt{\beta}}(z_a) \right| 0 \right\rangle,
\]

(2.46)

by defining
\[
\mathcal{L}_{-i_1}(x) \cdots \mathcal{L}_{-i_l}(x) E^{\hat{T}}(x) = \frac{1}{(2\pi i)^l} \int_x \frac{dy_1}{(y_1 - x)^{i_1-1}} \cdots \frac{dy_l}{(y_l - x)^{i_l-1}} T(y_1) \cdots T(y_l) E^{\hat{T}}(x).
\]

(2.47)

The fact that $\mathcal{L}_m(x)$ satisfy the Virasoro algebra can be easily checked by using the OPE
\[
T(y_1)T(y_2) = \frac{c/2}{(y_1 - y_2)^2} + \frac{T(y_2)}{(y_1 - y_2)^2} + \frac{\partial T(y_2)}{y_1 - y_2} + \cdots,
\]

and the standard contour manipulation.

Calculation of the multipoint correlation function (2.46), even if tedious and difficult to present in a closed form for arbitrary $l$, is conceptually straightforward. First, using the commutation relation for $T_\pm(y)$ (defined in (2.34))
\[
[T_+(y_1), T_-(y_2)] = \frac{c}{2} \left( \frac{1}{(y_1 - y_2)^2} + \frac{2}{(y_1 - y_2)^2} + \frac{1}{y_1 - y_2} \frac{\partial}{\partial y_2} \right) T_-(y_2) + \frac{2}{(y_2 - y_1)^2} + \frac{1}{y_2 - y_1} \frac{\partial}{\partial y_1} T_+(y_1),
\]

(2.48)

we “normal order” the product $T(y_1) \cdots T(y_l)$ and reduce the calculation to the situation where each $T_-(y_i)$ appears to the left of all $T_+(y_j)$. From (2.38) and (2.39) it then follows
\[
T_+(y) \mid x, z \rangle = \left( \frac{\Delta^{\hat{T}}_\alpha}{(y - x)^2} + \frac{1}{y - x} \frac{\partial}{\partial x} \right) \mid x, z \rangle + \sum_{b=1}^N \frac{\partial}{\partial z_b} \left( \frac{1}{-z_b} \mid x, z \rangle \right),
\]

(2.49)
where we introduced a shorthand notation

$$| x, z \rangle = \mathbb{E}_x^\pi (x) \prod_{a=1}^N \mathbb{E}^{-\sqrt{\pi}}(z_a) | 0 \rangle .$$  \hspace{1cm} (2.50)$$

The integration contour in all the $z_a$ variables has to be chosen in such a way that integrals of derivatives are zero. Consequently, the second term in (2.49) does not contribute to the eigenvalue integral and will be omitted in what follows. We thus have

$$T_+(y_1) \cdots T_+(y_k) | x, z \rangle = \left( \frac{\Delta_\pi}{(y_k-x)^2} + \frac{1}{y_k-x} \frac{\partial}{\partial x} \right) \cdots \left( \frac{\Delta_\pi}{(y_1-x)^2} + \frac{1}{y_1-x} \frac{\partial}{\partial x} \right) | x, z \rangle + \ldots$$  \hspace{1cm} (2.51)$$

where \ldots at the end of this expression denotes terms which vanish upon the $z_a$ integration. Furthermore, from (2.40) and the commutation relations of $\phi_>(x)$ and $\phi_<(z_a)$ fields we get

$$| x, z \rangle = \prod_{b=1}^N (x - z_b)^{-\frac{2a \sqrt{\pi}}{\pi}} \Delta(z)^{2\beta} e^{\frac{2a}{\pi} \phi_<(x)} \prod_{a=1}^N e^{-2\sqrt{\pi} \phi_<(z_a)} | 0 \rangle ,$$  \hspace{1cm} (2.52)$$

so that our final task in calculating the correlation function (2.46) is to compute correlators of the form

$$\left\langle V_{N \sqrt{\pi} \alpha / \hbar, t} T_-(y_1) \cdots T_-(y_l) e^{2a_\alpha \phi_<(x)} \prod_{a=1}^N e^{-2\sqrt{\pi} \phi_<(z_a)} | 0 \right\rangle .$$

Since for $m, n < 0$

$$[L_m, q] = a_m, \quad [L_m, a_n] = -na_{m+n},$$

we have

$$[T_-(y), \phi_<(x)] = \sum_{n=0}^\infty \sum_{m=2}^\infty a_{-m-n} x^ny^{m-2} = \frac{\partial \phi_<(y) - \partial \phi_<(x)}{y-x},$$  \hspace{1cm} (2.53)$$

and

$$[T_-(y), e^{2a_\alpha \phi_<(x)}] = 2\alpha \frac{\partial \phi_<(y) - \partial \phi_<(x)}{y-x} e^{2a_\alpha \phi_<(x)} .$$  \hspace{1cm} (2.54)$$

Using

$$T_-(y) | 0 \rangle = \left( (\partial \phi_<(y))^2 + Q \partial^2 \phi_<(y) \right) | 0 \rangle ,$$  \hspace{1cm} (2.55)$$

we finally get

$$T_-(y) e^{2a_\alpha \phi_<(x)} \prod_{a=1}^N e^{-2\sqrt{\pi} \phi_<(z_a)} | 0 \rangle = \left( \frac{2\alpha \partial \phi_<(y) - \partial \phi_<(x)}{\hbar} \right) +$$  \hspace{1cm} (2.56)$$

$$- 2\sqrt{\beta} \sum_{b=1}^N \frac{\partial \phi_<(y) - \partial \phi_<(z_b)}{y - z_b} + (\partial \phi_<(y))^2 + Q \partial^2 \phi_<(y) \right) e^{2a_\alpha \phi_<(x)} \prod_{a=1}^N e^{-2\sqrt{\pi} \phi_<(z_a)} | 0 \rangle .$$
It should be clear how to express — using equations \((2.53)-(2.55)\) — states of the form
\[
T_-(y_1) \cdots T_-(y_k) e^{i \frac{\alpha}{\hbar} \phi_<(x)} \prod_{a=1}^N e^{-2 \sqrt{\beta} \phi_<(z_a)} |0\rangle
\]
entirely in terms of (commuting with each other) exponents and derivatives of fields \(\phi_<(x)\) and \(\phi_<(z_a)\). Our computation of the correlation function \((2.46)\) is now completed by noticing that
\[
\langle V_{N\sqrt{\beta},-\alpha/h,t} | \frac{\partial^n \phi_<(x)}{2\hbar} \rangle = \frac{V'(y)}{2\hbar} \langle V_{0,t} | , \quad n > 0. \tag{2.58}
\]
In the simplest case of \(l = 1\), the expectation value \((2.46)\) takes form
\[
\langle V_{N\sqrt{\beta},-\alpha/h,t} | T(y) E^2(x) \prod_{a=1}^N E^{2 \sqrt{\beta}}(z_a) |0\rangle = \frac{\Delta}{(y - x)^2} + \frac{1}{y - x} \frac{\partial}{\partial y} + \frac{\alpha}{\hbar^2} V'(y) - V'(x) - \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{V'(y) - V'(z_a)}{y - z_a} + \frac{(V'(y))^2}{2\hbar} + \frac{Q V''(y)}{2\hbar} \Psi_\alpha(x, z) + \sum_{a=1}^N \frac{\partial}{\partial z_a} \left( \frac{\Psi_\alpha(x, z)}{y - z_a} \right), \tag{2.59}
\]
where \(\Psi_\alpha(x, z)\) is a shorthand notation for
\[
\Psi_\alpha(x, z) = \prod_{a=1}^N (x - z_a)^{-2\sqrt{\beta}} \Delta(z)^2 \frac{\alpha}{\hbar^2} V(x) e^{-2 \sqrt{\beta} \sum_{a=1}^N V(z_a)}. \tag{2.60}
\]
Noticing that
\[
\frac{V'(y) - V'(x)}{y - x} = \sum_{n=0}^{\infty} y^m \sum_{m=n+2}^{\infty} m t_m x^{m-n-2},
\]
and using the formula
\[
x^m \frac{\alpha}{\hbar^2} V(x) = \frac{\hbar^2}{\alpha} \partial_{t_m} \frac{\alpha}{\hbar^2} V(x)
\]
(and, similarly, for \(x \to z_a\) and \(\alpha \to -\hbar \sqrt{\beta}\)) we get the identity
\[
\left( \frac{\alpha}{\hbar^2} \frac{V'(y) - V'(x)}{y - x} - \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{V'(x) - V'(z_a)}{x - z_a} \right) \Psi_\alpha(x, z) = \frac{1}{\hbar^2} \widehat{f}_i(y) \Psi_\alpha(x, z), \tag{2.61}
\]
where
\[
\widehat{f}_i(y) = \hbar^2 \sum_{n=0}^{\infty} y^m \sum_{m=n+2}^{\infty} m t_m \partial_{t_m-n-2}. \tag{2.62}
\]
Our final representation of the Virasoro algebra generators in a form of differential operators acting on the wave-function $\hat{\chi}_\alpha(x)$, defined as

$$
\int d^Nz \left< V_{N\sqrt{\beta} - \alpha/h, t} T(y) E^\pi(x) \prod_{a=1}^N E^{-\sqrt{\beta}}(z_a) \right| 0 \rangle = \sum_{m=-\infty}^\infty \frac{\hat{L}_m \hat{\chi}_\alpha(x)}{(y-x)^{m+2}}, \quad (2.63)
$$

takes form advertised in (2.4)

$$
\hat{L}_0 = \Delta_\alpha, \quad \hat{L}_{-1} = \partial_x, \\
\hat{L}_{-n} = \frac{1}{\hbar^2(n-2)!} \left( \frac{1}{4} \partial_x^{n-2} (V'(x))^2 + \frac{Q\hbar}{2} \partial_x^n V(x) + \partial_x^{n-2} \hat{f}_t(x) \right), \quad \text{for } n \geq 2, \quad (2.64)
$$

Furthermore, it follows that quantum curves have the structure of singular vectors given in (2.29), with the above representation of Virasoro generators $\hat{L}_{-n}$. For example, the form of $\hat{A}_2^2(\alpha)$ in (2.29) yields

$$
\left( \partial_x^2 - \frac{\alpha^2}{\hbar^4} \left( (V'(x))^2 + 2Q\hbar V''(x) + 4\hat{f}_t(x) \right) \right) \hat{\chi}_\alpha(x) = 0, \quad (2.65)
$$

for $\alpha = 0, \frac{\hbar \sqrt{\beta}}{2},$ or $-\frac{\hbar}{2\sqrt{\beta}}$ (recall that in expressions for quantum curves we include an additional factor of $\hbar$ in the degenerate momenta), while the form of $\hat{A}_3^3(\alpha)$ leads to the equation

$$
\left( \partial_x^3 - 4\alpha^2 \partial_x \hat{L}_{-2} + \frac{2\alpha^2(2\alpha(2\alpha + Q\hbar) - \hbar^2)}{\hbar^4} \hat{L}_{-3} \right) \hat{\chi}_\alpha(x) = 0, \quad (2.66)
$$

with $\hat{L}_{-2}, \hat{L}_{-3}$ given explicitly in (2.64) and $\alpha = 0, \frac{\hbar \sqrt{\beta}}{2}, -\frac{\hbar}{2\sqrt{\beta}}, \hbar \sqrt{\beta},$ or $-\frac{\hbar}{\sqrt{\beta}}$. These are examples of quantum curves that we already mentioned in (2.8) and (2.9), and it is straightforward to construct quantum curves at higher levels. In the following section we generalize the construction presented above to the supersymmetric case.

## 3 Super-quantum curves in the Neveu-Schwarz sector

In this section we derive super-quantum curves in the Neveu-Schwarz sector from the conformal field theory perspective, analogously to the derivation of Virasoro quantum curves in the previous section. While the form of these super-quantum curves have been postulated in [24], the conformal field theory approach proves that they indeed have the structure of Neveu-Schwarz singular vectors.

### 3.1 Background charge representation in the Neveu-Schwarz sector

Similarly as in the Virasoro case, we start our consideration from the analysis of the background charge representation, this time of the Neveu-Schwarz algebra. First, we extend the Heisenberg algebra (2.10) by fermionic oscillators and define a superalgebra\(^2\)

$$
[a_m, a_n] = m\delta_{m+n,0}, \quad \{\psi_k, \psi_l\} = \delta_{k+l,0}, \quad m, n \in \mathbb{Z}, \quad k, l \in \mathbb{Z} + \frac{1}{2}, \quad (3.1)
$$

\(^2\)Note a change of the normalization in the bosonic commutator as compared to the Virasoro case (2.10).
We denote $\mathcal{H}_\alpha^{NS} = \mathcal{H}_\alpha \otimes \mathcal{F}_{NS}$, where $\mathcal{H}_\alpha$ is defined as in (2.13), and $\mathcal{F}_{NS}$ is a free vector space generated by negative modes $\psi_{-k}$ out of the fermionic Fock vacuum $\Omega_{NS}$, defined by the condition $\psi_k \Omega_{NS} = 0$ for $k > 0$. The hermitian pairing

$$(\cdot, \cdot)_{\alpha, Q} : \mathcal{H}_\alpha^{NS} \times \mathcal{H}_\alpha^{NS} \to \mathbb{C}$$

is defined by conditions (2.14) supplemented with $\psi^\dagger_k = \psi_{-k}$.

Consider now the Neveu-Schwarz (NS for short) algebra

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12} m(m^2 - 1) \delta_{m+n,0},$$

$$[L_m, G_k] = \frac{m - 2k}{2} G_{m+k},$$

$$(G_k, G_l) = 2L_{k+l} + \frac{c}{3} \left( k^2 - \frac{1}{4} \right) \delta_{k+l,0},$$

where $m, n \in \mathbb{Z}$ and $k, l \in \mathbb{Z} + \frac{1}{2}$. The Verma module $\mathcal{V}_{\Delta, c}^{NS}$ of the Neveu-Schwarz algebra is a free vector space generated by $L_{-m}, m > 0$ and $G_{-k}, k > 0$ out of the NS highest weight state $\nu_0^{\Delta, c}$ defined by

$$L_m \nu_0^{\Delta, c} = G_k \nu_0^{\Delta, c} = 0, \quad m, k > 0, \quad L_0 \nu_0^{\Delta, c} = \Delta \nu_0^{\Delta, c}.$$ (3.3)

Definitions of Schapovalov hermitian form, as well as singular and null vectors in $\mathcal{V}_{\Delta, c}^{NS}$, are obvious modifications of the corresponding notions for the Virasoro Verma module.

We now fix $c = \frac{3}{2} - 3Q^2$, \quad $\Delta = \frac{1}{2} (\alpha + Q) \equiv \Delta_\alpha$. (3.4)

Analogously as in the Virasoro case (2.20), the background charge representation of the NS algebra is defined by the map

$$\sigma_{\Delta, c}^{NS} : \text{End} (\mathcal{V}_{\Delta, c}^{NS}) \ni L_m, G_k \to L(\alpha)_m, G(\alpha)_k \in \text{End} (\mathcal{H}_\alpha^{NS}),$$

where

$$L(\alpha)_0 = \sum_{m=1}^\infty a_{-m}a_m + \sum_{k=\frac{1}{2}}^\infty k \psi_{-k} \psi_k + \frac{1}{2} \alpha (\alpha - Q),$$

$$L(\alpha)_n = \frac{1}{2} \sum_{m \neq 0,n} a_{-m} a_m + \frac{1}{2} \sum_{k \in \mathbb{Z} + \frac{1}{2}} k \psi_{n-k} \psi_k + \frac{1}{2} (2\alpha - (n + 1)Q) a_n, \quad n \neq 0,$$ (3.5)

$$G(\alpha)_k = \sum_{m \neq 0} a_m \psi_{k-m} + (\alpha - (k + \frac{1}{2})Q) \psi_k.$$ (3.6)

Define a matrix $S$ of the transition map between canonical bases in $\mathcal{V}_{\Delta, c}^{NS}$ and $\mathcal{H}_\alpha^{NS}$ by the formula

$$L(\alpha)_J G(\alpha)_L \mu_\alpha^{NS} = \sum_{|J|+|L|=p} \left[ S_{a,b}^{p, q} \right]_{IK,JL} a_{-J} \psi_{-L} \mu_\alpha^{NS}, \quad p = |I| + |K|.$$ (3.6)

$^3$Note a change in the definition of $\Delta_\alpha$ as compared to the Virasoro case (2.19).
The simplest examples are

\[ \psi_{-L} \equiv \psi_{-l_1} \cdots \psi_{-l_m}, \quad 0 < l_1 < \ldots < l_m, \quad |L| = \sum_{i=1}^{m} l_i, \]

and similarly for the multiindices \( K \) in \( G(\alpha)_{-K} \). As shown in [38], the matrix \((S_{\alpha,Q})^{-1}\) has (simple for generic values of \( \alpha \)) poles at

\[ \alpha = \alpha_{r,s} = \frac{(r-1)\beta - (s-1)\frac{\beta}{2}}{2}, \quad r, s \in \mathbb{Z}_{>0}, \quad rs \leq p, \quad r + s \in 2\mathbb{Z}. \]

As in the Virasoro case we can construct null vectors of the NS algebra as residues of this matrix

\[ c_{JL} \xi_{\text{NS null}}^p = \lim_{\alpha \to \alpha_{r,s}} (\alpha - \alpha_{r,s}) \sum_{|L|+|K|=p} \left[ \left( S_{\alpha,Q}^p \right)^{-1} \right]_{JL,IK} L_{-I} G_{-K} \nu_{\Delta_{\alpha}}, \]

and the endomorphisms of \( H_{\alpha}^{\text{NS}} \) vanishing at \( \alpha = \alpha_{r,s} \) as

\[ \hat{A}_{jL}^p(\alpha) = \omega_{\alpha}^{\text{NS}}(\alpha, Q) \sum_{|I|+|K|=p} \left[ (S_{\alpha,Q}^p)^{-1} \right]_{JL,IK} L(\alpha)_{-I} G(\alpha)_{-K}, \]

where

\[ \omega_{\alpha}^{\text{NS}}(\alpha, Q) = \prod_{1 \leq r+s \leq 2p \atop r+s \in 2\mathbb{Z}} (\alpha - \alpha_{r,s}). \]

The simplest examples are

\[ \begin{align*}
\hat{A}_{1/2}^{1/2}(\alpha) &= G(\alpha)_{-1/2}, \\
\hat{A}_{2}^{3/2}(\alpha) &= \alpha^2 G(\alpha)_{-3/2} - G(\alpha)_{-1/2} L(\alpha)_{-1}, \\
\hat{A}_{3/2}^{3/2}(\alpha) &= (\alpha + Q) G(\alpha)_{-3/2} L(\alpha)_{-1} - \alpha G(\alpha)_{-3/2}, \\
2\hat{A}_{2}^{2}(\alpha) &= (\alpha + Q) G(\alpha)_{-3/2} \hat{A}_{3/2}^{3/2}(\alpha) + \omega_{3/2}^{\text{NS}}(\alpha, Q) G(\alpha)_{-3/2} G(\alpha)_{-1/2}, \\
2\hat{A}_{1,1}^{2}(\alpha) &= (2\alpha + Q) G(\alpha)_{-3/2} \hat{A}_{1,1}^{3/2}(\alpha) + G(\alpha)_{-3/2} (\alpha + Q) - 1 G(\alpha)_{-3/2} G(\alpha)_{-1/2} - \frac{1}{2} G(\alpha)_{-3/2} \hat{A}_{3/2}^{3/2}(\alpha),
\end{align*} \]

and an example at the level \( p = \frac{5}{2} \)

\[ \begin{align*}
2\hat{A}_{3/2}^{3/2}(\alpha) &= G(\alpha)_{-1/2} \left( \alpha \hat{A}_{1,1}^{2}(\alpha) + (\alpha^2 + Q\alpha - 2) \hat{A}_{2}^{2}(\alpha) - \alpha (\alpha^2 + Q\alpha - 2) \hat{A}_{3/2,1/2}^{3/2}(\alpha) \right) \\
- 2\alpha \omega_{3/2}^{\text{NS}}(\alpha, Q) G(\alpha)_{-1/2} L(\alpha)_{-1}.
\end{align*} \]

As in the Virasoro case, we also add to the algebra (3.1) the operator \( q \) satisfying

\[ [a_m, q] = \delta_{m,0}, \]

and consider \( e^{\alpha q} \) as a map

\[ \mathcal{H}^{\text{NS}}_{\alpha} \to \mathcal{H}^{\text{NS}}_{\alpha + \alpha'}, \quad e^{\alpha q} \mu^{\text{NS}}_{\alpha} = \mu^{\text{NS}}_{\alpha + \alpha'}. \]
Finally we consider the bosonic field $\phi(x)$ defined by the formula (2.32), together with the local fermion field

$$
\psi(x) = \psi_>(x) + \psi_<(x), \quad \psi_>(x) = \sum_{k=\frac{1}{2}}^{\infty} \psi_{k} x^{-k-\frac{1}{2}}, \quad \psi_<(x) = \sum_{k=\frac{1}{2}}^{\infty} \psi_{-k} x^{k+\frac{1}{2}},
$$

and construct the energy-momentum tensor $T(x)$ and its partner spin $3/2$ field $S(x)$

$$
T(x) = \frac{1}{2} :\partial \phi(x) \partial \phi(x): + \frac{1}{2} :\partial \psi(x) \psi(x): + \frac{Q}{2} \partial^2 \phi(x),
$$

$$
S(x) = \psi(x) \partial \phi(x) + Q \partial \psi(x).
$$

(3.16)

Analogously to the bosonic case we denote

$$
T_+(x) = \sum_{m=-1}^{\infty} \frac{L_m}{x^{m+2}}, \quad T_-(x) = T(x) - T_+(x) = \sum_{m=2}^{\infty} L_{-m} x^{m-2},
$$

$$
S_+(x) = \sum_{k=-\frac{1}{2}}^{\infty} \frac{G_k}{x^{k+\frac{3}{2}}}, \quad S_-(x) = S(x) - S_+(x) = \sum_{k=\frac{1}{2}}^{\infty} G_{-k} x^{k-\frac{3}{2}},
$$

(3.17)

so that $T_+ |0\rangle = S_+ |0\rangle = 0$, where $|0\rangle = \mu_0^{NS}$. The modes of these fields

$$
L_m = \oint_0 \frac{dx}{2\pi i} x^{m+1} T(x), \quad G_k = \oint_0 \frac{dx}{2\pi i} x^{k+\frac{3}{2}} S(x),
$$

(3.18)

have the explicit form

$$
L_0 = \sum_{m=1}^{\infty} a_m a_m + \sum_{k=2}^{\infty} k \psi_{-k} \psi_k + \frac{1}{2} a_0 (a_0 - Q),
$$

$$
L_n = \frac{1}{2} \sum_{m \in \mathbb{Z}} a_{n-m} a_m + \frac{1}{2} \sum_{k \in \mathbb{Z} + \frac{1}{2}} k \psi_{n-k} \psi_k - \frac{1}{2} Q(n+1) a_n, \quad n \neq 0,
$$

$$
G_k = \sum_{m \in \mathbb{Z}} a_m \psi_{k-m} - Q \left( k + \frac{1}{2} \right) \psi_k.
$$

(3.19)

For every $\xi \in \mathcal{H}_\alpha^{NS}$ these modes satisfy

$$
L_n \xi = L(\alpha)_n \xi, \quad G_k \xi = G(\alpha)_k \xi,
$$

and they provide natural extensions of the operators $L(\alpha)_m$ and $G(\alpha)_k$ to the space

$$
\mathcal{H}^{NS} = \int \mathcal{H}^{NS}_\alpha d\alpha.
$$

3.2 $\alpha/\beta$ deformed eigenvalue integrals in the Neveu-Schwarz sector...

With the ingredients introduced in the previous section, we can now construct an expectation value representing a super-eigenvalue model in the Neveu-Schwarz sector. Again it is useful to define the normal ordered exponential

$$
E^\alpha(x) = e^{\alpha \phi_<(x)} e^{\alpha \phi_>(x)},
$$

(3.20)
which in the present case is defined without the factor 2 in the exponent due to different
(as compared to the Virasoro case) normalization of the Heisenberg algebra (3.1). We have

\[ [L_m, E^\alpha(x)] = x^m (x \partial_x + (m + 1) \Delta_\alpha) E^\alpha(x), \quad \Delta_\alpha = \frac{1}{2} \alpha (\alpha - Q), \]
\[ [G_k, E^\alpha(x)] = \alpha x^{k+\frac{1}{2}} \psi(x) E^\alpha(x). \]  

(3.21)

We also define a superfield

\[ \Phi^\alpha(x, \theta) = e^{-BG^{-1/2}} E^\alpha(x) e^{BG^{-1/2}} = (1 + \alpha \psi(x) \theta) E^\alpha(x) = e^{\alpha \psi(x) \theta} E^\alpha(x), \]  

and in what follows sometimes use the notation

\[ \Phi^\alpha(z, \theta) = e^{\alpha (\phi(z) + \psi(z) \theta)}. \]  

(3.23)

Using the Neveu-Schwarz algebra (3.2) as well as the Jacobi identity

\[ \{ G_k, [G_l, E^\alpha(x)] \} + \{ G_l, [G_k, E^\alpha(x)] \} = \{ \{ G_k, G_l \}, E^\alpha(x) \} \]

we get

\[ \{ G_k, \psi(x) E^\alpha(x) \} = \frac{1}{\alpha} x^{k-\frac{1}{2}} (x \partial_x + 2\Delta_\alpha (k + \frac{1}{2})) E^\alpha(x), \]  

(3.24)

while the Jacobi identity

\[ [L_m, [G_k, E^\alpha(x)]] = [[L_m, G_k], E^\alpha(x)] + [G_k, [L_m, E^\alpha(x)]] \]

(3.25)

(3.22)

(Note that the formulae (3.24) and (3.25) can be also obtained directly using (3.19) and the commutation relations (3.1) and (3.13.) It follows that

\[ [L_m, \Phi^\alpha(x, \theta)] = x^m (x \partial_x + (m + 1) (\Delta_\alpha + \frac{1}{2} \theta \partial_\theta)) \Phi^\alpha(x, \theta), \]
\[ [G_k, \Phi^\alpha(x, \theta)] = x^{k-\frac{1}{2}} (\theta (x \partial_x + 2\Delta_\alpha (k + \frac{1}{2})) - x \partial_\theta) \Phi^\alpha(x, \theta), \]  

(3.26)

and in the particular case of \( \alpha = -\sqrt{\beta} \), so that \( \Delta_{-\sqrt{\beta}} = \frac{1}{2} \sqrt{\beta} (Q + \sqrt{\beta}) = \frac{1}{2} \), we get

\[ [L_m, \Phi^{-\sqrt{\beta}}(x, \theta)] = (\partial_x - \frac{1}{2} (m + 1) \partial_\theta) \left( x^m \Phi^{-\sqrt{\beta}}(x, \theta) \right), \]
\[ [G_k, \Phi^{-\sqrt{\beta}}(x, \theta)] = (\theta \partial_x - \partial_\theta) \left( x^{k+\frac{1}{2}} \Phi^{-\sqrt{\beta}}(x, \theta) \right). \]  

(3.27)

From (3.26) it also follows that

\[ [T_+(y), \Phi^\alpha(x, \theta)] = \frac{\Delta_\alpha + \frac{1}{2} \theta \partial_\theta}{(y - x)^2} \Phi^\alpha(x, \theta) + \frac{1}{y - x} \partial_x \Phi^\alpha(x, \theta), \]
\[ [S_+(y), \Phi^\alpha(x, \theta)] = \frac{2 \Delta_\alpha \theta}{(y - x)^2} \Phi^\alpha(\theta, x) + \frac{1}{y - x} (\theta \partial_x - \partial_\theta) \Phi^\alpha(\theta, x), \]  

(3.28)
and in particular

\[ [T_+(y), \Phi^{-\sqrt{\beta}}(x, \theta)] = \left( \partial_x - \frac{1}{2} \partial_y \frac{\theta}{y-x} \right) \Phi^{-\sqrt{\beta}}(x, \theta), \]

\[ [S_+(y), \Phi^{-\sqrt{\beta}}(x, \theta)] = \left( \theta \partial_x - \partial_y \right) \Phi^{-\sqrt{\beta}}(x, \theta). \]  

(3.29)

Since

\[ [\theta \psi_>(x), \theta' \psi_<(x')] = -\theta \theta' \{ \psi_>(x), \psi_<(x') \} = -\frac{\theta \theta'}{x - x'}, \]

we get

\[ \Phi^a(x, \theta) \Phi^{a'}(x', \theta') = e^{\alpha \alpha'} e^{\alpha \alpha' \phi_>(x) \phi_<(x')} e^{\alpha \alpha' \theta \psi_>(x) \psi_<(x')} : \Phi^a(x, \theta) \Phi^{a'}(x', \theta') : \]

\[ = (x - x')^{\alpha \alpha'} \Phi^a(x, \theta) \Phi^{a'}(x', \theta') : \]

\[ = (x - x' - \theta \theta')^{\alpha \alpha'} \Phi^a(x, \theta) \Phi^{a'}(x', \theta') : . \]  

(3.30)

Consequently, if we define the NS screening charge operator as

\[ Q_{NS} = \int dz \, d\theta \, \Phi^{-\sqrt{\beta}}(z, \theta), \]

then, using the notation (3.23), we get

\[ Q_{NS}^N \langle 0 \rangle = \int d^N z \, d^N \theta \, \Delta_{NS}(z, \theta)^\beta \prod_{a=1}^N \Phi_{-\sqrt{\beta}}(z_a, \theta_a) \langle 0 \rangle, \]

(3.33)

where \(d^N z \, d^N \theta = \prod_{a=1}^N dz_a \, d\theta_a\) and

\[ \Delta_{NS}(z, \theta) = \prod_{1 \leq a < b \leq N} (z_a - z_b - \theta_a \theta_b). \]

(3.34)

We also introduce a general coherent “bra” state in the NS sector

\[ \langle V_{N\sqrt{\beta}, t, \xi} \rangle = \langle 0 \mid e^{N \sqrt{\beta} \theta} \prod_{m=0}^\infty \exp_{\xi_{m+1/2} \psi_{m+1/2}}(t m, m + \xi_{m+1/2} + \psi_{m+1/2}), \]

(3.35)

where

\[ \{ \xi_k, \xi_l \} = \{ \xi_k, \theta_a \} = \{ \xi_k, \psi_l \} = 0. \]

Combining the above ingredients we find that the Neveu-Schwarz \(\beta\)-deformed super-eigenvalue integral is represented by the following expectation value

\[ Z = \langle V_{N\sqrt{\beta}, t, \xi} \mid Q_{NS}^N \mid 0 \rangle = \int d^N z \, d^N \theta \, \Delta_{NS}(z, \theta)^\beta e^{-\sqrt{\beta} \sum_{a=1}^N V(z_a, \theta_a)}, \]

(3.36)

where

\[ V(z, \theta) = V_B(z) + V_\Psi(z) \theta, \quad V_B(z) = \sum_{m=0}^\infty \xi_m z^m, \quad V_\Psi(z) = \sum_{m=0}^\infty \xi_{m+1/2} z^m. \]  

(3.37)
The loop equations for this model from CFT perspective follow from the relations $T_+ (x) | 0 \rangle = S_+ (x) | 0 \rangle = 0$; using (3.29) they take a familiar form

$$
\langle T_+ (x) \rangle = \langle V_{N\sqrt{\beta}, t, \xi} \rangle T_+ (x) Q_{NS}^N | 0 \rangle = 0 \tag{3.38}
$$

$$
= \int d^N z d^N \theta \sum_{a=1}^N \left( \partial \theta_a - \frac{1}{2} \partial \theta_0 \frac{\theta_a}{x - z_a} \right) \left( \frac{1}{x - z_a} \Delta_{NS} (z, \theta)^\beta e^{-\frac{\alpha}{2} \sum_{b=1}^N V (z_b, \theta_a)} \right) = 0,
$$

$$
\langle S_+ (x) \rangle = \langle V_{N\sqrt{\beta}, t, \xi} \rangle S_+ (x) Q_{NS}^N | 0 \rangle = 0 \tag{3.39}
$$

$$
= \int d^N z d^N \theta \sum_{a=1}^N \left( \partial \theta_a - \theta_a \partial z_a \right) \left( \frac{1}{x - z_a} \Delta_{NS} (z, \theta)^\beta e^{-\frac{\alpha}{2} \sum_{b=1}^N V (z_b, \theta_a)} \right) = 0.
$$

Furthermore, the Neveu-Schwarz wave-function — also referred to as the $\alpha/\beta$ eigenvalue integral — is defined as the following expectation value

$$
\tilde{x}_\alpha (x, \theta) = \langle V_{N\sqrt{\beta}, t, \xi} \rangle \Phi_{\tilde{x}} (x, \theta) Q_{NS}^N | 0 \rangle . \tag{3.40}
$$

An explicit form of this expression defines a super-eigenvalue model considered in [24]

$$
\tilde{x}_\alpha (x, \theta) = e^{\frac{\alpha}{2} \int V (x, \theta)} \int d^N z d^N \theta \prod_{a=1}^N \left( x - z_a - \theta \theta_a \right)^{-\frac{\alpha}{2}} \Delta_{NS} (z, \theta)^\beta e^{-\frac{\alpha}{2} \sum_{b=1}^N V (z_b, \theta_a)} . \tag{3.41}
$$

### 3.3 ...and Neveu-Schwarz super-quantum curves

In order to derive super-quantum curves, i.e. differential equations satisfied by the wavefunction (3.40), we need to compute correlation functions of the form

$$
\langle V_{N\sqrt{\beta}, t, \xi} \rangle T (y_1) \cdots T (y_m) S (w_1) \cdots S (w_n) \Phi_{\tilde{x}} (x, \theta) Q_{NS}^N | 0 \rangle .
$$

Since this calculation, even if in principle straightforward, is rather lengthy and a closed formula for arbitrary $m$ and $n$ is not known, we restrict ourselves to the simplest cases of $m = 1, n = 0$ and $m = 0, n = 1$. First, we need to identify the following representation of the Neveu-Schwarz algebra

$$
\hat{L}_{- n} \tilde{x}_\alpha (x, \theta) = \oint_x \frac{1}{2 \pi i} \left( y - x \right)^{-n-1} \langle V_{N\sqrt{\beta}, t, \xi} \rangle T (y) \Phi_{\tilde{x}} (x, \theta) Q_{NS}^N | 0 \rangle ,
$$

$$
\hat{G}_{- k} \tilde{x}_\alpha (x, \theta) = \oint_x \frac{1}{2 \pi i} \left( y - x \right)^{-k-\frac{1}{2}} \langle V_{N\sqrt{\beta}, t, \xi} \rangle S (y) \Phi_{\tilde{x}} (x, \theta) Q_{NS}^N | 0 \rangle . \tag{3.42}
$$

To evaluate these expressions, first note that

$$
T_- (y) | 0 \rangle = \frac{1}{2} \left( \partial \phi_- (y) \partial \phi_- (y) + \partial \psi_- (y) \psi_- (y) + Q \partial^2 \phi_- (y) \right) | 0 \rangle ,
$$

$$
S_- (y) | 0 \rangle = \left( \psi_- (y) \partial \phi_- (y) + Q \partial \psi_- (y) \right) | 0 \rangle . \tag{3.43}
$$
Using definitions (3.19), (3.23) and the commutation relations (3.1) and (3.13), we find

\[
\left[ T_-(y), \Phi^a_\xi(x, \theta) \right] = \frac{\alpha}{\hbar} \frac{\partial \phi_<(y)}{y - x} \Phi^a_\xi(x, \theta) + \frac{\alpha}{2\hbar} \left( \frac{\partial \psi_<(y) - \partial \psi_<(x)}{y - x} + \frac{\psi_<(y) - \psi_<(x) - (y - x) \partial \psi_<(x)}{(y - x)^2} \right) \theta \Phi^a_\xi(x, \theta),
\]

(3.44)

\[
\left[ S_-(y), \Phi^a_\xi(x, \theta) \right] = \frac{\alpha}{\hbar} \frac{\left( \psi_<(y) - \psi_<(x) + \theta \partial \phi_<(y) - \partial \phi_<(x) \right)}{y - x} \Phi^a_\xi(x, \theta),
\]

(3.45)

and similarly for the commutators \([ T_-(y), \Phi^\sqrt{\beta}(z, \alpha) ]\) and \([ S_-(y), \Phi^\sqrt{\beta}(z, \alpha) ]\).

Since

\[
\left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| \partial \phi_<(y) = \left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| \frac{V'_n(y)}{\hbar},
\]

(3.46)

\[
\left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| \psi_<(y) = \left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| \frac{V_r(y)}{\hbar},
\]

we have

\[
\frac{\alpha}{\hbar^2} \left( \frac{V'_n(y) - V'_n(x)}{y - x} + \frac{1}{2} \left( \frac{V'_n(y) - V'_n(x)}{y - x} + \frac{V_r(y) - V_r(x) - (y - x) V_r'(x)}{(y - x)^2} \right) \theta \right) e^{\frac{\alpha}{\hbar^2} V(x, \theta)} = \frac{1}{\hbar^2} \tilde{f}(y) e^{\frac{\alpha}{\hbar^2} V(x, \theta)},
\]

(3.47)

where

\[
\tilde{f}(y) = \hbar^2 \sum_{n=0}^{\infty} \sum_{m=n+2} \left( m t_m \partial t_{m-n-2} + \left( m - \frac{n+1}{2} \right) \xi_{m+1/2} \partial \xi_{m-n-3/2} \right).
\]

(3.48)

Similarly

\[
\frac{\alpha}{\hbar^2} \left( \frac{V'_n(y) - V'_n(x)}{y - x} + \frac{V'_n(y) - V'_n(x)}{y - x} \theta \right) e^{\frac{\alpha}{\hbar^2} V(x, \theta)} = \frac{1}{\hbar^2} \tilde{h}(y) e^{\frac{\alpha}{\hbar^2} V(x, \theta)},
\]

(3.49)

where

\[
\tilde{h}(y) = \hbar^2 \sum_{n=0}^{\infty} \sum_{m=n+1} \left( \xi_{m+1/2} \partial \xi_{m-n-1} + m t_m \partial \xi_{m-n-3/2} \right).
\]

(3.50)

Combining the above ingredients, and using (3.28) and (3.29) which in particular contributes as surface terms, we get

\[
\left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| T(y) \Phi^\xi(x, \theta) Q_{NS}^N \right| 0 \rangle = \left( \Delta_{\xi}^a + \frac{\gamma}{2} \partial \theta \right) \chi_a(x, \theta) + \frac{\Delta_{\xi}^a + \gamma}{(y - x)^2} + \frac{1}{\hbar^2} \left( \tilde{f}(y) \right) \chi_a(x, \theta),
\]

(3.51)

\[
\left\langle V_{\sqrt{\beta} - \alpha/h, t, \xi} \right| S(y) \Phi^\xi(x, \theta) Q_{NS}^N \right| 0 \rangle = \left( \frac{\Delta_{\xi}^a + \gamma}{(y - x)^2} + \frac{1}{y - x} \left( \theta \partial_x - \partial \theta \right) \right) \chi_a(x, \theta) + \frac{1}{\hbar^2} \left( \tilde{f}(y) \right) \chi_a(x, \theta) + \frac{1}{\hbar^2} \left( \tilde{h}(y) \right) \chi_a(x, \theta).
\]

(3.52)
Expanding (3.51) and (3.52) in powers of \( y \), we find that the representation of the Neveu-Schwarz algebra on the wave-function \( \hat{\chi}_\alpha(x, \theta) \) takes form

\[
\hat{L}_0 = \Delta_\alpha \frac{\hbar}{2} + \frac{1}{2} \theta \partial_\theta, \quad \hat{L}_{-1} = \partial_x, \quad \hat{L}_{-n} = \frac{1}{2} \theta \left( \partial_x^{n-2} (V'_n(x))^2 + \partial_x^{n-2} (V'_n(x)V_n(x)) + Q \partial_x^{n-2} V_n(x) + 2 \partial_x^{n-2} f(x) \right),
\]

and

\[
\hat{G}_\frac{1}{2} = 2 \theta \Delta_\alpha \frac{\hbar}{2}, \quad \hat{G}_{-\frac{1}{2}} = \theta \partial_x - \partial_\theta, \quad \hat{G}_{-k} = \frac{1}{\hbar^2 (k - \frac{3}{2})!} \left( \partial_x^{k-\frac{3}{2}} (V'_n(x)V'_n(x) + Q \hbar \partial_x^{k-\frac{3}{2}} V_n(x) + \partial_x^{k-\frac{3}{2}} \hat{f}(x) \right).
\]

From the above construction it automatically follows that super-quantum curves in the Neveu-Schwarz sector take form of singular Neveu-Schwarz vectors, such as those in examples (3.11) and (3.12), expressed in terms of the above generators of the Neveu-Schwarz algebra (3.53) and (3.54). In this way we reproduce — and prove in general — the results found in [24] (using the matrix model formalism).

### 4 Ramond sector and Ramond-NS super-quantum curves

In previous sections, using conformal field theory techniques, we proved that quantum curves associated to Virasoro and Neveu-Schwarz algebras, found in [20, 24], indeed have structure of singular vectors for these algebras. In this section we generalize such an approach to the Ramond sector of the super-Virasoro algebra. In this case taking the viewpoint of conformal field theory has two important advantages. First of all, it enables to define the corresponding eigenvalue model, whose form is not obvious to identify a priori. Second, similarly as in the previous sections, it proves in general that Ramond quantum curves take form of singular vectors of the Ramond algebra.

When considering the Ramond sector, certain subtleties must be taken into account. Similarly as in earlier sections, the wave-function \( \hat{\chi}_\alpha(x) \) is identified as an expectation value of a certain \( x \)-dependent operator, evaluated in between two reference states. Such an expectation value can be defined in two general ways. First, in order to have a well-defined wave-function, we can choose the two reference states (represented, schematically, by the bra \( \langle R \mid \) and the ket \( | R \rangle \)) from the Ramond sector, and the \( x \)-dependent operator \( NS(x) \) to be of the Neveu-Schwarz type, schematically

\[
\hat{\chi}_\alpha(x) \sim \langle R | NS(x) \rangle | R \rangle.
\]

As the \( x \)-dependent part in this expression is encoded in the operator in the Neveu-Schwarz sector, it follows that quantum curves — i.e. differential equations satisfied by \( \hat{\chi}_\alpha(x) \) — have the structure of the Neveu-Schwarz singular vectors, such as those given in (3.11) and (3.12). Nonetheless, the form of super-Virasoro generators \( \hat{L}_n \) and \( \hat{G}_{n+1/2} \) in terms of which these quantum curves are expressed is now different than in section 3, and it encodes...
properties of the underlying Ramond algebra. We call such quantum curves as Ramond-NS super-quantum curves.

There is also the second possibility — we can choose the $x$-dependent operator to be of the Ramond type, and then one of the reference states to be from the NS sector, and the other state from the Ramond sector, schematically

$$\hat{\chi}_\alpha(x) \sim \langle NS | R(x) | R \rangle.$$  \hfill (4.2)

In this case the corresponding quantum curves indeed have the structure of Ramond singular vectors, and we call such curves as Ramond-R super-quantum curves.

The construction of the above two types of Ramond quantum curves is a generalization of considerations in sections 2 and 3 — however details of such constructions are not completely obvious. In what follows, in sections 4.1 and 4.3 we present the construction of Ramond-NS quantum curves, and in section 6.7 we discuss the case of multi-Penner potential, which gives rise to one particular example of Ramond-NS super-quantum curves. Subsequently, in section 5, we present a construction of Ramond-R quantum curves. For brevity, in the Ramond-R case we essentially restrict the analysis to the Penner-like potential, and demonstrate that in this case quantum curves take form of a supersymmetric generalization of BPZ equations, which provides an independent check of our approach.

Moreover, independently of conformal field theory analysis, in section 6 we derive Ramond-NS quantum curves from the super-eigenvalue model perspective and using matrix model techniques. Similarly, in section 7 we rederive Ramond-R quantum curves using eigenvalue model techniques. This proves that CFT and matrix model methods lead to the same results, and enables to compare advantages of each of those approaches.

4.1 Background charge representation and singular vectors

The oscillator algebra in the Ramond sector takes the same form as in the Neveu-Schwarz sector (3.1), however now with all indices integer

$$[a_m, a_n] = m \delta_{m+n,0}, \quad \{\psi_m, \psi_n\} = \delta_{n+m,0}, \quad m, n \in \mathbb{Z}. \hfill (4.3)$$

There are two vacuum states in the Ramond sector, which we denote by $|0, \pm\rangle$, and which are defined by equations

$$a_m |0, \pm\rangle = 0, \quad m \geq 0, \quad \psi_m |0, \pm\rangle = 0, \quad m > 0, \quad \psi_0 |0, \pm\rangle = \frac{1}{\sqrt{2}} |0, \mp\rangle. \hfill (4.4)$$

The super-Virasoro algebra, which now we refer to as the Ramond algebra, takes the same form as in (3.2), however now with all indices integer. We consider the following free field realization of this Ramond algebra

$$L_0 = \sum_{m=1}^{\infty} a_{-m} a_m + \sum_{m=1}^{\infty} m \psi_{-m} \psi_m + \frac{1}{2} a_0 (a_0 - Q) + \frac{1}{16},$$

$$L_n = \frac{1}{2} \sum_{m \neq 0, n} a_{n-m} a_m + \frac{1}{2} \sum_{m \in \mathbb{Z}} m \psi_{n-m} \psi_m + \frac{1}{2} (2a_0 - (n+1)Q) a_n, \quad n \neq 0, \hfill (4.5)$$

$$G_n = \sum_{m \in \mathbb{Z}} a_{n-m} \psi_m - Q (n + \frac{1}{2}) \psi_n.$$
One can check that the following relations hold
\[ L_m |0, \pm \rangle = G_m |0, \pm \rangle = 0, \quad m > 0, \] (4.6)
and
\[ L_0 |0, \pm \rangle = \frac{1}{16} |0, \pm \rangle, \quad G_0 |0, \pm \rangle = -\frac{Q}{2} \psi_0 |0, \pm \rangle = -\frac{Q}{2\sqrt{2}} |0, \mp \rangle. \] (4.7)
Due to the presence of the term \( \frac{1}{2} \psi_{-1} \psi_0 \) in \( L_{-1} \), there is no state annihilated by \( L_{-1} \) in the Ramond sector.

By considering a transition map between the oscillator algebra and the Ramond version of the super-Virasoro algebra one can derive general expressions for singular vectors in the Ramond sector, analogously to considerations in previous sections. At the level zero the operator which gives a null vector for \( \alpha = Q/2 \) (while acting on the Ramond highest weight vector \( |\Delta_\alpha, \pm \rangle \) with \( \Delta_\alpha = \frac{1}{2} \alpha (\alpha - Q) + \frac{1}{16} \)) or the null field (while acting on the Ramond primary field \( R^A_\pm(x) \)) is given by
\[ \hat{A}_0^{(1)} = G_0. \]
At the level 1 the operators which give null vectors/fields for \( \alpha = Q/2, \frac{1}{2} \sqrt{3} \), or \(-\frac{1}{2\sqrt{3}}\) may be presented in the form
\[ \hat{A}^{(1)}_1 = 4\alpha (2\alpha - Q) G_{-1} - 8L_{-1} G_0, \]
\[ \hat{A}^{(1)}_{(1)|0} = 4(2\alpha + Q) L_{-1} G_0 - (2\alpha - Q) L_{-1}, \]
\[ \hat{A}^{(1)}_{(1,0)} = 8\alpha G_{-1} G_0 - 2(2\alpha - Q) L_{-1}, \]
\[ \hat{A}^{(1)}_{(1)} = 2(2\alpha - Q)(2\alpha + Q) L_{-1} - 4G_{-1} G_0. \] (4.8)
As our last example consider operators
\[ \hat{A}^{(2)}_{(1,1)} = L_{-1} \left( (\alpha + \frac{3}{2} Q) \hat{A}^{(1)}_{(1)|0} + \frac{3}{2} \hat{A}^{(1)}_{(1,0)} \right) - G_{-1} \left( \frac{9}{2} \hat{A}^{(1)}_{(1)|0} + (\alpha + \frac{3}{2} Q) \hat{A}^{(1)}_{(1)} \right), \]
\[ \hat{A}^{(2)}_{(2)|0} = G_{-1} \left( \frac{3}{2} \alpha \hat{A}^{(1)}_{(1)} + (\alpha^2 + \frac{3}{2} Q \alpha - \frac{3}{4}) \hat{A}^{(1)}_{(1)} \right) - L_{-1} \left( \frac{3}{2} \hat{A}^{(1)}_{(1)} + 2\alpha \hat{A}^{(1)}_{(1,0)} \right), \]
\[ \hat{A}^{(2)}_{(1,1,0)} = G_{-1} \left( 3\alpha \hat{A}^{(1)}_{(1)} + \frac{3}{2} \hat{A}^{(1)}_{(1)} \right) - L_{-1} \left( \frac{3}{2} \hat{A}^{(1)}_{(1,0)} + 2\alpha \hat{A}^{(1)}_{(1,0)} \right), \]
\[ \hat{A}^{(2)}_{(2,0)} = L_{-1} \left( \alpha \hat{A}^{(1)}_{(1)} + (\alpha^2 + Q \alpha - \frac{3}{2}) \hat{A}^{(1)}_{(1,0)} \right) - G_{-1} \left( 2\alpha^2 \hat{A}^{(1)}_{(1,0)} + \alpha \hat{A}^{(1)}_{(1)} \right). \]
For \( \alpha = Q/2, \frac{1}{2} \sqrt{3}, -\frac{1}{2\sqrt{3}}, \frac{3}{2} \sqrt{3}, \) or \(-\frac{3}{2\sqrt{3}}\) they give rise to the null vectors at level 2.

### 4.2 Ramond-NS eigenvalue model

We introduce now various fields and operators relevant in the Ramond sector. First, we consider the bosonic field (2.32) and define a fermionic one
\[ \psi(x) = \psi_>(x) + \psi_< (x), \quad \psi_>(x) = \sum_{m=0}^\infty \psi_m x^{-m-\frac{1}{2}}, \quad \psi_< (x) = \sum_{m=1}^\infty \psi_{-m} x^{m-\frac{1}{2}}, \] (4.9)
as well as the corresponding energy-momentum tensor and its superpartner
\[ T(x) = \frac{1}{2} :\partial \phi(x) \partial \phi(x) : + \frac{1}{2} :\partial \psi(x) \partial \psi(x) : + \frac{Q}{2} \partial^2 \phi(x), \]
\[ S(x) = \psi(x) \partial \phi(x) + Q \partial \psi(x). \] (4.10)
These fields have mode decompositions

\[ T(x) = T_+(x) + T_-(x), \quad S(x) = S_+(x) + S_-(x), \]
\[ T_-(x) = \sum_{m=1}^{\infty} L_m x^{m-2}, \quad T_+(x) = \sum_{m=0}^{\infty} \frac{L_m}{x^{m+2}}, \]
\[ S_-(x) = \sum_{m=1}^{\infty} G_m x^{m-\frac{3}{2}}, \quad S_+(x) = \sum_{m=0}^{\infty} \frac{G_m}{x^{m+\frac{3}{2}}}, \]  \hspace{1cm} (4.11)

with modes \( L_m = \oint \frac{dx}{2\pi i} x^{m+1} T(x) \) and \( G_k = \oint \frac{dx}{2\pi i} x^{k+\frac{1}{2}} S(x) \) given in (4.5). Note that \( T_+(x) |0, \pm\rangle = \frac{1}{16\pi^2} |0, \pm\rangle, S_+(x) |0, \pm\rangle = -\frac{Q}{2\pi^2} \psi_0 |0, \pm\rangle, \) and contrary to the definition in the Neveu-Schwarz sector (3.17), now \( T_-(x) \) and \( S_-(x) \) contain singular terms at \( x = 0 \) (for modes labeled by \( m = 1 \)). Furthermore, we introduce the exponential (super)fields

\[ E^\alpha(x) = e^{\phi(x)} e^{\alpha(x)}, \quad \Phi^\alpha(x, \theta) = (1 + \alpha(x) \theta) E^\alpha(x) = e^{\alpha(x) \theta} E^\alpha(x). \]  \hspace{1cm} (4.12)

In what follows we also use the notation

\[ \Phi^\alpha_<(z, \theta) = e^{\alpha(x)+\psi(x)\theta}, \quad \Phi^\alpha_<(x, \theta) = e^{-\alpha(x) \psi(x) \theta} \Phi^\alpha_<(x, \theta). \]  \hspace{1cm} (4.13)

Note that the following commutation relations hold

\[ [L_m, \Phi^\alpha(x, \theta)] = x^m \left( x \partial_x + (m+1) \left( \Delta_\alpha + \frac{1}{2} - \frac{1}{2} \partial_\theta \theta \right) \right) \Phi^\alpha(x, \theta), \]
\[ [G_m, \Phi^\alpha(x, \theta)] = x^{m-\frac{1}{2}} \left( \theta \left( x \partial_x + 2 \Delta_\alpha (m + \frac{1}{2}) \right) - x \partial_\theta \right) \Phi^\alpha(x, \theta), \quad \Delta_\alpha = \frac{1}{2} \alpha (\alpha - Q), \]  \hspace{1cm} (4.14)

which in the special case \( \alpha = -\sqrt{3} \), so that \( \Delta_{-\sqrt{3}} = \frac{1}{2} \sqrt{3} (Q + \sqrt{3}) = \frac{1}{2} \), take form

\[ [L_m, \Phi^{-\sqrt{3}}(x, \theta)] = \left( \partial_x - \frac{1}{2} (m+1) \partial_\theta \right) \left( x^m \Phi^{-\sqrt{3}}(x, \theta) \right), \]
\[ [G_m, \Phi^{-\sqrt{3}}(x, \theta)] = \left( \partial \partial_x - \partial_\theta \right) \left( x^{m+\frac{1}{2}} \Phi^{-\sqrt{3}}(x, \theta) \right). \]  \hspace{1cm} (4.15)

From (4.14) we also find

\[ [T_+(y), \Phi^\alpha(x, \theta)] = \partial_x \frac{x}{y(y-x)} \Phi^\alpha(x, \theta) + \Delta_\alpha - \frac{1}{2} - \frac{1}{2} \partial_\theta \theta \Phi^\alpha(x, \theta), \]
\[ [S_+(y), \Phi^\alpha(x, \theta)] = (\partial \partial_x - \partial_\theta) \sqrt{\frac{1}{y(y-x)}} \Phi^\alpha(x, \theta) + \frac{(\Delta_\alpha - \frac{1}{2})(y+x) \theta}{\sqrt{y(x(y-x)^2)}} \Phi^\alpha(x, \theta), \]  \hspace{1cm} (4.16)

and in particular

\[ [T_+(y), \Phi^{-\sqrt{3}}(x, \theta)] = \left( \partial_x \frac{x}{y(y-x)} - \frac{\partial_\theta \theta}{2(y-x)^2} \right) \Phi^{-\sqrt{3}}(x, \theta), \]
\[ [S_+(y), \Phi^{-\sqrt{3}}(x, \theta)] = (\partial \partial_x - \partial_\theta) \sqrt{\frac{1}{y(y-x)}} \Phi^{-\sqrt{3}}(x, \theta). \]  \hspace{1cm} (4.17)
Since
\[ e^{\psi_{>}(x)\theta} e^{\psi_{<}(x')\theta'} = \left(1 - \{\psi_{>}(x) , \psi_{<}(x')\} \theta \theta' \right) e^{\psi_{<}(x')\theta'} e^{\psi_{>}(x)\theta} = \left(1 - \frac{\theta' \theta}{\sqrt{x x'}} x' \right) e^{\psi_{<}(x')\theta'} e^{\psi_{>}(x)\theta}, \]

we get the identity
\[ \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) |0, \pm\rangle = \prod_{1 \leq a < b \leq N} (z_a - z_b - \theta_a \theta_b \sqrt{\frac{z_b}{z_a}})^{\frac{\beta}{2}} \prod_{a=1}^{N} \sqrt{\frac{\theta_a}{z_a}} \psi_0 \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) |0, \pm\rangle, \]

which is relevant for the eigenvalue model of the Ramond-NS type. To simplify this relation, note that we have
\[ \prod_{a=1}^{N} e^{\sqrt{\beta} \frac{\theta_a}{z_a} \psi_0} = \prod_{a=1}^{N} \left(1 + \sqrt{\beta} \frac{\theta_a}{z_a} \psi_0 \right) = \left(1 + \sqrt{\beta} \sum_{a=1}^{N} \frac{\theta_a}{\sqrt{z_a}} \psi_0 \right) \exp\left(-\frac{\beta}{2} \sum_{1 \leq a < b \leq N} \frac{\theta_a \theta_b}{\sqrt{z_a z_b}}\right), \]

so that we get
\[ (z_a - z_b - \theta_a \theta_b \sqrt{\frac{z_b}{z_a}})^{\frac{\beta}{2}} \exp\left(-\frac{\beta}{2} \frac{\theta_a \theta_b}{\sqrt{z_a z_b}}\right) = (z_a - z_b)^{\frac{\beta}{2}} \left(1 - \beta \sqrt{\frac{z_b}{z_a}} \frac{\theta_a \theta_b}{\sqrt{z_a z_b}}\right), \]

Then it follows that
\[ \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) |0, \pm\rangle = e^{-\psi_0 \sqrt{\beta} \sum_{a=1}^{N} \frac{\theta_a}{\sqrt{z_a}} \Delta_R(z, \theta) \beta} \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) |0, \pm\rangle, \]

where we introduced a (Ramond-NS) version of the Vandermonde determinant
\[ \Delta_R(z, \theta) = \prod_{1 \leq a < b \leq N} \left(z_a - z_b - \frac{z_a + z_b}{2 \sqrt{z_a z_b}} \theta_a \theta_b\right). \]

In order to define the Ramond-NS model it is natural to define the following coherent "bra" states
\[ \langle V^+_{N \sqrt{\beta}, t, \xi} | 0, +\rangle = \langle 0, \pm | e^{\sqrt{\beta} q} e^{\frac{\xi}{2} \psi_0} \prod_{m=0}^{\infty} e^\frac{1}{h} (t m a_m + \xi m + 1) \psi_{m+1}\rangle. \]

Since \langle 0, + | 0, -\rangle = 0 (in our choice of normalization), we get
\[ \langle 0, + | e^{\frac{\xi}{2} \psi_0} e^{-\psi_0 \sqrt{\beta} \sum_{a=1}^{N} \frac{\theta_a}{\sqrt{z_a}} \Delta_R(z, \theta) \beta} | 0, +\rangle = 1 - 2 \psi_0^2 \sqrt{\beta} \sum_{a=1}^{N} \frac{\xi \theta_a}{\sqrt{z_a}} = e^{-\sqrt{\beta} \frac{\psi_0^2}{h} \sum_{a=1}^{N} \frac{\xi \theta_a}{\sqrt{z_a}}}, \]

and then
\[ \langle V^+_{N \sqrt{\beta}, t, \xi} | \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) | 0, +\rangle = \Delta_R(z, \theta)^\beta e^{-\sqrt{\beta} \frac{\psi_0^2}{h} \sum_{a=1}^{N} \frac{\xi \theta_a}{\sqrt{z_a}}}, \]
where
\[ V_R(z, \theta) = V_g(z) + V_r(z) \theta \sqrt{z}, \quad V_g(z) = \sum_{m=0}^{\infty} t_m z^m, \quad V_r(z) = \sum_{m=0}^{\infty} \xi_m z^m. \quad (4.26) \]

The partition function of the Ramond-NS type is now represented as the integrated expectation value (4.25)
\[ Z = \left\langle V_{N\sqrt{\beta}, t, \xi}^+ \bigg| Q_R^N \right| 0, + \rangle = \int d^Nz d^N\theta \ \Delta_R(z, \theta)^\beta e^{-\frac{\beta}{2} \sum_{a=1}^N V_R(z_a, \theta_a)}, \quad (4.27) \]
where we defined the Ramond screening charge operator by
\[ Q_R = \int dz d\theta \ \Phi^{-\sqrt{\beta}}(z, \theta). \quad (4.28) \]

This partition function (4.27) is regarded as the definition of the super-eigenvalue model for the Ramond-NS sector.\footnote{Note that, since we defined two “bra” states \( V_{N\sqrt{\beta}, t, \xi}^+ \) in (4.23), and there are two “ket” Ramond vacua \( |0, \pm\rangle \), one could in principle consider three additional correlators analogous to (4.25). However, since \( (0, + \bigg| e^{\frac{\theta}{\sqrt{\beta}} \psi_0 \psi_0} e^{-\psi_0 \sqrt{\beta} \sum_{a=1}^N \theta_a} \frac{\theta_a}{\sqrt{\beta}} \bigg| 0, - \rangle = \frac{1}{\sqrt{2}} \left( \frac{\theta_a}{\sqrt{\beta}} \sum_{a=1}^N \frac{\theta_a}{\sqrt{\beta}} \right) \), we see that \( V_{N\sqrt{\beta}, t, \xi}^+ \bigg| \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) |0, \mp\rangle \) (with opposite Ramond vacua chosen on both sides of the correlator) is no longer of the desired form, as in the right hand side of (4.25). In what follows we therefore consider only the correlator (4.25), with both \( |0, + \rangle \) Ramond vacua in both in and out states (the case of both \( |0, - \rangle \) vacua is equivalent and does not need to be considered separately).}

In what follows, for an operator \( \mathcal{O} \), we also use the notation
\[ \langle \mathcal{O} \rangle = \left\langle V_{N\sqrt{\beta}, t, \xi}^+ \bigg| \mathcal{O} Q_R^N \right| 0, + \rangle. \quad (4.29) \]

In particular the partition function (4.27) can be written as \( Z = \langle 1 \rangle \). Using (4.17) with the relations (4.6) and (4.7) we find
\[ \langle S_+ (x) \rangle + \frac{Q}{2 \hbar x^{3/2}} \left( \xi_0 - \frac{\hbar^2}{2} \frac{\partial}{\partial \xi_0} \right) Z = 0, \quad (4.30) \]
\[ = \int d^Nz d^N\theta \left( \sum_{a=1}^N \left( \theta_a \frac{\partial}{\partial z_a} - \frac{\theta_a}{2} \frac{\partial}{\partial \theta_a} \right) \right) \left( \frac{1}{x - z_a} - \frac{\xi_0}{x \left( x - z_a \right)} \right) = 0, \quad (4.31) \]
\[ = \int d^Nz d^N\theta \sum_{a=1}^N \left( \theta_a \frac{\partial}{\partial z_a} - \frac{\theta_a}{2} \frac{\partial}{\partial \theta_a} \right) \left( \frac{1}{x - z_a} - \frac{\xi_0}{x \left( x - z_a \right)} \right) = 0. \]

These equations are interpreted as loop equations in the matrix model language in section 6.2. We now introduce a representation of the Ramond algebra in terms of operators acting on the partition function as
\[ g_n Z = \langle G_n \rangle, \quad \ell_n Z = \langle L_n \rangle. \quad (4.32) \]
Then from the loop equations (4.31) and (4.30) we find super-Virasoro constraints

\[ g_n Z = - \frac{Q}{2\hbar} \delta_{n,0} \left( \xi_0 - \frac{\hbar^2}{2} \partial_{\xi_0} \right) Z, \quad \ell_n Z = \frac{1}{16} \delta_{n,0} Z, \quad n \geq 0, \]  

(4.33)

where

\[ g_n = \sum_{m=1}^{\infty} m \partial_{\xi_{m+n}} + \sum_{m=0}^{\infty} \xi_m \partial_{\xi_{m+n}} + \frac{\hbar^2}{2} \partial_{\xi_0} \partial_{\xi_n} + \hbar^2 \sum_{m=1}^{n} \partial_{\xi_m} \partial_{\xi_{n-m}} + \]  

\[ - Q \hbar \left( n + \frac{1}{2} \right) \partial_{\xi_n} - \frac{Q}{2\hbar} \delta_{n,0} \left( \xi_0 - \frac{\hbar^2}{2} \partial_{\xi_0} \right), \]  

(4.34)

and

\[ \ell_n = \sum_{m=1}^{\infty} m \partial_{\xi_{m+n}} + \sum_{m=0}^{\infty} \left( m + \frac{n}{2} \right) \xi_m \partial_{\xi_{m+n}} + \frac{\hbar^2}{2} \sum_{m=0}^{n} \partial_{\xi_{m+n}} \partial_{\xi_m} + \]  

\[ + \frac{\hbar^2}{4} n \partial_{\xi_0} \partial_{\xi_n} + \frac{\hbar^2}{2} \sum_{m=1}^{n-1} m \partial_{\xi_{m+n}} \partial_{\xi_m} - \frac{Q \hbar}{2} (n + 1) \partial_{\xi_n} + \frac{1}{16} \delta_{n,0}. \]  

(4.35)

### 4.3 Wave-function and Ramond-NS super-quantum curves

We define the wave-function in the Ramond-NS sector, representing the expression (4.1), as the expectation value

\[ \tilde{\chi}_\alpha(x, \theta) = \left\langle \Phi^{x, \theta} \right| \Phi^{x, \theta}_N \right\rangle_{Q_N},  

(4.36)

We write down this expression more explicitly (after the replacement \( \theta \rightarrow \eta \sqrt{x} \)) in (6.41), where we analyze the eigenvalue model viewpoint.

One our goal is to find a representation of the Ramond algebra acting on \( \tilde{\chi}_\alpha(x, \theta) \), as well as on components \( \tilde{\chi}_{n,\alpha}(x) \) and \( \tilde{\chi}_{x,\alpha}(x) \). To this end we compute expectation values of operators defined in (4.11). We find

\[ \left\langle \sqrt{y} S(y) \Phi^{x, \theta} \right\rangle = \left( \frac{\sqrt{x}}{y - x} \right) \left( \theta \partial_x - \partial_y \right) \left( \frac{\Delta_\alpha x + \frac{1}{2} \theta \partial_y}{\sqrt{x} (y - x)^2} \right) \tilde{\chi}_\alpha(x, \theta) + \frac{1}{\hbar^2} \left( \hat{h}(y) + \left( V_{F}''(y) - \frac{Q \hbar}{2y} \right) \left( V_f(y) - \frac{1}{2} \hbar^2 \partial_{\xi_0} \right) + Q \hbar V''(y) \right) \tilde{\chi}_\alpha(x, \theta), \]  

(4.37)

where

\[ \hat{h}(y) = \frac{\hbar^2}{2} \sum_{n=0}^{\infty} \sum_{m=n+1}^{\infty} \left( \xi_m \partial_{\xi_{m-n-1}} + m \partial_{\xi_{m-n-1}} \right), \]  

(4.38)

and similarly

\[ \left\langle y T(y) \Phi^{x, \theta} \right\rangle = \left( \frac{x}{y - x} \right) \partial_x + \left( \frac{\Delta_\alpha + \frac{1}{2} \theta \partial_y}{(y - x)^2} \right) \left( \frac{1}{16y} \right) \tilde{\chi}_\alpha(x, \theta) + \frac{1}{\hbar^2} \left( \hat{f}(y) + \frac{1}{2} \left( y (V''(y)) + QyV''(y) + V''(y) \left( V_f(y) - \frac{h^2}{2} \partial_{\xi_0} \right) \right) \right) \tilde{\chi}_\alpha(x, \theta), \]  

(4.39)
where
\[ \hat{f}(y) = \hbar^2 \sum_{n=0}^{\infty} y^n \sum_{m=-n+1}^{\infty} \left( m t_m \partial_{t_{m-n-1}} + \left( m - \frac{n+1}{2} \right) \xi_m \partial_{\xi_{m-n-1}} \right). \] (4.40)

Computations leading to the above results are straightforward albeit technically involved, therefore we present them separately in appendices A.1 and A.2. However, at this point we stress an important subtlety concerning the character of the expansion of the field \( S(y) \) in powers of \( y \). The crucial information about this expansion is encoded in the first term on the right hand side of (4.37), for which we have
\[ \frac{1}{\sqrt{y}} \left( \sqrt{y} \partial_y - \partial_y \right) + \frac{2 \Delta \theta}{y (y - x)^2} + \left( \frac{1}{y - x} - \frac{1}{2x} \right) \left( \partial_y - \partial_y \right) \frac{\Delta}{4x^2} + \ldots \]
(4.41)
with the dots denoting terms vanishing for \( y \to x \). On one hand, there is a square root singularity in \( y \) for \( y \to 0 \) or \( y \to \infty \), which is a manifestation of the fact that at these points we inserted Ramond vacua. On the other hand, for \( y \to x \) the above expression has (as follows from its right hand side) the second order pole, which means that the operator inserted at \( x \) is identified as a Neveu-Schwarz operator. Furthermore, from the presence of this second order pole, and since in general the expansion of the supercurrent is of the form \( S(y) = \sum_k G_k(x) (y - x)^{-k-3/2} \), we deduce that the summation variable \( k \) must take half-integer values, and therefore the modes \( G_k \) are relevant for the Neveu-Schwarz sector. Expanding then (4.37) around \( y = x \) and taking advantage of (4.41) we identify the representation of the Ramond algebra acting on the wave-function
\[ \hat{G}_1 \hat{\chi}_a(x, \theta) = \left\langle G_1 \Phi^\alpha(x, \theta) \right\rangle = 2 \Delta \theta \hat{\chi}_a(x, \theta), \]
\[ \hat{G}_- \hat{\chi}_a(x, \theta) = \left\langle G_- \Phi^\alpha(x, \theta) \right\rangle = (\theta \partial_x - \partial_y) \hat{\chi}_a(x, \theta), \]
\[ \hat{G}_- \hat{\chi}_a(x, \theta) = \left\langle G_- \Phi^\alpha(x, \theta) \right\rangle = \left( \Delta \theta - \frac{1}{2} \right) \hat{\chi}_a(x, \theta) + \frac{x^{-1/2}}{\hbar^2} \left( \left( \left( V'_n(x) - \frac{Q \hbar}{2x} \right) \left( V_p(x) - \frac{1}{2} \hbar^2 \partial_{\xi_0} \right) + Q \hbar V'_p(x) + \hat{h}(x) \right) \hat{\chi}_a(x, \theta) \right). \] (4.42)

Similarly, expanding (4.39) around \( y = x \) we get in particular
\[ \hat{L}_0 \hat{\chi}_a(x, \theta) = \left\langle L_0 \Phi^\alpha(x, \theta) \right\rangle = \left( \Delta + \frac{1}{2} \theta \partial_\theta \right) \hat{\chi}_a(x, \theta), \]
\[ \hat{L}_- \hat{\chi}_a(x, \theta) = \left\langle L_- \Phi^\alpha(x, \theta) \right\rangle = \partial_x \hat{\chi}_a(x, \theta), \]
\[ \hat{L}_- \hat{\chi}_a(x, \theta) = \left\langle L_- \Phi^\alpha(x, \theta) \right\rangle = \left( \Delta - \frac{1}{2} \theta \partial_\theta \right) \hat{\chi}_a(x, \theta) + \frac{1}{\hbar^2} \left( \frac{1}{x} \hat{f}(x) + \frac{1}{2} \left( \left( V'_n(x) \right)^2 + Q \hbar V'_n(x) + \frac{1}{x} V'_p(x) \left( V_p(x) - \frac{1}{2} \hbar^2 \partial_{\xi_0} \right) \right) \right) \hat{\chi}_a(x, \theta). \] (4.43)

It then follows that super-quantum curves will take form of Neveu-Schwarz singular vectors (3.11), expressed in terms of the representation of super-Virasoro generators given above. We present an explicit example of a super-quantum curve at level 3/2 in section 6.6, and yet more specific example of the multi-Penner model in section 6.7.
5 Ramond-R super-quantum curves

In this section we introduce wave-functions and derive super-quantum curves of the Ramond-R type, which have the structure of Ramond singular vectors, such as those in (4.8). To define such curves we need to consider wave-functions defined in terms of expectation values of \( x \)-dependent operators \( R(x) \) of Ramond type, presented schematically in (4.2)

\[
\hat{\chi}_\alpha(x) \sim \langle NS | R(x) | R \rangle. \tag{5.1}
\]

It is most natural to define such Ramond fields \( R(x) \) by taking advantage of “chiral spin fields” (or “twist fields”) \( \sigma_\pm(x) \) discussed in [39, 40]. Therefore we first discuss properties of such fields, and subsequently define the whole correlator (5.1).

In fact, a definition of wave-functions and quantum curves of the Ramond-R type is much more involved than in previous examples. For this reason we do not discuss models with generic potentials in the Ramond-R sector, but focus our considerations on the Penner-like potentials. In principle, an arbitrary potential could be presented as a combination of various Penner-like potentials, so in this sense our results provide a basic building block of super-quantum curves corresponding to more general potentials. Furthermore, we show that the Ramond-R super-quantum curve with the Penner-like potential reduces to a supersymmetric version of the BPZ equation in conformal field theory, which is a nice confirmation of our formalism. We rederive these results in section 7 using solely techniques of eigenvalue models, which proves that both approaches are equivalent.

5.1 Chiral spin fields

As indicated above, to start with we summarize properties of chiral spin fields. These fields have scaling dimension \( \frac{1}{16} \) and can be defined by the OPE with the chiral fermion \( \psi(z) \)

\[
\psi(z) \sigma_\pm(w) \sim e^{\pm \frac{i\pi}{4}} \frac{\sigma_\pm(w)}{\sqrt{2(z-w)}}, \tag{5.2}
\]

and the braiding property

\[
\sqrt{w-z} \sigma_\pm(w) \psi(z) = \pm i \sqrt{z-w} \psi(z) \sigma_\pm(w). \tag{5.3}
\]

It follows from (5.2) that if we define the states \( |\sigma_\pm\rangle \) via an action of the chiral spin fields on the Neveu-Schwarz vacuum \( |0\rangle \)

\[
|\sigma_\pm\rangle = \lim_{w \to 0} \sigma_\pm(w) |0\rangle,
\]

then

\[
\psi_0 |\sigma_\pm\rangle = \frac{e^{\pm i\pi}}{\sqrt{2}} |\sigma_\mp\rangle, \quad \langle \sigma_\pm | \psi_0 = \frac{e^{\pm i\pi}}{\sqrt{2}} \langle \sigma_\mp |.
\]

These relations enable to identify the Ramond vacua as \( |\sigma_+\rangle = |0, +\rangle \) and \( |\sigma_-\rangle = e^{\frac{i\pi}{4}} |0, -\rangle \). The reason for introducing this phase shift is that the one-point correlation functions of the \( \sigma_\pm \) fields are equal and thus can be both normalized to be unity

\[
\langle 0 | \sigma_\pm(1) | \sigma_\pm \rangle = 1. \tag{5.4}
\]
In order to determine the \( x \)-dependence of the correlators \( \langle 0 | \sigma_\pm(x) | \sigma_\pm \rangle \) we use the fact that with respect to the Virasoro algebra \( \sigma_\pm(x) \) are primary fields of scaling dimension \( \frac{2}{16} \)

\[
[L_m, \sigma_\pm(x)] = x^m \left( x \partial_x + \frac{1}{16} (m + 1) \right) \sigma_\pm(x). \tag{5.5}
\]

Therefore, since \( \langle 0 | L_1 = 0 \) and \( L_1 | \sigma_\pm \rangle = 0 \), we get from (5.5):

\[
0 = \langle 0 | L_1 \sigma_\pm(x) | \sigma_\pm \rangle = \langle 0 | [L_1, \sigma_\pm(x)] | \sigma_\pm \rangle = x \left( x \partial_x + \frac{1}{8} \right) \langle 0 | \sigma_\pm(x) | \sigma_\pm \rangle
\]

which, in view of (5.4), yields

\[
\langle 0 | \sigma_\pm(x) | \sigma_\pm \rangle = x^{-1/8}. \tag{5.6}
\]

To calculate the one-point correlation functions of the fermion field \( \psi(x) \) in the presence of the spin fields let us consider the functions

\[
s_\pm(z) = \sqrt{z(x - z)} \langle 0 | \sigma_\mp(x) \psi(z) | \sigma_\pm \rangle = \mp i \sqrt{z(z - x)} \langle 0 | \psi(z) \sigma_\mp(x) | \sigma_\pm \rangle. \tag{5.7}
\]

By (5.2), \( s_\pm(z) \) is a holomorphic function of \( z \) with the only possible singularities (poles) at 0, \( x \) and infinity. Since

\[
s_\pm(z) \sim \begin{cases} 
\frac{e^{\mp i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \langle 0 | \sigma_\mp(x) | \sigma_\mp \rangle}{\sqrt{z(x - z)}} & \text{for } z \to 0, \\
\frac{\mp i e^{\mp i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \langle 0 | \sigma_\pm(x) | \sigma_\pm \rangle}{\sqrt{z(z - x)}} & \text{for } z \to x, \\
\frac{\pm i \langle 0 | \psi(z) \sigma_\mp(x) | \sigma_\pm \rangle}{\sqrt{z(z - x)}} & \text{for } z \to \infty,
\end{cases}
\]

this function is actually a \((x\)-dependent\) constant

\[
s_\pm(z) = e^{\pm i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \langle 0 | \sigma_\mp(x) | \sigma_\mp \rangle = e^{\pm i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \langle 0 | \sigma_\pm(x) | \sigma_\pm \rangle.
\]

In view of (5.6) we obtain the one-point functions of the fermion field

\[
\langle 0 | \sigma_\mp(x) \psi(z) | \sigma_\pm \rangle = e^{\mp i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \left( \frac{1}{z} \sqrt{\frac{1}{x - z}} \right) x^{-1/8}, \tag{5.8}
\]

\[
\langle 0 | \psi(z) \sigma_\mp(x) | \sigma_\pm \rangle = e^{\mp i \frac{\pi}{4}} \sqrt{\frac{x}{2}} \left( \frac{1}{z} \sqrt{\frac{1}{z - x}} \right) x^{-1/8}.
\]

Similar technique allows to calculate higher point correlation functions of the fermion fields. For example, for the two-point functions we get

\[
\langle 0 | \sigma_\pm(x) \psi(w) \psi(z) | \sigma_\pm \rangle = \frac{1}{2} \left( \sqrt{\frac{z(x - w)}{w(x - z)}} + \sqrt{\frac{w(x - z)}{z(x - w)}} \right) x^{-1/8} w^{-z}, \tag{5.9}
\]

\[
\langle 0 | \psi(w) \sigma_\pm(x) \psi(z) | \sigma_\pm \rangle = \pm i \frac{1}{2} \left( \sqrt{\frac{z(w - x)}{w(x - z)}} - \sqrt{\frac{w(x - z)}{z(w - x)}} \right) x^{-1/8} w^{-z},
\]

\[
\langle 0 | \psi(w) \psi(z) \sigma_\pm(x) | \sigma_\pm \rangle = \frac{1}{2} \left( \sqrt{\frac{z(w - x)}{w(z - x)}} + \sqrt{\frac{w(z - x)}{z(w - x)}} \right) x^{-1/8} w^{-z}.
\]
The result for the higher point correlation functions can be summarized by the following version of the Wick theorem\(^5\)

\[
\langle 0 \, | \sigma_{\pm}(x) \prod_{a=1}^{N} e^{i z_{a} \theta_{a}} | \sigma_{\pm} \rangle = \langle 0 | \sigma_{+}(x) | \sigma_{+} \rangle \exp \left( - \sum_{a<b} \langle \sigma_{+}(x) \psi(z_{a}) \psi(z_{b}) \rangle \theta_{a} \theta_{b} \right),
\]

\[
\langle 0 \, | \sigma_{\pm}(x) \prod_{a=1}^{N} e^{i z_{a} \theta_{a}} | \sigma_{+} \rangle = \mp \sum_{a=1}^{N} \theta_{a} \langle 0 \, | \sigma_{\pm}(x) \psi(z_{a}) | \sigma_{+} \rangle \times \exp \left( - \sum_{a<b} \langle \sigma_{+}(x) \psi(z_{a}) \psi(z_{b}) \rangle \theta_{a} \theta_{b} \right),
\]

where

\[
\langle \sigma_{+}(x) \psi(z_{a}) \psi(z_{b}) \rangle = \frac{\langle 0 \, | \sigma_{+}(x) \psi(z_{a}) \psi(z_{b}) | \sigma_{+} \rangle}{\langle 0 | \sigma_{+}(x) | \sigma_{+} \rangle} = \frac{\sqrt{z_{a}(x-z_{b})} + \sqrt{z_{b}(x-z_{a})}}{2(z_{a} - z_{b})}.
\]

Modifications appearing in the case when some of the fermions are to the left and some to the right of the spin field \(\sigma_{\pm}(x)\) are straightforward.

### 5.2 Ramond-R wave-function

The key in the current construction is the field denoted schematically \(R(x)\) in (5.1). More precisely, we introduce a pair of such fields, which are Ramond chiral primary fields with conformal dimension \(\frac{1}{2} \alpha(\alpha - Q) + \frac{1}{16} \equiv \Delta_{\alpha} + \frac{1}{16}\), and which we define as

\[
R_{\pm}^{\alpha}(x) = E^{\alpha}(x) \sigma_{\pm}(x),
\]

with \(E^{\alpha}(x)\) given in (4.12). Furthermore, we introduce a correlator, whose integrated form represents the Ramond-R eigenvalue model

\[
\Psi_{\pm}(x, z, \theta) = \langle \alpha_{0} \, | R_{\pm}^{\alpha}(x) \Phi^{\mp}(w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\gamma}}(z_{a}, \theta_{a}) | \sigma_{+} \rangle, \quad \frac{\alpha + \gamma}{h} - N \sqrt{\beta} = Q - \frac{\alpha_{0}}{h}.
\]

Let us clarify the structure of this correlator. First, the insertion of \(R_{\pm}^{\alpha}(x)\) is analogous to a determinant-like insertion in a Virasoro (non-supersymmetric) matrix model, and introduces a dependence of the wave-function on \(x\). Second, \(\Phi^{\mp}(w, \eta)\) gives rise to the Penner-like potential (and it plays a role analogous to more general references states, such as (2.41) or (3.35) in other models that we considered, which gave rise to more general potentials). Third, a series of fields \(\Phi^{-\sqrt{\beta}}(z_{a}, \theta_{a})\) introduces, as usual, the structure of the eigenvalue model and gives rise to the Vandermonde-like determinant. To simplify calculations, we assume the presence of a chiral field at infinity and define

\[
\langle \alpha_{0} | = \langle 0 \, | e^{\frac{Q}{\sqrt{\beta}} z} = \lim_{z \to \infty} z^{-\frac{\alpha_{0}}{\sqrt{\beta}}} (\frac{\alpha_{0}}{\sqrt{\beta}} - Q) \langle 0 \, | \Phi^{\frac{Q}{\sqrt{\beta}}}(z, \theta).
\]

---

\(^5\)The chiral fermion \(\psi(z)\) and the fermionic variable \(\theta\) anticommute \(\{\psi(z), \theta\} = 0\). We assign the commutation relation \(\{\sigma_{+}(z), \theta\} = 0\) between \(\sigma_{+}(z)\) and \(\theta\), and then, from the definition (5.2) of the chiral spin fields, it follows that \(\sigma_{-}(z)\) and \(\theta\) anticommute \(\{\sigma_{-}(z), \theta\} = 0\).
Generalization of the above model to the multi-Penner case can be achieved by replacing in the correlator \((5.13)\) \(\Phi_v(w, \eta)\) with \(\prod_{i=1}^{M} \Phi_v(w_i, \eta_i)\) with \(M > 1\), and more general potentials can be introduced by considering yet more general insertions.

Let us now evaluate the correlator \((5.13)\). Using \((5.10)\) and the normal ordering formula for the bosonic fields \(E\) we get its explicit form, which can be presented as

\[
\Psi_{\pm}(x, z, \theta) = \Theta_{\pm}(x) (x - w)^{\frac{\gamma \eta}{\hbar}} \Delta_{\pm}(z, \theta)^{\beta} e^{-\frac{\gamma \eta}{\hbar} \sum_{a=1}^{N} (V_{n,x}(z_a) + V_{f,x}(z_a) \theta_a)},
\]

where

\[
\Delta_{\pm}(z, \theta) = \prod_{a\prec b} (z_a - z_b) e^{-\langle \sigma_+(x) \psi(z_b) \psi(z_a) \rangle} \theta_a \theta_b = \prod_{a\prec b} \left( z_a - z_b - \left( \frac{z_a(x - z_b)}{z_b(x - z_a)} + \frac{z_b(x - z_a)}{z_a(x - z_b)} \right) \frac{\theta_a \theta_b}{2} \right),
\]

can be viewed as a Ramond version of the Vandermonde determinant, and the analog of the Penner potential takes form

\[
V_{n,x}(z_a) + V_{f,x}(z_a) \theta_a,
\]

where

\[
V_{n,x}(z) = \alpha \log(x - z) + \gamma \log(z - w),
\]
\[
V_{f,x}(z) = -\gamma \langle \sigma_+(x) \psi(w) \psi(z) \rangle \eta = \frac{\gamma \eta}{2(z - w)} \left( \sqrt{\frac{w(x - z)}{z(x - w)}} + \sqrt{\frac{z(x - w)}{w(x - z)}} \right).
\]

Furthermore, we also denoted

\[
\Theta_{\pm}(x) = \langle 0 | \sigma_{\pm}(x) | \sigma_{\pm} \rangle = x^{-1/8},
\]
\[
\Theta_{\pm}(x) = \frac{\gamma \eta}{h} \langle 0 | \sigma_{\pm}(x) \psi(w) | \sigma_{\pm} \rangle - \sqrt{\beta} \sum_{a=1}^{N} \theta_a \langle 0 | \sigma_{\mp}(x) \psi(z_a) | \sigma_{\pm} \rangle = \frac{e^{i \pi} \chi}{\sqrt{2}} \left( \frac{\gamma \eta}{h} \sqrt{\frac{x}{w(x - w)}} - \sqrt{\beta} \sum_{a=1}^{N} \frac{\sqrt{x} \theta_a}{\sqrt{z_a(x - z_a)}} \right) x^{-1/8},
\]

where the explicit forms of \(\Theta_{\pm}(x)\) and \(\Theta_{\pm}(x)\) are derived in \((5.6)\) and \((5.8)\), respectively. Introducing yet another fermionic variable \(\xi\) we can combine \(\Psi_{\pm}(x, z, \theta)\) into a single super-function

\[
\Psi(x, \xi, z, \theta) = \Psi_{\pm}(x, z, \theta) + \frac{\sqrt{2}}{h} e^{i \pi} \xi \Psi_{\mp}(x, z, \theta).
\]

This allows to express the Ramond-R wave-function for the one-Penner potential \(\chi_{\alpha}(x, \xi)\) which we discuss in section 7 in the form

\[
\chi_{\alpha}(x, \xi) = x^{1/8} (x - w)^{-\frac{\gamma \eta}{h}} \frac{\theta_{\alpha}}{h} e^{-\frac{\sqrt{2}}{h} \sqrt{\frac{x}{w(x - w)}}} \int d^{N}z \int d^{N} \theta \Psi(x, \xi, z, \theta).
\]
5.3 Ramond-R super-quantum curves

Analogously as in other cases, super-quantum curves of the Ramond-R type are differential equations satisfied by integrated form of \( \Psi_\pm(x, z, \theta) \). In general they can be obtained by constructing null vectors in the Ramond Verma module. As an example, we consider correlation functions of the field (cf. the first equation in (4.8))

\[
\left( \frac{\alpha}{\hbar} \left( \frac{2\alpha}{\hbar} - Q \right) G_{-1} - 2L_{-1}G_0 \right) \cdot R_\pm^\alpha(x). 
\] (5.22)

Such a correlator should vanish for \( \alpha = \frac{\hbar Q}{2}, \alpha = \frac{\hbar \sqrt{\beta}}{2}, \) and \( \alpha = -\frac{\hbar}{2\sqrt{\beta}} \). The second and the third case leads to a pair of the first order differential equations derived below.

We first denote

\[
s_\pm(y) = \sqrt{y} \sqrt{y - x} \left( \alpha_0 \mid S(y)R_\pm^\alpha(x)\Phi^\pm(w, \eta) \right) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \mid \sigma_+ \rangle = \pm i \sqrt{y - x} \left( \alpha_0 \mid R_\pm^\alpha(x)S(y)\Phi^\pm(w, \eta) \cdot \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \mid \sigma_+ \rangle. \] (5.23)

Since, as it follows from the mode expansion of the current \( S(y) \) around the fields and states present in the correlation functions \( s_\pm(y) \) as well as the commutation formulae (4.16) and (4.17),

\[
\langle \alpha_0 \mid S(y) \sim y^{-2};
\]

\[
\sqrt{y - x}S(y)R_\pm^\alpha(x) \sim \frac{1}{y - x} G_0 \cdot R_\pm^\alpha(x) = \frac{\alpha}{\hbar} - \frac{Q/2 e^{-\frac{\alpha}{\sqrt{2}}} R_\pm^\alpha(x),}{y - x} \sqrt{2} \sqrt{y - x} \]

\[
S(y)\Phi^\pm(w, \eta) \sim \left( \frac{2\Delta_\pm \eta}{(y - w)^2} + \frac{\eta \partial_w - \partial_\eta}{(y - w)} \right) \Phi^\pm(w, \eta),
\]

\[
S(y)\Phi^{-\sqrt{\beta}}(z_a, \theta_a) \sim \left( \frac{\theta_a}{(y - z_a)^2} - \frac{\eta \partial_{z_a} - \partial_{\eta}}{(y - z_a)} \right) \Phi^{-\sqrt{\beta}}(z_a, \theta_a) = (\theta_a \partial_{z_a} - \partial_{\eta}) \Phi^{-\sqrt{\beta}}(z_a, \theta_a),
\]

\[
\sqrt{y} S(y) \mid \sigma_+ \rangle \sim \frac{1}{y} G_0 \mid \sigma_+ \rangle = -\frac{Q}{2} e^{-\frac{\alpha}{\sqrt{2}}} \sqrt{2} \sqrt{y} \mid \sigma_- \rangle,
\] (5.24)

we see that \( s_\pm(y) \) are meromorphic functions, vanishing for \( y \to \infty \) and having first order poles with locations and residues which can be read off from the equations above. \( s_\pm(y) \) can be thus written as a sum of the pole terms and, taking into account the equalities

\[
\langle \alpha_0 \mid R_\pm^\alpha(x)\Phi^\pm(w, \eta) \cdot \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \mid \sigma_- \rangle = \Psi_+(x, z, \theta),
\]

\[
\langle \alpha_0 \mid R_\pm^\alpha(x)\Phi^\pm(w, \eta) \cdot \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \mid \sigma_- \rangle = -i \Psi_-(x, z, \theta),
\]
which follow from (5.10), we get
\[
\left\langle \alpha_0 \mid S(y) R^\frac{\alpha}{2}_\pm (x) \Phi^\tau (w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}} (z_a, \theta_a) \mid \sigma_+ \right\rangle = 
\]
\[
= \frac{1}{2} \left( \frac{2\alpha}{\hbar} - Q \right) \sqrt{\frac{x}{2y(y-x)^3}} \pm Q \sqrt{\frac{x}{2y^3(y-x)}} \left( \frac{x}{y} \right) e^{i\pi \frac{\alpha}{h}} \phi^\pm (x, z, \theta) + 
\]
\[
- i \sqrt{\frac{w(x-w)}{y(y-x)}} \left( \frac{2\Delta^2 \eta x}{(y-w)^2} + \frac{1}{y-w} \left( \frac{1}{w} - \frac{1}{x-w} \right) \Delta^2 \eta \right) \phi^\pm (x, z, \theta) + 
\]
\[
- i \sum_{a=1}^{N} \left( \phi \partial z_a - \phi \eta \right) \left( \sqrt{\frac{z_a(x-z_a)}{y(y-x)}} \phi^\pm (x, z, \theta) \right) . 
\] (5.25)

Using (5.25) and the definition
\[
S(y) R^\frac{\alpha}{2}_\pm (x) = \sum_{m \in \mathbb{Z}} \frac{1}{(y-x)^{m+\frac{1}{2}}} G_m \cdot R^\frac{\alpha}{2}_\pm (x), 
\] (5.26)

we get in particular
\[
\left\langle \alpha_0 \mid G_0 \cdot R^\frac{\alpha}{2}_\pm (x) \Phi^\tau (w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}} (z_a, \theta_a) \mid \sigma_+ \right\rangle = \frac{\alpha}{\sqrt{2}} e^{i\pi \frac{\alpha}{h}} \phi^\pm (x, z, \theta), 
\] (5.27)

and
\[
\left\langle \alpha_0 \mid G_{\pm} \cdot R^\frac{\alpha}{2}_\pm (x) \Phi^\tau (w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}} (z_a, \theta_a) \mid \sigma_+ \right\rangle = -\frac{Q/2 + Q}{2\sqrt{2} x} e^{i\pi \frac{\alpha}{h}} \phi^\pm (x, z, \theta) + 
\]
\[
- i \sqrt{\frac{w(x-w)}{x(x-w)}} \left( \frac{\Delta^2 \eta x}{w(x-w)} + \phi \partial \eta \right) \phi^\pm (x, z, \theta) + 
\]
\[
- i \sum_{a=1}^{N} \left( \phi \partial z_a - \phi \eta \right) \left( \sqrt{\frac{z_a(x-z_a)}{x(x-w)}} \phi^\pm (x, z, \theta) \right) . 
\] (5.28)

Defining finally
\[
\hat{\chi}^R_{\pm, \alpha}(x) = \int d^N z d^N \theta \left\langle \alpha_0 \mid R^\frac{\alpha}{2}_\pm (x) \Phi^\tau (w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}} (z_a, \theta_a) \mid \sigma_+ \right\rangle , 
\] (5.29)

and
\[
\hat{G}_m \chi^R_{\pm, \alpha}(x) = \int d^N z d^N \theta \left\langle \alpha_0 \mid G_m \cdot R^\frac{\alpha}{2}_\pm (x) \Phi^\tau (w, \eta) \prod_{a=1}^{N} \Phi^{-\sqrt{\beta}} (z_a, \theta_a) \mid \sigma_+ \right\rangle , 
\] (5.30)

and using (5.22), (5.27) and (5.28), we arrive at differential equations for the wave-functions
\[
\left( \frac{\partial}{\partial x} + \frac{1}{8x} \right) \hat{\chi}^\alpha_{\pm, \alpha}(x) = -e^{i\pi \frac{\alpha}{h}} \frac{\alpha}{h} \sqrt{\frac{2w}{x(x-w)}} \left( \frac{\Delta^2 \eta x}{w(x-w)} + \phi \partial \eta \right) \hat{\chi}^\alpha_{\pm, \alpha}(x), 
\]
\[
\left( \frac{\partial}{\partial x} + \frac{1}{8x} - \frac{Q\alpha}{h} \right) \hat{\chi}^\alpha_{\pm, \alpha}(x) = e^{i\pi \frac{\alpha}{h}} \frac{\alpha}{h} \sqrt{\frac{2w}{x(x-w)}} \left( \frac{\Delta^2 \eta x}{w(x-w)} + \phi \partial \eta \right) \hat{\chi}^\alpha_{\pm, \alpha}(x), 
\] (5.31)

which are valid for \( \alpha = \frac{h}{2} \sqrt{\beta} \) or \( -\frac{h}{2} \sqrt{\beta} \).
The equation (5.31) can be further simplified by using the scaling covariance (the unbroken subgroup of the global $SL(2, \mathbb{C})$ covariance) of the correlation functions (5.13). Indeed, since
\[
L_0 | \sigma_\pm \rangle = \frac{1}{16} | \sigma_\pm \rangle , \quad \langle \alpha_0 | L_0 = \Delta_{\alpha_0}^R \langle \alpha_0 |
\]
then using commutation relations
\[
[ L_0, R^R_\alpha(x) ] = ( x \partial_x + ( \Delta_\alpha + \frac{1}{16} ) ) R^R_\alpha(x),
\]
\[
[ L_0, \Phi^\gamma(w, \eta) ] = ( w \partial_w + ( \Delta_\gamma + \frac{1}{2} \eta \partial_\eta ) ) \Phi^\gamma(x, \eta),
\]
\[
[ L_0, \Phi^{\pm \bar{\epsilon}}(z_a, \theta_\alpha) ] = ( \partial_{z_a} z_a - \frac{i}{2} \partial_{\theta_\alpha} \theta_\alpha ) \Phi^{\pm \bar{\epsilon}}(z_a, \theta_\alpha),
\]
we get
\[
\left( x \partial_x + w \partial_w + \frac{3}{2} \partial_\eta + \sum_{a=1}^{N} ( \partial_{z_a} z_a - \frac{1}{2} \partial_{\theta_\alpha} \theta_\alpha ) \right) \Psi_\pm(x, z, \theta) = \left( \Delta_{\alpha_0}^R - \Delta^R_{\alpha} - \frac{1}{8} \right) \Psi_\pm(x, z, \theta),
\]
and consequently
\[
( x \partial_x + w \partial_w + \frac{3}{2} \eta \partial_\eta ) \hat{\chi}^R_{\pm, \alpha}(x) = \left( \Delta_{\alpha_0}^R - \Delta^R_{\alpha} - \frac{1}{8} \right) \hat{\chi}^R_{\pm, \alpha}(x).
\]
Using (5.32) and defining
\[
\hat{\chi}^R_{\pm, \alpha}(x) = x^{- \frac{1}{4}} \left( f^R_{\pm, \alpha}(x) \mp \eta g^R_{\pm, \alpha}(x) \right), \quad g^R_{\pm, \alpha}(x) = \mp x^{\frac{1}{4}} \eta \partial_\eta \hat{\chi}^R_{\pm, \alpha}(x),
\]
we can reduce partial differential equations (5.31) to two pairs of coupled ordinary differential equations
\[
\frac{\partial f^R_{\pm, \alpha}(x)}{\partial x} = e^{i \frac{\alpha}{\hbar}} \frac{2w}{x(x-w)} g^R_{\pm, \alpha}(x),
\]
\[
\left( \frac{\partial}{\partial x} - \frac{Q_\alpha}{\hbar x} \right) g^R_{\pm, \alpha}(x) = e^{-i \frac{\alpha}{\hbar}} \frac{2w}{x(x-w)} \left( \frac{\Delta_{\alpha_0}^R - \Delta^R_{\alpha} - x \partial_x}{w} + \frac{\Delta^R}{x-w} \right) f^R_{\pm, \alpha}(x),
\]
and
\[
\left( \frac{\partial}{\partial x} - \frac{Q_\alpha}{\hbar x} \right) f^R_{\pm, \alpha}(x) = e^{-i \frac{\alpha}{\hbar}} \frac{2w}{x(x-w)} g^R_{\pm, \alpha}(x),
\]
\[
\frac{\partial g^R_{\pm, \alpha}(x)}{\partial x} = e^{i \frac{\alpha}{\hbar}} \frac{2w}{x(x-w)} \left( \frac{\Delta_{\alpha_0}^R - \Delta^R_{\alpha} - x \partial_x}{w} + \frac{\Delta^R}{x-w} \right) f^R_{\pm, \alpha}(x).
\]
It is straightforward to derive from (5.34) and (5.35) a second order, ordinary differential equations satisfied by the functions $f^R_{\pm, \alpha}(x)$ and $g^R_{\pm, \alpha}(x)$ (we discuss these equations in section 7). These are Ramond-R super-quantum curve equations we have been after. In the context of superconformal field theory these equations can be regarded as supersymmetric versions of BPZ equations, and they were discussed and solved in [39, 41]. The fact that we reproduce supersymmetric BPZ equations ensures that we have chosen a proper definition of the Ramond-R wave-functions (and the corresponding eigenvalue model), and it is a nice test of our formalism.
6 Ramond-NS super-eigenvalue model and super-quantum curves

In this section we rederive super-quantum curves in the Ramond-NS sector, however in the formalism of matrix models (or rather eigenvalue models), analogously as in [20, 24]. This enables us to compare both approaches (i.e. conformal field theory and matrix models) and confirm that they lead to the same results. However, as an additional result, in this section we also derive classical curves, which from the matrix model viewpoint would be interpreted as spectral curves, and which describe equilibrium distribution of eigenvalues. The interpretation of such classical curves is more natural from matrix model perspective rather than conformal field theory.

Our starting point is the expression for the partition function (4.27), which we proposed based on conformal field theory considerations, and which we interpret now as a super-eigenvalue model with $N$ bosonic and fermionic variables $z_a$ and $\theta_a$

$$Z = \int d^N z d^N \theta \ \Delta_R(z, \theta)^\beta e^{-\sqrt{\beta} \sum_{a=1}^N V_R(z_a, \theta_a)}, \quad \text{(6.1)}$$

with $d^N z d^N \theta = \prod_{a=1}^N dz_a d\theta_a$, the Vandermonde-like determinant given in (4.22)

$$\Delta_R(z, \theta)^\beta = \prod_{1 \leq a < b \leq N} \left( z_a - z_b - \frac{1}{2}(z_a + z_b) \frac{\theta_a \theta_b}{\sqrt{z_a z_b}} \right)^\beta, \quad \text{(6.2)}$$

and the potential is given by (4.26)

$$V_R(x, \theta) = V_B(x) + V_F(x) \theta, \quad V_B(x) = \sum_{n=0}^\infty t_n x^n, \quad V_F(x) = \sum_{n=0}^\infty \xi_n x^n, \quad \text{(6.3)}$$

with bosonic times and fermionic times $t_n$ and $\xi_n$, such that $\{\theta_a, \xi_n\} = 0$. In this section we also use an equivalent notation, with redefined anticommuting variable$^6$

$$\theta = \eta \sqrt{z}. \quad \text{(6.4)}$$

In terms of variables $\eta_a = \theta_a / \sqrt{z_a}$ defined in (6.4), by $d^N \theta = \prod_{a=1}^N z_a^{-1/2} d^N \eta$ the partition function (6.1) takes form

$$Z = \int d^N z d^N \eta \ \Delta_r(z, \eta)^\beta e^{-\sqrt{\beta} \sum_{a=1}^N V_r(z_a, \eta_a)}, \quad \text{(6.5)}$$

where $V_r(x, \eta) = V_B(x) + V_F(x) \eta$, and

$$\Delta_r(z, \eta)^\beta = \prod_{a=1}^N z_a^{-1/2} \cdot \prod_{1 \leq a < b \leq N} \left( z_a - z_b - \frac{1}{2}(z_a + z_b) \eta_a \eta_b \right)^\beta. \quad \text{(6.6)}$$

$^6$This is the same trick used in [42] to remove the half-integer powers of the variables $z_a$ in the construction of Ramond singular vectors.
We also decompose the partition function as

\[ Z = Z_0 + \frac{\xi_0}{\hbar} Z_1, \]

\[ Z_0 \equiv Z|_{\xi_0=0} = \int d^Nz \, d^N\eta \, \Delta_r(z, \eta)^{\beta} e^{-\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} (V_0(z_a)+V_0^+(z_a)\eta_a)}, \]  

(6.7)

\[ Z_1 \equiv \hbar \partial_{\xi_0} Z = -\sqrt{\beta} \int d^Nz \, d^N\eta \, \Delta_r(z, \eta)^{\beta} \left( \sum_{a=1}^{N} \eta_a \right) e^{-\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} (V_0(z_a)+V_0^+(z_a)\eta_a)}, \]

where

\[ V_0^{(+)}(x) = \sum_{n=1}^{\infty} \xi_n x^n. \]

The partition functions \( Z_0 \) and \( Z_1 \) represent a two-dimensional Ramond vacuum. In this section the unnormalized expectation value of an operator \( O \) is denoted by

\[ \langle \langle O \rangle \rangle = \int d^Nz \, d^N\eta \, O \Delta_r(z, \eta)^{\beta} e^{-\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} V_0(z_a)\eta_a}. \]

(6.8)

### 6.1 Free field realization

In terms of times in the potential (6.3) the oscillator algebra (4.3) in the Ramond sector with (3.13) is realized as

\[
\begin{align*}
q &= \frac{1}{\hbar} t_0, \\
a_{-n} &= \frac{1}{\hbar} \xi_n, \\
a_0 &= \hbar \partial t_0, \\
a_n &= \hbar \partial t_n, \\
\psi_0 &= \frac{1}{\hbar} \xi_0 + \frac{\hbar}{2} \partial_\xi_0, \\
\psi_{-n} &= \frac{1}{\hbar} \xi_n, \\
\psi_n &= \hbar \partial \xi_n, \\
n &\geq 1.
\end{align*}
\]

(6.9)

Here note that the derivatives of the partition function with respect to times can be represented as the following expectation values

\[ \partial_t_\xi_0 Z = -\sqrt{\beta} \hbar \left\langle \sum_{n=1}^{N} z_n^0 \right\rangle, \]

\[ \partial_t_\xi_n Z = -\sqrt{\beta} \hbar \left\langle \sum_{a=1}^{N} z_a^n \eta_a \right\rangle. \]

(6.10)

Therefore we can introduce bosonic and fermionic quantum fields, whose negative modes — normally represented by derivatives with respect of times — can be written as

\[
\begin{align*}
\phi(x) &= \frac{1}{\hbar} \sum_{n=0}^{\infty} t_n x^n - \sqrt{\beta} N \log x + \sqrt{\beta} \sum_{n=1}^{\infty} \sum_{a=1}^{N} \frac{z_a^0}{n} x^{-n} = \frac{1}{\hbar} V_0(x) - \sqrt{\beta} \sum_{a=1}^{N} \log(x - z_a), \\
\sqrt{x} \psi(x) &= \frac{1}{\hbar} \xi_0 \psi_0 + \frac{\sqrt{\beta}}{2} \sum_{a=1}^{N} \eta_a + \frac{1}{\hbar} \sum_{n=1}^{\infty} \xi_n x^n - \sqrt{\beta} \sum_{n=1}^{\infty} \sum_{a=1}^{N} z_a^n \eta_a x^{-m} = \frac{1}{\hbar} V_0(x) - \sqrt{\beta} \sum_{a=1}^{N} z_a^0 \eta_a,
\end{align*}
\]

(6.11)

where we have defined

\[
\begin{align*}
\hat{V}_0(x) &\equiv V_0(x) - \frac{\sqrt{\beta} \hbar}{2} \sum_{a=1}^{N} \eta_a = \hat{\xi}_0 + \sum_{n=1}^{\infty} \xi_n x^n, \\
\hat{\xi}_0 &\equiv \xi_0 - \frac{\sqrt{\beta} \hbar}{2} \sum_{a=1}^{N} \eta_a.
\end{align*}
\]

(6.12)
These fields satisfy standard relations
\[ \phi(x_1)\phi(x_2) = \log(x_1 - x_2) + \ldots, \quad \psi(x_1)\psi(x_2) = \frac{1}{x_1 - x_2} + \ldots. \]

The Ramond supercurrent \( S(x) \) and the energy-momentum tensor \( T(x) \) are constructed as
\[ S(x) \equiv \sum_{n \in \mathbb{Z}} g_n x^{-n - \frac{3}{2}} = \psi(x) \partial_x \phi(x) + Q \partial_x \psi(x), \quad (6.13) \]
\[ T(x) \equiv \sum_{n \in \mathbb{Z}} \ell_n x^{-n - 2} = \frac{1}{2} \partial_x \phi(x) \partial_x \phi(x) : + \frac{1}{2} \partial_x \psi(x) \psi(x) : + \frac{1}{2} Q \partial_x^2 \phi(x), \quad (6.14) \]
where \( Q = \beta^{-1/2} - \beta^{1/2} \) corresponds to the background charge in \( N = 1 \) super-Liouville field theory. We also write
\[ S(x) = S_+(x) + S_-(x), \quad S_+(x) = \sum_{n=0}^{\infty} g_n x^{-n - \frac{3}{2}}, \quad (6.15) \]
\[ T(x) = T_+(x) + T_-(x), \quad T_+(x) = \sum_{n=0}^{\infty} \ell_n x^{-n - 2}. \]

The OPEs of these fields are given by
\[ S(x_1)S(x_2) = \frac{2c}{3(x_1 - x_2)^2} + \frac{2}{x_1 - x_2} T(x_2) + \ldots, \]
\[ T(x_1)S(x_2) = \frac{3}{2(x_1 - x_2)^2} S(x_2) + \frac{1}{x_1 - x_2} S'(x_2) + \ldots, \quad (6.16) \]
\[ T(x_1)T(x_2) = \frac{c}{2(x_1 - x_2)^2} + \frac{2}{(x_1 - x_2)^2} T(x_2) + \frac{1}{x_1 - x_2} T'(x_2) + \ldots, \]
where the central charge reads
\[ c = \frac{3}{2} - 3Q^2. \quad (6.17) \]

The OPEs (6.16) imply that the modes \( g_n \) and \( \ell_n \) defined by the expansions (6.13) and (6.14) satisfy the super-Virasoro algebra (3.2). After some manipulations we also find
\[ \sqrt{\tau} S_+(x) = \beta \frac{2}{\hbar} \sum_{a,b=1}^{N} \frac{(x + z_a)\eta_a}{(x - z_b)(x - z_b)} + \sqrt{\beta} Q \frac{2}{4} \sum_{a=1}^{N} \frac{(x + z_a)\eta_a}{(x - z_a)^2} - \sqrt{\beta} \frac{Q}{4x} \sum_{a=1}^{N} \eta_a + \]
\[ - \frac{Q}{2\hbar \xi_0} - \sqrt{\beta} \frac{1}{\hbar} \sum_{a=1}^{N} \frac{z_a V''_\eta(z_a)\eta_a + V_F(z_a)}{x - z_a}, \quad (6.18) \]
\[ \sqrt{\tau} S_-(x) = \frac{1}{\hbar^2} V''_\eta(x) V_F(x) + \frac{Q}{\hbar} V'_F(x) - \frac{Q}{2\hbar \xi_0} (V_F(x) - \xi_0, + \]
\[ - \sqrt{\beta} \frac{1}{\hbar} \sum_{a=1}^{N} \frac{V_F(x) - V_F(z_a)}{x - z_a} - \sqrt{\beta} \frac{1}{\hbar} \sum_{a=1}^{N} \frac{(V'_F(x) - V'_F(z_a)) \eta_a}{x - z_a}, \quad (6.19) \]
and similarly

\[
xT_+(x) = \frac{\beta}{2} \sum_{a,b=1}^{N} \frac{x}{(x-z_a)(x-z_b)} + \frac{\sqrt{\beta}}{2} \sum_{a=1}^{N} \frac{x}{(x-z_a)^2} - \frac{\beta}{4} \sum_{a,b=1}^{N} \frac{z_a \eta_a \eta_b}{(x-z_a)^2} + \\
+ \frac{\beta}{2} \sum_{a,b=1}^{N} \frac{z_a \eta_a \eta_b}{(x-z_a)(x-z_b)^2} - \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} \frac{z_a (V_b(z_a) + V'_b(z_a) \eta_a)}{x-z_a} + \frac{\sqrt{\beta}}{2 \hbar} \sum_{a=1}^{N} \frac{z_a V'_b(z_a) \eta_a}{(x-z_a)^2} + \frac{1}{16x},
\]

\[
xT_-(x) = \frac{x}{2\hbar^2} V''_n(x)^2 + \frac{1}{2\hbar^2} V'_n(x) \hat{V}_f(x) + \frac{Q x}{2\hbar} V''_n(x) - \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} \frac{x V'_n(x) - z_a V'_b(z_a)}{x-z_a} + \\
- \frac{\sqrt{\beta}}{2 \hbar} \sum_{a=1}^{N} \frac{(V'_f(x) - V'_b(z_a)) \eta_a}{x-z_a} - \frac{\sqrt{\beta}}{2 \hbar} \sum_{a=1}^{N} \frac{z_a V'_f(x,z_a) \eta_a}{(x-z_a)^2},
\]

where we denote

\[
V_f^{(2)}(x,z_a) \equiv V_f(x) - V_f(z_a) - (x-z_a)V'_f(z_a).
\]

### 6.2 Loop equations and super-Virasoro constraints

We can now determine loop equations for the super-eigenvalue model (6.5). As usual, these equations follow from the invariance of the partition function under changes of integration variables. The partition function (6.5) is invariant under

\[
z_a \rightarrow z_a + \frac{z_a \eta_a \delta}{\sqrt{x(x-z_a)}}, \quad \eta_a \rightarrow \eta_a + \frac{\delta}{\sqrt{x(x-z_a)}},
\]

with a fermionic constant \(\delta\). We see that this invariance leads to the loop equation (4.30):

\[
\int d^Nz d^N\eta \sum_{a=1}^{N} (\eta_a \partial_{z_a} z_a - \partial_{\eta_a}) \left[ \frac{1}{x-z_a} \Delta(x,\eta) e^{-\sum_{a=1}^{N} V(z_a,\eta_a)} \right] = 0,
\]

which can be written as

\[
\langle S_+(x) \rangle = -\frac{Q}{2\hbar x^{3/2}} \left( \xi_0 - \frac{\hbar^2}{2} \partial_{\xi_0} \right) Z,
\]

where the supercurrent \(S_+(x)\) is given by (6.18). The partition function (6.5) is also invariant under

\[
z_a \rightarrow z_a + \frac{z_a \epsilon}{x(x-z_a)}, \quad \eta_a \rightarrow \eta_a + \frac{z_a \eta_a \epsilon}{2x(x-z_a)^2},
\]

with an infinitesimal parameter \(\epsilon\). We see that this leads to another loop equation (4.31):

\[
\int d^Nz d^N\eta \sum_{a=1}^{N} \left( \partial_{z_a} - \partial_{\eta_a} \frac{\eta_a}{2(x-z_a)} \right) \left[ \frac{z_a}{x-z_a} \Delta(x,\eta) e^{-\sum_{a=1}^{N} V(z_a,\eta_a)} \right] = 0,
\]
which can be written as
\[ \langle \langle T_+(x) \rangle \rangle = \frac{1}{16x^4} Z, \]
where the energy-momentum tensor \( T_+(x) \) is given by (6.20). Therefore by the mode expansion and the realizations (6.10), these loop equations give super-Virasoro constraints (4.33):
\[ g_n Z = -\frac{Q}{2\hbar} \delta_{n,0} \left( \xi_0 - \frac{\hbar^2}{2} \partial \xi_0 \right) Z, \quad \ell_n Z = \frac{1}{16} \delta_{n,0} Z, \quad n \geq 0. \quad (6.27) \]

Note that from the constraints (4.33), by the decomposition (6.7) of the partition function we obtain
\[ \hat{g}_n Z_0 - \frac{\xi_0}{\hbar} \hat{g}_n Z_1 \equiv g_n Z = \left( \frac{Q}{4} Z_1 - \frac{Q}{2\hbar} \xi_0 Z_0 \right) \delta_{n,0}, \]
\[ \hat{\ell}_n Z_0 + \frac{\xi_0}{\hbar} \hat{\ell}_n Z_1 \equiv \ell_n Z = \frac{1}{16} \left( Z_0 + \frac{\xi_0}{\hbar} Z_1 \right) \delta_{n,0}, \quad (6.28) \]

where \( \hat{g}_n \) and \( \hat{\ell}_n \) are abstract operators acting on \( Z_0 \) and \( Z_1 \). In particular, the constraints
\[ \hat{g}_0 Z_0 = \frac{Q}{4} Z_1, \quad \hat{g}_0 Z_1 = \frac{Q}{2} Z_0, \quad \hat{\ell}_0 Z_0 = \frac{1}{16} Z_0, \quad \hat{\ell}_0 Z_1 = \frac{1}{16} Z_1, \quad (6.29) \]
are consistent with the relation \( \hat{g}_0^2 = \hat{\ell}_0 - c/24 \) in the super-Virasoro algebra.

Also note, that while right hand sides of equations (6.24) and (6.26) are non-zero (and so might seem non-standard), this is only a consequence of our conventions. If the modes \( L_0 \) and \( G_0 \) would not be included in the definition of respectively \( T_+(x) \) and \( S_+(x) \), then (6.24) and (6.26) would have zero on the right hand side.

### 6.3 Super-spectral curve

In the analysis of matrix or eigenvalue models, a spectral curve is an algebraic curve that encodes equilibrium distribution of eigenvalues. In case of super-eigenvalue models one finds a supersymmetric spectral curve, defined in terms of supersymmetric algebraic equations. Such super-spectral curves in the Neveu-Schwarz sector have been derived in [24]. In this section we derive an analogous super-spectral curve in the Ramond sector, for the super-eigenvalue model defined by (6.1). To this end we analyze the loop equations (6.24) and (6.26) in the large \( N \) limit
\[ N \to \infty, \quad \hbar \to 0, \quad \text{with } \mu \equiv \beta^{1/2} \hbar N = \text{const.} \quad (6.30) \]

We also use the notation
\[ \hat{\hbar} \equiv \left( \beta^{1/2} - \beta^{-1/2} \right) \hbar = -Q \hbar. \quad (6.31) \]

By defining
\[ Y_B(x; \hat{\hbar}) \equiv Y_B(x) = \lim_{N \to \infty} \frac{1}{\hbar} \langle \langle \partial_x \phi(x) \rangle \rangle, \quad Y_F(x; \hat{\hbar}) \equiv Y_F(x) = \lim_{N \to \infty} \frac{1}{\hbar} \langle \langle \psi(x) \rangle \rangle, \quad (6.32) \]
The loop equations (6.24) and (6.26) yield
\[ \sqrt{x} Y_n(x) Y_F(x) - V_n'(x) \tilde{V}_F(x) + \hbar \left( V'_F(x) - \frac{1}{2x} \tilde{V}_F(x) - \sqrt{x} Y'_n(x) \right) - h^{(0)}(x) = 0, \] (6.33)
and
\[ x Y_n(x)^2 + x Y'_n(x) Y_F(x) - x V_n'(x)^2 - V_n'(x) \tilde{V}_F(x) + \hbar x (V''_n(x) - Y_n'(x)) - 2f^{(0)}(x) = 0, \] (6.34)
respectively. Here
\[ \tilde{V}_F(x) \equiv \tilde{V}_F(x; h) = V_F(x) + \frac{1}{2} \lim_{\hbar \to \infty} \frac{\sqrt{3\hbar}}{Z} \left\langle \sum_{\alpha=1}^N \eta_{\alpha} \left[ V_F(x) - V_F(z_{\alpha}) + \frac{x V'_n(x) - z_{\alpha} V_n'(z_{\alpha}))}{x - z_{\alpha}} \right] \right\rangle, \] (6.35)
and
\[ h^{(0)}(x) \equiv h^{(0)}(x; \hbar) = \]
\[ = - \lim_{\hbar \to \infty} \frac{\sqrt{3\hbar}}{Z} \left\langle \sum_{\alpha=1}^N \left( \frac{x V'_n(x) - z_{\alpha} V_n'(z_{\alpha}))}{x - z_{\alpha}} + \frac{\eta_{\alpha}}{2(x - z_{\alpha})} \right) \right\rangle, \] (6.36)
\[ f^{(0)}(x) \equiv f^{(0)}(x; \hbar) = \]
\[ = - \lim_{\hbar \to \infty} \frac{\sqrt{3\hbar}}{Z} \left\langle \sum_{\alpha=1}^N \left( \frac{x V'_n(x) - z_{\alpha} V_n'(z_{\alpha}))}{x - z_{\alpha}} + \frac{\eta_{\alpha}}{2(x - z_{\alpha})} \right) \right\rangle, \] (6.37)
where \( V_n^{(2)}(x, z_{\alpha}) \) is defined in (6.22). For polynomial potentials, \( h^{(0)}(x) \) and \( f^{(0)}(x) \) are polynomials of \( x \). For \( \hbar = 0 \), or in particular for \( \beta = 1 \), denoting
\[ y_n(x) = Y_n(x; 0), \quad y_F(x) = Y_F(x; 0), \] (6.38)
the loop equations (6.33) and (6.34) in the large \( N \) limit yield a super-spectral curve

\[
\left\{ \begin{array}{l}
A_F(x, y_n|y_F) \equiv y_n(x) y_F(x) + G(x) = 0, \\
A_n(x, y_n|y_F) \equiv y_n(x)^2 + y_F'(x) y_F(x) + 2L(x) = 0,
\end{array} \right. \] (6.39)

where
\[ G(x) = -x^{-1/2} V'_n(x) V_F(x) - x^{-1/2} h^{(0)}(x; 0), \]
\[ L(x) = -\frac{1}{2} V'_n(x)^2 - \frac{1}{2} x^{-1/2} V'_n(x) \tilde{V}_F(x; 0) - x^{-1} f^{(0)}(x; 0). \]

The equation (6.39) is a supersymmetric algebraic equation, which defines a supersymmetric algebraic curve. In matrix model interpretation this curve encodes equilibrium distribution of eigenvalues. We refer to this curve as the super-spectral curve.
6.4 Wave-function and deformed currents

The quantum curves that we are after are supposed to quantize the super-spectral curve \((6.39)\). They should take form of differential equations that annihilate the wave-function, which in the operator formalism we introduced in \((4.36)\). More explicitly, in the eigenvalue representation this wave-function takes form

\[
\hat{\chi}_\alpha(x, \sqrt{x}\eta) = \left\langle \left\langle e^{i\beta (\phi(x)+\sqrt{x}\psi(x)\eta)} \right\rangle \right\rangle,
\]

\[(6.40)\]

where \(\eta\) is a fermionic variable with \(\{\eta, \eta_a\} = \{\eta, \xi_\alpha\} = 0\), and \(\alpha\) is a bosonic parameter that we refer to as the momentum. Using expressions \((6.11)\) we can further write

\[
\hat{\chi}_\alpha(x, \sqrt{x}\eta) = e^{\frac{\sqrt{\beta}}{\hbar} V_\alpha(x)+\frac{\sqrt{\beta}}{\hbar} V_\eta(x)\eta} \langle \chi_\alpha^{ins}(x, \sqrt{x}\eta) \rangle \equiv e^{\frac{\sqrt{\beta}}{\hbar} V_\alpha(x)+\frac{\sqrt{\beta}}{\hbar} V_\eta(x)\eta} \chi_\alpha(x, \sqrt{x}\eta),
\]

\[(6.41)\]

where we have defined \(\chi_\alpha(x, \sqrt{x}\eta)\) as the unnormalized expectation value of the operator

\[
\chi_\alpha^{ins}(x, \sqrt{x}\eta) = e^{\frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N a (\log(x-z_a) - \frac{1}{2} \eta_a - \frac{z_a}{x-z_a} \eta_a)} = \left(1 + \frac{\sqrt{\beta}}{\hbar} \sqrt{\eta} \sum_{a=1}^N \left(\frac{1}{2} \eta_a + \frac{z_a \eta_a}{x-z_a}\right)\right)^N \prod_{a=1}^N (x - z_a)^{-\frac{\sqrt{\beta}}{\hbar}.}
\]

\[(6.42)\]

The wave-function can be decomposed into bosonic and fermionic components as

\[
\hat{\chi}_\alpha(x, \sqrt{x}\eta) = \hat{\chi}_{b\eta\alpha}(x) + \sqrt{x} \hat{\chi}_{e\rho\alpha}(x) \eta.
\]

\[(6.43)\]

By analogy with a derivation of loop equations for the partition function, in this section we derive loop equations for the wave-function \(\chi_\alpha(x, \sqrt{x}\eta)\). This analysis is equivalent to the operator formalism presented in section 4. To proceed we regard the wave-function as an eigenvalue model with deformed potentials

\[
\hat{V}_\alpha(y; x) = V_\alpha(y) + \alpha \log(x - y),
\]

\[
\hat{V}_\rho(y; x, \eta) = V_\rho(y) - \frac{\alpha \eta}{2} - \frac{\alpha \eta y}{x - y},
\]

\[(6.44)\]

which replace \(V_\alpha(y)\) and \(V_\rho(y)\) in the supercurrent \(S(y)\) and the energy-momentum tensor \(T(y)\). Note that the fermionic time \(\xi_0\) is also deformed as \(\xi_0 \to \tilde{\xi}_0 \equiv \xi_0 - \alpha \eta y/2\). From \((6.18)\) and \((6.19)\) we find the deformed super-current

\[
S(y; x, \eta) = S_+(y; x, \eta) + S_-(y; x, \eta),
\]

where

\[
\sqrt{y} S_+(y; x, \eta) = \frac{\alpha \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{z_a \eta_a}{(x-z_a)(y-z_a)} + \frac{Q \sqrt{\beta}}{2} \sum_{a=1}^N \frac{(y+z_a) \eta_a}{(y-z_a)^2} + \frac{\beta}{2} \sum_{a,b=1}^N \frac{(y+z_a) \eta_a}{(y-z_a)(y-z_b)} + \frac{\alpha \eta \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{z_a}{(x-z_a)(y-z_a)} + \frac{\alpha \eta \sqrt{\beta}}{2 \hbar} \sum_{a=1}^N \frac{1}{y-z_a} + \frac{Q}{\hbar^2} \left(\tilde{\xi}_0 + \sqrt{\beta} \hbar \sum_{a=1}^N \eta_a\right),
\]

\[(6.45)\]
and
\[
\sqrt{y}S_-(y; x, \eta) = \frac{2\Delta \varphi}{(y - x)^2} + \frac{1}{y - x} \left[ x\eta \left( \partial_x + \frac{\alpha}{\hbar^2} V'_{\eta}(y) \right) - \left( \partial_y - \frac{\alpha}{\hbar^2} V_\eta(y) \right) + \Delta \varphi \right] + \\
+ \frac{1}{\hbar^2} \left[ V'_{\eta}(y) \left( V_\eta(y) + \frac{\alpha\eta}{2} + \sqrt{\frac{\beta}{\hbar}} \sum_{a=1}^{N} \eta_a \right) + Q h V'_\eta(y) + \\
- \frac{Q h}{2y} \left( V_\eta(y) - \xi_0 \right) + h(y) \right].
\]
(6.46)

Here
\[
\Delta \varphi = \frac{\alpha}{2\hbar} \left( \frac{\alpha}{\hbar} - Q \right),
\]
and
\[
h(y) = - \sqrt{\beta h} \sum_{a=1}^{N} \left( \frac{V_\eta(y) - V_\eta(z_a)}{y - z_a} + \frac{y V'_\eta(y) - z_a V'_\eta(z_a)}{y - z_a} \right).
\]
(6.48)

As the operator acting on the partition function \( Z \) or the wave-function \( \chi_\alpha(x, \sqrt{x}\eta) \), \( h(y) \) is equivalently represented by the partial differential operator
\[
\hat{h}(y) = h^2 \sum_{n=0}^{\infty} \sum_{m=n+1}^{\infty} \left( \xi_m \partial_{t_{m-n-1}} + m t_m \partial_{t_{m-n-1}} \right),
\]
which we found independently in (4.38). In the large \( N \) limit (6.30), the expectation value of this operator reproduces \( h^{(0)}(y) \) in (6.36)
\[
\lim_{N \to \infty} \frac{1}{Z} \hat{h}(y) \| = \lim_{N \to \infty} \frac{1}{Z} \hat{h}(y) Z = h^{(0)}(y).
\]
(6.50)

By considering deformed potentials (6.44), instead of the loop equation (6.24) for the partition function \( Z \) we now obtain a loop equation for \( \chi_\alpha(x, \sqrt{x}\eta) \)
\[
\langle S_+(y; x, \eta) \chi_\alpha^{ins}(x, \sqrt{x}\eta) \rangle = - \frac{Q}{2 y^3/2} \left( \xi_0 - \frac{\alpha\eta}{2} - \frac{h^2}{2} \partial_{\xi_0} \right) \chi_\alpha(x, \sqrt{x}\eta).
\]
(6.51)

Similarly, from (6.20) and (6.21) we find the deformed energy-momentum tensor
\[
T(y; x, \eta) = T_+(y; x, \eta) + T_-(y; x, \eta),
\]
where
\[
y T_+(y; x, \eta) = \frac{\alpha \sqrt{\beta}}{h} \sum_{a=1}^{N} \frac{z_a}{(x - z_a)(y - z_a)} + \frac{Q \sqrt{\beta}}{2} \sum_{a=1}^{N} \frac{y}{(y - z_a)^2} + \frac{\beta}{2} \sum_{a,b=1}^{N} \frac{y}{(y - z_a)(y - z_b)} + \\
- \frac{\beta}{4} \sum_{a,b=1}^{N} \frac{z_a \eta_a \eta_b}{(y - z_a)^2} + \frac{\beta}{2} \sum_{a,b=1}^{N} \frac{z_a \eta_a \eta_b}{(y - z_a)(y - z_b)} + \frac{\alpha \eta \sqrt{\beta}}{h} \sum_{a=1}^{N} \frac{x z_a \eta_a}{(x - z_a)^2(y - z_a)} + \\
+ \frac{\alpha \eta \sqrt{\beta}}{2 h} \sum_{a=1}^{N} \frac{z_a \eta_a}{(x - z_a)(y - z_a)} + \frac{\alpha \eta \sqrt{\beta}}{4 h} \sum_{a=1}^{N} \frac{z_a \eta_a}{(y - z_a)^2} + \\
- \frac{\sqrt{\beta}}{2 h} \sum_{a=1}^{N} \frac{2 y V'_{\eta}(y) + y V'_\eta(y) \eta_a}{y - z_a} - \frac{\sqrt{\beta}}{2 h} \sum_{a=1}^{N} \frac{V'_\eta(y) z_a \eta_a}{(y - z_a)^2} - \frac{f(y)}{h^2} + \frac{1}{16 y}.
\]
(6.52)
and
\[ y T_-(y; x, \eta) = \frac{1}{2(y-x)^2} \left[ 2y \Delta \chi + xy \left( \partial_\eta \chi - \frac{\alpha y}{\hbar^2} V'_\eta(y) \right) \right] + \frac{1}{2} \left( \frac{\gamma y}{\hbar^2} V''_\eta(y) - \frac{\alpha \gamma y}{2\hbar^2} V'_\eta(y) \right) + \frac{1}{\hbar^2} \left[ \frac{y}{2} V''_\eta(y)^2 + \frac{1}{2} V'_\eta(y) \left( V'_\eta(y) - \frac{\gamma y}{2} + \sqrt{\beta} h \sum_{a=1}^{N} \eta_a \right) + \frac{1}{2} Q h y V''_\eta(y) + f(y) \right]. \]

Here
\[ f(y) = -\sqrt{\beta h} \sum_{a=1}^{N} \left( \frac{y V''_\eta(y) - z_a V'_\eta(z_a)}{y - z_a} + \left( \frac{y V'_\eta(y) - z_a V'_\eta(z_a)}{2(y - z_a)} \right) \eta_a + \frac{V''_\eta(x, z_a) z_a \eta_a}{2(y - z_a)^2} \right), \]

where \( V''_\eta(x, z_a) \) is defined in (6.22). We can also represent \( f(y) \) as a partial differential operator acting on the partition function \( Z \) or the wave-function \( \chi_\alpha(x, \sqrt{x} \eta) \)
\[ \hat{f}(y) = h^2 \sum_{m=0}^{\infty} \sum_{m-n+1}^{\infty} \left( m t_m \partial_{\xi_{m-n-1}} + \left( m - \frac{n+1}{2} \right) \xi_m \partial_{\xi_{m-n-1}} \right), \]

and in the large \( N \) limit (6.30) we reproduce \( f^{(0)}(y) \) in (6.37)
\[ \lim_{N \to \infty} \frac{1}{\hbar} \langle \hat{f}(y) \rangle = \lim_{N \to \infty} \frac{1}{\hbar} \hat{f}(y) Z = f^{(0)}(y). \]

Using the deformed potentials, instead of the loop equation (6.26) for the partition function \( Z \) we obtain now a loop equation for \( \chi_\alpha(x, \sqrt{x} \eta) \)
\[ \langle T_+(y; x, \eta) \chi_{\alpha \text{ins}}(x, \sqrt{x} \eta) \rangle = \frac{1}{16 y^2} \chi_\alpha(x, \sqrt{x} \eta). \]

### 6.5 Building blocks of super-quantum curves

We introduce now a representation of super-Virasoro operators \( G_{\frac{n+1}{2}} \) and \( L_n \), acting on the wave-function \( \chi_\alpha(x, \sqrt{x} \eta) \) by
\[ G_{\frac{n+1}{2}} \chi_\alpha(x, \sqrt{x} \eta) = \oint_{y=x} \frac{dy}{2\pi i} (y-x)^{n+1} S(y; x, \eta) \chi_\alpha(x, \sqrt{x} \eta) = \]
\[ = \oint_{y=x} \frac{dy}{2\pi i} (y-x)^{n+1} \left[ \frac{1}{2} \left( \Delta \chi + xy \left( \partial_\eta \chi - \frac{\alpha y}{\hbar^2} V'_\eta(y) \right) \right) + \frac{1}{2} \left( \frac{\gamma y}{\hbar^2} V''_\eta(y) - \frac{\alpha \gamma y}{2\hbar^2} V'_\eta(y) \right) + \frac{1}{\hbar^2} \left[ \frac{y}{2} V''_\eta(y)^2 + \frac{1}{2} V'_\eta(y) \left( V'_\eta(y) - \frac{\gamma y}{2} + \sqrt{\beta} h \sum_{a=1}^{N} \eta_a \right) + \frac{1}{2} Q h y V''_\eta(y) + f(y) \right] \right] \chi_\alpha(x, \sqrt{x} \eta), \]

\[ L_n \chi_\alpha(x, \sqrt{x} \eta) = \oint_{y=x} \frac{dy}{2\pi i} (y-x)^{n+1} T(y; x, \eta) \chi_\alpha(x, \sqrt{x} \eta) = \]
\[ = \oint_{y=x} \frac{dy}{2\pi i} (y-x)^{n+1} \left[ \frac{1}{2} \left( \Delta \chi + xy \left( \partial_\eta \chi - \frac{\alpha y}{\hbar^2} V'_\eta(y) \right) \right) + \frac{1}{2} \left( \frac{\gamma y}{\hbar^2} V''_\eta(y) - \frac{\alpha \gamma y}{2\hbar^2} V'_\eta(y) \right) + \frac{1}{\hbar^2} \left[ \frac{y}{2} V''_\eta(y)^2 + \frac{1}{2} V'_\eta(y) \left( V'_\eta(y) - \frac{\gamma y}{2} + \sqrt{\beta} h \sum_{a=1}^{N} \eta_a \right) + \frac{1}{2} Q h y V''_\eta(y) + f(y) \right] \right] \chi_\alpha(x, \sqrt{x} \eta), \]

\[ - 48 - \]
where we have used the loop equations (6.51) and (6.57). From (6.46) and (6.53) we obtain for example

\[
G_{-\frac{3}{2}} = \frac{x^{-3/2}}{4} \Delta \frac{n}{2} - \frac{x^{-3/2}}{2} \left( x \left( \frac{\alpha}{\hbar^2} V_n(x) + \frac{\alpha}{\hbar^2} V_r(x) \right) - \left( \frac{\partial^2}{\hbar^2} V_r(x) \right) \right) + \frac{x^{-1/2}}{\hbar^2} \left( V_n(x) \left( V_r(x) + \frac{\alpha}{2} \right) - \frac{\partial^2}{\hbar^2} V_r(x) + \frac{\alpha x V''(x)}{2} \right) - \frac{x^{-1}}{2} \left( \frac{\partial^2}{\hbar^2} V_r(x) - \frac{h^2}{2} \partial \phi_0 \right) + \left( Q \hbar + \alpha \right) V_n(x) + \frac{\alpha x V''(x)}{2} \right),
\]

(6.58)

and

\[
L_{-1} = \frac{x^{-2}}{2} \left( \frac{\partial^2}{\hbar^2} V_n(x) - \frac{\alpha}{\hbar^2} V_n(x) - \frac{x^{-1}}{2} \left( \frac{\partial^2}{\hbar^2} V_r(x) \right) \right) + \frac{\alpha n}{\hbar^2} \left( \frac{\partial^2}{\hbar^2} V_n(x) - \frac{\partial^2}{\hbar^2} V_r(x) \right) + \frac{1}{\hbar^2} \left( \frac{1}{2} V_n(x)^2 + \frac{1}{2} V_r(x)^2 - \frac{h^2}{2} \partial \phi_0 \right) + \frac{Q \hbar + \alpha}{\hbar^2} V_n(x) + \frac{3x}{4} \frac{\partial^2}{\hbar^2} V_n(x) + \frac{3 \alpha n}{4} \frac{\partial^2}{\hbar^2} V_n(x) + \frac{1}{16x^2}.
\]

(6.59)

For the wave-function \( \hat{\chi}_\alpha(x, \sqrt{x} \eta) \) with the prefactor in (6.41) we define super-Virasoro operators \( \hat{G}_{n+\frac{1}{2}} \) and \( \hat{L}_n \) analogously

\[
\hat{G}_{n+\frac{1}{2}} \hat{\chi}_\alpha(x, \sqrt{x} \eta) = \int_{y=x} \frac{dy}{2\pi i} y^{n+1} \left[ S_-(y; x, \eta) - \frac{Q \hbar^2}{2y} \left( \xi(x, \eta) - \frac{h^2}{2} \partial \phi_0 \right) \right] \hat{\chi}_\alpha(x, \sqrt{x} \eta),
\]

\[
\hat{L}_n \hat{\chi}_\alpha(x, \sqrt{x} \eta) = \int_{y=x} \frac{dy}{2\pi i} y^{n+1} \left[ T_-(y; x, \eta) + \frac{1}{16y^2} \right] \hat{\chi}_\alpha(x, \sqrt{x} \eta).
\]

(6.60)

For example, analogously to (6.58) and (6.59) we obtain

\[
\hat{G}_{-\frac{3}{2}} = \frac{x^{1/2}}{\eta} \partial_x - x^{-1/2} \partial \eta = \theta \partial_x - \partial \eta,
\]

\[
\hat{G}_{-\frac{1}{2}} = \frac{x^{-3/2}}{4} \Delta \frac{n}{2} - \frac{x^{-3/2}}{2} \eta \partial_x + \frac{x^{-1/2}}{2} \eta \partial \eta + \frac{x^{-1/2}}{\hbar^2} \left( V_n(x) - \frac{Q \hbar}{2x} \right) \left( V_r(x) - \frac{h^2}{2} \partial \phi_0 \right) + Q \hbar V_n'(x) + \hat{h}(x),
\]

(6.61)

and

\[
\hat{L}_{-1} = \frac{x^{-1}}{2} \partial_x - \frac{x^{-1/2}}{2} \partial \eta = \partial \eta,
\]

\[
\hat{L}_{-2} = -x^{-1} \partial_x + \frac{x^{-2}}{2} \partial \eta + \frac{1}{\hbar^2} \left( \frac{1}{2} V_n(x)^2 + \frac{1}{2} V_r(x)^2 - \frac{h^2}{2} \partial \phi_0 \right) + \frac{Q \hbar}{2} V_n''(x) + \frac{1}{16x^2},
\]

(6.62)

where in the second equalities of \( \hat{G}_{-\frac{3}{2}} \) and \( \hat{L}_{-1} \) we changed variables as in (6.4). Operators found above agree with those identified in section 4.3 in the operator formalism.
Furthermore, we can transform (6.61) and (6.62) into operators \( \hat{G}_{n+\frac{1}{2}} \) and \( \hat{L}_n \) acting on the bosonic and fermionic components of the wave-function (6.43),

\[
\hat{G}_{n+\frac{1}{2}} \hat{\chi}_{n,\alpha}(x) - \sqrt{x \eta} \hat{G}_{n+\frac{1}{2}} \hat{\chi}_{F,\alpha}(x) \equiv \hat{G}_{n+\frac{1}{2}} \hat{\chi}_\alpha(x, \sqrt{x \eta}),
\]

\[
\hat{L}_n \hat{\chi}_{B,\alpha}(x) + \sqrt{x \eta} \hat{L}_n \hat{\chi}_{F,\alpha}(x) \equiv \hat{L}_n \hat{\chi}_\alpha(x, \sqrt{x \eta}).
\]  

(6.63)

We find

\[
\hat{G}_{n+\frac{1}{2}} \hat{\chi}_B(x) = \hat{\chi}_{F,\alpha}(x), \quad \hat{G}_{n+\frac{1}{2}} \hat{\chi}_F(x) = \partial_x \hat{\chi}_{B,\alpha}(x),
\]

\[
\hat{G}_{n+\frac{1}{2}} \hat{\chi}_B(x) = -\frac{x^2}{2} \hat{\chi}_{F,\alpha}(x) + \hat{G} \hat{\chi}_{B,\alpha}(x),
\]

\[
\hat{G}_{n+\frac{1}{2}} \hat{\chi}_F(x) = \frac{x^2}{4} \alpha^2 \hat{\chi}_{B,\alpha}(x) + \frac{x^2}{2} \partial_x \hat{\chi}_{B,\alpha}(x) + \hat{G} \hat{\chi}_{F,\alpha}(x),
\]  

and

\[
\hat{L}_{n-1} \hat{\chi}_{B,\alpha}(x) = \partial_x \hat{\chi}_{B,\alpha}(x), \quad \hat{L}_{n-1} \hat{\chi}_{F,\alpha}(x) = \partial_x \hat{\chi}_{F,\alpha}(x),
\]

\[
\hat{L}_{n-2} \hat{\chi}_{B,\alpha}(x) = \left(-x^{-1} \partial_x + \hat{L} \right) \hat{\chi}_{B,\alpha}(x),
\]

\[
\hat{L}_{n-2} \hat{\chi}_{F,\alpha}(x) = \left(-x^{-1} \partial_x + \hat{L} \right) \hat{\chi}_{F,\alpha}(x),
\]  

(6.65)

where

\[
\hat{G} = \frac{x^{-1/2}}{\hbar^2} \left[ V_B'(x) - \frac{Q \hbar}{2x} \right] \left[ V_F(x) - \frac{h^2}{2} \partial_{\phi_0} \right] + \frac{Q \hbar V_F'(x) + \hat{\hbar}(x)}{x},
\]

\[
\hat{L} = \frac{1}{h^2} \left[ \frac{1}{2} V_B''(x)^2 + \frac{x^2}{2} V_F'(x) \left[ V_F(x) - \frac{h^2}{2} \partial_{\phi_0} \right] + \frac{Q \hbar V_B''(x) + x^{-1} f(x)}{16x^2} \right] + 1.
\]

6.6 Super-quantum curves at level 3/2

In order to identify super-quantum curves we consider the loop equation

\[
\langle \langle (c_1 \sqrt{x} S_+(x; \eta) + c_2 \eta x T_+(x; \eta)) \chi_{\alpha}^{\text{ins}}(x, \sqrt{x \eta}) \rangle \rangle = 0
\]

\[
= -\left( -\frac{c_1 Q}{2 h x} \left( \frac{\alpha}{2} - \frac{\alpha^2}{2} \partial_{\phi_0} \right) + c_2 \right) \chi_{\alpha}(x, \sqrt{x \eta}),
\]  

(6.66)

and analyze for which values of \( c_1 \) and \( c_2 \) it can be written as a differential equation. We find that it happens only for \( c_1 = -\alpha^2/\hbar^2 \) and \( c_2 = 2\alpha^2/\hbar^2 \), and only for special values of the momentum \( \alpha \)

\[
\alpha = 0, \quad \beta \frac{1}{\hbar}, \quad \text{or} \quad -\beta \frac{1}{\hbar}.
\]  

(6.67)

Indeed, for this choice of parameters, the loop equation (6.66) can be written as a differential equation

\[
\left( \partial_x \partial_\eta + \frac{\alpha}{\hbar^2} V_B'(x) \partial_\eta - \frac{\alpha^2}{2 \hbar^2} V_F(x) \partial_x - \frac{\alpha Q}{2 h x} (\partial_\eta - \frac{\alpha}{2} \partial_{\phi_0}) + \frac{2 \alpha^2}{\hbar^2} \hat{\hbar}(x) + \eta \right) \left( x \partial_x^2 + \frac{3 \alpha^2}{2 \hbar^2} \partial_\eta + \frac{\alpha}{\hbar^2} V_F'(x) \partial_\eta - \frac{\alpha}{\hbar^2} V_F'(x) (\partial_\eta - \frac{\alpha}{2} \partial_{\phi_0}) + 2 \alpha^2 \hat{f}(x) \right) \chi_{\alpha}(x, \sqrt{x \eta}) = 0.
\]  

(6.68)
Furthermore, using the relations in appendix A.3, we find that this equation, for the momenta (6.67), can be written in terms of operators (6.61) and (6.62) as follows

$$\left(-\partial_x\left(\frac{1}{\sqrt{x}}\partial_\eta\right) - \frac{\alpha^2}{\hbar^2}\hat{G}_{-\frac{1}{2}} - \sqrt{x}\eta\left(\partial_x^2 - \frac{2\alpha^2}{\hbar^2}\hat{L}_{-2}\right)\right)\hat{\chi}_a(x, \sqrt{x}\eta) = 0. \quad (6.69)$$

This is the super-quantum curve at level 3/2. As expected, by definitions (6.32), (6.38), (6.40), and relations (6.50) and (6.56), in the large $N$ limit (6.30) with $\beta = 1$ this equation reduces to the super-spectral curve $A_F(x, y_n|y_F) = \sqrt{x}\eta A_h(x, y_n|y_F)$ in (6.39). On the other hand, in terms of (6.64) and (6.65), this super-quantum curve can be rewritten in the form of equations for the bosonic component $\hat{\chi}_{b,a}(x)$ defined in (6.43)

$$\left(\hat{L}_{-1}\hat{G}_{-\frac{1}{2}} - \frac{\alpha^2}{\hbar^2}\hat{G}_{-\frac{1}{2}}\right)\hat{\chi}_{b,a}(x) = 0,$$

$$\left(\hat{L}_{-1}^2 - \frac{2\alpha^2}{\hbar^2}\hat{L}_{-2} + \frac{\alpha^2}{\hbar^2}\hat{G}_{-\frac{1}{2}}\hat{G}_{\frac{1}{2}}\right)\hat{\chi}_{b,a}(x) = 0. \quad (6.70)$$

These equations indeed take form of Neveu-Schwarz singular vectors at level 3/2, whose universal form we derived in (3.11). Quantum curves at higher levels can be found analogously. However, as follows from the operator formalism discussed in section 4, it is clear that higher level quantum curves will also take form of Neveu-Schwarz singular vectors, expressed in terms of super-Virasoro generators found above.

### 6.7 Multi-Penner Ramond-NS super-quantum curves

To provide an explicit example, we specialize now our general considerations to the case of a supersymmetric multi-Penner model. In the case of the Ramond-NS model it is natural to consider the multi-Penner potential of the form

$$V_t(x, \eta) = V_h(x) + V_f(x)\eta = \sum_{i=1}^{M} \alpha_i \log(x - x_i) - \frac{1}{2}(x + x_i)\eta_i + \xi_0\eta, \quad (6.71)$$

so that

$$V_h(x) = \sum_{i=1}^{M} \alpha_i \log(x - x_i), \quad V_f(x) = \xi_0 + \frac{1}{2} \sum_{i=1}^{M} \alpha_i \eta_i \frac{x + x_i}{x - x_i}. \quad (6.72)$$

The operators $\hat{h}(x)$ and $\hat{f}(x)$ introduced in (4.38) and (4.40), in the eigenvalue model can be represented via functions $h(x)$ and $f(x)$ given in (6.48) and (6.54). For the multi-Penner potential (6.71) these functions take form

$$h(x) = h\sqrt{\beta} \sum_{i=1}^{M} \sum_{a=1}^{N} \frac{\alpha_i x_i (\eta_a + \eta_i)}{(x - x_i)(z_a - x_i)},$$

$$f(x) = h\sqrt{\beta} \sum_{i=1}^{M} \sum_{a=1}^{N} \left(\frac{\alpha_i x_i}{(x - x_i)(z_a - x_i)} - \frac{\alpha_i x_i \eta_i z_a \eta_a}{(x - x_i)(z_a - x_i)^2} - \frac{\alpha_i x_i^2 \eta_i^2 \eta_a}{2(x - x_i)^2(z_a - x_i)}\right).$$
These functions can be represented by the action of operators expressed only in terms of parameters of the potential (i.e. $x_i$, $\eta_i$, and $\xi_0$), by taking advantage of the following identifications

$$\partial x_i = \frac{\sqrt{3}}{h} \sum_{i,a} \left( \frac{\alpha_i}{z_a - x_i} - \frac{\alpha_i \eta_i z_a \eta_a}{(z_a - x_i)^2} \right), \quad \partial \eta_j = -\frac{\sqrt{3}}{h} \sum_{i,a} \frac{\alpha_i \eta_a z_a + x_i}{2(z_a - x_i)}, \quad \partial \xi_0 = -\frac{\sqrt{3}}{h} \sum_a \eta_a,$$

so that we find

$$\hat{h}(x) = h^2 \sum_{i=1}^M \frac{1}{x - x_i} (x_i \eta_i \partial x_i - \partial \eta_i) + \frac{h^2}{2} V'_n(x) \partial \xi_0,$$

$$\hat{f}(x) = h^2 \sum_{i=1}^M \left( \frac{x_i}{x - x_i} \partial x_i + \frac{x_i \eta_i}{2(x - x_i)^2} \partial \eta_i \right) + \frac{h^2}{4} V'_n(x) \partial \xi_0.$$

(6.73)

These formulas can be equivalently expressed in terms of variables $x$ and $\theta$, through $\partial \eta \to \sqrt{x} \partial \theta$ and $\partial x \to \frac{\theta}{2 \pi} \partial \theta + \partial x$.

Using (6.73), we can now write the operators $\hat{G}_{-3/2}$ in (6.61) and $\hat{L}_{-2}$ in (6.62) as

$$\hat{G}_{-3/2} = \frac{\Delta \eta}{4 \pi^{3/2}} - \frac{\eta}{2 \pi^{1/2}} \partial x + \frac{1}{2 \pi} \partial \theta + \frac{1}{h^2 \pi^{1/2}} \left[ \left( V''_n(x) - \frac{Q h}{2x} \right) V'_n(x) + Q h V'_n(x) \right] + h^2 \sum_{i=1}^M \frac{1}{x - x_i} \left( x_i \eta_i \partial x_i - \partial \eta_i \right) + \frac{Q h^3}{4 x} \partial \xi_0,$$

$$\hat{L}_{-2} = \frac{\Delta \eta}{4 \pi^{3/2}} - \frac{\eta}{2 \pi^{1/2}} \partial x + \frac{1}{2 \pi} \partial \theta + \frac{1}{h^2 \pi^{1/2}} \left[ \frac{1}{2} V''_n(x)^2 + \frac{1}{2 x} V'_n(x) V'_n(x) + Q h V''_n(x) + \frac{1}{h^2} \sum_{i=1}^M \left( \frac{x_i}{x - x_i} \partial x_i + \frac{x_i \eta_i}{2(x - x_i)^2} \partial \eta_i \right) \right] + \frac{1}{16 \pi^2}.$$ 

(6.74)

It is also convenient to introduce the following normalization factor

$$C = \exp \left( -\frac{1}{2 h^2} \sum_{i \neq j} \alpha_i \alpha_j \log(x_i - x_j - \frac{1}{2}(x_i + x_j)) \eta_i \eta_j \right) + \frac{1}{h^2} \sum_i \alpha_i \eta_i \xi_0,$$ 

(6.75)

and to define a modified wave-function $\tilde{\chi}_\alpha = C^{-1} \tilde{\chi}_\alpha$, its bosonic and fermionic components $\tilde{\chi}_{b,\alpha}(x) = C^{-1} \tilde{\chi}_{b,\alpha}(x)$ and $\tilde{\chi}_{f,\alpha}(x) = C^{-1} \tilde{\chi}_{f,\alpha}(x)$, as well as the corresponding modified operators $\tilde{G}_{-r} = C^{-1} G_{-r} C$ and $\tilde{L}_{-n} = C^{-1} L_{-n} C$. For $r = 3/2$ and $n = 2$ these operators take form

$$\tilde{G}_{-3/2} = \frac{\Delta \eta}{4 \pi^{3/2}} - \frac{\eta}{2 \pi^{1/2}} \partial x + \frac{1}{2 \pi} \partial \theta + \frac{Q h}{4 \pi^{3/2}} \left( \partial \xi_0 - \frac{2}{h^2} \xi_0 \right) + \frac{1}{x^{1/2}} \sum_{i=1}^M \left( \frac{\Delta \eta}{x - x_i} \right)^2 + \frac{1}{x - x_i} \left( x_i \eta_i \partial x_i - \partial \eta_i \right),$$

$$\tilde{L}_{-2} = -\frac{1}{x} \partial x + \frac{\eta}{2 \pi^{1/2}} \partial \theta + \frac{1}{16 \pi^2} \sum_{i=1}^M \left( \frac{\Delta \eta}{x - x_i} \right)^2 + \frac{x_i}{x(x - x_i)} \partial x_i + \frac{x_i \eta_i}{2(x - x_i)^2} \partial \eta_i,$$

(6.76)
where \( \Delta_\alpha = \frac{2}{3}(\alpha - Q) \). Accordingly, for operators \( \tilde{G} \) and \( \tilde{L} \) in (6.64) and (6.65) we define \( \tilde{G} = C^{-1}\tilde{G}C \) and \( \tilde{L} = C^{-1}\tilde{L}C \), which take form

\[
\tilde{G} = \frac{1}{\gamma^{1/2}} \sum_{i=1}^{M} \left( \frac{\Delta_{\alpha_i}\eta_i(x + x_i)}{(x - x_i)^2} + \frac{1}{x - x_i}(x_i\eta_i\partial_{x_i} - \partial_{\eta_i}) \right) + \frac{Q\hbar}{4\gamma^{3/2}} \left( \partial_{\xi_0} - \frac{2}{\gamma^2}\xi_0 \right),
\]

\[
\tilde{L} = \sum_{i=1}^{M} \left( \frac{\Delta_{\alpha_i}}{(x - x_i)^2} + \frac{x_i}{x(x - x_i)}\partial_{x_i} + \frac{x_i\eta_i}{2x(x - x_i)^2}\partial_{\eta_i} \right) + \frac{1}{16\gamma^2}.
\]

Finally, by (6.70) we can write down Ramond-NS multi-Penner quantum curve equations at level 3/2 (for \( \alpha = \beta^{1/2}\hbar \) or \(-\beta^{-1/2}\hbar\)) in terms of the components \( \tilde{\chi}_{B,\alpha}(x) = C^{-1}\tilde{\chi}_{B,\alpha}(x) \) and \( \tilde{\chi}_{F,\alpha}(x) = C^{-1}\tilde{\chi}_{F,\alpha}(x) \),

\[
\partial_x\tilde{\chi}_{B,\alpha} + \frac{\alpha^2}{2\gamma^2}\tilde{\chi}_{B,\alpha} - \frac{\alpha^2}{\hbar^2}\tilde{G}_{B,\alpha} = 0,
\]

\[
\partial^2_x\tilde{\chi}_{B,\alpha} + \frac{3\alpha^2}{2\gamma^2}\partial_x\tilde{\chi}_{B,\alpha} - \frac{2\alpha^2}{\hbar^2}\tilde{L}_{B,\alpha} + \frac{\alpha^2}{4\gamma^2\hbar^2}\tilde{\chi}_{B,\alpha} + \frac{\alpha^2}{\hbar^2}\tilde{G}_{B,\alpha} = 0.
\]

In the particular case of \( M = 1 \), when certain condition on the parameters \( \alpha \) and \( \alpha_1 \) is satisfied, one can rewrite the operators (6.76) in the form which does not contain time derivatives. To this aim equations (4.33) for \( n = 0 \) are used. Those equations can be modified by taking account of the \( x \)-deformation of the potential (6.44), the prefactor appearing in (6.41) and \( C \), as well as excluding the right hand side of the equations (4.33) for \( n = 0 \) (which appears at both sides of those). In this manner we obtain following equations (for any value of \( M \)):

\[
\tilde{t}_0\tilde{\chi}_\alpha = 0, \quad \tilde{g}_0\tilde{\chi}_\alpha = 0,
\]

where

\[
\tilde{t}_0 = -x\partial_x - \sum_{i=1}^{M} x_i\partial_{x_i} - \Delta_\pi - \sum_{i=1}^{M} \Delta_{\alpha_i} - \Delta_{\alpha_\infty},
\]

\[
\tilde{g}_0 = \partial_\eta + \sum_{i=1}^{M} \partial_{\eta_i} - x\eta\partial_x - \sum_{i=1}^{M} x_i\eta_i\partial_{x_i} - \Delta_\eta \eta - \sum_{i=1}^{M} \Delta_{\alpha_i} \eta_i - \frac{\alpha_\infty}{2\gamma^2} \left( \tilde{\alpha} - \hbar\sqrt{\beta} \sum_a \eta_a \right),
\]

and we used additional notation \( \alpha_\infty = \sqrt{\beta}hN + Q\hbar - \alpha - \sum_{i=1}^{M} \alpha_i \) and \( \tilde{\alpha} = \alpha_\eta + \sum_{i=1}^{M} \alpha_i \eta_i \). Imposing the constraint \( \alpha_\infty = 0 \) and \( M = 1 \), the modification of operators (6.76), when acting on the wave function \( \tilde{\chi}_\alpha \), takes form:

\[
x^{3/2}\tilde{G}_{\pi \pi \pi} = -\frac{3x + x_1}{4(x - x_1)}\Delta_\pi \eta + \frac{2x_1}{(x - x_1)^2}\Delta_{\alpha_1} \eta_1 + \frac{3x - x_1}{2(x - x_1)}(\partial_\eta - x\eta\partial_x) + \frac{Q}{2\gamma}\left( \frac{\hbar^2}{2}\partial_{\xi_0} - \xi_0 \right),
\]

\[
x^2\tilde{L}_{\pi \pi} = \left( \frac{x_1\eta_1}{2(x - x_1)^2} - \frac{2x - x_1}{x - x_1} \right)\partial_x + \left( \frac{x_1\eta_1}{2(x - x_1)^2} - \frac{x}{x - x_1} \right)\Delta_{\alpha_1} + \frac{1}{16} ,
\]
We can expand the wave function with respect to the $\xi_0$ as $\tilde{\chi}_\alpha = \tilde{\chi}_{\alpha,+} + \tilde{\chi}_{\alpha,-}\xi_0$. Then, these operators, when acting on components $\tilde{\chi}_{\alpha,+}$ and $\tilde{\chi}_{\alpha,-}$, give rise to the level $3/2$ quantum curves without time derivatives, constructed via (6.70) — one should only be careful to commute first the operator $\hat{G}_{-3/2}$ to the right of $\hat{G}_{-1/2}$, so that it only acts directly on the wave function.

7 Ramond-R super-eigenvalue model and super-quantum curves

In this section we reconsider the Ramond-R sector and derive super-quantum curves using the formalism of eigenvalue models. Similarly as in section 5, for brevity we consider a particular case of supersymmetric Penner potential. As the starting point we consider the super-eigenvalue model found in (5.15). We stress that the form of this eigenvalue model is not obvious to postulate a priori — so the first advantage of the CFT approach is that this model can be identified at all. In this section we find corresponding quantum curves using eigenvalue model techniques. We confirm that they have the structure of Ramond singular vectors and show that they agree with relevant supersymmetric BPZ equations in the Ramond sector.

The Ramond-R wave-function for the one-Penner potential identified in (5.21) can be written in the form of eigenvalue integral as follows

$$\chi^R_\alpha(x,\xi) = \int d^N z \, d^N \theta \, \Delta_{R,x}(z,\theta) e^{-\frac{1}{2N} \sum_{a=1}^N V_{R,x,\xi}(z_a,\theta_a)},$$

(7.1)

where

$$\Delta_{R,x}(z,\theta) = \prod_{1 \leq a < b \leq N} \left( z_a - z_b - \left( \frac{z_a(x - z_b)}{z_b(x - z_a)} + \frac{z_b(x - z_a)}{z_a(x - z_b)} \right) \frac{\theta_a \theta_b}{2} \right),$$

(7.2)

and

$$V_{R,x,\xi}(z,\theta) = V_{n,x}(z) + V_{f,x,\xi}(z)\theta,$$

$$V_{n,x}(z) = \alpha \log(x - z) + \gamma \log(z - w),$$

$$V_{f,x,\xi}(z) = \frac{\gamma \eta}{2(z - w)} \left( \frac{w(x - z)}{z(x - w)} + \frac{z(x - w)}{w(x - z)} + \frac{\sqrt{x \xi}}{\sqrt{z(x - z)}} \right).$$

(7.3)

By reference to (5.25) we consider the following shift invariance with a fermionic constant $\delta$ of the wave-function (7.1) as

$$z_a \rightarrow z_a + \frac{\theta_a \delta \sqrt{z_a(x - z_a)}}{y - z_a}, \quad \theta_a \rightarrow \theta_a + \frac{\delta \sqrt{z_a(x - z_a)}}{y - z_a},$$

(7.4)

and obtain a loop equation

$$0 = \int d^N z \, d^N \theta \sum_{a=1}^N (\partial_{z_a} - \partial_{\theta_a}) \left( \frac{\sqrt{z_a(x - z_a)}}{y - z_a} \Delta_{R,x}(z,\theta) e^{-\frac{1}{2N} \sum_{a=1}^N V_{R,x,\xi}(z_a,\theta_a)} \right).$$

(7.5)
Using the notation

$$\langle \mathcal{O}_\xi \rangle = \int d^Nz d^N\theta \, \mathcal{O} \Delta_R(z, \theta)^{\beta} e^{-\frac{\beta}{\hbar^2} \sum_{a=1}^N \mathcal{V}_{R,z}(z_a, \theta_a)}$$ \hspace{1cm} (7.6)

for an operator \( \mathcal{O} \), the loop equation (7.5) at \( y = x \) can be written as

$$\langle \mathcal{S}_+(x) \rangle_{\xi} = 0,$$ \hspace{1cm} (7.7)

where

$$\mathcal{S}_+(x) = \left( \frac{1 - \beta}{2} + \frac{\alpha \sqrt{\beta}}{\hbar} \right) \sum_{a=1}^N \frac{x \theta_a}{\sqrt{\mathcal{S}_a(x-z_a) \beta/2}} + \frac{\gamma \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{w \theta_a}{(w-z_a) \sqrt{\mathcal{S}_a(x-z_a)}} +$$

$$+ \frac{\beta}{2} \sum_{a=1}^N \frac{x f(x, \mathbf{z}, \mathbf{\theta})}{x-z_a} - \frac{(\alpha + \gamma) \sqrt{\beta}}{\hbar} f(x, \mathbf{z}, \mathbf{\theta}) +$$

$$+ \frac{\gamma \sqrt{\beta \eta}}{2 \hbar} \left( \sqrt{\frac{w}{x-w}} \sum_{a=1}^N \frac{1}{w-z_a} + \sqrt{\frac{x-w}{w}} \sum_{a=1}^N \frac{z_a}{(w-z_a)(x-z_a)} \right).$$ \hspace{1cm} (7.8)

Here we introduced

$$f(x, \mathbf{z}, \mathbf{\theta}) = \sum_{a=1}^N \frac{\theta_a}{\sqrt{\mathcal{S}_a(x-z_a)}},$$ \hspace{1cm} (7.9)

and note that \( f(x, \mathbf{z}, \mathbf{\theta})^2 = 0 \). The loop equation (7.7) is equivalent to

$$\langle \mathcal{S}_{1,+}(x) \rangle_{\xi=0} = \langle \mathcal{S}_{2,+}(x) \rangle_{\xi=0} = 0,$$ \hspace{1cm} (7.10)

where

$$\mathcal{S}_{1,+}(x) = \left( \frac{1 - \beta}{2} + \frac{\alpha \sqrt{\beta}}{\hbar} \right) \sum_{a=1}^N \frac{x \theta_a}{\sqrt{\mathcal{S}_a(x-z_a) \beta/2}} + \frac{\gamma \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{w \theta_a}{(w-z_a) \sqrt{\mathcal{S}_a(x-z_a)}} +$$

$$+ \frac{\beta}{2} \sum_{a=1}^N \frac{x f(x, \mathbf{z}, \mathbf{\theta})}{x-z_a} - \frac{(\alpha + \gamma) \sqrt{\beta}}{\hbar} f(x, \mathbf{z}, \mathbf{\theta}) +$$

$$+ \frac{\gamma \sqrt{\beta \eta}}{2 \hbar} \left( \sqrt{\frac{w}{x-w}} \sum_{a=1}^N \frac{1}{w-z_a} + \sqrt{\frac{x-w}{w}} \sum_{a=1}^N \frac{z_a}{(w-z_a)(x-z_a)} \right),$$ \hspace{1cm} (7.11)

and

$$\mathcal{S}_{2,+}(x) = \left( \frac{1 - \beta}{2} + \frac{\alpha \sqrt{\beta}}{\hbar} \right) \sum_{a=1}^N \frac{x \theta_a f(x, \mathbf{z}, \mathbf{\theta})}{\sqrt{\mathcal{S}_a(x-z_a) \beta/2}} + \frac{\gamma \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{w \theta_a f(x, \mathbf{z}, \mathbf{\theta})}{(w-z_a) \sqrt{\mathcal{S}_a(x-z_a)}} +$$

$$- \sum_{a=1}^N \frac{1}{x-z_a} + \frac{\gamma \sqrt{\beta \eta}}{2 \hbar} \left( \sqrt{\frac{w}{x-w}} \sum_{a=1}^N \frac{f(x, \mathbf{z}, \mathbf{\theta})}{w-z_a} + \sqrt{\frac{x-w}{w}} \sum_{a=1}^N \frac{z_a f(x, \mathbf{z}, \mathbf{\theta})}{(w-z_a)(x-z_a)} \right).$$ \hspace{1cm} (7.12)
We now find differential equations for the wave-functions

$$\chi^R_{+,\alpha}(x) = \chi^R_\alpha(x,0), \quad \chi^R_{-,\alpha}(x) = -\hbar \partial_\xi \chi^R_\alpha(x,\xi),$$  \hfill (7.13)

from the analysis of the loop equations (7.10). Consider first the following combinations of these equations

$$\langle c_1 S_{2,+}(x) + c_2 \eta S_{1,+}(x) \rangle_{\xi=0} = \langle c_3 S_{1,+}(x) + c_4 \eta S_{2,+}(x) \rangle_{\xi=0} = 0.$$  \hfill (7.14)

Here $c_i$ for $i = 1, \ldots, 4$ are functions of $x$ and $w$ which are determined by comparing these equations with differential equations

$$\begin{align*}
\partial_x \chi^R_{+,\alpha}(x) + A_1 \partial_{\eta_1} \chi^R_{-,\alpha}(x) + A_2 \eta \partial_\eta \chi^R_{+,\alpha}(x) + A_3 \eta \partial_w \chi^R_{-,\alpha}(x) + A_4 \eta \chi^R_{-,\alpha}(x) &= 0, \\
\partial_x \chi^R_{-,\alpha}(x) + B_1 \partial_{\eta_1} \chi^R_{+,\alpha}(x) + B_2 \eta \partial_\eta \chi^R_{-,\alpha}(x) + B_3 \eta \partial_w \chi^R_{+,\alpha}(x) + B_4 \chi^R_{+,\alpha}(x) &= 0,
\end{align*}$$  \hfill (7.15)

where $A_i$ and $B_i$ for $i = 1, \ldots, 4$ are functions of $x$ and $w$. In the computation we use the following relations

$$\begin{align*}
\partial_x \chi^R_{+,\alpha}(x) &= \left\langle \frac{\beta^2}{4} \sum_{a=1}^N \frac{x \theta_a f(x, z, \theta)}{\sqrt{z_a (x - z_a)^{5/2}}} - \frac{\alpha \sqrt{\beta}}{\hbar} \sum_{a=1}^N \frac{1}{x - z_a} + \frac{\gamma \sqrt{\beta} x \eta}{4 \hbar \sqrt{w(x - w)}} \sum_{a=1}^N \frac{\theta_a}{\sqrt{z_a (x - z_a)^{3/2}}} - \frac{\gamma \sqrt{\beta} x \eta f(x, z, \theta)}{4 \hbar \sqrt{w(x - w)^{5/2}}} \right\rangle_{\xi=0}, \\
\partial_x \chi^R_{-,\alpha}(x) &= \left\langle -\frac{\alpha \beta}{\hbar} \sum_{a=1}^N \frac{\sqrt{x} f(x, z, \theta)}{x - z_a} - \frac{\sqrt{\beta}}{2} \sum_{a=1}^N \frac{\sqrt{z_a} \theta_a}{z_a (x - z_a)^{3/2}} + \frac{\beta f(x, z, \theta)}{2 \sqrt{x}} + \frac{\beta x^{3/2} \eta}{4 \hbar \sqrt{w(x - w)}} \sum_{a=1}^N \frac{\theta_a f(x, z, \theta)}{\sqrt{z_a (x - z_a)^{3/2}}} \right\rangle_{\xi=0}, \\
\partial_{\eta} \chi^R_{+,\alpha}(x) &= \left\langle \frac{-\gamma \beta}{2 \hbar} \left( \sum_{a=1}^N \frac{2 \sqrt{w(x - w)} \theta_a}{(w - z_a) \sqrt{z_a (x - z_a)}} + \left( \frac{\sqrt{w}}{x - w} - \sqrt{\frac{x - w}{w}} \right) f(x, z, \theta) \right) \right\rangle_{\xi=0}, \\
\partial_{\eta} \chi^R_{-,\alpha}(x) &= \left\langle \frac{\gamma \beta}{\hbar} \sum_{a=1}^N \frac{\sqrt{x w(x - w)} \theta_a f(x, z, \theta)}{(w - z_a) \sqrt{z_a (x - z_a)}} \right\rangle_{\xi=0},
\end{align*}$$  \hfill (7.16)

and

$$\begin{align*}
\eta \partial_w \chi^R_{+,\alpha}(x) &= \left\langle -\frac{\gamma \beta \eta}{\hbar} \sum_{a=1}^N \frac{1}{w - z_a} \right\rangle_{\xi=0}, \\
\eta \partial_w \chi^R_{-,\alpha}(x) &= \left\langle -\frac{\gamma \beta \eta}{\hbar} \sum_{a=1}^N \frac{\sqrt{x} f(x, z, \theta)}{w - z_a} \right\rangle_{\xi=0}.
\end{align*}$$  \hfill (7.17)

Then we find that $c_i$ for $i = 1, 2, 3, 4$ are determined as

$$\begin{align*}
c_1 &= \frac{\alpha \sqrt{\beta}}{\hbar}, & c_2 &= \frac{\alpha \gamma}{\hbar^2 \sqrt{w(x - w)}}, & c_3 &= -\frac{2 \alpha}{\hbar \sqrt{x}}, & c_4 &= \frac{\alpha \gamma \sqrt{\beta}}{\hbar^2} \sqrt{\frac{x}{w(x - w)}},
\end{align*}$$  \hfill (7.18)
and only for

\[ \alpha = \frac{\beta\frac{1}{2} \hbar}{2} \quad \text{or} \quad -\frac{\beta\frac{1}{2} \hbar}{2}, \]

the loop equations (7.14) are rewritten as the differential equations (7.15) with

\[
A_1 = \frac{\alpha}{\hbar} \sqrt{\frac{w}{x(x-w)}}, \quad A_2 = \frac{\alpha\gamma}{\hbar^2 (x-w)}, \quad A_3 = -\frac{\alpha}{\hbar} \sqrt{\frac{w}{x(x-w)}}, \quad A_4 = -\frac{\alpha}{\hbar} \sqrt{\frac{w}{x(x-w)}} \left( \frac{x\Delta_x}{w(x-w)} - \frac{\alpha\gamma}{\hbar^2 (x-w)} \right),
\]

and

\[
B_1 = -\frac{2\alpha}{\hbar} \sqrt{\frac{w}{x(x-w)}}, \quad B_2 = \frac{\alpha\gamma}{\hbar^2 (x-w)}, \quad B_3 = \frac{2\alpha}{\hbar} \sqrt{\frac{w}{x(x-w)}}, \quad B_4 = \frac{2\alpha \Delta_x}{\gamma x} + \frac{\alpha\gamma w}{\hbar^2 x(x-w)},
\]

where \( \Delta_x = \frac{\gamma}{2} (\gamma - Q) \) and \( Q = \beta^{-1/2} - \beta^{1/2} \).

We can rewrite the above differential equations as differential equations for

\[
\chi^+_{x,\alpha}(x) = (x-w)^{\frac{\gamma}{2^2}} \chi^+_{x,\alpha}(x), \quad \chi^-_{x,\alpha}(x) = \frac{1}{s\sqrt{2}} \left( (x-w)^{\frac{\alpha\gamma}{\hbar^2}} \chi^-_{x,\alpha}(x) - \frac{\gamma \eta}{\hbar} \frac{\sqrt{x}}{\sqrt{w(x-w)}} \chi^+_{x,\alpha}(x) \right),
\]

where \( s \) is a constant. Then we find differential equations

\[
\partial_x \chi^+_{x,\alpha}(x) = \frac{s\alpha}{\hbar} \sqrt{\frac{2w}{x(x-w)}} \left( \eta \partial_w - \partial_\eta + \frac{\Delta_x \eta}{w(x-w)} \right) \chi^+_{x,\alpha}(x),
\]

\[
\left( \partial_x - \frac{\alpha Q}{\hbar x} \right) \chi^-_{x,\alpha}(x) = -\frac{\alpha}{sh} \sqrt{\frac{2w}{x(x-w)}} \left( \eta \partial_w - \partial_\eta + \frac{\Delta_x \eta}{w(x-w)} \right) \chi^+_{x,\alpha}(x),
\]

which hold for special values of \( \alpha \) in (7.19). These are one-Penner Ramond-R quantum curves at level 1 we wished to find. As expected, by multiplying the factor \( x^{-1/8} \) by \( \tilde{\chi}^+_{x,\alpha}(x) \), and taking \( s = -e^{\frac{i\pi}{4}} \) as in (5.19), they reproduce differential equations (5.31) found using CFT techniques, and in fact take form of Ramond versions of BPZ equations [41].

In (7.5) we considered the fermionic type loop equation which is generated by the superconformal current. We can also consider the bosonic type loop equation

\[
0 = \int d^N z d^N \theta \sum_{a=1}^{N} \left( \partial_{z_a} - \frac{1}{2} \partial_{\theta_a} \frac{\theta_a}{y - z_a} \right) \left( \frac{1}{y - z_a} \Delta_{R,x}(z, \theta)^{\beta e^{-\frac{x}{\hbar^2}} \sum_{a=1}^{N} v_{R,x,\xi}(z_a, \beta_a)} \right),
\]

which is obtained by an infinitesimal shift as

\[
z_a \rightarrow z_a + \frac{\epsilon}{y - z_a}, \quad \theta_a \rightarrow \theta_a + \frac{\theta_a \epsilon}{2(y - z_a)^2},
\]
and this shift is generated by the energy-momentum tensor. The loop equation (7.24) can be written as

\[ \langle T_+(y) \rangle_\xi = 0, \]  

(7.26)

where

\[
T_+(y) = \frac{1 - \beta}{2} \sum_{a=1}^N \frac{1}{(y - z_a)^2} + \frac{\beta}{2} \sum_{a,b=1}^N \frac{1}{(y - z_a)(y - z_b)} + \\
- \beta \sum_{a,b=1}^N \frac{\theta_a \theta_b (z_a - z_b)}{z_a^{3/2} (x - z_a)^{3/2} (y - z_a)} + \\
- \frac{\beta}{8} \sum_{a,b=1}^N \frac{\theta_a \theta_b (z_a - z_b)}{(y - z_a)^2 (y - z_b)^2} + \sqrt{\frac{\beta}{2}} \sum_{a=1}^N \left[ \frac{\alpha}{(x - z_a)(y - z_a)} + \frac{\gamma}{(w - z_a)(y - z_a)} - \frac{\eta^2 \theta_a}{4 \sqrt{w(x - w)z_a^3/2}} \right] + \\
+ \frac{\gamma \eta \theta_a}{2} \left( \frac{1}{(w - z_a)^2 (y - z_a)} + \frac{1}{2(w - z_a)(y - z_a)^2} \right) + \frac{(x - 2z_a)\sqrt{x \xi \theta_a}}{2z_a^{3/2} (x - z_a)^{3/2} (y - z_a)} - \frac{\sqrt{x \xi \theta_a}}{2 \sqrt{z_a(x - z_a)(y - z_a)^2}}. 
\]

(7.27)

By expanding the loop equation (7.26) around \( y = \infty \) we get Virasoro constraints for the wave-function (7.1). Especially, by taking the expansion coefficient of \( y^{-2} \) (subleading order) we get

\[
0 = \left\langle \frac{(1 - \beta)N + \beta N^2}{2} - \frac{\sqrt{\beta}(\alpha + \gamma)N}{h} + \frac{\beta \alpha x}{h} \sum_{a=1}^N \frac{1}{x - z_a} - \frac{\beta x^2}{4} \sum_{a=1}^N \frac{\theta_a f(x, z, \theta)}{\sqrt{z_a(x - z_a)^{3/2}}} + \\
- \frac{\sqrt{\beta} \gamma x^2 \eta}{4N \sqrt{w(x - w)}} \sum_{a=1}^N \frac{\theta_a}{\sqrt{z_a(x - z_a)^{3/2}}} + \frac{\sqrt{\beta} \xi x}{2h} \sum_{a=1}^N \frac{\theta_a}{(x - z_a)^{3/2}} + \\
+ \frac{\sqrt{\beta} \gamma w}{h} \sum_{a=1}^N \frac{1}{w - z_a} + \frac{\sqrt{\beta} \gamma w \eta}{2h} \sum_{a=1}^N \frac{\theta_a}{(w - z_a)^2} \left( \frac{w(x - z_a)}{z_a(x - w)} + \frac{z_a(x - w)}{w(x - z_a)} \right) + \\
- \frac{\sqrt{\beta} \gamma \eta}{4h} \sum_{a=1}^N \frac{\theta_a}{w - z_a} \left( \frac{w(x - z_a)}{z_a(x - w)} + \frac{z_a(x - w)}{w(x - z_a)} \right) \right\rangle. 
\]

(7.28)

We find that this equation can be written as a differential equation for the wave-function (7.1):

\[
(x \partial_x + w \partial_w + \frac{1}{2} \eta \partial_\eta) \chi_n(x, \xi) = \left( \Delta_{\alpha_0} - \Delta_x - \Delta_z - \frac{\alpha \gamma}{\hbar^2} \right) \chi_n(x, \xi), 
\]

(7.29)

where \( \alpha_0 \) is given in (5.13):

\[
\frac{\alpha_0}{\hbar} = -\frac{\alpha + \gamma}{\hbar} + N \sqrt{\beta} + \beta^{-\frac{1}{2}} - \beta^{\frac{1}{2}}. 
\]

(7.30)
We then obtain the following differential equation for the wave-function (7.22):

\[
\left( x \partial_x + w \partial_w + \frac{1}{2} \eta \partial_{\eta} \right) \tilde{\chi}_{\pm, \alpha}^R(x) = \left( \Delta_{\alpha \frac{2\eta}{\pi}} - \Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{\pi}{x}} \right) \tilde{\chi}_{\pm, \alpha}^R(x). \tag{7.31}
\]

By including the factor \( x^{-1/8} \) we see that this equation agrees with the equation (5.32) obtained by the scaling covariance.

As discussed in section 5.3, let us apply the constraint equation (7.31) to the equations in (7.23). Then by defining

\[
\tilde{\chi}_{\pm, \alpha}^R(x) = \tilde{f}_{\pm, \alpha}^R(x) \mp \eta \tilde{g}_{\pm, \alpha}^R(x), \quad \tilde{g}_{\pm, \alpha}^R(x) = \pm \partial_{\eta} \tilde{\chi}_{\pm, \alpha}^R(x), \tag{7.32}
\]

as in (5.33), we obtain two pairs of coupled ordinary differential equations (5.34) and (5.35):

\[
\begin{align*}
\partial_x \tilde{f}_{+ \alpha}^R(x) &= -s_{\alpha} \sqrt{\frac{2w}{x(x-w)}} \tilde{g}_{-\alpha}^R(x), \\
\left( \partial_x - \frac{\alpha Q}{h} \right) \tilde{g}_{-\alpha}^R(x) &= -\frac{\alpha}{sh} \sqrt{\frac{2w}{x(x-w)}} \left( \frac{\Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{\pi}{x}}}{w} \right) \tilde{f}_{-\alpha}^R(x), \\
\left( \partial_x - \frac{\alpha Q}{h} \right) \tilde{f}_{- \alpha}^R(x) &= -\frac{\alpha}{sh} \sqrt{\frac{2w}{x(x-w)}} \tilde{g}_{+\alpha}^R(x), \\
\partial_x \tilde{g}_{+\alpha}^R(x) &= -s_{\alpha} \sqrt{\frac{2w}{x(x-w)}} \left( \frac{\Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{\pi}{x}}}{w} \right) \tilde{f}_{-\alpha}^R(x),
\end{align*}
\]

(7.33)

for \( \frac{3^{1/2}h}{2} \) or \( -\frac{3^{-1/2}h}{2} \). Then we find that the wave-functions \( \tilde{f}_{\pm, \alpha}^R(x) \) obey the following hypergeometric differential equations:

\[
\begin{align*}
\left[ \partial_x^2 + \left( \frac{2\alpha^2}{h^2x} + \frac{\alpha Q}{h(x-w)} \right) \partial_x - \frac{2\alpha^2}{h^2} \left( \frac{\Delta_{\frac{\pi}{x}}}{(x-w)^2} + \frac{\Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{\pi}{x}}}{x(x-w)} \right) \right] \tilde{f}_{+\alpha}^R(x) &= 0, \\
\left[ \partial_x^2 + \left( \frac{2\alpha^2}{h^2x} + \frac{\alpha Q}{h(x-w)} \right) \partial_x + \frac{\alpha Q}{h’x^2} - \frac{2\alpha^2}{h^2} \left( \frac{\Delta_{\frac{\pi}{x}}}{(x-w)^2} + \frac{\Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{2\eta}{\pi}} - \Delta_{\frac{\pi}{x}}}{x(x-w)} \right) \right] \tilde{f}_{-\alpha}^R(x) &= 0.
\end{align*}
\]

(7.34)

Assuming that the WKB expansion of \( \tilde{f}_{\pm, \alpha}^R(x) \) for \( \frac{3^{1/2}h}{2} \) or \( -\frac{3^{-1/2}h}{2} \) around \( h = 0 \) takes form

\[
\tilde{f}_{\pm, \alpha}^R(x) \sim C \exp \left\{ \frac{1}{2h} \int y_{\pm}(x’) dx’ + O(h^0) \right\},
\]

(7.35)

where \( C \) is an \( x \)-independent factor, we obtain a “spectral curve”

\[
\Sigma = \left\{ (x, y_{\pm}) \in \mathbb{C}^2 : A(x, y_{\pm}) = 0 \right\},
\]

(7.36)

for the one-Penner Ramond-R wave-function (7.1) at \( \eta = 0 \), where

\[
A(x, y) = y^2 - \left( \frac{\gamma^2}{(x-w)^2} + \frac{\alpha_0^2 - \gamma^2}{x(x-w)} \right).
\]

(7.37)

We see that this spectral curve is the same as the spectral curve for the hermitian eigenvalue model (2.1) with the one-Penner potential \( V(x) = \gamma \log(x-w) \).
A Proofs and computations

A.1 Computations in the Ramond-NS sector: the supercurrent $S(y)$

In this appendix we compute, in the operator formalism, the expectation value (4.37) of the supercurrent $S(y)$ in the Ramond-NS sector. First, for the supercurrent $S_+(y)$ defined in (4.11), by (4.6), (4.16) and (4.17) we get

$$\left\langle V_{N\sqrt{\beta} - \frac{\omega}{N}}^+ x, \theta \right| \sqrt{\beta} S_+(y) \Phi^\pi(x, \theta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \left| 0, + \right\rangle =$$

$$= (\frac{\sqrt{x}}{y - x} (\theta \partial_x - \partial_0) + \frac{\Delta z \theta(y + x)}{\sqrt{x}(y - x)^2}) \left\langle V_{N\sqrt{\beta} - \frac{\omega}{N}}^+ x, \theta \right| \Phi^\pi(x, \theta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \left| 0, + \right\rangle +$$

$$+ \sum_{a=1}^N (\theta_0 - \partial_0) \left( \frac{\sqrt{z_a}}{y - z_a} \left\langle V_{N\sqrt{\beta} - \frac{\omega}{N}}^+ x, \theta \right| \Phi^\pi(x, \theta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \left| 0, + \right\rangle \right) +$$

$$+ \frac{1}{y^2} \left\langle V_{N\sqrt{\beta} - \frac{\omega}{N}}^+ x, \theta \right| \Phi^\pi(x, \theta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \Phi_0 \left| 0, + \right\rangle. \quad (A.1)$$

In the next step we compute the expectation value of $S_-(y)$. Using the notation (4.13) we introduce

$$| x, \theta, z, \theta \rangle = \Phi_\leq^\pi(x, \theta) \prod_{a=1}^N \Phi_\leq^{-\sqrt{\beta}}(z_a, \theta_a) \left| 0, + \right\rangle. \quad (A.2)$$

Then it follows that

$$\Phi^\pi(x, \theta) \prod_{a=1}^N \Phi^{-\sqrt{\beta}}(z_a, \theta_a) \left| 0, \pm \right\rangle =$$

$$= \prod_{a=1}^N \left( x - z_a - \theta_0 \sqrt{\frac{z_a}{x}} \right)^{-\frac{\alpha_0}{\beta} N} \prod_{1 \leq a < b \leq N} \left( z_a - z_b - \theta_0 \theta_b \sqrt{\frac{z_b}{z_a}} \right)^{\beta} \left| x, \theta, z, \theta \right\rangle. \quad (A.3)$$

For $m < 0$ we have

$$\{ G_m, \psi_<(x) \} = \sum_{n=1}^{\infty} x^{n-\frac{1}{2}} a_{m-n}, \quad [ G_m, \phi_<(x) \} = \sum_{n=0}^{\infty} x^n \psi_{m-n}, \quad (A.4)$$

and consequently

$$\sqrt{y} \left\{ S_-(y), \psi_<(x) \right\} = \sum_{m=1}^{\infty} y^{m-1} \{ G_{-m}, \psi_<(z) \} = \sum_{m=0}^{\infty} y^m x^{n+\frac{1}{2}} a_{m-n-2}$$

$$= \sqrt{x} \frac{\partial \phi_<(y) - \partial \phi_<(x)}{y - x},$$

$$\sqrt{y} \left[ S_-(y), \phi_<(x) \right] = \sum_{m,n=0}^{\infty} y^m x^n \psi_{m-n-1} = \sqrt{y} \psi_<(y) - \sqrt{x} \psi_<(x),$$
so that
\[
\sqrt{y} \left[ S_-(y), \Phi_\leq^2(x, \theta) \right] = \frac{\alpha}{\hbar} \left( \frac{\sqrt{y} \psi <(y) - \sqrt{x} \psi <(x)}{y - x} + \frac{\partial \phi <(y) - \partial \phi <(x)}{y - x} \theta \sqrt{x} \right) \Phi_\leq^2(x, \theta). \tag{A.5}
\]

Further
\[
\sqrt{y} \{ S_-(y), \psi_0 \} = \sum_{m=0}^{\infty} y^m a_{m-1} = \partial \phi <(y),
\]
so that
\[
\sqrt{y} \left[ S_-(y), \Phi_\leq^2(x, \theta) \right] = \\
= \frac{\alpha}{\hbar} \left\{ \frac{\sqrt{y} \psi <(y) - \sqrt{x} \psi <(x)}{y - x} + \frac{y \partial \phi <(y) - x \partial \phi <(x)}{y - x} \theta \sqrt{x} \right\} \Phi_\leq^2(x, \theta) = \\
= \frac{\alpha}{\hbar} \left( \frac{\sqrt{y} \psi <(y) - \sqrt{x} \psi <(x)}{y - x} + \frac{y \partial \phi <(y) - x \partial \phi <(x)}{y - x} \theta \sqrt{x} \right) \Phi_\leq^2(x, \theta). \tag{A.6}
\]

Finally
\[
\sqrt{y} S_-(y) | 0, + \rangle = (\psi_0 \partial \phi <(y) + \sqrt{y} \psi <(y) \partial \phi <(y) + Q \sqrt{y} \partial \psi <(y)) | 0, + \rangle, \tag{A.7}
\]
and
\[
\frac{1}{y} G_0 | 0, + \rangle = - \frac{1}{2y} Q \psi_0 | 0, + \rangle.
\]

Combining the above ingredients we get
\[
\sqrt{y} S_-(y) | x, \theta, z, \theta \rangle + \frac{1}{y} \Phi_\leq^2(x, \theta) \prod_{a=1}^{N} \Phi_\leq^{-\sqrt{y}}(z_a, \theta_a) G_0 | 0, + \rangle = \\
= \frac{\alpha}{\hbar} \left\{ \frac{\sqrt{y} \psi <(y) - \sqrt{x} \psi <(x)}{y - x} + \frac{y \partial \phi <(y) - x \partial \phi <(x)}{y - x} \theta \sqrt{x} \right\} | x, \theta, z, \theta \rangle + \\
- \sqrt{y} \sum_{a=1}^{N} \left\{ \frac{\sqrt{y} \psi <(y) - \sqrt{x} \psi <(x)}{y - x} + \frac{y \partial \phi <(y) - x \partial \phi <(x)}{y - x} \theta \sqrt{x} \right\} | x, \theta, z, \theta \rangle + \\
+ \sqrt{y} \left( \psi <(y) \partial \phi <(y) + Q \partial \psi <(y) \right) | x, \theta, z, \theta \rangle + \\
+ (\partial \phi <(y) - Q/2y) \Phi_\leq^2(x, \theta) \prod_{a=1}^{N} \Phi_\leq^{-\sqrt{y}}(z_a, \theta_a) \psi_0 | 0, + \rangle.
\]

On the other hand, note that
\[
\left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| \sqrt{y} \psi <(y) \right\rangle = \left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| V_r(y) - \xi_0 \right\rangle, \\
\left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| \partial \phi <(y) \right\rangle = \left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| \frac{V'_r(y)}{\hbar} \right\rangle, \\
\left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| \sqrt{y} \partial \psi <(y) \right\rangle = \left\langle V^+_{N \sqrt{\beta - \frac{2}{\pi}} t, \xi} \right| \frac{\sqrt{y} \partial \psi <(y) - \xi_0}{\hbar} \right\rangle.
\]
This implies that
\[
\left\langle V^+_{N\sqrt{\beta} - \frac{\theta}{N}}(y)\left|\sum a = 1 N^{-\frac{\beta}{N}} x, \theta, z, \theta\right.\right| \Phi^{\bar{\mathcal{P}}}_{\leq} (x, \theta) \prod_{a=1}^{N} \Phi^{\leq \sqrt{\beta}} (z_{a}, \theta_{a}) \right| 0, + \right\rangle = \\
= \frac{\alpha}{\hbar^2} \left\{ \frac{V_{\bar{R}}(y) - V_{\bar{R}}(x)}{y - x} + \frac{y V_{\bar{R}}'(y) - x V_{\bar{R}}'(x)}{y - x} \right\} \left\langle V^+_{N\sqrt{\beta} - \frac{\theta}{N}}(x, \theta, z, \theta) \right\rangle + \\
- \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} \left\{ \frac{V_{\bar{R}}(y) - V_{\bar{R}}(z_{a})}{y - z_{a}} + \frac{y V_{\bar{R}}'(y) - z_{a} V_{\bar{R}}'(z_{a})}{y - z_{a}} \right\} \left\langle V^+_{N\sqrt{\beta} - \frac{\theta}{N}}(z_{a}, \theta_{a}) \right\rangle + \\
+ \frac{\left( (V_{\bar{R}}(y) - \xi_{0}) V_{\bar{R}}'(y) + Q (V_{\bar{R}}(y) - V_{\bar{R}}(y)/2y + \xi_{0}/2y) \right)}{\hbar^2} \left\langle V^+_{N\sqrt{\beta} - \frac{\theta}{N}}(y, \theta, z, \theta) \right\rangle + \\
+ \frac{(V_{\bar{R}}(y) - Q/2y)}{\hbar} \left\langle V^+_{N\sqrt{\beta} - \frac{\theta}{N}}(y, \theta, z, \theta) \right\rangle .
\]

We also note that
\[
\langle 0, + | e^{2\beta_{\bar{R}}(y, 0, 0) - \sqrt{\beta} \sum_{a=1}^{N} \frac{\theta_{a}}{N}} \right| 0, + \right\rangle = \\
= \frac{\xi_{0}}{\hbar} - \frac{1}{2} \left( \frac{\alpha \theta}{\hbar} \frac{\sqrt{\beta}}{\sqrt{x}} - \frac{\hbar}{\sqrt{\beta}} \sum_{a=1}^{N} \frac{\theta_{a}}{\sqrt{z_{a}}} \right) = \left( \frac{\xi_{0}}{\hbar} - \frac{1}{2} \hbar \partial_{\xi_{0}} \right) e^{\frac{\alpha \theta}{\hbar} \sqrt{\beta} \sum_{a=1}^{N} \frac{\theta_{a}}{\sqrt{z_{a}}} \right). 
\]

Since
\[
\sum_{a=1}^{N} z_{a}^{n} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} = - \frac{\hbar}{\sqrt{\beta}} \partial_{\xi_{n}} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} , 
\]
and
\[
\sum_{a=1}^{N} z_{a}^{n-\frac{1}{2}} \theta_{a} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} = - \frac{\hbar}{\sqrt{\beta}} \partial_{\xi_{n}} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} , 
\]
and
\[
\frac{V_{\bar{R}}(y) - V_{\bar{R}}(z_{a})}{y - z_{a}} = \sum_{m=1}^{\infty} \frac{\xi_{m} \theta_{m} z_{a}^{m}}{y - z_{a}} = \sum_{m=1}^{m-1} \sum_{n=0} \frac{\xi_{m} y^{n} z_{a}^{m-n-1}}{y - z_{a}} , 
\]
and
\[
\frac{y V_{\bar{R}}'(y) - z_{a} V_{\bar{R}}'(z_{a})}{y - z_{a}} = \sum_{m=1}^{\infty} \frac{m t_{m} y^{m-n} z_{a}^{m-n-\frac{1}{2}} \theta_{a}}{y - z_{a}} , 
\]
we get
\[
- \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^{N} \left\{ \frac{V_{\bar{R}}(y) - V_{\bar{R}}(z_{a})}{y - z_{a}} + \frac{y V_{\bar{R}}'(y) - z_{a} V_{\bar{R}}'(z_{a})}{y - z_{a}} \right\} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} = \\
= \sum_{m=1}^{\infty} \sum_{n=0}^{m-1} y^{n} \left( \frac{\theta_{m} \theta_{m-n} + m t_{m} \theta_{m-n}}{y - z_{a}} \right) e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} = \\
= \sum_{n=0}^{\infty} \sum_{m=n+1}^{\infty} \left( \frac{\theta_{m} \theta_{m-n} + m t_{m} \theta_{m-n}}{y - z_{a}} \right) e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} 
\equiv \hbar^{-2} \frac{\hbar}{\hbar} e^{-\frac{\sqrt{\beta}}{N} \sum_{a=1}^{N} V_{\bar{R}}(z_{a}, \theta_{a})} ,
\]
which defines the operator (4.38)

\[ \hat{h}(y) = \hbar^2 \sum_{n=0}^{\infty} y^n \sum_{m=n+1}^{\infty} (\xi_n \partial_{m-n} + m \xi_m \partial_{m-n+1}). \]

Similarly

\[ \alpha \frac{1}{\hbar^2} \left\{ \frac{V_r(y) - V_r(x)}{y - x} + \frac{y V_\|_r(y) - x V_\|_r(x)}{y - x} \sqrt{\text{Vol}} \right\} e^{\frac{\alpha}{\hbar^2} V_r(x, \theta)} = h^{-2} \hat{h}(y) e^{\frac{\alpha}{\hbar^2} V_r(x, \theta)}. \]  
(4.8)

Ultimately we find

\[ \langle V^+_N \sqrt{L} \langle x, \theta | t, \xi \rangle \rangle = \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle.
\]

Combined with (4.1) this finally gives the equation (4.37).

A.2 Computations in the Ramond-NS sector: the energy-momentum tensor

\[ T(y) \]

In this appendix, in the operator formalism we compute the expectation value (4.39) of the energy-momentum tensor in the Ramond-NS sector. To start with, for the energy-momentum tensor \( T_+(y) \) defined in (4.11), by (4.6), (4.7), (4.16) and (4.17) we get

\[ \langle V^+_N \sqrt{L} \langle x, \theta | t, \xi \rangle \rangle = \left( \frac{x}{y - x} \right) \left[ \langle V^+_N \sqrt{L} \langle x, \theta | t, \xi \rangle \rangle \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle + \frac{1}{2} \hbar \phi \langle x, \theta | t, \xi \rangle \rangle. \] 
(4.9)

Using the same calculation techniques as in appendix A.1 we get

\[ y T_-(x, \phi(x)) = \sum_{m=1}^{\infty} y^{m-1} [L_m, \phi(x)] = \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} a_{-m-n} y^{m-1} x^n = \frac{y \partial \phi(x) - x \partial \phi(x)}{y - x}, \]

and

\[ y T_-(x, \psi(x)) = \sum_{m=1}^{\infty} y^{m-1} [L_m, \psi(x)] = \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} (n + \frac{1}{2} m) \psi_{-m-n} y^{m-1} x^n = \frac{\sqrt{x} \sqrt{y} \psi(x) - \sqrt{x} \psi(x) - (y - x) \partial (\sqrt{x} \psi(x))}{(y - x)^2} + \frac{1}{2 \sqrt{x}} \frac{y \partial (\sqrt{x} \psi(x)) - x \partial (\sqrt{x} \psi(x))}{y - x}, \]
where we denoted $\psi_\leq(x) = \frac{\psi_0}{\sqrt{x}} + \psi_<(x)$. Consequently

$$\left[ y T_-(y), \Phi^\alpha_\leq(z, \theta) \right] = \frac{\alpha}{\hbar} \left( \frac{y \phi_<(y) - x \phi_<(x)}{y - x} + \frac{y \partial_y \sqrt{y} \phi_<(y) - x \partial_x \sqrt{x} \phi_<(x)}{y - x} \right) \frac{\theta}{2\sqrt{x}^2} + \sqrt{y} \psi_\leq(y) - \sqrt{x} \psi_\leq(x) \left( (y - x \partial_x \phi_<(x)) \frac{\sqrt{x} \theta}{2} \right) \Phi^\alpha_\leq(z, \theta).$$

Further

$$y T_-(y \mid 0, +) = \frac{y}{2} \left( (\partial_\phi \phi_<(y))^2 + Q y \partial^2 \phi_<(y) + \partial \phi_<(y) \psi_<(y) \right) \mid 0, + \rangle + \frac{1}{2} \left( \sqrt{y} \partial_y \psi_<(y) + \frac{1}{2\sqrt{y}} \psi_<(y) \right) \psi_0 \mid 0, + \rangle. \quad (A.10)$$

This gives

$$\left\langle V^+_N \sqrt{y} \cdot t, \xi \left| y T_-(y) \right| x, \theta, z, \theta \right\rangle = \left\{ \frac{\alpha}{\hbar^2} \left( \frac{y V_\alpha'(y) - x V_\alpha'(x)}{y - x} + \frac{y V_\alpha'(y) - x V_\alpha'(x)}{2(y - x)} \sqrt{x} + \frac{V_\alpha(2y, y) \sqrt{x} \theta}{2(y - x)^2} \right) + \frac{\sqrt{\beta}}{\hbar} \sum_{a=1}^N \left( \frac{y V_\alpha'(y) - z_a V_\alpha'(z_a)}{y - z_a} + \frac{y V_\alpha'(y) - z_a V_\alpha'(z_a)}{2(y - z_a)} \frac{\theta_a}{\sqrt{z_a}} + \frac{V_\alpha(2y, z_a) \sqrt{z_a} \theta_a}{2(y - z_a)^2} \right) + \frac{1}{2\hbar^2} \left( y \left( V_\alpha'(y) \right)^2 + Q y V_\alpha''(y) + V_\alpha'(y) \left( V_\alpha(y) - \frac{\hbar^2}{2} \partial \xi_0 \right) \right) \right\} \left\langle V^+_N \sqrt{y} \cdot t, \xi \left| x, \theta, z, \theta \right\rangle = \frac{1}{\hbar^2} \left\{ \hat{f}(y) + \frac{1}{2} \left( y \left( V_\alpha'(y) \right)^2 + Q y V_\alpha''(y) + V_\alpha'(y) \left( V_\alpha(y) - \frac{\hbar^2}{2} \partial \xi_0 \right) \right) \right\} \left\langle V^+_N \sqrt{y} \cdot t, \xi \left| x, \theta, z, \theta \right\rangle, \right.$$}

where $\hat{f}(y)$ was defined in (4.40)

$$\hat{f}(y) = \hbar^2 \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \left( k t_k \partial_{k-n-1} \xi_k \partial_{k-n-1} - \left( k - \frac{n + 1}{2} \right) \xi_k \partial_{k-n-1} \right).$$

Ultimately, combined with (A.9) we find the equation (4.39).

### A.3 Computations in the Ramond-NS super-eigenvalue model

In this appendix we present results relevant for the computations in the eigenvalue model in the Ramond-NS sector. First, we find that commutation relations for operators $\hat{h}(x)$ in (6.49) and $\hat{f}(x)$ in (6.55) take form

$$\left[ \hat{h}(x), \partial^2_x V_\alpha(x) \right] = \frac{1}{n + 1} \hbar^2 \partial^2_x (n + 1) V_\alpha(x),$$

$$\left\{ \hat{h}(x), \partial^2_x V_\alpha(x) \right\} = \left[ \hat{f}(x), \partial^2_x V_\alpha(x) \right] = \frac{1}{n + 1} \hbar^2 \partial^{n+1}_x (x V_\alpha'(x)), \quad (A.11)$$

$$\left[ \hat{f}(x), \partial^2_x V_\alpha(x) \right] = \frac{1}{2(n + 1)(n + 2)} \hbar^2 \partial^{n+1}_x ((2n + 3) x V_\alpha'(x) - V_\alpha(x)).$$
Second, consider $\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta)$ defined in (6.42)

$$\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta) = \left(1 + \frac{\alpha\sqrt{\beta}\eta}{\hbar}\sum_{a=1}^{N}\left(\frac{1}{2}\eta_a + \frac{z_a\eta_a}{x - z_a}\right)\right)\prod_{a=1}^{N}(x - z_a)^{-\frac{\sqrt{\beta}\eta_a}{\hbar}}. $$

Its derivatives with respect to $\eta$ and $x$ take form

$$\partial_{\eta}\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta) = \frac{\alpha\sqrt{\beta}}{\hbar}\sum_{a=1}^{N}\left(\frac{1}{x - z_a} - \frac{z_a\eta_a}{(x - z_a)^2}\right)\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta),$$

$$\partial_{x}\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta) = -\frac{\alpha\sqrt{\beta}}{\hbar}\sum_{a=1}^{N}\left(\frac{x + z_a}{x - z_a}\right)\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta),$$

$$\partial_{x}\partial_{\eta}\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta) = -\frac{\alpha\sqrt{\beta}}{\hbar}\sum_{a=1}^{N}\frac{z_a\eta_a\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta)}{(x - z_a)^2} - \frac{\alpha^2\beta}{2\hbar^2}\sum_{a,b=1}^{N}\frac{(x + z_a)\eta_a\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta) + (x + z_b)\eta_b\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta)}{(x - z_a)(x - z_b)} + \frac{\alpha^2\beta\eta\eta_a\chi^{\text{ins}}_{\alpha}(x, \sqrt{x}\eta)}{(x - z_a)(x - z_b)^2}. $$

(A.12)
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