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ABSTRACT. We investigate the average distribution of primes represented by positive definite integral binary quadratic forms, the average being taken over negative fundamental discriminants in long ranges. In particular, we prove corresponding results of Bombieri–Vinogradov type and of Barban–Davenport–Halberstam type, although with shorter ranges than in the original theorems for primes in arithmetic progressions: The results imply that, for all \( \varepsilon > 0 \), the least prime that can be represented by any given positive definite binary quadratic form of discriminant \( q \) is smaller than \( |q|^{7+\varepsilon} \) for all forms to “most” discriminants; moreover, it is even smaller than \( |q|^{3+\varepsilon} \) for “most” forms to “most” discriminants.
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1. Introduction and statement of the main results

Results on the average distribution of prime numbers in arithmetic progressions have often proved to be suitable substitutes for conditional statements that rely on the Generalized Riemann Hypothesis – and sometimes even surpass its direct consequences. The Bombieri–Vinogradov theorem [Bom65],[Vin65],[Vin66] and the Barban–Davenport–Halberstam theorem [Bar66],[DH66],[DH68] from the 1960s are two of the most prominent and influential of these results. The first theorem states that, for each \( A > 0 \), there exists a number \( B = B(A) \) such that

\[
\sum_{q \leq Q} \max_{\substack{a \leq q \\gcd(a,q) = 1}} \left| \pi(X; q, a) - \frac{\text{li}(X)}{\varphi(q)} \right| \ll A X (\log X)^{1-A}
\]  

(1.1)

for \( Q \leq X^{1/2} (\log X)^{-B} \); here \( \pi(X; q, a) \) denotes the number of primes \( p \leq X \) with \( p \equiv a \pmod q \) for any pair \( (a, q) \) of coprime integers, \( \text{li}(X) = \int_2^X \frac{1}{\log t} \, dt \) is the logarithmic
integral and \( \varphi(q) \) is the Euler totient function. That is, the error term in the prime number theorem for arithmetic progressions is small – as small as predicted by the Riemann Hypothesis – for all reduced residue classes, “on average” over moduli in about the same range of moduli in which the Riemann Hypothesis yields non-trivial results. The second theorem shows that the mean square of the error term is small for an even longer range of moduli if one averages over both moduli and their reduced residue classes: For each \( A > 0 \), there exists a number \( B = B(A) \) such that

\[
\sum_{q \leq Q} \sum_{\substack{a \leq q \\ (a,q)=1}} \left( \pi(X; q, a) - \frac{\text{li}(X)}{\varphi(q)} \right)^2 \ll_{A} X^2(\log X)^{-A}
\]  

(1.2)

for \( Q \leq X(\log X)^{-B} \).

Apart from arithmetic progressions, integral binary quadratic forms constitute the simplest family of polynomials – and, in fact, one of only very few families of polynomials in two variables – that are known to represent infinitely many prime numbers unless there is an obvious obstacle by means of a common prime divisor of the coefficients. Analytic questions on primes which are representable by any fixed binary quadratic form have been studied almost as extensively as analytic questions on primes in fixed arithmetic progressions: De la Vallée Poussin’s seminal work [dlVP96] on the prime number theorem does not only contain proofs for the prime number theorem in its ordinary form and for primes in arithmetic progressions but also for primes represented by positive definite binary quadratic forms. Moreover, the best known upper bounds for the error terms in both prime number theorems are essentially the same.

In this paper we prove average distribution results of the shapes (1.1) and (1.2) for primes that are representable by integral binary quadratic forms of various negative fundamental discriminants in long ranges. In particular, we show:

**Theorem 1.1.** For any \( Q \geq 1 \), let \( \mathfrak{F}(Q) \) denote the set of all negative fundamental discriminants \( q \not\equiv 0 \pmod{8} \) with \( |q| \leq Q \). For any form class \( C \) in the form class group \( \mathcal{K}(q) \) of any discriminant \( q \in \mathfrak{F}(Q) \), let \( e(C) = 2 \) if \( C \) is of order at most two in \( \mathcal{K}(q) \) and \( e(C) = 1 \) otherwise; moreover, let \( \pi(X; q, C) \) be the number of primes \( p \leq X \) that can be represented by all binary quadratic forms in \( C \in \mathcal{K}(q) \). Let \( h(q) = |\mathcal{K}(q)| \) denote the class number for \( q \in \mathfrak{F}(Q) \).

For each \( A > 0 \) and each \( \varepsilon > 0 \), there exists a real number \( B = B(A) \) such that

\[
\sum_{q \in \mathfrak{F}(Q)} \max_{C \in \mathcal{K}(q)} \left| \pi(X; q, C) - \frac{\text{li}(X)}{e(C)h(q)} \right| \ll_{A,\varepsilon} Q^{1/2}X(\log X)^{-A}
\]  

(1.3)

if \( Q^{20/3+\varepsilon} \leq X(\log X)^{-B} \).

By giving up control over the form classes, analogously to the Barban–Davenport–Halberstam theorem, we may extend the range of the discriminants:

**Theorem 1.2.** Let \( A > 0 \) and \( \varepsilon > 0 \). Then

\[
\sum_{q \in \mathfrak{F}(Q)} \sum_{C \in \mathcal{K}(q)} \left( \pi(X; q, C) - \frac{\text{li}(X)}{e(C)h(q)} \right)^2 \ll_{A,\varepsilon} Q^{1/2}X^2(\log X)^{-A}
\]  

(1.4)

if \( Q^{3+\varepsilon} \leq X(\log X)^{-2A-4} \).

The representability of the primes is therefore well distributed over all (Theorem [1.1]) or almost all (Theorem [1.2]) form classes to almost all negative fundamental discriminants \( q \not\equiv 0 \pmod{8} \) in long ranges.
Remark 1.3. How do these results compare to “trivial” estimates? There is no estimate for primes represented by a given binary quadratic form which is as trivial as the estimate \( \pi(X; q, a) \leq \frac{X}{q} + 1 \) for primes in arithmetic progressions, where the right-hand side of the inequality is simply the number of positive integers up to \( X \) in the given arithmetic progression (or this number plus one). However, the number of integers \( n \leq X \) that can be represented by any binary quadratic form of discriminant \( q \in \mathfrak{f}(Q) \) is \( \ll \frac{X}{\sqrt{|q|}} \) and this can be proved by an elementary lattice point counting argument, so this may therefore be considered as a suitable substitute for a completely trivial bound. Moreover, it is known that the class number \( h(q) \) has the lower bound

\[ |q|^{1/2} (\log |q|)^{-1} \ll h(q) \]  

(1.5)

if the primitive real Dirichlet character modulo \( |q| \) is not exceptional (i.e., if the associated \( L \)-function does not have a Landau–Siegel zero), and \( |q|^{1/2-\varepsilon} \ll \varepsilon h(q) \) for all \( \varepsilon > 0 \) if it is exceptional. Since exceptional discriminants are very rare (see Proposition 5.1), it is reasonable to use (1.5) and to consider

\[ O(Q^{1/2} (\log Q) X) \]

as a “trivial” upper bound for the sum on the left-hand side of (1.3). We improve on this by an arbitrary power of \((\log X)\) in Theorem 1.1 just as in the original Bombieri–Vinogradov theorem. Similarly, Theorem 1.2 saves an arbitrary power of \((\log X)\) over the corresponding easy estimate for the left-hand side of (1.3).

Remark 1.4. Analogues of the Bombieri–Vinogradov and Barban–Davenport–Halberstam theorems have been investigated in various contexts in the past, but we are not aware of any prior results of the type that we consider in Theorem 1.1 and Theorem 1.2. With regard to the well-known connection between classes of integral binary quadratic forms and ideal classes of quadratic fields that we will exploit, it is important to note that many results of Bombieri–Vinogradov type have already been proved for number fields, e.g. by Wilson (1969), Huxley (1971), Fogels (1972), Johnson (1979) and Hinz (1988) (see the references given in [Nar04, §7.4.12]), but all these results have examined cases in which the number field is fixed; this is not useful in our case. The only results that have hitherto been proved for varying number fields are [MM87] and the recent generalization [MP13]; the fields in these works are of the form \( K(\zeta_q) \) where \( K \) is a fixed number field, \( \zeta_q \) is a primitive \( q \)-th root of unity and \( q \) varies. This case, which uses the large sieve inequality for Dirichlet characters, is also quite different to the situation of Theorem 1.1 which requires a large sieve inequality that takes ideal class group characters of various fields simultaneously into account (see Lemma 3.2) and comes up with other subtle differences.

Remark 1.5. It seems that the condition \( q \not\equiv 0 \pmod{8} \) can be dropped quite easily, but the proof then requires slightly more care when dealing with primitive real Dirichlet characters (since there are two such characters modulo 8) and the application of the functional equation for Rankin–Selberg convolutions of holomorphic cusp forms in Section 8 becomes more technical. Also, both theorems should be provable along similar lines for even more general negative discriminants, but many parts of the proof appear to become much more laborious if not intractable due the peculiarities that are linked to the square factors of non-fundamental discriminants, especially in the above-mentioned functional equation (consider, however, also Remark 3.3).

Remark 1.6. Assuming the Lindelöf Hypothesis (for Rankin–Selberg convolutions of holomorphic cusp forms of weight one), the exponent \( \frac{20}{3} + \varepsilon \) in Theorem 1.1 may be replaced by \( 2 + \varepsilon \) and the exponent \( 3 + \varepsilon \) in Theorem 1.2 may be replaced by \( 1 + \varepsilon \).
Remark 1.7. One reason for the comparatively short ranges that are, for now, admissible for the discriminants in our results (compared to the ranges of the moduli in the original theorems for arithmetic progressions) may be found in the fact that the size of a form class group is much smaller than the corresponding discriminant. This offers therefore less potential for possible cancellation effects than in the case of arithmetic progressions where the number of reduced residue classes of a modulus is usually only slightly smaller than the modulus itself.

In order to prove Theorem 1.1 we will largely follow Gallagher’s proof of the original Bombieri–Vinogradov theorem as presented by Bombieri in [Bom87, §7]. The key ingredients will be:

1. Dedekind’s bijection between form classes and ideal classes in imaginary quadratic fields.
2. A new large sieve inequality for complex class group characters, which we prove via Rankin–Selberg convolutions of holomorphic cusp forms of weight one; see Sections 3 and 6.
3. The original Bombieri–Vinogradov theorem, which we use to estimate the contribution coming from real class group characters; see Section 7.
4. Landau’s theorem on the scarcity of exceptional moduli, that is, the rarity of integers \(q\) for which there could possibly exist a Dirichlet character modulo \(q\) whose associated \(L\)-function has a Landau–Siegel zero; see Proposition 5.1.
5. A result of Siegel–Walfisz type for ideal class group characters; see Proposition 5.3.

The proof of Theorem 1.2 is similar, but the fifth ingredient above will be replaced by a direct appeal to Blomer’s Siegel–Walfisz theorem for binary quadratic forms [Blo04]. In fact, we prove in Theorem 8.1 that general arithmetic functions exhibit an “average behaviour” with respect to the representability of integers by form classes – for most form classes to most discriminants in long ranges – if the functions satisfy Siegel–Walfisz conditions for both arithmetic progressions and form classes (and an additional technical condition).

An easy application of these theorems yields upper bounds that “usually” hold for the size of the least prime represented by any given positive definite binary quadratic form:

Corollary 1.8. Let \(\mathfrak{F}\) be the set of all negative fundamental discriminants \(q \not\equiv 0 \pmod{8}\). For each \(q \in \mathfrak{F}\) and each form class \(C \in \mathcal{K}(q)\), let \(p(q; C)\) denote the least prime which is representable by all binary quadratic forms in \(C\).

1. For each \(\varepsilon > 0\), the upper bound
   \[\max_{C \in \mathcal{K}(q)} p(q; C) \leq |q|^{\frac{20}{3} + \varepsilon}\] (1.6)
   may only fail for fundamental discriminants \(q\) lying in a set \(V = V(\varepsilon) \subset \mathfrak{F}\) that has asymptotic density 0 in \(\mathfrak{F}\).

2. Moreover, for each \(\varepsilon > 0\), there exists a subset \(S = S(\varepsilon)\) of \(\mathfrak{F}\) such that \(S\) has asymptotic density 1 in \(\mathfrak{F}\), and
   \[\lim_{n \to \infty} \frac{|\{C \in \mathcal{K}(q_n) \mid p(q_n; C) \leq |q_n|^{3+\varepsilon}\}|}{h(q_n)} = 1\] (1.7)
   holds for each sequence \((q_n)\) in \(S\) with \(|q_n| \to \infty\) as \(n \to \infty\).

These bounds give the first explicit exponents (although only “on average”) for the bound \(p(q; C) \ll |q|^L\) that is known to hold with some absolute constant \(L\) for all negative fundamental discriminants \(q\) and all form classes \(C \in \mathcal{K}(q)\). We will discuss in Section 10 how the bound (1.6) could be potentially improved for the special forms of the shape \(x^2 + ny^2\) for at least almost all positive squarefree integers \(n\).
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2. Definitions and preliminaries on form class groups and ideal class groups

We introduce in this section some basic definitions (some of which have already appeared in Section 1 and will be repeated for convenience) and review certain properties concerning discriminants, form class groups and ideal class groups, which will be used in the subsequent sections.

We will denote the set of all negative fundamental discriminants \( q \not\equiv 0 \pmod{8} \) by \( \mathbb{H} \), i.e.

\[
\mathbb{H} = \{ d \in \mathbb{Z} \mid d < 0, d \equiv 1 \pmod{4} \text{ and } d \text{ is squarefree} \}
\]

and, for all \( Q \geq 1 \), we write \( \mathbb{H}(Q) \) for the set of all \( q \in \mathbb{H} \) with \( |q| \leq Q \).

Two binary quadratic forms \( f \) and \( g \) (which will always be assumed to be integral, primitive and positive definite in this paper) of discriminant \( q \in \mathbb{H} \) are called equivalent if there exists \( \gamma \in \text{SL}(2, \mathbb{Z}) \) such that \( f(x, y) = g(\gamma(x, y)) \) for all \( x, y \in \mathbb{Z} \). Dirichlet defined a composition on the set of the resulting equivalence classes, which are called form classes; it turns the set into an abelian group, the form class group \( K(q) \), whose cardinality, the class number \( h(q) \), is known to be always finite. Equivalent forms represent the same numbers and we may therefore define the set

\[
\mathcal{R}(q, C) = \{ n \in \mathbb{Z} \mid \forall f \in C \exists x, y \in \mathbb{Z} : f(x, y) = n \}
\]

for all \( q \in \mathbb{H} \) and all form classes \( C \in K(q) \). See §2 and §3 in [Cox97] for proofs and details.

For each \( q \in \mathbb{H} \), we define:

- \( \mathcal{O}(q) \), the ring of integers of \( \mathbb{Q}(\sqrt{q}) \);
- \( Z(q) \), the set of non-zero integral \( \mathcal{O}(q) \)-ideals;
- \( N(a) \), the norm of the ideal \( a \in Z(q) \), i.e. the size of the quotient ring \( \mathcal{O}(q)/a \) (the dependence on \( q \) is suppressed);
- \( \mathcal{H}(q) \), the quotient of the group of invertible fractional \( \mathcal{O}(q) \)-ideals by the subgroup of principal fractional \( \mathcal{O}(q) \)-ideals, i.e. the ideal class group of \( \mathcal{O}(q) \);
- \( \mathcal{H}(q) \), the group of ideal class group characters \( \chi : \mathcal{H}(q) \to \{ z \in \mathbb{C} : |z| = 1 \} \); we write \( \chi_0(q) \) for the trivial character and, overloading the notation, we define \( \chi(a) := \chi(C) \) for all \( \chi \in \mathcal{H}(q) \) and all ideals \( a \in Z(q) \), where \( C \in \mathcal{H}(q) \) is the ideal class of \( a \).

Binary quadratic forms and ideal classes are linked through the following classical result:

Theorem 2.1 (Dedekind). For every \( q \in \mathbb{H} \), there exists an isomorphism

\[
B_q : K(q) \to \mathcal{H}(q).
\]

In particular, we have

\[
h(q) = |K(q)| = |\mathcal{H}(q)|.
\]

Moreover, a positive integer \( m \) is represented by the binary quadratic forms in the class \( C \in K(q) \) if and only if there exists an ideal \( a \in B_q(C) \) such that \( N(a) = m \).

A proof can be found in [Cox97] Theorem 7.7], for example.

For all (positive or negative) fundamental discriminants \( q \not\equiv 0 \pmod{8} \), let \( \chi_q \) denote the unique primitive real Dirichlet character modulo \( |q| \) (there are two primitive real Dirichlet characters if \( q \equiv 0 \pmod{8} \)); it is given by the Kronecker symbol \( (\frac{\cdot}{q}) \) (see [IK04, §3.5]). For each rational prime \( p \), the number of solutions \( m \pmod{p} \) to \( m^2 \equiv q \pmod{p} \) equals \( 1 + \chi_q(p) \) and one can easily show (see [Cox97] Proposition 5.16], for example):
• If \( \chi_q(p) = 0 \), i.e. if \( p \) divides \( q \), then \( p \) ramifies in \( \mathcal{O}(q) \), i.e. \( p\mathcal{O}(q) = p^2 \) for some prime ideal \( p \) of \( \mathcal{O}(q) \) and \( N(p) = p \);
• if \( \chi_q(p) = 1 \), then \( p \) splits in \( \mathcal{O}(q) \), i.e. \( p\mathcal{O}(q) = p_1p_2 \) for two distinct prime ideals \( p_1, p_2 \) of \( \mathcal{O}(q) \) and \( N(p_1) = N(p_2) = p \);
• if \( \chi_q(p) = -1 \), then \( p \) remains prime in \( \mathcal{O}(q) \), i.e. \( p\mathcal{O}(q) = p \) is a prime ideal in \( \mathcal{O}(q) \) and \( N(p) = p^2 \).

It follows with Theorem 2.1 that, if \( n = p^\ell \) for a prime \( p \) and a positive integer \( \ell \) and if \( n \) can be represented by the forms in the class \( C \in \mathcal{K}(q) \), then

\[
w(C, n) := \sum_{\substack{a \in B_{\gamma}(C) \\ N(a) = n}} 1 = \begin{cases} \ell + 1 & \text{if } \chi_q(p) = 1 \text{ and } \text{ord}(C) \leq 2 \text{ in } \mathcal{K}(q), \\ 1 & \text{if } \chi_q(p) = 1 \text{ and } \text{ord}(C) > 2 \text{ in } \mathcal{K}(q), \\ 1 & \text{if } \chi_q(p) = 0, \\ 1 & \text{if } \chi_q(p) = -1 \text{ and } \ell \text{ is even.} \end{cases} \tag{2.1}
\]

Only a small set of primes ramifies in \( \mathcal{O}(q) \). Thus, if the number \( w(C, p) \) is positive, it will usually be given by one of the first two cases in (2.1). For further use, we therefore put

\[
e(C) = \begin{cases} 2 & \text{if } \text{ord}(C) \leq 2 \text{ in } \mathcal{K}(q), \\ 1 & \text{if } \text{ord}(C) > 2 \text{ in } \mathcal{K}(q). \end{cases} \tag{2.2}
\]

For all \( q \in \hat{\mathcal{S}} \) and all \( X \geq 1 \), we thus have

\[
\sum_{C \in \mathcal{K}(q)} \sum_{p \in \mathcal{R}(q, C)} w(C, p) = \sum_{C \in \mathcal{K}(q)} e(C) \sum_{p \in \mathcal{R}(q, C)} 1 - \sum_{p \in \mathcal{R}} 1 = \sum_{p \in \mathcal{R}} (1 + \chi_q(p)). \tag{2.3}
\]

### 3. A LARGE SIEVE INEQUALITY FOR COMPLEX IDEAL CLASS GROUP CHARACTERS

The theorems of Bombieri–Vinogradov and Barban–Davenport–Halberstam are built on the following large sieve inequality for Dirichlet characters (see [IK04], Theorem 7.13, for example):

**Lemma 3.1** (Large sieve inequality for Dirichlet characters). For any positive integers \( Q \) and \( N \) and any complex numbers \( (a_n)_{n \leq N} \), we have

\[
\sum_{q \leq Q} \left( \sum_{\chi \mod q} ^* a_n \chi(n) \right)^2 \leq (Q^2 + N) \sum_{n \leq N} |a_n|^2,
\]

where \( \sum_{\chi \mod q} ^* \) means that the sum is taken over primitive Dirichlet characters only.

Due to the close relationship between the form class group \( \mathcal{K}(q) \) and the ideal class group \( \mathcal{H}(q) \) (of the imaginary quadratic field \( \mathbb{Q}(\sqrt{-q}) \)) for each discriminant \( q \) (see Section 2), the ideal class group characters \( \chi \in \hat{\mathcal{H}}(q) \) play a similar role in the study of primes represented by binary quadratic forms as Dirichlet characters do in the study of primes in arithmetic progressions.

Real class group characters arise from Dirichlet convolutions of real Dirichlet characters (compare Section 4) and can be handled by means of Lemma 3.1. Since this is not the case for complex class group characters, the following large sieve inequality for such characters will be essential in the proofs of Theorems 1.1 and 1.2.

**Lemma 3.2** (Large sieve inequality for complex ideal class group characters). For each \( Q \geq 1 \), let \( \mathcal{S}(Q) \) be the set of all negative fundamental discriminants \( q \equiv 0 \pmod{8} \) with \( |q| \leq Q \). Set \( \mathcal{H}_1(q) = \{ \chi \in \hat{\mathcal{H}}(q) \mid \chi^2 \neq \chi_0(q) \} \) for all \( q \in \mathcal{S}(Q) \) and

\[
\mathcal{H}_1(Q) = \bigcup_{q \in \mathcal{S}(Q)} \mathcal{H}_1(q).
\]
For each \( q \in \mathfrak{f}(Q) \), each \( \chi \in \hat{H}_1(q) \) and each positive integer \( n \), we set

\[
\lambda_\chi(n) = \sum_{a \in \mathbb{Z}(q) \atop N(a) = n} \chi(a).
\]

Then

\[
\sum_{\chi \in \hat{H}_1(q)} \left| \sum_{n \leq N} a_n \lambda_\chi(n) \right|^2 \ll \varepsilon \left( N(n \log N)^3 + N^{1/2}(\log N)Q^{5/2+\varepsilon} \right) \sum_{n \leq N} |a_n|^2
\]

for all complex numbers \( (a_n)_{n \leq N} \) and all \( \varepsilon > 0 \), \( Q \geq 1 \) and \( N \geq 3 \).

The proof will in essence follow the proof of a similar mean-value estimate for automorphic representations by Duke and Kowalski [DK00, Theorem 4]. Apart from standard techniques that are often used in proofs of large sieve inequalities (like the duality principle), Rankin–Selberg theory is a key ingredient here. In contrast to the result in [DK00], which depends on (deep) facts from the theory of automorphic representations, we may use “classical” results about holomorphic cusp forms by appealing to Li’s functional equation for \( L \)-functions that are associated to Rankin–Selberg convolutions of holomorphic cusp forms [Li79]. This functional equation is quite complicated to use in its general form, but rather simple in our case of fundamental discriminants \( q \not\equiv 0 \pmod{8} \).

**Remark.** There exist other large sieve inequalities for algebraic number fields. For instance, Schumer’s [Sch86] general inequality with explicit dependence of the constants on the parameters of the underlying fixed field yields

\[
\sum_{\chi \in \hat{H}_1(q)} \left| \sum_{a \in \mathbb{Z}(q) \atop N(a) \leq N} c(a) \lambda_\chi(n) \right|^2 \ll (\log |q|)(|q| + |qN|^{1/2} + N) \sum_{a \in \mathbb{Z}(q) \atop N(a) \leq N} |c(a)|^2
\]

for any fixed \( q \in \mathfrak{f} \) and any function \( c \) on \( \mathbb{Z}(q) \). However, the mean-value results of the next sections consider situations where the underlying number fields vary and therefore also require a large sieve inequality which has an extra averaging over the discriminant. To our knowledge, Lemma 3.2 is the first large sieve inequality for varying number fields.

**Proof of Lemma 3.2.** Let \( \phi \) be a smooth majorant of the characteristic function of the interval \([0, N]\), i.e. a positive \( C^\infty \) function on \([0, +\infty)\) with compact support, \( 0 \leq \phi \leq 1 \) and \( \phi(n) = 1 \) for \( n \leq N \). For all \( \chi_1 \in \hat{H}_1(q_1) \), \( \chi_2 \in \hat{H}_1(q_2) \) with \( q_1, q_2 \in \mathfrak{f}(Q) \), let \( \chi_{1,2} \) be the product of the (unique) primitive real Dirichlet characters modulo \(|q_1|\) and \(|q_2|\); \( \chi_{1,2} \) is therefore a real Dirichlet character modulo the least common multiple of \( q_1 \) and \( q_2 \). Set

\[
S_N(\chi_1, \chi_2) = \sum_{n \geq 1} \lambda_{\chi_1}(n)\bar{\lambda}_{\chi_2}(n)\phi(n/N),
\]

\[
L(s; \chi_1, \chi_2) = \sum_{n \geq 1} \lambda_{\chi_1}(n)\bar{\lambda}_{\chi_2}(n)n^{-s},
\]

\[
L_{RS}(s; \chi_1, \chi_2) = L(2s, \chi_1, \chi_2) \cdot L(s; \chi_1, \chi_2).
\]

The first \( L \)-function is the “naïve” convolution \( L \)-series of \( \lambda_{\chi_1}(n) \) and \( \bar{\lambda}_{\chi_2}(n) \), the second one is known as the Rankin–Selberg convolution \( L \)-function. By the Mellin inversion theorem, we have

\[
S_N(\chi_1, \chi_2) = \frac{1}{2\pi i} \int_{(2)} N^s \hat{\phi}(s)L(s; \chi_1, \chi_2) \frac{ds}{2\pi i} = \frac{1}{2\pi i} \int_{(2)} N^s \hat{\phi}(s)L_{RS}(s; \chi_1, \chi_2) \frac{ds}{2\pi i},
\]

where

\[
\hat{\phi}(s) = \int_0^{+\infty} \phi(x)x^{s-1} \, dx.
\]
denotes the Mellin transform of \( \phi \) (see [Kow04] §2.3 for this and the following basic properties of smooth cutoff functions and Mellin transforms). We would like to shift the line of integration on the right-hand side of (3.3) as far to the left as possible. Herefore, we need to know the growth behaviour of the functions in this integral: By the choice of \( \phi \), its Mellin transform \( \hat{\phi} \) decays faster than any polynomial in all vertical strips of the complex plane. Furthermore, we have

\[
\frac{1}{L(2(\sigma + it), \chi_2)} \ll \zeta(2\sigma + 2it) \ll \frac{1}{2\sigma - 1} \quad (3.4)
\]

uniformly in \( t \in \mathbb{R} \) if \( \sigma > \frac{1}{2} \). As for the Rankin-Selberg \( L \)-function \( L_{RS}(s; \chi_1, \chi_2) \), we consider the functions

\[
f_j(z) = \sum_{n \geq 1} \lambda_j(n)e^{2\pi inz} \quad (j = 1, 2)
\]

on the complex upper half plane. Since the involved class group characters \( \chi_j \) are not real, we know (see [IK04] §14.3, for example) that the functions \( f_j \) are normalized primitive holomorphic cusp forms of weight one, level \( q_j \) and nebentypus \( \chi_{q_j} \), the primitive real Dirichlet character modulo \( |q_j| \). Therefore we also know from classical Rankin–Selberg theory (see [Li79] Theorem 3.1) that \( L_{RS}(s; \chi_1, \chi_2) \) is an entire function if \( f_1 \neq f_2 \) or, equivalently, if \( \chi_1 \neq \chi_2 \). In this case, it is therefore possible to shift the line of integration to \( \Re(s) = \frac{1}{2} + \alpha \) with \( \alpha = (\log N)^{-1} \). Thus,

\[
S_N(\chi_1, \chi_2) \ll \int_{(1/2+\alpha)} N^s \hat{\phi}(s) \frac{L_{RS}(s; \chi_1, \chi_2)}{L(2s, \chi_2)} ds.
\]

Li [Li79] Theorem 2.2] has shown that the Rankin–Selberg \( L \)-function \( L_{RS} \) satisfies a functional equation which relates \( L_{RS}(s; \chi_1, \chi_2) \) with \( L_{RS}(1-s; \chi_1, \chi_2) \). Hereby we may deduce the upper bound

\[
c(\chi_1, \chi_2) \ll \varepsilon \left( \frac{q_1q_2^2}{(q_1q_2)^{2-\varepsilon}} \right)
\]

for the conductor \( c(\chi_1, \chi_2) \) of \( L_{RS}(s; \chi_1, \chi_2) \) (see Remark 3.3) and the Phragmén–Lindelöf principle yields the convexity bound

\[
L_{RS}(1/2 + \alpha + it; \chi_1, \chi_2) \ll \varepsilon \left( q_1q_2(1+|t|^2)^{1/2-\alpha+\varepsilon} \right) \quad (3.5)
\]

for every \( \varepsilon > 0 \) and all \( t \in \mathbb{R} \). By the fast decay of \( \hat{\phi} \) and (3.3), we thus get

\[
S_N(\chi_1, \chi_2) \ll \varepsilon N^{1/2}(\log N)Q^{1+\varepsilon} \quad (3.6)
\]

if \( \chi_1 \neq \chi_2 \).

**Remark 3.3.** The intricate general functional equation for Rankin–Selberg \( L \)-functions for convolutions of holomorphic cusp forms in [Li79] Theorem 2.2] simplifies considerably under our assumption that the level is a fundamental discriminant that is not an integral multiple of 8 – at least, after working through the extensive notation that is necessary there (and noting that the definition of “\( N \)” in [Li79] §2] contains probably a typographical error as it should denote the least common multiple and not the maximum of “\( N_1 \)” and “\( N_2 \)”). For instance, the second and third product in [Li79] (2.11) vanish and the conditions A)–C) on page 141 are trivially satisfied then.

The complexity of the functional equation in its general form displays the major drawback of considering these \( L \)-functions from the “elementary”, classical viewpoint and not using the correspondence to \( L \)-functions of automorphic representations, which usually take a more natural form (see [Mic07] §2.3 and the references there). The effort needed to apply this equation when \( q_1, q_2 \) are not fundamental discriminants seems disproportionate and one would
certainly be well-advised to translate the situation to the automorphic setting then. Harcos and Michel [HM06, p. 582] mention that the bounds
\[
\frac{(q_1 q_2)^2}{\log q} \leq c(q_1, q_2) \leq \frac{(q_1 q_2)^2}{\log q}
\]
for the conductor of \( L_{RS}(s; \chi_1, \chi_2) \) can be derived using the local Langlands correspondence, which then also yield the convexity bound \((3.3)\).

**Remark.** Note that the existing subconvexity bounds for Rankin–Selberg convolutions either require that one of the two involved cusp forms is fixed [HM06] or that one cusp form has a much smaller level than the other [HM12]. Although one may hope that more general results will be obtained in the future, these will probably only slightly improve our results (due to the saving of probably only a tiny power of the conductor) and will therefore be less important for us than for other applications.

The best bound one could hope for in \((3.5)\) is provided by the Lindelöf Hypothesis. We will state the resulting large sieve inequality in Remark 3.3.

Let us come back to the proof of Lemma 3.2. If \( \chi_1 = \chi_2 \in \hat{\mathbb{H}}_1(q) \), we use the bound
\[
|\lambda_{\chi}(n)| \leq \sum_{a \in \mathbb{Z}(q)} 1 \leq \prod_{p|n} (v + 1) = \tau(n),
\]
where the second inequality is due to the fact that each prime divisor \( p \) of \( n \) splits into at most two distinct prime ideals in the quadratic field \( \mathbb{Q}(\sqrt{q}) \). Therefore
\[
S_N(\chi_1, \chi_2) \leq \sum_{n \geq 1} \tau(n)^2 \phi(n/N) \ll N(\log N)^3,
\]
where the implied constant is absolute (see [MV07, (2.31)], for example).

Now that we have bounded \( S_N(\chi_1, \chi_2) \) for all pairs \( \chi_1, \chi_2 \in \hat{\mathbb{H}}_1(Q) \), it remains to use a simple positivity argument and the duality principle in order to get the bound \((3.2)\), which we originally set out to prove: For all complex numbers \( b_{\chi} \), indexed by the characters \( \chi \in \hat{\mathbb{H}}_1(Q) \), the positivity of \( \phi \) gives
\[
\leq \sum_{n \leq N} \left| \sum_{\chi \in \hat{\mathbb{H}}_1(Q)} b_{\chi} \lambda_{\chi}(n) \right|^2 \leq \sum_{\chi_1, \chi_2 \in \hat{\mathbb{H}}_1(Q)} b_{\chi_1} \overline{b}_{\chi_2} S_N(\chi_1, \chi_2)
\]
\[
\leq 2 \left( \sum_{\chi \in \hat{\mathbb{H}}_1(Q)} |S_N(\chi_1, \chi_2)| \right) \sum_{\chi \in \hat{\mathbb{H}}_1(Q)} |b_{\chi}|^2.
\]
We insert the bounds \((3.6)\) and \((3.8)\) into the right-hand side of this inequality and note that
\[
|\hat{\mathbb{H}}_1(Q)| \leq \sum_{q \in \mathfrak{S}(Q)} h(q) \ll \sum_{q \in \mathfrak{S}(Q)} |q|^{1/2} |\log |q|| \ll Q^{3/2} (\log Q)
\]
by the upper class number bound \( h(q) \ll |q|^{1/2} |\log |q|| \), which follows from the bound \( L(1, \chi_q) \ll \log |q| \) (see [MV07], Lemma 10.15, for example) and Dirichlet’s class number formula. Thus the bound
\[
\sum_{n \leq N} \left| \sum_{\chi \in \hat{\mathbb{H}}_1(Q)} b_{\chi} \lambda_{\chi}(n) \right|^2 \ll \epsilon \left( N(\log N)^3 + N^{1/2} (\log N) Q^{5/2 + \epsilon} \right) \sum_{\chi \in \hat{\mathbb{H}}_1(Q)} |b_{\chi}|^2
\]
holds for all tuples \( (b_{\chi})_{\chi \in \hat{\mathbb{H}}_1(Q)} \) of complex numbers. By the duality principle (see [IK04, p. 171], for example), this is equivalent to the statement of the lemma. \( \square \)
Remark 3.4. The Lindelöf Hypothesis (for Rankin–Selberg convolutions of holomorphic cusp forms of weight one) yields

\[ L_{RS}(1/2 + it; \chi_1, \chi_2) \ll_{\varepsilon} (q_1 q_2)^{\varepsilon}(1 + |t|)^{2\varepsilon}. \]

This gives \( S_N(\chi_1, \chi_2) \ll N^{1/2}(\log N)Q^\varepsilon \) in (3.6) and we therefore have the following conditional large sieve inequality:

\[
\sum_{\chi \in \mathcal{H}_1(Q)} \left| \sum_{n \leq N} a_n \lambda_\chi(n) \right|^2 \ll \left( N(\log N)^3 + N^{1/2}(\log N)Q^{3/2+\varepsilon} \right) \sum_{n \leq N} |a_n|^2
\]

for all complex numbers \((a_n)_{n \leq N}\) and all \(\varepsilon > 0\), \(Q \geq 1\) and \(N \geq 3\).

Given the fact that the essentially best-possible large sieve inequality for Dirichlet characters, Lemma 3.1, can be proved unconditionally, there is some reason to hope that it might be possible to improve Lemma 3.2 without employing any kind of subconvexity bounds for the involved \(L\)-functions.

In the proof of our variant of the Bombieri–Vinogradov theorem we will need the large sieve inequality for complex class group characters in the following form:

**Corollary 3.5.** Let \((a_n)\) be a complex sequence with \(\sum_{n \geq 1} |a_n| < \infty\). Let \(Q \geq 1\), \(k \geq 2\), \(c \geq \frac{1}{2}\) and \(\varepsilon > 0\). Then

\[
\sum_{\chi \in \mathcal{H}_1(Q)} \int_{(c)} \left| \sum_{n \geq 1} a_n \lambda_\chi(n)n^{-s} \right|^2 |s|^{-(k+1)} |ds| \ll_{\varepsilon} Q^{3/2+\varepsilon} \sum_{n \leq Q^2} |a_n|^2 n^{1-2c}(1 + (\log n)^3) + Q^\varepsilon \sum_{n > Q^2} |a_n|^2 \left( n^{1-2c} + n^{1/2-2c}Q^{5/2} \right)(\log n)^3.
\]

(3.10)

\[
\ll_{\varepsilon} Q^\varepsilon \sum_{n \geq 1} |a_n|^2 \left( n^{1-2c} + n^{1/2-2c}Q^{5/2} \right)(1 + (\log n)^3).
\]

(3.11)

Moreover, we have

\[
\sum_{\chi \in \mathcal{H}_1(Q)} \int_{(c)} \left| \sum_{n \geq 1} a_n \lambda_\chi(n)n^{-s} \right|^2 |s|^{-(k+1)} |ds| \ll_{\varepsilon} Q^\varepsilon \sum_{n \geq 1} |a_n|^2 \left( n^{1-2c} + n^{1/2-2c}Q^{3/2} \right)(1 + (\log n)^3)
\]

(3.12)

if the Lindelöf Hypothesis holds.

**Proof.** The bounds (3.11) and (3.12) follow from Lemma 3.2 and Remark 3.4, respectively, along the lines of the proofs of \[Bom87, Théorème 10\] and \[MP13, Corollary 3.3\]. As for the bound (3.10), we additionally note that if \(N \leq Q^2\), then the trivial bound

\[
\sum_{\chi \in \mathcal{H}_1(Q)} \left| \sum_{n \leq N} a_n \lambda_\chi(n) \right|^2 \ll_{\varepsilon} Q^{3/2+\varepsilon} N(\log N)^3 \sum_{n \leq N} |a_n|^2,
\]

which follows for all \(\varepsilon > 0\) from the Cauchy–Schwarz inequality, (3.7) and (3.9), is at least as good as the bound in Lemma 3.2.

\(\square\)

4. Smooth results of Bombieri–Vinogradov type

Being now equipped with the basic notions and a large sieve inequality for complex class group characters, we may now proceed to the proof of Theorem 1.1. We will derive it from a “well-distribution” result for smoothed versions of a Chebyshev-type function for integers represented by binary quadratic forms. Interestingly, we may save here a positive power of \(X\) over “trivial” bounds if we confine ourselves to sets \(\mathcal{M}(Q) \subseteq \mathfrak{S}(Q)\) of discriminants for which no (positive or negative) fundamental discriminant has many integer multiples in \(\mathcal{M}(Q)\) (see Remark 4.4).
Definition 4.1. For any $Q \geq 1$, let $M(Q)$ be a subset of $\mathcal{F}(Q)$. We say that $\nu \in [0, 1]$ is a divisor frequency of $M(Q)$ if it satisfies the property:

The cardinality of the set $\{ q \in M(Q) : q' \mid q \}$ is at most $Q^\nu$ for each (positive or negative) fundamental discriminant $q'$ with $1 < |q'| \leq Q$. \hfill (4.1)

For all $X \geq 3$, all $q \in \mathcal{F}$, all $C \in K(q)$ and all integers $k \geq 0$, we define

$$\psi_k(X; q, C) = \frac{1}{k!} \sum_{n \leq X} \Lambda(n) \left( \log \frac{X}{n} \right)^k w(C, n), \quad (4.2)$$

where $w(C, n)$ is given by (2.1).

Theorem 4.2. Let $M(Q) \subseteq \mathcal{F}(Q)$ for some $Q \geq 1$ and let $\nu \in (0, 1]$ be a divisor frequency of $M(Q)$. For every integer $k \geq 2$, every (arbitrarily large) real number $A > 0$ and every (arbitrarily small) real number $\varepsilon > 0$, there exists a real number $B = B(A)$ such that

$$\sum_{q \in M(Q)} \max_{C \in K(q)} \max_{Y \leq X} \left| \psi_k(Y; q, C) - \frac{1}{\varphi(q)} \sum_{K \in K(q)} \psi_k(Y; q, K) \right| \ll Q^{\nu/2} X (\log X)^{-A} \quad (4.3)$$

for $Q^{4(1+2-\nu)(3-\nu)/3+\varepsilon} \leq X (\log X)^{-B}$. The implied constant depends on $\varepsilon$, $A$, $k$ and $\nu$; the dependence on $\varepsilon$ is effective, the dependence on $A$, $k$ and $\nu$ is non-effective. The constant $B$ is explicitly computable; in particular, one may choose $B = 16A + 300$.

If the set $M(Q)$ is composed of negative prime discriminants, then $\nu = 0$ is a divisor frequency of $M(Q)$. In this case we just fail to achieve (4.3) with $\nu = 0$. Nevertheless, it is worth recording that the proof of Theorem 4.2 yields:

Theorem 4.3. Let $Q \geq 1$ and let $\Pi(Q)$ be the set of negative prime discriminants whose absolute value is at most $Q$. For every integer $k \geq 2$ and every (arbitrarily small) real number $\varepsilon > 0$, we may find an absolute constant $B$ such that

$$\sum_{q \in \Pi(Q)} \max_{C \in K(q)} \max_{Y \leq X} \left| \psi_k(Y; q, C) - \frac{1}{h(q)} \sum_{K \in K(q)} \psi_k(Y; q, K) \right| \ll_{\varepsilon, k} X (\log X)^{k+3} \quad (4.4)$$

for $Q^{12+\varepsilon} \leq X (\log X)^{-B}$.

Remark 4.4. To put this last result into perspective, set $f_q(x, y) = x^2 + xy + \frac{1-q}{4} y^2$, say, for each negative fundamental prime discriminant $q \equiv 1 \pmod{4}$ and consider the function

$$S_q(X) = \sum_{p \leq X, \exists x, y \in \mathbb{Z} : f_q(x, y) = p} \log(p) \left( \log \frac{X}{p} \right)^2,$$

which gives a smoothed and weighted count of the primes up to $X$ that can be represented by the form $f_q$ (which lies in the principal class $C_0$ of discriminant $q$). By (2.3) and Theorem 2.4 we have

$$S_q(X) = \frac{1}{2} \sum_{n \leq X, \exists x, y \in \mathbb{Z} : f_q(x, y) = n} \Lambda(n) \left( \log \frac{X}{n} \right)^2 w(C_0, n) + O(X^{1/2} (\log X)^3)$$

for negative fundamental discriminants $q$ with $q \equiv 1 \pmod{4}$ and $|q| \leq X$. Thus, Theorem 4.3 implies that, for most negative prime discriminants $q$ with $|q| \leq X^{1/13}$, the function $S_q(X)$
Remark 4.5. Of the original Bombieri–Vinogradov theorem. 

If \( Q \) saving of a positive power of \( X \) take \( k \) arbitrarily small then holds with \( Q \) for the left-hand side of (4.4) by a factor of size \( Q \) for \( k \geq 2 \), then Theorem 4.3 beats the easy bound (compare Remark 1.3)

\[
O\left( X (\log X)^3 \cdot \left( \frac{Q}{\log Q} \right)^{1/2} \right)
\]

for the left-hand side of (4.4) by a factor of size \( \left( \frac{Q}{\log Q} \right)^{1/2} (\log X)^{3-\epsilon} \gg_{\epsilon} X^{1/26-\epsilon} \) for all arbitrarily small \( \epsilon > 0 \). This result is unusual as it does not seem to be possible to achieve a saving of a positive power of \( X \) over the trivial bound for the corresponding smooth version of the original Bombieri–Vinogradov theorem.

Remark 4.5. Under the assumption of the Lindelöf Hypothesis, Theorem 4.2 holds with \( Q^{4-2\nu+\epsilon} \leq (\log X)^{-B} \) if \( \nu \geq \frac{1}{6} \) and with \( Q^{4(2-\nu)^{2/3}+\epsilon} \leq (\log X)^{-B} \) if \( \nu < \frac{1}{6} \). Theorem 4.3 then holds with \( Q^{16/3+\epsilon} \leq (\log X)^{-B} \); see Remark 6.2.

Remark. If \( \nu < 1 \), then it does not seem to be possible to unsmooth these results, i.e. to take \( k = 0 \), while keeping the given estimates, because the unsmoothing process produces a term of size \( Q^{1/2} (\log X)^{-D} \) (where \( D \) is an arbitrary positive number).

However, for \( \nu = 1 \), i.e. for arbitrary sets \( M(Q) \subseteq \mathfrak{F}(Q) \) of negative fundamental discriminants, these extra terms of size \( Q^{1/2} (\log X)^{-D} \) are not too large and we obtain:

**Theorem 4.6.** For all \( q \in \mathfrak{F} \) and all \( C \in \mathcal{K}(q) \), define

\[
\psi(X; q, C) = \sum_{n \in \mathbb{Z} \cap \mathbb{R}(q, C)} \Lambda(n).
\]

Let \( A > 0 \) and \( \epsilon > 0 \). Let \( e(C) \) be defined by (2.2). Then there exists \( B = B(A) \) such that

\[
\sum_{q \in \mathfrak{F}(Q)} \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi(Y; q, C) - \frac{Y}{e(C)h(q)} \right| \ll_{\epsilon, A} Q^{1/2} X (\log X)^{-A}
\]

for \( Q^{20/3+\epsilon} \leq X (\log X)^{-B} \). The constant \( B \) is explicitly computable; in particular, one may choose \( B = 64A + 350 \).

As usual, Theorem 4.6 follows by partial integration from this result.

5. Proofs of the Bombieri–Vinogradov type results

Let \( A > 0 \) (arbitrarily large) and \( \epsilon > 0 \) (arbitrarily small) be real numbers; let \( k \geq 2 \) be an integer; let \( M(Q) \subseteq \mathfrak{F}(Q) \) be a set of negative fundamental discriminants \( q \not\equiv 0 \pmod{8} \) with divisor frequency \( \nu \in [0, 1] \). These numbers will be considered as fixed parameters which the implied constants in the estimates of this and the subsequent two sections may depend on.

Let \( X \geq Q \). By definitions (2.1) and (2.2), we have

\[
\psi_k(X; q, C) = \frac{1}{k!} \sum_{a \in B_q(C) \cap \mathbb{Z}(q)} \Lambda(N(a)) \left( \frac{X}{N(a)} \right)^k
\]
for all \( q \in \mathfrak{F}(Q) \) and all \( C \in \mathcal{K}(q) \). For ease of notation we set
\[
E_k(X; q) = \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi_k(Y; q, C) - \frac{1}{h(q)} \sum_{K \in \mathcal{K}(q)} \psi_k(Y; q, K) \right|.
\]
Thus, if the assumptions of Theorem 1.2 and Theorem 1.3 hold, we have to prove the bounds
\[
\sum_{q \in \mathcal{M}(Q)} E_k(X; q) \ll Q^{\nu/2} (\log X)^{-A}
\]
if \( \nu > 0 \) and \( Q^{4(1+2-\nu)(3-\nu)/3+\varepsilon} \ll (\log X)^{-B(A)}, \)
and
\[
\sum_{q \in \mathcal{M}(Q)} E_k(X; q) \ll (\log X)^{k+3}
\]
if \( Q^{12+\varepsilon} \ll (\log X)^{-B} \).

We start the proof of both (5.2) and (5.3) by appeal to the orthogonality property of the finite abelian groups \( \mathcal{H}(q) \) of ideal class group characters. Define
\[
\psi_k(Y; q, \chi) = \frac{1}{k!} \sum_{\substack{a \in \mathcal{Z}(q) \\ N(a) \leq Y}} \Lambda(N(a)) \chi(a) \left( \log \frac{Y}{N(a)} \right)^k
\]
for all \( q \in \mathfrak{F}(Q) \), all \( \chi \in \mathcal{H}(q) \) and all \( k \geq 0 \). Orthogonality yields
\[
\psi_k(Y; q, C) = \sum_{\substack{a \in \mathcal{Z}(q) \\ N(a) \leq Y}} \Lambda(N(a)) \left( \log \frac{X}{N(a)} \right)^k \left( \frac{1}{h(q)} \sum_{\chi \in \mathcal{H}(q)} \chi(B_q(C)) \chi(a) \right)
= \frac{1}{h(q)} \sum_{\chi \in \mathcal{H}(q)} \chi(B_q(C)) \psi_k(Y; q, \chi)
\]
for all \( q \in \mathfrak{F}(Q) \) and all \( C \in \mathcal{K}(q) \). Together with the triangle inequality we thus get
\[
\sum_{q \in \mathcal{M}(Q)} E_k(X; q) \leq \max_{Y \leq X} \sum_{q \in \mathcal{M}(Q)} \frac{1}{h(q)} \sum_{\chi \neq \chi_0(q)} |\psi_k(Y; q, \chi)|.
\]

As before, for every \( q \in \mathfrak{F} \), we let \( \chi_q \) denote the unique primitive real Dirichlet character modulo \( |q| \). By Siegel’s theorem (see [MV07] Theorem 11.14), for example, we have the unconditional, non-effective lower bound \( |q|^{-\varepsilon} \ll \epsilon L(1, \chi_q) \) for the corresponding Dirichlet L-function. This yields the lower class number bound
\[
|q|^{1/2-\varepsilon} \ll \epsilon h(q)
\]
by Dirichlet’s class number formula (see [IK04] (2.31)), for example). Yet, there exists a better bound for many \( q \) and it turns out that the contribution from the other discriminants is often negligible: We know (see [MV07] Theorem 11.3) that there exists an absolute constant \( c_1 > 0 \) such that, for any \( q \in \mathfrak{F} \), the Dirichlet L-function \( L(s, \chi_q) \) has at most one zero, the Landau–Siegel zero for the modulus \( |q| \), in the set
\[
\left\{ s = \sigma + it \in \mathbb{C} : \sigma \geq 1 - \frac{c_1}{\log |q||t| + 4} \right\}.
\]
Moreover, there exists \( c_2 = c_2(c_1) > 0 \) such that \( L(1, \chi_q) \geq c_2(\log |q|)^{-1} \) if \( L(s, \chi_q) \) has no Landau–Siegel zero (see [MV07] Theorem 11.4). Thus, by the class number formula, there exists \( c_3 = c_3(c_1) > 0 \) such that
\[
|q|^{1/2}(\log |q|)^{-1} \leq c_3 h(q)
\]
holds for all \( q \in \mathfrak{F} \) for which \( L(s, \chi_q) \) has no Landau–Siegel zero. We fix such a value of \( c_3 \).

The following proposition will give an upper bound for the contribution to the right side of (5.4) coming from the (presumably empty) set \( \mathfrak{F}_\mathrm{ex}(Q) \subset \mathfrak{F}(Q) \) of exceptional fundamental discriminants; here we call \( q \in \mathfrak{F} \) exceptional if it fails to satisfy (5.5) for the fixed value of \( c_3 \) (and therefore \( L(s, \chi_q) \) has a Landau–Siegel zero then).

**Proposition 5.1.** Let \( M_{\mathrm{ex}}(Q) = \mathfrak{F}_{\mathrm{ex}}(Q) \cap M(Q) \) be the (possibly empty) subset of exceptional fundamental discriminants of \( M(Q) \). Then we have

\[
\max_{Y \leq X} \sum_{q \in \mathfrak{F}_{\mathrm{ex}}(Q)} \frac{1}{h(q)^2} \sum_{\chi \in \mathcal{H}(q) \setminus \{\chi_0\}} |\psi_k(Y; q, \chi)| \ll (\log Q) X (\log X)^{k+2}.
\]

In particular, exceptional discriminants contribute negligibly to the right side of (5.4) if either \( \nu > 0 \) and \( Q \geq (\log X)^{(2A+2k+6)\nu} \) or \( \nu = 0 \).

**Remark 5.2.** The case \( Q < (\log X)^{(2A+2k+6)/\nu} \) will be dealt with later on by means of an appropriate Siegel–Walfisz type theorem; see Remark 5.4 below. Moreover, note that if \( \nu = 0 \), then this contribution would not be negligible in Theorem 4.2, which is why we get the slightly weaker bound in Theorem 4.3.

**Proof.** Let \( q_1 \) be an exceptional modulus. By a theorem of Landau (see [MV07, Corollary 11.9]), we know that there cannot exist an exceptional modulus \( q \) with \( q_1 < q < q_1^2 \). Thus, there can be at most \( \frac{\log Q}{\log 2} \) exceptional moduli which are smaller than \( Q \). Using standard estimates (see (3.7)), we also have

\[
|\psi_k(Y; q, \chi)| = \left| \sum_{n \leq Y} A(n) \left( \frac{\log Y}{n} \right)^k \sum_{b \in \mathbb{Z}(q)} \frac{\chi(b)}{N(b)=n} \right| \ll (\log X)^k \sum_{n \leq X} \log(n) \tau(n) \ll X (\log X)^{2+k}
\]

for all \( q \in M_{\mathrm{ex}}(Q) \) and all \( \chi \in \mathcal{H}(q) \), and the first assertion follows immediately.

If \( \nu > 0 \) and \( Q \geq (\log X)^{(2A+2k+6)/\nu} \), then

\[
(\log Q) X (\log X)^{2+k} \ll Q^{\nu/2} X (\log X)^{-A},
\]

i.e. the contribution from exceptional discriminants is acceptable for Theorem 4.2.

Therefore it remains to estimate the contribution from non-exceptional discriminants on the right side of (5.4), i.e. we have to bound

\[
\max_{Y \leq X} \sum_{q \in \mathcal{M}'(Q)} \frac{1}{h(q)^2} \sum_{\chi \neq \chi_0} |\psi_k(Y; q, \chi)|,
\]

where

\[
\mathcal{M}'(Q) = M(Q) \setminus M_{\mathrm{ex}}(Q)
\]

or

\[
\mathcal{M}'(Q) = \Pi(Q) \setminus M_{\mathrm{ex}}(Q),
\]

and we will show that it is bounded above by

\[
Q^{\nu/2} X (\log X)^{-A}
\]

for both \( \nu > 0 \) and \( \nu = 0 \).

If \( Q \) is very small, a uniform bound for \( \psi_0(X; q, \chi) \) exists, which easily yields this desired bound for (5.6); the following statement is a special case of Goldstein’s generalization of the Siegel–Walfisz theorem [Gol70].
Proposition 5.3 (Goldstein). Suppose that $q \in \mathfrak{F}$ with $|q| \leq (\log X)^D$ for some positive constant $D$. Then

$$\psi_0(X; q, \chi) \ll D X (\log X)^{-2D}$$

for all non-trivial class group characters $\chi \in \mathcal{H}(q)$. The implied constant does not depend on $q$ or $\chi$, but is ineffective.

So suppose that $Q = (\log X)^D$ for some $D \geq A + k$. We have

$$\psi_k(Y; q, \chi) = \int_1^Y \psi_{k-1}(t; q, \chi) \frac{dt}{t} \ll \max_{y \leq Y} |\psi_0(y; q, \chi)| \cdot (\log Y)^k.$$ 

Summing over $q \in M'((\log X)^D)$, Proposition 5.3 therefore yields the upper bound (5.7) for (5.6) if $Q = (\log X)^D$.

Remark 5.4. We have now proved that the bounds in both Theorem 4.2 and Theorem 4.3 hold for $Q \leq (\log X)^D := Q_0$ and it remains to bound (5.6) with $M'(Q)$ replaced by $M''(Q) := M'(Q) \cap \{q : |q| > Q_0\}$ for (5.6) if $Q = (\log X)^D$.

The class group $L$-functions, i.e. the $L$-functions associated to the characters $\chi \in \mathcal{H}(q)$ for each $q \in \mathfrak{F}$, are given by

$$L(s, \lambda_\chi) := \sum_{a \in \mathbb{Z}(q)} \frac{\chi(a)}{N(a)^s} = \sum_{n \geq 1} \frac{\lambda_\chi(n)}{n^s}$$

for Re$(s) > 1$, where $\lambda_\chi(n)$ is defined by (3.1). Each of these series has an analytic continuation to the whole complex plane unless $\chi = \chi_0(q)$ when the continuation is meromorphic with a pole at $s = 1$ (see [Nar04, §7], for example). The expansion of the logarithmic derivative of such an $L$-function is given by

$$\frac{L'}{L}(s, \lambda_\chi) = - \sum_{a \in \mathbb{Z}(q)} \tilde{\Lambda}(a) \chi(a) N(a)^{-s},$$

where

$$\tilde{\Lambda}(a) = \begin{cases} \log N(p) & \text{if } a = p^m \text{ for some prime ideal } p \in \mathbb{Z}(q) \text{ and some integer } m, \\ 0 & \text{otherwise.} \end{cases}$$

Thus, the $k$-th iteration of the inverse Mellin transform of $\frac{L'}{L}$ is (see [MV07, (5.22)], for example)

$$-\frac{1}{2\pi i} \int_{(c)} \frac{L'}{L}(s, \lambda_\chi) Y^s s^{-(k+1)} ds = \frac{1}{k!} \sum_{a \in \mathbb{Z}(q)} \tilde{\Lambda}(a) \chi(a) \left( \log \frac{Y}{N(a)} \right)^k =: \tilde{\psi}_k(Y; q, \chi)$$

for all $c > 1$. This does not equal $\psi_k(Y; q, \chi)$, but we miss it only by a negligible margin: Set

$$c(a) = \chi(a) \left( \log \frac{Y}{N(a)} \right)^k$$
and note that we have
\[ k! \psi_k(Y; q, \chi) = \sum_{p \leq Y} \sum_{p \in \mathbb{Z}(q)} \sum_{N(p) = p} (\log p) c(p) + \sum_{p \leq Y^{1/2}} \sum_{p \in \mathbb{Z}(q)} \sum_{N(p) = p^2} (\log p^2) c(p) + \sum_{\ell \geq 2} \sum_{p \in \mathbb{Z}(q)} \sum_{N(p) = p^\ell} \log(N(p)) c(p^\ell) \]
\[ = \sum_{p \leq Y} \sum_{p \in \mathbb{Z}(q)} (\log p) c(p) + O(Y^{1/2}(\log Y)^{k+3}) \]

and
\[ k! \psi_k(Y; q, \chi) = \sum_{\ell \geq 1} \sum_{p \leq Y^{1/\ell}} \sum_{a \in \mathbb{Z}(q)} \sum_{N(a) = p^\ell} (\log p) c(a) \]
\[ = \sum_{p \leq Y} \sum_{p \in \mathbb{Z}(q)} (\log p) c(p) + \sum_{\ell \geq 2} \sum_{p \leq Y^{1/\ell}} (\log p) \sum_{a \in \mathbb{Z}(q)} c(a) \]
\[ = \sum_{p \leq Y} \sum_{p \in \mathbb{Z}(q)} (\log p) c(p) + O(Y^{1/2}(\log Y)^{k+3}). \]

Hence
\[ \psi_k(Y; q, \chi) = \tilde{\psi}_k(Y; q, \chi) + O(Y^{1/2}(\log Y)^{k+3}). \]

Summing over \( q \in M''(Q) \), the contribution of the remainder terms is \( \ll QX^{1/2}(\log X)^{k+3} \) in (5.6) if we replace \( \psi_k(Y; q, \chi) \) by \( \tilde{\psi}_k(Y; q, \chi) \) there. But this is negligible in (5.2) and (5.3). Thus it remains to estimate
\[ \max_{Y \leq X} \sum_{q \in M''(Q)} \frac{1}{h(q)} \sum_{\chi \in \mathbb{H}(q)} \left| \tilde{\psi}_k(Y; q, \chi) \right|. \tag{5.8} \]

Next, we split (5.8) into
\[ \max_{Y \leq X} \sum_{q \in M''(Q)} \frac{1}{h(q)} \sum_{\chi \in \mathbb{H}(q)} \left| \tilde{\psi}_k(Y; q, \chi) \right| + \max_{Y \leq X} \sum_{q \in M''(Q)} \frac{1}{h(q)} \sum_{\chi \in \mathbb{H}(q) \setminus \{\chi_0^{(q)}\}} \left| \tilde{\psi}_k(Y; q, \chi) \right| \]
\[ = E_k'(Q, X) + E_k''(Q, X), \tag{5.9} \]

say, i.e. we split it into sums over complex class group characters and sums over real class group characters. We will estimate both terms separately in the next two sections and show that they are both bounded above by (5.7).

In Section 6, we show that \( E_k'(Q, X) \) is of the desired size if
\[ Q^{4(1+(2-\nu)(3-\nu)/3)+\varepsilon} \ll X(\log X)^{-B}, \tag{5.10} \]

moreover, we may choose
\[ B = 16A + 300. \tag{5.11} \]

In Section 7, we show that \( E_k''(Q, X) \) is of the desired size if
\[ Q^{5-3\nu} \ll X(\log X)^{-B} \]
and we may choose \( B = 6A + 40 \). Since this range is larger than (5.10) and this value of \( B \) is smaller than (5.11), the final admissible range and the final admissible value of \( B \) for Theorems 4.2 and 4.3 are given by (5.10) and (5.11), respectively.
Together with the results for exceptional discriminants (Proposition 5.1) and small discriminants (Remark 5.4) we may then conclude that (5.2) and (5.3) hold. This finishes the proofs of Theorems 4.2 and 4.3.

As for the proof of Theorem 4.6 we start by recalling that (2.1) yields $w(C, p^\ell) \leq \ell + 1$ for all form classes $C$, all primes $p$ and all positive integers $\ell$. Moreover, (2.1) and (2.2) also yield

$$\sum_{p \leq Y} (\log p) w(C, p) = e(C) \sum_{p \leq Y} (\log p) + O((\log Y)(\log |q|)).$$

Thus, for all $q \in \mathfrak{S}(Q)$, all $C \in \mathcal{K}(q)$ and all $Y \leq X$, we have

$$\left| \psi(Y; q, C) - \frac{Y}{e(C)h(q)} \right| \leq \left| \psi_0(Y; q, C) - \frac{Y}{h(q)} \right| + O(Y^{1/2}(\log Y)^3 + (\log Y)(\log |q|)). \quad (5.12)$$

Summing over $q \in \mathfrak{S}(Q)$, we see that the remainder term is negligible in Theorem 4.6.

Similar to the argument in [Bom87, §7.4], one may easily show that

$$\sum_{q \in \mathfrak{S}(Q)} \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi_0(Y; q, C) - \frac{Y}{h(q)} \right| \ll Q^{1/2}X(\log X)^{-(A'-3)/4} \quad (5.13)$$

holds if

$$\sum_{q \in \mathfrak{S}(Q)} \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi_2(Y; q, C) - \frac{Y}{h(q)} \right| \ll Q^{1/2}X(\log X)^{-A'} \quad (5.14)$$

holds for some $A' > 0$. Therefore, Theorem 4.6 will follow from (5.12) and (5.13) as soon as we prove the bound (5.14) for

$$Q^{20/3+\varepsilon} \leq X(\log X)^{-B} \quad (5.15)$$

with $B = B(A') = 16A' + 300$ and then set $A' = 4A + 3$.

We split the left side of (5.14) into

$$\sum_{q \in \mathfrak{S}(Q)} \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi_2(Y; q, C) - \frac{Y}{h(q)} \right| \leq \sum_{q \in \mathfrak{S}(Q)} \max_{C \in \mathcal{K}(q)} \max_{Y \leq X} \left| \psi_2(Y; q, C) - \frac{1}{h(q)} \sum_{K \in \mathcal{K}(q)} \psi_2(Y; q, K) \right| + \sum_{q \in \mathfrak{S}(Q)} \max_{Y \leq X} \frac{|Y - \sum_{K \in \mathcal{K}(q)} \psi_2(Y; q, K)|}{h(q)}. \quad (5.16)$$

The first term on the right side of (5.16) is $\ll Q^{1/2}X(\log X)^{-A'}$ by Theorem 4.2 if (5.15) holds and $B = 16A' + 300$. As for the second term, we note that equation (2.3) yields

$$\sum_{K \in \mathcal{K}(q)} \sum_{\ell \leq Y} \frac{(\log p)(\log p)^2 w(K, p)}{p \in \mathcal{R}(q, K)} = \sum_{p \leq Y} (\log p)(\log p)^2 (1 + \chi_q(p)).$$

Thus

$$|Y - \sum_{K \in \mathcal{K}(q)} \psi_2(Y; q, K)| \leq |Y - \frac{1}{2} \sum_{K \in \mathcal{K}(q)} \sum_{p \leq Y} (\log p)(\log p)^2 w(K, p) + O(Y^{1/2}(\log Y)^3)$$

$$\leq \left( |Y - \psi_2(Y)| + |\psi_2(Y; \chi_q)| \right) + O(Y^{1/2}(\log Y)^3),$$
where
\[
\psi_k(Y; \chi_q) = \frac{1}{k!} \sum_{n \leq Y} \chi_q(n) \Lambda(n) \left( \log \frac{Y}{n} \right)^k
\]  
for each fundamental discriminant \( q \neq 1 \) and \( \psi_2(Y) := \psi_2(Y; 1) \). Summing over \( q \in \mathcal{F}(Q) \), we see that the remainder term is negligible in Theorem 4.6. By the relation
\[
\psi_k(X; \chi) = \int_1^X \psi_{k-1}(t; \chi) \frac{dt}{t}
\]
and the Prime Number Theorem, we have \( Y - \psi_2(Y) \ll D (\log Y)^{-D} \) for all \( D > 0 \). Thus, the bound
\[
\max_{Y \leq X} \sum_{q \in \mathcal{F}(Q)} \frac{|Y - \psi_2(Y)|}{h(q)} \ll Q^{1/2} X (\log X)^{-A'}
\]
follows after splitting the sum into exceptional and non-exceptional discriminants and using the bounds \( |\mathcal{F}_{\text{ex}}(Q)| \ll \log Q \) and \( h(q) \gg |q|^{1/2} (\log |q|)^{-1} \) for \( q \in \mathcal{F}(Q) \setminus \mathcal{F}_{\text{ex}}(Q) \), which we have found earlier. As for the term \( |\psi_2(Y; \chi_q)| \) above, we first note that
\[
\max_{Y \leq X} \sum_{q \in \mathcal{F}_{\text{ex}}(Q)} \frac{|\psi_2(Y; \chi_q)|}{h(q)} \ll (\log Q) X (\log X)^2
\]
is negligible if \( Q \) is not too small, i.e. if \( Q \geq (\log X)^{2A'+6} \); but if \( Q \) is small, then
\[
\max_{Y \leq X} \sum_{q \in \mathcal{F}_{\text{ex}}(Q)} \frac{|\psi_2(Y; \chi_q)|}{h(q)}
\]
is negligible by the Siegel–Walfisz theorem in the form
\[
\psi_0(X; \chi) \ll A' X e^{-c \sqrt{\log X}},
\]
which holds with some absolute positive constant \( c \) for all \( Q \leq (\log X)^{2A'+6} \) and all non-principal Dirichlet characters \( \chi \) modulo \( q \) (see [MV07, Corollary 11.18], for example). Thus, it remains to bound the sum over \( q \in \mathcal{F}(Q) \setminus \mathcal{F}_{\text{ex}}(Q) \) and this may be accomplished by means of the original Bombieri–Vinogradov theorem or rather the underlying average character sum that we will also use in Section 7 (compare the bound (7.2) for \( E_{2k}^\nu \) with \( \nu = 1 \) and \( k = 2 \) there). Hence we also get
\[
\max_{Y \leq X} \sum_{q \in \mathcal{F}(Q)} \frac{|\psi_2(Y; \chi_q)|}{h(q)} \ll Q^{1/2} X (\log X)^{-A'}
\]
if \( Q^2 \leq X (\log X)^{-B'} \) for some \( B' = B'(A') \) (which may be chosen as small as \( B(A') \) above).

In summary, the same bound holds for the second term on the right-hand side of (5.10) in the same range, which is larger than the range (5.13) for which we have bounded the first term.

This finishes the proof of (5.14) in the range (5.15) with \( B = 16A' + 300 \) and therefore it also concludes the proof of Theorem 4.6.

6. Complex character sums for the Bombieri–Vinogradov type results

In this section, we estimate the first term \( E_k'(Q, X) \) in (5.9). Using dyadic decomposition and the class number bound (5.5) for the discriminants in \( M'(Q) \), we get
\[
E_k'(Q, X) \ll (\log X)^2 \max_{Y \leq X} \max_{Q_0 \leq Q_1 \leq Q} Q_1^{-1/2} \sum_{q \in M'(Q_1)} \sum_{\chi \in H(q) \setminus \chi_0} \left| \int_c^{L'} \frac{L'}{L}(s, \chi) Y^s s^{-(k+1)} \ ds \right| (6.1)
\]
for all $c > 1$. Like in Section 3 we set

$$\hat{\mathcal{H}}_1(q) = \{ \chi \in \hat{\mathcal{H}}(q) \mid \chi^2 \neq \chi_0(q) \}$$

for all $q \in M''(Q_1)$ and

$$\hat{\mathcal{H}}_1(Q_1) = \bigcup_{q \in M''(Q_1)} \hat{\mathcal{H}}_1(q).$$

Moreover, let $a_\chi(n)$ denote the coefficients of the $L$-series of the logarithmic derivative of $L(s, \lambda_\chi)$, i.e.

$$L'(s, \lambda_\chi) = \sum_{n \geq 1} \frac{a_\chi(n)}{n^s}$$

and split it according to Bombieri’s modification of Gallagher’s identity: For every $1 \leq z \leq X$, we set

$$F_z := F_z(s, \lambda_\chi) := \sum_{n \leq z} \frac{a_\chi(n)}{n^s}, \quad G_z := G_z(s, \lambda_\chi) := \sum_{n > z} \frac{a_\chi(n)}{n^s}, \quad M_z := M_z(s, \lambda_\chi) := \sum_{n \geq z} \frac{b_\chi(n)}{n^s},$$

where the coefficients $b_\chi(n)$ are the coefficients of $L(s, \lambda_\chi)^{-1}$. Then

$$L'(s, \lambda_\chi) = G_z(1 - LM_z) + F_z(1 - LM_z) + L'M_z. \quad (6.2)$$

Thus, for all $c > 1$, we have

$$\int (c) \frac{L'}{L}(s, \lambda_\chi) \frac{Y^s}{s^{k+1}} \ ds = \int (c) G_z(1 - LM_z) \frac{Y^s}{s^{k+1}} \ ds + \int (c) \left( F_z(1 - LM_z) + L'M_z \right) \frac{Y^s}{s^{k+1}} \ ds.$$

We may move the line of integration of the second integral into the critical strip because $F_z$ and $M_z$ are Dirichlet polynomials and $L$ and $L'$ are entire functions for all $\chi \in \hat{\mathcal{H}}_1(Q)$. It will turn out that moving it to

$$c_0 = c_0(\nu) = 1 - \frac{3}{24 - 8\nu} \in \left[ \frac{13}{16}, \frac{7}{8} \right]$$

maximizes the admissible range for the discriminants in Theorems 4.2 and 1.3. Repeatedly using the inequality $2|ab| \leq |a|^2 + |b|^2$, we obtain

$$\max_{Y \leq \chi} \sum_{\chi \in \hat{\mathcal{H}}_1(Q_1)} \left| \int (c) \frac{L'}{L}(s, \lambda_\chi) Y^s s^{-(k+1)} \ ds \right| \ll X^c \sum_{\chi \in \hat{\mathcal{H}}_1(Q_1)} \int (c) (|G_z|^2 + |1 - LM_z|^2)|s|^{-(k+1)}|ds|$$

$$+ \ X^{c_0} \sum_{\chi \in \hat{\mathcal{H}}_1(Q_1)} \int (c_0) (|F_z|^2 + |M_z|^2 + |F_z M_z|^2)|s|^{-(k+1)}|ds|$$

$$+ \ X^{c_0} \sum_{\chi \in \hat{\mathcal{H}}_1(Q_1)} \int (c_0) (|L|^2 + |L'|^2)|s|^{-(k+1)}|ds| \quad (6.3)$$

for all $c > 1$. The first and second term on the right-hand side will be evaluated by our large sieve inequality for complex class group characters, in particular by Corollary 3.5. Before we can do this, we have to determine the coefficients $a_\chi(n)$ and $b_\chi(n)$ of $F_z$, $G_z$ and $M_z$. This is slightly more complicated than in the classical case, since if $\chi \in \hat{\mathcal{H}}_1(q)$, then the product

$$\lambda_\chi(m) = \sum_{d \mid (m,n)} \chi_0(d) \lambda(mnd^{-2}) \quad (6.4)$$
is not as simple as the product of two values of a Dirichlet character (see [Iwa97, §6.6], for example; recall that the \( \lambda_\chi(n) \) are coefficients of primitive holomorphic cusp forms of weight one, level \( q \) and nebentypus \( \chi_q \), as we already mentioned in Section 3). This product formula yields the Euler product

\[
L(s, \lambda_\chi) = \prod_p \left( 1 - \lambda_\chi(p)p^{-s} + \chi_q(p)p^{-2s} \right)^{-1}
\]

from which one easily deduces (see [KM97, Lemma 2.1]) that

\[
L(s, \lambda_\chi)^{-1} = \sum_{\ell, m \geq 1} \chi_q(m)|\mu(\ell)|\mu(\ell m)|\lambda_\chi(\ell)(\ell m^2)^{-s}.
\]

We thus get the following expressions for the Dirichlet series

\[
M_\chi(s, \lambda_\chi) = \sum_{\ell, m \geq 1, \ell m^2 \leq z} \chi_q(m)|\mu(\ell)|\mu(\ell m)|\lambda_\chi(\ell)(\ell m^2)^{-s},
\]

\[
F_\chi(s, \lambda_\chi) = - \sum_{k, \ell, m \geq 1, k\ell m^2 \leq z} (\log k)\chi_q(m)|\mu(\ell)|\mu(\ell m)|\lambda_\chi(\ell)|\lambda_\chi(k)(k\ell m^2)^{-s},
\]

\[
G_\chi(s, \lambda_\chi) = - \sum_{k, \ell, m \geq 1, k\ell m^2 > z} (\log k)\chi_q(m)|\mu(\ell)|\mu(\ell m)|\lambda_\chi(\ell)|\lambda_\chi(k)(k\ell m^2)^{-s},
\]

\[
1 - \text{LM}_\chi(s, \lambda_\chi) = - \sum_{k, \ell, m \geq 1, \ell m^2 \leq z} \chi_q(m)|\mu(\ell)|\mu(\ell m)|\lambda_\chi(\ell)|\lambda_\chi(k)(k\ell m^2)^{-s}.
\]

These series are not yet in the right form for a direct application of Corollary 3.5, but the following (in)equalities will bring them into the right shape:

**Lemma 6.1.** For all positive integers \( \ell \) and \( m \), let \( A(\ell, m) \) be a complex number.

1. Let \( \alpha > 0 \). Assume that \( \sum_{\ell \geq 1} A(\ell, m)\ell^{-(1+\alpha)+it} \ll m^2 \) for all \( t \in \mathbb{R} \). Then

\[
\left| \sum_{\ell, m \geq 1} A(\ell, m)(\ell m^2)^{-1+\alpha+it} \right|^2 \ll \omega^{-1} \sum_{m \geq 1} m^{-2\alpha} \left| \sum_{\ell \geq 1} A(\ell, m)\ell^{-1+\alpha+it} \right|^2.
\]

2. Let \( c_0 \in \left[ \frac{13}{14}, \frac{11}{13} \right] \). Assume that \( \sum_{\ell \geq 1} A(\ell, m)\ell^{-c_0+it} \ll \infty \) for all \( m \geq 1 \) and all \( t \in \mathbb{R} \). Moreover, assume that there exists a real number \( M \) such that \( A(\ell, m) = 0 \) for all \( m \geq M \) and all \( \ell \geq 1 \). Then

\[
\left| \sum_{\ell, m \geq 1} A(\ell, m)(\ell m^2)^{-c_0+it} \right|^2 \ll \sum_{m \leq M} m^{-2c_0} \left| \sum_{\ell \geq 1} A(\ell, m)\ell^{-c_0+it} \right|^2.
\]

3. Let \( \chi \in \hat{\mathcal{H}}_1(q) \) and \( j_1, j_2, j_3 \geq 1 \). Then

\[
\sum_{\ell, m \geq 1, \ell m \geq j_1} A(\ell, m)\lambda_\chi(\ell)|\lambda_\chi(m)(\ell m)^{-s} = \sum_{h, d \geq 1, h d^{2j_1}} \chi_q(d) \sum_{v, w \geq 1, v w = h} A(v d, w d)\lambda_\chi(h)(h d^2)^{-s}
\]

and

\[
\sum_{\ell \leq j_2, m \leq j_3} A(\ell, m)\lambda_\chi(\ell)|\lambda_\chi(m)(\ell m)^{-s} = \sum_{h, d \geq 1} \chi_q(d) \sum_{v \leq \frac{j_2}{d}, w \leq \frac{j_3}{d}, v w = h} A(v d, w d)\lambda_\chi(h)(h d^2)^{-s}
\]

for all \( s \in \mathbb{C} \) for which the series converge.
Proof. By the Cauchy–Schwarz inequality, we have
\[
\left| \sum_{\ell, m \geq 1} A(\ell, m)(\ell m^2)^{-s} \right|^2 \leq \left( \sum_{m \geq 1} m^{2(\Re(s)-1)} \right)^{\frac{1}{2}} \left( \sum_{r \geq 1} \left| A(r, m) m^{-s} \right|^2 \right)^{\frac{1}{2}}
\]
for all real numbers \( r \) and all complex numbers \( s \) for which the sums on the right side converge. The first bound follows for \( r = \frac{1}{2} \) and \( s = (1 + \alpha) - it \). As for the second bound, the sums on the right side of (6.13) are then only over \( m \leq M \); the bound follows for \( r = 0 \) and \( s = c_0 - it \). The equalities in (c) follow from (6.14).

Remark. These (in)equalities have been used in [KM97, §7] to prove a zero-density estimate for \( L \)-functions associated to certain cusp forms. The first proofs of the Bombieri–Vinogradov theorem relied heavily on zero-density estimates for Dirichlet \( L \)-functions; Gallagher’s simplification of these proofs then removed any direct appeal to the zeros but still kept the core of the argument. Thus, it is not surprising that Lemma 6.1 plays a role both here and in [KM97].

Set \( \alpha = (\log X)^{-1} \) and \( c = 1 + \alpha \), then apply (6.9) and (6.11) to (6.7) and obtain
\[
|G_z(c + it, \lambda_{X})|^2 \ll (\log X) \sum_{m \geq 1} m^{-3-2\alpha} \left| \sum_{k, \ell \geq 1 \atop k \ell > M} (\log k) \mu(\ell) |\mu(\ell m)| \lambda_{\chi}(\ell) \lambda_{\chi}(k)(kl)^{-(c+it)} \right|^2
\]
\[
= (\log X) \sum_{m \geq 1} m^{-3-2\alpha} \left| \sum_{h, d \geq 1 \atop hd > \frac{m}{\alpha}} \chi_q(d) \sum_{v, w \geq 1 \atop vw = h} (\log vd) \mu(wd) |\mu(wdm)| \lambda_{\chi}(h)(hd)^{-(c+it)} \right|^2
\]
Set
\[
a_1(h, d, m) = \sum_{v, w \geq 1 \atop vw = h} (\log vd) \mu(wd) |\mu(wdm)|
\]
and apply once again (6.9) to the right side of (6.11). This yields
\[
|G_z(c + it, \lambda_{X})|^2 \ll (\log X)^2 \sum_{m \geq 1} m^{-3-2\alpha} \sum_{d \geq 1} d^{-3-2\alpha} \left| \sum_{h > \frac{m}{\alpha^2}} a_1(h, d, m) \lambda_{\chi}(h) h^{-(c+it)} \right|^2,
\]
which now has the right form to apply (6.11). We get
\[
\sum_{\chi \in \mathcal{H}_1(Q_1)} \left| \sum_{s \in (c)} |G_z(s, \lambda_{X})|^2 |s|^{-(k+1)} |ds| \right|
\ll \epsilon Q_r^2 (\log X)^2 \sum_{m, d \geq 1} (md)^{-3-2\alpha} \sum_{h > \frac{m}{\alpha^2}} |a_1(h, d, m)|^2 (h^{-1-2\alpha} + h^{-3/2-2\alpha} Q_1^{5/2})(1 + (\log h)^3).
\]
Since \( \epsilon \ll X^\alpha \ll 1 \) and
\[
|a_1(h, d, m)|^2 \leq \tau(h)^2 (\log hd)^2
\]
for all \( h, d \) and \( m \), the contribution coming from \( |G_z|^2 \) in (6.3) is bounded by
\[
O_\epsilon (X (\log X)^K Q_1^{K_1} (1 + Q_1^{5/2} z^{-1/2}))
\]
for some \( K_1 > 0 \); in fact, we may choose \( K_1 = 11 \).
A comparison of (6.7) and (6.8) shows that the analysis of the contribution coming from \( |1 - LM|^2 \) in (6.3) can be performed in almost exactly the same way and the same bound is obtained. Thus we record that the whole first term on the right side of (6.3) can be bounded by (6.16).
Moving on to the second line of (6.3), each summand in the integrand is again analysed separately. The contribution coming from the integrand 1 follows directly from (3.9):

$$X^c_0 \sum_{\chi \in \mathcal{H}_1(Q_1)} \int_{(c_0)} 1 \cdot |s|^{-(k+1)} |ds| \ll X^c_0 |\mathcal{H}_1(Q_1)| \ll X^c_0 Q_1^{3/2} (\log Q_1). \quad (6.17)$$

Next, $F_z$ and $M_z$ are bounded in the same way as $G_z$ but with appeal to (6.10) (with $M = z$) instead of (6.9), (6.12) instead of (6.11) and (3.10) instead of (3.11). In fact, with $a_1(h, d, m)$ given by (6.15), we find

$$X^c_0 \sum_{\chi \in \mathcal{H}_1(Q_1)} \int_{(c_0)} |F_z(s, \lambda, \chi)|^2 |s|^{-(k+1)} |ds| \ll X^c_0 Q_1^c \sum_{m, d \in \mathbb{Z}} (md)^{-2c_0} \left( Q_1^{3/2} \sum_{h \in Q_1^2} |a_1(h, d, m)|^2 h^{1-2c_0} (1 + (\log h)^3) \right.$$

$$\left. + \sum_{Q_1^2 < h < \epsilon} |a_1(h, d, m)|^2 (h^{1-2c_0} + h^{1-2c_0} Q_1^{5/2} (\log h)^3) \right) \ll X^c_0 (\log X)^K Q_1^c (Q_1^{11/2-4c_0} + z^{2-2c_0})$$

for some $K_2 \geq 0$; we may choose $K_2 = 8$. Similarly,

$$X^c_0 \sum_{\chi \in \mathcal{H}_1(Q_1)} \int_{(c_0)} |M_z(s, \lambda, \chi)|^2 |s|^{-(k+1)} |ds| \ll X^c_0 (\log X)^K Q_1^c (Q_1^{11/2-4c_0} + z^{2-2c_0}). \quad (6.19)$$

The integrand $|F_z(s, \lambda)|^2$ requires a little bit more work, but the approach is familiar by now: By (6.5), (6.6), (6.10) and (6.12), we have

$$|F_z(c_0 + it, \lambda, \chi)|^2 = \sum_{m, w, d \in \mathbb{Z}} (md)^{-2c_0} \left( \sum_{v \in \mathbb{Z} / (md)} \sum_{b \in \mathbb{Z}} a_2(m, b, v, w) \lambda(b) \lambda(v) (b - (c_0 + it))^2, \right.$$

where

$$a_2(b, d, m, v, w) = \mu(v) |\mu(w)| a_1(b, d, m).$$

By (6.12) and (6.10), we then get

$$|F_z(c_0 + it, \lambda, \chi)|^2 \ll \sum_{m, w, d, r \in \mathbb{Z}} (mdr)^{-2c_0} \left( \sum_{h \geq 1} a_3(h, r, d, m, w) \lambda(h) h^{-(c_0 + it)} \right)^2,$$

where

$$a_3(h, r, d, m, w) = \sum_{v' \in \mathbb{Z} / (mdr), v' \neq h} \sum_{v'' \in \mathbb{Z} / (mdr), v'' = h} a_2(b', d, m, v', w)$$

whose absolute value is

$$|a_3(h, r, d, m, w)| \leq \sum_{v'' \in \mathbb{Z} / (mdr), v'' \neq h} \sum_{v' \in \mathbb{Z} / (mdr), v' = h} \tau(b''r) (\log b''r) d \ll (\log z) \tau(r) \tau_3(h),$$

where $\tau_3(h)$ is the ternary divisor function (i.e., the number of ordered 3-tuples $(b_1, b_2, b_2)$ of positive integers such that $h = b_1b_2b_3$). By Corollary 3.3 and the bound

$$\sum_{h \in \mathbb{Z}^2} \tau_3(h)^2 \ll z^2 (\log z)^8,$$
which follows by the method of [Kow04 p. 37], for example, we obtain

\[ X^{c_0} \sum_{\chi \in \mathcal{H}_1(Q)} \int_{(c_0)} |F_2(s, \chi) M_2(s, \chi)|^2 |s|^{-(k+1)} |ds| \ll_{\varepsilon} X^{c_0} (\log X)^{K_3} Q_1^{11/2-4c_0 + z^{4-4c_0}} \]

for some \( K_3 \geq 0 \); we may choose \( K_3 = 13 \).

We gather the bounds (6.17), (6.18), (6.19), (6.20) and record that the contribution to the right side of (6.3) coming from the second line is

\[ O_{\varepsilon}(X^{c_0} (\log X)^{K_3} Q_1^{5/2-4c_0 + z^{4-4c_0}}). \]

It remains to bound the third term on the right side of (6.3). We could proceed as in [BomS7], using the bound \( \sum_{n \in N} \lambda_\chi(n) \ll_{\varepsilon} (|q|^2 N)^{1/2+\varepsilon} \) that holds for Fourier coefficients of weight-one cusp forms and therefore for our coefficients \( \lambda_\chi \) as they arise from complex class group characters here (see Proposition 5 in [HM06], for example).

However, in our case it is sufficient and easier to use the convexity bound for the functions \( L(s, \lambda_\chi) \): Each of them satisfies a functional equation of the form

\[ \Phi(s, \lambda_\chi) = \Phi(1 - s, \lambda_\chi), \]

where

\[ \Phi(s, \lambda_\chi) = \left( \frac{\sqrt{|q|}}{2\pi} \right)^s \Gamma(s)L(s, \lambda_\chi); \]

see [IK04 §22.3], for example. Therefore, the convexity principle of Phragmén–Lindelöf yields

\[ L(c_0 + it, \lambda_\chi) \ll_{\varepsilon} (|q|^{1/2} (1 + |t|))^{1-c_0+\varepsilon}, \]

for all \( t \in \mathbb{R} \).

Combining the convexity principle for \( L(s, \lambda_\chi) \) and Cauchy’s inequality for the derivative of analytic functions (consider the disc around \( c_0 + it \) with radius \( (\log Q_1)^{-1} \)), we also get

\[ L'(s, \lambda_\chi) \ll_{\varepsilon} |q|^{(1-c_0)/2+\varepsilon} (1 + |t|)^{1-c_0+\varepsilon + (\log Q_1)^{-1}(\log Q_1)}. \]

If \( k \geq 2 \), these bounds and (6.19) yield

\[ \sum_{\chi \in \mathcal{H}_1(Q)} \int_{(c_0)} (|L(s, \lambda_\chi)|^2 + |L'(s, \lambda_\chi)|^2) |s|^{-(k+1)} |ds| \ll_{\varepsilon} (\log Q_1)^3 Q_1^{5/2-4c_0 + \varepsilon}. \]

**Remark.** Duke, Friedlander and Iwaniec [DFI02 Theorem 2.6] proved the first subconvexity bound for the \( L \)-functions associated to complex class group characters for all fundamental discriminants (they had previously proved such a bound for special types of discriminants). Subsequently, a simpler proof – and a slightly better bound – was found by Blomer, Harcos and Michel [BHM07 Corollary 1]. As is clear from the theorem numbering of these results, these are only special cases of subconvexity bounds for much more general \( L \)-functions. The convexity bound is more than enough for our needs and any invocation of these deep results would be pretentious here.

Let \( K = A + 2 + K_4 \) for some \( K_4 \geq \max(K_1, K_2, K_3, 3) \); thus, \( K = A + 15 \) is admissible, for example. We put together the upper bounds (6.16), (6.21) and (6.22) that we have found for the three summands in (6.3), insert them into (6.11) and get

\[ E_k(Q, X) \ll_{\varepsilon} (\log X)^{K-A} \max_{Q_0 < Q_1 < Q} Q_1^{-1/2+\varepsilon} X^{c_0} \]

\[ \times \left( X^{1-c_0} (1 + Q_1^{5/2} z^{-1/2}) + Q_1^{11/2-4c_0} + z^{4-4c_0} + Q_1^{5/2-c_0} \right). \]

(6.23)
Set
\[ D := \max(D_1, 4K) \] (6.24)
in Remark 5.4. We can assume without loss of generality that \( \varepsilon \leq \frac{1}{3} \). If \( Q \geq Q_0 = (\log X)^D \), then \( Q_1^{1/2-\varepsilon} \) is therefore at least \( (\log X)^K \) and if we choose \( z = Q_1^{-(\nu + 2\varepsilon)}(\log X)^2K \) and \( c_0 = c_0(\nu) = 1 - \frac{3}{21 - 8\varepsilon} \), we get
\[ E'_k(Q, X) \ll \varepsilon (\log X)^{-A}Q^{\nu/2}(X + (\log X)^{8K(1-c_0)+K}X^{c_0}Q^{5-\nu/2-4c_0+9\varepsilon}). \]

This gives
\[ E'_k(Q, X) \ll \varepsilon Q^{\nu/2}X(\log X)^{-A} \]
if \( Q^{4(1+(2-\nu)(3-\nu)/3)+72\varepsilon} \leq X(\log X)^{-B} \) with \( B = 8K + \max_{\nu \in [0, 1]} \frac{K}{1-c_0(\nu)} = 16K \); that is, we may choose
\[ B = 16A + 300. \] (6.25)

**Remark 6.2.** If we assume the Lindelöf Hypothesis, we may use the conditional large sieve inequality \( (3.12) \) instead of \( (3.10) \) and \( (3.11) \) and replace the exponent \( \frac{3}{2} - c_0 + \varepsilon \) by \( \frac{3}{2} + \varepsilon \) in \( (6.22) \). This leads to the bound
\[ E'_k(Q, X) \ll \varepsilon (\log X)^{-A} \max_{Q_0 \leq Q_1 \leq Q} Q_1^{1/2+\varepsilon}X^{c_0} \]
\[ \times \left( X^{1-c_0} (1 + Q_1^{3/2}z^{-1/2}) + Q_1^{3/2} + z^{4-4c_0} \right) \]
for some \( c_0 = c_0(\nu) \geq \frac{3}{4} \), and this yields
\[ E'_k(Q, X) \ll \varepsilon Q^{\nu/2}X(\log X)^{-A} \]
if \( \nu \geq \frac{1}{2} \) and \( Q^{4-2\nu+\varepsilon} \leq X(\log X)^{-B} \), or if \( \nu < \frac{1}{2} \) and \( Q^{4(2-\nu)/3+\varepsilon} \leq X(\log X)^{-B} \). Since these ranges are shorter than the unconditional one in the next section, they yield the ranges in Remark 4.5 and the first statement in Remark 1.6 (with \( \nu = 1 \)).

**7. Real character sums for the Bombieri–Vinogradov type results**

Before approaching the second sum \( E''_k(Q, X) \) in \( (5.9) \), we note that each of the Chebyshev functions \( \psi(X; q, \chi) \) for real class group characters \( \chi \) can be written as the sum of two Chebyshev functions for Dirichlet characters: If \( q \in \mathbb{F} \) and \( \chi \in \mathbb{H}(q) \) is a real class group character, then the Kronecker Factorization Formula (see [Iwa97] Theorem 12.7), for example) states that there exist two (positive or negative) fundamental discriminants \( d_1 \) and \( d_2 \) with \( d_1d_2 = q \) such that the \( L \)-function of \( \chi \) factors as \( L(s, \lambda') = L(s, \chi_{d_1})L(s, \chi_{d_2}) \) into the Dirichlet \( L \)-functions that are associated to the primitive real characters \( \chi_{d_1} \) modulo \( |d_1| \) and \( \chi_{d_2} \) modulo \( |d_2| \). On the other hand, every such factorization of \( q \) gives rise to a real class group character \( \chi = \chi_{d_1, d_2} \) of \( \mathbb{H}(q) \). Note that the trivial class group character \( \chi_0(q) \) corresponds to the trivial factorization \( q = 1 \cdot q \). Thus
\[ \frac{L'(s, \lambda_{d_1, d_2})}{L(s, \lambda_{d_1, d_2})} = \frac{L'(s, \chi_{d_1})}{L(s, \chi_{d_1})} + \frac{L'(s, \chi_{d_2})}{L(s, \chi_{d_2})}. \] (7.1)

Let \( F(Q) \) denote the set of all (positive or negative) fundamental discriminants \( d \neq 1 \) with \( |d| \leq Q \). The \( k \)-th iteration of the Mellin transform of \( \psi_k(X; \chi_d) \), which was defined in \( (5.17) \), is \( \frac{L'}{L}(s, \chi_d) \), hence
\[ \psi_k(X; \chi_d) = -\frac{1}{2\pi i} \int_{(\kappa)} \frac{L'}{L}(s, \chi_d)X^s s^{-(k+1)} ds \] (7.2)
for each $c > 1$. Therefore, (7.11) and (7.12) imply
\[
E''_{k}(Q, X) \leq \sum_{d_1 \in F(Q)} \sum_{d_2 \in F(Q)} \frac{1}{h(d_1 d_2)} (|\psi_k(X; \chi_{d_2})| + |\psi_k(X; \chi_{d_2})|)
\]
\[
= 2 \sum_{d_1 \in F(Q)} |\psi_k(X; \chi_{d_1})| \sum_{d_2 \in F(Q)} \frac{1}{h(d_1 d_2)}.
\]

The class number bound (5.5) for the discriminants in $M''(Q)$ yields
\[
E''_{k}(Q, X) \leq (\log Q) \sum_{d_1 \in F(Q)} \frac{1}{|d_1|^{1/2}} |\psi_k(X; \chi_{d_1})| \sum_{d_2 \in F(Q)} \frac{1}{|d_2|^{1/2}}.
\]

By the assumption (4.1) for $M(Q)$ in Theorem 4.2 and for $\Pi(Q)$ in Theorem 4.3, the sum over $d_2$ has at most $Q''$ terms. Hence
\[
E''_{k}(Q, X) \leq (\log Q) \sum_{d_1 \in F(Q)} \frac{1}{|d_1|^{1/2}} |\psi_k(X; \chi_{d_1})| \sum_{d_2 \in \min(Q', Q'' \cap \Gamma)} \frac{1}{|d_2|^{1/2}},
\]
which implies, by dyadic decomposition,
\[
E''_{k}(Q, X) \leq (\log Q)^2 Q''^{1/2} \max_{Q_1 \leq Q^{1-\nu}} Q^{-1/2} \sum_{d_1 \in F(Q_1)} |\psi_k(X; \chi_{d_1})|
\]
\[
+ (\log Q)^2 Q^{1/2} \max_{Q_1 \leq Q^{1-\nu}} Q^{-1} \sum_{d_1 \in F(Q_1)} |\psi_k(X; \chi_{d_1})|
\]
\[
= E''_{1,k}(Q, X) + E''_{2,k}(Q, X), \text{ say.}
\]

Note that we cannot profit here from the fact that $M''(Q)$ does not contain any small discriminants, which were already handled by means of Goldstein’s generalization of the Siegel–Walisz theorem. Instead, we may use the original Siegel–Walfisz theorem to handle the small discriminant divisors $d_1$ here.

In fact, we have now basically reduced the problem to the analogous problem for Dirichlet characters, i.e. we are in a similar position as in the original Bombieri–Vinogradov theorem, the only differences being:

1. The first term $E''_{1,k}(Q, X)$ above has the factor $Q^{-1/2}$ in front of the sum (coming from the class number estimate) instead of $Q^{-1}$ (coming from the Euler totient function estimate) in the classical case. This will lead to a smaller admissible $Q$ for $\nu < 1$.
2. Our sums are only over real primitive characters modulo $|d_1|$ with $|d_1| \leq Q$; by positivity, we can, of course, include the non-real primitive Dirichlet characters as well.

We proceed like in Section 6, but using the large sieve inequality for Dirichlet characters. We skip the explicit calculations as they are the same as in [Bom87] and obtain (compare the inequality at the bottom of page 62 and the top of page 63 in [Bom87]):
\[
\sum_{d_1 \in F(Q_1)} |\psi_k(X; \chi_{d_1})| \ll X(\log X)^4 + X(\log X)^4 Q_1^2 z^{-1} + X^{1/2}(\log X)^6 z^2
\]
\[
+ X^{1/2}(\log X)^6 Q_1^2 + X^{1/2}(\log X)^2 Q_1^4 z^{-2} =: G(X, Q_1, z).
\]

Here the variable $z$ is the ordinate at which we truncate the inverse Mellin transform in the corresponding Gallagher identity (compare (6.2)) and it will be chosen in a moment.
We obtain

\[ E''_{1; k}(Q, X) \ll Q'^{1/2}(\log X)^2 \max_{Q_1 \leq Q^{1-\nu}} Q_1^{-1/2} G(X, Q_1, z) \]

and we want to bound the right-hand side with \( Q'^{1/2}X(\log X)^{-A} \). This can be achieved when we set \( z = Q_1^{3/2}(\log X)^{6-A} \) if the maximum above is attained for

\[ (\log X)^{12+2A} \leq Q_1 \leq X^{1/5}(\log X)^{-(8-6A/5)}. \]

If the maximum is attained for a smaller \( Q_1 \), we use the relation (5.18) and the Siegel–Walfisz theorem (5.19) to get the desired bound. Altogether, we thus have

\[ E''_{1; k}(Q, X) \ll A Q'^{1/2}X(\log X)^{-A} \quad (7.3) \]

if \( Q^{5-5\nu} \leq X(\log X)^{-B} \) for some \( B = B(A) > 0 \).

Similarly,

\[ E''_{2; k}(Q, X) \ll Q'^{1/2}(\log X)^2 \max_{Q^{1-\nu} \leq Q_1 \leq Q} Q_1^{-1} G(X, Q_1, z) \]

is bounded by \( Q'^{1/2}X(\log X)^{-A} \) if we set \( z = Q_1Q^{1/2-\nu/2}(\log X)^{6-A} \) and if the maximum is attained for

\[ (\log X)^{12+2A} \leq Q_1 \quad \text{and} \quad Q \leq X^{1/(5-3\nu)}(\log X)^{(40-6A)/(5-3\nu)}. \]

Together with the Siegel–Walfisz theorem this leads to the bound

\[ E''_{2; k}(Q, X) \ll A Q'^{1/2}X(\log X)^{-A} \quad (7.4) \]

if \( Q^{5-3\nu} \leq X(\log X)^{-B} \) for some \( B = B(A) > 0 \). Since this range is shorter than the range for \( E''_{1; k}(Q, X) \) in (7.3), we have

\[ E''_{k}(Q, X) \ll A Q'^{1/2}X(\log X)^{-A} \]

if \( Q^{5-3\nu} \leq X(\log X)^{-B} \) for some \( B = B(A) > 0 \). Note that we may choose \( B = 40 + 6A \), which is smaller than the \( B \)-value (6.24) that we have found at the end of Section 6.

**Remark 7.1.** We could also employ Heath-Brown’s large sieve inequality for real Dirichlet characters \( [HB95] \) when \( \nu < 1 \). This inequality yields then a larger range for the discriminants in this section, but it requires a more careful analysis due to the distinct form of the sum on the right side of the inequality. Since we are anyway limited by the much shorter range coming from \( E'_1 \), this gives no overall gain and therefore we will not delve into this. Note that this large sieve inequality does not seem to be applicable for \( \nu = 1 \): It yields a term of size \( X^{1+\varepsilon} \) (for any \( \varepsilon > 0 \)) that does not permit us to beat trivial bounds (compare Remark 1.3) since our method can only compensate powers of \( (\log X) \) when \( \nu = 1 \), but not a genuine \( X^{\varepsilon} \).

8. A general result of Barban–Davenport–Halberstam type

In the Barban–Davenport–Halberstam theorem for arithmetic progressions (1.2), the prime counting function can be replaced by many other arithmetic functions \( g \). Indeed, it suffices to show that \( g \) is well distributed in arithmetic progressions to small moduli in order to prove that \( g \) shows a similar behaviour for almost all residue classes to almost all large moduli (see [IK04] §17.4, for example).

We will show here that a general mean square distribution result also holds with respect to binary quadratic forms for arithmetic functions \( g \) that are weighted with the function \( wt(C, n) \) (see 2.1), satisfy Siegel–Walfisz conditions for both arithmetic progressions and form classes, and for which the sums

\[ \sum_{n \leq X} g(n) \sum_{1 < k, m < n \atop km \equiv n} \chi_1(k)\chi_2(m) \]
are small for most pairs \((\chi_1, \chi_2)\) of distinct primitive real Dirichlet characters:

**Theorem 8.1.** Let \(3 \leq Q \leq X\), let \(M(Q)\) be any subset of \(\mathfrak{F}(Q)\) and let \(g\) be an arithmetic function. Assume that

\[
D(g; X; q, C) := \sum_{n \leq X} w(C, n)g(n) - \frac{1}{h(q)} \sum_{K \in \mathcal{K}(q)} \sum_{n \leq X} w(K, n)g(n)
\]

\[
\ll_L X^{1/2}(\log X)^L \left( \sum_{n \leq X} |g(n)|^2 \right)^{1/2}
\]

for all \(L > 0\), all \(q \in \mathfrak{F}(Q)\) with \(|q| \leq (\log X)^L\) and all form classes \(C \in \mathcal{K}(q)\). Then

\[
\sum_{n \leq X} g(n) - \frac{1}{\varphi(q)} \sum_{n \leq X} g(n) \ll_L X^{1/2}(\log X)^L \left( \sum_{n \leq X} |g(n)|^2 \right)^{1/2}
\]

for all \(L > 0\), all \(q \in \mathfrak{F}(Q)\) and all integers \(a\) with \((a, q) = 1\). Set

\[
R(g, Q, X) := \sum_{|d_1| > 1} \sum_{d_2 \in M(Q)} \frac{1}{h(d_1d_2)} \left| \sum_{n \leq X} g(n) \sum_{1 < k, m < n, km \equiv \chi_d(k)\chi_d(m)} \chi_d(k)\chi_d(m) \right|^2,
\]

where the outer sums run over (positive and negative) fundamental discriminants and \(\chi_d\) denotes the primitive real Dirichlet character modulo \(|d|\). Then

\[
\sum_{q \in M(Q)} \sum_{C \in \mathcal{K}(q)} |D(g; X; q, C)|^2 \ll_{A, \varepsilon} Q^{1/2} X^{1/2} \left( Q^{3/2+\varepsilon}(\log X)^2 + X^{1/2}(\log X)^{-A} \right) \sum_{n \leq X} |g(n)|^2 + R(g, Q, X)
\]

for all arbitrarily large \(A > 0\) and all arbitrarily small \(\varepsilon > 0\).

We will prove this result in the next section.

Theorem 1.2 follows easily from Theorem 8.1 by appeal to the Siegel–Walfisz theorem for arithmetic progressions and Blomer’s variant of it for binary quadratic forms:

**Theorem 8.2** (Siegel–Walfisz, [MV07, Corollary 11.21]). For any \(A > 0\), there exists a number \(c = c(A) > 0\) such that

\[
\pi(X; q, a) = \frac{\text{li}(X)}{\varphi(q)} + O\left( X e^{-c\sqrt{\log X}} \right),
\]

uniformly for all pairs of positive integers \(a\) and \(q\) with \((a, q) = 1\) and \(q \leq (\log X)^A\).

**Theorem 8.3** (Blomer, [Blo04, Lemma 3.1]). For any \(A > 0\), there exists a number \(c = c(A) > 0\) such that

\[
\pi(X; q, C) = \frac{\text{li}(X)}{e(C)h(q)} + O\left( X e^{-c\sqrt{\log X}} \right)
\]

uniformly for all \(q \in \mathfrak{F}\) with \(|q| \leq (\log X)^A\) and all \(C \in \mathcal{K}(q)\).
So let \( g \) be the characteristic function of the primes. Assumption \((8.2)\) holds by Theorem \(8.2\) and the Prime Number Theorem. As for assumption \((8.1)\), we have

\[
D(g; X; q, C) = \sum_{p \leq X, p \in R(q, C)} w(C, p) - \frac{1}{h(q)} \sum_{K \in K(q)} \sum_{p \leq X, p \in R(q, K)} w(K, p)
= \pi(X; q, C)\varepsilon(C) - \frac{1}{h(q)} \sum_{p \leq X} (1 + \chi_q(p)) + O(\log |q|)
\]

by \((8.3)\). Assumption \((8.1)\) now follows from \((8.19)\), the Prime Number Theorem and Theorem \(8.3\). The term \(R(g, Q, X)\) vanishes. Thus, from \((8.3)\) we get

\[
\sum_{q \in \mathcal{S}(Q) \in K(q)} \left( \pi(X; q, C)\varepsilon(C) - \frac{1}{h(q)} \sum_{p \leq X} (1 + \chi_q(p)) \right)^2 \ll_{A, \varepsilon} Q^{1/2}X^2(\log X)^{-A}
\]

if \(Q^{3+\varepsilon} \leq X(\log X)^{-2A-4}\). Similarly to the argument in Section 5 one shows that the contribution from exceptional discriminants to the left side of \((8.3)\) is negligible (also compare the corresponding argument in the next section). Thus, we may assume the class number bound \((8.3)\). Dyadic decomposition and the large sieve inequality for Dirichlet characters (Lemma \(5.1\)) then yield

\[
\sum_{q \in \mathcal{S}(Q) \in K(q)} \frac{1}{h(q)} \left( \sum_{p \leq X} \chi_q(p) \right)^2 \leq (\log Q)^2(Q^{3/2}X + X^2).
\]

Therefore, Theorem \(1.2\) follows from \((8.4)\), \((8.5)\) and the Prime Number Theorem if \(Q \geq (\log X)^{2A+4}\). If \(Q\) is smaller, Theorem \(1.2\) follows directly from Theorem \(8.3\).

**Remark.** The term \(R(g, Q, X)\) clearly vanishes if the function \(g\) is supported on primes only or if the set \(M(Q)\) contains only prime discriminants, for example. Thus, we get a clean well-distribution result in these cases. It would be interesting to find other cases in which \(R(g, Q, X)\) is dominated by the first term on the right-hand side of \((8.3)\).

9. **Proof of the general Barban–Davenport–Halberstam type result**

We prove Theorem \(8.1\) in this section. The proof will be similar to the proofs of the theorems of Section 4. First, we consider the contribution coming from the initial range of negative fundamental discriminants. Fix \(A > 0\). Set \(Q_0 = (\log X)^{L_0}\) for some \(L_0 > 0\), which will be chosen later and which will depend on \(A\) only. By assumption \((8.1)\) and the class number bound \(h(q) \ll |q|^{1/2}(\log |q|)\), the contribution to the left-hand side of \((8.3)\) coming from discriminants \(q\) with \(|q| \leq Q_0\) is

\[
\ll_{L_1} (\log Q_0)Q_0^{3/2}X(\log X)^{-L_1} \sum_{n \leq X} |g(n)|^2 \ll_{L_1} Q_0^{1/2}X(\log X)^{L_0 - L_1 + 1} \sum_{n \leq X} |g(n)|^2
\]

for each \(L_1 > L_0\). This is dominated by the right-hand side of \((8.3)\) if

\[
L_0 - L_1 + 1 = -A.
\]

It remains to consider the large discriminants, i.e. all \(q\) in

\[M'(Q) := \{q \in M(Q) : Q_0 < |q| \leq Q\}\]

and we may assume from now on that \(Q \geq Q_0\).
By the definition (2.11) of the weights \( w(C, n) \), we have

\[
D(g; X; q, C) = \sum_{a \in B_q(C) \cap Z(q)} g(N(a)) - \frac{1}{h(q)} \sum_{a \in Z(q)} g(N(a)).
\]

For every \( q \in \mathfrak{F} \) and every \( \chi \in \hat{H}(q) \), we set

\[
G(X; \chi, q) := \sum_{a \in Z(q)} g(N(a)) \chi(a) = \sum_{n \in X} g(n) \lambda_\chi(n).
\]

By the orthogonality property of ideal class group characters, we may rewrite \( D(g; X; q, C) \) as

\[
D(g; X; q, C) = \frac{1}{h(q)} \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} \overline{\chi(B_q(C))} G(X; \chi, q).
\]

Moreover, orthogonality also yields

\[
\sum_{C \in \hat{H}(q)} \left| \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} \overline{\chi(C)} G(X; \chi, q) \right|^2 = h(q) \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} |G(X; \chi, q)|^2.
\]

Thus, the contribution from large discriminants to the left-hand side of (8.3) is

\[
\sum_{q \in M'(Q) \cap \mathfrak{F}} \sum_{C \in \mathfrak{H}(q)} \left| D(g; X; q, B_q^{-1}(C)) \right|^2 = \sum_{q \in M'(Q)} \frac{1}{h(q)} \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} |G(X; \chi, q)|^2.
\]

The contribution coming from exceptional discriminants is again negligible if \( Q \) is not very small. Indeed, by the bound \( |\mathfrak{F}_{ex}(Q)| \ll \log Q \) (see the proof of Proposition 5.1) for the set of exceptional fundamental discriminants \( q \in \mathfrak{F}(Q) \), the Cauchy–Schwarz inequality and the bound (3.7), we have

\[
\sum_{q \in \mathfrak{F}_{ex}(Q)} \frac{1}{h(q)} \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} |G(X; \chi, q)|^2 \ll X(\log X)^4 \sum_{n \in X} |g(n)|^2.
\]

In particular, the contribution to the left-hand side of (8.3) coming from exceptional discriminants is negligible if \( Q \geq (\log X)^{2A+8} \). This means that we must choose at least

\[
L_0 \geq 2A + 8 \tag{9.2}
\]

above.

Therefore it remains to estimate the contribution from non-exceptional discriminants, i.e. we have to bound

\[
\sum_{q \in M''(Q)} \frac{1}{h(q)} \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} |G(X; \chi, q)|^2 + \sum_{q \in M''(Q)} \frac{1}{h(q)} \sum_{\chi \in \hat{H}(q) \setminus \{\chi_0^{(q)}\}} \sum_{\chi^2 = \chi_0^{(q)}} |G(X; \chi, q)|^2, \tag{9.3}
\]

where \( M''(Q) = M'(Q) \setminus \mathfrak{F}_{ex}(Q) \).

The lower class number bound (5.5), dyadic decomposition and the large sieve inequality for complex class group characters (Lemma 3.2) together imply that the first sum in (9.3) is
bounded above by

\[
\left(\log Q\right) \max_{Q_0 \leq Q_1 \leq Q} Q_1^{-1/2} \sum_{q \in \mathcal{M}'(Q_1)} \sum_{\chi \in \hat{\mathcal{H}}(q)^{\times} \backslash \mathcal{H}(q)} |G(X; \chi, q)|^2
\]

\[
\ll_{\varepsilon} \left(\log Q\right) \max_{Q_0 \leq Q_1 \leq Q} Q_1^{-1/2} \left(1 + X^{1/2}(\log X)^{3/2}Q_1^{1/2 + \varepsilon}\right) \sum_{n \leq X} |g(n)|^2
\]

\[
\ll Q^{1/2}X^{1/2}(\log X)^4Q^{-1/2}Q_1^{1/2} + (\log X)^2Q^{3/2}Q_1^{1/2 + \varepsilon} \sum_{n \leq X} |g(n)|^2
\]

for every \(\varepsilon > 0\). This is dominated by the right-hand side of (9.3) if \(Q \geq (\log X)^{2A + 8 - L_0}\), which is certainly satisfied if the above-mentioned condition \(L_0 \geq 2A + 8\) holds.

Like in Section 7, the second sum in (9.3) is handled by reducing it to a sum over real Dirichlet characters. If \(q \in \hat{\mathcal{H}}(\varepsilon)\) and \(\chi \in \hat{\mathcal{H}}(q)\) is a real non-trivial class group character, then the Kronecker Factorization Formula implies that \(\lambda_\chi(n)\) is the Dirichlet convolution

\[
\lambda_\chi(n) = \chi_{d_1} \ast \chi_{d_2}(n) \quad (9.5)
\]

of two primitive real Dirichlet characters modulo the absolute values of non-trivial fundamental discriminants \(d_1\) and \(d_2\) with \(d_1d_2 = q\). Thus, if \(\chi \in \hat{\mathcal{H}}(q)\) is non-trivial and real, then

\[
G(X; \chi, q) = \sum_{n \leq X} g(n) \sum_{k,m \leq n} \chi_{d_1}(k)\chi_{d_2}(m)
\]

for some fundamental discriminants \(d_1\) and \(d_2\) with \(d_1d_2 = q\) and \(|d_1|, |d_2| > 1\). Moreover, each such pair of discriminants induces one of the non-trivial real class group characters in \(\hat{\mathcal{H}}(q)\).

Let \(F(Q)\) denote the set of all fundamental discriminants \(d\) with \(|d| \leq Q\) (as in Section 7). The second sum in (9.3) can thus be bounded as follows:

\[
\sum_{q \in \mathcal{M}'(Q)} \frac{1}{q} \sum_{\chi \in \hat{\mathcal{H}}(q) \backslash \{\chi_0\}} |G(X; \chi, q)|^2
\]

\[
= \sum_{d_1 \in F(Q)} \sum_{d_2 \in F(Q)} \frac{1}{h(d_1d_2)} \left| \sum_{n \leq X} g(n) \sum_{1 \leq k,m \leq n} \chi_{d_1}(k)\chi_{d_2}(m) \right|^2
\]

\[
\ll (\log Q) \left[ \sum_{d_1 \in F(Q)} \sum_{d_2 \in F(Q)} \frac{1}{h(d_1d_2)^{1/2}} \sum_{n \leq X} g(n)(\chi_{d_1}(n) + \chi_{d_2}(n)) \right]^2 + R(g, Q, X)
\]

\[
\ll (\log Q) \left[ \sum_{d_1 \in F(Q)} \sum_{d_2 \in \mathcal{M}'(Q)} \frac{1}{d_1^{1/2}} \sum_{n \leq X} g(n)\chi_{d_1}(n)^2 \sum_{d_2 \leq \sqrt{Q}} \frac{1}{d_2^{1/2}} \right] + R(g, Q, X)
\]

\[
\ll S_1(Q, X) + S_2(Q, X) + R(g, Q, X),
\]

where

\[
S_1(Q, X) = Q_1^{1/2}(\log Q) \sum_{d \in F(Q_0)} \left| \sum_{n \leq X} g(n)\chi_d(n) \right|^2
\]

and

\[
S_2(Q, X) = Q^{1/2}(\log Q)^2 \max_{Q_0 \leq Q_1 \leq Q} Q_1^{-1} \sum_{d \in F(Q)} \left| \sum_{n \leq X} g(n)\chi_d(n) \right|^2
\]
and \( R(g, Q, X) \) was defined in Theorem 8.1. By positivity and orthogonality, we have
\[
S_1(Q, X) \leq Q_0^{1/2}(\log X) \sum_{1 < d \leq Q_0} \sum_{\chi \equiv \chi_0 \pmod{d}} | \sum_{n \leq X} g(n)\chi(n)|^2
= Q_0^{1/2}(\log X) \sum_{1 < d \leq Q_0} \varphi(d) \sum_{\chi \equiv \chi_0 \pmod{d}} \sum_{n \leq X} \sum_{n \equiv a (\mod d)} g(n) - \frac{1}{\varphi(d)} \sum_{n \leq X} g(n)^2.
\]

By assumption (8.2), we thus have
\[
S_1(Q, X) \ll L_2 Q_0^{1/2}(\log X)^{-L_2+1+3L_0} \sum_{n \leq X} |g(n)|^2
\]
for all \( L_2 > L_0 \). Hence, \( S_1(Q, X) \) is dominated by the right side of (8.3) if
\[
-L_2 + 1 + 3L_0 \leq -A.
\]

Finally, we use the large sieve inequality for Dirichlet characters, Lemma 3.1, to bound \( S_2(Q, X) \). We get
\[
S_2(Q, X) \ll L_0 Q_0^{1/2}(\log X)^2(Q + XQ_0^{-1}) \sum_{n \leq X} |g(n)|^2.
\]
This is dominated by the right side of (S.3) if \( Q + XQ_0^{-1} \leq Q^{3/2+\varepsilon} + X(\log X)^{-A-2} \), which is certainly true if the above-mentioned condition \( L_0 \geq 2A + 8 \) holds.

By (3.2), (3.1) and (10.6) we also see that all implied constants above that depend on \( L_0, L_1 \) or \( L_2 \), can be made dependent on \( A \) only, if we choose \( L_0 = 2A + 8, L_1 = A + L_0 + 1 \) and \( L_2 = A + 3L_0 + 1 \), for example. This concludes the proof of Theorem 8.1.

**Remark 9.1.** If we assume the Lindelöf Hypothesis, we may use the conditional large sieve inequality of Remark 5.1 instead of Lemma 3.2. Thus, we may then replace the term \( Q^{5/2+\varepsilon} \) in the second line of (9.4) by \( Q^{3/2+\varepsilon} \), the term \( Q^{3/2+\varepsilon} \) in the last line of (9.4) and in (S.3) may therefore be replaced by \( Q^{1/2+\varepsilon} \). Thus, (1.4) holds if \( Q^{1+\varepsilon} \leq X(\log X)^{-2A-4} \), which yields the second statement in Remark 1.1.

10. **The Least Prime of the Shape \( x^2 + ny^2 \)**

The statements in Corollary 1.8 can be proved along the same lines as the analogous results for primes in arithmetic progressions that follow from the Bombieri–Vinogradov theorem and the Barban–Davenport–Halberstam theorem; see [EH71], for example.

**Remark 10.1.** 1. From the Siegel–Walfisz theorem for binary quadratic forms, Theorem 8.3, it follows easily that there exists an absolute constant \( L \) such that
\[
\max_{C \in K(q)} p(q; C) \ll |q|^{L(\log |q|)}
\]
for all \( q \in \mathfrak{P} \).

2. Kowalski and Michel have proved in [KM02] a log-free zero-density estimate for automorphic forms on \( GL(n)/Q \) and described how this can be used to show the existence of an absolute constant \( L \) such that
\[
\max_{C \in K(q)} p(q; C) \ll |q|^L
\]
for all \( q \in \mathfrak{P} \). This bound is also a consequence of earlier results by Fôgel [Fog65, Fog68] and Weiss [Wei83]. However, no explicit admissible value for \( L \) has yet been published.

3. The Generalized Riemann Hypothesis for ideal class group \( L \)-functions implies that (10.1) holds for all \( q \in \mathfrak{P} \) with \( L = 1 + \varepsilon \) for all \( \varepsilon > 0 \).
4. Assuming the Lindelöf Hypothesis (see Remark 1.6), one may replace the exponent $\frac{2}{3} + \varepsilon$ by $2 + \varepsilon$ in (1.6) and the exponent $3 + \varepsilon$ by $1 + \varepsilon$ in (1.7).

Focussing on the primes of the special shape $x^2 + ny^2$, that is, on primes represented by the principal class of discriminant $-4n$, it is interesting to investigate bounds for the values of $x_{\min}$ and $y_{\min}$ that yield the smallest prime of this form for any given positive integer $n$. One would naturally assume that $y_{\min}$ is typically very small. Notwithstanding, it is somewhat surprising that numerical calculations even suggest that $y_{\min} > 1$ can only occur for an exceedingly small set of values $n$: Up to at least $n = 10^5$, the smallest prime of the shape $x^2 + ny^2$ is actually of the shape $x^2 + n$ in all but the eleven cases

$$n \in \{5, 41, 59, 314, 341, 479, 626, 749, 755, 881, 1784\};$$

in all these exceptional cases we have $y_{\min} = 2$. If we could show that $y_{\min} = 1$ for all $n > 1784$ (which appears to be formidable) or could at least get a nice bound for the number/density of exceptions, the problem of bounding the least prime of the shape $x^2 + ny^2$ would reduce to bounding the smallest prime of the shape $x^2 + n$. Although this polynomial looks simpler than our original one, there are questions on the prime numbers which it represents that are so much tougher than for binary quadratic forms: There is no integer $n$ for which it is nowadays known whether there are infinitely many primes of the shape $x^2 + n$. Nevertheless, Baier and Zhao [BZ07] proved that, given $A, B > 0$, if $X^2(\log X)^{-A} \leq N \leq X^2$ then

$$\sum_{n \in N} \left| \sum_{x \in X} \Lambda(x^2 + n) - \mathcal{G}(n)X \right|^2 \ll_{A, B} \frac{NX^2}{(\log X)^B},$$

where $\mathcal{G}(n) = \prod_{p \geq 2} \left( 1 - \frac{(\frac{n}{p})}{p} \right)$ and $\left( \frac{n}{p} \right)$ is the Jacobi symbol. Note that $\mathcal{G}(n)$ converges and $\mathcal{G}(n) \gg (\log n)^{-1} \gg (\log X)^{-1}$. As in Corollary 1.8, we can therefore conclude, from their result and an assumption that appears plausible by our own observations, the following average upper bound for the least prime of the shape $x^2 + ny^2$:

**Corollary 10.2.** Conditional on the assumption that $p_0(n)$, the least prime of the shape $x^2 + ny^2$, is attained for $y = 1$ for all positive squarefree integers $n$ in a set of asymptotic density 1, we have

$$p_0(n) \leq n^{2 + \varepsilon}$$

for all positive squarefree integers $n$ in a set of asymptotic density 1.

**References**

[Bar66] Mark B. Barban, *The “large sieve” method and its application to number theory*, Russian Mathematical Surveys 21 (1966), no. 1, 49–103.

[BHM07] Valentin Blomer, Gergely Harcos, and Philippe Michel, *Bounds for modular $L$-functions in the level aspect*, Ann. Sci. École Norm. Sup. (4) 40 (2007), no. 5, 697–740.

[Blo04] Valentin Blomer, *Binary quadratic forms with large discriminants and sums of two squareful numbers*, J. Reine Angew. Math. 569 (2004), 213–234.

[Bom65] Enrico Bombieri, *On the large sieve*, Mathematika 12 (1965), 201–225.

[Bom87] Enrico Bombieri, *Le grand criblé dans la théorie analytique des nombres*, Astérisque (1987), no. 18, 103 pp.

[BZ07] Stephan Baier and Liangyi Zhao, *Primes in quadratic progressions on average*, Math. Ann. 338 (2007), no. 4, 963–982.

[Cox97] David A. Cox, *Primes of the form $x^2 + ny^2$: Fermat, class field theory and complex multiplication*, Paperback ed., A Wiley-Interscience Publication, John Wiley & Sons Inc., New York, 1997.

[DFI02] William Duke, John Friedlander, and Henryk Iwaniec, *The subconvexity problem for Artin $L$-functions*, Invent. Math. 149 (2002), no. 3, 489–577.

[DH66] Harold Davenport and Heini Halberstam, *Primes in arithmetic progressions*, Michigan Math. J. 13 (1966), 485–489.
[DH68] Harold Davenport and Heini Halberstam, *Corrigendum: “Primes in arithmetic progression”*, Michigan Math. J. 15 (1968), 505.

[DK00] William Duke and Emmanuel Kowalski, *A problem of Linnik for elliptic curves and mean-value estimates for automorphic representations*, Invent. Math. 139 (2000), no. 1, 1–39.

[dlVP96] Charles-Jean de la Vallée Poussin, *Recherches analytiques sur la théorie des nombres premiers*, Ann. Soc. Sci. Bruxelles 20 (1896), 183–256, 281–362, 363–397.

[EH71] Peter D. T. A. Elliott and Heini Halberstam, *The least prime in an arithmetic progression*, Studies in Pure Mathematics (Presented to Richard Rado), Academic Press, London, 1971, pp. 59–61.

[Fog65] Ernests Fogels, *On the zeros of L-functions*, Acta Arith. 11 (1965), 67–96.

[Fog68] Ernests Fogels, *Corrigendum: “On the zeros of L-functions”*, Acta Arith. 14 (1967/1968), 435.

[Gold70] Larry Joel Goldstein, *A generalization of the Siegel-Walfisz theorem*, Trans. Amer. Math. Soc. 149 (1970), 417–429.

[HB95] D. R. Heath-Brown, *A mean value estimate for real character sums*, Acta Arith. 72 (1995), no. 3, 235–275.

[HM00] Gergely Harcos and Philippe Michel, *The subconvexity problem for Rankin-Selberg L-functions and equidistribution of Heegner points. II*, Invent. Math. 149 (2000), no. 1, 1–39.

[IK04] Henryk Iwaniec and Emmanuel Kowalski, *Analytic number theory*, American Mathematical Society Colloquium Publications, vol. 53, American Mathematical Society, Providence, RI, 2004.

[Iwa97] Henryk Iwaniec, *Topics in classical automorphic forms*, Graduate Studies in Mathematics, vol. 17, American Mathematical Society, Providence, RI, 1997.

[KM97] Emmanuel Kowalski and Philippe Michel, *Sur les zéros des fonctions L automorphes de grand niveau*, ArXiv Mathematics e-prints (1997).

[KM02] Emmanuel Kowalski and Philippe Michel, *Zeros of families of automorphic L-functions close to 1*, Pacific J. Math. 207 (2002), no. 2, 411–431.

[Kow04] Emmanuel Kowalski, *Un cours de théorie analytique des nombres*, Cours Spécialisés, vol. 13, Société Mathématique de France, Paris, 2004.

[Li79] Wen-Ch'ing Winnie Li, *L-series of Rankin type and their functional equations*, Math. Ann. 244 (1979), no. 2, 135–166.

[Mic07] Philippe Michel, *Analytic number theory and families of automorphic L-functions*, Automorphic forms and applications, IAS/Park City Math. Ser., vol. 12, Amer. Math. Soc., Providence, RI, 2007, pp. 181–295.

[MMS87] M. Ram Murty and V. Kumar Murty, *A variant of the Bombieri-Vinogradov theorem*, Number theory (Montreal, Que., 1985), CMS Conf. Proc., vol. 7, Amer. Math. Soc., Providence, RI, 1987, pp. 243–272.

[MP13] M. Ram Murty and Kathleen L. Petersen, *A Bombieri-Vinogradov theorem for all number fields*, Trans. Amer. Math. Soc. 365 (2013), no. 9, 4987–5032.

[MV07] Hugh L. Montgomery and Robert C. Vaughan, *Multiplicative number theory. I. Classical theory*, Cambridge Studies in Advanced Mathematics, vol. 97, Cambridge University Press, Cambridge, 2007.

[Nar04] Władysław Narkiewicz, *Elementary and analytic theory of algebraic numbers*, third ed., Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2004.

[Sch86] P. D. Schumer, *On the large sieve inequality in an algebraic number field*, Mathematika 33 (1986), no. 1, 31–54.

[Vin65] Askold I. Vinogradov, *On the density hypothesis for Dirichlet L-series* (Russian), Izv. Akad. Nauk SSSR Ser. Mat. 29 (1965), 903–934.

[Vin66] Askold I. Vinogradov, *Correction to the paper of A. I. Vinogradov “On the density hypothesis for Dirichlet L-series”* (Russian), Izv. Akad. Nauk SSSR Ser. Mat. 30 (1966), 719–720.

[Wei83] Alfred Weiss, *The least prime ideal*, J. Reine Angew. Math. 338 (1983), 56–94.