Symplectic reduction and the Lie–Poisson shape dynamics of \( N \) point vortices on the plane
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Abstract

We show that the symplectic reduction of the dynamics of \( N \) point vortices on the plane by the special Euclidean group \( \text{SE}(2) \) yields a Lie–Poisson equation for relative configurations of the vortices. Specifically, we combine symplectic reduction by stages with a dual pair associated with the reduction by rotations to show that the \( \text{SE}(2) \)-reduced space with non-zero angular impulse is a coadjoint orbit. This result complements some existing works by establishing a relationship between the symplectic/Hamiltonian structures of the original and reduced dynamics. We also find a family of Casimirs associated with the Lie–Poisson structure including some apparently new ones. We demonstrate through examples that one may exploit these Casimirs to show that some shape dynamics are periodic.
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1. Introduction

1.1. Dynamics of \( N \) point vortices

The dynamics of \( N \) point vortices \( \{ \mathbf{x}_j = (x_j, y_j) \in \mathbb{R}^2 \}_{j=1}^N \) on the plane \( \mathbb{R}^2 \) with non-zero circulations \( \{ \Gamma_j \in \mathbb{R} \setminus \{0\} \}_{j=1}^N \) is governed by the system of equations...
\[
\dot{x}_j = -\frac{1}{2\pi} \sum_{1 \leq k \leq N \atop k \neq j} \Gamma_k \frac{y_j - y_k}{\|x_j - x_k\|^2}, \quad \dot{y}_j = \frac{1}{2\pi} \sum_{1 \leq k \leq N \atop k \neq j} \Gamma_k \frac{x_j - x_k}{\|x_j - x_k\|^2}
\]  \tag{1}

for \( j \in \{1, \ldots, N\} \); see, e.g. Newton [21, section 2.1] and Chorin and Marsden [9, section 2.1].

This system of equations may be formulated as a Hamiltonian system as follows: let us equip \( \mathbb{R}^{2N} = \{ (x_1, \ldots, x_N) \} \) with the symplectic form

\[
\Omega := \sum_{j=1}^{N} \Gamma_j \, dx_j \wedge dy_j
\]  \tag{2}

and define the Hamiltonian \( H \) as

\[
H(x_1, \ldots, x_N) := -\frac{1}{4\pi} \sum_{1 \leq j < k \leq N} \Gamma_j \Gamma_k \ln \|x_j - x_k\|^2.
\]  \tag{3}

We note in passing that, strictly speaking, one needs to remove those collision points, i.e. those with \( x_j = x_k \) with \( j \neq k \), from \( \mathbb{R}^{2N} \). The vector field \( X_H \) on \( \mathbb{R}^{2N} \) defined by the Hamiltonian system \( i_{X_H} \Omega = dH \) yields the above system of equations. A common and more succinct way of describing the system is to identify \( \mathbb{R}^{2N} \) with \( \mathbb{C}^N \) via \( (x_j, y_j) \mapsto x_j + iy_j =: q_j \) and write the symplectic form on \( \mathbb{R}^{2N} \cong \mathbb{C}^N = \{ q = (q_1, \ldots, q_N) \} \) as

\[
\Omega = -\frac{1}{2} \sum_{j=1}^{N} \Gamma_j \Im(dq_j \wedge dq_j^*)_\mathbb{C}^N = -d\Theta
\]

with

\[
\Theta := -\frac{1}{2} \sum_{j=1}^{N} \Gamma_j \Im(q_j^* dq_j)_\mathbb{C}^N,
\]

and the Hamiltonian as

\[
H(q_1, \ldots, q_N) = -\frac{1}{4\pi} \sum_{1 \leq j < k \leq N} \Gamma_j \Gamma_k \ln |q_j - q_k|^2.
\]  \tag{3}

Then the system is written as

\[
\dot{q}_j = \frac{i}{2\pi} \sum_{1 \leq k \leq N \atop k \neq j} \Gamma_k \frac{q_j - q_k}{|q_j - q_k|^2}
\]  \tag{4}

for \( j \in \{1, \ldots, N\} \).

This system has \( \text{SE}(2) = \text{SO}(2) \times \mathbb{R}^2 \)-symmetry under the action

\[
\text{SE}(2) \times \mathbb{C}^N \to \mathbb{C}^N; \quad ((e^{i\theta}, a), q) \mapsto e^{i\theta} q + a \mathbf{1},
\]  \tag{5}

where we identified \( \mathbb{R}^2 \) with \( \mathbb{C} \) and defined \( \mathbf{1} := (1, \ldots, 1) \in \mathbb{C}^N \).

It is well known (see, e.g. Newton [21, equation (2.1.5) on p 69]) that one may derive a set of equations for the inter-vortex distances \( l_{ij} := |q_j - q_i| \) of the point vortices; they are often referred to as the \textit{equations of relative motion} or the \textit{shape dynamics}; see (6) below. From the geometric point of view, this corresponds to the reduction of the dynamics by the above \( \text{SE}(2) \)-symmetry: this symmetry is essentially due to the uniformity of the ambient space, and
hence ‘dividing’ the dynamics by this symmetry results in the shape dynamics. Such a reduction by symmetry—called symplectic or Hamiltonian reduction—is one of the main topics of the geometric approach to Hamiltonian dynamics; see, e.g. Abraham and Marsden [1], Marsden and Ratiu [16], Marsden et al [18], and references therein. The use of shape space/dynamics is particularly popular in the $N$-body problem of classical mechanics; see, e.g. Iwai [14], Montgomery [20], and references therein.

1.2. Motivating examples

We would like to show some motivating examples before discussing the main result of the paper. The first example is the case with $N = 3$ and $\Gamma_1 + \Gamma_2 + \Gamma_3 \neq 0$. Using the inter-vortex distance $l_{ij} := |q_i - q_j|$ between the vortices $i$ and $j$ and the signed area

$$A := -\frac{1}{2} \text{Im}((q_1 - q_3)(q_2^* - q_3^*)) = \frac{1}{2} \begin{vmatrix} x_1 - x_3 & x_2 - x_3 \\ y_1 - x_3 & y_2 - x_3 \end{vmatrix}$$

of the triangle formed by the point vortices, we can derive, using (4), the equations of relative motion mentioned above (see Newton [21, equation (2.1.5) on p 69], Aref [3, equations (22) and (25)], and also references therein):

$$\frac{d}{dt} l_{jk} \frac{\Gamma_i}{\pi} \left( \frac{1}{l_{ki}} - \frac{1}{l_{ij}} \right) A \quad \text{for} \quad (i,j,k) \in \mathbb{Z}_3,$$

$$\dot{A} = \frac{1}{8\pi} \sum_{(i,j,k) \in \mathbb{Z}_3} (\Gamma_j + \Gamma_k) \frac{l_{ij}^2 - l_{kj}^2}{l_{jk}^2},$$

where $\mathbb{Z}_3 := \{(1,2,3), (2,3,1), (3,1,2)\}$. These equations govern the shape dynamics of the point vortices.

We will reformulate this set of equations as a Lie–Poisson equation on the dual of a certain Lie algebra, just as in Borisov and Pavlov [8] and Bolsinov et al [7] as a result of the SE(2)-reduction. The Lie–Poisson formulation helps us find a family of Casimirs (conserved quantities) including the following apparently new one:

$$\text{Figure 1. Numerical solution of (1) with } N = 3 \text{ and (8). The black triangle is the shape formed by the initial positions of the point vortices. Blue is the trajectory of the first vortex, orange the second, and green the third. The trajectories are not exactly periodic.}$$
\[ C_2 = \sum_{(i,j,k)\in\mathbb{Z}^3} \left( \frac{\Gamma_i^{jk} + (\Gamma_j^{ki} + \Gamma_k^{ij})^2}{2\Gamma_j^k} \right) + 8 \frac{\Gamma_1 + \Gamma_2 + \Gamma_3}{\Gamma_1\Gamma_2\Gamma_3} A^2. \] (7)

Figure 1 shows a numerical solution of (1) along with the triangle connecting the initial positions of the three vortices with

\[(q_1(0), q_2(0), q_3(0)) = \left(1 - 2i, 2 + 4i, -\frac{5}{3} - 2i\right), \quad (\Gamma_1, \Gamma_2, \Gamma_3) = (5, 10, 15).\] (8)

This initial condition satisfies \(\sum_{j=1}^{3} \Gamma_j q_j(0) = 0\), which is a conserved quantity called \textit{linear impulse} of the system as we shall see below in (10). Figure 2 shows snapshots of the same solution along with the triangle connecting the positions of the point vortices. The triangle seems to change its shape periodically. We will show in section 4.1 that the shape dynamics is indeed periodic exploiting the Casimir (7). Note however that the \textit{trajectories} of the vortices are actually \textit{not} periodic; these trajectories shown in figure 1 do not exactly come back to the initial positions.

The other motivating example is the case with \(N = 4\) and

\[(q_1(0), q_2(0), q_3(0), q_4(0)) = \left(1 - 2i, 2 + 4i, 5, \frac{5}{8}(5 - i)\right), \quad (\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4) = (5, 10, -7, -8)\] (9)

so that that \(\sum_{j=1}^{4} \Gamma_j = 0\) as well as \(\sum_{j=1}^{4} \Gamma_j q_j(0) = 0\). Figure 3 shows a numerical solution of (1) along with snapshots of the quadrangle connecting the positions of the point vortices.

\[ \text{Figure 1.} \] Snapshots of numerical solution from figure 1 with the triangle connecting the point vortices. The triangles in each column seem to be congruent, suggesting that the triangle changes its shape periodically.

\[ \text{Figure 2.} \] Snapshots of numerical solution from figure 1 with the triangle connecting the point vortices. The triangles in each column seem to be congruent, suggesting that the triangle changes its shape periodically.
The two neighboring quadrangles slightly left from the center at the bottom are the initial and terminal ones. Note that the terminal quadrangle appears to be congruent to the initial shape, but is located at a slightly different position, again indicating that the shape dynamics may be periodic but the trajectories of the vortices are not.

1.3. Main results

We perform $\text{SE}(2)$-reduction of the Hamiltonian dynamics of $N$ point vortices with non-zero angular impulse and show that the resulting dynamics can be written as a Lie–Poisson equation in a coadjoint orbit. The main goal of this paper is to show that the $\text{SE}(2)$-reduction naturally gives rise to the Lie–Poisson equation.

That one can write the reduced/shape dynamics of $N$ point vortices as a Lie–Poisson equation is not new. Borisov and Pavlov [8] found the Lie–Poisson bracket for the reduced dynamics in a rather direct manner, and Bolsinov et al [7] gave a Lie-algebraic interpretation of the result by defining a so-called vortex algebra, and showed that it is isomorphic to the indefinite unitary algebra $u(n_1, n_2)$ for some $n_1, n_2 \in \{0, \ldots, N - 1\}$ such that $n_1 + n_2 = N - 1$, depending on the signs of the circulations $\{\Gamma_j\}_{j=1}^N$. More recently, Hernández-Garduño [12] (see also Hernández-Garduño and Shashikanth [13]) showed that the reduced dynamics of three point vortices may be written as a Lie–Poisson equation on $u(2)^*$ with the standard Lie–Poisson bracket by constructing a set of covectors satisfying the Pauli commutation relations.

The main contributions of this paper are the following: (i) we identify the Lie–Poisson structure as the natural symplectic structure on the reduced space by performing symplectic reduction by the $\text{SE}(2)$-symmetry, thereby establishing a clear connection between the original symplectic structure (2) with the Lie–Poisson structure (theorem 3.4). The resulting Lie–Poisson equation yields the equation (6) of relative motion. (ii) The Lie–Poisson structure naturally gives rise to Casimirs that may provide additional conserved quantities (corollary 3.6). Some of the Casimirs are apparently new, while others are well-known conserved quantities. We exploit these Casimirs to show that the shape dynamics from the above examples are in fact periodic.
1.4. Outline

Particularly, we perform the SE(2)-reduction by stages by first performing the reduction by $\mathbb{R}^2$ (see section 2), and then by SO(2) (see section 3). We note that Bolsinov et al \cite{7} seem to work the other way around, i.e. first by rotations and then by translations, although it is not particularly clear how one can perform the $\mathbb{R}^2$-reduction of the SO(2)-reduced space, nor how the symplectic structures are related to each other. We stick to the former approach because that is the procedure justified by the semidirect product reduction (see, e.g. Marsden et al \cite{18, theorem 4.2.2 on p 122}).

Our work elucidates how the original symplectic structure $\Omega$ gives rise to a symplectic structure $\Omega_Z$ or $\Omega_{Z0}$ (propositions 2.4 and 2.6) on the $\mathbb{R}^2$-reduced space, and also in turn, $\Omega_Z$ or $\Omega_{Z0}$ gives rise to the Lie–Poisson structure as a result of the SO(2)-reduction if the angular impulse is non-zero (theorem 3.4). As we shall see in section 2, the two symplectic structures $\Omega_Z$ and $\Omega_{Z0}$ on the $\mathbb{R}^2$-reduced space correspond to those cases where the total circulation $\Gamma := \sum_{j=1}^{N} \Gamma_j$ is non-zero and zero, respectively. These two cases result in slightly different geometries and hence require separate treatments. Nevertheless, the resulting symplectic structures $\Omega_Z$ and $\Omega_{Z0}$ have similar structures, and hence the SO(2)-reduction to follow works the same way.

As an aside, we note that the initial inspiration came from the work of Montgomery \cite{20} on the reduction of the three-body problem (of celestial mechanics not of point vortices). The map $\Phi$ defined in (25) (or $\pi^{\text{rot}}$ defined in (31)) in \cite{20} used for reduction by rotational symmetry is a momentum map if one thinks of the configuration space $\mathbb{R}^2 \cong \mathbb{C}$—not its cotangent bundle—as a symplectic vector space in the standard manner. While this symplectic structure on the configuration space has little significance in celestial mechanics, it is an essential ingredient in point vortex dynamics as its Hamiltonian formulation employs a variant (2) of this symplectic structure. The corresponding momentum map in our context constitutes one leg of the dual pair we will exploit in this paper; see section 3.3.

2. Reduction by translational symmetry

The first stage of the SE(2)-reduction by stages is the reduction by the translational symmetry. As mentioned above, we need slightly different treatments depending on whether the total circulation $\Gamma := \sum_{j=1}^{N} \Gamma_j$ is zero or not.

2.1. Translational symmetry and momentum map

Consider the translational part of the SE(2)-action (5), i.e. $\mathbb{C} \cong \mathbb{R}^2$-action on $\mathbb{C}^N$ as follows:

$\mathbb{C} \times \mathbb{C}^N \to \mathbb{C}^N; \quad (a, \mathbf{q} := (q_1, \ldots, q_N)) \mapsto \mathbf{q} + a\mathbf{1}.$

The corresponding infinitesimal generator for $\alpha \in \mathbb{C}$ is then written as

$\alpha_{\mathbb{C}^N}(\mathbf{q}) = \sum_{j=1}^{N} \left( \alpha \frac{\partial}{\partial q_j} + \alpha^* \frac{\partial}{\partial q_j^*} \right).$

Then one sees that

$i_{\alpha_{\mathbb{C}^N}} \Omega = d\mathbb{Z}_{\alpha}$
with

\[ I^\alpha(q) := -\frac{i}{2} \sum_{j=1}^{N} \Gamma_j (\alpha^* q_j - \alpha q_j^*) \]

\[ = \frac{1}{2} \left[ \left( -i \sum_{j=1}^{N} \Gamma_j q_j \right)^* \alpha + \alpha^* \left( -i \sum_{j=1}^{N} \Gamma_j q_j \right) \right] \]

\[ = \left\langle -i \sum_{j=1}^{N} \Gamma_j q_j, \alpha \right\rangle_C \]

where we defined an inner product on \( C \) as \( \langle \alpha, \beta \rangle_C := \text{Re}(\alpha^* \beta) \). Hence we have

\[ I^\alpha(q) = \langle I(q), \alpha \rangle \]

with the momentum map \( I: \mathbb{C}^N \to \mathbb{C}^* \cong \mathbb{C} \) defined by

\[ I(q) := -\frac{i}{2} \sum_{j=1}^{N} \Gamma_j q_j. \] (10)

This is essentially the so-called linear impulse; see, e.g. Newton [21, section 2.1] and Aref [3]. By Noether’s theorem (see, e.g. Marsden and Ratiu [16, theorem 11.4.1]), this is a conserved quantity of the system (4).

The above momentum map is not equivariant except for a special case:

**Lemma 2.1.** The momentum map \( I \) is equivariant if and only if the total circulation

\[ \Gamma^* := \sum_{j=1}^{N} \Gamma_j \]

vanishes.

**Proof.** Since \( C \) is abelian, the coadjoint action is trivial; hence equivariance would be \( I(q + a1) = I(q) \) for any \( a \in \mathbb{C} \). However, it is straightforward to see that, for any \( a \in \mathbb{C} \),

\[ I(q + a1) = I(q) - i\Gamma a. \] \( \square \)

2.2. Reduction by translational symmetry

Let \( c \in \mathbb{C} \) be arbitrary and consider the level set

\[ I^{-1}(-ic) = \left\{ (q_1, \ldots, q_N) \in \mathbb{C}^N \mid \sum_{j=1}^{N} \Gamma_j q_j = c \right\}, \] (11)

which defines an affine subspace of \( \mathbb{C}^N \). It has different symplectic-geometric properties depending on the value of the total circulation \( \Gamma \):

**Lemma 2.2.** The affine subspace \( I^{-1}(-ic) \subset \mathbb{C}^N \) is symplectic if \( \Gamma \neq 0 \) whereas it is coisotropic if \( \Gamma = 0 \).

**Proof.** Let us write \( A := I^{-1}(-ic) \) for short and find the symplectic orthogonal complement \( (TA)^\Omega \) of the tangent space \( TA \) of \( A \). Let \( q \in A \) be arbitrary and \( v = (v_1, \ldots, v_N) \in \mathbb{C}^N \)
be an arbitrary element in $T_qA$ by identifying $T_qA$ with a subspace of $\mathbb{C}^N$ in a natural manner for notational simplicity. Then we have $\Gamma_N v_N = -\sum_{j=1}^{N-1} \Gamma_j v_j$. For an arbitrary $w = (w_1, \ldots, w_N) \in T_q \mathbb{C}^N$, we have

$$\Omega(v, w) = - \sum_{j=1}^N \frac{\Gamma_j}{2} \text{Im} (v_j w_j^* - v_j^* w_j)$$

$$= \sum_{j=1}^N \Gamma_j \text{Im} (v_j^* w_j)$$

$$= \text{Im} \left( \sum_{j=1}^{N-1} \Gamma_j v_j^* (w_j - w_N) \right).$$

Since $v_1, \ldots, v_{N-1} \in \mathbb{C}$ are arbitrary, it follows that

$$(T_qA)\Omega = \{ w \in \mathbb{C}^N \mid w_1 = \cdots = w_N \} = \mathbb{C},$$

where we defined

$$\mathbb{C} := \{ a1 \in \mathbb{C}^N \mid a \in \mathbb{C} \}.$$

Hence we see that

$$T_qA \cap (T_qA)^\Omega = \{ a1 \in \mathbb{C}^N \mid a \in \mathbb{C}, a\Gamma = 0 \}$$

$$= \{ 0 \} \quad \Gamma \neq 0,$$

$$\{ \mathbb{C} = (T_qA)^\Omega \} \quad \Gamma = 0.$$

Therefore, if $\Gamma \neq 0$ then $A$ is symplectic, whereas if $\Gamma = 0$ then $(T_qA)^\Omega \subset T_qA$ for any $q \in A$, and so $A$ is coisotropic.

As a result, we obtain the reduced space as follows:

**Proposition 2.3 (Reduction by translational symmetry).**

(i) If $\Gamma \neq 0$, the reduced space by the translational symmetry is $I^{-1}(-ic)$ itself for any $c \in \mathbb{C}$; the affine subspace $I^{-1}(-ic)$ in turn may be identified with the subspace $I^{-1}(0) \cong \mathbb{C}^{N-1}$.

(ii) If $\Gamma = 0$, the reduced space is $I^{-1}(-ic)/\mathbb{C}$ and may be identified with $I^{-1}(0)/\mathbb{C} \cong \mathbb{C}^{N-2}$.

**Proof.** Suppose first that $\Gamma \neq 0$. By lemma 2.1, the momentum map $I$ is not equivariant. Therefore, we would like to invoke the non-equivariant symplectic reduction (see, e.g. [18, p 17]). Based on what we observed in the proof of lemma 2.1, we define a cocycle $\sigma: \mathbb{C} \to \mathbb{C}^* \cong \mathbb{C}$ as

$$\sigma(a) := I(q + a1) - I(q) = -i\Gamma a.$$ 

This gives rise to the new action $\Xi: \mathbb{C} \times \mathbb{C}^* \to \mathbb{C}^*$ defined by

$$\Xi(a, -ic) := -ic + \sigma(a) = -ic + \Gamma a.$$ 

The isotropy group of this action is clearly trivial, i.e. $\mathbb{C}_{-ic} = \{ 0 \}$. Hence the (non-equivariant) Marsden–Weinstein quotient is $I^{-1}(-ic)$ itself. However, one may shift the origin of $\mathbb{C}^N$ so
that the affine space $I^{-1}(-ic)$ becomes the subspace $I^{-1}(0) \cong \mathbb{C}^{N-1}$. Note that this does not affect the dynamics because of the translational symmetry of the Hamiltonian (3).

Now suppose that $\Gamma = 0$. Then, by lemma 2.1, the momentum map $I$ is equivariant. Since $\mathbb{C}$ is abelian, the isotropy group is given by $\mathbb{C}_{-ic} = \mathbb{C}$. Hence we obtain the Marsden–Weinstein quotient $I^{-1}(-ic)/\mathbb{C}$. One sees from (11) that $I^{-1}(-ic)$ defines an affine space of (complex) codimension one. Since $\mathbb{C}$ acts on it by translations in the direction of $1$ inside $I^{-1}(-ic)$, one sees that the quotient $I^{-1}(-ic)$ is an affine space of (complex) codimension two, i.e. $I^{-1}(-ic)/\mathbb{C} \cong \mathbb{C}^{N-2}$. Alternatively, for the same reason as above, one may identify $I^{-1}(-ic)$ with the subspace $I^{-1}(0)$. Then it is easy to see that $I^{-1}(0)/\mathbb{C}$ is a quotient of a vector space $I^{-1}(0) \cong \mathbb{C}^{N-1}$ by its subspace $\mathbb{C}1$ and hence is isomorphic to $\mathbb{C}^{N-2}$. This is nothing but the linear symplectic reduction of a coisotropic subspace; see, e.g. McDuff and Salamon [19, lemma 2.1.7].

2.3. Symplectic forms on $\mathbb{R}^2$-reduced space

Let us first consider the case with $\Gamma \neq 0$. The above proposition tells us that the reduced space by translational symmetry may be identified with the subspace

$$I^{-1}(0) = \left\{ (q_1, \ldots, q_N) \in \mathbb{C}^N \mid \sum_{j=1}^{N} \Gamma_j q_j = 0 \right\}.$$

We parametrize this subspace using the relative positions of the first $N-1$ point vortices with respect to the last one, i.e.

$$z = (z_1, \ldots, z_{N-1}) := (q_1 - q_N, \ldots, q_{N-1} - q_N) \in \mathbb{C}^{N-1}. \quad (12)$$

Then,

$$I^{-1}(0) = \left\{ (z_1, \ldots, z_{N-1}, 0) + q_N1 \in \mathbb{C}^N \mid q_N = -\frac{1}{\Gamma} \sum_{j=1}^{N-1} \Gamma_j z_j \right\}
\cong \{ (z_1, \ldots, z_{N-1}) \in \mathbb{C}^{N-1} \} = \mathbb{C}^{N-1}.$$

We remove the those points for $N$-tuple collisions $q_1 = \cdots = q_N$, or equivalently $z = 0$ to define

$$Z := I^{-1}(0) \backslash \{N$-tuple collisions$\} \cong \mathbb{C}^{N-1} \backslash \{0\}.$$

Let us find the symplectic form $\Omega_Z$ induced on $Z$ by $\Omega$.

**Proposition 2.4.** If $\Gamma \neq 0$, then the symplectic form on the $\mathbb{R}^2$-reduced space $Z$ can be written as

$$\Omega_Z = -d\Theta_Z,$$

where $\Theta_Z$ is the one-form on $Z \cong \mathbb{C}^{N-1} \backslash \{0\}$ defined as

$$\Theta_Z := \frac{1}{2} \operatorname{Im}(z^*Kdz)$$
with
\[
\mathcal{K} := \frac{1}{\Gamma} \begin{bmatrix}
-\Gamma_1(\Gamma - \Gamma_1) & \Gamma_1\Gamma_2 & \ldots & \Gamma_1\Gamma_{N-1} \\
\Gamma_2\Gamma_1 & -\Gamma_2(\Gamma - \Gamma_2) & \ldots & \Gamma_2\Gamma_{N-1} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{N-1}\Gamma_1 & \Gamma_{N-1}\Gamma_2 & \ldots & -\Gamma_{N-1}(\Gamma - \Gamma_{N-1})
\end{bmatrix}.
\] (13)

**Proof.** The constraint \( \sum_{j=1}^{N} \Gamma_j q_j = 0 \) for \( q \) to be in \( Z = \Gamma^{-1}(0) \) is rewritten in terms of \( z \) as
\[
\sum_{j=1}^{N} \Gamma_j q_j = 0 \iff \sum_{j=1}^{N-1} \Gamma_j z_j + \Gamma q_N = 0 \iff q_N = -\frac{1}{\Gamma} \sum_{j=1}^{N-1} \Gamma_j z_j,
\]
and thus we may write the embedding \( \iota : Z \hookrightarrow \mathbb{C}^N \) as
\[
\iota : (z_1, \ldots, z_{N-1}) \mapsto (z_1 + q_N, \ldots, z_{N-1} + q_N, q_N).
\]

Then, straightforward calculations yield the pull-back
\[
\Theta_Z := \iota^* \Theta
= \frac{1}{2\Gamma} \left( -\sum_{j=1}^{N-1} \Gamma_j(\Gamma - \Gamma_j) \text{Im}(z^*_j d z_j) + \sum_{1 \leq j, k \leq N-1}^{N-1} \Gamma_j \Gamma_k \text{Im}(z^*_j d z_k) \right)
= \frac{1}{2} \text{Im}(z^* \mathcal{K} dz).
\]

Hence the symplectic form on \( Z \) is given by
\[
\Omega_Z = \iota^* \Omega = -d(\iota^* \Theta) = -d\Theta_Z.
\]

**Remark 2.5.** The matrix \( \mathcal{K} \) is invertible under our assumption that \( \Gamma_j \neq 0 \) for \( j \in \{1, \ldots, N\} \); see lemma B.1.

What if \( \Gamma = 0 \)? In this case, we may write the embedding \( i_0 : \Gamma^{-1}(0) \hookrightarrow \mathbb{C}^N \) as
\[
i_0 : (q_1, \ldots, q_{N-1}) \mapsto \left( q_1, \ldots, q_{N-1}, -\frac{1}{\Gamma_N} \sum_{j=1}^{N-1} \Gamma_j q_j \right).
\]
The pull-back of the canonical one-form \( \Theta \) by \( i_0 \) is then
\[
i_0^* \Theta = -\frac{1}{2\Gamma_N} \left( \sum_{j=1}^{N-1} \Gamma_j(\Gamma_N + \Gamma_j) \text{Im}(q_j^* d q_j) + \sum_{1 \leq j, k \leq N-1}^{N-1} \Gamma_j \Gamma_k \text{Im}(q_j^* d q_k) \right).
\]

Let us set, with a slight abuse of notation,
\[
z = (z_1, \ldots, z_{N-2}) := (q_1 - q_{N-1}, \ldots, q_{N-2} - q_{N-1}) \in \mathbb{C}^{N-2}
\]
as in (12). Notice that $z$ is in $\mathbb{C}^{N-2}$ as opposed to $\mathbb{C}^{N-1}$ here; compare with (12). Then $z$ provides a set of coordinates for the reduced space $\mathbb{I}^{-1}(0)/\mathbb{C}$. Now, $z = 0$ again exactly corresponds to $N$-tuple collisions here, and so we define

$$Z_0 := (\mathbb{I}^{-1}(0)/\mathbb{C}) \setminus \{N\text{-tuple collisions}\} \cong \mathbb{C}^{N-2} \setminus \{0\}.$$  

We may then rewrite the above pull-back in terms of $z$ as follows:

$$i_0^* \Theta = -\frac{1}{2\Gamma_N} \left( \sum_{j=1}^{N-2} \Gamma_j (\Gamma_N + \Gamma_j) \text{Im}(z_j^* dz_j) + \sum_{1 \leq j < k \leq N-2} \Gamma_j \Gamma_k \text{Im}(z_j^* dz_k) \right).$$

Hence we have

$$i_0^* \Omega = -d\Theta = \frac{1}{2} \text{Im}(z^* K_0 \text{d}z)$$

(14)

and

$$K_0 := -\frac{1}{\Gamma_N} \begin{bmatrix} \Gamma_1 (\Gamma_N + \Gamma_1) & \Gamma_1 \Gamma_2 & \cdots & \Gamma_1 \Gamma_N-2 \\ \Gamma_2 \Gamma_1 & \Gamma_2 (\Gamma_N + \Gamma_2) & \cdots & \Gamma_2 \Gamma_N-2 \\ \vdots & \vdots & \ddots & \vdots \\ \Gamma_N-2 \Gamma_1 & \Gamma_N-2 \Gamma_2 & \cdots & \Gamma_N-2 (\Gamma_N + \Gamma_N-2) \end{bmatrix}.$$  

(15)

To summarize, we have:

**Proposition 2.6.** If $\Gamma = 0$, then the symplectic form on the $\mathbb{R}^2$-reduced space $Z_0 \cong \mathbb{C}^{N-2} \setminus \{0\}$ is given by $\Omega_{Z_0} = -d\Theta_{Z_0}$ where $\Theta_{Z_0}$ is the one-form defined in (14) along with (15).

**Remark 2.7.** Comparing the matrices $K$ from (13) and $K_0$ from above, one notices that the symplectic form $\Omega_{Z_0}$ is identical to that of $\Omega_Z$ for $N - 1$ (as opposed to $N$) vortices with $\Gamma$ replaced by $-\Gamma_N$. That is, after the $\mathbb{R}^2$-reduction, the symplectic structure for $N$ point vortices with vanishing total circulation (i.e. $\Gamma = 0$) is the same as that for the (first) $N - 1$ point vortices whose total circulation is $-\Gamma_N \neq 0$. We note that Aref [2] observed that three-vortex motion with zero total circulation can be effectively reduced to a two-vortex problem. Similarly, Aref and Stremler [4] showed that four-vortex motion with zero total circulation—which is known to be integrable [10]—can be reduced to a three-vortex one as well.

### 3. Reduction by rotational symmetry

Let us perform the further reduction by rotational symmetry. This is the second stage of the semidirect product reduction by $\text{SE}(2) = \text{SO}(2) \ltimes \mathbb{R}^2$, and is more involved than that by translations.

The key ingredient is the pair of momentum maps $R$ and $J$ found in the two subsections to follow:
\[ \mathbb{R} \xrightarrow{\mathcal{R}} Z \xrightarrow{\mathcal{J}} u(\mathcal{K})^*. \]  

The first momentum map \( \mathcal{R} \) is the conserved quantity corresponding to the \( \text{SO}(2) \)-symmetry, and hence its role is clear from the point of view of symplectic reduction: the reduced space by the rotational symmetry is the Marsden–Weinstein quotient \( \mathcal{R}^{-1}(c_0)/\mathbb{S}^1 \) for an arbitrary regular value \( c_0 \in \mathbb{R} \). The problem is that this quotient is not easy to describe and parametrize, and hence is not amenable to writing down the reduced dynamics explicitly.

Instead, we exploit the other momentum map \( \mathcal{J} \), which corresponds to the natural action of the unitary group \( \text{U}(\mathcal{K}) \) (see section 3.2 below) on the \( \mathbb{R}^2 \)-reduced space \( Z \). Note that this is not a conserved quantity because \( \text{U}(\mathcal{K}) \) is not a symmetry group of the system. We show that \( \mathcal{R} \) and \( \mathcal{J} \) constitute a so-called dual pair (see, e.g. Weinstein [21, section 2.1] and Aref [3])

3.2. Lie group \( \text{U}(\mathcal{K}) \) and Lie algebra \( u(\mathcal{K}) \)

Let us define a Lie group \( \text{U}(\mathcal{K}) \) that naturally acts on \( Z \) symplectically; then the other leg \( \mathcal{J} \) of the dual pair follows from this action. This subsection essentially reproduces the treatment of
the vortex algebra of Bolsinov et al [7]. The difference is that our group acts on the $\mathbb{R}^2$-reduced space $Z$ (or $Z_0$ if $\Gamma = 0$) whereas theirs acts on the original configuration space $C^N$. This difference stems from the fact we perform $\mathbb{R}^2$-reduction first whereas they perform $\text{SO}(2)$-reduction first; see section 1.4 for the reason why we prefer to do so.

Let us define the Lie group

$$U(K) := \left\{ U \in C^{(N-1) \times (N-1)} \mid U^* K U = K \right\}.$$ 

It acts on $Z$ as follows:

$$\Phi : U(K) \times Z \to Z; \quad (U, z) \mapsto Uz. \quad (19)$$

Clearly $\Phi$ leaves the one-form $\Theta_Z$ invariant and hence is symplectic with respect to the symplectic form $\Omega_Z$.

The Lie algebra of $U(K)$ is given by

$$u(K) := \left\{ \tilde{\xi} \in C^{(N-1) \times (N-1)} \mid \tilde{\xi}^* K + K \tilde{\xi} = 0 \right\}.$$ 

In what follows, we will not directly work with $u(K)$ because it turns out to be more convenient to instead work with the Lie algebra

$$v_K := \left\{ \xi \in C^{(N-1) \times (N-1)} \mid \xi^* = -\xi \right\}$$

equipped with the non-standard Lie bracket

$$[\xi, \eta]_K := \xi K^{-1} \eta - \eta K^{-1} \xi. \quad (20)$$

In fact, we see that the map

$$u(K) \to v_K; \quad \tilde{\xi} \mapsto K \tilde{\xi} =: \xi$$

is a Lie algebra isomorphism. Hence we will use $u(K)$ and $v_K$ interchangeably in what follows. Note that, as a vector space, $v_K$ is a subspace of $u(N-1)$, but is not a subalgebra of $u(N-1)$ in general.

**Remark 3.1.** Under certain conditions on the circulations $\{\Gamma_j \in \mathbb{R} \setminus \{0\}\}_{j=1}^N$, one can show that $v_K$ is isomorphic to $u(N-1)$; see Bolsinov et al [7, proposition 4].

Given an arbitrary $\tilde{\xi} \in u(K)$, its infinitesimal generator is given by

$$\tilde{\xi}_Z(z) := \left. \frac{d}{dx} \right|_{x=0} \Phi_{\exp(\tilde{\xi})}(z) = \tilde{\xi}z.$$ 

Alternatively, given an arbitrary $\xi \in v_K$, one defines its infinitesimal generator by

$$\xi_Z(z) := K^{-1} \xi z.$$ 

What is the corresponding momentum map $J : Z \to u(K)^* \cong v_K^*$? First equip $v_K$ with the inner product $\langle \cdot, \cdot \rangle : v_K \times v_K \to \mathbb{R}$ by

$$\langle \xi, \eta \rangle := \frac{1}{2} \text{tr}(\xi^* \eta),$$

and identify $v_K^*$ with $v_K$ via the inner product. Let $\xi \in v_K$ be arbitrary. Then the momentum map $J : Z \to v_K^*$ is defined by
\[\langle J(z), \xi \rangle = \langle \Theta_Z(z), \xi_Z(z) \rangle\]
\[= \frac{1}{2} \text{Im}(z^* K \xi - \xi z)\]
\[= \frac{1}{2} \text{Im}(z^* \xi)\]
\[= \frac{1}{2} \text{tr}((izz^*)^* \xi)\]
\[= \langle izz^*, \xi \rangle,\]
that is,
\[J(z) = izz^*.\] (22)

We continue our treatment of \(U(\mathcal{K})\) and \(\mathfrak{u}(\mathcal{K})\)—especially the associated coadjoint action and representation—in appendix A.

### 3.3. Reduction by rotations via a dual pair

Now that we have the pair of canonical actions \(\Psi\) and \(\Phi\) on \(Z\) and the corresponding momentum maps \(R\) and \(J\), the last piece of the puzzle is to identify the Marsden–Weinstein quotient \(R^{-1}(c_0)/S^1\) with a coadjoint orbit in \(\mathfrak{u}_\mathcal{K}^*\). To that end, let us prove two lemmas that are essential for our purpose:

**Lemma 3.2.** Each level set of \(J\) is an \(S^1\)-orbit, i.e. for any \(z \in Z\), \(J^{-1}(J(z)) = S^1 \cdot z\).

**Proof.** Let \(z \in Z\) be arbitrary, and let us show that \(J^{-1}(J(z)) \subset S^1 \cdot z\). First observe that, in view of (22),
\[J^{-1}(J(z)) = \{ w \in Z \mid w^* = z^* \} .\]

Hence if \(w \in J^{-1}(J(z))\) then \(w^* = z^*\); but then it implies that \(|w_j| = |z_j|\) for any \(j \in \mathcal{I} := \{1, \ldots, N - 1\}\) as well as that \(w_j w_k^* = z_j z_k^*\) for any \(j, k \in \mathcal{I}\) with \(j \neq k\). The former implies that \(w_j = e^{i\theta_j} z_j\) with some \(\theta_j \in [0, 2\pi)\) for any \(j \in \mathcal{I}\). Now, let
\[\mathcal{I}_0 := \{ j \in \mathcal{I} \mid z_j = 0 \} .\]

If \(j \in \mathcal{I}_0\), then \(z_j = 0\) and thus it follows that \(w_j = 0\). On the other hand, for any \(j, k \in \mathcal{I} \setminus \mathcal{I}_0\) with \(j \neq k\), the equality \(w_j w_k^* = z_j z_k^*\) implies \(e^{i\theta_j} = e^{i\theta_k}\). Therefore, for any \(j \in \mathcal{I} \setminus \mathcal{I}_0\) we have \(w_j = e^{i\theta_j} z_j\) for some \(\theta \in [0, 2\pi]\); in fact, this equality is trivially satisfied for any \(j \in \mathcal{I}_0\) as well. As a result, we have \(w = e^{i\theta} z\), i.e. \(w \in S^1 \cdot z\). Hence we have \(J^{-1}(J(z)) \subset S^1 \cdot z\). The other inclusion \(S^1 \cdot z \subset J^{-1}(J(z))\) is trivial. \(\Box\)

**Lemma 3.3.** Each non-zero level set of \(R\) is a \(U(\mathcal{K})\)-orbit, i.e. for any \(z \in Z \setminus R^{-1}(0)\), \(R^{-1}(R(z)) = U(\mathcal{K}) \cdot z\).

**Proof.** See appendix B. \(\Box\)

These results imply that we may identify the Marsden–Weinstein quotient \(R^{-1}(c_0)/S^1\) for \(c_0 \neq 0\) with a coadjoint orbit \(\mathcal{O}_{\mu_0}\) in \(\mathfrak{u}(\mathcal{K})^* \cong \mathfrak{u}_\mathcal{K}^*\) equipped with the \((+)-\text{Kirillov–Kostant–Souriau (KKS) symplectic structure}\), i.e. for any \(\mu \in \mathcal{O}_{\mu_0}\) and \(\xi, \eta \in \mathfrak{u}(\mathcal{K}) \cong \mathfrak{u}_\mathcal{K}\).
\[ \Omega_{\mathcal{O}_{\mu_0}}(\mu)(-\text{ad}_z^*\mu, -\text{ad}_z^\mu) := \langle \mu, [z, \eta]\rangle, \]  

(23)

where \([., .]\) is the Lie bracket on \(v_K\) defined in (20); see, e.g. Kirillov [15, chapter 1] and Marsden and Ratiu [16, chapter 14] and references therein. More specifically, we have the following:

**Theorem 3.4 (Further reduction by rotational symmetry).** Let \( z_0 \in Z\backslash R^{-1}(0) \) and set \( c_0 := R(z_0) \neq 0 \). Then the reduced space by rotational symmetry, i.e. the Marsden–Weinstein quotient \( R^{-1}(c_0)/S^1 \), is symplectomorphic to the coadjoint orbit \( \mathcal{O}_{\mu_0} \subset v_K^* \) through \( \mu_0 := J(z_0) \in v_K^* \), i.e. there exists a diffeomorphism \( \tilde{J} : R^{-1}(c_0)/S^1 \rightarrow \mathcal{O}_{\mu_0} \) such that the diagram

\[
\begin{array}{ccc}
Z\backslash R^{-1}(0) & \xleftarrow{i_{c_0}} & R^{-1}(c_0) \\
\downarrow & & \downarrow\pi_{c_0} \\
R^{-1}(c_0)/S^1 & \xrightarrow{J|_{R^{-1}(c_0)}} & \mathcal{O}_{\mu_0}
\end{array}
\]

commutes as well as that \( \tilde{J}^* \Omega_{\mathcal{O}_{\mu_0}} = \Omega_{\mathcal{O}_{\mu_0}} \), where \( \Omega_{\mathcal{O}_{\mu_0}} \) is the \((+)-KKS\) structure (23) on \( \mathcal{O}_{\mu_0} \), and \( \Omega_{c_0} \) is the reduced symplectic form on \( R^{-1}(c_0)/S^1 \), i.e. \( i_{c_0}^* \Omega_Z = \pi_{c_0}^* \Omega_{\mathcal{O}_{\mu_0}} \) with the inclusion \( i_{c_0} : R^{-1}(c_0) \hookrightarrow Z\backslash R^{-1}(0) \) and the quotient map \( \pi_{c_0} : R^{-1}(c_0) \to R^{-1}(c_0)/S^1 \).

**Proof.** The left half of the diagram and the relationship \( i_{c_0}^* \Omega_Z = \pi_{c_0}^* \Omega_{\mathcal{O}_{\mu_0}} \) are from the symplectic reduction of Marsden and Weinstein [17] (see also [18, sections 1.1 and 1.2]).

The existence of the symplectomorphism \( \tilde{J} \) and the commutativity of the triangle in the diagram follow from Balleier and Wurzbacher [5, theorem 2.9 (iii)] (see also Skerritt [26, proposition 3.5]) under the following conditions: (i) The \( S^1 \)-action \( \Psi \) and the \( U(k) \)-action \( \Phi \) commute, (ii) \( \Psi \) and \( \Phi \) are canonical actions in the sense that \( \Psi^* \Omega_Z = \Omega_Z \) and \( \Phi^* \Omega_Z = \Omega_Z \), (iii) the momentum maps \( \tilde{R} \) and \( J \) are equivariant, and (iv) each level set of \( J \) is an \( S^1 \)-orbit, and each level set of \( R \) is a \( U(k) \)-orbit.

Note that, due to the result of lemma 3.3, we first restrict the definitions of the actions \( \Psi \) and \( \Phi \) and the momentum maps \( R \) and \( J \) to the open subset \( Z\backslash R^{-1}(0) \); we do not change the notation to avoid unnecessary complications. Then, (i) and (ii) are clear from the definitions (17) and (19) of \( \Psi \) and \( \Phi \) as well as that of the symplectic form \( \Omega_Z \) in proposition 2.4; (iii) is also clear from the definitions (18) and (22) of the momentum maps; (iv) follows from lemmas 3.2 and 3.3 from above. \( \square \)

**Remark 3.5.** Clearly, both \( \Psi \) and \( \Phi \) are free; note that \( Z := C_{N-1}^n \backslash \{0\} \). Then the conditions we checked above implies (see Skerritt [26, proposition 3.7]) that the momentum maps \( R \) and \( J \) form a dual pair on \( Z\backslash R^{-1}(0) \) in the sense of Weinstein [28] (see also Ortega and Ratiu [25, chapter 11]), i.e. the pair of Poisson maps (16) satisfies \( (\ker T\bar{J})^{\Omega_Z} = \ker T\bar{R} \) for any \( z \in Z\backslash R^{-1}(0) \).
3.4. Lie–Poisson equation for reduced dynamics

Theorem 3.4 implies that the dynamics of \(N\) point vortices with non-zero circulations defined by (4) is reduced to a Lie–Poisson equation on \(u(K)^* \cong v^*_K\). More specifically, we have the following:

**Corollary 3.6 (Reduced dynamics of \(N\) point vortices).** Consider the dynamics of \(N\) point vortices with non-zero circulations \(\{\Gamma_j \in \mathbb{R}\setminus\{0\}\}_{j=1}^N\) defined by (4). Suppose that the total circulation is non-zero, i.e. \(\Gamma := \sum_{j=1}^N \Gamma_j \neq 0\), and let \(q(0) \in \mathbb{C}^N\) be the initial condition for (4), \(z_0 \in Z\) be the corresponding element defined by (12), and \(\mu_0 := J(z_0)\). If \(R(z_0) \neq 0\) (i.e. the angular impulse is non-zero), then:

(i) The SE(2)-reduced dynamics in the coadjoint orbit \(O_{\mu_0}\) is described by \(\mu = J(z)\) satisfying the Lie–Poisson equation
\[
\dot{\mu} = -\text{ad}^*_{h/\delta\mu}\mu, \tag{24}
\]
where \(h: v^*_K \to \mathbb{R}\) is a collective Hamiltonian, i.e. \(H_Z = h \circ J\).

(ii) In addition to the Hamiltonian \(h\), the Casimirs \(C_j: v^*_K \to \mathbb{R}\) with \(j \in \mathbb{N}\) defined by
\[
C_j(\mu) := \text{tr}((iK\mu)^j), \tag{25}
\]
are conserved in the reduced dynamics.

**Proof.** (i) It is a direct consequence of theorem 3.4. (ii) Clearly the Hamiltonian \(h\) is conserved. As for the Casimirs, note first that the expression (A.1) for the coadjoint action of \(U(K)\) on \(v^*_K\) suggests that the functions \(\{C_j\}_{j \in \mathbb{N}}\) are all \(\text{Ad}^*\)-invariant, i.e. \(C_j(\text{Ad}^*_{U^{-1}} \mu) = C_j(\mu)\) for any \(\mu \in v^*_K\) as verified easily. Since any \(\text{Ad}^*\)-invariant differentiable function is a Casimir of the \((+)^*\)-Lie–Poisson bracket (see, e.g. [16, corollary 14.4.3])
\[
\{f, h\}(\mu) := \left\langle \mu, \left[ \frac{\delta f}{\delta \mu}, \frac{\delta h}{\delta \mu} \right]_K \right\rangle
\]
on \(v^*_K\), we conclude that \(\{C_j\}_{j \in \mathbb{N}}\) are Casimirs. \(\square\)

**Remark 3.7.** A more concrete expression for the Lie–Poisson equation (24) is, using (A.2),
\[
\dot{\mu} = -\text{ad}^*_{h/\delta\mu}\mu = -\mu \frac{\delta h}{\delta \mu} \kappa^{-1} + \kappa^{-1} \frac{\delta h}{\delta \mu} \mu, \tag{26}
\]
where the derivative \(\delta h/\delta\mu \in v^*_K\) is defined so that, for any \(\mu, \nu \in v^*_K\),
\[
\left\langle \nu, \frac{\delta h}{\delta \mu} \right\rangle = \frac{1}{2} \text{tr} \left( \nu^* \frac{\delta h}{\delta \mu} \right) = \frac{d}{ds}\bigg|_{s=0} h(\mu + s\nu).
\]

**Remark 3.8.** The Casimir \(C_1\) is essentially the angular impulse \(R\). In fact, we have
\[
C_1 \circ J(z) = \text{tr}(-\kappa \zeta^*) = -\zeta^* \kappa \zeta = 2R(z).
\]

**Remark 3.9.** As mentioned in the beginning of the section, the results of both theorem 3.4 and corollary 3.6 apply to the case with vanishing total circulation by replacing \(N\) by \(N-1\) and \(K\) by \(K_0\).
4. Back to the examples

Now we would like to apply the above results to the motivating examples from section 1.2. We show that the shape dynamics in these examples are indeed periodic exploiting the Lie–Poisson formulation and the Casimirs found above.

4.1. \( N = 3 \) with \( \Gamma \neq 0 \)

We may write the elements in \( v_\mathcal{K} \) as

\[
v_\mathcal{K} = \left\{ i \left[ \begin{array}{c} \mu_2 \\ \mu_3 - i \mu_4 \\ \mu_5 + i \mu_4 \\ \mu_1 \end{array} \right] \mid \mu_1, \mu_2, \mu_3, \mu_4 \in \mathbb{R} \right\},
\]

which can be identified with \( \mathbb{R}^4 = \{ (\mu_1, \mu_2, \mu_3, \mu_4) \} \). By setting \( \mu = J(z) \), we have

\[
\mu_1 = |z_2|^2 = |q_2 - q_3|^2, \quad \mu_2 = |z_1|^2 = |q_1 - q_3|^2, \quad \mu_3 + i \mu_4 = z_1^* z_2^* = (q_1 - q_3)(q_2^* - q_3^*).
\]

The derivative \( \partial h / \partial \mu \) is then

\[
\delta h / \delta \mu = i \left[ \begin{array}{c} 2 \partial h / \partial \mu_2 \\ \partial h / \partial \mu_3 - i \partial h / \partial \mu_4 \\ 2 \partial h / \partial \mu_1 \end{array} \right] = \left( \begin{array}{ccc} 2 \partial h / \partial \mu_3 & 2 \partial h / \partial \mu_2 & 2 \partial h / \partial \mu_1 \\ \partial h / \partial \mu_3 & \partial h / \partial \mu_2 & \partial h / \partial \mu_1 \\ \partial h / \partial \mu_1 & \partial h / \partial \mu_2 & \partial h / \partial \mu_3 \end{array} \right).
\]

We define the collective Hamiltonian \( h \) as

\[
h(\mu) := -\frac{1}{4\pi} (\Gamma_1 \Gamma_3 \ln(\mu_1 + \mu_2 - 2\mu_3) + \Gamma_2 \Gamma_3 \ln \mu_1 + \Gamma_3 \Gamma_1 \ln \mu_2).
\]

The Lie–Poisson equation (24) or (26) then gives

\[
\dot{\mu}_1 = \frac{\Gamma_1}{2\pi} f_1(\mu) \mu_4, \quad \dot{\mu}_2 = \frac{\Gamma_2}{2\pi} f_2(\mu) \mu_4, \quad \dot{\mu}_3 = \frac{1}{2\pi} \left( \sum_{j=1}^{3} \Gamma_j f_j(\mu) \right) \mu_4, \\
\dot{\mu}_4 = -\frac{1}{2\pi} (\Gamma_1 f_1(\mu)(\mu_3 - \mu_2) + \Gamma_2 f_2(\mu)(\mu_3 - \mu_1) + \Gamma_3 f_3(\mu) \mu_3),
\]

where

\[
f_1(\mu) := \frac{1}{\mu_1 + \mu_2 - 2\mu_3} - \frac{1}{\mu_2}, \quad f_2(\mu) := \frac{1}{\mu_1 + \mu_2 - 2\mu_3} - \frac{1}{\mu_1}, \quad f_3(\mu) := \frac{1}{\mu_1} - \frac{1}{\mu_2}.
\]

The linear Casimir \( C_1 \) (essentially the angular impulse \( R \); see remark 3.8) is written in terms of \( \mu \) as follows:

\[
C_1(\mu) = \frac{\Gamma_2 (\Gamma_1 + \Gamma_3) \mu_1 + \Gamma_1 (\Gamma_2 + \Gamma_3) \mu_2 - 2 \Gamma_1 \Gamma_2 \mu_3}{\Gamma_1 + \Gamma_2 + \Gamma_3}.
\]

It is easy to see that the three conserved quantities—the Hamiltonian \( h \), the linear and quadratic Casimirs \( C_1 \) and \( C_2 \) (see (25))—are independent.

The variables \( \mu = (\mu_1, \mu_2, \mu_3, \mu_4) \) are related to the inter-vortex distance \( l_i := |q_i - q_j| \) and the signed area \( A \) of the triangle introduced in section 1.2 as follows:

\[
(\bar{\ell}_2^2, \bar{\ell}_3^2, \bar{\ell}_1^2, A) = \left( \mu_1 + \mu_2 + \mu_3 - 2\mu_4, \mu_1 + \mu_2 - 2\mu_3 \right)
= \left( |q_2 - q_3|^2, |q_1 - q_3|^2, |q_1 - q_2|^2, -\frac{1}{2} \Im((q_1 - q_3)(q_2^* - q_3^*)) \right).
\]
Rewriting the Lie–Poisson equation and the Casimir $C_2$ in the new variables, we obtain the equation (6) of relative motion as well as the expression (7) for the Casimir $C_2$.

Since $C_1$ is linear in $(\mu_1, \mu_2, \mu_3)$, its level set of the linear Casimir $C_1$ defines an affine subspace of codimension 1 in $\mathcal{H}$; hence we may parametrize the level set of $C_1^{-1}(2c_0)$ by $(\mu_1, \mu_2, \mu_4)$. One may then restrict the collective Hamiltonian $h$ and the quadratic Casimir $C_2$ in this affine subspace. Then the Lie–Poisson dynamics is in the intersection of the level sets of $h$ and $C_2$ in the affine subspace $C_1^{-1}(2c_0)$. Figure 4(a) shows the Lie–Poisson shape dynamics of three point vortices with the parameters and initial condition specified in (8). The shape dynamics is in the one-dimensional manifold defined as the intersection of the Casimir $C_2$ and the Hamiltonian. This confirms the periodicity of the shape dynamics alluded in section 1.2.

4.2. $N = 4$ with $\Gamma = 0$

Let us next consider the four-vortex case with zero total circulation $\Gamma$. Just like the general three-vortex case, this is an integrable case as well; see Eckhardt [10].

As discussed in propositions 2.3 and 2.6 (see also remark 2.7), the $\mathbb{R}^2$-reduced space $Z_0$ in this case is $\mathbb{C}^2 \setminus \{0\}$, and so the Lie algebra $\mathfrak{v}_K$ is essentially the same as $\mathfrak{v}_\mathbb{C}$ from section 4.1 with $N = 3$. Hence one can formulate the Lie–Poisson dynamics as well as demonstrate the periodicity of the shape dynamics just as in the above example; see figure 4(b).
5. Conclusion and outlook

5.1. Conclusion

We applied symplectic reduction by $\text{SE}(2)$ to the Hamiltonian dynamics of $N$ point vortices on the plane, and came up with the Lie–Poisson formulation of the shape dynamics of the vortices. As stated in the introduction, the approach is similar to that of Bolsinov et al [7] and the result is essentially the same, but our work clarifies how the symplectic/Poisson structure of the shape dynamics is inherited by applying symplectic reduction by stages, first by $\mathbb{R}^2$ and then by $\text{SO}(2)$. The second stage uses a dual pair; this facilitates the reduction and naturally gives rise to the Lie–Poisson structure. We also found a family of Casimirs of the Lie–Poisson structure. Some of those Casimirs apparently have been overlooked in the existing literature. The examples provided demonstrate the use of the Lie–Poisson formulation and the Casimirs to show that some shape dynamics are periodic although the trajectories of the vortices on the plane are not. The non-periodicity of the trajectories is due to the reconstruction phase picked up by the full dynamics when the reduced/shape dynamics undergoes a periodic motion; see Hernández- Garudño and Shashikanth [13] for more details. It is an interesting future work to investigate the reconstruction phase using our geometric setting and the Lie–Poisson formulation.

5.2. Outlook

As illustrated in the $\text{SO}(2)$-reduction in this paper, a dual pair facilitates a symplectic reduction by deducing that the reduced dynamics is a Lie–Poisson dynamics. This approach in general is particularly useful if the Marsden–Weinstein quotient turns out to be complicated: one can sidestep the difficulty by formulating the reduced dynamics as a Lie–Poisson equation, which is defined on a vector space. In other words, a dual pair significantly simplifies the description of the seemingly complicated reduced dynamics; this facilitates numerical computations as well.

In the last few years, there have been some new developments and applications of dual pairs. Skerritt [26] constructed a dual pair to give a different perspective of the realization of the Siegel upper half space as a Marsden–Weinstein quotient by the author [22]; this work was originally motivated by the dynamics of semiclassical wave packets. Recently, the author [23] also used a dual pair constructed by Skerritt and Vizman [27] to the symmetric representation of the rigid body equation [6] to show that it is related to the generalized rigid body equation via a symplectic reduction. Furthermore, the extension of this paper to the dynamics of $N$ point vortices on the sphere is under way [24], and again we use a dual pair constructed by Skerritt and Vizman [27]. The same idea may be used to analyze the dynamics of relative configurations of interacting quantum spin systems, because its geometric structure is similar to that of the $N$ point vortices on the sphere.
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Appendix A. More on Lie group $U(K)$ and Lie algebra $u(K)$

A.1. Coadjoint action and Casimirs

The adjoint action $\text{Ad}: U(K) \times u(K) \to u(K)$ is defined as

$$\text{Ad}_{U} \tilde{\eta} := U \tilde{\eta} U^{-1}.$$ 

Since we identify $u(K)$ with $v_K$ via the map (21), the corresponding action of $U(K)$ on $v_K$ is given by, with an abuse of notation,

$$\text{Ad}_{U} \eta := K \text{Ad}_{U} \tilde{\eta} = KU \eta K^{-1} U^* K^{-1} U^{-1}.$$ 

where we used the relation $U^{-1} = K^{-1} U^* K$. Hence $\text{Ad}_{U^{-1}} \eta = U^* \eta U$ and thus we obtain the coadjoint action of $U(K)$ on $v_K^*$ as follows:

$$\text{Ad}_{U^{-1}} \mu = U \mu U^*.$$  \hspace{1cm} (A.1)

A.2. Coadjoint representation

From the above expression of the adjoint action on $v_K$, we have the adjoint representation of $u(K)$ on $v_K$ as

$$\text{ad}_\xi \eta = -\check{\xi}^* \eta - \eta \check{\xi},$$ 

Again we abuse the notation and define the adjoint representation of $v_K$ on itself as

$$\text{ad}_\xi \eta := \text{ad}_\xi \eta = \xi K^{-1} \eta - \eta \xi K^{-1} \xi,$$

which coincides with the Lie bracket (20) on $v_K$. As a result, we obtain the coadjoint representation of $v_K$ on $v_K^*$ as follows:

$$\text{ad}_\xi^* \mu = \mu \xi K^{-1} - K^{-1} \xi \mu.$$ \hspace{1cm} (A.2)

Appendix B. Proof of lemma 3.3

Lemma B.1. The determinant of the matrix $K$ defined in (13) is given by

$$\det K = \frac{(-1)^{N-1}}{\Gamma} \prod_{j=1}^{N} \Gamma_j = \frac{(-1)^{N-1}}{\Gamma_1 + \cdots + \Gamma_N} \prod_{j=1}^{N} \Gamma_j.$$ 

Proof. From the expression (13) for $K$, we see that

$$\det K = \frac{1}{\Gamma^{N-1}} \left( \prod_{j=1}^{N-1} \Gamma_j \right).$$
However, setting $\Gamma = (\Gamma_1, \ldots, \Gamma_{N-1})$ and $\mathbf{1} = (1, \ldots, 1)$ in $\mathbb{R}^{N-1}$, the determinant on the right-hand side can be written as
\[
\begin{vmatrix}
\Gamma_1 - \Gamma & \Gamma_1 & \cdots & \Gamma_1 \\
\Gamma_2 & \Gamma_2 - \Gamma & \cdots & \Gamma_2 \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{N-1} & \Gamma_{N-1} & \cdots & \Gamma_{N-1} - \Gamma
\end{vmatrix} = \det (\Gamma \mathbf{1}^T - \Gamma \mathbf{1})
\]
\[
= (-\Gamma)^{N-1} \det \left( I - \frac{1}{\Gamma} \Gamma \mathbf{1}^T \right)
\]
\[
= (-\Gamma)^{N-1} \left( 1 - \frac{1}{\Gamma} \Gamma \mathbf{1}^T \right)
\]
\[
= (-1)^{N-1} \Gamma^{N-2} \Gamma_N,
\]
where we used the fact that $\det(I + xy^T) = 1 + x^T y$ for any $n \times n$ identity matrix $I$ and any $x, y \in \mathbb{R}^n$. 

**Remark B.2.** Similarly, we have
\[
\det K_0 = (-1)^{N-1} \prod_{j=1}^{N-1} \Gamma_j = (-1)^N \left( \frac{\Gamma_1 \cdots \Gamma_{N-1}}{\Gamma_1 + \cdots + \Gamma_{N-1}} \right)
\]
where $\Gamma = \sum_{j=1}^{N} \Gamma_j = 0$ is assumed. If follows easily by replacing $N$ by $N - 1$ and $\Gamma$ by $-\Gamma_N$; see Remark 2.7.

**Proof of lemma 3.3.** It suffices to show that the Lie group $U(K)$ acts transitively on the level set $R^{-1}(c)$ of the momentum map (18) for any $c \in \mathbb{R} \setminus \{0\}$ because that implies that $R^{-1}(R(z)) \subset U(K) \cdot z$ whereas the other inclusion $U(K) \cdot z \subset R^{-1}(R(z))$ is trivial.

By the assumption and the above lemma, we have $\det K \neq 0$. Therefore, the inner product on $\mathbb{C}^{N-1} \supset Z$ defined by
\[
\langle v, w \rangle_K := v^* K w
\]
for any $v, w \in \mathbb{C}^{N-1}$ is non-degenerate in the sense that $\langle v, w \rangle_K = 0$ for any $w \in \mathbb{C}^{N-1}$ implies that $v = 0$. This implies that one can find a basis for $\mathbb{C}^{N-1}$ with respect to which $K$ is expressed as
\[
\begin{bmatrix}
I_{n_1} & 0 \\
0 & -I_{n_2}
\end{bmatrix}
\]
for some $n_1, n_2 \in \{0, \ldots, N - 1\}$ such that $n_1 + n_2 = N - 1$; as a result, one sees that $U(K)$ is isomorphic to the indefinite unitary group (see, e.g. Goodman and Wallach [11, lemma 1.1.7 and proposition 1.1.8])
\[
U(n_1, n_2) := \left\{ U \in \mathbb{C}^{(N-1) \times (N-1)} \mid U^* \begin{bmatrix} I_{n_1} & 0 \\
0 & -I_{n_2} \end{bmatrix} U = \begin{bmatrix} I_{n_1} & 0 \\
0 & -I_{n_2} \end{bmatrix} \right\}
\]
Then the momentum map $R$ is written as
\[
R(z) = \sum_{j=1}^{n_1} |z_j|^2 - \sum_{k=1}^{n_2} |z_{n_1+k}|^2
\]
in terms of the coordinates with respect to this basis. Let us consider the level set $R^{-1}(c)$ with $c > 0$. The level set may be written as

$$R^{-1}(c) = \bigcup_{b \geq c} S_b(c),$$

where

$$S_b(c) := \left\{ z \in \mathbb{C}^{n+1} \mid \sum_{j=1}^{n_1} |z_j|^2 = b, \sum_{k=1}^{n_2} |z_{n_1+k}|^2 = b - c \right\}.$$

Let $b \geq c$ be arbitrary and set $w = (\tilde{w}, \hat{w}) \in S_b(c)$ with $\tilde{w} = (\sqrt{b}, 0, \ldots, 0) \in \mathbb{C}^{n_1}$ and $\hat{w} = (\sqrt{b-c}, 0, \ldots, 0) \in \mathbb{C}^{n_2}$. Then, given any point $z = (\tilde{z}, \hat{z}) \in S_b(c)$, one sees that $\tilde{z} \in S_{\sqrt{b}} \subset \mathbb{C}^{n_1}$ and $\hat{z} \in S_{\sqrt{b-c}} \subset \mathbb{C}^{n_2}$; where $S_r^n$ stands for the $n$-sphere with radius $r > 0$ centered at the origin. Therefore, one can find $W \in U(n_1)$ and $\tilde{W} \in U(n_2)$ such that $\tilde{z} = \tilde{W}\tilde{w}$ and $\hat{z} = \hat{W}\hat{w}$. Then, setting $W := \begin{bmatrix} \tilde{W} & 0 \\ 0 & \hat{W} \end{bmatrix}$, one sees that $W \in U(n_1, n_2)$ and $z = Ww$.

Now, pick $v = (\sqrt{c}, 0, \ldots, 0) \in S_b(c)$. For any $b \geq c$ there exists $t_b \geq 0$ such that $\cosh t_b = \sqrt{b/c}$ and $\sinh t_b = \sqrt{(b-c)/c}$. Therefore, by setting

$$U_b := \begin{bmatrix} \cosh t_b & 0 & \sinh t_b & 0 \\ 0 & I_{n_1-1} & 0 & 0 \\ \sinh t_b & 0 & \cosh t_b & 0 \\ 0 & 0 & 0 & I_{n_2-1} \end{bmatrix} \in U(n_1, n_2),$$

we have $w = U_bv$. As a result, any $z \in S_b(c)$ is written as $z = WU_bv$ with $WU_b \in U(n_1, n_2)$. Since $b \geq c$ is arbitrary, $U(K) \cong U(n_1, n_2)$ acts transitively on the level set $R^{-1}(c)$ for any $c > 0$.

One can argue similarly for $c < 0$ as well.
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