Realistic Hair Simulator for Skin lesion Images Using Conditional Generative Adversarial Network
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Abstract—Automated skin lesion analysis is one of the trending fields that has gain attention among the dermatologists and health care practitioners. Skin lesion restoration is an essential pre-processing step for lesion enhancements for accurate automated analysis and diagnosis. Digital hair removal is a non-invasive method for image enhancement by solving the hair-occlusion artifact in previously captured images. Several hair removal methods were proposed for skin delineation and removal. However, manual annotation is one of the main challenges that hinder the validation of these proposed methods on large number of images or using benchmarking datasets for comparison purposes. In the presented work, we propose a realistic hair simulator based on context-aware image synthesis using image-to-image translation techniques via conditional adversarial generative networks for generation of different hair occlusions in skin images, along with ground-truth mask for hair location. In addition, we explored using three loss functions including L1-norm, L2-norm and structural similarity index (SSIM) to maximize the synthesis quality. For quantitatively evaluate the realism of image synthesis, the t-SNE feature mapping and Bland-Altman test are employed as objective metrics. Experimental results show the superior performance of our proposed method compared to previous methods for hair synthesis with plausible colors and preserving the integrity of the lesion texture.
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I. INTRODUCTION

Several computer aided diagnosis systems were developed to help dermatologists and health-care practitioners in screening and early detection of skin cancer [1], [2], [3], [4]. Skin melanoma is diagnosed based on the morphological properties of the lesions. Thus, lesion diagnosis is highly subjective and prone to inter- and intra-personal variability. Therefore, the computational methods were introduced to eliminate the subjectivity and increase sensitivity and specificity [5]. These computational methods were based on clinical tools, widely used by the dermatologists, such as the ABCD method (A: asymmetry, B: border, C: color, D: diameter); Menzies’s method; and the 7-point checklist rules. These methods diagnose the skin lesion based on their photometric and morphological features: color, shape and size [5], [6].

Hair occlusion is one of the main factors that affects the accuracy of melanoma detection and lesion delineation [7]. Therefore, image restoration are used as a pre-processing step to remove artifacts, then followed by lesion segmentation and feature extraction to enhance the diagnosis accuracy [6], [8]. Many digital hair removal methods were developed to tackle the image restoration problem. However, the previously adopted methods lack the generalizability due to the limited availability of annotated data as ground truth for training and validation [7], [8]. These hair removal methods used simulated hair with un-realistic morphology to validate their work. These simulated hair overlays suffer from odd colors, even-thickness, un-blended simulated hair or un-natural curvature.

The basic idea of hair simulation is to add artificial hair into hairless images which involves two major components: generating hair mask and simulating hair color [9]. The hair mask is to define the geometrical properties of hair that includes locations, distributions, quantity and thickness. It can be created from existing segmentation results or manually drawing with curves and lines. The hair appearance defines the photometric property of hair in skin images, which is our focus in this paper. The main concern of simulating hair color is the hair synthesis in a seamless manner without affecting the surrounding skin and lesion pixels.

In this work, we propose a realistic hair simulator to solve the benchmarking and annotation problem of skin hair delineation, based on the state-of-the-art image-to-image translation method using adversarial training [10]. This method can be used as an artifacts simulation method to test the sensitivity of the classification methods using controlled experiments. The generative adversarial learning technique is employed to model the conditional data distribution of the hair in the training images. Thus, they can be used for stochastic regression of the simulated hair, based on the the contextual content in the input images, in terms of skin and lesion color tone; and illumination. The main advantage of the proposed method is the ability to synthesize and embed skin hair that resembles real hair according to a predefined mask. The hair is generated based on the contextual information: the data distribution within the image; and the neighboring pixels with great visual plausibility. This proposed simulator can be used for validation of hair segmentation and inpainting methods.

A. Contributions

In this paper, a novel skin hair simulation method is proposed to synthesize various hair occlusions on skin lesion images where realistic synthesis is achieved while preserving lesion texture. This is achieved by using image-to-image translation technique via cGAN. Our main contributions are summarized as follows.
simulated the hair as straight and curved black lines [12]. Simulator to facilitate the analysis of skin lesions. They proposed a skin hair simulator as a part of skin lesion deg orientations: horizontal, vertical and with 45 degree splines to generate curved hair masks. Then, they used predefined hair is 100 pixels long and 3 pixels wide. They used predefined hair mask by random colors from a predefined dictionary, with the skin and lesion pixels. Afterwards, they colored the hair mask by random colors from a predefined dictionary, as shown in Fig. 1 [9]. Xie et al. proposed one of the earliest attempts for simulating hair et al. proposed hair mask by random colors from a predefined dictionary, as shown in Fig. 1 [9]. The simulated hair has unrealistic appearance with random colors. Despite the importance of the hair problem, it was not fully addressed in the literature with limited contributions in that domain [14]. Early attempts for hair synthesis were based on the external morphology of the hair under the assumption that the hair has thin architecture with varying width. Denton et al. proposed one of the earliest attempts for simulating hair and skin lesions [11]. In 2001, She et al. proposed a hair simulator for a single black hair image. They assumed that hair is 100 pixels long and 3 pixels wide. They used predefined hair orientations: horizontal, vertical and with 45 deg [15]. Then, they proposed a skin hair simulator as a part of skin lesion simulator to facilitate the analysis of the skin lesions. They simulated the hair as straight and curved black lines [12].

Mirzaalian et al. proposed a hair simulator based on second degree splines to generate curved hair masks. Then, they used Gaussian filtering to perform blending of simulated hair edges with the skin and lesion pixels. Afterwards, they colored the hair mask by random colors from a predefined dictionary, as shown in Fig. 1 [9]. Xie et al. used manual simulation technique for hair simulation using the Photoshop software. They applied random distortions on several curved lines and then they compiled them into combined masks, as shown in Fig. 2 [16].

These simulation methods were useful at the early stages for validation of the proposed methods and overcome the shortage in the annotated testing images [17]. Nevertheless, they based their simulation techniques on utilization of simplified mathematical models, along with other assumptions, to synthesize skin hair. These assumptions leads to un-realistic visual appearance of the hair with less variability, as depicted in Table I. Additionally, the simulated hair produced by these methods are blended with skin and lesion pixels using low pass filtering and multi-scale image fusion. This, in return, does affect the integrity of the lesion which affects subsequent processing using available computer-based techniques for lesion segmentation and classification. In contrast to the surveyed methods, we propose generating the simulated hair along with surrounding tissues using generative adversarial convolutional neural networks.

Convolutional neural networks (CNNs) were successfully employed to solve various computer vision problems. They were able to achieve outstanding performance in a wide range of tasks, such as classification and semantic segmentation tasks. CNNs are optimized using the back-propagation algorithm to minimize an objective function that is directly related to the task. These objective functions are known as loss functions. Several optimizers and loss functions have been used to train CNNs for various tasks. The loss functions have to be differentiable, either fully or piece-wise differentiability, to facilitate the back-propagation of the error term to optimize networks weights [18].

$L_2$-norm is one of the popular methods that has been used extensively as an error function for the optimization of CNNs. Based on the conducted experiment by Zhao et al., They concluded that $L_2$ is not the optimal loss function for training the networks for image synthesis task. The synthetic images suffer from blurriness due to utilization of $L_2$-norm as an optimization objective [19]. The limitations of using $L_2$-norm as a quality metric, were evident in the experiments conducted by Simoncelli et al in [20] which then laid the foundation to a more robust image similarity metric by Wang et al. in [21]. Afterwards, the structural similarity index was proposed as loss function for the optimization of convolutional neural networks (CNNs) during network training [19].

Generative adversarial networks have been successfully used for image synthesis tasks for generating benchmarking data and cross-modality synthesis [17], [10], [22], [23]. Generative adversarial networks (GANs) are based on training of two competing neural networks, also known as dueling neural networks, simultaneously through back propagation
TABLE I: Summarization for hair simulation methods in terms of Hair morphology, number of test images, availability of the implementation and the simulated hair color.

| Method                  | Hair morphology                  | #images   | Code | Hair color     |
|-------------------------|----------------------------------|-----------|------|----------------|
| Danton et al. [11]      | straight lines with different orientation | -         | N/A  | monochrome black |
| She et al. [12]         | straight lines with different orientations | 16 synth. | N/A  | monochrome black |
| Xie et al. [13]         | straight and curved lines         | 40 real   | N/A  | monochrome black |
| Mirzaalian et al. [9]   | Curved lines                      | 40 real   | A    | colored         |

Fig. 3: Data preparation step for ground truth generation. The hair is segmented from the input skin image (a) to generate the hair mask, (b). We used this hair mask to replace the hair pixels with black pixels to generate the input training images, as in (c). The same hair mask is used to extract the hair locations as ground truth for network optimization, as in (d).

Fig. 4: The proposed architecture for the hair simulator. It consists of two networks: generator and discriminator. The generator is responsible for the generation of synthetic images to deceive the discriminator, while, the discriminator detects the synthetic images. The desired locations for hair is highlighted as white lines according to the hair mask. The generator selectively embeds the hair into these areas.

of the error using the adversarial loss. These two networks are a generator $\mathcal{G}$ and a discriminator $\mathcal{D}$. The generator is responsible for the creation of “synthetic” data based on the input data. Thus, it can be modelled as a mapping function for an RGB image $\mathcal{G} : \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$. While, the discriminator is required to differentiate between the real images from the forged synthetic data $\mathcal{G}$. The discriminator can be expressed as $\mathcal{D} : \mathcal{D}(x, \mathcal{G}(x)) \rightarrow (0, 1)$ where 0 is decision for fake forged data and 1 stands for real data [24], [25].

The generator tries to synthesize pseudo-realistic data to deceive the discriminator. On the other side, the discriminator tries to detect the synthetic images. The joint training, of both the generator and the discriminator, facilitates the training of the generator to produce synthetic images that match the distribution of the real data. Also, the generator is optimized using back propagation of the error of the loss function between the generated images and ground truth. In generative adversarial networks, the ground truth data and the generated synthetic data are fed into the discriminator to assess the quality of the synthetic images. Thus, the generator is optimized based on the interaction with the discriminator. This process is known as adversarial training, where the generator tries to minimize the loss between the generated images and the ground truth, while, the discriminator tries to detect the fake generated data [25],...
Costa et al. proposed one of the earliest attempts for adversarial training architectures to synthesize retinal images using image-to-image translation [26]. They were able to learn latent representations for retinal vascular architectures for the synthesis of realistic retinal images with accurate vascular structure, corresponding to the input vascular tree [17]. However, the reported results showed artifacts in the simulated images.

Several studies have been conducted to study the effect of using different loss functions to optimize the generator, such as $L_1$-norm, $L_2$-norm and Structural Similarity Index (SSIM) to reduce visual artifacts problem [27], [19]. In [19], Zhao et al. showed that $L_1$ and $L_2$-norm loss functions are capable of optimization of the low-level contextual information, namely, pixel values. Thus, the images were locally optimized with usually blurred details. Therefore, they do not have good visual perception quality [22]. The convolutional networks treat the images as a set of independent pixels without a penalty on the contextual information within the sub-regions [28]. Therefore, an error term is required to address the perception quality of the generated images. The SSIM loss layer is utilized to optimize the synthetic images globally, besides the local optimization using $L_1$ and $L_2$-norms [22], [23].

### III. Materials and Methods

The proposed method consists of three mains steps: data preparation, hair synthesis and hair merging. For training and validation, lesion images with hair, Fig. 3-(a), are fed into Virtual shaver, proposed by Koehoorn et al. for hair mask preparation [29]. The extracted hair masks, Fig. 3-(b), are used to define the hair locations in the images. Based on the hair mask, candidate hair locations are filled by white color pixels, Fig. 3-(c). These white pixels are used as markers for the conditional generative adversarial network, as shown in Fig. 5, to generate hair in these predefined locations. For ground truth, the hair masks are used to extract the hair locations only and fill the other pixel locations with black color, as depicted in Fig. 3-(d). We adopted this methodology to focus the network layers on learning to synthesize pixels of the hair and adjacent tissues as well as facilitating a faster network convergence. Additionally, this method also avoids producing unnecessary artifacts usually generated by generative adversarial networks when operating on images holistically. The white labelled pixels ensure that the hair is inpainted only in the required location and according to the input mask.

During the training and validation, the output images are compared to the ground truth (Fig. 3-(d)) for network layers optimization using adversarial training as discussed in Section III-B. It is worth noting that the output synthetic hair images contain hair perfectly blended with the background. Thus, we replaced only the candidate locations, highlighted by white pixels in the input hair mask in Fig. 3-(b), to update the corresponding hair locations in the original image in Fig. 3-(a) with the synthetic hair from the output image, Fig 5, to generate the full synthetic image. We used pixel-wise replacement for the synthetic hair without any further post-processing or image blending methods to make sure that the skin lesions are not affected.

During the testing phase, we used hair-free images. Therefore, there is no need to use the hair segmentation method and we randomly choose hair masks. These random masks can be generated synthetically using free-hand, random splines methods [9] or pre-segmented masks.

#### A. Hair Data Preparation

Data preparation is one of the most important steps in training neural networks, where the annotation process is a challenging task. Manual annotation of the hair in skin lesion images is extremely tedious task. Therefore, we used an automated method proposed by Koehoorn et al. for ground truth preparation of the images obtained from the dataset used in ISBI 2017 challenge [6], [1], [30], [31]. This automated method was able to extract hair masks and repair the segmented hair regions, as shown in Fig. 3-(b). We used the generated mask (Fig. 3-(b)) in the training process. For the training step, we superimposed the mask as white pixels on the image to facilitate the learning process and accelerate network convergence to construct the training set $\mathcal{X}$. Using this technique, the network was able to synthesize the hair in the defined regions by the mask and keep the other regions of the image intact. For validation purposes, we superimposed the hair masks on the inpainted images and compared them to the original images to assess the quality of the synthesized hair against the original ones.

#### B. Conditional Generative Adversarial Neural Network

Conditional Generative Adversarial Neural Network is one of the popular implementations for image-to-image translation that is based on adversarial training for contextual image synthesis. It can be used for mapping an image from a domain to another. During the adversarial training process, the mapping function $\mathcal{G}$ is optimized based on the data distribution from the training images $\mathcal{X}$, along with ground truth images $\mathcal{Y}$. The ultimate goal for the optimization process is the ability of the generator to produce synthetic data $\mathcal{G}_*$ that can not be distinguished by the discriminator $\mathcal{D}$ from the real images $\mathcal{Y}$, as shown in Fig. 4.

During the training process, the generator parameters $\theta_G$ are optimized to minimize the adversarial loss between the generator $\mathcal{G}$ and discriminator $\mathcal{D}$, in addition to the generator loss with $L_1$-norm or $L_2$-norm. The adversarial loss is the penalty of the detected fake images from the generator. Back propagation is utilized to optimize the loss function $\mathcal{G}^*$ with pairs of input images $(x,y)$, where $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, as follows in Eqn. 1:

$$\mathcal{G}^* = \arg\min_{\mathcal{G}} \max_{\mathcal{D}} V_{adv}(\mathcal{G}, \mathcal{D}) + \lambda \mathcal{L}_2$$

The first term of the optimization function is the adversarial loss $V_{adv}(\mathcal{G}, \mathcal{D})$, which represents the competition between the
Fig. 5: U-Net architecture for the generator ($\mathcal{G}$) with skip links for concatenation of the deep encoded feature during the reconstruction. The skip links are responsible for re-utilization of deep encoded feature in the reconstruction.

generator to synthesize images that can deceive the discriminator and the ability of the discriminator to distinguish between the real and synthetic data, as shown in Eqn. 2.

$$V_{adv}(\mathcal{G}, D) = \mathbb{E}_{x,y}[\log D(x,y)] + \mathbb{E}_x[1 - \log D(x,G(x))]$$

(2)

where $\mathbb{E}_{x,y}[\log D(x,y)]$ is the expectation of the log-likelihood of discriminator output for the input “real” pair data $(x,y)$, similarly, $\mathbb{E}_x[1 - \log D(x,G(x))]$ is the expectation of the complementary term of the log-likelihood of the discriminator for the “fake” data $(x,G(x))$. The generator is optimized by loss layers to minimize the error between the generated image and the ground truth. In addition to the adversarial loss term, based on the discriminator loss.

Theoretically, the optimal state is achieved when the discriminator is incapable of discrimination between the real and fake data with $P_{\text{synthetic}} = P_{\text{data}}$. In other words, the confidence of the predictions of the discriminator is 0.5 [32].

C. Loss function

Loss functions are used to train the neural networks based on the calculated error between the network output and the ground truth. They are essential modules for network training to facilitate convergence to locally-optimal point in the weights space. To facilitate the training process, the loss function has to be differentiable function, either fully or piece-wise differentiable. The loss for an error function $\mathcal{E}$ between the generated image and ground truth at the pixel of the position $(x, y)$ can be mathematically formulated as follows in Eqn. 3.

$$\mathcal{L} = \frac{1}{n \times m} \sum_{x \in n, y \in m} ||\mathcal{E}(x,y)||$$

(3)

Mean square error “MSE” is one of the most popular cost functions that has been successfully used to train many deep neural networks for various tasks, such as regression. Also, this loss function is known as $\mathcal{L}_2$. It penalizes the squared error between the generated image and the ground truth. It can be computed as in Eqn. 4.

$$\mathcal{L}_2 = \frac{1}{n \times m} \sum_{x \in n, y \in m} ||F(x,y) - G(x,y)||^2$$

(4)

However, images generated from the MSE loss function suffer from poor quality in terms of human visual system “HVS” [19]. MSE loss function assumes that the individual pixel noise is independent from the neighbouring pixel within a local window. Also, it assumes that the noise in the image is white Gaussian noise. In [19], Zhao et al. stated that $\mathcal{L}_2$ tends to over penalize the error during the training, which reduce the visual quality [33], [19].

Mean Average Error “MAE” was introduced to suit the image regression problems. Also, it is known as $\mathcal{L}_1$. It is used to reduce blurring effect introduced by $\mathcal{L}_2$. It evaluates the absolute error between the output of the network and the ground truth, as shown in Eqn. 5.

$$\mathcal{L}_1 = \frac{1}{n \times m} \sum_{x \in n, y \in m} ||F(x,y) - G(x,y)||$$

(5)

Perceptually motivated image quality methods have been introduced to address the adaptation to the human visual system. Structural Similarity Index “SSIM” is one of the most popular methods that addresses the image quality from the human visual system prospective. Thus, it overcomes the limitations of both $\mathcal{L}_1$ and $\mathcal{L}_2$, which depend only on the error difference between the pixels of two images.

Wang et al. designed the structural similarity image metric “SSIM” to take in account the intrinsic properties of the human visual system. In SSIM, the quality of an image is tested against a reference image based on the variation within the illumination and color. It is evaluated as an index representing the similarity score between the image and the reference image. Thus, it has the range of minimum index of zero to maximum index of one. The SSIM index between two image $x$ and $y$ patches is calculated based on: the mean of the image patches, $\mu_x$ and $\mu_y$; the variance within the patches: $\sigma^2_x$ and $\sigma^2_y$;
the covariance of the local patches: \( \sigma_{xy} \). \( C_1 \) and \( C_2 \) are terms to stabilize the division with weak denominator Therefore, the SSIM loss function can be defined as in Eqn. 7.

\[
\mathcal{L}_{SSIM} = 1 - \frac{2\mu_x\mu_y + C_1 \cdot 2\sigma_{xy} + C_2}{\sigma_x^2 + \sigma_y^2 + C_2}
\]

(7)

The \( L_1 \) and \( L_2 \) are used to penalize the pixel-wise error based on the difference between the generated and ground truth without taking into account the pixel neighborhood. The perceptually based image quality metrics focus more on the local variation in the color and illumination. Thus, we are going to employ both of loss functions: \( L_1 \) and \( L_2 \); and we will combine them with \( \mathcal{L}_{SSIM} \). These loss functions will be investigated. They will be added to the adversarial loss term resulting from the interaction between the generator and discriminator.

D. Training parameters

We based our implementation on the proposed model by Isola et al., “pix2pix” in Pytorch framework [10], [34]. We trained the network on image-to-image translation for hair synthesis. We used the U-Net architecture for the generator \( \mathcal{G} \), as shown in Fig. 5 [35], [10]. The image-to-image translation can be used for mapping of a 2-D image with high resolution in the RGB color space in specific domain to high resolution image in RGB color space in another domain. In U-Net, the deep encoded feature maps are concatenated to the corresponding output, as shown in Fig. 5. This will help in preserving the structure while changing the external features, i.e. preserving colors and edges while embedding the synthetic hair. In our experiments, we replaced the loss layer for the generator to \( L_1 \), \( L_2 \) and \( \mathcal{L}_{SSIM} \). The model was trained using the ADAM optimizer with initial learning rate 0.002 for 200 epochs, with batch size set to 2. Also, Batch normalization was used for the convolution layers to accelerate the convergence of the generator.

IV. EXPERIMENTAL EVALUATION AND ANALYSIS

In this section, we will describe the used dataset, conducted experiments and results of the proposed method along with quantitative and qualitative analysis in comparison to the hair simulator proposed by Mirzaalian et al. [9].

A. Data

In our work, we used images from ISBI 2017 challenge for melanoma segmentation and classification. We used this dataset for training and validation [31]. It has 2000 images. It contains images with different artifacts and hair occlusion. Also, it has a set of images with no hair, that can be used for testing. We used 1900 images with hair occlusion and ruler markers for training and validation; and 100 images with no-hair for test. We had limited number of the test images as most of the dataset images have hair occlusion. We compared between the generated images and the ground truth to evaluate the loss function and back-propagated the error to optimize the networks weights.

B. Experiment setup

We conducted qualitative and quantitative analysis of the synthetic images. We carried out two experiments: comparison with ground truth and with state-of-the-art hair simulator. In the ground truth comparison experiment, we evaluated the simulation results against real images with hair. We inpainted the hair, then, we super imposed the hair mask again. Then, we fed the masked images into trained generator. We compared the results with original images as a ground truth. In the second evaluation experiment, we compared the synthesis results against the proposed method in [9]. For quantitative analysis, we calculated the mean-square error and structural similarity index “SSIM” for the synthesized images using the proposed method, in comparison to the real images. In addition, we used t-distributed stochastic neighbor embedding “t-SNE” to visualize the data distribution of the synthetic images, real images and the baseline results.

C. Synthesis results

We have tested the proposed model on skin images with no hair to evaluate the quality of the synthesized images. We compared the performance of the hair generator in the proposed network using different images and different hair masks that vary from light to dense, as shown in Fig. 6-(a-f). Also, we simulated hair of skin-free images, as shown in Fig. 7-(a-f). We simulated hair with different patterns: short and long hair. Also, we synthesized ruler markers as artifacts, as shown in Fig. 6-(d) and (f).

In Fig. 6, the realistic hair is simulated according to each hair mask precisely. However, the generator with \( \mathcal{L}_{1} \)-norm regularization synthesized hair with faded color and does not have sharp distinctive edges, as shown in Fig. 6-(d) and (e), and they have artifacts in terms of hair embedding in the background, as shown in Fig. 6-(a). In addition, the generated hair using \( \mathcal{L}_{1} \) suffers from discontinuity, which makes hair appears as dotted lines, as shown in Fig. 6-(b) and (c). Color bleeding is one of the major artifacts that affects the performance of the generator with \( \mathcal{L}_{2} \)-norm, as depicted in Fig. 6-(e) and (f).

The SSIM loss layer in the regularization helped in solving the bleeding and blurred edges problem, as it penalizes the smoothness of the neighboring patches within the windows as it takes in account not only the pixels value but also the relationship to the neighboring pixels. This loss term was capable of solving the aforementioned artifacts and enhance the performance of the \( \mathcal{L}_{2} \), as shown in Fig. 6-(a-e). In Fig. 6-(b), the simulated hair has a realistic appearance with varying diameter as the hair grows longer, it looks thin near the ends.

Also, the generator was capable of simulating hair based on dense masks with thicker hair on hair-free images, as depicted in Fig. 7. The qualitative results show the ability of the proposed methods to adapt the colors of the hair to the image context and colors. Also, the simulated hair has varying sizes with thinner ends. The synthesis results using the \( \text{SSIM} + \mathcal{L}_{2} \) have better visual quality with sharper edges, as shown in Fig. 7-(d) and (e). We were able to simulate...
Fig. 6: Qualitative results for hair simulation using different objective functions: $L_1$, $L_2$, SSIM+$L_1$ and SSIM+$L_2$. Based on the masks for hair delineation, the hair locations were inpainted. Then, using same hair mask, the hair is simulated using different optimization functions. The synthesized images were compared to the original image for validation. The white spies are for hair, while, the yellow ones are for ruler markers.

We estimated the error for the proposed method between the synthetic images and the real images using different loss functions: $L_1$, $L_2$, SSIM+$L_1$, and SSIM+$L_2$. The loss function based on SSIM+$L_2$ achieved the highest quality quantitatively, as shown in Table II. This superior quantitative image quality aligns with the qualitative results depicted in Fig. 6 and Fig. 7. It is worth noting that the generator network which was optimized using $L_1$ produced images with higher quality than images generated using the generator with $L_2$. These results agree with the experiments conducted by Zhao et al. [19].

D. Comparison to the Baseline Method

To validate the proposed architecture, the baseline uses artificial colors for hair. Thus, it is extremely hard to use the mean-square error and SSIM metrics for comparison. Therefore, we used t-distributed stochastic neighborhood embedding technique “t-SNE” to study the data distribution in the synthetic images compared to the real image and the images in the baseline.
Fig. 7: Qualitative synthesis results for hair free-images using hair mask. The simulated hair has realistic appearance on hair-free images, as shown in images (a-f). The images generated using the combined loss function $SSIM$ and $L_2$ have superior quality compared to the methods.

The t-SNE method is one of the popular methods for data visualization of high dimensional data by projecting these data samples into two data pairs. This method is based on computing the similarity between the data points using the pair-wise distance metrics, such as euclidean distance. The samples are picked based on the probability distribution of data points similarity. Therefore, similar points are having higher probabilities to be picked and placed next to each other. This placement process is done according to the Kullback-Leiber divergence between the two data distributions [36].

In this work, we used t-SNE to project the high dimensional image feature vector into 2-D space [37], [36]. These image feature vectors were encoded using convolutional neural network pretrained on melanoma detection. We adopted the same network proposed by Yu et al. [38]. They proposed a network based on deep residual network of 18 layers [39], [38]. This network is trained to extract hierarchical features from skin images to facilitate melanoma detection. These features including the colors and edges present in skin images.

Using a pretrained network, we extracted the features encoded by the network layers except for the last layer, namely fully connected layer. These extracted features are vectors of size 2048x1 for each image. We then projected these feature vectors, using t-SNE, into a 2D space to visualize the data...
TABLE II: Quantitative results for the proposed method. We calculated the mean-square error and structural similarity index for the proposed method, in comparison to the real images, for the different loss function used in the network training. For mean-square error, the lower the better. Unlike the SSIM error metric, the higher the better.

| Loss function | MSE  | SSIM |
|---------------|------|------|
| \( L_1 \)     | 10.63| 0.91 |
| \( L_2 \)     | 10.60| 0.91 |
| SSIM+\( L_1 \) | 9.71 | 0.92 |
| SSIM+\( L_2 \) | 8.59 | 0.93 |

Fig. 8: High dimensional data visualization using t-SNE [36]. We projected the deep encoded image features of the same base images into 2-D space to study the data distribution in the images. Red data points represent the image with synthetic hair using the base-line method [9]. Blue data points represent the data distribution for synthetic image by the proposed method, while green data points are the real image with hair.

distribution in the images. As shown in Fig. 8, it was found that the majority of the baseline image features is segregated away from the real images features, which reflects the big difference in data distribution between the baseline images and real images [9]. While, the synthetic images using the proposed method with loss function \( SSIM + L_2 \) follow the same data distribution, as depicted in Fig. 8. It is worth noting that some of the simulated hair by the baseline method have the same distribution as shown in Fig. 8 by the red dots within the vicinity of the green dots that represent the real image distribution.

Furthermore, we also studied the correlation of the t-SNE feature components of the synthetic and real data as shown in Fig. 9. While the extracted features from synthetic images using baseline method [9] do, sometimes, correlate with the feature components of the real data, these features do suffer from several outliers that affects the overall regression equation with an \( r^2 \) goodness of fit of 0.05. The features extracted from the synthetic images using the proposed method, on the other hand, does have a strong linear correlation with the features extracted from the real data with an \( r^2 \) goodness of fit of 0.92.

In addition to the correlation analysis, we also studied the limits of agreement between features extracted from real data with those extracted from synthetic data using the proposed method and the baseline method by Mirzaalain et al. in [9]. The deviations of the extracted features from synthetic images with the base line method do have wide limits of agreement from -85 to 130. The same features of images synthesized using the proposed method shows a much tighter limits of agreement from -0.33 to 0.35.

V. CONCLUSION

In the presented work, we proposed a novel technique for realistic hair simulation using generative adversarial networks. The proposed architecture consists of two networks: the generator and the discriminator. The generator is responsible for hair synthesis to fool the discriminator, while, the discriminator is responsible for detection of the forgery. The generator is optimized based on the data distribution within the input images and trained to embed the hair on the skin based on the skin image context. Thus, this improves the quality of the hair synthesis. The generator synthesizes hair in the marked areas with white hair-like structure. This step ensures that hair is only synthesized in the predefined areas. The output hair is well-blended with the skin regions in seamless manner without usage of any blending techniques and thus preserves the textural integrity of the surrounding skin and lesion pixels.

The proposed method facilitates the synthesis of hair occlusions to the hair images. It can also be used to validate hair segmentation and hair inpainting methods. We studied the effect of using different loss functions in training the network to improve the perceptual quality of the image. Our proposed method has more realistic appearance compared to the other methods with ability to simulate thin and thick for dark and light hair. Also, the network can simulate overlapping hair effectively. Unlike the images generated by the baseline method [9], the synthetic hair images have similar distribution of feature values to the real images as confirmed by the correlation and limits of agreement graphs.
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