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Abstract
In this paper, we find relations between the ionic parameters and the diffusion parameters which are sufficient to ensure the existence of a periodic solution for a well-known monodomain model in a weak sense. We make use of the method of approximation of Faedo-Galerkin to prove the existence of weak periodic solutions of the monodomain model for the electrical activity of the heart assuming that it is periodically activated in its boundaries. Actually, this periodic solution has the same period of activation. Finally, we reflect on how these ionic-diffusive relations are useful to explain the pathophysiology of some rhythm disorders.
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1 Introduction

The bidomain model is one of the most used systems for simulating the electrical activity of the heart. This model considers an active myocardium on a macroscopic scale by relating membrane ionic current, membrane potential, and extracellular potential, see Henriquez [1] for more details. We consider that the heart occupies a volume $\Omega \subset \mathbb{R}^3$ where for each point it is possible to define two electrical potentials which are functions of space and time: the intracellular potential and the extracellular potential, associated to the intracellular and extracellular domains respectively, separated by the cell membrane, see Sundnes, J., [2]. Introduced in 1969 (by Schmidt [3]), (Clerc [4]) and firstly developed in 1978 (Tung...
The monodomain model was conceived as a simplification of the bidomain model, assuming that the intracellular current conductivity is proportional to the extracellular current conductivity, see [2]. This way, a simpler system of equations is built. This system is composed of one parabolic equation for the membrane potential and a system of ordinary equations for the activation variables.

The monodomain model which, has advantages from both the mathematical analysis and computational point of view, was actually developed before the first bidomain model. However, surprisingly few papers have compared the monodomain with the bidomain results. Those presenting this comparison, are not very different from each other (Vigmond [15]). Moreover, numerical simulations of the monodomain model have provided realistic results (Leon [16]), (Hren [17]), (Huiskamp [18]), (Bernus [19]), (Trudel [20]) and (Berenfeld [21]). In (Potse [22]), the impact of the monodomain model has been researched in an isolated human heart following the context of simulated propagation of the electrical activity of the heart. Results were compared with the bidomain model from a numerical point of view. In this work, it is shown that the differences between the two mentioned models are small, even if extracellular potentials are influenced by fluid-filled cavities. All the properties of the membrane and extracellular potentials corresponding to the bidomain model have been accurately reproduced by the monodomain model. A formal derivation of the monodomain equation for the version presented here it can be found in [2].

On the other hand, from the qualitative point of view, the bidomain model turns to be complex, due to several aspects. Some of them are the following

- it is a nonlinear model,
- it consists of a system of joined equations that include three different kinds: parabolic, elliptic, and ordinary differential equations.
- Moreover, taking into account that in the system coefficients are not necessarily smooth, probably there are no classic solutions. In this regard, results about the existence of a unique solution for the Cauchy problem, the existence of periodic solutions, and the stability of this type of solution demand the use of a weak or variational framework to study these systems of equations.

Literature has a few references dealing with the well-posedness of the bidomain model. The most important of these reference are Colli-Franzone and Savaré’s paper (Colli [23]), Veneroni’s technical report (Veneroni [24]), and Y. Bourgault, Y. Coudière and C. Pierre’s paper (Bourgault [25]). In [23], the existence and uniqueness of global solutions in the bidomain model time are proven, although its approach applies only to particular cases of ionic models, typically of the form \( f(u, w) = k(u) + \alpha w, \ g(u, w) = \beta u + \gamma w, \) where \( k \in C^1(\mathbb{R}) \) satisfies \( \inf_{\mathbb{R}} k' > -\infty. \) An ionic model having this form is the cubic-like FitzHugh-Nagumo model (Fitzhugh [26]), which is important for a qualitative understanding of the action potential propagation, however its applicability to myocardial excitable cells is limited (Keener
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(27), (Panfilov [28]). Furthermore, from the techniques developed in (Colli [23]), it is not possible to conclude the existence of solution for other simple two-variable ionic models widely used in the literature for modeling myocardial cells, such as the Aliev-Panfilov (Aliev [29]) and Rogers-McCulloch (Rogers [30]) models. In Colli-Franzone and Savarés [24], these kind of results have been extended to a more general and realistic ionic model, namely those taking the form of Luo-Rudy model (Luo [34]). However, this extension does not include the Aliev-Panfilov and Rogers-McCulloch models. On the other hand, in Reference [25], global weak solutions are obtained for ionic models which can be written as a single ODE with polynomial nonlinearities. These last ionic models include the FitzHugh-Nagumo model and other simple models that are more adapted to myocardial cells, such as the Aliev-Panfilov and Rogers-McCulloch models. In Hernandez [31], the authors obtain results about the existence and uniqueness of weak solutions for the Cauchy problem, but the monodomain model is analyzed in an isolated ventricle, and it is activated by the Purkinje fibers. Moreover, the ionic model is the Rogers-McCulloch one. In this regard, homogeneous boundary conditions of Neumann type were considered.

In relation to the existence of periodic solutions, there are some relevant recent papers. For example, in [32], M. Hieber et al. prove the periodic version of the Da Prato-Grisvard theorem as well as its extension to semi-linear evolution equations. That is to say, from this outcome they proved the existence of strong $T$-periodic solution of the bidomain model, that is, in the context of the corresponding abstract evolution problem. In their research, they considered $T$-periodic external sources of intra and extracellular current $I_i, I_e$. However, the method of [32] is applied to just a few models describing the ionic transport like the FitzHugh-Nagumo, Aliev-Panfilov, or Rogers-McCulloch models. It is worth noting that this methodology is very general. In addition, although it is applied to concrete ionic models, the results of the existence of periodic solutions are not given in terms of relations between the parameters of the model. In other words, the method does not include a study of the ranges of values of the model parameters for which the mathematical results are true.

These relations are very important because they explain which are the physiological causes that underlay the generation or lost of cardiac rhythm. We must say the [33] works with the same approach.

In our paper, we study the monodomain model in an isolated region of the heart (a ventricle), in which the $T$-periodic activation is located at the endocardium, and we consider an ionic model of Roger-McCulloch type. In this case, we use the variational formulation of the boundary problem from which is obtained a notion of “weak” solution is obtained as it happened in [25] and [31]. Subsequently, we prove the existence of a weak $T$-periodic solution.

There is twofold difference between the present work and previous studies. First, we consider the activation in the inner wall of the heart. In this sense, the activation is reflected in the model as a boundary condition of Neumann type. On the other hand, our method allows us to find relations between the ionic parameters and the diffusive parameters which are sufficient conditions for the existence of periodic solutions. With these relations, we are able to obtain a result that could explain some aspects related to the generation of ventricular arrhythmias, specifically with the “degeneration” of a stable rhythm (sinus rhythm) toward ventricular fibrillation.

1.1 Monodomain Model for the Electrical Activity of the Heart

In this paper, the isolated ventricle is represented as a bounded region $\Omega \subset \mathbb{R}^3$, whose boundary $\partial \Omega$ is composed of two disjoint regions, $\Gamma_0$ and $\Gamma_1$. The component $\Gamma_0$ depicts the epi-
cardium (in direct contact with the insulating medium), while $\Gamma_1$ represents the endocardium (where electrical activation takes place).

To describe the generation and propagation of electrical activity in a ventricle, we use the monodomain model, see [2]. This model can be formulated by means of a parabolic reaction-diffusion partial differential equation with boundary conditions on $\Gamma_0$ and $\Gamma_1$. Joined with this equation, we have a system of ordinary differential equations modeling the ionic currents.

The system of equations reads as follows:

\[
\begin{align*}
C_m \frac{\partial \hat{u}}{\partial t} + f_{ion}(\hat{u}, \hat{w}) - \nabla \cdot (\sigma(x) \nabla \hat{u}) &= 0, \quad (t, x) \in (0, \infty) \times \Omega, \\
\frac{\partial \hat{w}}{\partial t} &= g(\hat{u}, \hat{w}), \quad (t, x) \in (0, \infty) \times \Omega, \\
(\sigma(x) \nabla \hat{u}) \cdot n(x) &= 0, \quad (t, x) \in (0, \infty) \times \Gamma_0, \\
(\sigma(x) \nabla \hat{u}) \cdot n(x) &= s(t) \varphi(x), \quad (t, x) \in (0, \infty) \times \Gamma_1.
\end{align*}
\]

The equation (1) describes the balance of current in the heart muscle, where:

- $\hat{u}$, $\hat{w}$ are the membrane potential and the activation variable, respectively,
- $C_m \frac{\partial \hat{u}}{\partial t}$, is the capacitive current,
- $- \nabla \cdot (\sigma \nabla \hat{u})$, is the ohmic current,
- and $f_{ion}(\hat{u}, \hat{w})$, is the ionic current induced by the cellular activation.

The equation (2) describes the dynamic of the activation and inhibition variables for the ionic channels. In this model, the anisotropic characteristics of the tissue are given by the tensor $\sigma$. Also, $C_m = \chi c_m$, where $c_m > 0$ is the cellular membrane capacitance, and $\chi > 0$ denotes its area per unit of volume. The function $s : (0, \infty) \to \mathbb{R}$ is $\tilde{T}$-periodic (sinus rhythm) and it corresponds to the period activation of endocardium which is given through Purkinje fibers. Finally, $\varphi : \Omega \to \mathbb{R}$, is the spatial density of activation and thus $s(t) \varphi(x)$ represents the external current source. In (3) and (4), $n(x)$ represents the unitary outside normal in each point $x$ of boundary.

In this article, we consider a phenomenological model for the ionic currents, specifically, the Rogers-McCulloch model, see [30].

\[
f_{ion}(\hat{u}, \hat{w}) = a_1 (\hat{u} - u_{res}) (\hat{u} - u_{th}) (\hat{u} - u_{peak}) + a_2 (\hat{u} - u_{res}) \hat{w},
\]

where

\[
a_1 = \frac{c_1}{u_{amp}^2}, \quad a_2 = \frac{c_2}{u_{amp}}
\]

and

\[
g(\hat{u}, \hat{w}) = b (\hat{u} - u_{res} - c_3 \hat{w}).
\]

Here, $u_{res} < 0$, $u_{peak} > 0$ and $u_{amp}$ are the resting value, peak value and total amplitude of the cardiac action potential, respectively, $u_{amp} = u_{peak} - u_{res} > 0$ and $u_{th} = u_{res} + au_{amp}$. This model is the reparameterized FitzHugh-Nagumo model.
In a more realistic context the parameters should depend on spatial variables, while here we assume that the parameters are constant. For the sake of simplicity in computations and to facilitate a proper physiological interpretation of results, we will make the following change of variables and time reparameterization:

\[ \hat{u} = u + u_{res}, \quad \hat{w} = \xi w, \]
and

\[ t = \epsilon \tau, \]

where \( \xi, \epsilon \) are auxiliary parameters that will be useful later. With this change of variables the new unknown functions are

\[ u(\tau, x) = \hat{u}(\epsilon \tau, x) - u_{res}, \quad w(\tau, x) = \frac{1}{\xi} \hat{w}(\epsilon \tau, x). \]

In these new variables the boundary problem has the following form

\[ \frac{\partial u}{\partial \tau} + \hat{f}(u, w) - \nabla \cdot (\hat{\sigma} \nabla u) = 0, \quad (\tau, x) \in (0, \infty) \times \Omega, \tag{8} \]

\[ \frac{\partial w}{\partial \tau} = \hat{g}(u, w), \quad (\tau, x) \in (0, \infty) \times \Omega, \tag{9} \]

\[ (\hat{\sigma} \nabla u) \cdot n(x) = 0, \quad (\tau, x) \in (0, \infty) \times \Gamma_0, \tag{10} \]

\[ (\hat{\sigma} \nabla u) \cdot n(x) = \tilde{s}(\tau) \varphi(x), \quad (\tau, x) \in (0, \infty) \times \Gamma_1, \tag{11} \]

where

\[ \hat{f}(u, w) = \frac{\epsilon c_4}{C_m} u + f(u, w), \tag{12} \]

\[ \hat{g}(u, w) = \epsilon b(u - \xi c_3 w), \tag{13} \]

\[ f(u, w) = \frac{\epsilon}{C_m} (a_1 u^3 + \xi a_2 uw - a_1(u_{pr} + u_{tr})u^2), \tag{14} \]

\( u_{pr} = u_{peak} - u_{res}, \quad u_{tr} = u_{th} - u_{res}, \) and \( c_4 = a_1 u_{tr} u_{pr} \), are positive constants. Also, \( \tilde{s}(\tau) = \frac{\epsilon}{C_m} s(\epsilon \tau) \) and \( \hat{\sigma} = \frac{\epsilon}{C_m} \sigma. \)

Note that, if the function \( s \) is \( T \)-periodic then \( \tilde{s} \) is \( \frac{T}{\epsilon} \)-periodic, and if \( \tilde{s} \) is \( T \)-periodic then \( s \) is \( \epsilon T \)-periodic. The same applies to unknown functions \( u, w \). In what follows, we assume that \( \tilde{s} \) is \( T \)-periodic where \( T = \frac{T}{\epsilon} \). Below, we will prove the existence of \( T \)-periodic solutions of problem (8)-(11).

From this, we will conclude the existence of a \( \widetilde{T} \)-periodic solution of problem (1)-(4).

### 1.2 Some Notations and Assumptions

We denote \( H = L^2(\Omega) \), the square summable functions space on \( \Omega \), and \( V = H^1(\Omega) \), the corresponding Sobolev space. It is well known that both are Hilbert spaces. We will also consider the Banach spaces \( L^p(\Omega) \), when \( 2 \leq p \leq 6 \). We have the Gelfand triple

\[ V \subset H \subset V^*, \]
with dense and continuous embeddings, and where \( \{V, V^*\} \) forms an adjoint pair with duality product \( \langle \cdot, \cdot \rangle_{V \times V^*} \) satisfying
\[
\langle v, h \rangle_{V \times V^*} = (v, h), \quad \text{for all } v \in V, h \in H,
\]
here, \( \langle \cdot, \cdot \rangle \) represents the inner product in \( H \). Observe that from the Sobolev embedding theorem, the following inclusions
\[
V \subset L^p(\Omega) \subset H \subset L^{p'}(\Omega) \subset V^*
\]
are continuous for all \( 2 \leq p \leq 6 \). In particular, in this paper we will make use of these embeddings for \( p = 4 \) in this paper. In what follows, the next specific assumptions will be taken into account

\( \text{(h1)} \) \( \Omega \) has boundary \( \partial \Omega \) of class \( C^2 \).

\( \text{(h2)} \) \( \sigma \) is a symmetric matrix-function of the spatial variable \( x \in \Omega \), with entries in \( C^1(\Omega) \), and such that there are positive constants \( m \) and \( M \) such that
\[
0 < m|\xi|^2 \leq \sigma(x)\xi \leq M|\xi|^2 \quad \text{for all } \xi \in \mathbb{R}^3 \setminus \{0\},
\]
for almost all \( x \in \Omega \).

\( \text{(h3)} \) \( \tilde{s} \in L^\infty(0, \infty) \), and \( \varphi \in L^2(\Gamma_1) \). Besides, we assume that \( \tilde{s}(t) \) is \( T \)-periodic.

### 2 Variational Formulation, Notion of Weak Solution

In this section, we give a variational formulation for the boundary value problem (8)-(11). In addition, we define the notion of weak solution for this problem. From now on, we return to the notation \( t \) for the time variable.

**Remark 1** As it can be easily seen in (12) and (13) that the functions \( \hat{f} \) and \( \hat{g} \) have the form
\[
\hat{f}(u, w) = f_1(u) + f_2(u)w \quad \text{and} \quad \hat{g}(u, w) = g_1(u) + g_2w,
\]
where \( p = 4 \),
\[
|f_1(u)| \leq l_1 + l_2|u|^{p-1}, \quad |f_2(u)| \leq a_2|u|^{p/2-1}, \quad |g_1(u)| \leq \frac{b}{2} \left(1 + |u|^{p/2}\right),
\]
and
\[
l_1 = \frac{a_1\epsilon}{C} \left(\frac{1}{3}u_{tr} + u_{pr}\right), \quad l_2 = \frac{a_1\epsilon}{C} \left(1 + \frac{2}{3}(u_{tr} + u_{pr}) + \frac{1}{3}u_{tr}u_{pr}\right).
\]
Applying Lemma 25 of [25], we have that the maps \( (u, w) \in L^p(\Omega) \times H \mapsto \hat{f}(u, w) \in L^{p'}(\Omega) \), and \( (u, w) \in L^p(\Omega) \times H \mapsto \hat{g}(u, w) \in H \), are well defined. Furthermore, one shows that
\[
\|\hat{f}(u, w)\|_{L^{p'}(\Omega)} \leq A_1|\Omega|^{1/p'} + A_2\|u\|_{L^p(\Omega)}^{p/p'} + A_3\|w\|_{H}^{2/p'},
\]
\[
\|\hat{g}(u, w)\|_{H} \leq B_1|\Omega|^{1/2} + B_2\|u\|_{L^p(\Omega)}^{p/2} + B_3\|w\|_{H},
\]
where \( A_i, B_i \) with \( i = 1, 2, 3 \) are positive constants, given by
\[
A_1 = l_1, \quad A_2 = l_2 + \frac{2}{3}\xi a_2, \quad A_3 = \frac{a_2\xi}{3},
\]
\( \odot \) Springer
$$B_1 = \frac{eb}{2}, \quad B_2 = \frac{eb}{2}, \quad B_3 = \xi c_3.$$ 

Note that these constants depend on the parameters of the model, specifically those involved in $\hat{f}(u, w)$ and $\hat{g}(u, w)$. In our paper, we obtain a result about the existence of periodic solutions which imposes some restrictions on these parameters that can be interpreted in a physiological sense. Besides, in Sect. 6.3 of [25] the existence of constants $n, \lambda, r, q > 0$ is also established, such that

$$\lambda u \hat{f}(u, w) - w \hat{g}(u, w) \geq n|u|^p - r(|u|^2 + |w|^2) - q,$$

for all $(u, w) \in \mathbb{R}^2$.

Suppose now that $(u, w)$ is a classic vector solution of problem (8)-(11), and multiply (8) by a function $v \in V$ and (9) by some $h \in H$, respectively. While integrating by parts in the previously obtained equations, we have:

$$\int_{\Omega} \frac{\partial u}{\partial \tau} v + \int_{\Omega} \hat{\sigma} \nabla u \nabla v + \int_{\Omega} \hat{f}(u, w)v = \hat{\gamma}(\tau) \int_{\Gamma_1} \varphi v ds,$$

$$\int_{\Omega} \frac{\partial w}{\partial \tau} h - \int_{\Omega} \hat{g}(u, w)h = 0,$$

from which it is obtained that

$$\frac{\partial}{\partial \tau} \int_{\Omega} uv + \int_{\Omega} \hat{\sigma} \nabla u \nabla v + \int_{\Omega} \hat{f}(u, w)v = \hat{\gamma}(\tau) \int_{\Gamma_1} \varphi v ds,$$  

$$\frac{\partial}{\partial \tau} \int_{\Omega} wh + \int_{\Omega} \hat{g}(u, w)h = 0.$$  

(15)  

(16)

Let $\phi \in \mathcal{D}(I)$ be an infinitely differentiable function with compact support in an interval $I = (0, \hat{t})$ for $\hat{t} > 0$. Multiplying in (15) and (16) by $\phi$ and integrating by parts, we have

$$-\int_I \int_{\Omega} uv \phi' + \int_I \int_{\Omega} \hat{\sigma} \nabla u \nabla v + \int_I \int_{\Omega} \hat{f}(u, w)v = \int_I \int_{\Gamma_1} \hat{\gamma} \varphi v ds,$$  

$$-\int_I \int_{\Omega} wh \phi' - \int_I \int_{\Omega} \hat{g}(u, w)h \phi = 0,$$  

(17)  

(18)

thus, if $(u, w) \in V \times H$, the integrals in the left-side of (17)-(18) are finite by Remark 1.

Define the functional $\varphi^* \in V^*$ given by

$$\langle v, \varphi^* \rangle_{V \times V^*} = \int_{\Gamma_1} \varphi v, \quad \text{for } v \in V,$$

which satisfies $\|\varphi^*\|_{V^*} \leq N_T \|\varphi\|_{L^2(\Gamma_1)}$, where $N_T$ is the norm of the trace operator from $V$ in $L^2(\Gamma_1)$.

Before giving the definition of weak solution, we will establish some properties of the bilinear form

$$a(u, v) := \int_{\Omega} \hat{\sigma} \nabla u \nabla v + \frac{\epsilon c_4}{C} \int_{\Omega} uv,$$  

(19)

defined in $V \times V$. 
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2.1 Some Important Results About the Bilinear Form $a(u, v)$

The bilinear form $a(u, v)$, defined in (19), will play a crucial role in our paper. Hence, it is required to establish some of the bilinear form properties which will be used below.

Taking into account the properties of the matrix $\hat{\sigma}$, the existence of the positive constants $\alpha$ and $M$ can be proven, such that

$$\begin{align*}
|a(u, v)| &\leq M \|u\|_V \|v\|_V, \\
\alpha \|u\|^2_V &\leq a(u, u) + \alpha \|u\|^2_H,
\end{align*}$$

for all $u, w \in V$, that is, $a$ is a continuous coercive bilinear form. It shows there is a linear operator $A: V \subset V^* \rightarrow V^*$, which is bounded, sectorial, closed and densely defined, such that

$$a(u, v) = \langle v, Au \rangle_{V \times V^*}.$$ 

Next, we consider the restriction of $A$ to $H$, denoted by $A$. Concretely, the operator $A$ is defined in the following form

$$\{ D(A) = \{ v \in V; Av \in H \}, \\
Av = Au. \}$$

We need more details about $A$. Since, we have assumed some previous conditions on $\sigma$ and $\Omega$, given by (h1) and (h2), it follows that

$$\begin{align*}
D(A) &= \{ v \in H^2(\Omega); (\hat{\sigma} \nabla v) \cdot n|_{\partial\Omega} = 0 \}, \\
Av &= -\nabla \cdot (\hat{\sigma} \nabla v) + \frac{\epsilon c_4}{c_m} v,
\end{align*}$$

consequently, $A$ is a self-adjoint and positive operator which has a compact inverse. Then, there is an increasing sequence of eigenvalues $0 < \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_n \leq \cdots$; associated to a corresponding sequence of eigenvectors $(\psi_i)_{i=0}^\infty \subset V$, such that

$$\lim_{n \to \infty} \lambda_n = \infty,$$

and the eigenvector sequence is an orthonormal basis for $H$. Note that

$$a(\psi_i, v) = \langle v, A\psi_i \rangle_{V \times V^*} = (A\psi_i, v) = \lambda_i \langle \psi_i, v \rangle,$$

in particular

$$a(\psi_i, \psi_i) = \lambda_i.$$ 

On the other hand, since $A$ is sectorial, the family of bounded operators $e^{-tA}$ ($t \geq 0$) can be defined such that $e^{-0A} = I_d$ ($I_d$ being the identity operator in $H$). This family of operators it is said to be a semigroup and it satisfies the following properties: given $(\lambda_i)_{i=0}^\infty$ and $(\psi_i)_{i=0}^\infty$ as before, each operator $e^{-tA}$ has spectrum $(e^{-\lambda_i t})_{i=0}^\infty$, and $(\psi_i)_{i=0}^\infty$ are the corresponding eigenvectors, for all $t > 0$. Furthermore, $1 \notin \sigma(e^{-tA})$. On the other hand, $(I_d - e^{-tA})^{-1}$ is a bounded densely defined linear operator, whose spectrum is $((1 - e^{-\lambda_i t})^{-1})_{i=0}^\infty$, and the eigenvectors are $(\psi_i)_{i=0}^\infty$, respectively. Note that $\|e^{-tA}\|_{\mathcal{L}(H)} \leq 1$.

Next, we give the definition of weak solutions for the variational formulation of the problem (8)-(11). Below, we use of notation introduced in Sect. 1.2.
**Definition 2** (Weak solution) Fix $t_0 > 0$, let be $I = (0, t_0)$ and $Q_I = (0, t_0) \times \Omega$. A pair $(u, w)$ is said to be a local weak solution of (8)-(11) in the interval $I = (0, t_0)$ if this pair satisfies

$$u \in L^p(Q_I) \cap L^2(I; V), \quad w \in L^2(Q_I),$$

and it verifies the following equalities, in $\mathcal{D}'(I)$,

$$\frac{d}{d\tau}(u(\tau), v) + a(u(\tau), v) + \int_{\Omega} f(u, w)v = \tilde{s}(\tau)\langle v, \varphi^* \rangle_{V \times V^*}$$

for all $v \in V$, $h \in H$, and

$$\frac{d}{d\tau}(w(\tau), h) + \int_{\Omega} \hat{g}(u, w)h = 0.$$  \hspace{1cm} (20)

On the other hand, a pair $(u, w)$ is said to be a global weak solution if it is a local weak solution for any $t_0 > 0$.

### 3 Existence of a Global $T$-Periodic Weak Solution as the Limit of a Sequence of $T$-Periodic Solutions of Faedo-Galerkin Systems

In this section, we must prove the existence of a global $T$-periodic weak solution of the monodomain model given by (8)-(11) in the sense of Definition 2. First of all, we will obtain a sequence $\{(u_m, w_m)\}_{m=0}^\infty$ of $T$-periodic functions which converges, in a suitable sense, to a global $T$-periodic weak solution of (8)-(11). This sequence of functions is formed by solutions of a system of ordinary equations of dimension $2m + 2$ for each $m = 0, 1, \ldots$, called the Faedo-Galerkin system. As we will see later, the fact of this sequence evaluated in $t = 0$ being uniformly bounded is a sufficient condition for this sequence to converge. The Faedo-Galerkin system is defined as follows: let $(\psi_i)_{i=0}^m \subset V$ denote the first $m + 1$ eigenvectors of the operator $A$, associated to the eigenvalues $(\lambda_i)_{i=0}^m$. Define the linear subspace

$$V_m = \text{span} \{\psi_0, \psi_1, \ldots, \psi_m\},$$  \hspace{1cm} (21)

considered as a vector subspace of $V$ with the following equivalent norm

$$\sqrt{\frac{\varepsilon c_4}{C} \|v\|^2_H + \|\sigma \nabla (\cdot)\|^2_H},$$

and denote it by $H_m$ when is it considered as vector subspace of $H$. We also introduce

$$u_m(t) = \sum_{i=0}^m u_i^{(m)}(t)\psi_i \in V_m, \quad w_m(t) = \sum_{i=0}^m w_i^{(m)}(t)\psi_i \in H_m,$$  \hspace{1cm} (22)

note that, for all $t$

$$\|u_m(t)\|_V^2 = \sum_{i=0}^m \lambda_i |u_i^{(m)}(t)|^2.$$
and

\[ \| w_m(t) \|_{H^1}^2 = \sum_{i=0}^{m} | u_i^{(m)}(t) |^2. \]

We recall that the weak equations in (20) are satisfied for all \( v \in V \) and \( h \in H \), respectively. In particular, they are fulfilled by the functions \( \{ \psi_0, \psi_1, \ldots, \psi_m \} \subset V \subset H \). If we also assume that \( (u_m, w_m) \) is a global weak solution of the problem, then the coefficients \( (u_0^{(m)}(t), w_0^{(m)}(t), \ldots, u_m^{(m)}(t), w_m^{(m)}(t)) \) satisfy the following system of ordinary differential equations:

\[
\begin{align*}
    u_i^{(m)'} &= -\lambda_i u_i^{(m)} - \int_{\Omega} f(u_m, w_m) \psi_i + \tilde{\xi}(t) \{ \psi_i, \varphi^* \}_{V \times V^*} \\
    w_i^{(m)'} &= \epsilon_b (u_i^{(m)} - c_3 \xi w_i^{(m)}),
\end{align*}
\]

where \( \tilde{g} \) has been replaced by its explicit expression given by (13). This system of equations has \( 2m + 2 \) equations and the same number of unknowns

\[ (u_0^{(m)}, w_0^{(m)}), \ldots, u_i^{(m)}, w_i^{(m)}, \ldots, u_m^{(m)}, w_m^{(m)}). \]

The system (23) is the so-called Faedo-Galerkin system. If we fix the initial conditions

\[ u_i^{(m)}(0) = u_i^{(0m)}, \quad w_i^{(m)}(0) = w_i^{(0m)}, \quad i = 0, \ldots, m, \quad (24) \]

then (23)-(24) is a Cauchy problem for a system of ordinary differential equations, in which the classic theory of ODEs can be applied. In the same context of (22), we define the following initial conditions

\[ u_{0m} := \sum_{i=0}^{m} u_i^{(0m)} \psi_i, \quad w_{0m} := \sum_{i=0}^{m} w_i^{(0m)} \psi_i, \quad (25) \]

then, we say that a pair \( (u_m, w_m) \) by means of (22) is a solution of the Cauchy problem associated to the Faedo-Galerkin system (23) with initial conditions (25), if the respective coefficients \( \{ u_i^{(m)}(t), w_i^{(m)}(t) \}_{i=0}^{m} \) are solutions of the system of ODEs (23) with the initial conditions \( \{ u_i^{(0m)}, w_i^{(0m)} \}_{i=0}^{m} \), being the components of this last vector, the coefficients of the pair \( (u_{0m}, w_{0m}) \). It is well known that problem (23)-(24) has a unique solution \( (u_i^{(m)}, w_i^{(m)})_{i=0}^{m} \) which is defined on a maximum interval \([0, t_m)\). Under suitable conditions, the maximum interval of existence can be infinite, that is, \( t_m = \infty \).

For each \( m \) we consider the following projection operator \( P_m : V^* \rightarrow V^* \)

\[ P_m u = \sum_{i=0}^{m} \{ \psi_i, u \}_{V \times V^*} \psi_i, \quad u \in V^*, \]

which is a linear and bounded operator, in fact, given that, \( P_m(V^*) \subset V \), we can consider \( P_m \) as an operator from \( V \) into \( V \), given by

\[ P_m v = \sum_{i=0}^{m} (v, \psi_i) \psi_i, \quad v \in V, \]
then, it is possible to prove that
\[ \| P_m \|_{\mathcal{L}(V)} \leq 1 + \frac{M}{\alpha}, \]
and taking into account that the transpose \( P_m^T \) of \( P_m \) can be identified with \( P_m : V^* \to V^* \), one gets \( \| P_m \|_{\mathcal{L}(V)} = \| P_m \|_{\mathcal{L}(V^*)} \), so
\[ \| P_m \|_{\mathcal{L}(V^*)} \leq 1 + \frac{M}{\alpha}, \]
the proof of these results can be found in [25].

**Remark 3** As it was mentioned before, our main goal is to establish the existence of a periodic solution of the monodomain model in an isolated ventricle, assuming periodic activation of its endocardium. The proof is based on three main steps. The first step is inspired in an idea developed by M. Farkas in Chap. 4 of [36]. In his book, M. Farkas considers quasilinear ODEs systems whose linear and non-linear parts are \( T \)-periodic, and he introduces a nonlinear operator between certain spaces of continuous functions associated with the system under study, in our case the Faedo-Galerkin systems. Afterward, it is shown that the quasilinear system has a non-trivial \( T \)-periodic solution if and only if the corresponding operator has a fixed point (see Theorem 4.1.3, [36]). Based on this scheme, we will build an M. Farkas operator for each Faedo-Galerkin system (23), and we apply the Farkas result.

The second step consists of showing the existence of a \( T \)-periodic solution for each Faedo-Galerkin system (23), which defines a sequence of \( T \)-periodic functions. Taking into account the first step, what we do is to prove the existence of a fixed point for the Farkas operator associated with the Faedo-Galerkin system, through the fixed point Schauder theorem. Additionally, it is seen that this sequence of \( T \)-periodic solutions is uniformly bounded in the norm of \( H \).

In the third step, we use a theorem of [31] which is, in some way, a generalization of a central result of [25]. Our result in this part says that, if the initial conditions (24) of the Faedo-Galerkin systems (23) are uniformly bounded in \( H \), then the sequence of solutions of the Cauchy problems (23)-(24) possess a subsequence which weakly converges to a global weak solution of (8)-(11). Finally, in order to prove the existence of \( T \)-periodic weak solution, we apply our result to the uniformly bounded sequence of \( T \)-periodic solutions of (23), obtained in the second step.

### 3.1 The Farkas Operator \( K_m \) Associated to the Faedo-Galerkin System and the Fixed Point Type Result

In this section, we develop the two first steps. With this purpose, we follow Chap. 4 of [36] devoted to the study of the existence of \( T \)-periodic solutions of systems of \( n \) equations of the type
\[ U' = M(t)U + F(t, U), \]  
where \( M \in C(\mathbb{R}; \mathbb{R}^{n^2}) \), \( F \in C^1(\mathbb{R} \times \mathbb{R}^n; \mathbb{R}^n) \) are \( T \)-periodic in \( t \) and \( U \in C(\mathbb{R}, \mathbb{R}^n) \) denotes the vector solution. In [36], an operator is defined under the next condition: the linear problem
\[ U' = M(t)U, \]
has no $T$-periodic solution apart from the trivial one. To do this, the following auxiliary problem is introduced:

$$U' = M(t)U + b(t),$$

(28)

where $b \in C(\mathbb{R}; \mathbb{R}^n)$ is $T$-periodic. The system (28) has only a $T$-periodic solution given by the expression

$$U^p(t) = \int_0^T K(t, \tau)b(\tau)d\tau,$$

where $K(t, \tau)$ is the Green matrix function given by

$$K(t, \tau) = \begin{cases} \Phi_1(t)(I - \Phi_1(T))^{-1}\Phi(\tau), & \text{for } 0 \leq \tau \leq t \leq T, \\ \Phi(t + T)(I - \Phi_1(T))^{-1}\Phi(\tau), & \text{for } 0 \leq t \leq \tau \leq T, \end{cases}$$

where $\Phi(t)$ is the fundamental matrix solution of the linear system (27) and $I$ is the identity matrix. This expression defines an operator on the subspace of $T$-periodic functions $b(t) \in C(\mathbb{R}; \mathbb{R}^n)$, in such a way that to each $b$ it is associated the only $T$-periodic solution of the linear system (28). Finally, the operator $K$ on the space of $T$-periodic functions $U(t) \in C(\mathbb{R}; \mathbb{R}^n)$ is defined, which assigns the only periodic solution of (28), $U(t)$, when $b(t)$ is replaced by $F$, that is,

$$K(U) = \int_0^T K(t, \tau)F(\tau, U(\tau))d\tau,$$

(29)

and observe that the fixed points of $K$ are $T$-periodic solutions of (26).

Returning to the Faedo-Galerkin system, note that it can be written in the following form:

$$u^{(m)}_i' = -\lambda_i u^{(m)}_i - \langle \psi_i, f(u^{(m)}, w^{(m)}) \rangle_{V \times V^*} + \tilde{z}(t) \langle \psi_i, \varphi^* \rangle_{V \times V^*}, \quad i = 0, \ldots, m,$$

(30)

$$w^{(m)}_i' = \epsilon b(u^{(m)}_i - \xi c_3 w^{(m)}_i),$$

in which $u^{(m)} \in V$, $w^{(m)} \in H$ and thus $f(u^{(m)}, w^{(m)}) \in L^p(\Omega) \subset V^*$, see Remark 1. The system (30) can be formulated in the following matrix form

$$U'_m = L_m U_m + F(U_m) + s(t)B_0,$$

(31)

where

$$U_m(t) = \left(u_0^{(m)}(t), w_0^{(m)}(t), u_1^{(m)}(t), w_1^{(m)}(t), \ldots, u_m^{(m)}(t), w_m^{(m)}(t)\right) \in \mathbb{R}^{2m+2},$$

for all $t \geq 0$, and $L$ is a block diagonal matrix, whose blocks have the form

$$L_i = \begin{pmatrix} -\lambda_i & 0 \\ 0 & -b c_3 \epsilon \xi \end{pmatrix}, \quad i = 0, \ldots, m,$$

$$F(U_m)$$ is a vector field with components

$$F(U_m) = \left(-\langle \psi_0, f(u^{(m)}, w^{(m)}) \rangle_{V \times V^*}, \epsilon b u_0, \ldots, -\langle \psi_m, f(u^{(m)}, w^{(m)}) \rangle_{V \times V^*}, \epsilon b u_m\right).$$
and $B_0$ is the following vector

$$B_0 = \left( [\psi_0, \varphi^*]_{V \times V^*}, 0, \ldots, [\psi_m, \varphi^*]_{V \times V^*}, 0 \right).$$

This system (31) is a quasilinear one, like those considered in (26). In our case, the matrix $M(t) = L_m$ is constant, so the corresponding fundamental matrix solution takes the form

$$\Phi(t) = e^{tL_m},$$

which is block diagonal matrix, with blocks of the form

$$\Phi_i(t) = \begin{pmatrix} e^{-\lambda_i t} & 0 \\ 0 & e^{-bc\xi \epsilon t} \end{pmatrix}, \text{ for } i = 0, \ldots, m.$$  

The Green matrix function $K(t, \tau)$ is also a block diagonal matrix, whose blocks are

$$\left( \begin{array}{cc} K_i(t, \tau) & 0 \\ 0 & K_b(t, \tau) \end{array} \right), \quad i = 0, \ldots, m,$$

where

$$K_i(t, \tau) = (1 - e^{-\lambda_i T})^{-1} \begin{cases} e^{-\lambda_i (t-\tau)} & \text{if } 0 \leq \tau \leq t \leq T, \\ e^{-\lambda_i (t+T-\tau)} & \text{if } 0 \leq t < \tau \leq T, \end{cases} \quad \text{for } i = 0, \ldots, m,$$

and

$$K_b(t, \tau) = (1 - e^{-bc\xi \epsilon \xi T})^{-1} \begin{cases} e^{-bc\xi \epsilon \xi (t-\tau)} & \text{if } 0 \leq \tau \leq t \leq T, \\ e^{-bc\xi \epsilon \xi (t+T-\tau)} & \text{if } 0 \leq t < \tau \leq T. \end{cases}$$

In this point, we introduce the operator $K_m$ following the previously discussed ideas, and extensively explained in [36]. We consider the set of functions $U \in C(R; \mathbb{R}^{2m+2})$, such that $U(t)$ has the form

$$U(t) = (u_0(t), w_0(t), u_1(t), w_1(t), \ldots, u_m(t), w_m(t)).$$

We define the space

$$C_T(R; \mathbb{R}^{2m+2}) = \left\{ U \in C(R; \mathbb{R}^{2m+2}) : u_i(t + T) = u_i(t), w_i(t + T) = w_i(t), i = 1, \ldots, m \right\},$$

equipped with the norm

$$\|U\|_{C_T(R; \mathbb{R}^{2m+2})} = \sup_{t \in [0, T]} \sqrt{\sum_{i=0}^{m} \left( u_i(t) \right)^2 + \left( w_i(t) \right)^2} = \sup_{t \in [0, T]} \sqrt{\|u_m(t)\|^2_H + \|w_m(t)\|^2_H}. \quad (34)$$

Simultaneously, it is useful to introduce the normed space

$$C_T(R; V_m \times \mathbb{R}^m) = \left\{ (u_m, w_m) \in C(R; V_m \times H_m) : u_m(t + T) = u_m(t), w_m(t + T) = w_m(t) \right\}.$$
whose norm is
\[ \|(u_m, w_m)\|_{C_T(\mathbb{R}; V_m \times H_m)} = \sup_{t \in [0, T]} \sqrt{\|u_m(t)\|^2_V + \|w_m(t)\|^2_H}. \]

One can see that there is a continuous isomorphism between the Banach spaces $C_T(\mathbb{R}; \mathbb{R}^{2m+2})$ and $C_T(\mathbb{R}; V_m \times H_m)$, which is defined in the following way: the pair $(u_m, w_m)$ corresponds to each $U$ given by (22). Next, we will construct the Farkas operator.

We associate the following vector to each $U \in C_T(\mathbb{R}; \mathbb{R}^{2m+2})$, we associate the following vector, which depends on $t$

\[ (A_0(U)(t), B_0(U)(t), \ldots, A_m(U)(t), B_m(U)(t)), \quad (35) \]

where

\[ A_i(U)(t) = \int_0^T K_i(t, \tau) \langle \psi_i, f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\phi^* \rangle_{V \times V^*} d\tau, \quad (36) \]

and

\[ B_i(U)(t) = \int_0^T K_b(t, \tau) u^{(m)}(\tau) d\tau \quad \text{with } i = 0, \ldots, m, \quad (37) \]

note moreover that operator (29) for the system (31) is

\[ \mathcal{K}_m(U) = (A_0(U)(t), B_0(U)(t), \ldots, A_m(U)(t), B_m(U)(t)). \]

It is easy to see that $\mathcal{K}_m : C_T(\mathbb{R}; \mathbb{R}^{2m+2}) \to C_T(\mathbb{R}; \mathbb{R}^{2m+2})$. Furthermore, if $\mathcal{K}_m$ has a fixed point, then the Faedo-Galerkin system (30) has a $T$-periodic solution, see Theorem 4.1.3 in [36].

In what follows, we define

\[ B^{(m)}_R = \left\{ U \in C_T(\mathbb{R}; \mathbb{R}^{2m+2}) : \sup_{t \in [0, T]} \sqrt{\|u_m(t)\|^2_V + \|w_m(t)\|^2_H} \leq R \right\}, \quad (38) \]

and now, we will look for a fixed point of $\mathcal{K}_m$ into $B^{(m)}_R$. Note that, if $U \in B^{(m)}_R$, the associated pair $(u_m(t), w_m(t))$ satisfies

\[ \|u_m(0)\|^2_H + \|w_m(0)\|^2_H \leq R_1, \]

for certain constant $R_1 > 0$. Thus, if $U^{(p)}_m \in B^{(m)}_R$ is a fixed point of $\mathcal{K}_m$, then it is a $T$-periodic solution of the Faedo-Galerkin system (30) with initial conditions (25) uniformly bounded.

Now, we see that $B^{(m)}_R$ and $\mathcal{K}_m$ satisfy the hypothesis of fixed point theorem of Schauder. We enunciate following result.

**Proposition 4** If the parameters of the monodomain model and the constant $R > 0$ satisfy the following relations

\[ \frac{T}{1 - e^{-\lambda t}} \leq \frac{\sqrt{2}R}{2 \left(1 + \frac{\lambda T}{\alpha} \right) \left(\mathcal{M}_1(R) + \tilde{\mathcal{N}}_T \|\phi\|_{L_2(L^1)} \right)}, \quad (39) \]
and \[ \xi c_3 \geq \sqrt{2}, \] (40)

where

\[ \mathcal{M}_1(R) = K_1 (A_1|\Omega|^{3/4} + A_2 K_2 R^3 + A_3 R^{3/2}), \]

\(A_1, A_2, A_3\) are the constants introduced in Remark 1, and \(\hat{s} = \sup_{t \in [0, T]} |\hat{s}(t)|\). Then, \(B_R^{(m)}\) is invariant by \(K_m\), that is, \(K_m(B_R^{(m)}) \subseteq B_R^{(m)}\).

**Proof** Suppose that \(U \in B_R^{(m)}\). Obviously, \(K_m(U) \in C_T(\mathbb{R}; \mathbb{R}^{2m+2})\). Now, in order to prove \(K_m(B_R^{(m)}) \subseteq B_R^{(m)}\), it is enough to see that

\[ \| \mathcal{L}_1(u_m, w_m) \| V \leq \frac{R^2}{2}, \quad \text{and} \quad \| \mathcal{L}_2(u_m, w_m) \| H^2 \leq \frac{R^2}{2}, \]

where

\[ \mathcal{L}_1(u_m, w_m)(t, x) = \int_0^T \sum_{i=0}^m K_i(t, \tau) \left\{ \psi_i, f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right\}_{V \times V^*} \psi_i(x) d\tau, \] (41)

and

\[ \mathcal{L}_2(u_m, w_m)(t, x) = \int_0^T K_b(t, \tau) u_m(\tau, x) d\tau. \] (42)

Due to the form of \(K_i(t, \tau)\), see (32), the expression in (41) can be written as follows

\[ \mathcal{L}_1(u_m, w_m)(t, x) \]

\[ = \int_0^t \sum_{i=0}^m (1 - e^{-\lambda_i T})^{-1} e^{-\lambda_i (t - \tau)} \left\{ \psi_i, f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right\}_{V \times V^*} \psi_i(x) d\tau + \]

\[ \int_t^T \sum_{i=0}^m (1 - e^{-\lambda_i T})^{-1} e^{-\lambda_i (T + t - \tau)} \left\{ \psi_i, f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right\}_{V \times V^*} \psi_i(x) d\tau. \]

On the other hand, it is possible to see that

\[ \sum_{i=0}^m (1 - e^{-\lambda_i T})^{-1} e^{-\lambda_i (t - \tau)} \left\{ \psi_i, f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right\}_{V \times V^*} \psi_i = \]

\[ (I_d - e^{-TA})^{-1} e^{-(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right), \]

for all \(t > 0\). Therefore

\[ \mathcal{L}_1(u_m, w_m)(t) = \int_0^t (I_d - e^{-TA})^{-1} e^{-(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right) d\tau + \]

\[ \int_t^T (I_d - e^{-TA})^{-1} e^{-(t+T-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \hat{s}(\tau)\varphi^* \right) d\tau. \]
Let us estimate $\|L_1(u_m, w_m)(t)\|_V$. From the Bochner theorem (see [37]), we have

$$
\|L_1(u_m, w_m)(t)\|_V \leq \int_0^t \left\| (I_d - e^{-TA})^{-1} e^{-(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^* \right) \right\|_V d\tau + \int_t^T \left\| (I_d - e^{-TA})^{-1} e^{-T(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^* \right) \right\|_V d\tau.
$$

Taking into account that

$$
\left\| (I_d - e^{-TA})^{-1} e^{-(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^* \right) \right\|_V \leq \left( 1 + \frac{\mathcal{M}}{\alpha} \right) \left( 1 - e^{-\lambda_0 T} \right)^{-1} \left\| f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^* \right\|_{V^*},
$$

for all $t > 0$, we only need to estimate $\|f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^*\|_{V^*}$. First, observe that

$$
\left\| \tilde{s}(\tau)\varphi^* \right\|_{V^*} \leq \hat{s} \mathcal{N}_T \|\varphi\|_{L^2(\Gamma_1)},
$$

where we recall that $\hat{s} = \sup_{t \in [0, T]} |\tilde{s}(t)|$. Also, we have

$$
\|f(u_m(\tau), w_m(\tau))\|_{V^*} \leq K_1 \left( A_1 |\Omega|^{1/p'} + A_2 \|u_m\|^{p/p'}_{L^p} + A_3 \|w_m\|^{2/p'}_{H^2} \right),
$$

see Remark 1. Here, $K_1$ is the immersion constant from $L^p(\Omega)$ into $V^*$. Since, $U \in B^{(m)}_R$ then, the respective pair $(u_m, w_m)$ satisfies

$$
\|u_m(t)\|_V \leq R, \quad \text{and} \quad \|w_m(t)\|_H \leq R, \quad \text{for all} \quad t \in [0, T],
$$

so, from Remark 1 it is deduced that $f^N(u_m(t), w_m(t)) \in L^p(\Omega) \subset V^*$ and

$$
\|f(u_m(t), w_m(t))\|_{V^*} \leq K_1 \left( A_1 |\Omega|^{1/p'} + A_2 K_2 R^{p/p'} + A_3 R^{3/2} \right),
$$

where $K_2$ is the immersion constant from $V$ into $L^p(\Omega)$. Since, $p = 4$ we obtain the following inequality

$$
\|f(u_m(t), w_m(t))\|_{V^*} \leq K_1 \left( A_1 |\Omega|^{3/4} + A_2 K_2 R^3 + A_3 R^{3/2} \right).
$$

Finally, we arrive at the following estimate

$$
\left\| (I_d - e^{-TA})^{-1} e^{-(t-\tau)A} P_m \left( f(u_m(\tau), w_m(\tau)) + \tilde{s}(\tau)\varphi^* \right) \right\|_V \leq \left( 1 + \frac{\mathcal{M}}{\alpha} \right) \left( 1 - e^{-\lambda_0 T} \right)^{-1} \left( M_1(R) + \hat{s} \|\varphi\|_{L^2(\Gamma_1)} \right),
$$

where we recall that $M_1 = \sup_{t \in [0, T]} \|e^{-tA}P_m\|_{L^2(\Gamma_1)}$. The result follows.
that is
\[ \| \mathcal{L}_1(u_m, w_m)(t) \|_V \leq \left( 1 + \frac{M}{\alpha} \right) \left( 1 - e^{-\lambda_0 T} \right)^{1} (M_1 + \hat{s} \| \varphi \|_{L^2(\Gamma_1)}) T, \]
for all \( t \in [0, T] \) where \( \lambda_0 = \frac{e_{c4}}{c} \). If the parameters of the monodomain model satisfy
\[ \left( 1 + \frac{M}{\alpha} \right) \left( 1 - e^{-\frac{e_{c4}}{c} T} \right)^{-1} (M_1(R) + \hat{s} \mathcal{N}_T \| \varphi \|_{L^2(\Gamma_1)}) T \leq \frac{\sqrt{2}}{2} R, \tag{43} \]
then, we obtain
\[ \| \mathcal{L}_1(u_m, w_m)(t) \|_V^2 \leq \frac{R^2}{2}. \]

Note that the inequality (43) is equivalent to the following
\[ \frac{T}{1 - e^{-\frac{e_{c4}}{c} T}} \leq \frac{\sqrt{2} R}{2 \left( 1 + \frac{M}{\alpha} \right) (M_1 + \hat{s} \mathcal{N}_T \| \varphi \|_{L^2(\Gamma_1)})}. \]

On other hand, we have
\[ \| \mathcal{L}_2(u_m, w_m) \|_H \leq \epsilon b \int_0^T K_b(t, \tau) \| u_m(\tau) \|_H d\tau \]
\[ \leq \epsilon b \int_0^T K_b(t, \tau) \| u_m(\tau) \|_V d\tau \leq R \int_0^T K_b(t, \tau) d\tau = \frac{R}{\xi c_3}, \quad \text{for all } t \in [0, T], \]
where we have used the fact that
\[ \int_0^T K_b(t, \tau) d\tau = \frac{1}{bc_3 \xi}. \]

Hence, from (40) follows
\[ \| \mathcal{L}_2(u_m, w_m) \|_H^2 \leq \frac{R^2}{2}. \]

So, we have proved that if (39) and (40) are assumed, \( U \in B^{(m)}_R \) implies that the associated pair \((u_m, w_m)\) satisfies
\[ \sup_{t \in [0, T]} \sqrt{\| \mathcal{L}_1(u_m, w_m)(t) \|_V + \| \mathcal{L}_2(u_m, w_m)(t) \|_H} \leq R, \]
and thus, \( K_m(B^{(m)}_R) \subseteq B^{(m)}_R. \)

It is easy to see that \( B^{(m)}_R \) is a convex, bounded and closed subset of \( C_T(\mathbb{R}; \mathbb{R}^{2m+1}) \). Now, it only remains to be proved that \( K_m \) is a compact operator.

**Proposition 5** The operator \( K_m : C_T(\mathbb{R}; \mathbb{R}^{2m+1}) \to C_T(\mathbb{R}; \mathbb{R}^{2m+1}) \) is a compact one.
Proof The integral operators defined by (36) and (37), have piecewise continuously differentiable kernels $K_i(t, \tau), K_{b_i}(t, \tau), i = 0, 1, \ldots, m$, in $[0, T] \times [0, T]$, because these only have a jump discontinuity at the points of the form $(t, t)$. On other hand, we claim that each component $A_i$ and $B_i$ of $K_m$ is a compact operator of $C_T(\mathbb{R} ; \mathbb{R}^{2m+1})$ into $C([0, T]; \mathbb{R})$. In fact, the operator $A_i$ is the composition of two operators, $A_i^{(1)}$ and $A_i^{(2)}$, where

$$A_i^{(1)} : u \in C([0, T], \mathbb{R}) \mapsto \int_0^T K_i(t, \tau)u(\tau)d\tau \in C([0, T], \mathbb{R}),$$

and

$$A_i^{(2)} : U \in C_T(\mathbb{R} ; \mathbb{R}^{2m+1}) \mapsto \{ \psi_i, f(u_m, w_m) + s(t)\psi^* \}_{V \times V^*} \in C([0, T], \mathbb{R}).$$

Now, for each $i = 0, 1, 2, \ldots, m$, the $A_i^{(1)}$ is compact, see Theorem 1.11 in [38]. Here, $C([0, T], \mathbb{R})$ is equipped with norm

$$\|u\|_{\infty} = \sup_{t \in [0, T]} |u(t)|.$$

Furthermore, $A_i^{(2)}$ maps bounded sets of $C_T(\mathbb{R} ; \mathbb{R}^{2m+1})$ into bounded sets of $C([0, T]; \mathbb{R})$. In fact, suppose that $U \in C_T(\mathbb{R} ; \mathbb{R}^{2m+1})$ such that $\|U\|_{C_T(\mathbb{R}; \mathbb{R}^{2m+1})} \leq \hat{M}$, then, for the respective functions $(u_m, w_m)$, we have

$$\sqrt{\|u_m(t)\|_H^2 + \|w_m(t)\|_H^2} \leq \hat{M}_1, \quad \text{for all} \ t \in [0, T],$$

hence, making use of the norm equivalence, we have

$$\sqrt{\|u_m(t)\|_V^2 + \|w_m(t)\|_H^2} \leq \hat{M}_2, \quad \text{for all} \ t \in [0, T],$$

for some constant $\hat{M}_2 > 0$. Now,

$$\left| \langle \psi_i, f(u_m(t), w_m(t)) + \tilde{s}(t)\psi^* \rangle_{V \times V^*} \right| \leq \left( \|f(u_m(t), w_m(t))\|_{V^*} + \tilde{s}N_T \|\psi\|_{L^2(\Omega)} \right) \|\psi_i\|_V.$$

Proceeding as in the proof of Proposition 4, it is possible to prove

$$\|f(u_m(t), w_m(t))\|_{V^*} \leq K_1 \|f(u_m(\tau), w_m(\tau))\|_{L^{p'}(\Omega)}$$

$$\leq K_1 \left( A_1|\Omega|^{1/p'} + A_2K_2\hat{M} + A_3\hat{M}_2^2/p' \right),$$

and so

$$\sup_{t \in [0, T]} \left| \langle \psi_i, f(u_m(t), w_m(t)) + \tilde{s}(t)\psi^* \rangle_{V \times V^*} \right| \leq \hat{M}_3,$$

for certain constant $\hat{M}_3$.

Since, the operator $A_i$ is the composition of a bounded operator with a compact operator, it follows that it is a compact operator for each $i = 0, \ldots, m$. The proof of the compactness of $B_i$ is similar hence it will be omitted. In other words, the operator $K_m : C_T(\mathbb{R} ; \mathbb{R}^{2m+1}) \rightarrow C_T(\mathbb{R} ; \mathbb{R}^{2m+1})$ is a compact one. \qed

At this moment, we give the following proposition which is a consequence of the fixed point Schauder theorem and the previous two theorems.
Theorem 6 Under conditions of Proposition 4, the operator \( K_m \) has a fixed point \( U_m^{(p)} \in B_R^{(m)} \) which is a \( T \)-periodic solution of the Faedo-Galerkin system (31), for each \( m = 0, 1, 2, \ldots \). Also, the associated pairs \( (u_m^{(p)}, w_m^{(p)}) \) satisfy that
\[
\left\| (u_m^{(p)}, w_m^{(p)}) \right\|_{C_T(\mathbb{R}; V_m \times H_m)} \leq R, \quad \text{for each } m = 0, 1, \ldots.
\]

3.2 About the Convergence of the Sequence \( \{(u_m, w_m)\}_{m=0}^{\infty} \) to a \( T \)-Periodic Global Weak Solution

In [31], the authors proved that it is sufficient to consider uniformly bounded in \( H \times H \) initial conditions, \( (u_{0m}, w_{0m}), m = 0, 1, \ldots \), in order that the sequence formed with the solutions \( (u_m, w_m), m = 0, 1, \ldots \), of the Cauchy problem (23)-(24) has a subsequence which converges to a global weak solution of problem (8)-(11). In Theorem 6 of Sect. 3.1, we prove that each Faedo-Galerkin system (30) has a \( T \)-periodic solution \( U_m^{(p)} \in B_R^{(m)} \), it implies that the associated pairs \( (u_m^{(p)}, w_m^{(p)}) \) are uniformly bounded in \( C_T(\mathbb{R}; V_m \times H_m) \). Hence we have
\[
\left\| u_m^{(p)}(0) \right\|_H \leq \tilde{R}, \quad \text{and} \quad \left\| w_m^{(p)}(0) \right\|_H \leq \tilde{R},
\]
for some constant \( \tilde{R} > 0 \). In other words, if we take
\[
u_0 = u_m^{(p)}(0), \quad w_0 = w_m^{(p)}(0),
\]
the solution of the corresponding Cauchy problem is \( T \)-periodic and its initial conditions are uniformly bounded in \( H \). The combination of these two results implies that the sequence \( \{(u_m^{(p)}, w_m^{(p)})\}_{m=0}^{\infty} \) has a subsequence which converges to a \( T \)-periodic global weak solution of problem (8)-(11). This is the main result of our paper.

Because of the role played here by the results obtained in [31], we briefly summarize these below, as a complement to this subsection.

We have

Theorem 7 If there is a positive constant \( C \) that does not depend on \( m \), such that
\[
\left\| u_{0m} \right\|_H \leq C, \quad \left\| w_{0m} \right\|_H \leq C,
\]
then there is a subsequence of \( \{(u_m, w_m)\}_{m=0}^{\infty} \), formed with solutions of (23)-(24), also denoted by \( \{(u_m, w_m)\}_{m=0}^{\infty} \), which converges to a global weak solution \((u, w)\). The convergence of this subsequence is such that we have
\[
u_m \to u, \quad \text{strongly in } L^2(Q_I), \quad w_m \to w, \quad \text{strongly in } L^2(Q_I),
\]
for all interval \( I = (0, t_0) \), with \( t_0 > 0 \).

Remark 8 From (44) and since that \((u, w)\) is a global weak solution, it turns out that if \( u_m \) and \( w_m \) are \( T \)-periodic for all \( m \), then \( u \) and \( w \) are also \( T \)-periodic a.e.

Proof of Theorem 7 can be obtained from the following two propositions.
Proposition 9 Consider the Cauchy problem (23)-(24), with uniformly bounded initial conditions \((u_{0m}, w_{0m}) \in H \times H\), that is, there is a constant \(C_0 > 0\) such that
\[
\|u_{0m}\|_H \leq C_0 \quad \text{and} \quad \|w_{0m}\|_H \leq C_0
\]
for all \(m = 0, 1, \ldots\). Then, the problem (23)-(24) has a solution for all \(t > 0\). In addition, there are constants \(C_i, i = 1, 2, 3, 4\) such that for all \(t_0 > 0\) the following a priori estimates are fulfilled:
\[
\lambda \|u_m(t)\|_H^2 + \|w_m(t)\|_H^2 \leq C_1, \quad \text{for all } t \in [0, t_0],
\]
\[
\|u_m\|_{L^p(I) \cap L^2(I; V)} \leq C_2, \quad \|u_m'\|_{L^p'(Q_I)} \leq C_3, \quad \|w_m'\|_{L^2(Q_I)} \leq C_4,
\]
where \(I = (0, t_0)\), \(\lambda\) is the positive constant that appears Remark 1, and the norms
\[
\|\cdot\|_{L^p(I) \cap L^2(I; V)} = \max \left\{\|\cdot\|_{L^p(I)}, \|\cdot\|_{L^2(I; V)}\right\},
\]
\[
\|\cdot\|_{L^p'(Q_I) + L^2(I; V')} = \inf_{u = u_1 + u_2} \left\{\|u_1\|_{L^p'(Q_I)} + \|u_2\|_{L^2(I; V')}\right\},
\]
have been used. Here,
\[
u_m'(t) = \sum_{i=0}^{m} u_i^{(m)}(t) \psi_i \in V_m, \quad w_m'(t) = \sum_{i=0}^{m} w_i^{(m)}(t) \psi_i \in V_m.
\]
Finally, we provide the following proposition which is also proved in [31].

Proposition 10 There is a subsequence of \(\{(u_m, w_m)\}_{m=0}^{\infty}\), denoted by convenience in the same form, such that for all \(t_0 > 0\) and \(I = (0, t_0)\) satisfy
\[
u_m \rightarrow u, \quad \text{weakly in } L^p(Q_I) \cap L^2(I; V), \quad \nu_m' \rightarrow \tilde{u}, \quad \text{weakly in } L^p'(Q_I) + L^2(I; V'),
\]
\[
w_m \rightarrow w, \quad \text{weakly in } L^2(Q_I), \quad \nu_m' \rightarrow \tilde{w}, \quad \text{weakly in } L^2(Q_I),
\]
and
\[
u_m \rightarrow u, \quad \text{strongly in } L^2(Q_I), \quad w_m \rightarrow w, \quad \text{strongly in } L^2(Q_I).
\]
Furthermore, \((u, w)\) is a global weak solution of problem (8)-(11).

Proposition 9 means that \(u_m, w_m, u_m'\) and \(w_m'\) are uniformly bounded in \(L^2(I; V), L^2(Q_I), L^p'(I; V')\) and \(L^2(Q_I)\), respectively. This implies, according to Theorem 5.1 in [35], that there is a subsequence of \(\{(u_m, w_m)\}_{m=0}^{\infty}\) which converges in \(L^2(Q_I)\).

3.3 Ionic-Diffusive Relations Leading to the Existence of a \(T\)-Periodic Weak Solution of the Monodomain Model

In this section, we give a theorem about the existence of weak \(T\)-periodic solutions of the monodomain model in the sense of Definition 2. The result is a consequence of those shown in the previous section. Specifically, Theorem 6 which established the existence of a \(T\)-periodic and uniformly bounded sequence of Faedo-Galerkin approximations,
\((u^{(p)}_m, w^{(p)}_m) \in C_T(\mathbb{R}; V_m \times H_m)\), and Theorem 7 asserting the convergence of these approximations to a \(T\)-periodic weak solution of (8)-(11). Below, when we talk about ionic-diffusive relations, we refer to relations between the parameters of the monodomain model, considering two classes: the parameters involved in the functions \(f_\text{ion}\) and \(g\) called ionic parameters, and the parameters \(K_1, K_2\) appearing in Proposition 4 which are referred by us as the diffusive parameters.

Observe that out of all these results only Proposition 4 imposes restrictions on the parameters of the model. The inequalities (39) and (40) set up relations between the ionic parameters, the parameters associated with the diffusion, the geometry of the heart, and the period \(T\). Although these are sufficient conditions, they suggest the idea that periodic rhythm is a consequence of the coordination between the process of generation of the action potential at the cellular level, and the propagation of this potential in overall cardiac tissue.

Before giving the result of existence, we analyze the inequality (39) in a detailed way, in order to find sufficient conditions for this to be satisfied. These new restrictions of the ionic-diffusive parameters are interpreted in a physiological sense confirming the medical observations in some cardiac pathologies associated with the ionic channels, see [39–41].

We introduce the following notation
\[
\kappa := \frac{\sqrt{2}}{2 (1 + \frac{\mathcal{M}}{a})}, \quad \beta := A_2 K_1 K_2, \quad \gamma := A_3 K_1, \quad \delta := A_1 K_1 |\Omega|^{3/4} + \xi \mathcal{N}_T \|\varphi\|_{L^2(\Gamma_1)},
\]
where \(A_1, A_2\) and \(A_3\) depend on the model parameters (see Remark 1), \(K_1\) and \(K_2\) are constants that arise in the proof of Proposition 4, and \(\mathcal{M}, \alpha\) constitute parameters associated to the bilinear form \(a\), see Sect. 2.1. On the other hand, if we define
\[
h(T) = h(T, c_4) = \frac{T}{1 - e^{-c_4 T}} , \quad \quad (45)
\]
\[
p(R) = p(R, \kappa, \beta, \gamma, \delta) = \frac{\kappa R}{\beta R^3 + \gamma R^{3/2} + \delta}, \quad \quad (46)
\]
then inequality (39) can be written in the form
\[
h(T) \leq p(R). \quad \quad (47)
\]

**Remark 11** Note that (47) implies an explicit relation of \(T\) with \(R\), and an implicit relation between the ionic-diffusive parameters \(\kappa, \beta, \gamma, \delta, c_4\). The behavior of the functions \(h(T)\) and \(p(R)\) depends on these parameters. As we will see later, it is possible to show that there are finite intervals, which also depend on the ionic-diffusive parameters, \([R_{\text{min}}, R_{\text{max}}]\) and \([T_{\text{min}}, T_{\text{max}}]\) where (47) is satisfied. In this sense, it can happen \(T_{\text{max}} - T_{\text{min}}\) to be large, for example, for certain values of the ionic-diffusive parameters. If the condition (47) were necessary and sufficient for the existence of a \(T\)-periodic, then \(\frac{2\pi}{T_{\text{max}}}, \frac{2\pi}{T_{\text{min}}}\) is the interval of the admissible frequencies of the cardiac rhythm, out of this interval, the heart eventually loses its periodic rhythm. Observe also that if \(T_{\text{max}} - T_{\text{min}}\) be large, then \(\frac{2\pi}{T_{\text{max}}}, \frac{2\pi}{T_{\text{min}}}\) is small. Obviously, (47) is not a necessary condition however, the given interpretation agrees what it was observed by the cardiologists. Some channel ionic diseases (“channelopathies”) induce to a person to present ventricular fibrillation either with very slow heart rates (i.e. some types of Long QT syndrome and Brugada syndrome) or with fast heart rates (i.e. CPVT), see [39–41].
Now, let us give the central theorem.

**Theorem 12** Assume the ionic-diffusive parameters satisfy the relations

\[ \xi c_3 \geq \sqrt{2}, \]  
(48)

and

\[ \frac{\kappa}{\delta} < \frac{C}{\varepsilon c_4} < p(R^*), \]  
(49)

where

\[ R^* = \left( \frac{\sqrt{\gamma^2 + 32\beta \delta} - \gamma}{8\beta} \right)^{2/3}. \]  
(50)

Then, two intervals \([R_{\min}, R_{\max}]\) and \([T_{\min}, T_{\max}]\) can be found, such that, for all \(R \in [R_{\min}, R_{\max}]\) there is a \(T\)-periodic global weak solution \((u, w)\), of the monodomain model (8)-(11) with period \(T \in [T_{\min}, T_{\max}]\). This periodic solution satisfies the following estimate

\[ \sup_{t \in [0,T]} \sqrt{\|u(t)\|^2_V + \|w(t)\|^2_H} \leq R. \]

As we mentioned before, Theorem 12 is a corollary of previously obtained results. Hence we do not believe necessary to reproduce it here. However, we want to emphasize that (49) is a condition, given in terms of the ionic-diffusive parameters, which ensures (39) is met. This is easily shown making an analysis of the behavior of functions \(h = h(T)\) and \(p = p(R)\) given in (45) and (46), respectively. It can be seen that the condition (49) means that the minimum value of the function \(h(T)\) is between the minimum and maximum values of the function \(p(R)\). If this is the case, the graphs of the functions are being cut at two points, as it is seen in Fig. 1. The intervals \([R_{\min}, R_{\max}]\) and \([T_{\min}, T_{\max}]\) can be found from the interception points of these curves. In Fig. 1, the curves 2 and 3 represent the case when the ionic-diffusive parameters do not satisfy (49).

The graphs in Fig. 1 have been calculated from the parameters given in [2] for the Roger-McCulloch model, and assuming that \(\varepsilon, \xi\) are big enough. The parameters \(K_1, K_2, \frac{\sigma}{\Omega}\) have also been estimated in order to obtain \(\kappa\) and these are related with the conductivity \(\hat{\sigma}\) and \(\Omega\). See Table 1 and Table 2.

**4 Conclusions**

In this paper, we have obtained a result of the existence of weak periodic solutions of the monodomain model for a heart isolated from the torso. In addition to the theoretical-abstract study of the model in order to demonstrate the existence of periodic solutions of the model, one of our fundamental objectives has been to contribute to the understanding of the causes that underlie the generation or loss of heart rhythm. For that, we make an interpretation of the relationships between the ionic and diffusive parameters (39)-(40) given in Proposition 4, which turn out to be sufficient for the existence of periodic solutions of period \(T\) equal to the activation period of the endocardium. A careful analysis of these relationships, performed in Sect. 3.3 and summarized in Comment 11, allows us to postulate that the periods with
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**Table 1** Table of parameters

| Parameter | Value |
|-----------|-------|
| $\epsilon$ | 0.032 |
| $\xi$     | 3.75  |
| $\beta$   | 0.0001|
| $\gamma$  | 1     |
| $\delta$  | 0.001 |

**Table 2** Table of parameters

| $\kappa$ | Curve   |
|----------|---------|
| 0.5      | curve 1 |
| 0.174    | curve 2 |
| 0.1      | curve 3 |

which the heart pulsates are within an interval $[T_1, T_2]$. In other words, we cannot guarantee that there are periodic solutions with periods outside of this interval. From the above, two conclusions can be drawn:

1. First of all, our heart beats sometimes with high frequencies (when we exercise or get scared), sometimes with low frequencies, for example, when we sleep. However, if for some reason our frequency falls below the minimum frequency determined by the extreme right of the period interval, $T_2$, or rises above the maximum value determined by $T_1$, then our heart may eventually miss its period rhythm.

2. On the other hand, the size of the period interval $[T_1, T_2]$ depends on the parameters of the model. In other words, it depends on the physiological characteristics of the heart under...
study. For example, diseases associated with ion channels are reflected in the models with drastic changes in the values of the ionic parameters compared to the values associated with a healthy heart, decreasing the size of the interval \([T_1, T_2]\). For example, a person suffering from Brugada Syndrome may go into fibrillation when sleeping, his or her heart frequency being low but consider to be normal heart frequency in case healthy hearts, see [40].
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