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1 Statement of the general problem

A long-standing question in quantum theories of gravity has been the question of whether, and how, one should sum over topologies of spacetime in the path integral [4, 5, 12, 15, 20]. Some recent literature in quantum gravity has considered a modification of topological field theory wherein the amplitudes, between fixed in and outgoing boundaries are defined by the sum over all the bordisms that fill in those boundaries [3, 14, 18, 23]. While it is
a standard idea in physics to sum over topologies, the sum in the context of topological field theory has not been considered before in the mathematical literature on topological field theory, as far as we are aware.\(^1\) In this paper we make a few observations about the sum over topologies in low-dimensional TQFT’s and in particular observe an interesting splitting formula for the total amplitude.\(^2\)

The general problem may be stated as follows: we consider a general \(d\)-dimensional TQFT in the sense of Atiyah and Segal.\(^3\) It is therefore expressed as a functor

\[
Z : \mathfrak{Bord} \to \mathbb{C}. \tag{1.1}
\]

Here \(\mathfrak{Bord} = \text{Bord}_{(d,d-1)}(\mathcal{F})\) denotes a monoidal category whose objects are \((d-1)\)-dimensional manifolds and morphisms are \(d\)-dimensional bordisms. The manifolds are endowed with background fields \(\mathcal{F} \).\(^4\) The target category \(\mathbb{C}\) is in general just a symmetric monoidal \(d\)-category, but for simplicity we will only consider the “top three levels” of the categories. In this paper partition functions are valued in a field \(\kappa\) and state spaces associated to a \((d-1)\)-dimensional manifold are vector spaces over \(\kappa\). We will briefly encounter the third categorical level in the 2d open-closed case where we use the category \(\mathfrak{B}\) of boundary conditions. We will refer to \(Z\) as the seed TQFT.

We now consider the following question: fix in-going and out-going objects \(X_{\text{in}}\) and \(X_{\text{out}}\) in the bordism category and consider the sum

\[
\mathcal{A}(X_{\text{in}}, X_{\text{out}}) := \sum_{Y: X_{\text{in}} \to X_{\text{out}}} \frac{1}{|\text{Aut}(Y)|} Z(Y). \tag{1.2}
\]

which we will refer to as the summed amplitude. Here we divide the order of the group of automorphisms of the isomorphism type of \(Y\).

Importantly, when dividing by the automorphism group we confine this group to automorphisms which are the identity on the boundaries. This combinatorial rule is extremely important. It is implicitly assumed in \([3, 14, 18, 23]\), so we will work with it. See figure 1. It might be of interest to relax the constraint of the identity on the boundary, but we will not do so in this paper.\(^5\)

The expression in (1.2) is, formally, an element of \(\text{Hom}(Z(X_{\text{in}}), Z(X_{\text{out}}))\) and it is the main object of study in this paper. A few natural questions about it are:

1. Does the sum exist?
2. We use the term “splitting formula” and not the more natural term “factorization formula” because the latter term has a different meaning in the quantum gravity literature.
3. This approach to quantum field theory is explained in pedagogical terms in many references. In this paper we will be drawing heavily on the description of the two-dimensional case in \([2, 25]\). We therefore recommend that exposition.
4. We use the term “background field” in the sense explained in \([17]\). Thus a background field could be a bundle with connection, or a tangential structure like an orientation or (s)pin structure. We call a bordism “connected” if the underlying manifold is connected.
5. M. Kontsevich has suggested some interesting alternatives.

\(^{1}\)Of course, it is absolutely standard in topological string theory to sum over all bordisms from the emptyset to itself, i.e. the vacuum amplitude. But that is the trivial part of the present story.

\(^{2}\)We use the term “splitting formula” and not the more natural term “factorization formula” because the latter term has a different meaning in the quantum gravity literature.

\(^{3}\)This approach to quantum field theory is explained in pedagogical terms in many references. In this paper we will be drawing heavily on the description of the two-dimensional case in \([2, 25]\). We therefore recommend that exposition.

\(^{4}\)We use the term “background field” in the sense explained in \([17]\). Thus a background field could be a bundle with connection, or a tangential structure like an orientation or (s)pin structure. We call a bordism “connected” if the underlying manifold is connected.

\(^{5}\)M. Kontsevich has suggested some interesting alternatives.
Figure 1. Here the bordism on the left, which is a bordism from \(\emptyset\) to \(\emptyset\) and has no boundary, is weighted with \(\frac{1}{2!}\). On the other hand, the surface on the right, which has nonempty boundary \(S^1 \amalg S^1\), and can be interpreted as a bordism in many ways, depending on whether the circles are ingoing or outgoing, is weighted with 1.

2. If yes, is it computable and what properties does it have?

3. Is there an extension of the construction to a fully local (a.k.a. fully extended) TQFT?

In what follows we will mostly consider \(d = 1, 2\), in which case the sum does indeed exist for a generic theory. We will compute it in many cases, thus recovering and extending results of [3, 18, 23].

One novel point we observe is a splitting formula for the “total amplitude”. To define the “total amplitude” we first remark that the direct sum over all summed amplitudes is \(a\) priori defined on the tensor space

\[ A : T^\bullet(\oplus X \mathcal{Z}(X)) \rightarrow T^\bullet(\oplus X \mathcal{Z}(X)) \quad (1.3) \]

where, for any vector space \(V\) we denote the tensor algebra by \(T^\bullet V\) and where \(\mathcal{Z}(X)\) is the vector space assigned to (the isomorphism class of) \(X\) and the sum is over all connected objects in \(\text{Bord}\). (Recall “connected” means the underlying manifold is connected.) Because of the sum over all bordisms the amplitudes are totally symmetric and hence descend to define an amplitude \(\bar{A}\) on the symmetric algebra (i.e. they descend to a Fock space) to give a commutative diagram:

\[ T^\bullet(\oplus X \mathcal{Z}(X)) \xrightarrow{A} T^\bullet(\oplus X \mathcal{Z}(X)) \]
\[ \xrightarrow{\text{S}} \]
\[ S^\bullet(\oplus X \mathcal{Z}(X)) \xrightarrow{\bar{A}} S^\bullet(\oplus X \mathcal{Z}(X)) \quad (1.4) \]

We denote the symmetric algebra of a vector space \(V\) by \(S^\bullet V\). We will mostly focus on obtaining formulae for

\[ \bar{A} \in \text{Hom}(\mathcal{H}_{\text{tot}}, \mathcal{H}_{\text{tot}}) \quad (1.5) \]

where

\[ \mathcal{H}_{\text{tot}} = \otimes X S^\bullet \mathcal{Z}(X) \quad (1.6) \]

and the tensor product is over (the isomorphism class of) all connected objects in \(\text{Bord}\)\(^6\). We will call \(\mathcal{H}_{\text{tot}}\) the Fock space of the seed TQFT \(\mathcal{Z}\).

\(^6\)There is a theorem [11, 28] that there is a countable number of diffeomorphism classes of closed connected manifolds of a fixed dimension so we have a countable product of Fock spaces of finite-dimensional Hilbert spaces in equation (1.6). Therefore the domain and codomain of \(A\) can be defined in a mathematically rigorous way.
In this paper we will show that in the cases $d = 1, 2$ and $\kappa = \mathbb{C}$ there exists an inner product space $\mathcal{W}$, which we refer to as the splitting space, such that there exists a map:

$$\Phi : \mathcal{H}_{\text{tot}} \to \mathcal{W}$$

with the property that\footnote{Given vector spaces $V_1, V_2, V_3$ over a field $\kappa$ there are two ways to write down the canonical pairing\footnote{As a simple example of non-uniqueness replace $\mathcal{W}$ by the direct sum of $n$ copies $\mathcal{W} \oplus \cdots \oplus \mathcal{W}$ and replace $\Phi$ by $\sqrt{p_1}\Phi \oplus \cdots \oplus \sqrt{p_n}\Phi$ where $p_i > 0$ and $\sum p_i = 1$. A natural way to formulate the notion of a minimal splitting would be to use a universal property. That is, to show that there exists a splitting $\Phi_m : \mathcal{H}_{\text{tot}} \to \mathcal{W}_m$ such that, given any other splitting $\Phi : \mathcal{H}_{\text{tot}} \to \mathcal{W}$ there is an isometry $\psi : \mathcal{W}_m \to \mathcal{W}$ so that we have a commutative diagram:\

$$\begin{array}{ccc}
\mathcal{H}_{\text{tot}} & \overset{\Phi}{\longrightarrow} & \mathcal{W} \\
\Phi_m \downarrow & & \Psi_m \downarrow \\
\mathcal{H}_{\text{tot}} & \overset{\Phi^*}{\longrightarrow} & \mathcal{W}_m
\end{array}$$

We do not know if such a minimal splitting exists.}}

$$\bar{A} = \Phi \Phi^\dagger$$

where the $\dagger$ makes use of the sesquilinear inner product on $\mathcal{W}$ and a natural inner product on $\mathcal{H}_{\text{tot}}$ provided by the data of $Z$. We will see that the inner products are nondegenerate, but the existence of a splitting in general does not require them to be positive definite.

In fact, the TQFT’s $Z$ we consider come in continuous families. Denoting the data used to define the seed theory $Z$ by $\lambda$ the total amplitude is a function of $\lambda$ so we write $\bar{A}_\lambda$ and similarly the map $\Phi$ depends on $\lambda$ so we denote it as $\Phi_\lambda$. It turns out that $\lambda$ must be “real,” in a sense described below in examples, so the actual splitting formula is

$$\bar{A}_\lambda = \Phi_\lambda \Phi_\lambda^\dagger.$$ \hspace{1cm} (1.10)

A few comments on the splitting formula (1.10) are in order. First, it is clear that for a fixed $\mathcal{W}$ the map $\Phi_\lambda$ is not unique as it can always be right-multiplied by a unitary operator on $\mathcal{W}$. Moreover, the space $\mathcal{W}$ is itself not unique. The situation is very similar to that of the Stinespring representation of positive maps of $C^*$ algebras, and our splitting formula bears some resemblance to that result. For more precise versions of (1.10) see equation (2.22) below for the 1d case, equations (3.32) to (3.34) below for the 2d case with semisimple closed string Frobenius algebra, and equations (4.25) and (4.35) below for the case of semisimple open-closed 2d TQFT.
Since the total amplitude can be expressed as an operator-valued inner product it is natural to suspect that there is a role for Hilbert C* modules. Thus, the splitting formula will perhaps make contact with some ideas in [26]. In the interpretation of [26] the operator algebra on the Fock space $\mathcal{H}_{\text{tot}}$ described above would describe a noncommutative family of quantum systems. The quantum system, whose “Hilbert space” is the splitting space $W$ is, in a (debatable) sense, “holographically dual” to the 2d gravity theory. We use this term in the following sense: in equation (3.55) below the total amplitude for 2d gravity is expressed as an expectation value in an a priori unrelated quantum mechanical system. This version of holography is more abstract than the usual picture of holography because the splitting space is not associated with any asymptotic boundary of spacetime. It should also be distinguished from the holographic dual as discussed in [23].

Closely related to $\bar{A}$ is the sum over all amplitudes “from nothing to something”. We will call this the Hartle-Hawking vector (abbreviated HH vector), and it is defined by

$$
\Psi_{HH} := \oplus_{X_o} \bar{A}(\emptyset, X_o)(1) \in \mathcal{H}_{\text{tot}}.
$$

(1.12)

Our terminology is meant to distinguish this object from the “Hartle-Hawking state” which is a term sometimes used for a different thing in the quantum gravity literature.\footnote{It is worth remarking that sometimes a unitary TQFT $Z$ has $Z(\emptyset, X_o)(1) = 0$ for certain manifolds $X_o$. In this case the vector exists — it is the zero vector — but there is no corresponding quantum mechanical state for the quantum mechanical system with Hilbert space $Z(X_o)$. An example would be 3d SU(2) Chern-Simons-Witten theory at a suitable level $k$ where $X_o$ is a suitable Lens space [16]. In this case the vector exists, although the state does not. We are not aware of any case where, after summing over bordisms the HH vector is zero.}

Similarly, we can define the Hartle-Hawking covector as the amplitude for “anything to go to nothing”:

$$
\Psi_{HH}^\vee := \oplus_{X_i} \bar{A}(X_i, \emptyset) \in \text{Hom}(\mathcal{H}_{\text{tot}}, \kappa) := \mathcal{H}_{\text{tot}}^\vee.
$$

(1.13)

In addition to being conceptually important these objects will turn out to be computationally very useful in the 1d and 2d cases.

A remark that might be of general interest concerns “global symmetries” and continuous parameters. It is often said that there cannot be global symmetries in quantum gravity. It has also recently been argued that the absence of global symmetries implies the absence of any free parameters in a quantum theory of gravity [24]. In the ultra-simple, very reduced, setting of the present paper these statements do not hold. First, as noted above, the seed TQFT’s we will describe below typically come in continuous families, and the amplitude $\bar{A}_\lambda$ exists and is sensible for generic values of parameters $\lambda$. Regarding global symmetries, in the one-dimensional case discussed in section 2 the seed TQFT will have $O(b)$ symmetry, where $b$ is the nondegenerate quadratic form used to define the theory. Then in the averaged theory the statespace $S^V$ is an $O(b)$ representation and the averaged amplitudes $\bar{A}$ are $O(b)$ equivariant. Similarly, in the two-dimensional case discussed in section 3 an easy example of a theory with nontrivial global symmetry is provided by a semisimple Frobenius algebra with a symmetric group action permuting the idempotents and preserving the Frobenius trace. Then the averaged amplitudes are equivariant for this
symmetric group action.\footnote{In the context of “non-factorizing theories” of quantum gravity the existence of global symmetries and continuous parameters is well-known and has been explored in \cite{29–33}.
} Of course, the very simple setting of the present paper does not exhibit important physical phenomena such as black holes, so we believe there is no sharp contradiction with the literature on quantum gravity.

1.1 Relation to the work of Marolf-Maxfield

We now make some brief comments on the relation of our work to reference \cite{23}.

11 Our terminology and notation for 2d TQFT follows that of \cite{25}.

Marolf and Maxfield begin their discussion by positing an action principle for a 2d “topological theory.” The action is a function of the topological type of a compact surface $\Sigma$ with $g$ handles and a boundary that consists of $n$ disjoint circles and is given by:

$$e^{-S} = e^{S_0 \chi(\Sigma) + nS_\partial} \quad (1.14)$$

where $S_0, S_\partial$ are \textit{a priori} complex numbers parametrizing the theory and we recall that $\chi(\Sigma) = 2 - 2g - n$. It is problematic to interpret $nS_\partial$ as a local term in an action and indeed there is some extended discussion in \cite{23} about suitable physical values for the parameter $S_\partial$. We will find a home for the parameter $S_\partial$ in a fully local 2d TQFT, although it will not be a coupling constant in an action.

In order to compare to our results the first question that must be addressed is the identification of the physical meaning of the $n$ boundary circles of $\Sigma$. In our framework there are two possible such identifications:

1. Ingoing or outgoing circles of a two-dimensional bordism. In that case the functor $Z$ assigns to circles factors of the ingoing or outgoing space of closed string states.

2. Closed constrained boundaries, in the language of \cite{25}.

The translation to our results depends on which identification we adopt. We first attempt to identify “amplitudes” in the two discussions. Then we address the interpretations of these amplitudes.

In both identifications the Marolf-Maxfield model is related to the case where the seed TQFT has $\mathcal{C} := Z(S^1)$ a one-dimensional Frobenius algebra. Denoting the idempotent generating $\mathcal{C}$ by $\varepsilon$ the Frobenius trace is:

$$\theta(\varepsilon) = e^{\frac{1}{2}S_0}. \quad (1.15)$$

Now, in the first identification, there is no discussion in \cite{23} of the distinction between in-going and out-going state spaces. The most natural way to reproduce their equation (3.14) is to take all the circles to be ingoing and then identify this as the value of the “Hartle-Hawking covector” (see equation (2.4) below) evaluated on the exponentiated diagonal

$$\exp[\tilde{u}\varepsilon] \in S^*C \quad (1.16)$$

where

$$\tilde{u} = u_{\text{Marolf–Maxfield}} e^{S_\partial - S_0}. \quad (1.17)$$
There is, of course, a similar interpretation if we take all the boundary circles to be outgoing.

If we adopt the second identification, and regard the circular boundaries as “closed constrained boundaries,” then we can identify the amplitude (3.14) of [23] as the sum over amplitudes for bordisms $\emptyset \to \emptyset$ with $L$ closed constrained boundaries, weighted by fugacity $x^L$ and a combinatoric factor $1/L!$, and summed over $L$. In this identification all boundaries are endowed with a single boundary condition. In general, the boundary conditions in an open-closed 2d TQFT are labeled by objects in a category [25]. As shown in [25] in the semisimple case the 2d TQFT has an interpretation as a string theory with a 0-dimensional target space. In this case, the relevant category is the category of vector bundles over spacetime. If $\dim \mathcal{C} = 1$ the target spacetime consists of a single point, so a vector bundle amounts to a choice of a single vector space $W$ of dimension $\dim W = w$. Our amplitude reproduces (3.14) of [23] with the identification

$$\frac{x}{\mu} w = nu_{\text{Marolf-Maxfield}} e^{S_\partial - S_0}.$$  

(Here $\mu^2 = \theta(\epsilon)$, so $\mu^{-1}$ is the open string coupling constant.) In either identification there is no reason, from our viewpoint, to restrict the value of $S_\partial$, so long as it is compatible with equations (1.17) or (1.18), respectively.

Thus, in the second identification, results of [23] are most naturally compared with equation (4.49) below. Equation (4.49) generalizes to the case where $\dim \mathcal{C} > 1$ and allows different boundary conditions on different constrained boundaries. Such generalizations were also considered in [18].

Moving on to the case of open-closed TQFT, clearly we should attempt to connect to the discussion of “EOW branes” in [23]. It is natural to identify the locus of the EOW branes in a two-dimensional surface with the constrained boundaries that connect endpoints of in-going or out-going open string intervals. Fortuitously, these boundaries are denoted by dashed lines in both [23] and [25]. The most natural identification proceeds by identifying the quantity $(\psi_j, \psi_i)$ in [23] with a matrix unit $e_{ij} \in \mathcal{O}_{aa}$ where $\mathcal{O}_{aa} = \mathcal{Z}(I_{aa})$ is the value of the TQFT on an open interval representing a morphism $a \to a$.\footnote{We must stress that in this paper constrained boundaries are labeled by vector spaces and not by vectors in a vector space.} To compare with [23] take $\dim \mathcal{O}_{aa} = k^2$ and consider equation (3.34) of [23]. Again to make a comparison to our results we must make a choice as to whether the open intervals are ingoing or outgoing. Choosing them all to be ingoing we are once again evaluating the Hartle-Hawking covector on the exponentiated diagonal in $S^* \mathcal{O}_{aa}$. Compare with our equations (4.29) and (4.44) below. The equations are close but not exactly the same because in our formula the determinant is raised to the power $1/\mu$. The origin of the discrepancy is the different handling of the “open string amplitudes”. (We weight them using the power of the open string coupling $\mu^{-1}$, as dictated by the rules of open-closed string theory.)

Having made a detailed identification of amplitudes we proceed to a comparison of their interpretations. For simplicity we restrict the discussion to the closed string case. Identifying the closed circle boundaries as closed constrained boundaries (identification
two above) one can attempt to identify the amplitudes with the partition function of a
topological quantum mechanics on \( n \) disjoint circles. For this to work the target space
category of the 1d TQFT should be the category of finite-dimensional vector bundles over
measure spaces. We do not pursue this potential holographic interpretation in this paper.

If, instead, we identify the closed circles as in-going or out-going boundaries in a two-
dimensional bordism then the question arises as to the relation between \( W \) and what is
called the “baby universe Hilbert space” \( \mathcal{H}_{BU} \) in [23]. In order to compare these it is useful
to summarize the definition of \( \mathcal{H}_{BU} \) given in [23] in the language of the present paper. (See
also [19] for related remarks.) Since \( \mathcal{H}_{tot} \) is a symmetric product, it has a natural algebra
structure, the symmetric algebra structure. (This makes no use of the Frobenius structure
on \( \mathcal{C} \) in the 2d case.) Assuming \( \kappa = \mathbb{C} \), one also provides \( \mathcal{H}_{tot} \) with a real structure
\( K \), that is, \( K \) is an antilinear involution, and thus \( \mathcal{H}_{tot} \) becomes a \( \ast \)-algebra. The next step
imitates the GNS construction of a representation of a \( C^\ast \)-algebra based on a state.\(^{13}\) In the
present case the state used to define the representation is the HH covector. Thus, one
defines the sesquilinear form on the \( \ast \)-algebra \( \mathcal{H}_{tot} \) by\(^{14}\)
\[
\langle \phi_1, \phi_2 \rangle := \Psi_{HH}(K(\phi_1)\phi_2) \tag{1.19}
\]
If (as is true in the \( d = 1, d = 2 \) cases studied below) the annihilator of the form is a linear
space \( N \) then, by definition,
\[
\mathcal{H}_{BU} := \mathcal{H}_{tot}/N. \tag{1.20}
\]
The sesquilinear form (1.19) descends to a positive definite form on \( \mathcal{H}_{BU} \) and it is thus a
Hausdorff pre-Hilbert space, which may be completed in the standard way. In this way one
can compute, in the examples studied below, that \( \mathcal{H}_{BU} \) is an infinite-dimensional separable
Hilbert space. Of course, all separable, infinite dimensional Hilbert spaces are isomorphic
as Hilbert spaces, but there does not appear to be a natural isomorphism between \( \mathcal{H}_{BU} \)
and \( W \) in general. In other words, it is not obvious, at least not to us, why the space \( \mathcal{H}_{BU} \)
automatically would serve as a splitting space.\(^{15}\) We close this discussion with two final

\(^{13}\)We say “imitates” because if one wished to invoke the GNS construction one would first have to define a
positive norm on \( \mathcal{H}_{tot} \) (and complete with respect to this norm) such that the norm satisfies the \( C^\ast \) algebra
condition \( \| \phi K(\phi) \| = \| \phi \|^2 \). We have not attempted to do this.

\(^{14}\)If we put a Hilbert space structure on \( \mathcal{H}_{tot} \) then this can also be defined as a matrix element of the total
amplitude \( \langle \phi_1, \phi_2 \rangle = \langle \phi_1', \mathcal{A}(\phi_2) \rangle \) where the map \( \phi \to \phi' \in \mathcal{H}_{tot} \) is defined by the Hilbert space structure
and the pairing on the right is the natural dual pairing.

\(^{15}\)It is also worth summarizing, in our language, the construction of section 3.3 of [23]. Here \( \mathcal{H}_{tot} \) is a
symmetric algebra generated by \( \varepsilon \) and \( K(\varepsilon) = \varepsilon \). The state is defined by
\[
\Psi_{HH}(\varepsilon^n) = e^\lambda B_n(\lambda) \tag{1.21}
\]
and for \( \lambda > 0 \) this is a nonnegative linear functional. It follows that if \( f = \sum_{n=0}^{\infty} c_n \varepsilon^n \in \mathcal{H}_{tot} \) then
\[
\langle f_1, f_2 \rangle = \sum_{d=0}^{\infty} \frac{\lambda^d}{d!} f_1(d) f_2(d) \tag{1.22}
\]
where \( f(x) := \sum_{n=0}^{\infty} c_n x^n \). Appendix A of [23] argues that the symmetric algebra (which formally only
includes polynomials in \( \varepsilon \)) should be expanded to a certain space \( V \) of entire functions \( f(x) \) of order \( \leq 1 \).
In this case the null space \( N \) is the space of such entire functions that vanish on the nonnegative integers.
comments on the relation to [23]. First, an important motivating idea in [23] is that what we call the HH covector provides a set of expectation values, for some hypothetical measure space, for a stochastic variable on $\mathcal{H}_{tot}$, denoted $Z(J)$ in [23] where $J \in \mathcal{H}_{tot}$. Importantly, the measure space is a family of quantum mechanical systems and $Z(J)$ also has the interpretation of a partition function of those “holographically dual” systems. We will not be emphasizing this interpretation in the present paper. Rather we offer an alternative interpretation of the mathematical formulae in section 3.2.4 below. Second, an important distinction in terminology between our work and [23] is that our “Hartle-Hawking vector” should not be confused with the “Hartle-Hawking state,” as used in [23].

We now provide a dictionary of some key terms. Since our notation varies for the different models we consider, we will employ the terminology used in the 2d closed semisimple case wherever possible.

Note that the terminology in this paper is more in line with that of the TQFT literature.

| This Paper | Previous Literature |
|------------|---------------------|
| Constrained boundaries: these are worldlines of open string endpoints carrying the data of objects in a linear category $\mathcal{B}$. It is also possible to include closed constrained boundaries labeled by objects in $\mathcal{B}$. In the semi-simple case the objects correspond to finite rank vector bundles over the spectrum of the Frobenius algebra [25]. When the bordism category includes the data of closed constrained boundaries these should be summed over, as in (4.42) and (4.44). | End-of-World Branes: these are the worldlines of open string endpoints that carry a vector in a vector space. The object $(\psi_j, \psi_i)$ in [23] is most naturally compared to $e_{ij} \in \mathcal{O}_{aa}$. Equation (3.34) of [23] and Equation (4.27) of [18] should be compared to (4.29) and (4.44) of the present paper. |
| Ingoing and outgoing boundaries: these carry the data of states in the Hilbert space of the 2d TQFT. Considering the direct sum over all in- and out-going closed one-dimensional manifolds we obtain the Fock spaces $\mathcal{S}^\ast \mathcal{C}$ and $\mathcal{S}^\ast \mathcal{C}^\vee$ respectively. | Asymptotic boundaries: these are be viewed as in-going or out-going boundaries in the far past or the far future in [23] although for comparison with this paper they can also be considered to be closed constrained boundaries. |

Then there is a natural isomorphism

$$V/N \cong \{(\xi_0, \xi_1, \ldots) \in \mathbb{C}^\infty | \sum_{d=0}^{\infty} \frac{\lambda^d}{d!} |\xi_d|^2 < \infty\}$$

(1.23)

given by $f \mapsto \{\xi_d\}_{d=0}^\infty$ where $\xi_d := f(d)$. The sequence space is, in turn, naturally isomorphic to the standard highest weight representation of the Heisenberg algebra. Thus, in the closed $d = 2$ case there is a natural isomorphism of $\mathcal{V} \cong \mathcal{H}_{tot} \cong \mathcal{H}_{BU}$. 
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This Paper

Total amplitude: the total amplitude $A \in \text{Hom}(S^*C, S^*C)$ captures the amplitude from an arbitrary configuration of ingoing boundary components to an arbitrary configuration of outgoing boundary components. The amplitude is found to obey a splitting formula of the form, $\bar{A} = \Phi_\lambda \Phi^\dagger_\lambda$.

Intermediate or Splitting space: an infinite-dimensional inner product space $W$ used to describe a splitting formula for the total amplitude obtained from summing over 2d bordisms with arbitrary but fixed boundary conditions. The splitting space and the splitting map are not unique, but the inner product is unique. When the “seed” TQFT satisfies a suitable positivity condition the inner product space admits a Hilbert space completion.

Fock space on the TQFT: in our view the (Hilbert space completion of) the Fock space $S^*C$ would naturally be called the “baby universe Hilbert space,” but that terminology does not appear to be consistent with previous literature. (See the table above.) So we do not use it.

Coherent vector: a vector $\Psi_\theta \in S^*C$ that we use to define the map $\Phi_\theta : S^*C \to W$. If we view $S^*C$ as a Fock space representation of a Heisenberg algebra then $\Psi_\theta$ is a coherent state in the standard sense.

Hartle-Hawking vector: a vector $\Psi_{\text{HHLA}} \in S^*C$ that describes a suitably weighted sum over all bordisms from the empty set to an arbitrary number of disconnected outgoing boundary components. Its dual version, the sum over “everything to nothing,” is the Hartle-Hawking covector.

Previous Literature

The full quantum gravity path integral: the total amplitude corresponds to the full quantum gravity path integral in a topological model of 2d gravity with arbitrary ingoing and outgoing states.

Baby Universe Hilbert Space: although this is not a direct analog of the splitting space, it shares some common features. The terminology goes back to the work of Coleman et al. ([4, 5, 12, 20]) on quantum gravity with Euclidean wormhole geometries. Baby universes are spatially closed, and therefore associated states are singlets under gauge symmetries. The amplitudes obtained from the sum over 2d geometries are expressed in terms of expectation values of Hermitian operators acting on a special class of states in a certain infinite-dimensional space known as the Baby Universe Hilbert space.

The Fock space $S^*C$ has been considered in [13, 14] in contexts related to those of the present paper.

Hartle-Hawking state: a class of states in the “baby universe Hilbert space” indexed by a real parameter $\lambda$ analogous to the gravitational coupling.

No analogue: the Hartle-Hawking vector and covector are not explicitly studied in the previous literature. However, subject to the remarks of section 1.1 above, they are implicitly used since the amplitudes presented in [3, 18, 23] are what we would call the Hartle-Hawking covector evaluated on the exponentiated diagonal.

Table 1. Dictionary between some of the concepts in this paper and in [3, 18, 23].
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2 One-dimensional TQFT

We first consider the example of a 1-dimensional TQFT. The data defining the field theory is a pair $(V, b)$, where $V$ is a finite-dimensional vector space over $\kappa$ and $b$ is a nondegenerate symmetric form on $V$.

In the 1d case $X_i$ and $X_o$ will simply be disjoint unions of $n_i$ and $n_o$ points where $n_i, n_o$ are nonnegative integers. We can therefore denote the summed amplitude in (1.2) by $A(n_i, n_o) \in \Hom(S^{n_i}V, S^{n_o}V).$ (2.1)

The “total amplitude” in this case is just an endomorphism of the full symmetric algebra:

$\tilde{A} := \oplus_{n_i \geq 0, n_o \geq 0} A(n_i, n_o) \in \Hom(S^*V, S^*V).$ (2.2)

In the present case the HH vector and covector are defined by

$\Psi_{HH} := \oplus_{n_o \geq 0} \tilde{A}(0, n_o)(1) \in S^*V.$ (2.3)

and

$\Psi_{HH}^\vee := \oplus_{n_i \geq 0} \tilde{A}(n_i, 0) \in \Hom(S^*V, \kappa)$ (2.4)

respectively.

Note that if $\kappa = \mathbb{C}$ and $b > 0$ then we can endow $V$ with the structure of a Hilbert space. In that case we can identify $S^*V$ with a Fock space generated by $V$.

The HH vector and covector are of conceptual importance, but are also computationally very useful objects for the following reason. The nondegenerate pairing $b : V \otimes V \to \kappa$ corresponds to the “$U$-shaped bordism,” the unique connected bordism with 2 ingoing points and empty outgoing boundary. The dual bordism $\kappa \to V \otimes V$ is the value of the field theory on the $U$-shaped bordism from $\emptyset$ to two outgoing points. The nondegenerate pairing $b$ defines two maps

$b^\vee : V \to V^\vee$

$b_v : V^\vee \to V.$ (2.5)

To be explicit: $b^\vee(x)$ is that linear functional $\ell$ on $V$ so that $\ell(y) = b(x, y)$. And $b_v(\ell)$ is that element $x \in V$ so that $\ell(y) = b(x, y)$. By applying $b_v$ to an ingoing boundary we
can produce the amplitude for an outgoing boundary, and similarly, $b^\vee$ takes an outgoing boundary to an ingoing boundary. Therefore, once one has computed either the HH vector or covector one can apply suitable powers of $b$ or $b^\vee$ to obtain the general amplitude. See appendix B for a discussion of a small subtlety when doing this.

We now evaluate the total amplitude.

We first consider the case $n_i = n_o = 0$. That is, we consider the amplitudes for bordisms from $\emptyset$ to $\emptyset$. These are just arbitrary disjoint unions of circles. The amplitude for these is

$$Z(\Pi S^1) = (\dim V)^c$$

where $c$ is the number of connected components of the bordism. The amplitude for the empty bordism from $\emptyset$ to $\emptyset$ is just equal to 1. (This is true in every topological field theory.) So (1.2) becomes in this case

$$\bar{A}(0,0) = \exp[\dim V] := \Omega_V.$$  

The exponentiation comes from the rule that we weight amplitudes by $\frac{1}{|\text{Aut}(Y)|}$. This is the standard relation between connected and disconnected diagrams in perturbation theory.

Before moving on to the case with nonempty in/out boundaries we begin with some linear algebra preliminaries. If $\kappa$ is not of characteristic two, as we will henceforth assume, there always exists a decomposition of $V$ into $b$-orthogonal lines:

$$V = \bigoplus_{\alpha=1}^\nu V_\alpha. \tag{2.8}$$

In other words, there is a basis \( \{v_\alpha\} \) for $V$ so that

$$b(v_\alpha, v_\beta) = b_\alpha \delta_{\alpha,\beta}. \tag{2.9}$$

If $\kappa = \mathbb{R}$ then we can choose $b_\alpha \in \{\pm 1\}$. If $\kappa = \mathbb{C}$ then we can choose $b_\alpha = 1$, but we will leave $b_\alpha$ arbitrary for the moment to make clear basis-dependence of some of our formulae. In any case, for fixed $b_\alpha$, the basis $\{v_\alpha\}$ is not unique, but any two are related by the action of the orthogonal group $O(b)$. Finally, given a choice of basis $\{v_\alpha\}$ there is a unique dual basis of co-vectors $\check{v}^\alpha(v_\beta) = \delta^\alpha_\beta$. Note that

$$b^\vee(v_\alpha) = b_\alpha \check{v}^\alpha \quad b_\vee(\check{v}^\alpha) = \frac{1}{b_\alpha} v_\alpha. \tag{2.10}$$

Let us first consider the case where $V$ is one-dimensional, or, equivalently, let us restrict our considerations to the case where in and out states come from a single summand $V_\alpha$. It is then a straightforward matter to compute the HH vector and covector and we obtain:

$$\Psi^\vee_{HH,\alpha} = \Omega_{V_\alpha} \sum_{n=0}^{\infty} \frac{(2n)!}{n!2^n} b^n_\alpha (\check{v}^\alpha)^{2n}$$

$$\Psi_{HH,\alpha} = \Omega_{V_\alpha} \sum_{n=0}^{\infty} \frac{(2n)!}{n!2^n} b^{-n}_\alpha (v_\alpha)^{2n} \tag{2.11}$$

where $\frac{(2n)!}{n!2^n}$ is the number of “Wick contractions” decomposing the in or outgoing points into disjoint sets of pairs of points and $\Omega_{V_\alpha} = \exp[1] = 2.718281828459\ldots$. 
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Remarks.

1. As we have mentioned, it is important we only divide by automorphisms which are the identity on the boundary. If we change the rule and divide by all automorphisms then the $n^{th}$ term would be divided by $(2n)!$ and we can sum the series to get a different vector $\tilde{\Psi}_{HH,\alpha} = \Omega \exp[v_{\alpha}^2/(2b_{\alpha})] \in S^*V$. In either case the contractions

$$
(\Psi_{HH,\alpha}^\vee, \Psi_{HH,\alpha}) \quad (\tilde{\Psi}_{HH,\alpha}^\vee, \tilde{\Psi}_{HH,\alpha})
$$

are not the same as the vacuum to vacuum amplitude — a fact which some physicists might find surprising. If we work with $\kappa = \mathbb{C}$ and $b_{\alpha} > 0$ and use the Hilbert space structure described in equation (2.18) below then $\Psi_{HH,\alpha}$ is not a normalizable vector.

Having determined the HH covector the general amplitude then follows from applying the operator $(b_{\alpha})^{nn}$ to get:

$$
\hat{A}_{\alpha} = \Omega_{V_{\alpha}} \sum_{n_i+n_o=2n} \frac{(2n)!}{n!2^n} (b_{\alpha}^{1/2} v_{\alpha})^{n_i} \otimes (b_{\alpha}^{-1/2} v_{\alpha})^{n_o}. \quad (2.13)
$$

We can now say more precisely what we mean by the splitting formula (1.10). At this point we need to choose $\kappa = \mathbb{R}$ or $\kappa = \mathbb{C}$, and for simplicity we will choose the latter. We first recall a basic fact related to Wick’s theorem: the number of pairings of $2n$ points is given by a Gaussian integral:

$$
\frac{(2n)!}{n!2^n} = \int_{-\infty}^{+\infty} \frac{dh}{\sqrt{2\pi}} e^{-\frac{1}{2}h^2} h^{2n} \quad (2.14)
$$

So we define a linear map of complex vector spaces:

$$
\Phi_{b_{\alpha}} : S^*V_{\alpha} \to L^2(\mathbb{R}) \quad (2.15)
$$

by the formula:

$$
\Phi_{b_{\alpha}} := \sqrt{\Omega_{V_{\alpha}}} \sum_n (b_{\alpha}^{1/2} \delta^{\alpha})^n \otimes \psi_n \quad (2.16)
$$

where $\psi_n \in L^2(\mathbb{R})$ is the vector with

$$
\psi_n(h) = (2\pi)^{-1/4} h^n e^{-\frac{1}{4}h^2}. \quad (2.17)
$$

To define $\Phi^\dagger_{b_{\alpha}}$ we need a nondegenerate inner product. The basis $\{v_{\alpha}\}$ canonically determines a real structure on $V$ and we can use this to define a sesquilinear form

$$
h(z_{\alpha} v_{\alpha}, w_{\beta} v_{\beta}) := \langle z_{\alpha} v_{\alpha}, w_{\beta} v_{\beta} \rangle := \sum_{\alpha} b_{\alpha} z_{\alpha}^* w_{\alpha} \quad (2.18)
$$

Note that it is not really necessary to introduce a square root of $b_{\alpha}$, which might not exist for a general field $\kappa$. The reason is that the net factor is $(b_{\alpha})^{n_i/2}(b_{\alpha})^{-n_o/2} = b_{\alpha}^n b_{\alpha}^{-n_o}.$

Note that for $\kappa = \mathbb{C}$ this choice of sesquilinear form breaks the $O(b)$-symmetry from a complex orthogonal group to a real orthogonal group.
Such a nondegenerate form defines an anti-linear isomorphism $V \rightarrow V^\vee$. (In Dirac’s bra-ket notation this is nothing but the map $|\psi\rangle \rightarrow \langle \psi|$. We will denote it by $v \rightarrow v^\dagger$.) Then we have
\[
(v_\alpha)^\dagger = b_\alpha \bar{v}^\alpha \quad (\bar{v}^\alpha)^\dagger = (b^*_\alpha)^{-1} v_\alpha.
\] (2.19)

Similarly, the sesquilinear form on $L^2(\mathbb{R})$:
\[
\langle \psi_1, \psi_2 \rangle = \int_{-\infty}^{+\infty} dh \psi_1^*(h) \psi_2(h)
\] (2.20)
defines a canonical anti-linear isomorphism $L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})^\vee$. To write a splitting formula we need to choose a basis with $b_\alpha$ real and then:
\[
\Phi_{b_\alpha} \Phi_{b_\alpha}^\dagger = \Omega_{V_\alpha} \sum_{n_1+n_2=2n} \frac{(2n)!}{n_1!n_2!} (b^{1/2}_\alpha \bar{v}_\alpha)^{n_1} \otimes (b^{-1/2}_\alpha v_\alpha)^{n_2}
\] (2.21)
In other words:
\[
\bar{A}_\alpha = \Phi_{b_\alpha} \Phi_{b_\alpha}^\dagger.
\] (2.22)

We now generalize the above remarks to the case $\dim V > 1$. Since the amplitude must be $O(b)$ invariant we can immediately write down the HH vector and co-vector given the one-dimensional result:
\[
\Psi_{HH} = \Omega_V \sum_{n=0}^{\infty} \frac{(2n)!}{n!2^n} (v_\alpha^2)^n \in S^2V
\] (2.23)
where $v_\alpha^2 \in S^2V$ (which should not be confused with the scalar quantity $b(v,v) \in \kappa$) is defined by the $O(b)$ invariant expression:\textsuperscript{18}
\[
v_\alpha^2 := \sum_\alpha b^{-1}_\alpha v_\alpha v_\alpha \in S^2V.
\] (2.24)

Note that this can be written as
\[
\Psi_{HH} = \Omega_V \sum_{\ell_1,\ldots,\ell_\nu \in \mathbb{Z}^\nu} c(2\vec{\ell}) \prod_{\alpha=1}^\nu \frac{(2\ell_\alpha)!}{(2\ell_\alpha)!} (b^{-1}_\alpha v_\alpha^2)^{\ell_\alpha}
\] (2.25)
where $c(2\vec{\ell})$ is just the multinomial
\[
c(2\vec{\ell}) := \left( \frac{2n}{2\ell_1,2\ell_2,\ldots,2\ell_\nu} \right) := \frac{(2n)!}{(2\ell_1)!(2\ell_2)\cdots(2\ell_\nu)!}
\] (2.26)
and $n = \ell_1 + \cdots + \ell_\nu$. Equation (2.25) teaches us that although $S^2V \cong \otimes_\alpha S^2V_\alpha$ it is not true that $\mathcal{A}$ is the same as $\otimes_\alpha \mathcal{A}_\alpha$ because $c(2\vec{\ell})$ monomials in the tensor algebra all project to the same monomial in the symmetric algebra.

\textsuperscript{18}To check $O(b)$ invariance note that a change of basis $v_\alpha \rightarrow A_{\beta\alpha} v_\beta$ is in $O(b)$ if $A^{\nu\sigma} D(b) A = D(b)$ where $D(b)_{\alpha\beta} = b_\alpha \delta_{\alpha,\beta}$. Now use the formula $D(b)^{-1} = AD(b)^{-1} A^\dagger$. In a general basis we have $v^2 = v_{\alpha} Q_{\alpha,\beta} v_\beta$ where $Q_{\alpha,\beta}$ is the matrix inverse of $b(v_\alpha, v_\beta)$. 
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Introducing Gaussian integrals for the numbers of pairings and applying powers of \( b^\nu \) we obtain the formula for the general amplitude:

\[
\bar{A} = \sum_{\vec{\ell}, \vec{s} \in \mathbb{Z}_+^\nu} c(\vec{\ell})c(\vec{s}) \int \prod_{\alpha=1}^\nu \frac{dh_\alpha}{\sqrt{2\pi}} e^{-\frac{1}{2}h_\alpha^2} (b_\alpha^{1/2}h_\alpha \delta^\alpha)^{\ell_\alpha} (b_\alpha^{-1/2}h_\alpha v_\alpha)^{s_\alpha}
\]

(2.27)

where \( \nu = \text{dim} V \) and again

\[
c(\vec{\ell}) := \left( \begin{array}{c} n_i \\ \ell_1, \ldots, \ell_\nu \end{array} \right) := \frac{n_i!}{\ell_1! \cdots \ell_\nu!}
\]

\[
c(\vec{s}) := \left( \begin{array}{c} n_o \\ s_1, \ldots, s_\nu \end{array} \right) := \frac{n_o!}{s_1! \cdots s_\nu!}
\]

(2.28)

where \( n_i = \ell_1 + \cdots + \ell_\nu \) and \( n_o = s_1 + \cdots + s_\nu \).

To write the splitting formula we introduce

\[
\Phi_b : S^*V \to L^2(\mathbb{R}^\nu)
\]

(2.29)

defined by

\[
\Phi_b := \sqrt{\Omega_V} \sum_{\vec{\ell} \in \mathbb{Z}_+^\nu} c(\vec{\ell}) \prod_{\alpha} (b_\alpha^{1/2} \delta^\alpha)^{\ell_\alpha} \otimes \psi_{\vec{\ell}}
\]

(2.30)

where

\[
\psi_{\vec{\ell}} := (2\pi)^{-\nu/4} \prod_{\alpha} h_\alpha^{\ell_\alpha} e^{-\frac{1}{4}h_\alpha^2}
\]

(2.31)

Once again, the splitting formula requires that all the \( b_\alpha \) should be real and then

\[
\bar{A} = \Phi_b \Phi_b^\dagger.
\]

(2.32)

1. A natural question (posed to us by Mike Hopkins) is the following: how are \( \bar{A}(X,Y) \), \( \bar{A}(Y,Z) \) and \( \bar{A}(X,Z) \) related? In particular is \( \bar{A}(Y,Z) \circ \bar{A}(X,Y) \) the same as \( \bar{A}(X,Z) \) as one might expect if there were a unique morphism in each hom space of a category? It is now evident that this is not at all the case for our amplitudes. In the case that \( V \) is one-dimensional we can say

\[
\bar{A}(n_2, n_3) \circ \bar{A}(n_1, n_2) = f_{n_1, n_2, n_3} \bar{A}(n_1, n_3)
\]

(2.33)

with a rather unpleasant fudge factor. Note that the "cocycle" \( f_{n_1, n_2, n_3} \) is trivializable so that if we define

\[
\bar{A}(n_1, n_2) = \frac{2^n n!}{(2n)!} \bar{A}(n_1, n_2)
\]

(2.34)

then the \( \bar{A}(n_1, n_2) \) indeed compose coherently:

\[
\bar{A}(n_2, n_3) \circ \bar{A}(n_1, n_2) = \bar{A}(n_1, n_3)
\]

(2.35)

but this does not appear to generalize easily to \( \text{dim} V > 1 \).
2. Applying the remark from appendix C we learn that the general amplitude is implicitly encoded in the value of the HH covector on the exponentiated diagonal:

\[ \Psi_{HH}^{\vee}(\epsilon^v) = \Omega_{\exp} \left[ \frac{b(v, v)}{2} \right]. \] (2.36)

In our view, it is a mistake to try to write a splitting formula directly for the HH covector evaluated on the exponentiated diagonal.

3 Two-dimensional closed TQFT

We now turn our attention to the case \( d = 2 \). It is useful to begin with the case where the objects in the bordism category are closed manifolds.\(^{19}\) In this case, as is very well-known, the TQFT is given by a finite-dimensional commutative associative Frobenius algebra over \( \kappa \). We have the basic defining data of a commutative associative Frobenius algebra:

\[
\begin{align*}
m : \mathcal{C} \otimes \mathcal{C} &\rightarrow \mathcal{C} \\
\theta : \mathcal{C} &\rightarrow \kappa
\end{align*}
\] (3.1)

where \( m \) is the multiplication and \( \theta \) is the trace and \( b := \theta \circ m \) is a symmetric nondegenerate bilinear form.

The objects of the bordism category are now disjoint unions of circles. Once again the objects of the bordism category are labeled by nonnegative integers. So the sum over bordisms can be denoted:

\[
\bar{A}(n_{\text{in}}, n_{\text{out}}) := \sum_{Y: n_{\text{in}} \rightarrow n_{\text{out}}} \frac{1}{|\text{Aut}(Y)|} Z(n_{\text{in}}, n_{\text{out}}) \in \text{Hom}(S^{n_{\text{in}}} \mathcal{C}, S^{n_{\text{out}}} \mathcal{C})
\] (3.2)

and similarly

\[
\bar{A} \in \text{Hom}(S^* \mathcal{C}, S^* \mathcal{C})
\] (3.3)

is the direct sum over all \( n_{\text{in}}, n_{\text{out}} \geq 0 \). We now evaluate these amplitudes in various special cases in terms of the defining data of the Frobenius algebra.

3.1 The vacuum to vacuum amplitude

The special case of \( n_{\text{in}} = n_{\text{out}} = 0 \) can be evaluated easily for any 2d TQFT: we introduce a basis \( \{e_x\} \) for \( \mathcal{C} \) together with a dual basis of vectors \( e^x \in \mathcal{C} \) so \( \theta(e^x e_y) = \delta_{x,y} \). Then we can define the handle-adding element

\[
h := \sum_x e^x e_x \in \mathcal{C}
\] (3.4)

It is then straightforward to see that the sum over nonempty connected bordisms \( \emptyset \rightarrow \emptyset \) is \( \theta(\frac{1}{1-h}) \). As we mentioned in the introduction, the amplitude exists for the generic theory, but if the endomorphism \( L(h) : \mathcal{C} \rightarrow \mathcal{C} \) defined by multiplication with \( h \) has eigenvalue 1, then the sum diverges.

\(^{19}\)Again, we remind the reader that for 2d TQFT we follow the notation and terminology of [25].
The sum over all bordisms $Y$, weighted by $\frac{1}{|\text{Aut}(Y)|}$ is

$$A(0,0) = \exp \left[ \theta \left( \frac{1}{1 - \h} \right) \right]. \quad (3.5)$$

Recall, again that the empty bordism $\emptyset \rightarrow \emptyset$ has amplitude 1.

### 3.2 The semisimple case

In this case we can choose a basis of idempotents $e_x = \varepsilon_x$ with

$$\varepsilon_x \varepsilon_y = \delta_{x,y} \varepsilon_x \quad (3.6)$$

and defining

$$\theta_x := \theta(\varepsilon_x) \quad (3.7)$$

we have $e^x = \theta_x^{-1} \varepsilon_x$, so

$$\h = \sum_x \theta_x^{-1} \varepsilon_x. \quad (3.8)$$

We have an orthogonal decomposition

$$\mathcal{C} \cong \oplus_x \mathcal{C}_x \quad (3.9)$$

so that $\mathcal{C}_x \mathcal{C}_y = 0$ for $x \neq y$. In the semisimple case each of the $\mathcal{C}_x$ is the one dimensional image of multiplication by the idempotent $\varepsilon_x$.\(^{20}\) As we have noted, the amplitudes descend to the symmetric product, and given (3.9) we have

$$S^* \mathcal{C} \cong \otimes_x S^* \mathcal{C}_x. \quad (3.10)$$

Now, suppose we have a connected bordism, and on each of the input circles we have “homogeneous” input vectors, i.e. input vectors with a definite component in the decomposition (3.9). Then, the amplitude is zero unless all the inputs are in the same component. That is, if we have $\varepsilon_x$ and $\varepsilon_y$ with $x \neq y$ as two inputs on a connected bordism then the amplitude is zero. Moreover, for a connected bordism, all of whose inputs are in a single summand $\mathcal{C}_x$, the output will be in $T^* \mathcal{C}_x$. This motivates us to consider first the amplitude $A_x$ in the case $\mathcal{C}$ is one dimensional.

Assuming now $\mathcal{C}$ is one-dimensional it will be generated by a single idempotent $\varepsilon$. We will denote $\theta(\varepsilon)$ simply by $\theta \in \kappa$. We will begin by computing the Hartle-Hawking covector. Then we will apply the $U$-bordism, which is represented by the map $b^\vee$. Denoting the dual basis vector of $\mathcal{C}^\vee$ by $\varepsilon^\vee$ we have:

$$b^\vee(\varepsilon) = \theta \varepsilon^\vee$$

$$b^\vee(\varepsilon^\vee) = \theta^{-1} \varepsilon \quad (3.11)$$

Now, for a connected morphism $\mathbb{I} \rightarrow \emptyset$ the amplitude is easily evaluated to be

$$Z(z_1 \varepsilon, \ldots, z_n \varepsilon) = \prod_{i=1}^n z_i \theta(\h^p \varepsilon) = \theta^{1-p} \prod_{i=1}^n z_i \quad (3.12)$$

\(^{20}\)In the interpretation of the 2d TQFT theory as a 0-dimensional topological string theory the points $x \in \text{Spec}(\mathcal{C})$ are disjoint “universes” in the target space of the string.
where the surface has \(p\) handles. Therefore summing over genera gives
\[
\bar{A}(n, 0)_{\text{connected}}(z_1 \varepsilon, \ldots, z_n \varepsilon) = \lambda \prod_{i=1}^{n} z_i \quad (3.13)
\]
where (see Figure 2),
\[
\lambda := \frac{\theta}{1 - \theta^{-1}} \quad (3.14)
\]
Thus far, the considerations are pretty trivial. Something interesting happens when we include disconnected surfaces (and this is the main insight of Marolf and Maxfield [23]). We consider partitions of the set of incoming states into disjoint sets associated with the connected bordisms. Thus we need to know how many ways there are of dividing the sum over bordisms into \(k_1\) connected components with one ingoing circle, \(k_2\) components with two ingoing circles and so forth, so that we have \(k_j\) components with \(j\) ingoing circles so that \(\sum_j jk_j\) is the total number of ingoing circles. For any number of ingoing circles the sum over connected bordisms to \(\emptyset\) gives a single factor of \(\lambda\). Thus, with \(n\) ingoing circles the sum over all bordisms to the emptyset is \(B_n(\lambda)\), where \(B_n\) is the \(n\)th exponential Bell polynomial \(B_n(x_1, x_2, \ldots, x_n)\) evaluated for \(x_1 = x_2 = \cdots = x_n = \lambda\). See appendix A (or Wikipedia) for some basic facts about Bell polynomials. Including the disconnected components with no boundaries gives an overall factor of \(e^\lambda\). Altogether we get
\[
\bar{A}(n, 0)(z_1 \varepsilon, \ldots, z_n \varepsilon) = e^\lambda B_n(\lambda) \prod_{i} z_i. \quad (3.15)
\]

Remarks.

1. Note well that in our computation we did not divide by the number of automorphisms of the components of the surface. Thus if we have \(k_1\) ingoing connected with one ingoing circle we do not include an extra \(1/k_1\)! The justification for this is that we are only considering automorphisms of the surface which reduce to the identity on the boundary.

2. Next applying the \(U\)-morphism we immediately deduce
\[
\bar{A}(n_i, n_o) = e^\lambda B_{n_i+n_o}(\lambda) \theta^{-n_o}(\varepsilon^\vee)^{n_i} \otimes \varepsilon^{n_o} \quad (3.16)
\]
Note that, as a check on our factors:
\[
(h^\vee)^{n_o}(b_\vee)^{n_i} \bar{A}(n_i, n_o) = \bar{A}(n_o, n_i) \quad (3.17)
\]
as expected.

3. Returning to the question surrounding (2.33) when \(\text{dim} C = 1\) we compute
\[
\bar{A}(n_2, n_3) \circ \bar{A}(n_1, n_2) = f_{n_1,n_2,n_3} \bar{A}(n_1, n_3) \quad (3.18)
\]
and the “cocycle” \(f_{n_1,n_2,n_3}\) is trivializable so that if we define
\[
\tilde{A}(n_1, n_2) := e^\lambda B_{n_1+n_2}(\lambda) \bar{A}(n_1, n_2) \quad (3.19)
\]
Figure 2. The definition of $\lambda$ as the sum of connected bordisms $X : \emptyset \to \emptyset$ with an arbitrary number of handles (we will henceforth use shading as in the bordism on the right hand side to indicate such a sum over all connected bordisms).

then

$$\hat{A}(n_2, n_3) \circ \hat{A}(n_1, n_2) = \hat{A}(n_1, n_3)$$  (3.20)

When $\dim C > 1$ this statement does not generalize naturally.

4. We can now write down the Hartle-Hawking vector and covector

$$\Psi_{HH} = e^{\lambda} \sum_{n=0}^{\infty} B_n(\lambda) \left( \frac{\varepsilon}{\theta} \right)^n \in S^\bullet C$$

$$\Psi_{\hat{H}H} = e^{\lambda} \sum_{n=0}^{\infty} B_n(\lambda) (\varepsilon^\vee)^n \in S^\bullet C^\vee$$  (3.21)

Note in particular that the pairing of the dual $\Psi_{\hat{H}H}^\vee$ with $\Psi_{HH}$ is a formal series

$$e^{2\lambda} \sum_{n=0}^{\infty} \theta^{-n} B_n(\lambda)^2$$  (3.22)

for fixed $\lambda$, $B_n(\lambda)$ grows, roughly speaking, like $n!$ [21] so the series is at best asymptotic.\footnote{Note that since $B_n(\lambda)^2 = \lambda^{2n} + \cdots$ it is useful to consider the series $\sum_{n=0}^{\infty} \theta^{-n} B_n(\lambda)^2 / (2n)!$} In particular, rather surprisingly, $(\Psi_{\hat{H}H}^\vee, \Psi_{HH})$ is not the vacuum to vacuum to vacuum amplitude! One should compare this result with equation (2.7) of [23].
5. To compare to the previous literature, we again recall the remark from appendix C. If we write \( \phi = \sum x_u \varepsilon_x \) with \( u_x \in \kappa \) then the value of the HH covector on the exponentiated diagonal is:

\[
\Psi_{HH}(e^\phi) = \exp \left[ \sum_x \lambda_x e^{u_x} \right]
\]

which, subject to the remarks of section 1.1 above, can be compared with expressions in [18].

### 3.2.1 A splitting formula

We now explain a curious splitting formula for the total amplitude. This follows from the elementary expression for the Bell polynomials:

\[
e^\lambda B_n(\lambda) = \sum_{d=0}^{\infty} \lambda^d \frac{d^n}{d^n}. \quad (3.25)
\]

This formula, which is related to coherent states in the harmonic oscillator, plays a central role in the discussion of [23].

Combining equation (3.25) with equation (3.16) gives the full amplitude:

\[
\tilde{A} = \sum_{n_i, n_o \geq 0} (\varepsilon^\bigotimes n_i) \left( \sum_{d=0}^{\infty} \lambda^d \frac{d^n}{d^n} \right) \otimes \left( \varepsilon^\bigotimes n_o \right) \quad (3.26)
\]

To write the splitting formula it is useful to note that there is a nondegenerate bilinear pairing on \( S^\star \mathcal{C} \) induced by the Frobenius structure on \( \mathcal{C} \). We introduce the “orthonormal basis” \( \varepsilon/\sqrt{\theta} \) and \( \sqrt{\theta} \varepsilon^\bigotimes \). This is the unique pair of vectors which are mapped into each other under \( b^\bigotimes \) and \( b^\bigotimes \) and also pair to one. They induce an analogous “orthonormal basis” on the symmetric product \( \left\{ \left( \frac{\varepsilon}{\sqrt{\theta}} \right)^d \right\} \) for \( S^\star(\mathcal{C}) \) and \( \left\{ \left( \sqrt{\theta} \varepsilon^\bigotimes \right)^d \right\} \) for \( S^\star(\mathcal{C}^\bigotimes) \). Now we define

\[
\Phi_\theta : S^\star \mathcal{C} \to S^\star \mathcal{C}
\]

by the formula

\[
\Phi_\theta = \sum_{n_i, n_o \geq 0} \sqrt{\lambda^d} \frac{d^n}{d^n} (\varepsilon^{\bigotimes n}) \otimes \left( \frac{\varepsilon}{\sqrt{\theta}} \right)^d \quad (3.28)
\]

Then the natural dualization determined by the Frobenius structure gives

\[
\tilde{\Phi}_\theta = \sum_{n_i, n_o \geq 0} \sqrt{\lambda^d} \frac{d^n}{d^n} \left( \sqrt{\theta} \varepsilon^\bigotimes \right)^d \otimes \left( \frac{\varepsilon}{\sqrt{\theta}} \right)^n
\]

In \( \Phi_\theta \otimes \tilde{\Phi}_\theta \) we can contract the middle two factors of \( S^\star \mathcal{C} \otimes S^\star \mathcal{C}^\bigotimes \to \kappa \) using the natural dual pairing to get an element of \( S^\star \mathcal{C}^\bigotimes \otimes S^\star \mathcal{C} \cong \text{Hom}(S^\star \mathcal{C}, S^\star \mathcal{C}) \) and with that understood we have the result that, for a one-dimensional Frobenius algebra

\[
\bar{A} = \Phi_\theta \tilde{\Phi}_\theta.
\]

Although (3.23) is not exactly the Borel transform of (3.22), we expect it will have the same convergence properties. Using theorem 2.1 of [21] one can check that (3.23) converges to an entire function of \( \lambda \).
3.2.2 Generalization to $\mathcal{C}$ with dim $\mathcal{C} > 1$

We can now easily generalize equation (3.26) to the case dim $\mathcal{C} = n > 1$ by noting that in the descent (1.4), if $s_i$ are nonnegative integers then $c(\vec{s})$ distinct monomials in the tensor algebra descend to the same element $\prod_x \varepsilon_x^{s_x}$ in the symmetric algebra. Accordingly, the HH vector is

$$\Psi_{HH} = \sum_{\vec{s} \in \mathbb{Z}_+^n} c(\vec{s}) \prod_x \left( \sum_{d_x=0}^\infty \frac{\lambda_x^{d_x}}{d_x!} \left( d_x \frac{\varepsilon_x}{\theta_x} \right)^{s_x} \right)$$

$$= \sum_{d \in \mathbb{Z}_+^n} \prod_x \frac{\lambda_x^{d_x}}{d_x!} \sum_{m=0}^n \left( \sum_{x=1}^n d_x \frac{\varepsilon_x}{\theta_x} \right)^m$$

(3.31)

where $n = \text{dim} \mathcal{C}$. The full amplitude is

$$\bar{A} = \sum_{\ell, \vec{s} \in \mathbb{Z}_+^n} c(\vec{\ell}) c(\vec{s}) \prod_x \left( \sum_{d_x=0}^\infty (d_x \varepsilon_x^\vee)^{\ell_x} \frac{\lambda_x^{d_x}}{d_x!} \left( d_x \frac{\varepsilon_x}{\theta_x} \right)^{s_x} \right)$$

(3.32)

with splitting by $\Phi : S^* \mathcal{C} \to S^* \mathcal{C}$ given by the generalization of (3.30):

$$\bar{A} = \Phi_\theta \tilde{\Phi}_\theta$$

(3.33)

with

$$\Phi_\theta = \sum_{\ell, d \in \mathbb{Z}_+^n} c(\vec{\ell}) \prod_x \sqrt{\frac{\lambda_x^{d_x}}{d_x!}} (d_x \varepsilon_x^\vee)^{\ell_x} \otimes \left( \frac{\varepsilon_x}{\sqrt{\theta_x}} \right)^{d_x}$$

(3.34)

3.2.3 Adjoint splitting

The expressions (3.32)–(3.34) are valid over any field $\kappa$ (such that $\sqrt{\theta_x}$ and $\sqrt{\lambda_x^{d_x}/d_x!}$ make sense). When we take $\kappa = \mathbb{C}$ we can introduce a sesquilinear form and write a slightly different splitting formula.

For $\kappa = \mathbb{C}$ and $\mathcal{C}$ semisimple there is the preferred basis of the complex vector space $\mathcal{C}$ given by the idempotents $\varepsilon_x$. There is therefore a natural real structure (i.e. an anti-linear map squaring to one) defined by

$$K : \phi = \sum_x u_x \varepsilon_x \mapsto \sum_x u_x^* \varepsilon_x.$$  

(3.35)

Related to this, we can define a sesquilinear form on $\mathcal{C}$

$$h(\sum_x u_x \varepsilon_x, \sum_y v_y \varepsilon_y) := \sum_x u_x^* v_x \theta_x$$

(3.36)

The sesquilinear form defines an anti-linear isomorphism $\dagger$ between $\mathcal{C}$ and $\mathcal{C}^\vee$ and on basis vectors it is:

$$\varepsilon_x^\dagger = \theta_x \varepsilon_x^\vee \quad \quad (\varepsilon_x^\vee)^\dagger = (\theta_x^*)^{-1} \varepsilon_x.$$  

(3.37)
The Fock space $S^*C$ inherits a sesquilinear form

$$ h(\varepsilon_I,\varepsilon_J) = \langle \varepsilon_I,\varepsilon_J \rangle = \prod_{i=1}^{n} \theta_{x_i} \delta_{I,J} $$

(3.38)

where $I = (x_1, \ldots, x_n)$ is an unordered tuple and

$$ \varepsilon_I = \prod_i \varepsilon_{x_i} \in S^n C $$

(3.39)

We can now try to split the total amplitude by

$$ \bar{A} = \Phi \theta \Phi^\dagger \theta^* $$

(3.40)

The right hand side of (3.40) works out to be

$$ \sum_{\vec{\ell},\vec{s} \in \mathbb{Z}_+^n} c(\vec{\ell}) c(\vec{s}) \prod_x \left( \sum_{d_x=0}^{\infty} (d_x \varepsilon_x^\nu)^+ \frac{\lambda_{d_x}}{d_x!} \left( \frac{\theta_x}{\theta^*} \right)^{d_x} \left( \frac{\varepsilon_x}{\varepsilon^*} \right)^{s_x} \right) $$

(3.41)

So the desired splitting will only hold in the case that $\theta$ is real. In that case we indeed have

$$ \bar{A} = \Phi \theta \Phi^\dagger \theta^*. $$

(3.42)

Thus the existence of a splitting is not universally true, and can put constraints on the defining data of the seed TQFT.

### 3.2.4 Relation to coherent states in a Heisenberg representation

We now can make contact with the literature on “baby universe creation operators” and wormholes [3, 10, 18, 23]. We take $b_0 > 0$ so that the Hilbert space structure on (a suitable completion of) $S^*C$ can be identified with the standard Fock space representation of the Heisenberg algebra associated to $\mathcal{C}$. For a single oscillator $[a,a^\dagger] = 1$, and $a|0\rangle = 0$, and $\langle 0|0 \rangle = 1$. We can denote the unit norm vector $\frac{1}{\sqrt{d!}} (a^\dagger)^{d} |0\rangle$ simply by $|d\rangle$ so that

$$ \langle d_1|d_2 \rangle = \delta_{d_1,d_2}. $$

(3.43)

This can trivially be extended to a collection of oscillators $a_x, a_x^\dagger$ labeled by $x \in \text{Spec}(\mathcal{C})$.

To make contact with standard physical notation we identify:

$$ |d_1,\ldots,d_s\rangle = \prod_{x=1}^{n} \left( \frac{\varepsilon_x}{\sqrt{\theta_x}} \right)^{d_x} $$

(3.44)

We now define the “coherent vector” (not to be confused with the Hartle-Hawking vector $\Psi_{HH}$ defined above!)

$$ \Psi_\theta = \sum_{d \in \mathbb{Z}_+^n} \prod_x \sqrt{\lambda_{d_x}} \left( \frac{\varepsilon_x}{\theta^*} \right)^{d_x} \in S^*C $$

(3.45)
In standard physics notation $\Psi_\theta$ corresponds to the coherent state:

$$|\lambda\rangle := \exp\left(\sum_x \sqrt{\lambda_x} a_x^\dagger\right)|0\rangle. \quad (3.46)$$

We define a “universe annihilating operator”

$$Z_{an} : S^\bullet C \rightarrow C^\vee \otimes S^\bullet C \quad (3.47)$$

by

$$Z_{an} : |d_1, \ldots, d_n\rangle \mapsto \left(\sum_x d_x \varepsilon_x^\vee\right) \otimes |d_1, \ldots, d_n\rangle \quad (3.48)$$

Let $\pi : C^\otimes n \rightarrow S^n C$ be the projection. We denote

$$(\pi \otimes Id) \circ (Id^\otimes n \otimes Z_{an}) \circ (Id^\otimes n^{-1} \otimes Z_{an}) \circ \cdots \circ (1 \otimes Z_{an}) \circ Z_{an}$$

simply by $Z_{an}^n$, so that

$$Z_{an}^n : S^\bullet C \rightarrow S^n C^\vee \otimes S^\bullet C \quad (3.50)$$

Then we can say

$$\Phi_\theta = \frac{1}{1 - Z_{an}} \Psi_\theta \quad (3.51)$$

Similarly

$$\Phi_\theta^\dagger = \frac{1}{1 - Z_{cr}} \Psi_\theta^\vee \quad (3.52)$$

where

$$Z_{cr} : S^\bullet C^\vee \rightarrow S^\bullet C^\vee \otimes C \quad (3.53)$$

is defined by

$$Z_{cr} : \langle d_1, \ldots, d_n| \rightarrow \langle d_1, \ldots, d_n| \otimes \left(\sum_x d_x \varepsilon_x \theta_x\right) \quad (3.54)$$

so now we can write

$$\hat{A} = \langle \lambda| \frac{1}{1 - Z_{cr}} \frac{1}{1 - Z_{an}} |\lambda\rangle. \quad (3.55)$$

Remarks.

1. Note that $Z_{an}$ and $Z_{cr}$ are not really independent operators. We can write

$$Z_{an} \in S^\bullet C^\vee \otimes C^\vee \otimes S^\bullet C \quad (3.56)$$

as

$$Z_{an} = \sum_d d|d\rangle \otimes \varepsilon^\vee \otimes |d\rangle \quad (3.57)$$

where

$$Z_{cr} \in S^\bullet C \otimes S^\bullet C^\vee \otimes C \quad (3.58)$$

is just

$$Z_{cr} = \sum_d |d\rangle \otimes \langle d| \otimes \frac{\varepsilon}{\theta} \quad (3.59)$$

so that $Z_{cr} = Z_{an}^\dagger$. 
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2. One of the primary points of the paper of Marolf and Maxfield [23] is that their model supports the idea that holography fundamentally involves using expectation values in an ensemble of field theories. Many of the formulae of this paper, and particularly the splitting formula that we emphasize, can be viewed as suggesting an alternative interpretation. The splitting space $W$ is the inner product space (or Hilbert space, if suitably completed) of a “holographically dual” quantum system. One way to read equation (3.55) is that it states that expectation values in the holographically dual quantum system with “Hilbert space” $W$ produce amplitudes of the quantum gravitational system. This interpretation resonates with ideas in [26]. Note that this version of holography is somewhat more abstract than traditional examples since the “dual quantum system” is not associated with any asymptotic region of spacetime. It would be interesting to explore this alternative interpretation of summed amplitudes further.

3.3 Non-semisimple theories

In this sub-section we show that the splitting formula exists in two examples of non-semisimple theories. In 3.3.3 we discuss briefly what can be said about the general non-semisimple case.

3.3.1 $\mathbb{CP}^1$

When $\mathcal{C}$ is two-dimensional and not semisimple. We can think of this as the Frobenius structure on the cohomology of $\mathbb{CP}^1$ or the LG model with $W = X^3/3$.

We can choose a basis where $e_1$ is the identity and $e_2$ is nilpotent so

$$e_1^2 = e_1 \quad e_1 e_2 = e_2 \quad e_2^2 = 0 \quad (3.60)$$

The trace is the integral so

$$\theta(e_1) = 0 \quad \theta(e_2) = \theta \quad (3.61)$$

where $\theta \in \kappa^*$ and $\kappa$ is the ground field. It is natural to rescale $e_2$ so that $\theta = 1$. Then the duality $\mathcal{C}^\vee \cong \mathcal{C}$ defined by the nondegenerate pairing is:

$$b^\vee(e_1) = e_2 \quad b^\vee(e_2) = e_1^\vee \quad (3.62)$$

The $U$-shaped cylinder with 2 outgoing circles mapped by $\mathcal{Z}$ to

$$1 \in \kappa \mapsto e_1 \otimes e_2 + e_2 \otimes e_1 \quad (3.63)$$

The comultiplication is:

$$\Delta(e_1) = e_1 \otimes e_2 + e_2 \otimes e_1 \quad \Delta(e_2) = e_2 \otimes e_2 \quad (3.64)$$
Then the characteristic element is $\hbar = 2e_2$ so the handle-adding operation is multiplication of any output or input by

$$\frac{1}{e_1 - \hbar} = e_1 + \hbar = e_1 + 2e_2$$  \hspace{1cm} (3.65)

The sum over all connected surfaces $\theta(1/1 - \hbar) = 2$. This plays the role of $\lambda$. So

$$\bar{A}(0,0) = \exp[2]$$  \hspace{1cm} (3.66)

We write $\exp$ and not the letter $e$ for the transcendental number $e = 2.71828\ldots$ in order to avoid confusion with our notation for vectors.

It is most straightforward to evaluate the Hartle-Hawking vector. Define the symmetrization operation

$$Sym^\kappa(v_1 \otimes \cdots \otimes v_n) := \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(n)}$$  \hspace{1cm} (3.67)

Then the connected bordism from $\emptyset \to (S^1)^n$ with no handles is

$$1 \in \kappa \mapsto e_1 \otimes e_2 \otimes \cdots \otimes e_2 \otimes e_2 \otimes e_1 \otimes e_2 \otimes \cdots \otimes e_2 \otimes e_1$$

$$= nSym^n(e_2^{\otimes(n-1)} \otimes e_1)$$

$$= ne_2^{n-1} e_1$$

$$\hspace{1cm} (3.68)$$

where the last equality is understood to be written in the symmetric algebra. When we add handles we can, for example, add all the handles on the first of the outgoing tubes so we multiply by $(e_1 + 2e_2) \otimes 1^{\otimes(n-1)}$. For $j$ outgoing circles this gives:

$$x_j = je_1 e_2^{-1} + 2e_2 = \left(2 + e_1 \frac{\partial}{\partial e_2}\right) e_2^j$$  \hspace{1cm} (3.69)

again understood to be in the symmetric algebra.

So the component of the HH state with $n$ outgoing boundaries is:

$$\Psi_{HH} = \bar{A}(0,0)B_n(x_1, \ldots, x_n)$$  \hspace{1cm} (3.70)

where $x_j$ are considered in the symmetric algebra $S^*\mathbb{C}$. The first few terms are:

$$\bar{A}(0,0)^{-1}\Psi_{HH} = 1$$

$$+ (e_1 + 2e_2)$$

$$+ (e_1^2 + 6e_1 e_2 + 6e_2^2)$$

$$+ (e_1^3 + 12e_1^2 e_2 + 33e_1 e_2^2 + 22e_2^3)$$

$$+ \cdots$$

$$\hspace{1cm} (3.71)$$

Using equation (A.1) one derives the $n$-th order term for $\Psi_{HH}$:

$$\left(\frac{\partial}{\partial t}\right)^n |_0 \{\exp[te_1 e_2^j] \cdot \exp[2e_2^j]\}$$  \hspace{1cm} (3.72)
which works out to
\[
\sum_{d_2=0}^{n} \left( \sum_{d_1=0}^{\infty} \frac{n!}{d_1!} \sum_{k=d_2}^{n} (n-k)!(k-d_2)! d_1^{n-k} d_2^{k-d_2} \right) e_1^{d_2} e_2^{n-d_2}
\tag{3.73}
\]

Now it is not hard to show that
\[
\sum_{k=y}^{n} \binom{n}{k} x^{n-k} y^k = \binom{n}{y} (x+y)^{n-y}
\tag{3.74}
\]
and therefore the full Hartle-Hawking vector is
\[
\Psi_{HH} = \sum_{a \geq 0, b \geq 0, d = 0}^{\infty} \frac{2^d}{d!} (d+a)^b \binom{a+b}{b} e_1^a e_2^b
\tag{3.75}
\]
Using the rule (B.8) we get the full amplitude from arbitrary ingoing to arbitrary outgoing states by
\[
\hat{A} = \sum_{m=0}^{\infty} (b^\dagger)^m \Psi_{HH}
\tag{3.76}
\]
The result is,
\[
\hat{A} = \sum_{d=0}^{\infty} \frac{2^d}{d!} \sum_{a_1, b_1, a_2, b_2 \geq 0} (d+a_1+a_2)^{b_1+b_2} \binom{a_1+b_1}{a_1} \binom{a_2+b_2}{a_2} (e_2^\dagger)^{a_1} e_1^{a_1} e_2^{b_2} e_2^{b_2}
\tag{3.77}
\]
We can now describe a splitting formula in the sense of (1.10). We wish to write the amplitude in the form
\[
\sum_{a_1, b_1, a_2, b_2} (e_2^\dagger)^{a_1} e_1^{b_1} \left( \sum_{x} N(a_1, b_1; x) M(a_2, b_2; x) \right) e_1^{a_2} e_2^{b_2}
\tag{3.78}
\]
where the sum on x is independent of a_1, b_1, a_2, b_2. We will achieve this but there is no claim that this is the unique way of factorizing the amplitudes and there might well be a physically more transparent splitting presentation of (3.78).

Expanding the factors (d+a_1+a_2)^{b_1} and (d+a_1+a_2)^{b_2} using the binomial theorem, and after a surprising reshuffling of combinatoric factors, we find:
\[
\sum_{a_1, b_1, a_2, b_2} (e_2^\dagger)^{a_1} e_1^{b_1} \sum_{d, k_1, k_2} \left( \frac{a_1+b_1}{a_1} \right) \frac{2^d}{d!} \binom{b_1}{k_1} (d+a_1)^{b_1-k_1} \binom{a_2+b_2}{a_2} \binom{b_2}{k_2} (d+a_2)^{b_2-k_2} e_1^{a_2} e_2^{b_2}
\tag{3.79}
\]
We now introduce an infinite-dimensional inner product space, \( \mathcal{W} \), equipped with a basis \( \{ u_{d, k_1, k_2} \} \) with \( d, k_1, k_2 \in \mathbb{Z}_{\geq 0} \). The inner product is defined to be
\[
\langle u_{d, k_1, k_2}, u_{d', k_1', k_2'} \rangle = \delta_{d, d'} \delta_{k_1, k_1'} \delta_{k_2, k_2'}
\tag{3.80}
\]
Note that with this inner product we have
\[(u_d,k_1,k_2)^\dagger = u_d^\dagger_{d',k_2,k_1}\] (3.81)

Now define
\[\Phi : S^\bullet \mathcal{C} \to \mathcal{W}\] (3.82)

by
\[
\Phi = \sum_{a_1,b_1,d,k_1,k_2} (e_2^{a_1}(e_1^\dagger)^{b_1}) \left\{ \sqrt{\frac{2d}{d!}} \binom{a_1 + b_1}{a_1} \binom{b_1}{k_1} (d + a_1)^{b_1 - k_1} a_{d,k_1}^{b_1} \right\} u_{d,k_1,k_2} (3.83)
\]

Then it is easy to check
\[\bar{A} = \Phi \Phi^\dagger.\] (3.84)

3.3.2 \(\mathbb{C}P^2\)

We consider another example, that of the Frobenius algebra corresponding to the cohomology ring of \(\mathbb{C}P^2\). A basis for this algebra (and the product operation) is the following,
\[
e_1^2 = e_1 \quad e_2^2 = e_3 \quad e_3^2 = 0
\]
\[
e_1 e_2 = e_2 \quad e_1 e_3 = e_3 \quad e_2 e_3 = 0
\] (3.85)

and we see that \(e_1\) plays the role of the unit. The counit operation, after the usual rescaling, is
\[
\theta(e_1) = \theta(e_2) = 0 \quad \theta(e_3) = 1
\] (3.86)

The comultiplication acts on the above basis in the following manner,
\[
\Delta(e_1) = e_1 \otimes e_3 + e_2 \otimes e_2 + e_3 \otimes e_1
\]
\[
\Delta(e_2) = e_2 \otimes e_3 + e_3 \otimes e_2
\]
\[
\Delta(e_3) = e_3 \otimes e_3
\] (3.87)

We can now find the characteristic element (defined as \(m(\Delta(e_1))\), where \(m\) is the product operation),
\[h = 3e_3\] (3.88)

which squares to zero. Also, we can confirm the dimension of the algebra from the equation \(\theta(h) = 3\), which is the TQFT amplitude on the torus. Now, summing over all powers of the characteristic element gives us,
\[H = \sum_{g=0}^{\infty} h^g = e_1 + h = e_1 + 3e_3\] (3.89)

The sum over all connected bordisms is then,
\[\theta\left( \sum_{g=0}^{\infty} h^g \right) = \theta(H) = 3\] (3.90)
which is the analogue of $\lambda$. The sum over all bordisms without boundary then becomes,

$$A(0, 0) = \exp[3]$$

(3.91)

We can now evaluate amplitudes corresponding to sums over bordisms with boundaries. For this, note that

$$\theta(e_1 H) = 3, \quad \theta(e_2 H) = 0, \quad \theta(e_3 H) = 1$$

(3.92)

This tells us how to set up the combinatorics for general amplitudes.

1. Let us begin by considering amplitudes with only ingoing boundaries. For outgoing boundaries, we will simply need to apply the duality maps. We consider a case where we have $n$ ingoing boundary circles labeled $e_1$, $m$ circles labeled $e_3$ and $(2r)$ circles labeled $e_2$, where $m, n, r \in \{0, 1, 2, \cdots\}$.

2. Note that we need an even $(2r)$ connected boundary components labeled with the state $e_2$ since for an odd number of such boundaries, the amplitude vanishes. We start by pairing these components into $r$ pairs. This can be done in

$$\frac{(2r)!}{2^rr!}$$

ways (3.93)

3. For each positive integer $k \in \{0, 1, 2, \cdots, n\}$, we now choose $(n-k)$ of the boundary circles labeled $e_1$ and connect them among themselves. This can be done in

$$\binom{n}{k}$$

ways (3.94)

and leads to a Bell polynomial

$$B_{n-k}(3)\exp[3] = \sum_{d=0}^{\infty} \frac{3^d}{d!} d^{n-k}$$

(3.95)

4. The rest of the $k$ circles labeled $e_1$ now need to be collected into bordisms connected to either the $m$ circles labeled $e_3$ or the $r$ pairs of circles labeled $e_2 \otimes e_2$. This can be done in $(m+r)^k$ ways.

5. Finally, the ingoing boundary condition belongs to $S^\bullet(C)$, so we need to symmetrize the boundary condition, leading to a factor of

$$\frac{(n + 2r + m)!}{n!(2r)!m!}$$

(3.96)

The complete contribution then becomes

$$A(m + n + 2r, 0)(\text{Sym}(e_1^{\otimes n} \otimes e_2^{\otimes 2r} \otimes e_3^{\otimes m}))$$

$$= \sum_{d=0}^{\infty} \frac{3^d}{d!} \sum_{k=0}^{n} \binom{n}{k} d^{n-k} (m + r)^k \frac{(2r)!}{2^r} \frac{(n + 2r + m)!}{n!(2r)!m!}$$

(3.97)
We can now similarly work with amplitudes corresponding to bordisms with only nonempty outgoing boundary to write the Hartle-Hawking vector,

\[
\Psi_{HH} = A(0,0)^{-1} \sum_{m,n,r=0}^{\infty} \sum_{d=0}^{\infty} \frac{3^d}{d!} (d+m+r)^n (2r)! (n+2r+m)! \text{Sym}((e_1)^{\otimes m} \otimes (e_2)^{\otimes 2r} \otimes (e_3)^{\otimes n}) \]

(3.98)

The general amplitude with an arbitrary number of ingoing and outgoing amplitudes then becomes,

\[
\sum_{m_1,n_1,r_1 \geq 0} \sum_{m_2,n_2,r_2 \geq 0} \sum_{d=0}^{\infty} \frac{3^d}{d!} (d+m_1+m_2+r_1+r_2)^{n_1+n_2} \frac{(2r_1+2r_2)!}{2^{r_1+r_2}(r_1+r_2)!} \times \frac{(n_1+(2r_1)+m_1)! (n_2+(2r_2)+m_2)!}{n_1!(2r_1)!m_1! n_2!(2r_2)!m_2!} \times (e_1)^{n_1} (e_2)^{2r_1} (e_3)^{m_1} e_1^{m_2} e_2^{2r_2} e_3^{n_2} \]

(3.99)

We see that there is a new factor,

\[
\frac{(2r_1+2r_2)!}{2^{r_1+r_2}(r_1+r_2)!} \]

(3.100)

that will hinder factorization, but this is precisely the factor we encountered in the case of 1d TQFTs. We can therefore proceed as before to obtain,

\[
\sum_{m_1,n_1,r_1 \geq 0} \sum_{m_2,n_2,r_2 \geq 0} \sum_{d=0}^{\infty} \frac{3^d}{d!} (d+m_2+r_2+m_1+r_1)^{n_2} (d+m_2+r_2+m_1+r_1)^{n_1} \frac{(2r_1+2r_2)!}{2^{r_1+r_2}(r_1+r_2)!} \times \frac{(n_1+(2r_1)+m_1)! (n_2+(2r_2)+m_2)!}{n_1!(2r_1)!m_1! n_2!(2r_2)!m_2!} \times (e_1)^{n_1} (e_2)^{2r_1} (e_3)^{m_1} e_1^{m_2} e_2^{2r_2} e_3^{n_2} \]

(3.101)

We use the binomial expansion as before,

\[
= \sum_{m_1,n_1,r_1 \geq 0} \sum_{m_2,n_2,r_2 \geq 0} \sum_{d=0}^{\infty} \frac{3^d}{d!} \sum_{k_2=0}^{d} \frac{n_2}{k_2} (d+m_2+r_2)^{n_2-k_2} (m_1+r_1)^{k_2} \sum_{k_1=0}^{n_1} \frac{n_1}{k_1} (d+m_1+r_1)^{n_1-k_1} \times (m_2+r_2)^{k_1} \frac{(2r_1+2r_2)!}{2^{r_1+r_2}(r_1+r_2)!} \frac{(n_1+(2r_1)+m_1)! (n_2+(2r_2)+m_2)!}{n_1!(2r_1)!m_1! n_2!(2r_2)!m_2!} (e_1)^{n_1} (e_2)^{2r_1} (e_3)^{m_1} e_1^{m_2} e_2^{2r_2} e_3^{n_2} \]

(3.102)

We now split the extra factor as in the 1d theory,

\[
= \sum_{m_2,n_2,r_2 \geq 0} \sum_{m_1,n_1,r_1 \geq 0} \sum_{d=0}^{\infty} \frac{3^d}{d!} \int_{-\infty}^{\infty} \frac{dh}{\sqrt{2\pi}} e^{-\frac{1}{2}h^2} \times \left[ \frac{n_2}{k_2} (d+m_2+r_2)^{n_2-k_2} (m_2+r_2)^{k_1} (n_2+(2r_2)+m_2)!}{n_2!(2r_2)!m_2!} (e_1)^{n_2} (e_2)^{2r_2} (e_3)^{n_2} \right] \times \left[ \frac{n_1}{k_1} (d+m_1+r_1)^{n_1-k_1} (m_1+r_1)^{k_2} (n_1+(2r_1)+m_1)!}{n_1!(2r_1)!m_1!} (e_1)^{n_1} (e_2)^{2r_1} (e_3)^{m_1} \right] \]

(3.103)
and we can once again introduce an auxiliary Hilbert space $\mathcal{W}$ spanned by elements of the form

$$u_{d,k_1,k_2,h}$$

(3.104)

to write the amplitudes in split form,

$$\mathcal{A} = \Phi \Phi^\vee, \quad \Phi : S^\ast(\mathcal{C}) \to \mathcal{W}$$

(3.105)

where,

$$\Phi = \sum_{m_2,n_2,r_2} \sum_{d,k_1,k_2} \sqrt{\frac{3^d}{d!}} \frac{(n_2 + 2r_2 + m_2)!}{n_2!(2r_2)!m_2!} \int_{-\infty}^{\infty} \frac{dh}{(2\pi)^{1/4}} e^{-\frac{1}{4} h^2}$$

$$\left( d + m_2 + r_2 \right)^{n_2-k_2} \left( m_2 + r_2 \right)^{k_1} \left( e_1 \right)^{m_2} \left( e_2 \right)^{2r_2} \left( e_3 \right)^{n_2} u_{d,k_1,k_2,h}$$

(3.106)

In the $\mathbb{CP}^N$ cohomology ring TQFTs for higher $N$, we will have more such factors of the form $p!/q!$, and a general way to factorize such terms involves using the integral forms of the Gamma function and the reciprocal Gamma function.

### 3.3.3 Some remarks on the general non-semisimple case

It was noted in [27] that since a 2d closed TQFT is completely determined by a commutative Frobenius algebra we can decompose the theory according to an orthogonal decomposition of Frobenius algebras. Therefore we can decompose it into a semisimple and non-semisimple part. The non-semisimple subalgebra will have nilpotent elements. In general the non-semisimple subalgebra can be decomposed as a sum of irreducible algebras $A$. For the irreducible algebras there will be a filtration by ideals

$$A = N_m \supset N_{m-1} \supset \cdots \supset N_0$$

(3.107)

where $N_0$ is the so-called socle, the space of all elements $x \in A$ with the property that $ax = 0$ for all $a \in A$ which are nilpotent. In the Frobenius case the socle is one-dimensional, and there is a unique element $s \in N_0$ such that $\theta(s) = 1$. One can show that there is a basis $\{a_1, \ldots, a_n\}$ for $A$ and a dual basis $\{b_1, \ldots, b_n\}$ for $A$, so $\theta(a_ib_j) = \delta_{ij}$, and such that $a_ib_i = s$. A good example of this structure is provided by the cohomology of an arbitrary manifold.\footnote{Assume for simplicity that the odd dimensional cohomology vanishes. If not then the Frobenius algebra is super-commutative and many signs need to be accounted for.} $A = H^\ast(M; \kappa)$. Then if $\dim M = m$ we can take $N_k$ to be the subspace of forms of degree $\geq m - k$. Then we take $a_1 = 1, \ldots, a_n = s$ and $b_1 = s, \ldots, b_n = 1$ and $\{a_i\}$ and $\{b_j\}$ are Poincaré dual bases. One can show that the comultiplication is

$$\Delta(x) = \sum_i x a_i \otimes b_i = \sum_i a_i \otimes b_i x$$

(3.108)

and $\mathfrak{h} = (\dim A)s$ so $\mathcal{A}(0,0) = \exp[\dim A]$. To go further one needs to make use of the ring structure of $A$. For example, the genus zero connected bordism from $\emptyset$ to the disjoint union of three circles maps $1 \in \kappa$ to

$$\sum_{i,j} a_ia_j \otimes b_j \otimes b_j.$$

(3.109)
Clearly to go further and produce an explicit formula for the HH vector we need to make use of the ring structure $a_i a_j = c_{ij}^k a_k$. We leave further analysis for another occasion.

4 $d = 2$ open-closed TQFT

We now come to the case of open-closed TQFT. We will only discuss the semisimple case, so this is the same thing as fully extended 2d TQFT.

The open-closed theory is characterized by a $\kappa$-linear category of boundary conditions $\mathcal{B}$. As shown in [25], in the semisimple case the general structure is the following. We can decompose the closed string space $\mathcal{C}$ into idempotents as in equation (3.9) above. Then we must choose a square-root $\mu_x$ of each of the “dilaton values” $\theta_x = \mu_x^2$ and the general boundary condition $a \in \text{Obj}(\mathcal{B})$ is a finite-dimensional vector bundle $W \to \text{Spec}(\mathcal{C})$. Concretely, this is a vector space $W_x$ attached to each $\varepsilon_x$.

4.1 Very simplest case

Let us take the semisimple case with $\mathcal{C} = \kappa \cdot \varepsilon$ and $\varepsilon^2 = \varepsilon$ and $\theta(\varepsilon) = \mu^2$ where we have a chosen $\mu$. Let us focus on a single boundary condition $a$ with $\mathcal{O}_{aa} = \text{Mat}_{N_a \times N_a}(\kappa)$.

In this case we have the open to closed map on $T \in \mathcal{O}_{aa}$

$$\iota^a(T) = \frac{\text{Tr}(T)}{\mu} \varepsilon$$

and the open trace:

$$\theta_a(T) = \mu \text{Tr}(T).$$

A natural basis for $\mathcal{O}_{aa}$ is $e_{ij}$ and then

$$b^\vee(e_{ij}) = \mu e^\vee_{ji}$$

$$b^\vee(e^\vee_{ij}) = \frac{1}{\mu} e_{ji}.$$ (4.3)

Note that in the sum over bordisms just as the closed-string amplitudes factor descend to endomorphisms of $S^\bullet \mathcal{C}$, similarly the open-string amplitudes descend to an endomorphism of $S^\bullet \mathcal{O}_{aa}$. We will now give an explicit formula for this endomorphism in terms of the defining data of the open-closed theory and exhibit the basic splitting phenomenon of equation (1.10).

We first derive a formula for the Hartle-Hawking covector. The amplitude associated with the sum of bordisms from one ingoing open interval to the emptyset can be thought of as the composition of maps $T \in \mathcal{O}_{aa} \to \mathcal{C} \to \kappa$ and is given explicitly by

$$T \to \frac{\text{Tr}(T)}{\mu} \varepsilon \to \frac{\text{Tr}(T)}{\mu} e^\lambda B_1(\lambda)$$ (4.4)

where $T \in \mathcal{O}_{aa}$.

Now consider the sum of bordisms from two ingoing open intervals to the emptyset. With two ingoing open intervals we must contract the indices of $T_1 \otimes T_2 \in \mathcal{O}_{aa} \otimes \mathcal{O}_{aa}$. This

---

$^{23}$As explained in [25] the choice of square root $\mu$ is a primitive version of the “$B$-field” of string theory.
can be done in two ways. The resulting state can then be mapped to a closed string state, and then we can map the resulting closed string state to $\kappa$ in the two ways counted by the Bell polynomials.

Thus, if we connect the dotted lines on the ends of the one-dimensional morphisms to themselves we get the closed string state

$$\frac{\text{Tr}(T_1)}{\mu} \varepsilon \otimes \frac{\text{Tr}(T_2)}{\mu} \varepsilon$$

Then we map the two ingoing closed string states to nothing either via two connected components or via one connected component. So we get

$$\frac{\text{Tr}(T_1)}{\mu} \frac{\text{Tr}(T_2)}{\mu} B_2(\lambda) e^\lambda.$$  \hfill (4.6)

Alternatively, we can connect the dotted lines together to get the closed string state

$$\frac{\text{Tr}(T_1 T_2)}{\mu} \varepsilon$$

and then this is mapped to $\kappa$ to give

$$\frac{\text{Tr}(T_1 T_2)}{\mu} B_1(\lambda) e^\lambda.$$  \hfill (4.8)

We sum these two so at degree two the HH covector acts on $T_1 T_2 \in S^2 O_a$ as follows

$$\Psi^\vee_{HH} : T_1 T_2 \mapsto e^\lambda \left( \frac{\text{Tr}(T_1)}{\mu} \frac{\text{Tr}(T_2)}{\mu} B_2(\lambda) + \frac{\text{Tr}(T_1 T_2)}{\mu} B_1(\lambda) \right).$$

The above reasoning generalizes. It is helpful at this point to recall the categorical viewpoint: the “open string” intervals, either ingoing or outgoing, are mapped by the field theory functor $Z$ to morphisms in a 1-category $\mathfrak{B}$, the category of boundary conditions. The interval is therefore oriented and the $k^{th}$ interval in general maps boundary condition $a_k$ to $b_k$ where $a_k$ and $b_k$ are objects in $\mathfrak{B}$. The two-dimensional surfaces are mapped by $Z$ to 2-morphisms in the target category $\mathfrak{C}$. The image of a 2-dimensional bordism maps the images of the ingoing intervals to those of the outgoing intervals. As the two-dimensional bordism “evolves” the endpoints of each interval “evolve”. In figures 3, 4, 5 below the evolution of these endpoints is illustrated as a dotted line carrying the appropriate boundary condition. In [25] such boundaries were called constrained boundaries and we will continue to use that terminology in this paper. The dotted lines with the same boundary condition must be connected up so that an “outgoing object” (in the sense of a 1-morphism) is connected to an “ingoing object” (in the sense of a 1-morphism). The relevant intervals might be in- or out-going in the 2-morphism.

Now consider the case where all the ingoing intervals are morphisms of a single boundary condition $a \in \text{Obj}(\mathfrak{B})$ to itself. With $n$ ingoing intervals there are $n$ outgoing (in the

\[24\]The 2-category is the 2-category of (Frobenius) algebras. The objects (i.e. the 0-morphisms) are Frobenius algebras, the 1-morphisms are bimodules, and the 2-morphisms are intertwiners.
Figure 3. The three contributions to the amplitude corresponding to the sum over bordisms with two interval boundaries.

Figure 4. The ingoing and outgoing intervals have an orientation. They should be considered one-morphisms in a two-category between objects of that two-category, while the two-dimensional surface is a two-morphism between one-morphisms. The dashed lines inherit an orientation and carry a boundary condition associated with the end of the ingoing (or outgoing) interval. The dashed lines with the same boundary condition must be connected up, leading to symmetric group combinatorics when evaluating the amplitudes.

sense of the 1-morphism) dotted lines which must connect up with one of the $n$ ingoing (in the sense of the 1-morphism) dotted lines. There is one diagram for each element of the symmetric group $\sigma \in S_n$, telling which ingoing line is the destination of a given outgoing line. Thus, for each element of the symmetric group, $\sigma \in S_n$ we associate an outgoing closed string state:

$$\otimes_{c \in cyc(\sigma)} \frac{\text{Tr}(T_c)}{\mu} \varepsilon$$\hspace{1cm}(4.10)$$

where $cyc(\sigma)$ is the set of cycles in the cycle decomposition of $\sigma$. So $\sigma = \prod_{cyc(\sigma)} c$ where $c$ are disjoint cycles and for each cycle $c$ in that decomposition we can write $c = (i_1, \ldots, i_k)$. We denote

$$\text{Tr}(T_c) := \text{Tr}(T_{i_1} \cdots T_{i_k}).$$\hspace{1cm}(4.11)$$
Suppose there are \( r(\sigma) \) cycles in the cycle decomposition of \( \sigma \). Now we can map the closed strings to nothing using the usual Bell polynomial combinatorics. Thus, the map

\[
\bar{A}_{\text{open}}(n, 0) : \mathcal{O} \otimes \cdots \otimes \mathcal{O} \to \kappa
\]

is given by

\[
T_1 \cdots T_n \mapsto \sum_{\sigma \in S_n} B_{r(\sigma)}(\lambda)e^{\lambda \prod_{c \in \text{cycl}(\sigma)} \mu^{-1} \text{Tr}(T_c)}
\]

where \( T_1 \cdots T_n \in S^n \mathcal{O}_{aa} \). We will henceforth just write \( r(\sigma) \) simply as \( r \) to lighten the notation. Using the usual formula for the Bell polynomial we can write:

\[
T_1 \cdots T_n \mapsto \sum_{d=0}^{\infty} \frac{\lambda^d}{d!} \sum_{\sigma \in S_n} \frac{d}{\mu} \prod_{c \in \text{cycl}(\sigma)} \text{Tr}(T_c)
\]

Now, we can give a nice formula for the HH covector.

Consider first a fixed summand associated to \( d \) in equation (4.14). We define the functionals on \( S^n \mathcal{O} \):

\[
\varphi_{n,x}(T_1, \ldots, T_n) := \sum_{\sigma \in S_n} \prod_{c} (x \text{Tr} T_c).
\]

and we have \( x = d/\mu \) for the \( d \)th term in (4.14). Now define \( \tilde{\varphi}_{n,x}(T) = \varphi_{n,x}(T, \ldots, T) \) to be the restriction to the diagonal. (Recall, again the remark of appendix C.) We claim that

\[
\sum_{n \geq 0} \frac{\tilde{\varphi}_{n,x}(T)}{n!} = \exp[-x \log(1 - T)]
\]

To prove this note that it suffices to prove it for the case \( N_a = 1 \), so \( \mathcal{O}_{aa} = \kappa \), since the generic matrix is diagonalizable and the functional is continuous. Setting \( T = t \in \kappa \) equation (4.15) simplifies to

\[
\tilde{\varphi}_{n,x}(t) = \sum_{P_n} \frac{n!}{\prod_{k=1}^{n} k! \ell_k!} x^{\sum_{k} \ell_k} t^n
\]

where \( P_n \) is the set of partitions of \( n \), so \( 1 \cdot \ell_1 + 2 \cdot \ell_2 + \cdots + n \cdot \ell_n = n \). These partitions are in 1-1 correspondence with conjugacy classes in \( S_n \). Now notice that

\[
\sum_{n=0}^{\infty} \frac{\tilde{\varphi}_{n,x}(t)}{n!} = \exp[-x \log(1 - t)]
\]

from which (4.16) follows.

We now observe that there is a matrix model representation

\[
\sum_{n \geq 0} \frac{\tilde{\varphi}_{n,x}(T)}{n!} = \int_{\mathcal{E}_{Na}} [dH] e^{-TrV_x(H) + Tr(TH)}
\]

where \( \mathcal{E}_{Na} \) is the ensemble of \( N_a \times N_a \) Hermitian matrices and \([dH]\) is the standard Euclidean measure. We can derive \( V_x(H) \) from the inverse matrix Laplace transform. It is given by:

\[
e^{-V_x(H)} = \int_{\sqrt{-1} \mathcal{E}_{Na}} [dS] e^{-x \text{Tr} \log(1 - S) - \text{Tr}(SH)}
\]
where $[dS]$ is the Euclidean measure divided by $(2\pi)^{N^2}$. Thus we obtain the matrix-model representation:

$$\varphi_{n,x}(T) = \int_{E_{N_a}} [dH] e^{-TrV_x(H)} \prod_{i=1}^n \text{Tr}(HT_i).$$  \hfill (4.21)

Finally, including the sum over $d$ we have

$$\Psi^{\dagger}_{HH}(T_1, \ldots, T_n) = \int_{E_{N_a}} [dH] e^{-U(H)} \prod_{i=1}^n \text{Tr}(HT_i)$$  \hfill (4.22)

where

$$e^{-U(H)} = \int \sqrt{-1} \epsilon_{N_a} [dS] \exp \left[ \lambda e^{-\frac{1}{\mu} \text{Tr}(1-S)} - \text{Tr}(SH) \right].$$  \hfill (4.23)

Now, applying the $b^\dagger$ operators we get

$$\tilde{A} = \sum_{S_i, S_o} \prod_{a=1}^{n_i} e_{i_a, j_a}^\dagger \prod_{b=1}^{n_o} e_{j_b, i_b} \int_{E_{N_a}} [dH] e^{-U(H)} \prod_{S_i} H_{j_a, i_a} \prod_{S_o} H_{j_b, i_b}$$  \hfill (4.24)

Here $S_i$ is a collection $i_1, j_1, \ldots, i_{n_i}, j_{n_i}$ and similarly for $S_o$. It follows rather directly that we have

$$\tilde{A} = \Phi_{a,\mu} \Phi^\dagger_{a,\mu}$$  \hfill (4.25)

where

$$\Phi_{a,\mu}: S^*O \to L^2(E_{N_a})$$  \hfill (4.26)

is given by

$$\Phi_{a,\mu} := \sum_{S_i} \prod_{a=1}^{n_i} e_{i_a, j_a}^\dagger \int_{E_{N_a}} [dH] e^{-\frac{1}{2}U(H)} \prod_{S_i} H_{j_a, i_a} \langle H \rangle$$  \hfill (4.27)

and, similarly to what we found in the 1d case, $\mu$ must be real. (In particular, $\theta_x > 0$.)

With the sesquilinear form such that

$$(e_{ij}^\dagger)^\dagger = \mu^{-1} e_{ij}$$  \hfill (4.28)

the sesquilinear structure on $O$ is nondegenerate and real, but not necessarily positive.

**Remarks.**

1. The above formula recovers nicely a formula of [18] (subject to the remarks of section 1.1 above) which, in our notation, is the HH covector evaluated on the exponentiated diagonal:

$$\Psi^\dagger_{HH}(e^T) = \exp\left[ \lambda \frac{(\det(1-T))^{1/\mu}}{1/(\det(1-T))^{1/\mu}} \right].$$  \hfill (4.29)

2. Also note that if $T$ has eigenvalue 1 and $\mu > 0$ then the amplitude is infinite. It always makes sense as a generating series, but the “nonperturbative sum” must be defined on a subdomain.

\footnote{The existence of the integral is tricky. It depends on the sign of $\mu$ and might need to be defined by analytic continuation, and it might be distribution-valued, as a function of $H$.}
4.2 Some extensions of the result

1. Mixed Boundary Conditions. We can include the full set of boundary conditions by considering the amplitude to be an element of

$$\tilde{A} \in \text{End}(S^\bullet(\oplus_{a,b} O_{ab}))$$

(4.30)

Note that $\oplus_{a,b} O_{ab}$ can be thought of as $\infty \times \infty$ matrices but with a block structure so that along the diagonal we have a $1 \times 1$ block, then a $2 \times 2$ block then a $3 \times 3$ block and so on so that at the $n^{th}$ step we have an $\frac{1}{2}n(n+1) \times \frac{1}{2}n(n+1)$ square matrix with this block structure. We let $E_\infty = \lim_{N \to \infty} E_N$ and then

$$\mathcal{W} = L^2(E_\infty)$$

(4.31)

and the same splitting formula above applies, now taking into account arbitrary boundary conditions.

2. Including Closed String States. If we allow both intervals and circles as in- and out-going objects then we have

$$\tilde{A} \in \text{End}(S^\bullet(\oplus_{a,b} O_{ab}) \otimes S^\bullet C),$$

(4.32)

Including closed string states is straightforward. Each cyclic combination of the ingoing morphisms gives a closed string state $\mu^{-1}Tr(T_c)\varepsilon_x$. Then if we have $n_{cl}$ ingoing states $\phi_1, \ldots, \phi_{n_{cl}}$ with $\phi_i = z_i\varepsilon$ we have

$$T_1 \otimes \cdots \otimes T_n \otimes \phi_1 \otimes \cdots \otimes \phi_{n_{cl}} \mapsto \prod_i z_i \sum_{\sigma \in S_n} \left( \prod_{c \in \text{cycl}(\sigma)} \text{Tr}(T_c) \right) \mu^{-r}B_{r+n_{cl}}(\lambda)e^\lambda$$

(4.33)

because after the open to closed maps have been applied with effectively have $r+n_{cl}$ ingoing closed string states which can be combined with the usual combinatorics. Recall that $r$ in this sum is the number of cycles of $\sigma$.

The same manipulations as above now give the factorization of the total open-closed amplitude with arbitrary boundary conditions:

$$\tilde{A} : S^\bullet C \otimes S^\bullet O \to S^\bullet C \otimes S^\bullet O$$

(4.34)

where $O = \oplus_{a,b} O_{ab}$, as

$$\tilde{A} = \Phi_\mu \Phi_\mu^\dagger$$

(4.35)

where

$$\Phi_\mu : S^\bullet C \otimes S^\bullet O \to S^\bullet C \otimes L^2(E_\infty)$$

(4.36)

is given by

$$\Phi_\mu = \sum_{n=0}^\infty \sum_{S_{in}}^\infty \int_{E_\infty} [dH](d\varepsilon^\dagger)^n \otimes S_{in} e^\dagger_{i_{in}j_{in}}$$

$$\sqrt{\lambda^d \int d^d! e^{-\frac{1}{2}y_{d/\mu}(H)} \prod_{S_{in}} H_{j_{in}i_{in}} \langle H |}$$

(4.37)
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Again recall that the sesquilinear structure is given by (4.28) and
\[(\varepsilon^\vee)^\dagger = \frac{\varepsilon}{\bar{\theta}} \quad (\varepsilon)^\dagger = \frac{1}{\mu} \varepsilon^\vee\] (4.38)

As a corollary, if we consider the HH co-vector \(\Psi_{HH}^\vee : S^*(C) \otimes S^*(O) \rightarrow \kappa\) evaluated on the exponentiated diagonal we get:
\[\Psi_{HH}^\vee(e^\phi \otimes e^T) = \exp \left[ \frac{\lambda \epsilon^u}{(\det(1 - T))^{1/\mu}} \right]\] (4.39)
where \(\phi = u\varepsilon\), thus giving an interpretation to an expression appearing in [18].

3. Closed Constrained Boundary Conditions. As we have mentioned above, there is a category \(\mathcal{B}\) of boundary conditions. We can consider a bordism category where the morphisms are surfaces with boundary with three kinds of boundaries: first, there are in- and out-going one-dimensional boundaries with the endpoints of the intervals connected by constrained boundaries, as we have thus far discussed. But now there can be closed constrained boundaries, labeled by objects of \(\mathcal{B}\), which are neither in-going nor out-going. See figure 5 below.

The amplitudes with closed constrained boundaries can be computed by the insertion of a boundary state. If \(\beta \in \text{Ob}(\mathcal{B})\) then its associated boundary state is obtained by applying the open to closed map to the identity in \(\mathcal{O}\) to get (in the notation of [25]):
\[\iota^\beta(1) = \frac{w_\beta}{\mu} \varepsilon \in \mathcal{C}\] (4.40)
where \(w_\beta \in \mathbb{Z}_+\) is the dimension of the vector bundle over the spacetime point.

Now, if we specify that the two-dimensional morphism has \(L_\beta\) closed constrained boundary holes of type \(\beta\) then equation (4.33) gives the following component of the HH covector:
\[T_1 \otimes \cdots \otimes T_n \otimes \phi_1 \otimes \cdots \otimes \phi_{\text{cl}} \mapsto \prod z_i \prod_{\beta} \left( \frac{w_\beta}{\mu} \right)^{L_\beta} \sum_{\sigma \in S_n} \left( \prod_{c \in \text{cycles}(\sigma)} \text{Tr}(T_c) \right)^{-r} B_{r+n_{\text{cl}}+L_\beta}(\lambda) e^\lambda\] (4.41)

4. Once we allow two-dimensional morphisms with closed constrained boundaries of type \(\beta\) the question arises whether we wish to sum over the insertions of closed constrained boundaries, and with what combinatorics. One natural thing to do is sum over all numbers of constrained boundaries of all types.

For a single fixed boundary condition \(\beta\) we can consider
\[\sum_{L_\beta=0}^{\infty} \frac{x_\beta^L}{L_\beta!} A_{L_\beta}\] (4.42)

We introduced a fugacity \(x_\beta\) so that we can recover the amplitudes with a fixed number of constrained boundaries if desired.
Figure 5. An example of a 2-morphism illustrating the difference between constrained boundaries attached to in or out-going intervals and the closed constrained boundaries. The latter are the red, green, and blue circles.

The net effect is simply to replace

$$\sqrt{\frac{\lambda^d}{d!}} \rightarrow \sqrt{\frac{\lambda^d}{d!}} \exp \left[ \frac{1}{2} x_\beta w_\beta d \right]$$  \hspace{1cm} (4.43)

in the definition of $\Phi_\lambda$ in equation (4.37).

Now the value of the HH covector on the exponentiated diagonal, is:

$$\sum_{L_\beta=0}^\infty \frac{x_\beta^{L_\beta}}{L_\beta!} \Psi_L^{\gamma H, L_\beta} (e^{\phi_c} e^T) = \sum_{L_\beta=0}^\infty \sum_{n_{cl}=0}^\infty \sum_{n=0}^\infty \frac{x_\beta^{L_\beta}}{L_\beta!} \frac{1}{n_{cl}! n!} \Psi_L^{\gamma H, L_\beta} (\phi^{n_{cl}} T^n)$$

$$= \sum_{L_\beta=0}^\infty \sum_{n_{cl}=0}^\infty \sum_{n=0}^\infty \frac{x_\beta^{L_\beta}}{L_\beta!} \frac{\lambda^d}{d!} \left( \frac{d \omega_\beta}{\mu} \right)^{L_\beta} (du)^{n_{cl}} \sum_{\sigma \in S_n} \left( \frac{d}{\mu} \right)^r \prod_e T_e \sum_{\sigma \in S_n} \left( \frac{d}{\mu} \right)^r \prod_e T_e \hspace{1cm} (4.44)$$

$$= \exp \left[ \frac{\lambda e^u e^{x_\beta w_\beta}}{\mu} \right] \left( \det(1 - T) \right)^{1/\mu}.$$  \hspace{1cm} (4.45)

When we generalize to include all boundary conditions we now get the result

$$\prod_{\beta=0}^\infty \exp \left[ \frac{\lambda e^u e^{x_\beta w_\beta}}{\mu} \right] \left( \det(1 - T) \right)^{1/\mu}$$  \hspace{1cm} (4.46)$$

The boundary conditions are labeled by vector bundles over the spacetime point, so we can identify $\beta$ with the dimension $w_\beta \in \mathbb{Z}_+$ of this vector space. So, now identifying a boundary condition with a nonnegative integer $w \in \mathbb{Z}_+$, the grand formula for the HH covector evaluated on the exponentiated diagonal, including all possible closed constrained holes is:

$$\exp \left[ \frac{\lambda e^u}{\mu} \sum_{w=0}^\infty e^{x_\beta w_\beta} \frac{1}{\mu} \right] \left( \det(1 - T) \right)^{1/\mu}$$  \hspace{1cm} (4.46)$$

where $T$ is infinite by infinite.
5. dim \( \mathcal{C} > 1 \). The decompositions

\[
\mathcal{C} = \bigoplus_x \mathbb{C} \varepsilon_x
\]
\[
\mathcal{O}_{ab} \cong \bigoplus_x \text{Mat}_{\mathbb{N}_x \times \mathbb{N}_y}
\]

are orthogonal. So if a connected surface has ingoing homogeneous elements with different supports \( x \neq y \) then the amplitude is zero. Therefore all the amplitudes factorize as a product over \( x \in X \), up to the multinomial combinatorial factors described in the 1d and closed 2d case above. For example, the vacuum-to-vacuum amplitude with \( \mathcal{L}_\beta \) constrained boundaries of type \( \beta \) is given by

\[
\tilde{A}\{\mathcal{L}_\beta\}(0,0) = \sum_{\vec{\varepsilon} \in \mathbb{Z}^{n+}} \prod_x \left( e^{-\lambda_x} \lambda_x^{d_x} \right) \prod_{\beta} \left( \sum_x \frac{w_{\beta,x} d_x}{\mu_x d_x} \right)^{L_{\beta}}
\]

6. In section 3.2.4 we have suggested an alternative viewpoint to the ensemble viewpoint of holography. Nevertheless, it should be noted that, for specialized values of parameters, the result (4.49) does raise the possibility of a holographic interpretation of the amplitudes in terms of ensembles of 1d TQFTs, more in line with the interpretation of [23]. The specialization means that we must take the values of the open string couplings \( \mu^{-1}_{x} \) to be positive integers.\(^26\) For simplicity, assume \( \mathcal{C} \) is one-dimensional and we restrict attention to just one boundary condition with \( \mathcal{O}_{aa} = \text{Mat}_N(\mathbb{C}) \). Then we can write equation (4.49) as

\[
\frac{\tilde{A}_L(0,0)}{\tilde{A}(0,0)} = \langle Z(S^1)^{\mathcal{L}} \rangle_{\mathcal{E}}
\]

where, on the r.h.s. \( Z(S^1) \) is a stochastic variable on an ensemble \( \mathcal{E} \) of 1d TQFT’s \( \mathcal{E} = \{T_d\}_{d \in \mathbb{N}} \) where \( T_d(\text{pt}) \) is a complex vector space of dimension \( d^N \), and \( Z(S^1) \) is the stochastic variable given by the partition function of the 1d TQFT on the circle. The measure on the ensemble is simply the Poisson measure \( p(T_d) = \frac{\lambda^d}{d!} e^{-\lambda} \). It is also possible to view the right hand side of (4.50) as a partition function on the circle of a 1d TQFT whose target category is that of finite-dimensional vector bundles over a measure space. In order for these interpretations to be completely satisfactory, one would wish to extend them to all the other kinds of amplitudes we have discussed, in particular, with nonempty in- and out-going state spaces. We leave the exploration of this idea for another occasion.

### 4.3 What is this mathematical structure?

One may well ask whether the amplitudes we have derived belong to a known algebraic structure. For example, it is natural to wonder if they define interesting cyclic cohomology classes, or \( A_\infty \) or \( L_\infty \) maps. The answer to these questions is “no”.

For the case \( \dim \mathcal{C} = 1 \) and \( \mathcal{O} = \text{Mat}_{N \times N}(\kappa) \) we list the first several \( n \)-fold multiplications \( m_n : S^n \mathcal{O} \to \mathcal{O} \), which put an interesting algebraic structure on \( \mathcal{O} \):

\(^26\)Of course, in this case the sum over geometries diverges and must be defined by analytic continuation.
The 0 – 1 amplitude is simply

$$m_0 = \frac{I}{\mu} B_1(\lambda) e^\lambda$$

(4.51)

where $I$ is the unit matrix. The 1 – 1 amplitude is

$$m_1(T) = e^\lambda \left[ \frac{I}{\mu} \frac{B_2(\lambda)}{\mu^2} \text{Tr}(T) + \frac{T}{\mu} \frac{B_1(\lambda)}{\mu} \right]$$

(4.52)

so $m_1^2$ is nonzero if $\lambda$ is nonzero. The 2-to-1 map from two ingoing intervals to one outgoing interval is:

$$m_2(T_1, T_2) = e^\lambda \frac{I}{\mu} \left( \frac{B_3(\lambda)}{\mu^3} \text{Tr}(T_1) \text{Tr}(T_2) + \frac{B_2(\lambda)}{\mu^2} \text{Tr}(T_1 T_2) \right) + e^\lambda \left[ \frac{T_1 B_2(\lambda)}{\mu^2} \text{Tr}(T_2) + \frac{T_2 B_2(\lambda)}{\mu^2} \text{Tr}(T_1) + \frac{T_1 T_2 + T_2 T_1}{\mu} B_1(\lambda) \right].$$

(4.53)

Note that on the right hand side of this equation $T_1 T_2$ refers to the standard matrix product and not an element of $S^2\mathcal{O}$. Thus $T_1 T_2 + T_2 T_1$ is the standard Jordan product on $\mathcal{O}$.

The above product $m_2 : S^2\mathcal{O} \to \mathcal{O}$ is nonassociative. The associator can (after tedious computation) be shown to be

$$a(T_1, T_2, T_3) = \frac{e^{2\lambda}}{\mu} \left[ [[T_1, T_3], T_2] \frac{B_1(\lambda)}{\mu^2} + \frac{T_1}{\mu} \left( N\text{Tr}(T_2) \text{Tr}(T_3) \frac{B_3(\lambda) B_2(\lambda)}{\mu^5} ight. \right. \right.$$  

$$+ 2\text{Tr}(T_2) \text{Tr}(T_3) \frac{B_3(\lambda) B_1(\lambda)}{\mu^4} + N\text{Tr}(T_2 T_3) \frac{B_2(\lambda)^2}{\mu^4} + 4\text{Tr}(T_2 T_3) \frac{B_2(\lambda) B_1(\lambda)}{\mu^3}$$

$$\left. \left. + \text{Tr}(T_2) \text{Tr}(T_3) \frac{B_2(\lambda)^2}{\mu^4} \right) \right. \right.$$  

$$- \frac{T_3}{\mu} \left( N\text{Tr}(T_1) \text{Tr}(T_2) \frac{B_3(\lambda) B_2(\lambda)}{\mu^5} + 2\text{Tr}(T_1) \text{Tr}(T_2) \frac{B_3(\lambda) B_1(\lambda)}{\mu^4} + N\text{Tr}(T_1 T_2) \frac{B_2(\lambda)^2}{\mu^4} \right. \right.$$  

$$\left. \left. + 4\text{Tr}(T_1 T_2) \frac{B_2(\lambda) B_1(\lambda)}{\mu^3} + \text{Tr}(T_1) \text{Tr}(T_2) \frac{B_2(\lambda)^2}{\mu^4} \right) \right. \right.$$  

$$\left. + \frac{I}{\mu} \left( \text{Tr}(T_1) \text{Tr}(T_2 T_3) - \text{Tr}(T_1 T_2) \text{Tr}(T_3) \right) \left( N \frac{B_2(\lambda) B_3(\lambda)}{\mu^5} + 2 \frac{B_1(\lambda) B_3(\lambda)}{\mu^4} + \frac{B_2(\lambda)^2}{\mu^4} \right) \right]$$

(4.54)

Perhaps what we are finding here is a homotopy generalization of a Jordan algebra. We leave this question to future study. For the record we give the general formula for the
map $m_n : S^n \mathcal{O} \to \mathcal{O}$:

$$m_n(T_1, \cdots, T_n) = \sum_{d=0}^{\infty} \frac{\lambda_d}{d!} \left[ I \frac{d}{d\mu} A_n^{(d)}(T_1, \cdots, T_n) + \sum_{i=1}^{n} \frac{T_i}{\mu} \frac{d}{d\mu} A_{n-1}^{(d)}(T_1, \cdots, \hat{T_i}, \cdots, T_n) + \sum_{i=1}^{n} \sum_{j>i}^{N} \frac{\text{Sym}(T_j T_k)}{\mu} A_n^{(d)}(T_1, \cdots, \hat{T_i}, \cdots, \hat{T_j}, \cdots, T_n) + \cdots + \frac{\text{Sym}(T_1 T_2 \cdots T_n)}{\mu} A_0^{(d)} \right]$$

(4.55)

where

$$\text{Sym}(T_1 T_2 \cdots T_k) = \sum_{\sigma \in S_k} T_{\sigma(1)} \cdots T_{\sigma(k)}$$

(4.56)

with ordinary matrix products on the right hand side and the scalar-valued functions $A_n^{(d)}$ are defined by

$$A_n^{(d)}(T_1, \cdots, T_n) = \sum_{\sigma \in S_n} \left( \frac{d}{\mu} \right)^{\text{cyc} \sigma} \sum_{i_1, \cdots, i_n, j_1, \cdots, j_n} (T_1)_{i_1 j_1} \cdots (T_n)_{i_n j_n} \delta_{i_1 \sigma(j_1)} \cdots \delta_{i_n \sigma(j_n)}$$

(4.57)

For example,

$$A_0^{(d)} = 1$$

$$A_1^{(d)}(T) = \frac{d}{\mu} \text{Tr}(T)$$

$$A_2^{(d)}(T_1, T_2) = \frac{d^2}{\mu^2} \text{Tr}(T_1) \text{Tr}(T_2) + \frac{d}{\mu} \text{Tr}(T_1 T_2)$$

$$A_3^{(d)}(T_1, T_2, T_3) = \frac{d^3}{\mu^3} \text{Tr}(T_1) \text{Tr}(T_2) \text{Tr}(T_3) + \frac{d^2}{\mu^2} \text{Tr}(T_1 T_2) \text{Tr}(T_3) + \text{Tr}(T_1 T_2 T_3) + \text{Tr}(T_1 T_2 T_3) + \text{Tr}(T_1 T_2 T_3) + \text{Tr}(T_1 T_2 T_3) + \text{Tr}(T_1 T_2 T_3) + \text{Tr}(T_1 T_2 T_3)$$

(4.58)

and so on. Finally the notation $A_{n-1}^{(d)}(T_1, \cdots, \hat{T_i}, \cdots, T_n)$ means that the parameter $T_i$ is absent in the string of $(n-1)$ parameters, and so on.
5 Higher dimensions

A natural question is whether the summed amplitude (1.2) makes sense in higher dimensional topological field theory. This is a very difficult question because above two dimensions the classification of manifolds becomes much more difficult. This is even true in three dimensions, despite the remarkable progress in three-manifold topology which has been achieved in recent decades. The essential problem, in the three-dimensional case, is that there is no known adequate classification of the fundamental groups that can appear. In the four-dimensional case all finitely presented fundamental groups can appear.

It was recognized some time ago by S. Carlip [7, 8] that the entropy of topological complexity poses an important challenge to the notion that quantum gravity should involve a sum over topologies. We note here that in the standard examples of 3d TQFT the sum over bordisms seems irretrievably divergent. This is apparent already from consideration of the vacuum to vacuum amplitude, namely the sum over all bordisms from $\emptyset$ to itself. This sum has a subsum of 3-folds of the type $\Sigma_g \times S^1$ where $\Sigma_g$ is a compact oriented surface of genus $g$. But by general principles of TQFT we always have $Z(\Sigma_g \times S^1) = \dim Z(\Sigma_g)$. Thus the sum (1.2) above contains the sub-sum

$$ \sum_{g=0}^{\infty} \dim Z(\Sigma_g). \quad (5.1) $$

In standard examples of 3d TQFT, such as Chern-Simons-Witten theory for a compact gauge group $Z(\Sigma_g)$ grows with $g$ (i.e. the dimension grows with topological complexity). One might try to resort to $\zeta$-function regularization to define (5.1) but it is worth noting that for the important special case of invertible theories even then one would be computing $\zeta(1)$ which is irretrievably infinite.

One might hope that the vacuum to vacuum sum is an overall divergence which somehow can be factored out, but alas, this is not the case. In the standard examples of 3d TQFT the state space $Z(S^2)$ is the one-dimensional algebra over $\kappa$. It follows that the state created by cutting out a ball from $\Sigma_g \times S^1$ is $\dim(Z(\Sigma_g))$ times the identity element of $Z(S^2)$. Thus, a sub-sum of the three-dimensional analog of the sum over “handle-adding elements” is again divergent.

The above remarks illustrate that the generalization to higher dimensions is difficult. But, it might not be impossible. We see three logical possibilities for constructing higher-dimensional analogs of the sum over bordisms. We list them in order of increasing plausibility:

1. Perhaps the sum over bordisms is a conditionally convergent sum and there are massive cancellations making the full sum convergent. Well, maybe.
2. Perhaps there are interesting sub-categories of the bordism category, or categories of manifolds with extra structure and accompanying TQFTs where the sum is more manageable. We are not aware of any examples.  

3. One might hope that there are 3d TQFT’s where the partition functions and state spaces vanish at large topological complexity. This hope is dashed by the following elementary observation of Sergei Gukov: if the statespace of a 3d TQFT vanishes on a Riemann surface of any genus, then all the amplitudes of the theory are zero.

6 Future directions

It would be interesting to verify the splitting phenomenon we have observed in other versions of open-closed 2d TQFT. In this paper we explored some non-semisimple TQFTs but did not give a completely general discussion. Moreover, a TQFT with a global symmetry can be coupled to background, nondynamical, $G$-gauge fields using the description of such theories in terms of Turaev algebras, as spelled out in [25]. It is asserted (without detailed proof) in [25] that, after summing over bundles the amplitudes will be those of an ordinary 2d TQFT — the orbifold theory. The sum over bordisms can be organized as a sum over bundles for fixed topology of the worldvolume, and then a sum over the topologies. Therefore the $G$-equivariant theories will also admit a splitting. It is possible that the $G$-equivariant theories without a sum over bundles provide an interesting explicit example of extended defects and it would be interesting to explore to what extent one has a splitting formula when including such defects. Some of the results of [14] might be helpful in exploring this question. Similarly, summing over bordisms for 2d spin TQFT’s has been considered in [3], but the total amplitudes were not fully worked out. Finally, it would be preferable to give a general conceptual explanation of the existence of a splitting formula, rather than merely verifying it case-by-case in a number of examples, as we have done here.

It is natural to ask if the kind of splitting formula we have observed for 1d and 2d TQFT generalizes to 2d topological string theory, or even for perturbative string theory proper. Similarly, one could ask if it extends to JT gravity. We have not explored these extensions. One extension we have explored is the case of coupling the TQFT to 2d Yang-Mills theory. It appears that the splitting property does hold in this case, under suitable conditions, as we will explain in a separate publication.

Finally, as discussed above, there are some possible routes to extending these ideas to higher-dimensional TQFT’s. While this appears challenging, a successful outcome could be of great interest.

29One natural way to attempt a manageable sub-category would be to restrict to 3-folds which are handlebodies. But this fails to produce a proper sub-category since every closed 3-fold admits a Heegaard decomposition. The problem is that we must allow gluing, and when gluing we must allow arbitrary elements of the mapping class groups of surfaces. It appears to us that this is a fundamental difficulty with proposals in the literature to define 3d quantum gravity by restricting to sums over handlebodies.

30We thank Shu-Heng Shao for raising this question.
A Bell polynomials

The exponential Bell polynomial \( B_n(x_1, x_2, \ldots, x_n) \) counts the number of ways a set of \( n \) elements can be partitioned into parts. The coefficient of \( x_1^{k_1} \cdots x_n^{k_n} \) counts the number of ways we have \( k_1 \) subsets of cardinality 1, \( k_2 \) subsets of cardinality 2, \ldots \( k_j \) subsets of cardinality \( j \).

We have the useful formula

\[
B_n(x_1, x_2, \ldots, x_n) = \left( \frac{\partial}{\partial t} \right)^n \exp \left[ \sum_{j=1}^{\infty} x_j \frac{t^j}{j!} \right] \bigg|_{t=0} \tag{A.1}
\]

So

\[
B_1 = x_1 \\
B_2 = x_1^2 + x_2 \\
B_3 = x_1^3 + 3x_1x_2 + x_3 \\
B_4 = x_1^4 + 6x_1^2x_2 + 3x_2^2 + 4x_1x_3 + x_4 \tag{A.2}
\]

Note that \( B_n(x) \), defined by putting \( x_1 = x_2 = \cdots = x_n = x \) satisfies

\[
ce^x B_n(x) = e^x \left( \frac{\partial}{\partial t} \right)^n \exp[xe^t - x] \bigg|_{t=0} = \left( \frac{\partial}{\partial t} \right)^n \sum_{d=0}^{\infty} \frac{(xe^t)^d}{d!} \bigg|_{t=0} = \sum_{d=0}^{\infty} \frac{x^d d^n}{d!} \tag{A.3}
\]

Notably, the Bell polynomials \( B_n(x) \) occur naturally in the theory of the harmonic oscillator as expectations of the number operator in a coherent state. Let \( \Psi_x := \exp[xa^\dagger] |0\rangle \) where we normalize \([a, a^\dagger] = 1\). Then

\[
\langle \Psi_x, N^n \Psi_x \rangle = e^{\frac{|x|^2}{2}} B_n(\frac{|x|^2}{2}) \tag{A.4}
\]

B Action of \( b^m_\vee \) on symmetric products

When applying powers of these operators to symmetric products the following technical consideration is important to bear in mind. On the tensor algebra it makes sense to define

\[
b^\vee : T^*V \to V^\vee \otimes T^*V \tag{B.1}
\]

by acting on the first factor:

\[
b^\vee(\phi_1 \otimes \cdots \otimes \phi_n) := b^\vee(\phi_1) \otimes \phi_2 \otimes \cdots \otimes \phi_n \tag{B.2}
\]

That’s the result of attaching a cylinder bent into a U-shape to convert an outgoing circle to an ingoing circle.
Our amplitudes are much more naturally written in the symmetric algebra and we can define \( b^\vee : S^\bullet V \to V^\vee \otimes S^\bullet V \) by requiring commutativity of the diagram:

\[
\begin{array}{ccc}
S^\bullet V & \xrightarrow{b^\vee} & V^\vee \otimes S^\bullet V \\
\pi \downarrow & & \downarrow \pi \\
T^\bullet V & \xrightarrow{T^\vee} & V^\vee \otimes T^\bullet V
\end{array}
\]  

(B.3)

Thus, when we wish to evaluate \( b^\vee(\phi_1 \cdots \phi_n) \) where \( \phi_1 \cdots \phi_n \in S^n V \) we take the canonical lift to \( T^n V \):

\[
\frac{1}{n!} \sum_{\sigma \in S_n} \phi_{\sigma(1)} \otimes \cdots \otimes \phi_{\sigma(n)}
\]  

(B.4)

and apply \( b^\vee \) there to get

\[
\frac{1}{n!} \sum_{\sigma \in S_n} b^\vee(\phi_{\sigma(1)}) \otimes \cdots \otimes \phi_{\sigma(n)}
\]  

(B.5)

Now split the sum on \( \sigma \) into \( n \) terms where \( \sigma(1) = j, j = 1, \ldots, n \). This partitions \( S_n \) into \( n \) torsors for \( S_n - 1 \). Projecting down to \( V^\vee \otimes S_n - 1 V \) we learn that if \( \phi_1 \cdots \phi_n \in S^n V \) then

\[
b^\vee(\phi_1 \cdots \phi_n) = \frac{1}{n!} \sum_{j=1}^n b^\vee(\phi_j) \otimes (\phi_1 \cdots \widehat{\phi}_j \cdots \phi_n)
\]  

(B.6)

where \( (\phi_1 \cdots \widehat{\phi}_j \cdots \phi_n) \in S^{n-1} V \) is gotten by omitting the factor \( \widehat{\phi}_j \).

Now we can continue applying \( b^\vee \) so that

\[
b^\vee \otimes \cdots \otimes b^\vee : S^\bullet V \to (V^\vee)^{\otimes m} \otimes S^\bullet V
\]  

(B.7)

but we are interested in the projection to \( S^m(V^\vee) \otimes S^\bullet V \). We get the formula:

\[
(b^\vee)^m(\phi_1 \cdots \phi_n) = \left( \frac{n}{m} \right)^{-1} \sum_{S_1 \sqcup S_2} \left( \prod_{i \in S_1} b^\vee(\phi_i) \right) \otimes \left( \prod_{j \in S_2} \phi_j \right)
\]  

(B.8)

where the sum is over all distinct disjoint decompositions \( S_1 \sqcup S_2 = \{1, \ldots, n\} \) where \( |S_1| = m \) and these are unordered sets.

### C Simple remark on multi-linear functionals

In general, a multi-linear and totally symmetric function on \( F : S^n V \to \kappa \) for any vector space \( V \) is completely determined by its values on the diagonal, \( G(v) := F(v, \ldots, v) \). We can recover \( F(v_1, \ldots, v_n) \) from the formula

\[
F(v_1, \ldots, v_n) = \frac{1}{n!} \frac{\partial}{\partial t_1} \cdots \frac{\partial}{\partial t_n} \bigg|_0 G(t_1 v_1 + \cdots + t_n v_n)
\]  

(C.1)

Now, if we have a series of multi-linear and totally symmetric functions \( F_n : S^n V \to \kappa \) we can assemble them into one single function \( F = \oplus_n F_n : S^\bullet V \to \kappa \). Then we define

\[
G(v) := F(e^v) := \sum_{n \geq 0} \frac{1}{n!} F_n(v, \ldots, v)
\]  

(C.2)
and we recover
\[
F_n(v_1, \ldots, v_n) = \frac{\partial}{\partial t_1} [0] \cdots \frac{\partial}{\partial t_n} [0] G(t_1 v_1 + \cdots + t_n v_n)
\]  \quad (C.3)

(Note there is no 1/n! in this formula.)
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