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I. Crystal angle dependence of generation of odd-order HHs for weak excitation and generation of even-order HHs

The angle dependences of both harmonic orders with $m + n = \text{even}$ that originate from interband polarization (Figs. 1a–d) and orders with $m + n = \text{odd}$ for weak excitation (Figs. 1e,f), can be explained by perturbative nonlinear optics [1]. Figures 1a–d show the $\varphi$ dependences of the $I_1^{\text{HH}}$ and $I_2^{\text{HH}}$ components for (1,1) and (2,2), which is representative of the harmonic orders with $m + n = \text{even}$. Regarding the even order (1,1), $I_1^{\text{HH}}$ vanishes at $\varphi = 30$ and 90° (Fig. 1a), and $I_2^{\text{HH}}$ vanishes at $\varphi = 0, 60$, and 120° (Fig. 1b). To explain the periodicity for $m + n = \text{even}$ in terms of conventional nonlinear optics, the nonlinear polarization $P_i^{(m+n)}$ with a nonlinear susceptibility $\chi$ can be used. In general, $P_i^{(m+n)}$ reads [2]

$$P_i^{(m+n)} = \chi_{i1\cdots12\cdots2}E_1^mE_2^n, (i = 1, 2). \quad (1)$$

First, we consider the nonlinear polarization $P_1^{(1+1)} = \chi_{112}E_1^1E_2^1$ for the (1,1) order at $\varphi = 30$ and 90°. As shown in the inset of Fig. 1a, $E_2$ is oriented along the zigzag direction and $E_1$ and $P_1$ are oriented along the armchair direction. Thus, the inversion operation that flips the zigzag direction, $R_{\text{zig}}$, changes only the sign of $E_2(t)$, i.e., $R_{\text{zig}}[P_1^{(1+1)}] = P_1^{(1+1)}$, $R_{\text{zig}}[E_1] = E_1$, and $R_{\text{zig}}[E_2] = -E_2$. Since a non-zero $\chi_{112}$ would lead to a contradiction, $\chi_{112}$ and $I_1^{\text{HH}}$ vanish at $\varphi = 30$ and 90°. For the same reason, $\chi_{212}$ and $I_2^{\text{HH}}$ vanish at $\varphi = 0, 60$, and 120°. This explanation can be generalized to any mixed harmonic order $(m,n)$ with both $m$ and $n$ being odd. In the case of both $m$ and $n$ being even as shown in Figs. 1c,d, the angle where $\chi$ vanishes can also be determined by considering the inversion operation in the zigzag direction as similarly with (odd, odd) case and is reversed from the case of both $m$ and $n$ being odd. Thus, the six-fold rotation symmetry
of the harmonic orders obeying $m + n = \text{even}$ can be explained by the crystal symmetry and conventional nonlinear polarization.

The behaviors of components with $m + n = \text{odd}$ observed under weak excitation conditions can be explained by perturbative nonlinear optics. Figures 1e and 1f show the measured $\phi$ dependences of $I_1^{HH}$ and $I_2^{HH}$ for the (1,2) order as a representative for the group of (odd,even) orders. It can be seen that under a weak applied field ($E_1 = 5 \text{ MV/cm}$), $I_1^{HH}$ is almost constant and $I_2^{HH}$ is zero. These results can be explained in terms of the $\bar{6}m2$ crystallographic point group of GaSe, which leads to the nonlinear susceptibilities $\chi_{122}$ being constant and $\chi_{212}$ being zero [3]. The angle dependence of the (even,odd) components including (2,1) can be similarly understood in terms of the nonlinear susceptibilities in case of a weak field $E_1$.

**Supplementary Figure 1. The angle dependences of high-order harmonics with $m + n = \text{even}$ and with $m + n = \text{odd.}$** a,c, Crystal angle dependences of the $I_1^{HH}$ components for the harmonic orders (1,1) and (2,2), respectively, and b,d, those of the $I_2^{HH}$ components ($E_1=10 \text{ MV/cm}$, $E_2=0.5 \text{ MV/cm}$). e,f, The corresponding dependences in case of weak field $E_1$ for the (1,2) order ($E_1=5 \text{ MV/cm}$, $E_2=0.5 \text{ MV/cm}$).
II. Non-perturbative region observed in the intensity dependence

One of the characteristics of HHG is that, above a certain applied field \( E_1 \), the intensity dependence does not follow the scaling law of nonlinear polarization expected from perturbative nonlinear optics. This threshold is often regarded as a characteristic value that separates perturbative and non-perturbative regimes. However, this interpretation is not generally valid. For example, the intensity dependences in Fig. 1c (\( E_1 \) up to 10 MV/cm) in the main text follow the scaling law. Nevertheless, we observe a non-perturbative behavior in the angle dependence of order \((1,2)\) already at \( E_1 = 10 \) MV/cm. Furthermore, the angle dependence does not change near this threshold value. Figure 2a shows an extended view of the \( E_1 \) dependences in Fig. 1c (\( E_1 \) up to 16 MV/cm) in the main text. It can be seen that the data follows the scaling law for electric field strengths up to \( E_1 = 10 \) MV/cm, but most orders start to deviate from the scaling law above \( E_1 = 10 \) MV/cm. The angle dependences of the \((1,2)\) and \((2,1)\) intensities at \( E_1 = 10 \) and 15 MV/cm

Supplementary Figure 2. Electric-field and crystal-rotation dependences of high-order harmonics for over \( E_1=10 \) MV/cm. a, Experimentally measured integrated harmonic intensities \( I_{n}^{HH}+I_{n}^{HH} \) for \( \varphi = 15^\circ \) as a function of \( E_1 \) up to 16 MV/cm, while \( E_2=0.5 \) MV/cm. The black lines are proportional to \( E_1^{2m} \) and serve as guides for the eye. The data sets are offset for clarity. b, \( \varphi \) dependences of the HH intensity components of the \((1,2)\) and \((2,1)\) orders measured for \( E_1 = 10 \) and 15 MV/cm, while \( E_2=0.5 \) MV/cm.
are shown in Fig. 2b. Although 15 MV/cm is well above the threshold value, the data taken at $E_1 = 15$ MV/cm (open circles) exhibit the same angle dependences as the non-perturbative angular dependence observed at $E_1 = 10$ MV/cm (closed circles). This suggests that the HHG mechanism does not change within this range of electric field strengths. Because a non-perturbative behavior can be observed in the angle dependence even under weaker applied electric fields, it can be said that the angle dependence (Fig. 3 in the main text) is more sensitive to the band anharmonicity than the intensity dependence (Fig. 1c in the main text). In addition, we performed the experiment with the higher field of $E_2$, and confirmed that the sample was destroyed already at $E_2 \approx 3$ MV/cm. Immediately before that, the confirmed angle dependences were similar to those shown in Fig. 3 in the main text.

### III. Derivation of analytical formula

To calculate the electric field generated by the 2D electron motion in the band, we start from the semi-classical model [4, 5]. The temporal evolution of the electron wave packet driven by the input fields $E_1(t)$ and $E_2(t)$ is described by Bloch’s acceleration theorem

$$dk_i(t)/dt = -(e/h)E_i \cos(\omega_i t), (i = 1, 2) \quad [6, 7].$$

In our case we have

$$\mathbf{k}(t) = (k_1(t), k_2(t)) = \left(-\frac{eE_1}{\hbar \omega_1} \sin(\omega_1 t), -\frac{eE_2}{\hbar \omega_2} \sin(\omega_2 t)\right),$$

where $e$ is the elementary charge, $\hbar$ is the Dirac constant, and the initial state is $k_i(t = 0) = 0$. The group velocity is defined as $\mathbf{v}_g(\mathbf{k}) = (1/h)(d\epsilon(\mathbf{k})/d\mathbf{k})$ using the energy dispersion $\epsilon(\mathbf{k})$ of the band in which the wave packet moves. The intraband current $\mathbf{J}_{\text{intra}}(t)$ can be obtained from the product of $\mathbf{v}_g(\mathbf{k})$ and the electron density distribution $n(\mathbf{k}, t)$, i.e.,

$$\mathbf{J}_{\text{intra}}(t) = -\int e \mathbf{v}_g(\mathbf{k}) n(\mathbf{k}, t) d\mathbf{k}.$$

By integrating over the whole Brillouin zone under the assumption of a delta-like electron density $n(\mathbf{k}, t) = \delta(\mathbf{k} - \mathbf{k}(t))$ for the single electron, a simple expression for the intraband current, $\mathbf{J}_{\text{intra}}(t) = -e \mathbf{v}_g(\mathbf{k}(t))$, can be deduced. The electric field of the HH, $\mathbf{E}^{\text{HH}}(t)$, which is
generated by the intraband current, can be derived from the time derivative of $J_{\text{intra}}(t)$:

$$E_{HH}^H(t) \propto \frac{dJ_{\text{intra}}(t)}{dt} = -\frac{e}{h} \frac{d\epsilon(k)}{dt} = -\frac{e}{h} \frac{d^2\epsilon(k)}{dk^2} \frac{dk(t)}{dt}$$

$$= -\frac{e}{h} \frac{d^2\epsilon(k)}{dk^2} [E_1(t) + E_2(t)]. \quad (3)$$

The component of $d^2\epsilon(k)/dk^2$ is a rank-two tensor representing the curvature of the band, and Eq. (3) can be expressed using each tensor component as shown below.

$$
\begin{pmatrix}
E_{HH}^{1H} (t) \\
E_{HH}^{2H} (t)
\end{pmatrix} \propto \begin{pmatrix}
\frac{\partial^2 \epsilon(k)}{\partial k_1^2} & \frac{\partial^2 \epsilon(k)}{\partial k_1 \partial k_2} \\
\frac{\partial^2 \epsilon(k)}{\partial k_2 \partial k_1} & \frac{\partial^2 \epsilon(k)}{\partial k_2^2}
\end{pmatrix}
\begin{pmatrix}
E_1 \cos(\omega_1 t) \\
E_2 \cos(\omega_2 t)
\end{pmatrix}, \quad (4)
$$

In order to calculate this curvature tensor analytically, the band dispersion of the first conduction band of GaSe was modeled in the $k_x-k_y$ plane using a cosine function:

$$\epsilon(k) = \epsilon(k_x, k_y) = E_g + b[1 - \sum_{j=1,2,3} \cos(a \mathbf{r}_j \cdot \mathbf{k})], \quad (5)$$

$$\mathbf{r}_j = \left(\cos\left(\frac{2j-1}{3} \pi\right), \sin\left(\frac{2j-1}{3} \pi\right)\right), \quad (6)$$

By fitting the band structure calculated by DFT to this cosine function, we obtained $E_g = 1.9$ eV, $a = 13$ Å, and $b = 0.5$ eV. When $E_1(t)$ and $E_2(t)$ are applied in the directions that are tilted by the rotation angle $\varphi$ with respect to the $k_x$ and $k_y$ axes, respectively, the relationship between $k_x$, $k_y$ and $k_1$, $k_2$ becomes $(k_x, k_y) = (k_1 \cos \varphi - k_2 \sin \varphi, k_1 \sin \varphi + k_2 \cos \varphi)$. By substituting Eq. (5) into Eq. (4) with this coordinate transformation, the band curvature tensor can be expressed in terms of the cosine band parameters $a$, $b$, the position of the electron wave packet in $k$-space $(k_1, k_2)$, and the rotation angle $\varphi$:
\[ \frac{\partial^2 \varepsilon(k)}{\partial k_1^2} = \frac{b \alpha^2}{3} \sum_{j=1,2,3} \cos^2 \left( \varphi - \frac{2j-1}{3} \pi \right) \cos \left[ \cos \left( \varphi - \frac{2j-1}{3} \pi \right) k_1(t) - \sin \left( \varphi - \frac{2j-1}{3} \pi \right) k_2(t) \right]. \] (7)

\[ \frac{\partial^2 \varepsilon(k)}{\partial k_1 \partial k_2} = \frac{\partial^2 \varepsilon(k)}{\partial k_2 \partial k_1} \]

\[ = - \frac{b \alpha^2}{6} \sum_{j=1,2,3} \sin \left[ 2 \left( \varphi - \frac{2j-1}{3} \pi \right) \right] \cos \left[ \cos \left( \varphi - \frac{2j-1}{3} \pi \right) k_1(t) - \sin \left( \varphi - \frac{2j-1}{3} \pi \right) k_2(t) \right]. \] (8)

\[ \frac{\partial^2 \varepsilon(k)}{\partial k_2^2} = \frac{b \alpha^2}{3} \sum_{j=1,2,3} \sin^2 \left( \varphi - \frac{2j-1}{3} \pi \right) \cos \left[ \cos \left( \varphi - \frac{2j-1}{3} \pi \right) k_1(t) - \sin \left( \varphi - \frac{2j-1}{3} \pi \right) k_2(t) \right]. \] (9)

It can be seen that all three equations contain the same expression for the cosine function with the square brackets. By substituting Eq. (2) into this expression and expanding it in a series of Bessel functions of the first kind, we can rewrite this common expression as follows [7]:

\[
\cos \left[ \cos \left( \varphi - \frac{2j-1}{3} \pi \right) \left( - \frac{\varepsilon E_1}{\hbar \omega_1} \sin(\omega_1 t) - \sin \left( \varphi - \frac{2j-1}{3} \pi \right) \left( - \frac{\varepsilon E_2}{\hbar \omega_2} \sin(\omega_2 t) \right) \right. \right]
\]

\[
= \sum_{M,N=0}^{\infty} \left\{ \left( 2 + \delta_{M,0} \right) \left( 2 + \delta_{N,0} \right) J_{2M}(A_j) J_{2N}(B_j) \cos(2M \omega_1 t) \cos(2N \omega_2 t) \right. \\
+ 4J_{2M+1}(A_j) J_{2N+1}(B_j) \cos[(2M + 1) \omega_1 t] \cos[(2N + 1) \omega_2 t] \}, \] (10)

\[ A_j = \frac{\omega B_1}{\omega_1} \cos \left( \varphi - \frac{2j-1}{3} \pi \right), \quad B_j = \frac{\omega B_2}{\omega_2} \sin \left( \varphi - \frac{2j-1}{3} \pi \right), \] (11)

Here, \( \omega_{Bi} = aE_i/\hbar \) defines the Bloch frequency, and \( \delta_{ij} \) is the Kronecker delta. Eq. (10) describes a sum of discrete oscillation terms and contains only terms for which the sum of the orders of the two frequency components \( [(2M+1) \pm (2N+1)] \) is even. Using
this expansion and Eqs. (4) and (7–9), the generated harmonic electric field can be expanded as follows.

\[
E_{1}^{HH} = \frac{\partial^2 \varepsilon(k)}{\partial k_1^2} E_1 \cos(\omega_1 t) + \frac{\partial^2 \varepsilon(k)}{\partial k_2^2} E_2 \cos(\omega_2 t)
\]

\[
= \sum_{M,N=0}^{\infty} \left\{ Q_1^{(2M,\pm(2N+1))}(E_1, E_2, \varphi) \cos[2M \omega_1 t \pm (2N + 1)\omega_2 t] \right\}
\]

\[
+ Q_1^{(2M+1,\pm 2N)}(E_1, E_2, \varphi) \cos[(2M + 1) \omega_1 t \pm 2N\omega_2 t] \right\}, \quad (12)
\]

\[
E_{2}^{HH} = \frac{\partial^2 \varepsilon(k)}{\partial k_1 \partial k_2} E_1 \cos(\omega_1 t) + \frac{\partial^2 \varepsilon(k)}{\partial k_2^2} E_2 \cos(\omega_2 t)
\]

\[
= \sum_{M,N=0}^{\infty} \left\{ Q_2^{(2M,\pm(2N+1))}(E_1, E_2, \varphi) \cos[2M \omega_1 t \pm (2N + 1)\omega_2 t] \right\}
\]

\[
+ Q_2^{(2M+1,\pm 2N)}(E_1, E_2, \varphi) \cos[(2M + 1) \omega_1 t \pm 2N\omega_2 t] \right\}, \quad (13)
\]

\[
Q_1^{(2M,\pm 2N+1)} = \sum_{j=1,2,3} \left\{ \frac{a^2 b E_1}{3} \cos^2 \left( \varphi - \frac{2j-1}{3} \pi \right) [J_{2M+1}(A_j)J_{2N+1}(B_j) + (1 - \delta_{M,0})J_{2M-1}(A_j)J_{2N+1}(B_j)] - \frac{a^2 b E_2}{24} \sin \left[ 2 \left( \varphi - \frac{2j-1}{3} \pi \right) \right] [(1 + \delta_{N,0})(2 + \delta_{M,0})(2 + \delta_{N,0})J_{2M}(A_j)J_{2N}(B_j) + 2(2 + \delta_{M,0})J_{2M+2}(A_j)J_{2N}(B_j)] \right\}, \quad (14)
\]

\[
Q_1^{(2M+1,\pm 2N)} = \sum_{j=1,2,3} \left\{ \frac{a^2 b E_1}{12} \cos^2 \left( \varphi - \frac{2j-1}{3} \pi \right) [(1 + \delta_{M,0})(2 + \delta_{M,0})(2 + \delta_{N,0})J_{2M}(A_j)J_{2N}(B_j) + 2(2 + \delta_{N,0})J_{2M+2}(A_j)J_{2N}(B_j)] - \frac{a^2 b E_2}{6} \sin \left[ 2 \left( \varphi - \frac{2j-1}{3} \pi \right) \right] [J_{2M+1}(A_j)J_{2N+1}(B_j) + (1 - \delta_{N,0})J_{2M+1}(A_j)J_{2N-1}(B_j)] \right\}, \quad (15)
\]
Here, the coefficients $Q_i^{(m,\pm n)}$ in front of the $\cos[(m_1 \pm n_2) \omega_2 t]$ terms in $E_i^\text{HH}(t)$ [Eqs. (12) and (13)] are functions of $E_1$, $E_2$, and $\varphi$. $Q_i^{(m,\pm n)}$ describes how the electric field amplitude of each harmonic order depends on the rotation angle and applied field strength. The parity of the Bessel functions in Eqs. (14–17) does not change by the difference of $(M, N)$, and thus the selection rule resulting in the 12-fold and 6-fold rotational symmetries is the same for higher orders.
IV. HHG using two parallel polarized laser fields

Figure 3a shows the crystal rotation angle dependences obtained using two-color laser fields with parallel polarization ($I_1^{HH}$ is shown on the left, and $I_2^{HH}$ on the right side). The employed maximum electric field amplitudes inside the sample are $E_1 = 10$ MV/cm and $E_2 = 0.5$ MV/cm. All harmonic orders that satisfy $m + n =$ odd have a six-fold rotation symmetry for $I_1^{HH}$ and a twelve-fold rotation symmetry for $I_2^{HH}$. These angle and polarization dependences are same as those obtained under single-color excitation, e.g. the same dependence as that of (5,0). In order to calculate these results analytically as in the case of orthogonal polarization, the term $E_1 \cos(\omega_1 t) + E_2 \cos(\omega_2 t)$ is substituted for the term $E_1 \cos(\omega_1 t)$ and the value zero is substituted for the term $E_2 \cos(\omega_2 t)$ in Eq. (4). The left and right panels of Figure 3b plot the 2D maps of the prefactors that

Supplementary Figure 3. Crystal angle dependences of high-order harmonics with parallel electric fields $E_1$ and $E_2$. a, Crystal rotation angle dependence of the $I_1^{HH}$ and $I_2^{HH}$ components of the HHG spectrum obtained using two-color laser fields with parallel polarization ($E_1=10$ MV/cm, $E_2=0.5$ MV/cm), which are experimentally obtained. b, Calculated angle dependence of the prefactors $Q$ for the harmonic orders (1,2) and (2,1). Each plot is normalized.
reflect the electric field amplitude in Eqs. (14–17), that is, \( Q \), for the (1,2) and (2,1) orders, respectively. The theoretical results accurately reproduce the experiment. Similar to the case of single linearly polarized excitation, we find that, when electrons oscillate along a one-dimensional trajectory, the sum of the orders \( m \) and \( n \) determines the angle dependence.

V. Time-dependent density matrix calculation

We solve the time-dependent equation of motion using the one-body density-matrix representation; the basic equation in the velocity gauge is written as

\[
i\hbar \frac{d}{dt} \rho(t) = [h(t), \rho(t)],
\]

\[
h(t) = h_0 + \frac{e}{mc} \mathbf{\hat{p}} \cdot \mathbf{A}(t) + \frac{e^2}{2mc^2} |\mathbf{A}(t)|^2 + e^{-i\mathbf{e}_0 \mathbf{A}(t) \cdot \mathbf{r}} \Sigma_0 e^{+i\mathbf{e}_0 \mathbf{A}(t) \cdot \mathbf{r}}, \tag{18}
\]

where \( \rho \), \( h_0 \), \( m \), \( c \), and \( \mathbf{\hat{p}} \) are the density matrix, field-free Hamiltonian, electron mass, light speed, and momentum operator, respectively. The vector potential, \( \mathbf{A}(t) \), is determined from the applied electric field (details are explained further below). The initial density matrix \( \rho(t = 0) \) is the ground state of \( h_0 \). Density-functional theory within the local density approximation (LDA) is employed to calculate \( h_0 \). Since the LDA underestimates the band-gap energies of semiconductors, we reproduce the direct band gap of GaSe (1.98 eV) by using the scissors operator \( \Sigma_0 \). Phase factors are introduced on both sides of the scissors operator, since this is a nonlocal operator. The details of this computational approach can be found in previous papers [4]. It should be noted that Eq. (18) does not include many-body effects.

For \( \rho(t) \), we select a proper basis set \( \{ \varphi_{i,k} \} \), \( \rho_{ij}^k(t) = \langle \varphi_{i,k} | \hat{\rho}(t) | \varphi_{j,k} \rangle \), where \( i \) and \( k \) are the band index and Bloch wave vectors, respectively. The electronic current density \( \mathbf{J}_{\text{tot}}(t) \) is calculated using
\[ J_{\text{tot}}(t) = -\frac{1}{\Omega} \sum_{i,k} e \left( \psi_{i,k}(t) \left| \hat{p} + \frac{e}{c} A(t) \right| \psi_{i,k}(t) \right) \]

\[ = \sum_{ij,k} \rho_{ij}^k(t) \left( p_{ji}^k(t) + \delta_{ij} \frac{e}{c} A(t) \right) \quad (19) \]

where \( \psi_{i,k}(t) \) is the time-dependent wave function of a certain band \( i \) for the wave vector \( k \), \( p_{ji}^k(t) \) is the transition momentum defined as \( p_{ji}^k(t) = \langle \varphi_{j,k} | \hat{p} | \varphi_{i,k} \rangle \), \( \delta_{ij} \) is the Kronecker delta, and \( \Omega \) is the volume of the unit cell.

The choice of the basis set is crucial for accurate calculation of the interband and intraband currents. Here, we employ the instantaneous eigenfunctions of \( h(t) \), \( h(t) \tilde{\varphi}_{i,k} = \tilde{\varepsilon}_{i,k} \tilde{\varphi}_{i,k} \). We assume that \( h(t) \) does not include many-body effects, which implies that the time-dependence of \( h(t) \) depends only on the time-dependent potential \( A(t) \). Then, the one-body time-dependent Schrödinger equation (TDSE) reads

\[ i\hbar \frac{\partial u_{i,k}(t)}{\partial t} = h_{k}(t) u_{i,k}(t), \quad (20) \]

\[ h_{k}(t) = \left[ -\frac{1}{2m} \left( \hat{p} + k + \frac{e}{c} A(t) \right)^2 + V(r) + e^{-i\frac{\varepsilon_{A}(t)}{c} \cdot r} \right] \sum_{k} \left( \frac{\varepsilon_{A}(t)}{c} \right) \cdot \left( \frac{\varepsilon_{A}(t)}{c} \right) \cdot e^{i\frac{\varepsilon_{A}(t)}{c} \cdot r} \quad (21) \]

Here, \( V(r) \) is the potential including the mean field derived by DFT and the Coulomb potentials from the atoms, and \( u_{i,k}(t) \) is the spatially periodic part of \( \psi_{i,k}(t) \), \( \psi_{i,k}(t) = e^{ikr}u_{i,k}(t) \). The \( k \)-dependent Hamiltonian, \( h_{k}(t) \), corresponds to that with the shifted Bloch wave vector \( k \rightarrow k + e/cA(t) \). Therefore, \( \tilde{\varphi}_{i,k} \) is the eigenstate of the \( h_{0} \) with \( k + e/cA(t) \), and if the electron dynamics are adiabatic, \( \tilde{\varphi}_{i,k} \) is a reasonable approximation for \( \psi_{i,k}(t) \).

The intraband and interband currents are evaluated using
\[ J_{\text{intra}}(t) = -\frac{1}{\Omega} \sum_{l,k} e \Delta n_{l,k}(t) \left( \tilde{\varphi}_{l,k} \left| \hat{p} + \frac{e}{c} A(t) \right| \tilde{\varphi}_{l,k} \right) = \sum_{l,k} \tilde{\rho}^k_{li}(t) (\tilde{p}^k_{li}(t) + \frac{e}{c} A(t)) \]  

(22)

and

\[ J_{\text{inter}}(t) = \sum_{ij(i \neq j),k} \tilde{\rho}^k_{ij}(t) \tilde{p}^k_{ji}(t), \]  

(23)

respectively. Here \( \Delta n_{l,k}(t) = n_{l,k}(t) - n_{l,k}(t=0) \) is the transient population change of the state \( \tilde{\varphi}_{l,k} \), and \( \tilde{\rho}^k_{ij} \) and \( \tilde{p}^k_{ji} \) are the density matrix and the transition momentum with respect to the eigenfunction \( \tilde{\varphi}_{l,k} \).

Since we applied two orthogonally polarized fields \( E_1(t) = E_1(t) \cos(\omega_1 t) \mathbf{e}_1 \) and \( E_2(t) = E_2(t) \cos(\omega_2 t) \mathbf{e}_2 \), the calculation uses a vector potential of the form \( A(t) = A_1 f(t) \sin[\omega_1 (t - 1/2 \tau)] + A_2 f(t) \sin[\omega_2 (t - 1/2 \tau)] \) for \( 0 \leq t \leq \tau \), and \( A(t) = 0 \) otherwise. The vector potential and electric field are connected by the relation, \( \mathbf{A}(t) = -c \int_0^t \mathbf{E}(t') dt' \). We used the pulse envelope function of \( f(t) = \cos^4 (\pi t/\tau - \pi/2) \), which is a good approximation of a Gaussian shape and thus provides a sharper spectrum while reducing computational costs. The electric field intensities are \( E_1 = 10 \text{ MV/cm} \) and \( E_2 = 1 \text{ MV/cm} \), the photon energies are \( \hbar \omega_1 = 0.517 \text{ eV} \) and \( \hbar \omega_2 = 0.954 \text{ eV} \), and the pulse duration parameter is \( \tau = 383 \text{ fs} \), which corresponds to a temporal full width at half-maximum of 100 fs. We used 38 valence bands and 65 conduction bands. In order to obtain the angular dependence of the HH components, \( 64 \times 64 \times 12 \) points in the first Brillouin zone had to be sampled. We used a time step of \( \Delta t = 1.0 \text{ atomic units} (= 24.19 \text{ as}) \). The number of time steps is 20000 steps, which corresponds to 483.8 fs. To obtain clear discrete peaks in the spectrum above the band gap, we introduced a relaxation time of 4.03 fs [8]. It should be noted that the HHG spectrum of the total current includes the cross term from interband and intraband currents, \( 2 \text{Re} \left[ J^*_{\text{inter}}(\omega) J_{\text{intra}}(\omega) \right] \).
VI. Calculation for the other orders and timing jitter

In this section, we briefly discuss the possible effects of coherence/timing jitter between the two excitation pulses described by $E_1(t)$ and $E_2(t)$. In our experiment, the about 12 cycles of $E_1(t)$ and 23 cycles of $E_2(t)$ are included within the pulse duration of 100 fs. Our laser pulses have random time delays (a small timing jitter is present between the two pulses due to, for example, thermal drift, although a common pump laser was employed) and thus the experimental results are the values averaged over the timing jitter. To confirm that this timing jitter does not significantly affect our reported results for the angular dependence, we calculated the angular dependences for different phase offsets as shown in Fig. 4 (phase delay 0 is the timing of the field peaks of the two pulses overlap). The results show that the symmetry of the angular dependence does not change for a different timing between the pulses and we were able reproduce the behaviors of the experimentally observed angular dependences. This data reproduces the experimentally observed angular selection rules. We can interpret this important result as follows: because the optical frequencies of the two pulses are incommensurate, even if the phase of one pulse shifts, the peak-to-peak situation occurs at another timing (within the 100 fs).

**Supplementary Figure 4. Angle-dependences of high-order harmonics for different phase delays.** Calculated angular dependences for different phase offsets: 0, $T/8$, and $T/4$. The time period $T$ is that for $E_2$ pulse.
VII. Symmetry of angle dependences of interband current

Qualitative considerations for the symmetry of the angle dependences of the interband current can be added to the discussion. The interband current can be written as \( J_{\text{inter}}(t) \propto \sum_k (d/dt)[d(k)s(k, t)] \) by using the transition dipole moment \( d(k) \) and the interband polarization \( s(k, t) \). Figure 5 shows a two-dimensional map of the transition momentum \( p(k) \) between the first conduction band and the valence band. The \( p(k) \) and \( d(k) \) are connected by the well-known relation, \( m(\varepsilon^h(k) - \varepsilon^e(k))d(k) = i\hbar p(k) \). Note that \( p(k) \) has an inversion symmetry with \( \varphi = 30 \times n^\circ \) like the first conduction band we modeled in Sec. III. The symmetry of \( s(k, t) \) follows this characteristic, because both \( p(k) \) and the band dispersion \( \varepsilon(k) \) have the same symmetry, and time evolution is described by the following expression [7].

\[
i\hbar \frac{\partial s(k, t)}{\partial t} = \left( \varepsilon^e(k) + \varepsilon^h(k) - i\frac{\hbar}{T_2} \right) s(k, t) - \left( 1 - n^e(k, t) - n^h(k, t) \right)d(k)E(t)
+ ieE(t) \cdot \nabla_k s(k, t),
\]

\[
\hbar \frac{\partial n^e(k, t)}{\partial t} = -2Im[d(k)E(t)s^*(k, t)] + eE(t) \cdot \nabla_k n^e(k, t),
\]

Thus, considering the time-evolution of the wave packet \( k(t) \) for electron-hole pair similarly with the case of intraband current, intraband and interband current have the same

Supplementary Figure 5. Calculation of transition momentum \( |p| \). The transition momentum \( |p| \) between the bottom of the conduction band and top of the valence band is calculated in \( k \)-space.
symmetry with respect to \( \mathbf{k}(t) \). Therefore, the selection rule resulting in the 12-fold and 6-fold rotational symmetries for orders like \((4,1)\) for the interband current is the same as that for the intraband current.

**VIII. Efficiency of conversion via the orthogonal current**

Figure 6 provides a comparison of \( I_1^{\text{HH}} \) (red line) and \( I_2^{\text{HH}} \) (blue line) spectra obtained for \( \phi = 30^\circ \) as shown in Figs. 2a and 2b in the main text. Here, the energy ratio of \( E_1 = 10 \text{ MV/cm} \) to \( E_2 = 0.5 \text{ MV/cm} \) is 400:1. Note that the peaks of \((4,0)\), \((5,0)\), and \((6,0)\) (that is, HHs that only include the frequency of \( E_1 \)) are generated only in the component \( I_1^{\text{HH}} \), and the sum frequency peaks of \((2,1)\), \((3,1)\) and \((4,1)\), which are at energies close to those of the \((4,0)\), \((5,0)\), and \((6,0)\) orders, respectively, are generated only in the component \( I_2^{\text{HH}} \). In particular, the peak intensity of \((2,1)\), which is the strongest order in the \( E_2 \) direction, is 1.5 times stronger than that of \((4,0)\). This means that, if the frequency of \( E_2 \) is twice the frequency of \( E_1 \) and both fields are mutually orthogonal, the HH generated at frequency \( 4\omega_1 \) in the \( E_2 \) direction can be stronger than that in the \( E_1 \) direction, despite the input energy ratio of 400:1. This visualizes the high conversion efficiency obtained under excitation with the additional orthogonally polarized electric field. Since the phase of the generated HH can be changed by controlling the phase of the

![Image](image_url)

**Supplementary Figure 6.** The comparison between \( I_1^{\text{HH}} \) and \( I_2^{\text{HH}} \). The \( I_1^{\text{HH}} \) (red line) and \( I_2^{\text{HH}} \) (blue line) spectra obtained for \( \phi = 30^\circ \) (\( E_1 = 10 \text{ MV/cm} \), \( E_2 = 0.5 \text{ MV/cm} \)). The intensities are normalized in each region.
input pulse, it can be converted into linearly polarized light by choosing an appropriate phase delay, and the polarization direction of the electric field can be rotated by about 50° with respect to the \( \mathbf{E}_1 \) direction. This constitutes one approach to realize polarization control using the HHG process.
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