A Tractable Framework for Performance Analysis of Dense Multi-Antenna Networks
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Abstract—Densifying the network and deploying more antennas at each access point are two principal ways to boost the capacity of wireless networks. However, due to the complicated distributions of random signal and interference channel gains, largely induced by various space-time processing techniques, it is highly challenging to quantitatively characterize the performance of dense multi-antenna networks. In this paper, using tools from stochastic geometry, a tractable framework is proposed for the analytical evaluation of such networks. The major result is an innovative representation of the coverage probability, as an induced ℓ1-norm of a Toeplitz matrix. This compact representation incorporates lots of existing analytical results on single- and multi-antenna networks as special cases, and its evaluation is almost as simple as the single-antenna case with Rayleigh fading. To illustrate its effectiveness, we apply the proposed framework to investigate two kinds of prevalent dense wireless networks, i.e., physical layer security aware networks and millimeter-wave networks. In both examples, in addition to tractable analytical results of relevant performance metrics, insightful design guidelines are also analytically obtained.

I. INTRODUCTION

To meet the ever-increasing mobile data traffic explosion, there is a tremendous demand in boosting the capacity of wireless networks. One promising way is to exploit the spatial domain resources by deploying more antennas at transceivers, especially at the base station (BS) side, e.g., via the recently emerged “Massive MIMO” technique [1]. Another effective way to increase the network capacity is via network densification [2], which can significantly improve the area spectral efficiency (ASE). However, to design and evaluate dense multi-antenna networks is a highly challenging task, which may hinder their wide deployment.

The main difficulty to analytically characterize the network-level performance comes from the complicated signal and interference distributions, which depend on the applied multi-antenna transmission strategy, as well as the channel model. Previous studies have revealed that the gamma distribution is typically encountered when evaluating various multi-antenna systems. For example, it was shown in [3], [4] that with Rayleigh fading the channel gain for the information signal is gamma distributed under different multi-antenna transmission techniques, e.g., zero forcing (ZF) and maximal ratio transmission (MRT) beamforming. For more general multi-antenna transmission strategies, gamma distribution was shown to be an accurate approximation of the channel gain [5]. Furthermore, Nakagami fading will generally lead to a gamma distributed channel gain. While existing results are mainly for the Rayleigh fading scenario, i.e., with exponentially distributed channel gains, an analytical framework that can effectively handle gamma distributed channel gains is highly desirable for studying dense multi-antenna networks. On the other hand, with network densification, the distribution of the aggregated interference becomes intricate, which brings additional challenges to the performance evaluation. A random network model based on Poisson point processes (PPPs) has been adopted extensively to model the dense BS deployments. With the help of stochastic geometry, this model turns out to be tractable and can effectively characterize the aggregated interference [6].

There have been some attempts to analytically evaluate multi-antenna wireless networks based on the random network model [3], [7]–[9]. Taylor expansion was used in [3] for approximating the interference power distribution in ad hoc networks. Analytical expressions provided in [7], [8] were in complicated forms via many special functions, e.g., Bell polynomials and beta functions. A more recent work [9] adopted an upper bound for the cumulative probability function (cdf) to handle the gamma distributed channel gains, which led to a closed-form expression for the coverage probability. Unfortunately, the available results, typically with approximations, are all in complicated forms, which cannot yield further insights for network design and optimization.

Recently, some promising results were produced in our previous works [4], [10], [11], where closed-form expressions were derived for various performance metrics in multi-antenna heterogeneous networks. These results disclosed the potential of yielding a systematic way to analyze multi-antenna networks, and provided design guidelines for some specific network models and multi-antenna transmission techniques. In this paper, we shall extend the analyses in [4], [6], [10], [11] to a more general framework, which is applicable to networks where the signal channel gain is assumed to be gamma distributed while the interference channel gains are with arbitrary distributions. In particular, the recursive relations between the n-th derivatives of the Laplace transform are exploited, based on which a novel representation of the coverage probability is derived, i.e., an induced ℓ1-norm of a Toeplitz matrix representation. With the proposed framework,
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the complexity of evaluating dense multi-antenna networks becomes comparable to the single-antenna case. Moreover, many analytical techniques developed for conventional single-antenna networks can be easily transplanted to the general multi-antenna setting.

To illustrate its effectiveness, the proposed method is then applied to two example networks, i.e., physical layer security aware networks and millimeter-wave (mmWave) networks, for which fewer analytical results are available. With the new analytical tool, we are able to derive a new set of tractable results for these networks. With these results, we also investigate two critical design problems, i.e., the trade-off between the jamming and interference nulling in security aware networks, as well as the impact of the array size in mmWave networks.

II. A Unified Analytical Framework

A. Analytical Framework for Multi-Antenna Networks

Consider a dense multi-antenna wireless network, where the spatial locations of transmitters are modeled as a homogeneous PPP, denoted as \( \Phi \) in \( \mathbb{R}^2 \) with density \( \lambda \). Each transmitter communicates with multiple single-antenna receivers with fixed transmit power. We focus on the performance analysis of the typical receiver at the origin, and the signal-to-interference-plus-noise ratio (SINR) is given by

\[
\text{SINR} = \frac{g_{x_0}r_0^{-\alpha}}{\sigma_n^2 + \sum_{x \in \Phi} g_x \|x\|^{-\alpha}},
\]

where \( r_0 = \|x_0\| \) is the distance from the typical receiver to its associated transmitter located at \( x_0 \), with the probability density function (pdf) \( f_{r_0}(r) \). The noise power is normalized, depending on the system setting, and is denoted as \( \sigma_n^2 \). The channel gains for the information signal and interference from the transmitter located at \( x \) are denoted as \( g_{x_0} \) and \( g_x \), respectively. The signal channel gain \( g_{x_0} \) is gamma distributed, i.e., \( g_{x_0} \sim \text{Gamma}(M, \theta) \), where \( M \) and \( \theta \) are shape and scale parameters of the gamma distribution. We assume \( (g_x)_{x \in \Phi} \) is a family of independent and non-negative random variables with arbitrary distributions. The locations of the concerned interfering transmitters are denoted as \( \Phi' \), which can be composed of any PPP conditional on \( x_0 \). In particular, \( \Phi' \) can be a union of several different types of interferers that are distributed according to different PPPs \( \Phi'_j \), and each type of interferer has different densities \( \lambda_{t,j} \) and interference channel gains \( g_{x,j} \).

We focus on the coverage probability, defined as

\[
p_c(\gamma) = \mathbb{P}(\text{SINR} > \gamma),
\]

where \( \gamma \) denotes the SINR threshold. Many other typical network performance metrics, e.g., ASE, average throughput, and energy efficiency, can be analyzed based on the results for the coverage probability [4, 10–12].

In this section, we will provide a unified analytical framework for dense multi-antenna wireless networks. First, the coverage probability defined in (2) can be written as

\[
p_c(\gamma) = \mathbb{P}[g_{x_0} > \gamma \theta^\alpha (\sigma_n^2 + I)],
\]

where \( I \triangleq \sum_{x \in \Phi} g_x \|x\|^{-\alpha} \). As mentioned before, one main difficulty of the analysis comes from the gamma distributed random variable \( g_{x_0} \). Different from previous works that adopted approximations [1, 9], in this paper, we will derive a compact and exact expression for this probability. According to the cdf of gamma distribution, the coverage probability \( p_c(\gamma) \) is firstly rewritten as

\[
p_c(\gamma) = \mathbb{E}_{r_0} \left\{ \sum_{n=0}^{M-1} \frac{\gamma \theta^\alpha}{\theta} \left( \frac{1}{n!} \right)^n I^n e^{-\gamma \theta^\alpha (\sigma_n^2 + I)} \right\} \]

\[
= \mathbb{E}_{r_0} \left\{ \sum_{n=0}^{M-1} \frac{(-s)^n}{n!} \mathcal{L}(n)(s) \right\}, \tag{4}
\]

where \( s \triangleq \gamma \theta^\alpha / \theta, \mathcal{L}(s) = e^{-s \theta^\alpha} \mathbb{E}_{r_0} [e^{-s r_0^\alpha}] \) is the Laplace transform of noise and interference. The notation \( \mathcal{L}(n)(s) \) stands for the \( n \)-th derivative of \( \mathcal{L}(s) \). According to the probability generating functional (PGFL) of PPP, the Laplace transform \( \mathcal{L}(s) \) can be expressed in a general exponential form as

\[
\mathcal{L}(s) = \exp\left\{ -s \sigma_n^2 - \sum_j \lambda_{t,j} \times \int_{\mathbb{R}^2} (1 - \mathbb{E}_{g_{x,j}}[\exp(-s g_{x,j} \|x\|^{-\alpha})]) \, dx \right\}
\]

\[
= \exp\{\eta(s)\},
\]

where \( \eta(s) \) is the exponent of the Laplace transform \( \mathcal{L}(s) \). First, the recursive relations between \( n \)-th derivatives of the Laplace transform are illustrated in the following lemma.

Lemma 1. Define \( x_n = \frac{(s \sigma_n^2)^n}{n!} \mathcal{L}(n)(s) \), we have

\[
x_n = \sum_{i=0}^{n-1} \frac{n-i}{n} q_{n-i} x_i, \quad q_k = \frac{(-s)^k}{k!} \eta^{(k)}(s). \tag{6}
\]

Proof: See Appendix [A].

The calculation of the \( n \)-th derivatives commonly appears in the performance analysis of multi-antenna systems. However, direct computation leads to messy expressions [8]. In contrast, the recursive relations in Lemma 1 enable us to express the \( n \)-th derivatives of \( \mathcal{L}(s) \) in a delicate way, which leads to a compact matrix form of the coverage probability, as given in the following theorem.

Theorem 1. (\( \ell_1 \)-Toeplitz Matrix Representation of the Coverage Probability) The coverage probability \( p_c(\gamma) \) is given by

\[
p_c(\gamma) = \int_0^\infty f_{r_0}(r) \| \exp\{Q_M(r)\} \|_1 \, dr, \tag{7}
\]

where \( Q_M \) is an \( M \times M \) lower triangular Toeplitz matrix

\[
Q_M = \begin{bmatrix} q_0 & q_1 & q_0 & \cdots & \cdots & \cdots \\ q_1 & q_0 & q_2 & q_1 & q_0 & \cdots \\ \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\ q_{M-1} & \cdots & q_2 & q_1 & q_0 & \cdots \\
\end{bmatrix}.
\]

The nonzero entries of \( Q_M \) are determined by (6).

Proof: See Appendix [A].
much more compact form for the coverage probability. More importantly, it enables us to leverage various powerful tools from linear algebra, especially some nice properties of the lower triangular Toeplitz matrix, to provide insightful design guidelines for further network optimization. Such properties in the setting of small cell networks can be found in [4].

\[ q_{k,i} = \frac{1}{P_k B_k} \sum_{j=1}^{K} \lambda_j P_j B_j \frac{\Gamma(U_j + i)}{\Gamma(U_j)} \frac{\delta}{U_j B_j} \left( \frac{U_k B_k}{U_j B_j} \right)^i \times 2 F_1 \left( i - \delta, U_j + i; i + 1 - \delta; \frac{U_k B_k}{U_j B_j} \right) \]  \hspace{1cm} (11)

C. Examples

When applying Theorem 1 to specific multi-antenna networks, the only parameters to be determined are the nonzero entries \( \{ q_{k,i} \}_{i=0}^{M-1} \) in the matrix \( Q_M \). Thus, there are two main steps when applying the proposed framework:

- First, we derive the Laplace transform \( L(s) \) for the given distribution of \( g \) and the specific point process for the interfering transmitters \( \Phi \).
- Then, we calculate the \( n \)-th (\( 1 \leq n \leq M - 1 \)) derivatives of the exponent \( \eta(s) \) of the Laplace transform to compose \( \{ q_{k,i} \}_{i=0}^{M-1} \) in the matrix \( Q_M \) according to (6).

Following is an example, which provides a closed-form expression for \( \{ q_{k,i} \}_{i=0}^{M-1} \) (also for \( c(\gamma) \)) in a general multiuser MIMO HetNet.

**Example 1.** For a general \( K \)-tier multiuser MIMO HetNet with SDMA, as considered in [11], the coverage probability can be expressed in a closed form as

\[ p_c(\gamma) = \sum_{k=1}^{K} \| Q_M - U_k + 1 \|_1. \]  \hspace{1cm} (10)

The corresponding \( \{ q_{k,i} \}_{i=0}^{M-1} \) are provided in [11], where \( \delta = \frac{1}{2} \) and \( 2 \, F_1 (a, b; c; z) \) is the Gauss hypergeometric function [13].

Thanks to the proposed framework, this result is in a much more compact form than existing ones, and thus is amenable for further system analysis and optimization. Moreover, it is applicable to general multiuser MIMO HetNets.

As mentioned before, Theorem 1 is a generalization of our previous results in [4, 10, 11]. The corresponding
distributions of the channel gains and the point processes of interfering transmitters are listed in Table [11]. By calculating the \( n \)-th derivatives of \( \eta(s) \) and substitute them into the Toeplitz matrix, Theorem [11] specializes to the analytical results therein. Such tractable expressions yield lots of system design insights, as specified below.

- In [4], it was analytically shown that the network throughput scales with the BS density first linearly, then logarithmically, and finally converge to a constant. The energy efficiency will first increase and then decrease when increasing BS density/antenna size.
- In [10], a tractable coverage probability expression was derived with the proposed user-centric intercell interference nulling strategy, based on which the optimal intercell interference range was determined to further improve the network performance.
- Trade-off between ASE and link reliability in multiuser MIMO HetNets was studied in [11]. Analytical results for ASE and coverage probability were given, which were incorporated in an efficient algorithm to find the optimal BS density that achieves the maximum ASE while guaranteeing a certain link reliability.

III. APPLICATIONS OF THE PROPOSED FRAMEWORK

In this section, we will apply the proposed analytical framework to two newly emerging paradigms of multi-antenna networks. With more and more mobile devices connected to the network, information security becomes one primary concern in dense wireless networks. Meanwhile, the reduced coverage requirement of dense networks makes it possible to exploit abundant bandwidth at mmWave bands. In this section, we will analytically investigate physical layer security aware networks and mmWave networks, in both of which multi-antenna transmissions play a critical role.

A. Physical Layer Security Aware Networks

While jamming is an effective way to enhance the network secrecy performance [14], interference nulling is important to suppress co-channel interference in dense networks [10], both of which rely on multi-antenna transmissions. In this part, we will analytically find the optimal balance between jamming and interference nulling.

1) Network Model: We consider an ad hoc network consisting of legitimate nodes and eavesdroppers. The legitimate transmitters are modeled as a homogeneous PPP \( \Phi \) with density \( \lambda_t \). Each transmitter is equipped with \( N_t \) antennas and has an intended receiver at a fixed distance \( r_0 \) in a random direction. The passive eavesdroppers also form a homogeneous PPP with density \( \lambda_e \), which is independent to \( \Phi \).

2) Joint Jamming and Interference Nulling: We propose a joint jamming and interference nulling scheme. To avoid strong interference and possible strong jamming signals from nearby transmitters, each legitimate receiver requests interference nulling from the interfering transmitters within a distance \( d_0 \), called the coordination range. Denote the number of requests received by the transmitter located at \( x \) by \( K_x \), which is random due to the random node locations, and it is possible that \( K_x \geq N_t \). Due to the limited spatial degrees of freedom, each transmitter can handle at most \( N_t - 1 \) requests. If a transmitter receives \( K_x \geq N_t \) requests, we assume it will randomly choose \( N_t - 1 \) receivers to suppress interference.

After each transmitter determines the interference nulling targets, the transmitter will perform jamming aided beamforming at the subspace which is orthogonal to its intended channel and the channels to the \( \min(K_x, N_t - 1) \) receivers. Therefore, the jamming signal sent by the transmitter will not affect its own receiver and the other \( \min(K_x, N_t - 1) \) receivers. But it will degrade the quality of service of the eavesdroppers and all the other receivers. We denote \( N_x = N_t - \min(K_x, N_t - 1) \) as the total number of transmitted streams. Generally, increasing the coordination range \( d_0 \) will suppress more nearby interference but less jamming signals will be transmitted, which leads to a trade-off between the interference nulling and jamming.

3) Connection Outage Probability: Consider the typical receiver at the origin, whose transmitter locates at \( x_0 \) and receives \( K_{x_0} \) requests of interference nulling. Then, based on the proposed scheme, the SIR can be given similar to (3), and the needed parameters in the framework are listed as follows.

- Signal channel gain: \( g_{x_0} \sim \text{Gamma}(N_{x_0}, 1) \);
- Point processes of the interfering transmitters and corresponding interference channel gains: \( \Phi'_{\text{out}} = \mathcal{P}(d_0, \infty) \) with \( g_x \sim \text{Gamma}(N_x, 1) \);
- \( \Phi_{\text{in}} = \mathcal{P}(0, d_0) \) with \( g_x \sim \exp(1) \).

The connection outage probability \( p_{co} \) [14], defined as the probability that the SIR of a typical receiver is below a certain threshold \( \gamma_t \), is presented in the following proposition.

Proposition 1. The connection outage probability of the typical legitimate receiver is given by

\[
p_{co} = 1 - \sum_{N_{x_0} = 1}^{N_t} p_N (N_{x_0}) p_{co}(N_{x_0}) ,
\]

where

\[
p_N (n) = \left\{ \begin{array}{ll}
\frac{\lambda \pi d_0^2 N_t}{(N_t - n)} e^{-\pi d_0^2 \lambda_t}, & n = 2, 3, \ldots, N_t, \\
1 - \sum_{i=2}^{N_t} p_{N, i} (i), & n = 1,
\end{array} \right.
\]

\[
p_{co}(N_{x_0}) = 1 - \| \exp \left\{ -\pi \lambda_t d_0^2 [Q_{N_{x_0}} - I_{N_{x_0}}] \right\} \|_1 .
\]

The nonzero elements of \( Q_{N_{x_0}} \) are given by [15].

Proof: The proof is omitted due to space limitation.

4) Secrecy Outage Probability: Consider the eavesdropper located at \( z \), the received SIR of this eavesdropper is given by

\[
\text{SIR}_{e,z} = \frac{\frac{p_{x_0}}{N_{x_0}} g_{x_0} \| x_0 - z \|^{-\alpha}}{\sum_{x \in \Phi_s \setminus \{x_0\}} \frac{p_x}{N_x} g_x \| x - z \|^{-\alpha} + \sum_{x \in \Phi_s \setminus \{x_0\}} \frac{p_{x_0}}{N_{x_0}} g_{x_0} \| x - z \|^{-\alpha}}
\]

where the corresponding parameters in the framework are given as follows.

- Signal channel gain: \( g_0 \sim \text{Gamma}(1, 1) \);
Thus, the secrecy transmission capacity can be written as

\[
q_k = \sum_{n=1}^{N_t} p_{\mathcal{N}}(n) \frac{\Gamma(n+k)}{\Gamma(n)\Gamma(k+1)} \frac{\delta}{\delta-k} \left[ \frac{r_0}{d_0} \right]^\alpha \frac{N_{\text{en}}} n \right]^k \times 2F_1 \left( k - \delta, k + n; k + 1 - \delta; - \left( \frac{r_0}{d_0} \right)^\alpha \frac{N_{\text{en}}} n \right) \tag{15}
\]

\[
\hat{q}_k = \frac{2\lambda s (k + \frac{1}{2}) \Gamma(M + k) \gamma^k}{\sqrt{\pi d(k)^2 (\alpha k - 2) \Gamma(M)}} \left[ y_k (-\gamma) - (\pi \lambda x)^2 R^2 - \alpha k \right] \int_0^R e^{-\pi \lambda x r} r^{\alpha-1} J_k \left( -\frac{\gamma}{R^\alpha} r \right) dr \tag{23}
\]

Fig. 1. The secrecy transmission capacity with different \(d_0\), with \(\lambda_t = 10^{-2}\) m^{-2}, \(\lambda_x = 10^{-3}\) m^{-2}, \(r_0 = 1\) m, and \(\alpha = 4\). The connection outage constraint is \(\mu = 0.1\) while the secrecy outage constraint is \(\epsilon = 0.01\).

- Point processes of the interfering transmitters and corresponding interference channel gains:
  - Point \(x_0\) with \(g_{x_0} \sim \text{Gamma}(N_{\text{en}} - 1, 1)\);
  - \(\Phi' = \mathcal{P}(0, \infty) \setminus \{x_0\}\) with \(\tilde{g}_x \sim \text{Gamma}(N_x, 1)\).

Secrecy outage probability is defined as the probability that the SIR of at least one eavesdropper is above a certain threshold \(\gamma_c\) [14]. A tight upper bound of the secrecy outage probability \(p_{\text{so}}\) is presented in Proposition [2] as the exact expression of \(p_{\text{so}}\) is intractable. The proof is committed due to space limitation.

**Proposition 2.** The secrecy outage probability \(p_{\text{so}}\) is upper bounded as

\[
p_{\text{so}} \leq 1 - \sum_{N_{\text{en}}=1}^{N_t} p_{\mathcal{N}}(N_{\text{en}}) e^{-\lambda_t (1+\mu)^{-1} - N_{\text{en}} - \delta N_x \left( \frac{1}{\Gamma(1-\delta)} \right) \sum_{n=1}^{\gamma_t} \frac{\Gamma(n-\delta) n^{-\delta}} {\Gamma(n)}} \tag{17}
\]

The secrecy transmission capacity is adopted as the main performance metric, which is defined as the achievable rate of confidential messages per unit area with given connection and secrecy outage constraints. To obtain the secrecy transmission capacity \(C_s\) for a fixed \(d_0\), we firstly find the SIR threshold \(\gamma_t\) satisfying the equation \(p_{\text{so}} = \mu\) using (12), and then find the SIR threshold \(\gamma_c\) satisfying the equation \(p_{\text{so}} = \epsilon\) using (17). Thus, the secrecy transmission capacity can be written as

\[
C_s (d_0) = (1 - \mu) \lambda_t \left[ \log_2 \left( 1 + \frac{\gamma_c}{\gamma_t} \right) \right]^{+} \tag{18}
\]

The design goal is to find the optimal \(d_0\) to maximize the secrecy transmission capacity.

In Fig. 1 we show \(C_s (d_0)\) as a function of \(d_0\) according to the analytical results we derive. We find that there is an optimal \(d_0\) for each curve. The reason that increasing \(d_0\) from 0 can increase \(C_s\) is that nearby interference is critical for the legitimate receivers. Thus, setting a protecting zone for each receiver could significantly improve the performance of legitimate receivers. However, if \(d_0\) is too large, \(C_s\) will decrease, as a too large \(d_0\) means each receiver requests many transmitters for interference nulling. While the performance improvement of the legitimate receiver is diminishing, the degrees of freedom left for each transmitter to send jamming noise will be small. Thus, the eavesdroppers will experience a better received SIR. Based on the tractable expressions of outage probabilities, we can easily find the optimal \(d_0\). As \(d_0 = 0\) corresponds to the special case without interference nulling, Fig. 1 also shows that with the optimal \(d_0\), the proposed scheme achieves significant performance gains over the scheme only based on jamming [14], which implies the importance of interference management in jamming assisted networks.

**B. Millimeter Wave Cellular Networks**

In mmWave networks, directional antenna arrays are used both to combat huge path loss and to synthesize narrow beams, which also differentiates mmWave networks from conventional ones. However, how the directional arrays affect the network performance has not been fully understood. In this subsection, we adopt the proposed framework to investigate the role of directional antenna arrays in mmWave cellular networks.

1) Network Model: We assume that mobile users are distributed as a homogeneous PPP, which is independent of \(\Phi\), and each user is associated with the nearest BS. In mmWave cellular networks, one unique characteristic is the blockage effect. It has been pointed out in [9] that non-line-of-sight (NLOS) signals and NLOS interference are negligible in dense mmWave networks. Hence, we will focus on the analysis where the typical user is associated with a LOS BS and the interference stems from LOS BSs, which are distributed according to the PPP \(\mathcal{P}(r_0, R)\) if we adopt the line-of-sight (LOS) Ball blockage model [9], where \(R\) is the LOS radius.

2) Impact of Directional Arrays: With a uniformly random single path (UR-SP) channel model and analog beamforming, the SINR at the typical user can be expressed in the same form as (5), with the required parameters listed as follows [15].

- Signal channel gain: \(g_{x_0} = |r_0|^2 \sim \text{Gamma}(M, \frac{1}{\gamma})\);
- Point process of the interfering transmitters \(\Phi' = \mathcal{P}(r_0, R)\) and corresponding interference channel gains:

\[
g_x = |r_x|^2 \frac{\sin^2 \left( \frac{\pi \varphi_x}{2} \right)}{N_0^2 \sin^2 \left( \frac{\pi \varphi_x}{2} \right)} \triangleq |r_x|^2 G_{\text{act}}(\varphi_x), \tag{19}
\]
where \( \varphi_x \) are independent uniformly distributed random variables over \([-1, 1]\). The array gain function in (19) is referred as the actual antenna pattern. The main difficulty in analyzing the distribution of SINR is the complicated distribution of \( g_x \). In order to obtain a tractable analysis result, we adopt an approximation for the array gain function \( G_{\text{act}} \), which is referred as the cosine antenna pattern

\[
G_{\cos}(x) = \begin{cases} 
\cos^2 \left( \frac{\pi N}{2} x \right) & |x| \leq \frac{1}{N}, \\
0 & \text{otherwise}.
\end{cases}
\]  

(20)

With the approximated cosine antenna pattern and Theorem 1, a lower bound for the coverage probability can be provided to present the impact of directional antenna arrays, as shown in the following proposition.

**Proposition 3.** The coverage probability is tightly lower bounded by

\[
P_c(1) \geq \left(1 - e^{-\pi \lambda_t R^2}\right) e^{\beta_0 t} \left(1 + \sum_{n=1}^{M-1} \beta_n t^n \right),
\]

which is a non-decreasing concave function of the array size \( N_t \), and \( t = \frac{1}{N_t} \).

\[
\beta_n = \begin{cases} 
\frac{\hat{q}_0}{1 - e^{-\pi \lambda_t R^2}} & n = 0, \\
\left(\frac{Q_M - \hat{q}_0 I_M}{n! (1 - e^{-\pi \lambda_t R^2})}\right)^n & n \geq 1.
\end{cases}
\]

(22)

The nonzero entries in \( Q_M \) are determined by (23), and

\[
y_k(x) = J_k(x) \left[1 - e^{-\pi \lambda_t R^2} \left(1 + \pi \lambda_t R^2\right)\right] + 1(k = 0) \left(\pi \lambda_t R^2 - 1 + e^{-\pi \lambda_t R^2}\right).
\]

(24)

where

\[
J_k(x) = 3F_2 \left(k + \frac{1}{2}, k - \delta, k + M; k + 1, k + 1 - \delta; x\right),
\]

with \( 3F_2(a_1, a_2, a_3; b_1, b_2; z) \) denoting the generalized hypergeometric function \([13]\) and \( 1(\cdot) \) being the indicator function.

**Proof:** The proof is omitted due to space limitation. \( \square \)

From Proposition 3, we discover that increasing the directional antenna array size will definitely benefit the coverage probability, and the concavity means that the benefits on the coverage brought from leveraging more antennas will gradually diminish with the increasing antenna size. Moreover, we see that the lower bound is a product of an exponential function and an \( M \)-degree polynomial function with respect to the inverse of the array size \( t \). For the special case that \( M = 1 \), i.e., the Rayleigh fading channel, the lower bound will reduce to an exponential one.

Fig. 2 demonstrates that the analytical result in Proposition 3 well matches the simulation result. The performance gain with a larger array size is mainly because increasing the array size will narrow the interference beam, which reduces the probability that the interferers direct the main lobes towards the typical user. In addition, as stated before, when \( M = 1 \), the lower bound (21) will reduce to an exponential one, which is linear in the logarithm scale as shown in Fig. 2. When the Nakagami parameter \( M \) increases, the polynomial term will take effect to make the lower bound to be a concave one.

**IV. Conclusions**

This paper proposed a unified analytical framework based on the \( \psi_t \)-Toeplitz matrix representation for coverage analysis of dense multi-antenna networks. A tractable expression for a general network model was firstly derived. Two examples, i.e., the security aware wireless networks and mmWave networks, were then provided to demonstrate the generality and effectiveness of the proposed framework. Overall, this paper provided a powerful toolbox for the evaluation and design of various dense multi-antenna wireless networks, which will find ample applications.

**APPENDIX A**

**Proof of Lemma 1 and Theorem 1**

Defining \( x_n = \frac{(-s)^n}{n!} \mathcal{L}^{(n)}(s) \), the coverage probability (4) can be expressed as

\[
p_c(\gamma) = \mathbb{E}_{x_0} \left[ \sum_{n=0}^{M-1} x_n \right],
\]

(26)

where \( x_0 = \mathcal{L}(s) = \exp \{ \eta(s) \} \) is given in Lemma 1. Next, we will express \( x_n \) in a recursive form. It is obvious that \( \mathcal{L}^{(1)}(s) = \eta^{(1)}(s) \mathcal{L}(s) \), and according to the formula of Leibniz for the \( n \)-th derivative of the product of two functions, we have

\[
\mathcal{L}^{(n)}(s) = \frac{d^{n-1}}{ds} \mathcal{L}^{(1)}(s) = \sum_{i=0}^{n-1} \binom{n-1}{i} \eta^{(n-i)}(s) \mathcal{L}^{(i)}(s),
\]

(27)

followed by

\[
\frac{(-s)^n}{n!} \mathcal{L}^{(n)}(s) = \sum_{i=0}^{n-1} \frac{n-i}{n} \frac{(-s)^{n-i}}{(n-i)!} \eta^{(n-i)}(s) \mathcal{L}^{(i)}(s).
\]

(28)

Therefore, the recursive relationship of \( x_n \) is

\[
x_n = \sum_{i=0}^{n-1} \frac{n-i}{n} q_{n-i} x_i,
\]

(29)
where

\[ q_k = \frac{(-s)^k}{k!} q^{(k)}(s). \]  

(30)

This completes the proof of Lemma 1.

Then, we define two power series as follows to solve for \( x_n \),

\[ Q(z) \triangleq \sum_{n=0}^{\infty} q_n z^n, \quad X(z) \triangleq \sum_{n=0}^{\infty} x_n z^n. \]

Using the properties that \( Q^{(1)}(z) = \sum_{n=0}^{\infty} nq_n z^{n-1} \) and \( Q(z)X(z) = \sum_{n=0}^{\infty} \sum_{i=1}^{n} q_{n-i} x_i z^n \), from (29), we obtain the differential equation

\[ X^{(1)}(z) = Q^{(1)}(z)X(z), \]

whose solution is

\[ X(z) = \exp \{Q(z)\}. \]

(33)

Therefore, according to (26), (31), and (33), the coverage probability is given by

\[
\begin{align*}
 p_c(\gamma) &= \mathbb{E}_{r_0} \left[ \sum_{n=0}^{M-1} x_n \right] \\
 &= \mathbb{E}_{r_0} \left[ \sum_{n=0}^{M-1} \frac{1}{n!} X^{(n)}(z) \right]_{z=0} \\
 &= \mathbb{E}_{r_0} \left[ \sum_{n=0}^{M-1} \frac{1}{n!} d^n \right]_{z=0} e^{Q(z)}.
\end{align*}
\]

(34)

From [16, Page 14], the first \( M \) coefficients of the power series \( e^{Q(z)} \) form the first column of the matrix exponential \( \exp \{Q_M \} \), whose exponent is given in (8).
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