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Abstract

We investigate the monodromy of the Lax connection for classical IIB superstrings on $AdS_5 \times S^5$. For any solution of the equations of motion we derive a spectral curve of degree $4 + 4$. The curve consists purely of conserved quantities, all gauge degrees of freedom have been eliminated in this form. The most relevant quantities of the solution, such as its energy, can be expressed through certain holomorphic integrals on the curve. This allows for a classification of finite gap solutions analogous to the general solution of strings in flat space. The role of fermions in the context of the algebraic curve is clarified. Finally, we derive a set of integral equations which reformulates the algebraic curve as a Riemann-Hilbert problem. They agree with the planar, one-loop $\mathcal{N} = 4$ supersymmetric gauge theory proving the complete agreement of spectra in this approximation.
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1 Introduction and Overview

Strings in flat space have been solved a long time ago. The solution of the classical equations of motion is straightforward and obtained by a Fourier transformation, or mode decomposition, of the world sheet. The string is then represented by a collection of independent harmonic oscillators, one for each mode and orientation in target space. The oscillators are merely coupled by the Virasoro and level-matching constraints. The conserved, physical quantities of the string are the absolute values of oscillator amplitudes. Quantization of this system essentially poses no problem. The harmonic oscillators are excited in quanta and the amplitudes turn into integer-valued excitation numbers.

Maldacena’s conjecture \[1\] however brought about special attention on strings in curved target spaces with ‘RR-flux’, in particular IIB superstrings on \( AdS_5 \times S^5 \). There, a solution and quantization is much more involved due to the highly non-linear nature of the string action \[2\]. A direct quantization of the world sheet theory is furthermore obstructed by conformal and kappa symmetry which require gauge fixing. This introduces a number of additional terms and usually makes the problem intractable.

One path to quantization is related to the maximally supersymmetric plane-wave background \[3\] and the correspondence to gauge theory \[4\]. In this background the solution and quantization closely resembles its flat space counterpart \[5\]. The full \( AdS_5 \times S^5 \) background may be regarded as a deformation of plane waves. Following this idea, one can obtain a quantum string on \( AdS_5 \times S^5 \) in a perturbation series around plane waves \[6\]. This approach has yielded several important insights into the quantum nature of the string, but there are drawbacks: The perturbative expansion is very involved, the first order is feasible \[7\], but beyond there are no definite answers available yet. Even if this problem might be overcome, still we would be limited to a certain region of the parameter space of full \( AdS_5 \times S^5 \) which is insensitive to global aspects.

Another approach to strings in curved space is to consider classical solutions, see e.g. \[8\]. For these solutions with large spins one can show that quantum effects are suppressed and already the classical solution yields a good approximation for the full energy. Even more excitingly, Frolov and Tseytlin discovered that many of these spinning string solutions have an expansion which is in qualitative agreement with the loop expansion of gauge theory \[9\]. Their conjecture of a quantitative agreement has been confirmed in several cases in \[10, 11\] and many more works since,\(^1\) see \[13–16\] for reviews of the subject. Finding exact solutions is not trivial, the complexity of the functions increases with the complexity of the solution. The functions that occur are of algebraic, elliptic or hyperelliptic type and many of those which can be expressed using conventional functions have been found. While in principle each and every solution can be found using suitable (unconventional) functions, it is impossible to catalog infinitely many of them in order to understand their generic structure.

Finding the energy spectrum of superstrings on \( AdS_5 \times S^5 \) therefore appears a too difficult problem to be solved explicitly. Instead one can ask a more moderate question: How is the spectrum of string solutions organized? In other words, can we classify string

\(^1\)Here, as well as in the case of near plane-wave strings there are discrepancies starting at three gauge theory loops \[6, 12\]. This puzzle can also be reformulated as the question why it works at one and two loops in the first place. We have little to add on this issue.
solutions even though we cannot write them explicitly? Understanding the classification at the classical level might be an essential step towards understanding the quantum string. The classification was started in [17] for bosonic strings on $\mathbb{R} \times S^3$ which is a subspace of the full $\text{AdS}_5 \times S^5$ background. It was shown that for each solution of the equations of motion there exists a corresponding hyperelliptic curve. The key physical data of the solution, such as the energy and Noether charges, were identified in the algebraic curve.\footnote{This explains, among other things, why the classical energy, one of these charges, is typically expressed through hyperelliptic functions. The various integration constants of the classical solution turn into moduli of the algebraic curve which appear as parameters to the hyperelliptic functions. See also [18] for a discussion of the moduli of some particular curves.}

At this point one can turn the logic around and investigate the moduli space of admissible curves, i.e. those curves which correspond to some classical solution. This leads to a solution of the spectral problem in terms of algebraic curves, which is probably as close to an explicit solution as it can be. However, one would have to ensure that all relevant constraints on the structure of admissible curves have been correctly identified. A survey of the moduli space of admissible curves suggests that this is indeed the case: There turns out to be one continuous modulus per genus and each handle of the curve can be interpreted as a particular string mode. This count matches with strings in flat space, which has one amplitude per string oscillator. Although two distinct theories are compared here, one can expect that the number of local degrees of freedom of the string should be independent of the background. We furthermore believe that the (conserved) moduli of a curve represent a complete set of action variables for the string. The moduli space of admissible curves would thus represent half the phase space of the string model.

Another interesting option is to reformulate the problem of finding admissible curves as a Riemann-Hilbert problem. This is achieved by representing the curve as a collection of Riemann sheets connected by branch cuts. The branch cuts are represented by integrals over contours and densities in the complex plane. The admissibility conditions turn into integral equations on these contours and densities. This representation reveals an underlying scattering problem and the branch cuts represent the fundamental particles. The integral equations select equilibrium states of the scattering problem. This can be compared to a direct Fourier transformation of the string: The Fourier transformation transforms the equations of motion into equations among the different Fourier modes. Conceptually, the resulting equations are very similar to the integral equations. The main difference between the two approaches is that there are interactions between arbitrarily many Fourier modes due to the highly non-linear nature of the strings, while the interactions for the integral equations are only pairwise\footnote{In some sense, the algebraic curve can thus be interpreted as a clever mode decomposition specifically tailored for the particular curved background.}! In some sense, the algebraic curve can thus be interpreted as a clever mode decomposition specifically tailored for the particular curved background.

The pairwise, i.e. factorized, nature of the scattering problem leads us to integrability. Indeed, the algebraic curve was constructed using the Lax connection, a family of flat connections on the two-dimensional string world sheet. For sigma models on group manifolds and symmetric coset spaces, such as $\text{SU}(2) = S^3$, this connection is well-known [19] and related to integrability as well as an infinite set of conserved charges [20] of the two-dimensional theory. Integrable structures were also found in the AdS/CFT...
dual $\mathcal{N} = 4$ gauge theory: The dual of the world-sheet Hamiltonian, the planar dilatation operator (see [15] for a review), was shown to be integrable at leading loop order [21,22]. Moreover, there are indications that integrability is not broken by higher-loop effects [23]. In gauge theory, integrability enables one to construct a Bethe ansatz [24] to diagonalize local operators, which are isomorphic to quantum spin chains. This leads to a set of algebraic equations [21,22,12,25] whose solutions are in one-to-one correspondence to eigenstates of the dilatation operator. In the limit of states with a large number of partons, which is at the heart of the spinning-strings correspondence, the discrete Bethe equations turn into integral equations [26,10]. These are very similar to the integral equations from the string sigma model. In fact, it was shown that the higher-loop Bethe equations in the $\mathfrak{su}(2)$ sector [12,25] match with the equations from classical string theory on $\mathbb{R} \times S^3$ up to two gauge-theory loops [17]. This proves the equality of energy spectra in this limit and sector. Alternatively, one can also derive an algebraic curve for gauge theory and compare it to the one for the sigma model [17]. An altogether different approach to showing the agreement of spectra uses coherent states [27].

The solution of the spectral problem in terms of algebraic curves has since been extended to three other subsectors of the full superstring: Bosonic strings on $AdS_5 \times S^1$ [28], on $\mathbb{R} \times S^5$ [29] and on $AdS_5 \times S^1$ [30]. Also some features of the assembly of full $AdS_5$ and full $S^5$ are known [31]. In all previous analyses, however, fermions have been excluded. While this is justified (for almost all practical purposes) at the classical level, they are certainly required to give a consistent quantum theory. It is therefore essential to include them, even at the classical level. This can indeed be done, even though it is a classical setting.

In the present article we shall derive the solution of the spectrum of IIB superstrings on $AdS_5 \times S^5$ in terms of algebraic curves. The starting point will be the family of flat connections found by Bena, Polchinski and Roiban [34]. Using its open Wilson loop around the closed-string world sheet, the so-called monodromy, we can derive an algebraic curve. As was demonstrated in [34] the Lax connection exists prior to gauge fixing. We therefore do not fix any gauge, neither of conformal nor of kappa symmetry, in contrast to [17,28,29] and especially [31]. The emergent curve is neither a regular algebraic curve, nor an algebraic supercurve, i.e. not a supermanifold. It almost splits in two parts, but it is held together by the fermions. Each part has degree four and corresponds to one of the $S^5$ and $AdS_5$ coset models. The bosonic degrees of freedom give rise to square-root branch points and cuts connecting them. These appear only within each set of four Riemann sheets. We shall show that, conversely, the fermions give rise to poles. Poles come in pairs, one of them is on the $S^5$-part of the curve, the other on the $AdS_5$-part while their residues are the same. Their position within the

3Within the Frolov-Tseytlin correspondence fermions have been treated in [32,33] using the coherent state approach.

4Having fermions in classical equations is not a problem, but we run into difficulties when we try to find explicit solutions, which would require the introduction of actual Grassmann numbers.

5The residues are products of two Grassmann-odd numbers. Therefore, they are Grassmann-even, but not of zeroth degree, i.e. they cannot be represented by common numbers. This is why fermions can be neglected for almost all practical purposes. The derivations are however simplified by ignoring this fact.
The two parts of the curve are furthermore linked by the Virasoro constraint: It relates a set of fixed poles between the two parts of the curve. These poles are an important general characteristics of the model and do not correspond to fermions.

The precise structure of the algebraic curve and its representation in the form of integral equations constitute the key information from string theory for a comparison with gauge theory \cite{35, 22, 15, 30} via the Frolov-Tseytlin proposal. Using an integral representation for the curve, we are able to show agreement of the spectra at leading order in the effective coupling constant. A more detailed comparison will be performed in the follow-up article \cite{36}.

The structure of this article is as follows: In Sec. 2 we will investigate the monodromy of the Lax connection and derive an algebraic curve from it. The remainder of the section is devoted to finding the analytic properties of the curve and relating them to data of the associated string solution. Then we decouple from the underlying string solution in Sec. 3 and consider the set of admissible curves. After counting the number of moduli, we shall identify them with certain integrals on the curve. Their relationship to the global charges is established. In the final Sec. 4 we shall represent the algebraic curve by means of its branch cuts between the Riemann sheets. The resulting equations are closely related to the equations one obtains from spin chains in the thermodynamic limit. We show that they agree with one-loop gauge theory. We conclude and give an outlook in Sec. 5. The appendices contain a review of supermatrices (App. A), the relation between coset and vector models (App. B) and explicit but lengthy expressions related to the full supersymmetric sigma model (App. D).

## 2 Supersymmetric Sigma Model

We start by investigating the $AdS_5 \times S^5$ supersymmetric sigma model on a closed string worldsheet. First of all we present the sigma model in terms of its fields, currents and constraints. Then we review the Lax connection and its monodromy and show that the essential physical information (action variables) is described by an algebraic curve. The remainder of this section is devoted to special properties of the curve and relating them to physical quantities.

The $AdS_5 \times S^5$ superspace can be represented as the coset space of the supergroup $PSU(2, 2|4)$ over $Sp(1, 1) \times Sp(2)$. Up to global issues, but preserving the algebraic structure, we can change the signature of the target spacetime. Here we will consider the coset $PSL(4|4, \mathbb{R})/Sp(4, \mathbb{R}) \times Sp(4, \mathbb{R})$. This choice is convenient as we can completely avoid complex conjugation which may be somewhat confusing, especially in a supersymmetric setting. See e.g. \cite{37, 38} for an explicit treatment of the $PSU(2, 2|4)$ coset model. The global issues that we should keep in mind are whether the string can wind around the manifold. For $S^5$ this is certainly the case, while for $AdS_5$ there should be no windings. Note that the physical $AdS_5$ is a universal cover and there cannot be windings around the unfolded time circle. Likewise, the involved group manifolds are considered to be universal coverings.
2.1 The Coset Model

The Metsaev-Tseytlin string is a coset space sigma model. To represent the coset, we consider a group element \( g \) of \( \text{PSL}(4|4, \mathbb{R}) \) and two constant \((4|4) \times (4|4)\) matrices

\[
E_1 = \begin{pmatrix} E & 0 \\ 0 & 0 \end{pmatrix}, \quad E_2 = \begin{pmatrix} 0 & 0 \\ 0 & E \end{pmatrix},
\]

which break \( \text{PSL}(4|4, \mathbb{R}) \) to \( \text{Sp}(4, \mathbb{R}) \times \text{Sp}(4, \mathbb{R}) \). Here, \( E \) is an antisymmetric \( 4 \times 4 \) matrix

\[
E = \begin{pmatrix} 0 & +I \\ -I & 0 \end{pmatrix},
\]

where each entry corresponds to a \( 2 \times 2 \) block and \( I \) is the identity matrix. We shall denote the pseudo-inverses of \( E_1, E_2 \) by

\[
\bar{E}_1 = \begin{pmatrix} E^{-1} & 0 \\ 0 & 0 \end{pmatrix}, \quad \bar{E}_2 = \begin{pmatrix} 0 & 0 \\ 0 & E^{-1} \end{pmatrix}.
\]

These are defined such that a product of \( E_a \) and \( \bar{E}_b \) is a projector to the even/odd subspace if \( a = b \) or zero if \( a \neq b \). Finally, let us introduce a grading matrix

\[
\eta = \begin{pmatrix} +I & 0 \\ 0 & -I \end{pmatrix}
\]

which will be useful at various places.

The breaking of \( \text{PSL}(4|4, \mathbb{R}) \) to \( \text{Sp}(4, \mathbb{R}) \times \text{Sp}(4, \mathbb{R}) \) is achieved as follows: The matrix \( E_1 \) is invariant under \( E_1 \mapsto hE_1 h^{ST} \) for elements \( h \) of a subgroup \( \text{Sp}(4, \mathbb{R}) \times \text{SL}(4, \mathbb{R}) \) of \( \text{PSL}(4|4, \mathbb{R}) \). Similarly, \( E_2 \mapsto hE_2 h^{ST} \) is invariant under a \( \text{SL}(4, \mathbb{R}) \times \text{Sp}(4, \mathbb{R}) \). The combined map \( (E_1, E_2) \mapsto (hE_1 h^{ST}, hE_2 h^{ST}) \) leaves \( (E_1, E_2) \) invariant precisely for \( h \in \text{Sp}(4, \mathbb{R}) \times \text{Sp}(4, \mathbb{R}) \). Thus the element \( (gE_1 g^{ST}, gE_2 g^{ST}) \) with \( g \in \text{PSL}(4|4, \mathbb{R}) \) parametrizes the \( \text{AdS}_5 \times S^5 \) superspace.

We now introduce the supermatrix-valued field \( g(\tau, \sigma) \in \text{PSL}(4|4, \mathbb{R}) \) on the worldsheet. It satisfies \( \text{sdet} \, g = 1 \) and we identify group elements which are related by an abelian rescaling, \( g \cong \xi g \).

\[
J = -g^{-1} dg.
\]

\[\text{For a short review of the algebra of supermatrices, cf. App. A}\]
\[\text{In fact, any } E = -E^T \text{ with } \varepsilon_{\alpha\beta\gamma\delta}E^{\alpha\beta}E^{\gamma\delta} \neq 0 \text{ would suffice and one could as well pick distinct matrices } E \text{ for } E_1 \text{ and } E_2.\]
\[\text{Note that } E_1 \text{ is an antisymmetric supermatrix, } E_1^{ST} = -\eta E_1, \text{ while } E_2 \text{ is symmetric, } E_2^{ST} = +\eta E_2. \text{ Therefore also } g(E_1 \pm iE_2)g^{ST} \text{ or } g(E_1 \pm iE_2)g^{ST} \text{ parametrize the coset as we can disentangle the contributions from } E_1 \text{ and } E_2 \text{ by projecting to the symmetric and antisymmetric parts.}\]
\[\text{For } (4|4) \times (4|4) \text{ supermatrices, sdet } \xi I = 1 \text{ for any number } \xi.\]
It is flat and supertraceless
\[ dJ = J \wedge J \quad \text{and} \quad \text{str} \ J = 0 \] (2.7)
by means of the usual identities and sdet \( g = 1 \). The algebra \( \mathfrak{psl}(4|4, \mathbb{R}) \) can be decomposed into four parts obeying a \( \mathbb{Z}_4 \)-grading [2][39][40]. The connection decomposes as follows
\[ J = H + Q_1 + P + Q_2. \] (2.8)
We use the constant supermatrices \( E_{1,2}, \bar{E}_{1,2} \) to project to the various components
\[
egin{align*}
H &= \frac{1}{2} E_1 E_1 J E_1 E_1 - \frac{1}{2} E_1 J^{ST} E_1 + \frac{1}{2} E_2 E_2 J E_2 E_2 - \frac{1}{2} E_2 J^{ST} E_2, \\
Q_1 &= \frac{1}{2} E_1 \bar{E}_1 J E_2 \bar{E}_2 + \frac{1}{2} E_1 J^{ST} \bar{E}_1 + \frac{1}{2} E_2 \bar{E}_2 J E_1 \bar{E}_1 - \frac{1}{2} E_2 J^{ST} \bar{E}_1, \\
P &= \frac{1}{2} E_1 \bar{E}_1 J E_1 \bar{E}_1 + \frac{1}{2} E_1 J^{ST} \bar{E}_1 + \frac{1}{2} E_2 \bar{E}_2 J E_1 \bar{E}_1 + \frac{1}{2} E_2 J^{ST} \bar{E}_1, \\
Q_2 &= \frac{1}{2} E_1 \bar{E}_1 J E_2 \bar{E}_2 - \frac{1}{2} E_1 J^{ST} \bar{E}_1 + \frac{1}{2} E_2 \bar{E}_2 J E_1 \bar{E}_1 + \frac{1}{2} E_2 J^{ST} \bar{E}_1. 
\end{align*}
\] (2.9)
They satisfy the \( \mathbb{Z}_4 \)-graded Bianchi identities in [34]
\[
\begin{align*}
dH &= H \wedge H + Q_1 \wedge Q_2 + P \wedge P + Q_2 \wedge Q_1, \\
dQ_1 &= H \wedge Q_1 + Q_1 \wedge H + P \wedge Q_2 + Q_2 \wedge P, \\
dP &= H \wedge P + Q_1 \wedge Q_1 + P \wedge H + Q_2 \wedge Q_2, \\
dQ_2 &= H \wedge Q_2 + Q_1 \wedge P + P \wedge Q_1 + Q_2 \wedge H, 
\end{align*}
\] (2.10)
and their supertraces vanish
\[ \text{str} \ H = \text{str} \ Q_1 = \text{str} \ P = \text{str} \ Q_2 = 0. \] (2.11)
Note that \( \text{str} \ H = \text{str} \ Q_1 = \text{str} \ Q_2 = 0 \) is satisfied by means of the projections (2.9) while \( \text{str} \ P = \text{str} \ J = 0 \) holds due to (2.7).

The action of the IIB superstring on \( AdS_5 \times S^5 \) given in [2] in terms of the connections \( P, Q_{1,2} \) reads [10]
\[ S_\sigma = \frac{\sqrt{\lambda}}{2\pi} \int \left( \frac{1}{2} \text{str} \ P \wedge *P - \frac{1}{2} \text{str} \ Q_1 \wedge Q_2 + \Lambda \wedge \text{str} \ P \right). \] (2.12)
We have introduced the Lagrange multiplier \( \Lambda \) to enforce \( \text{str} \ P = 0 \). In fact, we cannot remove the part proportional to the identity matrix because of the identity \( \text{str} \ I = 0 \). The equations of motion read
\[
\begin{align*}
0 &= P \wedge Q_2 - *P \wedge Q_2 + Q_2 \wedge P - Q_2 \wedge *P, \\
d*P &= H \wedge *P + Q_1 \wedge Q_1 + *P \wedge H - Q_2 \wedge Q_2 + d\Lambda, \\
0 &= P \wedge Q_1 + *P \wedge Q_1 + Q_1 \wedge P + Q_1 \wedge *P. 
\end{align*}
\] (2.13)
The appearance of \( \Lambda \) in the equations of motion is related to the projective identification \( g \equiv \xi g \). The equations of motion can also be written as the \( g \)-covariant conservation of the global \( \mathfrak{psl}(4|4, \mathbb{R}) \) symmetry current \( K \)
\[ d*K - J \wedge *K - *K \wedge J = 0, \quad K = P + \frac{1}{2} *Q_1 - \frac{1}{2} *Q_2 - *\Lambda. \] (2.14)

\[ \text{The \( \mathbb{Z}_4 \)-grading is directly related to supertransposing, c.f. App. A.} \]
The above equations of motion follow after decomposition into the $\mathbb{Z}_4$-graded components. The dependence of $K$ on the unphysical Lagrange multiplier reflects the ambiguity in the definition of the abelian part of $K$ in $\mathfrak{psl}(4|4, \mathbb{R})$. In the fixed frame,\footnote{We shall distinguish between a moving frame and a fixed frame. In the moving frame $E$ is a constant matrix and the fundamental field is $g$. The gauge connection is $D = d - J$. In the fixed frame the matrix corresponding to $E$ is $gEg^{\epsilon}$. It is not constant but rather the fundamental field. The gauge connection is trivial, $D = d$. See App. \ref{app:formalisms} for a comparison of both formalisms. We use uppercase and lowercase letters for the moving and fixed frames, respectively.} which is related to the moving one by $k = gKg^{-1}$, the equations for the current are even shorter
\[ d* k = 0. \tag{2.15} \]

The global symmetry charges are consequently given by
\[ s = \sqrt{\lambda} \int_0^{2\pi} d\sigma k. \tag{2.16} \]

These do not depend on the form of the path $\gamma$ around the closed loop and are thus conserved physical quantities. For later convenience, we rewrite $s = g(0)Sg^{-1}(0)$ in terms of the moving-frame current $K$ as follows
\[ S = \sqrt{\lambda} \int_0^{2\pi} d\sigma \int_0^\sigma d\sigma' J_\sigma(\sigma')^{-1} K_\sigma(\sigma) \left( P \exp \int_0^\sigma d\sigma' J_\sigma(\sigma') \right). \tag{2.17} \]

Here, as for the remainder of the article, the path ordering symbol $P$ puts the values of $\sigma$ in decreasing order from left to right.

In addition to the equation of motion, the Virasoro constraints following from variation of the world-sheet metric (which appears only within the dualization $*$) are given by
\[ \text{str} \ P^2 \pm = 0. \tag{2.18} \]

Here we have introduced the light-cone coordinates
\[ \sigma_\pm = \frac{1}{2}(\tau \pm \sigma), \quad \partial_\pm = \partial_\tau \pm \partial_\sigma, \quad P_\pm = P_\tau \pm P_\sigma. \tag{2.19} \]

### 2.2 Lax Connection and Monodromy

A family of flat connections $a(\kappa)$ for the superstring on $AdS_5 \times S^5$ was derived in \cite{34}.\footnote{For complex values of $\kappa$, there is only one family of flat connections. The other family mentioned in \cite{34} is trivially obtained by replacing $\kappa$ with $i\pi - \kappa$.} This was expressed in the fixed frame, which is related to moving one by $j = gJg^{-1}$ and similarly for $H, Q_1, P, Q_2$. The Lax connection is given by
\[ a(\kappa) = \alpha(\kappa) p + \beta(\kappa) (*p - p) + \gamma(\kappa) (q_1 + q_2) + \delta(\kappa) (q_1 - q_2) \tag{2.20} \]
with
\[ \alpha(\kappa) = -2 \sinh^2 \kappa, \quad \gamma(\kappa) = 1 - \cosh \kappa, \]
\[ \beta(\kappa) = 2 \sinh \kappa \cosh \kappa, \quad \delta(\kappa) = \sinh \kappa. \quad (2.21) \]

We will employ a more convenient parametrization by setting \( z = \exp \kappa \). The coefficient functions become
\[ \alpha(z) = 1 - \frac{1}{2} z^2 - \frac{1}{2} z^{-2}, \quad \gamma(z) = 1 - \frac{1}{2} z - \frac{1}{2} z^{-1}, \]
\[ \beta(z) = \frac{1}{2} z^2 - \frac{1}{2} z^{-2}, \quad \delta(z) = \frac{1}{2} z - \frac{1}{2} z^{-1}. \quad (2.22) \]

We would now like to transform the connection to the moving frame using \( J = g^{-1} j g \) and compute
\[ d - A(z) = g^{-1} (d + a(z)) g = d - J + g^{-1} a(z) g \]
\[ = d - H + (\alpha - 1) P + \beta (\ast P - \Lambda) + (\gamma - 1) (Q_1 + Q_2) + \delta (Q_1 - Q_2), \quad (2.23) \]

where the Lax connection reads
\[ A(z) = H + (\frac{1}{2} z^2 + \frac{1}{2} z^{-2}) P + (-\frac{1}{2} z^2 + \frac{1}{2} z^{-2}) (\ast P - \Lambda) + z^{-1} Q_1 + z Q_2. \quad (2.24) \]

As was shown in [33], it satisfies the flatness condition
\[ (d - A(z))^2 = 0 \quad (2.25) \]
by means of the equations of motion. It is also traceless for obvious reasons, \( \text{str} A(z) = 0 \).

As emphasized in [17,29], an important object for the solution of the spectral problem is the open Wilson loop of the Lax connection around the closed string. It is given by
\[ \Omega_0(z) = P \exp \int_0^{2\pi} d\sigma A_\sigma(z) \simeq P \exp \oint A(z). \quad (2.26) \]

The monodromy which is defined as\(^{13}\)
\[ \Omega(z) = \Omega_0^{-1}(1) \Omega_0(z) \quad (2.27) \]

\(^{13}\)For \( z = 1 \) the Lax connection \( A(z) = J \) is the gauge connection. The additional factor \( \Omega_0^{-1}(1) = g(0)^{-1} g(2\pi) = h(0) \) therefore transforms the monodromy back to the tangent space at \( \sigma = 0 \).
is independent of the path \( \gamma \) around the closed string; it merely depends on the point \( \gamma(2\pi) = \gamma(0) \) where the path is cut open. More explicitly, a shift of \( \gamma(0) \) leads to a similarity transformation \( (\sim) \), see e.g. [29]. Therefore, the eigenvalues of \( \Omega(z) \) are invariant, physical quantities. Note that we did not specify any particular gauge of conformal or kappa symmetry. Under kappa symmetry the Lax connection transforms by conjugation [41] and consequently leaves the eigenvalues invariant as well. For definiteness we define \( \Omega(z) \) through the path \( \sigma \in [0, 2\pi] \) at \( \tau = 0 \). Also note that \( \text{str} A(z) = 0 \) leads to \( \text{sdet} \Omega(z) = 1 \).

In the Hamiltonian formulation, the eigenvalues of the monodromy represent action variables of the sigma model.\(^{14}\) We have a one-parameter family of them and it is not inconceivable that they form a complete set. So we might have a sufficient amount of information to fully characterize the class of solution. The time-dependent angle variables and all gauge degrees of freedom are completely projected out in the eigenvalues of \( \Omega(z) \). This is a very good starting point for a quantum theory: For quantum eigenstates we can measure all the action variables exactly but information of the angle variables is obscured by the uncertainty principle.

### 2.3 The Algebraic Curve

The physical information of the monodromy matrix is its conjugation class. Let \( u(z) \) diagonalize \( \Omega(z) \) as follows

\[
u(z)\Omega(z)u^{-1}(z) = \text{diag} \{ e^{i\hat{\nu}_1(z)}, e^{i\hat{\nu}_2(z)}, e^{i\hat{\nu}_3(z)}, e^{i\hat{\nu}_4(z)} | e^{i\tilde{\nu}_1(z)}, e^{i\tilde{\nu}_2(z)}, e^{i\tilde{\nu}_3(z)}, e^{i\tilde{\nu}_4(z)} \}.
\]

(2.28)

Note that the eigenvalues \( e^{i\hat{\nu}_k} \) and \( e^{i\hat{\nu}_l} \) corresponding to the two gradings are distinguishable, they cannot be interchanged by a (bosonic) similarity transformation. We can associate \( \tilde{\nu}_k \) to \( S^5 \) while \( \hat{\nu}_k \) corresponds to \( \text{AdS}^5 \). In contrast, we may freely interchange eigenvalues within each set of four. Unimodularity, \( \text{sdet} \Omega(z) = 1 \), translates to the condition

\[
\tilde{\nu}_1 + \tilde{\nu}_2 + \tilde{\nu}_3 + \tilde{\nu}_4 - \hat{\nu}_1 - \hat{\nu}_2 - \hat{\nu}_3 - \hat{\nu}_4 \in 2\pi\mathbb{Z}.
\]

(2.29)

The monodromy \( \Omega(z) \) depends analytically on the spectral parameter \( z \) by definition except at the singular points \( z = 0 \) and \( z = \infty \). This however does not imply that also the eigenvalues \( \{ e^{i\hat{\nu}_k} | e^{i\tilde{\nu}_k} \} \) enjoy the same property.

Let us first consider a point \( z_a \) where two eigenvalues \( e^{i\hat{\nu}_k}, e^{i\hat{\nu}_l} \) corresponding to the \( S^5 \)-part of the sigma model degenerate. The restriction of \( \Omega(z) \) to the subspace of the two corresponding eigenvalues then takes the general form

\[
\Gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

(2.30)

with some coefficients \( a, b, c, d \) depending analytically on \( z \). Its eigenvalues are given by the general formula

\[
\gamma_{1,2} = \frac{1}{2} \left( a + d \pm \sqrt{(a - d)^2 + 4bc} \right).
\]

(2.31)

\(^{14}\)See [38] for an investigation of the Poisson brackets of the monodromy.
At $z = \hat{z}_a$ the combination $f = (\gamma_1 - \gamma_2)^2 = (a - d)^2 + 4bc = (\text{Tr} \Gamma)^2 - 2 \text{Tr} \Gamma^2$ under the square root vanishes, $f(\hat{z}_a) = 0$. In the generic case, one can expect $f'(\hat{z}_a) \neq 0$. This implies the well-known fact that crossing of eigenvalues usually gives rise to a square-root singularity:

$$e^{i\hat{p}_a(z)} = e^{i\hat{p}_a(\hat{z}_a)} \left( 1 \pm \alpha_a \sqrt{z - \hat{z}_a} + O(z - \hat{z}_a) \right). \quad (2.32)$$

Similarly, coincident AdS$_5$-eigenvalues $e^{i\hat{p}_k}$ and $e^{i\hat{p}_l}$ at $\hat{z}_a$ lead to square-root singularities

$$e^{i\hat{p}_k(z)} = e^{i\hat{p}_k(\hat{z}_a)} \left( 1 \pm \alpha_a \sqrt{z - \hat{z}_a} + O(z - \hat{z}_a) \right). \quad (2.33)$$

The behavior around a point $z^*_a$ where eigenvalues of opposite gradings, $e^{i\hat{p}_k}$ and $e^{i\hat{p}_l}$, coincide is quite different: Consider the submatrix of $\Omega$ the singularity. Therefore we need to introduce several branch cuts $\tilde{C}_a$ and $\tilde{\mathcal{C}}_a$ in $e^{i\hat{p}_k(z)}$ and $e^{i\hat{p}_a(z)}$, respectively, which connect the square-root singularities. The functions $\tilde{p}_k(z)$ and $\tilde{p}_a(z)$ are therefore analytic except at $\{0, \infty, \hat{z}_a, \hat{\bar{z}}_a, z^*_a\}$. Alternatively, we could view $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ as one function on suitable four-fold coverings $\tilde{\mathbb{M}}$ and $\tilde{\mathbb{M}}'$ of $\tilde{\mathcal{C}}$. In that case, the functions $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ are analytic except at $\{0, \infty, \hat{z}_a, \hat{\bar{z}}_a, z^*_a\}$. At $z^*_a$ both functions $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ have poles with equal residues and regular parts. Finally, at $0$ and $\infty$ there are essential singularities of the type $e^{i\alpha_a/z^2}$, $e^{i\alpha_{\infty}z^2}$.

\[\text{Note that the residue } \alpha^*_a = -bc \text{ as well as the regular part } e^{i\hat{p}(z)} \text{ of } e^{i\hat{p}(z)} \text{ at } z = z^*_a \text{ are the same for both eigenvalues.}^{15}\] We thus learn that the set of eigenvalues of $\Omega(z)$ depends analytically on $z$ except at a set of points $\{0, \infty, \hat{z}_a, \hat{\bar{z}}_a, z^*_a\}$. Let us assume that there are only finitely many singularities of this kind. The cases of an infinite number of singularities can hopefully be viewed as limits of this finite setting. A unique labelling of eigenvalues cannot be achieved globally, because a full circle around one of the square-root singularities $\hat{z}_a, \hat{\bar{z}}_a$ will result in an interchange of the two eigenvalues associated to the singularity. Therefore we need to introduce several branch cuts $\tilde{C}_a$ and $\tilde{\mathcal{C}}_a$ in $e^{i\hat{p}_a(z)}$ and $e^{i\hat{\bar{p}}_a(z)}$, respectively, which connect the square-root singularities. The functions $\tilde{p}_k(z)$ and $\tilde{p}_a(z)$ are therefore analytic except at $\{0, \infty, \hat{C}_a, \hat{\bar{C}}_a, z^*_a\}$. Alternatively, we could view $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ as one function on suitable four-fold coverings $\tilde{\mathbb{M}}$ and $\tilde{\mathbb{M}}'$ of $\tilde{\mathcal{C}}$. In that case, the functions $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ are analytic except at $\{0, \infty, \hat{z}_a, \hat{\bar{z}}_a, z^*_a\}$. At $z^*_a$ both functions $e^{i\hat{p}(z)}$ and $e^{i\hat{\bar{p}}(z)}$ have poles with equal residues and regular parts. Finally, at $0$ and $\infty$ there are essential singularities of the type $e^{i\alpha_a/z^2}$, $e^{i\alpha_{\infty}z^2}$.

\[\text{\hspace{1cm}15\hspace{1cm}It might be worthwhile to point out that } \alpha^*_a = -bc \text{ is the product of two Grassmann-odd quantities and thus, in principle, cannot be an ordinary number. It satisfies a nilpotency condition } (\alpha^*_a)^2 = 0 \text{ which, however, does not quite make it trivial. }\]

When quantizing the string, these factors give rise to fermionic excitations due to quantum $\hbar \sim 1/L$ effects. This effect can already be seen in the one-loop spin chain for the $\mathcal{N} = 4$ gauge theory \cite{22} where there are no nilpotent objects.
Except for the last two singularities, the functions $e^{i\tilde{y}(z)}$, $e^{i\hat{y}(z)}$ would satisfy all requirements for algebraic curves. In order to turn the essential singularities at $\{0, \infty\}$ into regular singularities, we take the logarithmic derivative of the eigenvalues. Let us define the matrix $Y(z)$ according to

$$
u(z)Y(z)u^{-1}(z) = -iz \frac{\partial}{\partial z} \log(u(z)\Omega(z)u^{-1}(z)),$$

(2.37)

where $u(z)$ diagonalizes $\Omega(z)$. In other words, the eigenvalues of $Y(z)$ are the logarithmic derivatives of the eigenvalues of $\Omega(z)$. The corresponding eigenvectors are the same. We can now reduce $Y(z)$ to the following expression

$$Y(z) = \Omega^{-1}(z)(-iz\Omega'(z) + [U(z), \Omega(z)]), \quad U(z) = -izu^{-1}(z)u'(z).$$

(2.38)

As $\Omega(z)$ is non-zero and its only singularities are at $\{0, \infty\}$, any further singularities can only originate from $U(z)$. The diagonalization matrix $u(z)$ has square roots and branch cuts. It appears that all the branch points of $u(z)$ are turned into single poles in $U(z)$.

Consequently, $U(z)$ has poles at $\{\tilde{z}_a, \hat{z}_a, z^*_a\}$, but all the branch cuts are removed. Therefore $Y(z)$ is single-valued and analytic on the complex plane except at the singularities $\mathbb{C}\\{0, \infty, \tilde{z}_a, \hat{z}_a, z^*_a\}$.

Now we can read off the eigenvalues $\tilde{y}(z), \hat{y}(z)$ of $Y(z)$ from its characteristic function $F(y, z)$

$$F(\tilde{y}(z), z) = 0, \quad F(\hat{y}(z), z) = \infty$$

(2.39)

with

$$F(y, z) = \frac{\tilde{F}_4(z)}{\hat{F}_4(z)} \text{ sdet} \left(y - Y(z)\right) = \frac{\tilde{F}(y, z)}{\hat{F}(y, z)}.$$

(2.40)

We have included polynomial prefactors $\tilde{F}_4(z), \hat{F}_4(z)$ in the definition of $F = \tilde{F}/\hat{F}$ which clearly do not change the algebraic curve. The purpose of the prefactors is to remove the poles originating from $U(z)$. The roots of these prefactors are thus given by the singularities $\{\tilde{z}_a, z^*_a\}$ or $\{\hat{z}_a, z^*_a\}$, respectively. They enable us to write both $\tilde{F}$ and $\hat{F}$ as polynomials, not only in $y$ (obvious), but also in $z$.

As $Y(z)$ has only pole-type singularities at $\{0, \infty, \tilde{z}_a, \hat{z}_a, z^*_a\}$, the above equation defines two algebraic curves $\tilde{y}(z)$ and $\hat{y}(z)$ on the Riemann surfaces $\tilde{M}$ and $\hat{M}$, respectively. We can even unite the two curves into one curve $y(z) = \{\tilde{y}(z)||\hat{y}(z)\}$ on $M = \tilde{M} \cup \hat{M}$.

At the points $\{\tilde{z}_a\}, \{\hat{z}_a\}$, the functions $\tilde{y}(z), \hat{y}(z)$ have inverse square-root singularities. At $\{z^*_a\}$ both functions $\tilde{y}(z), \hat{y}(z)$ have double poles with equal coefficients. Similarly, at $\{0, \infty\}$, there are singularities of the type $-2\alpha_0/z^2, 2\alpha_\infty z^2$.

Finally, there are no single poles anywhere, because they would lead to a singular matrix $\Omega$, which cannot happen.

### 2.4 The Central Element

Consider the local transformation

$$g(\tau, \sigma) \mapsto \xi(\tau, \sigma) \, g(\tau, \sigma)$$

(2.41)

This may require a special matrix $u(z)$. The point is that one can redefine $u(z) \mapsto a(z)u(z)$ with any diagonal matrix $a(z)$. This is a possible source of non-analyticity in $U(z)$, which however drops out in $[U(z), \Omega(z)]$. 

---

\textsuperscript{16}This may require a special matrix $u(z)$. The point is that one can redefine $u(z) \mapsto a(z)u(z)$ with any diagonal matrix $a(z)$. This is a possible source of non-analyticity in $U(z)$, which however drops out in $[U(z), \Omega(z)]$. 
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with $\xi$ a number-valued field which is nowhere zero. Here we would like to demonstrate that this transformation does not have any physical effect. First of all, it changes the current $J$ by $J \mapsto J - \xi^{-1}d\xi$, but note that $\text{str} \; J = 0$ remains true due to $\text{str} \; I = 0$. The transformation can now be easily seen to affect only the $P$-component of $J$

$$P \mapsto P - \xi^{-1}d\xi.$$ (2.42)

In the equations of motion (2.13) the variation drops out when the Lagrange multiplier shifts accordingly

$$\Lambda \mapsto \Lambda - \xi^{-1}d\xi - i\,d\zeta - iv\,d\sigma.$$ (2.43)

The additional transformation parameters are the field $\zeta(\tau, \sigma)$ and the constant $v$. We cannot include $v$ in $\zeta$ as $\zeta \mapsto \zeta + v\,\sigma$ as $\zeta$ would not be periodic. The action is also invariant except for the term proportional to $v$. This actually leads to a change of the global charges (2.17)

$$S \mapsto S - \frac{\sqrt{\lambda}}{2\pi} \oint d\zeta - \frac{\sqrt{\lambda}}{2\pi} \oint d\sigma = S - \sqrt{\lambda}v.$$ (2.44)

This change of the central element of $S$ is unphysical because the global symmetry is merely $\text{PSU}(2,2|4)$, not $\text{SU}(2,2|4)$.

The family of flat connections changes up to a central gauge transformation

$$A(z) \mapsto A(z) - \left(\frac{1}{2}z^2 + \frac{1}{2}z^{-2}\right)\xi^{-1}d\xi - \left(\frac{1}{2}z^2 - \frac{1}{2}z^{-2}\right)(i\,d\zeta + iv\,d\sigma).$$ (2.45)

As this is an abelian shift, it completely factorizes from the monodromy and we get

$$\Omega(z) \mapsto \Omega(z) \exp\left(\int_0^{2\pi} d\sigma \left(1 - \frac{1}{2}z^2 - \frac{1}{2}z^{-2}\right)\xi^{-1}\xi - \left(\frac{1}{2}z^2 - \frac{1}{2}z^{-2}\right)(i\partial_\sigma\zeta + iv)\right).$$ (2.46)

The first term measures the winding number of $\xi$ around 0 when going once around the string. This winding affects both the $AdS_5$ and $S^5$ parts of $g$. However, in the physical setting, the background is a universal cover and windings around the time-circle of $AdS_5$ are not permitted. Therefore the term involving $\xi$ does not contribute. Also the term involving $\zeta$ vanishes because $\zeta$ is periodic. We end up with

$$\Omega(z) \mapsto \Omega(z) \exp(-i\pi v(z^2 - z^{-2})).$$ (2.47)

The factor is abelian and does not change the eigenvectors. We thus find

$$Y(z) \mapsto Y(z) - 2\pi v(z^2 + z^{-2}).$$ (2.48)

This means that we can shift the curve $y(z)$ by a term proportional to $(z^2 + z^{-2})$ as long as the factor of proportionality is the same for all sheets.
2.5 Symmetry

Let us introduce the (antisymmetric) supermatrix

\[ C = E_1 - i E_2. \]  

(2.49)

Then there is another useful way of expressing (2.9)

\[ H = \frac{1}{4} J - \frac{1}{4} C J^{ST} C^{-1} + \frac{1}{4} \eta J \eta - \frac{1}{4} \eta C J^{ST} C^{-1} \eta, \]
\[ Q_1 = \frac{1}{4} J - \frac{1}{4} C J^{ST} C^{-1} - \frac{1}{4} \eta J \eta + \frac{1}{4} \eta C J^{ST} C^{-1} \eta, \]
\[ P = \frac{1}{4} J + \frac{1}{4} C J^{ST} C^{-1} + \frac{1}{4} \eta J \eta + \frac{1}{4} \eta C J^{ST} C^{-1} \eta, \]
\[ Q_2 = \frac{1}{4} J + \frac{1}{4} C J^{ST} C^{-1} - \frac{1}{4} \eta J \eta - \frac{1}{4} \eta C J^{ST} C^{-1} \eta, \]  

(2.50)

where \( \eta \) is the grading matrix (2.4). This form reveals that a conjugation of the four components \( H, Q_1, P, Q_2 \) of \( J \) with \( C \) is equivalent to their supertranspose up to a sign determined by their grading under \( \mathbb{Z}_4 \)

\[ C^{-1} H C = -H^{ST}, \]
\[ C^{-1} Q_1 C = -i Q_1^{ST}, \]
\[ C^{-1} P C = +P^{ST}, \]
\[ C^{-1} Q_2 C = +i Q_2^{ST}. \]  

(2.51)

When we apply this conjugation to the flat connections we obtain

\[ C^{-1} A(z) C = -H^{ST} + \left( \frac{1}{2} z^2 + \frac{1}{2} z^{-2} \right) P^{ST} + \left( -\frac{1}{2} z^2 + \frac{1}{2} z^{-2} \right) * P^{ST} - i z^{-1} Q_1^{ST} + i z Q_2^{ST} \]
\[ = -A^{ST}(-iz). \]  

(2.52)

This, in turn, implies a symmetry relation for the monodromy \( C^{-1} \Omega(z) C = \Omega^{-ST}(-iz) \).

The inverse is due to the overall sign in (2.52) and the transpose puts the Wilson loop in the original path ordering. In other words\(^{17}\)

\[ \Omega(iz) = C \Omega^{-ST}(z) C^{-1} \]  

(2.53)

is related to \( \Omega(z) \) by conjugation, inversion and supertranspose. This translates to the following symmetry of \( Y(z) \) and \( U(z) \)

\[ Y(iz) = -C Y^{ST}(z) C^{-1}, \quad U(iz) = -C U^{ST}(z) C^{-1}. \]  

(2.54)

In particular, the characteristic function has the symmetry

\[ F(y, iz) = \frac{\tilde{F}_4(iz)}{F_4(iz)} \text{ sdet}(y - Y(iz)) = \frac{\tilde{F}_4(z)}{F_4(z)} \text{ sdet}(y + Y(z)) = F(-y, z). \]  

(2.55)

It therefore depends analytically only on the combinations \( z^4, y z^2, y^2 \). In other words, \( y(iz) = -y(z) \) and consequently \( p(iz) = -p(z) + 2\pi \mathbb{Z} \) with some permutation of the sheets.

\(^{17}\)The contribution from \( \Omega_0^{-1}(1) = h(0) \) can be seen to cancel, because \( h \in \text{Sp}(4, \mathbb{R}) \times \text{Sp}(4, \mathbb{R}) \).
To determine the permutation, let us consider the action on the diagonalized matrix

\[
Y_{\text{diag}}(iz) = -C_{\text{diag}}(z)Y_{\text{diag}}^{\text{ST}}(z)C_{\text{diag}}^{-1}(z) \quad \text{with} \quad C_{\text{diag}}(z) = u(iz)C_{\text{diag}}^{\text{ST}}(z). \quad (2.56)
\]

As both \(Y_{\text{diag}}(iz)\) and \(Y_{\text{diag}}^{\text{ST}}(iz) = Y_{\text{diag}}(iz)\) are diagonal, \(C_{\text{diag}}(z)\) must be a permutation matrix and thus constant (up to branch cuts). In particular, we should investigate the fixed points of \(z \mapsto iz\); these are the singular points \(\{0, \infty\}\). At these points, \(C_{\text{diag}}(z)\) as defined in (2.56) must approach an antisymmetric matrix related to \(C\). As it is constant, it must always be an antisymmetric permutation matrix which acts non-trivially with period 2. We therefore find that the eigenvalues obey the symmetry

\[
\tilde{y}_k(iz) = -\tilde{y}_{k'}(z), \quad \hat{y}_k(iz) = -\hat{y}_{k'}(z)
\]

where we are free to choose the following permutation of sheets

\[
k' = (2, 1, 4, 3) \quad \text{for} \quad k = (1, 2, 3, 4).
\]

(2.57)

For the quasi-momentum we find

\[
\tilde{p}_k(iz) = 2\pi m \varepsilon_k - \tilde{p}_{k'}(z), \quad \hat{p}_k(iz) = -\hat{p}_{k'}(z).
\]

(2.59)

Here we have introduced

\[
\varepsilon_k = (+1, +1, -1, -1) \quad \text{for} \quad k = (1, 2, 3, 4).
\]

(2.60)

The constant shift \(2\pi m\) in \(\tilde{p}_k(iz)\) is related to winding around \(S^5\). It must be absent for the \(AdS_5\) counterpart \(\hat{p}_k(iz)\) because there cannot be windings in the time direction.

Finally, we see that \(y\) must depend analytically on \(z^2\). We can thus introduce the variable \(x\) defined by

\[
x = \frac{1 + z^2}{1 - z^2}, \quad z^2 = \frac{x - 1}{x + 1},
\]

(2.61)

which is precisely the variable commonly used for bosonic sigma models as in [17, 29]. The points associated to local and global charges, discussed in the following subsections, and the symmetry are related as follows, see also Fig. 2

\[
x = \infty \iff z = \pm 1,
\]

\[
x = 0 \iff z = \pm i,
\]

\[
x = +1 \iff z = 0,
\]

\[
x = -1 \iff z = \infty,
\]

\[
x \mapsto 1/x \iff z \mapsto iz.
\]

(2.62)

Note the relation of differentials

\[
\frac{dx}{1 - 1/x^2} = \frac{dz}{z} = d\kappa,
\]

(2.63)

where \(\kappa = \log z\) is the spectral parameter used in [34].
Figure 2: Special points of the quasi-momenta. The expansion around $z = 0, \infty$ yields one sequence of local charges each, see Sec. 2.6. At $z = \pm 1, \pm i$ one finds the Noether charges, discussed in Sec. 2.8, and multi-local charges. All other points are related to non-local charges.

2.6 Local Charges

At the points $z = 0, \infty$ the expansion of the Lax connection is singular

$$A(\epsilon^{\pm 1}) = \frac{1}{2} \epsilon^{-2} (P \pm \ast P \mp \Lambda) + \epsilon^{-1} Q_{1,2} + H + \epsilon Q_{2,1} + \frac{1}{2} \epsilon^2 (P \mp \ast P \pm \Lambda).$$

(2.64)

The expansion of the quasi-momentum $p(z)$ at these points is thus related to local charges. As was shown in, e.g., [29], in the absence of the fermionic contributions $Q_{1,2}$, the leading coefficient of $p(z)$ in $\epsilon$ is directly related to eigenvalues of the leading contribution to $A_{\sigma}$. Let us repeat the argument for the point $z = 0$. Consider the transformed connection $\bar{A}(z)$ in the $\sigma$-direction given by

$$\partial_\sigma - \bar{A}(z) = T(z)(\partial_\sigma - A_{\sigma}(z))T^{-1}(z).$$

(2.65)

Here $T(z)$ and $A(z)$ are given by their expansion in $z$

$$T(z) = \sum_{r=0}^{\infty} z^r T_r, \quad A(z) = \sum_{r=-2}^{\infty} z^r A_r.$$

(2.66)

We demand that $T_0$ diagonalizes the leading term

$$\bar{A}_{-2} = \frac{1}{2} T_0 P_+ T_0^{-1} + \frac{1}{2} A_{\sigma} = \text{diag}(\tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\alpha}_3, \tilde{\alpha}_4\mid\tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\alpha}_3, \tilde{\alpha}_4).$$

(2.67)

Since $P$ satisfies $CP^STC^{-1} = P$, c.f. (2.51), its eigenvalues must be doubly degenerate, $\tilde{\alpha}_1 = \tilde{\alpha}_2, \tilde{\alpha}_3 = \tilde{\alpha}_4, \hat{\alpha}_1 = \hat{\alpha}_2, \hat{\alpha}_3 = \hat{\alpha}_4$. Furthermore, $P_+$ satisfies the Virasoro constraint $\text{str} P_+^2 = 0$. This requires $\tilde{\alpha}_1 = \hat{\alpha}_1, \tilde{\alpha}_3 = \hat{\alpha}_3$. The abelian shift by $A_{\sigma}$ is compatible with this construction and we find [31]

$$\bar{A}_{-2} = \text{diag}(\alpha, \alpha, \beta, \beta\mid\alpha, \alpha, \beta, \beta) = \begin{pmatrix} \alpha I & 0 \\ 0 & \beta I \end{pmatrix}.$$

(2.68)
Here we have introduced a $(2|2) \times (2|2)$ block decomposition of the $(4|4) \times (4|4)$ supermatrix, i.e. each block is a supermatrix. As the eigenvalues $\alpha$ and $\beta$ are (generically) distinct, we can use the $T_r(z)$ to bring $A_{r-2}(z)$ to a block-diagonal form

\[
\tilde{A}_r = \begin{pmatrix} a_r & 0 \\ 0 & b_r \end{pmatrix} \quad \text{or} \quad \tilde{A}(z) = \begin{pmatrix} a(z) & 0 \\ 0 & b(z) \end{pmatrix}.
\] (2.69)

When this is done order by order in perturbation theory, the resulting $a_r$ and $b_r$ are local combinations of the fields. However, the diagonalization of the Lax connection is not yet complete and a complete diagonalization will lead non-local results. Still we can obtain local charges: Although the open Wilson loop $\Omega$ is in general non-local, its superdeterminant is the exponential of a local charge. Here $\text{sdet} \Omega = 1$ is trivial, but we can consider only one block of $T(2\pi)\Omega T(0)^{-1}$

\[
\omega(z) = \left( \text{P} \exp \int_0^{2\pi} a(1) \right)^{-1} \left( \text{P} \exp \int_0^{2\pi} a(z) \right). \quad (2.70)
\]

Then $\text{sdet} \omega(z) = \exp iq(z)$ with

\[
q(z) = -i \int_0^{2\pi} d\sigma \left( \text{str} a(z) - \text{str} a(1) \right). \quad (2.71)
\]

The expression for the other block involving $b(z)$ is in fact equivalent due to $\text{str} a + \text{str} b = \text{str} \tilde{A} = 0$. The expansion of $q(z)$ into $q_r$ gives a sequence of local charges. The term $q_{-2}$ vanishes because $a_{-2}$ is proportional to the identity. We can also perform a similar construction around $z = \infty$ leading to similar charges and thus we have found two infinite sequences of local charges. Let us express $q(z)$ through the quasi-momentum $p(z)$. As $\exp iq$ is the superdeterminant of the block $\omega$ of $T(2\pi)\Omega T(0)^{-1}$ we can also write $q(z)$ as a sum over a half of the quasi-momenta

\[
q(z) = \tilde{p}_1(z) + \tilde{p}_2(z) - \hat{p}_1(z) - \hat{p}_2(z). \quad (2.72)
\]

Using (2.60) we write the generator of local charges in the concise form

\[
q(z) = \sum_{k=1}^{4} \varepsilon_k \left( \frac{1}{2} \tilde{p}_k(z) - \frac{1}{2} \hat{p}_k(z) \right). \quad (2.73)
\]

Expanded around $z = 0, \infty$ it yields the conserved local charges. In App. C we will construct the first of these charges. Note that besides the local charges there is a larger set of conserved non-local charges.

### 2.7 Singularities

We would like to understand the singular behavior of the quasi-momentum $p(z)$ at $z = 0$ better. In the bosonic case we could be finished after the semi-diagonalization of the previous section because all singular terms have been diagonalized and can be integrated up. In the supersymmetric case, the remaining singular term $a_{-1}$ is not diagonal and
might lead to further singularities at \( z = 0 \). Here we will show that this does not happen. The difficulty of the proof is that any attempt to diagonalize further would lead to non-local terms.

We shall start with one block \( a(z) \) of the semi-diagonalized connection \( \bar{A}(z) \). Let us investigate the logarithm of the monodromy \( \omega(z) \) and expand near \( z = 0 \)

\[
\log \omega(z) = \int_0^{2\pi} d\sigma a(\sigma, z) + \int_0^{2\pi} d\sigma \int_0^{2\pi} d\sigma' \frac{1}{2} [a(\sigma, z), a(\sigma', z)] + \ldots \tag{2.74}
\]

The further terms involve nested commutators of \( a(z) \) at various points \( \sigma \). The term \( a_{-2} = \alpha I \) is abelian and thus contributes only to the first term. This is not necessarily the most singular term, as \( a_{-1} \) may appear many times within the nested commutators. To resolve this problem we note that the full Lax connection obeys the \( \mathbb{Z}_4 \)-symmetry relation (2.51). This reduces to a similar relation for the block \( a(z) \)

\[
c a^{aT}(z) c^{-1} = -a(iz) \quad \text{or} \quad c a^{aT} c^{-1} = i^{2+r} a_r. \tag{2.75}
\]

where \( c = e_1 - ie_2 \) with \( e_{1,2} \) as in (2.1), but with \( e \) being a \( 2 \times 2 \) instead of a \( 4 \times 4 \) antisymmetric matrix. This means that \( a_r \) has \( \mathbb{Z}_4 \)-grading \( r \). Note that the grading is obeyed by commutators, i.e. when \( x \) and \( y \) have gradings \( r \) and \( s \), respectively, the commutator \( [x, y] \) has grading \( r + s \). Now consider two \( (2|2) \times (2|2) \) supermatrices \( x, y \) of grading \(-1\). Then it can be shown (explicitly) that their commutator \( [x, y] \) is proportional to the identity matrix \( I \). It therefore drops out of any further commutators and nested commutators can never produce terms of grading less than \(-2\). Furthermore, all terms of grading \(-2\) are proportional to the identity. The grading coincides with the power of \( z \) and we find

\[
\log \omega(z) = d_{-2} z^{-2} I + d_{-1} z^{-1} + \mathcal{O}(z^0) \tag{2.76}
\]

with \( d_{-2} \) a number and \( d_{-1} \) a matrix of grading \(-1\). To finally diagonalize \( \log \omega(z) \) we first use a matrix \( \exp(t_{-1} z^{-1}) \) which, using the Baker-Campbell-Hausdorff identity and for the same reasons as above, removes the term \( d_{-1} \) without lifting the degeneracy of double poles or creating even higher poles. Afterwards \( \omega(z) \) can be diagonalized perturbatively. Of course, all of the above holds true for the other block. We assemble the two blocks and find for the quasi-momentum

\[
\tilde{p}_k(z) \sim \hat{p}_k(z) \sim (\alpha_0 + \varepsilon_k \beta_0) z^{-2} + \mathcal{O}(z^{-1}) \tag{2.77}
\]

with some coefficients \( \alpha_0, \beta_0 \) not directly related to \( \alpha, \beta \). We have thus proved that the structure of residues found in [31] is not affected by the fermions. Note that this distribution on the \( p_k \) is compatible with the permutation of sheets in Sec. 2.5. Similarly, at \( z = \infty \) the expansion of the quasi-momentum is given by

\[
\tilde{p}_k(z) \sim \hat{p}_k(z) \sim (\alpha_\infty + \varepsilon_k \beta_\infty) z^2 + \mathcal{O}(z). \tag{2.78}
\]

\[\text{18}\]For convenience we omit contributions from the second term in \( \omega \); they do not change the principal result.
### 2.8 Global Charges

At $z = 1$ the expansion of the Lax connection

$$A(1 + \epsilon) = J - 2\epsilon \ast K + \mathcal{O}(\epsilon^2)$$

(2.79)

is related to the $\text{psu}(2,2|4)$ Noether current. The expansion of the monodromy yields

$$\Omega(1 + \epsilon) = I - 2\epsilon \int_0^{2\pi} d\sigma \left( \text{P exp} \int_0^\sigma d\sigma' J_\sigma(\sigma') \right)^{-1} K_\sigma(\sigma) \left( \text{P exp} \int_0^\sigma d\sigma' J_\sigma(\sigma') \right) + \mathcal{O}(\epsilon^2)$$

(2.80)

which equals

$$\Omega(1 + \epsilon) = I - \epsilon \frac{4\pi S}{\sqrt{\lambda}} + \mathcal{O}(\epsilon^2)$$

(2.81)

by means of (2.77). Not only $z = +1$, but also $z = -1$ and $z = \pm i$ are related to the global charges, as can be seen from the symmetry discussed in Sec. 2.5. The higher orders in the expansion yield multi-local charges. These are the Yangian generators discussed in [31, 37, 42, 48].

The expansion of the quasi-momenta $\tilde{p}_k(z)$ associated to $S^5$ at $z = 1$ is [29]

\begin{align*}
\tilde{p}_1(1 + \epsilon) &= -\epsilon \frac{4\pi}{\sqrt{\lambda}} (\frac{3}{4} \tilde{r}_1 + \frac{1}{2} \tilde{r}_2 + \frac{1}{2} \tilde{r}_3 + \frac{1}{4} r^*) + \ldots, \\
\tilde{p}_2(1 + \epsilon) &= -\epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \tilde{r}_1 + \frac{1}{2} \tilde{r}_2 + \frac{1}{2} \tilde{r}_3 + \frac{1}{4} r^*) + \ldots, \\
\tilde{p}_3(1 + \epsilon) &= -\epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \tilde{r}_1 - \frac{1}{2} \tilde{r}_2 + \frac{1}{2} \tilde{r}_3 + \frac{1}{4} r^*) + \ldots, \\
\tilde{p}_4(1 + \epsilon) &= -\epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \tilde{r}_1 - \frac{1}{2} \tilde{r}_2 - \frac{3}{4} \tilde{r}_3 + \frac{1}{4} r^*) + \ldots.
\end{align*}

(2.82)

Here, $[\tilde{r}_1, \tilde{r}_2, \tilde{r}_3]$ are the the Dynkin labels of $\text{SU}(4)$ related to the spins of $\text{SO}(6)$ by $\tilde{r}_1 = J_2 - J_3, \tilde{r}_2 = J_1 - J_2, \tilde{r}_3 = J_2 + J_3$. The label $r^*$ is an unphysical label related to the $U(1)$ hypercharge. It transforms under the transformation described in Sec. 2.3 as $r^* \mapsto r^* + \nu \sqrt{\lambda}$. Similarly, the expansion for $\hat{p}_k(z)$ associated to $\text{AdS}_5$ reads [31]

\begin{align*}
\hat{p}_1(1 + \epsilon) &= \epsilon \frac{4\pi}{\sqrt{\lambda}} (\frac{3}{4} \hat{r}_1 + \frac{1}{2} \hat{r}_2 + \frac{1}{2} \hat{r}_3 - \frac{1}{4} r^*) + \ldots, \\
\hat{p}_2(1 + \epsilon) &= \epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \hat{r}_1 + \frac{1}{2} \hat{r}_2 + \frac{1}{2} \hat{r}_3 - \frac{1}{4} r^*) + \ldots, \\
\hat{p}_3(1 + \epsilon) &= \epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \hat{r}_1 - \frac{1}{2} \hat{r}_2 + \frac{1}{2} \hat{r}_3 - \frac{1}{4} r^*) + \ldots, \\
\hat{p}_4(1 + \epsilon) &= \epsilon \frac{4\pi}{\sqrt{\lambda}} (-\frac{1}{4} \hat{r}_1 - \frac{1}{2} \hat{r}_2 - \frac{3}{4} \hat{r}_3 - \frac{1}{4} r^*) + \ldots.
\end{align*}

(2.83)

The Dynkin labels $[\hat{r}_1, \hat{r}_2, \hat{r}_3]$ of $\text{SU}(2,2)$ are related to the spins of $\text{SO}(2,4)$ by $\hat{r}_1 = S_1 - S_2, \hat{r}_2 = -E - S_1, \hat{r}_3 = S_1 + S_2$. 
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2.9 Bosonic $AdS_5 \times S^5$, $\mathbb{R} \times S^5$ and $AdS_5 \times S^1$ Sectors

The restriction to the classical bosonic string on $AdS_5 \times S^5$ [31], $\mathbb{R} \times S^5$ [29] and $AdS_5 \times S^1$ [30] is straight-forward: First of all we remove all possible fermionic poles. This implies $K^* = 0$ but we can also set $r^* = B = 0$ and obtain the bosonic string on $AdS_5 \times S^5$. Then the expansion at $z = 1$ [2.82, 2.83] as well as the structure of poles at $z = 0, \infty$, c.f. Sec. 2.7, agrees with [31] under the change of spectral parameter $2.61$.

In the next step we either reduce $AdS_5$ to $\mathbb{R}$ or $S^5$ to $S^1$. The isometry groups of both factors $\mathbb{R}$ and $S^1$ are abelian. For the monodromy corresponding to this factor we can therefore remove the path ordering

$$\Omega(z) = \left(P \exp \oint A(1)\right)^{-1} \left(P \exp \oint A(z)\right) = \exp \oint (A(z) - A(1)), \quad (2.84)$$

We now substitute $A(z)$ from (2.24) with $H = Q_1 = Q_2 = 0$, $P = -g^{-1}dg$ and solve $\Omega(z) = e^{ip(z)}$ for the quasi-momentum

$$p(z) = i(1 - \frac{1}{2}z^2 + \frac{1}{2}z^{-2}) \oint g^{-1}dg - i(-\frac{1}{2}z^2 + \frac{1}{2}z^{-2}) \oint g^{-1}dg. \quad (2.85)$$

The first integral represents the winding number $m$, it must vanish for $\mathbb{R}$ and can be non-trivial for $S^1$. The second integral represents the global charge, it is proportional to the energy $E$ for $\mathbb{R}$ and to the spin $J$ for $S^1$. By comparing to (2.83) we find that in the case of $\mathbb{R} \times S^5$ the full quasi-momentum for $AdS_5$ is given by

$$\hat{p}_k(z) = \varepsilon_k \frac{\pi E}{\sqrt{\lambda}} \left(-\frac{1}{2}z^2 + \frac{1}{2}z^{-2}\right). \quad (2.86)$$

When the residues at $z = 0, \infty$ are matched between $\tilde{p}_k$ and $\hat{p}_k$ we find perfect agreement with [29]. Equivalently in the case of $AdS_5 \times S^1$ the full quasi-momentum for $S^5$ is obtained by comparing to (2.82)\footnote{The integral of $g^{-1}dg$ yields odd multiples of $i\pi$ when $g(2\pi) = -g(0)$, which is an allowed case.}

$$\tilde{p}_k(z) = \varepsilon_k \frac{\pi J}{\sqrt{\lambda}} \left(-\frac{1}{2}z^2 + \frac{1}{2}z^{-2}\right) + \varepsilon_k \pi m \left(1 - \frac{1}{2}z^2 - \frac{1}{2}z^{-2}\right). \quad (2.87)$$

Again, after matching the residues, this is in agreement with [30].

3 Moduli of the Curve

In this section we investigate the moduli space of admissible curves. Admissible curves are algebraic curves which satisfy all the properties derived in the previous section and which can thus arise from a classical string configuration on $AdS_5 \times S^5$. For a fixed degree of complexity of the solution, which manifests as the genus of the curve, we count the number of degrees of freedom for admissible curves. Although it is not obvious that all admissible curves indeed represent string solutions (in other words that we have identified
all relevant properties of admissible curves) we see that this number agrees with strings in flat space. We take this as evidence that our classification of string solutions in terms of admissible curves is complete. We finally identify the discrete parameters and continuous moduli with certain cycles on the curve and interpret them. For the comparison to gauge theory we investigate the Frolov-Tseytlin limit of the algebraic curve corresponding to a loop expansion in gauge theory.

3.1 Properties

Let us collect the analytic properties of the quasi-momentum

\[ p(x) = \{ \tilde{p}_1(x), \tilde{p}_2(x), \tilde{p}_3(x), \tilde{p}_4(x) \} \big| \{ \hat{p}_1(x), \hat{p}_2(x), \hat{p}_3(x), \hat{p}_4(x) \} \big, \]

see Fig. 3 for an illustration. All sheet functions \( \tilde{p}_k(x) \) and \( \hat{p}_l(x) \) are analytic almost everywhere. The singularities are as follows:

- At \( x = \pm 1 \) there are single poles, c.f. Sec. 2.6. The four sheets \( \tilde{p}_{1,2}(x), \hat{p}_{1,2}(x) \) all have equal residues; the same holds for the remaining four sheets \( \tilde{p}_{3,4}(x), \hat{p}_{3,4}(x) \).
- Bosonic degrees of freedom are represented by branch cuts \( \{ \tilde{C}_a \}, a = 1, \ldots, 2A \) and \( \{ \hat{C}_a \}, a = 1, \ldots, 2A \). The cut \( \tilde{C}_a \) connects the sheets \( \tilde{k}_a \) and \( \tilde{l}_a \) of \( \tilde{p}'(x) \). Equivalently, \( \hat{C}_a \) connects the sheets \( \hat{k}_a \) and \( \hat{l}_a \) of \( \hat{p}'(x) \). At both ends of the branch cut, \( \tilde{x}_a^\pm \) or \( \hat{x}_a^\pm \), there is a square-root singularity on both sheets.
- Fermionic degrees of freedom are represented by poles at \( \{ x_a^* \}, a = 1, \ldots, 2A^* \). The pole \( x_a^* \) exists on the sheets \( \tilde{k}_a^* \) of \( \tilde{p}(x) \) and \( \hat{l}_a^* \) of \( \hat{p}(x) \) with equal residue.
Further properties are:

- For definiteness, we assume the quasi-momentum to approach zero at $x = \infty$ on all sheets, c.f. Sec. 2.8
  \[ \tilde{p}(x) = \mathcal{O}(1/x), \quad \hat{p}(x) = \mathcal{O}(1/x). \] (3.2)

- The quasi-momentum obeys the symmetry $x \mapsto 1/x$, see Sec. 2.5, as follows
  \[ \tilde{p}_k(1/x) = -\tilde{p}_{k'}(x) + 2\pi m \varepsilon_k, \quad \hat{p}_k(1/x) = -\hat{p}_{k'}(x). \] (3.3)

We use the permutation $k' = (2,1,4,3)$ and a sign $\varepsilon_k$ for each sheet $k = (1,2,3,4)$ as defined in (2.58,2.60)
  \[ k' = (2,1,4,3), \quad \varepsilon_k = (+1,+1,-1,-1). \] (3.4)

The branch cuts and poles must respect the symmetry. We therefore consider the cut $\tilde{C}_{\hat{A}+a} = 1/\tilde{C}_a$ to be the image of $\tilde{C}_a$. The independent cuts are thus labelled by $a = 1,\ldots,\hat{A}$. Similarly for $AdS_5$-cuts $\hat{C}_a$ and fermionic poles $x^*_{a,20}$
  \[ \tilde{C}_{\hat{A}+a} = 1/\tilde{C}_a, \quad \hat{C}_{\hat{A}+a} = 1/\hat{C}_a, \quad x^*_{\hat{A}+a} = 1/x^*_a. \] (3.5)

Note that there is an arbitrariness of which cuts are considered fundamental and which are their images under the symmetry. E.g. we might replace $\tilde{C}_a$ by $1/\tilde{C}_a$ which effectively interchanges $\tilde{C}_a$ and $\hat{C}_{\hat{A}+a}$ without changing the curve.

- The unimodularity condition (2.29) together with (3.2) translates to
  \[ \tilde{p}_1 + \tilde{p}_2 + \tilde{p}_3 + \tilde{p}_4 = \hat{p}_1 + \hat{p}_2 + \hat{p}_3 + \hat{p}_4. \] (3.6)

- A common shift of all sheets
  \[ \tilde{p}(x) \mapsto \tilde{p}(x) - \frac{4\pi \nu}{1-1/x^2}, \quad \hat{p}(x) \mapsto \hat{p}(x) - \frac{4\pi \nu}{1-1/x^2} \] (3.7)

is considered unphysical, c.f. Sec. 2.4.

For the cuts and poles we define several cycles and periods, c.f. Fig. 4

- We define the cycles $\hat{A}_a, \tilde{A}_a$ which surround the cuts $\tilde{C}_a, \hat{C}_a$, respectively. The cuts, which connect the branch points $\{\tilde{x}_a^\pm\}, \{\hat{x}_a^\pm\}$, have been arranged in such a way that
  \[ \oint_{\hat{A}_a} d\tilde{p} = 0, \quad \oint_{\tilde{A}_a} d\hat{p} = 0. \] (3.8)

This can be achieved by a reorganization of cuts which corresponds to a $Sp(2\hat{A},\mathbb{Z})$ or $Sp(2\tilde{A},\mathbb{Z})$ transformation, respectively [17].

---

\[ ^{20} \text{Within sums a self-symmetric cut will be counted with weight 1/2.} \]
Figure 4: Cycles for $S^5$-cuts (top), fermionic poles (middle) and $AdS_5$-cuts (bottom). Generically, $S^5$-cuts are along aligned in the imaginary direction while $AdS_5$-cuts are along the real axis.

- We define the cycle $A^*_{a}$ which surrounds the fermionic pole $x^*_{a}$. There are no logarithmic singularities at $x^*_{a}$

\[
\oint_{A^*_{a}} d\tilde{p} = \oint_{A^*_{a}} \hat{d}\hat{p} = 0. \tag{3.9}
\]
At the singular points $x = \pm 1$ there are no logarithmic singularities either

\[
\oint_{\pm 1} d\tilde{p}_k = \oint_{\pm 1} d\hat{p}_k = 0. \tag{3.10}
\]

- We define periods $\tilde{B}_{a}, \hat{B}_{a}$ which connect $x = \infty$ on sheet $\tilde{k}_a, \hat{k}_a$ to $x = \infty$ on sheet $\tilde{l}_a, \hat{l}_a$ through the cuts $\tilde{C}_a, \hat{C}_a$, respectively, see Fig. 4. These must be integral

\[
\int_{\tilde{B}_{a}} d\tilde{p} = 2\pi \tilde{n}_a, \quad \int_{\hat{B}_{a}} d\hat{p} = 2\pi \hat{n}_a, \tag{3.11}
\]
because the monodromy at both ends of the B-period is trivial, $\Omega(\infty) = I$. Together with the asymptotic behavior (3.2) and single-valuedness (3.8, 3.9, 3.10) this implies that $\tilde{p}(x), \hat{p}(x)$ must jump by $2\pi \tilde{n}_a, 2\pi \hat{n}_a$ when passing through the cut $\tilde{C}_a, \hat{C}_a$, respec-
tively. This is written as the equivalent condition
\[ \hat{\phi}_1(x) - \hat{\phi}_k(x) = 2\pi \hat{n}_a \quad \text{for} \quad x \in \hat{C}_a, \]
\[ \hat{\phi}_1(x) - \hat{\phi}_k(x) = 2\pi \hat{n}_a \quad \text{for} \quad x \in \hat{C}_a. \] 

(3.12)

- The period \( B^*_a \) for a fermionic pole connects \( x = \infty \) to \( x = x^*_a \) on sheet \( k^*_a \) of \( \hat{p}(x) \). It then continues from \( x = x^*_a \) to \( x = \infty \) on sheet \( l^*_a \) of \( \hat{p}(x) \). As fermionic singularities arise for coinciding eigenvalues, the regular parts of \( \hat{p}(x) \) and \( \hat{p}(x) \) must be equal modulo a shift by \( 2\pi n^*_a \)
\[ \hat{\phi}_1(x^*_a) - \hat{\phi}_k(x^*_a) = 2\pi n^*_a. \] 

(3.13)

Expressed as a B-period this yields
\[ \int_{B^*_a} dp = 2\pi n^*_a. \] 

(3.14)

- In addition to \( \Omega(\infty) = I \) we also have \( \Omega(0) = I \). This means that a period connecting \( x = 0 \) with \( x = \infty \) must be a multiple of \( 2\pi \). In fact, the symmetry \( \hat{p}_1,2(0) = -\hat{p}_3,4(0) = \int_0^\infty dp_{1,2} = -\int_0^\infty dp_{3,4} = 2\pi m, \quad \hat{p}_k(0) = \int_0^\infty dp_k = 0. \) 

(3.15)

The integral for the \( AdS_5 \)-part must vanish, because there cannot be windings on the time circle of \( AdS_5 \) \cite{28}. In fact, for physical applications one needs to consider the universal covering of \( AdS_5 \) where time circle has been decompactified.

- When no confusion arises, we may use a unified notation \( A_a \) and \( B_a \) with \( a = 1, \ldots, 2A \) for cuts and poles, \( A_a, A^*_a \) and \( B_a, B^*_a \). The total number of cuts and poles is \( A = A + A + A^* \). In this case we label the sheets \( p_k \) by \( k = 1, \ldots, 8 \) according to
\[ p_{1,2} = \hat{p}_{1,2}, \quad p_{3,4,5,6} = \hat{p}_{1,2,3,4}, \quad p_{7,8} = \hat{p}_{3,4}. \] 

(3.16)

This ordering leads to the configuration of sheets as depicted in Fig. 3. Some details of this representation are discussed in App. D. It makes physical excitations and the comparison to gauge theory more transparent.

### 3.2 Ansatz

The characteristic function of our algebraic curve is rational
\[ F(y, x) = \frac{\hat{F}(y, x)}{\hat{F}(y, x)} = \frac{\hat{F}_4(x)y^4 + \hat{F}_3(x)y^3 + \hat{F}_2(x)y^2 + \hat{F}_1(x)y + \hat{F}_0(x)}{\hat{F}_4(x)y^4 + \hat{F}_3(x)y^3 + \hat{F}_2(x)y^2 + \hat{F}_1(x)y + \hat{F}_0(x)}, \] 

(3.17)

with \( \hat{F}_k(x), \hat{F}_k(x) \) polynomials in \( x \). The curve \( y(x) = \{ \hat{y}(x) \} \) obeys the algebraic equation
\[ \hat{F}(\hat{y}(x), x) = 0, \quad \hat{F}(\hat{y}(x), x) = 0. \] 

(3.18)

We define the curve \( y(x) \) with a different prefactor as compared to the previous section as
\[ y(x) = (x - 1/x)^2 x p'(x). \] 

(3.19)

This definition removes the poles at \( x = \pm 1 \). 
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Branch Points and Fermionic Poles. Bosonic branch points \( x_a^\pm \) of the \( S^5 \) part manifest themselves as inverse square roots in \( y(x) \). An asymptotic analysis shows that these are obtained when

\[
\tilde{F}_4(\tilde{x}_a^\pm) = \tilde{F}_3(\tilde{x}_a^\pm) = 0 \quad \text{while} \quad \tilde{F}_4'(\tilde{x}_a^\pm) \neq 0 \neq \tilde{F}_3'(\tilde{x}_a^\pm).
\]

Similarly for branch points \( \hat{x}_a^\pm \) in the \( AdS_5 \) part

\[
\hat{F}_4(\hat{x}_a^\pm) = \hat{F}_3(\hat{x}_a^\pm) = 0 \quad \text{while} \quad \hat{F}_4'(\hat{x}_a^\pm) \neq 0 \neq \hat{F}_3'(\hat{x}_a^\pm).
\]

Fermionic singularities \( x_a^* \) manifest themselves as double poles in \( y(x) \). A double pole is achieved by

\[
\tilde{F}_4(x_a^*) = \tilde{F}_4'(x_a^*) = \hat{F}_4(x_a^*) = \hat{F}_4'(x_a^*) = 0 \quad \text{while} \quad \tilde{F}_3(x_a^*) \neq \hat{F}_3(x_a^*).
\]

The behavior of \( F_{2,1,0} \) is generic at these points. Here we see that a non-zero \( F_3 \), unlike in [29], is required due to fermions. All these singularities are encoded in \( F_4(x) \) as

\[
\tilde{F}_4(x) = x^4 \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^+) \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^-) \prod_{a=1}^{2A^*} (x - x_a^*)^2,
\]

\[
\hat{F}_4(x) = x^4 \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^+) \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^-) \prod_{a=1}^{2A^*} (x - x_a^*)^2.
\]

The factor \( x^4 \) is introduced for convenience as we shall see below. For \( \tilde{F}_4(x) \), \( \hat{F}_4(x) \) there are in total \( 4\tilde{A} + 4\hat{A} + 2A^* \) degrees of freedom.

Asymptotics. At \( x = \infty \) the curve behaves as \( y(x) \sim x \) and at \( x = 0 \) as \( y(x) \sim 1/x \). This is achieved by the following range of exponents in the polynomials

\[
\tilde{F}_k(x) = *x^{4\tilde{A} + 4A^* + 8-k} + \ldots + *x^k,
\]

\[
\hat{F}_k(x) = *x^{4\hat{A} + 4A^* + 8-k} + \ldots + *x^k.
\]

We can now count the remaining number of free coefficients. In \( \tilde{F}_k(x), \hat{F}_k(x), k < 4 \), there are \( 4\tilde{A} + 4A^* + 9 - 2k \) and \( 4\hat{A} + 4A^* + 9 - 2k \) degrees of freedom, respectively. This leaves \( 20\tilde{A} + 20\hat{A} + 34A^* + 48 \) relevant coefficients in total.

Unimodularity. The unimodularity condition \( \tilde{y}_1 + \tilde{y}_2 + \tilde{y}_3 + \tilde{y}_4 = \hat{y}_1 + \hat{y}_2 + \hat{y}_3 + \hat{y}_4 \) is imposed as a relation of the two leading coefficients of the algebraic equation

\[
\frac{\tilde{F}_3(x)}{\tilde{F}_4(x)} = \frac{\hat{F}_3(x)}{\hat{F}_4(x)}.
\]

This requires

\[
\tilde{F}_3(x) = F_3^*(x) \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^+) \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^-),
\]

\[
\hat{F}_3(x) = F_3^*(x) \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^+) \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^-).
\]
with some polynomial

$$F_3^*(x) = x^{4A^*+5} + \ldots + x^3. \quad (3.27)$$

It reduces the number of degrees of freedom by $4\tilde{A}+4\hat{A}+4A^*+3$ to $16\tilde{A}+16\hat{A}+30A^*+45$.

**Symmetry.** The symmetry $y(1/x) = y(x)$ is realized by the conditions

$$\begin{align*}
\hat{F}_k(1/x) &= x^{-4\tilde{A}+4A^*+8} \hat{F}_k(x), \\
\hat{F}_k(1/x) &= x^{-4\tilde{A}+4A^*+8} \hat{F}_k(x), \\
F_3^*(1/x) &= x^{-4A^*+8} F_3^*(1/x).
\end{align*} \quad (3.28)$$

This yields $8\tilde{A}+8\hat{A}+15A^*+19$ constraints and leaves $8\tilde{A}+8\hat{A}+15A^*+16$ degrees of freedom.

**Singularities.** We have to group up the residues at $x = \pm 1$ according to Sec. 2.6. Out of the 16 residues, there should only be 4 independent ones. This gives 12 constraints, but two of them have already been imposed by the unimodularity condition. As the singularities are at the fixed points $x = \pm 1$ of the symmetry $x \mapsto 1/x$, all 10 constraints can be imposed independently. This leaves $8\tilde{A}+8\hat{A}+15A^*+16$ degrees of freedom.

**Unphysical Branch Points.** In addition to the physical branch points at $\tilde{x}_a^\pm, \hat{x}_a^\pm$ the algebraic curve might have further ones. Generically, these singularities are square roots in contrast to the physical one which are inverse square roots. We can remove them using a condition of the discriminants\(^{21}\)

$$\begin{align*}
\hat{R} &= -4\tilde{F}_2^2 \tilde{F}_3^3 \tilde{F}_4 + 16\tilde{F}_0 \tilde{F}_2^4 \tilde{F}_4 - 27\tilde{F}_1^4 \tilde{F}_4^2 + 144\tilde{F}_0 \tilde{F}_2 \tilde{F}_2^2 \tilde{F}_4^2 - 128\tilde{F}_0^2 \tilde{F}_2^2 \tilde{F}_4^2 + 256\tilde{F}_0^3 \tilde{F}_4^3 \\
&+ 18\tilde{F}_1^4 \tilde{F}_2 \tilde{F}_3 \tilde{F}_4 - 80\tilde{F}_0 \tilde{F}_1 \tilde{F}_2^2 \tilde{F}_3 \tilde{F}_4 + 192\tilde{F}_0^2 \tilde{F}_1 \tilde{F}_3 \tilde{F}_4^2 - 6\tilde{F}_0^2 \tilde{F}_1 \tilde{F}_2^2 \tilde{F}_4^2 + 144\tilde{F}_0^2 \tilde{F}_2 \tilde{F}_3^2 \tilde{F}_4 \\
&+ \tilde{F}_1^2 \tilde{F}_2^2 \tilde{F}_3^2 - 4\tilde{F}_0 \tilde{F}_2 \tilde{F}_3^2 - 4\tilde{F}_1^2 \tilde{F}_3^3 + 18\tilde{F}_0 \tilde{F}_1 \tilde{F}_2 \tilde{F}_3 \tilde{F}_4 - 27\tilde{F}_0^2 \tilde{F}_4^4
\end{align*} \quad (3.29)$$

and similarly for $\tilde{R}$. The discriminants measure the product of squared distances of solutions $\tilde{y}_k(x)$ or $\hat{y}_k(x)$. A single root of $\tilde{R}(x) = 0$ or $\hat{R}(x) = 0$ thus implies a square root behavior which can only occur at $x = \tilde{x}_a^\pm$ or $x = \hat{x}_a^\pm$. The discriminants must therefore have the form

$$\begin{align*}
\tilde{R}(x) &= x^{12}(x^2 - 1)^4 \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^+) \prod_{a=1}^{2\tilde{A}} (x - \tilde{x}_a^-) \tilde{Q}(x)^2, \\
\hat{R}(x) &= x^{12}(x^2 - 1)^4 \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^+) \prod_{a=1}^{2\hat{A}} (x - \hat{x}_a^-) \hat{Q}(x)^2. \quad (3.30)
\end{align*}$$

It is clear that $\tilde{x}_a^\pm$ and $\hat{x}_a^\pm$ are roots, because all terms in (3.29) contain $\tilde{F}_4$ or $\tilde{F}_3$. Noting the generic form of the discriminants

$$\begin{align*}
\tilde{R}(x) &= x^{24\tilde{A}+24A^*+36} + \ldots + x^{12}, \\
\hat{R}(x) &= x^{24\hat{A}+24A^*+36} + \ldots + x^{12}.
\end{align*} \quad (3.31)$$

\(^{21}\)We could also use the equivalent condition: All solutions to $dF = 0$ are on the curve unless there is a physical singularity at this value of $x$. However, it is not quite clear how to count the number of constraints from this condition.
together with the inversion symmetry we find \(5\tilde{A} + 5\tilde{A} + 12A^* + 8\) constraints and \(3\tilde{A} + 3\tilde{A} + 3A^* + 8\) remaining degrees of freedom.

### Single Poles and A-Cycles.

We need to remove all the single poles and A-cycles from the curve \(y(x)\) which would otherwise give rise to undesired logarithmic behavior in the quasi-momentum when restoring the quasi-momentum from its derivative. The symmetry \(x \mapsto 1/x\) allows for 8 independent single poles in \(y(x)\) at \(x = \pm 1\). There are \(\tilde{A} + \tilde{A}\) independent A-cycles around bosonic cuts. Fermionic singularities contribute \(2A^*\) independent single poles: one for \(\tilde{y}\) and one for \(\hat{y}\) at each \(x = x_a^*\) modulo inversion symmetry. Among all these single poles and A-cycles, there are 4 relations from the sum over all residues, one for each pair of sheets related by the symmetry. In total this yields \(\tilde{A} + \tilde{A} + 2A^* + 4\) constraints and leaves \(2\tilde{A} + 2\tilde{A} + A^* + 4\) coefficients.

### B-Periods.

For each bosonic cut and for each fermionic singularity there is a B-period which must be integral. Furthermore, for each pair of sheets related by the symmetry, the B-period connecting 0 and \(\infty\) must also be integral. Due to the unimodularity condition, only three of these periods are independent. In total we obtain \(\tilde{A} + \tilde{A} + A^* + 3\) constraints and are left with \(\tilde{A} + \tilde{A} + 1\) degrees of freedom.

### Hypercharge.

One degree of freedom corresponds to an irrelevant shift of the Lagrange multiplier, c.f. Sec. 2.4. The final number of moduli for admissible curves is \(\tilde{A} + \tilde{A}\).

### 3.3 Mode Numbers and Fillings

We will now associate each of the \(\tilde{A} + \tilde{A}\) moduli of the curve to one parameter per pair of bosonic cuts. We define the filling of an \(S^5\)-cut \(\hat{C}_a\) connecting sheets \(\tilde{k}_a\) and \(\tilde{l}_a\) as

\[
\hat{K}_a = -\sqrt{\frac{\lambda}{8\pi^2i}} \oint_{\hat{A}_a} dx \left(1 - \frac{1}{x^2}\right) \hat{p}_{\tilde{k}_a}(x) = \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{\hat{A}_a} \left(x + \frac{1}{x}\right) d\hat{p}_{\tilde{k}_a}. \tag{3.32}
\]

Our definition uses the sheet \(\tilde{k}_a\), alternatively we might use \(\tilde{l}_a\) and invert the sign. Equivalently, we define the filling for an \(AdS_5\)-cut \(\hat{C}_a\), but now using the sheet \(\hat{l}_a\)

\[
\hat{K}_a = -\sqrt{\frac{\lambda}{8\pi^2i}} \oint_{\hat{A}_a} dx \left(1 - \frac{1}{x^2}\right) \hat{p}_{\tilde{l}_a}(x) = \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{\hat{A}_a} \left(x + \frac{1}{x}\right) d\hat{p}_{\tilde{l}_a}. \tag{3.33}
\]

The corresponding definition using the sheet \(\tilde{k}_a\) would require an opposite sign. For completeness, we also define a filling for fermionic singularities \(x_a^*\)

\[
K_a^* = -\sqrt{\frac{\lambda}{8\pi^2i}} \oint_{\hat{A}_a^*} dx \left(1 - \frac{1}{x^2}\right) \hat{p}_{k_a^*}(x) = \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{\hat{A}_a^*} \left(x + \frac{1}{x}\right) d\hat{p}_{k_a^*}. \tag{3.34}
\]

which we could also write using \(\hat{p}_{l_a^*}\). It is not an independent modulus and it measures the residue at \(x_a^*\).
In addition to the fillings, a curve is specified by the mode numbers
\[
\tilde{n}_a = \frac{1}{2\pi} \int_{\tilde{B}_a} dp, \quad \hat{n}_a = \frac{1}{2\pi} \int_{\hat{B}_a} dp, \quad n^*_a = \frac{1}{2\pi} \int_{B^*_a} dp. \quad (3.35)
\]
These are discrete parameters and therefore not count as moduli. Note that the B-periods all start at \(x = \infty\) on sheet \(\tilde{k}_a, \hat{k}_a, k^*_a\) and end at \(x = \infty\) on sheet \(\tilde{l}_a, \hat{l}_a, l^*_a\), respectively. Furthermore, there is one overall winding number defined as
\[
m = \frac{1}{2\pi} \int_{-\infty}^{0} \tilde{p}_{1,2} = -\frac{1}{2\pi} \int_{0}^{\infty} \tilde{p}_{3,4}. \quad (3.36)
\]
It is defined through the \(S^5\)-part of the curve and there is no corresponding quantity for the \(AdS_5\)-part, because there cannot be windings in the non-compact time direction of the universal covering of \(AdS_5\) [28].

In most cases, the fillings give the right number of moduli, but for \(m = 0\) there is a constraint among the fillings as we shall see below. Therefore, let us introduce one further modulus which we call the length:\footnote{The term ‘length’ is due to analogy with spin chains. For an alternative approach to identifying this conserved charge in the sigma model, see [43].}
\[
L = \frac{\sqrt{\lambda}}{16\pi^3 i} \int_{+1}^{4} dx \sum_{k=1}^{4} \varepsilon_k \tilde{p}_k + \frac{\sqrt{\lambda}}{16\pi^3 i} \int_{-1}^{4} dx \sum_{k=1}^{4} \varepsilon_k \hat{p}_k + \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2} \int_{A_a} dx \sum_{k=1}^{4} \varepsilon_k \tilde{p}_k. \quad (3.37)
\]
Note that we use only half of the \(2A\) cuts for the definition of length, one from each pair related by inversion symmetry. This definition depends on which of the two cuts we select from each pair and is therefore ambiguous. In a particular limit, however, this choice is obvious as we shall see in Sec. 3.7. The length is related to the fillings by the constraint:\footnote{This constraint reveals the ambiguity of \(L\): For some cuts the mode numbers and fillings of the mirror cut are related by \(n_{A+a} = 2m - n_a, K_{A+a} = -K_a\). If we interchange the cut \(C_a\) with its mirror image \(C_{A+a}\), \(L\) changes by \(2K_a\).}
\[
mL = \sum_{a=1}^{A} n_a K_a \quad (3.38)
\]
which means that among \(\{L, K_a\}\) there are only \(\tilde{A} + \hat{A}\) independent continuous parameters: \(\tilde{A} + \hat{A} - 1\) independent fillings \(K_a\) and the length \(L\). To derive it, consider the integral
\[
0 = \frac{\sqrt{\lambda}}{32\pi^3 i} \int_{-1}^{4} dx \sum_{k=1}^{4} (\tilde{p}^2_k(x) - \hat{p}^2_k(x))
\]
\[
= \frac{\sqrt{\lambda}}{32\pi^3 i} \int_{+1}^{-1} dx \sum_{k=1}^{4} (\hat{p}^2_k(x) - \tilde{p}^2_k(x)) + \frac{\sqrt{\lambda}}{32\pi^3 i} \int_{-1}^{4} dx \sum_{k=1}^{4} (\tilde{p}^2_k(x) - \hat{p}^2_k(x))
\]
\[
+ \sum_{a=1}^{2A} \frac{\sqrt{\lambda}}{32\pi^3 i} \int_{A_a} dx \sum_{k=1}^{4} (\tilde{p}^2_k(x) - \hat{p}^2_k(x))
\]
\[
= mL - \sum_{a=1}^{A} n_a K_a. \quad (3.39)
\]
The first integral is zero due to \( p(x) \sim 1/x \) at \( x = \infty \). We then split up the contour of integration around the singularities and cuts. To obtain the last line, we split up the integrals around \( x = \pm 1 \) evenly in two and also split up the sum \( \sum_{a=1}^{2A} \) into \( \sum_{a=1}^{A} \) and \( \sum_{a=A+1}^{2A} \). Then we transform half of the integrals to \( \int_{A_{a+1}} dx f(x) = - \int_{A_a} dx \frac{dx}{x^2} f(1/x) \) (3.40) and use the inversion symmetry

\[
\sum_{k=1}^{4} \left( \bar{p}^2_k(1/x) - \hat{p}^2_k(1/x) \right) = \sum_{k=1}^{4} \left( \bar{p}^2_k(x) - \hat{p}^2_k(x) \right) - 4\pi m \sum_{k=1}^{4} \varepsilon_k \bar{p}_k(x) + 16\pi^2 m^2
\] (3.41)

to transform them back. The terms proportional to \( m^2 \) drop out from the integrals, they contain no residue, while the terms multiplying \( m \) sum up to \( L \). The remaining integrals around \( x = \pm 1 \)

\[
\sqrt{\frac{\lambda}{64\pi^3 i}} \int_{\pm 1} dx \left( 1 - \frac{1}{x^2} \right) \sum_{k=1}^{4} \left( \bar{p}^2_k(x) - \hat{p}^2_k(x) \right) = 0.
\] (3.42)

sum up to zero as discussed in Sec. 2.4. In the final step we have employed the identity

\[
\sqrt{\frac{\lambda}{32\pi^3 i}} \int_{A_a} dx \left( 1 - \frac{1}{x^2} \right) \sum_{k=1}^{4} \left( \bar{p}^2_k(x) - \hat{p}^2_k(x) \right) = -n_a K_a
\] (3.43)

which one obtains after pulling the contour \( A_a \) tightly around the cut \( C_a \). Then the integrand \( p^2(x + \epsilon) - p^2(x - \epsilon) \) can be split into symmetric and antisymmetric parts. The antisymmetric part is equal on two sheets up to a sign. The symmetric parts then combine using (3.12,3.13) and yield \( 2\pi n_a \). The remaining integral is the filling.

A more direct way to derive the constraint uses the Riemann bilinear identity

\[
\frac{1}{2\pi i} \sum_a \left( \oint_{A_a} dp \int_{B_a} dq - \int_{B_a} dp \oint_{A_a} dq \right) = \frac{1}{2\pi i} \sum_a \text{Res}_a(p \, dq)
\] (3.44)

valid for any curve with a set of independent cycles \( A_a, B_a \) and two arbitrary holomorphic differentials \( dp, dq \). Let us briefly sketch the proof: We take as \( p \) the quasi-momentum and \( dq = p \, dx \) and count the \( S^5 \)-part and \( AdS_5 \)-parts with opposite signs. The first product of integrals will be zero due to (3.8). According to (3.11,3.12,3.32,3.33) the second product of integrals leads to the sum \( \sum_a n_a K_a \) over the bosonic cuts when the symmetry is taken into account as explained above. The sum of residues of \( p^2 \) yields the contributions from the fermions using (3.14,3.34). The residues from \( x = \pm 1 \) cancel and the term \( mL \) appears during symmetrization as above.

### 3.4 Moduli of String Solutions

At this point we briefly summarize our results on the number of moduli and compare it to the general solution of strings in flat space or on plane waves. We have found
one continuous modulus, the filling $K_a$, and one discrete parameter, $n_a$, per pair of cuts (related by inversion symmetry). Furthermore we need to specify which of the 4|4 sheets are connected by the cut through $k_a, l_a$. The situation for fermionic poles is similar, only that their filling is not an independent parameter. In addition, there is one continuous global modulus, the length $L$, and one discrete global parameter, $m$, but also one global constraint which relates $K_a, n_a, L, m$. Note that we have discarded $\lambda$ which can be considered as an external parameter.

The classification for (classical) strings in flat space or on plane waves is similar: Consider a solution with only a finite number of active string modes. Let us furthermore assume a light-cone gauge to focus on the physical excitations. Then each mode is described by its mode number ($n_a$), amplitude ($K_a$) and orientation ($k_a, l_a$) where we have indicated in brackets the corresponding quantities in our sigma model. The amplitudes of fermions cannot be specified by regular numbers and thus should not be counted as continuous moduli. One overall level matching constraint relates the amplitudes and mode numbers ($K_a, n_a$). The string tension ($\lambda$) will again be considered external. The only difference between strings in flat space and our model is the lack of a modulus describing the effective curvature ($L$) and a parameter describing winding ($m$).

While the relation between amplitudes and fillings as well as integers $n$ and mode numbers is obvious, the relation between sheets and orientation of the string needs further explanations. For cuts related to $S^5$ we see that there are 6 pairs of sheets and thus 6 choices for $(\tilde{k}_a, \tilde{l}_a)$. Similarly for $AdS^5$. Fermions have to connect one sheet of each type and thus there are 16 choices. It thus seems that there are $(6 + 6)|16$ orientations. There is however a further criterion which we use to distinguish cuts and poles. We denote the cuts/poles with $\varepsilon_k \neq \varepsilon_l$ as physical. The cuts/poles with $\varepsilon_k = \varepsilon_l$ are considered auxiliary. The explanation for this classification is that precisely the physical cuts/poles appear within the combination $q(x)$ in (2.73) which is used to define the local charges (and also the energy shift, c.f. the following subsection). Among the 6 types of bosonic cuts each, there are 4 physical and 2 auxiliary ones. The 16 types of fermionic poles split up evenly into 8 physical and 8 auxiliary ones. Thus the counting of orientations for physical modes, $(4 + 4)|8$, is as expected for a superstring.

In conclusion we see that the moduli of admissible curves are in one to one correspondence to the moduli describing closed superstrings in flat space. We expect that the number of moduli and their types should be mostly independent of the background. The only relevant properties for the enumeration of moduli (open/closed, bosonic/supersymmetric, number of spacetime dimensions, smoothness of the target space, . . . ) are the same in both theories. We take this as compelling evidence that all admissible curves, as discussed in this section, indeed correspond to at least one string solution. We thus believe that we have not missed a relevant characteristic feature in Sec. 2. The construction of admissible curves and that our classification is complete.\footnote{We only refer to the action variables of string solutions. Of course, the (time-dependent) angle variables are not described by the algebraic curve. According to standard lore, they correspond to a set of marked point on the Jacobian of the curve.}
3.5 Global Charges

Here we shall relate the global charges of PSU(2,2|4) to the fillings. Let us concentrate on $S^5$ at first and define global fillings

$$\tilde{K}_1 = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{3}{4} \hat{p}_1 - \frac{1}{4} \hat{p}_2 - \frac{1}{4} \hat{p}_3 - \frac{1}{4} \hat{p}_4\right),$$

$$\tilde{K}_2 = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{1}{4} \hat{p}_1 + \frac{1}{4} \hat{p}_2 - \frac{1}{4} \hat{p}_3 - \frac{1}{4} \hat{p}_4\right),$$

$$\tilde{K}_3 = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{1}{4} \hat{p}_1 + \frac{1}{4} \hat{p}_2 + \frac{1}{4} \hat{p}_3 - \frac{3}{4} \hat{p}_4\right). \quad (3.45)$$

These can also be represented as a sum of fillings $\tilde{K}_a$ of the individual cuts and residues $K_a^*$ of fermionic poles. We will not do this explicitly, as there are too many pairs of sheets and thus too many types of cuts. The Dynkin labels $[\tilde{r}_1, \tilde{r}_2, \tilde{r}_3]$ of SU(4) are given by the following combinations

$$\tilde{r}_j = \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{\infty} dx \left(\hat{p}_j(x) - \hat{p}_{j+1}(x)\right). \quad (3.46)$$

Their relation to the global fillings is as follows

$$\tilde{r}_1 = \tilde{K}_2 - 2\tilde{K}_1, \quad \tilde{K}_1 = \frac{1}{2} L - \frac{3}{4} \tilde{r}_1 - \frac{3}{4} \tilde{r}_2 - \frac{1}{4} \tilde{r}_3,$$

$$\tilde{r}_2 = L - 2\tilde{K}_2 + \tilde{K}_1 + \tilde{K}_3, \quad \tilde{K}_2 = L - \frac{1}{2} \tilde{r}_1 - \tilde{r}_2 - \frac{1}{2} \tilde{r}_3,$$

$$\tilde{r}_3 = \tilde{K}_2 - 2\tilde{K}_3, \quad \tilde{K}_3 = \frac{1}{2} L - \frac{1}{4} \tilde{r}_1 - \frac{1}{2} \tilde{r}_2 - \frac{3}{4} \tilde{r}_3. \quad (3.47)$$

To derive these, it is convenient to make use of the inversion symmetry, c.f. the previous subsection.

For $AdS_5$ the results are very similar. Again we define the global fillings

$$\hat{K}_1 = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{3}{4} \hat{p}_1 - \frac{1}{4} \hat{p}_2 - \frac{1}{4} \hat{p}_3 - \frac{1}{4} \hat{p}_4\right),$$

$$\hat{K}_2 = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{1}{4} \hat{p}_1 + \frac{1}{4} \hat{p}_2 - \frac{1}{4} \hat{p}_3 - \frac{1}{4} \hat{p}_4\right),$$

$$\hat{K}_3 = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{A_a} dx \left(1 - \frac{1}{x^2}\right) \left(\frac{1}{4} \hat{p}_1 + \frac{1}{4} \hat{p}_2 + \frac{1}{4} \hat{p}_3 - \frac{3}{4} \hat{p}_4\right), \quad (3.48)$$

which we might write as sums of the individual fillings. Then the Dynkin labels are given by

$$\hat{r}_j = \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{\infty} dx \left(\hat{p}_{j+1}(x) - \hat{p}_j(x)\right). \quad (3.49)$$
and related to the global fillings by
\begin{align*}
\hat{r}_1 &= \hat{K}_2 - 2\hat{K}_1, \\
\hat{r}_2 &= -L - \delta E - 2\hat{K}_2 + \hat{K}_1 + \hat{K}_3, \\
\hat{r}_3 &= \hat{K}_2 - 2\hat{K}_3,
\end{align*}
\begin{align}
\hat{K}_1 &= -\frac{1}{2}L - \frac{1}{2}\delta E - \frac{3}{4}\hat{r}_1 - \frac{1}{4}\hat{r}_2 - \frac{1}{4}\hat{r}_3, \\
\hat{K}_2 &= -L - \delta E - \frac{1}{2}\hat{r}_1 - \hat{r}_2 - \frac{3}{4}\hat{r}_3, \\
\hat{K}_3 &= -\frac{1}{2}L - \frac{1}{2}\delta E - \frac{1}{4}\hat{r}_1 - \frac{1}{2}\hat{r}_2 - \frac{3}{4}\hat{r}_3.
\end{align}
\tag{3.50}

Here we have introduced a new quantity $\delta E$, the \textit{energy shift}
\begin{equation}
\delta E = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{A_a} \frac{dx}{x^2} \sum_{k=1}^{4} (-\varepsilon_k \tilde{p}_k + \varepsilon_k \hat{p}_k) = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{4\pi^2i} \oint_{A_a} \frac{dx}{x^2} q(x)
\end{equation}
with $q(x)$ defined in \eqref{eq:2.78}. When we write $\hat{r}_2$ in terms of the $\text{AdS}_5$ energy $E$
\begin{equation}
E = -r_2 - \frac{1}{2}r_1 - \frac{1}{2}r_3 = L + \hat{K}_2 + \delta E
\end{equation}
we see that $\delta E$ is indeed the energy shift when $L + \hat{K}_2$ is interpreted as the bare energy.

Finally, we introduce the global fermionic filling
\begin{equation}
K^* = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{A_a} dx \left( 1 - \frac{1}{x^2} \right) \sum_{k=1}^{4} (\frac{1}{2}\tilde{p}_k + \frac{1}{2}\hat{p}_k).
\end{equation}
\tag{3.53}

It is related to the hypercharge eigenvalue $r^*$
\begin{equation}
r^* = \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{\infty} dx \sum_{k=1}^{4} \left( \frac{1}{2}\tilde{p}_k(x) + \frac{1}{2}\hat{p}_k(x) \right) = 2B - K^*.
\end{equation}
\tag{3.54}

We have introduced a charge $B$ which is related to the Lagrange multiplier, see Sec. 2.3.
Under the symmetry it transforms as $B \rightarrow B + \frac{1}{2}i\sqrt{\lambda}$.

### 3.6 Superstrings on $\text{AdS}_3 \times S^3$

Let us consider solutions of the supersymmetric $\text{AdS}_5 \times S^5$ sigma model which extend only over a supersymmetric $\text{AdS}_3 \times S^3$ subspace, which in fact is given by the group manifold $\text{PSU}(1,1|2)$. For this class of solutions, the algebraic curve will split into two disconnected parts. The first component consists of $\tilde{p}_2, \tilde{p}_3$ and $\hat{p}_1, \hat{p}_4$ and the other component consists of the remaining four sheets. There are no branch cuts or fermionic poles connecting the two parts. Both components are isomorphic to algebraic curves obtained from the $\text{PSU}(1,1|2)$ sigma model. One of them corresponds to the monodromy in the fundamental representation, the other one to the monodromy in the antifundamental representation. These two curves are not unrelated, for a sigma model on a group manifold they should map into each other under inversion $x \mapsto 1/x$. Indeed, this is precisely what the $\text{AdS}_5 \times S^5$ sigma model implies, see Sec. 2.5. There are several conceptual differences which make it interesting to consider the $\text{AdS}_3 \times S^3$ model separately.

First of all, the $\text{AdS}_3 \times S^3$ model leads to one algebraic curve without inversion symmetry (or, equivalently, two related algebraic curves) whereas the full $\text{AdS}_5 \times S^5$
model has only one self-symmetric curve. This also means that we can distinguish between a cut and its image under inversion: They reside on different components of the algebraic curve and we shall consider only one component. The definitions of length (3.37) and energy shift (3.51) thus become natural and unambiguous. In fact they become two of the global charges. Together with the spin $S$ on $AdS_3$ and spin $J_2$ on $S^3$ they are the four charge eigenvalues of the isometry group $PSU(1,1|2) \times PSU(1,1|2)$. Again we can express the global charges through the fillings

$$J_2 = \tilde{K} = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{A_a} dx \left( 1 - \frac{1}{x^2} \right) \left( \frac{1}{2} \tilde{p}_2 - \frac{1}{2} \tilde{p}_3 \right),$$

$$S = \hat{K} = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2i} \oint_{A_a} dx \left( 1 - \frac{1}{x^2} \right) \left( \frac{1}{2} \hat{p}_1 - \frac{1}{2} \hat{p}_4 \right). \tag{3.55}$$

Here we have defined $J_2$ and $S$ to match the fillings. The expansion of the quasi-momentum at $x = \infty$ is related to the charges of one of the global $PSU(1,1|2)$ factors

$$\frac{\sqrt{\lambda}}{8\pi^2i} \int_{\infty} dx (\tilde{p}_2 - \tilde{p}_3) = L - 2\tilde{K} = J_1 - J_2,$$

$$\frac{\sqrt{\lambda}}{8\pi^2i} \int_{\infty} dx (\hat{p}_1 - \hat{p}_4) = -L - \delta E - 2\hat{K} = -E - S. \tag{3.56}$$

For convenience, we have defined the spin $J_1$ and energy $E$ to replace the length and energy shift as follow

$$L = J_1 + J_2, \quad \delta E = E - L - S. \tag{3.57}$$

The expansion at $x = 0$ relates to the charges of the other global $PSU(1,1|2)$ factor

$$\frac{\sqrt{\lambda}}{8\pi^2i} \int_{0} \frac{dx}{x^2} (\tilde{p}_2 - \tilde{p}_3) = L = J_1 + J_2,$$

$$\frac{\sqrt{\lambda}}{8\pi^2i} \int_{0} \frac{dx}{x^2} (\hat{p}_4 - \hat{p}_1) = -L - \delta E = -E + S. \tag{3.58}$$

These expressions agree precisely with the rank-one subsectors of $\mathbb{R} \times S^3$ and $AdS_3 \times S^1$ considered in $[17,28]$. 

### 3.7 The Frolov-Tseytlin Limit

In this section we shall discuss the Frolov-Tseytlin limit $L/\sqrt{\lambda} \to \infty$ of the curve.\textsuperscript{25} In this limit, half of the cuts and poles approach $x = \infty$ and half of them approach $x = 0$.\textsuperscript{26} Let us label those cuts and poles which escape to $x = \infty$ by $a = 1, \ldots, A$, those which approach $x = 0$ will be labelled by $a = A + 1, \ldots, 2A$. Therefore, there is a natural choice for those cuts which contribute to the definition of the length in (3.37).

\textsuperscript{25}At the level of the action and the Hamiltonian, this limit was studied in [27].

\textsuperscript{26}Solutions with self-symmetric cuts do not have a proper Frolov-Tseytlin limit.
Figure 5: The Frolov-Tseytlin limit of the configuration of cuts and poles in Fig. 3. All inverse cuts and poles as well as the poles at $x = \pm 1$ have been scaled to $u = 0$ and absorbed into an effective pole.

We will define for convenience a rescaled variable

$$u = \frac{\sqrt{\lambda}}{4\pi} x.$$  \hfill (3.59)

In other words, in the $u$-plane all cuts and poles with $a = 1, \ldots, A$ approach finite values of $u$ while their images approach $u = 0$. Similarly, the poles at $x = \pm 1$ approach $u = 0$, see Fig. 5. This means that the point $u = 0$ is special and $p(u)$ near $u = 0$ is not directly related to $p(x)$ near $x = 0$, but there are contributions from the cuts and poles. To understand the expansion of $p(u)$ at $u = 0$ we shall define a contour $C$ in the $x$-plane which encircles the poles at $x = \pm 1$ and all the cuts and poles with $a = A + 1, \ldots, 2A$. Equivalently, this may be considered a contour which excludes $x = \infty$ and all the cuts and poles with $a = 1, \ldots, A$. After rescaling $C$ merely encircles the point $u = 0$ in the $u$-plane which can be used to obtain the expansion of $p(u)$ according to the formula

$$\frac{\partial^{r-1} p_k}{\partial u^{r-1}}(0) = \left(\frac{4\pi L}{\sqrt{\lambda}}\right)^{r-1} \frac{1}{2\pi i} \oint_{C} \frac{dx}{x^r} p_k(x).$$  \hfill (3.60)

Using the identities and definitions in Sec. 3.3, we find the singular behavior of all sheets at $u = 0$

$$\frac{1}{2\pi i} \oint_{C} \tilde{\phi}_k(x) \, dx = \frac{2\pi}{\sqrt{\lambda}} (B + \varepsilon_k L) - \sum_{a=1}^{A} \frac{1}{2\pi i} \oint_{A_a} \frac{dx}{x^2} \tilde{\phi}_k(x),$$

$$\frac{1}{2\pi i} \oint_{C} \tilde{\phi}_k(x) \, dx = \frac{2\pi}{\sqrt{\lambda}} (B + \varepsilon_k L + \varepsilon_k \delta E) - \sum_{a=1}^{A} \frac{1}{2\pi i} \oint_{A_a} \frac{dx}{x^2} \tilde{\phi}_k(x)$$  \hfill (3.61)

\begin{itemize}
  \item[27] This relationship needs to be refined at higher orders in $L/\sqrt{\lambda}$ \cite{17, 29}.
  \item[28] This formula explains why there are two different transfer matrices $T(x), \tilde{T}(u)$ in \cite{29}. The transfer matrix $\tilde{T}(u)$ is the suitable one for finite $g$, while $T(x)$ is the effective one according to this formula. It should also be useful to understand the relationship between conserved local charges in string theory and gauge theory in \cite{45}.
\end{itemize
and the first few moments of the generator of local charges (2.73)

\[
\frac{1}{2\pi i} \oint_C dx q(x) = -\frac{2\pi \delta E}{\sqrt{\lambda}},
\]

\[
\frac{1}{2\pi i} \oint_C \frac{dx}{x} q(x) = 2\pi m,
\]

\[
\frac{1}{2\pi i} \oint_C \frac{dx}{x^2} q(x) = \frac{2\pi \delta E}{\sqrt{\lambda}}.
\]

(3.62)

Now we note that the energy shift (3.51)

\[
\delta E = -\sum_{a=1}^{A} \frac{\sqrt{\lambda}}{4\pi^2 i} \oint_{A_a} dx \frac{q(x)}{x^2} = \frac{\lambda}{8\pi^2 L} \sum_{a=1}^{A} \frac{1}{2\pi i} \oint_{A_a} du \frac{1}{u^2} q(u).
\]

(3.63)

is of order \(O(\lambda/L)\). After rescaling we obtain the singular behavior of \(p(u)\) at \(u = 0\) from (3.60, 3.61)

\[
\tilde{p}_k(u) \sim \hat{p}_k(u) \sim \frac{1}{u} \left( \frac{\varepsilon_k}{2} + \frac{B}{2L} \right)
\]

(3.64)

and the first few local charges from (3.60, 3.62)

\[
q(u) = 2\pi m + \frac{8\pi^2 L}{\lambda} \delta E u + O(u^2).
\]

(3.65)

In particular, the momentum constraint is \(q(0) = 2\pi \mathbb{Z}\) while the individual sheets \(p_k(u)\) no longer have a fixed finite value at \(u = 0\).

The above curve apparently is the spectral curve of the supersymmetric Landau-Lifshitz model in [32]. This model is related to the coherent state approach to gauge theory [27]. Unlike the curve of the full superstring, this curve has only one singular point at \(u = 0\) and thus seems to be similar to the one of the classical Heisenberg magnet discussed in [17]. We expect the expansion of the function \(q(u)\) around \(u = 0\) to yield the local charges of the model, while the point \(u = \infty\) should be related to Noether and multi-local charges.

\section{Integral Representation of the Sigma Model}

We can reformulate the algebraic curve in terms of a Riemann-Hilbert problem, i.e. as integral equations on some density functions. This formulation is similar to the thermodynamic limit of the Bethe equations for the gauge theory counterpart. It is thus suited well for a comparison of both theories, especially at higher loops (once the gauge theory results become available). We start by representing the various discontinuities of cuts of the algebraic curve by integrals over densities. We then match this representation to the properties derived earlier and thus fix several of the parameters. The remaining properties lead to equations which are of the same nature as the Bethe equations in the thermodynamic limit. In order to be more explicit, we specify the equations for a number of subsectors, while full equations are written out only in App. [D]. Finally, we compare to one-loop gauge theory and find complete agreement.

\[^{29}\]We thank A. Mikhailov for discussions on this point.
4.1 Parametrization of the Quasi-Momentum

The quasi-momentum $p(x)$ is a function with two sets of four sheets $\tilde{p}_k(x)$ and $\hat{p}_k(x)$, $k = 1, 2, 3, 4$. These are analytic functions of $x$ except at the singular points $x = \pm 1$, a set of branch cuts and additional fermionic poles.

**Ansatz.** Let us construct a generic ansatz for $p(x)$: It is straightforward to incorporate the poles at $x = \pm 1$ with undetermined residues $\tilde{a}_k^\pm$ and $\hat{a}_k^\pm$. The branch cuts and fermionic poles will be contained in several resolvents $G_x$ be defined to vanish at $x = x \infty$, consequently we should add an undetermined constant $\tilde{b}_k, \hat{b}_k$ for each sheet.

The branch cuts connect two sheets of either $\tilde{p}_k(x)$ or $\hat{p}_k(x)$. The discontinuity of the branch cuts between sheets $k$ and $l$ is contained in the resolvent $G_{kl}(x)$ or $\hat{G}_{kl}(x)$. As the graded sum of all sheets $p_k$ should be zero, the sum of discontinuities must cancel. In other words, $\tilde{G}_{kl}$ and $\hat{G}_{kl}$ must be antisymmetric in $k, l$. A fermionic pole appears on a sheet $\tilde{p}_k$ and a sheet $\hat{p}_l$ with the same residue for both sheets. They are contained in the resolvent $G_{kl}(x)$. We shall include only the cuts/poles with $a = 1, \ldots, A$ in the resolvent $G(x)$. Their images with $a = A + 1, \ldots, 2A$ under the inversion symmetry (3.3) will be incorporated by $G(1/x)$. This leaves some discrete arbitrariness of which cuts/poles belong to $G(x)$ and which to $G(1/x)$. Note that although the algebraic curve is invariant under such permutations, our interpretation of some quantities will have to change.

Taking the above constraints into account, we arrive at the following ansatz

$$
\tilde{p}_k(x) = \sum_{l=1}^{4} \left( G_{kl}(x) - \tilde{G}_{kl}(1/x) + \tilde{G}_{kl}^*(x) - \tilde{G}_{kl}^*(1/x) \right) + \frac{\tilde{a}_k^+}{x-1} + \frac{\tilde{a}_k^-}{x+1} + \tilde{b}_k,
$$

$$
\hat{p}_k(x) = \sum_{l=1}^{4} \left( \hat{G}_{kl}(x) - \hat{G}_{kl}'(1/x) + \hat{G}_{kl}^*(x) - \hat{G}_{kl}^*(1/x) \right) + \frac{\hat{a}_k^+}{x-1} + \frac{\hat{a}_k^-}{x+1} + \hat{b}_k. \tag{4.1}
$$

where the permutation $k'$ of sheets is defined in (2.58). We will now determine the constants using the known properties of $p(x)$.

**Resolvents.** The bosonic resolvents $\tilde{G}(x), \hat{G}(x)$ are defined in terms of the densities $\tilde{p}(x), \hat{p}(x)$ as follows

$$
\tilde{G}_{kl}(x) = \int_{\tilde{c}_{kl}} \frac{dy \tilde{p}_{kl}(y)}{1 - 1/y^2} \frac{1}{y - x}, \quad \hat{G}_{kl}(x) = \int_{\hat{c}_{kl}} \frac{dy \hat{p}_{kl}(y)}{1 - 1/y^2} \frac{1}{y - x}. \tag{4.2}
$$

The fermionic resolvent $G_{kl}^*(x)$ is given by a set of poles

$$
G_{kl}^*(x) = \sum_{a=1}^{A_{kl}} \frac{\alpha_{kl,a}^*}{1 - 1/x_{kl,a}^*} \frac{1}{x_{kl,a}^* - x}. \tag{4.3}
$$

\footnote{Strictly speaking the residues must be nilpotent numbers because they represent a product of two Grassmann odd numbers, but we can mostly ignore this fact.}
All the resolvents vanish at $x = \infty$ and are analytic functions except on the curves $C_a$ or at the poles $x_a^\pm$. They are obviously single-valued, i.e. the cycles of $dG$ around cuts/poles vanish. The filling of a cut is given by

$$
\tilde{K}_{kl,a} = \sqrt{\lambda} \frac{1}{4\pi} \int_{\tilde{C}_{kl,a}} dy \tilde{\rho}_{kl}(y), \quad \hat{K}_{kl,a} = \sqrt{\lambda} \frac{1}{4\pi} \int_{\hat{C}_{kl,a}} dy \hat{\rho}_{kl}(y), \quad K^{*}_{kl,a} = \sqrt{\lambda} \frac{1}{4\pi} \alpha^{*}_{kl,a}.
$$

(4.4)

**Singularities.** From Sec. 2.7 we know the general structure of the residues at $x = \pm 1$. The residues $\tilde{a}^\pm_k$ for $S^5$ are linked to the residues $\hat{a}^\pm_k$ for $AdS_5$. Furthermore, all residues are paired. We can thus write them in terms of four independent constants $c_{1,2}, d_{1,2}$ using

$$
\tilde{a}^\pm_k = \hat{a}^\pm_k =: \frac{1}{2} c_1 \pm \frac{1}{2} c_2 + \frac{1}{2} d_1 \varepsilon_k \pm \frac{1}{2} d_2 \varepsilon_k.
$$

(4.5)

**Asymptotics.** The asymptotics $p(x) \sim 1/x$ at $x = \infty$ fixes all the constants $b$

$$
\tilde{b}_k = \sum_{l=1}^{4} \left( \tilde{G}_{kl}(0) + G^*_k l(0) \right), \quad \hat{b}_k = \sum_{l=1}^{4} \left( \hat{G}_{lk}(0) + G^*_l k(0) \right).
$$

(4.6)

**Unimodularity.** The graded sum

$$
\sum_{k=1}^{4} (\tilde{p}_k(x) - \hat{p}_k(x)) = 0
$$

(4.7)

of all sheets indeed vanishes trivially by antisymmetry of $\tilde{G}_{kl}, \hat{G}_{kl}$ in $k, l$.

**Symmetry.** The inversion symmetry leads to the following expressions

$$
\tilde{p}_k(1/x) = -\tilde{p}_k'(x) - \tilde{a}^+_k + \tilde{b}_k + \tilde{b}'_k = -\tilde{p}_k'(x) + 2\pi \varepsilon_k m,
$$

$$
\tilde{p}_k(1/x) = -\hat{p}_k'(x) - \hat{a}^+_k + \hat{b}_k + \hat{b}'_k = -\hat{p}_k'(x)
$$

(4.8)

with the permutation $k'$ of sheets is defined in (2.58). When we substitute the above expressions for $\tilde{a}^\pm_k, \hat{a}^\pm_k$, we find

$$
c_2 = \frac{1}{2} \sum_{k,l=1}^{4} G^*_k l(0), \quad d_2 = \frac{1}{2} \sum_{k,l=1}^{4} \varepsilon_k (\hat{G}_{lk}(0) + G^*_k l(0))
$$

(4.9)

as well as the (momentum) constraint

$$
\frac{1}{2} \sum_{k,l=1}^{4} \varepsilon_k (\tilde{G}_{kl}(0) + \hat{G}_{kl}(0) + G^*_k l(0) - G^*_l k(0)) = 2\pi m.
$$

(4.10)
Length. We substitute $\tilde{p}_k$ in the definition of length and obtain

$$L = \frac{\sqrt{\lambda}}{8\pi} \sum_{k=1}^{4} \epsilon_k (\tilde{a}_k^+ + \tilde{a}_k^-) - \frac{\sqrt{\lambda}}{8\pi} \sum_{k,l=1}^{4} \epsilon_k (\tilde{G}'_{kl}(0) + G'''_{kl}(0)) \quad (4.11)$$

This leads to

$$d_1 = \frac{2\pi L}{\sqrt{\lambda}} + \frac{1}{2} \sum_{k,l=1}^{4} \epsilon_k (\tilde{G}'_{kl}(0) + G'''_{kl}(0)). \quad (4.12)$$

Note that we have assumed that all cuts $a = 1, \ldots, \tilde{A}$ are captured by $G(x)$ while the cuts $a = \tilde{A} + 1, \ldots, 2\tilde{A}$ are captured by $G(1/x)$.

Hypercharge. The remaining constant $c_1$ corresponds to a shift of the Lagrange multiplier and is irrelevant. We shall express it by means of the hypercharge $B$ defined in (3.54)

$$c_1 = \frac{1}{2} \sum_{k,l=1}^{4} G'''_{kl}(0) + \frac{2\pi B}{\sqrt{\lambda}}. \quad (4.13)$$

Energy Shift. We substitute $p_k$ in the definition of energy shift and obtain

$$\delta E = \frac{\sqrt{\lambda}}{4\pi} \sum_{k,l=1}^{4} \epsilon_k (\tilde{G}'_{kl}(0) + G'''_{kl}(0) - \hat{G}'_{lk}(0) - G'''_{lk}(0)). \quad (4.14)$$

4.2 Integral Equations

Let us now assemble and simplify the various findings of the previous section. As a first step, we write $G(x)$, but not $G(1/x)$, $G(0)$ or $G'(0)$, in terms of the inversion-symmetric function

$$H_{kl}(x) := G_{kl}(x) + G_{kl}(1/x) - G_{kl}(0). \quad (4.15)$$

The terms in the integrand of $H$ combine as follows

$$\frac{1}{1 - 1/y^2} \left( \frac{1}{y - x} + \frac{1}{y - 1/x} - \frac{1}{y} \right) = \frac{1}{(y + 1/y) - (x + 1/x)}, \quad (4.16)$$

which means that we can write $H$ as

$$H(x) := \int_{C} \frac{du \rho(u)}{u - (x + 1/x)}, \quad (4.17)$$

where $\rho$ transforms as a density, $dx \rho(x) = du \rho(u)$, under the map

$$u(x) = x + 1/x, \quad x(u) = \frac{1}{2}u + \frac{1}{2}u\sqrt{1 - 4/u^2}. \quad (4.18)$$
The conversion of \( G(x) \) to \( H(x) \) creates a few more instances of \( G_{kl}(1/x) \) which turn out to pair up with existing instances of \( G_{kl'}(1/x) \) in all cases. These can be rewritten by applying

\[
f_k + f_{k'} = \frac{1}{2} \sum_{l=1}^{4} f_l + \frac{1}{2} \varepsilon_k \sum_{l=1}^{4} \varepsilon_l f_l \quad (4.19)
\]

This identity for any \( f_k \) can easily be verified by evaluating it for all possible values \( k = 1, 2, 3, 4 \). It is convenient to introduce the following combinations of resolvents

\[
\tilde{G}_{\text{sum}}(x) = \frac{1}{2} \sum_{k,l=1}^{4} \varepsilon_k (\tilde{G}_{kl}(x) + G_{kl}^*(x));
\]

\[
\hat{G}_{\text{sum}}(x) = \frac{1}{2} \sum_{k,l=1}^{4} \varepsilon_k (\hat{G}_{lk}(x) + G_{lk}^*(x));
\]

\[
G_{\text{sum}}^*(x) = \frac{1}{2} \sum_{k,l=1}^{4} G_{kl}^*(x),
\]

\[
G_{\text{mom}}(x) = \tilde{G}_{\text{sum}}(x) - \hat{G}_{\text{sum}}(x) \quad (4.20)
\]

We can now write down the simplified quasi-momentum

\[
\tilde{p}_k(x) = \sum_{l=1}^{4} \left( \tilde{H}_{kl}(x) + H_{kl}^*(x) \right) + \varepsilon_k \tilde{F}(x) + F^*(x),
\]

\[
\hat{p}_k(x) = \sum_{l=1}^{4} \left( \hat{H}_{lk}(x) + H_{lk}^*(x) \right) + \varepsilon_k \hat{F}(x) + F^*(x). \quad (4.21)
\]

All the terms which do not follow the regular pattern of resolvents \( H \) could be absorbed into three potentials \( F \)

\[
\tilde{F}(x) = \left( \frac{2\pi L}{\sqrt{\lambda}} + \tilde{G}_{\text{sum}}^*(0) \right) \frac{1/x}{1 - 1/x^2} + \frac{\tilde{G}_{\text{sum}}(0)}{1 - 1/x^2} - \tilde{G}_{\text{sum}}(1/x) + G_{\text{mom}}(0),
\]

\[
\hat{F}(x) = \left( \frac{2\pi L}{\sqrt{\lambda}} + \hat{G}_{\text{sum}}^*(0) \right) \frac{1/x}{1 - 1/x^2} + \frac{\hat{G}_{\text{sum}}(0)}{1 - 1/x^2} - \hat{G}_{\text{sum}}(1/x),
\]

\[
F^*(x) = \left( \frac{2\pi B}{\sqrt{\lambda}} + G_{\text{sum}}^*(0) \right) \frac{1/x}{1 - 1/x^2} + \frac{G_{\text{sum}}(0)}{1 - 1/x^2} - G_{\text{sum}}^*(1/x). \quad (4.22)
\]

It might be useful to note the transformation of the potentials \( F \) under the symmetry\(^{31}\)

\[
\tilde{F}(1/x) = -\tilde{F}(x) - \tilde{H}_{\text{sum}}(x) + G_{\text{mom}}(0),
\]

\[
\hat{F}(1/x) = -\hat{F}(x) - \hat{H}_{\text{sum}}(x),
\]

\[
F^*(1/x) = -F^*(x) - H_{\text{sum}}^*(x). \quad (4.23)
\]

\(^{31}\)The summed resolvents \( H_{\text{sum}} \) are defined in analogy to \( \tilde{G}_{\text{sum}}(0) \).
The integral equations (3.12,3.13) enforcing integrality of the B-periods (3.11,3.14) read

\[ \tilde{\phi}(x) - \tilde{\phi}(x) = 2\pi \tilde{n}_{kl,a} \quad \text{for} \quad x \in \tilde{C}_{kl,a}, \]
\[ \hat{\phi}(x) - \hat{\phi}(x) = 2\pi \hat{n}_{kl,a} \quad \text{for} \quad x \in \hat{C}_{kl,a}, \]
\[ \hat{\phi}(x) - \tilde{\phi}(x) = 2\pi \tilde{n}_{kl,a} \quad \text{for} \quad x = x^*_{kl,a}. \] (4.24)

These equations must be supplemented by the momentum constraint (4.10)

\[ G_{\text{mom}}(0) = 2\pi m. \] (4.25)

Note that the potential can appear in various combinations depending on the type of cut/pole. Let us denote those cuts/poles with \( \varepsilon_k \neq \varepsilon_l \) as physical, the others are considered as auxiliary. The physical cuts are precisely the ones that contribute to \( G_{\text{mom}} \) which in turn contains the total momentum for the momentum constraint (4.10) and the energy shift (4.14). They connect sheets 1, 2 to sheet 3, 4 of either type. A physical cut is subject to the potential \( 2\tilde{F} \) or \( 2\hat{F} \) depending on whether it is of \( S^5 \)-type or \( AdS_5 \)-type. For an auxiliary bosonic cut there is no effective potential. For physical fermionic poles we get the potential \( 2\tilde{F} + 2\hat{F} \) and \( 2\tilde{F} - 2\hat{F} \) for auxiliary fermions.

The global charges are found at \( x = \infty \), they are determined through the fillings \( K \), the length \( L \) and the energy shift \( \delta E \): The expansion of \( H \) gives the total filling \( K \) of the cuts in \( H \)

\[ H(x) = -\frac{1}{x} \sum_{a=1}^{A} \frac{4\pi K_a}{\sqrt{\lambda}} + O(1/x^2) = -\frac{1}{x} \frac{4\pi K}{\sqrt{\lambda}} + O(1/x^2). \] (4.26)

The expansion of \( F \) provides the length and the energy shift (4.14)

\[ \tilde{F}(x) = \frac{1}{x} \frac{2\pi L}{\sqrt{\lambda}} + O(1/x^2), \quad \hat{F}(x) = \frac{1}{x} \frac{2\pi (L + \delta E)}{\sqrt{\lambda}} + O(1/x^2). \] (4.27)

The energy shift is given by

\[ \delta E = \frac{\sqrt{\lambda}}{2\pi} G'_{\text{mom}}(0). \] (4.28)

### 4.3 Rank-One Sectors

We will now investigate the cases when only one of the physical resolvents is non-zero. The final result depends on the type of resolvent, \( \tilde{G}, G \) or \( G^* \).

**Bosonic, Compact.** We turn on only \( G = \tilde{G}_{23} \) and consider one quasi-momentum \( p = \tilde{p}_2 = -\tilde{p}_3 \). This reduces to the case of strings on \( \mathbb{R} \times S^3 \) investigated in [17]

\[ 2\tilde{\phi}(x) = 2\tilde{H}(x) + 2\tilde{F}(x) = 2G'(x) + \frac{2G'(0)/x}{1 - 1/x^2} + \frac{4\pi L}{\sqrt{\lambda}} \frac{1/x}{1 - 1/x^2} = -2\pi n_a \quad \text{for} \quad x \in C_a. \] (4.29)
Note that the term $G(1/x)$ has precisely cancelled out and $p(x)$ is no longer symmetric under $x \mapsto 1/x$. This is related to the fact that spacetime is now a group manifold. In this case, the image under inversion is given by a different quasi-momentum, here $\tilde{p}_1$. Also the length $L$ now becomes a true global charge next to $J$. This is related to the left and right symmetry of group manifolds.

**Bosonic, Non-Compact.** We turn on only $G = \hat{G}_{14}$ and consider the single quasi-momentum $p = \hat{p}_1 = -\hat{p}_4$. This reduces to the case of strings on $AdS_3 \times S^1$ investigated in [28].

$$2\varphi(x) = -2\mathcal{H}(x) + 2\mathcal{F}(x) = -2G(x) - \frac{2G(0)/x^2}{1 - 1/x^2} + \frac{4\pi L}{\sqrt{\lambda}} \frac{1/x}{1 - 1/x^2} = -2\pi n_a \quad \text{for} \quad x \in \mathcal{C}_a.$$ (4.30)

**Fermionic.** We turn on only $G = G_{24}^*$ and consider the quasi-momenta $\tilde{p} = \tilde{p}_2$, $\hat{p} = \hat{p}_4$. The two quasi-momenta are given by $\tilde{p}(x) = H(x) + \tilde{F}(x) + F^*(x)$ and $\hat{p}(x) = H(x) - \tilde{F}(x) + F^*(x)$

$$\tilde{p}(x) = G(x) + \left( \frac{2\pi (B + L)}{\sqrt{\lambda}} + G'(0) \right) \frac{1/x}{1 - 1/x^2},$$ (4.31)

$$\hat{p}(x) = G(x) + \frac{2\pi (B - L)}{\sqrt{\lambda}} \frac{1/x}{1 - 1/x^2} + \frac{G(0)/x^2}{1 - 1/x^2}.$$

The relevant combination for the integral equation is the difference of sheets $\tilde{p}(x) - \hat{p}(x) = \tilde{F}(x) + \hat{F}(x)$

$$\tilde{p}(x) - \hat{p}(x) = -\frac{G(0)/x^2}{1 - 1/x^2} + \frac{G'(0)/x}{1 - 1/x^2} + \frac{4\pi L}{\sqrt{\lambda}} \frac{1/x}{1 - 1/x^2} = -2\pi n_a \quad \text{for} \quad x = x^*_a.$$ (4.32)

This agrees precisely with the expression derived from the near-plane-wave limit in [24].

### 4.4 Superstrings on $AdS_3 \times S^3$

The above three subsectors can be combined into one larger sector. Let us consider only the following four sheets $p_1 = \hat{p}_1$, $p_2 = \tilde{p}_2$, $p_3 = \tilde{p}_3$, $p_4 = \hat{p}_4$ and corresponding resolvents $\hat{G}_{41}, \tilde{G}_{23}, G_{21}^*, G_{31}^*, G_{24}^*, G_{34}^*$ so that again there is no apparent inversion symmetry. By inspection of the quasi-momenta there are only three independent combinations of resolvents appearing:

$$G_1 = -G_{21}^* - G_{31}^* - \hat{G}_{41},$$
$$G_{\text{mom}} = G_2 = +\tilde{G}_{23} - G_{31}^* + G_{24}^* - \hat{G}_{41},$$
$$G_3 = +G_{34}^* + G_{24}^* - \hat{G}_{41}.$$ (4.33)
The differences of adjacent sheets which appear in the integral equations are given by

\[
p_1(x) = -G_1(x) + \frac{1}{1-x^2} \left( \frac{2\pi(B + L)}{\sqrt{\lambda}} + G_2'(0) - G_1'(0) \right) - \frac{G_1(0)/x^2}{1-1/x^2},
\]

\[
p_2(x) = G_2(x) - G_1(x) + \frac{1}{1-x^2} \left( \frac{2\pi(B + L)}{\sqrt{\lambda}} + G_2'(0) - G_1'(0) \right) - \frac{G_1(0)/x^2}{1-1/x^2},
\]

\[
p_3(x) = G_3(x) - G_2(x) + \frac{1}{1-x^2} \left( \frac{2\pi(B - L)}{\sqrt{\lambda}} + G_3'(0) - G_2'(0) \right) + \frac{G_3(0)/x^2}{1-1/x^2},
\]

\[
p_4(x) = G_3(x) + \frac{1}{1-x^2} \left( \frac{2\pi(B - L)}{\sqrt{\lambda}} + G_3'(0) - G_2'(0) \right) + \frac{G_3(0)/x^2}{1-1/x^2}.
\]

The differences of adjacent sheets which appear in the integral equations are given by

\[
p_1(x) - p_2(x) = -G_2(x),
\]

\[
p_2(x) - p_3(x) = +2G_2(x) + \frac{2G_2(0)/x}{1-1/x^2} + \frac{4\pi L}{\sqrt{\lambda}} \frac{1}{1-1/x^2} - \tilde{G}_1(x) - \frac{G_1'(0)/x}{1-1/x^2} - \frac{G_1(0)/x^2}{1-1/x^2},
\]

\[
- \tilde{G}_3(x) - \frac{G_3'(0)/x}{1-1/x^2} - \frac{G_3(0)/x^2}{1-1/x^2},
\]

\[
p_3(x) - p_4(x) = -G_2(x).
\]

Differences of non-adjacent sheets are obtained by summing up the equations.

For purely bosonic solutions on \(AdS_3 \times S^3\) we set \(G_1(x) = G_3(x)\) and

\[
\tilde{G}(x) = \tilde{G}_{23}(x) = \int_{\tilde{c}}^{y} \frac{dy}{1 - 1/y^2} \frac{\tilde{\rho}(y)}{y-x} = G_2(x) - G_1(x),
\]

\[
\hat{G}(x) = \hat{G}_{14}(x) = \int_{\hat{c}}^{y} \frac{dy}{1 - 1/y^2} \frac{\hat{\rho}(y)}{y-x} = G_1(x) - G_3(x).
\]

The densities satisfy the following set of equations on the respective cuts:

\[
2\hat{G}(x) + F(x) = -2\pi \hat{n}_a \quad \text{for } x \in \hat{\mathcal{C}}_a,
\]

\[
2\tilde{G}(x) - F(x) = -2\pi \tilde{n}_a \quad \text{for } x \in \tilde{\mathcal{C}}_a,
\]

where the potential \(F(x)\) is given by

\[
F(x) = \left( \frac{4\pi L}{\sqrt{\lambda}} + 2\tilde{G}'(0) \right) \frac{1/x}{1-1/x^2} - \frac{2\tilde{G}'(0)/x^2}{1-1/x^2}.
\]

The momentum constraint \((1.25)\) and energy shift \((1.28)\) are contained in the combination

\[
G_{\text{mom}}(x) = \tilde{G}(x) + \hat{G}(x).
\]
4.5 Comparison to Gauge Theory

Let us briefly comment on the comparison to $\mathcal{N} = 4$ gauge theory. An in-depth comparison of the spectral curves can be found in [36]. The complete one-loop dilatation generator has been derived in [35,15]. It is integrable and one can use a Bethe ansatz to find its energy (scaling dimension) eigenvalues [35]. In the thermodynamic limit [26,10], which should be related to string theory [9], the Bethe equations have been written in [15]. Their form does not resemble the equations (4.21,4.22,4.24) very much, but rather the one in the previous Sec. 4.4. We shall refrain from transforming the equations here and refer the reader to App. [4]. The resulting equations (D.11)

$$\sum_{j' = 1}^{7} M_{j,j'} H_{j'}(x) + F_{j}(x) = -2\pi n_{j,a} \quad \text{for } x \in C_{j,a} \quad (4.40)$$

can be seen to agree with the equations in [15]. Also the expressions for the momentum constraint and energy shift as well as the local and global charges agree. Note that in the Frolov-Tseytlin limit, see Sec. 3.7, the potential $F_{j}$ reduces to a term proportional to $V_{j}L/u$, c.f. [17,29] for similar results. We have thus proven the agreement of the spectra of one-loop planar gauge theory and classical string theory.

5 Conclusions and Outlook

We solve the problem of describing all classical solutions of the superstring sigma-model in $AdS_{5} \times S^{5}$ in terms of their spectral curves. Let us underline the importance of dealing with the whole supersymmetric string theory on the $AdS_{5} \times S^{5}$ space, including the fermionic degrees of freedom, for its quantization. For the classical string we can drop the fermions and the two bosonic sectors, $AdS_{5}$ and $S^{5}$, appear to be completely factorized (up to the constraints on the fixed poles and total momentum). Conversely, the quantum corrections at higher powers of $\hbar \sim 1/\sqrt{\lambda}$, make the two sectors interact nontrivially, an effect which is already seen in the super spin chain for the one-loop approximation to gauge theory. It is also clear that the direct quantization of sigma models in closed subsectors, like $\mathbb{R} \times S^{5}$, does not make much sense since those models are even not conformal. It seems that it is better to attack directly the full supersymmetric quantum theory on $AdS_{5} \times S^{5}$. Our paper shows that, at least at the classical level, the full string theory has no principal difficulties comparing to the simpler subset sigma models.

The curves are solutions of a Riemann-Hilbert problem and as such can be encoded in the set of singular integral equations which we have derived. We hope that this classical result will be a useful starting point for a quantization. Some indications that the integrable structures persist in the quantum regime are found in [46,43,31,12,49]. There are several benefits of the formulation in terms of algebraic curves which might facilitate quantization: For one, the formulation is completely gauge independent, at no point one is required to fix a gauge; especially we can preserve full kappa symmetry [34]. Moreover, the curve consists only of action variables. Due to the Heisenberg principle this is all we can ask for to know in the quantum theory. Finally, there are no unphysical degrees
of freedom associated to the curve. These would usually contain spurious infinities and their absence should make the curve completely finite. Our integral equations can be interpreted as the classical limit of the yet to be found discrete Bethe equations, which describe the exact quantum spectrum of the string, c.f. the ansatz by Arutyunov, Frolov and Staudacher [16] and a corresponding 'string chain' [17] for some initial steps in this direction. The existence of such equations is an assumption, but since many quantum integrable systems are solvable by a Bethe ansatz, in particular some sigma models [50], this assumption does not look inconceivable. We believe that in any event integrability will be an important ingredient in solving string theory in $AdS_5 \times S^5$, be it a Bethe ansatz or some other method, and hope that our findings will be helpful in attacking this challenging problem.

We should mention that many classical string solutions (those without self-symmetric cuts) admit a regular expansion in the 't Hooft coupling.\(^{32}\) We have compared the energy spectrum of the classical string with the spectrum of anomalous dimensions in $\mathcal{N} = 4$ SYM which at one loop is given by a Bethe ansatz. Our comparison is based on Bethe equations but it can also be performed at the level of spectral curves. Although we should not expect agreement beyond third order in the effective coupling [12], we might use the present result as a source of inspiration for higher-loop gauge theory.

The method of solving the spectral problem in terms of algebraic curves which we employ for this sigma model is usually called the finite gap method (see the book [51] for a good introduction). This means that we look for a finite genus algebraic curve characterizing some solution. It was first proposed in [52] for the KdV system and later generalized to KP equations in [53]. In principle, for any given algebraic curve one can construct explicitly the corresponding solution of the equations of motion in terms of Riemann theta functions. The dependence on time enters linearly in the argument of the Riemann theta function and the frequencies are given by the periods of certain Abelian differentials. Note that in our investigation we have the angle variables, these enter as the initial phase for the arguments of the theta function. Moreover, to construct the solution for the $AdS_5 \times S^5$ coset model, one would first have to fix a gauge for the local symmetries. Finally, only up to genus one the theta functions can be expressed in terms of conventional algebraic and elliptic functions. Beyond that they are known only as integrals or series and therefore less efficient.
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A Supermatrices

We shall write supermatrices as matrices where horizontal/vertical bars separate between rows/columns with even and odd grading. We shall only consider bosonic supermatrices. The grading matrix $\eta$ consequently is given by

$$\eta = \begin{pmatrix} +I & 0 \\ 0 & -I \end{pmatrix}. \quad (A.1)$$

For example, it can be used to define the supertrace of a supermatrix as a regular trace of a supermatrix

$$\text{str} \ A = \text{tr} \eta A \quad (A.2)$$

The supertrace is cyclic

$$\text{str} \ A B = \text{str} \ B A. \quad (A.3)$$

The superdeterminant is defined as

$$\text{sdet} \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \frac{\det(A - BD^{-1}C)}{\det D} = \frac{\det A}{\det(D - CA^{-1}B)}, \quad (A.4)$$

it obeys

$$\text{sdet} (AB) = \text{sdet} A \text{sdet} B \quad (A.5)$$

and is compatible with the identity

$$\text{sdet} \exp A = \exp \text{str} A. \quad (A.6)$$

Supertranspose. The supertranspose is defined as

$$\left( \begin{array}{c|c} A & B \\ \hline C & D \end{array} \right)^{\text{ST}} = \left( \begin{array}{c|c} A^T & C^T \\ \hline -B^T & D^T \end{array} \right). \quad (A.7)$$

Like the common transpose, it inverts the order within a product of matrices

$$(AB)^{\text{ST}} = B^{\text{ST}} A^{\text{ST}}. \quad (A.8)$$
and does not change supertraces and superdeterminants

\[
\text{str } A^{ST} = \text{str } A, \quad \text{sdet } A^{ST} = \text{sdet } A.
\]  
(A.9)

Unlike the common transpose, it is not an involution, but a \( \mathbb{Z}_4 \)-operation due to the identity

\[
(A^{ST})^{ST} = \eta A \eta
\]  
(A.10)

Furthermore, a supersymmetric or a superantisymmetric matrix requires a slightly modified definition

\[
A = +\eta A^{ST}, \quad A = -\eta A^{ST}.
\]  
(A.11)

\( (1|1) \times (1|1) \) \textbf{Supermatrices.} Let us collect some formulas for \( (1|1) \times (1|1) \) supermatrices

\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]  
(A.12)

The inverse is given by

\[
A^{-1} = \begin{pmatrix} \frac{1}{a} + \frac{bc}{a^2d} & -\frac{d}{b} \\ -\frac{ad}{ad} & \frac{1}{d} - \frac{bc}{a^2d} \end{pmatrix}.
\]  
(A.13)

The supertrace and superdeterminant read

\[
\text{str } A = a - d, \quad \text{sdet } A = \frac{a}{d} - \frac{bc}{d^2}.
\]  
(A.14)

It can be diagonalized by the matrices

\[
T = \begin{pmatrix} 1 - \frac{bc}{2(a-d)^2} & \frac{1}{a} + \frac{bc}{a^2d} \\ -\frac{c}{a-d} & 1 + \frac{bc}{2(a-d)^2} \end{pmatrix}, \quad T^{-1} = \begin{pmatrix} 1 - \frac{bc}{2(a-d)^2} & -\frac{d}{b} \\ -\frac{ad}{ad} & 1 + \frac{bc}{2(a-d)^2} \end{pmatrix},
\]  
(A.15)

such that

\[
T A T^{-1} = \begin{pmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{pmatrix}, \quad \alpha_1 = a + \frac{bc}{a - d}, \quad \alpha_2 = d + \frac{bc}{a - d}.
\]  
(A.16)

The eigenvalues satisfy the sum and product rules

\[
\alpha_1 - \alpha_2 = \text{str } A, \quad \frac{\alpha_1}{\alpha_2} = \text{sdet } A
\]  
(A.17)

as well as the characteristic equation

\[
\text{sdet}(A - \alpha_1) = 0, \quad \text{sdet}(A - \alpha_2) = \infty.
\]  
(A.18)

Clearly \( \alpha_1 \) and \( \alpha_2 \) are associated to different gradings. For \( \text{str } A = 0 \), i.e. \( a = d \), the eigenvalues degenerate and some problems arise as in the case of bosonic matrices.
B Cosets and Vectors

In this appendix we shall explain the relationship between the vector model used in \[29\] and the coset model used in this paper.

We will start with the coset model. The physically relevant cosets \(S^5 = SU(4)/Sp(2)\) and \(AdS^5 = SU(2,2)/Sp(1,1)\) require several \(i\)'s at various places. These can be avoided by considering the coset \(SL(4,\mathbb{R})/Sp(4,\mathbb{R})\). Its algebraic structure is precisely the same but the formulas are slightly easier to handle. For the breaking of \(SL(4,\mathbb{R})\) we can use a fixed \(4 \times 4\) antisymmetric matrix \(E\), say

\[
E = \begin{pmatrix} 0 & +I \\ -I & 0 \end{pmatrix}, \tag{B.1}
\]

where each block corresponds to a \(2 \times 2\) matrix and \(I\) is the identity. The currents of the coset model in the moving frame are

\[
J = -g^{-1}dg, \\
H = \frac{1}{2}J - \frac{1}{2}EJ^TE^{-1}, \\
K = \frac{1}{2}J + \frac{1}{2}EJ^TE^{-1}. \tag{B.2}
\]

In the fixed frame, which is related to the moving frame by \(j = gJg^{-1}\), etc., they are given by

\[
j = -dg g^{-1}, \\
h = -\frac{1}{2}dg g^{-1} + \frac{1}{2}gEdg^Tg^{-T}E^{-1}g^{-1}, \\
k = -\frac{1}{2}dg g^{-1} - \frac{1}{2}gEdg^Tg^{-T}E^{-1}g^{-1}. \tag{B.3}
\]

We can now rewrite \(k\) as

\[
k = -\frac{1}{2}dg g^{-1} - \frac{1}{2}gEdg^T(g Eg^T)^{-1} = -\frac{1}{2}d(g Eg^T)(g Eg^T)^{-1}. \tag{B.4}
\]

and see that it can be rewritten as

\[
k = -\frac{1}{2}dX X^{-1} \quad \text{with} \quad X = gEg^T. \tag{B.5}
\]

We would now like to interpret \(X\) as the fundamental field of the theory. For all \(g \in Sp(4,\mathbb{R})\) we find \(X = E\), thus \(X\) parametrizes the coset \(SL(4,\mathbb{R})/Sp(4,\mathbb{R})\). Note that we can define a norm for \(X\) by

\[
\varepsilon_{\alpha\beta\gamma\delta} X^{\alpha\beta} X^{\gamma\delta} = \varepsilon_{\alpha\beta\gamma\delta} E^{\alpha\beta} E^{\gamma\delta} \det g = -8. \tag{B.6}
\]

Starting from a generic matrix \(X\), the conditions \(X = -X^T\) and \(\varepsilon_{\alpha\beta\gamma\delta} X^{\alpha\beta} X^{\gamma\delta} = -8\) leave 5 degrees of freedom for \(X\) and therefore such an \(X\) indeed parametrizes the coset \(SL(4,\mathbb{R})/Sp(4,\mathbb{R})\) which has \(15 - 10 = 5\) dimensions. We now parametrize \(X\) as

\[
X = \vec{\sigma} \cdot \vec{X}, \quad \vec{X}^2 = -1. \tag{B.7}
\]
where $\vec{X}$ is a vector of $\text{SO}(3, 3)$ and $\vec{\sigma}$ is a chiral component of the Clifford algebra. This reveals the connection between the sigma model (B.5) and the vector model (B.7), they are merely reparametrizations of the same model. More explicitly the matrix $X$ is given through the components of the vector $\vec{X}$ by

$$X = \begin{pmatrix}
0 & +X_1 + X_4 & +X_2 + X_5 & +X_3 + X_6 \\
-X_1 - X_4 & 0 & +X_3 - X_6 & -X_2 + X_5 \\
-X_2 - X_5 & -X_3 + X_6 & 0 & +X_1 - X_4 \\
-X_3 - X_6 & +X_2 - X_5 & -X_1 + X_4 & 0
\end{pmatrix} \tag{B.8}$$

such that

$$\frac{1}{8} \varepsilon_{\alpha\beta\gamma\delta} X^{\alpha\beta} X^{\gamma\delta} = \vec{X}^2 = X_1^2 + X_2^2 + X_3^2 - X_4^2 - X_5^2 - X_6^2. \tag{B.9}$$

The corresponding expressions for $\text{SO}(6)$ are

$$X = \begin{pmatrix}
0 & +X_1 + iX_2 & +X_3 + iX_4 & +X_5 + iX_6 \\
-X_1 - iX_2 & 0 & +X_5 - iX_6 & -X_3 + iX_4 \\
-X_3 - iX_4 & -X_5 + iX_6 & 0 & +X_1 - iX_2 \\
-X_5 - iX_6 & +X_3 - iX_4 & -X_1 + iX_2 & 0
\end{pmatrix} \tag{B.10}$$

where again $\frac{1}{8} \varepsilon_{\alpha\beta\gamma\delta} X^{\alpha\beta} X^{\gamma\delta} = \vec{X}^2$, but with a positive signature of the norm. For $\text{SO}(2, 4)$ we find

$$X = \begin{pmatrix}
0 & +X_5 + iX_0 & +X_1 + iX_2 & X_3 + iX_4 \\
-X_5 - iX_0 & 0 & +X_3 - iX_4 & -X_1 + iX_2 \\
-X_1 - iX_2 & -X_3 + iX_4 & 0 & -X_5 + iX_0 \\
-X_3 - iX_4 & +X_1 - iX_2 & +X_5 - iX_0 & 0
\end{pmatrix} \tag{B.11}$$

where $\vec{X}^2$ has signature $+ - - - +$. These expressions only differ from the expressions for $\text{SO}(3, 3)$ by relabelling the $X_k$ and multiplying some of them by $i$.

## C A Local Charge

Here we compute the first local charge as outlined in Sec. 2.6. Our starting point is (2.68) where we have already diagonalized the leading order $\bar{A}_{-2}$ of the Lax connection using some matrix $T_0$,

$$\bar{A}_{-2} = \frac{1}{2} T_0 (P_+ - A_\sigma) T_0^{-1} = \begin{pmatrix} \alpha I & 0 \\ 0 & \beta I \end{pmatrix}. \tag{C.1}$$

Let us see how this matrix can be used to block-diagonalize

$$\bar{A}_{-1} = \bar{X} + [T_1 T_0^{-1}, \bar{A}_{-2}] \quad \text{with} \quad \bar{X} = T_0^{-1} Q_{1,\sigma} T_0 = \begin{pmatrix} u & v \\ x & y \end{pmatrix}. \tag{C.2}$$

The key insight is that the double commutator

$$[\bar{A}_{-2}, [\bar{A}_{-2}, \bar{X}]] = (\alpha - \beta)^2 \begin{pmatrix} 0 & v \\ x & 0 \end{pmatrix} \tag{C.3}$$
can be used to extract the off-diagonal elements. We can thus cancel them in $\tilde{A}_{-1}$ by setting

$$T_1 = \frac{1}{(\alpha - \beta)^2} [\tilde{A}_{-2}, \bar{X}] T_0$$

and obtain

$$\tilde{A}_{-1} = \bar{X} - \frac{1}{(\alpha - \beta)^2} [\tilde{A}_{-2}, [\tilde{A}_{-2}, \bar{X}]] = \begin{pmatrix} u & 0 \\ 0 & y \end{pmatrix}. \quad (C.5)$$

We can continue and block-diagonalize $\tilde{A}_r$ order by order in this fashion. Note that $A_r$ is block-diagonal if and only if

$$[\tilde{A}_{-2}, \tilde{A}_r] = 0. \quad (C.6)$$

Together with the identity for any matrix $Y$

$$[\tilde{A}_{-2}, [\tilde{A}_{-2}, [\tilde{A}_{-2}, Y]]] = (\alpha - \beta)^2 [\tilde{A}_{-2}, Y] \quad (C.7)$$

one can construct the higher order transformation matrices quite conveniently. The local charges are defined via the trace of only one block $a_r$ of $\tilde{A}_r$. Again this can be achieved using the matrix $\tilde{A}_{-2}$ as follows

$$\frac{1}{\alpha - \beta} \text{str} \tilde{A}_{-2} \tilde{A}_r = \frac{1}{\alpha - \beta} (\alpha \text{str} a_r + \beta \text{str} b_r) = \text{str} a_r. \quad (C.8)$$

Here it is important that $\text{str} \tilde{A}_r = \text{str} a_r - \text{str} b_r = 0$.

Finally, we would like to express the local charges in terms of the physical currents $P, Q_{1,2}$. Note that all the expressions occurring in the conjugated $T_0^{-1} \tilde{A}_r T_0$ are commutators of the currents, e.g.

$$T_0^{-1} \tilde{A}_{-1} T_0 = Q_{1,\sigma} - \Delta_+^{-2} [P_+, [P_+, Q_{1,\sigma}]]. \quad (C.9)$$

where $\Delta_+ = 2(\alpha - \beta)$ is the difference of eigenvalues of $P_+$. The only exception is a term related to the diagonalization using $T_0$, i.e. $T_0^{-1} \partial_{\sigma} T_0$. Within the trace they can be eliminated by making use of

$$[\tilde{A}_{-2}, \partial_{\sigma} \tilde{A}_{-2}] = 0 \quad (C.10)$$

which is equivalent to the statement that $\partial_{\sigma} \tilde{A}_{-2}$ is block-diagonal. This leads to

$$[P_+, [P_+, T_0^{-1} \partial_{\sigma} T_0]] = [P_+, \partial_{\sigma} P_+] \quad (C.11)$$

and is sufficient to write every instance of $T_0^{-1} \partial_{\sigma} T_0$ within $\text{str} a_r$ in terms of $\partial_{\sigma} P_+$. Putting everything together we find

$$\text{str} a_2 = \frac{1}{2} \Delta_+^{-1} \text{str} P_+ P_- + \Delta_+^{-5} \text{str}[P_+, D_\sigma P_+] [P_+, D_\sigma P_+]
- 6 \Delta_+^{-5} \text{str} [[P_+, Q_{1,\sigma}], Q_{1,\sigma}] [P_+, D_\sigma P_+]
+ 2 \Delta_+^{-3} \text{str}[P_+, Q_{1,\sigma}] D_\sigma Q_{1,\sigma}
- 2 \Delta_+^{-3} \text{str}[P_+, Q_{1,\sigma}] [P_+, Q_{2,\sigma}]
- \Delta_+^{-5} \text{str} [[P_+, Q_{1,\sigma}], Q_{1,\sigma}] [[[P_+, Q_{1,\sigma}], Q_{1,\sigma}]] [P_+, Q_{1,\sigma}]
- 5 \Delta_+^{-7} \text{str} [[[P_+, Q_{1,\sigma}], P_+], Q_{1,\sigma}][[[P_+, Q_{1,\sigma}], P_+], Q_{1,\sigma}]. \quad (C.12)$$
Here $D_\sigma X = \partial_\sigma X - [H_\sigma, X]$ is the world-sheet covariant derivative. The conserved charge corresponding to $\text{str} \ a_2$ is the integral

$$q_2^+ = -i \int_0^{2\pi} d\sigma \ \text{str} \ a_2. \quad \text{(C.13)}$$

Furthermore there exists a world-sheet parity conjugate charge $q_2^-$ from the expansion around $z = \infty$ instead of $z = 0$. It is obtained from $q_2^+$ with the replacements $P_\pm \to -P_\mp$ and $Q_{1,2} \to Q_{2,1}$.

### D Sleeping Beauty

This appendix contains lengthy expressions related to the complete superalgebra using the ‘Beauty’ form of $\text{psu}(2, 2|4)$ [22], c.f. Fig. 6. In this form, the grading of the sheets corresponding to the fundamental representation reads

$$\eta_k = (-1, -1, +1, +1, +1, +1, +1, -1, -1). \quad \text{(D.1)}$$

The sheets of the quasi-momentum are arranged as follows

$$p_{1,2,7,8} = \tilde{p}_{1,2,3,4}, \quad p_{3,4,5,6} = \tilde{p}_{1,2,3,4}. \quad \text{(D.2)}$$

#### D.1 Global Charges

The global fillings are defined as

$$K_j = \sum_{a=1}^{A} \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{C_a} dx \left(1 - \frac{1}{x^2}\right) \sum_{k=1}^{j} \eta_k p_k(x). \quad \text{(D.3)}$$

The global filling $K_j$ essentially measures the total filling of all $(k, l)$-cuts with $k \leq j < l$. The global fillings are directly related to the Dynkin labels $[r_1; r_2; r_3, r_4, r_5; r_6; r_7]$ of a solution. The Dynkin labels are obtained through the residues at infinity

$$\bar{\eta}_j r_j = \frac{\sqrt{\lambda}}{8\pi^2 i} \int_{-\infty}^{\infty} dx \left(p_j(x) - p_{j+1}(x)\right), \quad \text{(D.4)}$$
where \( \tilde{\eta}_j = [-1; +1; +1, +1, +1, +1; -1] \) are conventional factors for the definition of the Dynkin labels. These are given by

\[
\begin{align*}
\eta_1 &= K_2 - 2K_1, \\
\eta_2 &= K_3 - K_1 + \frac{1}{2} \delta E, \\
\eta_3 &= K_2 + K_4 - 2K_3, \\
\eta_4 &= L - 2K_4 + K_3 + K_5, \\
\eta_5 &= K_4 + K_6 - 2K_5, \\
\eta_6 &= K_5 - K_7 + \frac{1}{2} \delta E, \\
\eta_7 &= K_6 - 2K_7.
\end{align*}
\]

or for short

\[
\tilde{\eta}_j \eta_j = V_j L + \tilde{V}_j \delta E - M_{j,j'} K_{j'}
\]

The inverse relation is given by

\[
-r_1 + 2r_2 + r_3 = r_5 + 2r_6 - r_7.
\]

The inverse relation is given by

\[
\begin{align*}
K_1 &= -\frac{1}{2} L + \frac{1}{2} B - \frac{1}{4} r^* - \frac{3}{4} r_1 + \frac{1}{2} r_2 + \frac{1}{2} r_3 + \frac{1}{4} r_4 + \frac{1}{2} r_5 + \frac{1}{2} r_6 - \frac{1}{4} r_7 - \frac{1}{2} \delta E, \\
K_2 &= -\frac{1}{2} L + B - \frac{1}{4} r^* - \frac{1}{2} r_1 + r_2 + r_3 + r_4 + r_5 + r_6 - \frac{1}{2} r_7 - \delta E, \\
K_3 &= -\frac{1}{2} L + \frac{1}{2} B - \frac{1}{4} r^* - \frac{1}{2} r_1 + \frac{1}{2} r_2 + \frac{1}{2} r_3 + \frac{1}{4} r_4 + \frac{3}{4} r_5 + r_6 - \frac{1}{2} r_7 - \delta E, \\
K_4 &= -\frac{1}{2} r_1 + r_2 + \frac{1}{2} r_3 + \frac{1}{2} r_5 + r_6 - \frac{1}{2} r_7 - \delta E, \\
K_5 &= -\frac{1}{2} L - \frac{1}{2} B + \frac{1}{4} r^* - \frac{1}{2} r_1 + \frac{3}{4} r_2 + \frac{1}{2} r_4 + \frac{1}{4} r_5 + r_6 - \frac{1}{2} r_7 - \delta E, \\
K_6 &= -\frac{1}{2} L + B + \frac{1}{4} r^* - \frac{1}{2} r_1 + r_2 + r_3 + r_4 + r_5 + r_6 - \frac{1}{2} r_7 - \delta E, \\
K_7 &= -\frac{1}{2} L - \frac{1}{2} B + \frac{1}{4} r^* - \frac{1}{2} r_1 + \frac{1}{2} r_2 + \frac{1}{2} r_3 + \frac{1}{4} r_4 + \frac{1}{4} r_5 + \frac{1}{2} r_6 - \frac{1}{2} \delta E.
\end{align*}
\]

The constant \( B \) represents the hypercharge of the vacuum.

### D.2 Integral Representation

We present the reduction of a full set of resolvents into seven simple ones \( G_j \) for the \( AdS_5 \times S^5 \) superstring. The easiest way to reduce the expressions is to drop all but the resolvents between adjacent sheets. When the remaining resolvents are replaced by the suitably defined simple resolvents \( G_j \)

\[
\begin{align*}
G_1 &= -\hat{G}_{21} + \ldots, \\
G_2 &= -\hat{G}_{12} + \ldots, \\
G_3 &= +\hat{G}_{12} + \ldots, \\
G_{\text{mom}} &= G_4 = +\hat{G}_{23} + \ldots, \\
G_5 &= +\hat{G}_{34} + \ldots, \\
G_6 &= +\hat{G}_{43} + \ldots, \\
G_7 &= -\hat{G}_{43} + \ldots.
\end{align*}
\]
the original expressions are recovered. The quasi-momenta in terms of simple resolvents read

\[
p_1(x) = -H_1(x) + \frac{G_2(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 + d_1)/x}{1 - \frac{1}{x^2}},
\]

\[
p_2(x) = H_1(x) - H_2(x) + \frac{G_2(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 + d_1)/x}{1 - \frac{1}{x^2}},
\]

\[
p_3(x) = H_3(x) - H_2(x) + \frac{G_2(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 + d_1)/x}{1 - \frac{1}{x^2}} - G_4(1/x) + G_4(0),
\]

\[
p_4(x) = H_4(x) - H_3(x) + \frac{G_2(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 + d_1)/x}{1 - \frac{1}{x^2}} - G_4(1/x) + G_4(0),
\]

\[
p_5(x) = H_5(x) - H_4(x) - G_6(1/x) + \frac{G_6(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 - d_1)/x}{1 - \frac{1}{x^2}} + G_4(1/x) - G_4(0),
\]

\[
p_6(x) = H_6(x) - H_5(x) - G_6(1/x) + \frac{G_6(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 - d_1)/x}{1 - \frac{1}{x^2}} + G_4(1/x) - G_4(0),
\]

\[
p_7(x) = H_6(x) - H_7(x) - G_6(1/x) + \frac{G_6(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 - d_1)/x}{1 - \frac{1}{x^2}},
\]

\[
p_8(x) = H_7(x) - G_6(1/x) + \frac{G_6(0)}{1 - \frac{1}{x^2}} + \frac{(c_1 - d_1)/x}{1 - \frac{1}{x^2}} \quad \text{(D.10)}
\]

with \( c_1 = 2\pi B/\sqrt{\lambda} + \frac{1}{2}G_6(0) - \frac{1}{2}G_2'(0) \) and \( d_1 = 2\pi L/\sqrt{\lambda} + G_4'(0) - \frac{1}{2}G_2'(0) - \frac{1}{2}G_6'(0) \).

The integral equations are given by

\[
\dot{\psi}_{j+1}(x) - \dot{\psi}_j(x) = -\sum_{j' = 1}^7 M_{j,j'} \mathcal{H}_{j'}(x) - F_j(x) = 2\pi n_{j,a} \quad \text{for } x \in C_{j,a} \quad \text{(D.11)}
\]

with \( M_{j,j'} \) the Cartan matrix. Here, the non-zero potentials \( F_j(x) \) read

\[
F_2(x) = F_6(x) = G_4(1/x) - G_4(0),
\]

\[
F_4(x) = -2G_4(1/x) + 2G_4(0) + \frac{2G_4'(0)/x}{1 - \frac{1}{x^2}}
\]

\[
+ G_2(1/x) - \frac{G_2(0)}{1 - \frac{1}{x^2}} - \frac{G_2'(0)/x}{1 - \frac{1}{x^2}}
\]

\[
+ G_6(1/x) - \frac{G_6(0)}{1 - \frac{1}{x^2}} - \frac{G_6'(0)/x}{1 - \frac{1}{x^2}}
\]

\[
+ \frac{4\pi L}{\sqrt{\lambda}} \frac{1/x}{1 - \frac{1}{x^2}}. \quad \text{(D.12)}
\]
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