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Abstract—As a kind of fully actuated system, omnidirectional multirotor aerial vehicles (OMAVs) has more flexible maneuverability than traditional underactuated multirotor aircraft, and it also has more significant advantages in obstacle avoidance flight in complex environments. However, there is almost no way to generate the full degrees of freedom trajectory that can play the OMAVs’ potential. Due to the high dimensionality of configuration space, it is challenging to make the designed trajectory generation algorithm efficient and scalable. This paper aims to achieve obstacle avoidance planning of OMAV in complex environments. A 6-DoF trajectory generation framework for OMAVs was designed for the first time based on the geometrically constrained Minimum Control Effort (MINCO) trajectory generation framework. According to the safe regions represented by a series of convex polyhedra, combined with the aircraft’s overall shape and dynamic constraints, the framework finally generates a collision-free optimal 6-DoF trajectory. The vehicle’s attitude is parameterized into a 3D vector by stereographic projection. Simulation experiments based on Gazebo and PX4 Autopilot are conducted to verify the performance of the proposed framework.

I. INTRODUCTION

In recent years, with their simple mechanical structure and excellent flight stability, multirotor aerial vehicles (MAVs) have stood out from many intelligent robots and come into our life from the laboratory. However, most traditional MAVs are underactuated systems, which means their translation and rotation dynamics are coupled. This nature limits the movement ability of traditional MAVs to some extent. In order to fully explore the potential of MAVs, several kinds of omnidirectional MAVs (OMAVs) with decoupled position and attitude control have been developed in recent years. By changing the rotors’ configuration [1] or adding tilting degrees of freedom to the rotors [2], this kind of MAVs can perform controlled and free rigid body movement, which is impossible for traditional underactuated ones.

Imagine when faced with a narrow straight passage, traditional MAVs coupling acceleration with attitude will be most likely unable to pass through it without collision, while MAVs can tilt themselves to adapt to the narrow space by controlling the attitude and, simultaneously, control its position to achieve smooth and collision-free crossing. Such advantages make MAVs bound to play a great application value in occasions like aerial manipulation and disaster rescue. In order to better exploit the potential of MAVs, it is of great significance to design a trajectory generation algorithm framework that can deal with complex environments. The algorithm needs to take into account the shape and posture of the vehicle to work out extreme scenarios such as narrow passages. More importantly, we hope this algorithm framework will have excellent computational efficiency, robustness, and extensibility. To achieve this goal, we are faced with the following challenges:

• Due to the high dimensionality of the configuration space $SE(3)$ (6 degrees of freedom), generating trajectories using either search-based or optimization-based methods is prone to high computational time and bad extensibility.
• The configuration space $SE(3)$ is a non-Euclidean manifold in which it is difficult to describe the collision-free region. Moreover, it is necessary to find an appropriate way to represent the attitude trajectory to make the trajectory generation problem easy to solve.

The existing research on OMAVs mainly focuses on the mechanical structure design and flight control algorithm, but there are few achievements in trajectory planning. In [3], 6-DoF trajectories for OMAVs are generated efficiently and satisfy certain input constraints using motion primitives. In [4], an energy-efficient trajectory generation method for a tilt-rotor hexarotor UAV is proposed. In [5], a motion planning method based on Riemannian Motion Policies (RMPs) is proposed. This method aims to drive a vehicle to fly to and along a specified surface, which is applied to aerial physical interaction.

The above works, without exception, do not take into account the obstacles in the environment. In [6], a 6-DoF $SE(3)$ collision-free motion planning method is presented. RRT is used to search for a collision-free initial path in $SE(3)$ state space, after which time-optimal path parameterization (TOPP) is used to obtain a collision-free 6-DoF trajectory. However, this method does not show the ability to accommodate arbitrary custom tasks, and it has a pretty long computation time. It can be seen that the existing works on trajectory planning of OMAVs do not meet our requirements well.

We turn our attention to the field of traditional underactuated multicopters, where planning methods in the position space $\mathbb{R}^3$ are relatively mature. Mellinger et al. [16] first smooth the trajectory by minimizing the square integral of the trajectory derivatives, and a number of efficient schemes have been created based on this idea: Some are based on the gradient information in the environment [7], [8]; Some
use intersecting geometry primitives to approximate the free space between the start and goal points, such as [10], [11], and the union of these geometry primitives is called a safe flight corridor (SFC). However, planning in \( \mathbb{R}^3 \) only is not enough to exploit the obstacle avoidance potential of OMAVs. Recently, an optimization-based trajectory generation framework GCOPTER for multicopters was proposed in [12]. By constructing a class of piecewise polynomial trajectories called MINCO and using some constraint processing, the framework well settles the contradiction between computational efficiency, extensibility, and solution quality. Based on GCOPTER, the state-of-the-art whole-body trajectory generation framework was proposed in [13]. In this framework, whole-body safety constraints can be constructed conveniently with 3D free space represented by the convex polyhedron safe flight corridor.

In this paper, inspired by [12], [13], an optimization-based collision-free 6-DoF trajectory generation framework considering the vehicle’s overall shape and dynamics constraints is designed. Just input the SFC, then a collision-free smooth trajectory that satisfies the boundary conditions and dynamic constraints will be obtained efficiently. To the Best of our Knowledge, our method is the first one that is capable of giving full play to the obstacle avoidance potential of omnidirectional multirotor vehicles.

II. PRELIMINARIES

A. Definitions

The theory of this paper mainly involves two right-handed coordinate systems: the world (inertial) frame \( \mathcal{F}_W \) and the body frame \( \mathcal{F}_b \) (Fig. 1). The world frame uses the ENU coordinate system. The origin of the body frame coincides with the vehicle’s Center of Mass (CoM), and the \( x_b \) axis points forward, the \( y_b \) axis points to the body’s left, and the right-hand rule determines the \( z_b \) axis.

We denote \( a_\mathcal{F} \) the coordinate of a vector a expressed in frame \( \mathcal{F}_\mathcal{A} \), and we omit the subscript if \( \mathcal{F}_\mathcal{A} \) is the world frame \( \mathcal{F}_W \). Denote \( \mathbf{R} \) the rotation matrix of the body frame \( \mathcal{F}_b \) w.r.t. the world frame \( \mathcal{F}_W \), and then \( \mathbf{a} = \mathbf{R}a_b \).

B. Differential Flatness

Differential flatness is a fundamental property in the field of robot motion planning, which allows us to obtain the system state \( \mathbf{x} \) and control input \( \mathbf{u} \) from a set of system outputs \( \mathbf{z} \) and their finite derivatives, and \( \mathbf{z} \) is called flat output.

Differential flatness of underactuated multirotor vehicles have been widely studied. We will show that OMAVs also have similar properties.

An OMAV has six independent control degrees of freedom, we take joint thrust and torque generated by the rotors in body frame \( \mathcal{F}_b \) as its control input

\[
\mathbf{u} = \begin{bmatrix} f_b^T \\ \tau_b^T \end{bmatrix}^T \in \mathbb{R}^6
\]  

and we select position, attitude, velocity, and angular velocity of body frame \( \mathcal{F}_b \) expressed in world frame \( \mathcal{F}_W \) as its state variables:

\[
\mathbf{x} = \begin{bmatrix} p_x, p_y, p_z, \phi, \theta, \psi, v_x, v_y, v_z, \omega_x, \omega_y, \omega_z \end{bmatrix}^T
\]

\[
= \begin{bmatrix} \mathbf{p}^T \\ \mathbf{e}^T \\ \mathbf{p}^T \omega^T \end{bmatrix}^T \in \mathbb{R}^{12}
\]

The system output is given by the position of its CoM and the orientation of \( \mathcal{F}_b \) expressed in \( \mathcal{F}_W \):

\[
\mathbf{y}(t) = \{ \mathbf{p}(t), \mathbf{R}(t) \} \in SE(3)
\]

It is intuitive to express an attitude trajectory as a function of the rotation matrix w.r.t time \( t \). However, this implies equality constraints which can be troublesome for trajectory generation. So we consider to parameterize attitude \( \mathbf{R} \) as an unconstrained 3D vector. Denote the attitude trajectory by a curve \( \sigma(t) : [t_0, t_M] \rightarrow \mathbb{R}^3 \), and the corresponding \( \mathbf{R} \) at any time is determined by a smooth surjection \( \mathbf{R}(\sigma) : \mathbb{R}^3 \rightarrow SO(3) \). Then we express the trajectory with full degrees of freedom after attitude parameterization as

\[
\mathbf{z}(t) = \begin{bmatrix} \mathbf{p}^T(t) \\ \sigma^T(t) \end{bmatrix}^T \in \mathbb{R}^6
\]

Now according to the relation between the rotation matrix differentiation and the angular velocity, the angular velocity of \( \mathcal{F}_b \) can be obtained by \( \mathbf{\dot{\sigma}} \) and its finite derivatives:

\[
\mathbf{\omega} = \mathbf{\omega}(\mathbf{\sigma}, \dot{\mathbf{\sigma}}) = \sum_{i=1}^{3} \frac{\partial \mathbf{R}(\mathbf{\sigma})}{\partial \sigma_i} \dot{\sigma}_i \mathbf{R}(\mathbf{\sigma})^T
\]

where \( (\cdot)^\wedge : \mathbb{R}^3 \mapsto so(3) \) denotes taking the skew-symmetric matrix of the 3D vector \( \cdot \) thus \( a \times b = a^\wedge b \). Its inverse map is \( (\cdot)^\vee : so(3) \mapsto \mathbb{R}^3 \). The angular acceleration can be further calculated according to [5]:

\[
\mathbf{\ddot{\omega}} = \frac{d\mathbf{\omega}}{dt} = \frac{d}{dt} \left( \sum_{i=1}^{3} \frac{\partial \mathbf{R}(\mathbf{\sigma})}{\partial \sigma_i} \dot{\sigma}_i \mathbf{R}(\mathbf{\sigma})^T \right)
\]

\[
= \sum_{i=1}^{3} \sum_{j=1}^{3} \frac{\partial^2 \mathbf{R}}{\partial \sigma_i \partial \sigma_j} \dot{\sigma}_j \dot{\sigma}_i + \frac{\partial \mathbf{R}}{\partial \sigma_i} \ddot{\sigma}_i \mathbf{R}^T + \dot{\mathbf{R}} \mathbf{R}^T
\]
Thus, we obtain the function relation of the state variable $x$ w.r.t $z$ and its finite derivatives:

$$x = \begin{bmatrix}
  \varepsilon \\
  \hat{\varepsilon} \\
  \hat{p} \\
  \omega
\end{bmatrix} = \Psi_x(z, \hat{z}) = \begin{bmatrix}
  p \\
  \varepsilon(\sigma) \\
  \hat{p} \\
  \left(\sum_{i=1}^{3} \frac{\partial R(\sigma)}{\partial \sigma_i} \hat{\sigma}_i R(\sigma)^T \right) \varepsilon
\end{bmatrix}$$ (7)

The function relation of the control input $u$ w.r.t $z$ and its finite derivatives can be determined by combining (5) and (6) with Newton-Euler equation:

$$u = \begin{bmatrix}
  f_b \\
  \tau_l
\end{bmatrix} = \Psi_u(z, \hat{z}) = \begin{bmatrix}
  mR(\sigma)^T (\hat{p} - g) \\
  R(\sigma)^T (\omega^T J(\sigma) \omega + J(\sigma) \dot{\omega})
\end{bmatrix}$$ (8)

where $m$ is the mass of the system; $g = [0 
 0 
 -9.8 \text{m} \cdot \text{s}^{-2}]^T$ is acceleration of gravity in $\mathcal{F}_W$; $J_b$ is the system’s inertia matrix in $\mathcal{F}_b$ and $J(\sigma) = R(\sigma)J_bR(\sigma)^T$.

(7) and (8) indicate that our selected trajectory representation $z(t)$ has properties similar to flat output. Therefore, it is convenient to impose constraints on states and inputs in the process of generating 6-DoF SE(3) trajectories for OMAVs.

III. Method

A. Whole-body Safety Constraint

In our method, we use convex polyhedron SFC $\{P_i\}_{i=1}^{M_p}$ to describe obstacle-free regions in 3D space connecting the start and goal points. Two adjacent convex polyhedra satisfy the connection condition:

$$(P_i \cap P_{i+1})^0 \neq \emptyset, i = 1, \cdots, M_p - 1$$ (9)

where $(\cdot)^0$ denotes the interior of the set $\cdot$.

Inspired by [13], the shape of the vehicle is approximated by a convex polyhedron $P_3$ that wraps the entire vehicle and is fixed to $\mathcal{F}_o$. The coordinates of its vertices in $\mathcal{F}_o$ denoted by $\tilde{v}_i, l = 1, \cdots, L_v$ are known constants. The safety of the vehicle can be guaranteed as long as the $L_v$ vertices are all in the convex polyhedron $P$ that represents the safe region. We express $P$ using linear inequalities:

$$P = \{p \in \mathbb{R}^3 | \mathbf{n}_k^T p - d_k \leq 0, \|\mathbf{n}_k\|_2 = 1, k = 1, \cdots, K\}$$ (10)

which means that the convex polyhedron $P$ is bounded by $K$ half-spaces. $\mathbf{n}_k$ is the unit outer normal vector of the $k$-th half-space. Then the safety conditions of the vehicle with position $p \in \mathbb{R}^3$ and attitude $\mathbf{R} \in SO(3)$ can be written as the following inequality constraints

$$\mathbf{n}_k^T \tilde{v}_i - d_k \leq 0, \forall k \in \{1, \cdots, K\}, \forall l \in \{1, \cdots, L_v\}$$ (11)

where $\tilde{v}_i = p + R \tilde{v}_i, l = 1, \cdots, L_v$ are coordinates of vertices of $P_3$ in $\mathcal{F}_o$.

There are many ways to generate SFC at present, such as RILS [14] used in the implementation of this paper. After the SFC is generated, it will be treated as a set of linear inequality constraints during trajectory optimization.

B. 6-DoF Trajectory Optimization

In order to obtain and control the corresponding point and the derivatives at any time on the trajectory $z(t)$, we express $z(t)$ as piecewise polynomials:

$$z(t) = c_i^T \beta(t - t_{i-1}), \forall t \in [t_{i-1}, t_i], i = 1, \cdots, M$$ (12)

where $c_i \in \mathbb{R}^{(k+1) \times 6}$ is the coefficient matrix of the $i$-th piece and $\beta(\alpha) = [1 \alpha \cdots \alpha^k]^T \in \mathbb{R}^{(k+1)}$. The coefficient matrix of the whole trajectory is $c = [c_1^T \cdots c_M^T]^T \in \mathbb{R}^{M(k+1) \times 6}$. The time for each segment is $T = [t_1 - t_0 \cdots t_M - t_{M-1}]^T = [T_1 \cdots T_M]^T \in \mathbb{R}_{++}^M$.

Trajectory optimization is to find the appropriate $c$ and $T$ that minimize a given objective function, but the high dimensionality of $c$ may bring difficulties to it. We use MINCO trajectory representation to reduce the dimension of parameters of the piecewise polynomial $z(t)$ to the intermediate points $q = [q_1 \cdots q_{M-1}] \in \mathbb{R}^{6 \times (M-1)}$ and $T$, where $q_i = z(t_i), i = 1, \cdots, M-1$. After specifying $q$ and $T$, the start condition $z_0 = [z(t_0)^T \cdots z(s-1)(t_0)]^T \in \mathbb{R}^{6s}$, and the end condition $z_f = [z(t_M)^T \cdots z(s-1)(t_M)]^T \in \mathbb{R}^{6s}$, the coefficient $c$ will be calculated in an efficient way according to Theorem 2 in [12], and the degree $k = 2s - 1, s \in \mathbb{N}_+$.

For the convenience of the following statement, we divide the coefficient matrix $c$ and the intermediate points $q_i$ into position blocks and attitude blocks: $c_i = [c_i^p \ c_i^q], c_i^p, c_i^q \in \mathbb{R}^{2s \times 3}$; $q_i = [q_i^p \ q_i^q], q_i^p, q_i^q \in \mathbb{R}^{6s}$; $q = [q^p \ q^q] \in \mathbb{R}^{6(M-1)}$.

Our framework aims to obtain a smooth trajectory $z^*(t) : [t_0, t_M] \rightarrow \mathbb{R}^6$ that at least satisfies the boundary conditions, the dynamic constraints, and the safety constraints for any $t \in [t_0, t_M]$. The smoothness of a trajectory is measured using the integral of $||z^{(6)}(t)||_2^2$ w.r.t. time, then specifically, the original form of our trajectory optimization problem is as follows:

$$\min_{q, T} \int_{t_0}^{t_M} ||z^{(6)}(t)||_2^2 dt + k_p ||T||_1$$ (13a)

s.t. $z(t) = c_i^T(q, T)\beta(t - t_{i-1}), \forall t \in [t_{i-1}, t_i], i = 1, \cdots, M$

$$z^{(s-1)}(t_0) = z_0, z^{(s-1)}(t_M) = z_f$$ (13c)

$$q_i^p \in (P_i \cap P_{i+1})^0, 1 \leq k_i < k_{i+1} \leq M - 1, i = 1, \cdots, M_p - 1$$ (13d)

$$q_i^p \in P_{M_p}, if k_{M_p-1} < j \leq M - 1$$ (13e)

$$q_i^p \in P_i, if k_i < j < k_{i+1}$$ (13f)

$$T > 0$$ (13g)

$$ ||\dot{p}(t)||_2 \leq v_{\text{max}}, \forall t \in [t_0, t_M]$$ (13h)

$$ ||\ddot{p}(t)||_2 \leq a_{\text{max}}, \forall t \in [t_0, t_M]$$ (13i)

$$ ||\omega(t)||_2 \leq \omega_{\text{max}}, \forall t \in [t_0, t_M]$$ (13j)
The first term of the objective function (13a) is the smoothness term, denoted as $J$; the second term is the time regularization term. (13d) to (13h) binds the position intermediate points to a specific region in the SFC, this constraint can prevent the trajectory from deviating from the SFC during the optimization process. (13g) ensures that the time allocated to each piece is not zero. (13h) to (13k) are continuous-time constraints. Specifically, (13h) to (13k) are dynamic constraints; (13k) represents the security constraints, where we assign each piece to a convex polyhedron member of SFC. $\mathcal{P}^i$ denotes the convex polyhedron to which the $i$-th piece is assigned, and we represent it as:

$$
\mathcal{P}^i = \{ p \in \mathbb{R}^3 | n^T_{i,k} p - d_{i,k} \leq 0, \| n_{i,k} \|_2 = 1, k = 1, \ldots, K_i \} \quad (14)
$$

For the selection of $s$, according to [3], $z(t)$ needs to be at least three-order continuously differentiable to ensure the smoothness of the control input. That is, $2s - 1 \geq 4$, which gives $s \geq 3$.

To deal with the constraints which may bring trouble to the optimization process, as shown in [12], we can use some techniques to handle them. The continuous-time constraints (13h) to (13k) can be softened as integral penalty terms and incorporated into the objective function; this method allows users to add any custom constraints for specific tasks rather than just those listed, which significantly enhances the extensibility of the framework. The spatial constraints (13d) to (13j) and time constraint (13g) can be eliminated by using appropriate diffeomorphism $q(\xi)$ and $T(\tau)$. Finally, what we need to solve is an unconstrained optimization problem as follows:

$$
\min_{\xi, q^w, T} J(q^w(\xi), q^w, T(\tau)) + k_p \| T(\tau) \|_1;
$$

$$
\begin{align*}
&+ \mathcal{W}_v \sum_{i=1}^{M} \sum_{j=1}^{K} \nu \left( \| \hat{p} (\hat{t}_{ij}) \|_2^2 - \nu_{\max}^2 \right) \frac{T_i}{\kappa} \\
&+ \mathcal{W}_\sigma \sum_{i=1}^{M} \sum_{j=1}^{K} \nu \left( \| \hat{\omega} (\hat{t}_{ij}) \|_2^2 - \omega_{\max}^2 \right) \frac{T_i}{\kappa} \\
&+ \mathcal{W}_c \sum_{i=1}^{M} \sum_{j=1}^{K} \sum_{l=1}^{L} \sum_{k=1}^{K_i} \nu \left( n_{i,k}^T v_i (\hat{t}_{ij}) - d_{i,k} \right) \frac{T_i}{\kappa} \\
\end{align*}
$$

where $\mathcal{W}_s$ is the weight of the corresponding penalty term; $\nu(\cdot) = \max(\cdot, 0)^3$ measures the degree of constraint violation on the trajectory at the sampling time $\hat{t}_{ij} = t_{i-1} + \frac{T_i}{s}$; $\kappa \in \mathbb{N}^+$ controls the resolution of numerical integration.

The unconstrained optimization problem (15) can be solved by quasi-Newton methods. It should be noted that the continuous time constraints softened and discretized above may be slightly violated, but in most cases, these violations are within the acceptable range.

### C. Gradient Calculation

To solve the unconstrained optimization problem efficiently, we need to obtain the gradient of the objective function w.r.t the object variables. We first find the gradient w.r.t $c_i$ and $T_i$, then the gradient w.r.t object variables $\xi$, $q^w$, and $\tau$ can be obtained using the method proposed in [12].

Gradient of the time-regularized smoothness term $\mathcal{J} = J + k_p \| T(\tau) \|_1$ can be calculated as follows:

$$
\begin{align*}
\frac{\partial \mathcal{J}}{\partial c_i} &= 2 \left( \int_0^{T_i} \beta(s)(t)\beta(\hat{\sigma}) c_i + k_p \right) \\
\frac{\partial \mathcal{J}}{\partial T_i} &= c_i^T \beta(\hat{\sigma}) c_i + k_p \\
\end{align*}
$$

For the penalty terms, each of them is the sum of several sub-penalty terms. When the constraint corresponding to a sub-penalty term is satisfied, the term and its gradient are always 0. So we only need to consider the sub-penalty terms that violate the corresponding constraints, and we denote them as

$$
\begin{align*}
P_{v_{ij}} &= \left( \| \hat{p} (\hat{t}_{ij}) \|_2^2 - \nu_{\max}^2 \right)^3 \frac{T_i}{\kappa} = g^3_{v_{ij}} \frac{T_i}{\kappa} \\
P_{a_{ij}} &= \left( \| \hat{\omega} (\hat{t}_{ij}) \|_2^2 - \omega_{\max}^2 \right)^3 \frac{T_i}{\kappa} = g^3_{a_{ij}} \frac{T_i}{\kappa} \\
P_{\omega_{ij}} &= \left( \| \hat{\omega} (\hat{t}_{ij}) \|_2^2 - \omega_{\max}^2 \right)^3 \frac{T_i}{\kappa} = g^3_{\omega_{ij}} \frac{T_i}{\kappa} \\
P_{c_{ijk}} &= (n_{i,k}^T (p (\hat{t}_{ij}) + R (\hat{t}_{ij}) \hat{v}_i) - d_{i,k})^3 \frac{T_i}{\kappa} = g^3_{c_{ijk}} \frac{T_i}{\kappa} \\
\end{align*}
$$

Obviously, the penalty terms corresponding to the $i$-th piece are only related to $c_i$ and $T_i$, so we only need to calculate their gradient w.r.t $c_i$ and $T_i$. The analytical expression is given as follows:

$$
\begin{align*}
\frac{\partial P_{v_{ij}}}{\partial c_i} &= \left[ \frac{6T_i}{\kappa} g^2_{v_{ij}} \beta(1) \left( \frac{\hat{\sigma}}{\kappa} T \right) \hat{p}^T \right]_{0x3} \\
\frac{\partial P_{v_{ij}}}{\partial T_i} &= \frac{6T_i}{\kappa} g^2_{v_{ij}} \beta(2) \left( \frac{\hat{\sigma}}{\kappa} T \right) \hat{p}^T + \left( \frac{6T_i}{\kappa} \hat{p} \right)_{0x3} \\
\frac{\partial P_{a_{ij}}}{\partial c_i} &= \frac{6T_i}{\kappa} g^2_{a_{ij}} \beta \left( \frac{\hat{\sigma}}{\kappa} T \right) \hat{p}^T + \left( \frac{6T_i}{\kappa} \hat{p} \right)_{0x3} \\
\frac{\partial P_{\omega_{ij}}}{\partial c_i} &= \frac{6T_i}{\kappa} g^2_{\omega_{ij}} \beta \left( \frac{\hat{\sigma}}{\kappa} T \right) \hat{p}^T + \left( \frac{6T_i}{\kappa} \hat{p} \right)_{0x3} \\
\frac{\partial P_{c_{ijk}}}{\partial c_i} &= \frac{3T_i}{\kappa} g^2_{c_{ijk}} \beta \left( \frac{\hat{\sigma}}{\kappa} T \hat{v}^T_{i,k} \right)_{0x3} + \frac{3T_i}{\kappa} g^2_{c_{ijk}} \beta \left( \frac{\hat{\sigma}}{\kappa} T \hat{v}^T_{i,k} \right) \frac{\partial R}{\partial c_i} \\
\end{align*}
$$

(22a) (22b) (22c) (22d) (22e) (22f) (22g) (22h)
\[
\frac{\partial P_{ij,kl}}{\partial T_{ik}} = \frac{G_{ij,kl}^2}{\kappa} \left[ \varphi_{ij,kl} + 3T_i \left( \frac{j}{\kappa} n_i^T e_i^T (\beta(1)) (\frac{j}{\kappa} T_i) + \text{tr}(\bar{\varphi}_i n_i^T \frac{\partial R}{\partial T_i}) \right) \right]
\]

where \( p, R, \omega, \) and their derivatives are taken as the values at \( t_{ij}; m, n \) is the element of matrix \( \cdot \) with row index \( m \) and column index \( n \).

Since the attitude-related quantities such as \( R \) and \( \omega \) are closely related to \( \sigma \), the process of evaluating these penalty terms and their gradient will differ depending on the attitude parameterization method. Various reasonable attitude parameterization methods can be selected to generate the attitude trajectory, as long as \( R(\sigma) \) is a smooth surjective.

D. Attitude Parameterization

As can be seen from [III-B] and [III-C] the difference brought by different attitude parameterization methods to problem (15) is only reflected in the penalty terms. Choosing an appropriate attitude parameterized map \( R(\sigma) \) is very important for trajectory generation.

There are many ways to parameterize an attitude in \( SO(3) \) as a vector in \( \mathbb{R}^3 \), such as Euler angles and Lie algebras. However, since \( \sigma \) is a free vector in \( \mathbb{R}^3 \) and we do not impose any hard constraints on it, it will be ambiguous if \( \sigma \) represents Euler angles or Lie algebras. Two very different \( \sigma \) values will most likely correspond to the same attitude. Moreover, Euler Angle representation has the problem of gimbal lock.

Considering these shortcomings, parameterizing attitude as Euler angles or Lie algebras lacks rationality in scenarios where polynomial interpolation is used. In our implementation, we choose a parameterization method based on quaternion and stereographic projection, which is more rational as shown in [17]. This method uses the homeomorphism between the hyperplane \( \mathbb{R}^2 \) and the hypersphere \( S^2 \) with one pole removed. A stereographic projection maps an arbitrary vector \( \sigma \in \mathbb{R}^3 \) as a unit quaternion \( Q = [w \ x \ y \ z]^T = [w \ r]^T \). If the pole is chosen as \( Q_N = [1 \ 0 \ 0 \ 0]^T \), the map is as follow:

\[
Q(\sigma) = \left[ \frac{\sin(\sigma/2)}{\sin(\sigma/2)} \right]^{T} \in S^3 \setminus \{Q_N\}, \forall \sigma \in \mathbb{R}^3
\]

(23)

We can see that the map \( Q(\sigma) : \mathbb{R}^2 \rightarrow S^2 \setminus \{Q_N\} \) is smooth and one-to-one. Each attitude has at most two distinct \( \sigma \) counterparts (\( R = I \) corresponds only to the origin of \( \mathbb{R}^3 \)), which greatly reduces the possibility of ambiguity.

Now we can calculate the final attitude \( R(\sigma) \) using the relation between rotation matrices and unit quaternions. The angular velocity expressed in \( F_W \) can be calculated as:

\[
\omega = 2UQ = 2UG^T \sigma
\]

(24)

where \( U = [ -r \ \omega I + r \ ] \in \mathbb{R}^{3 \times 4} \) and \( G = \left[ \frac{\partial Q}{\partial \sigma} \frac{\partial x}{\partial \sigma} \frac{\partial y}{\partial \sigma} \frac{\partial z}{\partial \sigma} \right] \in \mathbb{R}^{3 \times 4} \). Then we can calculate the attitude-related penalty terms.

As for gradient calculation, Just calculate the derivatives of \( R \) and \( \omega \) w.r.t \( c\sigma^T \) and \( T \), then substitute it into (22e), (22f), (22h) and (22i). At the relative sampling time \( \bar{t} = jT_i / \kappa \), the gradient of the quaternion \( Q \) w.r.t \( T \) the attitude coefficient matrix \( c\sigma^T \) is

\[
\begin{align*}
\frac{\partial \omega_x}{\partial c\sigma_i} & = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{xk} + \sigma_k \frac{\partial \gamma_{xk}}{\partial c\sigma_i} \right) \\
\frac{\partial \omega_y}{\partial c\sigma_i} & = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{yk} + \sigma_k \frac{\partial \gamma_{yk}}{\partial c\sigma_i} \right) \\
\frac{\partial \omega_z}{\partial c\sigma_i} & = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{zk} + \sigma_k \frac{\partial \gamma_{zk}}{\partial c\sigma_i} \right)
\end{align*}
\]

(25)

and we can derive that

\[
\frac{\partial \omega_x}{\partial c\sigma_i} = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{xk} + \sigma_k \frac{\partial \gamma_{xk}}{\partial c\sigma_i} \right) \\
\frac{\partial \omega_y}{\partial c\sigma_i} = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{yk} + \sigma_k \frac{\partial \gamma_{yk}}{\partial c\sigma_i} \right) \\
\frac{\partial \omega_z}{\partial c\sigma_i} = 2 \sum_{k=1}^{3} \left( (\beta(1)) e_k^T \gamma_{zk} + \sigma_k \frac{\partial \gamma_{zk}}{\partial c\sigma_i} \right)
\]

(26)

To find the derivative of the angular velocity w.r.t \( T_i \), we first find the derivative of \( Q \) w.r.t \( T_i \) along with that of \( U \):

\[
\frac{\partial Q}{\partial T_i} = \frac{j}{\kappa} G^T \sigma
\]

(27)

We denote the Hessian of \( Q \) w.r.t \( \sigma \) as \( H_{\sigma}, \alpha = w, x, y, z \), then the derivative of \( G \) w.r.t \( T_i \) is

\[
\frac{\partial G}{\partial T_i} = \frac{j}{\kappa} \left[ H_{w\sigma} \sigma \ H_{x\sigma} \sigma \ H_{y\sigma} \sigma \ H_{z\sigma} \sigma \right]
\]

(28)

Then

\[
\frac{\partial Q}{\partial T_i} = \left( \frac{\partial G}{\partial T_i} \right)^T \sigma + \frac{j}{\kappa} G^T \sigma
\]

(29)

(30)

The derivative of \( \omega \) w.r.t \( T_i \) can be obtained in conjunction with (24) as follows:

\[
\frac{\partial \omega}{\partial T_i} = \frac{\partial}{\partial T_i} (2UQ) = 2 \left( \frac{\partial U}{\partial T_i} Q + U \frac{\partial Q}{\partial T_i} \right)
\]

(31)

The derivatives of the rotation matrix \( R \) w.r.t \( c\sigma^T \) and \( T_i \) can be obtained according to \( R(\sigma) \), (25) and (30).

IV. Results

This section takes a tilt-rotor omnidirectional hexarotor vehicle (hereinafter referred to as OmniHex) as the research object. Firstly, the trajectory generation experiment is carried out in virtual environments with randomly distributed obstacles to test the obstacle avoidance performance and computational efficiency of the framework designed in this paper. Then we generate a 6-DoF trajectory in a complex simulation environment through several narrow passages in succession and let the simulation model track it to verify the practicality of our framework.

We implement the trajectory optimization core algorithms in C++ using Eigen library and compile them using the
A. Preparation

The random maps generated in the trajectory generation experiment are 50m in width and length and 6m in height. To achieve whole-body obstacle avoidance, as mentioned in III-A, we need to approximate the vehicle’s shape as a convex polyhedron that wraps around the body. Here we approximate it as a cuboid (Fig. 2), whose dimensions are \( l_x = l_y = 1.0 \text{m}, l_z = 0.35 \text{m} \). The coordinates of its eight vertices in \( \mathcal{F}_b \) are

\[
\tilde{v}_l = \left[ \pm \frac{l_x}{2} \pm \frac{l_y}{2} \pm \frac{l_z}{2} \right]^T.
\]

For parameter settings, we set the order of MINCO as \( s = 4 \), that is, the order of the trajectory polynomial is \( 2s - 1 = 7 \); The numerical integration resolution of penalty terms \( \kappa = 16 \); The dynamics constraints are set to \( v_{\text{max}} = 0.8 \text{m/s}^{-1} \), \( a_{\text{max}} = 5.0 \text{m/s}^{-2} \), \( \omega_{\text{max}} = 0.8 \text{rad/s}^{-1} \); The penalty weights are set to \( W_v = W_a = W_\omega = 1 \times 10^4 \), \( W_c = 9 \times 10^4 \).

B. Trajectory Generation Results

Fig. 3 shows the 6-DoF trajectory planned and its kinematic properties under the above settings, There are 300 cylindrical obstacles and 30 circular obstacles evenly distributed on the map. As can be seen, the vehicle has been successfully constrained in the safe flight corridor throughout the whole journey and can flexibly change its attitude to avoid obstacles. Fig. 3b presents the constrained dynamical profiles. It can be seen that although the imposed dynamic constraints are softened, they are effectively satisfied in the resulting trajectory. Moreover, under the effect of the time regularization term, the trajectory speed reaches \( v_{\text{max}} \) most of the time as shown in Fig. 3b.

For computational efficiency, it takes an average of about 250ms to generate the trajectory connecting the diagonally opposite corners of the map as shown in Fig. 3 (excluding the front-end path finding and SFC generation time). The time complexity of each iteration of the optimization process (the value of the objective function and the related gradient should be calculated) is \( O(M) \), so the average time of each segment \( t_{\text{opt}}/M \) can be used to measure the computational efficiency. We repeats trajectory generation hundreds of times in random maps with different obstacle distribution densities \( \kappa = 16 \), The average value of \( t_{\text{opt}}/M \) is 10.7ms, which is not inferior to the state-of-the-art quadrotor \( SE(3) \) planning framework [13] on CPU. Furthermore, as shown in [13], the computation of each subterm in penalty terms is independent of each other, which is also the case in this paper. Therefore, parallel computing can be used to significantly accelerate the computation efficiency of our framework, which can be achieved in many existing onboard computers with GPU.

C. Simulation Results

In this section, we design a simulation environment in which the trajectory needs to pass through a series of narrow areas to get from the start to the end, to test the performance of the designed framework in more extreme environments. Then we let the simulation model of OmniHex track the generated trajectory to verify the feasibility of the designed framework.
Fig. 4. The trajectory generated in a simulation environment with more dense obstacles. (a) is the overview of the generated trajectory; (b), (c), and (d) show details of the trajectory.

Fig. 5. The actual flight trajectory.

Fig. 6. Tracking performance of the simulation model. The attitude is represented by Lie algebra $\phi$.

Compared with the real OmniHex, the simulation model only keeps the key mechanical structures (e.g., the propellers and tilt-rotor units) to reduce the computational burden during simulation. The simulator we use is Gazebo with PX4 Autopilot, and PID is used to control OmniHex.

Fig. 4 shows the generated trajectory. It can be seen that the proposed algorithm could still obtain a collision-free and smooth trajectory even in such a complex environment, which shows the excellent adaptability of our method. Also, as shown in Fig. 5 and Fig. 6, the vehicle model tracks the trajectory accurately. It avoids all obstacles and smoothly passes through narrow regions by flexibly changing the attitude, which is impossible for the traditional underactuated multirotor vehicle. The simulation performance indicates that our method can be applied to the real world (as long as dynamic constraints and controller of the vehicle are appropriately designed so that the vehicle can accurately track the trajectory) and is capable of giving full play to the obstacle avoidance advantage of OMavs.

V. CONCLUSION

In this paper, a 6-DOF trajectory generation framework is designed, which is computationally efficient, adaptable and can fully exploit the obstacle avoidance potential of omnidirectional multirotor vehicle. A geometrically constrained whole body collision-free 6-DoF trajectory optimization problem is formulated; A rational quaternion-based attitude parameterization method is adopted to obtain efficient optimization and high quality solution. Simulation experiments are conducted to test the excellent performance of our framework. We hope to build an omnidirectional multirotor vehicle with autonomous navigation and obstacle avoidance ability in complex environments by using this framework and the airborne sensing system, so as to promote the application of omnidirectional multirotor vehicle in aerial manipulators and complex environment search and rescue in disaster areas. This will be our future work.
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