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SUMMARY
Recent top-performing object detectors usually depend on a two-stage approach, which benefits from its region proposal and refining practice but suffers low detection speed. By contrast, one-stage approaches have the advantage of high efficiency while sacrifice their accuracies to some extent. In this paper, we propose a novel single-shot object detection network which inherits the merits of both. Motivated by the idea of semantic enrichment to the convolutional features within a typical deep detector, we propose two novel modules: 1) by modeling the semantic interactions between channels and the long-range dependencies between spatial positions, the self-attending module generates both channel and position attention, and enhance the original convolutional features in a self-guided manner; 2) leveraging the class-discriminative localization ability of classification-trained CNN, the semantic activating module learns a semantic meaningful convolutional response which augments low-level convolutional features with strong class-specific semantic information. The so called self-attending and semantic activating network (ASAN) achieves better accuracy than two-stage methods and is able to fulfill real-time processing. Comprehensive experiments on PASCAL VOC indicates that ASAN achieves state-of-the-art detection performance with high efficiency.

key words: object detection, self-attending, semantic activating

1. Introduction

Object detection, aiming at locating object instances in natural images that belong to a group of pre-defined categories, is one of the most challenging and fundamental problems in computer vision and has attracted much research interest.

In recent years, the significant advances of deep learning techniques have led to remarkable breakthroughs in the field of object detection. The current deep neural networks (DNNs) based detectors can be briefly divided into two categories: 1) the two-stage approaches, represented by Faster R-CNN [1] and R-FCN [2], include the first step of generating category-agnostic region proposals, followed by a classification and regression step according to per-proposal CNN based deep features. Benefiting from the two-stage structure and the two-stage discriminative representations, these approaches have been reaching top performances on several challenging benchmarks, including PASCAL VOC [3] and MS COCO [4]; 2) the one-stage approaches, represented by YOLO [5] and SSD [6], directly predict class probabilities and bounding box offsets from the whole image by dense sampling of different positions, scales and ratios. Since all computation is encapsulated in a single feed-forward CNN network through a unified pipeline, the one-stage approaches are elegant and highly efficient, but tend to sacrifice accuracies.

It is generally accepted that, in both kinds of approaches, CNN architecture serves as the core engine in a detector and CNN representations are of primary importance to the overall detection performance. A great deal of effort has been made aiming at generating better feature representations, where a typical strategy is to apply stronger CNN backbones like ResNet [7] and Inception [8] for feature extraction as in researches [7], [9] and [10].

Another popular strategy is to leverage the inherent multi-scale pyramid structure of CNN, integrating low-level geometric information and high-level semantic information in different forms. Approaches of multi-scale detection broadly fall into three types. Figure 1 (a)–(c) illustrates their structures. The first type combines predictions from multiple feature maps to handle objects of various scales. Its representative approaches include MSCNN [11] and SSD [6]. Such approaches explore the effect of different receptive field sizes in different convolutional layers and learn semantic information in a hierarchical manner. However, the problem is that smaller objects might not be well detected from the low-level features with rich geometric details but little semantic information. The second type, represented by ION [12] and HyperNet [13], generates predictions according to the combined features of multiple layers, which are more descriptive but computational expensive due to the high dimensionality. The third type is a combination of the above two, which appends a top-down feedback network parallel to the standard bottom-up network to transmit back the high-level semantic features to lower layers. Predictions are then made at multiple layers based on the integrated features. Its representative methods include FPN [14], DSSD [10], RON [15], STDN [16] and RefineDet [17]. The appended reverse fusion network enables these approaches to effectively alleviate the drawbacks of poor semantics in lower layers or high feature dimensionality. However, it still leaves behind several problems: the reverse fusion units used for feature selection will bring about extra computational cost and the reverse connections slow down the overall processing speed of the detectors.

Motivated by the problems discussed above, in this paper, we develop a novel single-shot detection network by simultaneously taking efficient feature enhancement and semantic enrichment into consideration, named self-.
Attending and Semantic Activating Network (ASAN).

We propose a simpler method to enhance the original CNN feature representations in a one-stage multi-scale detector without involving reverse connections (Fig. 1 (d)), promising them with high robustness to spatial translation and discriminative semantic encoding ability. The architecture of ASAN is shown in Fig. 2, where two major components, the self-attending module and the semantic activating module are brought in.

Self-Attending Module: Previous works [12], [18] have provided strong evidence that capturing semantic interactions between objects in a wider range or at the global level can effectively boost the performance of a detector. In our self-attending module, we adopt attention mechanism to learn global feature dependencies in a self-guided manner in both channel and spatial dimensions, and selectively emphasize or depress the original features. Specifically, we insert channel attention to model the semantic interactions between channels, telling the network ‘what to focus on’, and insert position attention to model the long-range dependencies between spatial positions, telling the network ‘where to look’.

Semantic Activating Module: As discovered in previous research [19], convolutional units in deep CNNs have the ability to localize discriminative semantic parts with no spatial supervision provided. Thus, in our semantic activat-
ing module, we train an extra multi-label classification task. With an implicit use of the class activation mapping (CAM) mechanism [20], we generate a class-specific and semantic meaningful convolutional response, and apply it to activate the low-level features using strong high-level semantic information. The activated features are then propagated forward and further enhanced by the self-attending module, producing more powerful feature representations for detection.

We append these two modules to a typical one-stage and multi-scale detection framework, e.g. SSD [6], and train the whole network in an end-to-end manner. In ASAN, semantic booming starts from lower layers, and progressively influences and meanwhile gets enhanced by the upper layers. This feed-forward architecture enables our ASAN to be both fast and accurate.

Our major contributions are as follows:

- We propose to enhance the feature representations of deep learning based object detector with two novel modules, the self-attending module that captures the global semantic dependencies in both channel and spatial dimensions, and the semantic activating module that augments low-level features with class-specific semantic information.

- We apply the two modules to a one-stage multi-scale detection framework to form a simple feed-forward architecture. The newly proposed detector shows a significant performance gain with budgeted computation addition.

- We conduct extensive experiments on two published benchmarks (PASCAL VOC and MS COCO). Experimental results show that ASAN achieves a superior performance in precision at a real time processing speed.

2. Related Work

2.1 Object Detection

Object detection has gone through a rapid evolution since the successful application of DCNNs by R-CNN [21]. R-CNN formulates detection as a two-stage problem with a dedicated pre-processing stage for region proposal. Its advanced variations, including Fast R-CNN [22], Faster R-CNN [1] and Mask R-CNN [23], keep on promoting the representational power of the original convolutional features and have narrowed this performance gap, achieving comparable or even better precision scores than many two-stage approaches while retaining high efficiency.

Actually, most of the newly proposed deep learning based detectors are built on one of the above mentioned frameworks, improving them in different dimensions. Feasible improvements include producing enhanced object representations by exploiting multi-layer features [12], [13], [15]–[18] as we have discussed in Sect. 1, and context modeling by exploring global [12], [26] or local [27], [28] contextual information. In this paper, we enhance representations by an extra semantic activating practice and capture global semantic context via the self-attending mechanism.

2.2 Self-Attention Modules

Attention mechanism has been widely investigated in natural language processing (NLP), usually coordinated with recurrent neural networks (RNNs), to model long-range feature dependencies. The concept of self-attention is initially raised by research [29], in which attention is generated purely based on the internal correlation of features before being applied to the machine translation task.

Since self-attention can be easily integrated in CNNs and can lead to more interpretable and powerful representations, it is increasingly applied in computer vision. Research [30], although not explicitly stated in the paper, introduces self-attention mechanism to image classification task, learning 3D attention residual within a stacked hourglass network. By modeling the inter-dependencies with channel-wise attention, research [31] proposes a squeeze-and-excitation block to recalibrate feature responses between channels for better classification. Research [32] proposes a position-wise self-attention based relation module for object detection, which models the spatial relationships between objects and generates geometric weights to help improve recognition and localization.

More recently, researches [33]–[35] study the combined use of channel and position attention in different visual tasks such as image classification, object detection and scene segmentation. In this paper, we propose an adapted self-attending module learning both channel and position attention for object detection. It effectively enhances the representational power of the original convolutional features and is well-designed to be embedded in typical multi-scale detection frameworks.

2.3 Semantic Enrichment

In addition to the multi-scale detectors that leverage the inherent semantic representations in deep CNNs, a lot of approaches have been proposed to explicitly enhance feature semantics. Several recent researches [23], [26] have proved that the semantic segmentation aware CNN features trained under the pixel-wise supervision can facilitate object detection considering the close connection between segmentation and detection. Research [26] trains semantic segmentation
for contextually priming region proposal and providing iterative feedback to enhance the entire network. Research [23] trains an instance segmentation branch in parallel to the original object detection branch, and yields prominent detection performance gain.

These methods can help improve detection benefiting from the more elaborate semantic segmentation features. However, the required manually-labeled segmentation annotations are extremely cost-prohibitive. To counter this problem, researches [27] and [36] propose to learn activation maps in a weakly supervised manner, using only the provided bounding box annotations for detection. Concretely, research [27] concatenates detection features and segmentation features at the highest level as the final object representation, while research [36] adopts a similar semantic enriching implementation as ours to generate segmentation-aware response at the lowest detection layer and take it as the semantic activating signal.

In this paper, we propose to enrich semantics in a much more simple way. We train a lightweight multi-label classification branch instead of the segmentation branch to take full advantage of the intrinsic convolutional responses to discriminative semantic parts.

3. Proposed Method

3.1 Overview

As shown in Fig. 2, our ASAN mainly contains three parts: a one-stage multi-scale detection network, a self-attending module to generate semantic intensive features at each detection source layer, and a semantic activating module to achieve low-level semantic augmentation explicitly.

We use the same network from SSD [6] as our backbone detection network. In brief, it uses a VGG16 [37] architecture, where its fc6 and fc7 layers are converted to convolutional layers, appended by a series of extra convolutional layers (from conv6_1 to conv9_2 for SSD300 and from conv6_1 to conv10_2 for SSD512). Predictions are generated from multiple feature maps with different spatial resolutions and receptive fields.

Motivated by the idea of enhancing feature semantics using no extra reverse fusion network, we bring in self-attention mechanism to produce semantic intensive features. As shown in the lower part of Fig. 2, the proposed self-attending module contains several self-attending blocks, each attached to a detection source layer. During training, these blocks initially capture long-range semantic dependencies of local features and learn weighted attentions in both channel and spatial dimensions. We utilize the learned attentions to selectively emphasize or depress the original features. The resulting enhanced features are then used for producing predictions and meanwhile used as inputs to subsequent layers.

As discussed in Sect. 1, to deal with the problem of poor semantic representation at lower layers, we employ class activation mapping mechanism to explicitly provide with rich semantic information in a weakly-supervised manner. The semantic activating module contains a multi-label classification branch. Using only the object label annotation, it generates class-specific and semantic meaningful convolutional response, which is used to activate the original low-level features. We apply this module to the lowest detection layer (conv4_3) in front of all the self-attending blocks so that the activated semantic-aware features can be propagated forward and get further enhanced throughout the network.

3.2 Self-Attending Module

In our self-attending module, two types of attentions, the channel attention and the position attention, are used to draw global dependencies over local features, with its details shown in Fig. 3.

**Channel Attention.** In deep CNNs, each filter is responsible for detecting specific visual patterns, and different filter responses are associated with each other according to their semantic dependencies. There also exist noisy filters that respond to meaningless patterns and bring in redundancies to the feature maps. In order to emphasize discriminative filters as well as to exploit their inter-dependencies, and at the same time to depress the invalid responses, we introduce a channel attention branch to model the inter-channel relationships at a global level.

The detailed architecture of our channel attention branch is illustrated in the upper part of Fig. 3. First, we aggregate the features in each channel with a global average pooling layer (abbr. GAP) to eliminate the spatial information. Denoting the input features as \( X \in \mathbb{R}^{C \times H \times W} \), we get the channel matrix \( F_k^{ch} \in \mathbb{R}^{C \times 1 \times 1} \) by:

\[
F_k^{ch} = GAP(X_k) = \frac{1}{H \cdot W} \sum_{j,l} X_{kj,li}.
\]

Next, we encode the global channel information by a multi-layer perceptron with one hidden layer, and apply a sigmoid function to obtain the attention weights. We compute the channel attention matrix \( A^{ch} \in \mathbb{R}^{C \times 1 \times 1} \) as:

\[
A^{ch} = Attention^{ch}(X) = \sigma(W_2 \cdot ReLU(W_1 \cdot GAP(X) + b_1) + b_2),
\]

where \( W_1 \in \mathbb{R}^{C \times C}, b_1 \in \mathbb{R}^C, W_2 \in \mathbb{R}^{C \times C'}, b_2 \in \mathbb{R}^C \). To avoid high computational cost, we set the reduction ratio of the hidden layer \( r = C/C' \) to be 8 in all our experiments (which will be discussed in Sect. 4.4).

Finally, we broadcast \( A^{ch} \) and perform element-wise multiplication with the input feature \( X \) to achieve the final output \( X_{kj}^{ch} \in \mathbb{R}^{C \times H \times W} \) as follows:

\[
X_{kj}^{ch} = A_k^{ch} \cdot X_{kj,li}.
\]

It can be inferred from Eq. (3) that the values of the generated channel attention \( A^{ch} \) determines whether a filter should be highly weighted in the resulting features.
**Position Attention.** Semantic contextual information and object relationships within a single scene are of great importance for accurate visual recognition and localization. To capture such relationships and to tell distinctive spatial locations that the network should focus on apart from other background regions, we introduce a position attention branch that exploits inter-position dependencies and encodes semantic contextual information into local features from a wider range.

The lower part in Fig. 3 presents the detailed architecture of the position attention branch. Given the input feature $X \in R^{C \times H \times W}$, we first aggregate spatial information of the feature maps using a global average pooling layer along the channel axis, and get $F_{po} \in R^{1 \times H \times W}$ by:

$$F_{po}^{ji} = GAP^{\text{channel}}(X^{ji}) = \frac{1}{C} \sum_{k} X^{kj \ i}.$$ \hspace{1cm} (4)

With informative regions highlighted in $F_{po}$ after the pooling operation, we directly apply a convolutional layer with output dimension of 1, followed with a sigmoid function to generate the position attention matrix $A_{po} \in R^{1 \times H \times W}$:

$$A_{po} = Attention_{po}(X) = \sigma(Conv^{n \times n}_{po}(GAP^{\text{channel}}(X))),$$ \hspace{1cm} (5)

where $Conv^{n \times n}_{po}$ denotes convolutional layer with kernel size of $n \times n$ configured with the activation operation.

In order to model long-range spatial dependencies, we make a brute use of large convolutional filters. Large kernels that enable dense connections between feature maps have already been proved in research [38] to be effective on handling different transformations and enlarging valid receptive fields without loss of information.

Considering the different resolutions and receptive fields of the original feature maps, we carefully choose kernel sizes that accommodate to different detection source layers. Specifically, for lower detection layers in SSD300, e.g. conv4_3 and fc7, which have relatively higher resolutions and smaller receptive fields, we set the kernel size to be $9 \times 9$. For detection layers conv6_2 and conv7_2, we assign $7 \times 7$ and $5 \times 5$ convolutions respectively. For deeper layer conv8_2, we further reduce the kernel size to $3 \times 3$. Since feature maps from conv9_2 in SSD300 already have the size of $1 \times 1$, we ignore the position attention branch and keep only the channel attention branch for this layer.

Analogous to the channel attention branch, we tile $A_{po}$ along channel axis and perform element-wise multiplication with the input feature $X$ to achieve $X^{po} \in R^{C \times H \times W}$ as follows:

$$X^{po}_{kj \ i} = A_{po}^{ji} \cdot X^{kj \ i}.$$ \hspace{1cm} (6)

**Combination.** To get the final semantic intensive features, we simply apply an element-wise summation to the outputs from the two attention branches:

$$X^{\text{Intensive}} = X^{ch} \oplus X^{po}.$$ \hspace{1cm} (7)

$X^{\text{Intensive}} \in R^{C \times H \times W}$ is encoded with global-level channel-wise interaction as well as long-range position-wise dependencies, which is used to replace the original $X$ in the forward pass.

3.3 Semantic Activating Module

In our semantic activating module, semantic information is exploited in a multi-label classification branch using a modification of the class activation mapping (CAM) [20] technique.

Figure 4 (a) gives a simple illustration of the CAM technique. CAM uses global average pooling as a structural regularizer and computes a weighted sum of the global responses to generate probability scores. The learned weights directly indicate the importance of each filter leading to the classification of an image to a particular category. Since deep filters reacts to the presence of specific visual patterns at different spatial locations, the CAM technique allows the
classification-trained convolutional network to both classify the image and localize class-specific image regions.

We consider this kind of ability naturally meets our need for semantic augmentation, which identifies and localizes discriminative semantic regions relevant to particular categories. Thus, we take an implicit use of the CAM mechanism in our semantic activating module, as shown in Fig. 4 (b). We generate deep representation $F \in \mathbb{R}^{C \times H \times W}$ from low-level convolutional feature $X \in \mathbb{R}^{C \times H \times W}$ by attaching several extra layers to the low detection layer (conv4_3), which can be represented by:

$$F = \text{Conv}^{\text{extra}}(X),$$

where $\text{Conv}^{\text{extra}}$ denotes the operation of the attached layers.

In analogy with the standard class activation mapping procedure, we apply global average pooling to $F$ and map the resulting matrix into class scores $S \in \mathbb{R}^{C}$:

$$S = \text{softmax}(W \cdot \text{GAP}(F) + b),$$

where $W \in \mathbb{R}^{C \times C}$, $b \in \mathbb{R}^{C}$, and $C$ is the number of pre-defined categories.

We compare the output scores with the ground-truth vector $G \in \mathbb{R}^{C}$, which is given by:

$$[\mathbb{I}(1), \ldots, \mathbb{I}(i), \ldots, \mathbb{I}(c)],$$

where $\mathbb{I}(i)$ equals value 1 if there exist objects in the image that belong to the $i^{th}$ category. This ground-truth vector can be directly inferred from detection supervision with no extra annotation required.

Optimized by such multi-label classification supervision, $F$ is fully encoded with semantic knowledge, with each channel activated by a certain semantic part of object. Instead of computing the weighted sum of the feature maps to get the class activation map, we require the network to further integrate the deep representation $F$ and learn a convolutional response $A$ with the same size of the original feature $X$, where

$$A = \text{Activation}(F) = \text{Conv}^{1 \times 1}(F).$$

Here, we simply employ a $1 \times 1$ convolution that performs channel correlation learning at each position.

Finally, semantic activation is achieved by applying $A$ directly to feature $X$ through an element-wise multiplication:

$$A = A \otimes X.$$  

It can be considered that $A$ serves as a class-specific and semantic meaningful attention map during the whole processing, to combine basic geometry information in the original features with augmented high-level semantic information.

Figure 5 shows the detailed architecture of our semantic activating module. Given the input features $X \in \mathbb{R}^{C \times H \times W}$, $F$ is achieved by a series of extra convolutional and pooling layers. To build this part of network, we refer to the standard SSD network structure from layer pool4 to fc7. Several modifications have been made to the network to expand its original local field of view and equip it with stronger representation ability. Concretely, we use three dilated convolutional layers [39] with $3 \times 3$ kernel size and dilated rate of 2, and one $3 \times 3$ dilated convolutional layer with dilated rate of 4. After that, another $1 \times 1$ convolutional layer is utilized to generate representation $F$. Two max pooling layers with kernel size of 3 and stride of 1 are deployed between them. The number of learned parameters in the above-mentioned five convolutional layers are kept unchanged so that they can get more sensible initialization from the pre-trained SSD model.

3.4 Multi-Task Joint Training

To take full advantage of the complementary strengths of the two proposed modules for object detection, we conduct a multi-task joint training to the whole network. The total loss function is defined as:

$$L = L_{\text{det}} + \lambda L_{\text{cam}},$$

where $L_{\text{det}}$ is the original object detection loss, $L_{\text{cam}}$ is the cross-entropy loss for the multi-label classification task in our semantic activating module:

$$L_{\text{cam}}(S, G) = -\sum_{i} S_{i} \cdot \log G_{i}.$$
Fig. 5 The detailed architecture of Semantic Activating Module, which contains a multi-label classification branch that takes deep representation $F$ as its input and encodes it with rich semantic knowledge. $F$ is then used to generate semantic meaningful convolutional response $A$ to activate the original input features.

$$- \sum_i (1 - S_i) \cdot \log(1 - G_i),$$

and $\lambda$ (empirically set to 0.1) is the loss weight to balance the two tasks.

4. Experiments

4.1 Implementation Details

We implement our ASAN based on the Caffe framework [40]. We use VGG16 based SSD [6] as our detection backbone. We build networks with two kinds of input dimensions of $300 \times 300$ and $512 \times 512$, namely ASAN300 and ASAN512, which are based on SSD300 and SSD512 respectively. The self-attending module contains 6 self-attending blocks for ASAN300 and 7 for ASAN512. We ignore the position attention branches in the last self-attending blocks in both networks since their feature maps already have the size of $1 \times 1$. The semantic activating module is attached to the first detection source layer (conv4_3) for both the low ($300 \times 300$) and high ($512 \times 512$) resolution networks.

The major parameters, including the reduction ratio $r$ in channel attention branch, maximum kernel size $n$ in position attention branch and the loss weight $\lambda$, are set to 8, 9, 0.1 in all our experiments. And we will discuss their influence later in Sect. 4.4.

4.2 PASCAL VOC

We conduct extensive experiments on the published object detection dataset PASCAL VOC which involves 20 categories. We report results on VOC 2007 test with models trained on the union of VOC 2007 trainval and VOC 2012 trainval. We also provide results on VOC 2012 test with models trained on the union of VOC 2007 trainvaltest and VOC 2012 trainval.

For fare comparison, we train all the models following the procedure of the original SSD experiments. We use a learning rate of $10^{-3}$ for 80k iterations, $10^{-4}$ for 20k iterations and $10^{-5}$ for another 20k iterations. We use SGD with a momentum of 0.9 and a weight decay of 0.0005. We use pre-trained SSD models on corresponding training set to initialize all the layers before conv6, and initialize the five extra convolutional layers in the semantic activating module using pre-trained parameters of conv5 to fc7 for better knowledge transfer. All the rest layers are randomly initialized with the xavier method [41].

Overall Performance. We compare our ASAN with several state-of-the-art detectors and summarize the results in Table 1. According to the results on VOC 2007 test, our ASAN achieves 80.0% and 81.7% mAP for low and high input dimensions respectively. We can see that our ASAN surpasses the original SSD [6] by a clear margin of 2.5% and 2.2% mAP gain for the two resolution networks. Also, using just VGG16 as our backbone, our ASAN significantly outperforms SSD [6] and DSSD [10], which are based on the more powerful ResNet101. Compared with recent work STDN [16], which introduces a scale-transfer module into the reverse connection network to do image super resolution and integrates it with DenseNet169, our ASAN achieves better performance for both input dimensions. Another advanced detector DES [36] pursues the similar goal of enriching semantics at low detection layers. In DES, a segmentation branch is trained to learn object information according to pixel-wise supervision. In ASAN, we exploit the remarkable localization ability of CNNs by training a generic classification branch. Using only image-level labels, ASAN shows apparent simplicity and is able to achieve comparable or even better performance than DES on both detection accuracy and speed.

We also compare our ASAN with representative two-stage methods. Our low resolution network ASAN300 already shows superior performance to most of the listed methods, including the classical two-stage detectors Fast R-CNN [22], Faster R-CNN [1] and the advanced version of Faster R-CNN [7] using ResNet101 as backbone, as well as
Table 1 Comparison of detection methods on PASCAL VOC dataset. The first part contains results of several representative two-stage detectors. The second and the third part presents results of popular one-stage methods with low and high input dimensions respectively.

| method               | backbone | framework | input size   | FPS    | mAP  |
|----------------------|----------|-----------|--------------|--------|------|
|                      |          |           |              |        | VOC 2007 | VOC 2012 |
| Fast R-CNN [22]      | VGG16    | Fast R-CNN | 1000 × 600   | 0.5    | 70.0 | 68.4 |
| Faster R-CNN [1]     | VGG16    | Faster R-CNN | 1000 × 600   | 7      | 73.2 | 70.2 |
| Faster R-CNN* [7]    | ResNet101| Faster R-CNN | 1000 × 600   | 2.4    | 76.4 | 73.8 |
| ION [12]             | VGG16    | Fast R-CNN | 1000 × 600   | 0.83   | 77.6 | 74.7 |
| MR-CNN [27]          | VGG16    | SSD       | 1000 × 600   | 0.03   | 78.2 | 73.9 |
| R-FCN [2]            | ResNet101| R-FCN     | 1000 × 600   | 9      | 80.5 | 77.6 |
| SSD300* [6]          | VGG16    | SSD       | 300 × 300    | 46     | 77.5 | 75.8 |
| SSD321 [6]           | ResNet101| SSD      | 321 × 321    | 11.2   | 77.1 | 75.4 |
| RON384++ [15]        | VGG16    | SSD       | 384 × 384    | 15     | 77.6 | 75.4 |
| DSSD321 [10]         | ResNet101| SSD      | 321 × 321    | 9.6    | 78.6 | 76.3 |
| STDN321 [16]         | DenseNet169 | SSD  | 321 × 321    | 28.4   | 79.3 | -   |
| DES300 [36]          | VGG16    | SSD       | 300 × 300    | 33.3   | 79.7 | 77.1 |
| ASAN300 (Ours)       | VGG16    | SSD       | 300 × 300    | 32.6   | 80.0 | 77.6 |
| SSD512* [6]          | VGG16    | SSD       | 512 × 512    | 19     | 79.5 | 78.3 |
| SSD513 [6]           | ResNet101| SSD      | 513 × 513    | 6.8    | 80.6 | 79.4 |
| DSSD513 [10]         | ResNet101| SSD      | 513 × 513    | 5.5    | 81.5 | 80.0 |
| STDN513 [16]         | DenseNet169 | SSD  | 513 × 513    | 20.3   | 80.9 | -   |
| DES512 [36]          | VGG16    | SSD       | 512 × 512    | 13.8   | 81.7 | 80.3 |
| ASAN512 (Ours)       | VGG16    | SSD       | 512 × 512    | 13.6   | 81.7 | 80.5†† |

†† http://host.robots.ox.ac.uk:8080/anonymous/J4ENIU.html

Our high resolution network ASAN512 produces 81.7% mAP, achieving state-of-the-art detection performance.

Same conclusions can be drawn according to the results on VOC 2012 test, which further suggests the great effectiveness of ASAN.

Inference Speed. We present the inference speed of our ASAN and all the competitors in the fifth column of Table 1. For fare comparison, all the runtime data is evaluated with batch size of 1 and computed on a Geforce GTX Titan X gpu (Maxwell architecture).

Results show that our ASAN300 runs at 32.6 FPS, which is much faster than all the two-stage detectors and is able to fulfill real-time detection. It is slower than original SSD [6] since the newly proposed modules bring about additional computation. However, compared with ResNet101 based SSD [6] and DSSD [10], our method runs much faster and meanwhile obtains higher mAP scores.

For the low resolution network, our ASAN achieves comparable detection speed with the state-of-the-art method DES [36] with higher accuracy and outperforms other advanced methods RON384++ [15] and STDN [16] in both detection speed and accuracy. Our high resolution network tends to require more inference time while the outstanding performance gain should be highlighted.

4.3 Evaluating Visualizations

Visualization of Self-Attending Module. In order to evaluate our main premise of introducing the self-attention mechanism, we first visualize some resulting attention maps generated by our self-attending module. In Fig. 6, we present our visualization results of four test examples. Intuitively, the channel attention branch should assign high weights to discriminative channels that detect specific visual patterns and depress those that contain noise or redundancy. From the first six rows in Fig. 6, we can see that identical expected results are obtained. The top weighted channels are able to identify discriminative semantic parts of different categories, while the lowest weighted channels either react to invalid background regions or contain few useful information for detection. To evaluate the position attention branch, we simply visualize the attention map from each block in the last row of Fig. 6. It can be seen that the crucial areas where objects exit are highlighted for special attention, while background regions are relatively weakened.

Qualitatively, the two attention branches in our self-attending module work as expected to learn what to emphasize or depress in a completely self-guided manner. They together encourage a more compact and semantic intensive distribution of the original features.

Visualization of Semantic Activating Module. For qualitative analysis how our semantic activating module performs on semantic exploiting, we also give some illustrations in Fig. 7. We can see that the original feature maps are relatively messier, which detect low-level geometric details, e.g. edges, corners and gradients in the image. On the contrary, the activation maps generated by our semantic activating module are more semantic meaningful, which demonstrate strong responses to discriminative parts of specific classes. It can be observed that after being activated by such a convolutional response, the activated feature maps tend to capture high-level semantic knowledge of objects with the visual details reserved. The results tell that our semantic activating module have successfully obtained desired effect of semantic augmentation.

other popular methods ION [12] and MR-CNN [27]. Our high resolution network ASAN512 produces 81.7% mAP, achieving state-of-the-art detection performance.

Same conclusions can be drawn according to the results on VOC 2012 test, which further suggests the great effectiveness of ASAN.

Inference Speed. We present the inference speed of our ASAN and all the competitors in the fifth column of Table 1. For fare comparison, all the runtime data is evaluated with batch size of 1 and computed on a Geforce GTX Titan X gpu (Maxwell architecture).

Results show that our ASAN300 runs at 32.6 FPS, which is much faster than all the two-stage detectors and is able to fulfill real-time detection. It is slower than original SSD [6] since the newly proposed modules bring about additional computation. However, compared with ResNet101 based SSD [6] and DSSD [10], our method runs much faster and meanwhile obtains higher mAP scores.

For the low resolution network, our ASAN achieves comparable detection speed with the state-of-the-art method DES [36] with higher accuracy and outperforms other advanced methods RON384++ [15] and STDN [16] in both detection speed and accuracy. Our high resolution network tends to require more inference time while the outstanding performance gain should be highlighted.

4.3 Evaluating Visualizations

Visualization of Self-Attending Module. In order to evaluate our main premise of introducing the self-attention mechanism, we first visualize some resulting attention maps generated by our self-attending module. In Fig. 6, we present our visualization results of four test examples. Intuitively, the channel attention branch should assign high weights to discriminative channels that detect specific visual patterns and depress those that contain noise or redundancy. From the first six rows in Fig. 6, we can see that identical expected results are obtained. The top weighted channels are able to identify discriminative semantic parts of different categories, while the lowest weighted channels either react to invalid background regions or contain few useful information for detection. To evaluate the position attention branch, we simply visualize the attention map from each block in the last row of Fig. 6. It can be seen that the crucial areas where objects exit are highlighted for special attention, while background regions are relatively weakened.

Qualitatively, the two attention branches in our self-attending module work as expected to learn what to emphasize or depress in a completely self-guided manner. They together encourage a more compact and semantic intensive distribution of the original features.

Visualization of Semantic Activating Module. For qualitative analysis how our semantic activating module performs on semantic exploiting, we also give some illustrations in Fig. 7. We can see that the original feature maps are relatively messier, which detect low-level geometric details, e.g. edges, corners and gradients in the image. On the contrary, the activation maps generated by our semantic activating module are more semantic meaningful, which demonstrate strong responses to discriminative parts of specific classes. It can be observed that after being activated by such a convolutional response, the activated feature maps tend to capture high-level semantic knowledge of objects with the visual details reserved. The results tell that our semantic activating module have successfully obtained desired effect of semantic augmentation.

other popular methods ION [12] and MR-CNN [27]. Our high resolution network ASAN512 produces 81.7% mAP, achieving state-of-the-art detection performance.

Same conclusions can be drawn according to the results on VOC 2012 test, which further suggests the great effectiveness of ASAN.

Inference Speed. We present the inference speed of our ASAN and all the competitors in the fifth column of Table 1. For fare comparison, all the runtime data is evaluated with batch size of 1 and computed on a Geforce GTX Titan X gpu (Maxwell architecture).

Results show that our ASAN300 runs at 32.6 FPS, which is much faster than all the two-stage detectors and is able to fulfill real-time detection. It is slower than original SSD [6] since the newly proposed modules bring about additional computation. However, compared with ResNet101 based SSD [6] and DSSD [10], our method runs much faster and meanwhile obtains higher mAP scores.

For the low resolution network, our ASAN achieves comparable detection speed with the state-of-the-art method DES [36] with higher accuracy and outperforms other advanced methods RON384++ [15] and STDN [16] in both detection speed and accuracy. Our high resolution network tends to require more inference time while the outstanding performance gain should be highlighted.
4.4 Ablation Study

To explore the contribution of each component in our ASAN to the final performance and discuss the impact of several major hyper-parameters, we conduct ablation study on PASCAL VOC dataset. All results in this section are tested on VOC 2007 test based on ASAN300 trained with VOC 2007 trainval and VOC 2012 trainval.

Effectiveness of Individual Components. In Table 2, we report results of several variants of ASAN to verify the effectiveness of each individual component. As indicated in Sect. 3.2, we propose self-attending module to produce semantic intensive detection source features by modeling global dependencies in both channel and spatial dimensions. To have a deep analysis how the self-attending mechanism enhance the original detector, we disassemble the module and present detection results of different network settings.
We can see that a single channel or position attention branch can obtain similar results, improving the mAP of the baseline (the original SSD) by 0.8% and 0.7%. With a combination of the two branches, the complete self-attending module achieves a relative improvement of 1.1%.

Further on, with the semantic activating module added, we can obtain another 1.4% mAP gain and reach the final result of 80.0%. The prominent advance proves the importance of low-level feature augmentation. It also provides evidence that our analogical use of the class activating mapping mechanism does help exploit high-level semantic knowledge for the object detection task.

**Impact of Loss Weight.** In Table 3, we conduct experiments to explore the impact of loss weight ($\lambda$ in Eq. (14)) between the detection task and the multi-label classification task. We train our complete ASAN300 network with different $\lambda$’s, i.e. 0.1, 0.5 and 1. Experimental results show that $\lambda = 0.1$ yields the lowest detection error and $\lambda = 0.5$ achieves relatively inferior performance. With $\lambda$ set to 1, which means to take the two tasks equally important, we get a high detection error up to 21.09%. Since we take object detection as our major task for evaluation, it is a good balance to set loss weight to be a small value of 0.1, so that the classification branch can act effectively on the main detection network without deviating the model too much.

**Reduction ratio and kernel size.** We also conduct experiments to determine the two hyper-parameters in the self-attending module, including the reduction ratio $r$ and the kernel size $n$. The reduction ratio $r$ determines the number of channels for the hidden layer in channel attention branch. In Table 3, we compare performance with four different values. The lowest detection error is achieved with the reduction ratio to be 8, which at the same time helps us keep the additional computation in budget. Larger values of 16 and 32 may lead to a loss of valid information. A reduction ratio of 4 seems to preserve more information, but may result in over-fitting of the model.

The kernel size $n$ determines the size of receptive field in the position attention branch. We conduct experiments by applying four different values: 5, 7, 9, and 11. Note that for each value, we refer to the largest kernel size applied to the lower detection layers (conv4_3 and fc7), kernel sizes for higher layers are adjusted correspondingly. According to the results in Table 3, we can see that the performance gets improved with larger kernel sizes and the best performance can be achieved with the maximum kernel size set to be 9, which proves the benefit of dense connections by large filters. However, we obtain a relatively high detection error of 20.16% with the largest kernel size of 11. We conjecture this result also as model over-fitting since the training losses converge in all the cases of different kernel sizes.

### 4.5 Microsoft COCO

To further validate the proposed ASAN and to better evaluate its performance on multi-scale detection, we carry out experiments on the MS COCO dataset. We use trainval35k set for training and report results on test-dev2017 set. All the models are trained with an initial learning rate of $10^{-3}$ for 280k iterations, $10^{-4}$ for 80k iterations and $10^{-5}$ for another 40k iterations. We keep other settings consistent with those in PASCAL VOC experiments.

In Table 4, we compare our ASAN with several representative baselines. It can be seen that ASAN produces

### Table 3 Ablation study of several major hyper-parameters, including loss weight $\lambda$, reduction ratio $r$ and kernel size $n$.

| method | independent variables | value | params | error |
|--------|-----------------------|-------|--------|-------|
| ASAN300 | loss weight ($\lambda$) | 0.1  | 35.53M | 19.97 |
|         |                       | 0.5  | 35.53M | 20.87 |
|         |                       | 1    | 35.53M | 21.09 |
|         | reduction ratio ($r$) | 4    | 35.97M | 20.35 |
|         |                       | 8    | 35.53M | 19.97 |
|         |                       | 16   | 35.31M | 20.11 |
|         |                       | 32   | 35.20M | 20.45 |
|         | kernel size ($n$)     | 5    | 34.43M | 20.49 |
|         |                       | 7    | 35.47M | 20.21 |
|         |                       | 9    | 35.53M | 19.97 |
|         |                       | 11   | 35.59M | 20.16 |

### Table 4 Comparison of detection methods on MS COCO dataset.

| method          | backbone | data       | Avg. Precision, IoU: | Avg. Precision, Area: |
|-----------------|----------|------------|-----------------------|------------------------|
|                 |          |            | 0.5/0.95 | 0.5 | 0.75 | S | M | L   |
| Faster R-CNN [1] | VGG16    | trainval  | 24.2  | 45.3 | 23.5 | 7.7 | 26.4 | 37.1 |
| Faster R-CNN* [7]| ResNet101 | trainval  | 34.9  | 55.7 | 37.4 | 15.6 | 38.7 | 50.9 |
| R-FCN [2]       | ResNet101 | trainval  | 29.9  | 51.9 | -    | 10.8 | 32.8 | 45.0 |
| SSD300* [6]     | VGG16    | trainval35k| 25.1  | 43.1 | 25.8 | 6.6 | 25.9 | 41.4 |
| SSD321 [6]      | ResNet101| trainval35k| 28.0  | 45.4 | 29.3 | 6.2 | 28.3 | 49.3 |
| ASAN300 (Ours)  | VGG16    | trainval35k| 28.2  | 47.2 | 29.3 | 8.4 | 29.6 | 45.3 |
| SSD512 [6]      | ResNet101| trainval35k| 28.8  | 48.5 | 30.3 | 10.9 | 31.8 | 45.3 |
| ASAN512 (Ours)  | VGG16    | trainval35k| 31.2  | 50.4 | 33.3 | 10.2 | 34.5 | 49.8 |
|                 |          |            | 32.3  | 52.4 | 34.2 | 13.0 | 35.8 | 47.6 |
28.2% AP and 32.3% AP for low and high input dimensions, which surpasses the baseline score of SSD with a large margin of 3.1% and 3.5%. It also outperforms ResNet101 based SSD, which is deeper and much slower.

Moreover, ASAN performs especially well on small objects due to our semantic activating strategy to lower layers. ASAN improves the baseline score of SSD300 for small objects from 6.6% to 8.4% and that of SSD512 from 10.9% to 13.0%, yielding relative improvements up to 27.3% and 19.2%. For larger objects, our ASAN also outperforms the baseline SSD method by a clear margin, but it is slightly worse than ResNet101 based SSD since deeper networks have the advantage on wider range detection.

5. Conclusion

In this paper, we propose a novel self-attending and semantic activating network (ASAN) for single-shot object detection, which consists of a self-attending module for semantic enhancement by learning channel and position wise global feature dependencies in a self-guided manner, and a semantic activating module for explicit semantic activation by exploiting high-level semantic knowledge leveraging the class activation mapping mechanism. Qualitative evaluation verifies the effectiveness of the two modules. We conduct extensive experiments on two popular benchmarks, PASCAL VOC and MS COCO. The experimental results show that ASAN achieves an outstanding performance compared with state-of-the-art methods, fulfilling a high accuracy real-time detection.
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