Parameter Optimization of dsRNA Splicing Evolutionary Algorithm Based Fixed-Time Obstacle-Avoidance Trajectory Planning for Space Robot
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Abstract: This paper addresses a smoother fixed-time obstacle-avoidance trajectory planning based on double-stranded ribonucleic acid (dsRNA) splicing evolutionary algorithm for a dual-arm free-floating space robot, the smoothness of large joint angular velocity is improved by 15.61% on average compared with the current trajectory planning strategy based on pose feedback, and the convergence performance is improved by 76.44% compared with the existing optimal trajectory planning strategy without pose feedback. Firstly, according to the idea of pose feedback, a novel trajectory planning strategy with low joint angular velocity input is proposed to make the pose errors of the end-effector and base converge asymptotically within fixed time. Secondly, a novel evolutionary algorithm based on the gene splicing idea of dsRNA virus is proposed to optimize the parameter of the fixed-time error response function and obstacle-avoidance algorithm, which can make joint angular velocity trajectory planned smooth. In the end, the optimized trajectory planning strategy is applied into the dual-arm space robot system so that the robotic arm can smoothly, fast and accurately complete the tracking task. The proposed novel algorithm achieved 7.56–30.40% comprehensive performance improvement over the benchmark methods, experiment and simulation verify the effectiveness of the proposed method.
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1. Introduction

With the development of robotic technology, robots have been widely used as human auxiliaries in space, factories, ocean and cities [1–5]. In space activity, robots can forcefully deal with space junk, which is extremely important for the safety of others spacecraft. The key essence of the garbage capture mission is the trajectory tracking, in which trajectory planning is important [6,7]. Therefore, this study mainly discusses trajectory planning strategies based on joint space of robot arm, which can better reflect the motion model based on torque [8].

The 6-DOF (degrees of freedom) dual-arm is often mounted on the satellite base to perform capture missions because the dual-arm robot is flexibility and versatility, and the space robot also floats freely to save propellant. However, the dynamic coupling between the arm and base may cause the tracking error of the end-effector [9]. In order to keep pose of base stable, a motion planning strategy for the balance arm is adopted in the trajectory planning algorithm to offset dynamic coupling by some researchers [10,11]. However, the possible non-rank condition of the Jacobian matrix led to the singularity of the robotic motion system and make the joint angular velocity unsolved [12,13]. Xu et al. [14] proposed
a nonsingular trajectory planing method for space robot based on complex position compensation structure, and the base position is stabilized at the same time. Nevertheless, the current trajectory planning strategies for space robot can produce large tracking errors and base deviation when avoiding obstacles; severe base deviation may even cause a satellite to crash or deviate from the solar-toward orbit. Therefore, Liu et al. [15] first proposed a pose-feedback trajectory planning strategy based on the idea of joint angular velocity control to eliminate the tracking errors caused by the singularity-avoidance algorithm. Based on that, Yan et al. [16] presented a fast obstacle-avoidance trajectory planning strategy by fixed-time stability to make the errors caused by the auxiliary algorithm converge asymptotically, but the current pose-feedback trajectory planning strategies lead to excessive joint angular velocity when the robotic arms need to avoid obstacles, which may accelerate the aging of the mechanical rotating parts.

At present, an important joint angular velocity trajectory optimization strategy for robot is to use the evolutionary algorithm to optimize the algorithm parameters of trajectory planning [17,18]. A particle swarm optimization is applied into the trajectory planning of space robot to search for the optimal motion trajectory of robot arm [11], but this method inevitably produce tracking errors of end-effector. Zhao et al. [19] presented a trajectory planning method based on improved genetic algorithm (IGA) to optimize the parameters, but the obtained joint angular velocity trajectory is not global optimal and the tracking errors remain. The current trajectory optimization strategies based on evolutionary algorithm are often conservative and the results often fall into the local optimal, so it is important for the IGA to find the solution closest to the global optimal.

Motivated by these issues, this paper proposes a novel trajectory planning strategy for a dual-arm 6-DOF space robot with the following innovative points: (1). A novel fixed-time stability system with low input is proposed to reduce the upper bound of system input. (2). A novel dsRNA splicing evolutionary algorithm is studied to optimize the algorithm parameters, which can make fitness better. (3). The smooth joint angular velocity trajectory of the space robot arm is planned by the dsRNA splicing evolutionary algorithm-based fixed-time trajectory planning strategy to make tracking errors of end-effector converge asymptotically in fixed time.

In this paper, Section 1 is Introduction. Section 2 introduces the preliminaries. Section 3 shows the motion model of space robot. Section 4 presents a low-input fixed-time trajectory planning method. Section 5 proposes a Parameter optimization method based on a novel dsRNA virus splicing evolutionary algorithm. Section 6 provides the experiment of the evolutionary algorithm and the kinematic simulation of the space robot. Section 7 is Conclusion.

2. Preliminaries

Definition 1 ([20]). Consider a fixed-time stability system with explicit time parameter

\[ \dot{x} = -\frac{g(\infty) - g(0)}{T_c}(\frac{\partial g(x^m)}{\partial x})^{-1}, \]  

where \( 0 < m < 1 \), \( T_c \) is a positive parameter and \( g \) is a right-monotone-increasing continuous function with terminal property. \( x = [x_1 \cdots x_n]^T \in \mathbb{R}^n \) and \( g(x) : D \to \mathbb{R}^n \) is bounded in an open neighborhood \( D \) of the origin \( x = 0 \), and \( g(0) = 0 \). (1) can be said to be a fixed-time stable system if (1) is globally finite-time stable and \( T_c \) is the upper bound of the convergence time.

Theorem 1. Consider a novel system

\[ \dot{x} = -\frac{\pi}{mT_c} + \arctan(\frac{\|x_0\|}{m}) (1 + (\|x\|^m - \|x_0\|^2)^2) \frac{x}{\|x\|^m}, \]  

(2) is a fixed-time stable system and the input is smaller than one of the existing fixed-time stable system.
where the pose-error kinematic relationship of end-effector and base [16] can be expressed as:

\[ J_0 \dot{\theta} = J_1 \omega_b \]

the velocity vector of Arm-1 and Arm-2 \( (J_1 \theta V_1) \) respectively; \( J_2 \) is the position and attitude error of FFSR, respectively;

\[ \begin{bmatrix} \dot{e}_1 \cr \dot{e}_2 \end{bmatrix} = \begin{bmatrix} e_1 \cr e_2 \end{bmatrix} \begin{bmatrix} \sigma_e \cr \sigma_h \end{bmatrix}^T \]

Proof of Theorem 1. Consider a candidate Lyapunov function

\[ V = \| x \|. \]

Then, the time derivative of \( V \) can be deduced as:

\[ \dot{V} = \frac{\dot{J}_1 \theta V_1}{m_0} \]

the upper bound of settling time can be solved to

\[ T = \frac{\left( V^m (1 + (V^m - V_0)^2) \right)^{1/2}}{m_0} \]

In the end, it is clear that the proportional coefficient function of system (2) is related to the initial value rather than the infinity point value of function \( g(x) = \arctan(||x||^m) \) given by (1), so the input of (2) is smaller than the one of an ordinary fixed time stable system

\[ \frac{\dot{J}_1 \theta V_1}{m_0} \]

3. Error-Kinematic Model of Space Robot

As shown in Figure 1, the proposed space robot mainly includes two 6-DOF PUMA560-type robotic arms, and the dual-arm is mounted on the satellite base. Arm-1 is the mission arm and Arm-2 is the balance arm.

![Figure 1. Model of a Dual-arm Space Robot.](image)

According to momentum conservation and the pose-feedback modeling idea, the pose-error kinematic relationship of end-effector and base [16] can be expressed as:

\[ \left\{ \begin{array}{l} \dot{e}_1 = J_1 \theta V_1 - J_{ed} V_{ed} = J_1 (J_0 V_0 + J_{ed} \theta^1) - J_{ed} V_{ed} \\ \dot{e}_0 = J_0 V_0 - J_{bd} V_{bd} = J_0 H_0^{-1} (C - J_2^2 \theta^2 - f_2^2 \phi^2) - J_{bd} V_{bd} \end{array} \right. \]

where \( e_1 = [ \begin{bmatrix} e_e & \sigma_e \end{bmatrix} ]^T \) and \( e_0 = [ \begin{bmatrix} e_b & \sigma_b \end{bmatrix} ]^T \), in which the subscripts \( e \) and \( \sigma \) denote the position and attitude error of FFSR, respectively; \( C \) is the initial pose momentum of the system; \( J_0 \) and \( J_{ed} \) are the Jacobian matrixes of the base and Arm-1 of FFSR, respectively; \( f_1 \) and \( f_2 \) are the coupling inertia matrices of Arm-1 and Arm-2, respectively; \( V_e = [ \begin{bmatrix} v_e & \omega_e \end{bmatrix} ]^T \) is the velocity vector of the end-effector; \( V_0 = [ \begin{bmatrix} v_b & \omega_b \end{bmatrix} ]^T \) is the velocity of base; \( V_{ed} = [ \begin{bmatrix} v_{ed} & \omega_{ed} \end{bmatrix} ]^T \) is the desired velocity of end-effector; \( V_{bd} \) is the desired velocity of base which is set to 0 here; \( \phi^1 \in \mathbb{R}^{6 \times 1} \) and \( \phi^2 \in \mathbb{R}^{6 \times 1} \) are the joint angular velocity vector of Arm-1 and Arm-2 \( (j = 1, 2) \), respectively; \( H_0 \) is the coupling inertia.
matrix of momentum conservation of (free-floating space robot) FFSR. \( I_{c,b} \) and \( I_{cd,bd} \) are with (7),

\[
I_{c,b} = \begin{bmatrix} E_3 & 0 \\ 0 & \frac{1}{4}G(\sigma_{c,b}) \end{bmatrix}, \quad I_{cd,bd} = \begin{bmatrix} E_3 & 0 \\ 0 & \frac{1}{4}G(\sigma_{cd,bd})R_{cd,bd} \end{bmatrix},
\]

in which \( E_3 \) is a 3-order identity matrix; \( R_{cd,bd} \in \mathbb{R}^{3 \times 3} \) is the rotational matrix which transforms the reference frame to the frame fixed on the end-effector or base, \( G(\sigma) = (1 - \sigma^T \sigma)E_3 + 2\sigma + 2\sigma\sigma^T \).

Remark 1. The attitude error is in terms of Modified Rodrigues Parameter (MRP) [16], because the MRP can make attitude computation for robotic system small.

4. Low-input Fixed-Time Trajectory Planning Method

Singularity may occur when planning robot trajectory based on Jacobian matrix [12,13]. Common non-singular strategies often produce errors that cannot be eliminated, and the accumulation of errors may lead to the failure of the capture mission. Therefore, a trajectory planning method for a dual-arm free-floating space robot based on pose-feedback [21] is proposed to eliminate pose error firstly, but this method is very simple. Based on that, Yan and Liu proposed a class of trajectory planning strategy based on fixed-time stability [16,20], but this class of methods may produce excessive joint angular velocity when avoiding obstacles, which may lead to overload of the mechanical arm. In this section, a novel fixed-time trajectory planning method is presented to reduce the joint angular velocity input.

4.1. Singularity and Obstacle Avoidance Strategy

According to general kinematic formula given by the precise study [16] and momentum conservation, one joint angular velocity trajectory of Arm 1 and 2 can be planned by (6) as:

\[
\begin{align*}
    \dot{\theta}^1 &= (J_{m1}^1)^{-1}(V_c - J_0^1V_0) \\
    \dot{\theta}^2 &= (J_{m2}^2)^{-1}(C - J_1^2\dot{\theta}^1 - H_0^2V_0)
\end{align*}
\]

(8)

If \( J_{m1}^1 \) or \( J_{m2}^2 \) is not full rank, then, the joint angular velocity may be infinite. The form of Jacobian matrix is given by Appendix A. Hence, a fast damped-least-squares (DLS) nonsingular joint angular velocity trajectory planning method [22] can be improved by (8) as

\[
\begin{align*}
    \dot{\theta}^1 &= \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_i}{\sigma_i + (\lambda_i^1)} \sigma_i^1(u_i^1)^T \right)(V_c - J_0^1V_0) \\
    \dot{\theta}^2 &= \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_i}{\sigma_i + (\lambda_i^2)} \sigma_i^2(u_i^2)^T \right)(C - J_1^2\dot{\theta}^1 - H_0^2V_0),
\end{align*}
\]

(9)

with a simpler damping parameter function

\[
A_i^l = \begin{cases} 
    \lambda_m \left( 1 + \frac{|\sigma_i^l|}{\sigma_i^l} \right), & |\sigma_i^l| \leq \epsilon_l \\
    0, & |\sigma_i^l| > \epsilon_l
\end{cases}
\]

(10)

where \( \text{diag}(A_i^l) = \begin{bmatrix} A_i^l & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & A_i^l \end{bmatrix} \) in which \( A_i^l = \sum_{i=1}^{6} \frac{\sigma_i^l}{\sigma_i^l + (\lambda_i^l)} \sigma_i^l(u_i^1)^T \), \( \lambda_m \) is a damping factor, \( \epsilon_l \) is the singular threshold value.
Furthermore, in space, the floating satellite debris and micrometeorites may pose a collision risk to the robotic arm. Hence, a CDF-based trajectory planning method for robotic arm in [20] can be improved by (9) to enable the space robot to avoid the collision. (The pseudo inverse based SVD singular decomposition strategy is used here. i.e., \((J)^{-} \rightarrow (J)^{T} = (J(J)^{T})^{-1}\)

\[
\begin{align*}
\dot{\theta}^{1} &= \mu \cdot (J_{m}^{h})^{T} \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_{i}^{2}}{\sigma_{j}^{2} + (\lambda_{j}^{*})^{2}} \tilde{v}_{j}^{i} (u_{j}^{i})^{T} \right) \left( \dot{V}_{c} - J_{0} V_{0} \right) \\
&\quad + \left[ E - \mu \cdot (J_{m}^{h})^{T} (J_{m}^{h}(J_{m}^{h})^{T})^{-1} J_{m}^{h} \right] \dot{\theta}^{1}_{c} \\
\dot{\theta}^{2} &= \mu \cdot (J_{e}^{h})^{T} \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_{i}^{2}}{\sigma_{j}^{2} + (\lambda_{j}^{*})^{2}} \tilde{v}_{j}^{2} (u_{j}^{2})^{T} \right) \left( C - J_{b}^{1} \dot{\theta}^{1} - H_{0} V_{0} \right) \\
&\quad + \left[ E - \mu \cdot (J_{e}^{h})^{T} (J_{e}^{h}(J_{e}^{h})^{T})^{-1} J_{e}^{h} \right] \dot{\theta}^{2}_{c}
\end{align*}
\]

where \(\dot{\theta}^{c}_{c}\) is the overall collision-avoidance joint angular velocity of Arm-1; the weighted coefficient \(\sigma\) can be designed as:

\[
\mu = \left\{ \begin{array}{ll}
1 & , \quad L_{p} \geq \Delta \\
\frac{2}{\pi} \arctan \left( \frac{1}{L_{p} - \Delta} \right) & , \quad \text{otherwise}
\end{array} \right.
\]

in which \(L_{p}\) is the maximum norm of risk of collision.

4.2. Novel Tracking Error-Elimination Strategy with Low-Input Fixed-Time Pose-Feedback

However, these auxiliary algorithms including the fast DLS algorithm and the CDF algorithm discussed in Section 4.1 may lead to trajectory planning errors that cannot be eliminated, which even make the end-effector deviate from the original capture track. Based on the control idea, the joint angular velocity of robotic arm \(\dot{\theta}\) can be seen as the control input, then the pose error of the end-effector and base can respond by planning \(\dot{\theta}\) as the form of Theorem 1

\[
\begin{align*}
\dot{e}_{1} &= -\frac{c_{1}}{m_{1}^{*}} + \text{arctan}\left( \frac{\|e_{1}\|}{\|e_{0}\|} \right) \left( 1 + \left( \frac{1}{\|e_{1}\|^m} - \frac{1}{\|e_{0}\|^m} \right) \right) \frac{e_{1}}{\|e_{1}\|^m} \\
\dot{e}_{0} &= -\frac{c_{1}}{m_{1}^{*}} + \text{arctan}\left( \frac{\|e_{1}\|}{\|e_{0}\|} \right) \left( 1 + \left( \frac{1}{\|e_{1}\|^m} - \frac{1}{\|e_{0}\|^m} \right) \right) \frac{e_{0}}{\|e_{0}\|^m}
\end{align*}
\]

where \(e_{10}\) and \(e_{00}\) are the initial value of \(e_{1}\) and \(e_{0}\), respectively.

Then, by substituting (6) and (13) into (11), a novel fixed-time error-elimination trajectory with low-input can be planned as the following:

\[
\begin{align*}
\dot{\theta}^{1} &= \mu \cdot (J_{m}^{h})^{T} \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_{i}^{2}}{\sigma_{j}^{2} + (\lambda_{j}^{*})^{2}} \tilde{v}_{j}^{i} (u_{j}^{i})^{T} \right) \left( J_{e}^{h-1} \left( J_{ed} V_{ed} - \varphi(e_{1}; T_{c}, m) \right) - J_{0} V_{0} \right) \\
&\quad + \left[ E - \mu \cdot (J_{m}^{h})^{T} (J_{m}^{h}(J_{m}^{h})^{T})^{-1} J_{m}^{h} \right] \dot{\theta}^{1}_{c} \\
\dot{\theta}^{2} &= \mu \cdot (J_{e}^{h})^{T} \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{\sigma_{i}^{2}}{\sigma_{j}^{2} + (\lambda_{j}^{*})^{2}} \tilde{v}_{j}^{2} (u_{j}^{2})^{T} \right) \left( J_{b}^{1} \dot{\theta}^{1} - \varphi(e_{0}; T_{c}, m) J_{b}^{1-1} H_{0} - C \right) \\
&\quad + \left[ E - \mu \cdot (J_{e}^{h})^{T} (J_{e}^{h}(J_{e}^{h})^{T})^{-1} J_{e}^{h} \right] \dot{\theta}^{2}_{c}
\end{align*}
\]

where \(\varphi(x; T_{c}, m) = -\frac{c_{1}}{m_{1}^{*}} + \text{arctan}\left( \frac{\|x_{0}\|}{\|x\|} \right) \left( 1 + \left( \frac{1}{\|x_{0}\|^m} - \frac{1}{\|x\|^m} \right) \right) \frac{x}{\|x\|^m}\) is a simplified form of Theorem 1.

According to the Section 4.1 and (13), it is clear that the error caused by singularity and obstacle avoidance strategy can be eliminated to zero within \(T_{c}\) theoretically. Meanwhile, the proof of Theorem 1 also shows that the responding form given by (13) has the characteristic of reducing the system input.
5. Optimal Collision-Avoidance Trajectory Planning Based on dsRNA Splicing Evolutionary Algorithm

5.1. Fixed-Time Parameter Optimization of dsRNA Splicing Evolutionary Algorithm

In recent years, many researchers have paid attention to biological evolutionary algorithms because of their conformity to the laws of nature and physics [1,3,4,11,19]. Parameter optimization has always been an important direction of its application, but the existing evolutionary algorithms often find it difficult to get the global optimal value, which is unfavorable to its practical application. In our opinion, the parameter optimization of trajectory planning for robot arm can be solved in two aspects: (1) the evolutionary algorithm, (2) the fitness objective function.

By observing the evolution of dsRNA viruses, an evolutionary algorithm simulating dsRNA replication variation based on gene splicing strategy is designed to obtain semi-globally optimal parameter $m$ of fixed-time stability system. The steps of the dsRNA splicing evolutionary algorithm are as follows:

(a) $N$ initial $(-)$RNA groups are established, and the single-stranded RNA (ssRNA) includes genetic information.

(b) According to genetic central dogma, $+$RNA is synthesized using $(-)$RNA as a template, then, initial dsRNA virus groups are synthesized. Here, we assume that the fitness function is expressed by the traits of $+$RNA and $(-)$RNA, respectively. The parameter $m$ make up the gene fragment, and then $k$ parameters make up the effective genetic fragment of the $(-)$RNA. Notably, due to the high variability of the virus, the synthesis process of $+$RNA may produce errors and the mutation probability is set to $P_m$.

(c) Complementary $(-)$RNA and $+$RNA are taken as a group, and the optimal fragment is observed by fitness function. When fitness function is effective, the special part effective genetic fragment of $(-)$RNA is removed and the rest are connected by ligase. Note that this removed fragment needs to be determined according to the coding rules of optimal parameters, so that the spliced effective sequence of $(-)$RNA reflects the expression character of the optimal fragment. This process imitates the technology of RNA splicing, the probability of success is $P_s$, the $(-)$RNA that failed to splice is assumed to be alive with an unknown gene sequence. Again, there are mutations involved in $(-)$RNA synthesis process if the fitness function is invalid.

(d) Repeating steps (c) $\rightarrow$ (b) $M$ times to evolve the optimal ssRNA of the current generation, and then we find out the optimal parameter set among the ssRNA in that generation. Furthermore, the virus is assumed to die after one generation of reproduction, with a 100 percent chance of surviving each generation.

(e) The individual fitness function is used to find the optimal fragment of the optimal ssRNA among the end generation.

For aspect (1), the above-mentioned optimization algorithm based on dsRNA virus gene splicing evolution strategy can search for the complementary regions of parameter $m$, so its optimization range is semi-global. Meanwhile, the high variation and adaptability of the virus also provide the natural law basis for the proposed evolution algorithm.

For aspect (2), the traditional optimization of the system using evolutionary algorithms alone is limited, so an essential improvement of the objection function is considered. Firstly, according to Theorem 1, an objection function can be designed without considering pose error of end-effector and base as the following:

$$B_1 = w_1 \min_{i=1}^{k} \max_{t=t_f}^{t=0} (\dot{x}_i) + w_2 \min_{i=1}^{k} \text{sum}(sat_1(\dot{x}_i)),$$

where $w_{1,2}$ is the weight parameter and $sat(\dot{x}_i)$ is with (16)
\[
\text{sat}(\dot{x}_i) = \begin{cases} 
0, & |\dot{x}_i| > \chi_1 \\
n, & |\dot{x}_i| \leq \chi_1
\end{cases},
\]

in which \(\chi_1\) is a parameter related the chattering of input \(\dot{x}_i\).

According to the above-mentioned objection function \(B_1\) and dsRNA splicing evolutionary algorithm, the optimal parameter \(m\) can be obtained.

**Remark 2.** The success probability of RNA splicing is bigger than the natural probability [23], the mutation probability of RNA virus is less than natural probability [24]. Parameter coding rules are assumed to be non-one-to-one mapping, and the same parameter value can correspond to multiple RNA base coding sequences, so that the splicing process can directionally change parameter values, which is more realistic than the actual gene splicing technology. Hence, the proposed encoding change process is simplified to the direct substitution of parameter groups, and the more natural coding strategies will be studied in the future.

**Remark 3.** The semi-global optimization declared in this subsection means that the parameters to be sought must be the local optimal solution obtained in the first \(\frac{1}{2}\) and the last \(\frac{1}{2}\) of a compact set. The above-mentioned step c) forces the optimal parameter searching process to be extended to the left and right half of the defined domain, which also conforms to the natural evolutionary law of dsRNA virus to a certain extent. Mathematically, the probability of finding the global optimal solution by this semi-global local optimal solution search method is higher than that by the existing methods which directly find the global optimal solution. The reason is that: firstly, the probability of the solution falling into local optimum is assumed to be \(P\) in the method of directly finding global optimum in the whole defined domain. Then, the whole domain is equally divided into two parts, and the optimal solution searching process in the left and right domains is called events A and B. Meanwhile, the probability of falling into local optimality of the search for the propose semi-global optimal strategy is \(P_{AB}\). Since events A and B can be regarded as the relatively independent events (whether the left half of the optimal can be found does not affect whether the right half of the optimal can be found), their probabilities are \(P_A = \frac{1}{2}P\). Meanwhile, the reduced defined domain leads to \(P_A = P_B \leq P\) approximatively. Therefore, the probability of the direct global optimal solution method is \(1 - P\), and the probability of the semi-global strategy in this paper is \(1 - P_{AB} = 1 - P_A P_B\). In the end, it is clear that \(1 - P < 1 - P - AB\), thus, the proposed method can obtain the local optimal solution which is closer to the global optimal than the comparison strategy.

### 5.2. Smooth Fixed-Time Trajectory Planning Base on Optimal Fixed-Time Stability System

There are few existing obstacle-avoidance trajectory planning strategies based on evolutionary algorithms which make the pose error converge to micron-level neighborhood of origin. Meanwhile, the existing pose-feedback trajectory planning methods for a space robot may cause large joint angular velocity trajectory. Hence, a novel smooth obstacle-avoidance trajectory planning strategy is proposed to obtain both fixed-time convergence of errors and lower joint angular velocities.

\[
\dot{\theta}^1 = \mu \cdot (J^1_m)^T \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{e_i^1}{\sigma_i^1 + (\lambda_i^1)^2} \right) \left( J_e^{-1}(J_{ed}V_{ed} - \varphi(\epsilon_1; T_c, m) - J_0 V_0) \right) 
+ \left[ E - \mu (J^1_m)^T (J^1_m)^{-1} J^1_m \right] \dot{\theta}^1,
\]

\[
\dot{\theta}^2 = \mu \cdot (J^2_m)^T \cdot \text{diag} \left( \sum_{i=1}^{6} \frac{e_i^2}{\sigma_i^2 + (\lambda_i^2)^2} \right) \left( J_e^{-1}(J_{ed}V_{ed} - \varphi(\epsilon_2; T_c, m) J_0^{-1} H_0 - C) \right) 
+ \left[ E - \mu (J^2_m)^T (J^2_m)^{-1} J^2_m \right] \dot{\theta}^2.
\]
where the parameter \( m \) and \( \delta \) in (12) are optimized by the dsRNA evolutionary algorithm with the following objection function \( B_2 \)

\[
B_2 = w_3 \min_{i=1}^{k} \text{sum}(\text{sat}_2(\dot{\theta}_i^1)) + w_4 \min_{i=1}^{k} \text{sum}(\text{sat}_3(\dot{\theta}_i^2)) + \text{sat}_4(\max(\dot{\theta})) + \text{sat}_5(d_c),
\]

(18)

in which,

\[
\text{sat}_2(\dot{\theta}_i^1) = \begin{cases} \dot{\theta}_i^1, & |\dot{\theta}_i^1| > 20^\circ \\ 0, & |\dot{\theta}_i^1| \leq 20^\circ \end{cases}, \quad \text{sat}_2(\dot{\theta}_i^2) = \begin{cases} \dot{\theta}_i^2, & |\dot{\theta}_i^2| > 100^\circ \\ 0, & |\dot{\theta}_i^2| \leq 100^\circ \end{cases},
\]

\[
\text{sat}_4(\max(\dot{\theta}_i^j)) = \begin{cases} \infty, & |\max(\dot{\theta}_i^j)| > 180^\circ \\ 0, & |\max(\dot{\theta}_i^j)| \leq 180^\circ \end{cases}, \quad \text{sat}_5(d_c) = \begin{cases} \infty, & d_c > 0.1(m) \\ 0, & d_c \leq 0.1(m) \end{cases}.
\]

(19)

where \( d_c \) is the minimum collision distance.

According to Theorem 1 and optimal trajectory given by (17), a smooth joint angular velocity trajectory is planned to accurately track the target within a bounded time. Different from the traditional method, this strategy does not need to include the tracking error into the fitness function, and only needs to find the best parameters to obtain the optimal trajectory, which greatly saves the calculation of the computer.

6. Experiment and Simulation

6.1. Experiment of dsRNA Splicing Evolutionary Algorithm

This section expresses the computer experiment of the evolutionary algorithm for the fixed-time stable system given by Theorem 1. The parameters are shown in Table 1. The test platform is Dell Precision Workstation 7920 Tower, and the test software is MATLAB2016b.

Table 1. The parameters of dsRNA Splicing Evolutionary Algorithm.

| Parameter | Notation | Value |
|-----------|----------|-------|
| M         | Evolution generations | 100   |
| N         | Quantity of (-)RNA | 10    |
| k         | The number of gene segments with genetic information | 5     |
| \( P_m \) | Mutation probability of RNA | 0.001 |
| \( P_s \) | Splicing success rate | 0.9   |
| \( w_1 \) | The weight of maximum input | 0.6   |
| \( w_2 \) | The weight of input smoothness | 0.4   |
| \( \chi_1 \) | The parameter of (16) | 1     |
| \( T_c \) | The time parameter of (2) | 5     |

As shown in Figure 2, the parameter fitness optimization curve of dsRNA splicing evolutionary algorithm converges to the stable value (0.7954) around the 21th generation, hence, the optimization strategy can find the parameter \( m = 0.4986 \) of system (2) close to the global optimal. According to Figure 3, it is clear that the system state \( x \) can converge to 0 in 1.68 s under the system input \( \dot{x} \), and the system input curve is smooth.
Figure 2. The fitness curve of dsRNA splicing evolutionary algorithm.

Figure 3. The system state and input curve of (2).

6.2. Trajectory Planning Simulation for a Space Robot

Since the particularity of the space robot, both simulation and ground experiment are the important research methods. The proposed trajectory planning strategy of a dual-arm free-floating space robot under microgravity uses a common simulation platform based on MATLAB2016b to carry out numerical simulation tests, because it is difficult for the underwater equipment to simulate the perturbation of gravity parameters. It is worth noting that, by referring to the aviation development history of various countries and actual space experiment experiences, the simulation results will be closer to the actual experiment and more able to guide the actual experiment if the actual space environment is simulated more perfect. Hence, gravity gradient perturbation will be considered in this simulation, and it will be preliminarily simulated in the form of parametric perturbation $(1 \pm 20\%sin(t))$. Two current methods and an unoptimized method in (14) are selected as comparison to illustrate the advantages of the proposed trajectory planning method for the dual-arm free-floating space robot, and the constant parameters are all set the same. Line a is the proposed method, line b is the predefined-time trajectory planning method.
for space robot [22], line c is the IGA-based trajectory planning method for space robot without pose-feedback [19], line d is the method given by Section 4 and method d appears as a foil method. The initial parameter of trajectory planning for a space robot is given by Table 2. The parameters of the proposed dsRNA splicing evolutionary algorithm are shown in Table 3. The structure parameters of the space robot are given by the previous study [16]. The fitness curve of the proposed trajectory planning method based on dsRNA splicing evolutionary algorithm is given in Figure 4, the optimal parameters \( m = 0.1361 \) and \( \Delta = 17.1750 \).

| Initial Condition | Notation | Value |
|-------------------|----------|-------|
| \( p_{b0} \)      | (the initial position of base) | \([-0.2832, 0.3107, 0.3248]\) T (m) |
| \( \sigma_{b0} \)  | the initial attitude of base   | \([1, 0, 0, 0]\) T |
| \( p_{e0} \)      | the initial position of end-effector | \([-0.2832, 0.3107, 0.3248]\) T (m) |
| \( \sigma_{e0} \)  | the initial attitude of end-effector | \([0, 0.8191, 0, 0.5736]\) T |
| \( \theta_{10} \)  | the initial joint angle of Arm-1 | \([0, 47.72, -93.91, 0, -23.82, 0]\) T (°) |
| \( \theta_{20} \)  | the initial joint angle of Arm-2 | \([0, -47.72, 176.09, 0, -23.82, 0]\) T (°) |
| \( p_t \)         | the position of the target      | \([0.7147, 0.4150, -0.1758]\) T (m) |
| \( \sigma_t \)     | the position and attitude of the target | \([0.0215, 0.9027, 0.1184, 0.4132]\) T |
| \( p_o \)         | the position of the obstacle point | \([-0.0691, 0.6037, 0.4742]\) T (m) |
| \( m \)           | the initial fixed-time TPF parameter | 0.1 |
| \( T_c \)         | 5                                |       |
| \( \Delta \)       | the initial CDF parameter [19]   | 16.85 |
| \( t_f \)         | (working time)                   | 25 s  |

Table 2. The initial condition of the trajectory planning.

| Parameter | Notation | Value |
|-----------|----------|-------|
| M         | Evolution generations | 100   |
| N         | Quantity of (-)RNA     | 10    |
| k         | The number of gene segments with genetic information | 5     |
| \( P_m \) | Mutation probability of RNA | 0.001 |
| \( P_s \) | Splicing success rate   | 0.9   |
| \( w_3 \) | The weight of maximum input | 0.6   |
| \( w_4 \) | The weight of input smoothness | 0.4   |
| \( T_c \) | The time parameter of (2) | 5     |
| \( \infty \) | The set value of \( \infty \) | 10,000|

Table 3. The parameters of dsRNA Splicing Evolutionary Algorithm.

As shown in Figure 5, the space robot system successfully completed the obstacle avoidance task in 16 s. The danger distance is set at 0.15 (m) and the collision distance is 0.1 (m). According to the first curves figure of Figure 6, it is clear that the methods a, b can make the position errors of end-effector converge to nearly zero within bounded time, but the method c cannot eliminate the pose errors. Meanwhile, as shown in the second curves figure of Figure 6, the methods a, b can also make the attitude errors of end-effector converge to nearly zero within bounded time, but the method c can also not. Furthermore, According to Figure 7, the methods a, b can even make the pose error caused by dynamic coupling converge to nearly zero within fixed-time, but method c can also not. The essential reason for the large error of method c is that the optimal strategy can only find out the better parameter with the smaller error and smoother motion trajectory. On the other hand, the motion error cannot be eliminated by the planning algorithm without pose feedback. The related convergence performance data of system is recorded in Tables 4 and 5, which refers to the subfigures (a) and (b) in Figures 6 and 7. Compared with method b and
c, the stability accuracy of the proposed method a is improved by 22.30% and 99.99% on average, respectively. Furthermore, the error convergence time performance of the proposed method a is improved by 29.36% and 52.88% on average compared with method b and c, respectively.

![Fitness curve of dsRNA splicing evolutionary algorithm](image1)

**Figure 4.** The fitness curve of dsRNA splicing evolutionary algorithm.

![Minimum disturbance between arm and collision point](image2)

**Figure 5.** The minimum disturbance between arm and collision point.

**Table 4.** The precision table of three comparing methods.

|                                   | Method a         | Method b         | Method c         |
|-----------------------------------|------------------|------------------|------------------|
| The position error of end-effector (m) | $1.15 \times 10^{-5}$ | $3.22 \times 10^{-8}$ | $6.96 \times 10^{-1}$ |
| The attitude error of end-effector | $9.38 \times 10^{-4}$ | $3.69 \times 10^{-6}$ | $49.05$          |
| The position error of base (m)     | $2.20 \times 10^{-13}$ | $8.64 \times 10^{-13}$ | $1.59 \times 10^{-5}$ |
| The attitude error of base         | $3.77 \times 10^{-11}$ | $2.46 \times 10^{-10}$ | $3.34 \times 10^{-2}$ |
Table 5. The pose error converge time of three comparing methods.

| Method         | Method a | Method b | Method c |
|----------------|----------|----------|----------|
| The converge time of end-effector position error (s) | 2.26     | 2.79     | 2.67     |
| The converge time of end-effector attitude error (s) | 2.35     | 2.79     | 2.26     |
| The converge time of base position error (s)         | 1.06     | 1.13     | ∞        |
| The converge time of base attitude error (s)          | 1.03     | 1.30     | ∞        |

Figure 6. The pose errors of end-effector in four methods (three axis synthesis).

Figure 7. The pose errors of base in four methods (three axis synthesis).

Although the trajectory planning strategy based on pose feedback can improve by 99.99% compared with no-pose-feedback based optimal method c, it is undeniably difficult to solve the large trajectory input problem, which is shown in curve b and d given by Figures 8 and 9. Fortunately, as shown in Figures 8 and 9, the proposed method can optimize the joint motion trajectory of the manipulator, while ensuring the accuracy. In Figure 9, the joint angular velocities $\theta^2_6$ of methods b and d are more than 180°, which
is prone to cause the overload of the mechanical arm. Compared with methods b and d, the joint angular velocities of the proposed method rarely goes over 100° and never over 180°, so the dsRNA splicing evolutionary algorithm-based optimization strategy is effective. The related joint motion performance data of the robotic system is recorded in Tables 6 and 7. Because the motion performance of the manipulator joint emphasized in this paper mainly refers to the situation of more than 100°, the large joint angular velocity motion performance of the proposed method a is improved by 15.61% and −61.67% on average compared with method b and c, respectively. Furthermore, according to Figures 8 and 9, even though the method c can plan a smoother trajectories than other methods, the accuracy and fast convergence of the proposed method cannot be achieved by method c by considering Figures 6 and 7. Consequently, compared with method b and c, the comprehensive performance of the proposed method a is improved by 7.56% and 30.40% on average, respectively.

Figure 8. The joint angular velocity of mission arm in four methods.

Figure 9. The joint angular velocity of balance arm in four methods.
Table 6. The maximum joint angular velocity components of Arm-1 in three comparing methods.

| Method | θ₁₁ (°) | θ₁₂ (°) | θ₁₃ (°) | θ₁₄ (°) | θ₁₅ (°) | θ₁₆ (°) |
|--------|---------|---------|---------|---------|---------|---------|
| a      | 72.60   | 24.29   | −29.32  | −36.22  | −24.57  | 48.39   |
| b      | 52.08   | 24.29   | −29.32  | −31.32  | −13.87  | 40.46   |
| c      | −11.88  | 24.31   | −29.35  | 1.49    | 7.35    | −1.06   |

Table 7. The maximum joint angular velocity components of Arm-2 in three comparing methods.

| Method | θ₂₁ (°) | θ₂₂ (°) | θ₂₃ (°) | θ₂₄ (°) | θ₂₅ (°) | θ₂₆ (°) |
|--------|---------|---------|---------|---------|---------|---------|
| a      | 49.12   | −32.39  | 37.97   | 114.25  | −113.45 | 161.34  |
| b      | 39.42   | −32.45  | 30.64   | 161.15  | −99.35  | 231.11  |
| c      | −6.042  | −30.08  | −30.08  | 30.8    | 70.82   | −41.28  |

7. Conclusions

This paper presents a novel dsRNA splicing evolutionary algorithm and a novel smooth, fixed-time and high-precision obstacle-avoidance trajectory planning method for a dual-arm free-floating space robot, and the proposed novel evolutionary algorithm achieved 7.56–30.40% performance improvement over benchmark methods. According to the idea of pose feedback trajectory planning based on the low-input fixed-time stability system, the planned joint angular velocity trajectory can make the pose errors of manipulator and base converge to nearly zero within fixed-time \( T_c \). The novel evolutionary algorithm can imitate dsRNA virus gene splicing evolution to optimize the parameter of the fixed-time obstacle-avoidance trajectory planning algorithm to make the planned joint angular velocity trajectory both smoother and more accurate than the existing methods. Compared with other evolutionary algorithms, this study mainly realizes the optimization of a semi-global search strategy described by Remark 3, which is more likely to find a solution that is close to the global optimal than the optimal strategy searching directly in the full domain. In addition, the essence of the proposed algorithm to achieve error-free trajectory planning is the addition of fast pose feedback strategy. Compared with the existing optimal trajectory planning strategy without feedback, this method can eliminate the error condition, thus essentially reducing the amount of calculation and improving the accuracy. In the future, we will apply the dsRNA splicing evolutionary algorithm-based trajectory planning strategy to plant robotics, and the encoding method of this novel evolutionary algorithm will be improved so that it can be used for a biological information detection, which is valuable.
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- DLS: Damped-Least-Squares
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Appendix A
The deducing process of general kinematics Jacobian matrix $J_m$ given by (11), (14) and (17) are shown as the following, which refers to Figure 1:

The centroid position vector of the link $i$ in Arm-$j$ is

$$r^j_i = r_0 + b^j_0 + \sum_{k=1}^{i-1} (a^j_k + b^j_k) + a^j_i$$  \hspace{1cm} (A1)

The centroid position vector of the end-effector of Arm-$j$ is

$$r^j_e = r_0 + b^j_0 + \sum_{k=1}^{i-1} (a^j_k + b^j_k)$$  \hspace{1cm} (A2)

The mass center angular velocity of link 1 in Arm-$j$ is

$$\omega^j_1 = \omega_0 + \kappa^j_1 \dot{\theta}^j_1$$  \hspace{1cm} (A3)

where $\kappa^j_1 = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$ is the rotation axis represented in a fixed coordinate system.

The mass center line velocity of link 1 in Arm-$j$ is

$$v^j_i = v_0 + \omega^j_0 \times (r^j_i - r_0) + \sum_{k=1}^{i-1} \kappa^j_k \times (r^j_k - p^j_k) \dot{\theta}^j_k$$  \hspace{1cm} (A4)

According to (A3), the mass center angular velocity of the link $i$ in Arm-$j$ is

$$\omega^j_i = \omega_0 + \sum_{k=1}^{i} \kappa^j_k \dot{\theta}^j_k$$  \hspace{1cm} (A5)

According to (A4), the mass center line velocity of the link $i$ in Arm-$j$ is

$$v^j_i = v_0 + \omega^j_0 \times (r^j_i - r_0) + \sum_{k=1}^{i} \kappa^j_k \times (r^j_k - p^j_k) \dot{\theta}^j_k$$  \hspace{1cm} (A6)

According to (A5), the angular velocity of the end-effector in Arm-$j$ is

$$\omega^j_e = \omega_0 + \sum_{k=1}^{6} \kappa^j_k \dot{\theta}^j_k$$  \hspace{1cm} (A7)
According to (A6), the line velocity of the end-effector in Arm-\( j \) is
\[
v_e^j = v_0 + \omega_0^j \times (r_e^j - r_0) + \sum_{k=1}^{6} \left[ k_k^j \times (r_e^j - p_k^j) \right] \dot{\theta}_k^j,
\]
(A8)

From the above-mentioned (A7) and (A8), the general kinematics formula of the end-effector in Arm-\( j \) based on Jacobian matrix can be deduced
\[
V^j_e = J^j_b V_0 + J^j_m \dot{\theta}^j,
\]
(A9)
where the matrixes are given by (A10)–(A12)
\[
J^j_b = \begin{bmatrix}
E_3 & -p_{0e}^j \\
0 & E_3
\end{bmatrix} = \begin{bmatrix}
J^j_{\theta} \\
J^j_{\omega}
\end{bmatrix},
\]
(A10)
\[
J^j_m = \begin{bmatrix}
k_1^j \times (r_e^j - p_1^j) & \cdots & k_6^j \times (r_e^j - p_6^j)
\end{bmatrix} = \begin{bmatrix}
J^j_{\theta} \\
J^j_{\omega}
\end{bmatrix},
\]
(A11)
\[
V = \begin{bmatrix}
v \\
\omega
\end{bmatrix},
\]
(A12)
in which \( \hat{p}_{0e} \) is the antisymmetric matrix of the vector \( \mathbf{r} = [x, y, z]^T \).
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