Connecting minimal chimeras and fully asymmetric chaotic attractors through equivariant pitchfork bifurcations
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Highly symmetric networks can exhibit partly symmetry-broken states, including clusters and chimera states, i.e., states of coexisting synchronized and unsynchronized elements. We address the $S_N$ permutation symmetry of four globally coupled Stuart-Landau oscillators and uncover an interconnected web of differently symmetric solutions. Among these are chaotic $2−1−1−1$ minimal chimeras that arise from $2−1−1−1$ periodic solutions in a period-doubling cascade, as well as fully asymmetric chaotic states arising similarly from periodic $1−1−1−1$ solutions. A backbone of equivariant pitchfork bifurcations mediate between the two cascades, culminating in equivariant pitchforks of chaotic attractors.

Symmetrically coupled identical units do not always behave identically. Instead, they may conglomerate into several distinct internally synchronized clusters [1–4]. Or only some of them may synchronize, while the others remain unclustered [1, 5, 6], forming a so-called chimera state [7]. The latter phenomenon in particular has garnered a lot of attention over the last two decades and has been identified in a wide range of theoretical models and experimental setups [8–10].

A relatively recent question related to chimera states is that of small or minimal chimeras, identified in ensembles of only a few [11], usually four [12–16], sometimes three [17, 18] oscillators. Some of these, like some of the macroscopic chimeras previously identified [1, 5, 19–21], even occur in the case of global coupling, that is, when all the oscillators are coupled equally to each other [15, 16]. The corresponding models have in common that they do not consist of pure phase oscillators, but of oscillators with several components.

In this Letter, we use a model of four globally coupled complex-valued oscillators to demonstrate how chaotic minimal chimera states arise as a consequence of the stepwise breaking of the symmetry of the underlying equations. Our analysis uncovers a network of interconnected bifurcation curves, wherein the chimeras are embedded together with other partially synchronized states. The backbone of this network is a sequence of equivariant pitchfork bifurcations [22], on the one side of which two of the oscillators are clustered, while on the other, none of them are. Along this equivariant pitchfork sequence, several other bifurcations affect the symmetries and the periodicities of the stable solutions on either side, culminating in two interconnected period-doubling cascades to chaos. In the chaotic regime of this cascade, equivariant pitchforks of chaotic attractors govern the transition between chimeras and asymmetric chaos, allowing for full-circle transitions via one route from regular motion to chaos and back again via a different route.

Our model is an ensemble of $N$ Stuart-Landau oscillators $W_k \in \mathbb{C}, k = 1, \ldots, N$, with nonlinear global coupling [19]:

$$\frac{dW_k}{dt} = W_k - (1 + ic_2)|W_k|^2W_k - (1 + iv)(\langle W \rangle + (1 + ic_2)|\langle W \rangle|^2W) , \quad (1)$$

where $\langle \ldots \rangle = 1/N \sum_{k=1}^{N}$ denotes ensemble averages while $c_2$ and $v$ are real parameters. The Stuart-Landau oscillator itself is a generic model for a system close to a Hopf bifurcation, that is, to the onset of self-sustained oscillations [23]. Because the oscillators are identical and only affect each other through the mean quantities $\langle W \rangle$ and $\langle |W|^2W \rangle$, Eq. (1) is $S_N$-equivariant: If $W(t) \in \mathbb{C}^N$ is a solution, then so is $\gamma W(t) \forall \gamma \in S_N$, where $S_N$, denoted the symmetric group, is the group of all permutations of the $N$ oscillators [22]. When taking the ensemble average of the equations (1), we further find that

$$\langle \frac{dW_k}{dt} \rangle = \frac{d}{dt} \langle W \rangle = -iv\langle W \rangle \Rightarrow \langle W \rangle = \eta e^{-ivt} , \quad (2)$$

which implies that $\langle W \rangle$ is confined to simple harmonic motion with frequency $v$. Its amplitude $\eta \in \mathbb{R}$ is implicitly set by choosing the initial condition and thus constitutes an additional parameter. Eq. (2) also implies that there always exists a fully synchronized periodic solution $W_k = \langle W \rangle = \eta e^{-ivt} \forall k$. For $N = 1$, this is clearly the only solution possible, while for $N > 2$, it has been shown to lose stability and give rise to different two-cluster solutions [24]: This happens either in an equivariant pitchfork bifurcation, producing separate clusters that continue to circle the origin with frequency $v$ at different fixed amplitudes, or in an equivariant secondary Hopf bifurcation, producing separate modulated-amplitude clusters that henceforth oscillate with two superposed frequencies $v$ and $\omega_H$. For large $N$, each of these cluster states has previously been deduced to somehow produce its own kind of chimera states, labeled type-I and type-II chimeras, respectively [25]. Most recently, the concrete path from modulated-amplitude two-cluster states to macroscopic type-II chimeras was uncovered [26].
FIG. 1. Complex-plane trajectories of different $N = 4$ solutions. Each color corresponds to an oscillator, lines to trajectories and filled circles to current positions. Labels in the upper right denote interchange symmetries of the oscillators. All solutions are viewed in the co-rotating frame of the ensemble average $\langle W \rangle$. 
(a) $2-2$ period-1 solution for $c_2 = -0.78$ and $\eta = 0.62$. 
(b) $2-1-1$ period-2 solution emerging from (a). $c_2 = -0.7$ and $\eta = 0.62$. 
(c) Less symmetric $2-1-1$ period-2 solution emerging from (b). $c_2 = -0.64$ and $\eta = 0.615$. 
(d) Chaotic $2-1-1$ solution for $c_2 = -0.626$ and $\eta = 0.6185$. 
(e) $1-1-1-1$ rotating-wave period-2 solution emerging from (a). $c_2 = -0.7$ and $\eta = 0.6$. 
(f) Less symmetric $1-1-1-1$ period-2 solution mediating between (b) and (e). $c_2 = -0.7$ and $\eta = 0.61$. 
(g) Fully asymmetric period-2 solution mediating between (c) and (f). $c_2 = -0.63$ and $\eta = 0.615$. 
(h) Fully asymmetric chaotic solution for $c_2 = -0.626$ and $\eta = 0.618$. $\nu = 0.1$ throughout.

Here, we restrict ourselves to the case $N = 4$, and again focus on modulated-amplitude dynamics with two component oscillations. We also keep $\nu = 0.1$ fixed. Because the ensemble average $\langle W \rangle = \eta e^{-i\nu t}$ is independent of the individual oscillator dynamics, it describes an always accessible rotating frame of reference, wherein the value of each oscillator is always given by the following relation:

$$W_k = \eta e^{-i\nu t} (1 + w_k) \Rightarrow w_k = W_k \eta^{-1} e^{i\nu t} - 1,$$

where $w_k$ is the value of the oscillator $W_k$ in the co-rotating frame and $\sum_k w_k = 0$. Viewing the dynamics in the frame of $\langle W \rangle$ means that two-frequency quasiperiodic motion becomes a simple limit cycle. A $2-2$ originally modulated-amplitude solution with two oscillators in each of two clusters thus looks as in Fig. 1a. The cross denotes the position of the ensemble average, which in the co-rotating frame is always at the origin. Because the two clusters of the $2-2$ solution are of equal size, their respective displacement from the origin is always equal and opposite. Furthermore, they follow the same trajectory with a mutual phase shift of half their common period.

The symmetry (or isotropy subgroup [27]) of the $2-2$ solution in the rotating frame is $S_2 \times S_2 \times \mathbb{Z}_2$, where $S_2$ denotes the permutations of the oscillators within either cluster, operations that do not change the current solution. If we interchange the clusters themselves, this does change the instantaneous positions of the individual oscillators. Yet, it projects each oscillator exactly onto the the point where it would normally be half a period later. Combining this permutation with a time shift of half a period thus also leaves the system state unchanged. We denote this kind of spatiotemporal component symmetry by $\mathbb{Z}_2$, the symmetry $\mathbb{Z}_n$ of a cyclic group of $n = 2$ elements.

The permutation symmetries $S_2$ combine by means of a direct product $\times$ because their operations commute. In contrast, interchanging the oscillators of the first cluster and then interchanging the clusters is not the same operation as first interchanging the clusters and then interchanging the oscillators of the first cluster. (Of course, the two-cluster solution in Fig. 1a remains the same in either case, but the mapping from old to new oscillator indices does not.) Therefore, $S_2 \times S_2$ and $\mathbb{Z}_2$ combine with a so-called semidirect product $\rtimes$ [22].

In total, the $2-2$ solution in Fig. 1a is invariant under

$$|S_2| \cdot |S_2| \cdot |\mathbb{Z}_2| = 2 \cdot 2 \cdot 2 = 8$$

different symmetry operations (including the identity), where $|\Gamma|$ denotes the number of elements in the group $\Gamma$. The fully synchronized solution $w_k = 0 \ \forall k$ is invariant under a total of $|S_4| = 4! = 24$ permutations. Those permutations in $S_4$ that are not contained in $S_2 \times S_2 \times \mathbb{Z}_2$ transform the current $2-2$ solution into one out of two
distinct, but equivalent solution variants, whose overall dynamics are the same as those in Fig. 1, but wherein not the yellow, but either the blue or the green oscillator are clustered with the red one. All equivalent solution variants together form the so-called group orbit [27]. As the equations themselves are $S_4$-equivariant, the size of any solution’s isotropy subgroup multiplied by the size of its group orbit is always $|S_4| = 24$.

If $c_2$ is sufficiently increased for suitable values of $\eta$, the $2 - 2$ solution loses stability in an equivariant period-doubling bifurcation. For $\eta \in [0.62, 0.7]$, this produces a stable $2 - 1 - 1$ solution like the one in Fig. 1b. Thereby, either of the clusters of two is split, and the resultant single oscillators henceforth undergo the same kind of period-2 motion, with double the period of the remaining intact cluster. The mutual phase shift of the single oscillators is exactly half their common period, ensuring the overall symmetry $S_2 \times Z_2$. As either of the two clusters can be the one to split up, two $S_2 \times Z_2$ variants emerge from each variant of the $2 - 2$ solution.

For appropriate values of $\eta$, additionally increasing $c_2$ breaks the $Z_2$ symmetry by differentiating the trajectories of the single oscillators. Because of the constraint $\sum_k w_k = 0$, this also means that the trajectory of the intact cluster becomes period-2, as shown in Fig. 1c, but the overall periodicity of the ensemble remains the same. As either of the single oscillators can be the one to start traveling along the largest loop in the complex plane, this change is an equivariant pitchfork bifurcation, with $|S_2 \times Z_2|/|S_2| = 2$ equivalent $S_2$ variants emerging from each $S_2 \times Z_2$ variant.

Notably, the $2 - 1 - 1$ solution in Fig. 1b is not the only outcome of the equivariant period-doubling of the $2 - 2$ solution. Below $\eta = 0.62$, increasing $c_2$ instead causes the break-up of both clusters, and a stable $1 - 1 - 1 - 1$ solution is produced. Here, the four single oscillators all proceed along the same trajectory, with consecutive phase shifts of a quarter period, as shown in Fig. 1c. The symmetry is thus a cyclic $Z_4$ symmetry.

Comparing the $S_2 \times Z_2$ and the $Z_4$ solution, we realize that the former might be turned into the latter if its remaining cluster were to split and the resultant single oscillators to become period-2. If $\eta$ is decreased from the region where the $S_2 \times Z_2$ solution is stable, such a split does indeed occur, and the solution in Fig. 1f is produced. It symmetry is $Z_2$ because only the operation of exchanging both the blue and the green, and the red and the yellow oscillator, respectively, followed by a time shift of half a period, leaves the current solution unchanged. As $\eta$ is further decreased, the less pronouncedly period-2 trajectory of the blue and the green oscillator becomes ever more similar to that of the red and the yellow oscillator, until we reach the $Z_4$ solution. Supplementary Fig. 1 details which $Z_2$ variants mediate between the two $S_2 \times Z_2$ and two $Z_4$ variants emerging from the same $2 - 2$ variant.

Similarly, the $S_2$ solution in Fig. 1c may also lose its remaining symmetry in an equivariant pitchfork affecting the remaining cluster. This results in the fully asymmetric solution in Fig. 1g. From here on, the loops of the blue and the green, and the red and the yellow oscillator, respectively, may also become more similar again, and for suitable values of $c_2$ and $\eta$, the fully asymmetric solution becomes a $Z_2$ solution like that in Fig. 1f. How different fully asymmetric variants mediate between the different $S_2$ and $Z_2$ variants is shown in Supplementary Fig. 2.

In parameter space, the stable regions of these solutions are connected as shown in Fig. 2a, where the equivariant period-doubling of the $2 - 2$ solution is denoted by the leftmost blue line and the equivariant pitchfork bifurcations between the different period-2 solutions by the green lines. Additional features of this bifurcation diagram are the torus bifurcations shown in red as well as the collection of blue period-doublings in the upper right. Each of the former simply adds a tertiary frequency to the adjoining period-2 solution, causing the system to undergo $T^3$ quasiperiodic motion overall, that is, two-frequency quasiperiodic motion in the frame of $\langle W \rangle$. A little further to the right, this motion also becomes unstable and the ensemble jumps to a multistable $3 - 1$ solution.

The parameter region of the extra period-doublings is shown in greater detail in Fig. 2c. Here, it becomes apparent that these are really two adjacent period-doubling cascades. The starting point for the upper cascade is the $S_2$ solution in Fig. 1c while that of the lower one is the fully asymmetric solution in Fig. 1g. Unlike the period-doubling in the left of Fig. 2a, these period-doubling bifurcations do not affect the symmetry of the solution, but simply double the period of every oscillator. Thus, if we start at the $S_2$ period-2 solution and increase $c_2$ or decrease $\eta$ appropriately, we first obtain an $S_2$ period-4 solution, then an $S_2$ period-8 solution, and so on, until we finally end up at the chaotic $S_3$ solution in Fig. 1d. This is a minimal chimera state for which the underlying chaotic attractor is not symmetric under the exchange of the two unsynchronized oscillators [29]. If we start at the asymmetric period-2 solution in Fig. 1g and increase $\eta$, the system undergoes a period-doubling cascade to a chaotic state in which the trajectories of all four oscillators differ. See Fig. 1h.

Let us now consider the region of the bifurcation diagram in Fig. 2c where the two period-doubling cascades meet. Above, we saw that each variant of the $S_2$ period-2 solution bifurcates in an equivariant pitchfork to two distinct, but equivalent variants of the fully asymmetric period-2 solution. Similarly, the region where $S_2$ period-4 solutions are stable borders on the region where fully asymmetric period-4 solutions are. Every $S_2$ period-2 solution also undergoes an equivariant pitchfork bifurcation, and in these equivariant pitchforks, two equivalent variants of the asymmetric period-2 solutions emerge from each variant of the $S_2$-symmetric period-2 solution.

Continuing along the juncture of the two period-
doubling cascades, the succession of equivariant pitchforks finally reaches the chaotic domain. If initializing the ensemble in the asymmetric period-2 solution at \( c_2 = -0.626 \) and \( \eta = 0.616 \) and slowly increasing \( \eta \) along the vertical black line in Fig. 2c, we thus observe the development depicted in Fig. 2b and d. Here, each oscillator is represented by the maxima reached by its real part \( \text{Re}(w_k) \). Initially, each oscillator reaches either two or three distinct maxima. At \( \eta = 0.617 \), the number of these maxima are doubled, at \( \eta = 0.6175 \) they are doubled again, and at \( \eta = 0.6177 \) again. More distinct period-doublings cannot be discerned, but the overall resemblance to the classic Feigenbaum period-doubling cascade remains clear.

The crucial point of the development happens at \( \eta = 0.6182 \), where the current fully asymmetric chaotic solution merges with one of its own variants – here: the one in which the blue and green oscillator are interchanged – to form a single variant of a \( 2 - 1 - 1 \) chaotic chimera state. Continuing further upward in \( \eta \) takes us full circle from this chimera backwards through the \( S_2 \) period-doubling cascade to the \( S_2 \) period-2 solution in Fig. 1c and the other regular solutions.

In summary, we have uncovered the interconnected bifurcation structure of differently symmetric and differently periodic solutions arising in an \( S_4 \)-symmetric system. Embedded in this structure are minimal chaotic chimera states. The bifurcation-theoretical route to these minimal chimera states differs from that of the macroscopic chimeras found in the same model for larger ensemble sizes \( N \) [26], a trait they incidentally share with the otherwise unrelated minimal chimeras found in the two-groups model of phase oscillators [12, 30]. Our minimal chimeras strongly resemble the so-called asymmetric chimera states previously reported in Stuart-Landau oscillators with linear global coupling [16], whose context of other solutions is not as extensively charted. Notably, our bifurcation structure contains a juncture of two period-doubling cascades, leading to equivariant pitchfork bifurcations of chaotic attractors and rendering the chimera states reachable by means of two different routes in parameter space. To what extent this is a universal property of \( S_4 \)-symmetric systems remains an interesting question.
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FIG. 1. Overview of the two variants of the $S_2 \times Z_2$ (left column) and $Z_4$ (right column) solutions emerging from one variant of the $2 \times 2$ solution, as well as the four variants of the intermediate $Z_2$ solution connecting these. Solutions are represented by the time series of the real part of each oscillator in the rotating frame. Black arrows indicate which $Z_2$ variants emerge from each of the variants of the more symmetric solutions. Notably, the two $Z_2$ variants emerging from each $S_2 \times Z$ variant do not merge into the same $Z_4$ variant. The states shown here are all descended from the $2 \times 2$ variant wherein the red and the yellow, and the green and the blue oscillator are clustered, respectively. The situation is analogous for each of the two other variants of the $2 \times 2$ solution.
FIG. 2. Overview of the two variants of the $S_2$ (left column) and $Z_2$ (right column) solutions emerging from one variant of the $S_2 \times Z_2$ solution, as well as the four variants of the fully asymmetric state mediating between these. Solutions are represented by the time series of the real part of each oscillator in the rotating frame. Black arrows indicate which asymmetric variants emerge from which variants of the more symmetric solutions. Notably, the two totally asymmetric variants emerging from each $S_2$ variant do not merge into the same $Z_2$ variant. The variants shown here are all descended from that variant of the $S_2 \times Z_2$ solution wherein the green and blue oscillator are clustered, that is, the upper left variant in Fig. 1. The situation is analogous for the states emerging from each of the five other variants of the $S_2 \times Z_2$ solution.