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Abstract
Evaluation of relativistic molecular integrals over exponential–type spinor orbitals require using the relativistic auxiliary functions in prolate spheroidal coordinates. They have derived recently by the author [Physical Review E 91, 023303 (2015)]. They are used in solution of the molecular Dirac equation for electrons moving around Coulomb potential. A series of papers on a method for fully analytically evaluation of relativistic auxiliary functions in following, published [2-3-4]. From the computational physics point of view, these works also demonstrate how to deal with the integrals involve product of power functions with non–integer exponents and incomplete gamma functions. The computer program package to calculate these auxiliary functions in high accuracy is presented. It is designed in Julia programming language. It is capable of yielding highly accurate results for molecular integrals over a wide range of orbital parameters and quantum numbers. Additionally, the program package provides numerous tools such as efficient calculation for the angular momentum coefficients arising in the product of two normalized associated Legendre functions centered on different atomic positions, the rotation angular functions used for both complex and real spherical harmonics. Sample calculations are performed for two–center one–electron integrals over non–integer Slater–type orbitals. The results prove that the package is robust.
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PROGRAM SUMMARY

Program Title: JRAF
CPC Library link to program files: (to be added by Technical Editor)
Developer’s repository link: https://github.com/abagciphys/JRAF.jl
Code Ocean capsule: (to be added by Technical Editor)
Licensing provisions: MIT
Programming language: Julia
Supplementary material: An experimental version of the computer program package written in Mathematica Programming Language [3].

External routines/libraries: Nemo computer algebra package for the Julia programming language [4], Cuba multidimensional numerical integration with different algorithms in Julia [5].

Nature of problem: The relativistic molecular auxiliary functions integrals are the results of the expression for two–center two–electron Coulomb energy associated with a charge density. The Coulomb energy is transformed into a kinetic energy integrals using the Poisson’s equation and single–center potential, considering the Laplace expansion for Coulomb interaction are expressed in terms of normalized non–integer Slater–type orbitals [1]. Using the resulting expression into the two–center two–electron integrals the relativistic auxiliary functions integrals are derived in the prolate ellipsoidal coordinates. These auxiliary functions in the following, generalized to the whole set of physical potential operators through an argument such that the Coulomb potential particular case of it.

The relativistic auxiliary functions integrals have no closed–form solutions except that their parameters are in the set of integer numbers. This makes analytical evaluation of the relativistic molecular auxiliary functions challenging. They are used in solution of matrix form representation for the molecular Dirac–Fock self–consistent field (SCF) equation.

Solution method: A criterion considering the symmetry properties over a wide range of orbital parameters and quantum numbers. Additionally, the program package provides numerous tools such as efficient calculation for the angular momentum coefficients arising in the product of two normalized associated Legendre functions centered on different atomic positions, the rotation angular functions used for both complex and real spherical harmonics. Sample calculations are performed for two–center one–electron integrals over non–integer Slater–type orbitals. The results prove that the package is robust.
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1. Introduction

The solution for the matrix form representation of molecular Dirac equation requires using exponential type spinors basis if the nuclei considered as a point—like 1, 2, 3. To avoid the variational collapse 4, 5, these kinds of spinors basis have to be derived from the L—spinors 6, 7.

\[ f_{nN}^\beta(\zeta, r) = \frac{n!/(2\gamma + n)}{2n_{\xi}(n_{\xi} - \kappa)!} (2\gamma) e^{-\zeta r} \]
\[ \times \left\{ \left(-1 + \delta_{n0} \right) L_{n-1}^\gamma (2\zeta r) + \beta \left( \frac{n_{\xi} - \kappa}{n_{\xi} + 2\gamma} \right) L_{n-1}^\gamma (2\zeta r) \right\}. \]

They are the solution of the following Dirac—Coulomb differential equation defined for hydrogen—like atoms 7, 8.

\[ \frac{\partial}{\partial r} f_{nN}^\beta(\zeta, r) = -\beta r f_{nN}^\beta(\zeta, r) \]
\[ + \left( \frac{\beta n_{\xi} - \gamma - n_{\xi}}{r} + \zeta \right) f_{nN}^\beta(\zeta, r), \]

(2)

here, \( L_n^\alpha(x) \) are generalized Laguerre polynomials. \( n \) is the radial quantum number, \( n_\xi \) is the principal quantum number, \( \kappa = \pm 1, \pm 2, \ldots \), are the eigenvalues of an operator commute with Dirac Hamiltonian, \( -\beta (\sigma \cdot L + I) \), where \( L \) is the orbital angular momentum operator, \( \sigma = \{ \sigma_1, \sigma_2, \sigma_3 \} \), \( \sigma_i \) are the Pauli spin matrices, \( I \) denotes \( 2 \times 2 \) identity matrix, \( \beta = \pm 1 \) represent Large— and Small—components of the wave—function, respectively. This nomenclature is preferred for positive energy solution. The Small—component go to zero in the non—relativistic limit and the Large—component become a solution of the corresponding non—relativistic equation, i.e. the Schrödinger equation. The exponent of the power functions \( \gamma \):

\[ \gamma = \sqrt{k^2 - \frac{Z^2}{c^2}}. \]

(3)

Z is the atomic number, \( c \) is the speed of light. And \( n_{\xi}, \kappa \).

\[ n_{\xi} = \sqrt{n^2 + 2n\gamma + \kappa^2}. \]

(4)

Thus, the four—component form of the Dirac equation for a central Coulomb potential becomes free from spin—angular part and reduce to solve a system of differential equation given in the Eq. 2, which its solution [the Eq. 1] since directly coupled, the radial two—component spinor naturally ensure that the kinetic—balance condition is fulfilled.

The problem in basis spinors derived from the Eqs. 1, 2, 3 such as S—spinors 7, Slater—type spinors orbitals 9, are that they do not pose an addition theorem 10. The power function \( r^l \) in the Eq. 1 is non—analytic. This is due to that the exponent \( \gamma \) is in the set of real numbers. Meaningful power series about \( r = 0 \) are not available. Consequently, obtaining compact form relations for relativistic molecular integrals becomes laborious 11, 12 (Please see also references therein). Yet, a recently suggested method by author in 13 to treat the molecular integrals numerically is able to generate successful results in all range or parameters. In this method, the molecular integrals are expressed in terms of new relativistic molecular auxiliary functions, derived in 14. They are calculated using the numerical Global adaptive method with Gauss–Kronrod numerical integration extension 15, 16.

The relativistic molecular auxiliary functions integrals derived following the procedure given in 17, 18 for solution of the Poisson’s equation using spectral forms 19 (and reference therein) where the Coulomb energy were written as a kinetic energy—like integral using the Green’s theorem. The potential in the resulting expression satisfies Poisson’s equation. It was solved as a partial differential equation in spherical coordinates. The potential expanded in the new set of the functions, called spectral forms, which involve the incomplete gamma functions. Series representation for the incomplete gamma functions are computationally unstable 20, 21, 22, 23. The convergence can be quite slow depending on the values of parameters. This leads to impose some restrictions on the set of functions to be used in the expansion.

The above procedure by the author improved to a general set of functions where the parameters are free from any restriction 14. A symmetry feature for two—center two—electron molecular integrals that pointed out and identified by a criterion in 24, 25, eliminates the necessity for immediate expansion for incomplete gamma functions or using the relations for the normalized complementary incomplete and the normalized incomplete gamma functions as \( P = Q - 1, Q = P - 1 \). Their conditional convergence 20, 22 cause some restrictions for the set of functions to be used.

Criterion. Let \( P [n_4 - n_1, z] \) and \( Q [n_4' - n_1', z'] \), then \( n_4 - n_1 = a \pm c, n_4' - n_1' = a \pm d \), then \( n_4 - n_1 = a \pm c, n_4' - n_1' = a \pm d \), where \( a \in \mathbb{R}, \{ c, d \} \in \mathbb{Z} \).

Finally, the following relationship for relativistic molecular auxiliary functions integrals (RAF) obtained in prolate spheroidal coordinates,

\[ \begin{align*}
&\int_1^{\infty} \left\{ \frac{P_{n_1,n_2}^{n_4,n_4'}(\xi, \mu, \nu)}{Q_{n_1,n_2}^{n_4,n_4'}(\xi, \mu, \nu)} \right\} e^{a\xi - b\mu - c\nu} d\xi d\mu d\nu,
&\quad (5)
\end{align*} \]

where,

\[ f_{i,j}(\xi, \mu) = (\xi \mu)^i (\xi + \nu)^j (\xi - \nu)^l, \]

(6)

stands to represent the elements required to generate a potential. For Coulomb potential it has a form that, \( i = 1, k = j = 0; f_{1,0}^{1,0}(\xi, \nu) = (\xi + \nu) \). Note that, for any values of \( f_{i,j}^{1,0} \) the identified criterion is still valid. This means that an analytical method of solution to be found for the Eq. 5 considering the Coulomb potential is available for any other type of potential. The relativistic molecular auxiliary functions integrals are analogous to radial two—component spinor. They are the
results of two–center two–electron interaction. The spherical symmetry only contribute with a term that \((\xi \nu)^q\) which easily be eliminated since \(q \in \mathbb{Z}\). They have two–component form. For arbitrarily potential thus, validity of the criterion given about leads to represent the two–electron interaction in terms of one–electron interaction.

A computer program based on the analytical methods of computation, described in the previous series of papers \[24, 26, 27\] by the author for relativistic molecular auxiliary functions, is presented here. It is unique inasmuch as it is the only computer program code that enables highly accurate calculation of the molecular integrals involving power functions with non–integer exponents. It has been successful among the enormous number of attempts. The history of non–integer principal number usage comprehensively discussed in \[27\].

In Section 2 we briefly recall the analytical method of solution for the seek of completeness. Details of implementation is discussed in the Section 3. This section is also devoted to description of the JRAF package including its features, details about usage and a comprehensive test run. In the Section 4 we conclude about efficiency of the computer program package by presenting benchmark results of molecular auxiliary functions and some two–center molecular integrals involving them. A code written by the author in Mathematica programming language \[28\] to perform the calculations using the numerical Global–adaptive strategy is considered for comparison.

2. A Convergent Series Representation for RAF

According to the criterion given in the previous section and the following property for the normalized incomplete gamma functions,

\[
P[a, z] = \frac{\gamma(a, z)}{\Gamma(a)}, \quad Q[a, z] = \frac{\Gamma(a, z)}{\Gamma(a)}, \quad P + Q = 1,
\]

the problem of evaluation for relativistic molecular auxiliary functions reduce to the following form;

\[
G^{a,q}_{n_1,n_2}(p_{123}) + G^{a,q}_{n_2,n_1}(p_{123}) = G^{a,q}_{n_1,n_2}(p_{123}),
\]

\[
G^{a,q}_{n_1,n_2}(p_{123}) = \frac{p^{ni}}{n_1 - n_1 n_1} \times \int_1^\infty \int_1^\infty (\xi \nu)^q(\xi - \nu)^{n_1}\nu^{p_1}e^{-\xi\nu}d\xi d\nu. \quad (9)
\]

The integrals given in the Eq. (9) are also sum of two integrals involving Appell’s functions.

\[
G^{a,q}_{n_1,n_2}(p_{123}) = \frac{p^{ni}}{n_1 + 1} \sum_{s_0 = 0}^{n_1} \frac{p^{j_s}}{s_0} \frac{1}{(s_0 + 1)} \left(\frac{1}{q + s + 1}\right) \times \left\{J^{r,s+1,q+2+2q}_{n_1,n_2}(p_2) + (-1)^r J^{r,s+1,q+2+2q}_{n_2,n_1}(p_2)\right\}. \quad (10)
\]

where,

\[
J^{r,s+1,q+2+2q}(p) = \int_1^\infty F_1(s, -n_1, -n_2; s'; 1 - \frac{1}{\xi}) \xi^{s_0+n_1+n_2}e^{-\frac{\xi}{\nu}}d\xi. \quad (11)
\]

The definition for Appell’s hypergeometric functions used here \[29\],

\[
F_1(a\beta_1,\beta_2; \gamma; x, y) = \frac{\Gamma(\gamma)}{\Gamma(a)\Gamma(\beta_1)\Gamma(\beta_2)} \times \int_0^1 u^{a-1}(1 - u)^{\beta_1-1}(1 - uy)^{\beta_2} du. \quad (12)
\]

The analytical expression to be used for computation of the Eq. (9) based on the vectorization procedure, were suggested explicitly in \[27\] as,

\[
G^{a,q}_{n_1,n_2}(p_{123}) = \frac{p^{ni}}{n_1 + 1} \sum_{s_1,s_2,s_3} (-1)^{s_1+s_2+s_3} F_{s_1}(q) \frac{1}{2^n} F_{s_2}(s_2) \times \left\{\frac{p^{j_2}}{2^n} \frac{1}{(s_2 + 1)} B_{n_1+q_2+n_2+1} B_{n_1+q_2+n_2+1} \times E_{-n_1+n_2+n_2+1}(p_2) - B_{n_1+q_2+n_2+1} B_{n_1+q_2+n_2+1} \times (p_{302}) \right\}. \quad (13)
\]

0 \leq s_1 \leq q, 0 \leq s_2 \leq N, 0 \leq s_3 \leq s_2, N is used to indicate the upper limit of summation. \(B_{n,\nu}\) are the beta functions. Note that, the vectorization procedure runs faster than the corresponding code containing loops. The Eq. (13) contains four indices one of them \(s_4\) is in a sub–function belongs to \(p^{ni}_{n_1,n_2}(p)\) auxiliary function.

\[
p^{ni}_{n_1,n_2}(p_{123}) = \frac{p^{ni}}{n_1 + 1} e^{-p_2} \times \int_1^\infty (2\xi)^{n_1+n_1-s_1+1} \frac{1}{(2\xi)^s+1} e^{-p_\xi} d\xi. \quad (14)
\]

\[
p^{ni}_{n_1,n_2}(p_{123}) = \frac{p^{ni}}{n_1 + 1} e^{-p_2} \times \sum_{s_4=1}^{n_1} \left\{m^{n_1,n_1+s_1}_{n_1+s_1} \times \frac{1}{(n_2 + s_4+1)} \right\}. \quad (15)
\]

Here, \(B_{n,\nu}(c)\) are the incomplete beta functions \[30\] and,

\[
m^{ni}_{n_1}(p) = 2^n e^{-p} \int_1^\infty (1 + \nu)^{n_1} \nu^{p_\nu} e^{-\nu} d\nu. \quad (16)
\]

The integral on the left–hand side is the confluent hyper–geometric function of the second kind \[30\],

\[
U(\alpha, \beta, \gamma) = \frac{1}{\Gamma(\alpha)} \int_1^\infty v^\alpha-1 (1 + v)^{\beta-\alpha-1} e^{-\nu} dv. \quad (17)
\]

For auxiliary functions \(m^{ni}_{n_1}(p)\) thus, we have,

\[
m^{ni}_{n_1}(p) = 2^n U(n_2 + 1, n_1 + n_2 + 2, p) \Gamma(n_2 + 1) e^{-p}. \quad (18)
\]
3. The JRAF Package

3.1. Package overview

A program code written in a vector form instead of scalar form is performed at the same time on several vector elements so that particularly for modern multi-core processors it dramatically improves the performance of code containing loops. The constructed algorithm for computing the Eq. (13) is accordingly, optimized based on the vectorization procedure. The relativistic $G_{n_0,n_0}(p_{123})$ auxiliary functions are represented in terms of three vectorized sub–functions as follows:

By re-writing the Eq. (13) in a simpler form where all the terms in parentheses are expressed with a single function we have

\[
G^{n_0,n_0}_{n_0,n_0}(p_{123}) = \frac{p_1^{n_1}}{\Gamma(n_1+1)} \sum_{n_1+n_2} (-1)^{n_1+n_2} n_1 \frac{1}{2^{n_2}} F_{n_1}(q) F_{n_2}(s_2) \times J^{n_1,n_2}_{n_1+n_2} F_{n_1+n_2}(p_{32}), \tag{19}
\]

The Eq. (19) in a vector form is written as,

**Algorithm 1:** Method of computation for RAF

```latex
for s_1 in 0 : q do 
    for s_2 in 0 : N do 
        for s_3 in 0 : s_2 do 
            \[ L_3[s_1, s_2, s_3] \]
            \[ = \]
            \[ L_2[s_1, s_2, s_3] \]
            \[ + \]
            \[ L_3[s_1, s_2, s_3] \]
            \[ \times \]
            \[ F_{n_1}(q) F_{n_2}(s_2) J_3[s_1, s_2, s_3] \]
            \[ \times \]
            \[ F_{n_3}(s_3) \]
            \[ \times \]
            \[ J_3 \]
            \[ \times \]
            \[ J_3 \]
            \[ \times \]
            \[ J_3 \]
            \[ \times \]
            \[ J_3 \]
            \[ G = (p_1^{n_1}/\Gamma(n_1+1))(1/2^{n_2})J \]
```

The $B$ and $L_3$ are three- and four-dimensional vectors, respectively. Considering together the Eq. (13) and the Algorithm 1 it is easy to clarify which functions are used in the content of these vectors. In order to store elements of $B$ and $L_3$ vectors, the derived recurrence relationships in previous paper (27) make it sufficient instead of three or four to use only two sum indices. The Algorithm 1 is accordingly, not for direct computation of the $J$ vector but to properly re-shape and collect all its stored elements.

Since they have only one sum indices, the exponential integrals functions $E_{n_0}(p)$ in $B$ do not require any additional reduction. The assigned vector for Beta functions $B[s_1, s_2, s_3]$ with three sum indices, is represented by two sum indices as $B[s_2, s_1 + s_3]$. It is computed by considering the following initial values and the recurrence relationships,

\[
B[1,1] = B_{n_0 + 2q,n_0}, \quad B[1,2] = B_{n_0 + 2q - 2,n_0 + 2}
\]

\[
B[2,1] = B_{n_0 + 2q,n_0}, \quad B[2,2] = B_{n_0 + 2q,n_0 + 2},
\]

for the row elements, $B[s_2,1], B[s_2,2],

\[
B_{c_2 + 2s} = \frac{(z + 2s - 1)(z + 2s - 2)}{(z + z' + 2s - 1)(z + z' + 2s - 2)} B_{c_2 + 2s - 2}, \tag{20}
\]

then, for the column elements, $B[s_2, s_1 + s_3],

\[
B_{c_2 + 2s + 2s} = \frac{(z + 2s - 1)(z' + 2s - 2)}{(z - 2s)(z - 2s + 1)} B_{c_2 + 2s + 2s - 2}. \tag{21}
\]

The elements of $m^{n_0,n_0}(p_{123})$ auxiliary functions given in the Eq. (13) are stored in memory through a series of vectors, the last of which is $L_3[s_1, s_2, s_3]$. By a minor manipulation as below computationally more efficient implementation is achieved for $m^{n_0,n_0}(p_{123}),$

\[
m^{n_0,n_0}(p_{123}) = \frac{p_1^{n_1}}{\Gamma(n_1+1)} \exp^{n_2}(-n_2) \sum_{n_1} \frac{(-n_2 - q) s_4}{(n_3 + s_4 + 1) s_4} \times (m^{n_0,n_0+1,n_0+1}(p_3)/(n_2 + s_2)). \tag{22}
\]

There are two types of $m^{n_0,n_0}(p)$ functions and six types of Pochhammer symbols with equal number in each of $L$ vectors ($L_1, L_2$). The modified form of $m^{n_0,n_0}(p_{123})$ hereafter, enables store the elements of vectors for both Pochhammer symbols and $m^{n_0,n_0}(p)$ auxiliary functions within a same loop. It enables to reduce the number of summation indices from four to two as well. The assigned vectors for computation of Pochhammer symbols arise in the Eq. (22), from left to right hand–side respectively, are called to $p_{11}, p_{12}, p_{13}$ for $L_1$ and $p_{21}, p_{22}, p_{23}$ for $L_3$. Similarly, the assigned vectors for computation $m^{n_0,n_0}(p)$ auxiliary functions are called as $m_1$ for $L_1$ and $m_2$ for $L_2$. By considering together the Eq. (13) and the Eq. (22), the recurrence relationships for Pochhammer symbols, $m^{n_0,n_0}(p)$ functions are derived as,

\[
p_{11}[1,1] = p_{11}[1,2] = p_{12}[s_1, s_1] = p_{13}[1, 1] = p_{13}[1, 2] = 1
\]

\[
p_{11}[2,1] = (-n_2 + 2q + 2), \quad p_{11}[2,2] = (-n_2 + 2q + 1)
\]

\[
p_{12}[s_2, s_2] = -(-n_2 + 2q + N - s_3)
\]

\[
p_{13}[2,1] = (-n_2 + 2q + 2), \quad p_{13}[2,2] = (-n_2 + 2q + 3).
\]

For the column elements of the $p_{12}[s_5, s_5]$ vector,

\[
(n_2 + 2q + N - s_3) s_4 = -(-n_2 + 2q + N - s_3 + s_5)
\]

\[
\times (-n_2 + 2q + N - s_5) s_4 , \tag{23}
\]

for the row elements of the $p_{13}[s_3, s_3]$,

\[
(n_2 + 2p - 2s_2) s_3
\]

\[
= \frac{n_2 + 2q + 2s_3}{n_2 + 2q + s_3} (-n_2 - 2q - 2s_2 + 1)
\]

\[
\times (-n_2 + 2q - 2s_2 + 2) s_4 - 1 . \tag{24}
\]
for the column elements of the \( p_{13} [s_2, s_7] \),
\[
(-[n_2 + 2q] - 2s_2 + s_1)_s = \left( \frac{n_2 + 2q + s_2 - s_3 + 1}{n_2 + 2q + 2s_2 - s_7} \right) \times (-[n_2 + 2q] - 2s_2 + s_7 - 1)_s, \tag{25}
\]
\[
p_{11} [s_2, 1] = p_{13} [s_2, 1], \quad p_{11} [s_2, 2] = p_{13} [s_2, 2]
\]
\[
p_{11} [s_2, s_3] = p_{13} [s_2, s_5].
\]

All of the four sum indices explicitly appear in the \( m_{nq}^m(p) \) auxiliary functions. These auxiliary functions involve confluent hyper-geometric functions. An efficient approach for accurate calculation of hyper-geometric functions with different parameter and variable regimes is still studied in the literature. It herewith would not be advantageous to consider direct use of the Eq. (18). The symmetry properties found in previous studies [24][26][27] allow avoiding computation of hyper-geometric functions and enable the recurrence relations with only two sum indices to be derived. The derived relationships are also consistent with the vectorization procedure followed as a method in the present study.

\[
m_1 [1, 1] = m_{n_1+2q}^{n_2+2p} (p_2), \quad m_1 [1, 2] = m_{n_1+2p}^{n_2+2q-1} (p_2)
\]
\[
m_2 [2, 1] = m_{n_1+2p}^{n_2+2q+1} (p_2), \quad m_2 [2, 2] = m_{n_1+2q}^{n_2+2p-1} (p_2)
\]

for the row elements. \( m_1 [s_2, 1], m_1 [s_2, 2], \)
\[
m_1(n_2+r_2+2q-r_1)(p)
= 2\left[(n_2 + 8) + n_3 + 2q + p + 1\right]m_{n_1+1}^{n_2+2q}(s_1+1)(p)
+ 4\frac{[s_7 - (n_2 + s_2) - 2q + 1]}{p}m_{n_1+1}^{n_2+2q}(s_1+2)(p), \tag{26}
\]

for the column elements. \( m_1 [s_2, s_7], \)
\[
m_1(n_2+r_2+2p-r_3)(p)
= \frac{1}{4\left((n_3 + s_7) + 2q - s_7 + 1\right)} \times m_{n_1+1}^{n_2+2q}(s_3-2)(p)
+ \frac{1}{2\left((n_2 + s_3) + 2q - s_7 + 1\right)} \times m_{n_1+1}^{n_2+2q}(s_3-1)(p). \tag{27}
\]

The elements of vectors \( p_{21}, p_{22}, p_{23} \) and \( m_2 \) are obtained by only exchange the indices \( n_2 \) with \( n_3 \). The new indices \( s_5, s_6, s_7 \) are defined in the Eqs. (23)[27] to at first ensure that all the elements of vectors appearing in the Algorithm [1] are stored in the memory. The range of these new indices are given as, \( 0 \leq s_5 \leq 2N + 2q, \quad 0 \leq s_6 \leq 3N + 2q, \quad 0 \leq s_7 \leq N + 4q + 4s_1. \)

### 3.2. Installation and usage

The **Mathematica** notation is used in the JRAF package for the basic and special mathematical functions, angular momentum coefficients such as Legendre, Laguerre polynomials, hypergeometric functions, spherical harmonics, angular momentum coefficients related with the product of two spherical harmonics located on different centers, Clebsch–Gordan and Gaunt coefficients, rotated angular functions etc, so that those familiar with the **Mathematica** programming language can easily coordinate. These functions are installed one loads the JRAF package by typing “using JRAF”. The package is installed via Julia’s package manager as,

```
using Pkg
Pkg.add( path = https://github.com/Nemocas/Nemo.jl.git"
Pkg.add( path = https://github.com/abgcephysics/JRAF.jl.git"
```

Some additional packages such as **Legendre.jl** [31], **SphericalHarmonics.jl** [32], **WignerSymbols.jl** [33] are required but only for tests. The **Nemo** computer algebra package [34] is used for accuracy. It is based on C libraries such as **FLINT**, **ANTIC**, **Arb**, **Pari** and **Singular**. It forms the basis of JRAF through **call**, an ordinary function call in **Julia** [35]. The following syntax for **call** is routinely used in our code,

```
call((symbol,library),RefType,(ArgType1,...),Arg1,...)
```

In the Listing [1] respectively, we show how to call the Clebsch–Gordan and Gaunt coefficients [36][37], coefficients related product of two spherical harmonics located on different centers [36] and rotated angular functions [38] as example.

Listing 1: Some of angular momentum coefficients available in the JRAF package

```
ClebschGordanGil,(\( m_1, l_1, m_2, L, M \))
ClebschGordanGis,(\( m_1, l_1, m_2, L, M \))
RotadLL,(\( l_1, m_1, l_2, m_2, \theta, \phi \)) // for complex spherical harmonics
RotadLL(\( l_1, m_1, l_2, m_2, \theta, \phi \)) // for real spherical harmonics
SphPCG(\( q, a, \beta, l_1, l_2, L, M \))
\( A(l_1, l_2, L, M, A_1, A_2, A_3) \in Z \)
\( (\theta, \phi) \in R \times ArbField \)
```

See the **math.jl**, **special_functions.jl**, **angular_coefficients.jl** files for entire mathematical expressions and **radial_coefficients.jl** for coefficients related with the normalized STO and STSO used in the package for computation for two-center one–electron overlap, nuclear attraction and kinetic energy integrals over Slater–type orbitals with non–integer principal quantum numbers. These integrals are included to JRAF package in order to test efficiency of relativistic molecular auxiliary functions. The auxiliary functions via series representation of beta functions are simply called as follows,

Listing 2: The relativistic molecular auxiliary functions based on the analytical method

```
AuxiliaryGr(\( q, n_2, n_3, p_1, p_2, \text{lim} \)) // for \( p_1 = 0 \)
AuxiliaryGr(\( q, n_2, n_3, p_1, p_2, \text{lim} \)) // for \( p_1 \neq 0 \)
AuxiliaryGr(\( q, n_2, n_3, p_1, p_2, \text{lim} \)) // for \( p_3 \neq 0 \)
\( (n_1, n_2, n_3, p_1, p_2, p_3) \in R \times ArbField \)
\( \text{lim} \in Z \)
```

Results for the Eq. (9) through the Eq. (13) can be obtained with **AuxiliaryG** (it is found in **gauxp123b.hsprep.jl**). In this case, it is advantageous to compute the auxiliary functions separately depending on the parameter \( p_3 \). Results for the Eq. (9) through an analytical method based on a recurrence strategy can be obtained with **AuxiliaryGr** (Please see [27]). Note that, **Cuba** multidimensional numerical integration library [39] is also avail-
able to be used by JRAF. The list of functions is found in cgaux.txt13.num.jl. They are defined as follows,

Listing 3: The relativistic molecular auxiliary functions based on the numerical integration approximation

| Function                                      | Analytical via Cuhre | Analytical via Vegas | Numerical via Cuhre | Numerical via Vegas | Numerical via Suave | Numerical via Suave | RAF recurrence |
|-----------------------------------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------|
| TwoCenterOverlap(n, m, i, j, l, p, r, φ, x, l) |                      |                      |                      |                      |                      |                      |                |
| (n, m, i, j, l, p, r, φ, x, l) ∈ R × ArvField |

Finally, the two–center one–electron integrals in both lined–up and nonlined–up molecular coordinate systems can be found in a file which is called as sto_mol_integ_one_elect.jl.

Listing 4: The functions for two–center one–electron overlap integrals in both lined–up and nonlined–up molecular coordinate systems

The functions for the two–center one–electron nuclear attraction and kinetic energy integrals are called similarly.

4. Results and Discussions

In this work a computer program code that is used for computation of relativistic molecular auxiliary functions and their performance on the calculation of two–center one–electron integrals is presented. The molecular auxiliary functions are used in both solution of the Schrödinger and Dirac equations for molecules when the radial part of non–integer Slater–type orbitals are considered as a basis set. As it is stated in the Section 1 Introduction that non–analytic near the origin model is considerably different from polynomial model which leads the multi–center integrals with non–integer power functions to analytically be evaluated via addition theorem. Analytical relations for product of two–functions centered on different positions are available. Obtaining compact form expression for multi–center integrals with non–integer power functions on the other hand, thought to be nearly insurmountable. Studies on various non–linear models in physical, chemical and engineering applications are encountered with this problem. So far, it is preferred to either treat empirically or approximate by an analytic function [40].

The molecular integrals over Slater–type orbitals arising in the molecular SCF equation are within the scope of such problematic non–linear model, yet accurate values for these integrals are achieved through relativistic molecular auxiliary functions and their fully analytical expression in terms of incomplete Beta functions.

The efficiency of molecular auxiliary functions are investigated in Tables [1][2][3] and [4]. In these tables, the results for the relativistic molecular auxiliary functions, the overlap,

\[ S_{lmn_1,lmn_2} (\zeta_a, \zeta_b, R_{ab}) = \int \chi_{lmn_1}^*(\zeta_a, r_a) \chi_{lmn_2} (\zeta_b, r_b) \, dV, \]  

(28)

the nuclear attraction,

\[ \frac{1}{2} \int \chi_{lmn_1}^*(\zeta_a, r_a) \chi_{lmn_2} (\zeta_b, r_b) \, dV. \]  

(29)

and the kinetic energy integrals,

\[ T_{lmn_1,lmn_2} (\zeta_a, \zeta_b, R_{ab}) = \int \chi_{lmn_1}^*(\zeta_a, r_a) \chi_{lmn_2} (\zeta_b, r_b) \, dV. \]  

(30)

are presented depending on upper limit of summation which emerge due to convergent series representation for the molecular auxiliary functions, respectively. The two–center kinetic energy integrals are expressed in terms of the overlap integrals using the following simple relationships,

\[ \nabla^2 Y_{lm} (\theta, \phi) = - \frac{(l + 1)}{r^2} Y_{lm} (\theta, \phi), \]  

(31)

\[ - \frac{1}{2} \nabla^2 x_{lm} (\zeta, \zeta') = - \frac{1}{2} \nabla^2 \chi_{lm} (\zeta, \zeta') \]  

(34)

with, \( C_{LM} (lm, l'm') \) are the Gaunt coefficients \[36, 37], \( \zeta = \zeta + \zeta' \), \( Y_{lm} \) are the spherical harmonics, \( R_{ab} = r_a - r_b \), respectively.
The algorithm described for JRAF package in the previous section is also incorporated into a computer program code written in the Mathematica programming language. It is one of the high level symbolic programming language that can handle approximate real numbers with any number of digits. It is suited for modeling a scientific and mathematical problem before a comprehensive analysis because it has close correspondence to mathematical notation. A computer program code that containing loops on the other hand, is more efficient in other languages than the Mathematica. The computation time slightly improve if the Table[] functions is used instead of the For[] or Do[] but that still does not allow to compute the molecular auxiliary functions via the Algorithm[1]. The Mathematica alternatively offers to use Compile[] function. Similarly to machine code of a typical computer, the compiled function is evaluated through an object (CompiledFunction). All parameters in an expression are now, numbers (or logical variables). They can be executed quickly but the output limits to $MachinePrecision effective decimal digits (about 16–digits) [28]. From our experience it is observed that the Compile[] works smoothly for a “light” function (a function with a few parameters and loops). The analytical evaluation of relativistic auxiliary functions, on the other hand contain too many parameters and loops in which to produce correct results the Compile[] should more carefully be investigated. Such work provides fast calculation for RAF with $MachinePrecision in the Mathematica programming language. The detail beyond scope of the present study.

Two approximations are considered from the numerical integration point of view. The Cuba, multidimensional numerical integration library and the Global–adaptive method with Gauss–Kronrod numerical integration extension. The Mathematica Global–adaptive method provides accuracy to arbitrary number of digits, but that costs CPU time. As a supplementary material we have incorporated a Mathematica package (called to as MRAF) to our main JRAF package for such comparisons. The Cuba library has four algorithms for multidimensional integration: vegas, suave, divonne and cuhre. These algorithms are significantly faster than Mathematica Global–adaptive method but much less accurate. They are available in both JRAF and MRAF packages. They are invoked in almost similar way. The results obtained from these numerical approximations are presented in the Tables [1] [2] [3] and [4]. In these tables the values in parentheses are AccuracyGoal for the Mathematica Global–adaptive method, upper limit of summation for the analytical solution via the series representation of incomplete beta functions [17], requested accuracy(N means that E−N) for Cuba numerical integration algorithm, respectively.

In the Table[1] the upper limit of summation (N) for analytical solution is chosen to be 50. It can be seen from this table that with this fixed value of upper limit of summation and given values of parameters the results obtained from the analytical solution for molecular auxiliary functions are accurate at least for 20–digits. The Cuba library is performed in both Julia and Mathematica platforms. The computation results are almost identical. They are up to about 10–12 digits accurate. They are calculated using the Cuhre multidimensional numerical integration algorithm.

Numerical results are assembled in Table[2] for overlap integrals in non–lined up molecular coordinate system. They are given depending on the upper limit of summation (N). Note that, it should be at least $N = 70$ to achieve a satisfactory precision. The benchmark values for two–center nuclear attraction integrals and two–center kinetic energy integrals with non–integer principal quantum numbers are first time given in the Tables [3] [4] respectively. Solution for the two–center nuclear attraction integrals do not require using the relativistic auxiliary function. It can be derived using only the single–center potential, expanded in terms of the non–integer Slater–type orbitals. In the Table[3] thus, the values found in the literature are preferred for comparison. The benchmark results presented in the Table[4] for the kinetic energy integrals are compared with Mathematica Global–adaptive method. This is because the analytical method derived by the author in [24, 25, 27] recently is the only one so far known to give accurate results.

The additional computer program code written for the molecular integrals [Eqs. (28–40)] is based on the formulas given in [18, 25]. The results show that code presented in this study for the relativistic auxiliary functions based on the analytical method via the series representation of the beta functions allows arbitrary precision floating point calculations.

Dropping the restriction on principal quantum number leads to new features [9, 25, 27] (see also references therein) and wide range of application in physics and chemistry. The analytical method used for computation of molecular auxiliary functions is of course open for improvement. The method of computation for the auxiliary functions will be improved, the range of application will be further increased and the JRAF package will be updated accordingly.
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Table 1: The comparative values of relativistic molecular auxiliary functions

| \( n_1 \) | \( q \) | \( n_2 \) | \( n_3 \) | \( p_1 \) | \( p_2 \) | \( p_3 \) | Results |
|---|---|---|---|---|---|---|---|
| 1.1 | 10 | 2.1 | 3.1 | 4.1 | 5.1 | 6.1 | 9.69169 58617 01844 36783 81836 63826 82002 E+02 (50)\(^a\) 
| | | | | | | | 9.69169 58617 01844 36783 81836 3798 73602 E+02 (50)\(^b\) 
| | | | | | | | 9.69169 58617 01843 73631 52810 48132 44179 E+02 (50)\(^c\) 
| | | | | | | | 9.69169 58617 0185 E+02 (Infinity)\(^d\) |
| 2.1 | 10 | 1.1 | 3.1 | 4.1 | 5.1 | 6.1 | 9.43636 92168 48006 16284 17343 57719 57719 E+02 (50)\(^d\) 
| | | | | | | | 9.43636 92168 48006 16284 17343 75681 35383 E+02 (50)\(^b\) 
| | | | | | | | 9.43636 92168 47990 79571 54805 79589 58620 E+02 (50)\(^c\) 
| | | | | | | | 9.43636 92168 48009 E+02 (Infinity)\(^d\) |
| 3.1 | 10 | 1.1 | 2.1 | 1.1 | 4.1 | 5.1 | 6.1 | 1.59485 76412 79536 55278 49760 57719 57719 E+02 (50)\(^d\) 
| | | | | | | | 1.59485 76412 79536 55278 49760 57504 35474 E+02 (50)\(^b\) 
| | | | | | | | 1.59485 76412 79541 95537 59700 39698 33024 E+02 (50)\(^c\) 
| | | | | | | | 1.59485 76412 795398 E+02 (Infinity)\(^d\) |
| 4.1 | 10 | 3.1 | 2.1 | 1.1 | 4.1 | 5.1 | 6.1 | 6.05958 87737 18998 83565 42985 28782 66716 E+00 (50)\(^d\) 
| | | | | | | | 6.05958 87737 18998 83565 42985 28798 04857 E+00 (50)\(^b\) 
| | | | | | | | 6.05958 87737 19026 73460 92830 01347 72555 E+00 (50)\(^c\) 
| | | | | | | | 6.05958 87737 190095 E+00 (Infinity)\(^d\) |
| 5.1 | 10 | 4.1 | 3.1 | 2.1 | 1.1 | 6.1 | 8.50162 73995 71398 04513 17797 38998 36005 E+14 (50)\(^a\) 
| | | | | | | | 8.50162 73995 71398 04512 35340 82353 96903 E+14 (50)\(^b\) 
| | | | | | | | 8.50162 73995 71364 31329 82516 24001 81878 E+14 (50)\(^c\) 
| | | | | | | | 8.50162 73995 71381 E+14 (Infinity)\(^d\) |
| 6.1 | 10 | 5.1 | 4.1 | 3.1 | 2.1 | 1.1 | 1.95595 04573 51400 77878 61630 61785 09184 E+10 (50)\(^a\) 
| | | | | | | | 1.95595 04573 51400 77878 61630 61641 47748 E+10 (50)\(^b\) 
| | | | | | | | 1.95595 04573 51391 05460 12281 34753 10798 E+10 (50)\(^c\) 
| | | | | | | | 1.95595 04573 51397 E+10 (Infinity)\(^d\) |

\(^a\) **Mathematica** numerical Global-adaptive method

\(^b\) Series representation in terms of incomplete Beta function (Eq. 13)

\(^c\) **Cuba** numerical integration algorithm via the **Julia** programming language

\(^d\) **Cuba** numerical integration algorithm via the **Mathematica** programming language
| type | n   | l   | m   | n'  | l'  | m'  | ρ  | τ  | θ  | φ  | res                        |
|------|-----|-----|-----|-----|-----|-----|-----|----|----|----|----------------------------|
| 1    | 50.1| 0   | 0   | 50.0| 0   | 0   | 5.10| 0  | 0  | 0  | 9.5791 65146 38189 77903 14416 92566 55702 E–01 |
|      |     |     |     |     |     |     |     |    |    |    | −5.1032 33568 13500 38729 06834 33981 54978 E+16 (30) |
|      |     |     |     |     |     |     |     |    |    |    | −2.70455 22526 89687 52079 97164 43375 18666 E+09 (40) |
|      | 50.1| 71708| 13494| 95901| 01001| 22241| 05008| E–01 | (50) |
|      | 50.1| 62614| 20408| 55424| E–01 | (60) |
|      | 50.1| 77903| 14416| 92556| 67193| E–01 | (70) |
|      | 50.1| 92566| 55702| E–01 | (80) |
| 1    | 50.1| 352x352| 3 71708| 13494| 95901| 01001| 22241| 05008| E–01 | (50) |
| 1    | 50.1| 352x352| 3 71708| 13494| 95901| 01001| 22241| 05008| E–01 | (60) |
| 1    | 50.1| 352x352| 3 71708| 13494| 95901| 01001| 22241| 05008| E–01 | (70) |
| 1    | 50.1| 352x352| 3 71708| 13494| 95901| 01001| 22241| 05008| E–01 | (80) |

- Ref. [13]
- Series representation in terms of incomplete Beta functions (Eq. [13])
- Cuba numerical integration algorithm via the Julia programming language
- Mathematica numerical Global-adaptive method
Table 3: The values of two-center nuclear attraction integrals over Slater--type orbitals in nonlined--up molecular coordinate systems

| type | n | l | m | ∆ | n' | l' | m' | ∆' | θ | φ | R | \(E\) |
|------|---|---|---|---|---|---|---|---|---|---|---|---|
| 1    | 3 | 2 | 2 | 12.40 | 3 | 2 | 2 | 10.60 | 0° | 0° | 6.10 | 1.60316 72157 86609 47251 23680 94620 56587 E−01^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 1.60316 72157 8661 E−01^b |
| 1    | 2 | 1 | 0 | 7.60 | 2 | 1 | 1 | 1.50 | 45° | 180° | 2.30 | 2.0987 04344 05018 34280 46705 43909 12301 E−03^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 2.0987 04338 7478 E−03^b |
| 1    | 2 | 1 | 1 | 6.70 | 2 | 1 | 1 | 4.10 | 135° | 20° | 0.20 | 2.27254 38442 77127 02657 62876 23189 48019 E−00^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 2.27254 38442 7713 E−00^b |
| 1    | 3 | 1 | 0 | 8.60 | 2 | 1 | 1 | 7.40 | 54° | 40° | 4.00 | 5.42130 98741 10278 47251 23680 94620 56587 E−04^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 5.42130 98726 8004 E−04^b |
| 1    | 4 | 3 | 2 | 15.9 | 5 | 3 | 3 | 10.7 | 40° | 30° | 15.5 | 6.87155 38290 49764 44379 09182 31770 99366 E−02^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 6.87155 37746 8004 E−02^b |
| 1    | 10 | 9 | -7 | 12.5 | 10 | 8 | -8 | 10.2 | 80° | 240° | 100.7 | 1.21881 82739 66978 02109 80527 89163 70013 E−05^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 1.21881 82739 66978 02109 80527 89163 70013 E−05^b |
| 1    | 50 | 31 | -20 | 13.3 | 50 | 31 | 20 | 12.9 | 126° | 320° | 33.0 | 6.87155 38290 49764 44379 09182 31770 99366 E−02^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 6.87155 38290 93 E−2^a |
| 1    | 2.3 | 1 | 1 | 3.70 | 2.5 | 1 | 1 | 2.50 | 120° | 180° | 12.5 | 1.15017 1141 06 E−05^b |
|      |   |   |   |     |   |   |   |     |    |    |   | 1.15017 1141 06 E−05^c |
| 1    | 6.4 | 5 | 5 | 8.1 | 6.8 | 5 | 4 | 13.8 | 36° | 108° | 8.70 | 2.45289 05630 72333 96494 37330 60231 29083 E−05^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 2.45289 05631 23 E−5^d |
| 1    | 14.6 | 13 | 12 | 21.70 | 13.2 | 11 | 11 | 10.9 | 162° | 288° | 0.03 | 1.21881 82739 66978 02109 80527 89163 70013 E−05^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 1.21881 82739 66978 02109 80527 89163 70013 E−05^b |
| 1    | 20.6 | 18 | 15 | 13.80 | 25.6 | 16 | 14 | 9.50 | 20° | 60° | 14.30 | 1.15016 84587 72769 63624 02716 36736 45953 E−05^a |
|      |   |   |   |     |   |   |   |     |    |    |   | 1.15016 84587 28 E−5^d |

^a Eq.[13]
^b Ref. [41]
^c Ref. [42]
^d Ref. [43]
^e Ref. [44]
Table 4: The values of two-center kinetic energy integrals over Slater–type orbitals in nonlined–up molecular coordinate systems

| type | n  | l  | m  | ζ  | n’ | l’ | m’ | ζ’ | θ  | ϕ  | R   | Results                                                                 |
|------|----|----|----|-----|----|----|----|-----|-----|-----|-----|--------------------------|-------------------------------------------------------------------------|
| 1    | 1  | 0  | 0  | 1.186 | 1   | 0  | 0  | 1.186 | 90° | 30° | 3.987 | -1.07207 65660 76439 40215 59332 79505 56130 E–02 (50)                 |
|      |    |    |    |       |     |    |    |       |     |     |      | -1.07207 65660 76439 40215 59332 79505 56130 E–02 (80)                 |
|      |    |    |    |       |     |    |    |       |     |     |      | -1.07207 65660 74842 01283 38921 43031 49166 E–02 (50)                 |
| 1    | 1  | 0  | 0  | 1.186 | 2   | 1  | 1  | 1.30  | 90° | 60° | 2.30  | 1.15661 13009 97389 64535 81162 75999 84077 E–01 (50)                 |
|      |    |    |    |       |     |    |    |       |     |     |      | 1.15661 13009 97389 64535 81162 75999 84077 E–01 (80)                 |
|      |    |    |    |       |     |    |    |       |     |     |      | 1.15661 13009 97461 23292 16521 13937 81041 E–01 (50)                 |
| 1    | 1  | 0  | 0  | 1.186 | 2   | 1  | -1 | 1.30  | 90° | 60° | 2.30  | -2.00330 95379 35818 54671 06227 20618 33457 E–01 (50)                |
|      |    |    |    |       |     |    |    |       |     |     |      | -2.00330 95379 35818 54671 06227 20618 33457 E–01 (80)                |
|      |    |    |    |       |     |    |    |       |     |     |      | -2.00330 95379 35942 54000 78568 60495 71228 E–01 (50)                |
| 1    | 2.3| 1  | 1  | 3.70  | 2.5 | 1  | 1  | 2.50  | 120°| 180°| 1.25  | 3.66326 74787 88443 63447 78669 22664 05272 E–10 (50)                |
|      |    |    |    |       |     |    |    |       |     |     |      | 3.66326 74787 88443 63447 78669 22664 05272 E–10 (80)               |
|      |    |    |    |       |     |    |    |       |     |     |      | 3.65084 01829 15509 78924 66313 30922 48778 E–10 (50)                 |
| 1    | 4.1| 3  | -3 | 3.70  | 4.1 | 2  | 1  | 2.50  | 30° | 30° | 1.25  | 2.71140 81788 45886 25040 50731 46689 43726 E–09 (50)                |
|      |    |    |    |       |     |    |    |       |     |     |      | 2.71140 81788 45886 25040 50731 46689 43726 E–09 (80)                |
|      |    |    |    |       |     |    |    |       |     |     |      | 2.71895 99482 65152 73280 82593 65885 12258 E–09 (50)                |
| 1    | 7.5| 4  | -3 | 3.70  | 8.5 | 5  | -4 | 2.50  | 10° | 10° | 1.25  | 3.87720 87457 41408 48189 62888 17855 50270 E–07 (50)                 |
|      |    |    |    |       |     |    |    |       |     |     |      | 3.87720 87457 41408 48189 62888 17855 50270 E–07 (80)               |
|      |    |    |    |       |     |    |    |       |     |     |      | 3.86118 82223 84108 35612 97071 46519 19932 E–07 (50)               |

* Mathematica numerical Global-adaptive method

b Series representation in terms of incomplete beta functions (Eq. 13)

c Cuba numerical integration algorithm via the Julia programming language