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Abstract. In this paper, based on the relationship between logic functions and quantum error correcting codes (QECCs), we unify the construction of QECCs via graphs, projectors and logic functions. A construction of QECCs over a prime field \( F_p \) is given, and one of the results given by Ref[8] can be viewed as a corollary of one theorem in this paper. With the help of Boolean functions, we give a clear proof of the existence of a graphical QECC in mathematical view, and find that the existence of an \([n, k, d]\) QECC over \( F_p \) requires similar conditions with that depicted in Ref[9]. The result that under the correspondence defined in Ref[17], every \([n, 0, d]\) QECC over \( F_2 \) corresponding to a simple undirected graph has a Boolean basis state, which is closely related to the adjacency matrix of the graph, is given. After a modification of the definition of operators, we find that some QECCs constructed via projectors depicted in Ref[11] can have Boolean basis states. A necessary condition for a Boolean function being used in the construction via projectors is given. We also give some examples to illustrate our results.

1 Introduction

Quantum error correcting codes (QECCs) have received more and more attention for near few decades since the theory of quantum error correction was put forward[12,14]. One of the central tasks in the theory of QECCs is how to construct them, and the first systematic mathematical construction is given in[4] in the binary case and then generalized in [5,6]. Many good non-binary QECCs have been constructed by using classical error-correcting codes over \( F_q \) or \( F_{q^2} \) (\( q \) is a power of an odd prime) with special orthogonal properties. Besides these, many quantum codes are constructed via tools including graphs and Boolean functions[7,8,10]. In this paper, we unify the two tools.

In Ref[7], the author constructed \([n, 0, d]\) QECCs using Boolean functions with \( n \) variables and aperiodic propagation criterion (APC) distance \( d \), and gave an algorithm to compute the APC distance of a Boolean function, orbits of Boolean functions of the same APC distance are also studied. In this paper, a construction of quantum codes of dimension more than 0 is given basing on the
relationship between logic functions and quantum codes. In Ref\[8\], the authors constructed quantum codes by giving $K$ basis states based on a graph state associated with a graph, and each basis state corresponds to a subset of the vertexes, which can be viewed as a corollary of this paper with weaker requirements.

In Ref\[9\], the authors initiated the construction of QECCs via the construction of matrixes with some properties and proved the necessary and sufficient conditions for the graph that the resulting code corrects a certain number of errors in physics view. In Ref\[10\], the author gave another proof in mathematical view. Based on the mathematical proof and the close relationship between logic functions and matrixes, properties that a logic function should have in order to construct a QECC is systematically studied. and find that the existence of an $[n,k,d]$ QECC over $F_p$ requires similar conditions with that depicted in Ref\[9\]. Under the correspondence defined in Ref\[17\], we find that every $[n,0,d]$ over $F_2$ corresponding to a simple undirected graph with the adjacency matrix $\Gamma_{n \times n}$ has the basis state $|\psi_f\rangle = 2^{-n/2} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle$, where $f(x) = \frac{1}{2} x \Gamma x^T$. We also give an example to illustrate our result.

In Ref\[11\], the author describes a common mathematical framework for the design of QECCs basing on the correspondence between Boolean functions and projection operators. We point out that in some conditions, the basis states of the QECCs under the framework can have the probability vector of the form $2^{-n/2} (-1)^{f(x)}$, where $f(x)$ is a Boolean function.

2 Preliminaries

We often express an error (also can be viewed as an operator) operating on $C^q^n$ as $E_{(a,b)} = i^a X_a Z_b$, where $a, b$ are vectors of length $n$ over $F_q$, where $q$ is a power of a prime $p$. And

$$E_{(a,b)} |x_1 x_2 \cdots x_n\rangle = i^a \zeta^{tr_{q/p}(\sum_{j=1}^{n} b_j x_j)} |x'_1 x'_2 \cdots x'_n\rangle$$

where $x'_j = x_j + a_j$, $\zeta$ is a $p$-th primitive root of 1.

Especially, an error acting on a n-qubit state in $C^2^n$ has simpler forms.

**Definition 1.** Operators $E_{(a,b)}$ associated with binary vectors $(a,b) \in F_2^{2n}$ are defined by

$$E_{(a,b)} = e_1 \otimes \cdots \otimes e_m = i^{a \cdot b} X_a Z_b$$

where $e_i = \left\{ \begin{array}{ll} I_2, & a_i = 0, b_i = 0. \\ \sigma_x, & a_i = 1, b_i = 0. \\ \sigma_z, & a_i = 0, b_i = 1. \\ \sigma_y, & a_i = 1, b_i = 1. \end{array} \right.$$

**Definition 2.** The weight of an error $E_{(a,b)} = i^a X_a Z_b$ is defined by the symplectic weight of two vectors $a, b$ of length $n$, i.e.,

$$W_k(a,b) = \sharp \{ i | 1 \leq i \leq n, (a_i, b_i) \neq (0,0) \}$$
We generalize the definition of APC (aperiodic propagation criterion) distance of a Boolean function in Ref[7] to $F_p$.

**Definition 3.** The APC (aperiodic propagation criterion) distance of a logic function $f$ over $F_p$ is defined by the smallest nonzero $w_s(a,b)$, where $a,b \in F_p^n$ such that

$$\sum_{x \in F_p^n} \zeta^{f(x)+f(x-a)+b \cdot x} \neq 0$$

(4)

where $\zeta$ is a $p$-th primitive root of 1.

Let $G = (V,E)$ be a graph with vertex set $V = X \cup Y$ and edge set $E = V \times V$. Each edge $(u,v) \in E(u,v \in V)$ is assigned a weight $a_{uv} (= a_{vu}) \in F_p$. Therefore, such a graph $G$ corresponds to a symmetric matrix over $F_p$ $A_{n \times n} = (a_{uv})_{u,v \in V}$.

For two subsets $S$ and $T$ of $V$, we denote $A_{S,T}$ as the submatrix of $A$ with size $|S| \times |T|

$$A_{S,T} = (a_{uv})_{u \in S,v \in T}$$

Similarly, a vector in the vector space $F_p^{|V|} = F_p^{n+k}$ is denoted by a column vector

$$d^v = \begin{pmatrix} d^{v_1} \\ d^{v_2} \\ \vdots \\ d^{v_{n+k}} \end{pmatrix} = \{d^v|v \in V\}$$

where $d^{v_i} \in F_p$. For a subset $S$ of $V$, we denote $d^S = \{d^v|s \in S\} \in F_p^{|S|}$, and $O^S$ a vector of length $|S|$ with every coordinate equal to 0.

Let $E$ be a subset of $Y$ with $d - 1$ elements, $I = Y \setminus E$, then

$$A = \begin{pmatrix} A_{XX} & A_{XE} & A_{XI} \\ A_{EX} & A_{EE} & A_{EI} \\ A_{IX} & A_{IE} & A_{II} \end{pmatrix}$$

**Lemma 1.** Suppose $X,Y$ are two disjoint sets. $|X| = k$, $|Y| = n \geq k + 2d - 2$, $d \geq 2$, $A = (a_{ij})_{i,j \in X \cup Y}$ is a symmetric matrix with vanishing diagonal entries. For arbitrary $E \subseteq Y$, $|E| = d - 1$, if

$$A_{IX}d^X + A_{IE}d^E = O^I$$

(5)

with $I = Y \setminus E$ implies that

$$d^X = O^X \text{ and } A_{XE}d^E = O^X$$

(6)

Then there exists an $[n,k,d]$ quantum code.
Lemma 3. We define the $Z$ set $f$ of a Boolean function $f$ by

$$Zset_f = \{a\mid \sum_{x \in F_p^2} f(x)f(x+a) = 0\}$$

Lemma 2. If the weight of the Boolean function $f$ with $n$ variables is $M$, and $M \leq 2^{n-1}$, then $Zset_f = \{a\mid r_f(a) = 2^n - 4M\}$, where $r_f(a)$ is the autocorrelation function of $f(v)$ at $a$, i.e., $r_f(a) = \sum_{x \in F_p^2} (-1)^{f(x)+f(x+a)}$.

Lemma 4. We define the $Z$ set $f$ of a Boolean function $f$ with the following properties

1) $f$ is a function of $n$ variables and has weight $M$.
2) The $Z$ set $f$ contains the set $\{\alpha_1, \alpha_2, \ldots, \alpha_{2^n}, \alpha_1 + \alpha_{n+1}, \ldots, \alpha_n + \alpha_{2^n}\}$ and the matrix $A_f = (\alpha_1, \alpha_2, \ldots, \alpha_{2^n})_{n \times 2^n}$ has the property that any two rows have symplectic inner product zero and all the rows are independent.

In the above lemma, the QECC is constructed by giving the projector $P = f(P_1, P_2, \ldots, P_n)$ onto the code, and $P$ is constructed in the sense of a logic of projection operators given in Ref. 11, where $\{P_{n+i} = \frac{1}{2}(I + E_{\gamma_i})|1 \leq i \leq n\}, \gamma_i$ is the $i$-th row of the matrix $A_f$. From the symplectic orthogonality of the rows of $A_f$, we have $\{P_i|1 \leq i \leq n\}$ are pairwise commutative, and the error-correcting ability of the QECC is ensured by the properties of $Zset_f$. An arbitrary error $e$ acting nontrivially on one qubit only takes the projector $P_{f(x)}$ to $P_{f(x+\delta)}$, i.e., $eP_{f(x)}e = P_{f(x+\delta)}$, where $\delta$ is an element in $Zset_f$, and $P_{f(x+\delta)}$ is orthogonal to $P_{f(x)}$.

3 logic functions and quantum states

For a logic function $f(x)$ with $n$ variables over $F_p$, it corresponds to a vector $s = p^{-\frac{n}{2}}\xi^{f(x)}$, which can be interpreted as the probability distribution vector of the quantum state

$$|\psi_f\rangle = p^{-\frac{n}{2}} \sum_{x \in F_p^n} \xi^{f(x)}|x\rangle$$

Specially, if a state has the form of $2^{-\frac{n}{2}} \sum_{x \in F_p^n} (-1)^{f(x)}|x\rangle$, where $f(x)$ is a Boolean function, we call it a Boolean state corresponding with $f(x)$.

Then if an error $E_{(a,b)}$ acts on the state $|\psi_f\rangle$, it takes it to another state which is proportional to $p^{-\frac{n}{2}} \sum_{x \in F_p^n} \xi^{f(x-a)+b \cdot x}|x\rangle$, which can also be expressed in terms of a logic function, $f(x) \rightarrow f(x - a) + b \cdot x$.

Let $K$ Boolean functions be $g_i(x) = f(x) + \beta_i \cdot x$, and for $1 \leq i < j \leq K$, $\beta_i \neq \beta_j$, define $K$ quantum states as $|\psi_i\rangle = p^{-\frac{n}{2}} \sum_{x \in F_p^n} \xi^{g_i(x)}|x\rangle$, then we have the following theorem.
4.1 quadratic Boolean functions of the form \( \frac{1}{2} x \Gamma x^T \)

Now we consider a class of quadratic logic function corresponding with a simple undirected graph.

If \( f(x) \) is a quadratic Boolean function and can be represented as \( f(x) = \frac{1}{2} x \Gamma x^T \), where \( \Gamma_{n \times n} \) is a symmetric matrix with elements in \( F_2 \) and vanishing diagonal entries, then the state \( \langle \psi \rangle \) can be viewed as a graph state because \( \Gamma \) can be viewed as the adjacency matrix of a graph \( G = (V,E) \), where \( V \) and \( E \) denote the set of vertices and edges respectively and \( |V| = n \). If we label every vertex of the graph \( G \) of \( n \) vertexes from 1 to \( n \), then every vertex corresponds with one qubit, and the error \( \varepsilon_d = X_a Z_b \) can be written as \( X_\omega Z_\delta \), where \( \omega, \delta \) are subsets of \( V \).

Consider the operator \( \mathcal{G}_a = X_a \prod_{b \in N_a} Z_b \), where \( N_a \) represents the neighborhood of the vertex \( a \) and is denoted by \( N_a = \{ v \in V | \Gamma_{av} = 1 \} \), and it was shown in Ref\([12]\) that \( \mathcal{G}_a |\psi_f\rangle = |\psi_f\rangle \), so \( X_\omega Z_\delta |\psi_f\rangle = |\psi_f\rangle \).

Choose \( K \) subsets of \( V \) \( \{ C_i | 1 \leq i \leq K \} \), we define \( K \) pair-wise orthogonal quantum states \(([8])\) as

\[
|\psi_i\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{g_i(x)} |x\rangle = Z_{C_i}|\psi\rangle.
\]

where and corresponds to a vector \( \beta_i \) of length \( n \), therefore \( g_i(x) \) can be expressed as \( g_i(x) = f(x) + \beta_i \cdot x \). It was shown that \([8]\) \( \mathcal{G}_a |\psi_i\rangle = -|\psi_i\rangle \) if \( a \in C_i \) and \( \mathcal{G}_a |\psi_i\rangle = |\psi_i\rangle \) if \( a \in C_i \) otherwise.

Theorem 1. The subspace spanned by \( \{|\psi_i\rangle | 1 \leq i \leq K \} \) is an \(( (n,K,d') )_p \) quantum code, where \( d' = \min \{ W_s(u,v) | \text{there exist } 1 \leq i \leq K \text{ such that } W_s(u,v + \beta_i + \beta_j) \geq d \} \), where \( d \) is the APC distance of \( f(x) \).

**Proof.** We only need to prove that for any error \( \varepsilon_d \) acting nontrivially on less than \( d \) qubits, \( \langle \psi_i | \varepsilon_d | \psi_j \rangle = f(\varepsilon_d) \delta_{ij} \) for all \( 1 \leq i, j \leq K \). Without lose of generosity we assume that \( \varepsilon_d = X_a Z_b \) for some pair of vectors in \( F_2^n \) with \( W_s(u,v) < d' \).

We have

\[
\langle \psi_i | \varepsilon_d | \psi_j \rangle \propto \sum_{x \in F_2^n} \zeta^f(x-u)+(\beta_i+\beta_j+v)\cdot x+f(x).
\]

Since \( W_s(u,v + \beta_i + \beta_j) < d \), so \( \langle \psi_i | \varepsilon_d | \psi_j \rangle = 0 \).

Then we verify that \( \langle \psi_i | \varepsilon_d | \psi_i \rangle \) only depends on \( \varepsilon_d \).

\[
\langle \psi_i | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in F_2^n} \zeta^f(x-u)+v\cdot x+f(x) = 0
\]

So, \( \{|\psi_i\rangle | 1 \leq i \leq K \} \) span an \(( (n,K,d') )_p \) quantum code.\[
\]
Definition 5. The $d$-uncoverable set $\mathbb{D}_d$ that contains all the subsets of $V$ which can’t be covered by less than $d$ vertices is denoted by
\[
\mathbb{D}_d = 2^V - \{ \delta \Delta N_{\omega} | |\omega \cup \delta| < d \}
\]
where $\omega \Delta \delta$ denotes the symmetric difference of two sets $\omega, \delta$, i.e., $\omega \Delta \delta = \omega \cup \delta - \omega \cap \delta$, and $N_{\omega}$ denotes the neighborhood of the $\omega$, i.e., for every element $v$ in $N_{\omega}$, there exist an element $v'$ in $\omega$ such that $\Gamma_{v,v'} = 1$.

Corollary 1. If $C = \{C_1, C_2, \ldots, C_K\}$ satisfies the following two conditions,
\[
\begin{align*}
(1) \varnothing & \in C; (2) C_i \Delta C_j \in \mathbb{D}_d.
\end{align*}
\]
then the subspace spanned by the basis $\{ |\psi_i \rangle = Z_{C_i} |\psi \rangle |1 \leq i \leq K\}$ is an $(n, K, d)$ code,

Proof. We choose a Boolean function $f(x) = \frac{1}{2} x T x^T$ with APC distance $d$, and from Theorem 1, $\{ |\psi_i \rangle |1 \leq i \leq K\}$ span a $(n, K, d)$, where $d = \min \{ W_s(u,v) \}$ such that $W_u(u, v + \beta_i + \beta_j) \geq d$. For an correctable error $\varepsilon_d = X_u Z_v = X_u Z_{\delta}$, $W_s(u,v) \leq d - 1$, we have
\[
\begin{align*}
\langle \psi_j | \varepsilon_d | \psi_i \rangle & \propto \langle \psi | Z_{\delta \Delta N_{\omega}} Z_{C_i \Delta C_j} | \psi \rangle \\
& \propto \sum_{x \in F_2^n} (-1)^{f(x) + f(x + u) + (v + \beta_i + \beta_j) \cdot x}
\end{align*}
\]
(11)

And $W_s(u, v + \beta_i + \beta_j) < d$, so
\[
\sum_{x \in F_2^n} (-1)^{f(x) + f(x + u) + (v + \beta_i + \beta_j) \cdot x} = 0.
\]
Then we have $\delta \Delta N_{\omega} \neq C_i \Delta C_j$, in other words, $C_i \Delta C_j \in \mathbb{D}_d$.

It should be noted here that in Ref[8], the authors gave three conditions for the existence of an $(n, K, d)$ over $F_2$ quantum code, and we consider them unnecessary.

4.2 quadratic logic functions of the form $\frac{1}{2} (c, x) A(c, x)^T$

Consider an $(n + k) \times (n + k)$ symmetric matrix $A$ with elements in $F_p$ and vanishing diagonal entries, then for every vector $c$ of length $k$ with elements in $F_p$, $f(c, x) = \frac{1}{2} (c, x) A(c, x)^T$ is a logic function of $n$ variables, where $x = (x_1, x_2, \cdots, x_n)$ is a vector of $n$ variables. Notice that the degree of $f(x)$ is at most two.

Now, we consider the sufficient conditions for the set of states $\{ |\psi_i \rangle = p^{-\frac{1}{2}} \sum_{x \in F_p^n} \zeta f(c_i, x) |x \rangle \} |c_i \in F_k^1\}$ that can span an $[n, k, d]_p$ quantum code, i.e., the required properties of the Boolean function. Basing on Lemma 1, we have the following theorem.
Theorem 2. Suppose $C, X$ are two disjoint sets. $|C| = k, |X| = n, d \geq 2$, $A = (a_{ij})_{i,j \in C \cup X}$ is a symmetric matrix with elements in $F_p$ and vanishing diagonal entries. For arbitrary $E \subseteq X, |E| = d - 1, I = X \setminus E$, if the rows of $A_{EI}$ are linear independent, and

$$A_{IC}d^C + A_{IE}d^E = O^I$$

implies that

$$d^C = O^C$$

Then the subspace spanned by $\{\ket{\psi_i}\}$ is an $[[n, k, d]]_p$ code over $F_p$, where $\zeta$ is a $p$-th primitive root of 1.

Proof. We first prove that if $A_{IC}d^C + A_{IE}d^E = O^I$ where $I = X \setminus E$ implies that $d^X = O^X$, then for different $i, j$, $\langle \psi_j | \psi_i \rangle = 0$.

$$\langle \psi_j | \psi_i \rangle \propto \sum_{x \in F_p^n} \zeta^{f(c_i, x) - f(c_j, x)}$$

Since $A$ can be expressed as $A = \begin{pmatrix} A_{CC} & A_{CX} \\ A_{XC} & A_{XX} \end{pmatrix}$, then

$$\sum_{x \in F_p^n} \zeta^{f(c_i, x) - f(c_j, x)} \propto \sum_{x \in F_p^n} \zeta^{x A_{XC}(c_i - c_j)^T}$$

so $\langle \psi_j | \psi_i \rangle \neq 0$ if $A_{XC}(c_i - c_j)^T = O^X$.

Seeking a contradiction, we suppose $A_{XC}(c_i - c_j)^T = O^X$, then there exist $I \subseteq X$ such that $A_{IC}(c_i - c_j)^T = O^I$. Let $d^E = O^E$, then $A_{IC}(c_i - c_j)^T + A_{IE}d^E = O^I$, which satisfies Eq.(13), so $(c_i - c_j)^T = O^C$ which is impossible because of $i \neq j$. We come to the result that $\{\ket{\psi_i}\}$ span a subspace of dimension $p^k$.

Then we prove the subspace spanned by $\{\ket{\psi_i}\}$ is an $[[n, k, d]]_p$ quantum code, i.e., for an error $\varepsilon_d = X_a Z_b$ with $W_s(a, b) \leq d - 1$, $\langle \psi_j | \varepsilon_d | \psi_i \rangle = f(\varepsilon_d) \delta_{ij}$.

$$\langle \psi_j | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in F_p^n} \zeta^{bx + x A_{XC}(c_i - c_j)^T + a A_{XX}x^T}$$

Let $\varepsilon_d$ acts on qubits corresponding with a subset $E \subseteq X$, and $a_E, b_E$ are vectors of length $d - 1$. For simplicity, we denote variables in $I$ as $y$, variables in $E$ as $z$. Then

$$\langle \psi_j | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in F_p^n} \zeta^{b_Ez + z A_{EC}(c_i - c_j)^T + z A_{EE}y^T + y A_{IC}(c_i - c_j)^T + y A_{IE}a^T}$$

For different $i, j$, consider linear terms of $y$, if $A_{IC}(c_i - c_j)^T + A_{IE}a^T \neq O^I$, then $\langle \psi_j | \varepsilon_d | \psi_i \rangle = 0$. If $A_{IC}(c_i - c_j)^T + A_{IE}a^T = O^I$, which satisfies Eq.(13), so $(c_i - c_j)^T = O^C$ which contradicts the fact that $c_i, c_j$ are different.

Then we verify $\langle \psi_i | \varepsilon_d | \psi_i \rangle$ only depends on $\varepsilon_d$. 
\[ \langle \psi_i | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in \mathbb{F}_p} \zeta^{b_E x + z A_{E E} x} + y A_{EE} T \]

Since the rows of \( A_{EI} \) are independent, then if \( A_{IE} a_E T = 0 \), we can know \( a_E = 0 \), thus \( \langle \psi_i | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in \mathbb{F}_p} \zeta^{b_E x} \). Because \( b_E \neq 0 \), \( \langle \psi_i | \varepsilon_d | \psi_i \rangle = 0 \).

So, \( \{|\psi_i\rangle|1 \leq i \leq 2^k\} \) span an \([n, k, d]_p\) quantum code.

### 4.3 Graphical \([n, 0, d]\) QECC

Consider the adjacency matrix \((n \times n) \Gamma\) of a graph, then the rows of \( A = (\omega I | \Gamma)\) can span an self-dual additive code \( C \) over \( GF(4) = \{0, 1, \omega, \omega^2\} \), where \( \omega^2 + \omega + 1 = 0 \). And \( C \) is equivalent to a graph code \( D \).

Let \( \alpha_i, \beta_i \) are the \( i \)-th column of \( I \) and \( \Gamma \) respectively, in fact, \( X_{\alpha_i} Z_{\beta_i} \) are stabilizers of \( D \), if we can find a Boolean function \( f(x) \) satisfying the following equations:

\[ f(x + \alpha_i) = \beta_i x, \quad \text{for } 1 \leq i \leq n \quad (19) \]

then we can state that \( |\psi\rangle = 2^{-\frac{d}{2}} \sum_{x \in \mathbb{F}_2} (-1)^{f(x)} |x\rangle \) is the basis state. So we find that the graph code is equivalent to \([n, 0, d]\), where \( d \) is the APC distance of \( f(x) \).

**Example 1.** Consider a complete graph of 4 vertices, then matrix

\[
A = \begin{pmatrix}
\omega & 0 & 0 & 0 \\
0 & \omega & 0 & 0 \\
0 & 0 & \omega & 0 \\
0 & 0 & 0 & \omega
\end{pmatrix}
\]

After computation, we find that \( f(x) = x_1x_2 + (x_1 + x_2)(x_3 + x_4) + x_3x_4 \), the APC distance of \( f(x) \) is 2, so \( \{|\psi\rangle = 2^{-2} \sum_{x \in \mathbb{F}_2} (-1)^{f(x)} |x\rangle \} \) span a \([4, 0, 2]\) QECC.

In fact, under the correspondence defined in Ref[17], every simple undirected graph with adjacency matrix \( \Gamma_{n \times n} \) corresponds to an \([n, 0, d]\) QECC over \( F_2 \) with the basis state \( |\psi\rangle = 2^{-\frac{d}{2}} \sum_{x \in \mathbb{F}_2} (-1)^{f(x)} |x\rangle \), where \( f(x) = \frac{1}{2} x \Gamma x^T \).

### 5 Boolean functions and projectors

In Ref[11], the authors constructed quantum error correcting codes via the tools of projectors and Boolean functions. They first redefine a logic of projectors, then on the assumption that they can construct a certain matrix, which satisfies some properties corresponding to the \( Z_{set f} \) of a Boolean function \( f \), finally they construct a projector onto a quantum code.

In this section, we refine the projectors another logic of projectors, and come to the result that in some conditions, the quantum codes under the construction which is similar to that given Ref[11] has Boolean basis states. Now we give our definition of operator, which is denoted by \( E'_{(a,b)} \).
Definition 6. Operators $E'_{(a,b)}$ associated with binary vectors $(a,b) \in F_2^n$ are redefine by

$$E'_{(a,b)} = e'_1 \otimes \ldots \otimes e'_n$$

where $e'_j = i^{a_j} b_j$ for $1 \leq j \leq n$. In other words, $E'_{(a,b)} = X_a Z_b$.

Basing on the definition of the logic of projection operators in Ref.\[11], we define another logic as the following definition.

Definition 7. Let $P = X_a Z_b, P' = X_{a'} Z_{b'}, P'' = X_{a''} Z_{b''}$ are three projection operators, where $a, a', a'', b, b', b''$ are vectors of length $n$. Then we define $P \lor P' = X_a Z_b + X_{a'} Z_{b'}, P \land P' = (-1)^{a'b} X_{a+a'} Z_{b+b'}, \hat{P} = I - P$ and $(P \lor P') \land P'' = (-1)^{a'b} X_{a+a''} Z_{b+b''} + (-1)^{a''} X_{a+a''} Z_{b+b''}$.

Definition 8.\[11] Given an arbitrary Boolean function $f(x_1, x_2, \ldots, x_n)$, we define the Projection function $\hat{f}(P_1, P_2, \ldots, P_n)$ in which $x_i$ is replaced by $P_i$, multiplication, summation and not operation in Boolean logic are replaced by the meet, join and tilde operation in the projection logic described in Definition 7 respectively.

We denote $P_i^{c_i}$ as $P_i$ if $c_i = 0$, and $\hat{P}_i$ if $c_i = 1$.

If we can construct matrix $A_f = (A|B)$ as in Lemma 3, where $A$ and $B$ are blocks of $A_f$ of size $n \times n$ with the $i$-th row vectors $\alpha_i, \beta_i$, corresponding with a Boolean function $f(x)$ with $n$ variables, then we redefine the operation operator $P_{n+1-t} = \frac{1}{2}(I + E'_{n-t})$. The projector $\hat{f}(P_1, P_2, \ldots, P_n)$ is still a projector onto an $(<n, M, 2>)$ QECC, where $M$ is the Hamming weight of $f(x)$.

The projector $P$ onto a QECC $Q$ has the form $P = \sum |\psi\rangle \langle \psi|$, where $|\psi\rangle$ run over all the basis states of $Q$. Without lose of generosity, we assume the vector $(t_1, t_2, \ldots, t_n)$ is an element of the support of $f$, in fact, every element in the support of $f$ corresponds to a basis state. Then the term corresponds to $(t_1, t_2, \ldots, t_n)$ in $P = f(P_1, P_2, \ldots, P_n)$ is $P_1^{t_1}, P_2^{t_2}, \ldots, P_n^{t_n}$, which can be written as

$$2^{-n} \sum_{d \in F_2^n} \sum_{x \in F_2^n} (-1)^{\lambda(d,t)} |x + \sum_{i=1}^{n} d_i \alpha_i\rangle \langle x|$$

$$+ \sum_{i=1}^{n} t_i |d_i\rangle x + \sum_{1 \leq j \leq k \leq n} d_j d_k \alpha_j \beta_k.$$

Now we consider properties that the Boolean function $f(t_1, t_2, \ldots, t_n)$ should have if $P_1^{t_1}, P_2^{t_2}, \ldots, P_n^{t_n}$ can be written as $|\psi(t_1, t_2, \ldots, t_n)\rangle \langle \psi(t_1, t_2, \ldots, t_n)|$, where $|\psi(t_1, t_2, \ldots, t_n)\rangle$ is a Boolean state corresponding with $f(t_1, t_2, \ldots, t_n)$.

For simplicity, we write $\hat{f}$ in place of $f(t_1, t_2, \ldots, t_n)$, $|\tilde{\psi}\rangle$ in place of $|\psi(t_1, t_2, \ldots, t_n)\rangle$, and

$$|\tilde{\psi}\rangle \langle \tilde{\psi}| \propto \sum_{x \in F_2^n} \sum_{s \in F_2^n} (-1)^{f(x)+f(x+s)} |x + s\rangle \langle x|$$

Then we have the following theorem.
**Theorem 3.** A is invertible, \( \tilde{f}(x) \) is is quadratic and \( \tilde{f}(x) + \tilde{f}(x + \alpha_i) = \beta_i x + t_i. \)

**Proof.** Since \( s \) (in Eq. (22)) and \( d \) (in Eq. (21)) run over \( F_2^n \), we require that \( \alpha_1, \alpha_2, \cdots, \alpha_n \) are linear independent, and

\[
\tilde{f}(x) + \tilde{f}(x + \alpha_i) = \beta_i x + t_i.
\]  

Then for arbitrary \( d \in F_2^n \), \( \tilde{f}(x) + \tilde{f}(x + \sum_{i=1}^{n} d_i \alpha_i) = \left( \sum_{i=1}^{n} d_i \beta_i \right) x + \sum_{i=1}^{n} d_i t_i + \sum_{1 \leq j < k \leq n} d_j d_k \alpha_j \beta_k \), which coincides with \( \lambda(d, t) \).

Since the right part of Eq. (23) is an affine Boolean function, we know that \( \tilde{f}(x) \) is quadratic.

If a QECC has Boolean states, then the study of the QECC can again be converted to the study of Boolean functions corresponding with them, we say it is possible.

**Example 2.** Define a Boolean function \( g(y_1, y_2, y_3, y_4) = (y_1 + y_2 + y_3)(y_1 + y_2 + y_4) \), then \( g(y) \) is partially bent, and \( |\text{Supp}(g)| = 4 \), then for every \( a \in F_2^4 \) with \( r_g(a) = 0 \) is in \( Zsetg \), and \( \text{Supp}(g) = \{s_1 = (1000), s_2 = (0100), s_3 = (0011), s_4 = (1111)\} \). Let \( a_i \) be a unitary vector of length 4 with 1 in the \( i \)-th coordinate and 0 elsewhere. Since \( g(y + a_i) = g(y) + b_i x + c_i (1 \leq i \leq 4, c = (1100)) \), we construct the matrix \( A_g \) as

\[
A_g = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0
\end{pmatrix}
\]

where the \( i \)-th row of \( A_g \) is \( w_i = (a_i, b_i) \). We can easily verify that all the rows of \( A_g \) are independent and any two rows have symplectic product zero because the right four columns of \( A_g \) form a symmetric matrix. Express \( A_g = [x_1, x_2, \cdots, x_8] \), then for every \( \omega \) with \( W_s(\omega) \leq 1 \), \( A_g \omega^T \) is in \( Zsetg \). After computation, we have \( \tilde{f}_1 = g + y_2, \tilde{f}_2 = g + y_1, \tilde{f}_3 = g + y_1 + y_2 + y_3 + y_4, \tilde{f}_4 = g + y_3 + y_4 \). We can see that for different \( i, j \), \( \tilde{f}_i - \tilde{f}_j \) are linear terms. And \( \{2^{-2} \sum_{x \in F_2^2} (-1)^{\tilde{f}_i(x)} |x\} \) spans a \([4, 2, 2]\) code, which meets the quantum singleton bound, and therefore is an MDS code.

In fact, for every function \( f(y) \) with \( 2m \) variables of the form \( f(y) = (y_1 + y_2 + \cdots + y_{2m-2} + y_{2m-1})(y_1 + y_2 + \cdots + y_{2m-2} + y_{2m}) \) (which is a partially bent function [18]), we can find \( |\text{Supp}(f)| \) Boolean functions \( \tilde{f}_i \) satisfying that \( \{2^{-m} \sum_{x \in F_2^{2m}} (-1)^{f_i(x)} |x\} \) spans a \([2m, 2m-2, 2]\) MDS code.

Because a quantum code with Boolean basis state is interesting, it is natural to question what kind of properties of the Boolean functions used in Lemma 3 should satisfy.
Lemma 4. \[ r_f(s) = \begin{cases} 2^n & \text{if } s = 0 \\ 0 & \text{else} \end{cases} \text{, and if } f(x) \text{ is a bent function, then } |\text{Supp}(f)| = 2^{n-1} \pm 2^{n/2-1}. \]

Theorem 4. For arbitrary \((c_1, c_2, \cdots, c_n) \in \text{Supp}(f)\), the Boolean function \(f\) with more than 2 variables used in Lemma 3 can't be a bent function.

Proof. Seeking a contradiction, we assume that \(f\) is bent, then for every \(s \in F^n_2\), \(s \neq 0\), \(r_f(s) = 0\). If \(Z\text{set}f \neq \emptyset\), then for every \(a \in Z\text{set}f\), \(r_f(a) = 0\). From Lemma 2, the weight of \(f\) is equal to \(2^{n-2}\), which contradicts the property of bent functions described in Lemma 4, so \(f\) is not bent.

Acknowledgment

This work is supported by the Natural Science Foundation of China under Grant No. 60403004, the Outstanding Youth Foundation of Henan Province under Grant No.0612000500.

The authors would like to thank Markus Grassl for helpful and important discussion.

References

1. A. M. Steane, Simple quantum error correcting codes, Phys. Rev.Lett.,77(1996),793-797.
2. A. R. Calderbank, P. W. Shor, Good quantum error-correcting codes exist Physics Review A, 1996, 54(2)1098-1105.
3. P. W. Shors, Scheme for reducing decoherence in quantum memory,Phys. Rev.A,52(1995),2493.
4. A. R. Calderbank, E. M. Rains, P. W. Shors, and N. J. A. Sloane, Quantum error correction via codes over GF(4),IEEE Tran. 1998, Inform. Theory, 44:1369-1387.
5. R. Matsumoto and T. Uyematsu, Constructing quantum error-correcting codes for \(p^m\)-state systems from classical error-correcting codes, IEICE Trans. Fundaments, vol E83-A, No.10, Oct. 2000.
6. A. Ashikhmin, E. Knill, Nonbinary quantum stabilizer codes, IEEE Trans. Inform. Theory, 2001, 47(7), 3065-3072.
7. L. E. Danielsen, On Self-Dual Quantum Codes, Graphs, and Boolean Functions, arXiv:quant-ph/0503236, 2005.
8. Sixia Yu, Qing Chen, and Choo Hiap Oh, Graphical Quantum Error-Correcting Codes, arXiv:quant-ph/0709.1780, 2007.
9. D. Schlingemann and R. F. Werner, Quantum error-correcting codes associated with graphs,Phys. Rev. A 65, 012308 , 2002.
10. Z. Ma, The Research and Construction on Quantum Error Correcting Codes, Ph.D. Dissertation of Graduate School, USTC, Beijing, 2002. (in Chinese with English abstract)
11. V. Aggarwal and R. Calderbank, Boolean functions projection operators and quantum error correction codes, arXiv:cs/0610159, 2007.
12. M. Hein, J. Eisert, and H. J. Briegel, Multi-party entanglement in graph states, Phys. Rev. A 69, 062311, 2004.
13. M. Van den Nest, Local Equivalence of Stabilizer States and Codes, Ph.D. thesis, K. U. Leuven, Leuven, Belgium, May 2005.
14. Cunsheng Ding, The Cryptographic Merits and Demerits of Bent functions, STSC, LNCS, 1991, 561:43-49.
15. F. J. MacWilliams, N. J. A. Sloane, The theory of error-correcting codes, Amsterdam, North-Holland Publishing Company, 1977, Pages 426-431.
16. C. Carlet, Partially-bent functions. Advances in Cryptology-CRYPTO’92, Springer Verlag 1993, 280-291.
17. Emanuel Knill and Raymond La amme, Theory of quantum error-correcting codes, Physical Review A, vol. 55, no. 2, pp. 900-911, February 1997. Preprint quant-ph/9604034.
Logic Functions and Quantum Error Correcting Codes

Yajie Xu\textsuperscript{1}, Zhi Ma\textsuperscript{1}, Chunyuan Zhang\textsuperscript{1}, Xin Lü\textsuperscript{2}

\textsuperscript{1} Department of Information Research, Information Engineering University, Zhengzhou, 450002, China
\textsuperscript{2} Informatization Institute, State Information Center, Beijing, 100045, China.

e-mail:xyjxwf@yahoo.com.cn

Abstract. In this paper, based on the relationship between logic functions and quantum error correcting codes (QECCs), we unify the construction of QECCs via graphs, projectors and logic functions. A binary construction which can be generalized to any prime field of QECCs is given, and one of the results given by Ref\cite{8} can be viewed as a corollary of one theorem in this paper. With the help of Boolean functions, we give a clear proof of the existence of a graphical QECC in mathematical view, and find that the existence of a binary \([n, k, d]\) QECC requires similar conditions with that of an \([n, k, d]\) graphical QECC over \(F_p\). The existence of an \(((n, \frac{1}{2}(p^m + 1), d))\) QECC over \(F_p\) requires weaker conditions. The result that under the correspondence defined in Ref\cite{17}, every \([n, 0, d]\) QECC over \(F_2\) corresponding to a simple undirected graph has the Boolean basis state, which is closely related to the adjacency matrix of the graph, is given.

After a modification of the definition of operators, we find that some QECCs constructed via projectors can have Boolean basis states. A necessary condition for a Boolean function being used in the construction via projectors is given. We also give some examples to illustrate our results.

1 Introduction

Quantum error correcting codes (QECCs) have received more and more attention for nearest few decades since the theory of quantum error correction was put forward\cite{12, 34}. One of the central tasks in the theory of QECCs is how to construct them, and the first systematic mathematical construction is given in\cite{4} in the binary case and then generalized in\cite{5, 10}. Many good non-binary QECCs have been constructed by using classical error-correcting codes over \(F_q\) or \(F_{q^2}\) (\(q\) is a power of odd prime number) with special orthogonal properties. Besides these, many quantum codes are constructed via tools including graphs and Boolean functions\cite{7, 8, 9, 10}.

In Ref\cite{7}, the author constructed \([n, 0, d]\) QECCs using Boolean functions with \(n\) variables and aperiodic propagation criterion (APC) distance \(d\), and gave an algorithm to compute the APC distance of a Boolean function, orbits of Boolean functions of the same APC distance are also studied. In this paper,
a construction of quantum codes of dimension more than 0 is given basing on the relationship between Boolean functions and quantum codes. In Ref[8], the authors constructed quantum codes by giving $K$ basis states based on a graph state associated with a graph, and each basis state corresponds to a subset of the vertexes, which can be viewed as a corollary of this paper.

In Ref[9], the authors initiated the construction of QECCs via the construction of matrixes with some properties and proved the necessary and sufficient conditions for the graph that the resulting code corrects a certain number of errors in physics view. In Ref[10], the author gave another proof in mathematical view. Based on the mathematical proof and the close relationship between Logic functions and matrixes, properties that a logic function should have in order to construct a QECC is systematically studied. We first study the relationship between Boolean functions and $[n,k,d]$ QECC over $F_2$, and find that the existence of an $[n,k,d]$ QECC over $F_2$ requires similar conditions with that of an $[n,k,d]$ graphical QECC over $F_p$. When we try to generalize the result to logic functions over $F_p$, we find the existence of an $(n,1,2(p^n + 1),d)$ QECC over $F_p$ requires similar conditions. Under the correspondence defined in Ref[17], we find that every $[n,0,d]$ over $F_2$ corresponding to a simple undirected graph with $n \times n$ adjacency matrix $\Gamma$ has the basis state $|\psi_f\rangle = 2^{-n/2} \sum_{x \in F_n^2} (-1)^{f(x)} |x\rangle$, where $f(x) = \frac{1}{2} x \Gamma x^T$. We also give an example to illustrate our result.

In Ref[11], the author describes a common mathematical framework for the design of QECCs basing on the correspondence between Boolean functions and projection operators. We point out that in some conditions, the basis states of the QECCs under the framework can have the probability vector of the form $2^{-n/2} (-1)^{f(x)}$, where $f(x)$ is a Boolean function.

2 Preliminaries

Definition 1. The symplectic weight of two vectors $a,b$ of length $n$ is defined by

$$W_s(a,b) = \sharp \{i | 1 \leq i \leq n, (a_i,b_i) \neq (0,0) \}$$

Definition 2. The weight of an error $e = i^\lambda x_a Z b$ is defined by

$$W(e) = W_s(a,b)$$

Definition 3. The autocorrection function of a Boolean function $f(v)$ with $n$ variables at $a$ is $r_f(a) = \sum_{v \in F_2^n} (-1)^{f(v)+f(v+a)}$.

Definition 4. [7] The APC(aperiodic propagation criterion) distance of a Boolean function $f$ is defined by the smallest nonzero $w_s(a,b)$ such that

$$\sum_{x \in F_2^n} (-1)^{f(x)+f(x+a)+b x} \neq 0$$

(1)
The graph (or matrix) description of quantum codes given by Ref\[9\] can be stated in following elementary way. Let $X$ and $Y$ be disjoint sets with $k$ and $n$ elements, respectively. Let $G = (V(G), E(G))$ be a graph with vertex set $V = V(G) = X \cup Y$ and edge set $E(G) = V \times V$. Each edge $uv \in E(u, v \in V)$ is assigned a weight $a_{uv} (= a_{vu}) \in F_p$. Therefore, such a graph $G$ corresponds to a symmetric matrix over $F_p$ with size $(n + k) \times (n + k)$

$$A = A(G) = (a_{uv})_{u,v \in V}$$

For two subsets $S$ and $T$ of $V$, we denote $A_{S,T}$ as the submatrix of $A$ with size $|S| \times |T|

$$A_{S,T} = A_{S,T}(G) = (a_{uv})_{u \in S, v \in T}$$

Similarly, a vector in the vector space $F_p^{|V|} = F_p^{n+k}$ is denoted by a column vector

$$d^V = \begin{pmatrix} d^V_1 \\ d^V_2 \\ \vdots \\ d^V_{n+k} \end{pmatrix} = \{ d^v | v \in V \}$$

where $V = \{ v_1, \cdots, v_{n+k} \}$ and $d_{v_i} \in F_p$. For a subset $S$ of $V$, we denote

$$d^S = \{ d^s | s \in S \} \in F_p^S$$

For example, let $E$ be a subset of $Y$ with $d - 1$ elements, $I = Y \setminus E$. Then

$$d^V = \begin{pmatrix} d^X \\ d^E \\ d^I \end{pmatrix}$$

and the multiplication of $A = A(G)$ and $d^V$ can be expressed as

$$Ad^V = \begin{pmatrix} A_{XX} & A_{XE} & A_{XI} \\ A_{EX} & A_{EE} & A_{EI} \\ A_{IX} & A_{IE} & A_{II} \end{pmatrix} \begin{pmatrix} d^X \\ d^E \\ d^I \end{pmatrix}$$

Lemma 1. \[9\] Suppose $X, Y$ are two disjoint sets, $|x| = k, |Y| = n \geq k + 2d - 2, d \geq 2$, $A = (a_{ij})_{i,j \in X \cup Y}$ is a symmetric matrix with vanishing diagonal entries. For arbitrary $E \subseteq Y, |E| = d - 1$, if

$$A_{IX}d^X + A_{IE}d^E = O^I$$

with $I = Y \setminus E$ implies that

$$d^X = O^X \text{ and } A_{XE}d^E = O^X$$

Then there exist an $[n, k, d]$ code.
Definition 5. [11] We define the Zset\(_f\) of a Boolean function \(f\) by
\[
\text{Zset}_f = \{ a | \sum_{v \in F_2^n} f(v)f(v + a) = 0 \}
\]

Lemma 2. [11] If the weight of the Boolean function \(f\) with \(n\) variables is \(M\), and \(M \leq 2^{n-1}\), then \(\text{Zset}_f = \{ a | r_f(a) = 2^n - 4M \}\).

Definition 6. Operators \(E_{(a,b)}\) associated with binary vectors \((a,b) \in F_2^n\) are defined by
\[
E_{(a,b)} = e_1 \otimes \ldots \otimes e_m
\]
where \(e_i = \begin{cases} I_2, & a_i = 0, b_i = 0. \\ \sigma_x, & a_i = 1, b_i = 0. \\ \sigma_z, & a_i = 0, b_i = 1. \\ \sigma_y, & a_i = 1, b_i = 1. \end{cases}\)
In other words, \(e_i = i^{a \cdot b} X_a Z_b\).

Then \(E_{(a,b)}E_{(a',b')} = (-1)^{a' \cdot b + a \cdot b'} E_{(a + a', b + b')}\), and \(E_{(a,b)}E_{(a',b')} = (-1)^{a' \cdot b + a \cdot b'} E_{(a',b')}E_{(a,b)}\).

Lemma 3. [11] A \(((n, M, 2))\)-QECC is determined by a Boolean function \(f\) with the following properties

1) \(f\) is a function of \(n\) variables and has weight \(M\).
2) The Zset associated with \(f\) contains the set \([[x_1, x_2, \ldots, x_{2n}]^T | \omega^T \omega = 2^n \text{ bit vector of symplectic weight } 1\}]\) (or in other words the set \(\{ x_1, x_2, \ldots, x_{2n}, x_1 + x_{n+1}, \ldots, x_n + x_{2n} \}\)) and the matrix \(A_f = [x_1, x_2, \ldots, x_{2n}]_{n \times 2n}\) has the property that any two rows have symplectic product zero and all the rows are independent.

In the above lemma, the QECC is constructed by giving the projector \(P\) onto the code, and the projector is a Boolean function of \(n\) projection operators \(\{P_{n+1-i} = \frac{1}{2}(I + E_{v_i})|1 \leq i \leq n\}\), i.e., \(P = f(P_1, P_2, \ldots, P_n)\) in the sense of a logic of projection operators given in Ref[11], where \(v_i\) is the \(i-th\) row of the matrix \(A_f\). From the symplectic orthogonality of the rows of \(A_f\), we have \(\{P_i|1 \leq i \leq n\}\) are pairwise commutative, and the error-correcting ability of the QECC is ensured by the properties of \(\text{Zset}_f\). An arbitrary error \(e\) satisfying \(W(e) = 1\) acting on one qubit only takes the projector \(P_{f_0}e = P_{f(v + t)}e\), i.e., \(eP_{f_0}e = P_{f(v + t)}e\), where \(t\) is an element in \(\text{Zset}_f\), and \(P_{f(v + t)}\) is orthogonal to \(P_{f(v)}\).

3 logic functions and quantum states

For simplicity, we take Boolean functions as an example to illustrate our work, and we state that all the results about quantum codes over \(F_2\) given in this section can be generalized to quantum codes over a prime field \(F_p\).
For a Boolean function \( f(x) \) with \( n \) variables, it corresponds to a vector \( s = 2^{-n}(-1)^{f(x)} \), which can be interpreted as the probability distribution vector of the quantum state

\[
|\psi_f\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle
\]

(4)

If a state has the form of Eq.(4), then we call it a Boolean state. Consider a \( n \)-variable Boolean function \( f(x) \), which can also be expressed in terms of a Boolean function, \( f |x\rangle \). When acting on the quantum state \( |\psi\rangle \), it corresponds to a quantum state

\[
|\psi\rangle \rightarrow 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{(x+a)+bx} |x\rangle.
\]

(6)

In fact, a logic function \( g(x) \) with \( n \) variables over a prime field \( F_p \) also corresponds to a quantum state \( |\psi_g\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} \zeta^{g(x)} |x\rangle \), where \( \zeta \) is a \( p \)-th primitive root of 1. Then an arbitrary error \( \epsilon = \lambda_{u}Z_{v} \), where \( u,v \in F_2^n \), transforms \( |\psi_g\rangle \) to

\[
|\psi'\rangle \rightarrow 2^{-\frac{n}{2}} \sum_{x \in F_2^n} \zeta^{g(x)+u+vx} |x\rangle.
\]

(7)

Let \( K \) Boolean functions be \( g_i(x) = f(x) + b_i x \), and for \( 1 \leq i < j \leq K \), \( b_i \neq b_j \), define \( K \) quantum states as \( |\psi_i\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{g_i(x)} |x\rangle \). Since

\[
\sum_{x \in F_2^n} (-1)^{f(x)+f(x)+(b_i+b_j)x} = 0,
\]

it is trivially to verify that \( \langle \psi_i | \psi_j \rangle = 0 \).

**Theorem 1.** Let \( |\psi_f\rangle \) be a quantum state with probability distribution vector \( 2^{-\frac{n}{2}}(-1)^{f(x)} \), where \( f(x) \) is a Boolean function with \( n \) variables and APC distance \( d \), i.e.,\( |\psi_f\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle \). Then the subspace spanned by \( \{|\psi_i\rangle | 1 \leq i \leq K \} \) is an \((n, K, d')\) quantum code, where \( d' = \min\{W_{a}(u,v)|W_{a}(u,v+b_i+b_j) < d \text{ for all } 1 \leq i < j \leq K\} \).

**Proof.** We need only to prove that for any error \( \epsilon_{k} \) acting nontrivially on less than \( d \) qubits, we have \( \langle \psi_i | \epsilon_{k} | \psi_j \rangle = f(\epsilon_{k}) \delta_{ij} \) for all \( 1 \leq i, j \leq K \). Without lose of generosity we assume that \( \epsilon_{k} = \lambda_{u}Z_{v} \) for some pair of vectors in \( F_2^n \), which represents that there are \( \lambda \), \( Z \), and \( \lambda Z \) errors on the qubits with index \( \{k|u_k = 1, v_k = 0\}, \{k|u_k = 0, v_k = 1\} \), and \( \{k|u_k = 1, v_k = 1\} \) respectively.

When acting on the quantum state \( |\psi_j\rangle \), the error takes it to

\[
|\psi'_j\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{(x+a)+(u+x)b_j} |x\rangle
\]

(8)

\[
\propto 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x+a)+b_j(x+a)+vx} |x\rangle
\]

(9)
We have
\[
\langle \psi_i | \varepsilon_d | \psi_j \rangle \propto \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x+u) + b_j(x+u) + v_x + f(x) + b_x}.
\]

Since \( W_s(u, v + b_i + b_j) < d \), and the APC distance of \( f \) is \( d \), so
\[
\sum_{x \in \mathbb{F}_2^n} (-1)^{f(x+u) + (b_j + b_i + v)x + ub_j + f(x)} = 0. \tag{10}
\]

Then we consider whether \( \langle \psi_i | \varepsilon_d | \psi_i \rangle \) only depends on \( \varepsilon_d \) or not.
\[
\langle \psi_i | \varepsilon_d | \psi_i \rangle \propto \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x+u) + v_x + f(x)} = 0 \tag{11}
\]

So, \( \{|\psi_i\rangle| 1 \leq i \leq K\} \) span an \((n,K,d')\) quantum code.

**Corollary 1.** Let \( A = (a_{ij})_{n \times n} \) be a nondegenerate matrix on \( \mathbb{F}_2 \), \( f(x) \) be a Boolean function with \( n \) variables and APC distance \( d \), and the vector \( s \) run over \( \mathbb{F}_k^2 \), we define \( |\psi_s\rangle = 2^{-\frac{n}{2}} \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x) + \sum_{i=1}^n s_i \sum_{j=1}^n a_{ij} x_j} |x\rangle \), then \( |\{\psi_s\}\rangle| = 2^k \). we have the following fact that the subspace spanned by \( \{|\psi_s\rangle\} \) is an \([n,k,d']\) quantum code, where \( d' = \min \{W_s(u,v) | W_s(u,v + \sum_{i=1}^k t_i a_i) < d, \forall t \in \mathbb{F}_2^k\} \), where \( a_i \) denotes the \( i \)-th row of \( A \).

We should note here that if we generalize theorem 1 to QECCs over \( \mathbb{F}_p \), where \( p \) is a prime, we need to generalize the definition of APC distance to \( \mathbb{F}_p \).

**Definition 7.** The APC distance of a logic function \( f \) is defined by the smallest nonzero \( w_s(a,b) \), where \( a, b \in \mathbb{F}_p^n \) such that
\[
\sum_{x \in \mathbb{F}_p^n} \zeta^{f(x) + f(x+a) + b \cdot x} \neq 0 \tag{12}
\]
where \( \zeta \) is a \( p \)-th primitive root of 1.

### 4 Logic functions and graphical QECCs

Just as before, we first take Boolean functions as an example to illustrate our work, and then generalize it to logic functions over \( \mathbb{F}_p \), where \( p \) is a prime.

If \( f(x) \) is a quadratic Boolean function and can be represented as \( f(x) = \frac{1}{4} x \Gamma x^T \), where \( \Gamma \) is an \( n \times n \) symmetric matrix with elements in \( \mathbb{F}_2 \) and vanishing diagonal entries, then the state \( |\psi\rangle \) can be viewed as a graph state because \( \Gamma \) can be viewed as the adjacency matrix of a graph \( G = (V, E) \), where \( V \) and \( E \)
denote the set of vertices and edges respectively and $|V| = n$. The graphs talked about in this paper are limited to simple undirected ones.

Consider the operator $G_a = X_a \prod_{b \in N_a} Z_b$, where $N_a$ represents the neighborhood of the vertex $a$ and is denoted by $N_a = \{ v \in \Gamma | \Gamma_a = 1 \}$, it operates on the qubit which corresponds to the vertex $a$ as the Pauli operator $\sigma_x$ and operates on the qubits which corresponds to the vertex in $N_a$ as the Pauli operator $\sigma_z$. And if we write $G_a$, it means $X_a Z_{N_a}$. And it was shown [12] that $G_a \psi = \psi$.

If we label every vertex of the graph $G$ of $n$ vertexes from 1 to $n$, then we can write $G_a \psi = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x+e_a)+f_a(x)} |x\rangle$, where $e_a$ denotes the vector with 1 in the coordinate corresponds to the vertex $a$ and 0 otherwise, $\Gamma_a$ denotes the row corresponds to the vertex $a$. And the error $\epsilon_d = X_a Z_v$ can be written as $X_a Z_{\Delta}$, where $\omega, \delta$ are subsets of $V$.

We define $K$ pair-wise orthogonal quantum states [8] as

$$|\psi_i\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{g_i(x)} |x\rangle = Z_{C_i} |\psi\rangle,$$

where $\{C_i|1 \leq i \leq K\}$ are subsets of $V$ and corresponds to a vector $c_i$ of length $n$, therefore $g_i(x)$ can be expressed as $g_i(x) = f(x) + c_i x$. It is shown that $[8] G_a |\psi_i\rangle = -|\psi_i\rangle$ if $a \in C_i$ and $G_a |\psi_i\rangle = |\psi_i\rangle$ if $a \not\in C_i$ otherwise.

**Definition 8.** [8] The $d$–uncoverable set $D_d$ that contains all the subsets of $V$ which can’t be covered by less than $d$ vertices is denoted by

$$D_d = 2^V - \{ \delta \Delta N_{\omega} | \omega \cup \delta < d \}$$

**Corollary 2.** [8] If $C = \{C_1, C_2, \ldots, C_K\}$ satisfies the following two conditions,

1. $\emptyset \in C$; 2. $C_i \Delta C_j \in D_d$.

then the subspace spanned by the basis $\{|\psi_i\rangle = Z_{C_i} |\psi\rangle | 1 \leq i \leq K\}$ is an $((n, K, d))$ code, where $C_i \Delta C_j \in D_d$ denotes the symmetric difference of two sets $C_i, C_j$, i.e., $C_i \Delta C_j = C_i \bigcup C_j - C_i \bigcap C_j$.

It should be noted here that in Ref[8], the authors gave three conditions of which we consider unnecessary.

Consider a matrix $(n + k) \times (n + k)$ symmetric matrix $A$ with elements in $F_2$ and vanishing diagonal entries, then for every vector $c$ of length $k$ with elements in $F_2$, $f(c, x) = \frac{1}{2} (c, x) A (c, x)^T$ is a Boolean function of $n$ variables, where $x = (x_1, x_2, \ldots, x_n)$ is a vector of $n$ variables. Notice that the degree of $f(x)$ is at most two.

Now, we consider the sufficient conditions for the set of states $\{|\psi_i\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(c_i, x)} |x\rangle | c_i \in F_2^k\}$ that can span a $[n, k, d]$ code, i.e., the required properties of the Boolean function. Basing on Lemma 1, we have the following theorem.
Theorem 2. Suppose $C, X$ are two disjoint sets, $|C| = k, |X| = n \geq k + 2d - 2, d \geq 2$, $A = (a_{ij})_{i,j \in C \cup X}$ is a symmetric matrix with elements in $F_2$ and vanishing diagonal entries. For arbitrary $E \subseteq X, |E| = d - 1$, if the rows of $A_{E^I}$ are linear independent, and

$$A_{IC}d^C + A_{IE}d^E = O^I$$

where $I = Y \setminus E$ implies that

$$d^C = O^C$$

where $A_{IC} = (a_{ij})_{i,j \in I \cup X}$ and $A_{IE}, d^E, d^C, O^C, O^I$ are defined as in lemma 1. Then subspace spanned by $\{|\psi_i\rangle = 2^{-\frac{d}{2}} \sum_{x \in F_2^n} (-1)^{\frac{1}{2}(c_i, x)A(c_i, x)^T} |x\rangle |c_i \in F_2^n\}$ is an $\lceil n, k, d \rceil$ code.

Proof. We first prove that if $A_{IC}d^C + A_{IE}d^E = O^I$ where $I = Y \setminus E$ implies that $d^X = O^X$, then for different $i, j$(which implies $c_i \neq c_j$), $\langle \psi_j | \psi_i \rangle = 0$.

$$\langle \psi_j | \psi_i \rangle \propto \sum_{x \in F_2^n} (-1)^{f(c_i, x) + f(c_j, x)}$$

Express $A$ as $A = \begin{pmatrix} A_{CC} & A_{CX} \\ A_{XC} & A_{XX} \end{pmatrix}$, where $A_{CC}, A_{XC}, A_{CX}, A_{XX}$ are $k \times k, n \times k, k \times n, n \times n$ blocks of $A$, then

$$f(c_i, x) + f(c_j, x) = \frac{1}{2}(c_i, x)A(c_i, x)^T + \frac{1}{2}(c_j, x)A(c_j, x)^T$$

and

$$\sum_{x \in F_2^n} (-1)^{f(c_i, x) + f(c_j, x)} \propto \sum_{x \in F_2^n} (-1)^{xA_{CC}(c_i + c_j)^T}$$

so $\langle \psi_j | \psi_i \rangle \neq 0$ iff $A_{XX}(c_i + c_j)^T = O^X$.

Seeking a contradiction, we suppose $A_{XX}(c_i + c_j)^T = O^X$, then there exist $I \subseteq X$ such that $A_{IC}(c_i + c_j)^T = O^I$. Let $d^E = O^E$, then $A_{IC}(c_i + c_j)^T + A_{IE}d^E = O^I$, which satisfies Eq.(13), so $(c_i + c_j)^T = O^C$ which contradicts the fact that $c_i, c_j$ are different. We come to the result that $\{|\psi_i\rangle\}$ span a dimension $2^k$.

Then we prove the subspace spanned by $\{|\psi_i\rangle\}$ is an $\lceil n, k, d \rceil$ code, i.e., for an error $e = X_aZ_b$ with $W_\delta(e) \leq d - 1$, $\langle \psi_j | e | \psi_i \rangle = f(e)\delta_{ij}$.

$$\langle \psi_j | e | \psi_i \rangle \propto \sum_{x \in F_2^n} (-1)^{bx + xA_{CC}(c_i + c_j)^T + aA_{XX}x^T}$$

Let $e$ acts on qubits corresponding with a subset $E \subseteq X$, and $a_E, b_E$ are vectors of length $d - 1$. For simplicity, we denote variables in $I$ as $y$, variables in $E$ as $z$. Then
\[ \langle \psi_j | e | \psi_i \rangle \propto \sum_{x \in F_2^n} (-1)^{b_E x + z A_{EC}(c_i + c_j)^T + z A_{EE} a_E^T + y A_{IC}(c_i + c_j)^T + y A_{IE} a_E^T} \] (19)

i.e., only includes linear terms.

For different \( i, j \), consider linear terms of \( y \), if \( A_{IC}(c_i + c_j)^T + A_{IE} a_E^T \neq O^T \), then \( \langle \psi_j | e | \psi_i \rangle = 0 \). If \( A_{IC}(c_i + c_j)^T + A_{IE} a_E^T = O^T \), which satisfies Eq.(13), so \((c_i + c_j)^T = O^C \) which contradicts the fact that \( c_i, c_j \) are different.

Then we consider whether \( \langle \psi_i | e_d | \psi_i \rangle \) only depends on \( e \) or not.

\[ \langle \psi_i | e | \psi_i \rangle \propto \sum_{x \in F_2^n} (-1)^{b_E x + z A_{EE} a_E^T + y A_{IE} a_E^T} \]

Since the rows of \( A_{E1} \) are independent, then if \( A_{IE} a_E^T = 0 \), we can know \( a_E = 0 \), thus \( \langle \psi_i | e | \psi_i \rangle \propto \sum_{x \in F_2^n} (-1)^{b_E x} \). Because \( b_E \neq 0 \), \( \langle \psi_i | e | \psi_i \rangle = 0 \).

So, \( \{|\psi_i| | 1 \leq i \leq 2^k \} \) span an \((|n, K, d|)\) quantum code.

Now we consider an undirected weighted graph \( G' = (V, E) \) with the adjacency matrix \((n \times n) \) \( \Gamma \), which is symmetric and with elements in \( F_p \) and vanishing diagonal entries, then we have the following theorem.

**Theorem 3.** Suppose \( C, X \) are two disjoint sets. \(|C| = k, |X| = n, d \geq 2, A = (a_{ij})_{i,j \in C \cup X} \) is a symmetric matrix with elements in \( F_p \) and vanishing diagonal entries. For arbitrary \( E \subseteq X, |E| = d - 1 \), if

\[ A_{IC} d^C + A_{IE} d^E = O^I \] (20)

where \( I = Y \setminus E \) implies that

\[ d^C = O^C \] (21)

where \( A_{IC} = (a_{ij})_{i,j \in C \cup X} \) and \( A_{IE}, d^E, d^C, O^C, O^I \) are defined as in lemma 1. Then subspace spanned by \( \{|\psi_i| = 2^{-\frac{k}{2}} \sum_{x \in F_2^n} \zeta^4 A(c_i, x)^T |x| |c_i \in S\} \) is an \((|n, \frac{1}{2}(1 + p^k), d|)\) code over \( F_p \), where \( S \subseteq F_2^n, |S| = \frac{1}{2}(1 + p^k) \), and if \((c_{i1}, c_{i2}, \ldots, c_{ik}) \in S \), then \((p - c_{i1}, p - c_{i2}, \ldots, p - c_{ik}) \notin S \), \( \zeta \) is a \( p \)-th primitive root of 1.

### 4.1 Graphical \([n, 0, d]\) QECC

Consider the adjacency matrix \((n \times n) \) \( \Gamma \) of a graph, then the rows of \( A = (\omega^I \Gamma) \) can span an self-dual additive code \( C \) over \( GF(4) = \{0, 1, \omega, \omega^2\} \), where \( \omega^2 + \omega + 1 = 0 \). And \( C \) is equivalent to a graph code \( D[17] \).

Let \( a_i, b_i \) are the \( i \)-th column of \( I \) and \( \Gamma \) respectively, in fact, \( X_{a_i}, Z_{b_i} \) are stabilizers of \( D \), if we can find a Boolean function \( f(x) \) satisfying the following equations:

\[ f(x + a_i) = b_i x, \text{ for } 1 \leq i \leq n \] (22)
then we can state that $|\psi\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle$ is the basis state. So we find that the graph code is equivalent to $[[n, 0, d]]$, where $d$ is the APC distance of $f(x)$.

**Example 1.** Consider a complete graph of 4 vertices, then matrix

$$
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{pmatrix}
$$

After computation, we find that $f(x) = x_1x_2 + (x_1 + x_2)(x_3 + x_4) + x_3x_4$, the APC distance of $f(x)$ is 2, so $\{|\psi\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle\}$ span a $[[4, 0, 2]]$ QECC.

Notice that $f(x) = \frac{1}{2} x^T \Gamma x^T$, in fact, under the correspondence defined in Ref[17], every simple undirected graph with adjacency matrix $\Gamma_{n \times n}$ corresponds to an $[[n, 0, d]]$ QECC over $F_2$ with the basis state $|\psi\rangle = 2^{-\frac{n}{2}} \sum_{x \in F_2^n} (-1)^{f(x)} |x\rangle$, where $f(x) = \frac{1}{2} x^T \Gamma x^T$.

5 Boolean functions and projectors

In order to unify the constructions of QECCs via projectors and Boolean functions, we redefine $E_{(a, b)}$ as $E'_{(a, b)}$.

**Definition 9.** Operators $E'_{(a, b)}$ associated with binary vectors $(a, b) \in F_2^{2n}$ are redefine by

$$
E'_{(a, b)} = e'_1 \otimes \ldots \otimes e'_m
$$

where $e'_i = \begin{cases}
I_2, & a_i = 0, b_i = 0. \\
\sigma_x, & a_i = 1, b_i = 0. \\
\sigma_z, & a_i = 0, b_i = 1. \\
\sigma_x \sigma_z, & a_i = 1, b_i = 1.
\end{cases}$

In other words, $e'_i = \chi_a \zeta_b$.

Basing on the definition of the logic of projection operators in Ref[11], we define another logic as the following definition.

**Definition 10.** Let $P = \chi_a \zeta_b$, $P' = \chi_{a'} \zeta_{b'}$, $P'' = \chi_{a''} \zeta_{b''}$ be three projection operators, where $a, a', d', b, b', b''$ are vectors of length $n$. Then we define

- **join:** $P \lor P' = \chi_a \zeta_b + \chi_{a'} \zeta_{b'}$

- **meet:** $P \land P' = (-1)^{a' \cdot b} \chi_{a+a'} \zeta_{b+b'}$

- **tilde:** $\tilde{P} = I - P$

- **distributive law:** $(P + P') \land P'' = P \land P'' + P' \land P''$
Definition 11. Given an arbitrary Boolean function $f(v_1, v_2, \ldots, v_n)$, we define the Projection function $\tilde{f}(P_1, P_2, \ldots, P_n)$ in which $v_i$ is replaced by $P_i$, multiplication, summation and not operation in Boolean logic are replaced by the meet, join and tilde operation in the projection logic described in Definition 11 respectively.

We denote $P_i^{c_i}$ as $P_i$ if $c_i = 0$, and $P_i^{c_i}$ as $\tilde{P}_i$ if $c_i = 1$.

Then given a Boolean function $f$ with $n$ variables, construct matrix $A_f$ as in Lemma 3, and redefine the operation operator $P_{n+1-i} = \frac{1}{2}(I + E_{(a_i, b_i)})$, where $(a_i, b_i) = v_i$ is the $i$-th row of $A_f$, whose rows are independent and are pair-wise symplectic orthogonal. The projector $f(P_1, P_2, \ldots, P_n)$ is still a projector onto a QECC ($(n, M, 2)$), where $M$ is the Hamming weight of $f(v)$.

As the projector $P$ onto a QECC $Q$ has the form $P = \sum |\psi\rangle\langle\psi|$, where $|\psi\rangle$ is a basis state. Without lose of generosity, we assume $(c_1, c_2, \ldots, c_n)$ is an element of the support of $f$, in fact, every element in the support of $f$ corresponds to a basis state. Then the term in $P = f(P_1, P_2, \ldots, P_n)$ corresponds to $(c_1, c_2, \ldots, c_n)$ is $P_1^{c_1}, P_2^{c_2}, \ldots, P_n^{c_n}$, which can be written as $2^{-n} \sum_{d \in F_2^n} \sum_{x \in F_2^n} (-1)^{\sum_{i=1}^n d_i b_i} x + \sum_{i=1}^n c_i d_i \lambda(d_i)$

$\langle x + \sum_{i=1}^n d_i a_i | x \rangle$, where $\lambda(d_i)$ is 1 or -1 depending on $d_i$, and

$$\lambda(d_i) = (-1)^{\sum_{j \leq k \leq n, j \neq k} d_j d_k a_j b_k} \quad (24)$$

It is reasonable to suppose every basis state $|\psi(c_1, c_2, \ldots, c_n)\rangle$ is proportional to $\sum_{x \in F_2^n} (-1)^{f(c_1, c_2, \ldots, c_n)(x)} |x\rangle$, where $f(c_1, c_2, \ldots, c_n)(x)$ is a Boolean function (for simplicity, we write $\tilde{f}$ in place of $f(c_1, c_2, \ldots, c_n)$, $\tilde{\psi}$ in place of $\psi(c_1, c_2, \ldots, c_n)$). Then

$$|\tilde{\psi}\rangle\langle\tilde{\psi}| \propto \sum_{s \in F_2^n} \sum_{x \in F_2^n} (-1)^{\tilde{f}(x) + f(x + s)} |x + s\rangle\langle x| \quad (25)$$

Since $s, d$ run over $F_2^n$, we require that $a_1, a_2, \ldots, a_n$ are linear independent, and

$$\tilde{f}(x) + \tilde{f}(x + a_i) = b_i x + c_i \quad (26)$$

Since the right part of Eq.(26) is an affine Boolean function, we suppose $\tilde{f}(x)$ is quadratic.

Notice that $a_1, b_1 \in F_2^n$, it is reasonable to assume $\tilde{f}$ has the form $\tilde{f}(x) = \frac{1}{2}(X \Gamma X^T + \sum_{i=1}^n \Gamma_{ii} x_i)$, where $X = (x_1, x_2, \ldots, x_n)$ is a vector of $n$ variables, $\Gamma = (\gamma_{ij})_{n \times n}$ is a symmetric matrix, and the coefficient of $x_i x_j$ in $\tilde{f}$ is $\gamma_{ij}$, the coefficient of $x_i$ in $\tilde{f}$ is $\gamma_{ii}$. Our following task is try to find the exact expression of $\tilde{f}$.

Let the matrices $A, B$ are $n \times n$ matrix blocks of $A_f$, i.e., $A_f = \langle A | B \rangle$ and let $F_i, B_i$ denote the $i-th$ column of $\Gamma$ and $B$ respectively, then $\tilde{f}$ satisfying the following equations:
- $A_{i} = B_{i}$, $1 \leq i \leq n$

- $\sum_{1 \leq i,j \leq n} a_{si}a_{sj} = c_{s}$, for $1 \leq s \leq n$

If we can find a Boolean function having the required properties, then we can write all of the basis states in the form of $2^{-\frac{m}{2}} \sum_{x \in \mathbb{F}_{2}^{m}} (-1)^{f(x)} |x\rangle$ (i.e., Boolean state). Thus the study of the QECC can again be converted to the study of Boolean functions corresponding with them. We say that it is possible, and we will illustrate an example to show this.

**Example 2.** Define a Boolean function $g(y_{1}, y_{2}, y_{3}, y_{4}) = (y_{1} + y_{2} + y_{3})(y_{1} + y_{2} + y_{3})$, then $g(y)$ is partially bent, and $|\text{Supp}(g)| = 4$, then for every $a \in \mathbb{F}_{2}^{4}$ with $r_{\omega}(a) = 0$ is in $\text{Zsetg}$, and $\text{Supp}(g) = \{s_{1} = (1000), s_{2} = (0100), s_{3} = (0011), s_{4} = (1111)\}$. Let $a_{i}$ be a unitary vector of length 4 with 1 in the $i$-th coordinate and 0 elsewhere. Since $g(y + a_{i}) = g(y) + b_{i}x + c_{i}(1 \leq i \leq 4, \; c = (1100))$, we construct the matrix $A_{g}$ as

$$A_{g} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{pmatrix}$$

where the $i$-th row of $A_{g}$ is $v_{i} = (a_{i}, b_{i})$. We can easily verify that all the rows of $A_{g}$ are independent and any two rows have symplectic product zero because the right four columns of $A_{g}$ form a symmetric matrix. Express $A_{g}$ as $A_{g} = [x_{1}, x_{2}, \cdots, x_{8}]$, then for every $\omega$ with $W_{s}(\omega) \leq 1$, $A_{g} \ast \omega^{T}$ is in $\text{Zsetg}$. After computation, we have $\tilde{f}_{1} = g + y_{2}$, $\tilde{f}_{2} = g + y_{1}$, $\tilde{f}_{3} = g + y_{1} + y_{2} + y_{4}$, $\tilde{f}_{4} = g + y_{3} + y_{4}$. We can see that for different $i, j$, $\tilde{f}_{i} - \tilde{f}_{j}$ are linear terms. And $\{2^{-2} \sum_{x \in \mathbb{F}_{2}^{m}} (-1)^{f_{i}(x)} |x\rangle\}$ spans a $[4, 2, 2]$ code, which meets the quantum singleton bound, and therefore is an MDS code.

In fact, for every function $f(y)$ with $2m$ variables of the form $f(y) = (y_{1} + y_{2} + \cdots + y_{2m-2} + y_{2m-1})(y_{1} + y_{2} + \cdots + y_{2m-2} + y_{2m})$ (which is a partially bent function[16]), we can find $|\text{Supp}(f)|$ Boolean functions $\tilde{f}_{i}$ as the foregoing example satisfying that $\{2^{-m} \sum_{x \in \mathbb{F}_{2}^{2m}} (-1)^{h_{i}(x)} |x\rangle\}$ spans a $[2m, 2m - 2, 2]$ code, which is also an MDS code.

Because a quantum code with Boolean basis state is interesting, it is natural to question what kind of properties of the Boolean functions used in Lemma 3 should satisfy. We have known that a partially bent function of the form $f(y) = (y_{1} + y_{2} + \cdots + y_{2m-2} + y_{2m-1})(y_{1} + y_{2} + \cdots + y_{2m-2} + y_{2m})$ can be used in Lemma 3, which is a sufficient condition. Next, we will give a necessary condition, before our following theorem, we give one lemma first.
Lemma 4. \[ f(x) = \begin{cases} 2^n, & s = 0 \\ 0, & \text{else} \end{cases}, \text{if and only if } f \text{ is a bent function, then } |\text{supp}(f)| = 2^{n-1} \pm 2^{n/2-1}.

Theorem 4. For arbitrary \((c_1, c_2, \cdots, c_n) \in \text{supp}(f)\), the Boolean function \(f\) with more than 2 variables used in Lemma 3 can’t be a bent function.

Proof. Seeking a contradiction, we assume that \(f\) is bent, then for every \(s \in \mathbb{F}_2^n, s \neq 0, r_f(s) = 0\). If \(Zsetf \neq \emptyset\), then for every \(a \in Zsetf, r_f(a) = 0\). From Lemma 2, the weight of \(f\) is equal to \(2^{n-2}\), which contradicts the property of bent functions described in Lemma 5, so \(f\) is not bent.
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