A Bulk Spectral Gap in the Presence of Edge States for a Truncated Pseudopotential
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Abstract. We study the low-energy properties of a truncated Haldane pseudopotential with maximal half filling, which describes a strongly correlated system of spinless bosons in a cylinder geometry. For this Hamiltonian with either open or periodic boundary conditions, we prove a spectral gap above the highly degenerate ground-state space which is uniform in the volume and particle number. Our proofs rely on identifying invariant subspaces to which we apply gap-estimate methods previously developed only for quantum spin Hamiltonians. In the case of open boundary conditions, the lower bound on the spectral gap accurately reflects the presence of edge states, which do not persist into the bulk. Customizing the gap technique to the invariant subspace, we avoid the edge states and establish a more precise estimate on the bulk gap in the case of periodic boundary conditions.
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1. Introduction

Laughlin wavefunctions

\[ \Psi_p(z_1, \ldots, z_N) \propto \prod_{1 \leq j < k \leq N} (z_j - z_k)^{p+2} \prod_{j=1}^{N} \exp \left( -\frac{|z_j|^2}{2\ell^2} \right), \]

describe the ground-state properties of highly correlated quantum systems such as quantum Hall systems \([8,28]\) or rapidly rotating Bose gases \([7,29]\) in a two-dimensional complex geometry \(z_1, \ldots, z_N \in \mathbb{C}\). In that context, \(\ell > 0\) is the magnetic length, which arises naturally in Hall systems through the perpendicular, constant magnetic field. In the case of dilute Bose gases, the rotational velocity takes the role of the magnetic field. In his seminal paper \([10]\), Haldane derived Hamiltonians, \(W_p = \sum_{1 \leq j < k \leq N} w_p(j, k)\), with non-negative pair interactions \(w_p \geq 0\), which have the Laughlin wavefunction with parameter \(p \in \mathbb{N}_0\) among its zero-energy eigenstates. These so-called pseudopotentials also effectively describe the excitations above the Laughlin state. The statistics of the many-particle Hilbert space on which \(W_p\) acts is tied to \(p\): bosonic statistics for \(p\) even and fermionic for \(p\) odd. The pair potential \(w_p\) projects onto states in the lowest Landau level (LLL) with relative angular momentum at most \(p\), and formally results from an expansion of a radially symmetric pair interaction with respect to relative angular momentum; see \([8,16,34]\). A rigorous justification of the emergence of such pair interactions in a scaling limit can be found in \([20,33]\). In the case \(p = 0\), which models a rapidly rotating dilute Bose gas and is the guiding example in this paper, \(w_0 \propto \delta\) is just a delta-pair interaction on the LLL.

Haldane pseudopotentials are conjectured to faithfully describe all important features and, in particular, the rigidity of quantum Hall systems or rotating Bose gases \([7,8,20,32,33]\). Their zero-energy eigenstates have a maximal filling fraction \(\nu(p) = (p + 2)^{-1}\). Higher fillings \(\nu\) lead to a ground-state energy which increases with \(\nu\). For the bosonic case \(p = 0\) in the planar geometry, this results in the Yrast line of ground-state energies as a function
of the conserved total angular momentum; see [7,20,29]. Most importantly, pseudopotentials are conjectured to have a uniform spectral gap above its ground-state space—a feature, which is responsible for the incompressibility of the quantum fluid [21,26,31] as well as the quantization of the Hall conductance [3,4,11]. The gap is expected to be stable with respect to perturbations and the details of the two-dimensional complex geometry (cf. [13]).

In this paper, we follow the route taken in [5,12,25–27,30] and simplify matters by changing the geometry and truncating the pseudopotential. The cylinder geometry has the advantage that its LLL is spanned by an orthonormal basis \( \{ \psi_x | x \in \mathbb{Z} \} \) with a natural one-dimensional lattice structure. The spanning one-particle orbitals are given by

\[
\psi_x(\xi, \eta) = \sqrt{\frac{\alpha}{2\pi^3/2\ell^2}} \exp\left(\frac{i\alpha \eta}{\ell}\right) \exp\left(-\frac{1}{2} \left[\frac{\xi}{\ell} - x\alpha \right]^2\right)
\]  

(1.1)

with \( \xi \in \mathbb{R}, \eta \in [0,2\pi R) \) marking the positions on the cylinder, and \( \alpha := \ell/R \) the ratio of the magnetic length to the cylinder radius \( R > 0 \). In terms of the complex coordinates \( z_j := \xi_j + i\alpha \eta_j \) the Laughlin wavefunctions in this geometry take the form

\[
\Psi_p(z_1, \ldots, z_N) \propto \prod_{1 \leq j < k \leq N} \left( e^{z_j/R} - e^{z_k/R} \right)^{p+2} \prod_{j=1}^{N} \exp\left(-\frac{|\xi_j|^2}{2\ell^2}\right).
\]

The pair interaction of a pseudopotential, which has this Laughlin state in its zero-energy eigenspace, projects onto orbitals with relative coordinates |\( x_j - x_k | \leq p \). Using the annihilation and creation operators \( a_s \) and \( a_s^* \) of the one-particle orbitals (1.1), whose statistics is again determined by \( p \in \mathbb{N}_0 \), the pseudopotential is of the form

\[
W_p = \sum_{s \in \mathbb{Z}/2} B^*_{p,s} B_{p,s}, \quad \text{with} \quad B_{p,s} := \sum_k' F_p(2k\alpha)a_{s-k}a_{s+k} \quad \text{and}
\]

\[
F_p(t) := \sum_{0 \leq m \leq p} H_m(t)e^{-t^2/4}.
\]

The primed sum is over \( \mathbb{Z} \) if \( s \) is integer and \( \mathbb{Z} + \frac{1}{2} \) otherwise, and the summation for \( F_p \) is over integers \( m \) of the same parity as \( p \). Depending on the parity of \( p \), the real polynomials \( H_m \) result from orthogonalizing the even, respectively odd, monomials in \( \{1, t, \ldots, t^p\} \) with respect to the natural scalar product induced by the \( k \)-sum; for details see [16]. In the thin-cylinder limit \( \alpha \to \infty \), \( H_m \) is the \( m \)-th order Hermite polynomial. We refer to [12,17,30] and in particular [16] for a more detailed discussion of pseudopotentials in the cylinder geometry.

As a case study of a bosonic problem, we focus on the simplest case \( p = 0 \) in the thin-cylinder limit for which we may take \( H_0(t) = 1 \). Analogous to the \( p = 1 \) fermionic case studied in [25,26,36], for \( \alpha \to \infty \) it is reasonable to truncate the summation in \( B_{p,s} \) to its lowest-non-trivial order, that is, \( |k| \leq 1 \) for \( p = 0 \). This results in a finite-range model which, after changing the prefactor, coincides with the formal Hamiltonian
\[\sum_x n_x n_{x+1} + \kappa \sum_x q_x^* q_x, \quad \text{with} \quad q_x = a_x^2 - \lambda a_{x-1} a_{x+1}, \quad n_x = a_x^* a_x,\]

(1.2)

and \(\kappa = e^{\alpha^2/2}/4\) and \(\lambda = -2 e^{-\alpha^2}\) as the physical parameters. For the purposes of this work, we consider more generally that \(\kappa > 0\) and \(\lambda \in \mathbb{C}\setminus\{0\}\). The aim of this paper is to address the rigidity properties in this truncated bosonic model. In particular, we will establish a uniform spectral gap and a bound on the analogue of the Yrast line in this simplified model.

1.1. Main Results

For the precise mathematical definition of the Hamiltonian analyzed in our results, we restrict the truncated model (1.2) to Landau orbitals (1.1) whose center variable \(x \in \mathbb{Z}\) is in an interval \(\Lambda = [a, b]\). The bosonic Fock space associated with these Landau orbitals is the closure

\[\mathcal{H}_\Lambda := \overline{\text{span} \{ |\mu\rangle \mid \mu \in \mathbb{N}_0^\Lambda \}}\]

(1.3)
of orthonormal vectors associated with occupation numbers \(\mu \in \mathbb{N}_0^\Lambda\) of the single-particle orbitals \(x \in \Lambda\). We will refer to \(\mu\) as a particle configuration. The Fock space \(\mathcal{H}_\Lambda\) carries the natural scalar product \(\langle \varphi | \psi \rangle := \sum_{\mu} \varphi(\mu) \psi(\mu)\) where \(\psi = \sum_{\mu} \psi(\mu) |\mu\rangle\). The truncated Hamiltonian with open respectively periodic boundary conditions, then corresponds to the energy form

\[\langle \psi | H_\Lambda^2 | \psi \rangle = \sum_{\mu} e_\Lambda^2(\mu) |\psi(\mu)|^2 + \kappa \sum_{\nu} \sum_{x \in \Lambda^2} |(q_x \psi)(\nu)|^2, \quad \# \in \{\text{obc, per}\},\]

with \(e_\Lambda^{obc}(\mu) := \sum_{x=a}^{b-1} \mu_x \mu_{x+1}\), respectively, \(e_\Lambda^{per}(\mu) := e_\Lambda^{obc}(\mu) + \mu_b \mu_a\), representing the electrostatic energy. The summation for the hopping term extends over \(\Lambda^{obc} = [a+1, b-1]\) for open boundary conditions and \(\Lambda^{per} = [a, b]\) for periodic boundary conditions, in which case additions are understood modulo the volume \(|\Lambda| = b - a + 1\). The hopping operator is defined via

\[\langle q_x \psi(\nu) | (\nu) \rangle := \sqrt{(\nu_x + 1)(\nu_x + 2)} \psi(\alpha_x^2 \nu) - \lambda \sqrt{(\nu_x - 1)(\nu_{x+1} + 1)} \psi(\alpha_{x+1} \alpha_{x-1}^* \nu)\]

(1.4)

and expressed in terms of the functions \(\alpha_x : \mathbb{N}_0^\Lambda \rightarrow \mathbb{N}_0^\Lambda\) with \(x \in \Lambda\), which map configurations \(\nu\) to \(\alpha_x^* \nu\) by adding a particle at the site \(x \in \Lambda\), i.e. \(\nu_x \rightarrow \nu_x + 1\) and the particle numbers at all other sites are unchanged. We will also use \(\alpha_x : \mathbb{N}_0^\Lambda \rightarrow \mathbb{N}_0^\Lambda\) for subtracting a particle from the site \(x \in \Lambda\), that is \(\nu_x \rightarrow \nu_x - 1\), provided that \(\nu_x \geq 1\).

Through Friedrich’s extension theorem, the above non-negative energy forms define (unbounded) self-adjoint operators \(H_\Lambda^2 : \text{dom}(H_\Lambda^2) \rightarrow \mathcal{H}_\Lambda\). To ease the notation, we will also frequently drop the superscript ‘obc’ for open boundary conditions and write \(H_\Lambda \equiv H_\Lambda^{obc}\). Both Hamiltonians are frustration free as they are sums of non-negative terms with ground-state spaces given by the respective kernels

\[G_\Lambda^2 := \ker H_\Lambda^2\]
For open boundary conditions \( \mathcal{G}_\Lambda \equiv \mathcal{G}^{\text{obc}}_\Lambda \) can easily be seen to be infinite dimensional as, e.g., \( H_\Lambda |n0\ldots0\rangle = 0 \) for all \( n \in \mathbb{N}_0 \). One of the key results, which is contained in Sect. 2, is an explicit characterization of \( \mathcal{G}_\Lambda \) and of \( \mathcal{G}^{\text{per}}_\Lambda \), whose dimension will be shown to grow exponentially with the volume. Building on this, the main aim in this work is to prove that the spectral gaps above the ground states are strictly positive uniformly in the system size \( |\Lambda| \), i.e. for both boundary conditions \( \sharp \in \{ \text{obc}, \text{per} \} \) there exists \( \gamma^\sharp > 0 \) so that

\[
E^\sharp_1(\mathcal{H}_\Lambda) := \inf_{0 \neq \psi \in \text{dom}(H^\sharp_\Lambda) \cap (\mathcal{G}^\sharp_{1,\Lambda})^\perp} \frac{\langle \psi \mid H^\sharp_\Lambda \psi \rangle}{\|\psi\|^2} \geq \gamma^\sharp \tag{1.5}
\]

for all intervals \( \Lambda \) sufficiently large. We will estimate this spectral gap in terms of

\[
\begin{align*}
\gamma^\text{obc}_\kappa(|\lambda|^2) &:= \frac{1}{5} \min \left\{ 4\gamma^\text{per}_\kappa(|\lambda|^2), \frac{2\kappa|\lambda|^2}{\kappa + 1} \right\} \\
\gamma^\text{per}_\kappa(|\lambda|^2) &:= \frac{1}{4} \min \left\{ 1, \frac{2\kappa}{\kappa + 1}, \frac{2\kappa}{1 + \kappa|\lambda|^2} \right\}. \tag{1.6}
\end{align*}
\]

For open boundary conditions the main result is the following:

**Theorem 1.1.** (OBC spectral gap) There is a monotone increasing function \( f : [0, \infty) \to [0, \infty) \) such that for all \( 0 \neq \lambda \in \mathbb{C} \) with the property \( f(|\lambda|^2) < 1/3 \) and all \( \kappa \geq 0 \):

\[
\inf_{\Lambda \subseteq \mathbb{Z}, |\Lambda| \geq 10} E^\text{obc}_1(\mathcal{H}_\Lambda) \geq \min \left\{ \gamma^\text{obc}_\kappa(|\lambda|^2), \frac{2\kappa}{3} \left( 1 - \sqrt{3f(|\lambda|^2/2)} \right)^2 \right\}. \tag{1.7}
\]

The proof of this theorem is provided in Subsection 5.2. An explicit expression for \( f \), which is monotone increasing, is stated in Theorem 3.2, where we also show that \( f(|\lambda|^2/2) < 1/3 \) for \( |\lambda| \leq 7.4 \).

For \( \kappa > 0 \) fixed and \( |\lambda| \ll 1 \), which covers the physical parameter regime, the minimum in (1.7) is taken at \( \gamma^\text{obc}_\kappa(|\lambda|^2) \) which is of the order \( \mathcal{O}(|\lambda|^2) \). The bound is sharp in this regime due to the existence of edge states which are discussed in more detail at the end of Subsection 5.1.

As an example of such an edge state, consider the two-dimensional space

\[
\text{span}\{ |20100\ldots0\rangle, |1200\ldots0\rangle \} \subseteq \mathcal{H}_\Lambda
\]

which is invariant under the action of \( H^\text{obc}_\Lambda \). Diagonalizing the associated \( 2 \times 2 \) matrix yields eigenvalues \( E_\pm=(\kappa|\lambda|^2+\kappa+1)(1\pm \sqrt{1-4\kappa|\lambda|^2/(\kappa|\lambda|^2+\kappa+1)^2}) \), the smallest of which is of order

\[
E_- = \frac{2\kappa|\lambda|^2}{\kappa + 1} + \mathcal{O}(|\lambda|^4) \tag{1.8}
\]

when \( |\lambda| \ll 1 \). In contrast, the bulk gap is strictly bounded away from zero uniformly for small \( |\lambda| \). This is shown in our second main result.

**Theorem 1.2** (Bulk spectral gap). There is a monotone increasing function \( f : [0, \infty) \to [0, \infty) \) such that for all \( 0 \neq \lambda \in \mathbb{C} \) with the property \( f(|\lambda|^2/2) < 1/3 \) and all \( \kappa \geq 0 \):
\[ \liminf_{|\Lambda|\to\infty} E_1^{\text{per}}(\mathcal{H}_\Lambda) \geq \min \left\{ \gamma_{\per}(|\lambda|^2), \frac{\kappa}{3(1+|\lambda|^2)} \left( 1 - \sqrt{3f(|\lambda|^2/2)} \right)^2 \right\}. \]  

The proof of this theorem is given in Sect. 4.3. As explained next in detail, the key to establishing this result is to explicitly deconstruct the Hilbert space into invariant subspaces to which different gap estimating techniques are applied to circumvent the edge states. In contrast to (1.7) the bound (1.9) survives the limit \( \lambda \to 0 \), in which case the (bulk) spectral gap is explicit \( \min\{1, 2\kappa\} \). For a more detailed understanding of the bulk excitations, we explore in Sect. 5.3 other invariant subspaces which we conjecture to support the lowest excitations. Their energies, which are of course consistent with (1.9), are determined perturbatively for small \( |\lambda| \) in Sect. 5.3. We also include there a brief discussion of the many-body scars in this model.

1.2. Invariant Subspaces and the Proof Strategy

As its fermionic cousin studied in [26], the bosonic model at hand is not integrable in the sense that there is no extensive number of independent conserved quantities. For the Haldane pseudopotentials, the conserved quantities are the total particle number \( \sum_x n_x \) and the center of mass \( \sum_x x n_x \). Regardless, one can explicitly determine an extensive number of invariant subspaces. This observation is the foundation of the analysis in this paper. A preview of this was provided above where we discussed the edge-state example.

We recall from [6] that a closed subspace \( \mathcal{V} \subseteq \mathcal{H} \) is invariant, or equivalently reducing in the case of a self-adjoint operator \( A : \text{dom}(A) \to \mathcal{H} \), if and only if the corresponding orthogonal projection \( P_\mathcal{V} \) commutes with the operator,

\[ P_\mathcal{V} A \text{ dom}(A) = A P_\mathcal{V} \text{ dom}(A). \]

Since the electrostatic part of the Hamiltonian is diagonal in the configuration basis, we can construct an invariant subspace of \( H_\Lambda^\sharp \) by considering the action of the hopping terms on a fixed configuration \( \sigma_\Lambda(R) \in \mathbb{N}_0^\Lambda \). Namely, an invariant subspace results from taking the span of all configuration states \( \mu \in \mathbb{N}_0^\Lambda \) that have a nonzero inner product with a state of the form \((q_{x_k}^* q_{x_k} \ldots q_{x_1}^* q_{x_1}) |\sigma_\Lambda(R)\rangle\) for some \( k \geq 1 \) and \( x_1, \ldots, x_k \). Similar to the analysis from [26], a convenient way of labeling the spanning set of configurations is by means of domino tilings of \( \Lambda \), for which the generating configuration \( \sigma_\Lambda(R) \) is characterized by a root tiling \( R \). The exact definition of these lattice tilings is in Sect. 2, where we also define and state the key properties of the associated closed, invariant subspace \( C_\Lambda^{\text{obc}} \) and \( C_\Lambda^{\text{per}} \) of all tiling states for open and periodic boundary conditions, respectively; see (2.7) and (2.29). Most importantly, \( C_\Lambda^{\sharp} \) for both \( \sharp \in \{\text{obc}, \text{per}\} \) contains the ground-state space \( G_\Lambda^{\sharp} \) of the respective Hamiltonian \( H_\Lambda^\sharp \). Since both \( \mathcal{H}_\Lambda = C_\Lambda^{\sharp} \oplus C_\Lambda^{\perp} \) and \( \mathcal{H}_\Lambda = (C_\Lambda^{\per})^{\perp} \) constitute orthogonal decompositions of the Hilbert space into closed invariant subspaces of \( H_\Lambda^{\text{obc}} \) and \( H_\Lambda^{\text{per}} \) respectively and \( G_\Lambda^{\sharp} \subseteq C_\Lambda^{\sharp} \subseteq \text{dom}H_\Lambda^{\sharp} \), the spectral gap of \( H_\Lambda^{\sharp} \) can be realized as
\[ E_1^\sharp(\mathcal{H}_\Lambda) = \min \left\{ E_1^\sharp(\mathcal{C}_\Lambda^\sharp), E_0^\sharp \left( (\mathcal{C}_\Lambda^\sharp)^\perp \right) \right\}, \quad \sharp \in \{ \text{obc, per} \}, \] (1.10)

where \( E_1^\sharp(\mathcal{C}_\Lambda^\sharp) \) is the spectral gap of \( H_\Lambda^\sharp \) restricted to \( \mathcal{C}_\Lambda^\sharp \), and \( E_0^\sharp \left( (\mathcal{C}_\Lambda^\sharp)^\perp \right) \) is the ground-state energy of \( H_\Lambda^\sharp \) in the orthogonal subspace \( (\mathcal{C}_\Lambda^\sharp)^\perp \), i.e.

\[ E_1^\sharp(\mathcal{C}_\Lambda^\sharp) := \inf_{\psi \neq \eta \in (\mathcal{C}_\Lambda^\sharp)^\perp \cap \text{dom}(H_\Lambda^\sharp)} \frac{\langle \psi \mid H_\Lambda^\sharp \psi \rangle}{\| \psi \|^2} \]

\[ E_0^\sharp \left( (\mathcal{C}_\Lambda^\sharp)^\perp \right) := \inf_{\eta \neq \psi \in (\mathcal{C}_\Lambda^\sharp)^\perp \cap \text{dom}(H_\Lambda^\sharp)} \frac{\langle \eta \mid H_\Lambda^\sharp \eta \rangle}{\| \eta \|^2}. \] (1.11)

We employ different strategies to lower bound these energies uniformly in \( \Lambda \):

1. The martingale method for a bound on \( E_1^\text{obc}(\mathcal{C}_\Lambda) \) (cf. Sect. 3).
2. A finite-volume condition, which lower bounds the periodic gap \( E_1^\text{per}(\mathcal{C}_\Lambda^\text{per}) \) in terms of the spectral gap \( E_1^\text{obc}(\mathcal{C}_\Lambda^\infty) \) for open boundary conditions restricted to the subspace of bulk tilings \( \mathcal{C}_\Lambda^\infty \subseteq \mathcal{C}_\Lambda \) (cf. (3.2) and Sect. 4).
3. Electrostatic estimates for bounds on \( E_0^\text{obc}(\mathcal{C}_\Lambda^\perp) \) and \( E_0^\text{per} \left( (\mathcal{C}_\Lambda^\text{per})^\perp \right) \), which also relate to the Yrast line mentioned in the introduction (cf. Theorems 5.1 and 4.3, and Proposition 4.2).

Before delving into the details, let us put these strategies in context.

The martingale method and finite-volume criteria [1,2,9,14,15,18,19,23] have previously only been developed for and applied to quantum spin or lattice fermion systems, for which the dimension of the finite-volume Hilbert space is finite. For our lattice bosons, the dimension of \( \mathcal{H}_\Lambda \) and even of \( \mathcal{C}_\Lambda \) is infinite. This does not merely require technical amendments of the method, but poses the additional problem that the method’s induction hypothesis, namely the existence of a positive spectral gap for any finite-volume Hamiltonian, does not a priori hold. For the present model, we solve this by showing that \( E_1^\text{obc}(\mathcal{C}_\Lambda) \) is realized on the finite-dimensional invariant subspace of bulk tilings \( \mathcal{C}_\Lambda^\infty \subseteq \mathcal{C}_\Lambda \); see (3.2) and Theorem 3.1.

Similar to, but in fact more severe than its fermionic cousin studied in [26], the present model has plenty of low-energy edge states for the Hamiltonian \( H_\Lambda \) with open boundary conditions in comparison to the bulk Hamiltonian \( H_\Lambda^\text{per} \). In this situation, it is a well-recognized hard problem to rigorously establish a bulk gap which does not scale with the energy of edge states. This stems from the fact that the known proof strategies, the martingale method and finite-volume criteria, involve finite-volume Hamiltonians with open boundary conditions. We solve this problem by restricting these proof techniques a priori to invariant subspaces \( \mathcal{C}_\Lambda^\text{per} \subseteq \mathcal{C}_\Lambda^\infty \), which project out the edge states. This novel twist on these methods is provided here for the truncated bosonic Haldane pseudopotential. However, it is equally applicable to the fermionic \( \nu = 1/3 \) model. By appropriately modifying the approach here, one can prove a bulk gap which is stable for small \( |\lambda| \) for the analogously truncated model thereby improving [26, Theorem 1.2]. This analysis is carried out in the subsequent work [36].
Hence, despite many similarities to the fermionic case of the truncated \( \nu = 1/3 \) Haldane pseudopotential studied in [26], beyond modifying and streamlining of the proof of that result, the analysis in the present paper tackles three additional challenges – the adaptation of the martingale method through a reduction to finite-dimensional subspaces, electrostatic estimates, and a proof of a bulk gap that circumvents edge states by customizing the gap-techniques to appropriate invariant subspaces.

### 2. Tilings and Their State Spaces

The goal of this section is to identify invariant subspaces \( \mathcal{C}_\Lambda \) and \( \mathcal{C}^\text{per}_\Lambda \) that contain the ground-state space \( \mathcal{G}_\Lambda = \ker H_\Lambda \) and \( \mathcal{G}^\text{per}_\Lambda = \ker H^\text{per}_\Lambda \) respectively. These subspaces will be constructed as a direct sum of invariant subspaces \( \mathcal{C}^\#(R) \) each of which supports a unique ground state and is spanned by a finite subset of the orthonormal occupation basis \( \{ |\mu\rangle : \mu \in \mathbb{N}_\Lambda \} \) of \( \mathcal{H}_\Lambda \). Each of the chosen occupation states is described by a domino-tiling of the lattice, where the values of each domino indicate the occupation numbers of the covered sites.

To motivate the definition of these tiles, recall that as the Hamiltonian is frustration-free, the ground state space is the set of vectors that simultaneously minimize the energy of all interaction terms:

\[
\ker(H_\Lambda) = \bigcap_{x=a}^{b-1} \ker(n_xn_{x+1}) \cap \bigcap_{x=a+1}^{b-1} \ker(q_x),
\]

\[
\ker(H^\text{per}_\Lambda) = \bigcap_{x=a}^{b} (\ker(n_xn_{x+1}) \cap \ker(q_x)).
\]

Every particle configuration \( |\mu\rangle \) gives rise to an electrostatic energy and is a ground state of these terms if and only if \( \mu_x \mu_{x+1} = 0 \) for all \( x \). The operator \( q_x \) acts nontrivially on the sites \( \{x-1, x, x+1\} \), and satisfies the equation

\[
q_x|101\rangle = -\frac{\lambda}{\sqrt{2}}q_x|020\rangle. \tag{2.1}
\]

Therefore, starting from a configuration of 1’s and 0’s that is a ground state of the electrostatic terms, a ground state of the hopping terms \( \sum_x q_x^*q_x \) in either case of boundary conditions can be constructed by summing over the set of all configurations obtained from replacing sequences (101) with (020) and appropriately scaling. A relation similar to (2.1) holds if either the first or third site in the configuration on the LHS contains more than one particle or if the middle site on the RHS of (2.1) contains more than 2 particles. However, the action of \( q_x \) will result in a configuration with electrostatic energy and thus such configurations cannot contribute to a ground state. This indicates that the bulk of a ground state can be at most half-filled. Of course, there are other configurations that satisfy the electrostatic ground-state condition \( e^\#(\mu) = 0 \). For example, any configuration with at most one particle is automatically in the kernel of \( q_x \).
These observations motivate the definition of Void-Monomer-Dimer tilings. Since (2.1) must be satisfied at every site \(x\) in either the thermodynamic limit \(\Lambda \uparrow \mathbb{Z}\) or on \(\Lambda\) in the periodic geometry, we first define three bulk tiles:

1. a void \(V = (0)\), which covers a single site and contains no particles,
2. a monomer \(M = (10)\), which covers two sites and contains a single particle on the first site, and
3. a dimer \(D = (0200)\), which covers 4 sites and contains only two particles on the second site.

A VMD tiling of \(\mathbb{Z}\) is any tiling of the entire lattice by these three tiles. Similarly, a periodic VMD tiling of a finite volume \(\Lambda = [a, b]\) with the periodic boundary conditions is any covering of the ring by these tiles.

2.1. BVMD Tilings for Open Boundary Conditions

To describe the ground state for open boundary conditions, we need additional boundary tiles to account for possible edge configurations that support ground states. One way to obtain such tiles is to consider the set of truncated tiles created from restricting a VMD-tiling of \(\mathbb{Z}\) to \(\Lambda\). We ignore cuttings that produce tiles with no particles, as these can be equivalently constructed using voids. This produces the following set of boundary tiles, which we refer to as \(\mathbb{Z}\)-induced boundary tiles:

1. On the left boundary: a truncated dimer \(B_2^l = (200)\) which covers three sites and contains two particles on the first site.
2. On the right boundary:
   a) a truncated monomer \(M^{(1)} = (1)\), which covers one site and contains one particle,
   b) a truncated dimer \(B_2^r = (02)\), which covers two sites and contains two particles on the second site, and
   c) a truncated dimer \(D^{(1)} = (020)\), which covers three sites and contains two particles on the second site.

To account for the full ground state of \(H_\Lambda\) two additional types of boundary tiles are found from the following observation: if \(\mu \in \mathbb{N}_0^\Lambda\) is of the form

\[
|\mu\rangle = |\mu_a00\rangle \otimes |\mu'\rangle \otimes |0\mu_b\rangle
\]

where \(\mu' \in \{0, 1, 2\}^{\Lambda - 5}\) is a particle configuration obtained from a tiling of \([a + 3, b - 2]\) by bulk tiles (see (2.6)) then

\[
H_{[a,b]}|\mu\rangle = |\mu_a00\rangle \otimes H_{[a+3,b-2]}|\mu'\rangle \otimes |0\mu_b\rangle. \tag{2.2}
\]

A similar statement holds if \(|\mu\rangle = |\mu_a00\rangle \otimes |\mu^b\rangle\) or \(|\mu\rangle = |\mu^a\rangle \otimes |0\mu_b\rangle\) where \(\mu^b\), resp. \(\mu^a\), is the particle configuration associated to a VMD-tiling by bulk and right, resp. left, \(\mathbb{Z}\)-induced boundary tiles. Thus, we introduce the following non-\(\mathbb{Z}\)-induced boundary tiles for \(n \geq 3\):

1. On the left boundary: \(B_n^l = (n00)\) covering three sites with \(n\) particles on the first site.
2. On the right boundary: \(B_n^r = (0n)\) covering two sites with \(n\) particles on the second site.
Figure 1. The equivalence class $T_\Lambda(R)$ for the root tiling $R$ in the bottom line with boundary conditions $B^l_n$ with $n \geq 2$ and $M^{(1)}$

The fact that an edge site of a ground state of $H_\Lambda$ can hold an arbitrary number of particles is a consequence of the lack of hopping at the boundary. As indicated by (2.1), the interior sites of a ground state can hold at most two particles, and so this completes the set of boundary tiles.

A BVMD-tiling of $\Lambda$ is then defined as any ordered covering of $\Lambda$

$$T = (T_1, T_2, \ldots, T_k) \in T_\Lambda$$

(2.3)

where each $T_i$ is one of the tiles defined above and only $T_1$, resp. $T_k$, can belong to the set of left, resp. right, boundary tiles. The number of tiles $k$ in a tiling of $\Lambda$ can vary since tiles have different lengths. The set of all BVMD-tilings of $\Lambda$ will be abbreviated by $T_\Lambda$.

Motivated by (2.1) we define two substitution rules that allow us to create a new tiling $T'$ from a fixed tiling $T$ by replacing two neighboring monomers by a dimer or vice-versa. Pictorially, these are represented by

$$(0200) \leftrightarrow (10)(10) \quad (020) \leftrightarrow (10)(1),$$

(2.4)

in which we exchange a bulk dimer $D$ with two bulk monomers, or a truncated right dimer $D^{(1)}$ with a bulk monomer and truncated monomer. These rules induce an equivalence relation “$\leftrightarrow$” on the set of BVMD tilings $T_\Lambda$. Namely, we say that two tilings $T, T' \in T_\Lambda$ are connected and write $T \leftrightarrow T'$ if $T$ becomes $T'$ after a finite number of replacements of the form in (2.4). Each equivalence class $T_\Lambda(R)$ is uniquely characterized by a root tiling $R = (R_1, \ldots, R_k) \in T_\Lambda$, which is defined as any tiling such that

$$R_1 \in \{V, M\} \cup \{B^l_n : n \geq 2\},$$
$$R_i \in \{V, M\} \text{ for all } 1 < i < k,$$
$$R_k \in \{V, M, M^{(1)}\} \cup \{B^r_n : n \geq 2\},$$

see Fig. 1. Said differently, a root tiling is any BVMD-tiling of $\Lambda$ that does not use the dimers (0200) or (020). We denote the set of root-tilings by $R_\Lambda$. Consequently, we can partition $T_\Lambda$ into subsets labeled by the root tilings,

$$T_\Lambda = \bigcup_{R \in R_\Lambda} T_\Lambda(R), \quad T_\Lambda(R) = \{T \in T_\Lambda \mid T \leftrightarrow R\}.$$  

(2.5)
The natural embedding
\[ \sigma_\Lambda : \mathcal{T}_\Lambda \to \mathbb{N}_0^\Lambda, \quad T \mapsto \sigma_\Lambda(T) \] (2.6)
identifies each tiling \( T \) with its particle configuration \( \sigma_\Lambda(T) \). As we will show next, the particle configurations in the range are uniquely characterized by the tiling.

**Lemma 2.1** (BVMD tiling configurations). Fix an interval \( \Lambda = [a, b] \) with \(|\Lambda| \geq 4\). A configuration \( \mu \in \mathbb{N}_0^\Lambda \) is in \( \text{ran} \sigma_\Lambda \) if and only if the following three conditions hold:

1. \( \mu_x \geq 3 \) implies \( x \in \{a, b\} \)
2. \( \mu_x \geq 1 \) implies \( \mu_{x+1} = 0 \)
3. \( \mu_x \geq 2 \) implies \( \mu_{x+2} = 0 \) and \( \mu_{x+3} \leq 1 \),

and we consider the conditions to be vacuously true for any site \( x \pm k \in \mathbb{Z} \setminus \Lambda \). Moreover, the tiling \( T \in \mathcal{T}_\Lambda \) for which \( \mu = \sigma_\Lambda(T) \) is unique, i.e., \( \sigma_\Lambda \) is injective.

**Proof.** Given the set of tiles defined above and the boundary constraints, it is clear that any \( \mu \in \text{ran}(\sigma_\Lambda) \) satisfies Conditions 1-3. Conversely, suppose that \( \mu \in \mathbb{N}_0^\Lambda \) satisfies Conditions 1-3. We first determine the unique choice of boundary tiles (if any), and then place each type of bulk tile systematically from longest to shortest.

If either \( \mu_a \geq 2 \) or \( \mu_b \geq 2 \), then combining Conditions 2-3, it is clear there are enough empty sites next to the boundary site to lay the corresponding tile \( B_#^1 \), with \( # \in \{l, r\} \). Similarly, if \( \mu_{b-1} = 2 \), there are enough empty sites to lie \( D^{(1)} \) and one can always place \( M^{(1)} \) if \( \mu_b = 1 \). Moreover, such configurations cannot be covered by bulk tiles, and so this uniquely places the boundary tiles.

For any remaining uncovered site \( x \) for which \( \mu_x = 2 \), a bulk dimer must and can be placed to cover \( x \) as \( \mu_{x+1} = \mu_{x+2} = 0 \) by Conditions 2-3. These tiles do not overlap with one another or with any boundary tile as for any other \( y \in \Lambda \) with \( \mu_y \geq 2 \), Conditions 2-3 imply \( |x - y| \geq 3 \) which is the minimum distance one needs to place two successive dimer tiles, or a dimer neighboring a boundary tile with two or more particles.

Similarly, for any remaining uncovered site with \( \mu_x = 1 \), we must and can place a bulk monomer as Condition 2 guarantees that \( \mu_{x+1} = 0 \). Once again, this tile does not overlap with any other previously placed tiles since Condition 2 guarantees this does not overlap with a neighboring monomer, and Condition 3 guarantees this does not overlap with any neighboring tile with two or more particles.

All remaining uncovered sites hold no particles and thus must be tiled with voids. This completes the unique tiling \( T \) that produces the configuration, i.e. \( \mu = \sigma_\Lambda(T) \) as desired. \( \Box \)

With respect to each root-tiling \( R \in \mathcal{R}_\Lambda \), we define the **BVMD-subspace associated to** \( R \) and the space of all BVMD-tilings by
\[ C_\Lambda(R) = \text{span} \{ \langle \sigma_\Lambda(T) \rangle \mid T \in \mathcal{T}_\Lambda(R) \}, \quad C_\Lambda = \overline{\text{span}} \{ \langle \sigma_\Lambda(T) \rangle \mid T \in \mathcal{T}_\Lambda \}, \quad (2.7) \]
respectively. Each \( C_\Lambda(R) \) is finite-dimensional as there are only finitely many tilings \( T \) connected to a root \( R \). However, \( \dim(C_\Lambda) = \infty \) as there are an infinite
number of non-$Z$-induced boundary tiles. The following lemma summarizes some of the most important properties of these subspaces.

**Lemma 2.2** (BVMD tiling space properties). Let $\Lambda = [a, b]$ be any interval with $|\Lambda| \geq 4$.

1. $C_\Lambda(R) \perp C_\Lambda(R')$ for any pair of root-tilings $R \neq R'$. As a consequence, $C_\Lambda = \bigoplus_{R \in R_\Lambda} C_\Lambda(R)$.

2. $C_\Lambda(R)$ is an invariant subspace of $H_\Lambda$ for each $R \in R_\Lambda$ and the restriction of $H_\Lambda$ to $C_\Lambda \subseteq \text{dom}(H_\Lambda)$ is a bounded operator. In particular, $C_\Lambda$ is also invariant.

**Proof.** 1. The set of configuration states constitutes an orthonormal basis for $H_\Lambda$. Since $T_\Lambda(R) \cap T_\Lambda(R') = \emptyset$ for any two distinct roots $R \neq R'$, the first result is an immediate consequence of the injectivity of $\sigma_\Lambda$ and the definition of $C_\Lambda(R)$, see (2.7). The decomposition of $C_\Lambda$ is an immediate consequence of (2.7) since each $C_\Lambda(R)$ is finite-dimensional and the direct sum of countably many orthogonal closed subspaces is closed.

2. It is trivial that $C_\Lambda(R) \subseteq \text{dom}(H_\Lambda)$ as it is a span of a finite set of vectors in $\text{dom}(H_\Lambda)$. We first show that $q_x^*q_x|\sigma_\Lambda(T)\rangle \in C_\Lambda(R)$ for each $T \in T_\Lambda(R)$ and $x \in [a + 1, b - 1]$. By direct computation, one finds

$$q_x^*q_x|\sigma_\Lambda(T)\rangle = 0 \in C_\Lambda(R)$$ (2.8)

if on the interval $[x - 1, x + 1] \subseteq \Lambda$, the configuration $\sigma_\Lambda(T)$ either has one particle on site $x$ and no particles at $x \pm 1$, or $\sigma_\Lambda(T)$ has a pair of neighboring sites with no particles. One is thus left to consider tilings for which the particle configuration on $[x - 1, x + 1]$ is (101) or (020), that is, tilings $T^M \in T_\Lambda(R)$ with two consecutive monomers with particles at $x \pm 1$, or tilings $T^D \in T_\Lambda(R)$ with a dimer ($D$ or $D^{(1)}$) with two particles at $x$. Note that these two sets are in one-to-one correspondence via a single replacement connecting $T^M \leftrightarrow T^D$.

Fixing a pair $T^M \leftrightarrow T^D$ as above, a direct computation yields

$$q_x^*q_x|\sigma_\Lambda(T^M)\rangle = |\lambda|^2|\sigma_\Lambda(T^M)\rangle - \lambda \sqrt{2}|\sigma_\Lambda(T^D)\rangle$$ (2.9)

$$q_x^*q_x|\sigma_\Lambda(T^D)\rangle = -\lambda \sqrt{2}|\sigma_\Lambda(T^M)\rangle + 2|\sigma_\Lambda(T^D)\rangle.$$ (2.10)

Thus, the action of $q_x^*q_x$ on either kind of configuration produces a vector in $C_\Lambda(R)$ and $H_\Lambda C_\Lambda(R) \subseteq C_\Lambda(R)$ as claimed. From (2.8)–(2.10), it also follows that

$$\|q_x^*q_x\|_{C_\Lambda(R)} := \sup_{0 \neq \psi \in C_\Lambda(R)} \frac{\|q_x^*q_x\psi\|}{\|\psi\|} \leq |\lambda|^2 + 2$$

where $|\lambda|^2 + 2$ is the largest eigenvalue of the $2 \times 2$ matrix

$$\begin{bmatrix} |\lambda|^2 & -\lambda \sqrt{2} \\ -\lambda \sqrt{2} & 2 \end{bmatrix}. $$ (2.11)

Therefore, $\|H_\Lambda\|_{C_\Lambda(R)} \leq (|\Lambda| - 2)(|\lambda|^2 + 2)$. Since $R$ is arbitrary, the same bound holds for $H_\Lambda |_{C_\Lambda}$ by part 1. Thus, $C_\Lambda \subseteq \text{dom}(H_\Lambda)$ and the claimed invariance and boundedness holds. \[\square\]
2.2. The Ground State Space for Open Boundary Conditions

We now turn to determining the ground states of \( H_\Lambda \) on any interval \( \Lambda \) with \(|\Lambda| \geq 5\). We begin by proving that the ground-state space is contained in \( C_\Lambda \), and then use this in combination with Lemma 2.2 to establish an orthogonal basis for the ground state space in Theorem 2.4.

Lemma 2.3 (Support of ground states). For any interval \( \Lambda = [a, b] \) with \(|\Lambda| \geq 5\), the ground state space of \( H_\Lambda \) is supported on BVMD-tilings, that is, \( G_\Lambda \subseteq C_\Lambda \).

Proof. Consider the expansion \( \psi = \sum_{\mu \in \mathbb{N}_0^\Lambda} \psi(\mu)|\mu\rangle \) of an arbitrary ground state \( \psi \in G_\Lambda \) in terms of the configuration basis. We use Lemma 2.1 and the frustration free property to show that \( \psi(\mu) \neq 0 \) implies \( \mu \in \text{ran}(\sigma_\Lambda) \).

First, frustration-freeness guarantees that \( \psi \) is in the kernel of each electrostatic interaction term \( n_x n_{x+1} \). As such, for each \( \mu \in \mathbb{N}_0^\Lambda \)

\[
0 = \mu_x \mu_{x+1} \psi(\mu) \quad \text{for all } x \in [a, b-1],
\]

and so \( \mu \) satisfies Condition 2 of Lemma 2.1 if \( \psi(\mu) \neq 0 \).

Second, frustration-freeness also implies \( \psi \in \ker(q_x) \) for any \( x \in [a+1, b-1] \). In particular, \( 0 = (q_x \psi)(\nu) \) for all \( \nu \in \mathbb{N}_0^\Lambda \) from which it follows that \( \psi(\mu) \neq 0 \) if and only if \( \psi(\eta) \neq 0 \) where \( \mu \) and \( \eta \) are the two associated configurations (see (1.4)):

\[
\mu := (\alpha^*_x)^2 \nu, \quad \eta := \alpha^*_{x+1} \alpha^*_{x-1} \nu.
\]

If there is \( x \in [a+1, b-1] \) such that \( \mu_x \geq 3 \), then considering (2.13) the configuration \( \eta \) associated to \( \nu = \alpha^2_x \mu \) satisfies \( \eta_x \eta_{x+1} > 0 \), and hence \( \psi(\mu) = \psi(\eta) = 0 \) by (2.12). Therefore, Condition 1 of Lemma 2.1 holds if \( \psi(\mu) \neq 0 \).

Now, consider any configuration \( \eta \in \mathbb{N}_0^\Lambda \) for which \( \eta_{x-1} \geq 2 \) and \( \eta_{x+1} > 0 \) for some \( x \in [a+1, b-1] \). Then the configuration \( \nu = \alpha^*_x \alpha^*_{x+1} \eta \) is well-defined, and the configuration \( \mu \) as in (2.13) satisfies \( \mu_{x-1} \mu_x > 0 \). Arguing as in the previous case we again find \( \psi(\eta) = \psi(\mu) = 0 \). The analogous argument holds if \( \eta_{x+1} \geq 2 \) and \( \eta_{x-1} > 0 \). Therefore, if \( \psi(\eta) \neq 0 \) and \( \eta_x \geq 2 \) for some \( x \in A \), then \( \eta_{x+2} = 0 \).

To show that \( \psi(\mu) \neq 0 \) implies Condition 3 of Lemma 2.1 for \( \mu \), it is only left to show that \( \psi(\mu) = 0 \) if \( \min\{\mu_x, \mu_{x+3}\} \geq 2 \) for some \( x \in [a, b-3] \). Since \(|\Lambda| \geq 5\), it is clear that either \( x \) or \( x-3 \) is an interior site. Assume that \( x > a \), and define \( \nu = \alpha^2_x \mu \). Then, \( \eta \) as in (2.13) satisfies \( \eta_{x+1} > 0 \) and \( \eta_{x+3} \geq 2 \). By the previous case this implies \( 0 = \psi(\eta) = \psi(\mu) \). The analogous argument holds in the case that \( x+3 \) is interior, where we apply (2.13) with \( \nu = \alpha^2_{x+3} \mu \) and \( \eta = \alpha^*_{x+2} \alpha^*_{x+4} \nu \). This completes the proof. \( \square \)

To summarize, the results up to this point, we have found that every BVMD-tiling space \( C_\Lambda(R) \) is a closed invariant subspace of the Hamiltonian \( H_\Lambda \) and any two distinct BVMD-spaces are orthogonal. Moreover, for \(|\Lambda| \geq 5\) the ground state space is contained in the closed span of all BVMD-tilings \( C_\Lambda \). Since \( G_\Lambda \subseteq C_\Lambda = \bigoplus_{R \in R_\Lambda} C_\Lambda(R) \), the orthogonality and invariance of the individual BVMD-spaces imply
\[ \mathcal{G}_\Lambda = \bigoplus_{R \in \mathcal{R}_\Lambda} (\mathcal{G}_\Lambda \cap \mathcal{C}_\Lambda(R)). \] (2.14)

Hence, one can build a orthogonal basis for \( \mathcal{G}_\Lambda \) by finding an orthogonal basis of each \( \mathcal{G}_\Lambda \cap \mathcal{C}_\Lambda(R) \) and taking the union over all root tilings. We prove in Theorem 2.4 that each \( \mathcal{G}_\Lambda \cap \mathcal{C}_\Lambda(R) \) is one-dimensional and spanned by the BVMD-state \( \psi_\Lambda(R) \) defined by

\[ \psi_\Lambda(R) := \sum_{T \in \mathcal{T}_\Lambda(R)} \left( \frac{\lambda}{\sqrt{2}} \right)^{d(T)} |\sigma_\Lambda(T)\rangle \] (2.15)

where \( d(T) \) is the number of dimers \( D \) or \( D^{(1)} \) in the tiling \( T \). Our convention implies that \( d(R) = 0 \) for all root tilings.

**Theorem 2.4** (OBC ground-state space). Fix an interval \( \Lambda \) with \( |\Lambda| \geq 5 \). For any root-tiling \( R \in \mathcal{R}_\Lambda \), one has

\[ \mathcal{G}_\Lambda \cap \mathcal{C}_\Lambda(R) = \text{span}\{\psi_\Lambda(R)\}. \] (2.16)

Thus, the BVMD-states form an orthogonal basis of the ground state space \( \mathcal{G}_\Lambda \),

\[ \mathcal{G}_\Lambda = \text{span}\{\psi_\Lambda(R) \mid R \in \mathcal{R}_\Lambda\}. \] (2.17)

**Proof.** Any vector

\[ \psi = \sum_{T \in \mathcal{T}_\Lambda(R)} c_T |\sigma_\Lambda(T)\rangle \in \mathcal{C}_\Lambda(R) \quad \text{with coefficients} \quad c_T := \psi(|\sigma_\Lambda(T)\rangle) \]

is in \( \mathcal{G}_\Lambda \) if and only if \( \psi \in \ker(q_x) \cap \mathcal{C}_\Lambda(R) \) for all interior sites \( x \in [a+1, b-1] \).

Using the criterion from Lemma 2.1 it is easy to check that \( q_x |\sigma_\Lambda(T)\rangle = 0 \) for all tilings \( T \) except those that have either a pair of neighboring monomers with particles at \( x \pm 1 \), or a dimer with two particles at \( x \). Consequently, if \( \psi \in \ker(q_x) \cap \mathcal{C}_\Lambda(R) \) then

\[ 0 = q_x \psi = \sum_{T^M \in \mathcal{T}_\Lambda^M(R)} q_x \left( c_{T^M} |\sigma_\Lambda(T^M)\rangle + c_{T^D} |\sigma_\Lambda(T^D)\rangle \right), \quad (2.18) \]

where \( \mathcal{T}_\Lambda^M(R) \) denotes the set of tilings of \( \Lambda \) that have two monomers with particles at \( x \pm 1 \), and \( T^D \) is the tiling obtained by replacing these two monomers with a dimer in \( T^M \). A direct computation shows that

\[ q_x (c_{T^M} |\sigma_\Lambda(T^M)\rangle + c_{T^D} |\sigma_\Lambda(T^D)\rangle) = (-\lambda c_{T^M} + \sqrt{2} c_{T^D}) |\sigma_\Lambda(T^V)\rangle \] (2.19)

where \( T^V \) is the tiling obtained by replacing the two monomers at \( x \pm 1 \) with voids. Noting that \( T^V \neq \tilde{T}^V \) for any pair of distinct \( T^M, \tilde{T}^M \in \mathcal{T}_\Lambda^M(R) \), combining (2.18) with (2.19) implies that

\[ c_{T^D} = \frac{\lambda}{\sqrt{2}} c_{T^M}. \] (2.20)

Conversely, given any pair of tilings \( T^M, T^D \in \mathcal{T}_\Lambda(R) \) that differ only by a single replacement of two monomers by a dimer, there is an interior \( x \in [a + 1, b - 1] \) for which (2.19) holds and, hence, the respective coefficients satisfy (2.20). By definition, every \( T \in \mathcal{T}_\Lambda(R) \) can be connected to the root
tiling $R$ by replacing all dimers $D$ or $D^{(1)}$ by a pair of neighboring monomers. Thus, inductively applying (2.20) shows

\[ c_T = c_R \left( \frac{\lambda}{\sqrt{2}} \right)^{d(T)} \quad \text{for all} \quad T \in \mathcal{T}_\Lambda(R), \]

from which it follows that $\psi = c_R \psi_\Lambda(R)$. This completes the proof. □

2.3. Properties of BVMD States

We briefly summarize some important properties of BVMD-states, the proofs of which are immediate consequences of the previous results, or simple modifications of the equivalent statements found in [26].

1. Applying the replacement rules (2.4) to any tiling $T \in \mathcal{T}_\Lambda$ leaves the number of particles invariant. As a consequence, each BVMD-state is an eigenstate of the number operator $N_\Lambda = \sum_{x \in \Lambda} n_x$,

\[ N_\Lambda \psi_\Lambda(R) = \sum_{x \in \Lambda} \sigma_\Lambda(R)_x \psi_\Lambda(R). \]

Moreover, the orthogonality of distinct BVMD-spaces immediately implies that

\[ \langle \psi_\Lambda(R') | \psi_\Lambda(R) \rangle = \delta_{R,R'} \sum_{T \in \mathcal{T}_\Lambda(R)} \left( \frac{|\lambda|^2}{2} \right)^{d(T)} \]

and $\dim(G_\Lambda) = |\mathcal{R}_\Lambda| = \infty$, as there are an infinite number of non-$\mathbb{Z}$-induced boundary tiles.

2. Observing that voids are unaffected by the replacement rules, each BVMD-state can be factored (up to possible boundary states) using void states $|0\rangle$, and squeezed Tao-Thouless states $\varphi_{L+1}^{(i)} \in \mathcal{H}_{[1,2L+1]}$. For fixed $L \geq 0$ and $i \in \{1, 2\}$, the squeezed Tao-Thouless state $\varphi_{L+1}^{(i)}$ is the BVMD-state generated by the root tiling that covers $2L+i$ sites with monomers, that is

\[ \varphi_{L+1}^{(i)} := \psi_{[1,2L+i]}(M_{L+1}^{(i)}), \quad M_{L+1}^{(i)} = (M, M, \ldots, M, M^{(i)}), \quad (2.21) \]

where $M^{(2)} = M$, and $M_{L+1}^{(i)}$ has $L+1$ tiles, see Fig. 2. We will also write $\varphi_L := \varphi_L^{(2)}$ and use the convention $\varphi_0 = 1$.

To factorize an arbitrary BVMD-state $\psi_\Lambda(R)$, let $\{v_1, \ldots, v_k\} \subseteq \Lambda = [a,b]$ be the ordered set of sites covered by voids in the root tiling $R = (R_1, \ldots, R_m)$, and denote by $L_i \in \mathbb{N}_0$, $i = 1, \ldots, k+1$, the number of...
monomers (M or \(M^{(1)}\)) between \(v_{i-1}\) and \(v_i\). Here, we use the convention that \(v_0 = a-1\) and \(v_{k+1} = b+1\). Then, \(\psi_\Lambda(R)\) factors as

\[
\psi_\Lambda(R) = \psi^l \otimes \varphi_{L_1} \otimes |0\rangle_{v_1} \otimes \cdots \otimes \varphi_{L_k} \otimes |0\rangle_{v_k} \otimes \psi^r
\]

(2.22)

where the boundary states \(\psi_l, \psi_r\) are:

\[
\psi^l = \begin{cases}
|n00\rangle & \text{if } R_1 = B_n^l \\
1 & \text{otherwise}
\end{cases} \quad \psi^r = \begin{cases}
\varphi_{L_{k+1}} \otimes |0n\rangle, & \text{if } R_m = B_n^r \\
\varphi^{(1)}_{L_{k+1}}, & \text{if } R_m = M^{(1)} \\
|\varphi_{L_{k+1}}\rangle, & \text{otherwise}
\end{cases}
\]

(2.23)

see Fig. 1. The formal proof of this expression follows from a slight modification the argument used in [26, Theorem 2.10].

3. As a fundamental building block of the BVMD-states, the squeezed Tao-Thouless states and their properties play a key role in our analysis. Since the bulk monomer and dimer both end in a vacant site, for each \(L \geq 1\)

\[
\varphi_L = \varphi^{(1)}_L \otimes |0\rangle.
\]

(2.24)

In view of the substitution rules (2.4), for either \(i \in \{1, 2\}\) these states can be further decomposed according to the following recursion relations: for any \(n = l + r\) with \(l \geq 1\) and \(r \geq 2\),

\[
\varphi^{(i)}_n = \varphi_l \otimes \varphi^{(i)}_r + \frac{\lambda}{\sqrt{2}} \varphi_{l-1} \otimes |\sigma_d\rangle \otimes \varphi^{(i)}_{r-1}
\]

(2.25)

where \(|\sigma_d\rangle = |0200\rangle\). In the case that \(r = 1\), one also has the modified relation

\[
\varphi^{(i)}_n = \varphi_{n-1} \otimes \varphi^{(i)}_1 + \frac{\lambda}{\sqrt{2}} \varphi_{n-2} \otimes |\sigma_d^{(i)}\rangle
\]

(2.26)

where \(|\sigma_d^{(1)}\rangle := |020\rangle\) and \(|\sigma_d^{(2)}\rangle := |\sigma_d\rangle\), see Fig. 2.

4. The final property is an expression for the ratio \(\beta_n := \|\varphi_{n-1}\|^2/\|\varphi_n\|^2\) and follows from observing that the two vectors on the right side of (2.26) are orthogonal. As such \(\|\varphi^{(i)}_n\|^2 = \|\varphi_n\|^2\) for all \(i\) and

\[
\|\varphi_n\|^2 = \|\varphi_{n-1}\|^2 + \frac{|\lambda|^2}{2}\|\varphi_{n-2}\|^2.
\]

(2.27)

By applying the argument of [26, Lemma 2.13], this relation indicates that the ratio \(\beta_n\) converges as \(n \to \infty\). Specifically,

\[
\beta_n = \frac{1}{\beta^+} \cdot \frac{1 - \beta^n}{1 - \beta^{n+1}} \to \frac{1}{\beta^+}
\]

(2.28)

where \(\beta = \beta^-/\beta^+ \in (-1, 0)\) and \(\beta_{\pm} = (1 \pm \sqrt{1 + 2|\lambda|^2})/2\).
2.4. Tiling Spaces and Ground States for Periodic Boundary Conditions

For the ground state of $H_{\Lambda}^{\text{per}}$ the relation in (2.1) holds at every site in $\Lambda = [a, b]$. Hence, the ground state space can be described in terms of tilings that only require the bulk tiles $V$, $M$, and $D$. As defined at the beginning of Sect. 2, we call any cover $T$ of the ring $\Lambda$ by these tiles a \textit{periodic VMD-tiling}, and further say it is a \textit{periodic root tiling} if it only consists of bulk monomers and voids. Any periodic tiling can be written in a (non-unique) ordered form $T = (T_1, \ldots, T_k)$ as long as the location of the first tile, e.g. the one covering $a$, is specified. Two periodic tilings are then called \textit{connected}, denoted $T \leftrightarrow T'$, if they can be transformed into one another using the bidirectional replacement rule (10) $(0200) \leftrightarrow (1010)$, for which we consider the first and last tiles in $T$ to be neighbors. The set of periodic root tilings $R^{\text{per}}_\Lambda$ partitions the set of all periodic tilings $T^{\text{per}}_\Lambda$ via this equivalence relation. An invariant subspace of the Hamiltonian $H^{\text{per}}_\Lambda$ is given by

$$C^{\text{per}}_\Lambda (R) := \text{span} \{ |\sigma_\Lambda (T)\rangle | T \leftrightarrow R \}$$

where $\sigma_\Lambda (T) \in \mathbb{N}_0^\Lambda$ is again the particle configuration associated with the periodic tiling $T \in T^{\text{per}}_\Lambda$, cf. (2.6). A consequence of Lemma 2.5 below is that these tiling spaces are again mutually orthogonal and

$$C^{\text{per}}_\Lambda := \text{span} \{ |\sigma_\Lambda (T)\rangle | T \in T^{\text{per}}_\Lambda \} = \bigoplus_{R \in R^{\text{per}}_\Lambda} C^{\text{per}}_\Lambda (R). \quad (2.29)$$

This subspace will turn out to be finite-dimensional, and hence closed.

Note that cutting a periodic tiling between the endpoints $a$ and $b$ produces a BVMD tiling of the interval $\Lambda$, and so one can identify $T^{\text{per}}_\Lambda \subseteq T_\Lambda$. As such, configurations that arise from period tilings can be characterized in a similar, in fact, even simpler way than done in Lemma 2.2.

**Lemma 2.5** (Periodic VMD-tiling configurations). \textit{Given a ring $\Lambda = [a, b]$ with $|\Lambda| \geq 4$, a configuration $\mu \in \mathbb{N}_0^\Lambda$ is in the range of the restriction $\sigma_\Lambda : T^{\text{per}}_\Lambda \rightarrow \mathbb{N}_0^\Lambda$ if and only if the following two conditions hold:}

1. $\mu_x \geq 1$ implies $\mu_{x \pm 1} = 0$
2. $\mu_x \geq 2$ implies $\mu_{x \pm 2} = 0$ and $\mu_{x \pm 3} \leq 1$,

where $x \pm k$ is taken modulo $|\Lambda|$. Moreover, the tiling $T \in T^{\text{per}}_\Lambda$ for which $\mu = \sigma_\Lambda (T)$ is unique, i.e., $\sigma_\Lambda | T^{\text{per}}_\Lambda$ is injective.

The proof of this result follows exactly as that of Lemma 2.1 without the case of boundary tiles and with the observation that any tiling configuration $\sigma_\Lambda (T)$ with $T \in T^{\text{per}}_\Lambda$ has at most two particles at any site. Using this result, we establish the following properties of the ground state space.

**Theorem 2.6** (Periodic ground state space). \textit{The following properties hold for the ground state space $G^{\text{per}}_\Lambda$ on any ring $\Lambda = [a, b]$ with $|\Lambda| \geq 4$:}
1. The set of periodic VMD-states $\{\psi^\text{per}_\Lambda(R) | R \in \mathcal{R}^\text{per}_\Lambda \}$ is an orthogonal basis of $\mathcal{G}^\text{per}_\Lambda$ where

$$\psi^\text{per}_\Lambda(R) = \sum_{T \in \mathcal{T}^\text{per}_\Lambda(R)} \left( \frac{\lambda}{\sqrt{2}} \right)^{d(T)} |\sigma_\Lambda(R)\rangle$$

and $d(T)$ is again the number of dimers $D$ in the periodic tiling $T$.

2. The dimension grows exponentially in the system size. Specifically, there are positive constants $c, C > 0$ independent of $\Lambda$ for which

$$c \mu_+^{|\Lambda|} \leq \dim \mathcal{G}^\text{per}_\Lambda \leq C \mu_+^{|\Lambda|},$$

where $\mu_+ := (1 + \sqrt{5})/2$.

3. For any periodic root tiling, $N_\Lambda \psi^\text{per}_\Lambda(R) = N_\Lambda(R) \psi^\text{per}_\Lambda(R)$, where $N_\Lambda(R)$ is the number of particles in $R \in \mathcal{R}^\text{per}_\Lambda$. Moreover, the ground state is at most half filled,

$$\frac{1}{2} - \frac{1}{2|\Lambda|} \leq \max_{R \in \mathcal{R}^\text{per}_\Lambda} \frac{N_\Lambda(R)}{|\Lambda|} \leq \frac{1}{2}.$$  

Proof. 1. This result follows from the same argument used in the proof of Theorem 2.4.

2. From part 1, it is clear that $\dim \mathcal{G}^\text{per}_\Lambda = |\mathcal{R}^\text{per}_\Lambda|$. Any periodic root tiling of $\Lambda = [a, b]$ considered as a ring either covers $\{a, b\}$ with a monomer, or is a root tiling of the interval $[a, b]$ by monomers and voids. As such,

$$|\mathcal{R}^\text{per}_\Lambda| = r_{|\Lambda|} + r_{|\Lambda|-2}$$

where $r_{|\Lambda|}$ is the number of tilings of an interval of length $|\Lambda|$ with monomers and voids, which is clearly finite. Thus, we need only count the number of tilings $r_L$ that cover an interval of size $L$ (with open boundary conditions) by voids and monomers. This number satisfies the recursion relation

$$r_L = r_{L-1} + r_{L-2}$$

with initial conditions $r_1 = 1$ and $r_2 = 2$. The solution reads $r_L = (\mu_+^{L+1} - \mu_-^{L+1})/\sqrt{5}$ where $\mu_+ = (1 + \sqrt{5})/2$, from which the result follows.

3. The claim $\hat{N}_\Lambda \psi^\text{per}_\Lambda(R) = \hat{N}_\Lambda(R) \psi^\text{per}_\Lambda(R)$ is clear since the replacement rule does not change the total number of particles. The value $\hat{N}_\Lambda(R)$ is maximized by any root-tiling $R_{\text{max}}$ with $\lfloor |\Lambda|/2 \rfloor$ monomers. This gives

$$\hat{N}_\Lambda(R_{\text{max}}) = \begin{cases} |\Lambda|/2, & |\Lambda| \text{ even} \\ (|\Lambda| - 1)/2, & |\Lambda| \text{ odd} \end{cases}$$

which establishes (2.32). \qed

To conclude this section, we briefly comment on the decay of ground state correlations. Theorem 2.6 establishes that an orthogonal basis for the ground state space is labeled by the periodic root tilings. Similar to [26, Theorem 4.1], we expect that each periodic VMD-state will exhibit exponential decay of correlations for bounded observables. In contrast, in [26, Section 4.3] it was pointed out that due to the exponential degeneracy of the ground state,
other pure ground states with arbitrarily slow decay of correlations could be constructed. We expect that similar examples can be created for the present $\nu = 1/2$ model.

3. Proof of a Uniform Gap in the BVMD Tiling Space

We now apply the martingale method to produce a lower bound on the spectral gap $E_1(C_\Lambda)$ corresponding to open boundary conditions that is uniform in the volume. The martingale method can be used to estimate the spectral gap above the ground state of a frustration-free Hamiltonian on a finite-dimensional Hilbert space. While in previous works it has been used to study spectral gaps for finite-volume quantum spin and lattice fermion models, we adapt it here to the present lattice boson model.

3.1. Reduction to a Finite Dimensional Subspace

As remarked earlier, one difficulty in adapting the martingale method is that the Hilbert space $H_\Lambda$ and the tiling subspace $C_\Lambda$ are both infinite dimensional. For the present model, we solve this issue and establish an initial estimate on the finite-volume gap by observing that $E_1(C_\Lambda)$ is realized on the invariant subspace associated to bulk BVMD-tilings of $\Lambda$, which turns out to be finite dimensional. This set is the collection of all tilings generated by the substitution rules on a subset $R_\infty \subseteq R_\Lambda$ of root-tilings $R = (R_1, \ldots, R_k)$ for which the boundary tiles are restricted to

$$R_1 \in \{V, M, B_2^l\}, \quad R_k \in \{V, M, M^{(1)}, B_2^r\}.$$  \hfill (3.1)

Said differently, this is precisely the set of tilings obtained from truncating VMD-tilings of $\mathbb{Z}$. The corresponding subspace of $\mathbb{Z}$-induced BVMD-tilings, or bulk tilings for short, is abbreviated by

$$C_\infty := \bigoplus_{R \in R_\infty} C_\Lambda(R).$$  \hfill (3.2)

Since each subspace $C_\Lambda(R)$ is invariant for $H_\Lambda$, so too is $C_\infty \subseteq \text{dom}(H_\Lambda)$, which allows us to define the gap

$$E_1(C_\infty) := \inf_{0 \neq \psi \in C_\infty \cap G_\Lambda} \frac{\langle \psi | H_\Lambda \psi \rangle}{\|\psi\|^2}.$$  \hfill (3.3)

**Theorem 3.1** (Restriction to bulk tilings) For any interval $\Lambda = [a, b]$:

1. $\dim C_\infty < \infty$,
2. $E_1(C_\Lambda) \geq \min \{E_1(C_\infty), E_1(C_{[a+3,b]}), E_1(C_{[a,b-2]}), E_1(C_{[a+3,b-2]})\}$ is strictly positive, where we use the convention that $E_1(V_\Lambda') = \infty$ if $V_\Lambda' \subseteq G_{\Lambda'}$ or $\Lambda' = \emptyset$.

**Proof.** 1. It suffices to show that $|R_\infty| < \infty$ since $\dim(C_\Lambda(R)) < \infty$ for each $R \in R_\Lambda$. The number of root tilings $R \in R_\infty$ that cover $\Lambda$ with just voids $V$ and bulk monomers $M$ satisfies the recursion relation from (2.33). As a consequence, the number of root tilings with a fixed pair of boundary tiles $R_i$,
$R_r$ is given by $r_{L-|R|}-|R|$ where $|R|$ is the length of the tile $R$. Using the convention that $r_0 = 1$, this implies

$$|\mathcal{R}_\Lambda^\infty| = \sum_{R_t \in \{V,M,B_1^2\}}^{|R|} - |R_t|-|R_r|$$

which is clearly finite.

2. Since $\mathcal{C}_\Lambda = \bigoplus_{R \in \mathcal{R}_\Lambda} \mathcal{C}_\Lambda(R) \subseteq \text{dom}(H_\Lambda)$ is a sum of orthogonal, invariant subspaces all of which contain a unique ground state, $\psi_\Lambda(R)$, the spectral gap on $\mathcal{C}_\Lambda$ is the infimum over the gaps in each subspace,

$$E_1(\mathcal{C}_\Lambda) = \inf\{E_1(\mathcal{C}_\Lambda(R)) \mid R \in \mathcal{R}_\Lambda\}.$$

The analogous argument implies $E_1(\mathcal{C}_\Lambda^\infty) = \inf\{E_1(\mathcal{C}_\Lambda(R)) \mid R \in \mathcal{R}_\Lambda^\infty\}$. Thus, we need only consider $E_1(\mathcal{C}_\Lambda(R))$ for $R \in \mathcal{R}_\Lambda \setminus \mathcal{R}_\Lambda^\infty$. Suppose that $R = (R_1, \ldots, R_k) \in \mathcal{R}_\Lambda$ is such that both boundary tiles do not belong to the sets in (3.1), that is, $R_1 = B_n^a$ and $R_k = B_m^b$ for some $n, m \geq 3$. Since the replacement rules do not apply to these tiles, any nonzero $\psi_\Lambda \in \mathcal{C}_\Lambda(R)$ factors as

$$\psi_\Lambda = |n00\rangle \otimes \psi_{\Lambda'} \otimes |0m\rangle$$

where $\psi_{\Lambda'} \in \mathcal{C}_{\Lambda'}(R')$, $\Lambda' = [a + 3, b - 2]$, and $R' = (R_2, \ldots, R_{k-1}) \in \mathcal{R}_{\Lambda'}^\infty$. Moreover, (2.2) shows

$$H_\Lambda \psi_\Lambda = |n00\rangle \otimes H_{\Lambda'} \psi_{\Lambda'} \otimes |0m\rangle,$$

and so $E_1(\mathcal{C}_\Lambda(R)) = E_{1\Lambda'}(\mathcal{C}_{\Lambda'}(R'))$. A similar statement can be made in the case that only one, but not both, of the boundary tiles of $R$ do not belong to (3.1). This proves the asserted inequality. The strict positivity of the spectral gap follows from the fact that $H_\Lambda$ restricted to $\mathcal{C}_\Lambda^\infty$ for any finite interval $\Lambda$ is unitarily equivalent to a matrix.

**3.2. The Martingale Method**

We are now able to apply the martingale method proved in [24, Theorem 5.1] to produce a lower bound on the spectral gap $E_1(\mathcal{C}_\Lambda^\infty)$. Since our Hamiltonian is translation invariant, it is sufficient to consider $\Lambda = [1, L]$, and Theorem 3.2 below establishes that $\inf_{L \geq 7} E_1(\mathcal{C}_{[1,L]}^\infty) > 0$.

To state the main result in this section, recall that for any operator $A$ on $\mathcal{H}_{\Lambda'}$, the mapping

$$A \mapsto A \otimes 1_{\Lambda \setminus \Lambda'}$$

identifies $A$ as an operator on $\mathcal{H}_\Lambda$ for any finite $\Lambda \supseteq \Lambda'$. We introduce several sequences of positive operators of this type associated to a fixed $\Lambda = [1, L]$ with $L \geq 7$. Let $N \geq 3$, $k \in \{1, 2\}$ denote the unique integers so that $L = 2N + k$ and define two finite sequences of Hamiltonians $H_n, h_n \geq 0$ for $2 \leq n \leq N$ by

$$H_n = \sum_{j=2}^{n} h_j, \quad h_n = H_{\Lambda_n} \quad \text{where}$$

$$\Lambda_n = \begin{cases} [1, 4 + k], & n = 2 \\ [2n + k - 5, 2n + k], & 3 \leq n \leq N \end{cases}$$

(3.5)
The associated sequence of intervals satisfies $|\Lambda_2| \in \{5, 6\}$, $|\Lambda_n| = 6$ for $n \geq 3$, and $|\Lambda_n \cap \Lambda_{n+1}| = 4$ for $2 \leq n < N$, from which one can check that each interaction term supported on $\Lambda$ ($n_2 n_{x+1}$ or $q_x^* q_x$) is a summand in at least one and most three of the Hamiltonians $h_n$. As a result, for all $2 \leq n \leq N$,

$$H_{[1,2n+k]} \leq H_n \leq 3H_{[1,2n+k]} \quad (3.6)$$

and, in particular, $H_\Lambda \leq H_N \leq 3H_\Lambda$. An important consequence of (3.6) is that the ground-state spaces agree. Thus,

$$\ker H_n = G_{[1,2n+k]} \otimes H_{[2n+k+1,L]} \subseteq H_\Lambda \quad (3.7)$$

where $G_{[1,2n+k]}$ is as in Theorem 2.4. Let $G_n$ denote the orthogonal projection onto $\ker H_n$. By frustration-freeness, $\ker H_{n+1} \subseteq \ker H_n$ for each $n$, and so the following resolution of the identity forms a mutually orthogonal family of orthogonal projections:

$$E_n := \begin{cases} 1 - G_2 & n = 1 \\ G_n - G_{n+1} & 2 \leq n \leq N - 1 \\ G_N & n = N \end{cases} \quad (3.8)$$

Finally, we denote by $g_n$, $2 \leq n \leq N$, the orthogonal projection onto $\ker h_n = G_{\Lambda_n} \otimes H_{\Lambda \setminus \Lambda_n} \subseteq H_\Lambda$.

For our application of the martingale method, we consider the restriction of these operators to the subspace $C^\infty_\Lambda = \bigoplus_{R \in R^\infty_\Lambda} C_\Lambda(R)$. The BVMD-space $C_\Lambda(R)$ for each root-tiling $R \in R_\Lambda$ is invariant under $H_{N'}$ for any $\Lambda' \subseteq \Lambda$ as this is invariant under all $q_x^* q_x$ supported on $\Lambda$ (and in particular those supported on $\Lambda'$). By the same reasoning, $C_\Lambda(R)$ is invariant under $h_n$ and $H_n$ as well as the associated ground-state projections $g_n$ and $G_n$ for all $n \geq 2$. Hence each of these self-adjoint operators can be jointly block-diagonalized with respect to the decomposition $H_\Lambda = C^\infty_\Lambda \oplus (C^\infty_\Lambda)^\perp$. Explicitly, for any $2 \leq n \leq N$:

$$A_n = A^\infty_n + (1 - P^\infty_n) A_n (1 - P^\infty_n) \quad \text{with}$$

$$A^\infty_n := A_n \mid_{C^\infty_n} = P^\infty_n A_n P^\infty_n \quad (3.9)$$

where $A_n \in \{H_n, h_n, G_n, g_n\}$ and $P^\infty_n$ is the orthogonal projection onto $C^\infty_\Lambda$. This block diagonalization also extends to every $E_n$ by (3.8). Thus, the restriction of any of these operators to $C^\infty_\Lambda$ is given by the associated block diagonal component $A^\infty_n$.

We are now able to state the main result in this section:

**Theorem 3.2** (Application of the martingale method). Fix $\Lambda = [1, L]$ with $L \geq 7$, and let $h_n$, $g_n$ and $E_n$ be as in (3.5) and (3.8). The restrictions of these operators to $C^\infty_\Lambda$ satisfy the following three criterion:

1. For all $n \geq 2$, $h^\infty_n \geq 2\kappa(1 - g^\infty_n)$.
2. For all $n \geq 2$, $[g^\infty_n, E^\infty_m] \neq 0$ only if $m \in [n - 3, n - 1]$.
3. For all $2 \leq n \leq N - 1$ and $|\lambda| \neq 0$, the ground state projections satisfy

$$\|g^\infty_{n+1} E^\infty_m\| \leq f(|\lambda|^2/2) := \sup_{n \geq 4} f_n(|\lambda|^2/2) \quad (3.10)$$
where given \( \beta_n = \| \varphi_{n-1} \|^2 / \| \varphi_n \|^2 \), see (2.28),

\[
f_n(r) := r \beta_n \beta_{n-2} \left( \frac{[1 - \beta_{n-1}(1 + r)]^2}{1 + 2r} + \frac{2(1 - \beta_{n-1})^2}{1 + r} \right). \tag{3.11}
\]

As a consequence, if \( |\lambda| > 0 \) and \( f(|\lambda|^2/2) < 1/3 \) then the spectral gap of \( H_\Lambda \) in \( \mathcal{C}_\Lambda^\infty \) is bounded from below by

\[
E_1(\mathcal{C}_{[1,L]}^\infty) \geq \frac{2\kappa}{3} (1 - \sqrt{3f(|\lambda|^2/2)})^2. \tag{3.12}
\]

Moreover, \( f(|\lambda|^2/2) < 1/3 \) for \( |\lambda| \leq 7.4 \).

### 3.3. Restrictions of BVMD Spaces to Subvolumes

For the proof of Theorem 3.2, one needs to analyze the action on \( \mathcal{C}_\Lambda^\infty \) by operators \( \mathcal{A} \) supported on subintervals \( \Lambda' \subseteq \Lambda \). It is therefore useful to expand \( \mathcal{C}_\Lambda^\infty \) as a direct sum of tensor products of the form \( \mathcal{K}_{\Lambda_l} \otimes \mathcal{C}_{\Lambda'}(R) \otimes \mathcal{K}_{\Lambda_r} \) where \( \Lambda = \Lambda_l \cup \Lambda' \cup \Lambda_r \) is the disjoint union of three consecutive intervals, and \( \mathcal{K}_{\Lambda_{\#}} \subseteq \mathcal{H}_{\Lambda_{\#}} \). The main observation that allows us to write \( \mathcal{C}_\Lambda^\infty \) in such a form is that for any tiling \( T \in \mathcal{T}_\Lambda \) the restriction of the configuration \( \sigma_\Lambda(T) \) to \( \Lambda' \) satisfies the requirements of Lemma 2.1. Therefore,

\[
\sigma_\Lambda(T) |_{\Lambda'} = \sigma_{\Lambda'}(T') \quad \text{for some} \quad T' \in \mathcal{T}_{\Lambda'}, \tag{3.13}
\]

and one sees that if \( T \) is a \( \mathbb{Z} \)-induced tiling then so too is \( T' \) as every site holds at most two particles, see Fig. 3. To state the desired decomposition of \( \mathcal{C}_\Lambda^\infty \), we introduce its orthonormal configuration basis

\[
\mathcal{B}_\Lambda^\infty = \{ |\mu\rangle | \mu \in \text{ran} \sigma_\Lambda \cap \{0, 1, 2\}^\Lambda \}. \tag{3.14}
\]

**Lemma 3.3** (Tiling space decomposition). Let \( \Lambda = [a, b] \), and suppose that \( \Lambda' \subseteq \Lambda \) is a subinterval with \( |\Lambda'| \geq 4 \). Then, \( \mathcal{C}_\Lambda^\infty \) can be decomposed as

\[
\mathcal{C}_\Lambda^\infty = \bigoplus_{R' \in \mathcal{R}_{\Lambda'}} \bigoplus_{|\mu| \in \mathcal{B}_\Lambda^\infty : \mu = (\mu^L, \sigma_{\Lambda'}(R'), \mu^R)} |\mu^L\rangle \otimes \mathcal{C}_{\Lambda'}(R') \otimes |\mu^R\rangle, \tag{3.15}
\]

**Figure 3.** The restriction \( T' \) of a tiling \( T \) to \( \Lambda' \). Inserting any connected tiling \( T'' \leftrightarrow T' \) produces a tiling on \( \Lambda \) that is connected to \( T \).
where \( \mu^l \) and \( \mu^r \) are the subconfigurations of \( \mu \) supported on the subinterval of \( \Lambda \) to the left and right of \( \Lambda' \), respectively. In the case that one of these subintervals is empty, we use the convention \( |\mu^\#\rangle = 1 \).

Above, we use a slight abuse of notation and denote \( S \otimes \psi := \{ \phi \otimes \psi : \phi \in S \} \subseteq H_1 \otimes H_2 \) for a subset \( S \subseteq H_1 \) and a vector \( \psi \in H_2 \) of two Hilbert spaces. Note that the direct sum in (3.15) is well-defined since it is taken over a collection of mutually orthogonal subspaces. Moreover, every root tiling \( R' \in R^\infty_{\Lambda'} \) is represented in at least one summand on the RHS of (3.15) since any tiling configuration \( \sigma_{\Lambda'}(T') \) can be extended by zeros to a tiling configuration on \( \Lambda \).

**Proof.** Fix \( R' \in R^\infty_{\Lambda'} \) and pick any \( \mu = (\mu^l, \sigma_{\Lambda'}(R'), \mu^r) \in \text{ran} \sigma_{\Lambda} \cap \{0, 1, 2\}^\Lambda \). Applying the replacement rules to neighboring monomers in \( R' \) to create \( T' \in \mathcal{T}_\Lambda(R') \) once again produces a configuration \( \mu(T') = (\mu^l, \sigma_{\Lambda'}(T'), \mu^r) \) that satisfies the conditions of Lemma 2.1, see Fig. 3. Moreover, this configuration is \( \mathbb{Z} \)-induced since each site holds at most two particles. Hence, \( |\mu(T')\rangle \in B_{\infty}^\Lambda \) for all \( T' \in \mathcal{T}_\Lambda(R') \), and one finds that the RHS of (3.15) is a subspace of \( C_{\Lambda}^\infty \).

Now, fix any \( |\mu\rangle \in B_{\infty}^\Lambda \), and decompose \( \mu = (\mu^l, \mu^l', \mu^r) \) where \( \mu^l' \) is the subconfiguration associated with \( \Lambda' \). Since \( \mu = \sigma_{\Lambda}(T) \) for some BVMD-tiling \( T \) on \( \Lambda \), \( \mu^l' = \sigma_{\Lambda'}(T') \) for some \( T' \in \mathcal{T}_{\Lambda'} \) by (3.13). Moreover, this tiling is \( \mathbb{Z} \)-induced as \( \mu^l_x \leq 2 \) for all \( x \in \Lambda' \). Thus,

\[
|\mu\rangle \in |\mu^l\rangle \otimes C_{\Lambda'}(R') \otimes |\mu^r\rangle
\]

where \( R' \in R^\infty_{\Lambda'} \) is the root-tiling associated to \( T' \). Once again, \( \mu(R') := (\mu^l, \sigma_{\Lambda'}(R'), \mu^r) \) is a \( \mathbb{Z} \)-induced BVMD-tiling of \( \Lambda \) since applying the replacement rules to any dimer \( (D \text{ or } D^{(1)}) \) in \( T' \) reproduces a configuration on \( \Lambda \) that satisfies Lemma 2.1, see Fig. 3. Thus, \( C_{\Lambda}^\infty \) is a subspace of the RHS of (3.15) and equality holds as claimed. \( \square \)

The following is an immediate consequence of the above decomposition.

**Corollary 3.4** (Subspace reductions). Suppose \( A \) is a self-adjoint operator supported on a subinterval \( \Lambda' \subseteq \Lambda \) with \( |\Lambda'| \geq 4 \), and \( C_{\Lambda'}(R') \subseteq \text{dom}(A) \) is an invariant subspace of \( A \) for each \( R' \in R^\infty_{\Lambda'} \). Then \( C_{\Lambda}^\infty \subseteq \text{dom}(A \otimes 1_{\Lambda \setminus \Lambda'}) \) is an invariant subspace of \( A \otimes 1_{\Lambda \setminus \Lambda'} \), and the following properties hold:

1. \( \|A \otimes 1_{\Lambda \setminus \Lambda'}\|_{c_{\Lambda}^\infty} = \|A\|_{C_{\Lambda}^\infty_{\Lambda'}} \), where the subscript denotes the Hilbert space in which the operator norm is taken.
2. \( \text{spec}(A \otimes 1_{\Lambda \setminus \Lambda'} \mid c_{\Lambda}^\infty) = \text{spec}(A \mid c_{\Lambda'}^\infty) \).

Above, we use the notation \( A \otimes 1_{\Lambda \setminus \Lambda'} \) to emphasize which Hilbert space we are considering the action of \( A \). We suppress this notation in the proof below. Note also that the norms are well defined since \( C_{\Lambda}^\infty \) is finite-dimensional for any finite volume \( \Lambda \).

**Proof.** Since each \( C_{\Lambda'}(R') \) is invariant under \( A \), the latter is block diagonal with respect to the decomposition in (3.15) as

\[
A (|\mu^l\rangle \otimes C_{\Lambda'}(R) \otimes |\mu^r\rangle) = |\mu^l\rangle \otimes (AC_{\Lambda'}(R)) \otimes |\mu^r\rangle.
\]
As a consequence, the norm and spectrum of the restrictions agree, i.e.
\[ \|A\|_{|\mu|} \otimes \mathcal{C}_{\Lambda'}(R') \otimes |\mu_r| = \|A\|_{\mathcal{C}_{\Lambda'}(R')} \quad \text{and} \quad \text{spec}(A_{||\mu|} \otimes \mathcal{C}_{\Lambda'}(R') \otimes |\mu_r|) = \text{spec}(A_{|\mathcal{C}_{\Lambda'}(R')}). \]
The claimed equalities then follow from applying the mutual orthogonality of the BVMD-spaces to conclude
\[ \|A\|_{\mathcal{C}_{\Lambda}^\infty} = \max_{R' \in \mathcal{R}_{\Lambda}^\infty} \|A\|_{\mathcal{C}_{\Lambda'}(R')} \]
\[ \text{spec}(A_{|\mathcal{C}_{\Lambda}^\infty}) = \bigcup_{R' \in \mathcal{R}_{\Lambda}^\infty} \text{spec}(A_{|\mathcal{C}_{\Lambda'}(R')}) \]
\[ \text{(3.16)} \]
and similarly for \( \|A\|_{\mathcal{C}_{\Lambda}} \) and \( \text{spec}(A_{|\mathcal{C}_{\Lambda}^\infty}) \) given (3.15).

A natural question to ask is how (3.15) relates to the trivial decomposition (3.2). As will be evident in the proof of Theorem 3.2, the particular case of interest is when \( \Lambda = [a, b] \) and \( \Lambda' = [a, b - 2] \). It is easy to see that for this situation every \( \mathcal{C}_{\Lambda'}(R') \otimes |\mu_r| \) as in (3.15) is contained in some \( \mathcal{C}_{\Lambda}(R) \) with \( R \in \mathcal{R}_{\Lambda}^\infty \). More can be said, though, as illustrated in the next result. Specifically, we show that every \( \mathcal{C}_{\Lambda}(R) \) decomposes as a direct sum of one or two subspaces of the form \( \mathcal{C}_{\Lambda'}(R') \otimes |\mu_r| \). This result is again derived from the possible ways tilings on \( \Lambda \) can restrict to tilings on \( \Lambda' \). There are two cases one needs to consider, which are distinguished by whether or not the replacement rules apply to the last two tiles in \( R \in \mathcal{R}_{\Lambda}^\infty \). We denote by
\[ \mathcal{R}_{\Lambda}^{MM} = \{ R \in \mathcal{R}_{\Lambda}^\infty \mid R \text{ ends in two or more monomers} \} \quad \text{(3.17)} \]
the set of \( \mathbb{Z} \)-induced root tilings for which the last two tiles can be replaced. For any tiling \( R \in \mathcal{R}_{\Lambda}^{MM} \) there is a unique choice \( n \geq 2 \) and \( i \in \{1, 2\} \) so that
\[ R = (\tilde{R}, M_n^{(i)}), \quad \text{(3.18)} \]
where \( \tilde{R} \) does not end in a monomer, and we recall that \( M_n^{(i)} = (M, \ldots, M, M^{(i)}) \) stands for a tiling of an interval of length \( 2(n - 1) + i \) by \( n \) monomers (the last of which has length \( i \in \{1, 2\} \)). We use the convention that \( \tilde{R} = \emptyset \) if \( R = M_n^{(i)} \). With respect to this decomposition, define the tiling \( R_D \leftrightarrow R \) by replacing the last two monomers of \( R \) with a dimer,
\[ R_D = (\tilde{R}, M_n^{(2)}, D^{(i)}) \quad \text{(3.19)} \]
where \( D^{(2)} = D \) and \( R_D = (\tilde{R}, D^{(i)}) \) if \( n = 2 \). Even though \( R_D \) is not a root tiling of \( \Lambda \), its restriction produces a root tiling on \( \Lambda' \) that is \( \mathbb{Z} \)-induced.

**Lemma 3.5 (BVMD-space decomposition).** Suppose \( \Lambda = [a, b] \) and \( \Lambda' = [a, b - 2] \) with \( |\Lambda'| \geq 4 \). For any \( R \in \mathcal{R}_{\Lambda}^\infty \setminus \mathcal{R}_{\Lambda}^{MM} \),
\[ \mathcal{C}_{\Lambda}(R) = \mathcal{C}_{\Lambda'}(R') \otimes |\mu| \quad \text{(3.20)} \]
where \( \sigma_{\Lambda}(R) = (\sigma_{\Lambda'}(R'), \mu) \) and \( R' \in \mathcal{R}_{\Lambda'}^\infty \). Moreover, for any \( R \in \mathcal{R}_{\Lambda}^{MM} \),
\[ \mathcal{C}_{\Lambda}(R) = (\mathcal{C}_{\Lambda'}(R') \otimes |\mu_R|) \oplus (\mathcal{C}_{\Lambda'}(R'_D) \otimes |\mu_{R_D}|) \quad \text{(3.21)} \]
where \( \sigma_\Lambda(R) = (\sigma_\Lambda(R'), \mu_R) \), \( \sigma_\Lambda(R_D) = (\sigma_\Lambda(R_D'), \mu_{R_D}) \) for \( R_D \) as in (3.19), and both \( R', R'_D \in \mathcal{R}_\Lambda^\infty \).

This result will be proved by showing that the configuration bases agree. As such, denote by
\[
\mathcal{B}_\Lambda(R) = \{ |\sigma_\Lambda(T)\rangle \mid T \in \mathcal{T}_\Lambda(R) \},
\]

the orthonormal basis of \( \mathcal{C}_\Lambda(R) \) with \( R \in \mathcal{R}_\Lambda \).

**Proof.** Consider the two cases separately.

*Case \( R \in \mathcal{R}_\Lambda^\infty \setminus \mathcal{R}_\Lambda^\infty \):* In this case, the replacement rules used to generate the set of tilings \( \mathcal{T}_\Lambda(R) \) will never change the particle content of the last two sites of \( \Lambda \), see Fig. 4. As a consequence, every tile replacement on \( \Lambda \) is in one-to-one correspondence with a tile replacement on \( \Lambda' \). Thus,
\[
\mathcal{B}_\Lambda(R) = \mathcal{B}_{\Lambda'}(R') \otimes |\mu\rangle
\]

where \( \mu = \sigma_\Lambda(R) \upharpoonright_{[b-1,b]} \), and \( R' \) is the root-tiling associated to \( \sigma_\Lambda(R) \upharpoonright_{\Lambda'} \).

*Case \( R \in \mathcal{R}_\Lambda^\infty \):* Consider first the case that \( R = (\tilde{R}, M_n^{(2)}) \) for some \( n \geq 2 \) and \( \tilde{R} \) as in (3.18). The particle content of the last two sites for any tiling \( T \in \mathcal{T}_\Lambda(R) \) is either \((1,0)\) if these two sites are covered by a monomer, or \((0,0)\) if the last two monomers are replaced by a bulk dimer. Considering all possible tilings on \( \Lambda \), one quickly finds
\[
\mathcal{B}_\Lambda(R) = \mathcal{B}_{\Lambda'}(R') \otimes |10\rangle \cup \mathcal{B}_{\Lambda'}(R'_D) \otimes |00\rangle
\]

where \( R' = (\tilde{R}, M_n^{(2)}) \) and \( R'_D = (\tilde{R}, M_{n-2}^{(2)}, B_2) \), see Fig. 4.

The analogous argument holds when \( R = (\tilde{R}, M_n^{(1)}) \), for which
\[
\mathcal{B}_\Lambda(R) = \mathcal{B}_{\Lambda'}(R') \otimes |01\rangle \cup \mathcal{B}_{\Lambda'}(R'_D) \otimes |20\rangle
\]

where \( R' = (\tilde{R}, M_n^{(1)}) \) and \( R'_D = (\tilde{R}, M_{n-2}^{(2)}, V) \). \( \square \)

A useful corollary for establishing (3.10) identifies a special orthogonal basis of \( \mathcal{C}_\Lambda^\infty \cap (\mathcal{G}_\Lambda' \otimes \mathcal{H}_{[b-1,b]}) \) with \( \Lambda \) and \( \Lambda' \) as in Lemma 3.5. To state the result, we first recall that \( \mathcal{G}_\Lambda \subseteq \mathcal{G}_{\Lambda'} \otimes \mathcal{H}_{[b-1,b]} \) by frustration-freeness, and so
\[
\{ \psi_\Lambda(R) \mid R \in \mathcal{R}_\Lambda^\infty \} \subseteq \mathcal{C}_\Lambda^\infty \cap (\mathcal{G}_\Lambda' \otimes \mathcal{H}_{[b-1,b]})
\]

is an orthogonal set of vectors, see (2.15). Using Lemma 3.5 we extend this set to an orthogonal basis in Corollary 3.6 by adding a set of vectors \( \{ \xi_\Lambda(R) \mid R \in \mathcal{R}_\Lambda^\infty \} \subseteq \mathcal{C}_\Lambda^\infty \cap (\mathcal{G}_\Lambda' \otimes \mathcal{H}_{[b-1,b]}) \).
\( \mathcal{R}_\Lambda^{MM} \) \}, which result from decomposing \( R = (\tilde{R}, M_{n}^{(i)}) \in \mathcal{R}_\Lambda^{MM} \) as in (3.18). Specifically,

\[
\xi_\Lambda(R) := \psi_{\Lambda(n,i)}(\tilde{R}) \otimes \eta_{n}^{(i)}
\]

(3.26)

where \( \psi_{\Lambda(n,i)}(\tilde{R}) \) is the associated BVMD-state on \( \Lambda(n,i) := [a, b-2(n-1)-i] \),

\[
\eta_{n+1}^{(i)} := -\frac{\lambda}{\sqrt{2}} \beta_n \varphi_n \otimes \varphi_{i}^{(i)} + \varphi_{n-1} \otimes |\sigma_{d}^{(i)}\rangle \in \mathcal{C}_{[1,2n+i]}(M_{n+1}^{(i)}),
\]

(3.27)

and the ingredients defining the RHS above are as in Subsection 2.3, see specifically (2.21), (2.26), and (2.28). This state is chosen so that \( \langle \eta_{n}^{(i)} | \varphi_{n}^{(i)} \rangle = 0 \) for all \( n \geq 2 \) and \( i \in \{1, 2\} \). Like the squeezed Tao-Thouless states, \( \eta_{n}^{(i)} \) is not normalized, but satisfies

\[
||\eta_{n}^{(i)}||^2 = ||\varphi_{n-2}||^2 \left[ 1 + \beta_{n-1} \frac{|\lambda|^2}{2} \right] = \frac{||\varphi_{n-3}||^2}{\beta_n |\beta_{n-2}|^2}.
\]

Corollary 3.6 (Orthogonal basis). Let \( \Lambda = [a, b] \) with \( |\Lambda| \geq 7 \), and \( \Lambda' = [a, b-2] \). Then, the following is an orthogonal basis for \( \mathcal{C}_\Lambda^\infty \cap (G_{\Lambda'} \otimes \mathcal{H}_{[b-1, b]}): \)

\[
\{ \psi_\Lambda(R) \mid R \in \mathcal{R}_\Lambda^\infty \} \cup \{ \xi_\Lambda(R) \mid R \in \mathcal{R}_\Lambda^{MM} \}.
\]

Proof. Just as in (2.14), the mutual orthogonality of the BVMD-spaces and the direct sum decomposition from (3.2) guarantee that

\[
\mathcal{C}_\Lambda^\infty \cap (G_{\Lambda'} \otimes \mathcal{H}_{[b-1, b]}) = \bigoplus_{R \in \mathcal{R}_\Lambda^\infty} \mathcal{C}_\Lambda(R) \cap (G_{\Lambda'} \otimes \mathcal{H}_{[b-1, b]}).
\]

Since each \( \mathcal{C}_{\Lambda'}(R') \) supports a unique ground state of \( G_{\Lambda'} \), by Lemma 3.5

\[
\dim \left( \mathcal{C}_\Lambda(R) \cap G_{\Lambda'} \otimes \mathcal{H}_{[b-1, b]} \right) = \begin{cases} 1 & \text{if } R \in \mathcal{R}_\Lambda^\infty \setminus \mathcal{R}_\Lambda^{MM}, \\ 2 & \text{if } R \in \mathcal{R}_\Lambda^{MM}. \end{cases}
\]

Given (3.25), one only needs to consider \( R = (\tilde{R}, M_{n}^{(i)}) \in \mathcal{R}_\Lambda^{MM} \) to complete the orthogonal basis. Using the notation from Lemma 3.5 (see also (3.23)–(3.24)) one can verify that for such \( R \),

\[
\psi_{\Lambda'}(R') \otimes |\mu_R\rangle = \psi_{\Lambda(n,i)}(\tilde{R}) \otimes \varphi_{n-1} \otimes \varphi_{1}^{(i)}
\]

(3.30)

and so \( \xi_\Lambda(R) \in \mathcal{C}_\Lambda(R) \cap (G_{\Lambda_1} \otimes \mathcal{H}_{[b-1, b]}) \). By construction \( \xi_\Lambda(R) \) and \( \psi_\Lambda(R) \) are orthogonal since \( \psi_\Lambda(R) = \psi_{\Lambda(n,i)}(\tilde{R}) \otimes \varphi_{n}^{(i)} \) and \( \langle \varphi_{n}^{(i)} | \eta_{n}^{(i)} \rangle = 0 \). Thus, the result holds as stated. \( \Box \)

We conclude this subsection with the following lemma, which constitutes the core of the proof of (3.10) in Theorem 3.2.

Lemma 3.7 (Overlap). Fix \( \Lambda = [a, b] \) with \( |\Lambda| \geq 7 \) and set \( \Lambda_1 = [a, b-2] \) and \( \Lambda_2 = [b-5, b] \). The ground-state projections satisfy the norm bound

\[
||G_{\Lambda_1}(1 - G_{\Lambda})G_{\Lambda_1}||_{\mathcal{C}_\Lambda^\infty} \leq f(||\lambda||^2/2).
\]

(3.32)

where \( f \) is as in Theorem 3.2.
Proof. The subspace $\mathcal{G}_A \subseteq C^\infty \cap (\mathcal{G}_A \otimes \mathcal{H}_{[b-1,b]})$ is of the form considered in Corollary 3.6. Comparing the orthogonal basis from that result with the orthogonal basis for $\mathcal{G}_A$ in Theorem 2.4, it is clear that $\mathcal{G}_A \cap \mathcal{G}_A^{\infty} = \text{span}\{\xi_{\Lambda}(R)|R \in \mathcal{R}_{\Lambda}^{MM}\}$ and

$$\|G_{A_2}(1 - G_{\Lambda})G_{A_1}\|_2^\infty = \sup_{0 \neq \psi \in \mathcal{G}_A \cap \mathcal{G}_A^{\infty}} \frac{\|G_{A_2}\psi\|^2}{\|\psi\|^2}. \quad (3.33)$$

Recalling the identification from (3.4), $G_{A_2}\psi$ for any $\psi \in \mathcal{G}_A \cap \mathcal{G}_A^{\infty}$ can be expanded via Theorem 2.4 as

$$G_{A_2}\psi = \sum_{R \in \mathcal{R}_{A_2}^\infty} \frac{|\psi_{A_2}(R)\langle \psi_{A_2}(R) \rangle|}{\|\psi_{A_2}(R)\|^2} \psi. \quad (3.34)$$

where we need only sum over $R \in \mathcal{R}_{A_2}^\infty$, since $\psi$ is supported on $\mathcal{Z}$-induced tiling states. We first compute $G_{A_2}\xi_{\Lambda}(R)$ for an arbitrary $R \in \mathcal{R}_{\Lambda}^{MM}$ and use this to bound $\|G_{A_2}\psi\|^2$ for an arbitrary state $\psi \in \mathcal{G}_A \cap \mathcal{G}_A^{\infty}$. Recalling the factored form $\xi_{\Lambda}(R) = \psi_{\Lambda(n,i)}(\tilde{R}) \otimes \eta_n^{(i)}$ from (3.26) and denoting by $\Gamma(n,i) := \Lambda \setminus \Lambda(n,i)$ the support of $\eta_n^{(i)}$, we consider two cases distinguished by $\Gamma(n,i) \subseteq \Lambda_2$, which holds for $n \leq 3$, and $\Lambda_2 \not\subseteq \Gamma(n,i)$, which holds for $n \geq 4$.

Assume $n \leq 3$. Then $\Gamma(n,i) \subseteq \Lambda_2$, and so $G_{A_2} = G_{A_2}G_{\Gamma(n,i)}$ by frustration-freeness, and hence

$$G_{A_2}\xi_{\Lambda}(R) = G_{A_2}\left(\psi_{\Lambda(n,i)}(\tilde{R}) \otimes G_{\Gamma(n,i)}\eta_n^{(i)}\right) = 0,$$

where the final equality holds since $\eta_n^{(i)} \in \mathcal{C}_{\Gamma(n,i)}(M_n^{(i)})$ is orthogonal to the unique ground state $\varphi_n^{(i)} \in \mathcal{C}_{\Gamma(n,i)}(M_n^{(i)})$, and so the pairwise orthogonality of the BVMD-tiling spaces and analogous expansion from (3.34) for $\Gamma(n,i)$ guarantees

$$G_{\Gamma(n,i)}\eta_n^{(i)} = \frac{|\varphi_n^{(i)}\rangle\langle \varphi_n^{(i)}|}{\|\varphi_n^{(i)}\|^2} \eta_n^{(i)} = 0.$$

If $n \geq 4$, then $\Lambda_2 \not\subseteq \Gamma(n,i)$ and we need only consider $G_{A_2}\eta_n^{(i)}$ since by (3.4)

$$G_{A_2}\xi_{\Lambda}(R) = \psi_{\Lambda(n,i)}(\tilde{R}) \otimes G_{A_2}\eta_n^{(i)}. \quad (3.35)$$

To this end, notice that the restriction of any tiling $T \mapsto M_n^{(i)}$ to $\Lambda_2$ produces a tiling $T'$ connected to one of two root tilings, $R_i, R_D^i \in \mathcal{R}_{A_2}^\infty$, determined by

Figure 5. The root tilings $R_i$ and $R_D^i$ for $i = 1, 2$, respectively.
whether or not $T$ has a dimer laying across the boundary of $\Lambda_2$ as in Fig. 5. Concretely, the root tilings are:

$$R^i = \begin{cases} (V, M_3^{(1)}) & i = 1, \\ (M_3^{(2)}) & i = 2, \end{cases} \quad R_D^i = \begin{cases} (B_2^i, M_2^{(1)}) & i = 1, \\ (V, V, M_2^{(2)}) & i = 2. \end{cases} \quad (3.36)$$

Using (3.34) to evaluate $G_{\Lambda_2} \eta_n^{(i)}$, the mutual orthogonality of the BVMD-spaces combined with (3.36) reduce the calculation to

$$G_{\Lambda_2} \eta_n^{(i)} = \sum_{R' \in \{R^i, R_D^i\}} \frac{\vert \psi_{\Lambda_2}(R') \rangle \langle \psi_{\Lambda_2}(R') \vert}{\parallel \psi_{\Lambda_2}(R') \parallel^2} \times \left( -\frac{\lambda}{\sqrt{2}} \beta_{n-1} \varphi_{n-1} \otimes \varphi_1^{(i)} + \varphi_{n-2} \otimes |\sigma_d^{(i)}\rangle \right) \quad (3.37)$$

where we have inserted the expansion of $\eta_n^{(i)}$ from (3.27). Applying the recursion relations (2.25)--(2.26) to further expand $\eta_n^{(i)}$ and $\psi_{\Lambda_2}(R')$, one can compute (3.37) to find

$$G_{\Lambda_2} \eta_n^{(i)} = \frac{X(1 - \beta_{n-1}) \parallel \varphi_2 \parallel^2}{\sqrt{2} \parallel \varphi_3^{(i)} \parallel^2} \varphi_{n-3} \otimes \varphi_3^{(i)} + \frac{\vert \lambda \parallel (1 - \beta_{n-1}) \parallel \varphi_2 \parallel^2}{2 \parallel \varphi_2 \parallel^2} \varphi_{n-4} \otimes |\sigma_d\rangle \otimes \varphi_2^{(i)} \quad (3.38)$$

which is a sum of orthogonal vectors from $G_{T(n,i)}(M_n^{(i)})$. The coefficients in (3.38) are independent of $i$ by (2.24). Calculating these explicitly and applying (3.28) then produces

$$\parallel G_{\Lambda_2} \eta_n^{(i)} \parallel^2 = f_n(|\lambda|^2/2) \parallel \eta_n^{(i)} \parallel^2 \quad \text{with} \quad f_n(r) = r \beta_n \beta_{n-2} \left( \frac{[1 - \beta_{n-1}(1 + r)]^2}{1 + 2r} + \frac{r(1 - \beta_{n-1})^2}{1 + r} \right).$$

We further conclude that the action of $G_{\Lambda_2}$ on $\{\xi_\Lambda(R) \mid R \in \mathcal{R}_{\Lambda}^{MM} \}$ preserves orthogonality since $G_{\Lambda_2} \xi_\Lambda(R) \in \mathcal{C}_\Lambda(R)$ for any $R = (\tilde{R}, M_n^{(i)}) \in \mathcal{R}_{\Lambda}^{MM}$ by (3.35) and (3.38). In addition, for each such $R$ the previous equality implies

$$\parallel G_{\Lambda_2} \xi_\Lambda(R) \parallel^2 \leq \sup_{m \geq 4} f_m(|\lambda|^2/2) \parallel \xi_\Lambda(n,i)(\tilde{R}) \parallel^2 \parallel \eta_n^{(i)} \parallel^2 = f(|\lambda|^2/2) \parallel \xi_\Lambda(R) \parallel^2,$$

and so combining these two observations shows $\parallel G_{\Lambda_2} \psi \parallel^2 \leq f(|\lambda|^2/2) \parallel \psi \parallel^2$ for any $\psi \in G_{\Lambda_2} \cap G_{\Lambda_1}^{\infty}$, and the claim holds by (3.33). $\square$

3.4. Proof of Theorem 3.2

We now prove the main result of Sect. 3. First, if Conditions 1-3 of Theorem 3.2 hold, then applying [24, Theorem 5.1] to the restriction $H_N^\infty = H_N \upharpoonright_{\mathcal{C}_\Lambda^\infty}$ produces,

$$\inf_{0 \not= \psi \in \mathcal{C}_\Lambda^\infty \cap \ker(H_N)} \frac{\langle \psi \mid H_N^\infty \psi \rangle}{\parallel \psi \parallel^2} \geq 2\kappa \left( 1 - \sqrt{3f(|\lambda|^2/2)} \right)^2,$$

and (3.12) follows by (3.6). Thus, we only need to verify the three claims and the bound on $f$. 
1. For all \( n \), \( C_\Lambda^\infty \) is an invariant subspace of \( h_n \). Its restriction \( h_n^\infty \) is defined as in (3.9), and the associated ground state projection is given by \( g_n^\infty = P_{C_\Lambda^\infty} g_n P_{C_\Lambda^\infty} \). Using Corollary 3.4 it follows that

\[
h_n^\infty \geq E_1(C_\Lambda^\infty)(1 - g_n^\infty) \geq \min_{k=5,6} E_1(C_{[1,k]}^\infty)(1 - g_n^\infty)
\]

where we have used translation invariance and \( |\Lambda_n| \in \{5, 6\} \) for the second inequality. Condition 1 then holds after computing the above minimum. Recalling that

\[
E_1(C_{[1,k]}^\infty) = \min\{E_1(C_{[1,k]}(R))| R \in \mathcal{R}_{1,1,k}^\infty\},
\]

we compute \( E_1(C_{[1,k]}(R)) \) for all possible choices for \( R \). By convention, \( E_1(C_\Lambda(R)) = \infty \) for any root where \( \dim(C_\Lambda(R)) = 1 \) as such subspaces are contained in the ground-state space. The condition \( \dim(C_\Lambda(R)) > 1 \) requires that \( R \) has two or more neighboring monomers. Up to a factor of \( \kappa \), the restriction \( H_{[1,k]} |C_{[1,k]}(R)\) for any root with exactly two consecutively monomers is unitarily equivalent to the matrix from (2.11), which has a gap of \( \kappa(|\lambda|^2 + 2) \). The restriction \( H_{[1,k]} |C_{[1,k]}(R)\) for any root with three consecutive monomers is unitarily equivalent to the matrix

\[
\begin{bmatrix}
2\kappa|\lambda|^2 & -\sqrt{2\kappa\lambda} & -\sqrt{2\kappa\lambda} \\
-\sqrt{2\kappa\lambda} & 2\kappa & 0 \\
-\sqrt{2\kappa\lambda} & 0 & 2\kappa
\end{bmatrix},
\]

(3.39)

which has a gap \( 2\kappa \). This verifies Condition 1 since an interval \([1, k]\) with \( k \leq 6 \) can hold at most three monomers.

2. First, notice that the operators \( g_n \) and \( E_m = G_m - G_{m+1} \) as in Sect. 3 are defined so that

\[
supp(g_n) = \Lambda_n, \quad supp(E_m) \subseteq supp(H_{m+1}) = [1, 2m + 2 + k].
\]

Moreover, by construction \( ran(g_n) = ker(H_{\Lambda_n}) \) and \( ran(G_m) = ker(H_{[1,2m+k+1]}) \) and so by frustration-freeness \( ker(h_n) \subseteq ker(H_m) \) for all \( m \geq n \). As a consequence, \( g_n G_m = G_m \) and \( [g_n, E_m] = 0 \) for all \( m \geq n \). In addition, \( [g_n, E_m] = 0 \) for \( m \leq n - 4 \) since \( supp(E_m) \subseteq [1, 2m - 6 + k] \) which is disjoint from \( \Lambda_n \). Summarizing,

\[
[g_n, E_m] \neq 0 \text{ only if } m \in [n - 3, n - 1].
\]

(3.40)

Since \( C_\Lambda^\infty \) is an invariant subspace of the operators \( g_n \) and \( E_m \), they can be block diagonalized as in (3.9), and one concludes that the commutator relations in (3.40) are inherited by the respective blocks \( E_m^\infty \) and \( g_n^\infty \). Hence, Condition 2 holds.

3. Fix \( 2 \leq n \leq N - 1 \). Since \( C_\Lambda^\infty \) is an invariant subspace of both \( g_{n+1} \) and \( E_n \), (3.9) applies to both operators and \( g_{n+1}^\infty E_n^\infty = (g_{n+1} E_n) |C_\Lambda^\infty \). The product \( g_{n+1} E_n \) is supported on \([1, 2n + 2 + k]\), and so Corollary 3.4 yields

\[
\|g_{n+1}^\infty E_n^\infty\| = \|g_{n+1} E_n\|_{C_\Lambda^\infty} = \|g_{n+1} E_n\|_{C_{[1,2n+2+k]}^\infty}.
\]

Once again applying frustration-freeness, the product factored as

\[
g_{n+1} E_n = G_{\Lambda_{n+1}} (G_{[1,2n+k]} - G_{[1,2n+2+k]}) = G_{\Lambda_{n+1}} (1 - G_{[1,2n+2+k]}) G_{[1,2n+k]},
\]
which is of the form considered in Lemma 3.7. This produces
\[ \|g_{n+1}E_n\|_{c^\infty_{[1,2n+2+k]}} \leq \sqrt{f(|\lambda|^2/2)}, \]
verifying Condition 3.

4. The function \( f(r) \) was analyzed in \([25, \text{Appendix A}]\), where it was shown that \( f(r^2) < 1/3 \) for \( r \in [0, 5.3] \). The claimed bound on \( f \) is immediate from taking \( r = |\lambda|/\sqrt{2} \).

4. Proof of the Uniform Bulk Gap

The goal of this section is to present a method that establishes the robust bulk gap for the periodic Hamiltonian \( H^\text{per}_\Lambda \) asserted in Theorem 1.2. In order to avoid the issue of edge states, we will proceed as sketched in Subsection 1.2. Using
\[ E^\text{per}_1(H_\Lambda) = \min \left\{ E^\text{per}_1(C^\text{per}_\Lambda), E^\text{per}_0 \left( (C^\text{per}_\Lambda)^\perp \right) \right\}, \tag{4.1} \]
we reduce the proof of the lower bound on the spectral gap to proving separately a lower bound on the spectral gap of \( H^\text{per}_\Lambda \) restricted to the invariant subspace \( C^\text{per}_\Lambda \) of periodic tiling states introduced in Subsection 2.4, and a lower bound on the ground-state energy in the complement subspace. We start with a bound on the former quantity, and follow up with electrostatic estimates on the latter in Sect. 4.2.

The a priori decomposition of the Hilbert space in terms of the invariant subspace \( C^\text{per}_\Lambda \) such that (4.1) holds is key to the proof of the uniform bulk gap in Theorem 1.2 since the Hamiltonian \( H_\Lambda \) with open boundary conditions on any interval \( \Lambda' \subset \Lambda \) is free of edge states in this subspace. As long as one can find such a decomposition, this idea is robust and also applicable to the bulk gap question for other models with edge states, such as the one studied in \([26]\).

4.1. Finite-Volume Criteria Avoiding Edge States

As in the application of the martingale method in Sect. 3, for the finite-size criterion we will consider the restriction of operators \( A : \mathcal{H}_\Lambda \to \mathcal{H}_\Lambda \) supported on subintervals \( \Lambda' \subset \Lambda \) to the periodic tiling space \( C^\text{per}_\Lambda \). In the case that \( C^\text{per}_\Lambda \) is an invariant subspace of \( A \), the operator can be block diagonalized similar to (3.9) as
\[ A := A |C^\text{per}_\Lambda \rangle + (\mathbb{1} - P^\text{per}_\Lambda)A(\mathbb{1} - P^\text{per}_\Lambda), \quad A |C^\text{per}_\Lambda \rangle = P^\text{per}_\Lambda AP^\text{per}_\Lambda \tag{4.2} \]
where \( P^\text{per}_\Lambda \) is the orthogonal projection onto \( C^\text{per}_\Lambda \). In particular, such a decomposition holds for the Hamiltonian \( H_\Lambda \) as well as its ground state projection \( G_\Lambda \) for any subinterval \( \Lambda' \subset \Lambda \) in the ring geometry.

An analysis similar to that of Sect. 3.3 also applies to restrictions of the periodic tiling space \( C^\text{per}_\Lambda \) to subintervals \( \Lambda' \subset \Lambda \). The truncation of any periodic tiling on the ring \( \Lambda \) to an interval \( \Lambda' \subset \Lambda \) produces a \( \mathbb{Z} \)-induced tiling on \( \Lambda' \). Conversely, if \( |\Lambda| \geq |\Lambda'| + 3 \) every \( \mathbb{Z} \)-induced tiling on \( \Lambda' \) can be
realized as a truncation of a periodic tiling, from which the following variation of Lemma 3.3 can be deduced. Namely,
\[
C^\text{per}_\Lambda = \bigoplus_{R' \in \mathcal{R}_\Lambda^\infty} \bigoplus_{\mu \in \mathcal{B}^\text{per}_\Lambda} C_{\Lambda'}(R') \otimes |\mu\rangle\langle\mu|_{\Lambda' \setminus \Lambda},
\]
where \(\mathcal{B}^\text{per}_\Lambda\) is the orthonormal configuration basis of periodic tilings. The size constraint here guarantees that bulk tiles can be placed in \(\Lambda\) to produce all possible combinations of \(\mathbb{Z}\)-induced boundary tiles on \(\Lambda'\). A minor adaptation of the argument in Corollary 3.4 then produces the following isospectral relation for any subinterval \(\Lambda' \subseteq \Lambda\) of the ring geometry such that \(|\Lambda'| \leq |\Lambda| - 3\):
\[
\text{spec} \left( H_{\Lambda'} \otimes 1_{\Lambda \setminus \Lambda'} \right) = \text{spec} \left( H_{\Lambda'} \right) = \text{spec} \left( H_{\Lambda'}^\infty \right). \tag{4.3}
\]
Of particular interest, the spectral gap of the restriction on the LHS of (4.3) agrees with the spectral gap of the restriction on the RHS:
\[
\inf_{0 \neq \psi \in \mathcal{C}^\text{per}_\Lambda \cap (\mathcal{H}_\Lambda \otimes \mathcal{G})_{\Lambda \setminus \Lambda'}} \frac{\langle \psi | H_{\Lambda'} \psi \rangle}{\|\psi\|^2} = E_1(C_{\Lambda'}^\infty). \tag{4.4}
\]
A lower bound on the RHS was the topic of Theorem 3.2. Moreover, we recall from the proof of this theorem in Subsection 3.4 that the spectral gap of \(H_{\Lambda'}^\infty\) on any interval \(\Lambda'\) of size five or six is at least \(2\kappa\), and the operator norm of this restriction is bounded by the largest eigenvalue of the matrix (3.39), i.e.
\[
\gamma := \inf_{|\Lambda'| \in \{5, 6\}} E_1(C_{\Lambda'}^\infty) = 2\kappa, \quad \Gamma := \sup_{|\Lambda'| \in \{5, 6\}} \|H_{\Lambda'}^\infty\| = 2\kappa(1 + |\lambda|^2). \tag{4.5}
\]
With this in mind, we may now formulate the following finite-volume criterion for the gap \(E_1^\text{per}(C^\text{per}_\Lambda)\). This criterion is an improvement of [26, Theorem 3.11]. Its proof below closely follows the strategy used in this previous work and relies on the version of Knabe’s method [15] from [26, Theorem 3.10].

**Theorem 4.1** (Periodic spectral gap). Fix \(n \geq 2\). Then for any ring \(\Lambda\) such that \(|\Lambda| \geq 3n + 6\),
\[
E_1^\text{per}(C^\text{per}_\Lambda) \geq \frac{\gamma n}{2\Gamma(n - 1)} \left[ \min_{1 \leq l \leq 3} E_1(C_{\lfloor|\Lambda| - 2, 3n + l\rfloor}) - \frac{\Gamma}{n} \right]. \tag{4.6}
\]

**Proof.** By translation invariance, it is sufficient to consider the ring associated to \(\Lambda := [1, 3N + r]\) where \(N > 0\) and \(r \in \{2, 3, 4\}\) are the unique integers so that \(|\Lambda| = 3N + r\). Let \(\Lambda_1, \ldots, \Lambda_{N+1}\) be the sequence of subintervals of \(\Lambda\) defined by
\[
\Lambda_i = [3i - 2, 3i + 2] \quad \text{for} \quad 1 \leq i \leq N \quad \text{and} \quad \Lambda_{N+1} = \begin{cases} \lfloor|\Lambda| - 2, |\Lambda| + 2\rfloor, & r = 2, 3 \\ \lfloor|\Lambda| - 3, |\Lambda| + 2\rfloor, & r = 4 \end{cases}
\]
where we identify \(x \equiv x + |\Lambda|\). These intervals are defined so that every interaction term, \(n_x n_{x+1}\) or \(q_x^* q_x\), that contributes to \(H_{\Lambda}^\text{per}\) is supported on at
least one and at most two of the intervals $\Lambda_i$. As a consequence, for each $1 \leq k \leq N + 1$

$$H_{\Lambda_{n,k}} \leq \sum_{i=k}^{n+k-1} H_{\Lambda_i} \leq 2H_{\Lambda_{n,k}}, \quad H_{\Lambda}^{\text{per}} \leq \sum_{i=1}^{N+1} H_{\Lambda_i} \leq 2H_{\Lambda}^{\text{per}},$$

(4.7)

where the addition $n + k - 1$ is taken modulo $N + 1$ and $\Lambda_{n,k} := \bigcup_{i=k}^{n+k-1} \Lambda_i$. As $C_{\Lambda}^{\text{per}}$ is an invariant subspace of each of the Hamiltonians in (4.7), the same relations hold when one restricts all of the Hamiltonians to this subspace.

Let $P_i : C_{\Lambda}^{\text{per}} \to C_{\Lambda}^{\text{per}}$ denote the orthogonal projection onto $(H_{\Lambda_i} \upharpoonright C_{\Lambda}^{\text{per}})$. Thus, applying the isospectrality from (4.3)

$$\gamma P_i \leq H_{\Lambda_i} \upharpoonright C_{\Lambda}^{\text{per}} \leq \Gamma P_i,$$

(4.8)

with $\gamma$ and $\Gamma$ as in (4.5) since each interval $\Lambda_i$ contains 5 or 6 sites. Summing (4.8) over appropriate values of $i$ and using the restricted versions of (4.7) produces the operator inequalities

$$\frac{\gamma}{2} H_{n,k} \leq H_{\Lambda_{n,k}} \upharpoonright C_{\Lambda}^{\text{per}} \leq \Gamma H_{n,k}, \quad \frac{\gamma}{2} H_{N} \leq H_{\Lambda}^{\text{per}} \upharpoonright C_{\Lambda}^{\text{per}} \leq \Gamma H_{N}$$

(4.9)

where the operators $H_{n,k}$ and $H_N$ on $C_{\Lambda}^{\text{per}}$ are defined by

$$H_{n,k} := \sum_{i=k}^{n+k-1} P_i, \quad H_N := \sum_{i=1}^{N+1} P_i.$$

Depending on the value of $r$ and whether or not $\Lambda_{N+1}$ contributes to the definition of $\Lambda_{n,k}$, one can easily deduce that $\Lambda_{n,k}$ is an interval with at least $3(n + 1)$ sites and at most $3n + 3$ sites. Thus, the gap of $H_{\Lambda_{n,k}} \upharpoonright C_{\Lambda}^{\text{per}}$ satisfies (4.4) since $|\Lambda| \geq |\Lambda_{n,k}| + 3$. Combining this with (4.9), it readily follows by translation invariance that for all $k \in \{1, \ldots, N + 1\}$:

$$\Gamma E_1^{(n,k)} \geq E_1(C_{\Lambda_{n,k}}^{\infty}) \geq \min_{1 \leq l \leq 3} E_1(C_{[1,3n+l]}^{\infty}) \quad \text{and} \quad E_1^{\text{per}}(C_{\Lambda}^{\text{per}}) \geq \frac{\gamma}{2} E_1^{L}$$

(4.10)

where $E_1^{(n,k)}$ and $E_1^{L}$ denote the spectral gaps of $H_{n,k}$ and $H_L$ in $C_{\Lambda}^{\text{per}}$, respectively. The proof is completed after applying [26, Theorem 3.10] to produce a lower bound on $E_1^{L}$ using $E_1^{(n,k)}$. For its application, we note that the Hamiltonian $H_L$ is frustration-free, since (4.9) implies $\ker(H_L) = \ker(H_{\Lambda}^{\text{per}})$, which is nontrivial by Theorem 2.6. In addition, $P_i \psi = (1 - G_{\Lambda_i}) \psi$ for all $\psi \in C_{\Lambda}^{\text{per}}$ and $i = 1, \ldots, N + 1$ by (4.2). Since operators defined on $H_{\Lambda}$ that are supported on disjoint spatial regions commute, and the intervals $\Lambda_i$ were chosen so that $\Lambda_i \cap \Lambda_j = \emptyset$ unless $|i - j| = 1$ or $\{i, j\} = \{1, N + 1\}$, this guarantees that $[P_i, P_j] = 0$ under the same constraints on $i$ and $j$. Therefore, the operators $P_i$ satisfy the requirements of [26, Theorem 3.10] on the Hilbert space $C_{\Lambda}^{\text{per}}$, and hence the respective spectral gaps $E_1^{L}$ and $E_1^{(n,k)}$ satisfy the bound

$$E_1^{L} \geq \frac{n - 1}{n} \left( \min_{1 \leq k \leq N+1} E_1^{(n,k)} \right) - \frac{1}{n}.$$  

(4.11)

Using (4.10) to further bound (4.11) produces the result. □
4.2. Electrostatic Estimates for Periodic Boundary Conditions

For our proof of the bulk gap via (4.1) we also need a lower bound on the ground-state energy $E_{\text{per}}(\sigma_{\text{per}} \perp \Lambda)$ of the Hamiltonian $H_{\text{per}}^\Lambda$ restricted to the invariant subspace orthogonal to periodic tiling states. The approach we employ to bound this energy is inspired by the related question of a lower bound on the Yrast line and, specifically, how the ground state energy $E_0(N)$ for the periodic system on $\Lambda$ in the $N$-particle sector behaves as the number of particles increases. In the physical regime $|\lambda|^2 \ll 1$ and for total filling $\nu := N/|\Lambda| > 1$, a positive lower bound on $E_0(N)$ that scales with $\nu$ can easily be deduced from the following Cauchy-Schwarz operator inequality

$$q_x^* q_x \geq (1 - \delta)n_x(n_x - 1) - |\lambda|^2 \frac{1 - \delta}{\delta} n_{x-1}n_{x+1}$$  \hspace{1cm} (4.12)

which holds for all $\delta \in (0, 1)$.

**Proposition 4.2** (Yrast line). Fix an interval $\Lambda$ and suppose that $|\lambda|^2 < (\kappa - 2)/(2\kappa)$. Then for any $\nu > 1$,

$$E_0(\nu|\Lambda|) \geq \nu|\Lambda| \left[ \nu\left(1 + \kappa/2 - \kappa|\lambda|^2\right) - \kappa/2 \right].$$  \hspace{1cm} (4.13)

**Proof.** Applying (4.12) with $\delta = 1/2$ for all $x$ produces an operator lower bound on $H_{\text{per}}^\Lambda$ in terms of a sum of electrostatic operators. The claimed bound on $E(\nu|\Lambda|)$ results from minimizing the energy over $\mu \in [0, \infty)^\Lambda$ of the classical problem

$$\mathcal{E}(\mu) := \sum_{x \in \Lambda} \mu_x \mu_{x+1} + \frac{\kappa}{2} \mu_x(\mu_x - 1) - \kappa|\lambda|^2 \mu_x \mu_{x+2} \quad \text{subject to} \quad \sum_{x \in \Lambda} \mu_x = \nu|\Lambda|.$$  

When $|\lambda|^2 < (\kappa - 2)/(2\kappa)$ this has a unique minimum at $\mu_x = \nu$ for all $x \in \Lambda$, which produces (4.13). \hfill $\Box$

While the simple operator inequality (4.12) is sufficient for estimating the ground state energy of $H_{\text{per}}^\Lambda$ in sufficiently high filling sectors, to bound $E_{\text{per}}^\Lambda(\sigma_{\text{per}} \perp \Lambda)$ one also needs to consider configurations $\mu \in \mathbb{N}_0^\Lambda$ with low filling. Our approach here is to use a refined version of (4.12) that depends on the type of configuration under consideration.

To this end, recall that any state $\psi \in (\sigma_{\text{per}} \perp)$ is a linear combination of $\mu \in \mathbb{N}_0^\Lambda \setminus (\text{ran } \sigma_{\Lambda} \mid T_{\text{per}}^\Lambda) =: \mathcal{S}_\Lambda$, i.e.

$$\psi = \sum_{\mu \in \mathcal{S}_\Lambda} \psi(\mu)|\mu\rangle, \quad \text{where} \quad ||\psi||^2 = \sum_{\mu \in \mathcal{S}_\Lambda} |\psi(\mu)|^2 < \infty.$$  

Given $\Lambda = [a, b]$ with $|\Lambda| \geq 4$, Lemma 2.5 characterizes $\mu = (\mu_a, \ldots, \mu_b) \in \mathcal{S}_\Lambda$ as those particle configurations which belong to one of the following disjoint sets (which are to be understood using the convention $x \equiv x + |\Lambda|$): 

$$S_{\Lambda}^{(1)} := \{ \mu \mid \mu_x \mu_{x+1} \geq 1 \text{ for some } x \in \Lambda \},$$

$$S_{\Lambda}^{(2)} := \{ \mu \mid \mu_x \geq 3 \text{ for some } x \in \Lambda \} \setminus S_{\Lambda}^{(1)},$$
\[ S^{(3)}_\Lambda := \{ \mu \mid \mu_x = \mu_{x+3} = 2 \text{ for some } x \in \Lambda \} \setminus (S^{(1)}_\Lambda \cup S^{(2)}_\Lambda), \]
\[ S^{(4)}_\Lambda := \{ \mu \mid \mu_x \mu_{x+2} \geq 2 \text{ for some } x \in \Lambda \} \setminus (S^{(1)}_\Lambda \cup S^{(2)}_\Lambda \cup S^{(3)}_\Lambda). \]

Note that all possible violations of the conditions from Lemma 2.5 are covered since (i) \( S^{(1)}_\Lambda \) is the set of all configurations that violate Condition 1, (ii) \( S^{(2)}_\Lambda \) is all configurations that satisfy Condition 1, but violate Condition 2 by filling a site with three or more particles, and (iii) \( S^{(3)}_\Lambda \cup S^{(4)}_\Lambda \) contains all configurations that satisfy Conditions 1, have at most two particles on every site, but still violate Condition 2. Thus, we have constructed a disjoint partition
\[ S_\Lambda = S^{(1)}_\Lambda \cup S^{(2)}_\Lambda \cup S^{(3)}_\Lambda \cup S^{(4)}_\Lambda. \] (4.14)

Any configuration \( \mu \in S^{(1)}_\Lambda \) has positive electrostatic energy \( e^{\text{per}}_\Lambda (\mu) = \sum_{x=a}^b \mu_x \mu_{x+1} \), and the mean energy of any \( \psi \in (C^{\text{per}}_\Lambda) \perp \cap \text{dom}(H^{\text{per}}_\Lambda) \) is given by
\[ \langle \psi \vert H_\Lambda \psi \rangle = \sum_{\mu \in S^{(1)}_\Lambda} e^{\text{per}}_\Lambda (\mu) \vert \psi(\mu) \vert^2 + \kappa \sum_{\nu \in \mathbb{N}^b} \sum_{x=a}^b \vert (q_x \psi)(\nu) \vert^2. \] (4.15)

Our strategy for a lower bound is to bound every term in \( \sum_{\mu \in S_\Lambda} \vert \psi(\mu) \vert^2 \) by a few terms from the RHS of (4.15). This is trivial for \( \mu \in S^{(1)}_\Lambda \) since those configurations have electrostatic energy. For all other \( \mu \in S_\Lambda \) we will associate (i) a configuration \( \eta(\mu) \in S^{(1)}_\Lambda \) with electrostatic energy and (ii) one or two terms \( \vert (q_x \psi)(\nu) \vert^2 \) from the second part of (5.4) which will be bounded using a variation of (4.12). This yields the following result.

**Theorem 4.3 (Electrostatic estimates I).** For any \( \Lambda = [a, b] \) with \( |\Lambda| \geq 8 \), the ground state energy of \( H^{\text{per}}_\Lambda \) in the invariant subspace \( (C^{\text{per}}_\Lambda) \perp \) satisfies the lower bound
\[ E^{\text{per}}_0 (C^{\perp}_\Lambda) \geq \frac{1}{4} \min \left\{ 1, \frac{2\kappa}{\kappa + 1}, \frac{2\kappa}{1 + \kappa|\Lambda|^2} \right\} = \gamma^{\text{per}}_\kappa (|\Lambda|^2). \] (4.16)

**Proof.** We consider \( \psi \in (C^{\text{per}}_\Lambda) \perp \) and fix any configuration \( \mu \in S_\Lambda \) in its support.

**Case** \( \mu \in S^{(1)}_\Lambda \): For such configurations we have the trivial bound
\[ e^{\text{per}}_\Lambda (\mu) \vert \psi(\mu) \vert^2 \geq \vert \psi(\mu) \vert^2 =: \gamma^{(1)} \vert \psi(\mu) \vert^2. \] (4.17)

**Case** \( \mu \in S^{(2)}_\Lambda \): Set \( x \equiv x_\mu := \max \{ x \in [a, b] \mid \mu_x \geq 3 \} \), and note that this means \( \mu_{x-1} = \mu_{x+1} = 0 \) since otherwise \( \mu \in S^{(1)}_\Lambda \). Recalling the notation from the beginning of Sect. 1.1 (see the text following (1.4)), we associate to \( \mu \) the configurations \( \nu(\mu) := \alpha_\mu^x \mu \) and \( \eta(\mu) := \alpha_{x-1}^x \alpha_{x+1}^x \nu(\mu) \), for which \( e^{\text{per}}_\Lambda (\eta(\mu)) \geq 2 \). Using (1.4), we then have for any \( \delta \in (0, 1) \)
\[ T^{(2)}[\psi; \mu] := |(q_x \psi)(\nu(\mu))|^2 = \left| \sqrt{\mu_x(\mu_x - 1)} \psi(\mu) - \lambda \psi(\eta(\mu)) \right|^2 \]
\[ \geq (1 - \delta)\mu_x(\mu_x - 1)|\psi(\mu)|^2 - \frac{1 - \delta}{\delta}|\lambda|^2|\psi(\eta(\mu))|^2. \]  

(4.18)

Choosing \( \delta = \frac{\kappa|\lambda|^2}{2 + \kappa|\lambda|^2} \) and bounding \( \mu_x(\mu_x - 1) \geq 6 \) yields
\[ e_\Lambda^{\text{per}}(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa T^{(2)}[\psi; \mu] \geq \frac{12\kappa}{2 + \kappa|\lambda|^2}|\psi(\mu)|^2 =: \gamma^{(2)}|\psi(\mu)|^2. \]

(4.19)

**Case \( \mu \in S_\Lambda^{(3)} \):** Let \( x \equiv x_\mu := \max\{x \in [a, b] | \mu_x = \mu_{x+3} = 2\} \).

Since \( \mu \notin S_\Lambda^{(1)} \), it follows that \( \mu_{x-1} = \mu_{x+1} = \mu_{x+2} = 0 \). To \( \mu \) we associate four configurations \( \nu(\mu) := \alpha_x^2 \mu \) and \( \eta(\mu) := \alpha_x^* \alpha_x^* \nu(\mu) \) as well as \( \nu'(\mu) := \alpha_{x+1} \alpha_{x+3} \eta'(\mu) \) and \( \eta'(\mu) := \alpha_{x+3}^* \nu'(\mu) \). The last configuration has electrostatic energy \( e_\Lambda^{\text{per}}(\eta(\mu)) \geq 2 \). Estimating similarly to (4.18), we obtain for any \( \delta, \delta' \in (0, 1) \),
\[ T^{(3)}[\psi; \mu] := |(q_x \psi)(\nu(\mu))|^2 + |(q_{x+2} \psi)(\nu'(\mu))|^2 \]
\[ = \left| \sqrt{2}\psi(\mu) - \lambda \psi(\eta'(\mu)) \right|^2 + \left| \sqrt{2}\psi(\eta(\mu)) - \lambda \sqrt{2}\psi(\eta'(\mu)) \right|^2 \]
\[ \geq 2(1 - \delta)|\psi(\mu)|^2 + |\lambda|^2 \left[ 2(1 - \delta') - \frac{1 - \delta}{\delta'} \right]|\psi(\eta'(\mu))|^2 \]
\[ - 2\frac{1 - \delta'}{\delta'}|\psi(\eta(\mu))|^2. \]

(4.20)

The choice \( \delta = \frac{\kappa}{1 + 2(1 - \delta')} \) eliminates the second term. In turn, choosing \( \delta' = \frac{\kappa}{\kappa + 1} \) yields
\[ e_\Lambda^{\text{per}}(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa T^{(3)}[\psi; \mu] \geq \frac{2\kappa}{\kappa + 1}|\psi(\mu)|^2 =: \gamma^{(3)}|\psi(\mu)|^2. \]

(4.21)

**Case \( \mu \in S_\Lambda^{(4)} \):** Choose \( x \equiv x_\mu := \max\{x \in [a, b] | \mu_x = 2 \text{ and max}\{\mu_{x-2}, \mu_{x+2}\} \geq 1\} \) and note that \( \mu_{x+1} = 0 \). We then proceed similarly as in the second case and associate to \( \mu \) the configurations \( \nu(\mu) := \alpha_x^2 \mu \) and \( \eta(\mu) := \alpha_{x-1}^* \alpha_{x+1}^* \nu(\mu) \). The latter configuration has electrostatic energy \( e_\Lambda^{\text{per}}(\eta(\mu)) \geq 1 \). Proceeding as in (4.18) we then bound for any \( \delta \in (0, 1) \):
\[ T^{(4)}[\psi; \mu] := |(q_x \psi)(\nu(\mu))|^2 \geq 2(1 - \delta)|\psi(\mu)|^2 - \frac{1 - \delta}{\delta}|\lambda|^2|\psi(\eta(\mu))|^2. \]

The choice \( \delta = \frac{\kappa|\lambda|^2}{1 + \kappa|\lambda|^2} \) then yields
\[ e_\Lambda^{\text{per}}(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa T^{(4)}[\psi; \mu] \geq \frac{2\kappa}{1 + \kappa|\lambda|^2}|\psi(\mu)|^2 =: \gamma^{(4)}|\psi(\mu)|^2. \]

(4.22)

Employing the conventions \( T^{(1)}[\psi; \mu] \equiv 0 \) and \( \eta(\mu) = \mu \) for \( \mu \in S_\Lambda^{(1)} \), the collective estimates above show that summing over all configurations in \( S_\Lambda^{(j)} \) for each fixed \( j \in \{1, 2, 3, 4\} \) satisfies:
\[
\gamma^{(j)} \sum_{\mu \in \mathcal{S}_{\lambda}^{(j)}} |\psi(\mu)|^2 \leq \sum_{\mu \in \mathcal{S}_{\lambda}^{(j)}} e_{\lambda}^{\text{per}}(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa \sum_{\mu \in \mathcal{S}_{\lambda}^{(j)}} T^{(j)}[\psi; \mu] \\
\leq c_j \sum_{\eta \in \mathcal{S}_{\lambda}^{(j)}} e_{\lambda}^{\text{per}}(\eta)|\psi(\eta)|^2 + \kappa \sum_{\nu \in \mathbb{N}_0^b} \sum_{x=a}^b |(q_x \psi)(\nu)|^2 \\
\leq c_j \langle \psi | H_{\lambda} | \psi \rangle, \tag{4.23}
\]
where \(c_j \in \mathbb{N}\) counts the maximum number of times a configuration with electrostatic energy \(\eta \in \mathcal{S}_{\lambda}^{(1)}\) is associated to a configuration \(\mu \in \mathcal{S}_{\lambda}^{(j)}\),

\[c_j := \max_{\eta \in \mathcal{S}_{\lambda}^{(1)}} \left| \left\{ \mu \in \mathcal{S}_{\lambda}^{(j)} \mid \eta(\mu) = \eta \right\} \right| .\]

For (4.23), we also use that the set of pairs \((x, \nu) \in \Lambda \times \mathbb{N}_0^b\) that contribute to \(T^{(j)}[\psi; \mu]\) is in one-to-one correspondence with \(\mu \in \mathcal{S}_{\lambda}^{(j)}\). The final bound in (4.16) is obtained by dividing by \(c_j\), summing over \(j\) and seeing that \(4\gamma_{\lambda}^{\text{per}}(|\lambda|)^2 = \min_j \gamma^{(j)} / c_j\). Thus, the proof is complete after determining the values of \(c_j\).

It is trivial that \(c_1 = 1\). For all other \(j\) and fixed \(\mu \in \mathcal{S}_{\lambda}^{(j)}\), the sites in \(\Lambda\) that contribute to the electrostatic energy of \(\eta(\mu) \in \mathcal{S}_{\lambda}^{(1)}\) are localized to an interval of size at most 6 around \(x_\mu\). The constraint \(|\lambda| \geq 8\) guarantees that this interval can be uniquely identified in the ring geometry. By considering separately for each \(j\) the possible forms of \(\mu\) and \(\eta(\mu)\) in this interval, one can quickly deduce that the mapping \(\mathcal{S}_{\lambda}^{(j)} \ni \mu \mapsto \eta(\mu) \in \mathcal{S}_{\lambda}^{(1)}\) is injective for \(j = 3, 4\) giving \(c_j = 1\) for those \(j\), and that the preimage of any \(\eta \in \mathcal{S}_{\lambda}^{(1)}\) for \(j = 2\) has at most two elements producing \(c_2 = 2.1\)

\[\square\]

### 4.3. Proof of Theorem 1.2

We are now ready to finalize the proof of Theorem 1.2 by bounding the RHS of (4.1). The lower bound on the ground-state energy \(E_0^{\text{per}}(C_{\Lambda}^{\text{per}})\) in Theorem 4.3 yields the first term in the minimum on the RHS of (1.9). Using the finite-volume criterion from Theorem 4.1, the spectral gap \(E_1^{\text{per}}(C_{\Lambda}^{\text{per}})\) in (4.1) is bounded from below in terms of the spectral gap \(E_1(C_{[1,m]}^{\infty})\) on subintervals of \(\Lambda\) of lengths \(m \geq 7\). In turn, these gaps are uniformly lower bounded in Theorem 3.2, which yields for all \(m \geq 7\),

\[E_1(C_{[1,m]}^{\infty}) \geq \frac{2\kappa}{3}(1 - \sqrt{3f(|\lambda|^2/2)})^2.\]

In the situation that \(f(|\lambda|^2/2) < 1/3\), the condition

\[\inf_{l=1,2,3} E_1(C_{[1,3n+l]}^{\infty}) - \frac{\Gamma}{n} > 0\]

\[1\]The configurations \(\mu \in \mathcal{S}_{\lambda}^{(2)}\) that map to a non-unique \(\eta(\mu)\) are ones for which \(\mu_x = 3\), \(\{\mu_{x+2}, \mu_{x-2}\} = \{0, 1\}\), and \(\mu_{x \pm 3} = 0\). All other configurations \(\mu \in \mathcal{S}_{\lambda}^{(2)}\) are in a one-to-one correspondence with \(\eta(\mu) \in \mathcal{S}_{\lambda}^{(1)}\).
is thus satisfied for sufficiently large $n$. Taking the limit $n \to \infty$ in the bound (4.6), and inserting the values (4.5) produces the second term in the minimum on the RHS of (1.9). □

5. Edge and Excited States

The aim of this section is twofold. The first goal is to complete the proof of Theorem 1.1 by producing a lower bound on the ground-state energy in the subspace orthogonal to all BVMD tilings. This is accomplished in the next section, where an analogue of the electrostatic estimate in Theorem 4.3 is proved for open boundary conditions. This bound is limited by the presence of edge states, which are discussed and classified at the end of Sect. 5.1. As a second goal, we prove variational bounds on low-lying bulk excitations in Sect. 5.3, where a brief discussion on many-body scars of mid- and high-energy is also provided.

5.1. Electrostatic Estimates and Edge States for Open Boundary Conditions

For our proof of the spectral gap of $H_{\Lambda} \equiv H_{\Lambda}^{\text{obc}}$ via (1.10), we still need to establish a volume-independent lower bound on the ground-state energy in the invariant subspace $C_{\Lambda}^\perp$ orthogonal to all BVMD tiling states. Together with the bound on the spectral gap of $E_1(C_\infty)$ from Sect. 3, this then completes the proof of the uniform gap for open boundary conditions.

**Theorem 5.1** (Electrostatic estimate II). For any interval $\Lambda$ with $|\Lambda| \geq 5$, the ground state energy of $H_{\Lambda}$ in the invariant subspace $C_{\Lambda}^\perp$ satisfies the lower bound

$$E_0(C_{\Lambda}^\perp) \geq \frac{1}{5} \min \left\{ 1, \frac{2\kappa}{1 + \kappa |\lambda|^2}, \frac{2\kappa |\lambda|^2}{\kappa + 1}\right\} = \gamma_\kappa(|\lambda|^2).$$

The proof of this theorem parallels the one of Theorem 4.3 for the periodic case. We will therefore focus on the subtle differences and provide the proof using the same notation. Similar to the previous case, any state $\psi \in C_{\Lambda}^\perp$ is a linear combination of configurations $\mu \in \mathbb{N}_0^\Lambda \setminus \text{ran} \sigma_{\Lambda} :=: \mathcal{S}_{\Lambda}$, that is

$$\psi = \sum_{\mu \in \mathcal{S}_{\Lambda}} \psi(\mu) |\mu\rangle, \quad \text{where} \quad ||\psi||^2 = \sum_{\mu \in \mathcal{S}_{\Lambda}} |\psi(\mu)|^2 < \infty. \quad (5.2)$$

Fixing $\Lambda = [a, b]$ with $|\Lambda| \geq 5$, Lemma 2.1 characterizes $\mu \equiv (\mu_a, \ldots, \mu_b) \in \mathcal{S}_{\Lambda}$ as those particle configurations which belong to one of the following disjoint sets:

$$\mathcal{S}_{\Lambda}^{(1)} := \{ \mu \mid \mu_x \mu_{x+1} \geq 1 \text{ for some } x \in [a, b - 1]\},$$

$$\mathcal{S}_{\Lambda}^{(2)} := \{ \mu \mid \mu_x \geq 3 \text{ for some } x \in [a + 1, b - 1]\} \setminus \mathcal{S}_{\Lambda}^{(1)},$$

$$\mathcal{S}_{\Lambda}^{(3)} := \{ \mu \mid \min\{\mu_x, \mu_{x+3}\} = 2 \text{ for some } x \in [a, b - 3]\} \setminus (\mathcal{S}_{\Lambda}^{(1)} \cup \mathcal{S}_{\Lambda}^{(2)}),$$

$$\mathcal{S}_{\Lambda}^{(4)} := \{ \mu \mid \mu_x = 2 \text{ and } \max\{\mu_{x-2}, \mu_{x+2}\} \geq 1 \text{ for some } x \in [a + 1, b - 1]\} \setminus (\mathcal{S}_{\Lambda}^{(1)} \cup \mathcal{S}_{\Lambda}^{(2)} \cup \mathcal{S}_{\Lambda}^{(3)}).$$
\[ S^{(5)}_\Lambda := \{ \mu \mid \mu_a \mu_{a+2} \geq 2 \ or \ \mu_{b-2} \mu_b \geq 2 \} \setminus (S^{(1)}_\Lambda \cup S^{(2)}_\Lambda \cup S^{(3)}_\Lambda \cup S^{(4)}_\Lambda). \]

We use the convention \( \mu_{a-1} = \mu_{b+1} = 0 \) in the definition of \( S^{(4)}_\Lambda \). The last two sets are chosen as a partition of
\[ S^{(4)}_\Lambda \cup S^{(5)}_\Lambda = \{ \mu \mid \mu_x \mu_{x+2} \geq 2 \text{ for some } x \in [a, b-2] \} \setminus (S^{(1)}_\Lambda \cup S^{(2)}_\Lambda \cup S^{(3)}_\Lambda), \]
(5.3)

which is analogous to the fourth set of configurations from the periodic case in Sect. 4.2. Here, \( S^{(4)}_\Lambda \) consists of the configurations from (5.3) where there is an interior site \( x \) with two particles that has an occupied next nearest neighbor. The set \( S^{(5)}_\Lambda \) corresponds to the configurations from (5.3) where the site with two (or more) particles must be on the boundary and the next-nearest neighbor holds exactly one particle; it is precisely these configurations that produce the low-lying energies for small \( |\lambda| \) which were discussed in Sect. 1.1.

Given (5.3), the construction of the sets \( S^{(j)}_\Lambda \) only differ from their counterparts in the periodic case at the boundary of \( \Lambda \). Since all possible violations of the conditions in Lemma 2.1 are covered, we have constructed a disjoint partition of \( S_\Lambda \). For open boundary conditions, a configuration \( \mu \in S^{(1)}_\Lambda \) has electrostatic energy \( e_\Lambda(\mu) = \sum_{x=a}^{b-1} \mu_x \mu_{x+1} \), and the mean energy of any \( \psi \in C^1_\Lambda \cap \text{dom}(H_\Lambda) \) is given by
\[ \langle \psi | H_\Lambda | \psi \rangle = \sum_{\mu \in S^{(1)}_\Lambda} e_\Lambda(\mu) |\psi(\mu)|^2 + \kappa \sum_{\nu \in \mathbb{N}_0} \sum_{x=a+1}^{b-1} |(q_x \psi)(\nu)|^2. \]
(5.4)

**Proof of Theorem 5.1**

We expand \( \psi \in C^1_\Lambda \cap \text{dom}(H_\Lambda) \) as in (5.2) and fix a configuration \( \mu \in S_\Lambda \). The argument for \( \mu \in S^{(j)}_\Lambda \) with \( j = 1, 2, 4 \) proceeds identically as in the proof in Theorem 4.3: we define \( \eta(\mu) \) and \( T^{(j)}[\psi; \mu] \) as before with the only modification being that the value of \( x_\mu \) is constrained to the interval of sites used to define the set \( S^{(j)}_\Lambda \) above. In these cases, one again produces the bound
\[ e_\Lambda(\eta(\mu)) |\psi(\eta(\mu))|^2 + \kappa T^{(j)}[\psi; \mu] \geq \gamma^{(j)}|\psi(\mu)|^2 \]
(5.5)

with \( \gamma^{(j)} \) defined as in the proof of Theorem 4.3, see specifically (4.17), (4.19) and (4.22).

***Case \( \mu \in S^{(3)}_\Lambda \):*** The argument follows the analogous case from Theorem 4.3 with only technical modifications. We set \( x \equiv x_\mu := \max\{x \in [a, b-3] \mid \min\{\mu_x, \mu_{x+3}\} \geq 2\} \), and consider the cases \( x > a \) and \( x = a \) separately.

For \( x > a \), defining \( \eta(\mu) \) and \( T^{(3)}[\psi; \mu] \) exactly as in (4.20), and bounding similarly with the choices \( \delta' = \frac{\kappa}{\kappa+1} \) and \( \delta = (1+\mu_{x+3}(1-\delta'))^{-1} \leq (1+2(1-\delta'))^{-1} \) once again produces (5.5) with \( \gamma^{(3)} \) as in (4.21). For open boundary conditions, it is possible to have \( \mu_{x+3} > 2 \) if \( x = b - 3 \), which accounts for the slightly different choice of \( \delta \).
The case \( x = a \) runs analogously to that of \( x > a \), with the roles of \( x \) and \( x + 3 \) interchanged since \( x + 3 \) is in the interior of \( \Lambda \). Setting \( \nu(\mu) = \alpha_{x+3}^2(\mu) \), \( \eta'(\mu) = \alpha_{x+3}^2(\mu) \), \( \nu'(\mu) = \alpha_x \alpha_{x+2} \eta'(\mu) \) and \( \eta(\mu) = (\alpha_{x+1}^*)^2 \nu'(\mu) \) we then estimate
\[
T^{(3)}[\psi; \mu] := |(q_{x+3}\psi)(\nu(\mu))|^2 + |(q_{x+1}\psi)(\nu'(\mu))|^2
\]
as in the case \( x > a \) which again yields (5.5).

Case \( \mu \in S^{(5)}_\Lambda \): Due to the presence of a boundary, our strategy differs from the case of \( S^{(4)}_\Lambda \), and we pick \( x \equiv x_\mu := \max\{x \in \{a + 1, b - 1\} \mid \mu_{x-1}\mu_{x+1} \geq 2\} \) and note that \( \mu_x = 0 \). To \( \mu \) we associate the configurations \( \nu(\mu) = \alpha_{x-1} \alpha_{x+1} \mu \), and \( \eta(\mu) = (\alpha_{x-1}^*)^2 \nu(\mu) \). The latter configuration has electrostatic energy \( e_\Lambda(\eta(\mu)) \geq 2 \). We then bound for any \( \delta \in (0, 1) \):
\[
T^{(5)}[\psi; \mu] := |(q_x\psi)(\nu(\mu))|^2 = \left| \sqrt{2}\psi(\eta(\mu)) - \lambda \sqrt{\mu_{x-1}\mu_{x+1}} \psi(\mu) \right|^2 \geq (1 - \delta)|\lambda|^2 \mu_{x-1}\mu_{x+1} |\psi(\mu)|^2 - 2 \frac{1 - \delta}{\delta} |\psi(\eta(\mu))|^2.
\]
The choice \( \delta = \frac{\kappa}{\kappa + 1} \) then yields the final estimate
\[
e_\Lambda(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa T^{(5)}[\psi; \mu] \geq \frac{2\kappa}{\kappa + 1} |\psi(\mu)|^2 := \gamma^{(5)}|\psi(\mu)|^2 \tag{5.6}.
\]
Summing the collective estimates above over all configurations in \( S^{(j)}_\Lambda \) for each fixed \( j \in \{1, 2, 3, 4, 5\} \) once again produces
\[
\gamma^{(j)} \sum_{\mu \in S^{(j)}_\Lambda} |\psi(\mu)|^2 \leq \sum_{\mu \in S^{(1)}_\Lambda} e_\Lambda(\eta(\mu))|\psi(\eta(\mu))|^2 + \kappa \sum_{\mu \in S^{(5)}_\Lambda} T^{(j)}[\psi; \mu]
\]
\[
\leq c_j \langle \psi | H_\Lambda \psi \rangle, \tag{5.7}
\]
where \( c_j \in \mathbb{N} \) counts the maximum number of times a configuration with electrostatic energy \( \eta \in S^{(1)}_\Lambda \) is associated to a configuration \( \mu \in S^{(j)}_\Lambda \). Our choices are again made so that \( c_j = 1 \) for \( j \neq 2 \), and \( c_2 = 2 \). The proof then concludes by dividing (5.7) by \( c_j \), summing over \( j \), and noting that \( 5 \gamma \kappa^{-1} |\lambda|^2 = \min_j \gamma^{(j)}/c_j \).

While bound in Theorem 5.1 is sufficient for our purposes, it is not optimal as far as constants are concerned. However, the lower bound does scale as \( \mathcal{O}(|\lambda|^2) \) in the regime of small \( |\lambda| \), which agrees with the scaling of the edge states singled out in (1.8). Since this scaling is only reflected in the estimate from (5.6), any such low-energy state \( \psi \) must have a nonzero overlap with some configuration \( \mu \in S^{(5)}_\Lambda \), i.e. \( \psi(\mu) \neq 0 \). We end this section by using modified tilings to identify the invariant subspaces that contain the configurations from \( S^{(5)}_\Lambda \). These tilings will only differ from BVMD tilings at the boundary, and so in this sense any eigenstate with energy \( \mathcal{O}(|\lambda|^2) \) can be interpreted as an edge state.

Since every configuration \( \mu \in S^{(5)}_\Lambda \) only breaks the conditions from Lemma 2.1 at the boundary of \( \Lambda \), it is the configuration associated with an edge tiling \( T = (T_1, \ldots, T_k) \) of \( \Lambda = [a, b] \) where either \( T_1 = (n01) \) or \( T_k = (10n) \) for some \( n \geq 2 \), and all other tiles are BVMD-tiles. In addition to the original
BVMD tiles and replacement rules \((10)(10) \leftrightarrow (02000)\) and \((10)(1) \leftrightarrow (02)\), the action of the dipole hopping terms \(q^*_x q_x\) on these edge tilings generates the following new set of boundary tiles and replacement rules:

1. **On the left boundary:** The edge tiles \((n010)\), \(((n - 1)200)\), and \((n0200)\) for \(n \geq 2\) which satisfy the replacement rules
   \[
   (n010) \leftrightarrow ((n - 1)200), \quad (n010)(10) \leftrightarrow (n00200)
   \]
   \((5.8)\)

2. **On the right boundary:** The edge tiles \((10n)\), \((02(n - 1))\), and \((0200n)\) for \(n \geq 2\) which satisfy the replacement rules
   \[
   (10n) \leftrightarrow (02(n - 1)), \quad (10)(10n) \leftrightarrow (0200n)
   \]
   \((5.9)\)

With these modified edge tiles, the invariant subspaces that contain states with energy \(O(\lambda^2)\) are of the form

\[
E_{\Lambda}(R) = \text{span}\{\sigma_{\Lambda}(T) \mid T \leftrightarrow R\}
\]

where \(R = (R_1, \ldots, R_k)\) is any tiling of \(\Lambda\) so that

- \(R_1 \in \{B_n, M, V, (n010) \mid n \geq 2\}\)
- \(R_i \in \{M, V\}\) for \(1 < i < k\),
- \(R_k \in \{B_n^{(1)}, M^{(1)}, M, V, (10n) \mid n \geq 2\}\),

and at least one \(R_1 = (n010)\) or \(R_k = (10n)\). Here, the equivalence relation \(T \leftrightarrow R\) is defined using the new replacement rules from \((5.8)\)–\((5.9)\) as well as the original BVMD-replacement rules. As remarked above, the restriction of any of these tilings to the interior \([a + 1, b - 1]\) produces a BVMD-tiling.

### 5.2. Proof of Theorem 1.1

We now spell out the short proof of Theorem 1.1. Due to \((1.10)\) one only needs to estimate the spectral gap in the tiling space \(E_1(C_{\Lambda})\) as well as the ground state in the orthogonal complement \(E_0(C_{\Lambda}^{\perp})\). The latter has been accomplished in Theorem 5.1. The former is bounded from below using Theorem 3.1 together with the uniform estimate in Theorem 3.2.

### 5.3. Variational Estimates for Excited States

The bound \((1.9)\) on the bulk gap avoids edge states, but is nevertheless not sharp even in the regime of small \(|\lambda|\). To investigate low-lying exited states in greater detail, we study the Hamiltonian \(H_{\Lambda}\) restricted to other invariant subspaces spanned by tiling states \(\{|\sigma_{\Lambda}(T)\rangle\}\). We choose to work with open boundary conditions. However, the analysis can easily be modified to periodic boundary conditions.

While the set of tilings \(T\) is once again generated from a root tiling and a few substitution rules to keep the complexity manageable, the set of tiles is augmented to basic (bulk) tiles plus a few additional tiles. One simple class of states results from adding the new bulk tile \((01)\) to produce, e.g., roots of the form

\[
R^{(m)}_{l,r} = (10)_l(01)_m(10)_r,
\]

where we place \(l\), respectively, \(r\), basic bulk monomers \((10)\) to the left, respectively, right, of a string of \(m\) tiles \((01)\) on the interval \(\Lambda = \Lambda_l \cup \{0\} \cup \Lambda_r^{(m)}\) with
Figure 6. Some of the tilings generated by the replacement rules on $P_3^{(2)}$. Since the hopping terms act on three consecutive sites, the distortions caused by $M^{(1)}$ are localized to an interval of size seven

\[ \Lambda_l = [-2l, -1] \] and \( \Lambda_r^{(m)} = [1, 2(r + m) - 1] \). By allowing the boundary tile $M^{(1)}$ to be placed in the interior of $\Lambda$, (5.10) can be represented in terms of the BVMD-tiles as $R^{(m)}_{l,r} = (10)(0)(10)_{m-1}(1)(10)r$. The action of the operators $q^*_x q_x$ with $-2l < x < 2(r + m) - 1$ on this root then generate additional tiles and replacement rules analogous to (2.4) that are used to define tilings $T$ which are connected to the root, denoted $R^{(m)}_{l,r} \leftrightarrow T$, see (5.11)–(5.12) below.

Due to the presence of a void at the interface $x = 0$, the invariant subspace $D^{(m)}_{l,r}$ factors, $D^{(m)}_{l,r} = \text{span}\{ |\sigma\Lambda(T)\rangle \mid T \leftrightarrow R^{(m)}_{l,r} \} = C_{\Lambda_l}(M_{r}^{(2)}) \otimes |0\rangle \otimes D^{(m)}_{r}$, with $D^{(m)}_{r} = \text{span}\{ |\sigma\Lambda^{(m)}(T)\rangle \mid T \leftrightarrow R^{(m)}_{r} = (M_{m-1}^{(2)}, M^{(1)}, M_r^{(2)}) \}$, where $M_{r}^{(2)}$ covers an interval of length $2n$ with $n$ regular monomers $M$. For all finite $m \in \mathbb{N}$ the set of additional tiles generated from $R^{(m)}_{r}$ by the replacement rules is finite. More specifically (see also Fig. 6):

1. For $m = 1$, in addition to the usual replacement rule $(10)(10) \leftrightarrow (0200)$, define the rule

\[ (1)(0200) \leftrightarrow (02100). \] (5.11)

2. For $m \geq 2$, in addition to the usual replacement rules $(10)(10) \leftrightarrow (0200)$ and $(10)(1) \leftrightarrow (02)$, define

\[ (02)(10) \leftrightarrow (01200) \quad (1)(0200) \leftrightarrow (02100). \] (5.12)

The same strategy has been applied in [25] to explore excited states of the truncated $\nu = 1/3$ Haldane pseudopotential. Similar to the fermionic case (see also [35]), we conjecture that for $\kappa > 1/2$ and $\lambda$ small enough, the first exited (bulk) state of the Hamiltonian $H_{\Lambda}$ is found as a ground state $E_0(D_{l,r}^{(2)})$ in the invariant subspace $D_{l,r}^{(2)}$. This state resembles a bound state consisting of a particle-hole pair separated by $2(m - 1)$ sites. Within this sector, we compute in the physical parameter regime of small $|\lambda|$ an explicit expression for the minimum up to order $|\lambda|^2$. Moreover, we provide a variational state from $D_{l,r}^{(2)}$ that agrees with this expansion to $O(|\lambda|^2)$. This state is defined in terms of the squeeze Tao-Thouless state $\varphi_r$ and the excited state $\eta_r$ defined as

\[ \eta_r := -\frac{\lambda}{\sqrt{2}} \beta_{r-1} |10\rangle \otimes \varphi_{r-1} + |0200\rangle \otimes \varphi_{r-2}. \]
\[ = \eta_2 \otimes \varphi_{r-2} - \frac{\beta_{r-1} |\lambda|^2}{2} |10\rangle \otimes \eta_{r-1}. \]  
(5.13)

Note that \( \eta_r \) is the mirror of the excited state \( \eta^{(2)}_r \) considered for the martingale method in Sect. 3. Similar to that case, \( \eta_r \) is orthogonal to \( \varphi_r \) and its norm satisfies \( \|\eta_r\| = \sqrt{\beta_{r-1}} \|\varphi_r\| \).

**Theorem 5.2** (Exited states). For any \( l, r \geq 3 \) and \( \kappa > 1/2 \), and all sufficiently small \( |\lambda| \):

\[
\min_{m \in \mathbb{N}} E_0(D_{l,r}^{(m)}) = 1 - \frac{2\kappa}{2\kappa - 1} |\lambda|^2 + \mathcal{O}(|\lambda|^4). \tag{5.14}
\]

Moreover, a variational state whose energy agrees to \( \mathcal{O}(|\lambda|^2) \) with the right side is \( \varphi_l \otimes |0\rangle \otimes \psi \in D_{l,r}^{(2)} \) where

\[
\psi = \left( |101\rangle - \frac{\sqrt{2\kappa}|\lambda|}{2\kappa - 1} |020\rangle \right) \otimes \varphi_r - \frac{\sqrt{2\lambda}}{2\kappa - 1} |101\rangle \otimes \eta_r.
\]

**Proof.** We first discuss the lower bound on the ground state energy of \( H_\Lambda \) restricted to the invariant closed subspace \( D_{l,r}^{(m)} \). This is estimated by dropping all terms in the Hamiltonian aside from those acting on the interval \([2m-3, 2m+3]\) for \( m \geq 2 \), i.e.

\[
H_\Lambda \geq \sum_{x=2m-3}^{2(m+1)} n_x n_{x+1} + \kappa \sum_{x=2(m-1)}^{2(m+1)} q_x^* q_x, \tag{5.15}
\]

and dropping all terms except those acting on the interval \([1, 5]\) when \( m = 1 \).

In the case \( m = 2 \), the restriction of \( H_{[1,7]} \) to \( D_{l,r}^{(2)} \) is unitarily equivalent to a block matrix of size \( 6 + 3 = 9 \). More precisely, the \( 3 \times 3 \) block corresponds to the restriction onto the cyclic subspace generated from \((10)(1)(10)(02)\), i.e. \( \text{span}\{ |1011002\rangle, |0201002\rangle, |0120002\rangle \} \), given by

\[
H_{3 \times 3} = \begin{bmatrix}
1 + \kappa |\lambda|^2 & -\sqrt{2\kappa} |\lambda| & 0 \\
-\sqrt{2\kappa} |\lambda| & 2\kappa (1 + |\lambda|^2) & -2\kappa |\lambda| \\
0 & -2\kappa |\lambda| & 2(1 + \kappa)
\end{bmatrix}.
\]

If \( \kappa > 1/2 \) it follows by second order perturbation theory that to order \( |\lambda|^2 \) the lowest eigenvalue in such a block is

\[
\inf \text{spec}(H_{3 \times 3}) = 1 - \frac{\kappa}{2\kappa - 1} |\lambda|^2 + \mathcal{O}(|\lambda|^4)
\]

The corresponding \( 6 \times 6 \)-block results from restricting \( H_{[1,7]} \) to the subspace generated by \((10)(1)(10)(02)\), i.e. \( \text{span}\{ |10110010\rangle, |0201010\rangle, |0120010\rangle, |1010200\rangle, |0200200\rangle, |1002100\rangle \} \) and produces:
Second order perturbation theory then yields

$$\inf \text{spec}(H_{6\times6}) = 1 - \frac{2\kappa}{2\kappa - 1} |\lambda|^2 + O(|\lambda|^4)$$

for $\kappa > 1/2$, which is clearly smaller than $\inf \text{spec}(H_{3\times3})$.

The analysis for $m > 2$ and $m = 1$ follows similarly. For $m > 2$, the restriction of $H_{[2m-3,2m+3]}$ to $D_{l,r}^{(m)}$ produces a $6 + 3 + 3 + 1 = 13$ dimensional block matrix. In addition to the two blocks discussed above, there is a $1 \times 1$ block corresponding to restricting to the vector $|0011002\rangle$ with value $1$, and an additional copy $H_{3\times3}$ corresponding to the invariant subspace span$\{ |0011010\rangle, |0010200\rangle, |0002100\rangle \}$.

For $m = 1$ the restriction of $H_{[1,5]}$ to $D_{l,r}^{(1)}$ is unitarily equivalent to $H_{3\times3}$. This finishes the proof of the fact that the right side in (5.14) is a lower bound on the ground state energy of $H_\Lambda$ restricted to $D_{l,r}^{(m)}$ for all $m \in \mathbb{N}$.

For an upper bound we use the Rayleigh-Ritz principle to write

$$E_0(D_{l,r}^{(2)}) \leq \langle \varphi_l \otimes |0\rangle \otimes \psi, H_\Lambda \varphi_l \otimes |0\rangle \otimes \psi \rangle / (\|\varphi_l\|^2 \|\psi\|^2) = \langle \psi, H_\Lambda^{(2)} \psi \rangle / \|\psi\|^2$$

and explicitly compute the expectation value.

Similar to [25] (see also [22]), one can find plenty of many-body scars higher up in the spectrum of $H_\Lambda$ or $H_\Lambda^{\text{per}}$. To produce such an eigenstate with low complexity, one places a sufficient number of voids around a local excitation to shield it on either side from a Tao-Thouless ground-state (2.21). The particular form of the hopping term then prevents these excitations from move across the void-boundary. For example,

$$\psi = \varphi_l \otimes |01100\rangle \otimes \varphi_r^{(1)}, \quad (5.16)$$

is an eigenstate of $H_\Lambda$ with energy $1$, filling fraction $\nu = 1/2$, and Schmidt rank $2$. Inserting the string $(0110)_n(0)$ produces an eigenstate with energy $n$. Up to potentially increasing the length of the void-string, in the same manner one can produce other eigenfunctions with local excitations arising from locally confined configurations generated by a finite number of substitution rules. For example, the cyclic subspace of the configuration $|003000\rangle$ is two-dimensional and consists of the additional configuration $|011100\rangle$. The eigenvectors corresponding to this invariant subspace constitute local excitations with strictly positive energies which can be similarly inserted in (5.16) to create excited states of the larger system.
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