A colloquial interpretation of entropy is that it is the knowledge gained upon learning the outcome of a random experiment. Conditional entropy is then interpreted as the knowledge gained upon learning the outcome of one random experiment after learning the outcome of another, possibly statistically dependent, random experiment. In the classical world, entropy and conditional entropy take only non-negative values, consistent with the intuition that one has regarding the aforementioned interpretations. However, for certain entangled states, one obtains negative values when evaluating commonly accepted and information-theoretically justified formulas for the quantum conditional entropy, leading to the confounding conclusion that one can know less than nothing in the quantum world. Here, we introduce a physically motivated framework for defining quantum conditional entropy, based on two simple postulates inspired by the second law of thermodynamics (non-decrease of entropy) and extensivity of entropy, and we argue that all plausible definitions of quantum conditional entropy should respect these two postulates. We then prove that all plausible quantum conditional entropies take on negative values for certain entangled states, so that it is inevitable that one can know less than nothing in the quantum world. All of our arguments are based on constructions of physical processes that respect the first postulate, the one inspired by the second law of thermodynamics.
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1 Introduction

Quantum information science is famously known for having features that are not present in classical information science. Among these, perhaps the feature that distinguishes it the most from the classical case is that our knowledge of the state of two particles can be greater than our knowledge of the individual states of the particles. Indeed, for an Einstein–Podolsky–Rosen (EPR) state $|\Phi^{(2)}\rangle := (|00\rangle + |11\rangle)/\sqrt{2}$ [1], said to be entangled, our knowledge of the joint state of the two particles is complete. However, the state of an individual particle is described by an unbiased probabilistic ensemble (i.e., $|0\rangle$ or $|1\rangle$ with equal probability), and we thus have incomplete knowledge of the state of an individual particle [2].

Given this peculiar situation, one of the earliest puzzles in quantum information science was to devise a quantum generalization of the concept of conditional entropy. In the classical case, conditional entropy is meant to capture the uncertainty about the state of one particle given access to a second particle that is potentially statistically dependent on the first [3]. If there is no statistical dependence whatsoever, then the conditional entropy reduces to the usual entropy. However, if there is dependence, then there is a reduction in the uncertainty of the first particle when given access to the second. When generalizing the definition of conditional entropy in a straightforward way to the quantum case (by means of this reduction), one finds that quantum conditional entropy is negative when evaluated for the EPR state mentioned above [4]. Since conditional entropy is never negative in classical information science, this situation represents a radical departure from the classical case and has been popularly described as “knowing less than nothing” [5].

In quantum information theory [6, 7, 8, 9, 10], the traditional approach to resolving such puzzles is to devise a physically meaningful task for which an information quantity is an optimal rate for accomplishing the task. For the case of quantum conditional entropy, this approach was successfully applied and led to the introduction of the quantum state merging protocol [11, 12]. In this protocol, the goal is for one party $A$ to use entanglement and classical communication to transfer her share $A$ of a joint state to another party $B$. If the conditional entropy $H(A|B)$ is non-negative, then the protocol consumes entanglement to accomplish the task, at a rate given by $H(A|B)$ EPR states per copy of the original state. Whereas, if the conditional entropy $H(A|B)$ is negative, then the protocol generates entanglement at a rate of $H(A|B)$ EPR states per copy of the original state, while transferring $A$ to $B$. This protocol inspired further developments regarding conditional entropy in the context of the uncertainty principle [13] and thermodynamics [14], in which its negativity plays an essential role.

Although these works brought great insight to the peculiar situation mentioned above, they mainly focus on a particular definition of the conditional entropy, based on the formula from [4]. It is also well known that there are an infinite number of ways to define quantum conditional entropy, with particular examples being the conditional min-entropy [15], conditional max-entropy [16], conditional Rényi entropies [17, 18, 19], and those based more broadly on generalized divergences (see, e.g., [10]). Several of these alternate definitions have physical meanings as well [16, 20]. However, all of these definitions are based on particular mathematical formulas for quantum conditional entropy that hitherto have not been derived on the basis of simple physical principles. As such, the aforementioned contributions do not address the question of why any plausible quantum conditional entropy can be negative when defining it in the most general way possible, which is consistent with some simple physical principles.

1.1 Summary of results

In this paper, it is our aim to address this pressing foundational question, and we do so by introducing a physically motivated framework for defining quantum conditional entropy, based on two simple postulates. The two postulates are related to the second law of thermodynamics and the extensivity of entropy, widely accepted in scenarios of physical interest. This novel framework is essentially the simplest way of defining any plausible quantum conditional entropy, and one of our main conclusions is that any such quantum conditional entropy must take on a negative value when evaluated for the EPR state. Following the popular terminology introduced in [5], we can summarize this finding as the “inevitability of knowing less than nothing” in the quantum world. As such, our approach answers the aforementioned question, i.e., why the quantum conditional entropy can be negative. We additionally note here that this finding is in stark contrast to the conclusion, also presented here, that any plausible unconditional quantum entropy takes on a non-negative value for all quantum states (here quantum entropy is defined by a similar physically motivated framework related to that from [21, 22] and that generalizes the classical case in [23]).

One may wonder which of the two postulates is responsible for conditional entropy becoming negative in the quantum world. Interestingly, we identify that it is the extensivity postulate that does so. To arrive at this conclusion, we provide an example of a non-negative
A measure of conditional entropy that satisfies the monotonicity postulate of conditional entropy (i.e., the one related to the second law) and exhibits weak additivity for tensor-product states. This measure, essentially a regularized version of the “measured” conditional entropy, does not exhibit full additivity under arbitrary tensor-product states. This distinction is important, as it highlights that fully quantum additivity under tensor-product states commands negativity. See Appendix H for further details.

As additional findings, we show that all plausible quantum conditional entropies cannot be smaller than the quantum conditional min-entropy, thus justifying once and for all the name of the latter quantity as the smallest plausible quantum conditional entropy. We also establish a logical equivalence between the non-negativity of all quantum conditional entropies and the well-known reduction criterion [24] from entanglement theory. As a corollary, it follows that all separable states have non-negative quantum conditional entropy.

In what follows, we present details of our claims. We first generalize the classical entropy framework from [23] in order to define quantum entropy, and then we introduce our framework for defining quantum conditional entropy. After that, we indicate several properties of quantum conditional entropy that follow from the two postulates, before giving arguments for our main results. All arguments for our main results are based on constructions of physical processes that respect the first aforementioned postulate for quantum conditional entropy. The only background needed to understand the rest of our paper is basic knowledge of density operators and quantum channels (physical processes), available in various textbooks on quantum information [6, 7, 8, 9, 10].

1.2 Notation

Throughout our paper, we employ standard notation used in quantum information [6, 7, 8, 9, 10]. We use symbols like $\rho$, $\sigma$, $\omega$ to refer to quantum states (density operators) and $\mathcal{D}(A)$ to denote the set of density operators acting on a Hilbert space $A$. We also identify a quantum system $A$ with its corresponding Hilbert space $A$. Let $u_A := I_A/|A|$ denote the uniform state of a system $A$, where $I_A$ is the identity operator acting on $A$ and $|A|$ denotes the dimension of $A$. We use system labels to denote bipartite states as $\rho_{AB}, \sigma_{AB}, \omega_{AB} \in \mathcal{D}(AB)$, and $\rho_A \equiv \text{Tr}_B[\rho_{AB}]$ denotes the marginal state after performing a partial trace over system $B$. A quantum channel $\mathcal{N}_{A\rightarrow B}$ is a completely positive and trace-preserving map that takes an input system $A$ to an output system $B$. If the input and output systems are the same, then we simply write $\mathcal{N}_A$.

A particular kind of quantum channel is an isometric channel, typically denoted by $U_{A\rightarrow B}$ or $\mathcal{V}_{A\rightarrow B}$, and is realized as $U_{A\rightarrow B}(\cdot) = U_A\cdot(\cdot)(U_{A\rightarrow B})^\dagger$, where $U_{A\rightarrow B}$ an isometry (i.e., it satisfies $(U_{A\rightarrow B})^\dagger U_{A\rightarrow B} = I_A$).

2 Uncertainty and entropy

2.1 Uncertainty measures

Let us first define what it means for a function to be an uncertainty measure, following the approach of [23] for the classical case. What we expect for any measure of uncertainty is that it does not decrease under the action of a mixing operation. Thus, we demand that an uncertainty measure is a function that is monotone with respect to a set of mixing operations, similar to how one variant of the second law of thermodynamics states that the entropy of an isolated system left to spontaneous evolution does not decrease. This approach is also consistent with that taken in quantum resource theories when defining resource monotones [25], in turn inspired by the second law of thermodynamics. See also [26, 27].

In the classical case of finite and discrete probability distributions, such a mixing operation is described by a random relabeling of values. For example, for a six-sided die described by a probability distribution, one can randomly relabel or permute the numbers on the faces of the die to realize a mixing operation, and the outcome of the die toss becomes more difficult to guess (and intuitively, more uncertain). Furthermore, the odds of winning a game of chance are lower after performing a mixing operation [28], providing a precise way of measuring uncertainty.

Under such mixing operations, the uniform distribution remains invariant. Furthermore, our intuition is that the uniform distribution should take the largest value of an uncertainty measure for all probability distributions of the same size, given that it is an unbiased distribution with equally likely outcomes and thus the unique distribution for which it is the most difficult to guess which outcome will occur (more generally, for which one is the least likely to win a game of chance [28]). Given everything stated above, one thus defines a function to be an uncertainty measure in the classical case if it is not equal to the zero function (i.e., a function that trivially takes all inputs to the value zero) and if it does not decrease under the action of a mixing operation [23].

In order to generalize this notion to the quantum case, the key previously stated property that we use to define a mixing operation is the preservation of the uniform state $u$. In this way, it is guaranteed that a mixing operation does not increase the value of an uncertainty measure for the uniform state; rather, it remains
constant. Indeed, such a state is already intuitively maximally uncertain, as argued above, and so it cannot be any more uncertain, among all states of a fixed dimension. At the very least, the mixing operations we consider for defining an uncertainty measure should be quantum channels because all physical processes are described by quantum channels. The additional property of preserving the uniform state thus constrains the mixing operations we consider for defining an uncertainty measure should be an uncertainty measure just slightly in order to compare the uncertainties of states of different dimensions. At the very least, the additional constraint that the uncertainty measure f satisfies the equality f(ρA) = f(ρA′) for every state ρA and every embedding into a larger system A′.

In this spirit, we now generalize the standard definition of majorization for quantum states from [29, 30, 31] (see also [8]).

**Definition 1 (Majorization)** Given two states ρA and σA′, we say that ρA majorizes σA′, and write

\[ ρ_A \succ σ_A' \]  

if there exist a system A″ such that |A″| ≥ \max{|A|, |A'|}, isometric channels \( V_{A″→A′} \) and \( U_{A″→A″} \), and a unital channel \( N_{A″} \) such that

\[ U_{A″→A″}(σ_A) = (N_{A″} \circ V_{A″→A′})(ρ_A). \]

The isometric channels introduced in the definition of majorization above enable us to compare states of different dimensions, as desired. Also, note that majorization between two probability vectors of the same dimension can be extended to vectors of different dimensions in this way (it is a standard approach to add zero components to the vector with the smaller dimension so that the resulting vectors have equal dimension).

As discussed in the previous paragraph, such an extension is motivated by the fact that uncertainty measures should not change under embeddings.

In conclusion, our final definition of an uncertainty measure is a function f that is not equal to the zero function and reverses the majorization pre-order from (4); i.e., for all states ρA and σA′,

\[ ρ_A \succ σ_A' \Rightarrow f(ρ_A) ≤ f(σ_A'). \]

### 2.2 Entropy

Following the approach of [23] for the classical case, an uncertainty measure is not necessarily an entropy. To be an entropy, we also require that the uncertainty measure possess an extensivity or additivity property. That is, f is an entropy if it is an uncertainty measure and it is additive on tensor-product states; i.e., for all states ρA and σA′,

\[ f(ρ_A \oplus σ_A') = f(ρ_A) + f(σ_A'). \]

The additivity postulate of entropy is motivated by the basic expectation that the disorder of isolated, non-interacting systems should be the sum of the individual disorders. Indeed, if two physical systems are separate from each other, not having interacted in any way whatsoever previously, we expect that the disorder characterizing the overall system should simply be the sum of the individual disorders (i.e., there would not be a...
meaningful alternative way of quantifying the overall disorder in this scenario).

The motivation for additivity of entropy is also related to the second law of thermodynamics, in particular, the Clausius and Kelvin–Planck statements. In those statements, cyclic processes are considered, in which a system of interest undergoes a thermodynamic transition, while all other systems, including the environment, heat baths, etc., all return to their original state. In recent developments, using a quantum information-theoretic approach to small-scale thermodynamics [32], these cyclic processes were identified as catalytic processes. That is, consider a thermodynamical evolution of a physical system $A$, in a state $ρ_A$, to a physical system $A'$ in a state $σ_A'$. The thermal machine that corresponds to this transition includes all the other systems (e.g., heat baths, environment, etc.) that can be represented with an additional system $M$ in a state $τ_M$. Therefore, for cyclic processes, the thermodynamical transition takes the form

$$ρ_A \otimes τ_M \rightarrow σ_A' \otimes τ_M.$$  (8)

In this context, the second law not only states that the entropy of system $A$ is no greater than that of system $A'$, but also that this property holds if and only if the entropy of the joint state $ρ_A \otimes τ_M$ increases (or remains unchanged) in such a thermodynamic cyclic process that returns $τ_M$ intact. Clearly, if the entropy is measured with an additive function (under tensor products) then the entropy of $ρ_A$ is never greater than that of $σ_A'$ if and only if the same relation holds between $ρ_A \otimes τ_M$ and $σ_A' \otimes τ_M$. Thus, the second law of thermodynamics also motivates the additivity postulate for entropy.

With all of this reasoning in place, we now provide a formal definition of entropy:

**Definition 2 (Entropy)** A function

$$H : \bigcup_A \mathcal{D}(A) \rightarrow \mathbb{R}$$  (9)

is a quantum entropy if it is not equal to the zero function and satisfies the following two postulates for all systems $A$ and $A'$ and states $ρ_A$ and $σ_A'$:

1. Monotonicity:

$$ρ_A ≻ σ_A' \quad \Rightarrow \quad H(ρ_A) ≤ H(σ_A').$$  (10)

2. Additivity:

$$H(ρ_A \otimes σ_A') = H(ρ_A) + H(σ_A').$$  (11)

As stated previously, the requirement that an entropy not be equal to the zero function is to avoid a trivial situation in which the entropy of every state takes on the value zero.

By employing the two basic postulates of entropy and the same reasoning given in [23, Lemma 3], some important properties follow (see Appendix A for proofs). The entropy of every state $ρ$ is non-negative, i.e., $H(ρ) ≥ 0$, and it is equal to zero for every pure state $|ψ⟩⟨ψ|$, i.e., $H(|ψ⟩⟨ψ|) = 0$. For every state $σ$ of a fixed dimension $d$, the entropy does not exceed the entropy of the uniform state of dimension $d$, i.e., $H(u^{(d)}) ≥ H(σ)$. Finally, the entropy of the uniform state of dimension two is strictly positive, i.e., $H(u^{(2)}) > 0$. This allows for setting the normalization of entropy to be in units of bits, such that $H(u^{(d)}) = 1$, and henceforth, we thus set the normalization of entropy in this way. It then follows that $H(u^{(d)}) = \log_2 d$.

3 Conditional uncertainty and entropy

3.1 Conditional uncertainty measures

Our goal now is to define what it means for a function of a bipartite state $ρ_{AB}$ to be a measure of conditional uncertainty. Inspired by the criterion of monotonicity under mixing operations in the previous case of unconditional uncertainty, we are interested in identifying a criterion for a bipartite channel $N_{AB → A'B'}$ to be a conditionally mixing operation. For the unconditional case, we ultimately stated that a quantum channel is a mixing operation if it preserves the uniform state, and this choice led to identifying unital channels as the mixing operations that define an uncertainty measure. The reason for this, as previously stated, is that the uniform state is the least informative state, it thus gives the least likelihood of winning a game of chance, and should thus be a state of maximal uncertainty (for which a mixing operation cannot increase uncertainty).

For the setting of conditional uncertainty, it remains the case that the uniform state $u_{AB} = u_A \otimes u_B$ is the least informative state, for reasons similar to those given before. However, for conditional uncertainty, we are interested in the uncertainty of system $A$ in the presence of system $B$. That is, the system $B$ can be used as an aid or side information to help win a game of chance performed on the system $A$. With this in mind, a state of the form $u_A \otimes ρ_B$ is still least informative, with $ρ_B$ an arbitrary state, because the system $B$ is independent of system $A$ and thus cannot help at all in winning a game of chance performed on $A$. At the same time, the state of system $A$ is still uniform and thus the least informative. As such, we identify the set of states having the form $u_A \otimes ρ_B$, where $ρ_B$ is an arbitrary state of system $B$, as being the set of states with maximum conditional uncertainty.
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Thus, we have argued that one requirement for a function to be a measure of conditional uncertainty is that it should not decrease under the action of a bipartite channel that preserves the set of states with maximum conditional uncertainty. We call such channels conditionally unital channels because they generalize unital channels. Formally, a bipartite channel $\mathcal{N}_{AB\to AB'}$ is a conditionally unital channel if for every $\rho_B \in \mathcal{D}(B)$, there exists a state $\sigma_{B'} \in \mathcal{D}(B')$ such that

$$\mathcal{N}_{AB\to AB'}(u_A \otimes \rho_B) = u_A \otimes \sigma_{B'}.$$  \hfill (12)

See Appendix B.1 for an equivalent formulation of this condition in terms of the Choi matrix of $\mathcal{N}_{AB\to AB'}$. We note here that conditionally unital channels were independently defined in our companion paper [33] and in [34]. See also [15, Lemma 3.1.12] for an implicit definition of sub-conditionally-unital channels.

In the setting of conditional uncertainty, it is important to consider a further constraint on the class of transformations allowed. Intuitively, conditional uncertainty measures the uncertainty of system $A$ when one is given access to system $B$. Evidently, by allowing transformations in which information can leak from system $A$ to system $B$, Bob could gain information that could decrease the uncertainty associated with system $A$. Thus, it is natural to assume that channels that do not decrease conditional uncertainty do not allow for communication or signaling from Alice to Bob. This requirement is also motivated from a cryptographic perspective, in which conditional uncertainty measures the amount of uncertainty that an eavesdropper has about another system that is intended to be secure [35] (with respect to our system labeling, the eavesdropper would have system $B$ and the secure system would be $A$). With this motivation in mind, let us recall the definition of $A \not\to B$ semi-causal channels [36]. A bipartite channel $\mathcal{N}_{AB\to AB'}$ is $A \not\to B'$ semi-causal if for every channel $\mathcal{M}_A$

$$\mathcal{N}_{AB\to B'} \circ \mathcal{M}_A = \mathcal{N}_{AB\to B'},$$  \hfill (13)

where

$$\mathcal{N}_{AB\to B'} := \text{Tr}_A \circ \mathcal{N}_{AB\to AB'}.$$  \hfill (14)

See Figure 1 for a depiction of the semi-causality requirement.

The authors of [37] proved that every semi-causal channel can be written as a local channel on $B$ that feeds an output (corresponding to a quantum system $R$) into a channel acting only on $A$ and $R$. See also [38] and Figure 2 for a visual depiction. As such, for these channels, information can only flow from $B$ to $A$, and it never leaks from $A$ to $B$. Formally, if $\mathcal{N}_{AB\to AB'}$ is an $A \not\to B'$ semi-causal channel, then there exists a quantum system $R$, a quantum channel $\mathcal{E}_{AR\to A}$, and an isometric channel $\mathcal{F}_{B\to RB'}$ such that

$$\mathcal{N}_{AB\to AB'} = \mathcal{E}_{RA\to A} \circ \mathcal{F}_{B\to RB'}.$$  \hfill (15)

We use the term conditionally mixing to describe a channel $\mathcal{N}_{AB\to AB'}$ that is both conditionally unital and $A \not\to B'$ semi-causal. Note that the properties of such a channel are invariant under the exchange of the $A$ input and $A$ output systems. This is most readily observed using the formalism of Choi matrices and we discuss it further in Appendix B.2. Importanty, we use conditionally mixing channels to define measures of conditional uncertainty.

Generalizing how unital channels define the majorization pre-order on quantum states, we now define a conditional majorization pre-order on bipartite quantum states, based on conditionally mixing channels.

**Definition 3 (Conditional majorization)** Given two bipartite states $\rho_{AB}$ and $\sigma_{A'B'}$, we say that $\rho_{AB}$ conditionally majorizes $\sigma_{A'B'}$ with respect to system $A$, and write

$$\rho_{AB} \succ_A \sigma_{A'B'}$$  \hfill (16)

if there exist a system $A''$ such that $|A''| \geq \max(|A|, |A'|)$, isometric channels $\mathcal{V}_{A\to A''}$ and $\mathcal{U}_{A''\to A'}$, and a conditionally mixing channel $\mathcal{N}_{A''B\to A'B'}$ such that

$$\mathcal{U}_{A''\to A'}(\sigma_{A'B'}) = (\mathcal{N}_{A''B\to A'B'} \circ \mathcal{V}_{A\to A''})(\rho_{AB}) \cdot$$  \hfill (17)

The isometric channels introduced in the definition above enable us to compare bipartite states of different dimensions, as was the case before with the generalized definition of majorization in (4)–(5). We note
here that conditional majorization, as defined here, reduces to classical conditional majorization, as defined in [39], when the the states involved are classical (see Appendix C for a proof). Specifically, we show that in the classical domain, conditionally mixing channels coincide with the conditionally doubly stochastic (CDS) channels that were defined in [39].

We define a function \( f \) to be a conditional uncertainty measure if it is not equal to the zero function and if it reverses the conditional majorization pre-order, i.e.,

\[
\rho_{AB} \succ_A \sigma_{A'B'} \Rightarrow f(\rho_{AB}) \leq f(\sigma_{A'B'}). \tag{18}
\]

### 3.2 Conditional entropy

Having defined measures of conditional uncertainty, we now follow the approach from before and define a function to be a conditional entropy if it is not only a conditional uncertainty measure but also additive on tensor-product states. Our motivation for the additivity postulate is the same as before.

**Definition 4 (Conditional entropy)** A function

\[
H : \bigcup_{A,B} \mathcal{D}(AB) \to \mathbb{R} \tag{19}
\]

is a quantum conditional entropy if it is not equal to the zero function when \(|B| = 1\) and satisfies the following postulates for all systems \(A, B, A', B'\) and states \(\rho_{AB}\) and \(\sigma_{A'B'}\):

1. **Monotonicity:**
   \[
   \rho_{AB} \succ_A \sigma_{A'B'} \Rightarrow H(\rho_{AB}) \leq H(\sigma_{A'B'}). \tag{20}
   \]

2. **Additivity:**
   \[
   H(AA'B'B')_{\rho\otimes\sigma} = H(A|B)_\rho + H(A'|B')_\sigma. \tag{21}
   \]

As indicated in the definition, a conditional entropy \( H \) is defined for all density matrices in all finite dimensions. As a very special case, if \( \rho \in \mathcal{D}(AB) \) and \( B \) is a trivial system for which \(|B| = 1\), then we write

\[
H(A|B)_\rho = H(A)_\rho, \tag{22}
\]

where \( H(A)_\rho \) is an entropy, as defined before.

Here we state some basic properties of quantum conditional entropy before presenting our main result in the next section (see Appendix D for proofs). First, conditional entropy reduces to entropy when evaluated on a tensor-product state. That is, for every product state \( \omega_A \otimes \tau_B \), the following equality holds:

\[
H(A|B)_{\omega \otimes \tau} = H(A)_\omega. \tag{23}
\]

Next, conditional entropy is invariant under the action of local isometric channels. That is, for a bipartite state \( \rho_{AB} \) and isometric channels \( U_{A \rightarrow A'} \) and \( V_{B \rightarrow B'} \),

\[
H(A|B)_\rho = H(A'|B')_{\omega}, \tag{24}
\]

where \( \omega_{AB'} := (U_{A \rightarrow A'} \otimes V_{B \rightarrow B'})(\rho_{AB}) \). Finally, consider the product state \( \rho_{A}^{(2)} \otimes \rho_{B} \). Similar to what we found previously for unconditional entropy, the following inequality holds

\[
H(A|B)_{\rho_{A}^{(2)} \otimes \rho_{B}} = H(A|B)_{\rho_{A}^{(2)}} > 0. \tag{25}
\]

This strict inequality allows us to set a normalization factor for conditional entropy. To be consistent with the normalization convention for unconditional entropy, we set \( H(A|B)_{\rho_{A}^{(2)} \otimes \rho_{B}} = 1 \), which in turn implies that

\[
H(A|B)_{\rho_{A}^{(d)} \otimes \rho_{B}} = \log_2 d, \tag{26}
\]

where the state being evaluated is \( \rho_{A}^{(d)} \otimes \rho_{B} \).

### 4 Main result: Inevitability of negative quantum conditional entropy

We now have almost everything set up to state our main result. Before doing so, let us define the conditional min-entropy [15] of a bipartite state \( \rho_{AB} \) as

\[
H_{\min}(A|B)_\rho := \inf_{\lambda \geq 0} \log_2 \{ \lambda : \rho_{AB} \leq \lambda I_A \otimes \rho_B \}. \tag{27}
\]

The conditional min-entropy is indeed a conditional entropy according to (20)–(21) (see Appendix F.1 for a proof). This quantity was previously given the name conditional min-entropy because it is known to be the least among all Rényi conditional entropies [15, 17, 18]. As part of our main result, we strengthen this observation by proving that all plausible quantum conditional entropies are not smaller than the conditional min-entropy; that is, the conditional min-entropy is the smallest plausible conditional entropy.

The following theorem (proved in Appendix E.2) states that every plausible quantum conditional entropy is bounded from below by the conditional min-entropy and also that this lower bound is saturated for the maximally entangled state. As a consequence, every plausible conditional entropy takes on a negative value for the maximally entangled state.

**Theorem 1** Let \( H \) be a quantum conditional entropy, as defined in (19)–(21). Then, for every state \( \rho_{AB} \),

\[
H(A|B)_\rho \geq H_{\min}(A|B)_\rho. \tag{28}
\]
Equality is attained in (28) if \( \rho_{AB} \) is equal to a maximally entangled state \( \Phi^{(k)}_{AB} \) by the action of local isometric channels. Thus,

\[
H(A|B)_{\Phi^{(k)}} = -\log_2 k
\]

for every conditional entropy \( H \).

The following statement is a direct consequence of Theorem 1, indicating that every plausible conditional entropy being non-negative is equivalent to the reduction criterion [24], well known in entanglement theory. Thus, Corollary 1 provides a direct link between every conditional entropy (including the conditional min-entropy) and the reduction criterion.

**Corollary 1** Let \( \rho_{AB} \) be a bipartite state. Then the following are equivalent:

1. For every conditional entropy \( H \),

\[
H(A|B)_{\rho} \geq 0.
\]

2. The reduction criterion holds: \( I_A \otimes \rho_B \geq \rho_{AB} \).

**Proof.** The proof of Corollary 1 is immediate from Theorem 1. Indeed, if the first condition holds, then the inequality \( H_{\min}(A|B)_{\rho} \geq 0 \) holds in particular (since \( H_{\min}(A|B)_{\rho} \) is a conditional entropy), and the second condition is then a consequence of the definition in (27). Now suppose that the second condition holds. This then means that there exists \( \lambda \leq 1 \) such that \( \rho_{AB} \leq \lambda I_A \otimes \rho_B \). According to the definition in (27), it follows that \( H_{\min}(A|B)_{\rho} \geq 0 \) and then Theorem 1 implies the first condition. \( \blacksquare \)

Suppose that a state \( \rho_{AB} \) is separable [40], meaning that it can be written as a probabilistic mixture of product states (i.e., \( \rho_{AB} = \sum_x p(x) \sigma_A^x \otimes \tau_B^x \) for some probability distribution \( \{p(x)\}_x \) and sets \( \{\sigma_A^x\}_x \) and \( \{\tau_B^x\}_x \) of states). Then it follows that the second condition in Corollary 1 holds [24], so that every conditional entropy is non-negative for all separable states.

Although all plausible conditional entropies are non-negative on all separable states, this does not mean that the conditional entropies are only non-negative on separable states. In fact, some entangled states have non-negative conditional entropy on all choices of conditional entropy functions. In light of this, Corollary 1 is helpful because it provides a simple sufficient criterion for a bipartite state to have non-negative quantum conditional entropy.

In Appendix E, we discuss a subclass of conditional entropies and report results that are similar to those given in Theorem 1 and Corollary 1. The difference is that the lower bound in (28) is expressed in terms of a different definition of conditional min-entropy and the equivalent condition in Corollary 1 becomes a variation of the reduction criterion, rather than the reduction criterion itself.

In addition to the inequality (28), one can obtain other entropy inequalities that are based on the formalism developed here. For example, in Appendix G we show that for every bipartite state \( \rho_{AB} \),

\[
H(AB)_{\rho} \geq H(A|B)_{\rho} - \log_2 |B|.
\]

This inequality follows from the fact that the teleportation protocol of communicating a quantum system from Bob to Alice is a conditionally mixing channel (see Appendix G for more details and other entropy inequalities).

## 5 Conditional entropy from relative entropy

In this section, we prove that one can construct a quantum conditional entropy from a quantum relative entropy, based on two simple postulates that define a quantum relative entropy [23, 41]. Before giving this construction, let us first recall the definition of a quantum relative entropy [23, 41].

**Definition 5 (Relative entropy)** A function

\[
D : \bigcup_{A} \{ \mathcal{D}(A) \times \mathcal{D}(A) \} \to \mathbb{R}_+ \cup \{\infty\}
\]

is a quantum relative entropy if it is not equal to the zero function and satisfies the following postulates for all systems \( A \) and \( B \), all states \( \rho_A, \sigma_A, \omega_B, \tau_B \), and every channel \( \mathcal{N}_{A \rightarrow B} \):

1. Monotonicity:

\[
D(\rho_A \| \sigma_A) \geq D(\mathcal{N}_{A \rightarrow B}(\rho_A) \| \mathcal{N}_{A \rightarrow B}(\sigma_A)).
\]

2. Additivity:

\[
D(\rho_A \otimes \omega_B \| \sigma_A \otimes \tau_B) = D(\rho_A \| \sigma_A) + D(\omega_B \| \tau_B).
\]

Now we state our final result (see Appendix F for a proof):

**Theorem 2** Let \( D \) be a quantum relative entropy. Then the function

\[
\log_2 |A| - D(\rho_{AB} \| u_A \otimes \rho_B)
\]

is a quantum conditional entropy.
Suitable relative entropies include the Umegaki (standard) [42], Belavkin–Staszewski [43], Petz–Rényi [44, 45], sandwiched Rényi [18, 46], α–z [47], and geometric Rényi [48, 49] relative entropies, for which we point to [10] for a summary. The construction in (35), for generating a conditional entropy from a relative entropy, has been known for some time, but the difference with our result here is that we prove, starting from the simple postulates for relative entropy in (32)–(34), that the function in (35) satisfies the two simple postulates for conditional entropy in (19)–(21).

6 Conclusion

In summary, we have established a physically motivated, minimal framework for defining conditional entropies, based on two simple postulates (non-decrease under conditionally mixing channels and additivity on tensor product states). We then explored consequences of these postulates, which include reduction to entropy for tensor product states, invariance under local isometric channels, a lower bound in terms of the conditional min-entropy, and taking on a negative value for the maximally entangled state. We consider the latter property to be the most profound result of this work, and all of our arguments rely on constructing physical processes that respect the first postulate of non-decrease under conditionally mixing channels.

Returning to the point raised in the second paragraph of Section 1.1, one may wonder if it might be possible to replace the additivity postulate of conditional entropy with a weaker criterion. For example, suppose we replace the additivity postulate (21) with a weaker postulate of the form

$$H(A^n|B^n)_{\rho^\otimes n} = nH(A|B)_{\rho} \quad \forall n \in \mathbb{N}. \quad (36)$$

In Appendix H we show that there exist examples of functions that satisfy both the monetonicity postulate and the above weak additivity, but take a non-negative value on all states. Therefore, the negativity of conditional-entropies (as defined in this paper) on the maximally entangled state is closely related to the (strong) additivity postulate (21).

Every relative entropy \( D \) can be used as in (35) to define a conditional entropy. One can also attempt to define another type of conditional entropy of the form

$$\log_2 |A| - \min_{\sigma \in \mathcal{D}(B)} D(\rho_{AB}||\sigma_A \otimes \sigma_B). \quad (37)$$

While the function above behaves monotonically under conditionally unital channels, and therefore satisfies the monotonicity postulate (20) it is not clear if this function is additive under tensor products. It is known to be additive if \( D \) is taken to be the Petz Rényi relative entropy [50, Lemma 3] or the sandwiched Rényi relative entropy [51], but it is not known if it is additive in general.

From its definition, the set of all conditional entropies is convex. Hence, not every conditional entropy has to take the form of a difference of logarithmic dimension and divergence. For example, if \( D \) is one of the quantum Rényi relative entropies, then every convex combination of the functions (35) and (37) is also a conditional entropy. It is an interesting open problem if there exists conditional entropies that cannot be expressed in terms of divergences. Another interesting open problem is whether or not all quantum conditional entropies are upper bounded by the conditional max-entropy. We leave these open problems to future investigations.
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Next we conclude that the entropy of every state is non-negative. This follows because there exists a unitary channel taking a pure state $|\psi\rangle|\psi\rangle$ to an arbitrary state $\rho$, so that $|\psi\rangle|\psi\rangle \succ \rho$. Indeed, let $\rho = \sum_x p_x |\psi_x\rangle|\psi_x\rangle$ be a pure state decomposition of $\rho$. Let $U_x$ be a unitary that transforms $|\psi\rangle$ to $|\psi_x\rangle$. Thus, $(\cdot) \rightarrow \sum_x p_x U_x (\cdot) U_x^\dagger$ is a unitary channel that transforms $|\psi\rangle|\psi\rangle$ to $\rho$. By applying (10) and (39), we conclude that
\[
    H(\rho) \geq 0
\] for every state $\rho$.

For a fixed dimension $d$, the uniform state $u^{(d)} = I/d$ is the state of maximal entropy, which follows from (10) and because every $d$-dimensional state $\rho$ can be taken to $u^{(d)}$ by means of the unital channel $(\cdot) \rightarrow \text{Tr}[\cdot]u^{(d)}$. Thus,
\[
    H(u^{(d)}) \geq H(\rho)
\] for every state $\rho$ of dimension $d$.

Let us prove that $H(u^{(2)}) > 0$. By the inequality in (40) and the assumption that entropy is not equal to the zero function, there exists a state $\rho$ of some dimension $d$ such that $H(\rho) > 0$. By applying (41), we conclude that $H(u^{(d)}) \geq H(\rho)$. By taking $n$ sufficiently large (i.e., such that $2^n > d$), we conclude that $u^{(d)} \succ (u^{(2)})^\otimes n$, which implies that $H(u^{(2)})^\otimes n > H(u^{(d)})$. Finally, by applying the additivity postulate, we conclude that $nH(u^{(2)}) = H((u^{(2)})^\otimes n)$. Combining all inequalities, we conclude that $H(u^{(2)}) > 0$.

After establishing the normalization convention that $H(u^{(2)}) = 1$, the proof that $H(u^{(d)}) = \log_2 d$ is the same as that given in the proof of [23, Lemma 3].

### B Choi matrix formulations

In this appendix, we provide Choi matrix formulations of conditionally unital channels and conditionally mixing channels. These formulations are useful conceptually and also for numerical optimization if one wishes to use semi-definite programming to optimize over these sets of channels. See [8, 53, 10] for examples and discussions of semi-definite programming in quantum information.

Before giving these formulations, let us first recall the definition of the Choi matrix. The Choi matrix $J_{CD}^M$ of a linear map $\mathcal{M}_{C\rightarrow D}$ is defined by its action on the maximally entangled operator, as follows:
\[
    J_{CD}^M := \sum_{i,j=1}^{[C]} |i\rangle\langle j| \otimes \mathcal{M}(|i\rangle\langle j|).
\] In general, the matrix $J_{CD}^M$ is the Choi matrix of a trace-preserving map if and only if
\[
    \text{Tr}_D[J_{CD}^M] = I_C,
\]
and it is the Choi matrix of a completely positive map if and only if

$$J_{CD}^M \geq 0. \tag{44}$$

Thus, $J_{CD}^M$ is the Choi matrix of a quantum channel if and only if (43) and (44) both hold.

### B.1 Choi matrix formulation of conditional unitality

Here we prove that a conditionally unital channel has an equivalent formulation in terms of its Choi matrix. We then see that a channel being conditionally unital represents a semi-definite constraint on its Choi matrix, which is convenient for optimizing over such channels using semi-definite programming.

**Lemma 1** A channel $\mathcal{N}_{AB \to \tilde{A}B'}$ is conditionally unital if and only if its Choi matrix $J_{\tilde{A}B\tilde{A}B'}^N$ satisfies

$$J_{\tilde{A}B\tilde{A}B'}^N = J_{\tilde{B}B'}^N \otimes u_{\tilde{A}}, \tag{45}$$

where

$$J_{\tilde{A}B\tilde{A}B'}^N \coloneqq \text{Tr}_{A} [J_{\tilde{A}B\tilde{A}B'}^N], \quad J_{\tilde{B}B'}^N \coloneqq \text{Tr}_{AA} [J_{\tilde{A}B\tilde{A}B'}^N], \tag{46, 47}$$

are marginals of $J_{\tilde{A}B\tilde{A}B'}^N$ and we employ this kind of shorthand in what follows.

**Proof.** We begin by proving that the channel $\mathcal{N}_{AB \to \tilde{A}B'}$ is conditionally unital if its Choi matrix has the form in (45). To this end, let $\rho_B \in \mathfrak{D}(B)$ and consider that

$$\mathcal{N}(u_A \otimes \rho_B) = \text{Tr}_{AB} \left[ J_{\tilde{A}B\tilde{A}B'}^N (u_A \otimes (\rho_B)^T \otimes I_{\tilde{A}B'}) \right], \tag{48}$$

$$= \frac{1}{|A|} \sum_{\tilde{A}} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right], \tag{49}$$

$$= \frac{1}{|A|} \sum_{\tilde{A}} \left[ u_{\tilde{A}} \otimes J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right], \tag{50}$$

$$= u_{\tilde{A}} \otimes \frac{1}{|A|} \sum_{\tilde{A}} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right]. \tag{51}$$

The first equality is a well known identity in quantum information, indicating how the action of a channel on an input state can be understood in terms of a propagation formula using its Choi matrix (see Eq. (2.66) of [8]). The third equality above follows from applying (45), which holds by assumption. It then follows that $\frac{1}{|A|} \sum_{\tilde{A}} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right]$ is a state on the output system $B'$ (i.e., the choice for the state $\sigma_{B'}$ in (12)) because $\frac{1}{|A|} J_{\tilde{B}B'}^N$ is the Choi operator of the channel

$$\tau_B \to (\text{Tr}_{\tilde{A}} \circ \mathcal{N}_{AB \to \tilde{A}B})(u_A \otimes \tau_B). \tag{52}$$

We now prove that the Choi matrix of $\mathcal{N}_{AB \to \tilde{A}B'}$ has the form in (45) if $\mathcal{N}_{AB \to \tilde{A}B'}$ is conditionally unital. Recall from (12) that the defining property of a conditionally unital channel is that for every state $\rho_B$, there exists a state $\sigma_{B'}$ such that

$$\mathcal{N}_{AB \to \tilde{A}B'}(u_A \otimes \rho_B) = u_{\tilde{A}} \otimes \sigma_{B'}. \tag{53}$$

By taking the trace over $A$ on both sides of the equation above, we find that

$$\sigma_{B'} = \mathcal{N}_{AB \to B'}(u_A \otimes \rho_B) = \text{Tr}_{AB} \left[ J_{\tilde{A}B\tilde{A}B'}^N (u_A \otimes (\rho_B)^T \otimes I_{\tilde{A}B'}) \right], \tag{54}$$

$$= \frac{1}{|A|} \sum_{\tilde{A}} \left[ \text{Tr}_{B} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right] \right]. \tag{55}$$

On the other hand, observe that

$$\mathcal{N}_{AB \to \tilde{A}B'}(u_A \otimes \rho_B) = \text{Tr}_{AB} \left[ J_{\tilde{A}B\tilde{A}B'}^N (u_A \otimes \rho_B^T \otimes I_{\tilde{A}B'}) \right] \tag{57}$$

$$= \frac{1}{|A|} \sum_{\tilde{A}} \left[ \text{Tr}_{B} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right] \right]. \tag{58}$$

Therefore, from the two expressions above for $\sigma_{B'}$ and $\mathcal{N}(u_A \otimes \rho_B)$, we conclude that (53) can be expressed as

$$\text{Tr}_{B} \left[ J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right] = \text{Tr}_{B} \left[ u_{\tilde{A}} \otimes J_{\tilde{B}B'}^N ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right], \tag{59}$$

holding for all $\rho_B \in \mathfrak{D}(B)$. Let

$$\eta_{\tilde{B}B'} := J_{\tilde{B}B'}^N - u_{\tilde{A}} \otimes J_{\tilde{B}B'}^N, \tag{60}$$

and observe that (59) can be written as

$$\text{Tr}_{B} \left[ \eta_{\tilde{B}B'} ((\rho_B)^T \otimes I_{\tilde{A}B'}) \right] = 0, \quad \forall \rho_B \in \mathfrak{D}(B). \tag{61}$$

Due to the existence of bases of density operators that span the space of linear operators acting on $B$ (see Example 2.7 of [8]), we conclude from (61) that for every Hermitian operator $X_B \in \mathfrak{L}(B)$, we have

$$\text{Tr}_{B} [\eta_{\tilde{B}B'} (X_B \otimes I_{\tilde{A}B'})] = 0. \tag{62}$$

Note that by multiplying both sides of the equation above by an arbitrary element $Y_{\tilde{A}B'} \in \mathfrak{L}(\tilde{A}B')$ and taking the trace, we get that

$$\text{Tr} [\eta_{\tilde{B}B'} (X_B \otimes Y_{\tilde{A}B'})] = 0. \tag{63}$$

Since the equation above holds for all $X_B \in \mathfrak{L}(B)$ and all $Y_{\tilde{A}B'} \in \mathfrak{L}(\tilde{A}B')$, it also holds for all linear combinations of matrices of the form $X_B \otimes Y_{\tilde{A}B'}$. Since matrices of the form $X_B \otimes Y_{\tilde{A}B'}$ span the whole space $\mathfrak{L}(B \tilde{A}B')$, we conclude that

$$\text{Tr} [\eta_{\tilde{B}B'} W_{B \tilde{A}B'}] = 0, \quad \forall W_{B \tilde{A}B'} \in \mathfrak{L}(B \tilde{A}B'). \tag{64}$$

Therefore, we conclude that $\eta_{\tilde{B}B'} = 0$, which is equivalent to (45). \[\square\]
B.2 Choi matrix formulation of conditionally mixing channels

Here we provide a Choi matrix formulation for conditionally mixing channels. Before doing so, let us first recall [38, Eq. (40)], which indicates how semi-causality can be expressed in terms of the Choi matrix.

**Lemma 2** [38, 54] The channel \( N_{AB\rightarrow AB'} \) is A \( \not\rightarrow \) B' semi-causal if and only if the marginals of its Choi matrix \( J^N_{ABAB'} \) satisfy

\[
J^N_{ABAB'} = u_A \otimes J^N_{BB'}.
\]

As a direct corollary of (43)–(44) and Lemmas 1 and 2, we have the following simple semi-definite characterization of a conditionally mixing channel in terms of its Choi matrix.

**Corollary 2** A matrix \( J^N_{ABAB'} \) is the Choi matrix of a conditionally mixing channel \( N_{AB\rightarrow AB'} \) if and only if

\[
\begin{align*}
J^N_{ABAB'} & \geq 0, \\
\text{Tr}_{AB}[J^N_{ABAB'}] & = I_{AB}, \\
J^N_{ABAB'} & = u_A \otimes J^N_{BB'}, \\
J^N_{BB'} & = J^N_{BB'} \otimes u_A.
\end{align*}
\]

Corollary 2 simplifies the task of optimizing an objective function over the set of conditionally mixing channels by making use of semi-definite programming. Additionally, by inspecting (68)–(69), we see that the properties of these channels are invariant under the exchange of the input system \( A \) and the output system \( A \).

C Quantum conditional majorization reduces to classical conditional majorization

In [39], a pre-order \( \succ_C \) between two joint probability distributions (i.e., classical states) is called classical conditional majorization. In this appendix, we prove that the approach to conditional majorization defined in Section 3.1 is a generalization of classical conditional majorization. To this end, we demonstrate that quantum conditional majorization is equivalent to the classical conditional majorization when we restrict the underlying bipartite quantum states to classical states.

Suppose the system \( A := X \) is classical. We call a channel \(\mathcal{M}_{XB\rightarrow XB'}\) conditionally doubly stochastic (CDS for short) if it has the following form:

\[
\mathcal{M}_{XB\rightarrow XB'} = \sum_j \mathcal{D}^{(j)}_{X\rightarrow X} \otimes \mathcal{F}^{(j)}_{B\rightarrow B'},
\]

where each \( \mathcal{D}^{(j)} \) is a classical doubly stochastic channel and each \( \mathcal{F}^{(j)}_{B\rightarrow B'} \) is a completely positive (CP) map such that \( \sum_j \mathcal{F}^{(j)}_{B\rightarrow B'} \) is a quantum channel. CDS channels with classical \( B \) and \( B' \) systems were introduced and studied in [39], and CDS channels with quantum \( B \) and \( B' \) systems were introduced and studied in [55].

**Definition 6** [39] Let \( \rho_{XY} \) and \( \sigma_{XY} \) be classical bipartite states such that \( A = X, B = Y, \) and \( B' = Y' \) are all classical systems. We say that \( \rho_{XY} \) conditionally majorizes \( \sigma_{XY} \), and write \( \rho_{XY} \succ_C \sigma_{XY} \), if there exists a CDS channel \( \mathcal{N}_{XY\rightarrow XY'} \), such that \( \sigma_{XY'} = \mathcal{N}_{XY\rightarrow XY'}(\rho_{XY}) \).

**Theorem 3** Suppose all the systems involved are classical with \( A := X, B := Y, \) and \( B' := Y' \). Then a quantum channel \( \mathcal{N}_{XY\rightarrow XY'} \) is a CDS channel if and only if it is conditionally mixing.

**Proof.** Suppose first that \( \mathcal{N}_{XY\rightarrow XY'} \) is a CDS channel, having the form of (70). Then for every input of the form \( u_A \otimes \sigma_B \), it follows that

\[
\begin{align*}
N_{AB\rightarrow AB'}(u_A \otimes \sigma_B) & = \sum_j D^{(j)}_{A}(u_A) \otimes F^{(j)}_{B\rightarrow B'}(\sigma_B) \\
& = u_A \otimes \sum_j F^{(j)}_{B\rightarrow B'}(\sigma_B)
\end{align*}
\]

and therefore \( \mathcal{N} \) is conditionally unital. (Note that the third line of the above follows from the fact that \( D^{(j)} \) is doubly stochastic, so that \( D^{(j)}(u_A) = u_A \) for all \( j \).)

Next, we show that \( \mathcal{N} \) is semi-causal. Let \( T_A \) be an arbitrary classical channel. Then consider that

\[
\text{Tr}_A \circ \mathcal{N} \circ T_A
\]

\[
= \text{Tr}_A \circ \left[ \sum_j (D^{(j)}_A \circ T_A) \otimes F^{(j)}_{B\rightarrow B'} \right]
\]

\[
= \sum_j (\text{Tr}_A \circ D^{(j)}_A \circ T_A) \otimes F^{(j)}_{B\rightarrow B'}
\]

\[
= \sum_j (\text{Tr}_A \circ D^{(j)}_A) \otimes F^{(j)}_{B\rightarrow B'}
\]

\[
= \text{Tr}_A \circ \mathcal{N}_{AB\rightarrow AB'}.
\]

Given that \( \mathcal{N} \) is conditionally unital and semi-causal, it is by definition conditionally mixing.

Conversely, suppose \( \mathcal{N}_{AB\rightarrow AB'} \) is conditionally mixing. Since \( \mathcal{N} \) is semi-causal, it has the form given in (15) (see also Figure 2). Moreover, since systems \( A, B, \) and \( B' \) are all classical, we can assume without loss of generality that system \( R \) in (15) is also classical. Hence, \( \mathcal{N} \) has the form

\[
\mathcal{N}_{XY\rightarrow XY'} = \sum_{j=1}^k \mathcal{C}^{(j)}_{X\rightarrow X} \otimes \mathcal{R}^{(j)}_{Y\rightarrow Y'}
\]
where \( k \in \mathbb{N} \), and for each \( j \in [k] \), \( \mathcal{E}_{Y|Y_j} \in \text{CPPT}(X \to X) \) and \( \mathcal{R}_{Y|Y_j} \in \text{CP}(Y \to Y') \) with \( \mathcal{R} := \sum_j \mathcal{R}_{Y|Y_j} \in \text{CPPT}(Y \to Y') \). The key idea of the proof is to decompose each \( \mathcal{R}_{Y|Y_j} \) into “extreme” maps. We do that in the following way. We first denote by \( \{ \tau_{ijy'[y]} \} \) the components of the transition matrix of \( \mathcal{R}_{Y|Y_j} \). That is, for all \( j \in [k] \) and \( y \in [n] \)

\[
\mathcal{R}_{Y|Y_j}(\{y\}^{[y']}_{y'}) = \sum_{y''=1}^{n'} r_{ijy'[y]} y'' \langle y'|y'\rangle \ . \tag{78}
\]

We also denote by \( r_{ijy'[y]} := \sum_{y''=1}^{n'} r_{ijy'[y]} y'' \) the components of the transition matrix of \( \mathcal{R}_{Y|Y_j} \), and by \( \rho_{ijy'} := r_{ijy'[y]} y'' \). Finally, for any \( y \in [n] \) and \( y' \in [n'] \) we define the CP map \( \mathcal{F}(\langle y'|y\rangle) \) as

\[
\mathcal{F}_{Y|Y_j}(\{w\}^{[w']}_{w'}) = \delta_{yw} r_{ijy'[y]} y'' \langle y'|y'\rangle \ . \tag{79}
\]

By definition, \( \sum_{y\in[n]} \sum_{y'\in[n']} \mathcal{F}(\langle y'|y\rangle) \) is a (CPPT) classical channel, and

\[
\mathcal{R}_{Y|Y_j} = \sum_{y\in[n]} \sum_{y'\in[n']} \rho_{ijy'} \mathcal{F}(\langle y'|y\rangle) \ . \tag{80}
\]

With these definitions we get that

\[\mathcal{N}_{XY \to XY'} = \sum_{y\in[n]} \sum_{y'\in[n']} \mathcal{E}_{Y \to XY'} \mathcal{R}_{Y \to Y'} = \sum_{y\in[n]} \sum_{y'\in[n']} \mathcal{D}_{XY \to XY'} \mathcal{F}_{Y \to Y'} , \tag{81}\]

where \( \mathcal{D}_{XY \to XY'} := \sum_{j\in[k]} \mathcal{D}_{XY \to XY'} \). Observe that each \( \mathcal{D}_{XY \to XY'} \) is a classical channel since a convex combination of classical channels is a classical channel. It is therefore left to show that each \( \mathcal{D}_{XY \to XY'} \) is unital. To show that, we use the fact that \( \mathcal{N} \) is a conditionally unital channel.

Since \( \mathcal{N} \) is a conditionally unital channel, for all \( w \in [n] \) we have that

\[
\mathcal{H}(X|B)_{\omega_A \otimes \tau_B} = \mathcal{H}(A|B)_{\omega_A \otimes \tau_B} . \tag{91}\]

Thus, \( \omega_A \otimes \tau_B \succ_A \omega_A \otimes \mathcal{H}(A|B)_{\omega_A \otimes \tau_B} \) which implies, by the monotonicity property of the conditional entropy \( \mathcal{H} \), that

\[
\mathcal{H}(A|B)_{\omega_A \otimes \tau_B} \leq \mathcal{H}(A|B)_{\omega_A \otimes \mathcal{H}(A|B)_{\omega_A \otimes \tau_B}} . \tag{92}\]

Thus, \( \mathcal{H}(A|B)_{\omega_A \otimes \tau_B} \) depends on \( \omega_A \) only. Moreover, the function \( \omega_A \mapsto \mathcal{H}(A|B)_{\omega_A \otimes \tau_B} \) satisfies the two postulates of entropy in (10)–(11) and therefore is an entropy of \( \omega_A \). Note that the same statement also holds when system \( |B| \) is trivial, i.e., when \( |B| = 1 \).

We now prove that \( \mathcal{H}(A|B) \) is invariant under local isometric channels. It follows immediately from the definition of quantum conditional entropy (specifically, (16)–(17) and (20)) that it is invariant under local
isometric channels acting on system $A$. So we prove invariance under isometric channels acting on system $B$. The inequality
\[ H(A|B)_{\rho} \leq H(A|B')_{\omega} \] (92)
follows because $\mathcal{V}_{B \to B'}$ is a conditionally unital channel. Let $\mathcal{T}_{B}$ be a state. The reverse inequality follows because
\[ \mathcal{R}_{B \to B'}(\cdot) := \mathcal{V}^\dagger(\cdot) + \text{Tr}[(\text{id}_{B'} - \mathcal{V}^\dagger)(\cdot)]\tau_B \] (93)
is a channel that is a left inverse of $\mathcal{V}_{B \to B'}$ [7, Section 4.6.3]. Thus, $\mathcal{R}_{B \to B'}$ is a conditionally unital channel, from which we conclude that
\[ H(A|B')_{\omega} \leq H(A|B)_{\mathcal{R}_{B}(\omega)} = H(A|B)_{\rho}. \] (94)
This concludes the proof.

E A subclass of conditional entropies

Here we consider a subclass of conditional entropies in which the postulate in (20) is replaced by monotonicity under conditionally unital channels. Since the set of conditionally unital channels contains the set of conditionally mixing channels, every function that is a conditional entropy according to this alternative definition is also a conditional entropy $H$, as defined in (19)–(21). We will later see that this approach is consistent and sufficient for deriving various properties of conditional entropy.

Let us begin by defining another version of a conditional majorization pre-order on bipartite quantum states, based on conditionally unital channels exclusively. We call this approach relaxed conditional majorization.

Definition 7 (Relaxed conditional majorization) Given two bipartite states $\rho_{AB}$ and $\sigma_{A'B'}$, we say that $\rho_{AB}$ conditionally majorizes $\sigma_{A'B'}$ in the relaxed sense and with respect to system $A$, and write
\[ \rho_{AB} \triangleright_{A} \sigma_{A'B'} \] (95)
if there exist a system $A''$ such that $|A''| \geq \max(|A|,|A'|)$, isometric channels $\mathcal{V}_{A \to A''}$ and $\mathcal{U}_{A'' \to A'}$, and a conditionally unital channel $\mathcal{N}_{A''B \to A'B''}$ such that
\[ \mathcal{U}_{A'' \to A'}(\sigma_{A'B'}) = (\mathcal{N}_{A''B \to A'B''} \circ \mathcal{V}_{A \to A''}) (\rho_{AB}). \] (96)
We define a function $f$ to be a conditional uncertainty measure in the relaxed sense if it is not equal to the zero function and if it reverses the relaxed conditional majorization pre-order, i.e.,
\[ \rho_{AB} \triangleright_{A} \sigma_{A'B'} \Rightarrow f(\rho_{AB}) \leq f(\sigma_{A'B'}). \] (97)

We now define this other notion of conditional entropy. Formally, a function
\[ H^{*} : \bigcup_{A,B} \mathcal{D}(AB) \to \mathbb{R} \] (98)
is a quantum conditional entropy if it is not equal to the zero function and satisfies the following postulates for all systems $A, B, A', B'$ and states $\rho_{AB}$ and $\sigma_{A'B'}$:
1. Monotonicity:
\[ \rho_{AB} \triangleright_{A} \sigma_{A'B'} \Rightarrow H^{*}(A|B)_{\rho} \leq H^{*}(A'|B')_{\sigma}. \] (99)
2. Additivity:
\[ H^{*}(AA'|BB')_{\rho \otimes \sigma} = H^{*}(A|B)_{\rho} + H^{*}(A'|B')_{\sigma}. \] (100)

Let us now recall a different definition of conditional min-entropy from [15]
\[ H_{\min}^{\downarrow}(A|B)_{\rho} := \sup_{\sigma_{B} \in \mathcal{D}(B)} H_{\min}(\rho_{AB}|\sigma_{B}), \] (101)
where
\[ H_{\min}(\rho_{AB}|\sigma_{B}) := -\inf_{\lambda \geq 0} \log_{2}\{\lambda : \rho_{AB} \leq \lambda I_{A} \otimes \sigma_{B}\}. \] (102)
Note that $H_{\min}^{\downarrow}(A|B)_{\rho}$ is a conditional entropy $H^{*}$ because it is additive [16, page 4342], and [15, Lemma 3.1.12] implies that $H_{\min}^{\downarrow}(A|B)_{\rho}$ is non-decreasing under conditionally unital channels.

We then have the following findings, analogous to those from Theorem 1 and Corollary 1, respectively.

Theorem 5 Let $H^{*}$ be a quantum conditional entropy, as defined in (98)–(100). Then, for every state $\rho_{AB}$,
\[ H^{*}(A|B)_{\rho} \geq H_{\min}^{\downarrow}(A|B)_{\rho}. \] (103)
Equality is attained in (103) if $\rho_{AB}$ is equal to a maximally entangled state $\Phi_{AB}^{(k)}$ by the action of local isometric channels. Thus,
\[ H^{*}(A|B)_{\Phi_{AB}^{(k)}} = -\log_{2} k \] (104)
for every conditional entropy $H^{*}$.

Corollary 3 Let $\rho_{AB}$ be a bipartite state. Then the following are equivalent:
1. For every conditional entropy $H^{*}$,
\[ H^{*}(A|B)_{\rho} \geq 0. \] (105)
2. There exists a state $\sigma_{B}$ such that $I_{A} \otimes \sigma_{B} \geq \rho_{AB}$. 
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Theorem 5 implies the first condition. Indeed, if the first condition holds, then the inequality $H_{min}^\dagger(A|B)_\rho \geq 0$ holds in particular (since $H_{min}^\dagger(A|B)_\rho$ is a conditional entropy), and the second condition is then a consequence of the definition in (101). Now suppose that the second condition holds. This then means that there exists $\lambda \leq 1$ and a state $\sigma_B$ such that $\rho_{AB} \leq \lambda I_A \otimes \sigma_B$. According to the definition in (101), it follows that $H_{min}^\dagger(A|B)_\rho \geq 0$, and then Theorem 5 implies the first condition. 

We have opted to emphasize the conditional entropy $\mathcal{H}$ over $\mathcal{H}^\dagger$ in the main text because

1. conditionally mixing channels have a strong motivation in terms of no information leakage from Alice to Bob, as would be expected for a measure of conditional uncertainty;

2. conditional majorization defined in this way reduces to classical conditional majorization, as defined in [39], for the classical case;

3. the conditional min-entropy in (27) is in fact the smallest conditional entropy among all conditional entropies consistent with both sets of postulates;

4. every conditional entropy defined in this other way is in fact a conditional entropy $\mathcal{H}$, because every function that is monotone under all conditionally unital channels is also monotone under the subset of all conditionally mixing channels.

### E.1 Proof of Theorem 5

Let $\sigma_B$ be a state that achieves the optimal value of $H_{min}^\dagger(A|B)_\rho$, in the definition in (101).

Let us first consider the case when $H_{min}^\dagger(A|B)_\rho \geq 0$. Set

$$k := |A|,$$

$$m := \left\lfloor 2^{H_{min}^\dagger(A|B)_\rho} \right\rfloor,$$

and let $X$ be a classical system with dimension $k$. By the assumption that $H_{min}^\dagger(A|B)_\rho \geq 0$, and given the dimension bound $H_{min}^\dagger(A|B)_\rho \leq \log_2 k$ [56, Lemma 5.2], it follows that $m \in [k]$.

Without loss of generality, we can suppose that $k > m$; if it is not the case, then we can embed the system $A$ of $\rho_{AB}$ in a larger Hilbert space, so that $H_{min}^\dagger(A|B)_\rho$ stays constant but $k$ increases. Set $\Pi_X$ to be a projection onto an $m$-dimensional subspace of $X$ (i.e., set $\Pi_X := \sum_{x=1}^m |x\rangle\langle x|_X$, where $\{|x\rangle\}_x$ is an orthonormal basis specifying the classical system $X$), and define $\tau_{AB}^{(m)}$ as follows:

$$\tau_{AB}^{(m)} := \frac{I_A \otimes \sigma_B - m \rho_{AB}}{k - m}. \tag{108}$$

The operator $\tau_{AB}^{(m)}$ is positive semi-definite because $k - m > 0$ and

$$\begin{align*}
\frac{1}{m} I_A \otimes \sigma_B - \rho_{AB} \\
\geq 2^{-H_{min}^\dagger(A|B)_\rho} I_A \otimes \sigma_B - \rho_{AB} \\
= 2^{D_{max}(\rho_{AB}||\sigma_B)} I_A \otimes \sigma_B - \rho_{AB} \\
\geq 0. \tag{109}
\end{align*}$$

Also, $\tau_{AB}^{(m)}$ has trace equal to one and is thus a state. Let us now define the following measure-and-prepare channel:

$$\mathcal{N}_{X \rightarrow AB}(\omega_X) := \Tr[\Pi_X \omega_X | \rho_{AB}] + \Tr[(I_X - \Pi_X) \omega_X] \tau_{AB}^{(m)}. \tag{112}$$

Indeed, the action of this channel is to perform a measurement according to the POVM $\{\Pi_X, I_X - \Pi_X\}$ and prepare the state $\rho_{AB}$ if the first outcome is obtained and the state $\tau_{AB}^{(m)}$ if the second outcome is obtained. It should be understood that Alice has access to the input system $X$.

This channel is conditionally unital because

$$\mathcal{N}_{X \rightarrow AB}(I_X)$$

$$= \Tr[\Pi_X I_X | \rho_{AB}] + \Tr[(I_X - \Pi_X) I_X] \tau_{AB}^{(m)} \tag{113}$$

$$= m \rho_{AB} + (k - m) \tau_{AB}^{(m)} \tag{114}$$

$$= I_A \otimes \sigma_B. \tag{115}$$

Also, if we input the uniform state $\rho_{X}^{\Pi} := \Pi_X / m$ on the subspace onto which $\Pi_X$ projects, the output is given by

$$\mathcal{N}_{X \rightarrow AB}(\rho_{X}^{\Pi}) = \rho_{AB}. \tag{116}$$

Putting these observations together, we conclude that

$$\log_2 \left[ 2^{H_{min}^\dagger(A|B)_\rho} \right] = \mathcal{H}^\dagger(X)_{\rho_{AB}} \tag{117}$$

$$\leq \mathcal{H}^\dagger(A|B)_{\mathcal{N}(\rho_{AB})} \tag{118}$$

$$= \mathcal{H}^\dagger(A|B)_\rho. \tag{119}$$

The first equality follows because the entropy of a uniform state is equal to the logarithm of its rank and from the definition of $m$ in (107). The inequality follows from the fact that $\mathcal{N}_{X \rightarrow AB}$ is conditionally unital (see (113)–(115)) and $\mathcal{H}^\dagger$ is a quantum conditional entropy, thus obeying the first postulate in (99). The final equality follows from (116).
Therefore, since all conditional entropies are additive for tensor-product states, we conclude that
\[
\mathbf{H}^\star(A|B)_\rho = \lim_{n \to \infty} \frac{1}{n} \mathbf{H}^\star(A^n|B^n)_{\rho \otimes^n}
\]
and observe that
\[
\tau^k_{AB} := \frac{k^I_A \otimes \sigma_B - \rho_{AB}}{kk' - 1},
\]
Since \(\tau_{AB}^{(k,k')}\) has trace equal to one, it follows that it is a state. We then construct the following channel:
\[
\mathcal{N}_{X \to AA'B}((\omega_X)) := \left(\Tr[[1]|X] \omega_X |\rho_{AB} + \Tr[\Pi_{X} \omega_X \tau_{AB}^{(k,k')}\right] \otimes \mathbf{u}_A',
\]
where
\[
\Pi_X := I_X - |1\rangle\langle 1|_X,
\]
so that \(\Tr[\Pi_X] = kk' - 1\). Also, it should be understood that Alice has access to the \(X\) input system. Consider that
\[
\mathcal{N}_{X \to AA'B}(|1\rangle\langle 1|_X) = \rho_{AB} \otimes \mathbf{u}_A'.
\]
Furthermore, the channel is conditionally unital because
\[
\mathcal{N}_{X \to AA'B}(I_X) = \mathbf{H}^\star(A|B)_\rho + \log_2 \left[2^{-\mathbf{H}^\star_{min}(A|B)}\right].
\]
\[ H^4(A|B)_{\phi^{(k)}} + \log_2 k = H^4(A|B)_{\phi^{(k)}} | u_{\tilde{A}} \leq 0 \]  

(149)

\[ H^4(A|B)_{\phi^{(k)}} + H^4(\tilde{A}|B)_{u_{\tilde{A}}B} \]  

(150)

\[ H^4(A|B)_{\phi^{(k)}} + H^4(u_{\tilde{A}}) \]  

(151)

\[ H^4(A|B)_{\phi^{(k)}} + \log_2 k, \]  

(152)

where we used the additivity property of conditional entropy and the fact that the entropy of the uniform state \( u_{\tilde{A}} \) is equal to \( \log_2 k \). It is therefore sufficient to show that

\[ H^4(A|\tilde{A})_{\phi^{(k)}} | u_{\tilde{A}} \leq 0, \]  

(153)

because the above equation implies that

\[ H^4(A|B)_{\phi^{(k)}} \leq - \log_2 k = H^\uparrow_{\min}(A|B)_{\phi^{(k)}}. \]  

(154)

For this purpose, let \( X \) be a classical system of dimension \( |X| = k^2 \) and let \( N_{AA\tilde{A}} \rightarrow X \) be a quantum channel defined by

\[ N_{AA\tilde{A}} \rightarrow X := \mathcal{E}_{AB} \rightarrow X \circ \text{Tr}_{\tilde{A}}, \]  

(155)

where

\[ \mathcal{E}_{AB} \rightarrow X(\omega_{AB}) := \text{Tr}[\Phi_{AB}^{(k)}(I_A \otimes \sigma_B)(1|1)_X \]  

\[ + \text{Tr}[(I_{AB} - \Phi^{(k)}_{AB})(I_A \otimes \sigma_B)]I_X - |1\rangle\langle 1|_X \]  

\[ = k \left( \text{Tr}[\Phi^{(k)}_{AB}(I_A \otimes \sigma_B)]1|1\rangle\langle 1 |_X \right) \]  

\[ + \text{Tr}[(I_{AB} - \Phi^{(k)}_{AB})(I_A \otimes \sigma_B)]I_X - |1\rangle\langle 1|_X \]  

\[ = k \left( \frac{1}{k^2} |1\rangle\langle 1|_X \right) \]  

\[ + \left( k - \frac{1}{k} \right) \frac{I_X - |1\rangle\langle 1|_X}{k^2 - 1} \]  

\[ = |1\rangle\langle 1|_X + (k^2 - 1) \frac{I_X - |1\rangle\langle 1|_X}{k^2 - 1} \]  

\[ = I_X. \]  

(160)

(161)

(162)

Also, consider that

\[ N_{AA\tilde{A}} \rightarrow X(\Phi^{(k)}_{AB} \otimes u_{\tilde{A}}) = |1\rangle\langle 1|_X. \]  

(163)

Then

\[ H^4(A|B)_{\Phi^{(k)}} + \log_2 k = H^4(A|\tilde{A})_{\Phi^{(k)}} \]  

\[ \leq H^4(X)_{\mathcal{N}(\Phi^{(k)} \otimes u_{\tilde{A}})} \]  

\[ = H^4(X)_{\mathcal{N}(1|1)} \]  

\[ = 0. \]  

(164)

(165)

(166)

(167)

The first equality follows from (149)–(152). The inequality follows because the channel \( N_{AA\tilde{A}} \rightarrow X \) is conditionally unital. The second equality follows from (163) and the last because the entropy of every pure state is equal to zero. This concludes the proof.

### E.2 Proof of Theorem 1

Here the idea is essentially the same as that given in Appendix E.1, except that we need to construct channels that are conditionally mixing (i.e., both conditionally unital and \( A \not\rightarrow B \) semi-causal).

First, throughout, we make the following replacement in the proof:

\[ H^\uparrow_{\min}(A|B)_\rho \rightarrow H_{\min}(A|B)_\rho. \]  

(168)

To handle the case when \( H_{\min}(A|B)_\rho \geq 0 \), we employ the same channel in (112), with the exception that we set

\[ \tau_{AB}^{(m)} := I_A \otimes \rho_B - m \rho_{AB}. \]  

(169)

All of the steps in (106)–(123) go through with the replacements in (168) and (169). We now verify that the \( A \not\rightarrow B \) semi-causal constraint holds for this channel. Consider, for the modified channel, that

\[ \text{Tr}_A[N_{X \rightarrow AB}(\omega_X)] \]  

\[ = \text{Tr}[\Pi_X \omega_X] \]  

\[ + \text{Tr}[(I_X - \Pi_X) \omega_X] \]  

\[ = \text{Tr}[\Pi_X \omega_X] \]  

\[ = \rho_B. \]  

(170)

(171)

(172)

Thus, the output state of \( B \) has no dependence on the input state \( \omega_X \) when system \( A \) is traced out, so that the semi-causal constraint holds.

Now let us consider the case when \( H_{\min}(A|B)_\rho < 0 \). We employ the same channel in (131), with the exception that we set

\[ \tau_{AB}^{(k,k')} := k^k I_A \otimes \rho_B - \rho_{AB}. \]  

(173)

Then all of the steps in (124)–(148) go through, with the replacements in (168) and (173). We now verify that the \( A \not\rightarrow B \) semi-causal constraint holds for this channel. Consider, for the modified channel, that

\[ \text{Tr}_{AA'}[N_{X \rightarrow AA'B}(\omega_X)] \]  

\[ = \left( \text{Tr}[1|1\rangle\langle 1|_X \omega_X] \right) \text{Tr}_A[\rho_{AB}] \]  

\[ + \text{Tr}[\Pi_X \omega_X] \]  

\[ = \text{Tr}[1|1\rangle\langle 1|_X \omega_B] + \text{Tr}[\Pi_X \omega_X] \]  

\[ = \rho_B. \]  

(174)

(175)

(176)

Thus, the output state of \( B \) has no dependence on the input state \( \omega_X \) when system \( A \) is traced out, so that the semi-causal constraint holds. This establishes the inequality in (103).

Finally, we consider the equality in (104). The argument here is actually exactly the same as in (149)–(167),...
except using the replacement in (168). We just need to verify that the channel in (155) is $A \not\leftrightarrow B$ semi-causal. However, the only output is system $X$, which belongs to Alice. Thus, after tracing it out, there is no remaining system, and the channel is then semi-causal.

### F Proof of Theorem 2

First, we demonstrate that $H$ satisfies the monotonicity property of conditional entropy from Definition 3. Let $N_{AB \rightarrow A'B'}$ be a conditionally mixing channel, and consider the bipartite density matrix $\rho_{AB}$. We begin by considering the case where $A = A'$ and

$$H(A|B)_{N(\rho)} = \log_2 |A| - D(N(\rho_{AB})||u_A \otimes \text{Tr}_A[N(\rho_{AB})])$$

and from the fact that $N$ is semi-causal and conditionally unital, we find that

$$u_A \otimes \text{Tr}_A[N(\rho_{AB})] = u_A \otimes \text{Tr}_A[N(u_A \otimes \rho_B)]$$

(178)

$$= N(u_A \otimes \rho_B),$$

(179)

from which we have

$$H(A|B)_{N(\rho)} = \log_2 |A| - D(N(\rho_{AB})||N(u_A \otimes \rho_B))$$

(180)

$$\geq \log_2 |A| - D(\rho_{AB}||u_A \otimes \rho_B)$$,

(181)

where the last line follows from the data-processing inequality.

We also need to prove that it is invariant under the action of a local isometric channel acting on system $A$. Let $V_{A \rightarrow A'}$ be an arbitrary isometric channel, and let $C$ represent a Hilbert space such that $|C| = |A'| - |A|$. Then

$$H(A|B)_{V(\rho)} = \log_2 |A'| - D(V_{A \rightarrow A'}(\rho_{AB})||u_{A'} \otimes \rho_B).$$

(182)

Clearly, if $V$ is a unitary channel such that $A \simeq A'$, then $H(A'|B')_{V(\rho)} = H(A|B)_\rho$. Then without loss of generality, we assume that

$$V_{A \rightarrow A'}(\rho_{AB}) = \rho_{AB} \oplus 0_{CB}$$

(183)

$$= \begin{pmatrix} \rho_{AB} & 0 \\ 0 & 0_{CB} \end{pmatrix},$$

(184)

because the conditional entropy is invariant under local unitaries. We can additionally rewrite

$$u_{A'} = tu_A \oplus (1-t)u_C,$$

(185)

where $t := |A|/|A'|$. From this, it follows that

$$D(V_{A \rightarrow A'}(\rho_{AB})||u_{A'} \otimes \rho_B)$$

$$= D(\rho_{AB} \oplus 0_{CB}||tu_A \otimes \rho_B)$$

$$= D(\rho_{AB}||tu_A \otimes \rho_B) - \log_2 t,$$

(186)

where the second equality follows from a property of quantum relative entropy [57, Theorem 6.3.1]. Thus, upon substitution, we have that

$$H(A'|B)_{V(\rho)} = \log_2 |A'| - D(\rho_{AB}||u_A \otimes \rho_B) + \log_2 t$$

(187)

$$= H(A|B)_\rho.$$

(188)

Putting the above two observations together, we now apply them to the definition given in Definition 3. That is, suppose there exists a system $A''$ such that $|A''| \geq \max\{|A|, |A'|\}$, isometric channels $V_{A \rightarrow A''}$ and $U_{A' \rightarrow A'''}$, and a conditionally mixing channel $N_{A''B \rightarrow A'''B'}$, such that

$$U_{A' \rightarrow A'''}(\sigma_{A'B'}) = (N_{A''B \rightarrow A'''B'} \circ V_{A \rightarrow A''})(\rho_{AB}).$$

(189)

Then

$$H(A'|B')_{\sigma} = H(A''|B')_{U(\sigma)}$$

(190)

$$= H(A''|B')_{N \circ V(\rho)}$$

(191)

$$\leq H(A''|B)_{V(\rho)}$$

(192)

$$= H(A|B)_\rho.$$  

(193)

In the above steps, we employed the invariance of $H$ under local isometric channels acting on the systems labeled by $A$, as well as the monotonicity under conditionally mixing channels.

Finally, additivity of $H$ follows immediately from additivity of $D$.

#### F.1 Conditional min-entropy is a conditional entropy

Here we justify that the conditional min-entropy is indeed a conditional entropy according to the definition in (19)–(21). Indeed, we use the definition of conditional min-entropy in (27) to rewrite it in terms of the max-relative entropy $D_{\max}(\rho||\sigma)$ as

$$H_{\text{min}}(A|B)_\rho = \log_2 |\rho_{AB} - D_{\max}(\rho_{AB}||u_A \otimes \rho_B),$$

(194)

where the max-relative entropy of states $\rho$ and $\sigma$ is defined as [58]:

$$D_{\max}(\rho||\sigma) := \log_2 \inf_{\lambda \geq 0} \{\rho \leq \lambda \sigma\}.$$  

(195)

Then we apply Theorem 2.
G Entropy inequalities

Entropy inequalities play a major role in information theory. For example, the strong subadditivity of the von Neumann entropy is a deep result in quantum Shannon theory that can be expressed as an inequality involving the von Neumann conditional entropy:

\[
H(A|B)_\rho \geq H(A|BC)_\rho \quad \forall \rho \in \mathcal{D}(ABC),
\]

(196)

where \(H(A|B)_\rho := H(AB)_\rho - H(B)_\rho\) and \(H(A)_\rho := -\text{Tr}[\rho_A \log_2 \rho_A]\) is the von Neumann entropy. The above inequality holds for all conditional entropies: namely, for every conditional entropy \(H\), we have

\[
H(A|B) \geq H(A|BC) \quad \forall \rho \in \mathcal{D}(ABC).
\]

(197)

The above inequality is a simple consequence of the fact that tracing the subsystem \(C\) is a conditionally mixing channel and therefore

\[
\rho_{ABC} \succ_A \rho_{AB}.
\]

(198)

It is therefore natural to ask if there are other entropy inequalities that can be applied to all entropies. In this section we present a few such inequalities.

We show here that the teleportation protocol of communicating a quantum system from Bob to Alice is a conditionally mixing channel. This property implies in particular that (see arguments in Proposition 1 below)

\[
\rho_{AB} \otimes \Phi_{\tilde{A}\tilde{B}} \succ_{\tilde{A}\tilde{B}} \rho_{A\tilde{A}},
\]

(199)

where \(\Phi_{\tilde{A}\tilde{B}}\) is a maximally entangled state, \(\rho_{A\tilde{A}}\) is the same state as \(\rho_{AB}\) with system \(B\) relabeled as \(\tilde{A}\), and we assume for simplicity that all systems have the same dimension. The above relation immediately implies that every conditional entropy \(H\) satisfies the following:

\[
H(AB)_\rho = H(A\tilde{A})_\rho \geq H(A\tilde{A}|\tilde{B}\tilde{B})_{\rho \otimes \Phi} = H(AB)_\rho + H(\tilde{A}|\tilde{B})_\Phi,
\]

(200) \hspace{1cm} (201) \hspace{1cm} (202)

where the equality follows from additivity. Now, from Theorem 1 we get that \(H(\tilde{A}|\tilde{B})_\Phi = -\log_2 |\tilde{B}|\), so that we arrive at the following entropy inequality:

\[
H(AB)_\rho \geq H(A|B)_\rho - \log_2 |B|.
\]

(203)

Proposition 1 Let \(\rho_{AB}\) be a bipartite state. Then

\[
H(A|B)_\rho \leq H(AB)_\rho + \log_2 |B|,
\]

(204)

\[
H^*(A|B)_\rho \leq H(AB)_\rho + \log_2 |B|.
\]

(205)

Proof. Let \(\Phi_{A'B'}\) be a maximally entangled state of Schmidt rank \(|B|\), with \(|A'| = |B'| = |B|\). We perform teleportation to transmit system \(A\) to \(A'\). In more detail, the teleportation channel we consider is

\[
\mathcal{N}_{A'BB' \to A'}(\omega_{A'BB'}) := \sum_x U^\Lambda_x (\Phi^x_{BB'} \omega_{A'BB'} |\Phi^x_{BB'}),
\]

(206)

where \(\{\Phi^x_{BB'}\}_x\) is the standard Bell basis and \(\{U^\Lambda_x\}_x\) is the set of unitary correction channels in teleportation. The channel \(\mathcal{N}_{A'BB' \to A'}\) is conditionally unital because

\[
\mathcal{N}_{A'BB' \to A'}(I_{A'} \otimes \sigma_{BB'}) = \sum_x U^\Lambda_x (\Phi^x_{BB'} (I_{A'} \otimes \sigma_{BB'}) |\Phi^x_{BB'}),
\]

(207)

\[
= \sum_x I_{A'} \otimes \langle \Phi^x_{BB'} | (\sigma_{BB'}) | \Phi^x_{BB'} \rangle_{BB'}
\]

(208)

\[
= I_{A'} \otimes \sum_x \langle \Phi^x_{BB'} | (\sigma_{BB'}) | \Phi^x_{BB'} \rangle_{BB'}
\]

(209)

\[
= I_{A'}.
\]

(210)

The channel \(\mathcal{N}_{A'BB' \to A'}\) is also semi-causal because it is realized as a one-way LOCC channel from \(BB'\) to \(A'\). Thus, \(\mathcal{N}_{A'BB' \to A'}\) is conditionally mixing. Then consider that

\[
H(A|B)_\rho \leq H(AB)_\rho - \log_2 |B|
\]

(211)

\[
= H(AB)_\rho + H(A'|B')_\Phi
\]

(212)

\[
= H(AA'|BB')
\]

(213)

\[
\leq H(AA')_{\mathcal{N}(\rho \otimes \Phi)}
\]

(214)

\[
= H(AA')_\rho
\]

(215)

\[
= H(AB)_\rho.
\]

(216)

The first equality follows from Theorem 1. The second equality follows from the additivity postulate. The inequality follows because \(\mathcal{N}_{A'BB' \to A'}\) is conditionally mixing, as argued above. The final equality is just a relabeling of systems.

The inequality in (205) follows similarly, using the fact that \(\mathcal{N}_{A'BB' \to A'}\) is conditionally unital. ■

Proposition 2 Let \(\rho_{AB}\) be a bipartite state. Then

\[
H^*(A|B)_\rho \geq H(AB)_\rho - \log_2 |B|.
\]

(217)

Proof. Consider the initial state

\[
\rho_{AA'} \otimes |0\rangle\langle 0|_{B'},
\]

(218)

where \(|A'| = |B'| = |B|\) and we have relabeled \(B\) of \(\rho_{AB}\) as \(A'\) (physically, the system \(B\) begins on Alice’s side, and so we label it as \(A'\)). Then perform the swap and prepare channel from [34, Definition 8], which was shown there to be a conditionally unital channel. That is, this channel is realized as \(\mathcal{D}_{A'} \circ \mathcal{F}_{A'B'}\), where \(\mathcal{F}_{A'B'}\) is the unitary swap channel and \(\mathcal{D}_{A'}\) is the completely
depolarizing channel (traces out its input and replaces with the uniform state). This is conditionally unital because

$$
(D_{A'} \circ F_{A'B'})(I_{A'} \otimes \sigma_{B'}) = D_{A'}(\sigma_{A'} \otimes I_{B'}) = D_{A'}(\sigma_{A'} \otimes I_{B'}) = u_{A'} \otimes \omega_{B'}.
$$

Now consider that

$$
(D_{A'} \circ F_{A'B'})(\rho_{AA'} \otimes |0\rangle\langle 0|_{B'}) = D_{A'}(\rho_{AB'} \otimes |0\rangle\langle 0|_{A'}) = \rho_{AB'} \otimes D_{A'}(|0\rangle\langle 0|_{A'}) = \rho_{AB'} \otimes u_{A'}.
$$

Then

$$
H(AB)_\rho = H(AA')_\rho = H^*(AA'|B')_{\rho_{AA'} \otimes |0\rangle\langle 0|_{B'}} \leq H^*(AA'|B')_{\rho_{AB'}\otimes u_{A'}} = H^*(A|B')_{\rho_{AB'}} + H(A')_{u_{A'}} = H^*(A|B')_{\rho_{AB}} + \log_2 |B|.
$$

The first equality follows from relabeling systems. The second equality follows because conditional entropy is invariant under tensoring with another state for the conditioning system, in turn being a special kind of conditionally unital channel. The inequality follows because the swap and prepare channel is conditionally unital, as argued above. The penultimate equality follows from additivity, and the final equality because the entropy of the uniform state of dimension $|B|$ is equal to $\log_2 |B|$.

**Proposition 3** Let $\rho_{XA}$ be a classical-quantum state of the following form:

$$
\rho_{XA} = \sum_x p(x)|x\rangle\langle x|_X \otimes \rho^x_A.
$$

Then

$$
H(X)_\rho \leq H(AX)_\rho.
$$

**Proof.** For every state $\rho^x_A$, there is a unital channel $\mathcal{N}^x_A$ that prepares it from the pure state $|0\rangle\langle 0|_A$. Then we take the overall channel to be one that measures the classical system $X$ in the standard basis $\{|x\rangle\}_x$ and conditioned on the outcome, performs the channel $\mathcal{N}^x_A$ on the system $A$. Thus, the overall channel is realized as

$$
\mathcal{N}_{XA}(\omega_{XA}) = \sum_x |x\rangle\langle x|_X \otimes \mathcal{N}^x_A(|x\omega_{XA}|x\rangle_XX).
$$

This channel is unital because

$$
\mathcal{N}_{XA}(I_X) = \mathcal{N}_{XA}(I_X \otimes I_A) = \sum_x |x\rangle\langle x|_X \otimes \mathcal{N}^x_A(I_A) = \sum_x |x\rangle\langle x|_X \otimes I_A = I_X \otimes I_A.
$$

Furthermore,

$$
\mathcal{N}_{XA}(\rho_X \otimes |0\rangle\langle 0|_A) = \rho_{XA}.
$$

This implies that

$$
H(X)_{\rho_X} = H(XA)_{\rho_X \otimes |0\rangle\langle 0|_A} \leq H(XA)_{\mathcal{N}_{XA}(\rho_X \otimes |0\rangle\langle 0|_A)} = H(XA)_{\rho_{XA}}.
$$

This concludes the proof. ■

**H Example of a non-negative, weakly additive monotonic function**

In this appendix, we prove that there exists a non-zero function that satisfies the following three properties:

1. Monotonicity under conditional majorization; i.e., satisfying (20).
2. Weak additivity of the form (36).
3. Non-negative.

The third property above demonstrates that the negativity of conditional entropy is closely related to the full additivity postulate in (21). The construction of the example is based on a technique developed in [41] for the extension of resource monotones from one domain to another.
Let $\mathbb{H}$ be a classical conditional entropy. In [41] it was shown that every such function has two optimal extensions to the quantum domain. Here we are interested in the following extension. For every $\rho \in \mathcal{D}(AB)$, we define

$$f(A|B)_{\rho} := \inf_{\rho_{AB} \succ_A \sigma_{XY}} \mathbb{H}(X|Y)_{\sigma}, \quad (246)$$

where the infimum above is over all classical systems $X$ and $Y$ and every classical state $\sigma_{XY}$ with the property that $\rho_{AB} \succ_A \sigma_{XY}$. The function $f$ has the following key properties [41]:

1. **Reduction**: For every classical state $\rho \in \mathcal{D}(XY)$
   $$f(X|Y)_{\rho} = \mathbb{H}(X|Y)_{\rho}. \quad (247)$$

2. **Monotonicity**: For all $\rho \in \mathcal{D}(AB)$ and $\omega \in \mathcal{D}(A'B')$ such that $\rho_{AB} \succ_A \omega_{A'B'}$,
   $$f(A'|B')_{\omega} \geq f(A|B)_{\rho}. \quad (248)$$

3. **Subadditivity**: The function $f$ is subadditive under tensor-product states.

4. **Positivity**: The function $f$ is non-negative.

The last property follows from the definition in (246). Since $f$ is subadditive, the limit

$$g(A|B)_{\rho} := \lim_{n \to \infty} \frac{1}{n} f(A^n|B^n)_{\rho^\otimes n} \quad (249)$$

exists. Therefore, the function $g$ is weakly additive. Moreover, the function $g$ satisfies the first two properties above, namely, reduction to $\mathbb{H}$ on classical states and behaves monotonically under conditional majorization. Observe that the reduction of $g$ to $\mathbb{H}$ on classical states implies that it is not equal to the zero function since $\mathbb{H}$ is not the zero function. Since $g$ is non-negative it cannot be a conditional entropy. This means that $g$ cannot be fully additive, as this is the only property that does not follow directly from its definition.