REPLAY AND SYNTHETIC SPEECH DETECTION WITH RES2NET ARCHITECTURE

Xu Li, Na Li, Chao Weng, Xunying Liu, Dan Su, Dong Yu, Helen Meng

1The Chinese University of Hong Kong
2Tencent AI Lab, Tencent

{xuli, xyliu, hmmeng}@se.cuhk.edu.hk, lina011779@126.com, {cweng, dansu, dyu}@tencent.com

ABSTRACT
Existing approaches for replay and synthetic speech detection still lack generalizability to unseen spoofing attacks. This work proposes to leverage a novel model structure, so-called Res2Net, to improve the anti-spoofing countermeasure’s generalizability. Res2Net mainly modifies the ResNet block to enable multiple feature scales. Specifically, it splits the feature maps within one block into multiple channel groups and designs a residual-like connection across different channel groups. Such connection increases the possible receptive fields, resulting in multiple feature scales. This multiple scaling mechanism significantly improves the countermeasure’s generalizability to unseen spoofing attacks. It also decreases the model size compared to ResNet-based models. Experimental results show that the Res2Net model consistently outperforms ResNet34 and ResNet50 by a large margin in both physical access (PA) and logical access (LA) of the ASVspoof 2019 corpus. Moreover, integration with the squeeze-and-excitation (SE) block can further enhance performance. For feature engineering, we investigate the generalizability of Res2Net combined with different acoustic features, and observe that the constant-Q transform (CQT) achieves the most promising results in both PA and LA subsets of ASVspoof 2019. Our best single system outperforms other state-of-the-art single systems in both PA and LA of the ASVspoof 2019 corpus.

Index Terms— ASV anti-spoofing, replay detection, synthetic speech detection, Res2Net, multi-scale feature

1. INTRODUCTION
Automatic speaker verification (ASV) systems aim at confirming a claimed speaker identity against a spoken utterance, which has been widely applied into commercial devices and authorization tools. However, it is also broadly noticed that malicious attacks can easily degrade a well-developed ASV system, and such attacks may be classified into impersonation [1], replay [1], voice conversion (VC) [2], text-to-speech (TTS) synthesis (TTS) and the recently emerged adversarial attacks [2-4].

Over the past decade, the speaker verification community has held several ASVspoof challenges [4-5] to develop countermeasures mainly against replay, speech synthesis and voice conversion attacks. ASVspoof 2019 [8] is the latest one that includes all previous attacks within two sub-challenges: physical access (PA) and logical access (LA). PA considers spoofing attacks from replay while LA refers to attacks generated with TTS and VC tools. However, when applied to unseen spoofing attacks, the performance of state-of-the-art systems is still limited [8]. ResNet and LCNN based systems mainly have two dimensions to control the model’s capacity, i.e. width and depth. But simply increasing width and depth is not efficient for improving the model’s capacity. Specifically, since anti-spoofing countermeasures development requires high generalizability to unseen spoofing attacks, only increasing the width and depth can easily lead to over-fitting, due to the huge amount of parameters.

Many existing neural network architectures have been applied to designing powerful countermeasures against spoofing attacks, such as light convolutional neural network (LCNN) [17-18], residual neural network (ResNet) [14-15] and their variations [11]. These models exhibit a strong ability in time and frequency domain modeling and achieve promising performance to capture the spoofing cues. However, when applied to unseen spoofing attacks, the performance of state-of-the-art systems is still limited [8]. ResNet and LCNN based systems mainly have two dimensions to control the model’s capacity, i.e. width and depth. But simply increasing width and depth is not efficient for improving the model’s capacity. Specifically, since anti-spoofing countermeasures development requires high generalizability to unseen spoofing attacks, only increasing the width and depth can easily lead to over-fitting, due to the huge amount of parameters.

In this work, we make the first attempt to leverage a novel Res2Net [19] model architecture in anti-spoofing systems, motivated by their promising performance on vision tasks [19-21]. Res2Net focuses on the revision of the ResNet block to enable multiple feature scales. It splits the feature maps within one block into multiple channel groups and designs a residual-like connection across different channel groups. Such residual-like connection increases the possible receptive fields, resulting in multiple feature scales. This additional multi-scale reception improves the system’s capacity and helps the system perform better when generalized to unseen spoofing attacks. Meanwhile, it also decreases the model size compared to traditional ResNet-based models. Our experiments verified a significant improvement of Res2Net50 over ResNet34 and ResNet50 in detecting both replay and synthetic speech audios. Moreover, integration with the squeeze-and-excitation (SE) block [22] can further enhance performance. For feature engineering, we investigate the generalizability of the Res2Net model that incorporates with different acoustic features, and observe that the constant-Q transform (CQT) achieves the most promising results in both PA and LA subsets of ASVspoof 2019. Our best single model outperforms the other state-of-the-art single systems in both physical and logical scenarios.
The contributions of this work include: 1) Leveraging the Res2Net model architecture into anti-spoofing and verifying its significant improvements over ResNet34 and ResNet50 models; 2) Investigating the generalizability of the Res2Net model incorporated with different acoustic features in both PA and LA scenarios; 3) Developing a single model that outperforms other state-of-the-art single systems for both PA and LA in ASVspoof 2019.

The rest of this paper is organized as follows: Section 2 illustrates the Res2Net block and its integration with the SE block, followed by the overall model architectures. Experimental setup and results are discussed in Section 3 and 4, respectively. We conclude this work in Section 5.

2. APPROACH

2.1. Res2Net block

The Res2Net [19] architecture aims at improving multi-scale representation by increasing the number of available receptive fields. This is achieved by connecting smaller filter groups within one block in a hierarchical residual-like style. The comparison among the basic block [23], bottleneck block [23] and Res2Net block is illustrated in Fig. 1. The Res2Net block is modified from the bottleneck block. After a $1 \times 1$ convolution, it evenly splits the input feature maps by the channel dimension into $s$ subsets, denoted by $x_i$, where $i \in \{1, 2, \ldots, s\}$. Except for $x_1$, each $x_i$ is processed by a $3 \times 3$ convolutional filter $K_i()$. Starting from $i = 3$, $x_i$ is added with the output of $K_{i-1}$ before being fed into $K_i()$. This process can be formulated as Eq. [1]

$$y_i = \begin{cases} x_i, & i = 1 \\ K_i(x_i), & i = 2 \\ K_i(x_i + y_{i-1}), & 2 < i \leq s \end{cases}$$

where $s$ is defined as the scale dimension [19], indicating the number of partitions applied to split feature maps. This hierarchical residual-like connection enables multiple-size of receptive fields within one block, resulting in multiple feature scales. Finally, it concatenates all splits and passes them through a $1 \times 1$ convolution filter to maintain the channel size of this residual block.

Note that the hierarchical residual-like connection between filter groups also decreases the amount of model parameters. We assume that the feature maps after the first $1 \times 1$ convolution is $X \in \mathbb{R}^{I \times H_{in} \times W_{in}}$, and the one before the last $1 \times 1$ convolution is $Y \in \mathbb{R}^{O \times H_{out} \times W_{out}}$, where $H_{in}$, $W_{in}$, $H_{out}$ and $W_{out}$ are feature dimensions, and $I$ and $O$ are the number of channels for $X$ and $Y$, respectively. In the bottleneck block, it transforms $X$ to $Y$ by using a filter $W \in \mathbb{R}^{I \times O \times 3 \times 3}$ with a parameter size of $9 \times I \times O$.

While in the Res2Net block, it splits $X$ into $s$ partitions with each $x_i \in \mathbb{R}^{\frac{H_{in}}{s} \times W_{in}}$, for $i \in \{1, 2, \ldots, s\}$. Except for $x_1$, it transforms each $x_i$ into $y_i \in \mathbb{R}^{\frac{H_{out}}{s} \times W_{out}}$ by using a filter $K_i \in \mathbb{R}^{\frac{H_{in}}{s} \times \frac{W_{in}}{s} \times 3 \times 3}$, resulting in a total parameter size of $\frac{9 \times I \times O \times (s-1)}{s^2}$, which is smaller than the parameter size of $W$.

2.2. Integration with the squeeze-and-excitation block

The squeeze-and-excitation (SE) block [22] adaptively re-calibrates channel-wise feature responses by explicitly modeling the inter-dependencies between channels. This inter-dependencies modeling assigns different impact weights to channels, which improves the
model’s capacity to focus on channel information that is most related with spoofing cues. Motivated by this, we stack the Res2Net and SE blocks together to form the SE-Res2Net block, as shown in Fig. 1 (d). Our experimental results demonstrated that this integration can bring further improvement for both PA and LA scenarios.

### 2.3. Overall model architecture

In this work, we evaluate and compare the performances of ResNet34, ResNet50, Res2Net50 and SE-Res2Net50, and an overview of their architectures are shown in Table 1. We notice that the Conv1 Stages of Res2Net50 and SE-Res2Net50 are slightly different from that of ResNet34 and ResNet50. This is because we adopt the updated “v1b” version of Res2Net provided by [19], which has been experimentally demonstrated to be more effective. The remaining parts for all models are identical, except for the block type. ResNet34, ResNet50, Res2Net50 and SE-Res2Net60 adopt the basic, bottleneck, ResNet and SE-ResNet blocks, respectively. In this work, we decrease the block expansion in ResNet50, Res2Net50 and SE-Res2Net50 from 4 to 2, to reduce the number of model parameters and prevent over-fitting issues. The scale dimension $s$ in Res2Net50 and SE-Res2Net50 is experimentally set as 4.

### 3. EXPERIMENTAL SETUP

**Dataset:** All experiments are conducted under the ASVspoof 2019 challenge, which contains two subset evaluations: PA and LA. The detailed description of these two subsets are shown in Table 3. For each subset, our models are trained on the training partition, and the development partition is used for model selection. The evaluation partition consists mostly of unseen spoofing attacks, generated with either replay configurations or spoofing algorithms which differ from those in the training and development partitions. Systems are evaluated by the tandem detection cost function (t-DCF) [8] and equal error rate (EER) [8]. The log-probability of the bonafide class is adopted as the score for t-DCF and EER computation.

**Feature extraction:** Three acoustic features are evaluated in our experiments: log power magnitude spectrogram (Spec), linear frequency cepstral coefficients (LFCC) and constant-Q transform (CQT). The Spec is extracted with a “Hanning” window having size of 25ms and step-size of 10ms, and 512 FFT points are applied. The LFCC exactly follows the official baseline provided in the ASVspoof 2019 [8], extracted with 20ms window length, 512 FFT points and 20 filters with their delta and double delta coefficients, making 60-dimensional feature vectors. The CQT is extracted with 16ms step size, Hanning window, 9 octaves with 48 bins per octave. All features are truncated along the time axis to reserve exactly 400 frames.

| System       | # params | Physical Access | Logical Access |
|--------------|----------|-----------------|---------------|
|              |          | Dev Set         | Eval Set      | Dev Set         | Eval Set      |
|              |          | EER (%) | t-DCF | EER (%) | t-DCF | EER (%) | t-DCF |
| ResNet34     | 1.33M    | 0.83  | 0.022 | 1.46  | 0.041 | 0.39  | 0.013 |
| SE-ResNet34  | 1.34M    | 0.57  | 0.015 | 1.32  | 0.037 | 0.35  | 0.011 |
| ResNet50     | 1.05M    | 0.91  | 0.024 | 1.59  | 0.043 | 0.94  | 0.028 |
| SE-ResNet50  | 1.09M    | 0.70  | 0.020 | 1.37  | 0.038 | 0.47  | 0.008 |
| Res2Net50    | 0.88M    | 0.45  | 0.012 | 0.91  | 0.026 | 0.36  | 0.011 |
| SE-Res2Net50 | 0.92M    | 0.52  | 0.012 | 0.74  | 0.021 | 0.23  | 0.005 |
| Stat-SE-Res2Net50 | 0.96M | 0.35  | 0.001 | 1.00  | 0.027 | 0.20  | 0.004 |

The feature less than 400 frames would be extended by repeating their contents.

**Training strategy:** The binary cross entropy is used as the loss function to train all models. Adam [24] is adopted as the optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.98$ and weight decay $10^{-9}$. The learning rate scheduler increases the learning rate linearly for the first 1000 warm-up steps and then decreases it proportionally to the inverse square root of the step number $\beta_9$. All models are trained with 20 epochs, and the model with lowest EER on development set is chosen to be evaluated.

### 4. EXPERIMENTAL RESULTS

#### 4.1. The effectiveness of the Res2Net architecture

This section evaluates the effectiveness of the proposed Res2Net-based architectures for detecting spoofing samples. We leverage the results of ResNet34-based and ResNet50-based models for comparison, as shown in Table 2. The input features for PA and LA evaluation are Spec and LFCC, respectively. In the comparison between ResNet34 and ResNet50, we observe that ResNet34 outperforms ResNet50 in all conditions, which indicates that simply going deeper cannot benefit spoofing attacks detection. The parameter size of ResNet50 is smaller than ResNet34, because we decreased the expansion in ResNet50 from 4 to 2. We also conducted experiments on ResNet50 with the expansion being 4, and observed worse performance. After involving Res2Net50 into comparison, we observe that it significantly outperforms both ResNet34 and ResNet50. Specifically, Res2Net50 respectively outperforms ResNet34 and ResNet50 by a relative EER reduction of 37.7% and 42.8% on the PA evaluation set, and 20.9% and 29.3% on the LA evaluation set. Similar gains are also observed under the t-DCF metric. We also observe that when compared to ResNet34 and ResNet50, the model size of Res2Net50 is relatively reduced by 33.8% and 16.2%, respectively, which verifies the efficiency of the Res2Net architecture in detecting spoofing attacks.

Furthermore, integration with the SE block can further improve the performance for all model architectures. For Res2Net50, the
Table 4. Results on the ASVspoof 2019 physical access in terms of EER (%) and t-DCF of SE-Res2Net50 with different input features.

| Features | Dev Set | Eval Set |
|----------|---------|----------|
|          | EER (%) | t-DCF    | EER (%) | t-DCF    |
| Spec     | 0.519   | 0.0120   | 0.741   | 0.0207   |
| LFCC     | 0.833   | 0.0229   | 1.465   | 0.0434   |
| CQT      | 0.329   | 0.0086   | 0.459   | 0.0116   |
| fusion   | 0.096   | 0.0028   | 0.287   | 0.0075   |

ASVspoof 2019 Baseline [8]

Table 5. Results on the ASVspoof 2019 logical access in terms of EER (%) and t-DCF of SE-Res2Net50 with different input features.

| Features | Dev Set | Eval Set |
|----------|---------|----------|
|          | EER (%) | t-DCF    | EER (%) | t-DCF    |
| Spec     | 0       | 0        | 8.783   | 0.2237   |
| LFCC     | 0.228   | 0.0051   | 2.869   | 0.0786   |
| CQT      | 0.432   | 0.0143   | 2.502   | 0.0743   |
| fusion   | 0       | 0        | 1.892   | 0.0452   |

ASVspoof 2019 Baseline [8]

Table 6. Performance comparison of the proposed SE-Res2Net50 incorporated with the CQT to some known state-of-the-art single systems on the evaluation set of the ASVspoof 2019 physical and logical access. Some systems reported results on only one access, and we denote the absent results as ‘—’ in the table.

| System | Physical Access | Logical Access |
|--------|-----------------|----------------|
|        | EER (%) | t-DCF | EER (%) | t-DCF |
| Spec+ResNet+CE [13] | 3.81 | 0.0994 | 9.68 | 0.2741 |
| MFCC+ResNet+CE [13] | 4.37 | 0.1070 | 7.69 | 0.2166 |
| CQCC+ResNet+CE [13] | 4.43 | 0.1070 | 7.69 | 0.2166 |
| Spec+ResNet+CE [19] | 1.29 | 0.0336 | 11.75 | 0.216 |
| Joint_gram+ResNet+CE [1] | 1.23 | 0.0345 | 9.33 | 0.2042 |
| GD_gram+ResNet+CE [1] | 1.08 | 0.0282 | 9.33 | 0.2042 |
| LFCC+LCNN+A-softmax [17] | 4.60 | 0.1053 | 5.06 | 0.0100 |
| FFT+LCNN+A-softmax [17] | 4.60 | 0.1053 | 5.06 | 0.0100 |
| CQT+LCNN+A-softmax [7] | 4.60 | 0.1053 | 5.06 | 0.0100 |
| FG-CQT+LCNN+CE [17] | 4.60 | 0.1053 | 5.06 | 0.0100 |
| Spec+LCGRNN+GKDE-Softmax [16] | 1.06 | 0.0222 | 3.77 | 0.0842 |
| Spec+LCGRNN+GKDE-Triplet [16] | 0.92 | 0.0198 | 3.03 | 0.0776 |
| MGD+ResNet+CE [11] | 2.15 | 0.0465 | 2.50 | 0.0416 |
| CQTMGE+ResNet+CE [17] | 0.94 | 0.0250 | 2.50 | 0.0416 |
| Our: CQT+SE-Res2Net50+CE | 0.459 | 0.0416 | 2.50 | 0.0416 |

4.3. Comparison with the state-of-the-art single systems

This section compares our best single system, i.e. SE-Res2Net50 incorporated with the CQT, with some of the reported state-of-the-art single systems on the ASVspoof2019 PA and LA evaluation sets. Some of the top single systems are shown in Table 6 according to our best knowledge. The systems are denoted by a name consisting of input features, system architecture and loss criteria.

We observe that only a few systems achieve either an EER below 1.0% on the PA evaluation set, or an EER below 4.0% on the LA evaluation set, and rarely do systems have promising performance on both, which indicates the challenge in detecting unseen spoofing attacks. Most of the well-performing systems explore powerful model architectures and loss criteria. In the PA scenario, the system in [11] has very promising performance and achieved the top single system in the PA scenario of the ASVspoof2019 competition. This is outperformed by our system at a relative EER reduction of 11.5%, depicting the effectiveness of the proposed approach in detecting spoofing attacks. In the LA scenario, our system also outperforms other state-of-the-art systems by a large margin.

5. CONCLUSION

This work proposes to leverage the Res2Net model architecture into ASV anti-spoofing systems. Res2Net focuses on the revision of the ResNet block to enable multiple feature scales. Specifically, it splits the feature maps within one block into multiple channel groups, and designs a hierarchical residual-like connection between channel groups. This connection enables multiple size of receptive fields, resulting in multiple feature scales. Such a multiple scaling mechanism is expected to improve the countermeasure’s generalizability to unseen spoofing attacks. Our experimental results show significant improvement of Res2Net50 over the ResNet34 and ResNet50 systems on both PA and LA scenarios. Also, the performance can be further enhanced by integration with the SE block. Moreover, we evaluate ResNet50 incorporated with different acoustic features, and found that the CQT achieves the most promising results for both PA and LA scenarios. Our best single model outperforms other state-of-the-art single systems in both PA and LA subsets. Based on these findings, possible future work will focus on developing more efficient network architectures to deal with ASV anti-spoofing task.
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