Abstract. Previous works on image inpainting mainly focus on inpainting background or partially missing objects, while the problem of inpainting an entire missing object remains unexplored. This work studies a new image inpainting task, i.e. shape-guided object inpainting. Given an incomplete input image, the goal is to fill in the hole by generating an object based on the context and implicit guidance given by the hole shape. Since previous methods for image inpainting are mainly designed for background inpainting, they are not suitable for this task. Therefore, we propose a new data preparation method and a novel Contextual Object Generator (CogNet) for the object inpainting task. On the data side, we incorporate object priors into training data by using object instances as holes. The CogNet has a two-stream architecture that combines the standard bottom-up image completion process with a top-down object generation process. A predictive class embedding module bridges the two streams by predicting the class of the missing object from the bottom-up features, from which a semantic object map is derived as the input of the top-down stream. Experiments demonstrate that the proposed method can generate realistic objects that fit the context in terms of both visual appearance and semantic meanings. Code can be found at the project page https://zengxianyu.github.io/objpaint
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1 Introduction

Image inpainting (a.k.a. image completion), which aims to fill missing regions of an image, has been an active research topic of computer vision for decades. Despite the great progress made in recent years [29, 48, 69, 57, 39, 16, 34, 53, 45, 32, 51, 60, 55, 54, 50, 42, 47, 45], image inpainting remains a challenging problem due to its inherent ambiguity and the complexity of natural images. Therefore, various guided inpainting methods have been proposed that exploit external guidance information such as examplar [28, 67, 69], sketches [37, 56, 18, 43, 59], label maps [2], etc. However, previous work on image inpainting mainly focuses on inpainting background or partially missing objects. The problem of inpainting an entire missing object is still unexplored. In this paper, we study a new guided inpainting task, i.e. shape-guided object inpainting, where the guidance is implicitly given by the object shape. As shown in Fig. 1, given an incomplete input image, the goal is to generate a new object to fill the hole. It can be used in various practical applications such as object re-generation, object insertion, and object/person anonymization.

This task has a similar input and output setup to the traditional image inpainting task; both take an incomplete/masked image and the hole mask as input to produce a complete image as output. However, previous methods are mainly designed for background inpainting and are not suitable for this object inpainting task. Early patch-based synthesis methods borrow content from the remaining image to fill the hole. These methods are hardly seemed fit for this task as they cannot generate novel content. Recent deep generative inpainting methods should be able to inpaint both background and objects, but in practice, they still have a strong bias towards background generation [25]. The reason lies in both the training strategy and the model architecture of previous deep learning based approaches. First, previous methods synthesize the training data by simply masking images at random positions with different regions masked at equal probability. Since the appearance of background patches are usually similar to surrounding, it is easier to learn to extend the surrounding background to fill a hole than to generate objects. Second, previous methods formulate image inpainting as a bottom-up context-based process that uses stacked convolution layers to propagate context information from the known region to the missing regions. However, object generation is essentially a top-down process: it starts from a high-level concept of the object and gradually hallucinate the concrete appearance centering around the concept. Without any top-down guidance, it is hard to generate a reasonable object of consistent semantic meaning.

Therefore, in order to find a better solution, we design a new data preparation method and a new generative network architecture for the object inpainting task. On the data side, to overcome the bias towards the background, we incorporate object prior by using object instances as holes in training. For the network architecture, we consider three important goals of object inpainting: (1) visual coherency between the appearance of generated and existing pixels; (2) semantic consistency within the inpainted region, i.e. the generated pixels should constitute a reasonable object; (3) high-level coherency between the generated objects
and the context. To achieve these goals, we propose a contextual object generator (CogNet) with two-stream network architecture. It consists of a bottom-up and top-down stream that models a bottom-up and top-down generation process, respectively. The bottom-up stream resembles a typical framework used by previous approaches to achieve appearance coherency. It takes the incomplete image as input and fills the missing region based on contextual information extracted from the existing pixels. The bridge between the bottom-up stream is a predictive class embedding (PCE) module. It predicts the class of the missing object based on features from the bottom-up stream to encourage high-level coherency. The top-down stream is designed inspired by semantic image synthesis [17, 40] and has a similar framework to it. It aims to hallucinate class-related object features based on a semantic object map obtained by combining the predicted class and the hole mask. Since the features at all object pixels are generated from the same class label, their semantic consistency can be ensured.

In summary, our contributions are as follows:

- We explore a new guided image inpainting task, i.e. shape-guided object inpainting.
- We propose a new data preparation method and a novel Contextual Object Generator (CogNet) model for object inpainting.
- Experiments demonstrate that the proposed method is effective for the task and achieves superior performance against state-of-the-art inpainting models finetuned for the task.

2 Related Work

2.1 Image Inpainting

Conventional image inpainting methods fill the holes by borrowing existing content from the known region. Patch-based methods search well-matched patches from the known part in the input image as replacement patches to fill in the missing region. Efros et al. [11] propose a non-parametric sampling method for texture synthesis method that can synthesize images by sampling patches from a texture example. It can be applied for hole-filling through constrained texture synthesis. Drori et al. [10] propose to iteratively fill missing regions from high to low confidence with similar patches. Barnes et al. [4] propose a randomized algorithm for quickly finding matched patches for filling missing regions in an image. Diffusion-based methods propagate local image appearance surrounding the missing region based on the isophote direction field. Bertalmio et al. [5] propose to smoothly propagate information from the surrounding areas in the isophotes direction to fill the missing regions. Ballester et al. [3] propose to jointly interpolate the image gray-levels and gradient/isophotes directions to smoothly extend the isophote lines into the holes. These methods cannot generate entirely new content that does not exist in the input image.

In recent years, driven by the success of deep generative models, extensive research efforts have been put into data-driven deep learning based approaches.
This branch of work usually formulates image completion as an image generation problem conditioned on the existing pixels in known regions. They can generate plausible new content and have shown significant improvements in filling holes in complex images. The first batch of deep learning based approaches only works on square holes. Iizuka et al. [16] propose to use two discriminators to train a conditional GAN to make the inpainted content both locally and globally consistent. Yu et al. [58] propose contextual attention to explicitly utilize surrounding image features as references in the latent feature space. Zeng et al. [61] propose to use region affinity from high-level features to guide the completion of missing regions in low-level features. Later on, the research effort has shifted to image completion with irregular holes. Liu et al. [34] use collect estimated occlusion/disocclusion masks between two consecutive frames of videos and use them to generate holes and propose partial convolution to exploit information from the known region more efficiently. Yu [59] generate free-form masks by simulating random strokes. They generalize partial convolution to gated convolution that learns to select features for each channel at each spatial location across all layers. Zeng et al. [62] use object-shaped holes to simulate real object removal cases and propose an iterative inpainting method with a confidence feedback mechanism. The above deep learning based methods mainly focus on background inpainting. In training, images are masked at random positions, resulting in a bias towards background as background is usually more predictable in most images. In addition, some methods use attention mechanisms to explicitly borrow patches/features from known regions [58, 59, 61, 62, 65, 36] as in the conventional methods, which can be seen as background prior and will further encourage the tendency to generate background. Some previous works on deep learning based inpainting have touched on topics related to object inpainting. Xiong et al. [53] propose a foreground-aware image inpainting system by predicting the contour of salient objects. Ke et al. [26] propose an occlusion aware inpainting method to inpaint partially missing objects in videos. These methods mainly focus on inpainting partially missing objects.

### 2.2 Guided Image Inpainting

Some works attempt to allow users to provide more guidance to reduce the ambiguity of image inpainting and improve the results. Many types of guidance have been explored, such as exemplar images, sketches, label maps, text. Yu et al. [59] propose DeepFillV2, which can perform sketch-guided image inpainting of general images as well as face images. Park [18] explore face inpainting with sketch and color strokes as guidance. Zhang et al. [63] propose to inpaint the missing part of an image according to text guidance provided by users. Ardino et al. [2] propose to use label maps as guidance for image inpainting. Although the guided inpainting methods [63] and [2] might be able to generate an entire new object if the text or label map about the object are given as guidance, they require the users to provide the external guidance explicitly. In comparison, our method only takes the incomplete image and hole mask as input.
2.3 Semantic Image Synthesis

Semantic image synthesis is a sub-class of conditional image generation which aims to generate photo-realistic images from user-specified semantic layouts. It was first introduced by Isola et al. [17], who proposed an image-to-image translation framework, called Pix2Pix, to generate images from label maps or edge maps. Zhu et al. [70] propose CycleGAN to allow training an image translation model on unpaired data with a cycle consistency constraint. Park et al. [40] propose spatially-adaptive normalization for semantic image synthesis, which modulates the activations using semantic layouts to propagate semantic information throughout the network. Chen et al. [7] propose cascaded refinement networks and use perceptual losses for semantic image synthesis. Wang et al. [49] propose Pix2PixHD which improves the quality of synthesized images using feature matching losses, multiscale discriminators and an improved generator. Our method takes inspiration from semantic image synthesis methods to design the top-down stream of the contextual object generator. Unlike semantic image synthesis, where the semantic layouts or label maps are known, our semantic object maps are derived by combining the predicted class and the hole mask.

2.4 Background-based Object Recognition

Object recognition is a task to categorize an image according to the visual contents. In recent years, the availability of large-scale datasets and powerful computers made it possible to train deep CNNs, which achieved a breakthrough success for object recognition [27]. Normally, an object recognition model categorizes an object primarily by recognizing the visual patterns in the foreground region. However, recent research has shown that a deep network can produce reasonable object results with only background available. Zhu et al. [71] find that the AlexNet model [27] trained on pure background without objects achieves highly reasonable recognition performance that beats human recognition in the same situations. Xiao et al. [52] analyze the performance of state-of-the-art architectures on object recognition with foreground removed in different ways. It is reported that the models can achieve over 70% test accuracy in a no-foreground setting where the foreground objects are masked. These works aim to predict only the class of an object from background. In this paper, we show that the entire object can be generated based on the background.

3 Method

Given an input image with missing regions, our goal is to fill the missing region with generated objects. We take a data-driven approach based on generative adversarial networks (GANs) [12, 44, 21, 6, 22, 23]. A contextual object generator is designed to generate objects based on the context that not only fit the known region and of reasonable semantic meanings. The generator is jointly trained with a discriminator on a synthetic dataset obtained by masking object regions.
in real images. We use the discriminator proposed in \cite{22,23}. In what follows, we introduce our data acquisition approach in Sec. 3.1 and network architecture of the generator in Sec. 3.2.

### 3.1 Data Preparation

![Previous approaches vs Ours](image)

Fig. 2: Top: input. Bottom: original image and ground-truth. Previous deep learning based inpainting methods generate training data by masking at random positions, which results in a bias towards background generation. We propose to incorporate object prior into training data by masking object instances.

Most deep learning based image inpainting methods prepare data by masking images at random positions using synthetic masks obtained by drawing random rectangles \cite{61,58,54}, brush strokes or from a fixed set of irregular masks \cite{34,62,35}. Paired training data \(\{(x', m), x\}\) can be formed by taking the masked image \(x' = x \odot m\) and mask \(m\) as input with the original image \(x\) as ground-truth. This data synthesis pipeline can generate a very large dataset for training a powerful deep model capable of completing large holes and dealing with complex scenes. Although this random masking process produces diverse data with masks on both background and object regions, the trained model often has a strong tendency to generate background as background is more common and easier to predict than objects \cite{20,24}. In this work, since we aim to train an image completion model to generate objects, the random masking process is not suitable. Therefore, we design a new data synthesis method that incorporates the object prior into training data by using object instances as holes. For an image \(x\), its instance segmentation \(\{m^i, y^i\}_{i=1}^c\) can be obtained by manual annotation or using segmentation models, where \(m^i, y^i\) are the mask and class of each object instance, \(c\) denotes the number of instances. Then \(c\) training samples \(\{(x'^i, m^i), x\}_{i=1}^c\) can be constructed by masking the image \(x\) with each instance mask: \(x'^i = x \odot m^i\). There exist datasets such as COCO \cite{33} with manually annotated segmentation masks, which can be used to construct high-quality training samples for object-based image completion. However, these
datasets are limited in size and are not sufficient for representing the complexity of objects in natural images. To obtain larger and more diverse training data, we can use instance segmentation models to automatically label a larger dataset with instance masks complementary to the manually annotated segmentation datasets. Although the automatically annotated masks are less accurate, they still cover most object regions and thus can provide a reasonable object prior. Fig. [2] compares our training samples with object instances as holes and the randomly generated training samples used in previous approaches.

### 3.2 Network Architecture

![Diagram of the two-stream network architecture](image)

**Fig. 3:** Illustration of the two-stream network architecture. It consists of a bottom-up stream and a top-down stream. The bottom-up stream models the standard image inpainting process, which takes an incomplete image as input to produce a complete image. The predictive class embedding (PCE) predicts the object class label based on features from the bottom-up stream and embeds it into an embedding vector. The top-down stream generates an image conditioned on the semantic object map. The two streams share the same generator.

In this section, we present the network architecture of the proposed contextual object generator (CogNet). Unlike the traditional image completion task, which only focuses on the consistency of the inpainted region and the context, object-based image completion also requires the inpainted content to be an object of semantic meanings. Previous network architectures for image completion are mainly designed as a bottom-up process to propagate information from known regions to missing regions. The generated content can blend naturally into the context but rarely resemble an object due to the lack of top-down guidance. To solve this problem, we design a two-stream architecture that combines the traditional image inpainting framework with a top-down object generation
process inspired by the semantic image synthesis task \cite{17, 40}. The overall structure is shown in Fig. 3. Each stream has an independent encoder that takes input from the corresponding domains and interacts with each other through the shared generator.

**Bottom-up Process** The bottom-up stream $g^b$ follows the standard design of an image inpainting model. It takes an incomplete RGB image $x' \in X$ and the hole mask $m$ as input and produce an inpainted RGB image $\hat{x} \in X$, i.e. $g^b : X \rightarrow X$. Given an incomplete input image, the encoder extracts hierarchical features from the raw pixels of the known region. It consists of a sequence of $L$ convolutional blocks with a $2 \times 2$ downsample operator between every two consecutive blocks. For an input of size $N \times N$, the encoder produces a series of feature maps $\{f_{b,l}\}_{l=0}^{L-1}$ of various scales, where each feature map $f_{b,l}$ is of size $\frac{N}{2^l}$. Then the multi-scale feature maps $\{f_{b,l}\}$ are used to modulate the generator features of the corresponding scale through the spatial-channel adaptive instance normalization (SC AdaIN) layers.

**Predictive Class Embedding** The bottom-up stream can capture the environmental factor that affects the object’s appearance, such as color, illumination, and style. However, the class-related information is still missing. As recent studies \cite{52, 71} have indicated, models can achieve reasonable object recognition performance by relying on the background alone. Based on this observation, we propose a predictive class embedding module to map the background features into object class embeddings by learning a background-based object recognition model. First, the feature $f_{b,L-1}$ of the last block of the encoder is reshaped and transformed by a fully connected layer into a feature vector $h$. Then a linear classifier is trained to predict the object class given $h$ as input by minimizing $L_c$:

$$L_c = \sum_i -t_i \log \hat{t}_i, \text{ where } \hat{t} = \sigma(W^c h)_i, \quad (1)$$

where $t$ is the one-hot encoding of the true class label; $W^c$ is the weight of the linear classifier; $\sigma$ represents the softmax function; $\hat{t}$ represents the predicted class label. $h$ can be seen as an embedding of the predicted class and is also passed into the SC AdaIN layers.

**Top-down Process** In most images, the appearance of the objects is less predictable from the context than background. Hence the bottom-up process is less effective for object-based image completion. Therefore, we design a top-down stream to allow the model to hallucinate appearance features from semantic concepts for object generation. The top-down stream $g^t : Y \rightarrow X$ is designed inspired by semantic image synthesis methods, i.e. generating image content from semantic layout. Different from standard semantic image synthesis where the label maps are known, the top-down stream generated an RGB image based on the semantic object maps derived from the predicted class. More specifically,
given the predicted class \( \hat{t} \), a semantic object map \( y \in \mathbb{Y} \) can be derived by combining the predicted class and the hole mask \( m \):

\[
y_i = \hat{t}_i \cdot m,
\]

where \( y_i \) represents the semantic object map corresponding to the \( i \)-th class.

Then an \( L \)-layer encoder with a similar structure to the one in the bottom-up stream encodes the semantic object maps into multi-scale feature maps \( \{f_{t,l}\}_{l=1}^L \). These feature maps will be used to modulate the generator feature maps through SC AdaIN layers to provide spatial aware class-related information to the generator.

**SC AdaIN**

Given the environmental features and class inferred from the background, there still can be many possible object appearances. To model the uncertainty in object generation while preserving the information propagated from the encoders, we design the spatial-channel adaptive instance normalization module (SC AdaIN). Fig. 4 illustrates the structure of a SC AdaIN module. Given an input image, we obtain the multi-scale feature maps \( \{f_{b,l}\}, \{f_{t,l}\} \) from the encoders and sample a random latent code \( z \sim \mathcal{N}(0,1) \). Then the latent code is transformed by a fully connected network as in \([23, 22]\) and concatenated with the class embedding \( h \) into a style code \( w \). For each scale \( l \), we normalize and modulate the generator feature map channel-wise using the encoder features and position-wise using the style code \( w \). Let \( X_l \) denote the generator feature map at scale \( l \), the modulated feature map \( \hat{X}_l \) is produced as follow,

\[
\bar{X}_{c,x,y} = X_{c,x,y} - \mu_c^l \cdot \gamma^l(w)_c + \beta^l(w)_c
\]

\[
\hat{X}_{c,x,y} = \bar{X}_{c,x,y} - \bar{\mu}_{x,y} \cdot \bar{\gamma}^l(f_{b,l} + f_{t,l})_{c,x,y} + \bar{\beta}^l(f_{b,l} + f_{t,l})_{c,x,y}
\]

where \( \mu_c^l, \sigma_c^l \) are the mean and standard deviation of \( X_l \) in channel \( c \); \( \bar{\mu}_{x,y}, \bar{\sigma}_{x,y} \) are the mean and standard deviation of \( \bar{X}_l \) at position \( x, y \); \( \gamma^l(w), \beta^l(w) \) and
\( \tilde{\gamma}^l(f^l), \tilde{\beta}^l(f^l) \) transform the style code \( w \) and the encoder feature maps \( f^l \) into the modulation parameters at scale \( l \).

4 Experiment

4.1 Implementation Details

We implement our method and train the model using Python and Pytorch [41]. We use the perceptual loss [19], GAN loss [13], and the loss in Eqn. 1 to train the contextual object generator. The detailed network architectures can be found in the supplementary material. The code will be made publicly available after the paper is published. The model is trained on two A100 GPUs. It takes about a week for training. The inference speed at 256 \( \times \) 256 resolution is 0.05 seconds per image. We compare with two state-of-the-art image inpainting methods DeepfillV2 [59] and CoModGAN [66] and RFR [30]. Since the original models of the compared methods are trained using random masks, it is not suitable to directly apply the pretrained models for object inpainting. Therefore, to compare with these methods, we train the model on the corresponding dataset using the mask synthesis method described in Sec. 3.1. We evaluate the performance using the metrics FID [14] and LPIPS [64] as they are the most commonly used metric for assessing the quality of generative models [38] and image-conditional GANs [1, 15, 46].

4.2 Datasets

We train and evaluate our model on three datasets COCO [33], Cityscapes [9] and Places2 [68], which are commonly used in image inpainting, semantic segmentation, and semantic image synthesis. Note that the segmentation maps are only required in training. In the inference stage, only an input image and hole mask are needed. We use the official training split to train and evaluate the models on the official validation split. All images are cropped into 256 \( \times \) 256 patches during training and evaluation. Cityscape dataset contains segmentation ground truths for objects in city scenes such as roads, lanes, vehicles, and objects on roads. This dataset contains 30 classes collected over different environmental and weather conditions in 50 cities. It provides dense pixel-level annotations for 5,000 images pre-split into training (2,975), validation (500) and test (1,525). Since Cityscapes provides accurate segmentation ground-truth, it can be directly used for training our model. COCO dataset is a large-scale dataset designed to represent a vast collection of common objects. This dataset is split into a training split of 82,783 images, a validation split of 40,504 images, and a test split of 40,775 images. There are 883,331 segmented object instances in COCO dataset. The object masks in COCO dataset are given by polygons. To obtain more accurate object masks, we preprocess the COCO object masks using a segmentation refinement method [8]. Places2 dataset is a large-scale dataset for scene recognition and contains about 10 million images covering more than 205 scene categories. Places2 dataset, since there is no segmentation ground-truth available, we annotate the object masks using a segmentation method [31].
Table 1: Quantitative evaluation results.

| Method    | COCO            | Places2         | Cityscapes       |
|-----------|----------------|----------------|-----------------|
|           | FID  | LPIPS    | FID  | LPIPS    | FID  | LPIPS    |
| CoModGAN  | 7.693| 0.1122   | 7.471| 0.1086   | 8.161| 0.0491   |
| DeepFillV2| 10.56 | 0.1216   | 8.751| 0.1201   | 10.56| 0.0542   |
| RFR       | 13.38 | 0.1141   | 14.22| 0.1125   | 15.92| 0.0497   |
| Ours      | **4.700** | **0.1049** | **3.801** | **0.0928** | **7.411** | **0.0458** |

4.3 Comparison with State-of-the-art Methods

Qualitative evaluation Fig. 5 shows the object inpainting results of the proposed method and state-of-the-art methods. Fig. 7 shows the multiple diverse results produced by our method for the same input images. Since the existing deep learning based inpainting methods mainly focus on the coherency of appearance between inpainted regions and known regions and only model the bottom-up generation process, they do not perform well for object inpainting. Even when trained on the object datasets, the object inpainting results of the previous approaches are still far from satisfactory. As we can see from the results, DeepFillV2 usually generates a colored shape hardly resembling an object. Benefiting from the powerful StyleGAN architecture, CoModGAN can produce relatively more object-like results, but often without a consistent semantic meaning, e.g., the horse with giraffe patterns as shown in the right column of the third row. In comparison, our method combines the bottom-up and the top-down generation process to achieve both low-level and high-level coherency between the generated content and the surrounding. Our method can generate objects that can naturally blend into the context in the sense of both appearance and semantic meanings. The object appearance is consistent with the environment, e.g. lighting, color, and style, and is also well aligned with the corresponding semantic class.

Quantitative Evaluation Table 1 reports quantitative evaluation results on COCO, Places2, and Cityscapes datasets. The evaluation results show that our method outperforms the state-of-the-art methods on all metrics, especially the significantly lower FID. Since FID measures the distance between the distribution of the deep features of generated images and real images, the lower FID scores imply that the objects generated by our model have a closer distribution to the distribution of natural objects. This further demonstrates the superiority of our method in terms of object inpainting.

4.4 Ablation Study

In this section, we discuss the effect of each component. First, different from previous work on image inpainting which generates the training data using random
Table 2: Effect of each component in terms of FID and LPIPS.

| Object Data | PCE | Top-down | FID   | LPIPS   |
|-------------|-----|----------|-------|---------|
| √           |     |          | 6.144 | 0.1066  |
| √           | √   |          | 5.434 | 0.1081  |
| √           | √   | √        | 4.700 | 0.1049  |

masks, we construct the specialized training data for object inpainting to incorporate object prior. Without this prior, the trained inpainting model usually has the bias towards background generation and will not generate objects when filling a missing region, as shown in Fig. 6 (b). The predictive class embedding (PCE) extracts class-related information from the context. Without this module, the model trained on object data might be able to produce object-like content. However, it is challenging to generate a semantically reasonable object without knowing the object’s class. As shown in Fig. 6 (c), usually the appearance of the generated objects are simply taken from the nearby regions. For instance, in the second row, the model without PCE generates an object of zebra shape but with the texture of a nearby giraffe. The top-down stream takes the semantic object mask as input, which provides stronger spatial semantic guidance for object generation. Without this information, the model can only access class-related information from PCE, which is insufficient for hallucinating object appearance. Hence the model will still rely on the appearance of the surrounding area. As shown in Fig. 6 (d), although the model without the top-down stream can produce some zebra strikes, the color of the zebra seems to be from the surrounding background area. Table 2 reports FID scores with and without each component. We can see that the predictive class embedding and the incorporation of the top-down stream can significantly reduce the FID by providing class-related information.

5 Conclusion and Future Work

We study a new image inpainting task, i.e. shape-guided object inpainting. We find that existing image inpainting methods are not suitable for object inpainting due to the bias towards background and a lack of top-down guidance. Therefore, we design a new data preparation method that incorporates object priors by using object instances as holes and propose a Contextual Object Generator (CogNet) with a two-stream network architecture that combines the bottom-up image completion process with a top-down object generation process. Experiments demonstrate that the proposed method can generate realistic objects that fit the context in terms of both visual appearance and semantic meanings.

The proposed method can be easily extended to inpaint partially missing objects by using partial instances masks in training. This can be an interesting topic for future work.
Fig. 5: Object inpainting results of our method and state-of-the-art methods. Our method can generate objects coherent with the context in terms of both appearance and semantic meanings, while the generated contents of previous approaches seldom resemble reasonable objects.
Fig. 6: From left to right are: (a) input, (b) without object training data, (c) without predictive class embedding, (d) without top-down stream, (e) full model.

Fig. 7: Our method can produce multiple diverse object inpainting results for the same input image by using different random latent code $z$. 
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