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Abstract
In this paper, a time series model is proposed, where the coefficients take values from random matrix ensembles. Formal definitions, theoretical solutions, and statistical properties are derived. Estimation and forecast methodologies for random matrix time series are discussed, accompanied by examples. Additionally, the paper suggests random matrix differential equations and explores potential applications of the time series model at the end.
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1 Introduction
Random matrix theories were first introduced in statistics by Wishart [1]. In 1951, they were introduced into nuclear physics by Wigner [2]. Since then, random matrix theories have become a rich research topic in both the Mathematics and Physics communities. In 1962, Dyson introduced the classification of random matrix ensembles based on symmetries [3], which are the Gaussian unitary ensemble (GUE), the Gaussian orthogonal ensemble (GOE), and the Gaussian symplectic ensemble (GSE). Various applications can be found in the research of statistics, integrable systems, operator algebras, and number theory, as well as in statistical physics, quantum chromodynamics, and quantum gravity [4].

The Gaussian orthogonal ensemble (GOE) is a widely used random matrix ensemble that can be defined by symmetric matrix with random elements. Specifically, the diagonal elements $h_{ii}$ of the random matrix $H$ are assumed to be normally distributed with mean 0 and variance 2, while the off-diagonal elements are independent and identically distributed with mean 0 and variance 1. This joint distribution of the independent matrix elements of the symmetric random matrix can be described by a density function of
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\[
\frac{1}{Z_{GOE(n)}} e^{-\frac{n}{4} \text{tr} H^2},
\]

on the space of \( n \times n \) real symmetric matrices \( H \). Here \( Z_{GOE(n)} \) is a normalization constant.

The Gaussian unitary ensemble (GUE) is defined by a random Hermitian matrix whose diagonal elements \( H_{ii} \sim N(0, 1) \). Its off-diagonal elements satisfy \( H_{ij} \sim N(0, 0.5) + N(0, 0.5)i \) with \( i < j \). The joint distribution of the independent matrix elements is described by the density

\[
\frac{1}{Z_{GUE(n)}} e^{-\frac{n}{2} \text{tr} H^2},
\]

on the space of \( n \times n \) Hermitian matrices \( H \). \( Z_{GUE(n)} \) is a normalization constant.

The joint distribution of the independent matrix elements of the Gaussian symplectic ensemble (GSE) is described by the density

\[
\frac{1}{Z_{GSE(n)}} e^{-n \text{tr} H^2},
\]

on the space of \( n \times n \) Hermitian quaternionic matrices \( H \). \( Z_{GSE(n)} \) is a normalization constant.

In statistics, time series analysis refers to methods for analyzing time-series data. Statistics and other characteristics can be acquired by fitting a time series model with actual data. Those fitted characteristics or time series model parameters can also be used to generate forecasts. Typical time series models are autoregressive (AR) models, vector autoregression (VAR), autoregressive integrated moving average (ARIMA) models, and generalized autoregressive conditional heteroskedasticity (GARCH) models. Readers can refer to Ref. [5] for a detailed review of those models.

The vector autoregression (VAR) models can be viewed as another starting point for this paper. A pth-order VAR multivariate time series denoted as \( \text{VAR}(p) \), can be written as:

\[
X_T = c + A_1 X_{T-1} + A_2 X_{T-2} + \cdots + A_p X_{T-p} + e_T.
\]

The variable \( X_T \) represents a kth-order vector, which is a vector of multiple different variables all evaluated at the same time \( T \). The variable \( X_{T-i} \) represents the \( i \)th lag of \( X_T \). The variable \( c \) is the intercept of the model. \( A_p \) represents time-invariant \( k \times k \) matrices, and \( e_T \) represents the error term.

Since both random matrix theory and time series theory are very useful statistical methods, it is natural to consider combining these two theories. Several pioneering works have been published in this direction. For example, in Ref. [6], the authors use methods of random matrix theory to analyze the cross-correlation matrix of stock price changes and find that it exhibits the universal properties of the Gaussian orthogonal ensemble of random matrices. Subsequent research can be found in [7–9]. Time series have been employed to characterize random matrix eigenspectra. In Ref. [10], time series are used to characterize energy spectrum fluctuations of quantum systems. In
Ref. [11], time-series techniques are applied to separate or “detrend” the secular part of the spectrum from the local 1/f fluctuations. In Ref. [12], the same time series techniques are used to demonstrate that local fluctuations may exhibit crossover behavior for nonstandard ensembles. In Ref. [13], this crossover behavior appears to resolve the long-standing problem of nonergodicity in RMT. On the other hand, RMT has been employed to characterize the dynamics of time series. For example, Ref. [14] proposes a random matrix theory (RMT) approach to distinguish chaotic time series from noise. The authors of this paper initially set out to study generic time series models connected by a random matrix and eventually arrived at a form that they later realized could be seen as a generalization of VAR.

In this paper, these two theories are combined from a new perspective. Time series vectors are defined iteratively, with iteration coefficients taking values from random matrix ensembles. For simplicity, we refer to our time series models as nth-order time series with random matrix coefficients, or RMTS(n). A formal definition will be provided, and based on this definition, theoretical solutions and statistical properties such as expectation and variance will be derived. Furthermore, we extend these derivations to include complex random matrices. Estimation and forecast methodologies for random matrix time series will also be discussed, along with examples. To facilitate comparison, the first-order random matrix differential equation is defined in parallel to the random matrix time series. Finally, potential applications will be suggested at the end.

This paper is organized as follows: In Sect. 2, we research first-order random matrix time series models, RMTS(1). In Sect. 3, we discuss nth-order models, RMTS(n). In Sect. 4, we propose the first-order random matrix differential equation. Section 5 suggests some potential applications.

2 First-Order Time Series with Random Matrix Coefficients, RMTS(1)

The first-order time series with random matrix coefficients, or RMTS(1), can be defined similarly to VAR(1) (see Eq. 3). The difference is that the error term is no longer needed since it can be absorbed into \( b(T) \), as defined in Eq. (4), which is a random variable. Instead, the matrix coefficient, which is the random matrix, contains not only the estimation parameters but also absorbs randomness.

**Definition:** A first-order vector autoregressive time series with random matrix coefficients, denoted as RMTS(1), is defined by the iterative relation:

\[
X(T + 1) = A(T)X(T) + b(T). \tag{4}
\]

In this equation, \( X(T) \) represents the vector time series, \( A(T) \) is a random matrix at time \( T \), and \( b(T) \) is a random vector with independent Gaussian random variables as its elements. The random matrix \( A(T) \) can take values from a Gaussian ensemble, or more generally, a matrix with random number elements. The density distribution of \( A(T) \) is assumed to be time-invariant.

Readers may notice that if \( A(T) \) and \( b(T) \) are fixed numbers instead of random numbers, Eq. (4) essentially becomes a difference equation. Due to this similarity,
many methods in difference equations can be extended similarly to the study of this type of time series. For a comprehensive discussion of difference equations, readers can refer to Ref. [15].

2.1 Solutions of RMTS(1)

In this part, we will derive an analytical solution for Eq. (4). We can start with a homogeneous RMTS(1) with no constant term.

Consider the case when \( b(T) = 0 \), we have equation:

\[
X(T + 1) = A(T)X(T).
\]

We define the product of random matrices as:

\[
V(T) = \prod_{i=0}^{T} A(i). \tag{5}
\]

Therefore, using the iterative relation, we can easily obtain:

\[
X(T + 1) = V(T)X(0).
\]

Now let’s consider a generic case where \( b(T) \neq 0 \). Assuming \( V(T) \) has an inverse for every \( T \) (which is true in general due to the randomness of \( A(T) \)), we define \( C(T) \) by the equation (with \( C(0) = X(0) \)):

\[
X(T + 1) = V(T + 1)C(T + 1). \tag{6}
\]

Substituting this equation in Eq. (4), we have:

\[
V(T + 1)C(T + 1) = X(T + 1) = A(T)X(T) + b(T) = A(T)V(T)C(T) + b(T) = V(T + 1)C(T) + b(T),
\]

This can be written as:

\[
V(T + 1)C(T + 1) = V(T + 1)C(T) + b(T),
\]

Multiply both sides of this equation by \( V(T + 1)^{-1} \), we have

\[
C(T + 1) - C(T) = V(T + 1)^{-1}b(T).
\]

Therefore:

\[
C(T + 1) = C(0) + \sum_{i=0}^{T} V(i + 1)^{-1}b(i).
\]
The solutions for \( X(T + 1) \) can be written as:

\[
X(T + 1) = V(T + 1)(C(0) + \sum_{i=0}^{T} V(i + 1)^{-1} b(i)),
\]

(7)

where the matrix \( V(T) \) is defined as:

\[
V(T) = \prod_{i=0}^{T} A(i).
\]

**Products of random matrices:**

The variable \( V(T) \) represents a product of random matrices. The study of the product of random matrices is an ongoing research direction in random matrix theory, and it has yielded valuable theoretical results and practical applications. From a theoretical perspective, existing research has focused on topics such as the probability density of the products of random matrices [16, 17], the joint probability density of eigenvalues [18], and the singular values [19]. These results have found applications in various fields, including matrix-valued diffusions [20], quantum chromodynamics [21], and wireless telecommunication [22], among others. For a comprehensive discussion, readers can refer to Ref. [16], which provides an analytical representation of \( V(T) \) in the context of the product of random matrices.

In Sect. 4, the distributions of the product of random matrices will play a significant role in the discussion of solutions to differential equations.

### 2.2 Maximum Likelihood Estimation for RMST(1)

Generically, each element \( a_{ij} \) of the random matrix \( A \) is assumed to follow a distribution \( a_{ij} \sim N(r_{ij}, \sigma_{ij}^2) \), and these distributions are assumed to be time-invariant. When dealing with actual data, it is important to derive the methodology for parameter estimation.

From Eq.(4), utilizing the properties of the sum of Gaussian random variables, it is evident that the ith row of \( A(T)X(T) \) follows a distribution of 

\[
N \left( \sum_j (r_{ij} X_j(T)) + \sum_j \sigma_{ij}^2 X_j(T)^2, \sum_j \sigma_{ij}^2 X_j(T)^2 + \sigma_{bi}^2 \right).
\]

Assuming \( b_i(T) \sim N(b_i, \sigma_{bi}^2) \), the ith row of \( X(T + 1) \) then follows a distribution of

\[
N \left( \sum_j (r_{ij} X_j(T) + b_i), \sum_j \sigma_{ij}^2 X_j(T)^2 + \sigma_{bi}^2 \right).
\]

(8)

Given the observations from period 0 to \( T_f + 1 \), the likelihood function can be written as

\[
L(r_{ij}, \sigma_{ij}, b_i, \sigma_{bi}^2; X(0)|X(1), X(1)|X(2), ..., X(T_f)|X(T_f + 1))
\]
Table 1: Time series parameters

| Case | Matrix A dimensions | \( r_{ij} (i \neq j) \) | \( \sigma_{ij} (i \neq j) \) | \( r_{ij} (i = j) \) | \( \sigma_{ij} (i = j) \) | \( b_i \) | \( \sigma_{bi} \) | T |
|------|---------------------|-----------------|-----------------|-----------------|-----------------|---------|---------|-----|
| 1    | 5 \times 5          | 0               | 0.125           | 0               | 0.125           | 0       | 0.5     | 50,000 |
| 2    | 5 \times 5          | 0               | 0.125           | 0               | 0.125           | 0       | 0.5     | 500,000 |
| 3    | 10 \times 10        | 0               | 0.1             | 0.1             | 0.1             | 1       | 1       | 10,000 |

Table 2: Maximum likelihood estimation results

| Case | -log-likelihood | \( r_{ij} (i \neq j) \) | \( \sigma_{ij} (i \neq j) \) | \( r_{ij} (i = j) \) | \( \sigma_{ij} (i = j) \) | \( b_i \) | \( \sigma_{bi} \) | iterations |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|---------|---------|---------------|
| 1    | 192,214.4       | 1.382e−4        | 1.239e−1        | 1.115e−3        | −1.360e−1       | −2.010e−3| 5.010e−1 | 393           |
| 2    | 1,916,179.2     | 4.219e−4        | −1.236e−1       | −1.932e−4       | −1.274e−1       | 5.142e−4 | 4.991e−1 | 495           |
| 3    | 765,322.9       | 1.336e−4        | 1.000e−1        | 1.025e−1        | −9.058e−2       | 0.9973  | 1.003   | 576           |

\[
= \prod_{T=0}^{T_f+1} \prod_i \frac{1}{\sqrt{2\pi (\sum_j \sigma_{ij}^2 X_j(T) + \sigma_{bi}^2)}} e^{-\frac{(X_i(T+1)-\sum_j r_{ij} X_j(T)-b_i)^2}{2(\sum_j \sigma_{ij}^2 X_j(T) + \sigma_{bi}^2)}}.
\] (9)

Given \( X(T) \), we can find the best-estimated parameters by maximizing this function. In practice, if we have more than one time series available (with the same parameter distribution), the likelihood function can be written accordingly by multiplying the likelihood of all the available time series.

For demonstration and verification purposes, we perform maximum likelihood estimations with synthetic data. Specifically, \( a_{ij} \sim N(r_{ij}, \sigma_{ij}^2) \) and \( b_i(T) \sim N(b_i, \sigma_{bi}^2) \) are sampled from predetermined distributions. The RMTS(1) can then be constructed by iteration using Eq. (4). With the time series constructed, the maximum likelihood estimation procedure will yield the estimated parameters in \( a_{ij} \sim N(r_{ij}, \sigma_{ij}^2) \) and \( b_i(T) \sim N(b_i, \sigma_{bi}^2) \). These estimated parameters can be compared with our initial setups to assess estimation accuracy.

Table 1 lists the parameters that are used to generate the time series. Three different cases are generated. For simplicity, we assume all off-diagonal elements have the same distribution \( N(r_{ij} (i \neq j), \sigma_{ij}^2 (i \neq j)) \), and all diagonal elements have the same distribution \( N(r_{ij} (i = j), \sigma_{ij}^2 (i = j)) \), as shown in Table 1. The initial condition of the time series is not shown here since it is not relevant in determining the parameter for the time series.

Using the generated synthetic time series, we present the estimation results in Table 2. All parameters are initialized with a value of one. The Nelder-Mead method is employed for the optimizations.

From this table, we can observe that the estimation achieves high accuracy, and the accuracy improves as the number of points (T) in the time series increases. It is worth noting that in practical scenarios, the estimations of standard deviations may have a negative sign, but this will not affect the variances.
2.3 Statistical Properties of X(T + 1)

In this section, we will derive statistical properties for X(T + 1), such as expectations, variance, and covariance.

We assume that each element $a_{ij}(T)$ in $A(T)$ is independent of $X(T)$, and follows a normal distribution with mean $r_{ij}$ and variance $\sigma^2_{ij}$. Similarly, $b_{i}(T)$ follows a normal distribution with mean $b_{i}$ and variance $\sigma^2_{b_{i}}$. In this paper, we consider the scenario where these random coefficients have the same distributions across different time points (time-invariant).

2.3.1 Expectation

To find the relations satisfied by the expectation value, we start with the iteration relation (Eq. 4) and apply the law of iterated expectations to this equation. According to the law of iterated expectations, the expectation values satisfy:

$$E(X(T + 1)) = E(E(X(T + 1)|X(T))) = E(RX(T) + b(T)) = RE(X(T)) + b.$$  \hspace{1cm} (10)

Here, $R$ represents the matrix of expectations corresponding to $r_{ij}$, and $b$ represents the vector of expectations corresponding to $b_{i}(T)$. It is important to note that the expectation value of the random matrix $A(T)$ is denoted as $R$.

If the iteration converges, the converged expectation $e$ can be obtained as follows:

$$e = (I - R)^{-1}b.$$  

By subtracting the equation $e = Re + b$ from the equation of iterated expectation, we obtain:

$$E(X(T + 1)) - (I - R)^{-1}b = R(E(X(T)) - (I - R)^{-1}b).$$

Thus, we have:

$$E(X(T)) - (I - R)^{-1}b = R^T(E(X(0)) - (I - R)^{-1}b).$$  \hspace{1cm} (11)

Here, $R^T$ represents the product of $T$ (an integer) $R$ matrices, not the transpose operation.

Assuming that $R$ has an eigendecomposition given by:

$$R = QAQ^{-1},$$  \hspace{1cm} (12)

where $\Lambda$ is the eigenvalue matrix with eigenvalues $\lambda_i$, we can conclude that a necessary condition for convergence is $|\lambda_i| < 1$. 

\[\square\]
2.3.2 Variance

Similar to expectation, we can derive properties of the variance. By the law of iterated variance, we have

\[ \text{Var}(X(T + 1)) = E(\text{Var}(X(T + 1)|X(T))) + \text{Var}(E(X(T + 1)|X(T))), \] (13)

specifically,

\[ \text{Var}(E(X(T + 1)|X(T))) = \text{Var}(RX(T) + b) = R^{\otimes 2}\text{Var}(X(T)), \]

and

\[ E(\text{Var}(X_i(T + 1)|X(T))) = E(\sum_j \sigma^2_{ij} X_j(T)^2 + \sigma^2_{bi}) = \sum_j \sigma^2_{ij} E(X_j(T)^2) + \sigma^2_{bi}. \]

In matrix notation, define \( \Sigma^{\otimes 2} \) (elementwise square) as the matrix representation of \( \sigma^2_{ij} \), and similarly for \( R^{\otimes 2} \). Plug into Eq. (13), we have

\[ \text{Var}(X(T + 1)) = \Sigma^{\otimes 2} E(X^2(T)) + \Sigma^2_b + R^{\otimes 2}\text{Var}(X(T)), \]

which can also be expressed as

\[ \text{Var}(X(T + 1)) = \Sigma^2_b + (\Sigma^{\otimes 2} + R^{\otimes 2})\text{Var}(X(T)) + \Sigma^{\otimes 2}(E(X(T)))^2. \]

When the expectation value converges, we have

\[ \text{Var}(X(T + 1)) = (\Sigma^{\otimes 2} + R^{\otimes 2})\text{Var}(X(T)) + \Sigma^2_b + \Sigma^{\otimes 2}((I - R)^{-1}b)^{\otimes 2}. \] (14)

Similar to the expectation, by requiring the iterated variance to be convergent, we have

\[ \text{Var}(X^*) = (I - \Sigma^{\otimes 2} - R^{\otimes 2})^{-1}(\Sigma^2_b + \Sigma^{\otimes 2}((I - R)^{-1}b)^{\otimes 2}). \] (15)

A necessary condition for convergence is: the eigenvalues of \( \Sigma^{\otimes 2} + R^{\otimes 2} \) are less than 1.

2.3.3 Covariance

By the law of iterated covariance, we have

\[ \text{Cov}(X_i(T + 1), X_j(T + 1)) = E(\text{Cov}(X_i(T + 1), X_j(T + 1)|X(T))) \]
\[ + \text{Cov}(E(X_i(T + 1)|X(T)), E(X_j(T + 1)|X(T))). \] (16)
When \( i \neq j \),

\[
E(Cov(X_i(T+1), X_j(T+1)|X(T))) = E \left( Cov \left( \sum_k a_{ik}(T)X_k(T), \sum_l a_{jl}(T)X_l(T)|X(T) \right) \right).
\]

With

\[
E(X_i(T+1)|X(T)) = \sum_k r_{ik}X_k(T) + b_i,
\]

we have

\[
Cov(E(X_i(T+1)|X(T)), E(X_j(T+1)|X(T))) = \sum_{kl} r_{ik}r_{jl}Cov(X_k(T), X_l(T)).
\]

So

\[
Cov(X_i(T+1), X_j(T+1)) = E \left( Cov \left( \sum_k a_{ik}(T)X_k(T), \sum_l a_{jl}(T)X_l(T)|X(T) \right) \right)
+ \sum_{kl} r_{ik}r_{jl}Cov(X_k(T), X_l(T)).
\]

(17)

Normally, the first term will not be zero unless \( a_{ik}(T) \) and \( a_{jl}(T) \) are independent. In the case of the Gaussian orthogonal ensemble (GOE) and Gaussian unitary ensemble (GUE), the symmetric constraints imposed on the random matrices will impact the iteration relation mentioned above. We will further discuss these cases in the examples below.

2.4 Examples

2.4.1 RMTS(1) from GOE

The Gaussian orthogonal ensemble (GOE) involves sampling from random symmetric matrices, where the upper diagonal entries are independent. In this ensemble, the diagonal elements satisfy \( A_{ii} \sim N(0, 2) \), while the off-diagonal elements follow \( A_{ij} \sim N(0, 1) \) for \( i < j \), with the additional constraint that \( A_{ij} = A_{ji} \).

In this case, we have \( R = 0 \), and the expectation \( E(X(T+1)) \) is equal to \( b \).

The variance is given by:

\[
Var(X(T+1)) = \Sigma^2_b + \Sigma^2 \circ b^2 + \Sigma^2 \circ Var(X(T)),
\]

(18)

The symmetric constraint does not affect the calculation of variance since the elements in the same row of a random matrix are independent.

For the GOE, if we define \( \text{Ones} \) as a matrix with all elements equal to one, then:

\[
\Sigma^2 \circ = \text{Ones} + I.
\]

It is important to note that under these parameters, the variance will not be stable.
However, if we introduce a scaling factor $f$ to $a_{ij}$, the deviation matrix becomes $f\Sigma$.

The variance may converge to:

$$Var(X_\infty) = (I - f^2\Sigma^{-2})^{-1}(\Sigma^2_b + f^2\Sigma^{o2}b^2).$$

(19)

For GOE, where $a_{ij} = a_{ji}$, Eq. (17) exhibits nonvanishing terms when $k = j$ and $l = i$.

$$Cov(X_i(T + 1), X_j(T + 1)) = E(Cov(a_i(T)X_j(T), a_{ji}(T)X_i(T)|X(T))) = Var(a_i(T))E(X_i(T)X_j(T)),$$

which equals

$$Cov(X_i(T + 1), X_j(T + 1)) = \sigma_{ij}^2E(X_i(T)X_j(T)) = \sigma_{ij}^2(E(X_i(T))E(X_j(T)) + Cov(X_i(T), X_j(T))).$$

So

$$Cov(X_i(T + 1), X_j(T + 1)) = \sigma_{ij}^2(b_ib_j + Cov(X_i(T), X_j(T))).$$

(20)

The covariance is stable or converges when $\sigma_{ij}^2 < 1$ (after multiplying a constant factor on the random matrix).

For the purpose of verification, we conducted simulations using synthetic time series. In these simulations, $a_{ij}$ and $b_i(T)$ were sampled from predetermined GOE distributions and normal distributions, respectively. The RMTS(1) was then constructed through iteration using Eq. (4). By comparing the simulated parameters with the theoretical results, we can assess the accuracy of the simulations.

Table 3 presents a comparison between the simulation results and the theoretical results.

The results above demonstrate the correctness of our derivations.

### 2.4.2 RMTS(1) from GUE

For complex random variables, the properties of variances and covariances are slightly different due to the modulus in the definition of variance and covariance.
For example, the variance of a complex random variable is defined as,

\[ \text{Var}(X(T + 1)) = E(|X(T) - E(X(T))|^2) = E(|X(T)|^2) - |E(X(T))|^2). \] (21)

From Eq. (13), we have

\[ \text{Var}(E(X(T + 1)|X(T))) = \text{Var}(RX(T) + b) = |R|^2 \text{Var}(X(T)). \]

With

\[ E(\text{Var}(X_i(T + 1)|X(T))) = E \left( \sum_j |\sigma_{ij}|^2 |X_j(T)|^2 + |\sigma_{bi}|^2 \right) \]

\[ = \sum_j |\sigma_{ij}|^2 E(|X_j(T)|^2) + |\sigma_{bi}|^2, \]

we have

\[ \text{Var}(X(T + 1)) = |\Sigma_b|^2 + (|\Sigma|)^2 + |R|^2 \text{Var}(X(T)) + |\Sigma|^2 (|E(X(T))|)^2. \]

which may be stable at

\[ \text{Var}(X^*) = (I - |\Sigma|^2 - |R|^2)^{-1}(|\Sigma_b|^2 + |\Sigma|^2 (|I - R|^{-1}b)|^2). \] (22)

The covariance for complex random variables is defined as

\[ \text{Cov}(X_i(T), X_j(T)) = E((X_i(T) - E(X_i(T)))(X_j(T) - E(X_j(T))). \] (23)

For GUE, \( a_{ij} = \bar{a}_{ji} \), Eq. (17) has nonvanishing terms when \( k = j \) and \( l = i \). So

\[ \text{Cov}(X_i(T + 1), X_j(T + 1)) = E(\text{Cov}(a_{ij}(T)X_j(T), a_{ji}(T)X_i(T)|X(T))) \]

\[ = \text{Cov}(a_{ij}(T), a_{ij}(T))E(X_j(T)X_i(T)), \]

which equals

\[ \text{Cov}(X_i(T + 1), X_j(T + 1)) \]

\[ = \text{Cov}(a_{ij}(T), a_{ij}(T))(E(X_j(T)E(X_i(T)) + \text{Cov}(X_i(T), X_j(T))). \]

\( \text{Cov}(a_{ij}(T), a_{ij}(T)) \) is actually the pseudo-variance of \( a_{ij} \), and in our special case of GUE, evaluate to \( \text{Re}(\sigma_{ij})^2 - \text{Im}(\sigma_{ij})^2 \)

So

\[ \text{Cov}(X_i(T + 1), X_j(T + 1)) = (\text{Re}(\sigma_{ij})^2 - \text{Im}(\sigma_{ij})^2)(\bar{b}_i b_j + \text{Cov}(X_i(T), X_j(T))) \] (24)
The Gaussian unitary ensemble (GUE) is represented by random Hermitian matrices. The diagonal elements $A_{ii} \sim N(0, 1)$, and the off-diagonal elements satisfy $A_{ij} \sim N(0, 0.5) + N(0, 0.5)i$ with $i < j$. In this case, $R = 0$ and $E(X(T+1)) = b$.

Similar to GOE, a comparison can be carried out to verify these relations.

Since the GSE (Gaussian symplectic ensemble) is represented using quaternion matrices, and the probability theory of quaternion numbers has received limited research attention due to their noncommutativity, we will not provide any examples of GSE in this context.

### 3 Nth-Order Time Series with Random Matrix Coefficients, RMTS(n)

Similar to RMTS(1), we can easily define RMTS(n) as follows:

**Definition:** An nth-order vector autoregressive time series with random matrix coefficients, denoted by RMTS(n), is defined by the iteration relation:

$$X(T+1) = \sum_{i=T-n+1}^{T} A(T_i)X(T_i)) + b(T). \quad (25)$$

This equation can be converted to an RMTS(1) by rewriting the iteration relation in matrix form:

$$\begin{bmatrix}
    X(T+1) \\
    X(T) \\
    \vdots \\
    X(T-n+2)
\end{bmatrix} =
\begin{bmatrix}
    A(T) & A(T-1) & \cdots & A(T-n+1) \\
    I & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & I
\end{bmatrix}
\begin{bmatrix}
    X(T) \\
    X(T-1) \\
    \vdots \\
    X(T-n+1)
\end{bmatrix} +
\begin{bmatrix}
    b(T) \\
    0 \\
    \vdots \\
    0
\end{bmatrix}. \quad (26)$$

As a result, the properties of RMTS(1) directly apply to the equation above.

### 4 First-Order Random Matrix Differential Equations

With the derived properties of random matrix time series, it is natural for us to consider the continuous case for comparison, which is the first-order random matrix differential equations.

A typical form of the first-order random matrix differential equations can be written as follows:

$$\frac{dX(T)}{dT} = A(T)X(T) + b(T). \quad (27)$$

Here, $A(T)$ and $b(T)$ have the same definition as in the time series. Notice that when this equation is discretized, it becomes an RMTS(1) with coefficients $\Delta T(A(T) + I)$ and $\Delta Tb(T)$.

We can find the solution to this equation by taking the limit of the corresponding discretized time series. For example, consider the trivial case where $b(T) = 0$. By separating $T$ into $n$ equally spaced intervals and iterating, it is easy to see that the solution is:
\[ X(T) = \lim_{n \to \infty} \prod_{n} \left( \frac{T A(t)}{n} + 1 \right)^{n} X(0). \]

We define the limit as \( \text{RMEXP}(A, \mathbf{T}) \) if it exists, and then our solution can be expressed as:

\[ X(T) = \text{RMEXP}(A, \mathbf{T}) X(0). \]

Using this definition in Eq. (7), the solution, when \( b(T) \neq 0 \), can be written as:

\[ X(T) = \text{RMEXP}(A, \mathbf{T}) \left( X(0) + \int_{t=0}^{T} \text{RMEXP}(A, t)^{-1} b(t) dt \right). \quad (28) \]

Here, the integral should be understood as the summation of a random process. Notice that the solution is similar to the corresponding one in ordinary differential equations.

In general, computing \( \text{RMEXP}(\mathbf{A}, \mathbf{T}) \) can be difficult, but a few known solutions exist. The simplest example is when \( A(t) \) is a 1x1 random scalar and \( b(T) = 0 \). Each scalar is drawn from a normal distribution with zero mean and unit variance.

In this case, exact solutions have been derived [23]. The limit, defined as the variable \( Y \),

\[ \text{RMEXP}(a, \mathbf{T}) = Y = \lim_{n \to \infty} \prod_{t} \left( \frac{T a(t)}{n} + 1 \right)^{n}, \]

has a probability density function of

\[ \mathcal{P}(Y) = \frac{1}{Y \sqrt{2\pi T}} \exp \left[ -\frac{(\log Y + T^2/2)^2}{2T^2} \right]. \]

which is lognormal.

When \( b(T) = 0 \) and \( A(t) \) is a 2x2 matrix, with each element of \( \mathbf{A}(\mathbf{T}) \) drawn from a normal distribution with zero mean and unit variance, the random matrix exponential \( \text{RMEXP}(\mathbf{A}, \mathbf{T}) \) is still exactly solvable. The limiting matrix probability distribution is very complicated, and its analytical expression is omitted here. Readers can refer to Ref. [23] for further details.

Normally, the statistical properties of \( X(T) \), such as expectation and variance, will diverge as \( T \) goes to infinity. This is due to the specific form of this differential equation 27 (since an identity matrix is added to \( \mathbf{A}(\mathbf{T}) \)).

With the ongoing fruitful research on the products of random matrices, we expect that more analytical solutions for such differential equations can be derived, and this topic can be systematically investigated.

5 Applications

Time series models are commonly used to uncover the underlying structure of observed data or to fit a model for making forecasts. These models have diverse applications, including economic forecasting and quality control, among others. In this article,
we propose a simple scenario where our random matrix time series models can be employed.

In this scenario, we interpret the vector $X(T)$ as the count of restaurants belonging to a specific category (e.g., traditional, fast food) in a city at time $T$. It is reasonable to assume that the number of restaurants in one category at the next timestamp is influenced by the number of restaurants in another category at the current timestamp, reflecting market competition. Additionally, the number of restaurants in the same category at the next timestamp depends on the number of restaurants in the same category at the current timestamp due to closures and internal competition. The coefficient matrix $A(T)$ is employed to capture these dependencies. The coefficient $b(T)$ within the same category can be interpreted as the count of newly opened restaurants in that category.

To illustrate this process, we generate synthetic data resembling the maximum likelihood estimation. Table 4 presents the parameters used to generate the time series. These values represent the dependency coefficients discussed in the scenario above.

Using this synthetic time series generated, we list the estimation results in Table 5. All parameters are initialized with one. Powell’s method is used in the optimizations.

From this table, we can see that the estimation achieves good accuracy and captures the dynamics between categories in the data.

The authors believe that our RMTS model can fit all data that can be fitted using VAR (Vector Autoregression) models. This is because our model is a well-defined generalization of VAR and only requires a time series vector as input. We believe that if the correlations of the actual time series components are random in nature, our RMTS model can provide valuable insights.
6 Conclusions

In this paper, we discussed random matrix time series with numerically verified properties. This approach is novel and raises interesting questions and promising directions for exploring more structures with random matrices and identifying potential applications.
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