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ABSTRACT The ideal paraboloidal reflector (IPR) is analyzed as a 4D spatio-temporal linear system having a dynamic focal plane response that is characterized by an idealized scalar Dirac plane-wave (PW) signal on the aperture. Using the same path-difference equations that are used for classical steady-state quasi-monochromatic (QMC) analysis, simple algebraic expressions are derived for the spatio-temporal focal plane response \( h_{fp}(x, ct) \) to the Dirac-PW. These expressions for \( h_{fp}(x, ct) \) are used to directly determine the focal plane response to far-field on-axis short-time transient signals, thereby avoiding the complexities of QMC-based methods for the analysis of such signals. The derived first-order approximation of \( h_{fp}(x, ct) \) describes its spatio-temporal region of support (ROS) and amplitude whereas the second-order approximation includes a further spatio-temporal distortion that is the dynamic equivalent of the Petzval aberration. Examples of the focal plane response to highly transient far-field pulses are described.
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I. INTRODUCTION

The paraboloidal reflector is ubiquitous and has been very widely studied for at least 150 years. It is often employed to increase the intensity of a received aperture signal by bringing the signal into focus on the focal plane in the region of its focal point \( F \). Such reflectors are also used to directionally transmit signals from the focal point into space via the aperture. Applications include the processing of photonic signals in such fields as radio astronomy, optical engineering, terrestrial telecommunications and satellite communications. Paraboloidal reflectors are also widely used for focusing and transmitting microwaves and airwaves in such fields as radar, audio, and ultrasonic signal processing [1].

In the following, we employ Huygens’ Principle to derive several new useful algebraic approximations for the focal plane response \( h_{fp}(x, ct) \) to a Dirac-PW in the aperture and we show how these expressions may be employed to explain, determine, and predict the dynamic (transient and steady-state) response to general PWs received in the aperture from far-field on-axis sources. Our analysis makes the same path length assumptions about the geometry of the IPR, as shown in Fig.1, that are widely used for deriving the classical response to quasi-monochromatic (QMC) signals [2] [3]. Simple closed-form algebraic approximations for the region of support (ROS) of the 3D spatio-temporal function \( h_{fp}(x, ct) \) are derived and the shape of \( h_{fp}(x, ct) \) over that ROS is numerically confirmed for a wide range of focal lengths. Importantly, these approximations for \( h_{fp}(x, ct) \) may be used to determine the dynamic response of the IPR to general PW aperture signals, including short pulse-like transient signals, wavelets and other dynamic signals. These expressions for \( h_{fp}(x, ct) \) are simplified algebraically-equivalent versions of those in [4, 5] and it is this simplicity that allows us to describe the behavior of \( h_{fp}(x, ct) \) over a wide range of focal lengths.

A. A brief review of previous work

Classical multidimensional Fourier-based frequency-domain methods of analyzing the IPR [1] [2] [3] assume that the aperture input signal is quasi-monochromatic (QMC) and therefore closely approximated by a sinusoidal PW of temporal frequency \( \omega_{10} \) having an idealized 1D Fourier
temporal-spectrum having Dirac support proportional to
\[ \delta(\omega_t - \omega_{t0}) + \delta(\omega_t + \omega_{t0}). \]
As described in [3], such QMC-based methods do not lend themselves to finding, explaining, or predicting the dynamic response of the IPR to important classes of non-QMC aperture signals, largely because conventional QMC-based analysis assumes that the IPR system has reached the periodic steady-state at a constant frequency \( \omega_{t0} \). This approach is often justified because of the prevalence in nature of QMC photonic signals and has yielded a very large body of QMC-based literature that is widely referenced in [1] [2] [3] and includes classical closed-form complex-valued algebraic transfer functions from the plane of the aperture to the focal plane, such as those due to Fraunhofer, Airy and Fresnel. QMC-based analysis has also yielded important classical algebraic approximations for the so-called aberrations of IPRs (and lenses), including both the Petzval defocusing effect and off-axis coma distortion.

Further explanation of the use of QMC-based analysis for analyzing the dynamic performance of IPRs (and lenses) is summarized in Appendix A, essentially by assuming that the aperture signal and the corresponding focal plane response are approximated by the superposition of a large number of monochromatic signals via the multidimensional Fourier transform.

B. Previous dynamic analysis of the IPR

The dynamic analysis of the IPR as a transmitting antenna has been studied for the case of electromagnetic short-pulses and later, in a series of related publications [6] [7] [8] [9] [10]. In this body of work, the source is at the focal point of the IPR and closed-form expressions are derived for the electric and magnetic fields radiated by the IPR to locations in space. By assuming a Dirac source function at the focal point, these pioneering works lead to polynomial expressions for the electric and magnetic impulse responses of the IPR in the direction from the focal point to a location in free space. Importantly, they exploit the fact that the impulse response fully characterizes the response of the IPR system to general short-time dynamic transmitted signals, including wave propagation from the focal point to the reflector. As an example, the radiated response to a short Gaussian pulse at the focal point has been reported. This previous work differs from this contribution in several ways. First, we study the dynamic response of the IPR as a receiver rather than as a transmitter: that is, in the reverse direction whereby the received input signal is a PW on the aperture and the output of the IPR system is the focal plane onto which the received signal is reflected. The IPR receiver is considered as a stand-alone spatio-temporal 4D linear system that does not inherently depend on the scalar propagation equation, such as the Rayleigh-Sommerfeld model, that may subsequently be required to evaluate the focal plane response due to a far-field source.

In this contribution and following [4] [5], the focal plane response to a general received dynamic aperture PW is obtained from \( h_{fp}(\mathbf{x}, ct) \) via 1D temporal convolution, essentially determining the general received aperture PW as the superposition of elemental delayed-Dirac functions. In contrast, QMC-based analysis forms the general aperture PW as a superposition of elemental monochromatic signals, as further explained in Appendix A. Thus, the approach used in this paper is based on the frequency-time dual of QMC-based analysis; that is, by assuming idealized Dirac support in the time domain rather than in the frequency domain.

In the following, the results in [4] [5] are improved upon and extended in the following ways. First, new approximate and much-simplified closed-form algebraic expressions for \( h_{fp}(\mathbf{x}, ct) \) are derived. Second, the hypothesis in [4] [5] that the Petzval aberration applies with high accuracy to dynamic responses is confirmed. Third, temporal convolutions are described that explain and confirm how the IPR responds to highly transient electric field sources in the far field of the IPR. Throughout, numerical verifications are presented that confirm the accuracy of these new expressions for \( h_{fp}(\mathbf{x}, ct) \) over a wide range of focal lengths.

II. The focal plane response of the ideal parabolic reflector to the Dirac-PW aperture signal

The surface of the ideal paraboloidal reflector (IPR) is illustrated in Fig. 1 where the 3D spatial co-ordinates \( \mathbf{x} \equiv (x_1, x_2, x_3) \) are identified and where the disc-shaped aperture and the focal plane are in parallel. Relevant angles and path lengths are also shown in Fig.1.

![Fig.1 The paraboloidal reflector](image)

The aperture plane is given by \( x_3 = -F + \Delta_{\text{max}} \) and \( x_3 < 0 \), the on-axis focal point \( F \) is at \( \mathbf{x} \equiv (0,0,0) \), the vertex \( V \) is at \( \mathbf{x} \equiv (0,0,-F) \), \( P \) is any point on the paraboloid and the focal plane is given by \( x_3 = 0 \). In this contribution, we assume that the source signal is on-axis in the far-field of the IPR at \( \mathbf{x} \equiv (0,0,R) \) such that \( R \gg F \), implying that the signal received in the aperture disc lies approximately on a PW. In the following, we characterize the dynamic focal plane response \( h_{fp}(\mathbf{x}, ct) \) of the IPR to an idealized scalar Dirac plane-wave.
signal that is received on the aperture plane at time instant \( t = -(F - \Delta_{\text{max}})/c \) and therefore at the vertex \( V \) at time instant \( t = -F/c \) from which it reaches the focal point (FP) at \( t = 0 \). The Dirac-PW aperture signal is defined as follows:

\[
\text{Dirac}_{\text{aper}}(x, ct) = \frac{1}{c} \delta(ct - \Delta_{\text{max}} + F)
\]

for

\[
x_r \equiv \sqrt{x_1^2 + x_2^2} \leq D/2,
\]

\[
x_3 = -F + \Delta_{\text{max}}
\]

\[
\text{Dirac}_{\text{aper}}(x, ct) = 0 \quad \text{otherwise}
\]

where \( \Delta_{\text{max}} + F \) is the distance along the path \( \overline{AVF} \) shown in Fig. 1, implying that this instantaneous signal is reflected from the vertex \( V \) at the instant \( t = -F/c \) and therefore is incident at the focal point FP from all locations \( P \) at the instant \( t = 0 \). For all \( x_r > 0 \), wave fronts are received at the focal plane over a continuous range of times as determined in the following analysis. This temporal dilation is a direct consequence of the spatial compression from aperture to focal plane: that is, of spatial focusing.

In Appendix B, we employ Huygens’ principle to determine the double-integral that expresses the focal plane response \( h_{\text{fp, exact}}(x, ct) \) without any approximations beyond that implied by the spectral validity of this principle [2]. We note that Huygens’ principle is invalid for spectral temporal-frequency components \( \omega_c \) of the received signal that do not satisfy the inequality \( 2\pi/\omega_c c \ll D \); equivalently, the corresponding largest spectral wavelength \( \lambda_c \) of the received dynamic signal must be at least an order of magnitude less than the diameter of the dish and of all path lengths. In Appendix B, we use a number of well-known path length approximations [1] [2] [3] to significantly reduce the algebraic complexity of \( h_{\text{fp, exact}}(x, ct) \). The first-order approximation \( h_{\text{fp1}}(x, ct) \) and the second-order approximation \( h_{\text{fp2}}(x, ct) \) may be considered as time-delay versions of the phase-shift approximations used in classical QMC-based analysis.

### A. The semi-elliptical focal plane response employing the first-order approximation \( h_{\text{fp1}}(x, ct) \)

In Appendix C1, the first-order path difference assumption is employed to prove that the focal plane response is given by:

\[
h_{\text{fp1}}(x_r, ct) \approx \frac{2}{x_r} \tan^{-1} \left( \frac{\Psi(x_r, t)}{16\left(\frac{F}{D}\right) - \left(\frac{D}{F}\right)} \right)
\]

for \( 0 < \Psi(x_r, t) < 1 \), \( F \geq D/4 \)

\[
h_{\text{fp1}}(x_r, ct) \approx 0 \quad \text{otherwise}
\]

where

\[
x_r \equiv \sqrt{x_1^2 + x_2^2}
\]

\[
\Psi(x_r, t) = \sqrt{1 - \left(\frac{ct}{x_r \sin(\theta_{\text{max}})}\right)^2}
\]

and

\[
\theta_{\text{max}} = \tan^{-1}\left(\frac{8FD}{16F^2 - D^2}\right)
\]

The 3D focal plane response \( h_{\text{fp1}}(x_r, ct) \) represents the 4D function \( h_{\text{fp1}}(x, ct) \) on the focal plane, i.e. for \( x = (x_1, x_2, 0) \). To our knowledge, (2) is a new result where the function \( \Psi(x_r, t) \) plays a key role in determining both the ROS and the semi elliptical shape of \( h_{\text{fp1}}(x_r, ct) \) and is therefore defined here as the dynamic generation function (dgf). The 3D spatio-temporal ROS of \( h_{\text{fp1}}(x_r, ct) \) that is obtained from \( 0 < \Psi(x_r, t) < 1 \), is equivalent to the ROS in C7 and it is shown in Fig. 2(a). In Fig. 2(a) the value of \( h_{\text{fp1}}(x_r, ct) \) is also illustrated for three values of \( x_r \).

Fig. 2a The 3D spatio-temporal ROS of \( h_{\text{fp1}}(x_r, ct) \) is the exterior of a wide angle cone, as shown, where \( \beta = \tan^{-1}(\theta_{\text{max}}) \). The value of \( h_{\text{fp1}}(x_r, ct) \) is indicated for three value of \( x_r \) by the red curves.

Fig. 2b. \( h_{\text{fp1}}(x_r, ct) \) for \( F = 15m \), \( D = 6.75m \) showing the role of the decaying semi-elliptic pulse as \( x_r \) increases.
The shape of $h_{fp1}(x_r,ct)$ is also determined by $\psi(x_r,t)$ which represents a semi-ellipse for constant $x_r$. As $x_r$ increases from 0, the long axis of the ellipse is moving from the temporal direction to the spatial direction. In Fig 2(b) we show $h_{fp1}(x_r,ct)$ for the Square Kilometer Array (SKA) IPR paraboloid [11][12] with $F = 15m$, $D = 6.7 m$ as a continuous function of space-time, thereby quantifying the time-dilation and confirming the asymptotic decrease of amplitude with increasing distance $x_r$ and the corresponding asymptotic increase in its duration the decaying semi-elliptical pulse as $x_r$ increases.

Both the tangent and inverse tangent operations in (2) may be neglected for $F/D$ ratios greater than about unity, yielding the particularly simple further approximation

$$h_{fp1}(x_r,ct) \approx \frac{2\theta_{max}\psi(x_r,t)}{x_r},$$

for $0 < \psi(x_r,t) < 1 \ F > (5)$

$$h_{fp1}(x_r,ct) \approx 0 \ otherwise$$

B. On the Accuracy of the Simplified Expression in Equation 5

The especially simple approximation of equation (5) is valid over a wide range of $F/D$ ratios. It follows from equation (4) that $F/D \rightarrow \infty$ implies that $\theta_{max} \rightarrow 0$ and therefore $h_{fp1}(x_r,ct)$ is given by equation (5). In Fig. 3 we show the limitation of equation (5) by displaying a slice through $h_{fp1}(x_r,ct)$ at $x_r = 1 m$ for various low-valued $F/D$ ratios, ranging from 0.8 to as low as 0.3. Clearly, the modifying effect of the tangent and inverse tangent operations in equation (2) is to perturb the semi-elliptical shape of $h_{fp1}(x_r,ct)$ as shown for $F/D = 0.3, 0.5$ and 0.8. A similar result is obtained for other constant $x_r$ slices of $h_{fp1}(x_r,ct)$.

III. The second order Petzval aberration and exact Huygens Analysis

In Appendix C2, the second-order path difference assumption is employed to prove that the focal plane response is given by:

$$h_{fp2}(x_r,ct) \approx \frac{2}{x_r} \tan^{-1} \left( \frac{\sqrt{\frac{ct^2 - \frac{x_r^2}{2F}}{x_r \sin \theta_{MAX}}}}{\frac{8}{16 \left( \frac{F}{D} - \frac{D}{F} \right)}} \right)$$

for $\left| \frac{ct^2 - \frac{x_r^2}{2F}}{x_r \sin \theta_{MAX}} \right| < 1, \ F \geq \frac{D}{4}$

$$h_{fp2}(x_r,ct) \approx 0 \ otherwise$$

Relative to $h_{fp1}(x_r,ct)$, this second-order term $x_r^2/2F$ introduces a delay of $x_r^2/(2F\psi)$ seconds without otherwise altering its dfg-determined shape. This is shown in Fig. 4 where the exact focal plane response $h_{fp,exact}(x_r,ct)$ (computed using the numerical evaluation of (B.1) discussed in the next section) is compared with $h_{fp1}(x_r,ct)$ and $h_{fp2}(x_r,ct)$ for $F = 6.75m, D = 15m$ and $x_r = 1m$.

It can be seen in Fig. 4 that the delay between $h_{fp1}(x_r,ct)$ and $h_{fp2}(x_r,ct)$ for this case is, as expected, about 0.24 nanoseconds. The exact solution $h_{fp,exact}(x_r,ct)$ is in very good agreement with $h_{fp2}(x_r,ct)$, any small differences representing the effect of third and higher order terms.

It is suggested and partly explained in [5, 4] that this second-order approximation corresponds to the dynamic version of the QMC-derived Petzval aberration. This is confirmed in Fig. 5 where the ROS is upwardly skewed onto a paraboloid by the
second-order term. The dotted-blue parabolic 3D surface given by \( ct = x^2 / 2F \) implies late arrival by time \( x^2 / 2Fc \) relative to the time of arrival at the focal plane. For the on-axis case, this late arrival closely corresponds to the non-physical Petzval paraboloidal surface \( x_0 \approx ct = x^2 / 2F = \sqrt{x_1^2 + x_2^2} / 2F \) obtained by rotating the dotted blue curve in Fig. 5 by \( 2\pi \) about the \( ct \) axis. This Petzval surface in \( x \) has its vertex at the focal point, \( x = (0,0,0) \), a focal length of \( F/2 \), is curved outwards from the reflector and its focal point is at \( x = (0,0,F/2) \). The entire 3D spatial ROS of \( h_{fp}(x_r,ct) \) is the volume in \((x_1, x_2, ct) \) that lies between the two surfaces obtained by similarly rotating the red curves by \( 2\pi \) in Fig. 5.

Fig. 5. Region of support of \( h_{fp} \) for first-order and second order approximation. The 3D regions of support are obtained by 2D rotation by \( 2\pi \) around the \( ct \) axis.

We conclude that, as for QMC signals, the second-order response to dynamic signals is more sharply represented on the Petzval paraboloidal surface than on the focal plane. Consequently, Petzval-curved dishes may be preferable than a plane in applications involving short transient dynamic signals. As a numerical example of the extent of the Petzval correction, for a focal length of 6.75 m, to retain sharp dynamic images out to a distance of \( x_0 = 1 \) meter from the focal point the required physically-curved Petzval surface is a distance of 7.4 cm from the focal plane. We note that the location of the Petzval surface does not depend on diameter \( D \) or speed \( c \).

A. Exact Huygens’ Analysis

In order to evaluate the accuracy of the above first-order and second-order path difference approximations, we have numerically evaluated the exact Huygens’ expression in (B.1) and (B.2). It should be noted that for this approach is limited by the fact that Huyghen’s Principle is a valid approximation for both the diameter \( D \) of the dish and the focal length \( F \) requires that both are at least an order of magnitude larger than the longest significant wavelength of the signal. Numerical evaluation of (B.1) is non-trivial because the delayed Dirac function in the integrand of (B.1) will, in general, be zero at the discrete numerical samples of \( h_{fp}(x_r,ct) \) and the instants when it is non-zero will be between those samples. Thus, temporal resolution is a serious technical challenge that will always yield inexact solutions. Accordingly, we have separately developed a numerical integration program in MATLAB to approximate (B.1) to arbitrary spatial and temporal precision. For brevity, the details of the program are omitted.

This program has been used to compute \( h_{fp, exact}(x_r,ct) \), the exact solution using (B.1), which is used in Fig. 4. to evaluate the accuracy of the 3 focal plane responses for the SKA IPR: they are the exact Huygens solution in (B.1), the first-order approximation in (2) and the second-order approximation in (6), shown in Fig. 4. The results, as discussed in the previous section, are observed to be in very good agreement.

IV. On \( r_{fp}(x_r,ct) \), the focal plane response to far field sources.

We have so far assumed the existence of a PW on the aperture without considering the wave propagation equation that models the propagation from the far field source to the aperture. Following [3], we model the propagation of the PW from the far-field employing the scalar wave Rayleigh-Sommerfeld equation applied to photonic propagation at speed \( c \). In that case, let the far-field photonic source be written \( u_{ff}(x,ct) = u_{ff}(0,0,R,ct) \), \( R \gg F \) resulting in a propagation-delayed and significantly attenuated aperture signal [3] of the form

\[
u_{aperture}(x,ct) = \frac{1}{Rsc} \frac{d}{dt} \left[ u_{ff}(x,ct + R_s) \right] \tag{7}\]

where, from Fig.1, \( R_s = R + F - \Delta_{MAX} \) and is the path distance from the far-field spatial point source to the aperture. The response on the focal plane \( r_{fp}(x_r,ct) \) to this far-field excitation \( u_{ff}(x,ct + R_s) \) is therefore given by

\[
r_{fp}(x_r,ct) = \frac{1}{Rsc} \left[ h_{fp}(x_r,ct - R_s) * \frac{d}{dt} \left[ u_{ff}(0,0,R_s,ct - R_s) \right] \right] \tag{8}\]

where * denotes 1D convolution with respect to \( ct \). (8) allows the focal plane temporal response to be determined as a function of distance \( x_r \) from the focal point. It is emphasized that this equation assumes that Huygens’ Principle in (1) is

---

3The suggestion in [5] showed the Petzval surface for a lens rather than a reflector. For a lens, the curves in Fig. 5 are skewed downwards instead of upwards.
accurate at all temporal frequencies and yet this is only a valid assumption for spectral components of the source signal that have corresponding wavelengths that are at least an order of magnitude smaller than the diameter $D$ and the path lengths in Fig.1. QMC-based analysis typically makes the same assumptions about the wavelength of the chromatic signal [2] [3].

It is noted that the derivative term in (7) implies that the temporal average of $r_{fp}(x_r, ct)$ is zero.

V. Some examples of responses to dynamic far-field sources

Example 1: Focal plane response to a fast Gaussian transient burst in the far-field

Consider the transient far-field Gaussian pulse $u_{FF}(0,0,R,ct)$ shown in Fig. 6(a) along with its temporal derivative in Fig. 6(b), where both pulses have an effective duration of approximately 4 nanoseconds.

![Gaussian Pulse](image1)

Fig.6a. Example 1: Far-field Gaussian impulse as the input signal.

![Derivative of Excitation Pulse](image2)

Fig.6b. Example 1: The derivative of the impulse signal.

The purpose of this example is to demonstrate the usefulness of $h_{fp1}(x_r, ct)$ for directly determining the focal plane response of the IPR to short duration pulses of this type.

Considering again the SKA paraboloid with $F = 6.75m$, $D = 15m$, we evaluate (8), i.e the temporal convolution between $h_{fp1}(x_r, ct)$ and the aperture signal shown in Fig. 6(b), for the two values $x_r = 0.05m$ and 0.2278m. For these values of $x_r$, (8) yields the corresponding two focal plane responses $r_{fp}(x_r, ct)$ shown in Fig. 6(d) where the propagation delay has been ignored by centering the responses about the time origin. These responses are easily explained. For $x_r = 0.05 m$, the location is sufficiently close to the focal point so that the duration of $u_{FF}(0,0,R,ct)$ is much larger than that of $h_{fp1}(0.05, ct)$ (shown as the blue curve in Fig. 6(c)). This results in a $r_{fp}(x_r, ct)$ (shown as the blue curve in Fig. 6(d)) with a high amplitude and a shape which is close to that of the received signal in the aperture.

![Focal Plane Reponses](image3)

Fig 6d. Example 1: Focal plane responses $r_{fp}(x_r, ct)$ for $x_r = 0.05 m$ and $x_r = 0.2778 m$. 
At \( x_r = 0.2778 \text{ m} \), this relative increase in distance from the focal point yields a function \( h_{fp1}(0.2778, ct) \) (shown as the red curve in Fig. 6(c)) that is of significantly larger duration and lower amplitude than the received aperture signal. This is causing the response \( r_{fp}(0.2778, ct) \) (shown as the red curve in Fig. 6(d)) to be attenuated and spatially smeared by \( h_{fp1}(0.2778, ct) \) that it fails to significantly respond to the received aperture signal and consequently consists in large part of the transient behavior of the IPR.

**Example 2:** A Switched-on and Switched-off Sinusoidal Far-field Excitation and the QMC-based steady-state Airy disc

Consider the IPR with the following parameters: \( D = 15 \text{ m}, F = 6.75 \text{ m/s}, c = 3 \times 10^8 \text{ m/s} \). Let the IPR be excited by a far-field switched-on/switched-off sinusoidal PW signal given by

\[
e_{FF}(x, ct) = e_{FF}(0,0,R,ct) \equiv (u(ct) - u(ct - cT)) \sin(\omega_{0,ct} ct), \tag{9}
\]

implying that the temporal frequency is given in Hz by \( f_{0,ct} = \omega_{0,ct}/2\pi \) and that the sinusoid is switched on at \( t = 0 \) and off \( T \) seconds later. In this example we use \( f_{0,ct} = 4.41 \text{ GHz} \) and \( T = 0.908 \text{ nanoseconds} \). Neglecting the attenuation from the far-field to the aperture plane, it follows from (8) and (9) that the focal plane response is proportional to

\[
r_{fp}(x_r, ct) = [h_{fp}(x_r, ct) * \frac{d}{dt}((u(ct) - u(ct - cT)) \sin(\omega_{0,ct} ct))] \tag{10}
\]

and thus to

\[
r_{fp}(x_r, ct) = [h_{fp}(x_r, ct) * ((u(ct) - u(ct - cT)) \cos(\omega_{0,ct} ct))]
\]

**A. Zero-Valued Airy circle at Steady state, \( x_r = 0.2778 \text{ m} \).**

For \( f_{0,ct} = 4.41 \text{ GHz} \) and \( T \to \infty \) in equation (9), the resultant classical QMC-based steady-state focal plane response \( r_{fp}(x_r, ct) \) is almost exactly zero at \( x_r = 0.2778 \text{ m} \). This corresponds to a zero-valued circle on the Airy disc [3]. However, the complete dynamic response \( r_{fp}(x_r, ct) \) of equation (10) for finite \( T \) is not zero because it includes the turn-on and turn-off transients as shown in the red curve in Fig 7(b) for \( T = 0.908 \text{ nanoseconds} \). The duration of these transients is 0.3 nanoseconds, exactly the duration of the corresponding \( h_{fp1}(x_r, ct) \) as shown with the red curve in Fig. 7(a).

**B. Non-zero-Valued Airy steady-state, \( x_r = 0.05 \text{ m} \)**

Consider now the same signal as in the previous case of this example, but at a location that is much closer to the focal point and is given by, \( x_r = 0.05 \text{ m} \). For this case \( h_{fp1}(x_r, ct) \) is given with the blue curve in Fig. 7(a) and clearly, \( h_{fp1}(x_r, ct) \) is of significantly shorter duration and higher gain than in the previous case. Accordingly, the transient response \( r_{fp}(x_r, ct) \) for \( x_r = 0.05 \) given with the blue curve in Fig. 7(b) is of shorter duration (about 0.05 nanoseconds) and the steady-state response is now non-zero, as would be expected from the classic QMC approach.

Fig.7a. Example 2: \( h_{fp1}(x_r, ct) \) for \( x_r = 0.05 \text{ m} \) and \( x_r = 0.2778 \text{ m} \).

Fig.7b. Example 2: Focal plane responses \( r_{fp}(x_r, ct) \) for \( x_r = 0.05 \text{ m} \) and \( x_r = 0.2778 \text{ m} \).

**Remark:** The proposed general dynamic theory describes the complete response (transient and steady-state) and thereby
includes the quasi-monochromatic (QMC) steady-state behavior of the ideal parabolic reflector as a special case. The theoretical results of the proposed approach are entirely consistent with both the theoretical and experimental behavior of QMC steady state results and they yield the classical Airy disc.

VI. Conclusions

New algebraic expressions for the focal plane response \( h_{fp}(x_r, ct) \) of the IPR to a Dirac-PW in the aperture have been derived from Huygens’s Principle. These expressions reveal that \( h_{fp}(x_r, ct) \) is characterized by a semi-elliptic dynamic generation function \((dgf)\) that yields a semi-elliptical focal plane response to the Dirac-PW aperture excitation. The shape and 2D spatio-temporal ROS of \( h_{fp}(x_r, ct) \) have been derived and explained. The path length approximations used are those widely employed for classical QMC-based Fourier analysis. The second order approximation obtained by including the additional term \( x_r^2/2F \) in the path difference approximation, confirmed and quantified the observation in [5, 4] that the signal received on the Petzval paraboloid corrects the corresponding aberration delay of the dynamic focal plane response. These new results are algebraically equivalent to those first published in [4][5] for \( h_{fp1}(x_r, ct) \) but are far more algebraically simple.

Further, by temporally convolving the Dirac PW response \( h_{fp}(x_r, ct) \) with the attenuated and delayed time-derivative of the far-field source, the full dynamic focal plane response to general on-axis far-field signals is obtained for photonic signals. Two examples have been presented to illustrate this. The above analysis is the frequency-time dual of classical QMC-based analysis, where the latter assumes Dirac support in the frequency domain whereas we assume Dirac support in the time domain. The proposed general dynamic theory describes the complete response (transient and steady-state) and thereby includes the quasi-monochromatic (QMC) steady-state behavior of the ideal parabolic reflector as a special case.
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Appendix A. Review of QMC-based Fourier analysis for dynamic PW signals

In the general case, we are concerned with 4D spatio-temporal signals of the form \( s(x, t) \), where the 3D spatial variable is \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \). Classical analysis of the IPR typically employs Fourier frequency-domain methods wherein all signals are assumed to be quasi-monochromatic (QMC) and can therefore be written in the form, \( s(x, t) = M(x, t) \exp(j\widetilde{\omega}x^T) \exp(j\omega_0 t) \), \( \widetilde{\omega} = (\omega_{x_1}, \omega_{x_2}, \omega_{x_3}) \) where \( \omega_0 \) is the constant temporal frequency and \( \widetilde{\omega} \) is the 3D spatial frequency [1] [2] [3]. QMC-based analysis is, the steady-state periodic spatio-temporal frequency response and thereby does not directly reveal the dynamic (i.e., temporally transient) behavior of the IPR. Although the complex exponential term \( \exp(j\omega_0 t) \) is implied, it is conveniently factored out of the QMC-based Fourier transfer function expressions [1] [2] [3], allowing analysis to proceed by algebraic manipulations of spatial-frequency signal functions of the form \( M(x) \exp(j\widetilde{\omega}x^T) \), thereby characterizing the complete IPR system in terms of the 3D distribution \( M(x) \) of spatial frequencies at the given constant temporal QMC frequency.

For the general case of propagating non-QMC PW signals \( s_{AP}(ct) \) on the aperture, the following four analytical steps are necessary for full dynamic analysis:

a) Obtain the 1D Fourier transform \( S_{AP}(j\omega_{ct}) \) of \( s_{AP}(ct) \).

b) Determine the 4D frequency-domain Fourier transfer function \( H(j\omega_{x_1}, j\omega_{x_2}, j\omega_{x_3}, j\omega_{ct}) \) from aperture disc to focal plane. This transfer function must be valid over the relevant bandwidth of \( S_{AP}(j\omega_{ct}) \) and simplifies to a 2D transfer function \( H(j\omega_r, j\omega_{ct}) \) for the on-axis IPR case, where \( \omega_r = \sqrt{\omega_{x_1}^2 + \omega_{x_2}^2} \).

c) Evaluate the 2D Fourier transform of the desired 2D spatio-temporal signal on the focal plane as the product \( R_{fp}(j\omega_r, j\omega_{ct}) = S_{AP}(j\omega_{ct})H(j\omega_r, j\omega_{ct}) \).

d) Nontrivially, determine the 2D inverse Fourier transform \( r_{fp}(x_r, ct) = \mathcal{F}^{-1}[R_{fp}(j\omega_r, j\omega_{ct})] \) to yield the desired focal-plane dynamic response \( r_{fp}(x_r, ct) \).

The above QMC-based process does not lend itself to closed-form algebraic spatio-temporal solutions for dynamic responses \( r_{fp}(x_r, ct) \), nor does it lead to explanations or predictions of the dynamic behavior of the IPR. Dynamic analysis is almost always carried out numerically. Clearly, for the off-axis case, circular spatial symmetry is lost and therefore the above 2D Fourier transforms become 3D Fourier transforms over the spatio-temporal domain \((x_1, x_2, ct)\).
Appendix B. The focal plane response to a Dirac-PW aperture signal by Huygens’ integration using exact and approximate path differences

**B.1 The exact solution for** \( h_{fp}(\bar{x}, ct) \)

Employing Huygens’ principle to the elemental wavelets at each point \( P \) in Fig. 1, the focal plane response to a Dirac-PW in the aperture given by integration of the wavelets received from each elemental area in the aperture. Using polar coordinates \((\theta, \varphi)\) this yields the exact Huygens’ solution for the focal plane response

\[
h_{fp,exact}(x_r, ct) = \frac{1}{2\pi^2 c} \int_{-\pi/2}^{\pi/2} \int_{-\theta_{MAX}}^{\theta_{MAX}} \cos(\bar{n}, \bar{r}) \cos \left( \frac{ct - \Delta_l(x_r)}{\theta} \right) |sin \theta| \ d\theta d\varphi \quad \theta_{MAX} \leq \frac{\pi}{2} \quad (B.1)
\]

where \( \theta_{MAX} = \tan^{-1}\left(\frac{D}{16F^2 - D^2}\right) \) and therefore \( F \geq D/4 \)

Evaluating this integral requires that the path lengths in the integrand be determined in terms of \((x_r, F, D, \theta, \varphi, c)\). From the geometry of Fig. 1, it can be shown that,

\[
r_0 = 2F/(1 + \cos \theta) \quad (B.2)
\]

and

\[
r_1 = r_0 \sqrt{1 - \frac{2x_r \sin \theta \cos \varphi}{r_0} + \frac{x_r^2}{r_0^2}} \quad (B.3)
\]

where

\[
\theta = \sin^{-1}(r/r_0) \quad (B.4)
\]

The exact path length difference from \( P \) to a point \( Q \) (see Fig. 1) on the focal plane at distance \( x_r \) from the focal point is given by,

\[
\Delta_l(x_r) \equiv r_1 - r_0 = r_0 \left( \sqrt{1 - \frac{2x_r \sin \theta \cos \varphi}{r_0} + \frac{x_r^2}{r_0^2}} - 1 \right) \quad (B.5)
\]

Substituting (B.2) and (B.3) in (B.5) yields the exact path difference

\[
\Delta_l(x_r) = \frac{2F}{1 + \cos \theta} \left( \sqrt{1 - \frac{2x_r \sin \theta \cos \varphi}{2F(1 + \cos \theta)} + \frac{x_r^2}{2F(1 + \cos \theta)^2}} - 1 \right) \quad (B.6)
\]

The following first order and second-order approximations approximate the above square root in terms of its Taylor series. It can be shown that the so-called obliquity term in (B.1) is given by

\[
r_0^2 \cos(\bar{n}, \bar{r})/2\pi c = 4F^2(2F \sin \theta \tan(\theta/2) + 2F \cos \theta - x_r \sin \theta \cos \varphi) \]

\[
\frac{\pi c (1 + \cos \theta)(4F^2 - 4Fx_r \sin \theta \cos \varphi (1 + \cos \theta) + x_r^2 (1 + \cos \theta)^2) \sqrt{1 + \tan^2(\theta/2)}}{1 + \tan^2(\theta/2)} \quad (B.7)
\]

Substituting (B.6) and (B.7) in (B.1) yields the exact Huygens’ expression \( h_{fp,exact}(x_r, F, D, ct) \). However, the resulting integrand in (B.1) is far too complicated for algebraic integration and for understanding the dynamic behavior of the IPR. We have therefore numerically evaluated \( h_{fp,exact}(x_r, F, D, ct) \) using a MATLAB program that allows arbitrary temporal and spatial resolutions. For brevity, the numerical algorithm and the MATLAB program are omitted from this contribution although the results are used (in Fig. 4) as a comparative benchmark for estimating the accuracy of the first and second approximations \( h_{fp1} \) and \( h_{fp2} \).
B.2 The first order and second order approximations

We make the widely employed assumption [1] that the obliquity term is approximated as follows.

\[
\frac{\cos(\hat{n}, \hat{r}_1)}{2\pi r_1 c} \approx \frac{r_1}{2\pi c} \tag{B.8}
\]

Following [4] [5] the well-known first order and the second order expressions for IPR path differences [1] [2] employ the first and second order terms of the Taylor Series expansion of the square root in (B.5). Accordingly, the second-order approximation assumes that

\[
\left| \frac{x_r \sin \theta \cos \phi}{r_0} + \frac{x_r^2}{2r_0^2} \right| \ll 1 \text{ and } \cos \theta \approx 1 \tag{B.9}
\]

yielding

\[
\Delta_l(x_r) \approx -x_r \sin \theta \cos \phi + \frac{x_r^2}{2F} \tag{B.10}
\]

The first-order approximation imposes the yet more stringent assumption that

\[
\frac{x_r}{4F}(1 + \cos \theta) \ll |\sin \theta \cos \phi| \tag{B.11}
\]

yielding

\[
\Delta_l(x_r) \approx -x_r \sin \theta \cos \phi \tag{B.12}
\]

Appendix C. Derivations of first-order approximation \( h_{fp1} \) and second-order approximation \( h_{fp2} \)

Substituting (B.8) in (B.1) yields

\[
h_{fp1}(x_r, ct) = \int_{-\pi/2}^{\pi/2} \int_{-\theta_{MAX}}^{\theta_{MAX}} \delta(ct + x_r \sin \theta \cos \phi)|\sin \theta| \ d\theta d\phi \tag{C.1}
\]

C.1. Derivation of \( h_{fp1} \)

The inner integral of (C.1) cannot be performed directly over \( \theta \). To proceed we follow [4] [5] [13] to yield the equivalent relation

\[
\delta(ct + x_r \sin \theta \cos \phi) = \frac{\delta(\theta - \sin^{-1}\left(\frac{-ct}{x_r \cos \phi}\right))}{\sqrt{x_r^2 \cos^2 \phi - (ct)^2}} \tag{C.2}
\]

Substituting (C.2) into the inner integral of (C.1) yields the equivalent inner integral

\[
\int_{-\theta_{MAX}}^{\theta_{MAX}} |\sin \theta| \frac{\delta(\theta - \sin^{-1}\left(\frac{-ct}{x_r \cos \phi}\right))}{\sqrt{x_r^2 \cos^2 \phi - (ct)^2}} d\theta
\]

\[
= \left[ \frac{|ct|}{x_r \cos \phi \sqrt{x_r^2 \cos^2 \phi - (ct)^2}} \left( \theta - \sin^{-1}\left(\frac{-ct}{x_r \cos \phi}\right) \right) \right]_{-\theta_{MAX}}^{\theta_{MAX}}
\]

\[
= \left\{ \begin{array}{ll}
\frac{|ct|}{x_r \cos \phi \sqrt{x_r^2 \cos^2 \phi - (ct)^2}} & |ct| < x_r \sin \theta \cos \phi \\
0 & \text{otherwise}
\end{array} \right. \tag{C.3}
\]

where \( u(\cdot) \) is the unit step function. To proceed to the outer integral (over \( \psi \) from \(-\pi\) to \(\pi\)) we employ the indefinite integral identity [14].
\[ \int \frac{1}{\cos(\phi) \sqrt{a \cos^2(\phi) - 1}} \, dx = \tan^{-1} \left( \frac{\sin(\phi)}{a \cos^2(\phi) - 1} \right) + C \]  
(C.4)

implying the corresponding definite integral relation
\[ \int_{\phi_1}^{\phi_2} \frac{1}{\cos(\phi) \sqrt{a \cos^2(\phi) - 1}} \, dx = \tan^{-1} \left( \frac{\sin(\phi_2)}{a \cos^2(\phi_2) - 1} \right) - \tan^{-1} \left( \frac{\sin(\phi_1)}{a \cos^2(\phi_1) - 1} \right) \]  
(C.5)

Note that this identity is different and algebraically far simpler than the identity in [5, 4] and thereby makes possible new simplified closed form approximate solutions for the focal plane response. Substituting \( a = (x_r/ct)^2 \) in (C.5) and substituting the result into (C.1) yields, after considerable algebraic manipulation,

\[ h_{fp1}(x_r, ct) = \frac{1}{x_r} \int_{-\cos^{-1}(ct/x_r \sin \theta_{\text{MAX}})}^{\cos^{-1}(ct/x_r \sin \theta_{\text{MAX}})} \frac{1}{x_r \cos \phi \sqrt{x_r^2 \cos^2 \phi - (ct)^2}} \, d\phi \]  
(C.6)

Combining (C.6) and (C.5) yields, after further algebraic manipulation and simplification,

\[ h_{fp1}(x_r, ct) = \begin{cases} 
2 x_r \tan^{-1} \left( \sqrt{1 - \left( \frac{ct}{x_r \sin \theta_{\text{MAX}}} \right)^2 \tan \theta_{\text{MAX}}} \right), & |ct| < x_r \sin \theta_{\text{MAX}} \\
0, & \text{otherwise}
\end{cases} \]  
(C.7)

and using \( \theta_{\text{MAX}} \) from B.1 leads to

\[ h_{fp1}(x_r, ct) = \begin{cases} 
2 x_r \tan^{-1} \left( \sqrt{1 - \left( \frac{ct}{x_r \sin \theta_{\text{MAX}}} \right)^2 \frac{8}{16 \left( \frac{F}{D} - \frac{D}{F} \right)}} \right), & |ct| < x_r \sin \theta_{\text{MAX}}, F \geq D/4 \\
0, & \text{otherwise}
\end{cases} \]  
(C.8)

The ROS and shape of \( h_{fp1}(x_r, ct) \) are determined by the Dynamic Generating Function given by:

\[ \psi(x_r, t) = \sqrt{1 - \left( \frac{ct}{x_r \sin(\theta_{\text{max}})} \right)^2}, \quad 0 < \psi(x_r, t) < 1 \]  
(C.9)

The more complicated expression in [4] [5] yields the same ROS.

C.2 Derivation of \( h_{fp2} \)

Comparing (B.10) and (B.12), the second-order path difference approximation contains the additional term \( x_r^2/2F \), representing an additional time delay of \( x_r^2/2F \). Consequently, the above analysis for \( h_{fp1} \) leading to (C.7), can be repeated but with this additional delay term to yield the simple relation that

\[ h_{fp2}(x_r, ct) \approx h_{fp1} \left( x_r, ct - \frac{x_r^2}{2F} \right) \]  
(C.10)