A SURJECTION THEOREM FOR MAPS WITH SINGULAR
PERTURBATION AND LOSS OF DERIVATIVES
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Abstract. In this paper we introduce a new algorithm for solving perturbed nonlinear functional equations which admit a right-invertible linearization, but with an inverse that loses derivatives and may blow up when the perturbation parameter ε goes to zero. These equations are of the form $F_\varepsilon(u) = v$ with $F_\varepsilon(0) = 0$, $v$ small and given, $u$ small and unknown. The main difference with the by now classical Nash-Moser algorithm is that, instead of using a regularized Newton scheme, we solve a sequence of Galerkin problems thanks to a topological argument. As a consequence, in our estimates there are no quadratic terms. For problems without perturbation parameter, our results require weaker regularity assumptions on $F$ and $v$ than earlier ones, such as those of Hörmander [17]. For singularly perturbed functionals $F_\varepsilon$, we allow $v$ to be larger than in previous works. To illustrate this, we apply our method to a nonlinear Schrödinger Cauchy problem with concentrated initial data studied by Texier-Zumbrun [26], and we show that our result improves significantly on theirs.

1. Introduction

The basic idea of the inverse function theorem (henceforth IFT) is that, if a map $F$ is differentiable at a point $u_0$ and the derivative $DF(u_0)$ is invertible, then the map itself is invertible in some neighbourhood of $u_0$. It has a long and distinguished history (see [20] for instance), going back to the inversion of power series in the seventeenth century, and has been extended since to maps between infinite-dimensional spaces. If the underlying space is Banach, and if one is only interested in the local surjectivity of $F$, that is, the existence, near $u_0$, of a solution $u$ to the equation $F(u) = v$ for $v$ close to $F(u_0)$, one just needs to assume that $F$ is of class $C^1$ and that $DF(u_0)$ has a right-inverse $L(u_0)$. The standard proof is based on the Picard scheme:

$$u_n = u_{n-1} - L(u_0)(F(u_{n-1}) - v)$$

which converges geometrically to a solution of $F(u) = v$ provided $\|F(u_0) - v\|$ is small enough. In the $C^2$ case, the Newton algorithm:

$$u_n = u_{n-1} - L(u_{n-1})(F(u_{n-1}) - v)$$

uses the right-invertibility of $DF(u)$ for $u$ close to $u_0$, and provides local quadratic convergence.

In functional analysis, $u$ will typically be a function. In many situations the IFT on Banach spaces will be enough, but in the study of Hamiltonian systems and
In PDEs, one encounters cases when the right-inverse \( L(u) \) of \( DF(u) \) loses derivatives, i.e. when \( L(u)F(w) \) has less derivatives than \( u \) and \( w \). In such a case, the Picard and Newton schemes lose derivatives at each step. The first solutions to this problem are due, on the one hand, to Kolmogorov [19] and Arnol’d [2], [3], [4] who investigated perturbations of completely integrable Hamiltonian systems in the analytic class, and showed that invariant tori persist under small perturbations, and, on the other hand, to Nash [23], who showed that any smooth compact Riemannian manifold can be imbedded isometrically into an Euclidian space of sufficiently high dimension

In both cases, the fast convergence of Newton’s scheme was used to overcome the loss of regularity. Since Nash was considering functions with finitely many derivatives, he had to introduce a sequence of smoothing operators \( S_n \), in order to regularize \( L(u_{n-1})(F(u_{n-1}) - v) \), and the new scheme was

\[
u_n = u_{n-1} - S_n L(u_{n-1})(F(u_{n-1}) - v) .\]

An early presentation of Nash’s method can be found in Schwartz’ notes [24]. It was further improved by Moser [22], who used it to extend the Kolmogorov-Arnol’d results to \( C^k \) Hamiltonians. The Nash-Moser method has been the source of a considerable amount of work in many different situations, giving rise in each case to a so-called "hard" IFT. We will not attempt to review this line of work in the present paper. A survey up to 1982 will be found in [15]. In [17], Hörmander introduced a refined version of the Nash-Moser scheme which provides the best estimates to date on the regularity loss. We refer to [1] for a pedagogical account of this work, and to [5] for recent improvements. We also gained much insight into the Nash-Moser scheme from the papers [7], [8], [9], [10], [26].

The question we want to address here is the following. The IFT implies that the range of \( F \) contains a neighborhood \( V \) of \( v_0 = F(u_0) \). What is the size of \( V \)?

In general, when one tries to apply directly the abstract Nash-Moser theorem, the estimates which can be derived from its proof are unreasonably small, many orders of magnitude away from what can be observed in numerical simulations or physical experiments. Moreover, precise estimates for the Nash-Moser method are difficult to compute, and most theoretical papers simply do not address the question.

So we shall address instead a "hard" singular perturbation problem with loss of derivatives. The same issue appears in such problems, as we shall explain in a moment, but it takes a simpler form: one tries to find a good estimate on the size of \( V \) as a power of the perturbation parameter \( \varepsilon \). Such an asymptotic analysis has been carefully done in the paper of Texier and Zumbrun [26] which has been an important source of inspiration to us, and we will be able to compare our results with theirs. As noted by these authors, the use of Newton’s scheme implies an intrinsic limit to the size of \( V \).

Let us explain this in the “soft” case, without loss of derivatives. Suppose that for every \( 0 < \varepsilon \leq 1 \) we have a \( C^2 \) map \( F_\varepsilon \) between two Banach spaces \( X \) and \( Y \), such that \( F_\varepsilon(0) = 0 \), and, for all \( \|u\| \leq R \),

\[
\| D_u F_\varepsilon(u)^{-1} \| \leq \varepsilon^{-1} M \\
\| D^2_{uu} F_\varepsilon(u) \| \leq K
\]

Nash’s theorem on isometric embeddings was later re-proved by Gunther [14], who found a different formulation of the problem and was able to use the classical IFT in Banach spaces.
Then the Newton-Kantorovich Theorem (see [11], section 7.7 for a comprehensive discussion) tells us that the solution \( u \epsilon \) of \( F_{\epsilon}(u) = v \) exists for \( \|v\| < \frac{\epsilon^2}{2KM^2} \), and this is essentially the best result one can hope for using Newton’s algorithm, as mentioned by Texier and Zumbrun in [29], Remark 2.22. Note that the use of a Picard iteration would give a similar condition.

However, in this simple situation where no derivatives are lost, it is possible, using topological arguments instead of Newton’s method, to find a solution \( u \) provided \( \|v\| \leq \epsilon R/M \): one order of magnitude in \( \epsilon \) has been gained. The first result of this kind, when \( F \) is \( C^1 \) and \( \dim X = \dim Y < \infty \), is due to Wazewski [27] who used a continuation method. See also [18] and [25] and the references in these papers, for more general results in this direction. In [12] (Theorem 2), using Ekeland’s variational principle, Wazewski’s result is proved in Banach spaces, assuming only that \( F \) is continuous and Gâteaux differentiable, the differential having a uniformly bounded right-inverse (in §2 below, we recall this result, as Theorem 5).

Our goal is to extend such a topological approach to “hard” problems with loss of derivatives, which up to now have been tackled by the Nash-Moser algorithm. A first attempt in this direction was made in [12] (Theorem 1), in the case when the estimates on the right-inverse do not depend on the base point, but it is very hard to find examples of such situations. The present paper fulfills the program in the general case, where estimates on the inverse depend on the base point.

In [10], Berti, Bolle and Procesi prove a new version of the Nash-Moser theorem by solving a sequence of Galerkin problems \( \Pi'_{n} F(u_{n}) = \Pi'_{n} v, u_{n} \in E_{n}, \) where \( \Pi_{n} \) and \( \Pi'_{n} \) are projectors and \( E_{n} \) is the range of \( \Pi_{n} \). They find the solution of each projected equation thanks to a Picard iteration:

\[
    u_{n} = \lim_{k \to \infty} w^{k} \quad \text{with} \quad w^{0} = u_{n-1} \quad \text{and} \quad w^{k+1} = w^{k} - L_{n}(u_{n-1})(F(w^{k}) - v),
\]

where \( L_{n}(u_{n-1}) \) is a right inverse of \( D(\Pi'_{n} F|_{E_{n}})(u_{n-1}) \). So, in [10] the regularized Newton step is not really absent: it is essentially the first step in each Picard iteration. As a consequence, the proof in [10] involves quadratic estimates similar to the ones of more standard Nash-Moser schemes. Moreover, Berti, Bolle and Procesi assume the right-invertibility of \( D(\Pi'_{n} F|_{E_{n}})(u_{n-1}) \). This assumption is perfectly suitable for the applications they consider (periodic solutions of a nonlinear wave equation), but in general it is not a consequence of the right-invertibility of \( DF(u_{n-1}) \), and this restricts the generality of their method as compared with the standard Nash-Moser scheme.

As in [10], we work with projectors and solve a sequence of Galerkin problems. But in contrast with [10], the Newton steps are completely absent in our new algorithm, they are replaced by the topological argument from [12] (Theorem 2), ensuring the solvability of each projected equation. Incidentally, this allows us to work with functionals \( F \) that are only continuous and Gâteaux-differentiable, while the standard Nash-Moser scheme requires twice-differentiable functionals. Our regularity assumption on \( v \) also seems to be optimal, and even weaker than in [17]. Moreover, our method works assuming either the right-invertibility of \( D(\Pi'_{n} F|_{E_{n}})(u_{n-1}) \) as in [10], or the right-invertibility of \( DF(u) \) (in the second case, our proof is more complicated). But in our opinion, the main advantage of our approach is the following: there are no more quadratic terms in our estimates, as a consequence we can deal with larger \( v \)'s, and this advantage is particularly obvious in the case of singular perturbations.
To illustrate this, we will give an abstract existence theorem with a precise estimate of the range of $F$ for a singular perturbation problem: this is Theorem 3 below. Comparing our result with the abstract theorem of [26], one can see that we have weaker assumptions and a stronger conclusion. Then we will apply Theorem 3 to an example given in [26], namely a Cauchy problem for a quasilinear Schrödinger system first studied by Métivier and Rauch [21]. Texier and Zumbrun use their abstract Nash-Moser theorem to prove the existence of solutions of this system on a fixed time interval, for concentrated initial data. Our abstract theorem allows us to increase the order of magnitude of the oscillation in the initial data. After reading our paper, Baldi and Haus [6] have been able to increase even more this order of magnitude, using their own version [5] of the Newton scheme for Nash-Moser, combined with a clever modification of the norms considered in [26] and an improved estimate on the second derivative of the functional. In contrast, our proof follows directly from our abstract theorem, taking exactly the same norms and estimates as in [26], and without even considering the second derivative of the functional.

The paper is constructed as follows. In Section 2, we present the general framework: we are trying to solve the equation $F_\varepsilon(u) = v$ near $F_\varepsilon(0) = 0$, when $F_\varepsilon$ maps a scale of Banach spaces of functions into another and admits a right-invertible Gâteaux differential with “tame estimates” involving losses of derivatives and negative powers of $\varepsilon$. After giving our precise assumptions, we state our main theorem. Section 3 is devoted to its proof. In Section 4, we apply it to the example taken from Texier and Zumbrun [26], and we compare our results with theirs.
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2. Main assumptions and results.

2.1. Two tame scales of Banach spaces. Let $(V_s, \| \cdot \|_s)_{0 \leq s \leq S}$ be a scale of Banach spaces, namely:

$$0 \leq s_1 \leq s_2 \leq S \implies [V_{s_2} \subset V_{s_1} \text{ and } \| \cdot \|_{s_1} \leq \| \cdot \|_{s_2}].$$

We shall assume that to each $\Lambda \in [1, \infty)$ is associated a continuous linear projection $\Pi(\Lambda)$ on $V_0$, with range $E(\Lambda) \subset V_S$. We shall also assume that the spaces $E(\Lambda)$ form a nondecreasing family of sets indexed by $[1, \infty)$, while the spaces $\text{Ker} \Pi(\Lambda)$ form a nonincreasing family. In other words:

$$1 \leq \Lambda \leq \Lambda' \implies \Pi(\Lambda)\Pi(\Lambda') = \Pi(\Lambda')\Pi(\Lambda) = \Pi(\Lambda).$$

Finally, we assume that the projections $\Pi(\Lambda)$ are “smoothing operators” satisfying the following estimates:
Polynomial growth and approximation: There are constants $A_1$, $A_2 \geq 1$ such that, for all numbers $0 \leq s \leq S$, all $\Lambda \in [1, \infty)$ and all $u \in V_s$, we have:

\begin{align}
\forall t \in [0, S], \quad \|\Pi(\Lambda)u\|_t & \leq A_1 \Lambda^{(t-s)^+} \|u\|_s \\
\forall t \in [0, S], \quad \|(1 - \Pi(\Lambda))u\|_t & \leq A_2 \Lambda^{-(s-t)} \|u\|_s
\end{align}

When the above properties are met, we shall say that $(V_s, \|\cdot\|_s)_{0 \leq s \leq S}$ endowed with the family of projectors $\{\Pi(\Lambda), \Lambda \in [1, \infty)\}$, is a tame Banach scale.

It is well-known (see e.g. [10]) that (2.1), (2.2) imply:

**Interpolation inequality**: For $0 \leq t_1 \leq s \leq t_2 \leq S$,

\begin{align}
\|u\|_s & \leq A_3 \|u\|_{t_1}^{2-s-t_1} \|u\|_{t_2}^{s-2-t_1}.
\end{align}

Let $(W_s, \|\cdot\|_s)_{0 \leq s \leq S}$ be another tame scale of Banach spaces. We shall denote by $\Pi(\Lambda)$ the corresponding projections defined on $W_0$ with ranges $E(\Lambda) \subset W_S$, and by $A_i'$ ($i = 1, 2, 3$) the corresponding constants in (2.1), (2.2) and (2.3).

**Remark.** In many practical situations, the projectors form a discrete family as, for instance, $\{\Pi(N), N \in \mathbb{N}_0\}, \{\Pi(2^{j}), j \in \mathbb{N}\}$. The first case occurs when $\Pi(N)$ acts on periodic functions by truncating their Fourier series, keeping only frequencies of size less or equal to $N$, as in [10]. The second case occurs when truncating orthogonal wavelet expansions as in an earlier version of the present work [13]. Our choice of notation and assumptions covers these cases, taking $\Pi(\Lambda) = \Pi([\Lambda])$ or $\Pi(\Lambda) = \Pi(2^{\lceil \log_2(\Lambda) \rceil})$, where $\lceil \cdot \rceil$ denotes the integer part.

### 2.2. Main theorem.

We state our result in the framework of singular perturbations, in the spirit of Texier and Zumbrun [26]. The norms $\|\cdot\|_s, \|\cdot\|_s'$ on the tame scales $(V_s), (W_s)$ may depend on the perturbation parameter $\varepsilon \in (0, 1]$, as well as the projectors $\Pi(\Lambda), \Pi'(\Lambda)$ and their ranges $E(\Lambda), E'(\Lambda)$. But we impose that $S$ and the constants $A_i, A_i'$ appearing in estimates (2.1) [2.2] [2.3] be independent of $\varepsilon$. In order to avoid burdensome notations, the dependence of the norms, projectors and subspaces on $\varepsilon$ will not be explicit in the sequel.

Denote by $B_s$ the unit ball in $V_s$:

\[ B_s = \{u | \|u\|_s \leq 1\} \]

In the sequel we fix nonnegative constants $s_0, m, \ell, \ell'$ and $g$, independent of $\varepsilon$. We will assume that $S$ is large enough.

We first recall the definition of Gâteaux-differentiability, in a form adapted to our framework:

**Definition 1.** We shall say that a function $F : B_{s_0+m} \rightarrow W_{s_0}$ is Gâteaux-differentiable (henceforth $G$-differentiable) if for every $u \in B_{s_0+m}$, there exists a linear map $DF(u) : V_{s_0+m} \rightarrow W_{s_0}$ such that for every $s \in [s_0, S - m]$, if $u \in B_{s_0+m} \cap V_{s+m}$, then $DF(u)$ maps continuously $V_{s+m}$ into $W_s$, and

\[ \forall h \in V_{s+m}, \lim_{t \rightarrow 0} \frac{1}{t} [F(u + th) - F(u)] - DF(u) h \|_s = 0. \]
Note that, even in finite dimension, a $G$-differentiable map need not be $C^1$, or even continuous. However, if $DF : V_{s+m} \to \mathcal{L}(V_{s+m},W_s)$ is locally bounded, then $F : V_{s+m} \to W_s$ is locally Lipschitz, hence continuous. In the present paper, we will always be in such a situation.

We now consider a family of maps $(F_\varepsilon)_{0 < \varepsilon \leq 1}$ with $F_\varepsilon : B_{s_0+m} \to W_{s_0}$. We are ready to state our assumptions on this family:

**Definition 2.**

1. We shall say that the maps $F_\varepsilon : B_{s_0+m} \to W_{s_0}$ $(0 < \varepsilon \leq 1)$ form an $S$-tame differentiable family if they are $G$-differentiable with respect to $u$, and, for some positive constant $a$, for all $\varepsilon \in (0, 1]$ and all $s \in [s_0, S-m]$, if $u \in B_{s_0+m} \cap V_{s+m}$ and $h \in V_{s+m}$, then $DF_\varepsilon(u) h \in W_s$ with the tame direct estimate

   $$\|DF_\varepsilon(u) h\|_s \leq a \left( \|h\|_{s+m} + \|u\|_{s+m} \|h\|_{s_0+m} \right).$$

2. Then we shall say that $(DF_\varepsilon)_{0 < \varepsilon \leq 1}$ is tame right-invertible if there are $b > 0$ and $g, \ell, \ell' \geq 0$ such that for all $0 < \varepsilon \leq 1$ and $u \in B_{s_0+\max\{m,\ell\}}$, there is a linear map $L_\varepsilon(u) : W_{s_0+\ell'} \to V_{s_0}$ satisfying

   $$\|L_\varepsilon(u) k\|_s \leq b \varepsilon^{-g} \left( \|k\|_{s+\ell'} + \|k\|_{s_0+\ell'} \|u\|_{s+\ell'} \right).$$

3. Alternatively, we shall say that $(DF_\varepsilon)_{0 < \varepsilon \leq 1}$ is tame Galerkin right-invertible if there are $\Lambda \geq 1$, $b > 0$ and $g, \ell, \ell' \geq 0$ such that for all $\Lambda \geq \Lambda_0$, $0 < \varepsilon \leq 1$ and any $u \in B_{s_0+\max\{m,\ell\}} \cap E(\Lambda)$, there is a linear map $L_{\Lambda,\varepsilon}(u) : E'(\Lambda) \to E(\Lambda)$ satisfying

   $$\|L_{\Lambda,\varepsilon}(u) k\|_s \leq b \varepsilon^{-g} \left( \|k\|_{s+\ell'} + \|k\|_{s_0+\ell'} \|u\|_{s+\ell'} \right).$$

In this definition, the integers $m, \ell, \ell'$ denote the loss of derivatives for $DF_\varepsilon$ and its right-inverse, and $g > 0$ denotes the strength of the singularity at $\varepsilon = 0$. The unperturbed case of a fixed map can be recovered by setting $\varepsilon = 1$.

We want to solve the equation $F_\varepsilon(u) = v$. There are three things to look for. How regular is $v$? How regular is $u$, or, equivalently, how small is the loss of derivatives between $v$ and $u$? How does the existence domain depend on $\varepsilon$? The following result answers them in a near-optimal way.

**Theorem 3.** Assume that the maps $F_\varepsilon (0 < \varepsilon \leq 1)$ form an $S$-tame differentiable family between the tame scales $(V_s)_{0 < s < S}$ and $(W_s)_{0 < s < S}$, with $F_\varepsilon(0) = 0$ for all $0 < \varepsilon \leq 1$. Assume, in addition, that $(DF_\varepsilon)_{0 < \varepsilon \leq 1}$ is either tame right-invertible or tame Galerkin right-invertible. Let $s_0, m, g, \ell, \ell'$ be the associated parameters.

Let $s_1 \geq s_0 + \max\{m, \ell\}$, $\delta > s_1 + \ell'$ and $g' > g$. 

Then, for $S$ large enough, there is $r > 0$ such that, whenever $0 < \varepsilon \leq 1$ and $\|v\|'_0 \leq r\varepsilon^g$, there exists some $u_\varepsilon \in B_{s_1}$ satisfying:

$$F_\varepsilon(u_\varepsilon) = v$$

$$\|u_\varepsilon\|_{s_1} \leq r^{-1} \varepsilon^{-\varphi} \|v\|'_0$$

As we will see, the proof of Theorem 3 is much shorter under the assumptions that $DF_\varepsilon$ is Galerkin right-invertible. But in many applications, it is easier to check that $DF_\varepsilon$ is tame right-invertible than tame Galerkin right-invertible. See [10], however, where an assumption similar to (2.7, 2.8) is used.

All other “hard” surjection theorems that we know of require some additional conditions on the second derivative of $F_\varepsilon$. Here we do not need such assumptions, in fact we only assume $F_\varepsilon$ to be G-differentiable, not $C^2$.

As for the three questions we raised, let us explain in which sense the answers are almost optimal in Theorem 3. For the tame estimates (2.4), (2.6) to hold, one could be made explicit, but we will not do it here. Let us just mention that one can check that $F_\varepsilon$ in fact we only assume $F_\varepsilon$ satisfies:

$$\|v\|'_0 \leq \varepsilon^{-g}$$

We have not found this condition in the literature: in [17] for instance, a stronger assumption is made, namely $\|v\|'_0 \leq \varepsilon^{-g}$ seems necessary. We find that the strict inequality is sufficient. Replacing $s_1$ with its minimal value, our condition on $\delta$ becomes

$$\delta > s_0 + \max\{m, \ell\} + \ell'.$$

We have not found this condition in the literature: in [17] for instance, a stronger assumption is made, namely $\delta > s_0 + \max\{2m + \ell', \ell\} + \ell'$.

For the dependence of $\|v\|'_0$ on $\varepsilon$, the constraint $g' > g$ also seems to be nearly optimal. Indeed, the solution $u_\varepsilon$ has to be in $B_{s_1}$, but the right-inverse $L_\varepsilon$ of $DF_\varepsilon$ has a norm of order $\varepsilon^{-g}$, so the condition $\|v\|'_0 \leq \varepsilon^g$ seems necessary. We find that the condition $\|v\|'_0 \leq \varepsilon^g$ is sufficient.

Our condition on $S$ is of the form $S \geq S_0$ where $S_0$ depends only on the parameters $s_0, m, g, \ell, \ell'$ and $g', s_1, \delta$. Then $r$ depends only on these parameters and the constants $A_{\varepsilon}, A'_{\varepsilon}$ associated with the tame scales. In principle, all these constants could be made explicit, but we will not do it here. Let us just mention that one can take $S_0 = O\left(\frac{1}{g'-g}\right)$ as $g' \to g$, all other parameters remaining fixed. This follows from the inequality $\sigma < \zeta g/\eta$ in Lemma 11.

In the case of a tame right-invertible differential, we can restate our theorem in a form that allows direct comparison with [26]: Theorem 2.19 and Remarks 2.9, 2.14. For this purpose, we consider two tame Banach scales $(V_s, \| \cdot \|_s)$ and $(W_s, \| \cdot \|'_s)$ with associated projectors $\Pi_A, \Pi'_A$, we take $\gamma > 0$ and we introduce the norms $| \cdot |_s := \varepsilon^{|\cdot|} \| \cdot \|_s$ and $| \cdot |'_s := \varepsilon^{|\cdot|'} \| \cdot |'_s$. We then denote $B_s(\rho) = \{ u \mid |u|_s \leq \rho \}$ and we consider functions $F_\varepsilon$ of the form $F_\varepsilon(u) = \Phi_\varepsilon(a_\varepsilon + u) - \Phi_\varepsilon(a_\varepsilon)$, where $\Phi_\varepsilon$ is defined on $B_{s_0+m}(2\varepsilon^g)$ and $a_\varepsilon \in B_{s}(\varepsilon^g)$ is chosen such that $v_\varepsilon := -\Phi_\varepsilon(a_\varepsilon)$ is very small. A point $u$ in $B_{s_0+m}$ satisfies $F_\varepsilon(u) = v_\varepsilon$ if and only if it solves the equation $\Phi_\varepsilon(a_\varepsilon + u) = 0$ in $B_{s_0+m}(\varepsilon^g)$. We make the following assumptions on $\Phi_\varepsilon$:

$$\Phi_\varepsilon(a_\varepsilon + u) = 0$$
For some $\gamma > 0$ and any $0 < \varepsilon \leq 1$, the map $\Phi_\varepsilon : \mathcal{B}_{s_0 + m}(2\varepsilon) \to W_{s_0}$ is $G$-differentiable with respect to $u$, and there are constants $a$, $b$ and $g > 0$ such that:

- for all $0 < \varepsilon \leq 1$ and $s_0 \leq s \leq S - m$, if $u \in \mathcal{B}_{s_0 + m}(2\varepsilon) \cap V_{s + m}$ and $h \in V_{s + m}$, then $D\Phi_\varepsilon(u)h \in W_s$, with the tame direct estimate

$$
(2.9) \quad |D\Phi_\varepsilon(u)h|' \leq a \left(|h|_{s+m} + \varepsilon^{-\gamma} |u|_{s+m} |h|_{s_0+m}\right)
$$

- for all $0 < \varepsilon \leq 1$ and $u \in \mathcal{B}_{s_0 + \max\{m,\ell\}}(2\varepsilon)$, there is $L_\varepsilon(u) : W_{s_0 + \ell'} \to V_{s_0}$ linear, satisfying:

$$
\forall k \in W_{s_0 + \ell'}, \quad D\Phi_\varepsilon(u)L_\varepsilon(u)k = k
$$

and for all $s_0 \leq s \leq S - \max\{\ell, \ell'\}$, if $u \in \mathcal{B}_{s_0 + \max\{m,\ell\}}(2\varepsilon) \cap V_{s + \ell}$ and $k \in W_{s + \ell'}$, then $L_\varepsilon(u)k \in V_s$, with the tame inverse estimate

$$
(2.11) \quad |L_\varepsilon(u)k|_s \leq b\varepsilon^{-g} \left(|k|'_{s+\ell'} + \varepsilon^{-\gamma} |k|'_{s_0+\ell'} |u|_{s+\ell}\right)
$$

Under these assumptions, the maps $F_\varepsilon : B_{s_0 + m} \to W_{s_0}$ form an $S$-tame differentiable family for the "old" norms $\|\cdot\|_s$, $\|\cdot\|_s^\varepsilon$. So the following result holds, as a direct consequence of our main theorem:

**Corollary 4.** Consider two tame Banach scales $(V_s, \|\cdot\|_s)_{0 \leq s \leq S}$ and $(W_s, |\cdot|'_s)_{0 \leq s \leq S}$, nonnegative constants $s_0$, $m$, $\ell$, $\ell'$, $g$, $\gamma$, and two positive constants $a$, $b$. Take any $g' > g$, $s_1 \geq s_0 + \max\{m, \ell\}$ and $\gamma > s_1 + \ell'$. For $S$ large enough and $r > 0$ small, if a family of $G$-differentiable maps $\Phi_\varepsilon : \mathcal{B}_{s_0 + m}(2\varepsilon) \to W_{s_0}$ ($0 < \varepsilon \leq 1$) satisfies (2.9) and (2.11), and, in addition, for some $a_\varepsilon \in \mathcal{B}_S(\varepsilon)$, $|\Phi_\varepsilon(a_\varepsilon)|'_S \leq r\varepsilon^{\gamma+g'}$, then there exists some $u_\varepsilon \in \mathcal{B}_{s_1,\varepsilon}(\varepsilon)$ such that:

$$
\Phi_\varepsilon(a_\varepsilon + u_\varepsilon) = 0
$$

$$
|u_\varepsilon|_{s_1} \leq r^{-1} \varepsilon^{-\gamma} |\Phi_\varepsilon(a_\varepsilon)|'_S
$$

In [20] (Theorem 2.19 and Remarks 2.9, 2.14), the assumptions are stronger, since they involve the second derivative of $\Phi_\varepsilon$. More importantly, we only need the norm of $\Phi_\varepsilon(a_\varepsilon)$ to be controlled by $\varepsilon^{\gamma+g'}$ with $g' > g$, provided $S \geq S_0$ with $S_0 = O\left(\frac{1}{g-g'}\right)$, while in [20] (Assumption 2.15 and Remark 2.23), due to quadratic estimates, one needs $g' > 2g$ with the faster growth $S_0 = O\left(\frac{1}{(g-2g)^2}\right)$.

**3. Proof of Theorem 2**

The proof consists in constructing a sequence $(u_n)_{n \geq 1}$ which converges to a solution $u$ of $F(u) = u$. At each step, in order to find $u_n$, we solve a nonlinear equation in a Banach space, using Theorem 2 in [12], which we restate below for the reader’s convenience (the notation $\|\cdot\| L$ stands for the operator norm of any linear continuous map $L$ between two Banach spaces):
Theorem 5. Let $X$ and $Y$ be Banach spaces. Let $f : B_X(0, R) \to Y$ be continuous and Gâteaux-differentiable, with $f(0) = 0$. Assume that the derivative $Df(u)$ has a right-inverse $L(u)$, uniformly bounded on the ball $B_X(0, R)$:

$$
\forall (u, k) \in B_X(0, R) \times Y, \quad Df(u) L(u) k = k
$$

$$
\sup \{ ||| L(u) ||| : \| u \|_X < R \} < M.
$$

Then, for every $v \in Y$ with $\| v \|_Y < RM^{-1}$ there is some $u \in X$ satisfying:

$$
f(u) = v \quad \text{and} \quad \| u \|_X \leq M \| v \|_Y < R.
$$

Note first that this is a local surjection theorem, not an inverse function theorem: with respect to the IFT, we lose uniqueness. On the other hand, the regularity requirement on $f$ and the smallness condition on $v$ are much weaker. As mentioned in the Introduction, for a $C^1$ functional in finite dimensions, this theorem has been proved a long time ago by Ważewski [27] by a continuation argument (we thank Sotomayor for drawing our attention to this result). For a comparison of the existence and uniqueness domains in the $C^2$ case with $\dim X = \dim Y$, see [16], chapter II, exercise 2.3.

It turns out that the proof of Theorem 5 is much easier if one assumes that the family $(DF_\varepsilon)$ is tame Galerkin right-invertible. But most applications require that $(DF_\varepsilon)$ be tame right-invertible. Let us explain why the proof is longer in this case. In our algorithm, we will use two sequences of projectors $\Pi_n := \Pi(\Lambda_n)$ and $\Pi'_n := \Pi'(M_n)$ with associated ranges $E_n = E(\Lambda_n)$ and $E'_n = E'(M_n)$, where $\Lambda^0 \approx \varepsilon^{-\eta}$ for some small $\eta > 0$, $\Lambda_n = \Lambda^0 \sigma^\alpha$ for some $\alpha > 1$ close to 1, and $M_n = \Lambda_n^0$ for some $\sigma < 1$ such that $\sigma^\alpha > 1$. The algorithm consists in finding, by induction on $n$ and using Theorem 5 at each step, a solution $u_n \in E_n$ of the problem $\Pi'_n F_\varepsilon(u_n) = \Pi'_{n-1} v$. For this, we need $\Pi'_n DF_\varepsilon(u)_{|E_n}$ to be invertible for $u$ in a certain ball $B_n$, with estimates on the right inverse for a certain norm $\| \cdot \|_{E_n}$.

When the family $(DF_\varepsilon)$ is tame Galerkin right-invertible, we can take $\sigma = 1$ so that $M_n = \Lambda_n$, instead of assuming $\sigma < 1$. Then the right-invertibility of $\Pi'_n DF_\varepsilon(u)_{|E_n}$ follows immediately from the definition.

But when $(DF_\varepsilon)$ is only tame right-invertible, it is crucial to take $\sigma < 1$. The intuitive idea is the following. One can think of $DF_\varepsilon(u)$ as very large right-invertible matrix. The topological argument we use requires $\Pi'_n DF_\varepsilon(u)_{|E_n}$ to have a right-inverse for $u$ in a suitable ball. If we take $M_n = \Lambda_n$, this is like asking that a square submatrix of a right-invertible matrix be invertible. In general this is not true. But a rectangular submatrix, with more columns than lines, will be right-invertible if the full matrix is and if there are enough columns in the submatrix. This is why we impose $M_n < \Lambda_n$ when we do not assume the tame Galerkin right-invertibility.

In the sequel, we assume that the family $(DF_\varepsilon)$ is tame right-invertible, so we take $\sigma < 1$, and we point out the specific places where the arguments would be easier assuming, instead, that $(DF_\varepsilon)$ is tame Galerkin right-invertible.

The sequence $u_n$ depends on a number of parameters $\eta, \alpha, \beta, \sigma$ and $\vartheta$ satisfying various conditions: in the first subsection we prove that these conditions are compatible. In the next one, we construct an initial point $u_1$ depending on $\eta, \alpha$ and $\vartheta$. In the third one we construct, by induction, the remaining points $u_n$ which also depend on $\beta$ and $\sigma$. Finally we prove that the sequence $(u_n)$ converges to a solution $u$ of the problem, satisfying the desired estimates.
3.1. Choosing the values of the parameters. We are given $s_1 \geq s_0 + \max \{m, \ell\}$, $\delta > s_1 + \ell'$ and $g' > g$. These are fixed throughout the proof.

We introduce positive parameters $\eta, \alpha, \beta, \vartheta$ and $\sigma$ satisfying the following conditions:

(3.1)  
\[ \eta < \frac{g' - g}{\max \{\vartheta \ell', \ell\}} \]

(3.2)  
\[ \frac{1}{\alpha} < \vartheta < 1 \]

(3.3)  
\[ (1 - \vartheta) (\sigma - \delta) > \vartheta m + \max \{\ell, \vartheta \ell'\} + \frac{g}{\eta} \]

(3.4)  
\[ \sigma > \alpha \beta + s_1 \]

(3.5)  
\[ (1 + \alpha - \vartheta \alpha) (\sigma - s_0) > \alpha \beta + \alpha (m + \ell) + \ell' + \frac{g}{\eta} \]

(3.6)  
\[ (1 - \vartheta) (\sigma - s_0) > m + \vartheta \ell' + \frac{g}{\alpha \eta} \]

(3.7)  
\[ \delta > s_0 + \frac{\alpha}{\vartheta} (\sigma - s_0 - \alpha \beta + \ell') \]

(3.8)  
\[ (\alpha - 1) \beta > (1 - \vartheta) (\sigma - s_0) + \vartheta m + \ell'' + \frac{g}{\eta} \]

(3.9)  
\[ \ell'' = \max \{(\alpha - 1) \ell + \ell', \alpha \vartheta \ell'\} \]

Note that condition (3.3) implies that $\delta < \sigma$. Note also that condition (3.7) may be rewritten as

\[ \beta > \frac{1}{\alpha} (\sigma - \delta) + \left(1 - \frac{\vartheta}{\alpha}\right) \frac{\delta - s_0}{\alpha} + \frac{\ell''}{\alpha} \]

which implies the simpler inequality

(3.10)  
\[ \beta > \frac{1}{\alpha} (\sigma - \delta) \]

Inequality (3.10) will also be used in the proof.

If we assume tame Galerkin right-invertibility instead of tame right-invertibility, we can replace condition (3.3) by the weaker condition $\delta < \sigma$, we do not need conditions (3.5), (3.6) any more, and we can take $\vartheta = 1$ instead of $\vartheta < 1$.

**Lemma 1.** The set of parameters $(\eta, \alpha, \beta, \vartheta, \sigma)$ satisfying the above conditions is non-empty. More precisely, there are some $\alpha > 1$ and $\zeta > 0$ depending only on $(s_0, m, \ell, \ell', s_1, \delta)$, such that, for $\vartheta = \alpha^{-1/2}$ and for every $0 < \eta < 1$, there exist $(\beta, \sigma)$ with $\sigma < \zeta g/\eta$ such that the constraints (3.2) to (3.4) are satisfied.

**Proof.** Since $\delta > s_1 + \ell'$, and $\ell'' \to \ell'$ when both $\alpha$ and $\vartheta$ tend to 1, it is possible to choose $\vartheta$ and $\alpha = \vartheta^{-2}$ close enough to 1 so that $\delta > s_0 + \frac{\alpha}{\vartheta} (s_1 - s_0 + \ell'')$. Take some $\tau$ with $0 < \tau < \frac{\alpha}{\vartheta} (\delta - s_0) - s_1 + s_0 - \ell''$, and set:

\[ \beta = \frac{\sigma}{\alpha} - \frac{s_1 + \tau}{\alpha} \]

Then conditions (3.2), (3.3) and (3.7) are satisfied.
The remaining inequalities are constraints on $\beta$ and $\sigma$. They can be rewritten as follows:

\begin{align*}
(3.12) \quad \sigma &> \delta + \frac{1}{1-\vartheta} \left[ \vartheta m + \max \{ \ell, \vartheta \ell' \} + \frac{g}{\eta} \right] \\
(3.13) \quad \beta &< \left( \frac{1}{\alpha} + 1 - \vartheta \right) \sigma - m - \ell - \vartheta \ell - \left( \frac{1}{\alpha} + 1 - \vartheta \right) s_0 - \frac{g}{\alpha \eta} \\
(3.14) \quad \sigma &> s_0 + \frac{1}{1-\vartheta} \left( m + \vartheta \ell' + \frac{g}{\alpha \eta} \right) \\
(3.15) \quad \beta &> \frac{1-\vartheta}{\alpha-1} \sigma + \frac{1}{\alpha-1} \left( \vartheta m + \ell' + \frac{g}{\eta} - (1-\vartheta) s_0 \right)
\end{align*}

These inequalities define half-planes in the $(\sigma, \beta)$-plane. Since $\alpha \vartheta > 1$, the slopes in (3.11), (3.13) and (3.15) are ordered as follows:

\[ 0 < \frac{1-\vartheta}{\alpha-1} < \frac{1}{\alpha} < \frac{1}{\alpha} + 1 - \vartheta < 1 \]

As a consequence, for the chosen values of $\alpha, \vartheta$ and $\tau$, the domain defined by these three conditions in the $(\sigma, \beta)$-plane is an infinite half-line stretching to the North-East. The remaining two, (3.12) and (3.14), just tell us that $\sigma$ should be large enough. So the set of solutions is of the form $\sigma > \bar{\sigma}, \beta = \frac{\sigma}{\alpha} - s_1 + \vartheta \ell + \frac{g}{\eta}$ and $\bar{\sigma}$ is clearly a piecewise affine function of $g/\eta$. We may thus choose $\sigma < \zeta g/\eta$ for some constant $\zeta$. □

Remark. As already mentioned, if we assume that $(DF_\varepsilon)$ is tame Galerkin right-invertible, (3.3) can be replaced by the condition $\delta < \sigma$, and (3.5) and (3.6) are not needed. The remaining conditions can be satisfied by taking $\vartheta = 1$ and a larger set of the other parameters. The corresponding variant of Lemma 7 has a simpler proof. We can choose $\alpha > 1$ such that $\delta > s_0 + \alpha (s_1 - s_0 + \ell')$ and $\tau$ such that $0 < \tau < \frac{1}{\alpha} (\delta - s_0) - s_1 + s_0 - \ell'$, and we may impose condition (3.11). Then conditions (3.12), (3.13) and (3.15) are no longer required, and the last conditions $\delta < \sigma$ and (3.15) are easily satisfied by taking $\sigma$ large enough.

The values $(\eta, \alpha, \beta, \vartheta, \sigma)$ are now fixed. For the remainder of the proof we introduce an important notation. By

\[ x \lesssim y \]

we mean that there is some constant $C$ such that $x \leq Cy$. This constant depends on $A_1, A'_1, a, b, s_0, m, \ell, \ell', g, g', s_1, \delta$ and our additional parameters $(\eta, \alpha, \beta, \vartheta, \sigma)$, but NOT on $\varepsilon$, nor on the regularity index $s \in [0, S]$ or the rank $n$ in any of the sequences which will be introduced in the sequel. For instance, the tame inequalities become:

\begin{align*}
\|DF_\varepsilon (u) h\|_s &\lesssim (\|u\|_{s+m} \|h\|_{s_0+m} + \|h\|_{s+m}) \\
\|L_\varepsilon (u) k\|_s &\lesssim \varepsilon^{-\theta} (\|u\|_{s+1} \|k\|_{s_0+2} + \|k\|_{s+2})
\end{align*}

In the iteration process, we will need the following result:

Lemma 2. If the maps $F_\varepsilon$ form an $S$-tame differentiable family and $F_\varepsilon (0) = 0$, then, for $u \in B_{s_0+m} \cap V_{s+m}$ and $s_0 \leq s \leq S-m$, we have:

\[ \|F_\varepsilon (u)\|_s \lesssim \|u\|_{s+m} \]

\[ \|F_\varepsilon (u)\|_s \lesssim \|u\|_{s+m} \]
Proof. Consider the function \( \varphi(t) = \| F_{\varepsilon}(tu) \|_s \). Since \( F_{\varepsilon} \) is G-differentiable, we have:

\[
\varphi'(t) = \left\langle DF_{\varepsilon}(tu) u, \frac{F_{\varepsilon}(tu)}{\| F_{\varepsilon}(tu) \|_s} \right\rangle_s \\
\leq a (t \| u \|_{s_0+m} \| u \|_{s+m} + \| u \|_{s+m})
\]

and since \( \varphi(0) = 0 \), we get the result. \( \square \)

3.2. Initialization.

3.2.1. Defining appropriate norms. This subsection uses condition \( \text{[3.2]} \) and the inequalities \( s_1 + \ell' < \delta < \sigma \), which, as already noted, follows from \( \text{[3.3]} \).

We are given \( (\eta, \alpha, \vartheta, \delta, \sigma) \). We fix a large constant \( K > 1 \), to be chosen later independently of \( 0 < \varepsilon \leq 1 \).

We set \( \Lambda_0 = (K\varepsilon^{-\eta})^{1/\alpha} \), \( \Lambda_1 := (\Lambda_0)^\alpha = K\varepsilon^{-\eta} \), \( M_0 := (\Lambda_0)^\vartheta = (K\varepsilon^{-\eta})^{\vartheta/\alpha} \) and \( M_1 := (\Lambda_1)^\vartheta = (K\varepsilon^{-\eta})^{\vartheta} \). We then have the inequalities \( M_0 < \Lambda_0 < M_1 < \Lambda_1 \).

Let \( E_1 := E(\Lambda_1), \Pi_1 := \Pi(\Lambda_1), E'_1 = E(M_1) \) and \( \Pi'_1 := \Pi'(M_1) \) for \( i = 0, 1 \).

We choose the following norms on \( E_1, E'_1 \):

\[
\| h \|_{\mathcal{N}_1} := \| h \|_{\delta} + \Lambda_1^{-\vartheta/(\sigma-\delta)} \| h \|_{\sigma} \\
\| k \|_{\mathcal{N}_1} := \| k \|_{\delta'} + \Lambda_1^{-\vartheta/(\sigma-\delta)} \| k \|_{\sigma'}
\]

Endowed with these norms, \( E_1 \) and \( E'_1 \) are Banach spaces. We shall use the notation \( \| L \|_{\mathcal{N}_1^{-1}} \) for the operator norm of any linear continuous map \( L \) from the Banach space \( E'_1 \) to a Banach space that can be either \( E_1 \) or \( E'_1 \).

The map \( F_{\varepsilon} \) induces a map \( f_1 : B_{s_0+m} \cap E_1 \rightarrow E'_1 \) defined by

\[
f_1(u) := \Pi'_1 F_{\varepsilon}(u)
\]

for \( u \in B_{s_0+m} \cap E_1 \). Note that \( f_1(0) = 0 \). We will use the local surjection theorem to show that the range of \( f_1 \) covers a neighbourhood of \( 0 \) in \( E'_1 \). We begin by showing that \( Df_1 \) has a right inverse.

Note that, if we assume that \( DF \) is tame Galerkin right-invertible, we can take \( M_1 = \Lambda_1 \geq \Lambda_0 \), and \( Df_1 \) is automatically right-invertible, with the tame estimate \( \text{[2.5]} \). So the next subsection is only necessary if we assume that \( DF \) is tame right-invertible.

3.2.2. \( Df_1(u) \) has a right inverse for \( \| u \|_{\mathcal{N}_1} \leq 1 \). This subsection uses condition \( \text{[3.3]} \). We recall it here for the reader’s convenience:

\[
(1 - \vartheta) (\sigma - \delta) > \vartheta m + \max \{ \ell, \vartheta \ell' \} + \frac{\vartheta}{\eta}
\]

Lemma 3. For \( K \) large enough and for all \( u \in E_1 \) with \( \| u \|_{\mathcal{N}_1} \leq 1 \):

\[
\| \Pi'_1 DF_{\varepsilon}(u) (1 - \Pi_1) L_{\varepsilon}(u) \|_{\mathcal{N}_1} \leq \frac{1}{2}
\]

Proof. From \( \| u \|_{\mathcal{N}_1} \leq 1 \), it follows that \( \| u \|_{\delta} \leq 1 \), and since \( \delta > s_0 + \max \{ \ell, m \} + \ell' \), the tame estimates hold at \( u \).

Take any \( k \in E'_1 \) and set \( h = (1 - \Pi_1) L_{\varepsilon}(u) k \).
We have \( \|h\|_\delta \lesssim \Lambda_1^{\delta - \sigma} \|L_\varepsilon (u) k\|_\sigma \), and:

\[
\|\Pi_1' D\varepsilon (u) h\|_{\delta - m} \lesssim \|h\|_{\delta + m} \|u\|_\delta + \|h\|_\delta \lesssim \|h\|_\delta
\]

\[
\|\Pi_1' D\varepsilon (u) h\|_\delta \lesssim M_1^n \|\Pi_1' D\varepsilon (u) h\|_{\delta - m} \lesssim M_1^n \|h\|_\delta .
\]

Hence:

\[
\|\Pi_1' D\varepsilon (u) h\|_{\delta} \lesssim M_1^n \Lambda_1^{\delta - \sigma} \|L_\varepsilon (u) k\|_\sigma .
\]

Writing \( \|\Pi_1' D\varepsilon (u) h\|_{\delta} \lesssim M_1^n \Lambda_1^{\delta - \sigma} \|\Pi_1' D\varepsilon (u) h\|_\delta \) we finally get:

\[
(3.16) \quad \|\Pi_1' D\varepsilon (u) h\|_{N_1'} \lesssim M_1^n \Lambda_1^{\delta - \sigma} \left( 1 + \Lambda_1^{-T} (\sigma - \delta) M_1^{\sigma - \delta} \right) \|L_\varepsilon (u) k\|_\sigma .
\]

We now have to estimate \( \|L_\varepsilon (u) k\|_\sigma \). By the tame estimates, we have:

\[
\|L_\varepsilon (u) k\|_\sigma \lesssim \varepsilon^{-\sigma} (\|k\|_{\sigma + \ell} + \|u\|_{\sigma + \ell} \|k\|_{\sigma + \ell})
\]

\[
\lesssim \varepsilon^{-\sigma} \left( M_1' \|k\|_{\sigma} + \Lambda_1'^{\sigma} \|u\|_{\sigma} \|k\|_{\delta} \right)
\]

Since \( \|u\|_{N_1} \leq 1 \), we have \( \|u\|_{\sigma} \leq \Lambda_1^{\sigma - \delta} \). Substituting, we get:

\[
\|L_\varepsilon (u) k\|_\sigma \lesssim \varepsilon^{-\sigma} \left( M_1' \|k\|_{\sigma} + \Lambda_1'^{\sigma} \right) \|k\|_{N_1'}
\]

(3.17)

Putting (3.16) and (3.17) together, we get:

\[
\|\Pi_1' D\varepsilon (u) h\|_{N_1'} \lesssim \varepsilon^{-\sigma} M_1^n \Lambda_1^{\delta - \sigma} \left( \Lambda_1^{\sigma - \delta} + M_1^{\sigma - \delta} \right) \left( M_1' + \Lambda_1' \right) \|k\|_{N_1'}
\]

Since \( \alpha > 1 \), we have \( \Lambda_1^{\sigma - \delta} \leq \Lambda_1^{\theta (\sigma - \delta) - M_1^{\delta - \delta}} \), so that:

\[
\|\Pi_1' D\varepsilon (u) h\|_{N_1'} \lesssim \varepsilon^{-\sigma} M_1^n \Lambda_1^{\delta - \sigma} \left( M_1' + \Lambda_1' \right) \|k\|_{N_1'}
\]

\[
\lesssim \varepsilon^{-\sigma} \Lambda_1^{\sigma m - (1 - \theta)(\sigma - \delta) + \max \{ \ell, \delta' \}} \|k\|_{N_1'}
\]

Since \( \Lambda_1 = K \varepsilon^{-\eta} \), the inequality becomes:

\[
\|\Pi_1' D\varepsilon (u) h\|_{N_1'} \lesssim K^{-C_0} \varepsilon^{-\theta + \eta C_0} \|k\|_{N_1'}
\]

with \( C_0 := (1 - \theta)(\sigma - \delta) - \delta m + \max \{ \ell, \delta' \} \).

By condition (3.3), the exponent \( C_0 \) is larger than \( g/\eta \), and the proof follows by choosing \( K \) large enough independently of \( 0 < \varepsilon \leq 1 \). \( \square \)

Introduce the map \( L_1 (u) = \Pi_1 L_\varepsilon (u) \). Since \( D\varepsilon (u) L_\varepsilon (u) = 1 \), it follows from Lemma 3 that, for \( k \in E_1' \), \( u \in E_1 \) and \( \|u\|_{N_1} \leq 1 \), we have:

\[
\|k - D\varepsilon (u) L_1 (u) k\|_{N_1'} \leq \frac{1}{2} \|k\|_{N_1'}
\]

This implies that the Neumann series \( \sum_{i \geq 0} \left( I_{E_1'} - D\varepsilon (u) L_1 (u) \right)^i \) converges in operator norm. Its sum is \( S_1 (u) = (D\varepsilon (u) L_1 (u))^{-1} \) and it has operator norm at most 2.

Then \( T_1 (u) := L_1 (u) S_1 (u) \) is a right inverse of \( D\varepsilon (u) \) and \( \|T_1 (u)\|_{N_1'} \leq 2 \|L_1 (u)\|_{N_1} \). By the tame estimates, if \( u \in E_1 \), \( \|u\|_{N_1} \leq 1 \) and \( k \in E_1' \), we have:
\[ \|L_1(u)k\|_\delta \lesssim \|L_0(u)k\|_\delta \lesssim \varepsilon^{-g} (\|k\|_{\delta+\ell} + \|u\|_{\delta+\ell} \|k\|_{\delta_0+\ell}) \lesssim \varepsilon^{-g} \left( M_1^\ell + \Lambda_1^\ell \right) \|k\|_\delta \]

Combining with (3.11), we find:

\[ \sup_{\|u\|_{\mathcal{N}_1} \leq 1} \| T_1(u) \|_{\mathcal{N}_1} \lesssim \varepsilon^{-g} \left( M_1^\ell + \Lambda_1^\ell \right) = m_1 \]

3.2.3. Local inversion of \( f_1 \).

Applying Theorem 5, we find that if \( \|\Pi_0'v\|_{\mathcal{N}_1} < 1/m_1 \), then equation \( f_1(u) = \Pi_0'v \) has a solution \( u_1 \in E_1 \) with \( \|u_1\|_{\mathcal{N}_1} \leq 1 \) and \( \|u_1\|_{\mathcal{N}_1} \leq m_1 \|\Pi_0'v\|_{\mathcal{N}_1} \).

Note that \( \|\Pi_0'v\|_{\sigma} \lesssim M_0^\sigma \|\Pi_0'v\|_{\delta} \lesssim \Lambda_1^{\frac{\sigma}{\delta}} \|\Pi_0'v\|_{\delta} \). It follows that

\[ \|\Pi_0'v\|_{\mathcal{N}_1} = \|\Pi_0'v\|_{\delta} + \Lambda_1^{-\frac{\sigma}{\delta}} \|\Pi_0'v\|_{\sigma} \lesssim \|\Pi_0'v\|_{\delta} \]

Assume from now on:

\[ \|v\|_{\delta} \lesssim \varepsilon^{g} \left( M_1^\ell + \Lambda_1^\ell \right)^{-1} \]

Then \( \|\Pi_0'v\|_{\mathcal{N}_1} \lesssim m_1^{-1} \), and Theorem 5 applies. The estimate on \( u_1 \) implies:

\[ \|u_1\|_{\sigma} \lesssim \varepsilon^{-g} \left( M_1^\ell + \Lambda_1^\ell \right) \|v\|_{\delta} \leq 1 \]

It also implies an estimate in higher norm:

\[ \|u_1\|_{\delta} \lesssim \varepsilon^{-g} \Lambda_1^{\frac{\sigma}{\delta}} \left( M_1^\ell + \Lambda_1^\ell \right) \|v\|_{\delta} \lesssim \Lambda_1^{\frac{\sigma}{\delta}} \]

3.3. Induction.

3.3.1. Finding uniform bounds. In addition to \( (\alpha, \varrho, \delta, \varepsilon, \eta) \) we are given \( \beta \) satisfying relations (3.4) and (3.10). We recall them here for the reader’s convenience. With \( s_1 \geq s_0 + \max \{m, \ell\} \) and \( \delta > s_1 + \ell' \)

\[ \sigma > \alpha \beta + s_1 \]

\[ \beta > \frac{1}{\alpha} (\sigma - \delta) \]

We also inherit \( \Lambda_1 = K \varepsilon^{-g} \) and \( u_1 \) from the preceding section. Combining (3.10) and (3.20), we immediately obtain the estimate

\[ \|u_1\|_{\sigma} \lesssim \varepsilon^{-g} \Lambda_1^{\frac{\sigma}{\delta}} \left( M_1^\ell + \Lambda_1^\ell \right) \|v\|_{\delta} \lesssim \Lambda_1^{\beta} \]

Consider the sequences of integers \( M_n \) and \( \Lambda_n \), \( n \geq 1 \), defined by \( \Lambda_n := \Lambda_1^{n-1} \) and \( M_n := \Lambda_1^n \). Let \( \Pi_n := \Pi(\Lambda_n) \), \( \Pi_n' := \Pi'(\Lambda_n) \), \( E_n := E(\Lambda_n) \), \( E_n' := E'(\Lambda_n) \).

We will construct a sequence \( u_n \in E_n, n \geq 1 \), starting from the initial point \( u_1 \) we found in the preceding section. For all \( n \geq 2 \) the remaining points should satisfy
the following conditions:

\[
\Pi_n F_n (u_n) = \Pi_n' v
\]

(3.22) \[\|u_n - u_{n-1}\|_{s_0} \leq \varepsilon^{-g} \Lambda_{n-1}^{\alpha\beta - \sigma + s_0} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \|v\|_\delta'\]

(3.23) \[\|u_n - u_{n-1}\|_\sigma \leq \varepsilon^{-g} \Lambda_{n-1}^{\alpha\beta} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \|v\|_\delta'\]

We proceed by induction. Suppose we have found \(u_2, \ldots, u_{n-1}\) satisfying these conditions. We want to construct \(u_n\).

**Lemma 4.** Let us impose \(K \geq 2\). For all \(t\) with \(s_0 \leq t < \sigma - \alpha\beta\), and all \(i\) with \(2 \leq i \leq n-1\), we have:

\[
\sum_{i=2}^{n-1} \|u_i - u_{i-1}\|_t \leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \|v\|_\delta'
\]

where \(\Sigma(t)\) is finite and independent of \(n, \varepsilon\).

**Proof.** By the interpolation formula,

\[
\|u_i - u_{i-1}\|_t \leq \varepsilon^{-g} \Lambda_{i-1}^{\alpha\beta - \sigma + t} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \|v\|_\delta'
\]

for all \(2 \leq i \leq n\). Since \(\Lambda_1 = K \varepsilon^{-g} \geq 2\), we have:

\[
\sum_{i=2}^{n-1} \|u_i - u_{i-1}\|_t \leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \sum_{i=2}^{n-1} \Lambda_{i-1}^{\alpha\beta - \sigma + t} \|v\|_\delta'
\]

\[
\leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \sum_{j=0}^{\infty} 2^{\alpha j (\alpha\beta - \sigma + t)} \|v\|_\delta'
\]

By (3.4) we can take \(t = s_1\), and we find a uniform bound for \(u_{n-1}\) in the \(s_1\)-norm, namely:

\[
\|u_{n-1}\|_{s_1} \leq \|u_1\|_\delta + \sum_{i=2}^{n-1} \|u_i - u_{i-1}\|_{s_1}
\]

\[
\leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) (1 + \Sigma(s_1)) \|v\|_\delta'
\]

\[
\leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \|v\|_\delta'
\]

In particular, we will have \(\|u_{n-1}\|_{s_1} \leq 1\) if \(\|v\|_\delta \leq \varepsilon^g \left( M_1^{\ell} + \Lambda_1^{\ell} \right)^{-1}\), so the tame estimates hold at \(u_{n-1}\).

Similarly, if \(\|v\|_\delta \leq \varepsilon^g \left( M_1^{\ell} + \Lambda_1^{\ell} \right)^{-1}\) we find a uniform bound in the \(\sigma\)-norm. We have:

\[
\|u_{n-1}\|_\sigma \leq \|u_1\|_\sigma + \sum_{i=2}^{n-1} \|u_i - u_{i-1}\|_\sigma
\]

and

\[
\sum_{i=2}^{n-1} \|u_i - u_{i-1}\|_\sigma \leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \sum_{i=1}^{n-1} \Lambda_i^{\beta} \|v\|_\delta' \leq \varepsilon^{-g} \left( M_1^{\ell} + \Lambda_1^{\ell} \right) \Lambda_{n-1}^{\beta} \|v\|_\delta'
\]
so, combining this with (3.21), we get:

$$
\| u_{n-1} \|_{\sigma} \lesssim \varepsilon^{-\beta} \Lambda_{n-1}^{\beta} \left( M_1^{t'} + \Lambda_1^{t'} \right) \| v \|_{\delta} \lesssim \Lambda_{n-1}^{\beta} .
$$

3.3.2. Setting up the induction step.

Suppose, as above, that \( \| u_{n-1} \|_{\sigma} \leq 1 \), and that \( u_2, \ldots, u_{n-1} \) have been found. We have seen that \( \| u_{n-1} \|_{s_1} \leq 1 \), so that the tame estimates hold at \( u_{n-1} \), and we also have \( \| u_{n-1} \|_{\sigma} \lesssim \Lambda_{n-1}^{\beta} \). We want to find \( u_n \) satisfying (3.22), (3.23) and (3.24). Since \( \Pi_{n-1} F_{\varepsilon} (u_n) = \Pi_{n-2} v \), we rewrite the latter equation as follows:

$$
\Pi_n ( F_{\varepsilon} (u_n) - F_{\varepsilon} (u_{n-1}) ) + ( \Pi_n - \Pi_{n-1} ) F_{\varepsilon} (u_{n-1}) = ( \Pi_{n-1} - \Pi_{n-2} ) v .
$$

Define a map \( f_n : E_n \to E_n' \) with \( f_n (0) = 0 \) by:

$$
f_n (z) = \Pi_n' ( F_{\varepsilon} (u_n + z) - F_{\varepsilon} (u_{n-1}) ) .
$$

Equation (3.26) can be rewritten as follows:

$$
\begin{align*}
(3.27) & \quad f_n (z) = \Delta_n v + e_n \\
(3.28) & \quad \Delta_n v = \Pi_n' (1 - \Pi_{n-1} ) v \\
(3.29) & \quad e_n = - \Pi_n' (1 - \Pi_{n-1} ) F_{\varepsilon} (u_{n-1}) .
\end{align*}
$$

We choose the following norms on \( E_n \) and \( E_n' \):

$$
\begin{align*}
\| x \|_{N_n} & = \| x \|_{s_0} + \Lambda_{n-1}^{-\sigma + s_0} \| x \|_{\sigma} \\
\| y \|'_{N_n} & = \| y \|'_{s_0} + \Lambda_{n-1}^{-\sigma + s_0} \| y \|'_{\sigma} .
\end{align*}
$$

Endowed with these norms, \( E_n \) and \( E_n' \) are Banach spaces. We shall use the notation \( \| L \|_{N_n} \) for the operator norm of any linear continuous map \( L \) from the Banach space \( E_n' \) to a Banach space that can be either \( E_n \) or \( E_n' \).

**Lemma 5.** If \( 0 \leq t \leq \sigma - s_0 \), then:

$$
\begin{align*}
\| x \|_{s_0 + t} & \lesssim \Lambda_{n-1}^{t} \| x \|_{N_n} \\
\| y \|'_{s_0 + t} & \lesssim \Lambda_{n-1}^{t} \| y \|'_{N_n} .
\end{align*}
$$

**Proof.** Use the interpolation inequality. \( \square \)

We will solve the system (3.27), (3.28), (3.29) by applying the local surjection theorem to \( f_n \) on the ball \( B_{N_n} (0, r_n) \subset E_n \) where:

$$
r_n = \varepsilon^{-\beta} \Lambda_{n-1}^{\beta - \sigma + s_0} \left( M_1^{t'} + \Lambda_1^{t'} \right) \| v \|_{\delta} .
$$

Note that if the solution \( z \) belongs to \( B_{N_n} (0, r_n) \), then

$$
\| z \|_{s_0} \leq \varepsilon^{-\beta} \Lambda_{n-1}^{\beta - \sigma + s_0} \left( M_1^{t'} + \Lambda_1^{t'} \right) \| v \|_{\delta} \quad \text{and} \quad \| z \|_{\sigma} \leq \varepsilon^{-\beta} \Lambda_{n-1}^{\beta} \left( M_1^{t'} + \Lambda_1^{t'} \right) \| v \|_{\delta} .
$$

In other words, \( u_n = u_{n-1} + z \) satisfies (3.26) and (3.24), so that the induction step is proved.

We begin by showing that \( Df_n (z) \) has a right inverse.

**Note that, if we assume that \( DF \) is tame Galerkin right-invertible, we can take \( M_n = \Lambda_n \), and the result of the next subsection is obvious. This subsection is only useful if we assume that \( DF \) is tame right-invertible but not tame Galerkin right-invertible.**
3.3.3. $Df_n(z)$ has a right inverse for $\|z\|_{r_n} \leq r_n$. In this subsection, we use conditions (3.5) and (3.6). We recall them for the reader’s convenience:

$$(1 + \alpha - \partial \alpha) (\sigma - s_0) > \alpha \beta + \alpha (m + \ell) + \ell' + \frac{g}{\eta}$$

$$\left(1 - \partial \right) (\sigma - s_0) > m + \partial \ell' + \frac{g}{\alpha \eta}$$

Take now any $z \in B_{r_n}(0, r_n)$. Arguing as above, we find that if, then:

$$\|u_{n-1} + z\|_{\sigma_0} \leq 1$$

$$\|u_{n-1} + z\|_{\sigma} \leq \Lambda_0^\beta$$

By (3.31), the tame estimates hold on $z \in B_{r_n}(0, r_n)$.

**Lemma 6.** Take $\Lambda_1 = K \varepsilon^{-\eta}$ with $K > 1$ chosen large enough, independently of $n$ and $\varepsilon \in (0, 1)$. Then, for all $z \in B_{r_n}(0, r_n)$:

$$\|\Pi_n' DF \sigma_0 (u_{n-1} + z) (1 - \Pi_n) L_\sigma (u_{n-1} + z) \|_{r_n} \leq \frac{1}{2}$$

**Proof.** We proceed as in the proof of Lemma 3. For $k \in E_r$, we set $h = (1 - \Pi_n) L_\sigma (u_{n-1} + z) k$.

We have:

$$\|h\|_{\sigma_0 + m} \leq \Lambda_0^{-\sigma - s_0 + m} \|L_\sigma (u_{n-1} + z) k\|_{\sigma}$$

By (3.32) and the tame estimates for $L_\sigma$, we get:

$$\|L_\sigma (u_{n-1} + z) k\|_{\sigma} \leq \varepsilon^{-g} \left(\|u_{n-1} + z\|_{\sigma + \ell} \|k\|_{\sigma_0 + \ell'} + \|k\|_{\sigma + \ell'}\right)$$

$$\leq \varepsilon^{-g} \left(\Lambda_0^{\beta + \ell} \Lambda_0^{\ell'} + M_n^{\ell'} \Lambda_0^{s_0}\right) \|k\|_{r_n}$$

where we have used Lemma 5. Substituting in the preceding formula, we get:

$$\|h\|_{\sigma_0 + m} \leq \varepsilon^{-g} \left(\Lambda_0^{\beta + \ell - \sigma + s_0 + m} \Lambda_0^{\ell'} + M_n^{\ell'} \Lambda_0^{s_0 - (\sigma - s_0) + \alpha m}\right) \|k\|_{r_n}$$

By the tame estimate (2.3), we have:

$$\|\Pi_n' DF \sigma_0 (u_{n-1} + z) h\|_{\sigma_0} \leq \|h\|_{\sigma_0 + m}$$

From this it follows that:

$$\|\Pi_n' DF \sigma_0 (u_{n-1} + z) h\|_{\sigma} \leq M_n^{s_0} \|h\|_{\sigma_0 + m}$$

Hence:

$$\|\Pi_n' DF \sigma_0 (u_{n-1} + z) h\|_{\sigma_0 + m} \leq \left(1 + \Lambda_0^{s_0} M_n^{s_0}\right) \|h\|_{\sigma_0 + m}$$

We have $\Lambda_0^{s_0} M_n^{s_0} \leq \Lambda_0^{(\alpha^\theta - 1)(\sigma - s_0)}$. Since $\alpha^\theta > 1$, the dominant term in the parenthesis is the second one, and:

$$\|\Pi_n' DF \sigma_0 (u_{n-1} + z) h\|_{\sigma_0 + m} \leq \frac{1}{2} \|h\|_{\sigma_0 + m}$$

From (3.35) and (3.36), it follows that the right-hand side is a decreasing function of $n$. To check that it is less than $1/2$ for all $n \geq 2$, it is enough to check it for $n = 2$. Since $\Lambda_1 = K \varepsilon^{-\eta}$, substituting in the right-hand side, we get:
\[ \| \Pi'_n DF_z (u_n-1 + z) h \|_{\mathcal{N}_n} \lesssim \left( K^{-\min\{C_1, C_2\}} \right)^{\alpha - 2} \left( \varepsilon^{\min\{C_1, C_2\} - \alpha^2 - g / \eta} \right)^{\eta \alpha - 2} \| k \|_{\mathcal{N}_n} \]

with

\[
C_1 = -\alpha (\beta + \ell + m) - \ell' + (1 + \alpha - \alpha \vartheta) (\sigma - s_0) \\
C_2 = \alpha ((1 - \vartheta) (\sigma - s_0) - \vartheta \ell' - m)
\]

By (3.5) and (3.6), both exponents \( C_1 \) and \( C_2 \) are larger than \( g / \eta \). As a consequence, \( \| \Pi'_n DF_z (u_n-1 + z) h \|_{\mathcal{N}_n} \lesssim \frac{1}{2} \| k \|_{\mathcal{N}_n} \) for \( K \) chosen large enough, independently of \( n \) and \( 0 < \varepsilon \leq 1 \).

Define \( \mathcal{L}_n (z) = \Pi_n L_z (u_n-1 + z) \). Arguing as in subsection 3.2.2, we find that the Neumann series \( \sum_{\ell \geq 0} (I_{K^n} - Df_n (u) \mathcal{L}_n (u))^\ell \) converges in operator norm. Its sum is \( \mathcal{S}_n (u) = (Df_n (u) \mathcal{L}_n (u))^{-1} \) and it has operator norm at most 2. Then \( T_n (u) := \mathcal{L}_n (u) \mathcal{S}_n (u) \) is a right inverse of \( Df_n (u) \), with the estimate \( \| T_n (u) \|_{\mathcal{N}_n} \leq 2 \| \mathcal{L}_n (u) \|_{\mathcal{N}_n} \).

We have already derived estimate (3.33) which immediately implies:

\[
\| \mathcal{L}_n (z) k \|_\sigma \lesssim \varepsilon^{-g} \Lambda_n^{\sigma-s_0} \left( \Lambda_n^{\beta+\ell} \Lambda_n^{\sigma+s_0+\ell'} + M_n^{\ell'} \right) \| k \|_{\mathcal{N}_n}
\]

From the same estimates and Lemma 5 we also have:

\[
\| \mathcal{L}_n (z) k \|_s \lesssim \varepsilon^{-g} \| k \|_{s_0+\ell'} \lesssim \varepsilon^{-g} \Lambda_n^{\ell'} \| k \|_{\mathcal{N}_n}
\]

Since \( \alpha \vartheta > 1 \), we have \( \Lambda_n^{\ell'} \leq M_n^{\ell'} \). So the two preceding estimates can be combined, and we get the final estimate for the right inverse in operator norm:

\[
\| T_n (z) \|_{\mathcal{N}_n} \lesssim \varepsilon^{-g} \left( \Lambda_n^{\beta+\ell} \Lambda_n^{\sigma+s_0+\ell'} + M_n^{\ell'} \right)
\]

3.3.4. Finding \( u_n \). In this subsection, we use relations (3.3), (3.7), (3.8) and (3.9). We recall them for the reader’s convenience:

\[
\sigma > \alpha \beta + s_1 \\
\delta > s_0 + \frac{\alpha}{\vartheta} (\sigma - s_0 - \alpha \beta + \ell'') \\
(\alpha - 1) \beta > (1 - \vartheta) (\sigma - s_0) + \vartheta m + \ell' + \frac{g}{\eta} \\
\ell'' = \max \{ (\alpha - 1) \ell + \ell', \alpha \vartheta \ell' \}
\]

Let us go back to (5.27). By Theorem 5 to solve \( \Pi'_n f_n (z) = \Delta_n v + e_n \) with \( z \in B_{\mathcal{N}_n} (0, r_n) \) it is enough that:

\[
\| T_n (z) \|_{\mathcal{N}_n} \left( \| \Delta_n v \|_{\mathcal{N}_n} + \| e_n \|_{\mathcal{N}_n} \right) \leq r_n
\]

Here \( r_n \) is given by (3.30). We can estimate \( \| T_n (z) \|_{\mathcal{N}_n} \) using (3.34). We need to estimate \( \| \Delta_n v \|_{\mathcal{N}_n} \) and \( \| e_n \|_{\mathcal{N}_n} \).

From (3.28) we have:

\[
\| \Delta v \|_{\mathcal{N}_n}^{\ell'} \lesssim M_n^{\delta} \| v \|_{\delta}^{\ell'} \\
\| \Delta v \|_{\mathcal{N}_n}^{\ell} \lesssim M_n^{\delta} \| v \|_{\delta}^{\ell} \\
\| \Delta v \|_{\mathcal{N}_n}^{\ell'} \lesssim \max \left\{ M_n^{\delta}, \Lambda_n^{\sigma-s_0} M_n^{-1} \right\} \| v \|_{\delta}^{\ell'}
\]
An easy calculation yields:

\[
\sigma - s_0 - \vartheta (\sigma - \delta) + \frac{\vartheta}{\alpha}(s_0 - \delta) = (1 - \vartheta)(\sigma - \delta) + (1 - \frac{\vartheta}{\alpha})(\delta - s_0)
\]

Since \(s_0 < \delta < \sigma\) and \(\vartheta < 1 < \alpha\), the two terms on the right-hand side are positive, so \(\Lambda_{n-1}^{\sigma + s_0} M_{n-1}^{\sigma - \delta} \leq M_{n-2}^{s_0 - \delta}\). It follows that:

\[
(3.36) \quad \|\Delta v\|_{\mathcal{L}_n} \lesssim M_{n-2}^{s_0 - \delta} \|v\|_\delta'
\]

From (3.29), we derive:

\[
\|e_n\|_{s_0} \lesssim M_{n-1}^{-\sigma + m + s_0} \|e_n\|_{\sigma - m}
\]

By Lemma 2 \(\|F_\varepsilon (u_{n-1})\|_{\sigma - m} \lesssim \|u_{n-1}\|_{\sigma}\). So, remembering (3.29) and (3.25), we get:

\[
\|e_n\|_{s_0} \lesssim M_{n-1}^{-\sigma + m + s_0} \|u_{n-1}\|_{\sigma}
\]

\[
\lesssim \varepsilon^{-g} M_{n-1}^{-\sigma + m + s_0} \Lambda_{n-1}^{\beta} \left( M_{1}^{\ell'} + A_{1}^{f} \right) \|v\|_\delta'
\]

Similarly,

\[
\|e_n\|_{\sigma} \lesssim \|u_{n-1}\|_{\sigma + m} \lesssim A_{n-1}^{m} \|u_{n-1}\|_{\sigma}
\]

\[
\lesssim \varepsilon^{-g} \Lambda_{n-1}^{\beta + m} \left( M_{1}^{\ell'} + A_{1}^{f} \right) \|v\|_\delta'
\]

Finally, since \(M_{n-1} < \Lambda_{n-1}\) and \(\sigma > m + s_0\), we get:

\[
(3.37) \quad \|e_n\|_{\mathcal{L}_n} \lesssim \varepsilon^{-g} \Lambda_{n-1}^{\beta} M_{n-1}^{\sigma + m + s_0} \left( M_{1}^{\ell'} + A_{1}^{f} \right) \|v\|_\delta'
\]

Substituting (3.34), (3.30), (3.36), (3.37) in (3.35), we get the following sufficient condition:

\[
(3.38) \quad \left( \Lambda_{n}^{\beta + \ell} \Lambda_{n-1}^{\sigma + s_0 + \ell'} + M_{n}^{\ell'} \right) \left( M_{n-1}^{s_0 - \delta} + \varepsilon^{-g} \Lambda_{n-1}^{\beta} M_{n-1}^{\sigma + m + s_0} \right) \lesssim \Lambda_{n-1}^{\beta - \sigma + s_0}
\]

We estimate both sides separately. Remembering that \(M_{n-i} = (\Lambda_{n-1})^{\alpha_i + \vartheta}\) and \(\Lambda_{n-1} = (K \varepsilon^{-\vartheta})^{n-2}\), we find

\[
\left( \Lambda_{n}^{\beta + \ell} \Lambda_{n-1}^{\sigma + s_0 + \ell'} + M_{n}^{\ell'} \right) \left( M_{n-1}^{s_0 - \delta} + \varepsilon^{-g} \Lambda_{n-1}^{\beta} M_{n-1}^{\sigma + m + s_0} \right) \lesssim \left( \varepsilon^{-p a^{n-2}} \right)^{\max\{C_3,C_4\} + \max\{C_5,C_6\}}
\]

and

\[
\Lambda_{n-1}^{\beta - \sigma + s_0} \gtrsim \left( \varepsilon^{-p a^{n-2}} \right)^{C_7}
\]

with

\[
C_3 := \alpha(\beta + \ell) - \sigma + s_0 + \ell'
\]

\[
C_4 := \alpha \vartheta \ell'
\]

\[
C_5 := \vartheta \alpha(\vartheta - \sigma - \delta)
\]

\[
C_6 := g/\eta + \beta + \vartheta(-\sigma + m + s_0)
\]

\[
C_7 := \alpha \beta - \sigma + s_0
\]

By (3.4), we have \(\sigma - \alpha \beta > \sigma_1 > s_0 + \max\{m, \ell\}\). It follows that:

\[
C_3 < (\alpha - 1)\ell + \ell'.
\]
So, defining \( \ell' = \max \{ (\alpha - 1) \ell + \ell', \alpha \delta \ell' \} \) as in (3.9), we see that
\[
\text{max}\{C_3, C_4\} + \text{max}\{C_5, C_6\} \leq \text{max}\{\ell', C_5, \ell' + C_6\}
\]

So condition (3.38) is implied by the inequalities \( \ell' + C_5 < C_7 \) and \( \ell' + C_6 < C_7 \), which are the same as conditions (3.7) and (3.8). So inequality (3.35) holds, and the induction holds by Theorem 4.

3.4. End of proof. First of all, for the above construction to work, the only constraint on \( S \) is \( S > \sigma \), and Lemma 1 gives us the estimate \( \sigma < \zeta g / \eta \). The constant \( \eta \) is only constrained by condition (3.1), and we can choose, for instance, \( \eta = \frac{\delta' - g}{2 \max(\delta' \ell, \ell)} \).

So we only need a condition on \( S \) of the form \( S \geq S_0 \) with \( S_0 = O(\frac{1}{g - \delta}) \) as \( g' \to g \), all the other parameters being fixed.

Let us now check that the estimate \( \|v\|_\delta \leq \varepsilon \delta' \) is sufficient for the above construction. In (3.18) we made the assumption \( \|v\|_\delta \leq \varepsilon g \left( \Lambda_1 + M\ell' \right)^{-1} \) on \( v \), and we have \( M_1 \leq \varepsilon^{-\delta} \), \( \Lambda_1 \leq \varepsilon^{-\eta} \), hence \( \left( \Lambda_1 + M\ell' \right) \leq \varepsilon^{-\eta} \max\{\delta', \ell\} \). So the condition \( \|v\|_\delta' \leq \varepsilon g^{\eta} \max\{\delta', \ell\} \) guarantees the existence of the sequence \( (u_n) \). But (3.1) may be rewritten in the form
\[
g + \eta \max\{\delta', \ell\} \leq \varepsilon',
\]
so the preceding condition is implied by the estimate \( \|v\|_\delta' \leq \varepsilon \delta' \), which is thus sufficient, as desired.

Now we can translate the symbol \( \leq \) into more explicit estimates. Choosing \( r > 0 \) small enough, our construction gives, for every \( v \in W_3 \) with \( \|v\|_\delta \leq r \varepsilon \delta' \), a sequence \( u_n, n \geq 1 \), such that \( u_n \in E_n, \|u_n\|_{s_1} \leq r^{-1} \varepsilon^{-\delta'} \|v\|_\delta' \leq 1 \), and
\[
\Pi_n F (u_n) = \Pi_{n-1} v.
\]

It follows from Lemma 4 that for any \( t < \sigma - \alpha \beta, (u_n) \) is a Cauchy sequence for the \( \| \cdot \|_1 \). We recall that, by condition (3.4), \( s_1 < \sigma - \alpha \beta \). So we can choose \( t_1 \in (s_1, \sigma - \alpha \beta) \). Then \( (u_n) \) converges to some \( u_\varepsilon \) in \( V_{t_1} \) with \( \|u_\varepsilon\|_{s_1} \leq r^{-1} \varepsilon^{-\delta} \|v\|_\delta' \leq 1 \).

Since \( t_1 \geq s_0 + m \), the map \( F_\varepsilon \) is continuous from the \( t_1 \)-norm to the \( (t_1 - m) \)-norm, so \( F_\varepsilon (u_n) \) converges to \( F_\varepsilon (u_\varepsilon) \) in \( W_{t_1 - m} \). Then \( F_\varepsilon (u_n) \) is a bounded sequence in \( W_{t_1 - m} \), and \( t_1 - m > s_0 \). So, using the approximation estimate (2.2), we find that \( \|(1 - \Pi^n_n) F_\varepsilon (u_n)\|_{s_0} \to 0 \), and finally \( \|\Pi^n_n F_\varepsilon (u_n) - F_\varepsilon (u_\varepsilon)\|_{s_0} \to 0 \) as \( n \to \infty \).

On the right-hand side, using (2.2) again, we find that \( \Pi_{n-1} v \) converges to \( v \) in \( W_{s_0} \), since \( \delta > s_0 \).

We conclude that \( F_\varepsilon (u_\varepsilon) = v \), as desired, and this ends the proof of Theorem 3.

4. An application of the singular perturbation theorem

4.1. The result. In this section, we consider a Cauchy problem for nonlinear Schrödinger systems arising in nonlinear optics, a question recently studied by Métivier-Rauch [21] and Texier-Zumbrun [26]. Métivier-Rauch proved the existence of local in time solutions, with an existence time \( T \) converging to 0 when the \( H^s \) norm of the initial datum goes to infinity. Texier-Zumbrun, thanks to their version of the Nash-Moser theorem adapted to singular perturbation problems, were able to find a uniform lower bound on \( T \) for certain highly concentrated initial data.
The $H^s$ norm of these initial data could go to infinity. By applying our "semiglobal" version of the Nash-Moser theorem, we are able to extend Texier-Zumbrun’s result to even larger initial data. In the sequel we follow closely their exposition, but some parameters are named differently to avoid confusions with our other notations.

The problem takes the following form:

\begin{equation}
\begin{cases}
    \partial_t u + iA(\partial_x)u = B(u, \partial_x)u, \\
    u(0, x) = \varepsilon^n (a_\varepsilon(x), \bar{a}_\varepsilon(x))
\end{cases}
\end{equation}

with \( u(t, x) = (\psi(t, x), \bar{\psi}(t, x)) \in C^{2n} \), \( (t, x) \in [0, T] \times \mathbb{R}^d \),

\[ A(\partial_x) = \text{diag}(\lambda_1, \ldots, \lambda_n, -\lambda_1, \ldots, -\lambda_n) \Delta_x \]

and

\[ B = \begin{pmatrix} B & C \\ \bar{C} & \bar{B} \end{pmatrix} \]

The coefficients \( b_{jj'}, c_{jj'} \) of the \( n \times n \) matrices \( B, C \) are first-order operators with smooth coefficients: 
\[ b_{jj'} = \sum_{k=1}^d b_{kj}(u) \partial x_k, \quad c_{jj'} = \sum_{k=1}^d c_{kj}(u) \partial x_k, \]

such that \( b_{kj}, c_{kj} \) are smooth complex-valued functions of \( u \) satisfying, for some integer \( p \geq 2 \), some \( C > 0 \), all \( 0 < |\alpha| \leq p \) and all \( u = (\psi, \bar{\psi}) \in C^{2n} \):

\[ |\partial^\alpha b_{kj}(u)| + |\partial^\alpha c_{kj}(u)| \leq C|u|^{p-|\alpha|}. \]

Moreover, we assume that the following "transparency" conditions hold: the functions \( b_{kj} \) are real-valued, the coefficients \( \lambda_j \) are real and pairwise distinct, and for any \( j, j' \) such that \( \lambda_j + \lambda_{j'} = 0 \), \( c_{jj'} = c_{j'j} \).

We consider initial data of the form \( \varepsilon^n (a_\varepsilon(x), a_\varepsilon(x)) \) with \( a_\varepsilon(x) = a_1(x/\varepsilon) \) where \( 0 < \varepsilon \leq 1 \), \( a_1 \in H^{S}(\mathbb{R}^d) \) for some \( S \) large enough and \( \|a_1\|_{H^S} \) small enough.

Our goal is to prove that the Cauchy problem has a solution on \([0, T] \times \mathbb{R}^d\) for all \( 0 < \varepsilon \leq 1 \), with \( T > 0 \) independent of \( \varepsilon \). Texier-Zumbrun obtain existence and uniqueness of the solution, under some conditions on \( \kappa \), which should be large enough. This corresponds to a smallness condition on the initial datum when \( \varepsilon \) approaches zero. Our local surjection theorem only provides existence, but our condition on \( \kappa \) is less restrictive, so our initial datum is allowed to be larger. Note that, once existence is proved, uniqueness is easily obtained for this Cauchy problem, indeed local-in-time uniqueness implies global-in-time uniqueness. Our result is the following:

**Theorem 6.** Under the above assumptions and notations, let us impose the additional condition

\begin{equation}
\kappa > \frac{d}{2(p-1)}.
\end{equation}

Let \( s_1 > \frac{d}{2} + 4 \). If \( 0 < \varepsilon \leq 1 \), \( a_1 \in H^{S}(\mathbb{R}^d) \) for \( S \) large enough, and \( \|a_1\|_{H^S} \) is small enough, then the Cauchy problem \((4.1)\) has a unique solution in the functional space \( C^1([0, T], H^{s_1-2}(\mathbb{R}^d)) \cap C^0([0, T], H^{s_1}(\mathbb{R}^d)) \).

Metivier-Rauch already provide existence for a fixed positive \( T \) when \( \kappa \geq 1 \). So we obtain something new in comparison with them when \( \frac{d}{2} \frac{1}{p-1} < 1 \), that is, when

\[ p > 1 + \frac{d}{2}. \]
Let us now compare our results with those of Texier-Zumbrun [26]. In order to do so, we consider the same particular values as in their Remark 4.7 and Examples 4.8, 4.9 pages 517-518. Let us illustrate this in 2 and 3 space dimensions.

**In two space dimensions**, \(d = 2\) (Example 4.8 in [26]):

Our condition becomes \(\frac{\mathbf{p}}{p+1} < \kappa\). In their paper, Texier and Zumbrun need the stronger condition \(9\frac{3}{2(p+1)} < \kappa\).

**In three space dimensions**, \(d = 3\) (Example 4.9 in [26]):

Our condition becomes \(\frac{\mathbf{p}}{p+1} < \kappa\). In their paper, Texier-Zumbrun need the stronger condition \(\frac{3}{2(p+1)} < \kappa\).

In both cases, we improve over Métivier-Rauch when \(p \geq 3\), while Texier-Zumbrun need \(p \geq 4\).

**Remark.** After reading our paper, Baldi and Haus [6] have been able to relax even further the condition on \(\kappa\), based on their version [5] of the classical Newton scheme in the spirit of Hörmander. A key point in their proof is a clever modification of the norms considered by Texier-Zumbrun, allowing better \(C^2\) estimates on the functional. They also explain that their approach can be extended to other functionals consisting of a linear term perturbed by a nonlinear term of homogeneity at least \(p+1\). Our abstract theorem, however, seems more general since we do not need such a structure.

4.2. **Proof of Theorem** [6] We have to show that our Corollary [4] applies. Our functional setting is the same as in [26], with slightly different notations.

We introduce the norm \(\|f\|_{H^s(\mathbb{R}^d)} = \|(\varepsilon^2 \Delta + 1)^{s/2} f\|_{L^2(\mathbb{R}^d)}\), and we take

\[
V_s = C^1([0, T], H^{s-2}(\mathbb{R}^d)) \cap C^0([0, T], H^s(\mathbb{R}^d)),
\]

\[
|u|_s = \sup_{0 \leq t \leq T} \left\{ \|\varepsilon^2 \partial_t u(t, \cdot)\|_{H^{s-2}_t(\mathbb{R}^d)} + \|u(t, \cdot)\|_{H^s_t(\mathbb{R}^d)} \right\}
\]

and

\[
W_s = C^0([0, T], H^s(\mathbb{R}^d)) \times H^{s+2}(\mathbb{R}^d),
\]

\[
|(v_1, v_2)|_s = \sup_{0 \leq t \leq T} \left\{ \|v_1(t, \cdot)\|_{H^s_t(\mathbb{R}^d)} + \|v_2\|_{H^{s+2}_t(\mathbb{R}^d)} \right\}
\]

Our projectors are

\[
\Pi_{A} u = F^{-1}_{x}(1_{|\xi| \leq \Lambda} F_{x} u(t, \xi)),
\]

\[
\Pi'_{A} (v_1, v_2) = \left( F^{-1}_{x}(1_{|\xi| \leq \Lambda} F_{x} v_1(t, \xi)), F^{-1}(1_{|\xi| \leq \Lambda} F v_2(\xi)) \right)
\]

We take

\[
\Phi_{\varepsilon} (u) = (\varepsilon^2 \partial_t u + i A(\varepsilon \partial_x) u - \varepsilon B(u, \varepsilon \partial_x) u, u(0, \cdot) - \varepsilon^k (a_\varepsilon, \bar{a}_\varepsilon))
\]

and

\[
a_\varepsilon (t, x) = \varepsilon^k \left( \exp(-i t A(\partial_x)) a_\varepsilon, \exp(i t A(\partial_x)) \bar{a}_\varepsilon \right).
\]

We have \(\Phi_{\varepsilon} (a_\varepsilon) = (-\varepsilon B(a_\varepsilon, \varepsilon \partial_x) a_\varepsilon, 0)\). A solution of the functional equation \(\Phi_{\varepsilon} (u) = 0\) is a solution on \([0, T] \times \mathbb{R}^d\) of the Cauchy problem [4.4].

Our Corollary [4] requires a direct estimate \((2.10)\) on \(D\Phi_{\varepsilon}\) and an estimate \((2.11)\) on the right-inverse \(L_\varepsilon\).
Take $s_0 > \frac{d}{2} + 2$, $m = 2$, $\gamma = \frac{dp}{2(p-1)}$ and $S$ large. Since $\kappa > \frac{d}{2(p-1)}$, we have an estimate of the form $|a|_{s_0} \lesssim \varepsilon^{\gamma} \|a_1\|_{H^s}$, so, taking $\|a_1\|_{H^s}$ small, we can ensure that $a_\varepsilon \in B_S(\varepsilon^{\gamma})$. Moreover the inequality $\kappa > \frac{d}{2(p-1)}$ implies the condition

$$1 - \frac{dp}{2} + p\gamma \geq 0.$$ 

So we see that the assumptions of Lemma 4.4 in [26] are satisfied by the parameters $\gamma_0 = \gamma_1 = \gamma$ (note that our exponent $p$ is denoted $\ell$ in [26]). The direct estimate (2.9) thus follows from Lemma 4.4 in [26]. Note that Lemma 4.4 of [26] also gives an estimate on the second derivative of $\Phi_\varepsilon(\cdot)$, but we do not need such an estimate.

Choosing, in addition, $\ell = 2$, $\ell' = 0$, $g = 2$, our inverse estimate (2.11) follows from Lemma 4.5 in [26].

To summarize, the assumptions (2.9, 2.10, 2.11) of our Corollary 4 are satisfied for $s_0 > \frac{d}{2}$, $m = 2$, $\gamma = \frac{dp}{p-1}$, $g = 2$, $\ell = 2$, $\ell' = 0$.

Moreover, in [26], Proof of Theorem 4.6, one finds an estimate which can be written in the form

$$|\Phi_\varepsilon(a)|_{s_1-1} \leq r \varepsilon^{1+\kappa(p+1)+\frac{d}{2}}$$

where $r$ is small when $\|a_1\|_{H^{s_1}}$ is small.

So, using our Corollary 4, taking $S$ large enough we can solve the equation $\Phi_\varepsilon(u) = 0$ in $X_{s_1}$ under the additional condition $1 + \kappa(p+1) + \frac{d}{2} > \gamma + g$, which can be rewritten as follows:

$$\kappa > \frac{1}{p+1} + \frac{d}{2(p+1)(p-1)}.$$ 

Since $d \geq 2$, this inequality is a consequence of our assumption $\kappa \geq \frac{d}{2(p-1)}$.

So our Corollary 4 implies the existence of a solution to the Cauchy problem (4.1). The uniqueness of this solution comes from the local-in-time uniqueness of solutions to the Cauchy problem. This proves Theorem 6 as a consequence of Corollary 4.

Remark. In the examples 4.8 and 4.9 of [26], Texier and Zumbrun also study the case of oscillating initial data, i.e. $a_\varepsilon = a(x)e^{ix \cdot \xi_0/\varepsilon}$, and in the first submitted version of this paper we considered it as well. However, a referee pointed out to us that the corresponding statements were not fully justified in [26]. Indeed, in the proof of their Theorem 4.6, Texier and Zumbrun have to invert the linearized functional $D\Phi_\varepsilon(u)$ for $u$ in a neighborhood of the function $a_\varepsilon$, denoted $a_f$ in their paper. For this purpose, it seems that they need the norm of their function $a_f$ to be controlled by $\varepsilon^{\gamma}$. This condition appears in their Remark 2.14 and their Lemma 4.5, but not in the statement of their Theorem 4.6. This additional constraint does not affect their results for concentrating initial data in Examples 4.8, 4.9. But in the oscillating case, their statements seem overly optimistic. We did not want to investigate further that issue, this is why we only deal with the concentrating case. Note, however, that this difficulty with the oscillating case is overcome in the recent work [6], thanks to improved norms and estimates.
5. Conclusion

The purpose of this paper has been to introduce a new algorithm into the "hard" inverse function theorem, where both $DF(u)$ and its right inverse $L(u)$ lose derivatives, in order to improve its range of validity. To highlight this improvement, we have considered singular perturbation problems with loss of derivatives. We have shown that, on the specific example of a Schrödinger-type system of PDEs arising from nonlinear optics, our method leads to substantial improvements of known results. We believe that our approach has the potential of improving the known estimates in many other "hard" inversion problems.

In the statement and proof of our abstract theorem, our main focus has been the existence of $u$ solving $F(u) = v$ in the case when $S$ is large and the regularity of $v$ is as small as possible. We haven’t tried to give an explicit bound on $S$, but with some additional work, it can be done. In an earlier version [13] of this paper, the reader will find a study of the intermediate case of a tame Galerkin right-invertible differential $DF$, with precise estimates on the parameter $S$ depending on the loss of regularity of the right-inverse, in the special case $s_0 = m = 0$ and $\ell = \ell'$.

References

[1] Alinhac, Serge and Gérard, Patrick, "Opérateurs Pseudo-différentiels et Théorème de Nash-Moser", Interéditions et Éditions du CNRS, Paris (1991). English translation: "Pseudo-differential Operators and the Nash-Moser Theorem", Graduate Studies in Mathematics vol. 82, AMS, Rhode Island, (2000)

[2] Arnol'd, Vladimir I. "Generation of quasi-periodic motion from a family of periodic motions", Dokl. Akad. Nauk CCCP 138 (1961), 13-15 (Russian)

[3] Arnol’d, Vladimir I. "Small denominators I. Mapping the circle onto itself", Izvestia Akad. Nauk CCCP 25 (1961), 21-86 (Russian)

[4] Arnol’d, Vladimir I. "Small denominators and problems of stability of motion in classical and celestial mechanics", Uspekhi Mathematicheskikh Nauk 18, no. 6 (1963), 91-192 (Russian)

[5] P. Baldi, E. Haus, "A Nash-Moser-Hörmander implicit function theorem with applications to control and Cauchy problems for PDEs", J. Funct. Anal. 273 (2017), no. 12, 3875-3900

[6] P. Baldi, E. Haus, "Size of data in implicit function problems and singular perturbations for nonlinear Schrödinger systems", preprint arXiv:1906.12290 (June 2019)

[7] Berti, Massimiliano, and Bolle, Philippe. "Cantor families of periodic solutions for completely resonant nonlinear wave equations ", Duke Mathematical Journal, 134 (2006), 359-419

[8] Berti, Massimiliano, and Bolle, Philippe. "Cantor families of periodic solutions for completely resonant nonlinear wave equations ", NoDEA 15 (2008), 247-276

[9] Berti, Massimiliano, and Bolle, Philippe. "Sobolev periodic solutions of nonlinear wave equations in higher spatial dimensions ", Archive for Rational Mechanics and Analysis, 195 (2010), 609-642

[10] Berti, Massimiliano, Bolle, Philippe, Procesi, Michela, "An abstract Nash-Moser theorem with parameters and applications to PDEs", Ann. IHP C 27, no. 1 (2010), 377-399

[11] Ciarlet, Philippe, "Linear and nonlinear functional analysis with applications ", SIAM, 2013, 832 p.

[12] Ekeland, Ivar, "An inverse function theorem in Fréchet spaces", Ann. IHP C 28, no. 1 (2011), 91-105

[13] Ekeland, Ivar and Séré, Eric "An implicit function theorem for non-smooth maps between Fréchet spaces", preprint arXiv:1502.01561

[14] Günther, Mathias, "Isometric embeddings of Riemannian manifolds", Proc. ICM Kyoto (1990), 1137-1143

[15] Hamilton, Richard, "The Inverse Function Theorem of Nash and Moser" Bull. AMS 7 (1982), 165-222

[16] Hartman, Philip, Ordinary differential equations, New York, Wiley, 1964.

[17] Hörmander, Lars, "The Boundary Problems of Physical Geodesy". Arch. Rat. Mech. An. 62 (1976), 1-52
[18] John, Fritz, "On quasi-isometric mappings. I", Comm. Pure Appl. Math. 21 (1968), 77-110
[19] Kolmogorov, Nikolaï, "On the conservation of conditionally periodic motions by small perturbations of the Hamiltonian", Dokl. Akad. Nauk. SSR. 98 (1954), p. 527-530
[20] Krantz, Steven and Parks, Harold. "The Implicit Function Theorem, History, and Applications", Birkhäuser, 2003
[21] Métivier, G., and Rauch, J. "Dispersive stabilization", Bull. Lond. Math. Soc. 42 (2010) p. 250-262
[22] Moser, Jürgen, "A new technique for the construction of solutions to nonlinear differential equations", Proc. Nat. Acad. Sci. USA, 7 (1961), 1824-31
[23] Nash, John, "The embedding problem for Riemannian manifolds", Ann. of Math. (2) 63 (1956), p. 20-63
[24] Schwartz, Jack, Nonlinear functional analysis, Courant Institute
[25] J. Sotomayor, "Inversion of smooth mappings", Z. Angew. Math. Phys. 41 (1990), 306-310
[26] Texier, Benjamin, and Zumbrun, Kevin, "Nash-Moser iterations and singular perturbations" Ann. I. Henri Poincaré AN 28 (2011) p. 499-527
[27] Wazewski, Tadeusz, "Sur l’évaluation du domaine d’existence des fonctions implicites réelles ou complexes", Ann. Soc. Polon. Math. 20 (1947), 81-120

CEREMADE, Université Paris-Dauphine, PSL Research University, CNRS, UMR 7534, Place de Lattre de Tassigny, F-75016 Paris, France
Email address: ekeland@ceremade.dauphine.fr

CEREMADE, Université Paris-Dauphine, PSL Research University, CNRS, UMR 7534, Place de Lattre de Tassigny, F-75016 Paris, France
Email address: sere@ceremade.dauphine.fr