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Abstract—Recent developments in artificial intelligence and automation support a new drug design paradigm: autonomous drug design. Under this paradigm, generative models can provide suggestions on thousands of molecules with specific properties, and automated laboratories can potentially make, test, and analyze molecules with minimal human supervision. However, since still only a limited number of molecules can be synthesized and tested, an obvious challenge is how to efficiently select among provided suggestions in a closed-loop system. We formulate this task as a stochastic multi-armed bandit problem with multiple plays, volatile arms and similarity information. To solve this task, we adapt previous work on multi-armed bandits to this setting, and compare our solution with random sampling, greedy selection and decaying-epsilon-greedy selection strategies. According to our simulation results, our approach has the potential to perform better exploration and exploitation of the chemical space for autonomous drug design.
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I. INTRODUCTION

Developing a new drug is a complex process that can take up to a decade and cost more than US $1 billion [1]. A crucial part of this process is to design novel clinical drug candidates with desired molecular properties [2]. Drug candidates are usually identified in an iterative optimization process consisting of four steps, the so-called Design-Make-Test-Analyze (DMTA) cycle. In the design step, molecules are designed to have some specific properties, including a high binding affinity to a specific protein. In the make step, it is decided how to synthesize them. After being synthesized, the properties of the molecules are experimentally measured in the test step. Subsequently, in the analyze step the newly gathered experimental data is used to improve the design choices in the next round. The time it takes to complete a cycle is a major factor in the overall productivity and, therefore, one wants to both reduce cycle times and minimize the number of cycles needed to find and optimize the properties of drug candidates.

Two new paradigms have emerged to increase the productivity in drug design: de novo molecular design and accelerating the DMTA cycle through automation. Recent advances in de novo molecular design utilize generative models for sampling the chemical space and in this way generate molecules with specific desirable properties [3], [4]. The automation of the DMTA cycle takes advantage of automated laboratories and machine learning to make, test and analyze molecules with minimal human intervention [5]–[9]. Used together, these technologies can enable autonomous drug design. Under such paradigm, de novo molecular design is used to generate an extensive list of molecules using limited prior information. However, it is only possible to synthesize a fraction of the proposed molecules, as illustrated in Fig. 1, since each experiment is both costly and time-consuming. Even if it would be possible to synthesize all generated molecules, it can be more efficient to obtain new information sequentially in an adaptive manner. Hence, the autonomous drug design system needs to decide, with minimal human supervision, on which of the designed molecules to make. Subsequently, the automated laboratory tries to synthesize the selected molecules and, if successful, measure their properties. Using the newly acquired information, the system updates its knowledge to better steer the molecular de novo design towards desired areas of the chemical space.

This work is focused on how to select molecules to make in order to explore and exploit the chemical space efficiently. In each iteration, we obtain a list of molecules that can be selected. The drug-like chemical space, and thus the number of selectable molecules, has been estimated to be up to 10^60 molecules [10]. Each molecule has a feature vector in terms of descriptor(s) that encodes its chemical and/or structural characteristics, e.g., the Morgan fingerprint [11] which is a popular way to encode structural features of molecules in a bit or count vector. Moreover, when utilizing de novo molecular design to suggest promising molecules, the set of suggested molecules can be different in each iteration, which makes it even more challenging. Compared to other works that have focused on de novo molecular design [12]–[14] or automating
the synthesis of molecules [15], we simulate all steps of the DMTA cycle by creating a digital twin. Previous work by Matveieva and Polishchuk [16] has shown that predictive models trained on structural features of molecules are able to learn a ground truth determined by pre-defined patterns, e.g., number of nitrogen. Given a ground truth that simulates the test scores of a desired target, this enables us to investigate how the choices in one cycle affect the succeeding cycles.

We study this problem in the context of the multi-armed bandit (MAB) problem [17], [18], where the goal is to adaptively compute the most informative decisions. In the original problem introduced by [19], a decision-maker must choose from $M$ possible actions, so-called arms, for $T$ rounds. In each round, the decision-maker chooses a base arm and observes a reward for this arm, which is drawn independently from a fixed distribution that is not known to the decision-maker. The objective is to maximize the expected cumulative reward, by identifying the arm with the highest expected reward in each round, while choosing as few suboptimal arms as possible. Many extensions of this problem have been developed to fit different problem settings. One such extension is MAB with similarity information, where each arm corresponds to objects with feature vectors. This makes it possible to measure the similarity between the arms by computing the distance between the feature vectors.

Considering the problem at hand, we regard the following characteristics of our stochastic MAB problem: (1) multiple base arms are played in each round, corresponding to choosing a super arm of several distinct base arms in each round; (2) base arms are volatile, meaning that in each round, the set of available base arms to choose from may change; (3) the expected outcome of a base arm depends on its feature vector; (4) the set of possible feature-arm pairs is in practice infinite, since there are up to $10^{60}$ possible molecules and feature vectors of $2048$ bits gives $2^{2048}$ possible feature vectors. To solve this problem adequately, we propose to extend the contextual Zooming algorithm [20] to our problem. We use their proposed techniques to allow for volatile base arms and extend it further to enable multiple plays of arms in each round. Also, instead of using contextual information, we define the base arms by their structural feature vectors, which together with Jaccard distance provides a natural metric space, to adaptively create a partition of the arm space. To the best of our knowledge, this is the first study that simulates an automated DMTA cycle and, in this setting, investigates a multi-armed bandits approach to determine which molecules to make next.

The rest of the paper is organized as follows. Firstly, in Section II we discuss the related work to our stochastic MAB problem and the existing methods. In Section III we formulate our problem as a stochastic multi-armed bandits problem. Then, in Section V-B we present our extension to the contextual Zooming algorithm. Next, in Section V, we describe the experimental results, and finally in Section VI, we conclude the paper.

II. RELATED WORK

The multi-armed bandit (MAB) framework provides a principled way to model the exploration/exploitation trade-off for sequential decision-making under uncertainty. It has been widely used in different applications such as medical trials [21], [22], news recommendation [23], finance [24], navigation [25] and bottleneck identification [26].

In this paper, we consider the stochastic MAB problem, where the reward for each arm is drawn independently from a fixed but a priori unknown distribution. Hereafter, stochastic MABs are referred to as simply MABs. Here we present related work for our proposed approach, in particular MAB with similarity information. We direct the attention to Slivkins [18] and Lattimore and Szepesvári [17] for a comprehensive overview of different extensions, and corresponding algorithms, of the original MAB problem.

A. Contextual MAB

The contextual MAB problem has been broadly studied under the linear realizability assumption, introduced by Abe, Biermann, and Long [27], where the expected reward is assumed to be linear with respect to a feature vector of each arm [28]–[31]. There has been a great success in using the contextual MAB problem to model real-life applications, such as recommender systems, health applications and information retrieval [32].

B. Multiple-Play MAB

The original MAB formulation introduced by Lai, Robbins, et al. [19] considers single plays, where $K = 1$ arm is chosen in each round [33], [34]. The extension of choosing $K > 1$ arms in each round was introduced by Anantharam, Varaiya, and Walrand [35]. This is a special case of the combinatorial MAB problem [36], [37], where an allowed combination of several arms is played at each round. Whereas, in the multiple-play MAB setting, all combinations of $K$ arms are allowed and a reward is observed for each individual base arm.
C. MAB with Volatile Base Arms

A usual assumption is that all arms are available at each round. However, in many applications, including ours, this is not the case. For instance, a molecule suggested by the designer in the current round may not be available in the next round, due to its properties not being of interest anymore. Also, even though testing molecules yields an inherent uncertainty, it is a waste of resources to test molecules multiple times, meaning that tested molecules should not be available in the coming rounds. Kleinberg, Niculescu-Mizil, and Sharma [38] study sleeping bandits, where the set of available actions is allowed to vary adversarially from one round to the next. They assume a fixed finite number of arms and a stochastic adversary. They propose an algorithm that prioritizes playing an arm that has become available for the first time. Otherwise, it plays the arm with the largest upper confidence bound, inspired by the algorithm UCB1 [39].

D. MAB with Similarity Information

Although a large set of MAB algorithms have been proposed in the literature with a fixed small number of arms, MAB problems with infinite or exponentially large arm sets are still actively studied. For such setting, one common approach is to use similarity information between contexts and/or arms, by assuming that similar actions yield similar qualities.

Kleinberg, Slivkins, and Upfal [40] introduce the Zooming algorithm, where the similarity information is given as a metric space of arms [41]. Their algorithm tries to approximately learn the expected rewards over the metric space by probing different “regions” of the space, which leads to an adaptive partitioning of the metric space [18]. At each round $t$, there is a set of active arms, determined by an activation rule. Each active arm $x$ covers a region of the metric space. This region is given by the confidence ball of the arm $B(x, r_t(x))$, which is a ball with the arm at its center. The radius of the ball is the confidence radius $r_t(x)$ of the empirical average reward (of the active arm) at round $t$. The confidence radius is related to the size of the one-sided confidence interval of the empirical average reward and guarantees, with high probability, that the difference between the true expected reward and empirical average reward is not more than the confidence radius. To determine what active arm to play, it chooses an arm with the largest upper confidence bound, similar to arm selection of algorithm UCB1 [39].

Slivkins [20] extends the Zooming algorithm to the contextual setting, where the similarity information is given as a metric space of context-arm pairs. Our works extend the techniques developed in this work to allow volatile arms and multiple plays. We relax the contexts and define the arm-space by the corresponding feature vectors.

Bubeck, Munos, Stoltz, et al. [42] consider stochastic MAB where the arm set can be a generic measurable space, allowing infinite arm sets. They assume the existence of a dissimilarity function that constraints the expected reward function. However, their formulation does not allow multiple plays and volatile base arms. They propose an algorithm that adaptively discretizes the arm set by maintaining a binary tree whose leaves are associated with measurable regions of the arm-space. They assume a priori choice of a covering tree, which may be difficult to construct for non-standard metric spaces.

Chen, Xu, and Lu [43] study contextual combinatorial MAB with volatile arms and submodular rewards. This allows selection of several arms in each round, and the set of available arms to vary in each round. They use a greedy oracle to, in each round, return an approximation of the best super arm of available base arms. Moreover, their proposed algorithm utilizes similarity information given as a fixed discretization of the context space, by partitioning the context space into hypercubes of identical size. A fixed discretization is limited in how much it can learn an arbitrary structure of the expected reward function in the similarity space, and it may be preferable to adaptively learning the structure.

Nika, Elahi, and Tekin [44] also consider contextual combinatorial MAB with volatile base arms, but without the assumption of submodular rewards. They introduce an algorithm that adaptively discretizes the context space using similarity information, given as a well-behaved Euclidean metric space. The adaptive discretization utilizes a tree of partitions, where the algorithm maintains an active set of leaf nodes whose regions cover the context space. Moreover, their algorithm uses an approximation oracle to select a super arm of base arms in each round.

III. Problem Formulation

We formulate the autonomous drug design task as a stochastic multi-armed bandits problem proceeding over $T$ rounds, summarized in Algorithm 1, by extending the problem formulations of Nika, Elahi, and Tekin [44] and Slivkins [20] to adapt to the specifications of our task. Each base arm is defined by a $D$-dimensional feature vector $x$, belonging to the arm space $\mathcal{X} \subseteq \mathbb{R}^D$. Moreover, for each pair of base arms $x, x' \in \mathcal{X}$, we have a dissimilarity function $0 \leq D_{\mathcal{X}}(x, x') \leq 1$ that measures the dissimilarity between them. The arm space and dissimilarity function create a dissimilarity space $(\mathcal{X}, D_{\mathcal{X}})$. In our problem, arms are molecules, where the feature vectors are molecular fingerprints and the dissimilarity function measures the chemical dissimilarity. The stochastic outcome of a base arm with feature $x$ is denoted by $R(x)$. In this work, we restrict to the setting with Bernoulli rewards, where rewards for each

| Algorithm 1: MAB formulation of the autonomous drug design task |
|---------------------------------------------|
| **Input:** Dissimilarity space $(\mathcal{X}, D_{\mathcal{X}})$ |
| **for each round $t = 1, \ldots, T$ do** |
| 1. If $M^t > K$ base arms, indexed by the set $M^t$, arrive |
| with corresponding feature vectors $x^t \in \mathcal{X}$ and |
| scores $f^t \in [0,1]^{M^t}$ |
| 2. Choose super arm $S^t \subset M^t$ of $K$ distinct base |
| arms |
| 3. Observe reward $r(x^t_m) \in \{0,1\}, \forall m \in S^t$ |


Algorithm 2: Zooming with multiple plays and volatile arms.

**Input:** Dissimilarity space \((X, D_X)\) of diameter \(\leq 1\)

**Data:** Collection of initial history \(H_0\) consisting of plays of initial base arms and corresponding rewards.

**Init:** \(B \leftarrow \text{Ball}(p, 1);\) Add initial history \(H_0\) to \(B;\)

\[ A \leftarrow B \]

for each round \(t = 1, \ldots, T\) do

1. Observe base arms in \(M^t\) and feature vectors \(X^t\)
2. \(R^t \leftarrow \{B \in \mathcal{A} : \forall m \in M^t, m \in \text{dom}(B, A)\}\)
3. Compute indices \(g^t(B), \forall B \in R^t\)
4. Compute indices \(g^t(x_m^t), \forall m \in M^t\)
5. \(S^t \leftarrow \text{Oracle}(g^t(x_1^t), \ldots, g^t(x_M^t))\)
6. Observe reward \(r(x_m^t)\) for each base arm \(m \in S^t\)
   // Update counters for each ball
7. for \(m \in S^t\) do
8. \(n(B^t_m) \leftarrow n(B^t_m) + 1\)
9. \(\text{rew}(B^t_m) \leftarrow \text{rew}(B^t_m) + r(x_m^t)\)
   // Refine partition
10. \(m' \leftarrow \text{argmax}_m \{r(x_m^t) : m \in S^t, B^t_m = B\}\)
11. \(B' \leftarrow \text{Ball}(x_{m'}^t, \frac{1}{2} \text{radius}(B))\)
12. Update \(n(B')\) and \(\text{rew}(B')\) using relevant history
13. \(A \leftarrow A \cup \{B'\}\)

At round \(t\), a set of \(M^t > K\) base arms, indexed by the set \(M^t\), arrive with corresponding feature vectors \(X^t\) and scores \(F^t\) such that \(x_m^t\) is the feature vector of base arm \(m \in M^t\) in round \(t\). In this work, when only considering Bernoulli rewards, the score \(f_m^t\) of base arm \(m\) at round \(t\) is the estimated probability of \(\mu(x_m^t) > 0.5\), i.e., the probability that the molecule with feature vector \(x_m^t\) binds to the target protein. This score is provided by a machine learning model, called hereafter the scoring function, and is trained before arms arrive. After the base arms, features and scores have arrived, a selection strategy is used to select a super arm \(S^t \subset M^t\) of \(K\) base arms. Next, \(S^t\) is performed and for each base arm \(m \in S^t\) a reward \(r(x_m^t)\) is observed, i.e., a realization of the random variable \(R(x_m^t)\). The objectives are to maximize the cumulative reward by round \(T\) and find a diverse set of base arms with high rewards. This corresponds to finding a set of novel drug candidates by round \(T\).

### IV. Zooming with Multiple Plays and Volatile Arms

In this section, we introduce our method Zooming with multiple plays and volatile arms, summarized in Algorithm 2. It is an extension of the contextual Zooming algorithm [20] to our problem, as formulated in Section III. Compared to the contextual Zooming algorithm, we relax the contexts and instead let each arm be fully defined by its feature vector. We employ their methods for dealing with volatile base arms. Also, we enable multiple plays by using a greedy oracle that selects a super arm based on the index of each base arm.

In each round \(t\), there is a set of activated arms \(A\), where each ball \(B \in A\) constitutes a ball with radius \(\text{radius}(B)\) in the dissimilarity space. After base arms \(M^t\) and feature vectors \(X^t\) have been observed, the set of relevant balls \(R^t\) is determined. A ball \(B \in A_t\) is relevant if its domain covers at least one of the base arms in \(M^t\). The domain of ball \(B\) is a subset of \(B\) that excludes all balls \(B' \in A_t\) with smaller radius \(\text{radius}(B')\)

\[
\text{dom}_t(B) \triangleq B \setminus \bigcup_{B' \in A_t : \text{radius}(B') < \text{radius}(B)} B'.
\]

For each relevant ball \(B \in R^t\), we calculate its index as defined by Slivkins [20]

\[
g^t(B) \triangleq \text{radius}(B) + \min_{B' \in A_t} \left( I_t^{\text{pre}}(B') + D(B, B') \right),
\]

where \(D(B, B')\) is the dissimilarity between the centers of the two balls. The pre-index \(I_t^{\text{pre}}\) of ball \(B\) is defined by

\[
I_t^{\text{pre}}(B) \triangleq \nu_t(B) + \text{radius}(B) + \text{conf}_t(B),
\]

where \(\nu_t(B) \triangleq \frac{\text{rew}_t(B)}{\text{max}(1, n_t(B))}\) is the average reward of ball \(B\), given by the total reward \(\text{rew}_t(B)\) and total number of plays \(n_t(B)\) of ball \(B\). Moreover, \(\text{conf}_t(B)\) is the confidence radius of ball \(B\) at time \(t\), given by

\[
\text{conf}_t(B) \triangleq 4 \sqrt{\frac{\log T}{1 + n_t(B)}}.
\]

Given the indices of all relevant balls, we want to compute indices of all base arms in \(M^t\). We investigate two methods to determine the indices of the base arms. The first method computes the indices by

\[
g^t(x_m^t) = f_m^t \times g^t(B^t_m), \forall m \in M^t,
\]

where \(B^t_m \in R^t\) is the relevant ball covering base arm \(m\) at round \(t\), i.e., the domain of ball \(B^t_m\) covers base arm \(m\) at round \(t\). We call this method weighted Zooming with multiple plays and volatile arms (weighted Zooming in short). The second method computes the indices by

\[
g^t(x_m^t) = g^t(B^t_m), \forall m \in M^t.
\]

We call this variant unweighted Zooming with multiple plays and volatile arms (unweighted Zooming in short). Given the indices of each base arm, we want to select a super arm \(S^t\) consisting of \(K\) base arms. This is done using an oracle that selects the set of \(K\) base arms with the largest cumulative
reinforcement learning for learning. Here, we provide details [12], which is an approach based on SMILES [48] and uses cycle, we use the de novo feature-based invariants and counts of structural features. To measure the dissimilarity between two features, we use the Jaccard distance, which fulfills all properties of a metric [47].

A. Simulation of DMTA Cycle

This is called the A. Simulation of DMTA Cycle

B. Selection

In each cycle, \( K = 100 \) molecules are selected to be made. We restrict us to the realistic scenario where previously selected molecules, of both the current and previous cycles,
Fig. 2. Normalized cumulative reward, novelty of selected actives and the mean of the former two averaged over 10 runs for each selection strategy. For the former two, the 95% approximate confidence intervals of the averages over 10 runs is shown. A novelty of 1 corresponds to selecting actives that are entirely dissimilar to previously selected actives, while a novelty of 0 corresponds to a selection that is equal in similarity to the previously selected actives. \( \epsilon_t \)-greedy with \( \epsilon_{\text{max}} = 0.6 \) and unweighted Zooming show good performance with regard to both cumulative reward and novelty in the first 50 cycles, while weighted Zooming and greedy both perform well for at least the last 100 cycles.

In Section IV we introduced our Zooming method with multiple plays and volatile arms, including both the weighted and unweighted versions. We use the doubling trick with no restart to incrementally increase the time horizon \( T \). We use geometric doubling where the time horizon is defined by \( T_i = 2^i \) for phases \( i = 0, 1, 2, 3, \ldots \), such that each phase \( i_{\text{ph}} \) consists of \( 2^{i_{\text{ph}}} - 2^{i_{\text{ph}}-1} \) rounds (except the first phase which is played for one round). For the sake of brevity, this is not included in Algorithm 4. As noted by Besson and Kaufmann [45], using the doubling trick with no restart is just a heuristic and it is difficult to state any theoretical results on this heuristic, but it can enjoy better empirical performance. In our problem, we have a limited number of total rounds, due to time and budget constraints, and we may not know the total number of rounds beforehand. By using the doubling trick with no restart, we do not discard any of the expensive
information that has been acquired, while allowing the time horizon to be unknown before the start of the algorithm.

Below, we briefly describe the other strategies that we consider in the experiments: greedy selection and decaying-epsilon-greedy selection. In our experiments, we also investigate random sampling, which randomly (without replacement) selects base arms in $M^t$.

a) Greedy selection: In each cycle $t$, there are scores $\mathcal{F}^t$ from the scoring function. Greedy selection selects the $K$ distinct molecules with the highest scores. Ties are broken arbitrarily.

b) Decaying-epsilon-greedy selection: In each round, decaying-epsilon-greedy ($\epsilon_t$-greedy in short) selects a random compound with probability

$$
\epsilon_t = \epsilon_{\text{min}} + (\epsilon_{\text{max}} - \epsilon_{\text{min}}) e^{-\epsilon_t(t-1)},
$$

or the (non-selected) highest scoring molecule, according to $\mathcal{F}^t$, with probability $1 - \epsilon_t$. This is done until $K$ base arms are selected. We use $\epsilon_{\text{d}} = 0.015$ and $\epsilon_{\text{min}} = 0.0$, and have investigated both $\epsilon_{\text{max}} = 0.6$ and $\epsilon_{\text{max}} = 0.4$.

C. Comparison of Selection Strategies

The normalized cumulative rewards averaged over 10 runs are shown in Fig. 2a for various selection strategies. Weighted Zooming, random sampling and greedy selection show similar (normalized) cumulative reward after 200 cycles. In the last cycles, they show significantly higher cumulative rewards compared to the other strategies. It is reasonable that greedy selection is able to select active molecules in the last cycles since then the scoring function has learned sufficient information about the ground truth to guide REINVENT towards generating active molecules. The same is true with random sampling since it reflects the overall activity (reward) of the generated molecules. On the other hand, unweighted Zooming shows significantly lower cumulative rewards compared to the other strategies. An explanation is that more exploration of the chemical space is needed to learn to identify the most rewarding areas since unweighted Zooming is not inclined toward selecting only actives, as is the case for weighted Zooming.

Fig. 2b shows the novelty of the selected actives averaged over 10 runs for each selection strategy. Note that no actives are selected in some early cycles of certain runs and, therefore, these runs are excluded when computing the averages and confidence intervals. The novelty at cycle (round) $t$ is defined as the average dissimilarity to active molecules that have been selected in previous cycles

$$
\text{novelty}_t = \frac{1}{|\mathcal{A}^t|} \sum_{m \in \mathcal{A}^t} \frac{1}{|\mathcal{A}_m^t|} \sum_{m' \in \mathcal{A}^t} D(x_{m}, x_{m'}),
$$

where $D(\cdot, \cdot)$ is the Jaccard distance and $\mathcal{A}^t$ is the set of true actives selected in cycle $t$. That is, a novelty of 1 corresponds to selecting actives that are entirely dissimilar to previously selected actives, i.e., a completely novel selection. In the first cycles, all strategies display a high novelty in the selection of actives. Overall, the novelties decrease as more cycles are performed, until after around 100 cycles when the average novelties converge to different values. After this point, unweighted Zooming shows significantly higher novelty compared to the other selection strategies. This observation suggests that unweighted Zooming is able to explore different areas of the chemical space more effectively. Weighted Zooming yields the second-best average novelty, while random sampling leads to the lowest average novelty. The fact that random sampling displays the lowest novelty indicates that the overall diversity of the generated molecules is low by this method, and possibly in general.

The mean of normalized cumulative reward and novelty (normalized_cumulative_reward + novelty) / 2 for each cycle $t$, averaged over 10 runs, is shown in Fig. 2c for each strategy (for illustrative purposes, we discard the confidence intervals). This indicates how the strategies handle the trade-off between maximizing the cumulative reward and selecting novel actives. For all strategies, the mean decreases in the beginning but then starts to increase after around 25 to 75 cycles, depending on the strategy. $\epsilon_t$-greedy with $\epsilon_{\text{max}} = 0.6$ and unweighted Zooming yield the largest mean for the first 50 cycles, while weighted Zooming and greedy selection show the largest means for at least the last 100 cycles. Hence, unweighted Zooming is a good choice in the early phase of the autonomous drug design, while weighted Zooming is better in the late phase. On the other hand, weighted Zooming still performs better than greedy selection in the early cycles. This means that a strategy utilizing the benefits of both unweighted and weighted Zooming could possibly provide a promising way to handle the trade-off in all cycles.

VI. CONCLUSIONS

We have formulated the problem of determining what molecule to make next, in an autonomous drug design process, as a stochastic multi-armed bandit problem. To solve this problem, we adapted the contextual Zooming algorithm [20]
to a setting with multiple plays and volatile arms leading to two variants called weighted Zooming and unweighted Zooming. We compared our methods with random sampling, greedy selection and decaying-epsilon-greedy selection. After 200 cycles of a simulated DMTA cycle, we find out that Zooming performs overall best and has the potential to be used in autonomous drug design to handle the trade-off between selecting active (high rewarding) molecules and selecting structurally different but still active molecules.
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