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Abstract

The concept of the phase shift of triplet periodicity (TP) was used for searching potential DNA insertions in genes from 17 bacterial genomes. A mathematical algorithm for detection of these insertions has been developed. This approach can detect potential insertions and deletions with lengths that are not multiples of three bases, especially insertions of relatively large DNA fragments (>100 bases). New similarity measure between triplet matrixes was employed to improve the sensitivity for detecting the TP phase shift. Sequences of 17,220 bacterial genes with each consisting of more than 1,200 bases were analyzed, and the presence of a TP phase shift has been shown in ~16% of analysed genes (2,809 genes), which is about 4 times more than that detected in our previous work. We propose that shifts of the TP phase may indicate the shifts of reading frame in genes after insertions of the DNA fragments with lengths that are not multiples of three bases. A relationship between the phase shifts of TP and the frame shifts in genes is discussed.
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Introduction

Small insertions of DNA fragments in genes can take place rather frequently (1, 2). If the lengths of these insertions are not multiples of three bases, it may lead to the shift in the reading frame after the insertion site. These insertions can significantly change the amino acid sequence coded by the gene and it is important to understand their contribution to the generation of reading frame changes (3-5). At present, the mathematical methods used to find changes of the reading frame can be divided into two groups. Both of these groups share the same feature—additional information is required besides the DNA sequence being considered. The first group of methods needs external data including the amino acid sequence data bank and uses special software for searching similarities (6-9). When these algorithms are used, the amino acid sequences corresponding to the alternative reading frames are created, and then are searched for their similarities in the database. If a similarity is found, then we can say that a shift of the reading frame has occurred in the analyzed gene. A data bank of amino acid sequences is necessary for this group of methods. The second group of methods uses the nucleotide sequence of the analyzed gene to find
shifts of the reading frame. A set of gene sequences that have the shifts of the reading frame is used as additional information (10-14). As a result, a search is made in the analyzed gene for some common properties intrinsic to DNA sequences in which such shifts have already been found. Such collective properties can be described in various ways, including creation of the weight matrix, calculation of k-tuple frequencies, development of the HMM models, utilization of the neural networks and application of other mathematical approaches (10-14).

However, the requirement of additional information limits the application of such methods. For the methods of the first group, these limitations include the need for presence in the database of amino acid sequence, which could exist before the formation of the reading frame shift in the analyzed gene. This sequence should have significant similarity with the amino acid sequence created by using the alternative reading frame. Very often such amino acid sequence may be absent in the data bank or may show no significant similarity. In this case the search of the reading frame shifts by using this method becomes impossible. Limitations of the methods of the second group are of a different nature. These limitations are related to the fact that the search of the reading frame shifts uses the approaches connected with the revelation of some general statistical properties of gene regions, which are already known to have the reading frame shifts. However, as it was shown previously (15), the statistical properties of gene sequences may be different, resulting that genes belong to different classes of triplet periodicity (TP). Integration of different genes with known reading frame shifts can lead to the fact that most statistical features of the integrated sequences become poorly expressed. This can significantly decrease the power of recognition of the reading frame shifts.

Recently, we reported an approach for revealing the potential reading frame shifts in genes by searching for the phase shift of TP (16, 17). The advantage is that it does not require any additional information for detection of the possible positions of reading frame shifts in the gene. Only the information of TP and its phase shift is needed to identify the reading frame shifts (15-17). The mathematical approach developed uses the statistical test to check the homogeneity of two polynomial samples with unknown distributions. The TP matrixes to the left and to the right of position \( x \) in the analyzed coding sequences can be considered as two polynomial samples (15-17). This problem is the standard so-called “change-point problem” (18-20) that was applied to the TP of DNA sequence.

TP of the coding DNA sequences is a common feature of all currently known living systems (21-30) and is associated with the reading frame that exists in a gene (15). The formation of TP is caused by the structure of the genetic code, which is practically the same in prokaryotes and eukaryotes, by the saturation of proteins with certain amino acids (31-33) and by GC content of the 3rd position of codons (34). If a shift of the reading frame occurs in a gene with TP, then this shift could be revealed due to the shift between existing reading frame and TP (Figure 1). Since it is difficult to significantly change the TP of coding sequences through relatively small number of base substitutions (35), such shift can remain in a gene for a rather long period of time. The presence of such shift between the TP of the nucleotide sequence and the existing reading frame may indicate the existing of a reading frame shift in the analyzed gene (17). However, the proposed mathematical method (17) can only detect the TP phase shift created by insertions of relatively short DNA sequences with lengths less than several tens of DNA bases. If insertion of a longer DNA fragment occurred, then this insertion can substantially change the TP around the area of the phase shift that greatly complicates the detection of the TP phase shift by using this method.

There are two goals for the present study. Firstly, we would like to develop a new mathematical method for revealing TP phase shifts to account for possible reading frame shifts occurring due to insertions of relatively large DNA fragments (>100 bases). Secondly, we wanted to verify the presence of relatively long insertions (with length not multiple of three) in bacterial genes by applying the advanced algorithm. Our results show that approximately 16% of bacterial genes from 17 studied genomes have the TP phase shifts that may be caused by insertions of relatively long DNA fragments in the genes.
Figure 1  The influence of one DNA base insertion on the TP phase shift. The first three sequences have the reading frames $T_1$, $T_2$ and $T_3$, respectively. Then the coding sequence $S$ with TP is shown. In this sequence the insertion of the nucleotide $c$ was made in the position 19. Explicit periodicity of this sequence is chosen for clarity. In a case of “fuzzy” periodicity, the situation is the same as in the figure, but the periodicity will be difficult to be observed visually. Then we construct the TP matrices $M_1(1, 18)$, $M_1(19, 37)$, $M_2(19, 37)$ and $M_3(19, 37)$. The first matrix $M_1$ is constructed for the DNA region from the 1st to 18th base. Elements of these matrices $m_1(i, j)$, $m_2(i, j)$ and $m_3(i, j)$ show the number of the bases $a$, $t$, $c$ and $g$ (index $i$) for the positions in the triplet reading frames $T_1$, $T_2$ and $T_3$ (index $j$). If we compare the matrix $M_1(1, 18)$ with the matrices $M_1(19, 37)$, $M_2(19, 37)$ and $M_3(19, 37)$, it can be seen that this matrix is most similar to the matrix $M_2(19, 37)$. The initial phase of the matrices $M_1$, $M_2$ and $M_3$ in sequence $S$ is equal to 1, 2 and 3 because the bases of sequence $S$ with indices $k$ equal to 1, 2 and 3 are the first bases of the triplet in the reading frames $T_1$, $T_2$ and $T_3$. Therefore, there is a TP phase shift by 1 base in sequence $S$ after the position $x=18$ (the difference between the initial phases of the matrices $M_2$ and $M_1$).

Method

Algorithm for searching the TP phase shift

The algorithm has been developed on the basis of our previous study (17). We assume that a coding nucleotide sequence $S =\{s(k), k=1, 2, \ldots, L\}$ is given, where each base $s(k)$ is chosen from the alphabet $A = \{a, t, c, g\}$, $L$ is the length of sequence $S$, which is a multiple of three. Let us introduce three reading frames in sequence $S$ and denote them as $T_1$, $T_2$ and $T_3$ (Figure 1). The base $s(1)$ of sequence $S$ is the first, second and third codon base of the reading frames $T_1$, $T_2$ and $T_3$, respectively. $T_1$ actually exists in sequence $S$ while $T_2$ and $T_3$ can be considered as hypothetical ones. We also define three TP matrices as $M_1(i_1, i_2)$, $M_2(i_1, i_2)$ and $M_3(i_1, i_2)$, which are calculated for $T_1$, $T_2$ and $T_3$ for a part of sequence $S$ from $i_1$ to $i_2$, denoted as $S(i_1, i_2)$. Moreover, $m_1(i, j)$, $m_2(i, j)$ and $m_3(i, j)$ are the elements of the matrices that show the number of bases of type $i$ in sequence $S$ ($i=1, 2, 3, 4$ for $a$, $t$, $c$, $g$, respectively) in the codon position $j$ ($j$ can be 1, 2 or 3) for $T_1$, $T_2$ and $T_3$, respectively. Let $x_1$ and $x_2$ are two coordinates in sequence $S$ that are defined as $L_1+3n$, where $n=0, 1, 2, 3, \ldots, (L-L_1)/3$ and $L_1$ is a multiple of
three being in the range from 60 to 600. Let us consider the fragment of the sequence $S(x_1-L_1+1, x_1)$ for which we construct the TP matrix $M_i(x_1-L_1+1, x_1)$ for $T_i$ of sequence $S$. Let us also consider the fragments $S(x_2+1, x_2+L_1), S(x_2+2, x_2+L_1+1)$ and $S(x_2+3, x_2+L_1+2)$ for which we construct the TP matrices $M_i(x_2+1, x_2+L_1), M_i(x_2+2, x_2+L_1+1)$ and $M_i(x_2+3, x_2+L_1+2)$ for $T_1, T_2$ and $T_3$, respectively, of sequence $S$. If an insertion of DNA fragment with the length of $(x_2-x_1+1)$ or $(x_2-x_1+2)$ DNA bases occurs right after the position $x_1$ in sequence $S$, then it creates a shift in the reading frame by one or two bases and the same shift of the TP phase. In this case the matrix $M_i(x_1-L_1+1, x_1)$ is more similar to the matrix $M_i(x_2+2, x_2+L_1+1)$ or $M_i(x_2+3, x_2+L_1+2)$, respectively. If, however, there are no insertions of nucleotides after the position $x_1$, then the matrix $M_i(x_1-L_1+1, x_1)$ is most similar to the matrix $M_i(x_2+1, x_2+L_1)$ for $x_1=x_2$. It is a typical problem of searching for the change point $(18-20)$ in symbolical sequence. Then we added the matrix $M_i(x_1-L_1+1, x_1)$ to the matrix $M_i(x_2+k, x_2+L_1+k-1)$ to form the combined matrix $M_i(x_2+k, x_2+L_1+k-1)$ to be considered as contingency table. The rows represent the DNA bases and the columns represent the positions of DNA bases in the corresponding reading frame. Example of filling the matrix $M$ is shown in Figure 2. Then we calculated $I_{ik}$ (the mutual information multiplied by $2L_i \ln 2$) for the combined matrix $M$ using the following formula $(32)$:

$$I_{ik} = \sum_{i=1}^{3} \sum_{j=1}^{3} m(i, j) \ln m(i, j) - \sum_{i=1}^{3} x(i) \ln x(i) - \sum_{j=4}^{3} y(j) \ln y(j) + 2L_i \ln 2L_i$$

(1)

where $x(i) = \sum_{j=1}^{3} m(i, j), \quad y(j) = \sum_{i=1}^{3} m(i, j)$. Then we calculated the argument of the normal distribution as follows:

$$X_{ik} = \sqrt{4I_{ik} - 1}$$

(2)

![Figure 2](image)

The calculation of the matrix $M_i(x_1-L_1+1, x_1)$ and the matrices $M_i(x_2+k, x_2+L_1+k-1)$, $k=1, 2, 3$ in sequence $S$. A. The positions of regions with length $L_1$ in sequence $S$. B. The example of calculation of the matrix $M_i(x_1-L_1+1, x_1)$ and the matrix $M_i(x_2+k, x_2+L_1+k-1)$ for $L_1=21, x_1=21, x_2=30$. The insertion fragment begins from the 22nd base and ends by the 31st base of the DNA sequence. The insertion fragment shown in bold letters has another TP type than the rest DNA sequence. It is possible to see that matrix $M_i(1, 21)$ differs from matrix $M_i(31, 51)$ and matrix $M_i(33, 53)$ while similar to matrix $M_i(32, 52)$. 
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The value $X_{ik}$ ($k=1, 2, 3$) is a measure that indicates the TP level in the combined matrix $M=M_1(x_1-L_1+1, x_1)+M_2(x_2+k, x_2+L_1+k-1)$. Sequence $S$ (the nucleotide sequence of a gene) is not a random sequence since TP is observed in the gene. In this case we cannot use $X_{ik}$ ($k=1, 2, 3$) as a measure of similarity between matrices $M_1(x_1-L_1+1, x_1)$ and matrices $M_2(x_2+k, x_2+L_1+k-1)$, $k=1, 2, 3$. Instead, the Monte Carlo method is used to calculate the similarity measure between two matrices $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+k, x_2+L_1+k-1)$. For this purpose, the sequences $S(x_1-L_1+1, x_1)$ and $S(x_2+1, x_2+L_1+3)$ are combined into one sequence $SS(1, 2L_1+2)$, which is shuffled with its TP retained. To achieve this, we divided the sequence $SS(1, 2L_1+2)$ into three subsequences. The first of them (denoted as $C_1$) was obtained by choosing the bases in positions $i=3n+1$, where $n=0, 1, 2, ...$ from $SS(1, 2L_1+2)$ sequence. The second and the third sequence $C_2$ and $C_3$ was obtained by choosing the bases in positions $i=3n+2$ and $i=3n+3$, respectively.

Next, the random sequences $R_1$, $R_2$ and $R_3$ were generated using a random number generator. They had the same length as the sequence $C_1$, $C_2$ and $C_3$, respectively. We arranged the sequences of $R_1$, $R_2$ and $R_3$ in ascending order and keep track of the permutation order for each sequence. Then we rearranged the bases in sequences $C_1$, $C_2$ and $C_3$ in the same way. Upon such shuffling of sequences $C_1$, $C_2$ and $C_3$, we created a random sequence $C$. In sequence $C$, positions $i=3n+1$, $i=3n+2$ and $i=3n+3$ were occupied by the bases of sequence $C_1$, $C_2$ and $C_3$, respectively. Sequence $C$ had the equal length and the same base composition as sequence $SS(1, 2L_1+2)$. We generated such random sequence $C$ for 500 times. Each sequence $C$ was divided back to the sequence $S(x_1-L_1+1, x_1)$ and $S(x_2+1, x_2+L_1)$, and for these two sequences we calculated $X_{ik}$ using Formula 2. For the set of the values $X_{ik}$, the mean value and variance $D(X_{ik})$ were determined for $k=2$ and $k=3$. For this method of sequence $SS$ shuffling, the values of $X_{ik}$ for $SS$ were equal to the values of $X_{ik}$ for each of the random sequence $C$. As the measure of similarity between the matrices $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+k, x_2+L_1+k-1)$, we took the value:

$$Z_{ik} = \frac{X_{ik} - \bar{X}_{ik}}{\sqrt{D(X_{ik})}}$$

where $k=2, 3$.

It is possible to consider $Z_{ik}$ as the function of $L_1$ for some constant values of $x_1$ and $x_2$. Then we calculated $Z_{ik}(L_1)$ for $L_1=60, 90, 120, ... 600$. If $x_1-L$ were less than 600, we calculated $Z_{ik}(L_1)$ for $L_1=60, 90, 120, ... \min(x_1-L, x_2)$. We selected the value of $L_1$ that had the maximum value of $Z_{ik}$, which means that we selected the own value of $L_1$ for each $x_1$ and $x_2$. We need to find the maximum of $Z_{ik}$ for some value $L_1$ since TP is not uniform along the length of a gene and may change its type (15). Testing of various lengths of $L_1$ has shown that the most effective search of the phase shifts was obtained if we did not fix any particular length $L_1$ and performed the search of some $L_1$ that had the maximal $Z_{ik}$. Carrying out the search of $Z_{ik}$ maximal value for some $L_1$ does not interfere with the choice of a threshold $Z_0$ as described in the next subsection.

Maximal similarity between the matrices $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+k, x_2+L_1+k-1)$ ($k=2, 3$) corresponds to the maximal value of $Z_{ik}$ for some $k$ ($k=2$ or $k=3$ shows the insertion of $3n+1$ or $3n+2$ DNA fragment, correspondingly). The density distribution of $Z_{i12}$ for different values of $X_{i11}$ is shown in Figure 3. It can be seen that for the different values of $X_{i11}$ we have similar distributions of $Z_{i12}$. The same picture is observed for $Z_{i13}$. These data show that the use of Monte Carlo method minimizes the TP influence of the sequence $S$ on the spectrum $Z_{ik}$. It allows using $Z_{ik}$ as the quantitative measure of the relationship between the matrix $M_1(x_1-L_1+1, x_1)$ and the matrices $M_2(x_2+k, x_2+L_1+k-1)$, $k=2, 3$. If similarity between the matrices is absent, then the values $Z_{ik}$ ($k=2, 3$) are
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small (typically less than 3.0), while in the presence of such similarity, \(Z_{1k}\) values will be large. We should only determine the threshold level \(Z_0\) for \(Z_{1k}, k=2, 3\). If \(Z_0>Z_{1k}\), then it shows the absence of the statistically significant similarity between the matrices and the absence of TP phase shift between coordinates \(x_1\) and \(x_2\). If \(Z_0<Z_{1k}\), then it shows the presence of the similarity between the matrices and the existence of TP phase shift between coordinates \(x_1\) and \(x_2\). Selection of \(Z_0\) is discussed below in the next subsection.

We changed \(x_1\) from \(L_1\) to \(L_1+1\) and \(x_2\) was changed from \(x_1\) to \(L_1+1\). Then for each value of \(x_1\) in sequence \(S\) we calculated value of \(x_2\), which gives the maximum value of \(Z_{1k}\) (\(k=2, 3\)). Let such maximum be referred as \(mZ_{1k}\). Then the plots for \(mZ_{1k}\) depending on \(x_1\) and \(x_2\) for \(k=2, 3\) were obtained. In these plots we joined the neighboring points by line for more clearness. Let us assume that we have the sequence \(S\) with insertion of a DNA fragment with the length not multiple of three bases between positions \(x_1^0\) and \(x_2^0\). Then the maximum value for the dependence of \(mZ_{1k}\) on \(x_1\) occurs at position \(x_1^0\), and the maximum value for \(mZ_{1k}\) depending on \(x_2\) will be observed near position \(x_2^0\) (for the appropriate \(k\)). It means that the points of \(x_2\) tend to group near and after \(x_2^0\). If the insertion has the length equal to \(x_2-x_1+1\), then the largest values of \(mZ_{1k}\) are observed for \(k=1\), and if the insertion had the length \(x_2-x_1+2\), then the largest values of \(mZ_{1k}\) are obtained for \(k=2\).

The graph of the \(mZ_{1k}(x_1)\) function is a “mountain”, and the apex of this graph is observed for \(x_1=x_1^0\). The graph of the function of \(mZ_{1k}(x_2)\) looks like a “wall” and the boundary of the wall is position \(x_2^0\) (examples of such plots are shown below in Results). Such graphs allow to predict the approximate (with accuracy up to several tens of bases) positions \(x_1^0\) and \(x_2^0\) in the gene.

**Application of Monte Carlo method to determine \(Z_0\)**

To find the threshold value \(Z_0\), we used the gene sequences from 17 bacterial genomes (Table 1) from KEGG database (36). We created the random data bank by shuffling the bases of each gene sequence. It

| No. | Genome                          | No. of analyzed genes (>1,200 bp) | Q1 | Q2 | Q3 |
|-----|---------------------------------|-----------------------------------|----|----|----|
| 1   | Arcobacter butzleri             | 611                               | 5  | 30 | 3  |
| 2   | Azotobacter vinelandii          | 1,306                             | 43 | 140| 29 |
| 3   | Bordetella avium               | 885                               | 42 | 108| 34 |
| 4   | Burkholderia mallei            | 1,380                             | 116| 240| 103|
| 5   | Bacillus subtilis              | 937                               | 50 | 145| 35 |
| 6   | Escherichia coli               | 1,158                             | 101| 237| 75 |
| 7   | Lactobacillus fermentum        | 444                               | 16 | 49 | 14 |
| 8   | Methyllococcus capsulatus      | 854                               | 41 | 111| 38 |
| 9   | Pseudomonas aeruginosa         | 1,566                             | 38 | 162| 29 |
| 10  | Staphylococcus aureus COL      | 626                               | 28 | 91 | 24 |
| 11  | Salmonella enterica Choleraesuis | 1,187                           | 109| 227| 86 |
| 12  | Streptococcus pneumoniae       | 507                               | 27 | 82 | 25 |
| 13  | Shigella sonnei                | 1,183                             | 175| 286| 141|
| 14  | Salmonella typhimurium         | 1,200                             | 94 | 220| 68 |
| 15  | Vibrio cholera                 | 1,047                             | 61 | 176| 41 |
| 16  | Xanthomonas campestris         | 1,245                             | 85 | 253| 62 |
| 17  | Yersinia pseudotuberculosis YPIII | 1,084                          | 119| 252| 98 |

Total 17,220 1,150 2,809 905

Note: Q1, Q2 and Q3 are the number of the genes with a length greater than 1,200 bp that have a TP phase shift revealed by the method developed previously (17), the method developed in the present work, and both the method developed previously (17) and the method developed in the present work, respectively.
allows keeping the same length distribution for random sequences as for the studied genes from 17 bacterial genomes. To keep TP in the random sequence, the shuffling was performed in the same manner as described above. Upon shuffling of the sequences, only the TP phase shifts caused by random factors are remained. As a result, the database of random sequences was created. Sequences from this database had the same length and TP as in the genes of 17 bacterial genomes studied. We chose some level of $Z_0$ (for example, $Z_0=4.0$) and calculated the number of genes that had at least one value of $mZ_{12}>Z_0$ for $k=2$ or 3 (as described above). This calculation was performed for the gene sequences from 17 bacterial genomes and for random sequences from the created data bank (numbers $N_1$ and $N_2$, respectively). We calculated $N_2/N_1$ and were increasing $Z_0$ until $N_1/N_2$ was not equal to 0.22. We did it till the level $Z_0=8.0$ when the number of the found TP phase shifts in random sequences was about 22% from the number of shifts that we have revealed in 17 bacterial genomes ($N_2/N_1=0.22$). Therefore, the level $Z_0=8.0$ can be chosen as the threshold level because an admixture of the TP shifts due to purely random factors can be considered as being relatively small.

We chose the ratio $N_2/N_1=0.22$ for two reasons. The first reason is that we wanted to find the upper limit of the number of genes with a phase shift of TP. The second reason is that we were going to compare the results obtained in this paper with the results obtained previously (17). The algorithm described above allows calculating $Z_0$ for any ratio $N_2/N_1$ and for any number of testing genes. The level of $Z_0$ depends on the number of the analyzed genes.

**Results**

**Analysis of genes from 17 bacterial genomes**

At first, we studied the TP phase shift in the artificial periodic sequence. To create the artificial sequence, we took the sequence of the transaldolase B gene from the genome of *Escherichia coli* (b0008 in KEGG database) and added a random sequence of 298 bases after the 300th base, which shared the same base frequencies as transaldolase B gene and had a TP level greater than 5.0 (Formula 2). The insertion of this fragment creates the TP phase shift (and the shift of the reading frame) after the 598th base of the gene. The sequence of b0008 was initially analyzed without insertion and it was shown that $mZ_{12}(x_1)$ (Figure 4A) and $mZ_{12}(x_2)$ (Figure 4B) did not contain the values of $mZ_{12}$ higher than 5.0, which was even lower than the selected threshold value of 8.0. This result suggests that the analyzed sequence contains a homogeneous TP and the matrix $M_1(x_1-L_1+1, x_1)$ is always more similar to the matrix $M_1(x_2+1, x_2+L_1)$ than to the matrices $M_k(x_2+k, x_2+L_1+k-1), k=2, 3$, indicating the absence of TP phase shifts in the gene.

A completely different pattern is observed in this gene upon artificial insertion (insertion of 298 nucleotides after the 300th base) of a random sequence, which creates the TP phase shift by one base to the right after the 598th base. The graph of the function $mZ_{12}(x_1)$ (Figure 5A) looks like a “mountain” and shows that while $x_1$ moves from the 1st to the 300th...
base, the value of $mZ_{12}$ increases and reaches its maximum in the 300th base. Then the value of $mZ_{12}$ is decreased due to combination of different triplet periodicities, which are observed in this sequence after the 300th base. The graph of the dependence of $mZ_{12}$ on $x_2$ (Figure 5B) looks like a “wall” and the values of $x_2$ group together after the 600th base. This graph shows that all maximal similarities of the matrix $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+2, x_2+L_1+1)$ are observed mainly for $x_2 \leq 600$. Thus, this artificial example shows that $mZ_{12}$ graphs allow to see the TP phase shift and to predict the boundaries of the insertions $0_{x_1}$ and $0_{x_2}$ with accuracy up to several tens of DNA bases.

Then the genes with a length more than 1,200 bp from 17 bacterial genomes were analyzed by the method developed. A list of the genomes is shown in Table 1. The reason for choosing such length is explained as follows. For the correct statistical estimation, each cell of the matrices $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+k, x_2+L_1+k-1)$ should contain, on the average, no less than 10 values (37). We have 12 cells in each of $M_1(x_1-L_1+1, x_1)$ and $M_2(x_2+k, x_2+L_1+k-1)$ matrices, and it gives the lower limit of $L_1=120$. Therefore, to detect the TP phase shift, at least 240 bases are required. Accordingly, we used the genes for this study with a length of more than 1,200 nucleotides in order to reduce the influence of boundary effects on the performance of the algorithm.

The total number of genes selected in the studied genomes was 17,220. There were 1,526 genes identified with insertions of the type $3n+1$ and 1,283 genes with insertions of the type $3n+2$ ($n=0, 1, 2, ...$), for which $mZ_{12} > Z_0$, i.e. the total number of the genes with the insertions was 2,809 (Table S1). This amount constitutes 16.3% of the studied genes with a length more than or equal to 1,200 bases. Concurrently, the random sequences from the created data bank were analyzed and 622 sequences with $mZ_{12} > Z_0$ were found (see Method). Our analysis shows that the number of false positives in this case does not exceed 22%.

### Examples of $x_1$ and $x_2$ determination

Let us consider several examples of the genes with revealed insertions for which $mZ_{12} > 4.0$. For all examples only the values $mZ_{12} > 4.0$ are shown to reduce the influence of statistical noise on the plots. The first example is shown in Figure S1 for the gene coding the glycosyl transferase from the genome of *E. coli*. Figure S1A shows that $x_1^0 \approx 760$ and Figure S1B shows that $x_2^0 \approx 760$. According to our method, these $x_1^0$ and $x_2^0$ values indicate that this gene has a short insertion with a length equal to $3n+2$ ($n=0, 1, ..., 10$) (function $mZ_{12}$) or a deletion with a length equal to $3n+1$ ($n=0, 1, 2, ...$). This example suggests that the mathematical method developed can detect the TP phase shifts caused by relatively short insertions or deletions. A second example of the gene with insertion having length not multiple of three bases is shown in Figure S2 for the gene coding the molybdenum cofactor biosynthesis protein A from the genome of *Burkholderia mallei*. Figure S2A shows...
that \( x_1^0 \approx 950 \), and Figure S2B shows that \( x_2^0 \approx 1100 \), indicating that this method can detect the insertions that have a length about 100 nucleotides \((3n+1, n \approx 33)\).

The third example (Figure S3) is the gene encoding the ubiquinone oxidoreductase, chain G, from the genome of \( E. coli \) (B2283 in database KEGG), where \( x_1^0 \approx 850 \) and \( x_2^0 \approx 1100 \), i.e., the insertion size is about 250 bases. This gene has the insertion with the length equals to \( 3n+2, n \approx 83 \).

From these examples, it is possible to see that the accuracy of the boundaries \( x_1^0 \) and \( x_2^0 \) is no better than \( \pm 60 \) bp, as noted in Method.

**Searching for amino acid similarity**

We have also studied the similarity of the amino acid sequences created after the position \( x_2 \) till the end of the gene using the BLAST program. The amino acid sequences were created for the current reading frame in the gene and for the hypothetical reading frame, which could exist in the gene after position \( x_2 \) until the moment of a fragment insertion between positions \( x_1 \) and \( x_2 \). Thus, after \( x_2 \) position we have a pair of amino acid sequences, one of them actually exists and the other is hypothetical. For the real and hypothetical sequences, a sequence with the highest similarity was searched in the Swiss-prot database. For 803 pairs of such sequences the significant similarities in the Swiss-prot database did not exist. For 1,918 pairs of sequences the similarity was found only for the actually existing sequences, but for the hypothetical sequences the similarity was absent. For 84 pairs of sequences the similarity was found only for the hypothetical sequences. Only for 4 pairs such a similarity was observed for both the actually existing sequence and for the hypothetical sequence. These results show that the search of the insertions with a length not multiple of three bases in genes by means of revealing the TP phase shift in some cases can be confirmed by the found similarities. This result is not surprising since the insertion of DNA fragment into the gene could take place long time ago, and currently it is hard to notice the similarity at statistically significant level. Since TP is changing slowly (35), it allows revealing the TP phase shift that could take place long time ago.

Here we show an example in which the similarity was found for the existing and hypothetical amino acid sequences (existing and hypothetical reading frames in gene mba1516 from KEGG database, and Q62J71_BURMA amino acid sequence for existing reading frame from Swiss-prot database). This gene codes the molybdenum cofactor biosynthesis protein A from the genome of \( B. mallei \). As it was noted above, this gene has the insertion with coordinates \( x_1^0 \approx 870 \) and \( x_2^0 \approx 1100 \) (Figure S2). The existing amino acid sequence has only one similarity after \( x_2^0 \approx 1100 \) with the amino acid sequence A4LD09_BURPS, which also encodes molybdenum cofactor biosynthesis protein A, but in the genome of pseudo \( B. mallei \) 305. This similarity is observed for almost 100%. However, if we study the similarity of the whole amino acid sequence Q62J71_BURMA with the sequences from Swiss-prot, it can be seen that all other similarities of this sequence are finished near the 329th amino acid. It roughly corresponds to the beginning of the insertion in the gene \(( x_1^0 = 870 \)).

An example of such similarity is shown in Figure S4A for the sequence Q2SA06_HAHCH. We assume that after the insertion of a DNA fragment, a gene similar to the gene BMA1516 was cut into two fragments \( F_1 \) and \( F_2 \) near the base 870. The fragment \( F_1 \) (from 1st to 870th bases) was added to some sequences as the beginning of the gene. Thus, multiple similarities of the region from the 1st to 320th amino acids to amino acid sequences of different proteins were arisen.

For the hypothetical sequence, the similarity search showed that the fragment from the 320th amino acid to the end of the amino acid sequence had many similarities with different proteins, only from the 1st to 260th amino acid of these proteins. The example of such similarity is shown in Figure S4B. It can be assumed that the fragment \( F_2 \) was attached to some other DNA fragment as the beginning of the gene, and the second reading frame became the coding reading frame in this fragment.

It is also possible that the gene BMA1516 was created by a fusion of three fragments. The first fragment (called \( E_1 \)) is similar to the gene coding the amino acid sequence Q2SA06_HAHCH. Then it was joined to the second relatively short fragment (referred as \( E_2 \)) having the length approximately equal.
to \( 3n+2, n=83 \), after which the reading frame was changed. Then the fragment \( E_3 \), which is similar to the gene coding the sequence Q63SW3_BURPS, was attached to the end of the fragment \( E_2 \). Since \( E_3 \) has a TP type similar to \( E_1 \), it is possible to reveal the TP phase shift after joining \( E_3 \). However, in the case of validity of any hypothesis from the two hypotheses considered here, the fragment of \( E_2 \left( E_2+3=E_2 \right) \) or its most part \( E_3 \) may code the functionally important protein in two different reading frames.

**Discussion**

Deletions of DNA fragments with the length not multiple of three bases are found by this method as the insertions of one or two DNA bases. Therefore, we have developed an approach that reveals the whole set of TP phase shifts caused by deletions and insertions of DNA fragments. In this study 2,809 such genes were discovered, in which there were two regions with the same type of TP separated by insertions of nucleotides. This number constitutes approximately 16.3% from the total number of the analyzed genes while ~4% of the genes have the approximately 16.3% from the total number of the analyzed genes while ~4%. Therefore, it can be assumed that the frequency of insertions of long DNA fragments is approximately few times greater than the frequency of deletions and short insertions.

In the revealed genes, the reading frame and the TP were clearly linked initially, and only after the insertions of DNA fragments the shift between them was formed. This relatively large percentage of genes with the TP phase shift may suggest that the shift of the reading frame in gene is not a very dramatic event for the encoded protein. It also means that the genetic code must somehow be adapted to these events. If a large percentage of the genes with the shifts of the reading frame is observed, then a new amino acid sequence should often have some biological functions that can be picked up by the evolution. This may explain the relatively large percentage of genes with TP phase shift.

It is unlikely that the observed TP phase shifts are related to the sequencing errors. The mostly well-studied genomes of the bacteria, which up to date have been sequenced more than once, were chosen for this work. In this case the probability of the sequencing errors in a form of deletion or insertion of one or two DNA bases is significantly reduced, whereas replacements of DNA bases did not create the triplet phase shifts. However, the disappearance of the start or stop codons because of the sequencing errors could lead to errors in the gene identification. In this case, the accession of additional non-coding DNA fragments to actually existing gene may occur, which has relatively little effect on the TP phase shifts. This means that the connection of different types of TP may occur, but the TP phase shifts are absent. Furthermore, the insertion of long DNA fragments can hardly be induced by the sequencing errors, since the sequencing errors create deletions or insertions of only small DNA fragments (usually one or two bases).

In the present study we found a lower bound of the number of genes that contain a shift between the reading frame and TP. In reality the number of these genes may be large, since the approach works well with small numbers of insertions or deletions. If the density of the insertions and deletions is more than one insertion or deletion per a few tens of bases (~60), then discovery of the deletions and insertions by this algorithm is not always possible. As a result the statistically significant value \( m \) for this gene cannot be obtained.

The mathematical approach used in this paper is the expansion of the method that was used earlier to reveal the TP phase shift. The modifications are as follows. Firstly, two triplet matrices (to the left and to the right from the position \( x \), see Method) were compared using the level of similarity rather than using the level of a difference. It is more accurate since it allows to ignore such position \( x \), in which the matrix \( M_1(x_1-L_1+1, x_1) \) is not similar to any of the matrices \( M_k(x_2+k, x_2+L_1+k-1), k=1, 2, 3 \). This situation may arise due to the splicing of gene fragments and in this case the difference between the matrices \( M_1(x_1-L_1+1, x_1) \) and \( M_2(x_2+1, x_2+L_1) \) may be greater than the difference between the matrices \( M_1(x_1-L_1+1, x_1) \) and \( M_k(x_2+k, x_2+L_1+k-1), k=2, 3 \) due to the existence of certain classes of TP. Accordingly the splicing of genes could be identified as the TP phase shift. The use of the similarity for the matrix comparison allows
eliminating the possibility of identifying splicing of the genes with different triplet frequencies as TP phase shift. Secondly, in this paper we have developed an approach for revealing insertions of long DNA fragments with lengths not multiple of three DNA bases. It is impossible to find the TP phase shift upon insertion of long DNA fragments (>100 bp) in genes by the method proposed earlier (17). The method proposed in the present work allows revealing TP phase shifts after insertion of DNA fragment of any length that is not multiple of three bases. We compared the results of this study with those obtained previously (17) for the genes with a length greater than 1,200 bp from bacterial genomes. Comparison was performed for the same level of the false positives number (~22%, see Method). From these results, it is clear that the examination of large DNA insertions allows to reveal about 2.4 times more genes (columns Q1 and Q2) with a TP phase shift than it was revealed previously (17). In addition, it can identify ~80% of genes with a phase shift (columns Q1 and Q3), which were identified earlier. The remaining 20% of genes have no TP phase shift, but rather the splicing of gene fragments. This error can occur in the algorithm developed earlier (17) because it uses the measure of matrices difference, as noted above.

The computational complexity of the analysis of a sequence $S$ using our method is $O(L^2)$. About 20 hours were required for the analysis of 17,220 genes with the length more than 1,200 bp. We used 5 AMD Phenom II X4 processors for calculations. This result shows that computer cluster with 100 processors or more is required for analysis of all known genes from KEGG data bank (~18×10^6 genes). In this case the time of the calculation could be greater than some months.

Search of the TP phase shifts with help of Fourier transformation was also reported in the previous study (40), which shows that the method is able to reveal the artificial insertions or deletions of bases in the genes. However, there is no data for the detection of the real TP phase shifts in genes from $E. coli$ genome. Also, a large window was used in this study (750 bp and more) that can severely complicate the detection of the TP phase shifts in genes.

Spectral rotation measure (SRM) has been used to search for the TP in coding sequences (41, 42). It can also be applied to search the TP phase shifts (41). However, the reading frame identification was performed for a fixed window size equal to 351 bp (41). The use of fixed windows may lead to omission of the existing TP phase shifts, which can be found with help of larger or smaller windows (the value $2L_1$ in our work). Our approach uses the TP matrices, which determine a TP type before $x_1$ position and after $x_2$ position in the sequence $S$ very accurately. Using of the matrices allows to find the TP phase shifts for all values of $L_1$ ($L_1$ is not fixed in our method). It will be possible to compare our method and SRM more accurately when SRM is applied for the search of the TP shifts in genes from the bacterial genomes.

The results obtained show that unexpectedly large number of genes (~16%) have a TP phase shift (change points of TP in gene sequences). Shift of the reading frame is likely to be relatively neutral mutation, which does not result in complete inactivation of the gene.

Improvement of the mathematical approach used in this paper may be implemented with help of using more advanced algorithms that were applied for searching of the change points (18-20). In this case it will be possible to detect the shifts of the reading frame caused by multiple insertions and deletions of DNA bases in different regions of a single gene.

**Conclusion**

A mathematical method has been developed for searching the TP phase shifts in genes. The method is based on a comparison of the TP matrices. Using this method, we analyzed the genes that are longer than 1,200 bp from 17 bacterial genomes. It was found that about 16% genes have the TP phase shifts. We propose that these phase shifts indicate the presence of insertions and deletions of DNA fragments in genes.
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