The role of interfacial adhesion on minimum wear particle size and roughness evolution
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Adhesion between two bodies is a key parameter in wear processes. At the macroscale, strong adhesive bonds are known to lead to high wear rates, as observed in clean metal-on-metal contact. Reducing the strength of the interfacial adhesion is then desirable, and techniques such as lubrication and surface passivation are employed to this end. Still, little is known about the influence of adhesion on the microscopic processes of wear. In particular, the effects of interfacial adhesion on the wear particle size and on the surface roughness evolution are not clear, and are therefore addressed here by means of molecular dynamics simulations. We show that, at short timescales, the surface morphology and not the interfacial adhesion strength dictates the minimum size of wear particles. However, at longer timescales, adhesion alters the particle motion and thus the wear rate and the surface morphology.

I. INTRODUCTION

Wear, the removal of material from interacting surfaces, not only influences the durability of mechanical systems, but is also a source of health concerns. Frictional processes that normally take place when a vehicle is in motion (e.g. a car’s brakes being pulled together, tyre on pavement) release wear particles in the air. Such airborne particles are known to be a health hazard, as they are associated with an overall increase of death risk [1, 2]. In particular, the size of the airborne particles has a fundamental role in this, as particles at the nanoscale can deposit in lungs and other organs [1, 3], and several countries prescribe limits to the concentration of fine particles in the air. We thus here explore the role of adhesion on the size of wear particles, and the subsequent effects on the surface morphology, in a simplified two-dimensional setup. Adhesion is in fact known to affect significantly wear debris formation – most often its effects prevail over those due to other phenomena (e.g. corrosion, fatigue) [4]. In this case, strong bonds develop at the interface between the two surfaces, and, during sliding, bond breaking below one of the two surfaces is favoured. Material is then removed from the solid and it is either transferred to the other surface, or it comes off as a loose wear particle. Loose particles form then the third-body, which alters the system configuration and dynamics [5], before being eventually evacuated from the contact and released into the atmosphere.

Early pioneering work already put forward the concept of a critical contact size for adhesive wear particles to form upon contact [4]. More recent advances in the understanding of wear lead us to a more complete picture, and we now know that different mechanisms of material transfer are observed within the adhesive wear regime. For low adhesion and light loads, wear follows an Eyring-like atom-by-atom removal mechanism [6–11]. More relevant for particle formation are higher loads and adhesion. In this regime, we now understand that the particle formation criterion [12] is defined by the competition between plastic deformation [9, 12–14] and brittle fracture [12, 15–18] of the contacting asperities. This transition from ductile to brittle behavior is governed by a material-dependent critical length scale \( d^* \) [12]. If the junction \( j^* \) formed upon contact by the colliding asperities is smaller than \( d^* \), then the asperities deform plastically (Supplementary Figure S.1(a)). Vice versa, if \( d \geq d^* \), the asperities break, form a debris particle, and the system transitions to a three-body configuration (Supplementary Figure S.1(a)). The critical length scale \( d^* \) has the form

\[
d^* = \Lambda \frac{w}{\tau_j^2 / 2G},
\]

where \( \tau_j \) is the junction shear strength (affected by the adhesion strength and bulk properties), \( G \) is the shear modulus of the material, \( w \) is the fracture energy and \( \Lambda \) is a geometrical factor (which is of order unity and takes into account the shape of the colliding asperities). This critical length scale \( d^* \) explains the resulting transition to a three-body system by a brittle mechanism, which is needed to evolve the initial surface topography into a self-affine morphology [15], and provides further insights into the process of wear debris formation [19–23]. Furthermore, consistent with the definition of Eq. 1, it has recently been shown that lower values of interfacial adhesion (i.e. lower \( \tau_j \)) leads to larger debris volumes upon formation (larger \( d^* \)), if the initial surfaces are both atomistically flat except for a well-defined asperity [24].

Yet it is not clear how reductions in the interfacial adhesion strength affect the debris particle formation process for different initial surface morphologies. Frictional surfaces indeed often appear self-affine [25–28], that is they are rough over many length scales. Investigating self-affine surfaces is thus the next natural step following the understanding of the simplified case of well-defined
asperities [24]. Moreover, at longer timescales the reduced interfacial adhesion also influences the motion of the debris particles, possibly altering the mechanisms that govern the roughness evolution observed in the full adhesion case [15]. Therefore, the present paper is concerned with investigations of self-affine surfaces and of the interplay between their geometry, the interfacial adhesion, and the particle formation and evolution.

II. MATERIALS AND METHODS

The study consists of two sets of molecular dynamics simulations and each set is characterized by a different simulated timescale. In both sets, dry sliding of two opposing two-dimensional (2D) surfaces is investigated, at constant temperature, normal pressure, and sliding velocity. The initial surfaces are self-affine (with Hurst exponent $H$ between 0.3 and 1.0) and both consist of the same bulk material. Three different values of interfacial adhesion $\tilde{\gamma}$ are investigated: $\tilde{\gamma} \in \{1.0, 0.8, 0.6\}$. The interfacial adhesion is expressed in dimensionless terms as $\tilde{\gamma} = \gamma_{\text{int}}/\gamma_{\text{bulk}}$, where $\gamma_{\text{int}}$ is the surface energy of passivated atoms on the surfaces and $\gamma_{\text{bulk}}$ is the surface energy without any passivation. For $\tilde{\gamma} = 1.0$, the full adhesion case is recovered. For $\tilde{\gamma} < 1.0$ we speak of reduced interfacial adhesion. During the simulations, atoms belonging to a free surface are detected on the fly and the interaction potential between such atoms is re-assigned to the interfacial adhesion potential characterized by $\tilde{\gamma}$ in order to model passivation of the surfaces [24]. Atom interactions, both in the bulk and between the two different surfaces, are described by the same class of model pair potentials [12, 15]. These potentials allow to explicitly capture at acceptable computational costs the ductile-to-brittle transition in adhesive wear that takes place in the moderate to large adhesion limit [12]. To include such transition within our simulation box, the chosen potential is characterized by $d^*$ smaller than the horizontal box size $l_x$. The short-timescale set of simulations provides insights into the effect on adhesion and random surface topography upon debris particle formation, while the long-timescale simulations allow us to study the effects of adhesion on the long-term surface roughness evolution and on the wear rate.

Throughout the article, quantities are measured in reduced units, the fundamental quantities being the equilibrium bond length $r_0$, the bond energy $\varepsilon$ at zero temperature, and the atom mass $m$.

A. Interaction potentials

All simulations belonging to this study are run with scaled versions of the same potential, which belongs to the same class of model pair potentials introduced in Ref. 12 and also used in Ref. 15. This family of model potentials is a modified version of the Morse potential [29]:

$$ V(r) = \frac{\varepsilon}{\varepsilon_0} \begin{cases} (1 - e^{-\alpha(r-r_0)^2})^2 - 1 & r < 1.1r_0 \\ c_1 r^2 + c_2 r^2 + c_3 r + c_4 & 1.1r_0 \leq r \leq r_{\text{cut}} \\ 0 & r_{\text{cut}} \leq r \end{cases} $$

(2)

where $\varepsilon$ is a scaling factor that equals 1 for bulk atoms and can be smaller than 1 for surface atoms, $r$ is the distance between two atoms, $\varepsilon$ is the bond energy at zero temperature, $r_0$ is the equilibrium bond length, and $\alpha = 3.93 r_0^{-1}$ governs the bond stiffness. The $c_i$ coefficients are chosen such that the potential $V(r)/\varepsilon$ is continuous both in energy and force. The cut-off distance is set by $r_{\text{cut}}$ and determines the inelastic behavior. This allows for changes in the potential tail (and, thus, in the material yield strength), while keeping the same elastic properties up to a 10% bond stretch. The potential adopted in this study to model the bulk is characterized by $r_{\text{cut}} = 1.48 r_0$. In Refs. 12 and 15 this potential is called P4. The interfacial potentials, i.e. the potentials used to represent the adhesion between passivated atoms, are scaled versions of the bulk potential. Three scaling factors $\tilde{\gamma}$ are used, which corresponds to the three different $\tilde{\gamma}$ investigated: 1.0 (full adhesion), 0.8, and 0.6. The on-the-fly algorithm to assign surface atoms to the interfacial adhesion potential is the same adopted in Ref. 24 and works as follows. At time $t = 0$ all the atoms belong to the bulk potential. All atoms in the simulation box (except those where a thermostat or displacements are prescribed) are then checked every 1 000 time steps: if their coordination number is less or equal to $n_c$, they are considered to belong to a free surface and thus passivated and are re-assigned to the interfacial potential chosen for that simulation. We used $n_c = 15$ (within a radius of 2.23 $r_0$) as in Ref. 24.

B. Simulation geometry and boundary conditions

All simulations were performed in 2D using the molecular dynamics simulator LAMMPS [30]. A simple scheme of the simulation setup is shown in Supplementary Figure S.1. Two different horizontal box sizes have been adopted, i.e. $l_x = 339.314$ $r_0$ (sets S and L) and $l_x = 678.627$ $r_0$ (set L, see below). Periodic boundary conditions are enforced along the horizontal direction. The initial vertical box size is the same for all simulations of all sets and is $l_y = 394.823$ $r_0$, the box is then allowed to expand vertically, e.g. upon debris particle formation. A constant pressure ($f_y = 0.02 \varepsilon r_0^{-2}$) is applied on the top and bottom boundaries to press the surfaces together and avoid that the surfaces are driven away by inertia at the first collision. A constant horizontal velocity $v_{\text{ref}} = 0.01 \sqrt{\varepsilon m^{-1}}$ is imposed on the first layer of
atoms of the top surface. The bottom layer of atoms of the bottom surface is fixed. A temperature of 0.075 $\varepsilon$ (expressed in terms of equivalent kinetic energy per atom) is enforced by means of Langevin thermostats with a damping parameter of 0.05 $r_0/\sqrt{\varepsilon} m^{-1}$. On each body, the thermostats are applied to the three layers of atoms next to the layer where the fixed displacement or velocity is imposed. The time integration is performed with a time step of 0.005 $r_0/\sqrt{\varepsilon} m^{-1}$. The two sets differ in the duration of the simulated timescale: set L contains long timescale simulations, for a total of minimum 1.200 billion and maximum 3.113 billion time steps, while all simulations in set S are run for 40 million time steps. The main features of the two sets are summarized in Supplementary Tables S.I, S.II, S.III, and S.V. The starting geometry of the system is obtained by filling the whole simulation box with atoms relaxed at the target temperature, and then removing a subset of them based on a purely geometric criterion to obtain two distinct rough surfaces. The self-affine morphology is generated with a random phase filter [31].

C. Self-affine surfaces

The same definitions and conventions of Ref. 15 are adopted throughout the manuscript and are briefly summarized here. For more details on fractal concepts, see Refs. 32 and 33.

Fractal surfaces whose heights $h(x)$ scale differently than the horizontal distance $x$ are self-affine fractals, and they obey the scaling relation $h(\xi x) \sim \xi^H h(x)$ [32], where $\xi$ is the scaling factor and $H$ is the Hurst (or roughness) exponent, with $0 < H < 1$ for fractional Brownian motion (fBm) [34]. The Hurst exponent describes the correlation between two consecutive increments in the surface: if $H = 0.5$, the increments are randomly correlated (i.e. standard Brownian motion), if $0 < H < 0.5$, the increments are negatively correlated, and if $0.5 < H < 1$ the increments are positively correlated.

The generation of engineering surfaces is non-stationary and random [26], and it can be described as a non-stationary process with stationary increments. This allows to relate the fractal dimension $D$ of the surface with its Hurst exponent $H$ through its Euclidean dimension $n$ [34]: $D + H = n + 1$. For this class of surfaces, assuming a 1D surface profile, the fractal dimension $D$ and the power law exponent $\alpha$ of the power spectral density are related as $\alpha = 5 - 2D$ [35, 36]. Under these assumptions, a direct relation between $H$ and $\alpha$ is found: $H = (\alpha - 1)/2$.

D. Surface analysis

The power spectral density (PSD) of a 1D surface $h(x)$ in terms of PSD per unit length $\Phi_h(q)$, $q$ being the wavevector, is defined as [37]

$$\Phi_h(q) = \frac{1}{L} \left| \int_L h(x) e^{-i qx} dx \right|^2,$$

where the integral is the continuous Fourier transform of $h(x)$ and $L$ is the surface length projected on the horizontal axis $x$. The surface profile $h(x)$ is a continuous function and it contains the value of the surface height at each value of the spatial coordinate $x$. In particular, we estimate $\Phi_h$ as

$$\Phi_h(q_n) \approx \Delta x P_h(q_n),$$

where $P_h(q_n)$ is the classical periodogram [37, 38]:

$$P_h(q_n) = \frac{1}{N} \sum_{k=0}^{N-1} h_k e^{-i q_n x_k}^2,$$

the summation being the discrete Fourier transform of the surface. In fact, $h(x)$ is known only at a discrete set of $N$ points $x_k$ ($k = 0, 1, \ldots, N - 1$), regularly sampled at an interval $\Delta x$, such that $h_k = h(k \Delta x)$ are the known values of $h(x)$. In our case, $\Delta x = L/N$, $N$ being the number of atoms belonging to the surface of length $L$ ($\Delta x \approx 1 r_0$).

The Hurst exponent $H$ can also be estimated with the height–height correlation function [32], which describes the average change of heights $\Delta h$ between two points at a horizontal distance $\delta x$:

$$\Delta h(\delta x) = \langle |h(x + \delta x) - h(x)|^2 \rangle^{1/2},$$

where the angle brackets indicate spatial average. $H$ can be derived by the log–log plot of $\Delta h(\delta x)$, as the height-height correlation function scales as $\Delta h(\delta x) \sim \delta x^H$.

The surface roughness, that is the variations in height of the surface profile with respect to an arbitrary plane of reference [39], is measured here in terms of the equivalent root mean square of heights

$$\sigma_{eq} = \sqrt{\sigma_{top}^2 + \sigma_{bottom}^2},$$

where $\sigma_{top}$ and $\sigma_{bottom}$ are the root mean square of heights of the top and bottom surface respectively. The root mean square of heights $\sigma$ of a surface profile $h(x)$ is defined as:

$$\sigma = \sqrt{\frac{1}{N} \sum_{k=1}^{N} h_k^2},$$
Due to the large amount of data, frames were saved every 10\(^6\) steps for both the simulations in set L and set S.

In order to obtain the surface morphology and the debris particle volume, we need to define a way to differentiate the particle from the surfaces, since the particle is usually in contact with at least one surface. We start from the assumption that the interface between particle and surface should probably have a minimal length. As such, we chose a simulated annealing approach [41] using a semi-grand-canonical lattice Metropolis-Monte Carlo [42] algorithm to find this minimal interface by penalizing the interface as described below. We found that to reliably detect the particle without manual intervention, some heuristics for the initial state are needed. As a preparation step, we therefore split the system into two horizontally, and define those with a number density of atoms below 70% of the bulk value as likely regions for the gap between surfaces (which should contain the rolling particle). The atoms above this gap are assigned type “1” and below the gap type “2”. The very bottom and top bins are fixed to never change their type. Now two simulated annealing runs are started, each with pseudo-temperatures of \(k_B T = 2.1, 0.9, 0.3\), down to 0.0. The difference between these two runs is that we switched all atoms in the gap to either type 1 or type 2 initially. We found that this works better than to use three types, one of which represents the debris particle. The Monte Carlo trial moves were performed as follows:

1. Choose a random atom \(i\) that has at least one unlike neighbor and switch its type (1 \(\rightarrow\) 2 or 2 \(\rightarrow\) 1).

2. Calculate the pseudo-energy difference \(\Delta E = E_{\text{after}} - E_{\text{before}}\), with

\[
E = \sum_{i=1}^{N_{\text{tot}}} \sum_{j \in \text{NN}_i} \begin{cases} 
0.0 & T_i = T_j \\
0.8 & T_i \neq T_j \text{ and } j \in P \\
1.0 & T_i \neq T_j \text{ and } j \notin P
\end{cases}
\]

where \(N_{\text{tot}}\) is the number of atoms, \(\text{NN}_i\) is the set of atoms in the first nearest neighbor shell of \(i\), \(T_i\) is the type of atom \(i\), and \(P\) is the set of passivated atoms. Note that this pseudo-energy is a purely numerical parameter for the optimization algorithm. The reduced bond energy for passivated atoms favors interfaces along previously passivated regions, which we regard as the most sensible demarcations of the debris particle.

3. If \(\Delta E \leq 0\) accept the trial move, else accept the trial move with probability \(\exp(-\Delta E/k_B T)\).

E. Data analysis

All the simulations were visualized with OVITO [40]. Due to the large amount of data, frames were saved every 10\(^6\) steps for both the simulations in set L and set S.

In order to obtain the surface morphology and the debris particle volume, we need to define a way to differentiate the particle from the surfaces, since the particle is usually in contact with at least one surface. We start from the assumption that the interface between particle and surface should probably have a minimal length. As such, we chose a simulated annealing approach [41] using a semi-grand-canonical lattice Metropolis-Monte Carlo [42] algorithm to find this minimal interface by penalizing the interface as described below. We found that to reliably detect the particle without manual intervention, some heuristics for the initial state are needed. As a preparation step, we therefore split the system into two horizontally, and define those with a number density of atoms below 70% of the bulk value as likely regions for the gap between surfaces (which should contain the rolling particle). The atoms above this gap are assigned type “1” and below the gap type “2”. The very bottom and top bins are fixed to never change their type. Now two simulated annealing runs are started, each with pseudo-temperatures of \(k_B T = 2.1, 0.9, 0.3\), down to 0.0. The difference between these two runs is that we switched all atoms in the gap to either type 1 or type 2 initially. We found that this works better than to use three types, one of which represents the debris particle. The Monte Carlo trial moves were performed as follows:

1. Choose a random atom \(i\) that has at least one unlike neighbor and switch its type (1 \(\rightarrow\) 2 or 2 \(\rightarrow\) 1).

2. Calculate the pseudo-energy difference \(\Delta E = E_{\text{after}} - E_{\text{before}}\), with

\[
E = \sum_{i=1}^{N_{\text{tot}}} \sum_{j \in \text{NN}_i} \begin{cases} 
0.0 & T_i = T_j \\
0.8 & T_i \neq T_j \text{ and } j \in P \\
1.0 & T_i \neq T_j \text{ and } j \notin P
\end{cases}
\]

where \(N_{\text{tot}}\) is the number of atoms, \(\text{NN}_i\) is the set of atoms in the first nearest neighbor shell of \(i\), \(T_i\) is the type of atom \(i\), and \(P\) is the set of passivated atoms. Note that this pseudo-energy is a purely numerical parameter for the optimization algorithm. The reduced bond energy for passivated atoms favors interfaces along previously passivated regions, which we regard as the most sensible demarcations of the debris particle.

3. If \(\Delta E \leq 0\) accept the trial move, else accept the trial move with probability \(\exp(-\Delta E/k_B T)\).

For one Monte Carlo step, \(N_{\text{tot}}\) of these trial moves are performed. For the two high temperatures, 50 Monte Carlo steps are performed and for the two low temperatures 200. For each simulated annealing run, the lowest energy configuration is saved. These two configurations are compared, and the atoms that differ in type between the two are marked as belonging to the debris particle. This works because the two sub-surface bulk regions (top and bottom) keep their respective type 1 or 2 in both runs, while the atom types in the debris particle will depend on the initial state and thus be different in both runs. We verified by visual inspection of all simulations that the algorithm performs adequately.

Once the debris particle is identified, the surfaces are reconstructed by identifying atoms with a coordination number smaller than 15. For each surface of each analyzed time step, a bijective profile is reconstructed by linear interpolation of the \(N\) surface atoms. The surface profile is then discretized in \(N\) equally spaced points [15]. The surface analysis is performed on these discretized reconstructions of the surfaces. The PSD and structure functions are averaged over 15 samples, spaced such that the debris particle rolls over the whole surface at least one time between two consecutive samples. Data for \(\sigma\) and \(\sigma_{\text{eq}}\) is averaged over 10 consecutive data points.

The tangential force values for simulations in set S are stored every 5000 steps and are averaged over windows of 10\(^6\) steps to have the same discretization of the volume detection algorithm (see Figure 2(d)).

The debris particle volume \(V\) and its initial volume \(V_0\) are computed by multiplying the number of atoms belonging to the debris particle and the atomic volume [15, 19], which is \(\sqrt{3}/2 r_0\).

III. RESULTS

In the following sections we discuss the results of our investigations. In section III A, we find that the initial random morphology governs the initial debris particle volume, and deviations in the adhesion strength from the full adhesion regime do not have a significant influence. The minimum wear particle size in the general situation of rough surfaces is then predicted by the critical length scale of Eq. 1, with the junction shear strength given by the full adhesion case (i.e. \(\tau = \tau_{\text{bulk}}\)). At long timescales, we find that the surface morphology is self-affine with a persistent Hurst exponent, provided that the adhesion is strong enough to ensure the continuous re-working of the surfaces due to the third body (section III B), and that the reduced interfacial adhesion affects the wear particle growth (section III C).
A. Particle formation

We first focus on the effect of surface morphology and reduced interfacial adhesion in the early stage of the adhe- sive wear process, when the wear debris particle is formed. We thus ran 135 short-timescale simulations (set S) with a sliding distance of 2000 \(r_0\). Within this set, we explored different values of the interfacial adhesion (\(\tilde{\gamma} \in \{1.0, 0.8, 0.6\}\)), the initial Hurst exponent (\(H \in \{0.5, 0.7, 1.0\}\)) and the root mean square of heights (\(\sigma \in \{5, 10, 20\}\ \gamma r_0\)) of the surfaces. For each value of \((H, \sigma)\), five different random seeds are used to generate five different initial fractal surfaces. The simulations of this set are identified with the first letter ‘S’ (where ‘S’ stands for ‘short timescale’), followed by three digits that are representative of the value of the interfacial adhesion \(\tilde{\gamma}\), and a progressive two-digit number 01 to 45 that is linked to a set of values \((H, \sigma, \text{seed})\): simulation S-080-01 thus indicates a short timescale simulation, with \(\gamma = 0.8\) and \((H, \sigma, \text{seed}) = (0.5, 5 \gamma r_0, 19)\). Details are reported in Supplementary Tables S.I, S.II, and S.III. The simulated timescale is large enough to fully reproduce the debris particle formation (see Figure 1) and obtain the initial debris particle volume \(V_0\).

We observe that at the beginning of the sliding process, when two rough surfaces come into contact, the formation of a wear particle is complex and not well defined: contact can develop at multiple spots along the surface, different contact junctions interact elastically \([20, 22]\), and they can coalesce into fewer, larger junctions. The process of debris particle formation is then markedly affected by the surface topography and hard to predict. This situation is more complex than the simplified case of a system with two non-random surfaces, e.g., two atomistically flat surfaces exhibiting each a well-defined semicircular asperity. In such cases, a contact junction is clearly formed only along the contact interface of the two asperities and Eq. 1 fully describes the loose particle formation. When the two asperities come into contact, they either form a junction of size \(d \geq d^*\) and create a wear particle immediately, or they form a junction \(d < d^*\), which, upon continuous sliding, increases until \(d = d^*\) and a debris particle is formed \([12]\). (If the asperities are not large enough, \(d^*\) remains smaller than \(d^*\) and the two asperities mutually deform plastically, until the surfaces are smooth enough and welding of the interface takes place \([12]\)).

Within the 135 simulations, two different scenarios are observed. Scenario 1: the initial collisions lead to the formation of a distinct wear debris particle – this is observed in 55.6\% of the cases (75 simulations). Scenario 2: multiple interacting contact junctions form or the contact spreads throughout the whole system, and a debris particle of characteristic size \(d \sim l_x\) or larger would be formed. In such cases, cracks propagate from the surface until they reach the boundaries of the system (Figure 1(c)) or the surfaces weld at the interface (Figure 1(d)). In the latter case, the periodic boundary conditions suppress any stress concentration required for crack propagation, and a larger system size would be needed to observe cracks that lead to debris particle formation. Because in Scenario 2 cracks either reach the boundaries of the simulation cell (Figure 1(c)) or are inhibited (Figure 1(d)), simulations that display such scenario are discarded from the analysis. Scenario 2 is observed in the remaining 44.4\% (65 simulations).

The likelihood of one scenario or the other correlates with the root mean square of heights \(\sigma\) of the initial surfaces (see Supplementary Table S.IV). This is due to the fact that, for a given value of \(\tilde{\gamma}\), the rougher the surface, the more pronounced the asperities and valleys, and the system is more likely to form a junction size smaller than the system size \(l_x\) (Scenario 1). When surfaces are smooth, the probability of having multiple contact spots that interact and/or coalesce is larger, and the system is more likely to attempt to create a particle of character-
istic size \( d \sim l_x \) or larger (i.e. Scenario 2).

Scenario 1 is also observed more often when adhesion is larger (see Supplementary Table S.IV). A reduction in \( \tilde{\gamma} \) is expected to reduce the junction shear strength \( \tilde{\tau} \) and thus to increase the critical length scale \( d^* \) (see Eq. 1).

As the system needs a larger junction size to create a debris particle, contact can develop at other places at the same time, increasing the likelihood of Scenario 2.

Note that when the surface roughness and the interfacial adhesion are minimum, i.e. \( \tilde{\gamma} = 0.6 \) and \( \sigma = 5 \, r_0 \), no simulation displayed Scenario 1, consistent with the two effects that were just described.

For the subset of simulations that exhibit Scenario 1, i.e. a debris particle smaller than the system size is formed, the initial volume \( V_0 \) is investigated. For this, an unambiguous definition of \( V_0 \) is needed, and we use the tangential force \( F_t \) as a reference. When the two surfaces first come into contact, the tangential force \( F_t \) starts increasing. After a peak is reached, the force decreases, signaling debris particle formation and the onset of rolling (Figure 2). We thus define \( V_0 \) as the volume of the debris particle measured at the first local minimum exhibited by \( F_t \), after the initial peak, as it corresponds to the work needed to form the debris particle [19]. Identified volumes are then checked for erroneous measures, which are discarded. Erroneous measures are due to false positives of the particle detection algorithm and to the tangential force exhibiting a peak and a following local minimum when the particle is not formed yet (e.g. because of an initial ductile event). This procedure allows us to compare consistent values of \( V_0 \) from the different simulations.

The data for \( V_0 \) is reported in Figure 3 and Supplementary Tables S.I, S.II, S.III, and S.IV. We observe (Supplementary Table S.IV) that the average value of the initial volume \( \bar{V}_0 \) increases with \( \tilde{\gamma} \), contrary to Eq. 1. While at first this seems surprising, as lower values of \( \tilde{\gamma} \) imply larger \( d^* \), we argue that this is an artifact of the system size for low values of \( \tilde{\gamma} \). When reducing \( \tilde{\gamma} \), more simulations display in fact Scenario 2, i.e. the system attempts to form a debris particle that is too large with respect to the simulation cell. These cases are then not captured by the values of \( V_0 \) that we measured.

When identical initial geometries are compared (i.e. for the same values of \((H, \sigma, \text{seed})\)), no correlation between the strength of adhesion and the initial volume \( V_0 \) arises. This leads to the observation that the randomness of the initial surface morphology governs the debris particle formation, in contrast to what is observed at long timescales, where the effect of adhesion is significant (see Wear rate paragraph).

We now investigate the effects of the interfacial adhesion and the morphology on the minimum size of the generated debris particle. We know that the critical length scale \( d^* \) governs the particle formation process, and that the strength of the interface enters the definition of \( d^* \) by affecting \( \tilde{\tau} \). Once a junction of size \( d < d^* \) is formed, if the interface is weak the asperities slide against one another, otherwise they deform plastically [23]. We thus rewrite Eq. 1 to make explicit the effect of the interfacial adhesion,

\[
d^*(\Lambda, \tilde{\gamma}) = \frac{2Gw}{(\tilde{\gamma}\tilde{\tau}_{\text{full}})},
\]

where at the denominator the junction shear strength in the case of reduced interfacial adhesion is expressed as a reduction of the junction shear strength \( \tilde{\tau}_{\text{full}} \) of the full adhesion case (\( \tilde{\gamma} = 1.0 \)), with the proportionality given by \( \tilde{\gamma} \) for the potentials adopted in this work [12]. In the limiting case of atomistically flat surfaces with semicircular asperities, this correctly predicts wear particle volumes that are larger when the interface is weaker [24]. To verify such prediction in the case of random rough surfaces, we assume that the minimum initial volume \( V_0^* \) is given by a circular particle (in two dimensions), i.e.

\[
V_0^*(\Lambda, \tilde{\gamma}) = \frac{\pi}{4}d^*(\Lambda, \tilde{\gamma})^2.
\]

\( V_0^* \) is then minimum when \( \Lambda \) is minimum and \( \tilde{\gamma} \) is maximum, and vice versa. In our work, the extreme values of \( \tilde{\gamma} \) are the minimum and maximum input values, i.e. \( \tilde{\gamma}_{\text{min}} = 0.6 \) and \( \tilde{\gamma}_{\text{max}} = 1.0 \). The geometrical factor \( \Lambda \) is instead determined by the geometry of contact, which is hard to obtain in our case of self-affine surfaces. The two limiting cases that we assume for our simulations are flat contact (\( \Lambda_{\text{min}} = 0.70 \), see Supplementary Methods) [22] and contact between well-defined semicircular asperities (\( \Lambda_{\text{max}} = 1.50 \)) [12, 23]. If the reduced interfacial adhesion would play a key role in the initial debris particle volume \( V_0 \), we would thus expect that

\[
V_0 \geq V_0^*(\Lambda, \tilde{\gamma}),
\]

where \( V_0 \) is the initial volume observed in our simulations and which is reported in Figure 3. The green shaded area in Figure 3 depicts the values of \( V_0^*(\Lambda, \tilde{\gamma}) \), where the limiting cases of \( \Lambda = \Lambda_{\text{min}} \) and \( \Lambda = \Lambda_{\text{max}} \) are given by the lower green dotted line and the upper green dashed line, respectively. Our results show that the initial debris particle volume \( V_0 \) does not obey the trend of Eq. 12, as we observe volumes \( V_0 \) measured for \( \tilde{\gamma} = 0.6 \) that are smaller than the expected lower bound \( V_0^*(\Lambda = \Lambda_{\text{min}}, \tilde{\gamma} = \tilde{\gamma}_{\text{min}}) \). This shows that changes in the interfacial adhesion do not affect significantly the initial volume \( V_0 \) of the debris particle. Instead, we observe that all the recorded values of \( V_0 \) are larger than \( V_{0,\min} = V_0^*(\Lambda_{\text{min}}, \tilde{\gamma}_{\text{max}}) \) (solid purple line in Figure 3), determined from the minimum \( d^* \) given in the full adhesion case \( d_{\text{full}}^* = d^*(\Lambda_{\text{min}}, \tilde{\gamma}_{\text{max}}) = 31.40 \, r_0 \), with the values of \( G, w, \tilde{\tau}_{\text{full}} \) as in Ref. [12]). We ascribe such behavior to the morphology of the surfaces, which in the current work is random. Recently, a refined version of Eq. 1 was derived [23], where the
junction shear strength depends on the angle of contact between the two ideal asperities. It was shown that if the angle of contact is larger than a critical value, the junction shear strength \( \eta \) is given by \( \eta_{\text{full}} \) and independent of \( \gamma \). In the case of contact between self-affine surfaces, the contact junction is rough and the concept of angle of contact is ill-defined. Interlocking is thus expected in at least some cases. Furthermore, we argue that the ratio between the contact size and the thickness of the passivated layer also plays a significant role in the value of \( \eta \) and, thus, of \( V^* \). In our simulations, the junction size is much larger than the passivated layer, which is thin when the surfaces come into contact. The bulk strength thus markedly affects the junction strength \( \eta \), which can be approximated by \( \eta_{\text{full}} \). If the thickness of the passivated layer were larger than the contact size, then we would expect \( \eta \) to be influenced by \( \gamma \) and thus \( d^* \) to be close to the reduced adhesion value \( d^*(A, \gamma) > d_{\text{full}}^* \). (Note that in such case a proportional reduction in the fracture energy \( \omega \) is also expected, but the effect on \( \eta \) is squared.)

We also recall that for the smoothest cases (\( \sigma = 5 r_0 \)), the likelihood of Scenario 1 correlates with the strength of the interfacial adhesion (Supplementary Table S.IV). This is consistent with the aforementioned argument that the contact interface is thin enough (compared with the passivated layer), \( \gamma \) affects the minimum debris particle volume (Eq. 10 and 11), as interlocking is less likely to occur.

We thus find that for the general case of rough surfaces, and for the conditions here investigated, the surface morphology dominates the minimum size of the wear debris particles. This appears independent of reductions in the interfacial adhesion strength (within the explored range of values of reduced adhesion), and is determined by the junction shear strength in the full adhesion case (i.e. by the bulk shear strength). We do not expect the surface morphology to necessarily dominate the average size of the wear particles, where effects of interfacial adhesion are expected to emerge - larger system sizes than those used in this set of simulations are needed to explore this question.

**B. Long timescale self-affine morphology**

Self-affine objects differ from self-similar ones by displaying anisotropic instead of isotropic scaling [32]. For a one-dimensional surface, the scaling relation is expressed as \( h(\xi x) \sim \xi^H h(x) \) [32, 33], where \( h(x) \) is a function describing the surface heights as a function of the spatial coordinate \( x \), \( \xi \) is the scaling factor, and \( H \) is the Hurst (or roughness) exponent [33, 34]. This relation shows how the heights scale differently than the horizontal distances, with \( H \) the scaling exponent. For physical surfaces, the Hurst exponent is constrained between 0 and 1. In the limit \( H \to 1 \) isotropic scaling and, thus, self-similarity are recovered. The interest in the self-affine description of surfaces lies in the fact that, for such objects, the statistics of the surface are known at any scale once the Hurst exponent is also known. This allows to gather meaningful insights at the scale that is most convenient to investigate.

To investigate the effects of the reduced interfacial adhesion on the long term evolution of the surface morphology, the set of simulations L was prepared. It is characterized by 14 long-timescale simulations – the shortest simulated sliding distance being 60000 \( r_0 \) and the longest 155650 \( r_0 \). Within this set, simulations differ in the interfacial adhesion \( \gamma \in \{1.0, 0.8, 0.6\} \), the initial Hurst exponent of the surfaces \( H \in \{0.3, 1.0\} \),

![FIG. 2. Scenario 1: debris particle formation and initial volume \( V_0 \). (a-c) The surfaces, initially self-affine (a), come into contact at multiple points (b) and a peak in the tangential force \( F_t \) is recorded (d). Upon further sliding, the contact junction is large enough to generate a debris particle, whose formation is over (c) when the first local minimum of the tangential force \( F_t \) is reached (d). At this moment the initial debris particle volume \( V_0 \) is measured (d). (d) Recorded tangential force \( F_t \) (black triangles), measured debris particle volume \( V \) (blue circles) and measured initial debris particle volume \( V_0 \) (large orange circle) during a simulation that exhibits Scenario 1. In panels (a-c) colors distinguish atoms originally belonging to the top (light blue) and bottom (dark blue) bodies; in panels (b-c) colors further identify atoms that at some previous instant were detected as surface atoms and re-assigned to the interfacial adhesion potential (yellow) and atoms detected as belonging to the debris particle (red); in panels (a-c) black lines represent simulation box boundaries. In all panels \( s \) is the sliding distance expressed in units of \( r_0 \). Snapshots in panels (a-c) and data in panel (d) are from simulation S-060-32 (see Supplementary Table S.III).](image-url)
The length of the investigated timescales ensures that the roughness in terms of equivalent root mean square of heights \( \tilde{\gamma} \) is observed at long timescales \([15, 25, 43]\). The first letter is 'L' for 'long timescale', the following indicates a long timescale simulation, with full adhesion \((H, seed, \tilde{\gamma}) = (0, 3, 29, 339, 314 r_0)\).

Each simulation of this group is identified by a code where the random seed used to generate the initial fractal surfaces. We selected such values of \( H, \gamma \) to avoid that the initial surfaces are already characterized by the same roughness observed at long timescales \([15, 25, 43]\). The simulations of this group are identified by a code where the first letter is 'L' for 'long timescale', the following three digits represents the value of the interfacial adhesion \( \tilde{\gamma} \), and the last letter identifies a set of values \((H, seed, l_d)\). The simulation L-100-B, for instance, indicates a long timescale simulation, with full adhesion at the interface, and \((H, seed, l_d) = (0.3, 29, 339.314 r_0)\). The length of the investigated timescales ensures that the whole running-in phase is over and a steady-state for the roughness in terms of equivalent root mean square of heights \( \sigma_{eq} \) is reached, allowing to analyze the surface morphology in the steady-state \([15]\). The initial geometry is then forgotten by the system and the measured morphology is a consequence of the frictional process. During each simulation, four stages are observed. Initially, the surfaces come into contact, possibly at multiple locations as the surfaces are randomly rough. The contacting spots then deform plastically, until the junction size \( d \) is larger than \( d^* \) and a debris particle is formed (Figures 4(a) and 4(c)). The wear particle is then constrained to roll between the surfaces, if the interfacial adhesion is large enough (Figure 4(b)). Otherwise, if the adhesion is low, the particle alternates between rolling and sticking to one surface (while sliding against the other one, Figures 4(d-f)). When the particle rolls between the two surfaces, these are continuously worn as material is transferred back and forth between the particle and each surface.

To determine if the resulting surfaces are self-affine, we investigate both their power spectral density per unit length \( \Phi(q) \) and their height–height correlation function \( \Delta h(\delta x) \), where \( q \) and \( \delta x \) are respectively the wavevector and the horizontal distance between two given points on the surface. It is known in fact that, for self-affine 1D profiles, they scale as \( \Phi(q) \sim q^{-2H-1} \) \([34–36]\) and \( \Delta h(\delta x) \sim \delta x^{2H} \) \([32]\), respectively (see Methods for more details).

Figure 5 and Supplementary Figure S.2 report the results of the surface analysis for the simulations in set L. The data are averaged over different independent surfaces extracted during the steady-state roughness (in terms of equivalent root mean square of heights \( \sigma_{eq} \)) that follows the running-in phase \([4, 15, 44]\). While it is known that in the full adhesion case \( (\tilde{\gamma} = 1.0) \) surfaces display a self-affine morphology characterized by a persistent Hurst exponent \([15]\), it is observed here that the self-affine description holds also in the case of reduced interfacial adhesion \( (\tilde{\gamma} < 1.0) \), but under some conditions.

We thus investigated the distance travelled by the debris particle in each simulation (see Figure 4 and Supplementary Figure S.4). We observe that, in simulations for which \( \tilde{\gamma} = 1.0 \) or \( \tilde{\gamma} = 0.8 \), the particle travelled a comparable distance \( s_t \) (between 30 000 and 35 000 \( r_0 \)) among the different simulations, and in all cases the surfaces exhibit self-affine behavior (see Figure 5 and Supplementary Figure S.2). The travelled distance is consistent with the estimation of \( s_t = s/2 \) that is expected for a particle in perfect rolling conditions. To explain this expected value of \( s_t = s/2 \), let us assume that both the particle and the surfaces are rigid, with the top surface sliding at constant velocity \( v \) and the bottom one fixed. The highest point of the particle is then in contact with the top surface and must be sliding at velocity \( v \). Similarly, the lowest point is in contact with the bottom surface and its velocity is zero. The center of the particle (which coincides with the center of mass) then rolls at velocity \( v/2 \), and the travelled distance is half the one of the top surface, within a given time period. When \( \tilde{\gamma} = 0.6 \), the travelled distance \( s_t \) is markedly different, the value at the end of the simulations being between 20 000 and 26 000 \( r_0 \) (see Figure 4 and Supplementary Figure S.4) or over 40 000 (see Supplementary Figure S.4). These Figures show that the particle undergoes long periods where it continuously slides against one of the surfaces (sticking to the other one), as significant por-
FIG. 4. Long timescale evolution and effect of adhesion on debris particle motion. (a-b) Full adhesion, $\tilde{\gamma} = 1.0$ (frames from full adhesion simulation L-100-A, see Supplementary Table S.V). Upon sliding, contacts develop at multiple spots and grow, until cracks develop and a debris particle is formed (a). The particle then rolls between the two surfaces, wearing them and growing significantly in size (b). (c-f) Low adhesion, $\tilde{\gamma} = 0.6$ (frames from reduced adhesion simulation L-060-A, see Supplementary Table S.V). Starting from the same geometry of the full adhesion simulation L-100-A, upon sliding a debris particle is formed (c). This is constrained between the two surfaces and, because of the reduced interfacial adhesion and perhaps counterintuitively, it can stick for long times to one of the surfaces (e.g. the bottom one in (d)), the opposing surface sliding against the particle. The particle is gradually pushed into a valley (e) and, after a sticking time (where $\Delta s_t/\Delta s \approx 0.0$, see arrow and (g)), it detaches again with a fracture event in a two-body like configuration (f). (g) Distance $s_t$ travelled by the debris particle as a function of the sliding distance. For full and intermediate adhesion simulations (i.e. $\tilde{\gamma} = 1.0$ and $\tilde{\gamma} = 0.8$), the particle rolls most of the time. For low adhesion cases ($\tilde{\gamma} = 0.6$), the particle undergoes long times of sticking to one surface (and sliding against the other). These periods are characterized by $\Delta s_t/\Delta s \approx 0.0$ and $\Delta s_t/\Delta s \approx 1.0$ (see arrows). In panels (a-f) colors distinguish atoms originally belonging to the top (light blue) and bottom (dark blue) surfaces. Atoms that at some previous instant were detected as surface atoms and re-assigned to the interfacial adhesion potential are depicted in yellow. In panels (a-f), black lines represent simulation box boundaries and $s$ is the sliding distance. See Supplementary Figure S.4 for data of $s_t$ for further simulations.

C. Wear rate

The length of simulations in set L allows us to investigate also the wear rate over long distances for different values of the interfacial adhesion. Figures 6(b) and Supplementary Figure S.3(b) show the evolution of the wear volume $V$ with the sliding distance $s$. Simulations with the lowest interfacial adhesion ($\tilde{\gamma} = 0.6$) display a markedly different behavior than the persistent increase in volume commonly expected, and observed for the full adhesion case [15]. For reduced interfacial adhesion cases, the wear volume $V$ is characterized mostly by an almost zero wear rate, the particle volume being determined upon formation. This is due to the long sticking time. The low interfacial adhesion reduces or inhibits material transfer between the particle and the surface it slides against. And evidently no material is transferred...
between the particle and the surface it sticks to. Therefore the sliding motion involves only mutual deformation of the two bodies, without significant transfer of atoms (if anything, the wear particle seems to lose mass in some cases). After long periods of sticking, the deformation that takes place in the two bodies is such that the debris particle is again detached from surface it sticks to. For example, during such a period of sticking, the particle can be pushed into a valley, then forced out of it by a fracture-like event and finally it rolls for a while, until it
sticks again (Figure 4(c-f)). These rare events can lead to significant local increases in the particle volume, as the detachment is fracture induced in a two-body configuration (Figure 6 and Supplementary Figure S.3). The growth of the debris particle volume in the low interfacial adhesion case is then not continuous and is controlled by rare fracture events.

The case for $\gamma = 0.8$ falls between the full and low adhesion cases. While the debris particle does not display extended sticking times, the growth rate is significantly lower than in full adhesion conditions. Rare fracture events can happen and significantly affect the wear debris volume, but they are not the predominant mechanism for mass transfer between the surfaces and the debris particle.

IV. DISCUSSION

In this study, we performed 2D molecular dynamics simulations of frictional systems to investigate the effect of reductions in the interfacial adhesion strength and initial surface morphology on three aspects of the adhesive wear process: the minimum size of loose wear particles, the long-term evolution of the surface roughness, and the wear rate. Our results show that, within the high adhesion regime that we explored, reducing the interfacial adhesion does not fundamentally change the nature of the processes occurring when two rough surfaces slide against one another and transition into a three-body configuration.

When the initial surfaces are self-affine, as is commonly expected in real applications, reducing the interfacial adhesion does not significantly affect the minimum initial volume of the debris particle that forms in the early stages of the sliding process. The random surface morphology thus governs the minimum size of the debris particles, which is then predicted by the critical length scale $d^*$ estimated with the values of the bulk properties (full adhesion situation). This is potentially relevant to the many engineering applications where the minimum size of wear fragments is of particular interest – for instance in the transport industry, where particle emissions play an important role in health hazards that are linked to airborne particles.

Reduced interfacial adhesion nevertheless slows down some of the processes taking place during adhesive wear, namely the evolution of the surfaces into a self-affine morphology and the debris particle growth. Over long timescales, low values of interfacial adhesion increase the possibility of the debris particle to continuously slide against one of the surfaces (and stick to the other one), almost in a temporary two-body configuration, altering the wear mechanisms. If such periods are not too long with respect to the sliding distance, the particle still has time to roll against the surfaces and work them, and the surfaces finally exhibit a self-affine morphology, otherwise no fractal scaling is observed. Furthermore, during these periods where the particle sticks to one surface, the wear rate decreases significantly and it can become negligible.

Finally, we note that these conclusions are drawn on the basis of two-dimensional simulations, as the investigated long timescales are computationally challenging for three-dimensional systems. While analogous observations have been previously extended from 2D to 3D [12, 19, 23], further work is needed to extend our conclusions to three-dimensional systems and to engineering applications.
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SUPPLEMENTARY MATERIALS

A. Supplementary methods

Geometrical factor $\Lambda$ for flat contacts

In the original formulation of Ref. 12, the critical length scale $d^*$ for the ductile-to-brittle transition stems from a Griffith-like criterion applied to asperities of a generic shape. According to the criterion, if the elastic energy $E_{el}$ is larger or equal than the adhesive energy $E_{ad}$, crack propagation is favoured over plastic deformation, and a debris particle is formed. As the two energies scale as $E_{el} \sim d^3$ and $E_{ad} \sim d^2$, the minimum contact junction size at which crack propagation takes place is found for $E_{el} = E_{ad}$ and it has the form

$$d^* = \Lambda \Delta w G \tau_j^2,$$

(13)

where $\tau_j$ is the junction shear strength (and in the general case depends on $\bar{\gamma}$), $G$ is the shear modulus of the material, $\Delta w$ is twice the fracture energy and $\Lambda$ is a geometrical factor. In the derivation of Eq. 13, it is assumed that the elastic energy is fully contained in the asperity volume, which is uniformly loaded at the shear junction strength $\tau_j$. $E_{el}$ thus depends on both the characteristic size $d$ and the shape of the asperity. $E_{ad}$ also depends on both, as the shape of the asperity defines the crack path and, consequently, the free surfaces that needs to be created in the fracture process. The geometrical factor $\Lambda$ takes into account the shape of the asperities and the actual stress distribution (due to this shape). The meaning of $\Lambda$ is clear in the expression of $d^*$ if Eq. 13 is rewritten in the form used in the main text (Eq. 1)

$$d^* = \Lambda \frac{w}{\tau_j^2} \frac{\Delta w G}{2 G},$$

(14)

where $\Lambda$ regulates the ratio between the fracture energy $w = \Delta w/2$ and the stored elastic energy density $\tau_j^2/2G$. In Ref. 12, data from molecular dynamics simulations shows that $\Lambda = 1.50$ for well-defined semicircular asperities in 2D.

More recently, another formulation for $d^*$ in two dimensions was derived based on an analytical approach in Ref. 22. Here, the asperity is replaced by a distributed constant shear load of magnitude $\tau_j$ applied along a length $d$ on the flat surface of a semi-infinite body. An analytical expression for $E_{el}$ in the whole body is then provided. The value of $E_{el}$ then depends on the length of contact $d$ (i.e. the characteristic size of the debris particle to be detached), but not on the shape of the debris particle that is detached. The expression of the elastic energy is then

$$E_{el} = \frac{Bd^2 \tau_j^2 M}{\pi E'},$$

(15)

where $E' = E$ for plane stress and $E' = E/(1-\nu^2)$ for plane strain ($E$ and $\nu$ being the elastic modulus and the Poisson ratio of the material), $B$ is the thickness of the semi-infinite body along the $z$ direction, and $M$ is an infinite integral term in 2D,

$$M = \int_0^\infty \frac{dy}{y}.$$

(16)

The shape of the detached particle still defines the crack path, and in Ref. 22 it assumed to be semi-circular. This leads to the adhesive energy

$$E_{ad} = \pi \gamma B d,$$

(17)

where $\gamma$ is the surface energy of the material, and two semi-circular surfaces of circumference $\pi d/2$ are created.

The critical length scale is found again by imposing the condition $E_{el} = E_{ad}$, and it is (for plane stress, as in our simulations)

$$d_{\text{flat}}^* = \frac{\pi^2 \gamma E}{\tau_j^2 M}.$$

(18)
As $\Delta w = 4\gamma$ and, for the model potentials adopted in Ref. 12 and in this work, $E/G = 8/3$, we can express $d_{\text{flat}}^*$ in terms of $d^*$:

$$d_{\text{flat}}^* = \frac{2}{3} \frac{w}{\mathcal{M} \tau_j/2G} = \frac{2}{3} \frac{\pi^2 d^*}{\mathcal{M} \Lambda}.$$ (19)

The integral $\mathcal{M}$ is finite in our case, as it is bounded by the plastic zone ($\approx 1 \ r_0$), where the integral is capped ($\int_0^{r_0} dy/r_0 = 1$) and the height of the body along the $y$ direction ($\approx 150 \ r_0$). It is then $\mathcal{M} \approx 6$, and

$$d_{\text{flat}}^* = \frac{\pi^2 d^*}{9 \Lambda}.$$ (20)

which is true if $\Lambda = \frac{\pi^2}{9} \approx 1.10$. In the flat contact case, $\Lambda$ is then smaller than the empirical value of $\Lambda_{\text{max}} = 1.50$ found in Ref. 12 for the asperity case.

In the simulations of this current work, the first contact takes place between two rough self-affine surfaces, for which the concept of asperity is ill-defined. Furthermore, when the root mean square of heights $\sigma$ of the surfaces is small, the collision between the two bodies is close to the flat contact situation. This is shown in Supplementary Figure S.5, where it is also observed that the areas that contribute to the detached particle are not semicircular (red atoms in Supplementary Figure S.5(d)). We thus derive $d_{\text{flat}}^*$ for the general case of a semi-elliptical detached particle. Note that, as previously explained, the elastic energy $E_{\text{el}}$ contained in the body is independent of the shape of the detached particle, and we need to generalize only the expression for $E_{\text{ad}}$.

As no exact formula for the perimeter of an ellipse exists, we rely on the second Ramanujan approximation, which provides an accurate estimation also in the limiting case $a/b \to 0$ (two overlapping segments), $2a$ and $2b$ being the axes of the ellipse. The formula gives the perimeter $P(a, b)$ as

$$P(a, b) = \pi (a + b) \left(1 + \frac{3h(a, b)}{10 + \sqrt{4 - 3h(a, b)}}\right),$$ (21)

where

$$h(a, b) = \frac{(a - b)^2}{(a + b)^2}.$$ (22)

We substitute for $a = d/2$ and $b = \kappa d/2$, where we assume that the major axis is the contact junction $d$ and that the proportionality of the minor axis to the major axis is given by the scalar $0 < \kappa \leq 1$. Expressions 21 and 22 become

$$P(\kappa, d) = \frac{\pi d}{2} (1 + \kappa) \left(1 + \frac{3h(\kappa, d)}{10 + \sqrt{4 - 3h(\kappa, d)}}\right) = dp(\kappa)$$ (23)

$$h(\kappa, d) = \left(\frac{1 - \kappa}{2}\right)^2,$$ (24)

where

$$p(\kappa) = \frac{\pi}{2} (1 + \kappa) \left(1 + \frac{3h(\kappa, d)}{10 + \sqrt{4 - 3h(\kappa, d)}}\right).$$ (25)

The adhesive energy (Eq. 17) is now expressed as

$$E_{\text{ad}} = \gamma B dp(\kappa),$$ (26)

and the critical length scale $d_{\text{flat}}^*$ (Eq. 18) becomes
\[ d_{\text{flat}}^* (\kappa) = \frac{\pi p(\kappa) \gamma E}{\tau_j^2 \mathcal{M}} = \frac{\pi p(\kappa)}{9} \frac{d^*}{\Lambda}. \] (27)

The two limit cases are \( \kappa = 1 \) (circular particle), for which \( p(\kappa) = \pi \) and Equations 18 and 20 are recovered, and \( \kappa \to 0 \) (two overlapping segments), for which \( p(\kappa) = 2 \), and is

\[ d_{\text{flat}}^* (\kappa \to 0) = \frac{2\pi \gamma E}{\tau_j^2 \mathcal{M}} = \frac{2\pi d^*}{9} \frac{1}{\Lambda}, \] (28)

and \( \Lambda = 0.70 = \Lambda_{\text{min}} \).

Supplementary Figure S.5(e) shows the variation of \( \Lambda \) as a function of the factor \( \kappa \), and it grows sub-linearly for small values of \( \kappa \), i.e. a high eccentricity of the ellipse gives values of \( \Lambda \) close to \( \Lambda_{\text{min}} \).

In the case of the simulations of Supplementary Figure S.5(a-d), we can derive the minor and major axes \( 2a \) and \( 2b \) from the position at the first contact of the atoms that will later form the debris particle (Supplementary Figure S.5(d)). The atoms describe two distinct portions, one on each surfaces, whose maximum and minimum lengths are estimated. The average of the two minimum (maximum) lengths gives us an approximation of the axis \( 2a \) (2b), and, thus, \( \kappa = 0.23 \). We can then compute \( \Lambda \) from Eq. 27, which gives \( \Lambda = 0.74 \).
FIG. S.1. Ductile-to-brittle transition and simulation setup. (a) When two asperities collide, (1), a junction of size \( d \) is formed - if it is larger than the critical, material-dependent value \( d^* \), cracks appear at both surfaces and a wear debris particle is formed (2), otherwise asperities smooth each other (3). Solid red lines represent the junction of size \( d \) and dotted red lines represent the crack path in (2) and the sliding distance in (3). (b) Setup for both sets S and L. The bottom body has zero horizontal velocity, its first layer of atoms being fixed horizontally. The top body slides against the bottom one with velocity \( v_{\text{ref}} \), which is imposed on the top layer of atoms. The normal force \( f_y \) pushes the two bodies against one another to ensure contact. Periodic boundary conditions are enforced along \( x \), and the simulation box can expand and shrink along \( y \). A thermostat in each body is applied on the layers next to the fixed boundaries. In all panels colors distinguish atoms originally belonging to the top (light blue) and bottom (dark blue) bodies. Atoms that at some previous instant were detected as surface atoms and re-assigned to the interfacial adhesion potential are depicted in yellow. In panel (b), black lines represent simulation box boundaries and \( s \) is the sliding distance (which is zero).
FIG. S.2. Steady-state surface morphology analysis. Left panels: PSD per unit length $\Phi$ as a function of the wavevector $q$ and the wavelength $\lambda$, the relation between the two being $q = 2\pi/\lambda$. Right panels: height-height correlation function $\Delta h(\delta x) = \langle (h(x + \delta x) - h(x))^2 \rangle^{1/2}$. The surfaces are taken from the bottom ('(B)') and top ('(T)') bodies of different simulations with different values of interfacial adhesion $\gamma$ and system sizes (see Supplementary Table S.V for details). Further surfaces are reported in Figure 5. In all panels the solid black straight guide-line corresponds to a Hurst exponent $H = 0.5$. Dotted black straight guide-lines show the hypothetical slope for distributions of $H = 0.5$ and $H = 1.0$. 

$\Phi = \left\langle r^3 \right\rangle$

$\lambda = \left\langle r^2 \right\rangle$

$\Delta h(\delta x) = \langle (h(x + \delta x) - h(x))^2 \rangle^{1/2}$
FIG. S.3. Evolution of the equivalent roughness $\sigma_{eq}$ and of the wear volume $V$. (a) Evolution of $\sigma_{eq}$ for the simulations in set L (see Supplementary Table S.1). For simulations with $\tilde{\gamma} = 1.0$ and $\tilde{\gamma} = 0.8$, $\sigma_{eq}$ decreases until a steady-state is reached, where possible fluctuations due to local events can take place. For simulations with $\tilde{\gamma} = 0.6$, the steady-state is not always reached, because of the long sticking times (see also Figure 4). (b) Evolution of the wear volume $V$ of the rolling debris particle, as defined only after its formation. The simulations with $\tilde{\gamma} = 1.0$ display steady growth of the particle volume, while simulations with $\tilde{\gamma} = 0.6$ are characterized by a negligible wear rate for most of the sliding distance, and the wear volume significantly increases only through fracture-like brittle events (see Figure 4). Simulations with $\tilde{\gamma} = 0.8$ show an intermediate behavior.

FIG. S.4. Distance $s_t$ travelled by the debris particle as a function of the sliding distance. For full and intermediate adhesion simulations (i.e. $\tilde{\gamma} = 1.0$ and $\tilde{\gamma} = 0.8$), the particle rolls most of the time. For low adhesion cases ($\tilde{\gamma} = 0.6$), the particle undergoes long times of sticking to one surface (and sliding against the other). These periods are characterized by $\Delta s_t/\Delta s \approx 0.0$ and $\Delta s_t/\Delta s \approx 1.0$. See Figure 4 for data from further simulations.
FIG. S.5. Effect of roughness on debris particle formation and $d^*$. (a-d) The top surface slides and comes into contact with the bottom surface over a few atoms (a). Upon further sliding, the junction grows until cracks on both surfaces appear (b), and a debris particle is finally formed (c). The positions at $s = 700 \ r_0$ of the atoms belonging to the debris particle are highlighted in (d). In the case of rough surfaces, the initial geometry affects the stress distribution and the crack path differently than in the well-defined asperities case. This is highlighted by the distribution in the original surface of the atoms that later belong to the debris particle (d). The detached debris particle involves atoms close to the surface, and the process resembles the flat contact case [22]. This implies a smaller geometrical factor $\Lambda$ in the expression of $d^*$ than the well-defined asperities case [12] (see Supplementary Methods). (e) Values of the geometrical factor $\Lambda$ as a function of the shape of the detached particle for the simulations of the present work. In the case of the simulation of this Figure, the average ratio between the minor and major sizes of the two red areas (d) is $\kappa = 0.23$, which gives $\Lambda = 0.74$ (dashed orange lines). In panels (a-d) colors distinguish atoms originally belonging to the top (light blue) and bottom (dark blue) surfaces. Atoms that at some previous instant were detected as surface atoms and re-assigned to the interfacial adhesion potential are depicted in yellow. In panel (d), dark red atoms identify atoms that belong to the debris particle shown in panel (c). Black lines represent simulation box boundaries and $s$ is the sliding distance expressed in units of $r_0$. Snapshots in are from simulation S-100-03 (see Supplementary Table S.I).
### Supplementary Tables

| ID      | $\tilde{\gamma}$ | $H$ | $\sigma (r_0)$ | seed | scenario | $V_0 (10^3 r_0^3)$ |
|---------|------------------|-----|----------------|------|----------|-------------------|
| S-100-01| 1.00             | 0.5 | 5              | 19   | 1        | 6.50              |
| S-100-02| 1.00             | 0.5 | 5              | 32   | 1        | 7.34              |
| S-100-03| 1.00             | 0.5 | 5              | 42   | 1        | 0.97              |
| S-100-04| 1.00             | 0.7 | 5              | 66   | 2        | n/a               |
| S-100-05| 1.00             | 0.7 | 5              | 91   | 1        | disc.             |
| S-100-06| 1.00             | 0.7 | 5              | 19   | 1        | 9.32              |
| S-100-07| 1.00             | 0.7 | 5              | 32   | 2        | n/a               |
| S-100-08| 1.00             | 0.7 | 5              | 42   | 2        | n/a               |
| S-100-09| 1.00             | 0.7 | 5              | 91   | 2        | n/a               |
| S-100-10| 1.00             | 0.7 | 5              | 19   | 1        | 8.53              |
| S-100-11| 1.00             | 1.0 | 5              | 32   | 1        | 8.55              |
| S-100-12| 1.00             | 1.0 | 5              | 42   | 2        | n/a               |
| S-100-13| 1.00             | 1.0 | 5              | 66   | 1        | 40.34             |
| S-100-14| 1.00             | 1.0 | 5              | 91   | 2        | n/a               |
| S-100-15| 1.00             | 1.0 | 10             | 19   | 2        | n/a               |
| S-100-16| 1.00             | 0.5 | 10             | 32   | 2        | n/a               |
| S-100-17| 1.00             | 0.5 | 10             | 42   | 2        | n/a               |
| S-100-18| 1.00             | 0.5 | 10             | 66   | 1        | disc.             |
| S-100-19| 1.00             | 0.5 | 10             | 91   | 1        | 11.68             |
| S-100-20| 1.00             | 0.5 | 10             | 19   | 1        | disc.             |
| S-100-21| 1.00             | 0.7 | 10             | 32   | 1        | disc.             |
| S-100-22| 1.00             | 0.7 | 10             | 42   | 2        | n/a               |
| S-100-23| 1.00             | 0.7 | 10             | 66   | 1        | disc.             |
| S-100-24| 1.00             | 0.7 | 10             | 91   | 1        | 10.39             |
| S-100-25| 1.00             | 0.7 | 10             | 19   | 1        | disc.             |
| S-100-26| 1.00             | 1.0 | 10             | 32   | 2        | n/a               |
| S-100-27| 1.00             | 1.0 | 10             | 42   | 2        | n/a               |
| S-100-28| 1.00             | 1.0 | 10             | 66   | 1        | disc.             |
| S-100-29| 1.00             | 1.0 | 10             | 91   | 1        | 11.24             |
| S-100-30| 1.00             | 0.5 | 20             | 19   | 1        | 11.13             |
| S-100-31| 1.00             | 0.5 | 20             | 32   | 1        | disc.             |
| S-100-32| 1.00             | 0.5 | 20             | 42   | 2        | n/a               |
| S-100-33| 1.00             | 0.5 | 20             | 66   | 1        | 11.08             |
| S-100-34| 1.00             | 0.5 | 20             | 91   | 1        | 2.20              |
| S-100-35| 1.00             | 0.5 | 20             | 19   | 1        | 20.25             |
| S-100-36| 1.00             | 0.7 | 20             | 32   | 1        | 18.49             |
| S-100-37| 1.00             | 0.7 | 20             | 42   | 1        | 7.34              |
| S-100-38| 1.00             | 0.7 | 20             | 66   | 1        | disc.             |
| S-100-39| 1.00             | 0.7 | 20             | 91   | 1        | disc.             |
| S-100-40| 1.00             | 1.0 | 20             | 19   | 1        | 15.28             |
| S-100-41| 1.00             | 1.0 | 20             | 32   | 1        | 12.50             |
| S-100-42| 1.00             | 1.0 | 20             | 42   | 1        | 2.83              |
| S-100-43| 1.00             | 1.0 | 20             | 66   | 1        | 9.74              |
| S-100-44| 1.00             | 1.0 | 20             | 91   | 1        | disc.             |

**TABLE S.1.** Summary of the simulations in set S: $\tilde{\gamma} = 1.0$. H, $\sigma$ and ‘seed’ are respectively the Hurst exponent, root mean square of heights and random seed used to create the initial self-affine surface. Scenario indicates which of the two situations were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris particle is generated because a junction comparable to the system size is formed and the surfaces weld or a debris particle of the order of the system size would form. $V_0$ is the initial volume of the debris particle. disc.: detected value discarded because of erroneous measures (see main text for details). n/a: not applicable to simulations that displayed Scenario 2.
| ID     | $\tilde{\gamma}$ | $H$ | $\sigma (r_0)$ | seed | scenario | $V_0 \left(10^3 r_0^3\right)$ |
|--------|-------------------|-----|----------------|------|----------|-------------------------------|
| S-080-01 | 0.80              | 0.5 | 5              | 19   | 2        | n/a                           |
| S-080-02 | 0.80              | 0.5 | 5              | 32   | 1        | disc.                         |
| S-080-03 | 0.80              | 0.5 | 5              | 42   | 2        | n/a                           |
| S-080-04 | 0.80              | 0.5 | 5              | 66   | 2        | n/a                           |
| S-080-05 | 0.80              | 0.5 | 5              | 91   | 2        | n/a                           |
| S-080-06 | 0.80              | 0.7 | 5              | 19   | 2        | n/a                           |
| S-080-07 | 0.80              | 0.7 | 5              | 32   | 1        | 6.63                          |
| S-080-08 | 0.80              | 0.7 | 5              | 42   | 2        | n/a                           |
| S-080-09 | 0.80              | 0.7 | 5              | 66   | 2        | n/a                           |
| S-080-10 | 0.80              | 0.7 | 5              | 91   | 2        | n/a                           |
| S-080-11 | 1.0               | 5   | 19             | 1    | disc.    |                               |
| S-080-12 | 1.0               | 5   | 32             | 2    | n/a      |                               |
| S-080-13 | 1.0               | 5   | 42             | 2    | n/a      |                               |
| S-080-14 | 1.0               | 5   | 66             | 2    | n/a      |                               |
| S-080-15 | 1.0               | 5   | 91             | 2    | n/a      |                               |
| S-080-16 | 0.80              | 0.5 | 10             | 19   | 2        | n/a                           |
| S-080-17 | 0.80              | 0.5 | 10             | 32   | 2        | n/a                           |
| S-080-18 | 0.80              | 0.5 | 10             | 42   | 2        | n/a                           |
| S-080-19 | 0.80              | 0.5 | 10             | 66   | 2        | n/a                           |
| S-080-20 | 0.80              | 0.5 | 10             | 91   | 1        | disc.                         |
| S-080-21 | 0.80              | 0.7 | 10             | 19   | 2        | n/a                           |
| S-080-22 | 0.80              | 0.7 | 10             | 32   | 1        | disc.                         |
| S-080-23 | 0.80              | 0.7 | 10             | 42   | 2        | n/a                           |
| S-080-24 | 0.80              | 0.7 | 10             | 66   | 1        | 2.64                          |
| S-080-25 | 0.80              | 0.7 | 10             | 91   | 1        | 12.09                         |
| S-080-26 | 1.0               | 10  | 19             | 1    | disc.    |                               |
| S-080-27 | 1.0               | 10  | 32             | 2    | n/a      |                               |
| S-080-28 | 1.0               | 10  | 42             | 2    | n/a      |                               |
| S-080-29 | 1.0               | 10  | 66             | 2    | n/a      |                               |
| S-080-30 | 1.0               | 10  | 91             | 1    | 8.28     |                               |
| S-080-31 | 0.80              | 0.5 | 20             | 19   | 1        | disc.                         |
| S-080-32 | 0.80              | 0.5 | 20             | 32   | 1        | 7.08                          |
| S-080-33 | 0.80              | 0.5 | 20             | 42   | 1        | disc.                         |
| S-080-34 | 0.80              | 0.5 | 20             | 66   | 1        | 4.97                          |
| S-080-35 | 0.80              | 0.5 | 20             | 91   | 1        | 3.13                          |
| S-080-36 | 0.80              | 0.7 | 20             | 19   | 1        | 13.70                         |
| S-080-37 | 0.80              | 0.7 | 20             | 32   | 1        | 15.90                         |
| S-080-38 | 0.80              | 0.7 | 20             | 42   | 1        | 0.34                          |
| S-080-39 | 0.80              | 0.7 | 20             | 66   | 1        | 11.53                         |
| S-080-40 | 0.80              | 0.7 | 20             | 91   | 1        | disc.                         |
| S-080-41 | 0.80              | 1.0 | 20             | 19   | 1        | 13.53                         |
| S-080-42 | 1.0               | 20  | 32             | 1    | 15.05    |                               |
| S-080-43 | 0.80              | 1.0 | 20             | 42   | 1        | 4.25                          |
| S-080-44 | 0.80              | 1.0 | 20             | 66   | 1        | 12.04                         |
| S-080-45 | 0.80              | 1.0 | 20             | 91   | 1        | 20.05                         |

TABLE S.II. Summary of the simulations in set S: $\tilde{\gamma} = 0.8$. $H$, $\sigma$ and 'seed' are respectively the Hurst exponent, root mean square of heights and random seed used to create the initial self-affine surface. Scenario indicates which of the two situations were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris particle is generated because a junction comparable to the system size is formed and the surfaces weld or a debris particle of the order of the system size would form. $V_0$ is the initial volume of the debris particle. disc.: detected value discarded because of erroneous measures (see main text for details). n/a: not applicable to simulations that displayed Scenario 2.
| ID     | \(\tilde{\gamma}\) | \(H\) | \(\sigma(r_0)\) | seed | scenario | \(V_0\) \((10^3 r_0^2)\) |
|--------|------------------|------|-----------------|-----|----------|-----------------|
| S-060-01 | 0.60             | 0.5  | 5               | 19  | 2        | n/a             |
| S-060-02 | 0.60             | 0.5  | 5               | 32  | 2        | n/a             |
| S-060-03 | 0.60             | 0.5  | 5               | 42  | 2        | n/a             |
| S-060-04 | 0.60             | 0.5  | 5               | 66  | 2        | n/a             |
| S-060-05 | 0.60             | 0.5  | 5               | 91  | 2        | n/a             |
| S-060-06 | 0.60             | 0.7  | 5               | 19  | 2        | n/a             |
| S-060-07 | 0.60             | 0.7  | 5               | 32  | 2        | n/a             |
| S-060-08 | 0.60             | 0.7  | 5               | 42  | 2        | n/a             |
| S-060-09 | 0.60             | 0.7  | 5               | 66  | 2        | n/a             |
| S-060-10 | 0.60             | 0.7  | 5               | 91  | 2        | n/a             |
| S-060-11 | 0.60             | 1.0  | 5               | 19  | 2        | n/a             |
| S-060-12 | 0.60             | 1.0  | 5               | 32  | 2        | n/a             |
| S-060-13 | 0.60             | 1.0  | 5               | 42  | 2        | n/a             |
| S-060-14 | 0.60             | 1.0  | 5               | 66  | 2        | n/a             |
| S-060-15 | 0.60             | 1.0  | 5               | 91  | 2        | n/a             |
| S-060-16 | 0.60             | 0.5  | 10              | 19  | 2        | n/a             |
| S-060-17 | 0.60             | 0.5  | 10              | 32  | 2        | n/a             |
| S-060-18 | 0.60             | 0.5  | 10              | 42  | 2        | n/a             |
| S-060-19 | 0.60             | 0.5  | 10              | 66  | 2        | n/a             |
| S-060-20 | 0.60             | 0.5  | 10              | 91  | 1        | 5.47            |
| S-060-21 | 0.60             | 0.7  | 10              | 19  | 1        | 7.81            |
| S-060-22 | 0.60             | 0.7  | 10              | 32  | 2        | n/a             |
| S-060-23 | 0.60             | 0.7  | 10              | 42  | 2        | n/a             |
| S-060-24 | 0.60             | 0.7  | 10              | 66  | 2        | n/a             |
| S-060-25 | 0.60             | 0.7  | 10              | 91  | 1        | 7.18            |
| S-060-26 | 0.60             | 1.0  | 10              | 19  | 1        | disc.           |
| S-060-27 | 0.60             | 1.0  | 10              | 32  | 2        | n/a             |
| S-060-28 | 0.60             | 1.0  | 10              | 42  | 2        | n/a             |
| S-060-29 | 0.60             | 1.0  | 10              | 66  | 2        | n/a             |
| S-060-30 | 0.60             | 1.0  | 10              | 91  | 1        | 4.08            |
| S-060-31 | 0.60             | 0.5  | 20              | 19  | 1        | 10.45           |
| S-060-32 | 0.60             | 0.5  | 20              | 32  | 1        | 10.42           |
| S-060-33 | 0.60             | 0.5  | 20              | 42  | 1        | 2.14            |
| S-060-34 | 0.60             | 0.5  | 20              | 66  | 1        | disc.           |
| S-060-35 | 0.60             | 0.5  | 20              | 91  | 1        | 0.85            |
| S-060-36 | 0.60             | 0.7  | 20              | 19  | 1        | disc.           |
| S-060-37 | 0.60             | 0.7  | 20              | 32  | 1        | 13.05           |
| S-060-38 | 0.60             | 0.7  | 20              | 42  | 1        | 2.04            |
| S-060-39 | 0.60             | 0.7  | 20              | 66  | 1        | disc.           |
| S-060-40 | 0.60             | 0.7  | 20              | 91  | 1        | disc.           |
| S-060-41 | 0.60             | 1.0  | 20              | 19  | 1        | disc.           |
| S-060-42 | 0.60             | 1.0  | 20              | 32  | 1        | 13.02           |
| S-060-43 | 0.60             | 1.0  | 20              | 42  | 1        | disc.           |
| S-060-44 | 0.60             | 1.0  | 20              | 66  | 1        | disc.           |
| S-060-45 | 0.60             | 1.0  | 20              | 91  | 1        | 17.67           |

**TABLE S.III.** Summary of the simulations in set S: \(\tilde{\gamma} = 0.6\). \(H\), \(\sigma\) and 'seed' are respectively the Hurst exponent, root mean square of heights and random seed used to create the initial self-affine surface. Scenario indicates which of the two situations were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris particle is generated because a junction comparable to the system size is formed and the surfaces weld or a debris particle of the order of the system size would form. \(V_0\) is the initial volume of the debris particle. disc.: detected value discarded because of erroneous measures (see main text for details). n/a: not applicable to simulations that displayed Scenario 2.
TABLE S.IV. Summary of the simulations in set S that display Scenario 1. In each cell, the first percentage shows the relative amount of simulations that exhibit Scenario 1, the second percentage, in brackets, indicates the relative amount of simulations that exhibit Scenario 1 and for which the initial volume $V_0$ was not discarded. E.g. for $\tilde{\gamma} = 1.0$, 9 simulations out of the 15 with $\sigma = 5 \, r_0$ displayed Scenario 1 (i.e. 60.0%), and for 8 out of 15 the initial volume $V_0$ was correctly estimated and taken into account in the analysis (i.e. 53.3%). 'all' refers to estimation across all the values of $\tilde{\gamma}$. 'Scenario 1 Total' refers to estimation across all the values of $\sigma$. $V_0$ is the average initial volume. It emerges that the likelihood of displaying Scenario 1 positively correlates with both $\tilde{\gamma}$ and $\sigma$.

| $\tilde{\gamma}$ | Scenario 1 $\sigma = 5 \, r_0$ | Scenario 1 $\sigma = 10 \, r_0$ | Scenario 1 $\sigma = 20 \, r_0$ | Scenario 1 Total | $\bar{V}_0$ ($10^4 r_0^3$) |
|------------------|-------------------------------|-------------------------------|-------------------------------|-----------------|-----------------|
| 1.0              | 60.0 % (53.3 %)                | 53.3 % (20.0 %)               | 93.3 % (66.6 %)               | 68.9 % (46.7 %) | 13.1            |
| 0.8              | 20.0 % (6.7 %)                 | 40.0 % (20.0 %)               | 100 % (80.0 %)                | 53.3 % (35.6 %) | 11.0            |
| 0.6              | 0.0 % (0.0 %)                  | 33.3 % (26.7 %)               | 100 % (60.0 %)                | 44.4 % (28.9 %) | 8.6             |
| all              | 26.7 % (20.0 %)                | 42.2 % (22.2 %)               | 97.8 % (68.9 %)               | 55.6 % (37.0 %) | 10.9            |

TABLE S.V. Summary of the simulations in set L. 'L' indicates that the set contains long timescale simulations. The three digits that follow represent the value of the interfacial adhesion $\tilde{\gamma}$. $H$ and 'seed' are respectively the Hurst exponent and random seed used to create the initial self-affine surface. In the ID, 'A' and 'B' distinguish two different random realizations of the initial surface for $H = 0.3$. Similarly, 'C' and 'D' distinguish two different random realizations of the initial surface for $H = 1.0$. 'X' indicates simulations with the largest box size $l_x$.

| ID    | $\tilde{\gamma}$ | $H$ | seed | $l_x$ |
|-------|------------------|-----|------|-------|
| L-100-A | 1.0             | 0.3 | 29   | 339.314 |
| L-100-B | 1.0             | 0.3 | 42   | 339.314 |
| L-100-C | 1.0             | 1.0 | 29   | 339.314 |
| L-100-D | 1.0             | 1.0 | 42   | 339.314 |
| L-080-A | 0.8             | 0.3 | 29   | 339.314 |
| L-080-B | 0.8             | 0.3 | 42   | 339.314 |
| L-080-C | 0.8             | 1.0 | 29   | 339.314 |
| L-080-D | 0.8             | 1.0 | 42   | 339.314 |
| L-060-A | 0.6             | 0.3 | 29   | 339.314 |
| L-060-B | 0.6             | 0.3 | 42   | 339.314 |
| L-060-C | 0.6             | 1.0 | 29   | 339.314 |
| L-060-D | 0.6             | 1.0 | 42   | 339.314 |
| L-100-X | 1.0             | 0.3 | 42   | 678.627 |
| L-080-X | 0.8             | 0.3 | 42   | 678.627 |