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1. Introduction

Photovoltaics (PV) is considered as a logical solution to handle the drawbacks in conventional generation resources due to their local availability, falling prices, and sustainability. Nevertheless, the increasing share of renewable energy sources in the network is causing serious problems for the grid, such as reverse power flow, voltage fluctuation, etc. [1]. Moreover, these problems are caused due to the remote injection of renewable energy have strained the apparent power capabilities of substation transformers [2]. Besides, the fluctuations observed at the residential PV generations bring up the issue of uncertainty in generation depending mostly on climate and geographical location of the system. This has resulted in a highly dynamic and unpredictable real power generation. Thus, to avoid these fluctuations and have a stable grid operation, voltage regulation is required.

Traditionally, voltage regulation is carried out using different techniques like on-load tap changing (OLTC) in substation transformers, switching of capacitor banks, and step voltage regulators. In [3], [4], the issue of reactive power-sharing is solved via consensus-based distributed voltage control. Here, the developed voltage controller is combined with a conventional droop-based control technique for eliminating the line impedance mismatch. In [5], [6], a coordinated control strategy is proposed for reactive power injection with a grid integrated distributed generation (DG) system. This approach coordinates the DGs and controllable devices by constraining system variables under a prescribed operating condition. It is identified that these techniques critically challenge the reactive power control due to the increasing uncertainty in real power generation. Therefore, to alleviate these problems, the use of smart inverter technology with DG systems is widely adopted.

Traditionally, PV systems are interfaced with inverters primarily for MPPT and DC-AC conversion, and for achieving grid integration to form a DG system. In the present day scenario, these inverters are upgraded by interfacing them with advanced communication, metering, and control functionalities [7]. These inverters provide smart multi-unit control by regulating the real power limit, achieving ramp rate for real power limit, controlling reactive power output or power factor (PF), ride-through capability for specific grid disturbances, bi-directional power flow capability, and alternatives to conventional transfer trip schemes [7]. The use of smart inverters for reactive power control provides a fast
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responding solution for various grid objectives such as power loss minimization and voltage regulation [2]. In [8], a method to compensate voltage imbalance is performed by injecting active and reactive power control through the power conditioning system of inverters. Moreover, in [9, 10, 11, 12, 13], the coordinated control schemes are proposed for conserving voltage reduction in a smart inverter. The techniques coordinated the operations of automated volt-VAR controllers and aggregated the reactive power control further. With the increasing penetration level of PV power into the grid more sophisticated rules for interconnection are emerging too. Intelligent solutions to the problems present in the grid harnessing the inverter control capabilities will be the key for successful implementation of large-scale PV generation in the distribution grid [14]. In [15], a hierarchical coordinated volt-VAR optimization methodology is proposed. The issue related to multiple objectives has been addressed by implementing a fuzzy decision-making method and an $\varepsilon$-constraint method. These intelligent solutions incorporate a large range of control functions into newer PV inverter designs, which enhances the operation of the distribution grid [7].

Moreover, according to the amended IEEE 1547 standard [16], inverters are allowed to operate at non-unit PF, giving them the freedom to improve the grid voltage profile [17]. Besides, with the increasing number of inverters in the grid, it must be noted that the coordination of each inverter needs to be considered to achieve grid stability. Generally, the PV generation and instantaneous loads from any node in a typical distribution grid setup are communicated to a central utility controller [18]. This controller computes the reactive power injection set-points and communicates them to the inverters at different nodes to minimize the ohmic losses subject to voltage regulation constraints. At this instance, the utility controller has the task of identifying the optimal set-points for achieving reactive power injection for the inverters. This can be defined as an optimal power flow task, which is generally non-convex. In radial networks, this operation can be eased into a second-order cone program through polar coordinates [19], where the problem of power loss and voltage deviation minimization is solved. To alleviate the complexity of the involved optimization problems, approximate grid models have been employed in [20, 21, 22]. The reactive power control problem can be solved using centralized, decentralized, or local techniques [23, 24]. The centralized approaches need a good communication setup as global information is needed for control actions [25, 26], whereas, the decentralized methods require local or neighboring inputs for evaluating the control settings of single and unbalanced multiphase grids [27, 28]. The purely localized schemes provide reactive power support using only local measurements [29, 30]. Moreover, it is identified that the centralized schemes incur high computational complexity due to the communication of large datasets between the controller and each inverter [31]. Besides, the decentralized schemes exchange multiple communications among inverters [32, 33], and the local schemes have no guaranteed performance as the control setpoints depend only on the local inputs. This makes the system very unreliable for disturbances from other nodes. [34]. In [35, 36], the combination of central and local active/reactive power control was adapted for voltage regulation in DG systems. As seen from the prior works, most of the existing approaches either solve problems locally or centrally or through a combination of both while considering a linear decision rule on the input parameters. Besides, the control of smart inverters in the literature did not learn the input/output pairs of the inverter independently for achieving optimal power flow. Instead, they combined as a multi-function learning task by linearly relating to the optimal power flow problem. This formulation failed to yield a sparse control because of the voltage deviation at the inverter outputs. The significance of sparse control is to jointly learn the inverter rules by posing the optimal power flow problem as a multi-function learning task. This is considered as a resourceful representation of inverter control development as it saves the requirement for communication elements.

In light of these issues, this paper proposes a mapping of reactive power control approaches as linear or nonlinear policies concerning their input features. It is identified that the linear policies are restricted to capturing linear relations between the features and dependent variables, and very often can only capture second-order statistical relations. Such limitations call for extensions to nonlinear and higher-order algorithms. This is achieved by adapting kernel-based learning for modelling the reactive power control policies. The major contributions of this paper are:

- A decentralized approach is developed for evaluating the reactive power control policies for a voltage regulation constrained problem.
- The inverter coordination is performed through nonlinear control policies designed on a slower timescale using anticipated scenarios for load and generation.
- A kernel-based learning algorithm is utilized to evaluate the control policies on the basis of input scenario data.
- The kernel-based policies are modeled as a nonlinear function of input feature vector making it practically feasible for achieving the performance and complexity trade-off.

The remaining sections of the paper are organized as follows: Section 2 discusses the grid modeling to evaluate the reactive power dispatch in a radial network. Section 3 discusses various problems with the existing control models and identifies the shortcomings of different methods. The proposed kernel-based policies for reactive power control are discussed in section 4 and the numerical simulations are developed in section 5. The research is finally concluded in section 6.

2. Grid modelling

The grid-connected system is modeled by considering a radial single-phase grid with $N+1$ buses (indexed by $n = 1, \ldots, N + 1$), and $M$ branches. Generally, for a radial system with several branches $M = N$, every bus $n = 1, \ldots, N$ is connected to a unique parent bus $s_n$ via distribution line shown in Fig. 1. Here, an approximated linearized distribution flow (LDF) model is used to evaluate the reactive power dispatch of the inverters. The grid is modeled by the branch flow equations given as [37]

$$
\begin{align}
    s_n &= \sum_{k \in S_n} S_k - S_n + l_n (r_n + j x_n) \\
    \nu_n &= \nu_{s_n} - 2 \Re \left[ (r_n - j x_n) S_n \right] + l_n (r_n^2 + x_n^2) \\
    |S_n^2| &= \nu_n l_n
\end{align}
$$

where for every line $n$ the line impedance is $z_n = r_n + j x_n$, $l_n$ is the square of current magnitude in line $n$, $S_n = \nu_n + j Q_n$ is the complex power flow from the sending bus $s_n$ to bus $n$, $s_n = \nu_n + j q_n$ is the complex power injection at bus $n$, $\nu_n$ is the square voltage magnitude at bus $n$, $C_n$ is the set of children buses for $n$, and the initial condition $\nu_0 = \sum_{k \in S_0} S_k$. For all nodes $n = 1, \ldots, N$ the real power injection is collected as a vector in $p := [p_1, \ldots, p_N]^{\top}$, and the reactive power injection in $q := [q_1, \ldots, q_N]^{\top}$, where these injections can be written as

$$
\begin{align}
    p &= p^0 - p^f \\
    q &= q^0 - q^f
\end{align}
$$

where $p^0$ is the active power generation and the DG side, $p^f$ is the inelastic load power, and $q^0$ and $q^f$ are the reactive power injections at inverter, and load, respectively.

Moreover, the complex nodal injections are given by $s = p + jQ$, and the squared voltage magnitudes are stacked as $\nu := [\nu_1, \ldots, \nu_N]^{\top}$. Besides, all lines have resistance, reactance collected together as $r := [r_1, \ldots, r_N]^{\top}$, and $x := [x_1, \ldots, x_N]^{\top}$, respectively. The real and reactive line flows are defined as $L := [L_1, \ldots, L_N]^{\top}$, and $Q := [Q_1, \ldots, Q_N]^{\top}$, respectively, and the complex power flows are given as $S = P + jQ$. From (3) it is known that there exists a nonlinearity that complicates the
power flow equations for the distribution line. Hence, to overcome this, the distribution grid is often remodeled as a linear model using the linear driving force (LDF) model [37]. As the line resistance, and reactance are small and their multiplication with squared current magnitude is less for evaluating the power flow equations at a flat voltage profile, the last summands in (1) and (2) can be dropped to formulate them as a linearized model.

The grid connectivity is captured in the branch-bus injection matrix \( \tilde{A} \tilde{A} \in \{0, \pm 1\}^{M \times (N+1)} \) and can be partitioned as \( \tilde{A} = \begin{bmatrix} a_0 & A \end{bmatrix} \). This reduces the branch-bus injection matrix to \( A, A \), which is an invertible square matrix \( F := A^{-1} \). Here, \( A \) follows

\[ a_0 + A_1 = 0. \]  

Using this connectivity matrix, the LDF can be rewritten as

\[ s = A^T S \]  
\[ Av = 2 \text{Re} [d_k (r - jX) S] - a_0 v_0 \]

where \( v_0 \) is the squared voltage magnitude at the substation.

Using (6) \( S \) can be eliminated from (7) and (8) giving the squared bus voltage magnitude for all buses \( n = 1, \ldots, N \) as [38]

\[ v \approx 2 R_p + 2 X_q + v_0 \]  

where

\[ R := F^T d_k (r) F \]  
\[ X := F^T d_k (x) F \]

Since \( F \geq 0 \), the matrices \( R, X \) are also \( R \geq 0, X \geq 0 \). Moreover, by the properties of the matrices, it can be easily seen that \( R \) and \( X \) are symmetric positive definite with positive entries. Hence, bus voltages for all the buses in the grid are seen to increase if real or reactive power injections increase in the grid. Since losses have been ignored in (3), the squared voltage magnitudes are an overestimate concerning its original squared voltage magnitudes (9) with the bias depending on \( L \). But still, according to the numerical tests, the approximation errors in voltage magnitudes are seen to be less than 0.001 p.u.

3. Problem formulation

Generally, the active and reactive power injections \( p, q \) can be decomposed into generation and inelastic load components as shown in (4) and (5). For known PV generation \( p_k^0 \) and to comply with its apparent power limit \( \overline{p}_n \), the reactive power injected by inverter \( n \) is constrained through linear inequalities as

\[ |p_n^0| \leq \overline{p}_n := \sqrt{(\overline{p}_n)^2 - (p_n^0)^2}. \]  

Moreover, to cater to the voltage regulation in IEEE 1547 [16], a linear set of inequalities can be added.

\[ v \leq v_0 \leq \nabla \]  

where \( v, \nabla \) are set according to the regulation guidelines and are usually taken as \( \pm (3\% - 5\%) \) about the nominal value [16]. To evaluate voltage deviations at each bus in the grid, let the sum of squared voltage magnitude deviations \( \sum_{n=1}^N (v_n - v_0)^2 \). Using the approximation in (9), and by ignoring the inconsequential scaling factor, the squared voltage deviations are

\[ \Delta_i (q^f) := \| p_n + X_q \|_2^2. \]  

Besides voltage deviation, the ohmic power losses are another critical quantity in the distribution grid operation. The active power losses can be expressed as \( L = \sum_{n=1}^N r_n e_n \) or \( \sum_{n=1}^N r_n e_n^2 \). For small voltage deviations, as advocated in [3], the power losses \( L \) can be approximated as

\[ L = v_0^{-1} [p^T d_k (r) P + Q^T d_k (x) Q] \]

Using (10) and ignoring the inconsequential scaling by \( v_0^{-1} \approx 1 \), the power losses can be expressed as

\[ L = p^T R_p + q^T R_q \]  

Since \( p^T R_p \) is a constant for a given set of data, the control variable \( q \) in the second summand in (16) is the function of interest. The power loss function can be expressed as
$L(q^f) := q^T R q$.

For a positive definite matrix $R$, the positive convex quadratic function of $L(q^f)$ is guaranteed. The objectives of voltage deviations $\mathcal{J}_a(q^f)$ and power loss $L(q^f)$ are contradicting in general. Thus, a multi-objective problem can be solved to cater to these contradictions. A convex combination of the objectives can be posed to formulate the reactive control optimization problem given as

$$\min \lambda \mathcal{J}_a(q^f) + (1 - \lambda) L(q^f) \quad \text{s.t.} \quad q \in \mathbb{Q}$$

where the set $\mathbb{Q} \subseteq \mathbb{R}^N$ captures the linear constraints in (12) for all $n \in \mathcal{N}$. The voltage deviations and the ohmic losses are minimized by this formulation for different values of the parameter $\lambda \in [0, 1]$, related to the apparent power limit. It should be noted that in the above expression no voltage regulation limits apply, but the voltage deviation is minimized as a function of cost. To apply the voltage regulation limit, the problem can also be formulated as

$$\min L(q^f) \quad \text{s.t.} \quad q \in \mathbb{Q}, v \in \mathbb{V}$$

where the set $\mathbb{V} \subseteq \mathbb{R}^N$ captures the linear constraints in (13) for all $n \in \mathcal{N}$. Therefore, in this formula, the ohmic losses are kept to a minimum with respect to the apparent power limit and the voltage regulation limit.

4. Methodology

4.1. Control policies

To minimize net power loss and voltage drop of the network, the model should estimate the reactive power injected into each node. This injection depends on the size, layout, network topology and configuration of the inverter. In this study, the injection of reactive power $q^f$ by inverter $n$ can be modeled as,

$$q^f_n(\varepsilon_n) = f_n(\varepsilon_n) + b_n$$

where the inputs $\varepsilon_n$, $f_n$, and $b_n$ correspond to the controller input vector, controller function, and intercept, respectively.

**Controller inputs:** Vector $\varepsilon_n \in \mathcal{I}_n \subseteq \mathbb{R}^M$ is given as an input to the inverter to evaluate the reactive power injection at node $n$. This purely depends on its local values $(\varepsilon_n^L := \left[ \rho_n^L - \rho_n^R, q_n^L \right]^T,$ where $q_n^L := \sqrt{(\hat{v}_n^L)^2 - (\hat{p}_n^L)^2}$) or have few nonlocal or neighboring inputs like real power flow, squared magnitude. The entry of the local input $\varepsilon_n^L$ is arranged in the following order: the active power input at node $n$, the maximum possible input of reactive power at node $n$, and the reactive load at this node. In addition, $\varepsilon_n^L$ may be changed to comply with the management policy. This can be done by adding some important global inputs to the $\varepsilon_n^L$ vector. It has been found in the literature that adding the square of the voltage value $v_n$ to $\varepsilon_n$ will make it difficult to analyze the stability of the resulting closed-loop control, even if $f_n$ is linear [38, 39].

Since these inputs are available locally, there is a minimum burden on communication channels and the evaluation is quick. Ideally, if there are abundant communication resources, the uncertain quantities from all buses $\left[ \varepsilon_n^L, \rho_n^L - \rho_n^R, q_n^L \right]_{\forall n \in \mathcal{N}}$ could be forwarded to all inverters. So in this case the control input to $\varepsilon_n$ is equal to and greater than all inverters in the grid. Also, the input variables are very flexible and can vary depending on the available network bandwidth. Non-local and common control inputs can be added to the input vector $\varepsilon_n^L$ to study the results for the local and global inputs of the inverter.

This gives $\varepsilon_n^L := \left[ \varepsilon_n^L, \rho_n^L - \rho_n^R, q_n^L, P_i, \rho_i \right]^T$, where $i, j$, and $k$ represent the line numbers, and $P_i$ is the real power flow on line $i$. These lines are selected on the bases of the topology of each network and these inputs will be identical to each inverter.

**Controller function:** The next step includes the control function policy $f_n$. Control functions can be evaluated as linear or non-linear policies as defined below. Using kernel-based learning theory, the reactive power control of the inverter $n$ is assumed to be in the Reproducing kernel Hilbert space (RKHS) [40].

$$H_{k_n} := \left\{ f_n(\varepsilon_n) = \sum_{i=1}^{\infty} K_n(\varepsilon_n, \varepsilon_{n,i}) a_{n,i} : a_{n,i} \in \mathbb{R} \right\}$$

that is uniquely determined by the kernel function $K_n: \mathcal{I}_n \times \mathcal{I}_n \rightarrow \mathbb{R}$. The linear policies can be implemented by evaluating a linear kernel $K_n(\varepsilon_{n,a}, \varepsilon_{n,a'}) = \left( \varepsilon_{n,a}, \varepsilon_{n,a'} \right)^T$, or a Gaussian kernel $K_n(\varepsilon_{n,a}, \varepsilon_{n,a'}) = \exp \left( -\|\varepsilon_{n,a} - \varepsilon_{n,a'}\|_2^2 / \beta \right)$ with design parameters $\beta$ and $\gamma > 0$, or by a linear combination of linear, polynomial, and gaussian kernels.

**Intercept:** The control function also needs to evaluate an intercept value $b_n \in \mathbb{R}$ in (20). Although it could be incorporated into $f_n$ by augmenting $\varepsilon_{n,i}$ with a constant entry of 1, it is usually kept separate to avoid its penalization through $\| f \|_{k_n}$.

4.2. Learning policies from scenarios

The proposed approach deals with multiple generation units with multiple inverters that communicate with each other and communicate with the operator. In general, the process of data communication between different inverters establishes $N$ inverter utility communication links and requires another $N$ utility inverter communication links to communicate with the operator. This leads to traffic both between the operator and the inverter. To overcome this, operators can use a scenario sample approach. Instead of assessing the problem over a long period of time, the operator can decide to output the settings less frequently, for example every 10 minutes. After the control function and input vector are completed, the reactive power control policy (20) should be evaluated within the input data settings. Here, the $n^{th}$ entry of $q^f_n$ for any given scenario $t$ can be replaced with the policy $q^f_n(\varepsilon_{n,i}^t) = f_n(\varepsilon_{n,i}^t) + b_n$ from (20). Thus, the algorithm evaluates the optimal function, and the intercept pair $\{ f_n, b_n \}_{n=1}^{N}$, which can be found via the functional minimization as

$$\min \sum_{t=1}^{T} \mathcal{C}(y_t, \{ f_n(\varepsilon_{n,i}^t) \}_{n=1}^{N}, b) + \mu P \left( \left\| f_n \right\|_{k_n} \right)$$

over $\{ f_n \in H_{k_n} \}_{n=1}^{N}, b$.

s.t. $\left\| f_n(\varepsilon_{n,i}^t) + b_n \right\|_{k_n} \leq \mathcal{V}_{n,t}$

$w_{n,i} \leq r_n \left( \rho_n^L - \rho_n^R \right) + x_n \left( f_n(\varepsilon_{n,i}^t) + b_n - q_n^L \right) \leq \mathcal{V}_{n,t}$

where $b := [b_1, \ldots, b_N]^T$, constraint (24) represents the apparent power constraint, and (25) represents the voltage regulation constraint. The regularizer $P \left( \left\| f_n \right\|_{k_n} \right)$ has been added in (22) to avoid overfitting of control policies to scenario data.

The usual machine learning regression settings analyze the dependencies between feature data and target data and evaluate the closest fit. In this formulation, the network variables supplied to each controller serve as characteristic data and the reactive injection serves as the set value. Ideally, the designed function should work well with functional target pairs not found during the training or adaptation process. In a direct analogy, the control concept of an inverter is presented as a general task of adapting functions based on scenario data. Once you have designed features (polynomials), you can apply them to hidden feature data. The apparent power limit (24) applies to the training data, but the guidelines obtained by (22) (25) impose an apparent power limit of $\varepsilon_{n,a'}$ for $a' \not\in \{1, \ldots, T \}$ because the policy was trained only on the
data up to scenario $T$ where the limit is active. This limitation of kernel-based learning also occurs in scenario-based and random designs [41]. To overcome this limitation the reactive power evaluated at $t'$ scenario for node $n$ can be heuristically projected within $[-\bar{\tau}_{n,t'}^v, +\bar{\tau}_{n,t'}^v]$ as
\[
\left[\bar{q}_{n,t'}^v (x'_{a,t'})\right]_{\mathbb{R}} := \max \left\{ \min \left\{ q_{n,t'}^v (x'_{a,t'}), -\bar{\tau}_{n,t'}^v \right\}, +\bar{\tau}_{n,t'}^v \right\}
\] (26)

Here, the optimal policies (functions) are evaluated individually for each inverter $n$. Therefore, the inverter policies are linked via the loss parameter $L$, since voltage deviation and power loss are affected by each feeder supplying reactive power. Similar multifunctional settings can be found in collaborative filtering or multitasking learning [42, 43]. In this study, a regularizer that can be divided into all inverters as shown in (27) [44] is adopted.
\[
P \left( \left\| f \left( x_{a,n} \right) \right\|_{\kappa_n}^{\infty} \right) = \sum_{n=1}^{N} \left\| f_n \right\|^{2} K_n
\] (27)

The well-known Representer Theorem [45] can be applied successively over $n$ in (22)–(25). This ensures that
\[
f_n (x_{a,t}) = \sum_{n=1}^{T} K_n (x_{a,t'}, x_{a,t'}) \hat{a}_{n,t'}
\] (28)

still holds for all $n$. Thus, after the optimal policies are evaluated, the coefficients $\{\hat{a}_{n,t}\}_{n,t}$, the control policies $\{f_n\}$ can be evaluated at any other point. As seen earlier, the inverter policy $f_n$ over the test data $\{x_{a,t'}\}_{t'=1}^{T}$ can be examined as
\[
\hat{f}_n = K_n \hat{a}_n, \quad \forall n
\] (29)

where $[K_n]_{i,j} = K_n (x_{a,t'}, x_{a,t})$ for $i,j \in \{1, \ldots, T\}$, and $\hat{a}_n := [\hat{a}_{n,1}, \ldots, \hat{a}_{n,T}]^T$. Moreover, the regularizer term, the RKHS norms can be expressed as
\[
\left\| f \right\|_{\kappa_n} = \hat{a}_n^T K_n \hat{a}_n, \quad \forall n
\] (30)

4.3. Optimal Policy

Voltage Drop and Power Loss Minimization: After evaluating the control policy, it is necessary to evaluate the optimal ability to minimize voltage drop and power loss in the network. Thus, the problem of minimizing the ohmic loss in (27) and the regularizer (22) can be expressed as a linear bounded quadratic program.

**Lemma 1.** If the data-fitting term in (22) is selected as
\[
C \left( y_t, \left\{ f_n \left( x_{a,t} \right) \right\}_{n=1}^{N} ; b \right) = \left\| C q_n + y_t \right\|_F^2, \quad t = 1, \ldots, T
\] (31)

and the regularizing term as
\[
P \left( \left\| f \right\|_{\kappa_n} \right) = \sum_{n=1}^{N} \left\| f_n \right\|_{\kappa_n}^{2}
\] (32)

the functional optimization in (22)–(25) can be transformed into the vector minimization
\[
\min \frac{1}{T} \left( \left\| R Q - Q^r \right\|_F^{2} + \mu \sum_{n=1}^{N} \left\| K_n a_n \right\|_2^{2} \right)
\] (33)

over $Q \in \mathbb{R}^{N \times T}, \{a_n \in \mathbb{R}^T\}_{n=1}^{N} , b \in \mathbb{R}^N$
\[
s.t. Q^{T} \left\{ K_{n} a_{n} + b_{n} 1, \ldots, K_{n} a_{n} + b_{n} 1 \right\}
\] (34)

\[
-\bar{\tau}_{n,t}^v \leq K_{n} a_{n} + b_{n} 1 \leq \bar{\tau}_{n,t}^v, \quad \forall n
\] (35)

where $Y := [y_1, \ldots, y_T]$ and the entries of the vector $\tau_{Q} := [\tau_{Q,n}, \ldots, \tau_{Q,T}]^T$ have been defined in (12).

**Proof of Lemma 1.** Based on (20), and (29), the reactive power injection of inverter $n$ for scenarios $t = 1, \ldots, T$ can be expressed by the vector $K_n a_n + b_n 1$. Then the apparent power constraint for inverter $n$ and across all scenarios can be expressed as given in (36). Considering the first summand in (33) and based on the equality in (35), the $t^\text{th}$ column of $Q$ denoted by $q^r_t$ contains the reactive injections from all inverters for scenario $t$. The squared Frobenius norm of a matrix equals the sum of the squared $l_2$-norms of its columns, which follows $\sum_{n=1}^{N} \left\| C q_n + y_t \right\|_F^2 = \left\| C Q + Y \right\|_F^2$. Moreover, the second summand in (33) follows directly from (30). □

**Power Loss Minimization under Voltage Constraints:** The network implements a model to minimize power loss, taking into account the limitations of overall power and voltage regulation. This model focuses on keeping the voltage within specified limits. Therefore, after evaluating the control policy, the optimal function for minimizing the power loss associated with the constraint as described above is estimated. This problem can also be expressed in linear bounded quadratic programming.

**Lemma 2.** If the data-fitting term in (22) is selected to minimize losses given as
\[
C \left( y_t, \left\{ f_n \left( x_{a,t} \right) \right\}_{n=1}^{N} ; b \right) = \left\| R^2 \left\{ q_n' - q_n \right\} \right\|_F^2, \quad t = 1, \ldots, T
\] (37)

and the regularizing term as
\[
P \left( \left\| f \right\|_{\kappa_n} \right) = \sum_{n=1}^{N} \left\| f_n \right\|_{\kappa_n}^{2}
\] (38)

the functional optimization in (22) can be transformed into the vector minimization
\[
\min \frac{1}{T} \left( \left\| R^2 \left( Q - Q^r \right) \right\|_F^{2} + \mu \sum_{n=1}^{N} \left\| K_n a_n \right\|_2^{2} \right)
\] (39)

over $Q \in \mathbb{R}^{N \times T}, \{a_n \in \mathbb{R}^T\}_{n=1}^{N} , b \in \mathbb{R}^N$
\[
s.t. Q^{T} \left\{ K_{n} a_{n} + b_{n} 1, \ldots, K_{n} a_{n} + b_{n} 1 \right\}
\] (40)

\[
-\bar{\tau}_{n,t}^v \leq K_{n} a_{n} + b_{n} 1 \leq \bar{\tau}_{n,t}^v, \quad \forall n
\] (41)

\[
\forall t \in \mathbb{R}^{P - P^r} + X \left( Q - Q^r \right) + v_1 1_{N \times T}
\] (42)

\[
\forall t \in \mathbb{R}^{P - P^r} + X \left( Q - Q^r \right) + v_1 1_{N \times T}
\] (43)

where real and reactive power consumption vectors are stacked as columns of the $N \times T$ matrix $P^r := \left[ p_{1}^r, \ldots, p_{T}^r \right]^T$, and $Q^r := \left[ q_{1}^r, \ldots, q_{T}^r \right]^T$, respectively. The voltage at each bus are stacked as columns of the $N \times T$ matrix $V := \left[ v_{1}, \ldots, v_{T} \right]$. Similarly, real power generation is $P_{g} := \left[ p_{1}^g, \ldots, p_{T}^g \right]^T$ and the entries of the vector $\gamma := \left[ \gamma_{1}, \ldots, \gamma_{N} \right]^T$, $\gamma_{i} := \left[ \gamma_{i,1}, \ldots, \gamma_{i,m} \right]^T$ where the limits for voltage regulation are defined in (13), the reactive power has been defined in (12).

**Proof of Lemma 2.** Based on (20) and (29), the reactive power injection of inverter $n$ for scenarios $t = 1, \ldots, T$ can be expressed by the vector $K_n a_n + b_n 1$. Then the limit of the apparent power for inverter $n$ and all scenarios can be expressed as (42). In the LDF equation of (9), the voltage limit is expressed as (43). A linear limit is added for all $N$ buses in all scenarios given in (44) to keep the voltage within certain limits. Considering the first term in (39) and based on the equation in (41), the $t^\text{th}$ column of $Q$ as $q_n^r$ contains the reactive injection from all inverters for scenario $t$. The square of the Frobenius norm of a matrix is equal to the sum of the squares of the $l_2$-norm of each column which follows $\sum_{t=1}^{T} \left\| R^2 \left( q_n - q_n^r \right) \right\|_F^2 = \left\| R^2 \left( Q - Q^r \right) \right\|_F^2$. Moreover, the second summand in (39) follows directly from (30). The total cost is normalized by $T$. □
4.4. Implementing reactive control policies

After setting up the type of policy and regularizer for the problem, the reactive power control policies follow four steps. In the first step, the scenario data \(\{x_t\}_{t=1}^{T}\) is created by the operator for all the scenarios from \(t = 1, \ldots, T\). In the second step, the operator solves (33). In the third step, each inverter \(n\) receives the optimal policy coefficients \((\hat{a}_n, \hat{b}_n)\) and training data \(\{z_{s,n}\}_{s=1}^{T}\) from the operator. For the final step, each inverter \(n\) collects the new \(z_{n,s}\) and applies its projected control policy over the next \(\tau\) mins.

\[
\left[ w_n^T (z_{s,n,T}) \right]_{s,n} = \left[ \sum_{t=1}^{T} K_n (z_{s,n,T} - z_{s,n,T}) \right] \hat{a}_n + \hat{b}_n \tag{45}
\]

Fig. 2 shows the proposed methodology divided into data collection, management rule development, and work steps. While developing control rules, operators collect input data from forecasts, feeder distortions and historical data. This data is collected and sorted as \(\{x_t\}_{t=1}^{T}\). According to (33), the operator solves the problem of minimizing a quadratic plan as a linear constraint for policy studies. In the next step, the learned parameters \((\hat{a}_n, \hat{b}_n)\) and its training data \(\{z_{s,n}\}_{s=1}^{T}\) are sent to each inverter \(n\). This step is repeated every \(\tau\) minutes depending on the needs of the power system and the availability of communication bandwidth. It is worth mentioning that if \(z_{s,n,T} \in \mathbb{R}^{d_p}\), the operator needs to send \((M_s + 1) T + 1\) data to inverter \(n\). Besides, the number of scenarios \(T\) affects the amount of data being communicated to each inverter. As \(T\) increases, the bandwidth must be large to send data quickly. To do this, the inverter applies the acquired control policy to the parameters of the second stage. This recalls that all the learned parameters \((\hat{a}_n, \hat{b}_n)\) and \(\{z_{s,n}\}_{s=1}^{T}\) are already available to each inverter \(n\), and the fourth step can be iterated as compared to \(\tau\) minutes of collecting data.

Also, for pure local control input \(z_{s,n}\), control policy can be applied without additional information. In contrast, if the control inputs are not common or local, then a real-time record of inputs \(z_{s,n}\) must be sent by the operator or origin before each inverter \(n\). Also, broadcast protocols with broadband data can reduce communication overhead when input data is shared by inverters.

5. Numerical simulation

5.1. Simulation development

The rules developed for the reactive control of inverters were tested using the recommended IEEE 123 bus test feeders [46, 47] shown in Fig. 3, converted to a single-phase network using the procedure described in [48]. The node test feeder repository can be obtained from [49]. A 12.35 kV base and a 100 kVA power base was used. Residential load (actual power consumption) and PV module production data were generated based on a Gaussian mixture model for given mean and variance. The average values of actual power generation and power consumption were averaged \(p^{\text{max}} = 2.5\ kW\), and \(p^{\text{nom}} = 10.25\ kW\), respectively. The variance \(\sigma\) was varied from \((0 \sim 20\%)\) in steps of 10\%. The reactive load (the load with reactive power) was taken at a constant lagging power factor of 0.97. Analyzes were performed for 20\%, 50\%, and 100\% PV penetration rates. Penetration rate is the ratio of solar powered buses to the total number of buses consuming energy. To compensate for reactive power, even in the presence of peak insolation, it was assumed that the inverter was made 10\% larger to give a maximum power \(p_{\text{in}} = 1.1\ p_{\text{nom}}\) for all \(n\). The numerical analysis test involved five circuits. I) single power factor option where the inverter does not provide reactive power support; ii) the fixed Watt-VAR management rules detailed in [2]; iii) optimal reactive power setting [26, 50]; iv) the kernel-based approach of (33) and (39) to the linear kernel; and v) Gaussian kernel approaches (33) and (39).

Kernel-based rules were learned using the load and generation data observed in the most recent \(T = 10\) scenarios, and the parameters \(\mu\) and \(\gamma\) were determined via 5-fold cross-validation [51]. Controller \(n\) was tested for \(T = 20\) different scenarios with only the local inputs (LI) \(z_{s,n} = [\tilde{q}_s q_{s,n} - \tilde{p}_s p_{s,n}]^T\) for each \(n\), with global inputs (GI) of power flows \(z_{s,n} = [\tilde{q}_s q_{s,n} - \tilde{p}_s p_{s,n} P_{15} P_{16} P_{17}]^T\), where lines 15, 16 and 17 were chosen as important lines dividing the grid into three separate branches at the first level. iii) A quadratic software operator partition solver was used to solve the \(\nu\) method [52]. We initially estimated the cost \(\lambda \Delta (q^{\nu}) + (1 - \lambda) L(q^{\nu})\) for \(\lambda = 1\) to minimize the voltage deviation in the problem formula in (33). The results are then evaluated to minimize power loss and regulate the bus voltage. The cost \(L(q^{\nu})\) is estimated according to the description of problem (39).

5.2. Tests for voltage drop minimization

To establish the problem, as shown in section 4.3, the voltage drop was minimized for the apparent power constraint as (33). Each \(T = 10\) test scenario was optimized by evaluating the optimal policy and tested against \(T = 20\) scenarios. Evaluated control policies were compared to 5 regimes. Circuit comparison and lack of response control are performed for Monte Carlo simulations. In this case, we extract the input vector \(z_{s,n}\) from the previously described set of Gaussian distributions and then estimate the reactive power input for each circuit. At each
start, the percentage improvement for the lack of reactive power support is estimated $(q^f = 0)$.

\[ \text{improvement in cost (i)} = \frac{1}{T} \sum_{t=1}^{T} \frac{C_{\text{local}(i)} - C_{\text{local}(i)} |_{\text{scheme}(i)}}{C_{\text{local}(i)} |_{\text{scheme}(i)}} \times 100\% \]  

where $C_{\text{local}(i)} = \left( \left\| R_p + X_q \right\|_2^2 \right)_{\text{scheme}(i)}$ is the cost of the optimization, $i \in \{2, 3, 4, 5\}$ for each scheme as listed above. It should be noted that local control can perform much worse than a circuit without reactive support [2], which only evaluates reactive power control in terms of solar cell generation and local load. Therefore, to understand this condition, the reactive power control to minimize the voltage drop $\Delta_v (q^f)$ is set to 1, and the improvement rate for the insufficient reactive power support $q^f$ is regarded as 0. These results are listed in Table 1.

Table 1. Reactive power control for voltage drop minimization.

| Network Penetration (%) | Local (%) | Optimal (%) | Linear Local Inputs (%) | Global Inputs (%) | Gaussian Local Inputs (%) | Global Inputs (%) |
|-------------------------|-----------|-------------|------------------------|------------------|--------------------------|------------------|
| 20                      | 10        | 4.47        | 99.51                  | 95.93            | 99.31                    | 95.99            |
| 20                      | 20        | 74.25       | 99.98                  | 96.7             | 99.31                    | 97.77            |
| 50                      | 20        | 88.46       | 99.99                  | 97.74            | 99.66                    | 97.95            |
| 50                      | 20        | 90.92       | 99.99                  | 92.12            | 99.5                     | 93.1             |
| 100                     | 20        | 69.65       | 99.99                  | 94.67            | 99.16                    | 94.86            |
| 100                     | 20        | 96.35       | 99.99                  | 96.12            | 99.1                     | 97.04            |

Fig. 3. IEEE 123-bus benchmark feeder [47].

The voltage drop minimization test results are shown in Fig. 4, and 5. In the Fig. 4 shows the values of the log scale $\left\| R_p + X_q \right\|_2^2$ for each scenario. In this figure, it can be seen that local control behaves similar to or worse than the no reactive control scheme, while the linear and nonlinear policies proposed in this study behave only the near optimal control method. When comparing the results in Fig. 4, and Fig. 5 it is identified that with the addition of the global input data to the policy, the proposed method works much better and approaches optimal control. Adding these global inputs can increase data transfer and cyber overhead, but the increase will be small if the number of added inputs remains small. Only three features were added to this analysis, and a significant improvement in policy effectiveness was observed. Therefore, adding multiple global inputs can significantly improve the effectiveness of kernel policies. It is worth noting that the behavior of linear and nonlinear policies is very similar. These results encouraged to evaluate the power loss minimization using voltage regulation constraints, where networks are expected to behave differently for linear and non-linear policies.


Fig. 4. Reactive power control without global inputs for each scheme at 20% penetration, and 10% variance.

Fig. 5. Reactive power control with global inputs for each scheme at 20% penetration, and 10% variance.

5.3. Tests for power loss minimization under voltage constraints

The power loss minimization results with respect to voltage and apparent power constraints (39) are described below. Voltage violations between 3% of the base voltage value, i.e., \( v = 0.97 \) p.u. and \( v = 1.03 \) p.u. are allowed in this implementation. Each of the \( T = 10 \) test scenario was optimized by evaluating the optimal policy and tested against \( T = 20 \) scenarios. The evaluated control policies were compared against the five approaches previously described. For each scenario, the average voltage drop across the feeder was estimated as

\[
\Delta v = \frac{1}{N} \sum_{i=1}^{N} \left| v_i - v^*_i \right|
\]

The average voltage drop was compared to the reactive power loss. Fig. 6 shows the average voltage drop for each scheme with respect to 100% PV penetration and power loss, and 10% deviation in real power consumption. The local rule \( \lambda = 0 \), minimizes the power loss of the voltage drop, regardless of the rule alone. However, it turns out that the voltage drop is very high, although the power loss is kept to a minimum. Therefore, local regulations cannot keep the voltage within the specified limits. Linear and nonlinear policies strictly follow the optimal control scheme. The model can violate the voltage constraints during testing because the voltage constraints are active only during the training step. As it is seen in the figure these violations are not very high on average.

From Fig. 6 it can be seen that for the global input, the average voltage-drop decreases and the model behaves closer to optimal. In this case, the non-linear policy provides better regulated voltage and lower power dissipation compared to the linear policy. From all the cases shown in Fig. 6, the non-linear policy has slightly more power dissipation, but the voltage regulation is better compared to the linear policy. A similar trend is shown in Fig. 7, which shows the average voltage drop of each circuit for power loss, solar device generation, and actual energy consumption deviation of 10% at 50% and 20% penetration of PV modules. The figure shows that the nonlinear policy works better than the linear one. Also, the average voltage of the bus has a lower voltage deviation from the rated voltage for the non-linear policy compared to the linear policy.

From the experiments and results, it is clear that local and optimal approaches solve problems locally or centrally, taking into account the linear rules of decision making on input parameters. It has also been found that using local inputs resulted in suboptimal results, whereas global inputs required complex computations. The core method developed from the distributed approach effectively evaluates reactive power control policies along with the problem of voltage regulation limiting. This makes the developed approach suitable for real-world implementation and allows you to find the right approach in terms of balance between performance and complexity. A comparative analysis of the existing flexible and developed approaches to the regulation of reactive power in distributed generation systems is presented in Table 2.

6. Conclusion

This paper developed a kernel-based reactive power control approach to achieve resource management and mitigating the impacts of varying loads and high PV penetrations in the distribution grid. In the developed approach, the policies have been designed to evaluate the control set-points for different scenarios and estimation has been done for the reactive power control in real-time using inputs and outputs individually. Besides, reactive power control policies are modeled by creatively cross-pollinating ideas from machine learning and using the powerful tool of kernel-based learning, which is practically feasible. Tests have been carried out for minimization of power losses and voltage regulation on an IEEE 123 bus system modeled as a single-phase grid. Compared to the techniques in the literature, the research results depicted are flexible and of adjustable nature. Further, this method can be extended for multistage formulations, varying controller inputs, and for evaluating the combination of kernels.
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Table 2. Comparative analysis of flexible reactive power control approaches.

| Method                          | Advantages                                           | Limitations/Drawbacks | Remarks                                                                 | Objective functions                                           |
|---------------------------------|------------------------------------------------------|-----------------------|-------------------------------------------------------------------------|--------------------------------------------------------------|
| Particle swarm optimization [14]| Less convergence time, reduced problem solution space using depth first search, and prioritized loads during load shedding. | Reactive power control is not considered with the inverters in distribution generation system. | The optimization problem is formulated considering tree Knapsack problem. The load priority removes the least load in the 1st stage. | Least average principle to estimate the voltage deviation of selected nodes |
| Ant search algorithm [24]       | Increased static stability in standalone mode operation. | Models reactive power control as a linear programming optimization problem, and works only with DC load flow. | The algorithm convergence speed is increased using DC load flow approach. | Load shedding is minimized during standalone operation. |
| Adaptive optimization approach under frequency load shedding [18] | The load shedding problem is formulated as a mixed integer linear programming problem. | Complex power flow formulations that are not ideal for radial networks | An approximation of initial group AC operational limitation is considered with the optimization model during the islanding condition. | Based on location of load curtailments. |
| Kernel-based approach [Proposed] | Inverter coordination through nonlinear control policies using anticipated scenarios for load and generation. Minimizes power losses and achieves voltage regulation. | Voltage control inputs are not considered for varying controller inputs with the developed approach. | The proposed approach achieves desirable trade-off between reactive control performance and computational requirements | Linearly-constrained quadratic program |

Fig. 7. Average voltage-drop in a feeder for varying power loss under voltage constraints for different schemes.
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| Kernel-based approach [Proposed] | Inverter coordination through nonlinear control policies using anticipated scenarios for load and generation. Minimizes power losses and achieves voltage regulation. | Voltage control inputs are not considered for varying controller inputs with the developed approach. | The proposed approach achieves desirable trade-off between reactive control performance and computational requirements | Linearly-constrained quadratic program |

Additional information

No additional information is available for this paper.

References

[1] A. Sajadi, L. Strezoski, V. Strezoski, M. Príca, K.A. Loparo, Integration of renewable energy systems and challenges for dynamics, control, and automation of electrical power systems, Wiley Interdiscip. Rev. Energy Environ. 8 (1) (2019) e321.
[2] K. Turitsyn, P. Sulc, S. Backhaus, M. Chertkov, Options for control of reactive power by distributed photovoltaic generators, Proc. IEEE 99 (6) (2011) 1063–1073.
[3] J. Schiffer, T. Seel, J. Raïsch, T. Sei, Voltage stability and reactive power sharing in inverter-based microgrids with consensus-based distributed voltage control, IEEE Trans. Control Syst. Technol. 24 (1) (2016) 96–109.
[4] H. Zhang, S. Kim, Q. Sun, J. Zhou, Distributed adaptive virtual impedance control for accurate reactive power sharing based on consensus control in microgrids, IEEE Trans. Smart Grid 8 (4) (2017) 1749–1761.
[5] A. Casavola, F. Tedesco, M. Vizzi, Command governor strategies for the online management of reactive power in smart grids with distributed generation, IEEE Trans. Autom. Sci. Eng. 14 (2) (2017) 449–460.
[6] A. Reza Malekpoor, A. Fahim, A dynamic operational scheme for residential PV smart inverters, IEEE Trans. Smart Grid 8 (5) (2017) 2258–2267.
M. Bello, D. Montenegro, B. York, J. Smith, Optimal settings for multiple groups of smart inverters on secondary systems using autonomous control, in: 2017 IEEE Rural Electr. Power Conf., 2017, pp. 89–94.

F. Ding, M. Bagga, Coordinated use of smart inverters with legacy voltage regulating devices in distribution systems with high distributed PV penetration — increase CVR energy savings, IEEE Trans. Smart Grid (2018) 1.

V.T. Dao, H. Ishii, Y. Hayashi, Optimal parameters of volt-var functions for photovoltaic smart inverters in distribution networks, IEEJ Trans. Electr. Electron. Eng. 14 (1) (2019) 75–84.

K. Yamane, D. Ohiroma, D. Iioka, V. Aoto, J. Hashimoto, T. Goda, Determination method of Volt-Var and Volt-Watt curve for smart inverters applying optimization of active/reactive power allocation for each inverter, Electr. Eng. Jpn. 209 (1–2) (2019) 10–19.

R.R. Jha, A. Dubey, C.-C. Liu, K.P. Schneider, Bi-level volt-VAR optimization to coordinate smart inverters with voltage control devices, IEEE Trans. Power Syst. 34 (3) (2019) 1801–1813.

M.H. Oboudi, R. Hoooshmand, A. Karamad, A feasible method for controlled intentional islanding in microgrids based on PSO algorithm, Swarm Evol. Comput. 35 (2017) 14–25.

V.B. Pamshetti, S.P. Singh, Optimal coordination of PV smart inverter and traditional volt-VAR control devices for energy cost savings and voltage regulation, Int. Trans. Electr. Energy Syst. 29 (7) (2019).

IEEE STD 1547-2018, in: IEEE Standard for Interconnection and Interoperability of Distributed Energy Resources with Associated Electric Power Systems Interfaces, IEEE, 2018.

J. Bank, J. Hambrick, Development of a High Resolution, Real Time, Distribution-Level Metering System and Associated Visualization, Modeling, and Data Analysis Functions Development of a High Resolution, Real Time, Distribution-Level Metering System and Associated Visualization, 2013.

A. Gholami, T. Shekari, A. Sun, An Adaptive Optimization-Based Load Shifting Scheme in Microgrids, 2018.

R.A. Jabr, Radial distribution load flow using conic programming, IEEE Trans. Power Syst. 21 (3) (2006) 1458–1459.

M. Farivar, R. Neal, C. Clarke, S. Low, Optimal inverter VAR control in distribution systems with high PV penetration, in: 2012 IEEE Power Energy Soc. Gen. Meet., 2012, pp. 1–7.

B.A. Robbins, C.N. Hadjicostis, A.D. Dominguez-Garcia, A two-stage distributed architecture for voltage control in power distribution systems, IEEE Trans. Power Syst. 28 (2) (2013) 1470–1482.

K.M. Rogers, R. Khump, H. Khurana, A.A. Aquino-Lugo, T.J. Overbye, An authenticated control framework for distributed voltage support on the smart grid, IEEE Trans. Smart Grid 1 (1) (2010) 40–47.

F. Olivier, P. Aristidou, D. Ernst, T. Van Cutsem, Active management of low-voltage networks for mitigating overvoltages due to photovoltaic units, IEEE Trans. Smart Grid 7 (2) (2016) 926–936.

Abdulmohammad M.A.T. Amel, Proper sizing and placement of distributed power generation aids the intentional islanding process, Electr. Power Syst. Res. 106 (2014) 73–85.

M. Abbes, H. Jmi, S. Chebbi, Centralized control of distributed generation sources in AC microgrids for reactive power provision, in: 2019 Int. Conf. Adv. Syst. Emergent Technol., 2019, pp. 273–278.

H. Almiki, S.M. Taghvaei, S.M. Mohammadi-Hasheminjead, Reactive power compensation in microgrids: a centralized stochastic approach, Int. Trans. Electr. Energy Syst. 28 (10) (2018) e2601.

S. Helm, E.G. Otto, I. Hauer, M. Wolter, Intelligent decentralized approach for reactive power compensation by VSC converter, in: 2018 53rd Int. Univ. Power Eng. Conf., 2018, pp. 1–6.

B. Couraud, P. Kumar, V. Robu, D. Jenkins, S. Norbu, D. Flynn, A.R. Abbavanar, Assessment of decentralized reactive power control strategies for low voltage PV inverters, in: 2019 8th Int. Conf. Power Syst., 2019, pp. 1–6.

S. Weckx, G. Gonzalez, J. Driesen, Combined central and local active and reactive power control of PV inverters, IEEE Trans. Sustain. Energy 5 (3) (2014) 776–784.

H. Alenius, R. Luhtala, T. Messo, T. Roinila, Autonomous reactive power support for smart photovoltaic inverter based on real-time grid-impedance measurements of a weak grid, Electr. Power Syst. Res. 182 (2020) 106207.

K.B. Antoniadou-Pyrtaris, I.N. Kouveliotis-Lykas, P.S. Georgilakis, N.D. Hatzigiou, Distributed and decentralized voltage control of smart distribution networks: models, methods, and future research, IEEE Trans. Smart Grid 8 (6) (2017) 2999–3008.

T. Dragicevic, D. Wu, Q. Shafiee, L. Meng, Distributed and decentralized control architectures for converter-interfaced microgrids, Chin. J. Electr. Eng. 3 (2) (2017) 41–52.

Y. Wang, Y. Xu, Y. Tang, M.H. Syed, E. Guillol-Sansano, G.M. Burt, Decentralized-distributed hybrid voltage regulation of power distribution networks based on power inverters, IET Gener. Transm. Distrib. 13 (3) (2019) 444–451.

T.B. Rasmussen, G. Ahj. Nielsen, Z. Gong, Effects of centralized and local PV plant control for voltage regulation in LV feeder based on cyber-physical simulations, J. Mod. Power Syst. Clean Energy 6 (5) (2018) 979–991.

H.S. Bjidjini, T. Van Cutsem, Combined local and centralized voltage control in active distribution networks, IEEE Trans. Power Syst. 33 (2) (2018) 1374–1384.

A.A. Aquino-Lugo, R. Khump, T.J. Overbye, A control framework for the smart grid for voltage support using agent-based technologies, IEEE Trans. Smart Grid 2 (1) (2011) 173–180.

M. Banar, F.F. Wu, Optimal sizing of capacitors placed on a radial distribution system, IEEE Trans. Power Deliv. 4 (1) (1989) 735–743.

M. Farivar, Lijun Chen, S. Low, Equilibrium and dynamics of local voltage control in distribution systems, in: 52nd IEEE Conf. Decis. Control, 2013, pp. 4329–4334.

N. Li, G. Qu, M. Dahleh, Real-time decentralized voltage control in distribution networks, in: 2014 52nd Annu. Allert. Conf. Commun. Comput. Comput., 2014, pp. 582–588.

José L. Rojo-Álvarez, M. Martínez-Ramón, J. Muñoz-Mari, G. Camps-Valls, Kernel functions and reproducing kernel Hilbert spaces, in: Digital Signal Processing with Kernel Methods, John Wiley & Sons, Ltd, Chichester, UK, 2018, pp. 165–207.

R. Rocchetta, L.G. Crespo, A scenario optimization approach to reliability-based and risk-based design: soft-constrained modulation of failure probability bounds, Reliab. Eng. Syst. Saf. 216 (2021) 107900.

J. Abernethy, P. Bach, T. Evgeniou, J.P. Vert, A new approach to collaborative filtering: operator estimation with spectral regularization, J. Mach. Learn. Res. 10 (2009) 803–826.

R.K.K. Wong, X. Zhang, Nonparametric operator-regularized covariance function estimation for functional data, Comput. Stat. Data Anal. 131 (2019) 131–144.

E. Dall’Anese, S.V. Dhople, B.B. Johnson, G.B. Giannakis, Decentralized optimal dispatch of photovoltaic inverters in residential distribution systems, IEEE Trans. Energy Convers. 29 (4) (2014) 957–967.

M. Unser, J. Fageot, H. Gupta, Representer theorems for sparsity-promoting ℓ1 regularization, IEEE Trans. Inf. Theory 62 (9) (2016) 5167–5180.

W.H. Kersting, Radial distribution test feeders, in: 2001 IEEE Power Eng. Soc. Winter Meet. Conf. Proc. (Cat. No. 01CH37194), vol. 2, August 2002, pp. 908–912.

Distribution System Analysis Subcommittee, IEEE 123 node test feeder, Power Syst. Anal. Comput. Econ. Comm. 2004 (1921) 40.

L. Gan, N. Li, U. Topcu, S. Low, On the exactness of convex relaxation for optimal power flow in tree networks, in: 2012 IEEE 51st IEEE Conf. Decis. Control, 2012, pp. 465–471.

G. Dodgegon, Distribution System Model in Simscape: 123 Node Test Feeder - File Exchange - MATLAB Central, 2021.

S. Weckx, J. Driesen, Optimal local reactive power control by PV inverters, IEEE Trans. Sustain. Energy 7 (4) (2016) 1624–1633.

T. Hastie, R. Tibshirani, J. Friedman, The Elements of Statistical Learning, 2009.

B. Stellato, G. Banjac, P. Goulart, A. Bemporad, S. Boyd. OSQP: an operator splitting solver for quadratic programs, Math. Program. Comput. (2020).