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ABSTRACT. In this paper we propose and analyze a preconditioner for a system arising from a finite element approximation of second order elliptic problems describing processes in highly heterogeneous media. Our approach uses the technique of multilevel methods (see, e.g. [16]) and the recently proposed preconditioner based on additive Schur complement approximation by J. Kraus (see, [8]). The main results are the design and a theoretical and numerical justification of an iterative method for such problems that is robust with respect to the contrast of the media, defined as the ratio between the maximum and minimum values of the coefficient (related to the permeability/conductivity).

1. INTRODUCTION

We consider the following second order elliptic boundary value problem written in mixed form for the unknown scalar functions $p(x)$ and the vector function $u$:

\begin{align*}
(1.1a) \quad u + K(x) \nabla p &= 0 \quad \text{in } \Omega, \\
(1.1b) \quad \text{div } u &= f \quad \text{in } \Omega, \\
(1.1c) \quad p &= 0 \quad \text{on } \Gamma_D, \\
(1.1d) \quad u \cdot n &= 0 \quad \text{on } \Gamma_N.
\end{align*}

Here, $K : \mathbb{R}^d \mapsto \mathbb{R}^{d \times d}$ is a function taking values in symmetric, positive definite (SPD) $d \times d$ matrices for almost all $x \in \Omega$. The given forcing term $f$ is function in $L^2(\Omega)$, $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) is a bounded polyhedral domain, and its boundary $\partial \Omega$ is split into two non-overlapping parts $\Gamma_D$ and $\Gamma_N$. In the case pure Neumann problem, i.e. $\Gamma_N = \partial \Omega$, we assume that $f$ satisfies the compatibility condition $\int_\Omega f \, dx = 0$. In such a case the solution is determined uniquely by taking $\int_\Omega p \, dx = 0$. To simplify our presentation, we shall assume that $\Gamma_D$ is an non-empty set with strictly positive measure which is also closed with respect to $\partial \Omega$, so the above problem has unique solution $p \in H^1(\Omega)$.

This equation is a model used for example in heat and mass transfer, flows in porous media, diffusion of passive chemicals, electromagnetics, and other applied areas. Here we target applications of equations (1.1a) - (1.1d) to flows in highly heterogeneous media of high contrast. This means that the coefficient $K(x)$ represents media with multiscale features, such as many inclusions where $K(x)$ has small values and long connected subdomains where $K(x)$ has large values. An important characteristic for such media is the contrast $\kappa$, defined by (2.1). In the terminology of flows in porous media the coefficient $K(x)$ is called permeability and the unknown variables $p$ and $u$ are called pressure and velocity, respectively.

Flows in porous media appear in many industrial, scientific, engineering, and environmental applications. One common characteristic of these diverse areas of applications is that porous media are intrinsically multiscale and typically display heterogeneities over a wide range of length-scales.
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The computer generated permeability coefficient $K(x)$ which exhibits such features and is used in petroleum engineering simulations as a benchmark is found in the SPE10 Project [7].

Depending on the application and its goals, solving the governing equations of flows in porous media might be sought at: (a) a coarse scale (e.g., if only the global pressure drop for a given flow rate is needed, and no other fine scale details of the solution are important), or a coarse scale enriched with some desirable fine scale details, and (b) the finest scale that resolves media heterogeneities, if computationally this is possible. The numerical solution of latter class of problems is a challenging task that has attracted a substantial attention in the scientific and engineering community.

The aim of this paper is finite element approximations of the problem (1.1a) – (1.1d) on a mesh that resolves the finest scale of the permeability. This leads to a very large system of algebraic equations and its efficient solution is the object of this paper. We give two finite element approximations, dual mixed and least-squares FEM, and develop, study and test an optimal (with respect to the contrast $\kappa$ and the mesh size $h$) preconditioner for the corresponding algebraic problem.

The system arising from the finite element approximation has symmetric matrix, which is indefinite in the case of a mixed method and positive definite in the case of a least-squares approximation. In both cases the preconditioner is a block diagonal matrix, which in combination with a minimal residual method in the case of mixed method and conjugate gradient iteration in the case of least-squares FEM, leads to an optimal preconditioner so that the number of iterations does not depend neither on the contrast nor on the mesh size.

In the least-squares methods written as a system of linear equations for the unknown $u$ and $p$, the upper left block (corresponding to the vector variable $u$) is a symmetric and positive definite matrix, corresponding to the finite element approximation of the weighted bilinear form $(K^{-1}u, v) + (\text{div}u, \text{div}v)$ with $H(\text{div})$-conforming finite elements. For the mixed method this form plays also essential role (see, e.g. [1]). It is known that the preconditioner of Arnold, Falk, and Winther, [1, 2], is optimal if $K(x)$ is a constant matrix. However, since $K(x)$ is the permeability of heterogeneous media of high contrast, the corresponding matrix is very ill-conditioned and consequently construction of an optimal preconditioner is a nontrivial task. The main result and novelty of this paper is design, theoretical justification, and experimental study of a preconditioner for the matrix corresponding to the above weighted bilinear form that will produce an optimal iterative method which converges independently of the contrast $\kappa$. Such construction is based on the method developed in [9].

The paper is organized as follows. In Section 2 the dual mixed and least-squares variational formulations of the boundary value problem (1.1a)–(1.1d) are given. Next we introduce the weighted $H(\text{div})$ bilinear form and show proper inf-sup condition using the corresponding weighted norm. We emphasize that the constant in the inf-sup condition, coercivity and the boundedness of the corresponding forms do not depend on the contrast of the media defined by (2.1). In Section 3 we introduce finite element approximations for the mixed and least-squared formulations. A key point in this part is Lemma 3.1 where we establish an inf-sup condition on a discrete level with a constant independent on the contrast. The detailed proof of the Lemma is given in the Appendix.

In Section 4, which is central to the paper, we describe the preconditioning method for the finite element systems. Starting with the definition of a block-diagonal preconditioner for the dual-mixed formulation in operator notation, see Section 4.1, a reformulation of the FE problem in matrix notation is given in Section 4.2. The key issue in designing a contrast-independent Krylov solver becomes the construction of a robust preconditioner for the weighted $H(\text{div})$-norm. This is addressed in details in Section 4.3 by, first, discussing an abstract auxiliary space two-grid method, see Section 4.3.1, and then, defining an auxiliary space multigrid (ASMG) method, see Section 4.3.2. Two variants of the algorithm are described in Section 4.3.3 differing only in the choice of the basis in which smoothing and residual updates are performed. Finally, in Section 5, we present the numerical results for three different examples of porous media in two dimensions in order to test
the robustness of the preconditioner with respect to media contrast and its optimality with respect to the mesh-size. All numerical results confirm our theoretical findings.

2. Problem formulation

2.1. Notation and preliminaries. For functions defined on $\Omega$ we shall use the standard notations for Sobolev spaces. Namely, $H^s(\Omega)$, $s \geq 0$ an integer, is the space of functions having their generalized derivatives up to order $s$ square-integrable on $\Omega$. We denote by $(\cdot, \cdot)$ the $L^2$ and $[L^2]^d$ inner products. The standard norms on $H^s$ are denoted by $\| \cdot \|_s$. When $s = 0$ we shall often use $\| \cdot \|$ without subscript. When the norm is weighted with a matrix valued function $\omega$ (2.1)
\[ \kappa = \max_{x \in \Omega} (\| K(x) \|_{\ell^2} \| K^{-1}(x) \|_{\ell^2}). \]
called the contrast of the media, is assumed that this could be many orders of magnitude. For scalar permeability $K(x)$, obviously, $\kappa = \max_{x \in \Omega} K(x)/\min_{x \in \Omega} K(x)$. The values of $\kappa$ typically are very large (up to $10^8$).

The Hilbert space $H(\text{div})$ consists of square-integrable vector-fields on $\Omega$ with square-integrable divergence. The inner product in $H(\text{div})$ is given by
\[ \Lambda(u, v) = (u, v) + (\text{div } u, \text{div } v). \]
Further we use the notation of the Sobolev spaces $H_D^1(\Omega)$ and $H_N(\text{div})$
\[ H_D^1(\Omega) = \{ \phi \in H^1(\Omega) : \phi(x) = 0 \text{ on } \Gamma_D \}. \]
In the case when $\Gamma_D = \emptyset$ we have
\[ H_D^1(\Omega) = \{ \phi \in H^1(\Omega) : \int_{\Omega} \phi = 0 \}. \]
Note that for $\phi \in H_D^1(\Omega)$ the seminorms $|\phi|_1 = \| \nabla \phi \|$ and $|\phi|_{1, \omega} = \| \omega^{1/2} \nabla \phi \|$ are in fact norms on $H_D^1(\Omega)$ and we denote these norms by $\| \phi \|_1$ and $\| \phi \|_{1, \omega}$. The space $H_N(\text{div})$ is defined as follows:
\[ H_N(\text{div}) := H_N(\text{div}; \Omega) = \{ v \in H(\text{div}; \Omega) : v(x) \cdot n = 0 \text{ on } \Gamma_N \}. \]
Together with (2.2) the weighted inner product in the space $H(\text{div})$ will play a fundamental role in our analysis
\[ \Lambda_\alpha(u, v) = (\alpha u, v) + (\text{div } u, \text{div } v), \quad \alpha(x) = K^{-1}(x). \]
We also denote
\[ \| v \|_{H_\alpha}^2 = \Lambda_\alpha(v, v) = \| v \|_{0, \alpha}^2 + \| \text{div } v \|_{\alpha}^2. \]
Note, that a weighted bilinear form of the type $\Lambda_{\alpha, \beta}(u, v) = \alpha(u, v) + \beta(\text{div } u, \text{div } v)$, with $\alpha > 0$ and $\beta > 0$ constants, was used by Arnold, Falk, and Winther in [2] to design multigrid methods for $H(\text{div})$-systems. A key moment in their study was the construction of a multigrid method that converges uniformly with respect to the parameters $\alpha$ and $\beta$. The important difference between our bilinear form $\Lambda_\alpha$ compared with $\Lambda_{\alpha, \beta}$ is that in our form $\alpha$ is a highly heterogeneous function with high contrast. This makes the proof of a proper inf-sup condition more delicate and the construction of an efficient preconditioner more complicated.

The main objective of this work is a derivation and theoretical justification of numerical methods for solving the problem (1.1a) – (1.1d) that are robust with respect to the media contrast, or in
the ideal case, do not depend on the contrast \( \kappa \). In this regard, in the following we write \( x \lesssim y \) to denote the existence of a constant \( C \) such that \( x \leq Cy \). In case \( x \lesssim y \) and \( y \lesssim x \) we write \( x \asymp y \). It is important to remember that in our analysis the constants hidden in \( \lesssim \) or \( \asymp \) are always independent of the contrast and the mesh size.

Note that for all \( \xi \in \mathbb{R}^d \), \( x \in \Omega \) and writing \( K \) for \( K(x) \) we have

\[
\|K^{-1}\|_{\ell^2}^2 (K\xi \cdot \xi) \geq (\xi \cdot \xi)\|K^{-1}\|_{\ell^2}^2 \inf_{\theta \in \mathbb{R}^d} \frac{(K\theta \cdot \theta)}{(\theta \cdot \theta)} = (\xi \cdot \xi)\|K^{-1}\|_{\ell^2}^2 \frac{1}{\|K^{-1}\|_{\ell^2}^2} = (\xi \cdot \xi).
\]

Based on this, without loss of generality we assume that the following inequality holds

\[
(\xi \cdot \xi) \leq (K(x)\xi \cdot \xi), \quad \xi \in \mathbb{R}^d.
\]

As seen from the considerations above, such an assumption is always fulfilled if we scale the coefficient and work with

\[
K(x) \leftarrow K(x) \frac{\|K^{-1}(x)\|_{\ell^2}}{\|K^{-1}\|_{L^\infty(\Omega)}}.
\]

Clearly, such rescaling does not change the value of \( \kappa \).

We note that the standard elliptic theory ensures existence and uniqueness of a unique solution \( p \in H^1_{D}(\Omega) \). However, since the coefficient matrix \( K(x) \) is piece-wise smooth and may have very large jumps, the solution \( p \) has low regularity, say \( H^{1+s}(\Omega) \), where \( s > 0 \) could depend on the contrast \( \kappa \) in a subtle (and unfavorable) way. We need to take this into account when proving the stability of the discrete methods with constants independent of \( \kappa \).

2.2. Weak formulations of the elliptic problem. Now we introduce the dual mixed and least-squares formulations of the problem (1.1a) – (1.1d).

2.2.1. Dual mixed formulation. To present the dual mixed weak form we require the following notation \( \mathbf{V} \equiv H_N(\text{div};\Omega) \) and \( W \equiv \{ q \in L^2(\Omega) \text{ and } (q,1) = 0 \text{ if } \Gamma_N = \partial\Omega \} \).

We multiply the first equation by \( K^{-1}(x) \) and a test function \( \mathbf{v} \), integrate over \( \Omega \), and perform integration by parts to get

\[
(K^{-1}(x)\mathbf{u}, \mathbf{v}) - (p, \text{div } \mathbf{v}) = 0 \tag{2.8}
\]

Next, we multiply the second equation by a test function \( q \) and integrate over \( \Omega \) to get

\[
(\text{div } \mathbf{u}, q) = (f, q). \tag{2.9}
\]

Then the weak form of the problem (1.1a) – (1.1d) is: find \( \mathbf{u} \in \mathbf{V} \) and \( p \in W \) such that

\[
\mathcal{A}^{DM}(\mathbf{u}, p; \mathbf{v}, q) = -(f, q), \quad \text{ for all } (\mathbf{v}, q) \in \mathbf{V} \times W, \tag{2.10}
\]

where the bilinear form \( \mathcal{A}^{DM}(\mathbf{u}, p; \mathbf{v}, q) : (\mathbf{V}, W) \times (\mathbf{V}, W) \to \mathbb{R} \) is defined as

\[
\mathcal{A}^{DM}(\mathbf{u}, p; \mathbf{v}, q) := (\alpha \mathbf{u}, \mathbf{v}) - (p, \text{div } \mathbf{v}) - (\text{div } \mathbf{u}, q). \tag{2.11}
\]

Remark 2.1. It is clear that we could test the equation (2.9) with \( q = \text{div } \mathbf{v} \), multiply by an arbitrary positive constant \( \beta \), and add to equation (2.8). This will result in a slightly different bilinear form

\[
\mathcal{A}_\beta^{DM}(\mathbf{u}, p; \mathbf{v}, q) := (\alpha \mathbf{u}, \mathbf{v}) + \beta (\text{div } \mathbf{u}, \text{div } \mathbf{v}) - (p, \text{div } \mathbf{v}) - (\text{div } \mathbf{u}, q).
\]

and modified right hand side of (2.10) equal to \( -(f, q) + \beta(f, \text{div } \mathbf{v}) \). This modified problem will have the same solution. However, such formulation might be beneficial in the design of a better preconditioner for the finite element system, see, e.g. [17].
2.2. Least-squares formulation. In this case we take the \( L^2 \)-norm of the second equation (1.1b) and the weighted \( L^2 \)-norm with weight \( K^{-1/2} \) of the first equations in (1.1a) to obtain a quadratic functional, e.g. [15]. Then the minimizer of this least-squares functional satisfies the following weak form: find \( u \in H_N^v(\text{div}) \) and \( p \in H_B^2(\Omega) \) such that
\[
(2.12) \quad \mathcal{A}^{LS}(u, p; v, q) = (f, \text{div } v), \quad \text{for all } (v, q) \in H_N^v(\text{div}) \times H_B^2(\Omega),
\]
where the bilinear form \( \mathcal{A}^{LS}(u, p; v, q) : (H_N^v(\text{div}), H_B^2(\Omega)) \times (H_N^v(\text{div}), H_B^2(\Omega)) \to \mathbb{R} \) is defined as
\[
(2.13) \quad \mathcal{A}^{LS}(u, p; v, q) := (\alpha u, v) + (\text{div } u, \text{div } v) + (p, \text{div } v) + (\text{div } u, q) + (K \nabla p, \nabla q).
\]
Clearly, the bilinear form \( \mathcal{A}^{LS}(u, p; v, q) \) is symmetric and coercive, see, e.g. [15]. We would like to establish the coercivity with a constant independent of the contrast \( \kappa \) and later we provide a proof of this.

2.3. Stability of the weak formulations. Now we study the stability of the discrete problems (2.10) and (2.12). We shall use the Poincaré inequality
\[
(2.14) \quad \text{there is } C_P > 0 \text{ such that for all } q \in H^2_D(\Omega) \quad ||q||^2 \leq C_P ||\nabla q||^2.
\]
The constant \( C_P \) depends only on the geometry of the domain \( \Omega \) and the splitting of \( \partial \Omega \) into \( \Gamma_D \) and \( \Gamma_N \). Moreover, due to (2.7) on the coefficient \( K(x) \) we also have the inequality
\[
||q||^2 \leq C_P ||\nabla q||^2 \leq C_P ||\nabla q||_{0,K}^2.
\]

2.3.1. Stability of the mixed formulation. First, we consider the mixed form. For this we need continuity and inf-sup condition (see, e.g. [5]) for the bilinear form \( \mathcal{A}^{DM}(u, p; v, q) \) on the spaces \( V \) and \( L^2(\Omega) \) equipped with the weighted norm \( (\Lambda_\alpha(v, v))^\frac{1}{2} \) and the standard \( L^2 \)-norm \( ||p|| \), respectively.

**Lemma 2.1.** Let \( W = L^2(\Omega), V = H_N^v(\text{div}), \) and \( ||v||_{\Lambda_\alpha} := (\Lambda_\alpha(v, v))^\frac{1}{2} \). Then the following inequalities hold
\[
(1) \quad \text{For all } u, v \in V \text{ and for all } p, q \in W
\]
\[
(2.15) \quad \mathcal{A}^{DM}(u, p; v, q) \leq (||u||_{\Lambda_\alpha}^2 + ||p||^2)^\frac{1}{2} (||v||_{\Lambda_\alpha}^2 + ||q||^2)^\frac{1}{2};
\]
\[
(2) \quad \text{There is a constant } \alpha_0 > 0 \text{ independent of } \alpha \text{ such that}
\]
\[
(2.16) \quad \sup_{v \in V, q \in L^2} \frac{\mathcal{A}^{DM}(u, p; v, q)}{||v||_{\Lambda_\alpha}^2 + ||q||^2} \geq \alpha_0 (||u||_{\Lambda_\alpha}^2 + ||p||^2)^\frac{1}{2}
\]
**Proof.** The first inequality follows immediately by applying Schwarz inequality to all three terms and having in mind that \( \alpha \) is a positive function. Proving the inf-sup condition (2.16) is equivalent to proving the following inequality (see, [6]):
\[
(2.17) \quad \inf_{q \in W} \sup_{v \in V} \frac{(\nabla \cdot v, q)}{||v||_{\Lambda_\alpha} ||q||} \geq \gamma > 0, \quad \text{for all } v \in V, \quad \text{for all } q \in W.
\]
As is well known, if \( \gamma \) is independent of the contrast \( \kappa \), then so is \( \alpha_0 \) and for more details on the relation between the constants \( \gamma \) and \( \alpha_0 \) we refer to [19]. It is clear then that proving a contrast independent estimate for \( \gamma \), which we show next, automatically leads to a contrast independent \( \alpha_0 \).

Inf-sup condition (2.17) for Raviart-Thomas finite element spaces and standard \( H_N^v(\text{div}) \)-norm is a well known fact. However, we have slight modification the \( H_N^v(\text{div}) \)-norm and we would like to show that the constant \( \gamma \) does not depend on the contrast \( \kappa \). For this reason we provide a proof.

We first prove that for all \( q \in W \) there exists \( w \in V \) such that
\[
(2.18) \quad ||w||_{\Lambda_\alpha}^2 \leq C_P ||q||^2.
\]
For this let \( \varphi \in H^2_D(\Omega) \) be the solution to the variational problem
\[
(2.19) \quad (K(x) \nabla \varphi, \nabla \chi) = (q, \chi), \quad \text{for all } \chi \in H^2_D(\Omega).
\]
We then set $w = K \nabla \varphi$. By construction $w \in V$ with $\text{div } w = -q$ which holds in $L^2(\Omega)$. Since $\alpha K = I_{d \times d}$ for almost all $x \in \Omega$, then

$$
\|w\|_{0,\alpha}^2 = (\alpha K \nabla \varphi, w) = (\nabla \varphi, w) = -(\varphi, \text{div } w) = (\varphi, q)
$$

$$
\leq \|\varphi\|_p \|q\| \leq \sqrt{C_P} (\nabla \varphi, \nabla \varphi)^{\frac{1}{2}} \|q\| \leq \sqrt{C_P} \|\nabla \varphi\|_0,\alpha \|q\| = \sqrt{C_P} \|w\|_{0,\alpha} \|q\|.
$$

Here, we used the Poincaré inequality (2.14) and the fact that from (2.7) we have $(K(x)\xi,\xi) \geq (\xi,\xi)$ for $\xi \in \mathbb{R}^d$ and $x \in \Omega$.

Next, for any $q \in L^2(\Omega)$ we have

$$
\sup_{v \in V} \frac{(q, \text{div } v)}{\|v\|_{\Lambda,\alpha}} \geq \frac{(q, \text{div } w)}{\|w\|_{\Lambda,\alpha}} = \frac{\|q\|^2}{(\|w\|_{0,\alpha}^2 + \|\text{div } w\|_2^2)^{\frac{1}{2}}} = \frac{\|q\|^2}{(\|w\|_{0,\alpha}^2 + \|q\|_1^2)^{\frac{1}{2}}} \geq \frac{\|q\|^2}{\sqrt{C_P} + 1}.
$$

This completes the proof. \hfill \Box

2.3.2. Stability of the least-squares formulation. For this we require continuity and coercivity of the bilinear form $A^{LS}(u,p;v,q)$ on the space $H_N(\text{div}) \times H^1_0(\Omega) \equiv V \times W$. The space $H_N(\text{div})$ is equipped with the weighted norm $(\Lambda_{\alpha}(v,v))^{\frac{1}{2}}$ and the space $H^1_0(\Omega)$ is equipped with the norm $\|q\|_{1,K} = \|K^{1/2} \nabla q\|_K$.

**Lemma 2.2.** Let $W = H^1_0(\Omega)$ and $V = H_N(\text{div})$. Then the following inequalities hold:

1. For all $u, v \in V$ and for all $p, q \in W$

   $$(2.20) A^{LS}(u,p;v,q) \leq 2(\|u\|_{\Lambda,\alpha}^2 + \|p\|_1^2)^{\frac{1}{2}}(\|v\|_{\Lambda,\alpha}^2 + \|q\|_{1,K}^2)^{\frac{1}{2}};
$$

2. For all $v \in V$ and $q \in W$ then

   $$(2.21) A^{LS}(v,q;v,q) \geq \frac{1}{3}(\|v\|_{\Lambda,\alpha}^2 + \|q\|_{1,K}^2).
$$

**Proof.** The bound (2.20) follows easily by first transforming the terms $(\text{div } u, q)$ and $(\text{div } v, p)$ using integration by parts to $-(\nabla q, u)$ and $-(\nabla p, v)$ and then using Schwarz inequality.

For the bound (2.21) we first note that

$$(2.22) A^{LS}(v,q;v,q) = \|\text{div } v\|^2 + (\alpha v - \nabla q, v - K \nabla q) \geq \|\text{div } v\|^2.
$$

Next, we proceed as follows: using the Schwarz inequality, the Poincaré inequality, $\alpha K = I_{d \times d}$, and also $2ab \leq \frac{1}{\epsilon}a^2 + b^2$ for all $\epsilon > 0$, $a, b \in \mathbb{R}$ gives

$$
A^{LS}(v,q;v,q) \geq (1 - \frac{1}{\epsilon})\|\text{div } v\|^2 + \|v\|_{0,\alpha}^2 + \|q\|_{1,K} - \epsilon \|q\|^2
$$

$$
\geq (1 - \frac{1}{\epsilon})\|\text{div } v\|^2 + \|v\|_{0,\alpha}^2 + (1 - \epsilon C_P)\|\nabla q\|_{0,K}, \quad \epsilon > 0.
$$

Choosing $\epsilon = \frac{1}{2C_P}$ we get

$$
A^{LS}(v,q;v,q) \geq (1 - 2C_P)\|\text{div } v\|^2 + \|v\|_{0,\alpha}^2 + \frac{1}{2}\|\nabla q\|_{0,K}^2.
$$

Now multiplying inequality (2.22) by a constant $\beta > 0$ and adding to this inequality we have

$$(1 + \beta)A^{LS}(v,q;v,q) \geq (1 - 2C_P + \beta)\|\text{div } v\|^2 + \|v\|_{0,\alpha}^2 + \frac{1}{2}\|\nabla q\|_{0,K}^2.
$$
If \( C_p \leq \frac{1}{2} \), then we choose \( \beta = \frac{1}{2} \) and obtain (2.21). If \( C_p \geq \frac{1}{2} \), then choosing \( \beta > 0 \), such that \( 1 - 2C_p + \beta = \frac{1}{2} \), we derive the lower bound for \( A^{LS}(v,q;v,q) \) with \( (4C_p - 1)/(4C_p + 1) \), which obviously is greater or equal to \( \frac{1}{4} \). Thus we have the desired bound (2.21). □

**Remark 2.2.** We stress that, under the assumption (2.7) and the choice of the norms in the spaces \( V \) and \( W \), the coercivity constant of the bilinear form in the least-squares formulation does not depend on the contrast \( \kappa \).

### 3. FEM approximations

#### 3.1. Finite element partitioning and spaces

We assume that the domain \( \Omega \) is connected and is triangulated with \( d \) dimensional simplices. The triangulation is denoted by \( \mathcal{T}_h \) and we assume that the simplices forming \( \mathcal{T}_h \) are shape regular (the ratio between the diameter of a simplex and the inscribed ball is bounded above). Now we consider the finite element approximation of the problem (1.1a) – (1.1d) using the finite dimensional spaces \( V_h \subset V \) and \( W_h \subset W \) of piece-wise polynomial functions.

It is well known that for the vector variable \( u \) we can use \( H(\text{div}) \)-conforming or Raviart-Thomas space \( RT_k \) or Brezzi-Douglas-Marini \( BDM_{k+1} \) finite elements. However, since we have a problem with low regularity it is natural to use the lowest order finite element spaces. For the vector variable \( u \) we use the standard Raviart-Thomas RT0 for simplices and cubes. In the case of simplices we can apply also Brezzi-Douglas-Marini BDM1 finite elements.

For the two formulations, least-squares and mixed, we use \( W \)-conforming finite elements spaces for pressure \( p \). Note that for the least-squares formulation \( W = H^1_0(\Omega) \) while for the mixed formulation \( W = L^2(\Omega) \). For both cases we show that the corresponding finite element methods are stable uniformly with respect to the contrast \( \kappa \).

#### 3.2. Mixed FEM and its stability

Thus, we take

\[
V_h = \{ v \in V : v|_T \in RT_0 \text{ for } T \in \mathcal{T}_h \}
\]

and

\[
W_h = \{ q \in L^2(\Omega) : q|_T \in P_0, \text{ i.e. } q \text{ is a piece-wise constant function on } \mathcal{T}_h \}.
\]

The mixed finite element approximation of the problem (1.1a) – (1.1d) is: find \( u_h \in V_h \) and \( p_h \in W_h \) such that

\[
A^{DM}(u_h, p_h; v, q) = (f, q), \quad \text{for all } (v, q) \in V_h \times W_h,
\]

where the bilinear form \( A^{DM}(u_h, p_h; v, q) \) is defined by (2.11). Our goal is to prove the discrete variant of the inf-sup condition.

**Lemma 3.1.** Let \( V_h \) be the space defined by (3.1) and \( W_h \) be the space defined by (3.2). Then independently of the contrast \( \kappa \) and the step-size \( h \) the following inequality holds true:

\[
\inf_{q_h \in W_h} \sup_{v_h \in V_h} \frac{\text{div} v_h, q_h}{\|v_h\|_{\Lambda_0} \|q_h\|} \geq \gamma > 0.
\]

**Proof.** This is stated and proved as Theorem A.2 in the Appendix. □

As a consequence of Lemma 3.1 and (2.15) we have

**Theorem 3.1.** The following bounds are valid for all \( u \in V_h \) and \( p \in W_h \):

\[
(3.5) \quad \alpha_0(\|u\|_{\Lambda_0}^2 + \|p\|^2)^{\frac{1}{2}} \leq \sup_{v \in V_h, q \in W_h} \frac{A^{DM}(u, p; v, q)}{(\|v\|_{\Lambda_0}^2 + \|q\|^2)^{\frac{1}{2}}} \leq (\|u\|_{\Lambda_0}^2 + \|p\|^2)^{\frac{1}{2}}.
\]

The constant \( \alpha_0 \) may depend on the shape regularity of the mesh, but is independent of the contrast \( \kappa \) and the mesh-size \( h \).
3.3. Least-squares FEM and its stability. For the least-squares formulation the space $W_h$ for
the pressure $p$ consists of standard conforming Lagrangian finite elements involving linear polynomials $P_1$ (on triangles) and bilinear polynomials $Q_1$ (on rectangles).

Since in this case we have conforming spaces, then the results of Lemma 2.2 are valid so that
finite element method is stable. Thus we have

**Theorem 3.2.** The bilinear form $A^L_S(u, p; v, q)$ is coercive and bounded on $V_h \times W_h$ so that
the following bounds are valid for all $v \in V_h$ and $q \in W_h$:

\[
\frac{1}{3}(\|v\|_{L_2}^2 + \|q\|_{L_2}^2) \leq A^L_S(v, q; v, q)
\]

and

\[
A^L_S(u, p; v, q) \leq 2(\|u\|_{L_2}^2 + \|p\|_{L_2}^2)^{\frac{1}{2}}(\|v\|_{L_2}^2 + \|q\|_{L_2}^2)^{\frac{1}{2}}.
\]

We note that the coercivity and the stability of the least-squares FEM immediately show that we have an efficient preconditioner for this problem as long as we know how to solve an weighted $H(\text{div})$ problem and also a scalar elliptic problem. Moreover, since the stiffness matrix resulting from the least-squares FEM is an SPD matrix, such a preconditioner can be used in the conjugate gradient algorithm to obtain an efficient and optimal solution method.

4. Preconditioning

4.1. Block-diagonal preconditioner for the system of the finite element method. Now we consider the problem (2.10) and for definiteness we restrict ourselves to the lowest order Raviart-Thomas mixed finite elements on a rectangular grid. The goal of this section is to develop and justify a preconditioner for the algebraic problem resulting from the Galerkin method (2.10) that is independent of the contrast of the media.

Then (2.10) can be written as an operator equation in $X_h = V_h \times W_h$. Namely, for $x_h = (u_h, p_h)$ we have

\[
A_h x_h = f_h, \quad \text{for} \quad f_h = (0, f_h) \in X_h,
\]

where for all $y_h = (v_h, q_h) \in X_h$

\[
(A_h x_h, y_h) = A^D_M(u_h, p_h; v_h, q_h) \quad \text{or} \quad (A_h x_h, y_h) = A^L_S(u_h, p_h; v_h, q_h).
\]

Obviously, the operator $A_h : X_h \to X^*_h$ is self-adjoint on $X_h = V_h \times W_h$ and indefinite in the case
dual mixed formulation and positive definite in the case of least-squares approximation.

As it has been shown in [5], the operator norms corresponding to the mixed finite element
discretization (2.10)

\[
\|A_h\|_{L(X_h, X^*_h)} \quad \text{and} \quad \|A_h^{-1}\|_{L(X^*_h, X_h)} \quad \text{are uniformly bounded.}
\]

The same is valid for the operator norms corresponding to the least squares formulation.

Now our goal is to construct a positive definite self-adjoint operator $B_h : X_h \to X^*_h$ such that all
eigenvalues of $B_h^{-1}A_h$ are bounded uniformly independent of $h$ and, what is even more important, independent of the contrast $\kappa$. From (4.2) it follows that

\[
\|B_h\|_{L(X_h, X^*_h)} \quad \text{and} \quad \|B_h^{-1}\|_{L(X^*_h, X_h)} \quad \text{being uniformly bounded in} \quad h \quad \text{and} \quad \kappa
\]

is sufficient for $B_h$ to be a uniform and robust preconditioner for the minimum residual (MinRes) iteration for the mixed method and conjugate gradient (CG) for the least-squares method.

Let the block-diagonal preconditioner $B_h$ be defined as

\[
B_h := \begin{bmatrix}
A_h & 0 \\
0 & D_h
\end{bmatrix}
\]
Remark 4.1. As easily seen, preconditioning is an equivalence relation, any of its uniform (with respect to the contrast uniform condition number estimates for $B_h$ relation (4.1) we rewrite the operator equation (4.1) in a matrix form. For doing this, instead of functions $x_h = (u_h, p_h) \in V_h \times W_h$ we use the vectors consisting of the degrees of freedom determining $x_h$ through the nodal basis functions, namely,

$$x = \begin{bmatrix} u \\ p \end{bmatrix}, \quad \text{where} \quad u \in \mathbb{R}^{|E_h|}, \quad p \in \mathbb{R}^{|T_h|}, \quad \text{are vector columns}$$

and $|E_h|$ is the number of edges in $E_h$, excluding those on $\Gamma_N$, and $|T_h|$ is the number of rectangles of the partition $T_h$. Then $A$, $B_{\text{div}}$, $A$, $R$, denote matrices being either square or rectangular. As a result of this convention the equation (4.1) can be written in a matrix form for mixed and least-squares approximations, correspondingly,

$$
\begin{bmatrix}
M_h & -B_{\text{div}}^T \\
-B_{\text{div}} & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix} =
\begin{bmatrix}
0 \\
f
\end{bmatrix},
$$

where $v^T M_h u = (\alpha u_h, v_h)$, $v^T B_{\text{div}}^T p = (p_h, \text{div} v_h)$, $q^T B_{\text{div}} u = (\text{div} u_h, q_h)$, $v^T A u = \Lambda_0 (u_h, v_h)$, and $q^T D p = (K \nabla p_h, \nabla q_h)$. Our aim now is to derive and study a preconditioner for the algebraic system (4.5), which due to the above considerations reduces to efficient preconditioning of the system

$$Au = b, \quad u, b \in \mathbb{R}^N, \quad N := |E_h|.$$

4.3. Robust preconditioning of the weighted $H(\text{div})$-norm. The preconditioning technique described in this section is based on additive Schur complement approximation (ASCA), see, [8]. For the sake of self-containment, first we will recall the auxiliary space two-grid and multigrid methods that have recently been introduced in [9]. Then we formulate two variants of the algorithm resulting from ASCA that are subject to numerical testing in Section 5.
4.3.1. **Auxiliary space two-grid preconditioner.** The first step in the construction of the preconditioner involves a covering $\Omega$ by $n$ overlapping subdomains $\Omega_i$, i.e.,

$$\Omega = \bigcup_{i=1}^{n} \Omega_i.$$  

This overlapping covering of $\Omega$ is to some extent arbitrary with generous overlap. For practical purposes however, we consider the situation shown on Figure 1. In this particular case any finite element in the partition $\mathcal{T}_h$ will belong to no more than four subdomains. We associate subdomain matrices $A_i$, $i = 1, \ldots, n$ with the subdomains $\Omega_i$ and assume that they have the following assembling property

$$A = \sum_{i=1}^{n} R_i^T A_i R_i,$$

where $R_i$ is a rectangular matrix that extends by zero the vector associated with the degrees of freedom of $u_h$ in $\Omega_i$ to a vector representing the degrees of freedom in the whole domain $\Omega$. Assume further that the set $\mathcal{D}$ of degrees of freedom (DOF) of $u_h$ is partitioned into a set $\mathcal{D}_f$, fine DOF, and a set $\mathcal{D}_c$, coarse DOF, so that

$$(4.7) \quad \mathcal{D} = \mathcal{D}_f \oplus \mathcal{D}_c,$$

where $N_1 := |\mathcal{D}_f|$ and $N_2 := |\mathcal{D}_c|$ denote the cardinalities of $\mathcal{D}_f$ and $\mathcal{D}_c$, respectively, with $N_1 + N_2 = N := |\mathcal{E}_h|$. Recall that $|\mathcal{E}_h|$ is the number of edges in the partitioning $\mathcal{T}_h$ with the edges on $\Gamma_N$ excluded. Such splitting is not obvious for the mixed finite element method and will be explained in detail later. The splitting (4.7) induces a representation of the matrices $A$ and $A_i$ into two-by-two block form, i.e.,

$$(4.8) \quad A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad A_i = \begin{bmatrix} A_{i:11} & A_{i:12} \\ A_{i:21} & A_{i:22} \end{bmatrix}, \quad i = 1, \ldots, n.$$  

We now introduce the following auxiliary domain decomposition matrix

$$(4.9) \quad \tilde{A} = \begin{bmatrix} A_{1:11} & \cdots & A_{1:12}R_{1:2} \\ \vdots & \ddots & \vdots \\ A_{n:11} & \cdots & A_{n:12}R_{n:2} \\ R_{1:2}^T A_{1:21} & \cdots & R_{n:2}^T A_{n:21} & \sum_{i=1}^{n} R_{i:2}^T A_{i:22} R_{i:2} \end{bmatrix},$$

Setting $\tilde{A}_{11} = \text{diag}\{A_{1:11}, \ldots, A_{n:11}\}$, $\tilde{A}_{22} = \sum_{i=1}^{n} R_{i:2}^T A_{i:22} R_{i:2}$ we have

$$(4.10) \quad \tilde{A} = \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{bmatrix}.$$  

Note that if $A$ is an SPD matrix then $\tilde{A}$ is a symmetric and positive semi-definite matrix. Moreover, $A \in \mathbb{R}^{N \times N}$ and $\tilde{A} \in \mathbb{R}^{\tilde{N} \times \tilde{N}}$ are related via

$$(4.11) \quad A = R \tilde{A} R^T,$$

where

$$(4.12) \quad R = \begin{bmatrix} R_1 & 0 \\ 0 & I_2 \end{bmatrix}, \quad R_1^T = \begin{bmatrix} R_{1:1} \\ R_{2:1} \\ \vdots \\ R_{n:1} \end{bmatrix}.$$
Definition 4.1 (cf. [8]). The additive Schur complement approximation (ASCA) of the exact Schur
complement \( S = A_{22} - A_{21}A_{11}^{-1}A_{12} \) is denoted by \( Q \) and defined as the Schur complement of \( A \), i.e.,
\[
Q := \tilde{A}_{22} - \tilde{A}_{21}\tilde{A}_{11}^{-1}\tilde{A}_{12} = \sum_{i=1}^{n} R_{i:2}^T(A_{i:22} - A_{i:21}A_{i:11}^{-1}A_{i:12})R_{i:2}.
\]

Remark 4.2. Note that \( \tilde{A}_{22} = A_{22} \). Thus \( \tilde{N}_2 = N_2 \) and \( \tilde{N}_1 \geq N_1 \).

Next, let \( V = \mathbb{R}^N \) and \( \tilde{V} = \mathbb{R}^{\tilde{N}} \) and define the surjective mapping \( \Pi_D : \tilde{V} \to V \) by
\[
(4.13) \quad \Pi_D = (R\tilde{D}R^T)^{-1}R\tilde{D},
\]
where \( \tilde{D} \) is a block-diagonal matrix, e.g.,
\[
(4.14) \quad \tilde{D} = \begin{bmatrix} \tilde{D}_{11} & 0 \\ 0 & I \end{bmatrix}
\]
where \( \tilde{D}_{11} = \tilde{A}_{11} \) or \( \tilde{D}_{11} = \text{diag}(\tilde{A}_{11}) \).

Then let us consider the following fictitious-space two-grid preconditioner \( C \) for \( A \), which is
implicitly defined via its inverse
\[
(4.15) \quad C^{-1} = \Pi_D^T\tilde{A}^{-1}\Pi_D^T.
\]

The method of fictitious space preconditioning has first been proposed in [12, 13, 14], and refined
in [18] by adding an additional smoother. The basis of the auxiliary space multigrid algorithm, is
the following auxiliary space two-grid preconditioner \( B \), which is implicitly defined via its inverse
\[
(4.16) \quad B^{-1} := \overline{M}^{-1} + (I - M^{-T}A)C^{-1}(I - AM^{-1})
\]
where \( C \) is defined according to (4.15), the operator \( M \) denotes an \( A \)-norm convergent smoother,
\( i.e.\), \( \|I - M^{-1}A\|_A < 1 \), and \( \overline{M} = M(M + M^T - A)^{-1}M^T \) is the corresponding
symmetrized smoother. Examples of such smoothers include the Gauss-Seidel smoother and the
damped Jacobi smoother and are well known.

Below in Theorem 4.1 we present an estimate for the condition number under the following
assumptions:

(i) the smoother \( M \) satisfies for all \( v \in V = \mathbb{R}^N \):
\[
(4.17) \quad \underline{c}\langle v, v \rangle \leq \rho_A(\overline{M}^{-1}v, v) \leq \bar{c}\langle v, v \rangle,
\]
and
\[
(4.18) \quad \|M^{-T}Av\|^2 \leq \frac{\eta}{\rho_A}\|v\|^2_A,
\]
where \( \rho_A = \lambda_{\text{max}}(A) \) denotes the spectral radius of \( A \) and \( \eta \) is a non-negative constant;

(ii) the operator \( \Pi \) defined by
\[
(4.19) \quad \Pi := (I - M^{-T}A)\Pi_D = (I - M^{-T}A)(R\tilde{D}R^T)^{-1}R\tilde{D}
\]
satisfies the estimate
\[
(4.20) \quad \|\Pi \tilde{v}\|^2_A \leq c_{\Pi}\|\tilde{v}\|^2_{\tilde{A}}, \quad \text{for all} \quad \tilde{v} \in \tilde{V} = \mathbb{R}^{\tilde{N}}.
\]
Note that due to \( \|\Pi^*\Pi\| = \|\Pi^*\Pi\| \), the bound (4.20) is equivalent to \( \|\Pi^*\tilde{v}\|^2_{\tilde{A}} \leq c_{\Pi}\|\tilde{v}\|^2_{\tilde{A}} \) for all
(\( \tilde{v} \in V \), where \( \Pi^* = \tilde{A}^{-1}\Pi^TA \) denotes the operator satisfying the identity
\( \langle \Pi \tilde{u}, \tilde{v} \rangle_A = \langle \tilde{u}, \Pi^*\tilde{v} \rangle_{\tilde{A}} \) for all \( \tilde{u} \in \tilde{V}, \tilde{v} \in V \).
Remark 4.3. While the results stated here provide uniform bounds on the condition numbers of the preconditioned systems, it is also straightforward to state similar results for a convergent iterative method. Indeed, if, for a large enough scaling parameter $\tau$, we set $C^{-1} = \tau \Pi \hat{A}^{-1} \Pi^T$, then it holds that the related stationary iterative method is $A$-norm convergent, namely, $\|I - C^{-1} A\|_A < 1$. To keep the presentation focused on preconditioning, however, we only consider $\tau = 1$.

We are now ready to state the theorem (see [9]) which gives the condition number estimate.

**Theorem 4.1 (Condition number estimate [9])**. Under the assumptions (4.17)–(4.20) the two-grid preconditioner $B$ defined in (4.16) and (4.15) satisfies

$$\frac{c}{\xi + \eta} \leq \lambda_{\min}(B^{-1} A) \leq \lambda(B^{-1} A) \leq \lambda_{\max}(B^{-1} A) \leq \bar{c} + c_{\Pi},$$

that is, $\kappa(B^{-1} A) \leq (\bar{c} + c_{\Pi})(\xi + \eta)/\xi$.

Next, we note that if no smoothing is applied, i.e. $B = C$, then the condition number estimate provided in Theorem 4.1 also holds and we have the following result.

**Corollary 4.1.** If $B = C$ and under the assumptions of Theorem 4.1 we have the estimate

$$\kappa(B^{-1} A) \leq c_{\Pi} = \| \pi_D \|_A^2, \text{ where } \pi_D := R^T \Pi \hat{D}.$$

4.3.2. Auxiliary space multigrid method. Let $k = 0, 1, \ldots, \ell - 1$ be the index of mesh refinement where $k = 0$ corresponds to the finest mesh, i.e., $A^{(0)} := A_0 = A$ denotes the fine-grid matrix. Consider the sequence of auxiliary space stiffness matrices $\hat{A}^{(k)}$, in the two-by-two block factorized form

$$\hat{(A^{(k)})}^{-1} = \hat{(L^{(k)})}^T \hat{D}^{(k)} \hat{L}^{(k)},$$

where

$$\hat{L}^{(k)} = \begin{bmatrix} I & 0 \\ -\hat{A}_2^{(k)} (\hat{A}_1^{(k)})^{-1} & I \end{bmatrix}, \quad \hat{D}^{(k)} = \begin{bmatrix} (\hat{A}_1^{(k)})^{-1} & 0 \\ 0 & Q^{(k)-1} \end{bmatrix}$$

and the additive Schur complement approximation $Q^{(k)}$ defines the next coarser level matrix, i.e.

$$A^{(k+1)} := Q^{(k)}.$$

The algebraic multilevel iteration (AMLI)-cycle auxiliary space multigrid (ASMG) preconditioner $B^{(k)}$ approximating $A^{(k)}$ is defined on all levels $k < \ell$ via the following relations (see [9])

$$B^{(k)-1} := \hat{M}^{(k)-1} + (I - M^{(k)-T} A^{(k)} \Pi^{(k)} (\hat{L}^{(k)})^T \hat{D}^{(k)} \hat{L}^{(k)} \Pi^{(k)} T (I - A^{(k)} M^{(k)-1})^{-1},$$

where

$$\hat{D}^{(k)} := \begin{bmatrix} (\hat{A}_1^{(k)})^{-1} \\ B^{(k+1)}_{v} \end{bmatrix},$$

and $B^{(k+1)}_{v}$ is an approximation of the inverse of the coarse-level matrix, i.e., $B^{(k+1)}_{v} \approx A^{(k+1)-1}$.

$$B^{(k)}_{v} := A^{(\ell)-1}.$$

In the linear AMLI-cycle $B^{(k+1)}_{v}$ is a polynomial approximation of $A^{(k+1)-1}$, i.e.

$$B^{(k+1)}_{v} := (I - p^{(k)}(B^{(k+1)-1} A^{(k+1)})) A^{(k+1)-1} =: q^{(k)}(B^{(k+1)-1} A^{(k+1)}) B^{(k+1)-1}$$
that requires the action of $B^{(k+1)^{-1}}$. The classical choice of $p^{(k)}(t)$ is a scaled and shifted Chebyshev polynomial of degree $\nu_k = \nu$

\[ p^{(k)}(0) = 1, \quad q^{(k)}(t) := \frac{1 - p^{(k)}(t)}{t} \approx \frac{1}{t}. \]

Other polynomial approximations are possible, e.g., choosing $q^{(k)}(t)$ to be the best approximation to $1/t$ in uniform norm, see [11].

In case of the nonlinear AMLI-cycle ASMG method

\[ B^{(k+1)}_{\nu} = B^{(k+1)}_{\nu}[, \] 

is a nonlinear mapping whose action on a vector $d$ is realized by $\nu$ iterations of a preconditioned Krylov subspace method. In the following the generalized conjugate gradient method will serve this purpose and hence we denote $B^{(k+1)}_{\nu}[:] = B^{(k+1)}_{\text{GCG},\nu}[:].$

An important step in the construction is that performing $B^{(k+1)}_{\nu}[:]$ one applies (4.26) also for preconditioning at level $(k+1)$. Hence, (4.26) becomes a nonlinear operator, too–we will therefore write

\[ B^{(k)}^{-1} = B^{(k)}^{-1}[:], \] \text{ for all } k < \ell.

4.3.3. Nonlinear ASMG algorithms. In the remainder of this section we will present two variants of nonlinear ASMG algorithms for preconditioning the SPD matrices arising from discretization of the weighted bilinear form (2.6) and comment on some details of their implementation in the specific situation of using lowest-order Raviart-Thomas elements on rectangles.

On Figure 1 we give an illustration of the covering of $\Omega$ by overlapping subdomains, these are 9 staggered subdomains each of size 1/2 of the original domain $\Omega$.

---

**Figure 1.** Covering of the domain by nine overlapping subdomains

Next, let us comment on the partitioning (4.7) of the set $\mathcal{D}$ of DOF. We illustrate it in case of two grids coarse, $\mathcal{T}_H$, and fine, $\mathcal{T}_h$, where $H = 2h$. Then the corresponding sets of the edges are $\mathcal{E}_H$ and $\mathcal{E}_h$. The following relations are obvious: $4|\mathcal{T}_H| = |\mathcal{T}_h|$ and $2|\mathcal{E}_H| + 4|\mathcal{T}_H| = |\mathcal{E}_h|$. Since in the setting of the lowest-order Raviart-Thomas finite elements it is not immediately clear how to partition $\mathcal{D}$, we perform a preprocessing step which consists of a compatible two-level basis transformation, see e.g. [8]. The global matrix $A$ is transformed according to

\[ \hat{A} = J^T AJ, \quad \hat{A}, J, A \in \mathbb{R}^{|E_h| \times |E_h|}, \]

where the transformation matrix $J$ is the product of a permutation matrix $P$ and another transformation matrix $J_\pm$, i.e.

\[ J = PJ_\pm, \quad P, J_\pm \in \mathbb{R}^{|E_h| \times |E_h|}. \]

The permutation $P$ allows us to provide a two-level numbering of the DOF that splits them into two groups, the first one consisting of DOF associated with fine-grid edges that are not part of any coarse-grid edge (interior DOF) and the second one keeping all remaining DOF ordered such that
any two that are on one edge have consecutive numbers. The transformation matrix $J_{\pm}$ in (4.30) is of the form
\[
J_{\pm} = \begin{bmatrix}
I & 0 \\
0 & J_{22}
\end{bmatrix}, \quad \text{where} \quad I \in \mathbb{R}^{(4|\mathcal{T}_H|) \times (4|\mathcal{T}_H|)},
\]

$J_{22}$ has the form
\[
J_{22} = \frac{1}{2} \begin{bmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & \ddots & \ddots \\
-1 & -1 & \ddots & \ddots \\
1 & 1 & \ddots & \ddots \\
& & & 1 & 1
\end{bmatrix}, \quad \text{where} \quad J_{22} \in \mathbb{R}^{(2|\mathcal{E}_H|) \times (2|\mathcal{E}_H|)}.
\]

The analogous transformation is performed on a local level on each subdomain $\Omega_i$, i.e.
\[
\hat{A}_i = J_i^T A_i J_i,
\]

where again $J_i = P_i J_{\pm,i}$ with $P_i$ the permutation explained above but performed on the degrees of freedom in the subdomain $\Omega_i$ and $J_{\pm,i}$ has the same meaning but restricted to the subdomain $\Omega_i$.

**Definition 4.2.** The global and local transformations will be called compatible if
\[
\hat{A} = J^T A J = \sum_{i=1}^{n_G} \hat{R}_i^T \hat{A}_i \hat{R}_i
\]

which is equivalent to
\[
R_i J = J_i \hat{R}_i.
\]

The introduced transformation matrix $J$ defines the splitting of the DOF into coarse and fine, namely the FDOF correspond to the set of interior DOF and half differences on the coarse edges while the CDOF correspond to the half sums on the coarse edges.

Finally we formulate the following two algorithms (variants of nonlinear ASMG) for solving linear systems with the matrix $A$ resulting from discretization of (2.6).

The first algorithm applies the nonlinear ASMG method in the two-level basis, i.e., all matrices $A^{(k)}$ are transformed into two-level basis, i.e.,
\[
\hat{A}^{(k)} = J^{(k)}_i^T A^{(k)} J^{(k)}_i, \quad \text{for all} \quad k < \ell
\]

and also the smoothing is performed in the two-level basis, i.e., using $\hat{M}$ instead of $M$.

**Algorithm 4.1.** Nonlinear ASMG method–Variant I: Action of (4.26) on a vector $\hat{d}$

---

**Pre-smoothing:**
\[
\hat{u} = (\hat{M}^{(k)})^{-1} \hat{d}
\]

\[
\begin{cases}
\begin{bmatrix}
\hat{q}_1 \\
\hat{q}_2
\end{bmatrix} := \hat{q} = \Pi_{\hat{D}^{(k)}}^T (\hat{d} - \hat{A}^{(k)} \hat{u}) \\
\hat{p}_1 = (\hat{A}^{(k)}_{11})^{-1} \hat{q}_1 \\
\hat{p}_2 = J^{(k+1)} B_{\text{CGG},\nu} (J^{(k+1)}_i J^{(k)} \hat{q}_2 - \hat{A}^{(k)}_{21} \hat{p}_1)
\end{cases}
\]

**Auxiliary space correction:**
\[
\begin{cases}
\hat{q}_1 = \hat{p}_1 - (A^{(k)}_{11})^{-1} A^{(k)}_{12} \hat{p}_2 \\
\hat{q}_2 = \hat{p}_2 \\
\hat{v} = \hat{u} + \Pi_{\hat{D}^{(k)}} \hat{q}
\end{cases}
\]

**Post-smoothing:**
\[
(\hat{B}^{(k)})^{-1} [\hat{d}] := \hat{v} + (\hat{M}^{(k)})^{-T} (\hat{d} - \hat{A}^{(k)} \hat{v})
\]
The second algorithm applies the nonlinear ASMG method directly in the original basis of standard Raviart-Thomas basis functions and reads as follows.

**Algorithm 4.2. Nonlinear ASMG method–Variant II: Action of (4.26) on a vector \( \mathbf{d} \)**

**Pre-smoothing:**
\[
\mathbf{u} = M^{(k)}^{-1} \mathbf{d}
\]

\[
\begin{pmatrix}
\tilde{\mathbf{q}}_1 \\
\tilde{\mathbf{q}}_2
\end{pmatrix}
:=
\mathbf{\Pi}^T_{D(k)} J^{(k)} T (\mathbf{d} - A^{(k)} \mathbf{u})
\]

**Auxiliary space correction:**
\[
\begin{cases}
\tilde{\mathbf{p}}_1 = (\tilde{A}^{(k)}_{11})^{-1} \tilde{\mathbf{q}}_1 \\
\tilde{\mathbf{p}}_2 = B^{(k+1)}_{\text{GCG}, \nu} [ (\tilde{\mathbf{q}}_2 - \tilde{A}^{(k)}_{21} \tilde{\mathbf{p}}_1) ] \\
\tilde{\mathbf{q}}_1 = \tilde{\mathbf{p}}_1 - (\tilde{A}^{(k)}_{11})^{-1} \tilde{A}^{(k)}_{12} \tilde{\mathbf{p}}_2 \\
\tilde{\mathbf{q}}_2 = \tilde{\mathbf{p}}_2
\end{cases}
\]

**Post-smoothing:**
\[
B^{(k)}^{-1} [ \mathbf{d} ] := \mathbf{v} + M^{(k)} T (\mathbf{d} - A^{(k)} \mathbf{v})
\]

**Remark 4.4.** Note that the matrices \( \tilde{A}^{(k)}_{11}, \tilde{A}^{(k)}_{12}, \tilde{A}^{(k)}_{21} \) are identical in both algorithms.

**Remark 4.5.** In general the matrices \( \hat{A}^{(k)} \) have slightly more nonzero entries as compared to \( A^{(k)} \) and thus Algorithm 4.2 increases computational memory requirements.

**Remark 4.6.** Considering the two-level preconditioners \( \hat{B} \) and \( B \) defined according to Algorithm 4.1 and Algorithm 4.2, and assuming that no smoothing is performed, i.e., \( \hat{M} = M = 0 \), the corresponding condition number bounds for the preconditioned operators in two-level basis and standard basis read \( \kappa(\hat{B}^{-1} \hat{A}) \leq \| R^T \mathbf{\Pi} D \|^2_A \) and \( \kappa(B^{-1} A) \leq \| R^T J \mathbf{\Pi} D \|^2_A \).

5. Numerical Experiments

5.1. **Description of the parameters and the numerical test examples.** Subject to numerical testing are three representative cases of problems characterized by a highly varying coefficient \( \alpha(x) = K^{-1}(x) \), namely:

[a] A binary distribution of the coefficient described by islands on which \( \alpha = 1 \) against a background where \( \alpha = 10^{-9} \), see Figure 2;

[b] Inclusions with \( \alpha = 1.0 \) and a background with a coefficient \( \alpha = \alpha_T = 10^{-q_{\text{rand}}} \) that is constant on each element \( \tau \in T_h \), where the random integer exponent \( q_{\text{rand}} \in \{0,1,2,\ldots,q\} \) is uniformly distributed, see Figure 3;

[c] Three two-dimensional slices of the SPE10 (Society of Petroleum Engineers) benchmark problem, see [7], where the contrast \( \kappa \) is \( 10^7 \) for slices 44 and 74 and \( 10^6 \) for slice 54, see Figure 4.

![Figure 2. Binary distribution of the permeability K(x) corresponding to test case [a]](image_url)
The numerical experiments are performed over a uniform mesh consisting of $N \times N$ elements (squares) where $N = 4, 8, \ldots, 512$, i.e. up to 525312 velocity DOF and 262144 pressure DOF. We have used a direct method to solve the problems on the coarsest grid. The iterative process has been initialized with a random vector. Its convergence has been tested for linear systems with right-hand side zero. We have used overlapping coverings of the domain as shown in Figure 1, where the subdomains are composed of $8 \times 8$ elements and overlap with half of their width/height. In the presentation of results we use the following notations:

- $\ell$ denotes the number of levels;
- $q = \log_{10} \kappa$ is the logarithm of the contrast $\kappa$;
- $n_{ASMG}$ is the number of auxiliary space multigrid iterations;
- $m \geq 0$ is the number of point Gauss-Seidel pre- and post-smoothing steps;
- $\rho$ is the average convergence factor defined by

\begin{equation}
\rho = \left( \frac{\| u_{n_{ASMG}} \|}{\| u_0 \|} \right)^{1/n_{ASMG}},
\end{equation}

where $u_{n_{ASMG}}$ is the first iterate (approximate solution of (4.6)) for which the residual has decreased by a factor of at least $10^8$.

The matrix $\tilde{D}$ is as in (4.14) where $\tilde{D}_{11} = \tilde{A}_{11}$. This choice of $\tilde{D}$ requires an additional preconditioner for the iterative solution of linear systems with the matrix $D = R\tilde{D}R^T$, which is part of the efficient application of the operator $\Pi_{\tilde{D}}$. The systems with $D$ are solved using the preconditioned conjugate gradient (PCG) method. The stopping criterion for this inner iterative process is a residual reduction by a factor $10^6$, the number of PCG iterations to reach it—where reported—is denoted by $n_i$. A robust and uniform preconditioner $B_{ILUE}$ for $D$ can be constructed based on incomplete

![Figure 3. Random distribution of $\alpha = K^{-1}(x)$ corresponding to test case [b]](image)

![Figure 4. Distributions of the permeability $K(x)$ along planes $x_3 = 44, 54, 74$ form the benchmark SPE10 on a 128 $\times$ 128 mesh](image)
factorization using exact local factorization (ILUE). The definition of $B_{ILUE}$ is as follows:

$$B_{ILUE} := LU, \quad U := \sum_{i=1}^{n} R_i^T U R_i, \quad L := U^T \text{diag}(U)^{-1},$$

where

$$D_i = L_i U_i, \quad D = \sum_{i=1}^{n} R_i^T D_i R_i, \quad \text{diag}(L_i) = I,$$

for details see [10]. Note that as $D_i$ are the local contributions to $D$ related to the subdomains $\Omega_i$, $i = 1, \ldots, n$, they are all non-singular.

The next two sections are devoted to the presentation of numerical results. The experiments fall into two categories. The first category, presented in Section 5.2, serves the evaluation of the performance of the ASMG method on linear systems arising from discretization of the weighted $H(\text{div})$ bilinear form (2.6). All three test cases, [a], [b], and [c], are considered and both variants of the ASMG method, Algorithm 4.1 and 4.2, are compared, testing V- and W-cycle with and without smoothing.

The second category of experiments, discussed in Section 5.3, addresses the solution of the indefinite linear system (4.5) arising from problem (2.10) by a preconditioned MinRes method. The main purposes are, on the one hand, to confirm the robustness of the block-diagonal preconditioner (4.4) with respect to arbitrary multiscale coefficient variations, and on the other hand, to demonstrate its numerical scalability.

5.2. Numerical tests for solving the system (4.6). Here we test the ASMG preconditioner for solving the system (4.6) with a matrix corresponding to the discretization of the form $\Lambda_\alpha(u, v)$.

Example 5.1. The first set of experiments is for the test cases [a] and [b]. In Tables 1–6 we report the number of outer iterations $n_{ASMG}$ for the $\ell$-level V-cycle and W-cycle ASMG method defined by Algorithm 4.1. The coarsest mesh is composed of $4 \times 4$ squares corresponding to 40 DOF on the $RT_0$ space.

| $\ell$  | $n_{ASMG}$ | $\rho$ |
|---------|------------|--------|
| $q = 0$ | 4          | 0.006  |
| $q = 1$ | 4          | 0.005  |
| $q = 2$ | 4          | 0.004  |
| $q = 3$ | 3          | 0.002  |
| $q = 4$ | 4          | 0.004  |
| $q = 5$ | 4          | 0.006  |
| $q = 6$ | 4          | 0.008  |

Table 1. Example 5.1: case [a] with $K(x) = 10^q$ and no smoothing steps ($m = 0$)

As we can see by comparing the results summarized in Tables 1 and 2 the V-cycle multigrid preconditioner gains robustness with respect to the contrast of a binary distribution of a piecewise constant permeability coefficient when increasing the number of smoothing steps from zero to two. We further observe an increase of the number of ASMG iterations for decreasing mesh size $h$ (in average 2-3 times). At the same time, as seen in Table 3, the W-cycle preconditioner with one smoothing step is robust with respect to both the contrast and the mesh size $h$. 
Example 5.1, we examine the performance of the preconditioner for the bilinear form (2.6). Here
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In the next set of numerical experiments we consider the same distribution of inclusions of low
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constant permeability coefficient as shown on Figure 3. The results, presented in Tables 4 and 5,
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Example 5.2. The second set of experiments is related to the test case [c] where, similarly to

Example 5.1, we examine the performance of the preconditioner for the bilinear form (2.6). Here
we compare the ASMG preconditioners defined by Algorithm 4.1 and Algorithm 4.2. In this example the finest mesh is always composed of $256 \times 256$ elements meaning that changing the number of levels $\ell$ refers to a different size of the coarse-grid problem. Tables 7–12 report the number of outer iterations $n_{\text{ASMG}}$ and the maximum number of inner iterations $n_i$ needed to reduce the residual of the linear systems with the matrix $R\tilde{D}R^T$ by a factor of $10^6$.

Tables 7 and 8 contain the results for SPE10 slice 44. We see that while the number of inner iterations is about the same, the number $n_{\text{ASMG}}$ of outer iterations in case of the V-cycle is on average 2.5 times higher than those for the W-cycle. However, since the complexity of the V-cycle is lower, the overall performance of these two methods is comparable. Comparing the two algorithms, we see that they have approximately the same number of inner and outer iterations. Due to its lower memory requirements we could therefore recommend Algorithm 4.1 for these kinds of problems. On Tables 11–12 we present the results for SPE10 slice 74, which has slightly different permeability distribution but has the same contrast, $\kappa = 10^7$. Computational results are pretty much the same for this case as well.

5.3. Testing of block-diagonal preconditioner for system (4.5) within MinRes iteration. Now we present a number of numerical experiments for solving the mixed finite element system (4.5) by using a preconditioned MinRes method. We consider two different examples, first, Example 5.3 in which the performance of the block-diagonal preconditioner and its dependence on the accuracy of the inner solves with W-cycle ASMG preconditioner is evaluated, and second, Example 5.4 that tests the scalability of the MinRes iteration, again using a W-cycle ASMG preconditioner with one smoothing step for the inner iterations.
Example 5.3. Here we apply the MinRes iteration to solve (4.5) for test case [c]. The hierarchy of meshes is the same as in Example 5.2. An ASMG W-cycle based on Algorithm 4.1 with one smoothing step has been used as a preconditioner on the $RT_0$ space. Table 13 shows the number of MinRes iterations denoted by $n_{\text{MinRes}}$, the maximum number of ASMG iterations $n_{\text{ASMG}}$ needed to achieve an ASMG residual reduction by $\varpi$.  

Example 5.4. In the last set of experiments the MinRes iteration has been used to solve (4.5) for test case [c] on the same hierarchy of meshes as in Example 5.1. An ASMG W-cycle based on Algorithm 4.1 with one smoothing step has been used as a preconditioner on the $RT_0$ space for a residual reduction by $10^8$. Table 14 shows the number of MinRes iterations $n_{\text{MinRes}}$, the maximum number of (inner) ASMG iterations $n_{\text{ASMG}}$ per (outer) MinRes iteration, and the number
Table 10. Example 5.2: case [c] - slice 54 of SPE10 benchmark

| $m = 0$ | $m = 1$ | $m = 0$ | $m = 1$ |
|---------|---------|---------|---------|
| $n_{ASM G}$ | $\rho$ | $n_i$ | $n_{ASM G}$ | $\rho$ | $n_i$ | $n_{ASM G}$ | $\rho$ | $n_i$ |
| $\ell = 3$ | 5 | 0.016 | 4 | 5 | 0.013 | 4 | 5 | 0.021 | 4 | 5 | 0.016 | 4 |
| $\ell = 4$ | 5 | 0.017 | 6 | 5 | 0.013 | 5 | 5 | 0.023 | 6 | 5 | 0.017 | 6 |
| $\ell = 5$ | 5 | 0.018 | 6 | 5 | 0.013 | 6 | 5 | 0.023 | 6 | 5 | 0.017 | 6 |
| $\ell = 6$ | 5 | 0.018 | 6 | 5 | 0.013 | 6 | 5 | 0.023 | 6 | 5 | 0.017 | 6 |
| $\ell = 7$ | 5 | 0.018 | 6 | 5 | 0.013 | 6 | 5 | 0.023 | 6 | 5 | 0.017 | 6 |

Table 11. Example 5.2: case [c] - slice 74 of SPE10 benchmark

| $m = 0$ | $m = 1$ | $m = 0$ | $m = 1$ |
|---------|---------|---------|---------|
| $n_{ASM G}$ | $\rho$ | $n_i$ | $n_{ASM G}$ | $\rho$ | $n_i$ | $n_{ASM G}$ | $\rho$ | $n_i$ |
| $\ell = 3$ | 8 | 0.090 | 4 | 7 | 0.070 | 4 | 8 | 0.097 | 4 | 8 | 0.087 | 4 |
| $\ell = 4$ | 11 | 0.178 | 5 | 10 | 0.145 | 5 | 12 | 0.199 | 5 | 11 | 0.162 | 6 |
| $\ell = 5$ | 13 | 0.229 | 5 | 11 | 0.166 | 6 | 14 | 0.257 | 5 | 11 | 0.183 | 6 |
| $\ell = 6$ | 13 | 0.242 | 6 | 11 | 0.180 | 6 | 15 | 0.276 | 6 | 13 | 0.219 | 6 |
| $\ell = 7$ | 13 | 0.242 | 6 | 11 | 0.180 | 6 | 15 | 0.276 | 6 | 13 | 0.219 | 6 |

Table 12. Example 5.2: case [c] - slice 74 of SPE10 benchmark

of DOF. Note that as long as the product $n_{\text{MinRes}} n_{\text{ASM G}}$ is constant, the total number of arithmetic operations required to achieve any prescribed accuracy is proportional to the number of DOF.

5.4. Some conclusions and general comments regarding the numerical experiments. The presented numerical results clearly demonstrate the efficiency of the proposed algebraic multilevel iteration (AMLI)-cycle auxiliary space multigrid (ASMG) preconditioner for problems with highly varying coefficients as they typically arise in the mathematical modelling of physical processes in high-contrast and high-frequency media.

The first group of tests examines the convergence behavior of the nonlinear ASMG method for the weighted bilinear form (2.6). This is a key point in the presented study. The cases [a] and [b] are designed to represent a typical multiscale geometry with islands and channels. Although case [b] (a
MinRes iteration: saddle point system (4.5)

| $\nu = 10^6$ | $\nu = 10^8$ | $\nu = 10^{10}$ |
|-------------|-------------|-----------------|
| $n_{\text{MinRes}}$ | $n_{\text{ASMG}}$ | $n_{\text{MinRes}}$ | $n_{\text{ASMG}}$ | $n_{\text{MinRes}}$ | $n_{\text{ASMG}}$ |
| $\ell = 3$ | 24 | 4 | 17 | 6 | 15 | 8 |
| $\ell = 4$ | 15 | 5 | 13 | 6 | 13 | 8 |
| $\ell = 5$ | 21 | 5 | 17 | 6 | 15 | 8 |
| $\ell = 6$ | 22 | 5 | 17 | 6 | 15 | 8 |
| $\ell = 7$ | 22 | 5 | 17 | 6 | 15 | 8 |

Table 13. Example 5.3: case [c] - slice 44 of SPE10 benchmark. The hierarchy of meshes is the same as in Example 5.2.

MinRes iteration: saddle point system (4.5)

| $n_{\text{MinRes}}$ | $n_{\text{ASMG}}$ | DOF |
|-----------------|----------------|-----|
| $\ell = 4$    | 13 | 5 | 3,136 |
| $\ell = 5$    | 13 | 6 | 12,416 |
| $\ell = 6$    | 15 | 6 | 49,408 |
| $\ell = 7$    | 17 | 6 | 197,120 |
| $\ell = 8$    | 17 | 6 | 787,456 |

Table 14. Example 5.3: case [c] - slice 44 of SPE10 benchmark. The hierarchy of meshes is the same as in Example 5.1.

background with a random coefficient) appears to be more complicated, the impact of the multiscale heterogeneity seems to be stronger in the binary case [a] where the number of iterations is slightly larger. However, in both cases we observe a uniformly converging ASMG V-cycle with $m = 2$ and W-cycle ($\nu = 2$) with $m = 1$. Some small fluctuations of the results in the right-lower corner of the tables could be due to some round off effects. Case [c] (SPE10) is a popular benchmark problem in the petroleum engineering community. Here we observe robust and uniform convergence with respect to the number of levels $\ell$, or, equivalently, mesh-size $h$. Note that such uniform convergence is present for the ASMG V-cycle even without smoothing iterations (i.e. $m = 0$) and for both, Algorithm 4.1 and Algorithm 4.2. In addition, Algorithm 4.2 is computationally more favorable when compared to Algorithm 4.1 because the matrices used in Algorithm 4.2 have fewer non-zeroes (they are sparser).

The last two tables, Table 13–14, confirm the expected optimal convergence rate of the block-diagonally preconditioned MinRes iteration applied to the coupled saddle point system (4.5). The results in Table 13 demonstrate how the efficiency (in terms of the product $n_{\text{MinRes}}n_{\text{ASMG}}$) is achieved for a relative accuracy of $10^{-8}$ of the inner ASMG solver. Table 14 illustrates the scalability of the solver indicated by a (almost) constant number of MinRes and ASMG iterations since the total computational work is in terms of fine grid matrix vector multiplications is proportional to the product $n_{\text{MinRes}}n_{\text{ASMG}}$.

Although not in the scope of this study, we note that the proposed auxiliary space multigrid method would be suitable for implementation on distributed memory computer architectures.

**Appendix A. Discrete inf-sup condition**

Here we provide a proof of the discrete inf-sup condition (3.4) for the bilinear form arising in the mixed finite element method. We begin by introducing some details regarding the finite element spaces involved in the approximation of problem (2.10) or (2.12).
A.1. Raviart-Thomas-Nédélec space. We consider the standard lowest order Raviart-Thomas-Nédélec space $V_h$. Recall that every element $v \in \mathcal{V}_h$ can be written as

$$
\mathbf{v} = \sum_{e \in \mathcal{E}_h} \sigma_e(v) \psi_e(x), \quad \sigma_e(v) = \int_e \mathbf{v} \cdot \mathbf{n}_e.
$$

(A.1)

Here the vector $\mathbf{n}_e$ has a fixed direction (normal to $e$), and this direction is set once and for all for every face $e \in \mathcal{E}_h$. For an element $T \in \mathcal{T}_h$ let $\mathbf{n}_{e,T}$ define the unit normal vector to $e \in \partial T \cap \mathcal{E}_h$ which points outward with respect to $T$. Now, if $e$ is the intersection of two elements from $\mathcal{T}_h$, $e = T^+_e \cap T^-_e$, then $T^+_e$ is the element for which $\mathbf{n}_e \cdot \mathbf{n}_{e,T} = 1$ and $T^-_e$ is the element for which $\mathbf{n}_e \cdot \mathbf{n}_{e,T} = -1$. If $e$ is on the boundary of the domain then the corresponding element is $T^+_e$ and $T^-_e$ is missing. Finally, for a piece-wise constant function $q \in \mathcal{W}_h$ we denote

$$
q_{\pm e} = q|_{T^\pm_e}, \quad e \in \mathcal{E}_h.
$$

The basis function $\psi_e \in \mathcal{V}_h$, for $e \in \mathcal{E}_h$, corresponds to an edge/face $e \in \partial T$, for some $T \in \mathcal{T}_h$. If $e$ is the face opposite to the vertex $P_e$ of the triangle/tetrahedron $T$, then

$$
\psi_e|_T = \frac{c_d}{|T|}(x - x_{P_e}).
$$

(A.2)

where $c_d$ is a constant depending only on the spatial dimension $d$ and is chosen so that $\int_T \psi_e \cdot \mathbf{n}_e = 1$.

We note that explicit formulas similar to (A.2) are available also for the case of lowest order Raviart-Thomas-Nédélec elements on $d$-dimensional cuboids (parallelograms or rectangular parallelepipeds). Indeed, if a cuboidal element $T \in \mathcal{T}_h$ is with faces parallel to the coordinate planes, this can be seen as follows. We denote by $\psi^\pm_k$, the basis function which corresponds to a face $F^\pm_k$ with outward normal vector $\pm \mathbf{e}_k$, $k = 1, \ldots, d$. Here, $\mathbf{e}_k$ is the $k$-th coordinate vector in $\mathbb{R}^d$. Let $x^\pm_{M,k} \in \mathbb{R}^d$ be the mass center of the face $F^\pm_k$, $k = 1, \ldots, d$. We then have

$$
\psi^\pm_k(x) = \frac{(x - x^\pm_{M,k})^T \mathbf{e}_k}{|T|} \mathbf{e}_k.
$$

(A.3)

Here for simplicity we have used the notation $x^T \mathbf{e}_k$ for the standard Euclidean inner product of vectors $x, \mathbf{e}_k \in \mathbb{R}^d$. From this formula we see that over the finite element $T$ the basis functions $\psi^\pm_k(x)$ are linear of the variable $x_k$ and constant in the remaining variables in $\mathbb{R}^d$.

These are exactly $2d$ basis functions satisfying

$$
\int_{F^+_k} \psi^+_k \cdot \mathbf{n}_{F^+_j} = \int_{F^-_k} \psi^-_k \cdot \mathbf{n}_{F^-_j} = 0, \quad j \neq k, \quad \text{and} \quad \int_{F^+_k} \psi^+_k \cdot \mathbf{n}_{F^+_k} = 1.
$$

with a similar relation for $\psi^-_k$, $k = 1, \ldots, d$. We note that all numerical experiments in the subsequent sections were done using these finite elements.

These simple formulas also show that on a shape regular mesh we have:

$$
\|\psi_e\|^2_{0,T} \sim h^2_e, \quad h_e = \text{diam}(e), \quad T^+ \cap T^- = e \in \mathcal{E}_h.
$$

(A.4)

The constants in the norm equivalence in (A.4) depend on the shape of the finite elements, but not on the contrast $\kappa$.

We treat Dirichlet, Neumann boundary conditions (or mixture of these) in a unified fashion. In order to do this we set $\mathcal{E}_h$ to denote the set of faces (edges) of $\mathcal{T}_h$ minus the set of faces (edges) on which we have Neumann conditions and $|\mathcal{E}_h|$ is the number of these edges/faces. Thus, in the case of pure Neumann conditions on $\partial \Omega$ the set of faces (edges) $\mathcal{E}_h$ is the set of interior faces (edges). Further, $\mathcal{W}_h$ is the space of all piece-wise constant scalar valued functions with zero mean value over $\Omega$, namely, $\int_\Omega q = 0$. In the case of pure Dirichlet conditions, $\mathcal{W}_h$ is the space of piece-wise constants (without restriction) and $\mathcal{E}_h$ is the set of all faces (edges) in $\mathcal{T}_h$. 

A.2. Scalar products and discrete gradients. We now define a weighted scalar product on $V_h$:

For a vector of weights $\omega \in \mathbb{R}^{[E_h]}$ we set

$$\langle u, v \rangle_{*, \omega} = \sum_{e \in E_h} \omega_e \sigma_e(u) \sigma_e(v) \| \psi_e \|^2; \quad \langle u, v \rangle_{*, 1} = \sum_{e \in E_h} \sigma_e(u) \sigma_e(v) \| \psi_e \|^2.$$ 

Note that $\langle u, v \rangle_{*, 1}$ is an inner product for which $\omega_e = 1$ for all $e \in E_h$. The corresponding norms are denoted by $\| \cdot \|_{*, \omega}$ and $\| \cdot \|_{*, 1}$.

Next, with the vector $\omega \in \mathbb{R}^{[E_h]}$, we associate an operator $D_\omega : V_h \rightarrow V_h$. The action of the operator is determined by defining $\sigma_e(D_\omega v)$ for $e \in E_h$, since these degrees of freedom uniquely determine any element from $V_h$. We set

$$\sigma_e(D_\omega v) = \omega_e \sigma_e(v).$$

The discrete gradient is defined as adjoint of the “div” in the $(\cdot, \cdot)_{*, 1}$ inner product and denoted by “$\nabla_h$”. For $q \in W_h$, $\nabla_h q$ is the unique element in $V_h$ satisfying

$$\langle v, \nabla_h q \rangle_{*, 1} = -\langle \text{div} v, q \rangle, \quad \text{for all} \quad v \in V_h.$$ 

A straightforward computation (by taking $v = \psi_e$) shows that

$$\sigma_e(\nabla_h q) = \| q \|_{\psi_e}^2, \quad \| q \|_{\psi_e} = q_{-, e} - q_{+, e}.$$ 

For Dirichlet boundary faces (edges) $\| q \|_{\psi_e} = q_{+, e}$. We have the following proposition:

**Proposition A.1.** Let $v \in V_h$ and $\omega_e > 0$ for all $e \in E_h$. We then have

(i) $\langle u, v \rangle_{*, \omega} = (D_\omega u, v)_{*, 1}$;

(ii) The bilinear form on $W_h \times W_h$ defined by

$$(D_\omega \nabla_h \varphi, \nabla_h \chi)_{*, 1} = \sum_{e \in E_h} \omega_e \| \psi_e \|^2 \| \varphi \|_{\psi_e} \| \chi \|_{\psi_e}$$

is symmetric and positive definite on $W_h$.

**Proof.** (i) follows directly from the definition of $D_\omega$ and $(\cdot, \cdot)_{*, \omega}$.

Regarding (ii), we take $\chi = \varphi$ and we obtain

$$(D_\omega \nabla_h \varphi, \nabla_h \varphi)_{*, 1} = (\nabla_h \varphi, \nabla_h \varphi)_{*, \omega} = \sum_{e \in E_h} \omega_e \| \psi_e \|^2 \| \varphi \|_{\psi_e}^2 \geq 0.$$ 

To show that this inequality is strict (which implies positive definiteness of the bilinear form) we observe that if we have Dirichlet conditions on part of, or, the whole boundary then the matrix corresponding to this bilinear form is a symmetric, weakly diagonally dominant $M$-matrix and hence it is positive definite. If we have Neumann conditions on $\partial \Omega$, then setting $(\nabla_h \varphi, \nabla_h \varphi)_{*, \omega} = 0$ implies that $q_{+, e} = q_{-, e}$ for all $e \in E_h$ and we conclude that $q$ is a constant on $\Omega$. Since the average of $q$ is 0 (in case of Neumann conditions) we conclude that $q = 0$. Thus, the bilinear form has a trivial kernel and is positive definite on $W_h$. The proof of (ii) is complete. \qed

A.3. A discrete a priori estimate. Recall that $K(x)$ and $\alpha$ are a piece-wise constant tensor-functions whose discontinuities are aligned with the triangulation $T_h$. For any face $e \in E_h$, $e = \overline{T_e^+ \cap T_e^-}$ we now define

$$\hat{\alpha}_e \in \mathbb{R}^{[E_h]}, \quad \hat{\alpha}_e = \frac{\| \psi_e \|^2_{0, \alpha, T_e^+}}{\| \psi_e \|^2_{0, \alpha, T_e^-}} + \frac{\| \psi_e \|^2_{0, \alpha, T_e^-}}{\| \psi_e \|^2_{0, \alpha, T_e^+}}, \quad \hat{\kappa}_e \in \mathbb{R}^{[E_h]}, \quad \hat{\kappa}_e = \hat{\alpha}_e^{-1}.$$ 

We have the following lemma which is a crucial ingredient in the proof of the discrete inf-sup condition.

**Lemma A.1.** Let $\hat{\alpha} \in \mathbb{R}^{[E_h]}$ and $\hat{\kappa} \in \mathbb{R}^{[E_h]}$ be defined as in (A.7). Then
(i) \( \|u\|_{0,\alpha}^2 \leq (d+1)\|u\|_{*,\hat{\alpha}}^2 \) and \( \|u\|_{\hat{\alpha}}^2 \sim \|u\|_{*,1}^2 \).

(ii) \( D_\hat{\alpha}D_\hat{\alpha} = I \).

(iii) \( \hat{\alpha}_e \leq 2 \) and \( \hat{\alpha}_e \geq \frac{1}{2} \).

Proof. To prove the first inequality in (i), let \( u \in V_h \). Then, for all \( T \in T_h \), we have \( u|_T = \sum_{e \subset \partial T} \sigma_e(u)\psi_e \), and, hence,

\[
\|u\|_{0,\alpha}^2 = \sum_T \int_T \alpha_T u \cdot u = \sum_T \sum_{e \subset \partial T} \sum_{e' \subset \partial T} \sigma_e(u)\sigma_{e'}(u) \int_T \alpha_T \psi_e \cdot \psi_{e'}
\]

\[
\leq \sum_T \sum_{e \subset \partial T} \sum_{e' \subset \partial T} |\sigma_e(u)||\sigma_{e'}(u)||\psi_e|_{0,\alpha,T}||\psi_{e'}|_{0,\alpha,T}
\]

\[
\leq \frac{1}{2} \sum_T \sum_{e \subset \partial T} \sum_{e' \subset \partial T} \left( |\sigma_e(u)|^2 ||\psi_e||_{0,\alpha,T}^2 + |\sigma_{e'}(u)|^2 ||\psi_{e'}||_{0,\alpha,T}^2 \right)
\]

\[
= (d+1) \sum_T \sum_{e \subset \partial T} |\sigma_e(u)|^2 ||\psi_e||_{0,\alpha,T}^2.
\]

In the last step we have used \( \sum_{e \subset \partial T} 1 = (d+1) \). Switching the order of summation in the right side of the inequality above then gives

\[
(A.8) \quad \|u\|_{0,\alpha}^2 \leq (d+1) \sum_{e \in \mathcal{E}_h} \left( ||\psi_e||_{0,\alpha,T}^2 + ||\psi_e||_{0,\alpha,T}^2 \right) |\sigma_e(u)|^2
\]

\[
= (d+1) \sum_{e \in \mathcal{E}_h} \hat{\alpha}_|\sigma_e(u)|^2 ||\psi_e||^2 = (d+1) ||u||_{*,\hat{\alpha}}^2.
\]

To prove the equivalence in (i) for \( \hat{\alpha}_e = 1 \), \( e \in \mathcal{E}_h \), we observe that for \( T \in \mathcal{T}_h \) we have the following equivalence relation with constants only depending on the geometry of \( T \) (bounded for shape regular triangulation):

\[
(A.9) \quad \sum_{e \subset \partial T} \sum_{e' \subset \partial T} |\sigma_e(u)||\sigma_{e'}(u)| \int_T \psi_e \cdot \psi_{e'} \approx \sum_{e \subset \partial T} |\sigma_e(u)|^2 ||\psi_e||^2.
\]

The equivalence (A.9) is just spectral equivalence between the element mass matrix \( \{ (\psi_e, \psi_{e'}) \}_{e,e' \subset \partial T} \) and its diagonal \( \{ ||\psi||^2 \}_{e \subset \partial T} \) which is easy to establish, for example, by using the explicit form of the basis functions given in (A.2) and (A.3). This completes the proof of (i).

Items (ii) and (iii) directly follow from the definitions and the inequality (2.7) which implies that \( \|\alpha\|_{\hat{\mathcal{E}}} \leq 1 \). \( \square \)

An immediate corollary from Proposition A.1 and Lemma A.1 is the following Poincaré inequality.

**Corollary A.1.** If \( \omega_e = 1 \) for all \( e \in \mathcal{E}_h \) we have

\[
(A.10) \quad \|\chi\|^2 \leq C_P \|\nabla_h \chi\|_{*,1}^2,
\]

with a constant \( C_P \) independent of \( h \).

**Proof.** To prove this Poincaré inequality we recall a classical result on the solvability of the mixed discretizations of the Laplace equation. It is well known (see, for example, \cite[7.1.28 and Proposition 5.4.3]{4}; also \cite{3}), that the following estimate holds with \( \bar{\gamma} > 0 \) independent of \( h \) for all \( q \in W_h \):

\[
(A.11) \quad \sup_{v \in V_h} \frac{(q, \div v)}{\|v\|_{\Lambda_1}} \geq \bar{\gamma} \|q\|.
\]
Since by Lemma A.1(i) the norms \( \| \cdot \| \) and \( \| \cdot \|_{s,1} \) are equivalent norms on \( V_h \), for any \( \chi \in W_h \):
\[
\| \nabla_h \chi \|_{s,1} = \sup_{v \in V_h} \frac{(\nabla_h \chi, v)_{s,1}}{\| v \|_{s,1}} = \sup_{v \in V_h} \frac{(\chi, \text{div } v)}{\| v \|_{s,1}} \geq \sup_{v \in V_h} \frac{(\chi, \text{div } v)}{\| v \|_{\Lambda_1}} \geq \gamma \| \chi \|.
\]

Therefore, (A.10) holds with \( C_P = \gamma^{-2} \). \( \Box \)

**Remark A.1.** Clearly, for a scalar coefficient \( K(x) \) the edge weights \( \hat{\kappa}_e \) are weighted harmonic averages of the values of the coefficient on the two elements sharing the face \( e \). On a uniform mesh, where \( \| \psi_e \|^2_{0, \alpha, T_e^\pm} / \| \psi_e \|^2 = |\alpha_{T_e^\pm}|/2 \) we have that
\[
\hat{\kappa}_e = \frac{2K_{+e}K_{-e}}{K_{+e} + K_{-e}}.
\]

On a non-uniform mesh or for tensor coefficient \( K(x) \) the average is more complicated and involves weights depending on geometrical quantities describing pairs of neighboring elements.

Consider now \( q \in W_h \) and let \( \varphi \in W_h \) be the solution of the variational problem
\[
(D_{\hat{\kappa}} \nabla_h \varphi, \nabla_h \chi)_{s,1} = (q, \chi), \quad \text{for all } \chi \in W_h.
\]

In accordance with Proposition A.1(ii) the solution to the variational problem (A.12) \( \varphi \) exists and is unique. We further set
\[
\text{(A.13)} \quad w = D_{\hat{\kappa}} \nabla_h \varphi
\]
and by the definition of \( \nabla_h \) we have \((- (\text{div } D_{\hat{\kappa}} \nabla_h \varphi, \chi)_{s,1} = (q, \chi) \) for all \( \chi \in W_h \), which implies that
\[
\text{(A.14)} \quad \text{div } D_{\hat{\kappa}} \nabla_h \varphi = -q.
\]

Next, we prove an a priori estimate needed for the proof of a contrast independent inf-sup condition.

**Lemma A.2.** Let \( \varphi \in W_h \) be the solution of (A.12) and let \( w \in V_h \) be defined as in (A.13), namely, \( w = D_{\hat{\kappa}} \nabla_h \varphi \). Then the following a priori estimate holds
\[
\text{(A.15)} \quad \| w \|^2_{s,\hat{\alpha}} \leq 2C_P \| q \|^2.
\]

**Proof.** The proof follows from Proposition A.1, Lemma A.1 and some simple equalities. We have
\[
\| w \|^2_{s,\hat{\alpha}} = (D_{\hat{\alpha}} w, w)_{s,1} \quad \text{[by Proposition A.1(i)]}
\]
\[
= (D_{\hat{\alpha}} D_{\hat{\kappa}} \nabla_h \varphi, w)_{s,1} \quad \text{[by the definition of } w]\]
\[
= (\nabla_h \varphi, w)_{s,1} \quad \text{by [Lemma A.1(ii)]}
\]
\[
= -(\varphi, \text{div } w) = (\varphi, q) \leq \| \varphi \| \| q \|. \quad \text{[by (A.14)]}
\]

We now use the Poincaré inequality to estimate \( \| \varphi \| : \)
\[
\| \varphi \| \leq C_P (\nabla_h \varphi, \nabla_h \varphi)_{s,1} \quad \text{[by (A.10)]}
\]
\[
\leq 2C_P (D_{\hat{\kappa}} \nabla_h \varphi, \nabla_h \varphi)_{s,1} \quad \text{[by Lemma A.1(iii)]}
\]
\[
= 2C_P (D_{\hat{\kappa}} \nabla_h \varphi, D_{\hat{\alpha}} D_{\hat{\kappa}} \nabla_h \varphi)_{s,1} \quad \text{[by Lemma A.1(ii)]}
\]
\[
= 2C_P \| w \|^2_{s,\hat{\alpha}} \quad \text{[by the definition of } w].
\]

Note that we have used the inequality \( \hat{\kappa}_e \geq \frac{1}{2} \) for all \( e \in E_h \). \( \Box \)

After all the preparatory work, we are ready to prove the discrete inf-sup condition.
Theorem A.2. The following inequality holds with constant $\gamma > 0$ independent of the contrast $\kappa$:

\[
(A.16) \quad \inf_{q \in W_h} \sup_{v \in V_h} \frac{(q, \text{div} v)}{\|v\|_{\Lambda_\alpha} \|q\|} \geq \gamma.
\]

Proof. For all $q \in W_h$ and with $w$ defined as in (A.13) we have

\[
\sup_{v \in V_h} \frac{(q, \text{div} v)}{\|v\|_{\Lambda_\alpha}} \geq \frac{|q|^2}{(d+1) \|w\|_{*_{\kappa,\alpha}}^2 + \|\text{div} w\|^2}^{1/2} \quad \text{(by the definition of sup)}
\]

\[
= \frac{|q|^2}{(d+1) \|w\|_{*_{\kappa,\alpha}}^2 + \|q\|^2}^{1/2} \quad \text{(by Lemma A.1(i))}
\]

\[
\geq \frac{|q|}{\sqrt{2(d+1)C_P + 1}} \quad \text{(by Lemma A.2)}
\]

which completes the proof. \qed

The standard theory of mixed finite element methods then immediately implies the following approximation result

Theorem A.3. Let $(u, p) \in H_N(\text{div}) \times L_2$ be the solution of the mixed problem (2.10) and $(u_h, p_h) \in V_h \times W_h$ be the solution of the discrete problem (3.3). Then the following estimate holds

\[
(A.17) \quad \|u - u_h\|_{\Lambda_\alpha} + \|p - p_h\| \leq C \left( \inf_{v \in V_h} \|u - v\|_{\Lambda_\alpha} + \inf_{q \in W_h} \|p - q\| \right),
\]

where the constant $C$ depend on the shape regularity of the mesh, the Poincaré constant $C_P$, and the spatial dimension $d$, but is independent of the variations in $K(x)$.
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