Probing the Energy Conversion Pathways between Light, Carriers, and Lattice in Real Time with Attosecond Core-Level Spectroscopy
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Detection of the energy conversion pathways between photons, charge carriers, and the lattice is of fundamental importance to understand fundamental physics and to advance materials and devices. Yet, such insight remains incomplete due to experimental challenges in disentangling the various signatures on overlapping timescales. Here, we show that attosecond core-level x-ray absorption fine-structure spectroscopy (XANES) meets this challenge by providing an unambiguous and simultaneous view on the temporal evolution of the photon-carrier-phonon system. We provide surprising new results by applying the method to graphite, a seemingly well-studied system whose investigation is complicated by a variety of mechanisms occurring across a wide range of temporal scales. The simultaneous real-time measurement of electrons and holes reveals disparate scattering mechanisms for infrared excitation close to the Fermi energy. We find that ultrafast dephasing of the coherent carrier dynamics is governed by impact excitation (IE) for electrons, while holes exhibit a switchover from impact excitation to Auger heating (AH) already during the 11-fs duration of the infrared light field. We attribute this switchover to the limited scattering phase space in the n-doped material. We further elucidate the excitation mechanisms of strongly coupled optical phonons (SCOPs). The coherent excitation of both SCOPs is nondisplaceable and is explained by the strong electron-phonon scattering, i.e., via a seemingly incoherent process. We identify the $A_1'$ phonon as the dominating channel for dissipation of electronic coherence. Moreover, unobserved in graphite, we find high-frequency oscillations up to 90 THz, which arise from the modulation of the electronic density of states by the atomic displacements along the $E_{2g}$ and $A_1'$ modes. These measurements establish the utility of core-level XANES with attosecond temporal resolution to achieve an unambiguous and simultaneous view on the temporal evolution of the photon-carrier-phonon system with surprising new results even for a seemingly well-studied system like graphite. While the graphite measurement was conducted around the K edge of carbon, adapting the methodology to other materials only requires spectra coverage of the respective elemental edge of the material’s constituent. This flexibility makes our methodology widely applicable to detect and distinguish the various dynamic contributions to the flow of energy inside materials on their native timescales.

DOI: 10.1103/PhysRevX.11.041060

Subject Areas: Complex Systems
Condensed Matter Physics
Materials Science

Corresponding author.
jens.biegert@icfo.eu

These authors contributed equally to this work.

Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI. Open access publication funded by the Max Planck Society.
I. INTRODUCTION

Investigation of the emergence of a specific response of a molecular or solid-state system requires the ability to resolve the quantum multibody dynamics between light, carriers, and nuclei [1]. Such investigation is still challenging due to the coupling between these various subsystems which occurs across vast temporal scales ranging from attoseconds into picoseconds; see Fig. 1(a). The subsystems are coupled since the electronic structure of a system arises from the electronic configuration of the individual nuclei of the system and their electrostatic and exchange interactions. Thus, a change in electronic occupation consequently leads to a change of nuclear position and vice versa. Independent of whether one investigates a solid-state or molecular system, most of the outstanding questions on the origin of a phenomenon, or physics effect, relate to nonadiabatic dynamics and to couplings between the different subsystems. The coupling itself further compounds the investigation, since the correlated interaction is not rigorously separable by individual measurements on different temporal and energetic scales. Without discrimination of the various mechanisms, however, it is difficult to understand when and why an excitation manifests adversely, for instance, as limited transport of charge carriers in metals [2,3], or as a reduced exciton lifetime in organic solids [4,5]. Conversely, it is important to understand why an excitation causes mutual attraction of fermion pairs [6], bosonic qubits [7], or how Floquet states can potentially stabilize high-temperature superconductivity [8] and induce topological quantum phases [9]. To address such canonical problems, methods are sought which provide a holistic view over how a light field creates a nonequilibrium state, how the state evolves into the multibody state of excited electrons and holes, whether exciton pairs are stable, and which excitation of phonons leads to the relaxation of carriers and the lattice.

Among prominent methods to address this challenge, photoemission spectroscopies provide a detailed momentum-resolved insight into the electronic structure, but with limited depth of probing into the solid. Typically, the electronic coupling to the lattice can only be indirectly inferred [12], and with limited time resolution due to time-bandwidth constraints [13,14]. In contrast, lattice dynamics are readily investigated with inelastic scattering methods such as Raman [15,16], neutron, electron or x-ray scattering [17], and electron energy loss spectroscopy [18], but those methods only yield indirect information on the electronic structure. Evidently, each of these powerful methods has its own merits. But, to unravel the various, often intricated, contributions [19,20] of carriers and phonons in solids [21,22], it is challenging, and many times even impossible [23,24], to combine the information from different methods to gain an understanding of the physics. Moreover, it is challenging to conduct measurements with different methods under identical conditions and on the same sample. It is thus highly desirable to extract carrier and lattice information from a single measurement.

II. METHOD

Here, we show that core-level x-ray absorption near edge structure (XANES) spectroscopy with attosecond soft x-ray (SXR) pulses [25,26] meets the challenge in a single experimental method. The XANES method is based on the absorption of an x-ray photon whenever a dipole-allowed transition of a core-level electron is possible, either to a bound or to a continuum state. Core-level XANES is
element selective and orbital specific, and thus it is a sensitive probe of electronic structure. It is important to realize that unambiguous mapping of the XANES absorbance to the material’s density of states (DOS) is strictly ensured only with K-shell XANES since the 1s core transition does not suffer from final state multiplet effects [27]. This is distinct from measurements with extreme ultraviolet (attosecond) pulses, which access transitions from higher-lying core or inner-valence states, and whose interpretation depends on the exact case and may require advanced theory. Figure 1(b) illustrates this point by showing that the absorbance from K-shell XANES unambiguously matches with the DOS calculated with density functional theory. Our conceptual approach is thus to time resolve the change in electronic structure of a material with attosecond K-shell XANES. To realize such measurement, it is vital to combine high-energy resolution with coverage of an extensive energy range of tens of eV to disentangle the various contributions to electronic structure change. Figure 1(a) shows this concept and indicates how the simultaneous measurement of energetically distinct signatures in the time-resolved XANES spectrum allows distinguishing electron, hole, and lattice dynamics. For instance, the attosecond time resolution allows detecting the buildup of coherences (polarization) even during the excitation light field’s oscillation at terahertz to Petahertz (10^{15} Hz) oscillation frequency. The spectral range within a few eV of the Fermi level records changes in electronic occupation. At the same time, alteration of the electronic structure (also) far from the Fermi level records nuclear motion.

We apply our methodology to graphite since the material is extensively studied and serves as a challenging benchmark due to the overlapping timescales of ultrafast carrier-carrier (c-c) and carrier-phonon (c-ph) scattering, i.e., on timescales of 5–10 fs [28,29] (for c-c) and up to 100 fs (for c-ph) [30–34]. Despite the plethora of existing investigations on graphite, the exact mechanism behind electron-phonon coupling (EPC) and the involvement of the various phonon modes together with their time evolution is unclear. The role of the two prominent (strongly coupled) phonons, the A'_{1} and E_{2g} phonons, their real-time evolution, and relative contribution to EPC have never been measured. Identification of the loss channel and the nature of deexcitation is especially important when considering that EPC is the microscopic origin for 1/f noise [35] in electronic circuits, and the main reason for decoherence in quantum computing [36,37]. Similarly, the scattering mechanisms that photoexcited carriers undergo in bulk graphite are still under debate [28,38] despite the prominence of graphite in devices for energy transfer and storage.

To address these open points for graphite, we first establish the equilibrium (not photoexcited) electronic structure of 95-nm freestanding graphite by measuring the XANES with a 165-as FWHM SXR probe pulse whose spectrum ranges from 250 to 500 eV [39–41]. This SXR probe pulse accesses the K-edge core-to-valence transition from the carbon 1s state (bound by 284.2 eV) and the broad spectral bandwidth of the SXR pulse ensures probing unoccupied electronic states around, and far above, the Fermi level.
Fermi level at once. Figure 1(b) shows the calculated band structure together with its orbital character. We orient the material’s basal plane at 40° with respect to the linearly polarized SXR pulse to probe a wide range of orbital character [40]. This allows us to interrogate the $p_z$ orbitals, normal to the basal plane, which constitute the ($\pi$) valence band (VB) and ($\pi^*$) conduction band (CB). In contrast, $sp_2$-hybridized orbitals ($\sigma^*$) lie inside the basal plane and are thus very sensitive to in-plane phonon motion. Figure 1(b) (right) shows the excellent agreement between the calculated density of states multiplied by the Fermi-Dirac (FD) function at room temperature with the measured static absorbance, revealing unoccupied electronic states. The $\pi^*$ and $\sigma^*$ antibonding states, 1.5 and 7 eV above the Fermi energy, are readily identified with the $M$ and $\Gamma$ points in the Brillouin zone. A Fermi-Dirac fit to the measured absorbance yields that the material is doped with a chemical potential of 650 ± 45 meV.

To study the dynamic flow of energy inside graphite, we photoexcite the material with an ultrashort pump pulse. The pump pulse induces a $\pi - \pi^*$ transition at the vicinity of the $\bar{K}$ point [see Fig. 1(b)], thus generating a nonequilibrium condition, which results in the dynamic redistribution of excitation energy across electrons and the lattice. To probe the entire dynamic response, we scan the XSR probe in time from before the pump pulse (negative times, the probe pulse arrives before the pump pulse), across the pump pulse, to after the pump pulse (positive times, the pump pulse arrives before the probe pulse).

The XSR probe pulse is then delayed in time with respect to the excitation (pump) pulse, thus probing via XANES the state of the system at that respective instance in time. To investigate the response of graphite to different excitation conditions, we varied the pump fluence and photon energy for a range of measurements: We used ultrashort 11 ± 1 fs pump pulses at a photon energy of 0.7 eV, and 15 ± 1 fs at 1.6 eV, and varied the pump fluence between 2.8 ± 0.2 mJ/cm$^2$ and 81 ± 5 mJ/cm$^2$ to investigate different regimes of carrier dynamics; see the Supplemental Material (SM) for the complete set of data [11]. Figure 2(a) shows the differential absorption $\Delta A(E)$, which is the difference between the measured absorption of the pumped and of the unpumped material, for the highest fluence of 81 mJ/cm$^2$ and with 0.7 eV photon energy.

III. DISCUSSION

A. Attosecond- to femtosecond-scale dynamics

Immediately apparent in Fig. 2(a) are changes of up to 15% in differential absorption, both positive (red) and negative (blue). Figure 1(b) allows us to identify these features as $\pi$ bonding state (~ −0.5 eV), and as $\pi^*$ (~2 eV) and $\sigma^*$ (~7.5 eV) antibonding states.

To remove pump-induced broadening and shifting contributions to the line shape, we analyze the absorption spectra at different temporal delays, analog to the procedure detailed in Ref. [42]; see the SM for details [11]. This procedure reveals that the signal between −1.5 and 3 eV originates indeed from occupied (electron) $\pi^*$-character CB states and from unoccupied (hole) $\pi$-character VB states. The absorption change between −1.5 and 3 eV is energetically much broader than the bandwidth of the pump pulse, but this is explained by the high carrier concentration of $5 \times 10^{23}$ cm$^{-3}$ at the high pump fluence shown in Fig. 2(a). We further find that the signal between 6 and 10 eV originates from a shift and broadening of the $\sigma^*$ state at ~7.5 eV. Having determined the position of the respective states, we fit a Gaussian function with biexponential decay along their energetic positions. Figure 2(b) shows the result which reveals that the $\pi^*$ (electron) signal rises more slowly ($\tau^* = 75 ± 5$ fs) than the $\pi$ (hole) signal ($\tau^* = 40 ± 5$ fs). Conversely, electrons relax faster ($\tau_e = 200 ± 53$ fs) than holes ($\tau_h = 271 ± 98$ fs). Interestingly, all carrier timescales are much longer than the C 1s core-hole lifetime in graphite (1.6 fs [43]), which attributes the measured behavior to Debye screening and Landau damping of charge carriers [44]. In contrast, the $\sigma^*$ signal exhibits a markedly slower dynamics with a rise time of $\tau_{\sigma}^* = 270 ± 10$ fs and decay time of $\tau_{\sigma}^* = 4.3 ± 1.3$ ps. This is in accord with expected time evolution of phonon motion.

We now detail the early time dynamics for excitation at a much lower fluence of 2.8 mJ/cm$^2$ for a photon energy of 1.6 eV and contrast the findings against a similar fluence of 3.2 mJ/cm$^2$ but with photon energy of 0.7 eV; see SM for XANES data [11]. Figures 3(a) and 3(b) show results of the attosecond-resolved measurement with a pump-probe delay step size of 0.6 fs. Interestingly apparent in Figs. 3(a) and 3(b) is the buildup of coherent charge oscillations, i.e., polarization of the material. These oscillations occur at occupied states below (orange) and unoccupied states above (blue) the Fermi level. A Fourier analysis reveals that the oscillations occur predominantly at the pump carrier frequency; carrier periods are indicated by the vertical dashed lines in Figs. 3(a) and 3(b). We attribute the observed charge oscillations at the fundamental rather than second harmonic of the optical pump frequency (as observed in attosecond-resolved experiments in non-Dirac materials [45–48]) to the prevalent excursion of carriers in the near-linear potential in close proximity of the K point [49], thus leading to a linear response at the fundamental driving frequency. A low-pass filtered fit through the data (blue and orange solid lines) reveals the incoherent background, which is due to the dephasing of coherent charge oscillation. We observe the concomitant incoherent background rising within a few oscillations of the light field, signifying the ultrafast transfer of energy from the light field into the electron and hole excitation of the material.

An important question that we addressed next is the nature of the observed ultrafast carrier-carrier interaction, during excitation and its dephasing. Our aim is...
to distinguish between the pertinent mechanisms of impact excitation and Auger heating [50] and to determine whether both carrier types, electrons and holes, are exposed to identical or different scattering mechanisms. Such an investigation is especially interesting considering that IE leads to a multiplication of carriers as an excited electron (hole) loses energy and momentum in Coulomb scattering, creating an electron-hole pair. AH describes the nonradiative recombination of an electron with a hole where energy and momentum are transferred to an electron (hole) in the same band. Thus, the signature of impact excitation (Auger heating) is an increase (decrease) in the number of carriers with a concurrent decrease (increase) in kinetic energy. Eventually, a dynamic imbalance between electrons and holes will lead to a changing chemical potential and varying probability for carrier recombination. Figure 3(e) depicts how a simple comparison of trends for the two quantities IE and AH [51,52] allows distinguishing between the mechanisms [50] directly from the measurement. To capture the excitation and the decay of the incoherent background, we conducted additional measurements over a longer time range, up to 90 fs with time steps of 3 fs. Figures 3(c) and 3(d) show the result for which we plot the number of carriers \( N_c = \sum_i |\Delta A(E_i)| \) together with their occupation-normalized mean (kinetic) energy \( \langle E_c \rangle \). Examination of the low-fluence (2.8 mJ/cm\(^2\)) 1.6-eV case [Fig. 3(c)] shows a clear signature of IE. In good agreement with Ref. [50], we find from an exponential fit that the number of electrons increases rapidly and thermalizes in 16 ± 5 fs. Here, we simultaneously observe the real-time dynamics of Dirac holes, and we find identical behavior, albeit with a slightly faster thermalization time of 12 ± 3 fs.

The power of measuring both carrier types in real time becomes obvious when changing to a pump photon energy of 0.7 eV, for similar pump fluence (3.2 mJ/cm\(^2\)). Figure 3(d) clearly shows that the measurement of electrons alone would have confirmed IE as a mechanism, while the holes show a more complex behavior. Interestingly, \( N_c \) increases comparably for electrons and holes up to 70 fs. However, \( \langle E_c \rangle \) behaves differently: Within 10 ± 2 fs (4 ± 2 fs for holes), electrons continue to lose energy while holes initially lose energy but then, on average, gain energy. Holes thus exhibit a...
switchover from IE to AH during the 11-fs duration of the infrared light field. Considering the lower photon energy of 0.7 eV, which generates electron-hole pairs much closer to the Fermi energy, the previously inferred \( n \) doping of 650 meV leads to an asymmetric phase space for scattering [53]. This asymmetry explains the electron-hole symmetry breaking for scattering in the conduction band and effectively suppresses hole IE [51,54]. To the best of our knowledge, this is the first direct measurement of the real-time dynamics for both carrier types and it shows the importance of such measurement to address problems related to energy storage or light harvesting devices where the recombination of carriers plays a major role in their functionality.

**B. Femtosecond- to picosecond-scale dynamics**

Having elucidated the mechanisms of carrier scattering, we now turn to analyzing the full-time range of our measurement, up to 1 ps, to investigate electron-phonon scattering and the time evolution of phonons together with their dispersion. Thus, we first fitted the incoherent contribution of the signals shown in Fig. 2(b) to access the coherent dynamics. We employ a three-temperature rate-equation model (3TM) [55]. This simple model provides a phenomenological thermodynamic description by subsystems of electrons, strongly coupled optical phonons (SCOPs), and lattice. The transfer of heat from one subsystem to another is described by three coupled differential equations which consider the population averaged kinetics of electrons, SCOPs, and acoustic phonons, and where the coupling strength between subsystems is determined by the heat transfer coefficients. The 3TM fit to the data is shown in Fig. 4(a) and yields that while SCOPs represent only 0.24% of all vibrational modes, they efficiently absorb \( \sim 90\% \) of the energy from the electronic subsystem due to the large electron-phonon coupling strength of \( 2.8 \times 10^{16} \) W/m\(^2\) K. We note that these values are physically reasonable and in agreement with literature [32].

Next, we investigate the coherent phonon [56,57] signal by analyzing the oscillatory pattern exhibited by the \( \sigma^+ \) data [Fig. 2(b), orange circles, and Fig. 4(b)] with a short-time Fourier transform (STFT) analysis. Such analysis helps in visualizing the phonon dispersion landscape [Fig. 4(d)], and it allows us to identify various dominant coherent phonon modes. We note that any STFT naturally requires balancing frequency versus time resolution: we have thus conducted an additional Fourier analysis of the signal over the entire delay range of 1 ps [Fig. 4(c); see the SM [11]]. Figure 4(d) shows that already during and shortly after the laser excitation, coherent motion emerges over a broad range of frequencies. To identify these frequencies, we performed large-scale two-temperature-model molecular dynamics (TTM MD) simulations using an electronic-temperature-dependent interatomic potential for graphite (analog to Refs. [58,59]) and the ab initio determined Eliashberg function and \( k \)-dependent coupling strength; details are given in the Appendix E. Results from the simulation are shown together with experimental data. Figure 4(a) shows the time evolution of the temperatures of electrons, and Fig. 4(b) for SCOPs (the latter calculated directly without approximation from the kinetic energy of the corresponding modes) and the lattice. We find that the match with the experiment is remarkable considering that no fitting parameter was used. Figure 4(e) shows the calculated phonon dispersion for a range of relevant electron temperatures. We determine the two highest phonon frequencies from a multipeak fit to the data and show them in Fig. 4(c) in blue and red. A comparison with the phonon dispersion [Fig. 4(e)] identifies them as the Raman-active \( \bar{\Gamma} \rightarrow E_{2g} \) and the non-Raman-active \( \bar{K} \rightarrow A'_1 \) SCOPs at \( 46.4 \pm 2.7 \) and \( 42.7 \pm 1.1 \) THz, respectively. We also note the unexpected observation of very high-frequency coherent lattice oscillations in a forbidden range of the phonon spectrum up to 90 THz [see Fig. 4(c), top left]. These frequencies are commensurate with twice the frequency of the \( \bar{K} \rightarrow A'_1 \) phonon, and, to the best of our knowledge, have not been observed in graphite previously [60]. The capacity to simultaneously measure both the Raman-active \( \bar{\Gamma} \rightarrow E_{2g} \) and the non-Raman-active \( \bar{K} \rightarrow A'_1 \) SCOP allows us to reveal their temporal dynamics; see the red and blue lines on across the STFT. Unexpectedly, we find that both SCOPs become dominant already after 20 fs and they reach their maxima at 65.5 ± 3.0 and 69.6 ± 3.0 fs, respectively. The early onset of coherent oscillations of the \( A'_1 \) mode is startling, considering that the only coherent phonon that can be excited according to present understanding is the Raman-active \( E_{2g} \) mode. Equally surprising, the TTM MD model reveals that the \( A'_1 \) SCOP provides the dominant pathway (\( \sim 90\% \)) for deexcitation of the electronic subsystem.

To elucidate the surprising early contribution from the (non-Raman-active) \( A'_1 \) mode, we calculated the equilibrium and the laser-excited potential energy surfaces along the \( A_1 \) mode (see SM [11]), and we found no displacement of the potential minimum. Thus, without the possibility for an immediate displacive excitation of the fully symmetric mode, we conclude that the observed coherent lattice motion must originate from the very strong electron-SCOPs coupling, thus acting almost impulsively. Our model further explains the unexpected observation of the high-frequency oscillations up to 90 THz at twice the frequency of the \( A'_1 \) mode. We find that the DOS is modulated due to the absolute value of the displacement but not its direction, thus resulting in twice the phonon oscillation frequency in the DOS. The simulations also explain the surprising finding that the oscillations of the \( A'_1 \) mode are stronger than those of the \( E_{2g} \) phonon, and that it reaches its maximum earlier: The form of the Eliashberg function yields much stronger electron-phonon coupling for the \( A'_1 \) mode than for the \( E_{2g} \) mode [59]. Thus, in accord with the experiment, even though the \( E_{2g} \) is impulsively
excited by the light field via Raman scattering, the main loss channel for electronic deexcitation is via the $A_{01}$ mode due to the very strong EPC. This also explains the striking observation that the coherent oscillation amplitudes of both SCOPs reach their maxima $\sim 60$ fs after the pump pulse. Further analysis reveals excitation of the $\bar{K}-E_0$ mode at $33.7\pm 0.1$ THz, and the observation of lower energetic phonon modes at $26.6\pm 0.1$, $19.8\pm 0.1$, and $16.5\pm 0.1$ THz, which peak after $\sim 160$ fs. This observation is in agreement with recent results by Stern et al. [61] from ultrafast electron diffraction, and suggestive of parametric difference frequency generation [62,63] from $E_{2g}$ and $A_{1}'$ phonons into less energetic coherent transverse and longitudinal acoustic phonon modes.

IV. CONCLUSIONS

In conclusion, we demonstrate the ability to track energy flow upon light absorption between electrons, holes, and phonons in real time. We applied the method to graphite and demonstrate its capability by disentangling the coherent and incoherent excitation and dissipation pathways...
from the attosecond to the picosecond. At earliest times, the
dynamics of electrons and holes reveal disparate scattering
mechanisms for infrared excitation, close to the Fermi
energy. We find that impact excitation governs ultrafast
dephasing of the coherent carrier dynamics for electrons. At
the same time, holes exhibit a switchover from impact
excitation to Auger heating during the 11-fs duration of the
infrared light field. We attribute this switchover to the
limited scattering phase space in the n-doped material.

Further, the measurement sheds new light on long-
standing questions regarding the excitation of SCOPs in
graphite. We directly observe the non-Raman-active $A'_1$
phonon concomitantly with the Raman-active $E_{2g}$ phonon,
and we find that both SCOPs are coherently excited within
20 fs of the pump pulse. The coherent excitation of both
SCOPs is nondisplaceable and is explained by the strong
electron-phonon scattering, i.e., via a seemingly incoherent
process. We identify the $A'_1$ phonon as the dominating
channel for the dissipation of electronic coherence.
Moreover, unobserved in graphite, we find high-frequency
oscillations up to 90 THz, which arise from the modulation
of the electronic DOS by the atomic displacements along
the $E_{2g}$ and $A'_1$ modes.

These measurements establish the utility of attosecond
core-level XANES spectroscopy to achieve a detailed and
simultaneous view on the temporal evolution of the photon-
carrier-phonon system with surprising new results even for
a seemingly well-studied system like graphite. The method
is generally applicable to molecules, liquids, and solids,
with the only requirement that the attosecond pulse
spectrum covers an elemental absorption edge of the
system under investigation.

We emphasize that attosecond core-level XANES is
different from general attosecond absorption spectroscopy
as it combines attosecond resolution with the unambiguous
electronic-state mapping of K-shell XANES spectroscopy.
Attosecond pulses are ideal for XANES since their
extremely large spectral bandwidth presents no impediment
on the energy resolution of the measurement. Further, using
a carrier-envelope phase-controlled pump pulse even
reduces the temporal resolution to (essentially) the duration
of the attosecond probe pulse itself.

The ongoing development of x-ray light sources, either
high-harmonic-based or free-electron lasers, will bring the
methodology to elemental core-level edges of heavier
elements in the hard x-ray spectral range. Very exciting
are recent developments on x-ray gratings and detector
technology. The availability of high-efficiency and high-
resolution SXR zone plates, in combination with direct
x-ray detection, provides an improvement by more than one
order of magnitude in sensitivity and resolution. These
improvements are very significant as they reduce measure-
ment time to a mere tens of minutes and they will
provide sufficient spectral resolution to discriminate
detailed chemical shifts and vibrational signatures which
are presently not resolvable. Equally exciting are recent
theoretical developments that aim at describing x-ray
absorption as nonlinear two-photon interaction, thus
addressing important aspects such as dynamic core-hole
effects or exciton-phonon coupling. We thus expect that the
general applicability of the method will prove valuable to
address questions such as, for instance, the energy dissipa-
tion in light harvesting, organic electronic and energy
storage systems, or to reexamine long-standing questions in
nonequilibrium multibody physics such as phase transi-
tions and superconductivity.
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Note added in proof.—Recently, we became aware of a
title paper which further supports the importance of the
hot phonon dynamics on an ultrafast timescale [64].
APPENDIX A: EXPERIMENTAL SETUP

X-ray absorption near edge structure spectroscopy measurements are performed in a homebuilt soft x-ray beam line in which a Mach-Zehnder interferometer permits attosecond-resolved pump-probe experiments; see Fig. 1 in SM for a sketch of the setup [11]. A 380-μJ, 1850-nm (0.7 eV), sub-2-cycle, carrier-envelope phase-stable pulse from a homebuilt 1-kHz laser system [65] is sent into the beam line where it enters the Mach-Zehnder interferometer. Depending on the experiment, this pulse is split by a 95/5 (low-fluence case) or 70/30 (high-fluence case) beam splitter and the low-energy portion is directed as pump to the target. The high-energy part is focused into a high-pressure gas target [66–68], with backing pressures up to 12 bar in helium. The condition for the present experiment was identical to the ones in Ref. [68] for producing an isolated 165-as pulse in the SXR water window [41] with a spectrum from 250 to 500 eV. The emerging SXR pulse is sent through a 100-nm Sn filter to reject leftover infrared radiation before being focused onto target with a SXR ellipsoid (Carl Zeiss AG) to a target beam size of $15 \pm 5 \, \mu m$ FWHM. After the target, a second 100-nm Sn filter is used to reject the pump light before the SXR radiation is dispersed with a homebuilt SXR spectrograph, which consists of a flat-field aberration-corrected and reflecting concave grating (2400 lines/mm; Hitachi High Technologies America, Inc.) and a cooled, back-illuminated CCD (PIXIS-XO: Princeton Instruments); the resolution of the spectrograph is 0.3 eV at the carbon K edge at 284 eV. The pump-probe delay is controlled via a closed-loop delay stage oriented at 40° with respect to the linearly polarized SXR beam proportional to the unoccupied density of states:

\[
A(E) \propto n_{uc}(E) \propto \left[1 - FD(E)\right] \times \text{DOS}(E).
\]

Here, the Fermi-Dirac distribution accounts for the electronic occupation in thermodynamic equilibrium at temperature $T_e$ and with Fermi energy $E_F$. probe beams on the sample. Shutters along the probe and the pump path are synchronized with the CCD camera and were used to alternate in a sequence of 15 spectra of 40-s integration for the pump plus probe ($\tau_{pp}$), 15 spectra of 40-s integration for the probe ($\tau_0$), and 4 spectra of 40 s for the pump ($\tau_p$) case. This scheme allows us to minimize the influence of possible SXR spectral fluctuations on the analysis, while the pump-only acquisition enables the correct background subtraction. Comparing the probe-only spectra for a constant delay no effects of sample heating could be observed in the spectra. Each delay time step between pump and probe resulted in 25 min of measurement time.

For each of the acquisitions, we record the raw CCD image in a predefined region of interest (ROI) which was identical for $\tau_{pp}$, $\tau_0$, and $\tau_p$. Each ROI is then summed together to obtain the spectrum for each delay step sequence $\tau_{pp}$, $\tau_0$, and $\tau_p$. The detector’s dark and thermal noise are removed from each spectrum. To remove the possible residual pump background the 1D $\tau_p$ spectrum is multiplied by $15/4$ to account for the reduced integration time, then subtracted from $\tau_{pp}$ spectrum. To account for possible slow drifts in the SXR flux, despite the 40-s integration windows, we normalize to the energy range between 200 and 280 eV before carbon K edge for $\tau_{pp}$, $\tau_0$, and $\tau_p$, and we apply a three-pixel boxcar average. These traces are taken to calculate the differential transmission ($\Delta T = T_{pp} - T_0$) normalized to the probe-only spectrum, $\Delta T/T_0$.

From the differential transmission spectrum, we can obtain the change of absorption ($\Delta A$) through $\Delta A = -\ln[\Delta T/T_0] + 1$. We used the identity $\Delta T/T_0 = (I_0 e^{-\alpha d} - I_0 e^{-\alpha_0 d}/I_0 e^{-\alpha_0 d}) = e^{-\Delta \alpha d} - 1$, with the attenuation coefficient $\alpha$ and sample thickness $d$.

APPENDIX C: CARRIER MULTIPLICATION—IMPACT EXCITATION VERSUS AUGER HEATING

The two carrier multiplication processes, impact excitation and Auger heating occur on similar timescales after photoexcitation [69]. To highlight their strong dependency on pump fluence and carrier concentration, we followed the approach presented by Gierz et al. [50], and distinguish the two processes by the scaling of normalized average kinetic energy $E_K$ and number of carriers $N_c$.

XANES probes unoccupied electronic states near the Fermi level $n_{uc}$ [70,71] and thus the measured spectrum is proportional to the unoccupied density of states:

\[
a(E) \propto n_{uc}(E) \propto \left[1 - FD(E)\right] \times \text{DOS}(E).
\]
Changes in the carrier occupation are evident from $\Delta A$, the difference between the pumped and unpumped absorption spectrum. The sum over all the apparent occupation changes $\Sigma_i |\Delta A(E_i)|$ then highlights the number of excited carriers $N_c$ across the probed sample volume:

$$\Sigma_i A(E_i) \propto \Sigma_i [1 - F(D(E_i)] \times DOS(E_i) \propto N_{uc}$$

$$\rightarrow \Sigma_i |\Delta A(E_i)| \propto N_c.$$ 

Note that the energy region in the DOS, where changes in the soft x-ray absorption appear is dominated by $\pi^*$ states, which relate to electronics states near the $K$ and $H$ points. The near-infrared pump pulse, however, only excites carriers near $K$.

The average kinetic energy that is the energy corresponding to the center of mass of the carrier distribution is calculated from the measurement, for both carrier types, electrons and holes,

$$\langle E_c \rangle = \frac{\Sigma_i(E_i) \Delta A(E_i)}{\Sigma_i |\Delta A(E_i)|},$$

where we use the energy $E_i$ referenced to the Fermi energy. This approach allows the identification of the various contributions to (hot) carrier multiplication for electrons and holes; see Fig. 3 in the main text.

To quantify carrier multiplication, we calculate a carrier multiplication factor CM, in analogy to the work of Winzer and Malić [54],

$$CM = \frac{n_f - n(T_0)}{n_{opt}},$$

with the final carrier density $n_f$, the optically excited carrier density $n_{opt}$, and the initial thermal carrier density $n(T_0)$. The difference between final and initial carrier density is given by the measured absorption changes $\Delta A$ times the density of states over the apparent energy region. We integrate the calculated DOS over the energy range of the signal to obtain $n = 2.4 \times 10^{22}$ states/cm$^3$ ($1.5 \times 10^{22}$ states/cm$^3$) for electrons (holes) [0.848 (0.539) states/unit cell; $V_{\text{unit cell}} = 35 \times 10^{-24}$ cm$^3$].

Lastly, we can calculate the carrier multiplication factor as

$$CM = \frac{\Delta A n}{aI/\hbar \omega D},$$

In Table I we present the calculated CM for the three measurements for electrons and holes.

### APPENDIX D: THREE-TEMPERATURE MODEL

To quantify the incoherent contribution, we resort to a thermodynamic description between electrons, strongly coupled optical phonons, and lattice with a three-temperature rate-equation model [55] fit to the data. The heat capacity of the electrons at temperature $T_E$ is given by

$$C_E = \gamma T_E,$$

with $\gamma = 2.5 \text{ J/m}^3 \text{ K}^2$ based on literature values [72]. In the model, the SCOPs have an energy of $\hbar \omega = 200 \text{ meV}$ and their heat capacity is calculated according to the formula [16]

$$C_{SC} = \frac{d}{dT} \exp\left(\frac{\hbar \omega}{k_B T}\right) - 1,$$

where $N = 3.4 \times 10^{29}$ m$^{-3}$ is the total number of vibrational modes per volume for graphite and $f$ is the fraction of these modes that are SCOPs. Finally, the heat capacity of the lattice ($C_L$) is found from the work of Pop et al. [73]. The equations of the 3TM are used for a nonlinear fitting of the experimental data, where the fitted parameters are the coupling constants ($G_{E-SC}$ and $G_{ph-ph}$), the fraction of SCOPs ($f$), and the incident laser fluence.

Based on the fitting, SCOPs represent 0.24% of all the vibrational modes, they are excited by hot electrons with an energy transfer rate $G_{E-SC} = 2.8 \times 10^{16} \text{ W/m}^3 \text{ K}$, and they cool down through phonon-phonon coupling with an energy transfer rate $G_{ph-ph} = 5.5 \times 10^{16} \text{ W/m}^3 \text{ K}$. Fitting the modeled temperature evolution with a biexponential decay shows that the time constants for heating and cooling of SCOPs are $\tau_1 = 120 \text{ fs}$ and $\tau_2 = 600 \text{ fs}$, respectively. We find that the strong electron energy transfer to SCOPs dominates the incoherent signal until 500 fs before phonon-phonon scattering becomes increasingly dominant.

### APPENDIX E: MOLECULAR DYNAMIC SIMULATION e-ph OF DYNAMICS

For simulating graphite’s electron and phonon dynamics, shown in Fig. 5, we utilized a two-temperature model molecular dynamics [74] scheme considering the electron-
phonon coupling only to selected phonon modes—the SCOPs—as described in Ref. [59]. But in contrast to Ref. [59], we employed an electronic-temperature-dependent interatomic potential, which we developed from *ab initio* reference MD simulations using the method described in detail in Ref. [75]. We performed these reference simulations on laser-excited potential energy surfaces with the density functional theory molecular dynamics codes CHIVES (code for highly excited valence electron systems) [76]. The exchange-correlation part of the energy functional is approximated by the local density approximation [77]. CHIVES uses atom-centered Gaussian basis sets [78], relativistic pseudopotentials [79,80], and periodic boundary conditions. For the reference simulations, we used a supercell containing a graphite film with 252 atoms and a supercell containing graphene with 180 atoms. The finally obtained interatomic potential contains 31 coefficients and has a cutoff radius of 0.34 nm. The coefficients are polynomials of order 4 with respect to the electronic temperature. We verified the description of the phonon band structure, the electronic specific heat, and the interatomic forces and energies for graphene and graphite. For the simulations with the electronic-temperature-dependent interatomic potential, we have generated a graphite supercell containing 16 128 atoms. The supercell was chosen in such a way that it contains the $K$ and $K'$ point, which are important for the electron-phonon coupling. The supercell was thermalized by initializing the velocities and performing a thermalization run. This procedure is repeated until the supercell obtains a temperature of about 300–500 K. The laser excitation of graphite is simulated by increasing the electronic temperature according to a Gaussian-shaped pulse of a FWHM time width of 15 fs, where every atom absorbs 0.06 eV on average. The electronic temperature modifies the Fermi-Dirac function, which is assumed for occupying the electronic states. This procedure is justified because graphite reaches a well-defined electronic temperature within about 30–50 fs after irradiation [81–85]. Graphite exhibits a particularly strong electron-phonon coupling, which is modeled as for graphene in Ref. [59]. The same Eliashberg function, $k$-dependent coupling strength integrated electron-phonon coupling constants as for graphene are used, multiplied by the number of graphene planes in the supercell. In total, 980 phonon modes were identified as SCOPS in our simulation cell and were used for considering the electron-phonon coupling. The electron-phonon coupling constant was derived from *ab initio* based on the method developed by Allen [86]. More details can be found in Ref. [59].

Figure 4(e) of the main text shows the phonon dispersion of graphite from CHIVES after ultrafast laser excitation with electronic temperatures of 300, 3000, 6000, and 9000 K, respectively. During these calculations the atoms are in their equilibrium positions. Figure 4(d) shows that the laser excitation strongly modifies the interaction between the atoms. In particular, the optical out-of-plane phonon modes at the $\Gamma$ point are strongly softened due to the laser pulse. The optical in-plane phonon modes, on the other hand, exhibit a bond hardening near the $\Gamma$ point and $K$ point.

The velocity autocorrelation function (VAC) gives a measure for the strength of interactions in the material. It is calculated by

$$VAC(\tau, T) = \int_0^T dt \frac{1}{N} \sum_{i=1}^N [v_i(t) v_i(t + \tau)],$$

where $N$ is the number of atoms, and $v_i(t)$ the velocity of atom $i$. The calculated VAC depends on the time shift $\tau$ and
the integrating time $T$. The VAC after laser excitation is shown in Fig. 12(a) of the Supplemental Material for time shifts $\tau$ from 0 to 250 fs and integrating $T = 100$ fs [11]. The VAC shows clear laser-induced oscillations between 40 and 50 THz close to the SCOPs frequencies and their parametric equivalent.

**APPENDIX F: REAL-TIME TDDFT SIMULATION OF CARRIER OCCUPATION AND IMPRINT OF NUCLEAR MOTION**

To study the early field driven electron-phonon dynamics in graphite we apply a parameter-free ab initio method;

$$
i \frac{\partial \psi_j}{\partial t} = \left[ \frac{1}{2} \left( -i \nabla + \frac{1}{c} A_{\text{ext}}(t) \right)^2 + v_\text{H}(r, t) + \frac{1}{2c} \sigma \cdot B_\text{s}(r, t) + \frac{1}{4c^2} \sigma \cdot (\nabla v_j(r, t) \times -i \nabla) \right] \psi_j(r, t),$$

with $\sigma$ referring to the Pauli matrices. The Kohn-Sham effective potential $v_\text{H}(r, t) = v_\text{xc}(r, t) + v_\text{u}(r, t) + v_\text{xc}(r, t)$ consists of the external potential $v_\text{ext}$, the classical electrostatic Hartree potential $v_\text{u}$, and the exchange-correlation (XC) potential $v_\text{xc}$, while the Kohn-Sham magnetic field is $B_\text{s}(r, t) = B_\text{ext} + B_\text{xc}(r, t)$, $B_\text{ext}(r, t)$ being the magnetic field of the laser pulse and $B_\text{xc}(r, t)$ the XC magnetic field. We use the adiabatic local spin density approximation for $B_\text{xc}(r, t)$; see Kriegel et al. [90]. The last term in the equation represents spin-orbit coupling. $A_{\text{ext}}(t)$ is the vector potential representing the incident pump field. We solve the above equation for the electronic system alone.

Coupled dynamics of the electron-nuclear system is then included at the Ehrenfest level of approximation in which the atomic forces are calculated at each electronic time step and the atomic positions are updated according to Newton’s equation of motion. It must be stated that our implementation is valid for small amplitude motion only. Two complete runs of the time evolution are performed: the atomic forces are calculated during the first and the effects of the backreaction of the atomic displacements are included in the second. The muffin tins themselves are not displaced because this would change the augmented plane wave basis itself and require that the time-evolving Kohn-Sham states be reexpanded in the new basis.

Instead, the linear-order change in the Coulomb potential (nuclear plus Hartree from core density) given by

$$\delta V_\text{C}(r, t) = -\sum_\alpha \delta u_\alpha(t) \cdot \nabla u_\alpha V_\text{C}(r),$$

where $\delta u_\alpha(t)$ is the atomic displacement for atom $\alpha$, is added to the time-dependent Hamiltonian. A further limitation of the augmented plane wave basis means that this potential will be underscreened leading to a possible overestimation of the effects of the nuclear motion.
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