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Measuring the density profile of dark matter in the Solar neighborhood has important implications for both dark matter theory and experiment. In this work, we apply autoregressive flows to stars from a realistic simulation of a Milky Way-type galaxy to learn – in an unsupervised way – the stellar phase space density and its derivatives. With these as inputs, and under the assumption of dynamic equilibrium, the gravitational acceleration field and mass density can be calculated directly from the Boltzmann Equation without the need to assume either cylindrical symmetry or specific functional forms for the galaxy’s mass density. We demonstrate our approach can accurately reconstruct the mass density and acceleration profiles of the simulated galaxy, even in the presence of Gaia-like errors in the kinematic measurements.

I. INTRODUCTION

Dark matter is definitive evidence for physics beyond the Standard Model. No known particle has the necessary properties to resolve the gravitational anomalies which arise in spiral galaxies [1,2], galaxy clusters [3,4], early Universe cosmology [5], and gravitational lensing [6] if non-relativistic energy density was only sourced by the visible baryonic material. Despite an extensive experimental particle physics program across direct detection, indirect detection, and collider searches, astrophysics remains the only source of definitive positive knowledge about the particle nature of dark matter. Analyzing the gravitational influence of dark matter remains a critical piece of the puzzle. Despite the failure of the Standard Model to predict dark matter in the Solar neighborhood and more broadly throughout the Milky Way galaxy is of immense interest to the study of the physics of the dark sector. The density of dark matter at the Earth’s location enters directly into the scattering rate for direct detection experiments, and the distribution of dark matter within the Galaxy determines the intensity and angular distribution of indirect detection signals of dark matter annihilation and decay at the Galactic Center. Additionally, non-trivial physics within the dark sector – for example, self-interacting [7], fuzzy [8], or dark disk [9,10] dark matter – can modify the density profile of the Galaxy’s dark matter halo. Relatedly, measurements of the acceleration field off of the Galactic disk can discriminate between dark matter and modified gravity solutions [11].

A large literature exists [12–52] which seeks to measure the dark matter density in the local volume of space via its effect on the statistical properties of a population of visible tracer stars’ kinematics. These stars are moving within the Galactic gravitational potential $\Phi(\vec{x})$, sourced by stars, gas, and dark matter. For a population of tracers which are well-mixed into the Galaxy, the phase space density as a function of position and velocity $f(\vec{x}, \vec{v})$ respects the collisionless Boltzmann Equation:¹

$$\frac{df}{dt} + v_i \frac{\partial f}{\partial x_i} = \frac{\partial \Phi}{\partial x_i} \frac{\partial f}{\partial v_i}. \quad (1)$$

If the tracer population is in equilibrium, then $\partial f/\partial t$ is zero. There is compelling evidence that the Milky Way local to the Sun is not currently in dynamic equilibrium [53–55], due to interactions with the Sagittarius stream as well as the Magellanic Clouds. Despite this, when inferring density and acceleration using the Boltzmann equation, equilibrium is typically assumed (see for example Ref. [56]); we will do the same in this work. However, in the absence of equilibrium our proposed direct measurements of $f(\vec{x}, \vec{v})$ provide interesting possibilities when combined with other measurements of Galactic acceleration; we will return to this point later in the paper.

Using the Boltzmann equation – which relates the derivative of the potential (that is, the gravitational acceleration) to derivatives of the full six-dimensional phase space density of a stellar population – has historically proven difficult. The high dimensionality of phase space implies that any attempt to construct $f$ from data through binning will result in poor statistics of most bins in $\vec{x}$ and $\vec{v}$. These inaccuracies will then propagate and amplify in the calculation of the derivatives. While other methods have been developed (distribution function modeling [23, 34, 35, 41] or made-to-measure methods [19, 10]) a common approach to overcome this problem is to take the first moment of the Boltzmann equation and integrate over velocity. With the spatial phase space of the tracers defined as $\nu(\vec{x}) = \int d^3 \vec{v} f(\vec{x}, \vec{v})$, the resulting Jeans Equation is

$$\nu \frac{\partial^2 \nu}{\partial x_i^2} + \nu(\vec{x}) \frac{\partial \nu}{\partial x_i} = -\nu(\vec{x}) \frac{\partial \Phi}{\partial x_i}, \quad (2)$$

where the average squared velocity matrix

$$\overline{v_i v_j} = \frac{1}{\nu(\vec{x})} \int d^3 \vec{v} f(\vec{x}, \vec{v}) v_i v_j \quad (3)$$

¹ Here, and throughout this paper, Cartesian coordinates are indexed by Latin characters $i,j,k$ and the Einstein summation convention is assumed.
is position-dependent. An alternative approach to Jeans modeling is to assume a flexible form of the distribution function \( f \), take analytic derivatives, and fit to data. In practice, fitting to data regardless of approach often requires additional assumptions of axisymmetry, small “tilt” terms which mix radial and \( z \) components (here \( z \) is defined as the direction off of the Galactic disk, with the midline set as \( z = 0 \)), and/or specific assumptions about the functional forms of the tracer population density.

Once the accelerations \(-\partial \Phi / \partial \vec{r}\) have been determined, the total density can be obtained from the Poisson Equation

\[
4\pi G \rho = \nabla^2 \Phi. \tag{4}
\]

Subtracting the measured stellar and gas densities then gives the dark matter density. We refer to Refs. \([23, 24, 37, 38, 42, 55]\) for recent Jeans analysis of the Milky Way density, Refs. \([13, 25, 43, 48–50]\) for recent distribution function fits, and Refs. \([50, 57]\) for comprehensive reviews.

Refining assumption-free approaches to determine the Galactic acceleration and density fields is a timely question, given the exquisite kinematic data from the Gaia Space Telescope \([58]\). Gaia’s unique capability in stellar measuring proper motion and vast dataset is revolutionizing our understanding of Milky Way structure. In its third early data-release (eDR3) \([59]\), Gaia has measured the position, parallax, and proper motion of 1.5 billion stars, and can further measure radial motion for 7.2 million; further data releases will only increase the quantity and quality of these data sets. In this work, we will assume measurements of synthetic data which broadly match the performance of the Gaia mission as we consider the problem of extracting mass density from a population of tracer stars.

Recently, a new approach to modeling the gravitational acceleration in the Milky Way has been proposed, first in Ref. \([60]\) and elaborated in Refs. \([61, 62]\). This method uses the Boltzmann Equation directly, leveraging new machine learning techniques which can accurately estimate high-dimensional phase space directly from data. These unsupervised machine learning architectures – known as normalizing flows (see Ref. \([63]\) for a review) – learn to transform a simple (typically Gaussian) probability density in a non-physical “latent” space into a probability density of an arbitrary dataset in a multidimensional space. (For a previous application of normalizing flows to actual Gaia data, to perform a data-driven, model-independent search for stellar streams, see Ref. \([64]\).) In the context of the Boltzmann Equation for Galactic kinematics, these networks provide a differentiable function \( f(\vec{r}, \vec{v}) \) from the tracer star population without requiring specific functional form assumptions or necessarily imposing symmetry constraints on the potential.

Using spherically symmetric mock stellar data, Ref. \([60]\) modeled the phase-space density distributions using normalizing flows, and then used a second neural network to model the gravitational potential directly, with a loss function that solves the Boltzmann equation. Ref. \([61]\) also used a neural network to construct the phase-space density terms of the Boltzmann Equation, and then numerically solved for the derivatives \( \partial \Phi / \partial \vec{r} \), leveraging the fact that the density-estimating network can be evaluated at multiple \( \vec{v} \) values for a single position. Using one million mock stars within 1 kpc of the Sun, drawn from an analytic model of the Milky Way, Ref. \([62]\) further demonstrated that this approach can reconstruct the gravitational acceleration field with high fidelity, even in the presence of realistic measurement errors.

In this paper, we extend the approach of Refs. \([60, 62]\) in two important ways. First, we demonstrate for the first time that the numeric solutions for the derivatives of \( \Phi \) from phase-space density estimators can be extended to the second derivative, and thus the total mass density can be extracted directly from the density estimator. Second, we use mock stellar data drawn from fully cosmological simulations \([65, 66]\) with realistic errors of the type expected from the Gaia Space Telescope \([58, 59]\), simulating stars up to 3.5 kpc from the Sun. With our approach, and using statistical errors similar to what could be achieved using the Gaia telescope, we show the Milky Way dark matter acceleration and mass density profile can be reconstructed out to distances of at least \( \sim 1.5 \) kpc, even in the presence of disequilibria and with datasets much smaller than would be expected from real data.

In Section \(\text{II}\) we describe the simulated stellar data we will use to train our normalizing flows. The network itself is described in Section \(\text{III}\) where we also include a discussion of error propagation. Section \(\text{IV}\) contains our method of calculating the acceleration from the tracer dataset, and Section \(\text{V}\) describes our method for calculating the mass density. Conclusions and directions for future work are discussed in Section \(\text{VI}\).

\section{Simulated Stellar Kinematics}

In order to test a technique to measure the gravitational potential from the motion of tracer stars in a system where truth-level information is known, we must start with a set of simulated stars which have kinematics that are self-consistent with the underlying gravitational potential. Fortunately, such a system is available from cosmological N-body simulations of galaxies. Such simulated galaxies are constructed from a spectrum of initial density perturbations drawn from early Universe cosmology, and then evolved forward in time, allowing individual particles representing collections of stars, gas, and dark matter to interact through gravitational forces (and, in the case of stars and gas, through supernovae feedback, star formation, and other baryonic effects). In this section, we describe the simulated galaxy we adopt.
as our Milky Way analogue, the construction of the synthetic set of tracer stars, and the addition of realistic measurement errors to this dataset.

A. Milky Way-Like Simulated Galaxy

In this work, we use the simulated galaxy h277 as the source for our stellar kinematics dataset [65, 66]. This galaxy is the result of a fully cosmologically N-body simulation using GASOLINE, an N-body smoothed particle hydrodynamics code [67]. The galaxy was selected from a dark matter-only initial simulation using a uniform-resolution box with side-length of 50 Mpc (in comoving units). The region within the box was then resimulated with the same initial conditions at a higher resolution, this time including baryons. The high-resolution simulation has a force resolution of 173 pc in the region of interest, dark matter N-body particle mass of $1.3 \times 10^5 M_\odot$, and high-resolution initial gas particle mass of $2.7 \times 10^4 M_\odot$, though some low-resolution gas particles with much higher masses are present. The spiral galaxy h277 has a mass of $7.95 \times 10^{11} M_\odot$ within the virial radius of 312 kpc at the redshift zero snapshot used in our analysis, and is the closest Milky Way analogue from the suite of simulated galaxies available from this code [68]. Figure 1 shows the stellar disk and gas distribution of h277.

We interface with the redshift-zero snapshot of the full cosmological simulation using PYNBODY [69], and use this code to identify the barycenter of the galaxy’s halo and orient the disk into the $x-y$ plane. This defines our “galactocentric” coordinate system. We define the positive $z$ axis (which is perpendicular to the disk) so that the net rotation of disk stars moves in the positive $y$ direction in a right-handed coordinate system.

The simulation allows us to access the truth-level acceleration and mass density. The “true” acceleration at any position is calculated through direct summation of the gravitational acceleration due to every other particle (stars, gas, and dark matter) in the simulation, with a softening length set by the simulation resolution. The “true” mass density is a sum of cubic spline kernels centered on the location of every star, dark matter, and gas particle in the simulation. The resolution limit of the simulation ($\epsilon = 0.173$ kpc for particles within $\sim 100$ kpc of the h277 galactic center) should be kept in mind when comparing these truth-level results with our calculated densities and accelerations, and will require some averaging in order to obtain non-stochastic “truth-level” accelerations and mass densities; these smoothing functions are defined in Sections IV and V.

The last major merger occurred at redshift $\sim 3$ for h277, suggesting that the galaxy is largely in equilibrium at redshift zero, though we do not enforce equilibrium by hand. In the Milky Way, the spiral arms can correspond to $O(20\%)$ mass overdensities at Galactic radii close to the Sun [70]. We find similar deviations in mass density due to the stars and gas in the spiral arms of h277. The passage of these spiral arms cause the phase space density of disk stars to change with time, even if the overall structure of the galaxy is in equilibrium. Similarly, though the galactic disk is largely axisymmetric, local deviations can occur and we do not enforce or assume axisymmetry at any point in our neural network analysis.

B. Stellar Tracers

We rotate the galactocentric Cartesian coordinate system so that the observational center for our analysis (the “Sun’s” location) is along the positive $x$-axis, and at the same distance from the h277 center and moving in the same direction as in the real Milky Way: $\vec{x}_\odot = (8.122, 0.0, 0.0208)$ kpc and $\vec{v}_\odot = (12.9, 245.6, 7.78)$ km/s [71]. After these definitions, the Sun within h277 is co-rotating with the disk stars, as it is in the Milky Way.

We select all star particles within 3.5 kpc of the Sun to construct our kinematic dataset. Without measurement errors, this corresponds to 153,714 star particles. In Figure 1 we show the stellar disk of h277, the gas distribution, and our assumed Solar location. With measurement errors (see the next subsection), 160,881 stars appear to be within 3.5 kpc of the Sun.

In converting the simulation of star particles into a set of mock observations of individual stars, we must recall that the star particles in the simulation have an average mass of $\sim 5800 M_\odot$. Each of these star particles corresponds to thousands of individual stars, which must populate a region of kinematic phase space around the star particle itself. Converting a galaxy simulation with $O(10^6)$ star particles into a realistic collection of $O(10^{11})$ stars like the Milky Way requires up-sampling the star particles into their constituent stars, followed by applying realistic observational effects. This has been accomplished for a number of cosmological simulations [72, 73], resulting in mock astronomical observations for surveys such as Gaia.

However, there is reason to be concerned that such up-sampling might introduce unphysical errors when our method is applied. Existing methods which are used to calculate the phase space density of the $N$-body star particles$^3$ – required for up-sampling – causes unphysical clumping of up-sampled stars around each particle, which could bias the estimated accelerations and mass densities.

---

2 The simulation data is available from the N-Body Shop Collaboration at https://nbbody.shop/data.html

3 e.g., Gaussian sampling around each star particle, using the codes such as EnBid [74] to estimate the kernel.
FIG. 1: Upper Row: Simulated image of the stellar population of h277 in the i, u, and v bands (using PynBody visualization functions), with viewing angle oriented along +z axis (left) and in the plane of the disk (right). The cyan dot indicates the location of our assumed center of observation (the “Sun”) and the cyan circle shows the 3.5 kpc observation window. Lower Row: the gas distribution (with intensity indicated in a log-scale of color) of h277, oriented as in the upper panels.

To avoid this issue, in this work we construct our sample of “stars” from the simulation star particles in a much simpler way. Rather than upsampling each star particle into many stars, we assume each star particle contains exactly one star which is measured in our dataset. We will assume each of these tracer stars is an RR Lyrae variable, allowing for reasonable measurements of the stars’ distances from the Sun to be inferred using luminosity measurements, as described in the next subsection.

The relatively small tracer star dataset, combined with the gas and stars in the spiral arms in the simulation present something of a challenge for our analysis, as small-scale inhomogeneities can disrupt the assumptions of local equilibrium in the regions of the disk with high variations in the gas and star density. In analyses of the Milky Way, selecting stars based on age and metallicity to have a tracer dataset of halo stars reduces the impact of these local spiral disequilibria on mass density calcu-
lations which rely on the Boltzmann Equation. This is because the time-dependent population of disk stars and gas causes a non-zero \( \frac{df}{dt} \) for halo stars only though the gravitational interactions between the disk and the halo. However, if we were to use star particle metallicity as a selection criteria to restrict ourselves to halo stars, we would have only \( \mathcal{O}(10^4) \) stars to train our density estimator on. This is far too few to achieve accurate fits. As a result of using tracers including the disk stars, the non-zero \( \frac{df}{dt} \) from the spiral arms enters the Boltzmann Equation at leading order.

With this in mind, we chose our “Solar location” within \( \pm \)1277 so as to avoid the spiral arms as much as possible (though the churning of the disk stars from the bulge remains an issue on the edge of our observational window closest to the galactic center). We again emphasize that this avoidance of the spiral arms is necessary only because selecting the tracer population to enrich halo stars is not an option given the small dataset, and we do not expect it to be an issue when this technique is applied to real data. We also note that this issue of local disequilibrium due to spiral arms is not present in simulated galaxies which draw stars from smooth distributions without spiral arms.

It should be noted that, compared to the datasets on which similar acceleration and/or mass densities analyses are typically performed, this dataset is small. For example, Ref. 87 has 1.98 \times 10^6 stars within a region of the Milky Way approximately the size of the observation sphere we consider in this paper. Ref. 62 simulated 10^6 stars within 1 kpc of the Solar location, to be compared with the \( \sim \) 8,000 stars inside that radius in our dataset. In addition, due to the dominance of disk stars, our dataset is very sparse at higher values of \( |z| \). For example, only \( \sim 30\% \) of our tracer stars have \( |z| > 0.5 \) kpc, and only 10\% have \( |z| > 1 \) kpc, despite these regions being \( 80\% \) and \( 60\% \) of the total volume of the 3.5 kpc observation sphere. Real data, with presumably a larger number of tracer stars, may provide better fits to the inferred phase-space density than we find in this study.

C. Measurement Error Model

We wish to simulate realistic measurements of stellar kinematics as obtained from the \textit{Gaia} space telescope. To account for measurement errors in a realistic dataset, we add randomized errors to the true angular position, proper motion, distance, and radial velocity (relative to Earth). As we shall see, the largest contributor to the kinematics errors is the distance. Though \textit{Gaia} can measure stellar distances directly through parallax, the errors grow very large for stars even a few kiloparsecs away.

Instead, by selecting RR Lyrae stars, we can instead use their standard luminosity to determine distance. We assume an absolute magnitude of 0.64 and a Gaussian error with standard deviation of 0.25 \cite{87}. This corresponds to approximately 10\% errors on the distance for stars in our sample. Errors for angular position, proper motion, and radial (line-of-sight) velocities are obtained from the \textit{Gaia} Data Release 3 parameters \cite{63} as implemented in the \textsc{PyGaia} software package \cite{66}, and are of \( \mathcal{O}(15 \mu \text{as}) \) for the position, \( \mathcal{O}(20 \mu \text{as/yr}) \) for proper motion, and \( \mathcal{O}(20 \text{ km/s}) \) for radial velocity. The expected errors for each of these quantities depends on the apparent magnitude of the star, and this is accounted for in our error generation. Conversion from the galactocentric Cartesian coordinates to the Earth-centered International Celestial Reference System (ICRS) is handled using built-in \textsc{AstroPy} \cite{71,18} functions, with the appropriate coordinate transformation so that the assumed Solar motion co-rotates with the disk.

As the distance enters in the conversion from angular position and proper motion back to Cartesian coordinates, these latter sources of errors are completely subdominant to the distance error. The error in the radial velocity is the second largest single source of error.

In Figure 2 we show the distribution of errors in the Sun-centered angular coordinates (plus distance and radial velocity), along with the resulting errors in the galactocentric Cartesian coordinates \((x, y, z, v_x, v_y, v_z)\). We show one-dimensional number density histograms along each Cartesian coordinate both before and after errors are added. As can be seen, even with 10\% errors in the measured distances, the truth-level (labeled “original” in our figures) and error-smeared data (labeled “smeared”) are relatively similar. Note that the stellar density rises rapidly towards the Galactic Center and is highly peaked around the \( z = 0 \); the drop off at low \( x \) and large \(|y|\) values seen in Figure 2 are the result of the projection of the spherical observational window onto the underlying distribution.

III. PHASE SPACE DENSITY THROUGH FLOWS

Recent advances in machine learning have made it possible to estimate phase space density in high-dimensional space. These techniques, when applied to stellar kinematics, allows us direct access to the phase space distribution of stars within the Milky Way. Though in this paper we will be concerned only with the phase space density as a function of Cartesian coordinates \( \vec{x} \) and velocities \( \vec{v} \), one can easily extend the machine learning frameworks to include other stellar properties of interest, such as metallicity. Of particular note is that the gradients of \( f(\vec{x}, \vec{v}) \) can be accurately estimated even in datasets where the number of tracer stars is not large. In this work, we will demonstrate the use of these machine learned-estimates of phase space density in one particular application – that of measuring acceleration and mass density though the Boltzmann Equation, which involves the derivatives of the phase space density \( f(\vec{x}, \vec{v}) \) with respect to both \( \vec{x} \) and \( \vec{v} \). However, it is important to note that the fundamental quantity \( f \) may have more versatile
uses.
To estimate the phase space density from data, we use normalizing flows, specifically Masked Autoregressive Flows (MAFs) [79]. In this section, we describe normalizing flows and MAFs (Section III A), our implementation and training on the data drawn from η277 (Section III B), our treatment of various sources of errors (Section III C), and finally comparisons of our trained (Section III D), our treatment of various sources of errors (Section III E), and our imple-

A. Normalizing Flows

A normalizing flow is a statistical model that represents a probability distribution depending on a set of variables (the input data) as a chain of simple differentiable and fully-bijective transformations of a known base distribution. Let \( \vec{h} \) be a random variable from the base distribution (which we take to be the unit normal distribution in this work), and \( g \) is a bijection that maps \( \vec{h} \) to our input variables \( \vec{u} \) (in the context of the stellar tracer population, \( \vec{u} \) will be the Cartesian positions and/or velocities of the stars). Then, the probability density \( p \) of \( \vec{u} \) can be calculated as follows,

\[
\vec{h} \rightarrow \vec{u} = g(\vec{h}), \quad p(\vec{u}) = p(g^{-1}(\vec{u})) \left| \det \frac{dg(\vec{h})}{dh} \right|^{-1}. \tag{5}
\]

Constructing a parametric model of bijection \( g \) for arbitrary probability distribution is nontrivial, but a normalizing flow method achieves this by using a chain of simple\(^4\) tractable nonlinear bijections \( g_1, \cdots, g_N \) as the transformation \( g \),

\[
g(\vec{h}) = g_N \circ \cdots \circ g_1(\vec{h}). \tag{6}
\]

The Jacobian of \( g \) is simply a product of Jacobians of \( g_1, \cdots, g_N \).

\[
\det \frac{dg(\vec{h})}{dh} = \prod_{k=1}^{N} \det \frac{dg_k(\vec{h}_{k-1})}{dh_{k-1}} \tag{7}
\]

where \( \vec{h}_k = g_k \circ \cdots \circ g_1(\vec{h}) \), and \( \vec{h}_0 = \vec{h} \). A sufficiently long chain of transformations allows the normalizing flow to learn the transformation rules to map a complicated distribution in \( \vec{u} \) from a simple (typically Gaussian) distribution in \( \vec{h} \). For this reason, normalizing flows are considered an efficient model of general probability distributions.

In the case of modeling multivariate distributions, constructing simple multivariate bijections is not itself straightforward. To overcome this, MAFs use autoregressive modeling of probability density, which utilizes the chain rule of probability in order to model a simple multivariate bijection as a product of simple conditioned univariate bijections. The chain rule says that a joint probability \( p(\vec{u}) \) can be written in terms of conditionals

\[
p(\vec{u}) = p(u_1) \times p(u_2|u_1) \times \cdots \times p(u_n|u_{1:n-1}), \tag{8}
\]

where \( u_{1:k} \) denotes a tuple \( (u_1, \cdots, u_k) \) which is a subset of the elements of \( \vec{u} \). We only need to model conditioned univariate bijections for each \( p(u_k|u_{1:k-1}) \) in order to construct a simple multivariate bijection.

\(^4\) A “simple” bijection in the context of normalizing flows often means that its inverse and Jacobian determinant are easily com-
In particular, we use affine MAFs whose conditional probability \( p(u_k | u_{1:k-1}) \) is Gaussian if the base distribution is the standard normal distribution. The corresponding transformation from \( h \) to \( \bar{u} \) is defined as follows.

\[
h_k \rightarrow u_k = h_k \sigma(u_{1:k-1}) + \mu(u_{1:k-1}),
\]

where \( \mu(u_{1:k-1}) \) and \( \sigma(u_{1:k-1}) \) are the mean and standard deviation parameters of \( p(u_k | u_{1:k-1}) \), respectively.

The parameter functions \( \mu(u_{1:k-1}) \) and \( \sigma(u_{1:k-1}) \) are modeled by a multilayer perceptron with masking, following the Masked Autoencoder for Density Estimation (MADE) \cite{ashes} approach. The masking turns off connections to \( k \)-th output from \( i \)-th inputs with \( i > k \), so that we may use this MADE block to build a model for the parameter functions of accumulated tuples \( u_{1:k-1} \) as follows.

\[
\text{MADE}(\bar{u}) = \begin{pmatrix}
\mu \\
\mu(u_1) & \log \sigma(u_1) \\
\mu(u_{1:2}) & \log \sigma(u_{1:2}) \\
\vdots & \vdots \\
\mu(u_{1:n-1}) & \log \sigma(u_{1:n-1})
\end{pmatrix}
\]

We use \( \log \sigma(u_{1:n-1}) \) here to make \( \sigma(u_{1:k-1}) \) positive definite.

We emphasize several properties of these MAFs which are notable for our purposes. First, the fitting of the density estimator function to data is unsupervised; no assumption is placed on the values or functional form of the density. Rather than attempting to fit the data to some known distribution, the MAF minimizes a loss function

\[
\mathcal{L} = - \sum_{\alpha} \log f(x^\alpha, \bar{v}^\alpha),
\]

FIG. 3: One-dimensional number density distributions in galactocentric Cartesian coordinates of all stars within 3.5 kpc of the assumed Solar position \( \bar{x}_\odot = (8.122, 0.0, 0.0208) \) kpc both before (“original,” black lines) and after (“smeared,” in red) measurement errors are applied. The subplots show the difference in density before and after the errors are applied: \( \Delta f \equiv f_{\text{orig}} - f_{\text{smeared}} \), with the red indicating the difference between the distribution without errors and the error-smeared distribution. The assumed Solar location and velocity are shown with vertical dashed lines.
where the sum runs over the dataset \( \{ \vec{x}^n, \vec{v}^n \} \).\(^5\)

Second, as the MAF output is a continuous function of the input coordinates, and the minimization of the loss function occurs through gradient-descent over the training, the trained neural network naturally tracks the derivatives of the density function with respect to the input dataset, allowing not just \( f \) but \( \nabla_x f \) and \( \nabla_v f \) to be calculated. Finally, the MAF can be used as a sampler, generating pseudodata \( (\vec{x}, \vec{v}) \) coordinates drawn from the underlying density distribution \( f \).

One of our end goals is the calculation of the mass density \( \rho \). This is related to the second derivatives of the phase space density via the Boltzmann and Poisson equations. To obtain continuous second derivatives, we use Gaussian Error Linear Unit (GELU) \(^\[81\]\) for the activation functions of our MADE blocks. The GELU activation function is defined as

\[
\text{GELU}(x) = x G(x), \quad G(x) = \frac{1}{2} \left( 1 + \text{Erf} \left( \frac{x}{\sqrt{2}} \right) \right),
\]

where \( G(x) \) is the cumulative distribution function of the standard normal distribution. GELU can be considered as one of smooth generalizations of Rectified Linear Unit (ReLU) \(^\[82\]\)

\[
\text{ReLU}(x) = x \max(x, 0).
\]

The MADE block with GELU is then a smooth function so that its derivatives are well-defined.

**B. MAF Implementation and Training**

Given the structure of the dataset we are interested in, where each star is characterized by a position \( \vec{x} \) and velocity \( \vec{v} \), and by the form of the Boltzmann Equation Eq. (1), in which the acceleration is a function of position \( f \) but \( \nabla_x f \) and \( \nabla_v f \) to be calculated. Finally, the MAF can be used as a sampler, generating pseudodata \( (\vec{x}, \vec{v}) \) coordinates drawn from the underlying density distribution \( f \).

We ensemble average our MAF results to reduce variance in our predictions. We first train 10 MAFs using different random seeds for the parameter initialization, training/validation dataset split, and building minibatches. The two densities \( \nu(\vec{x}) \) and \( p(\vec{v}|\vec{x}) \) are then the averages of probabilities \( \nu(\vec{x}; s) \) and \( p(\vec{v}|\vec{x}; s) \) estimated by MAFs trained using a seed \( s \):

\[
\nu(\vec{x}) = \frac{1}{N} \sum_s \nu(\vec{x}; s), \quad p(\vec{v}|\vec{x}) = \frac{1}{N} \sum_s p(\vec{v}|\vec{x}; s),
\]

where \( N = 10 \) for this work. Derived quantities such as the accelerations and mass densities are estimated using these averaged probabilities.

Our MAFs are built in nflows \(^\[83\]\) and PyTorch \(^\[84\]\). Our architecture is described in Appendix A. Prior to training, the position and velocity datasets are preprocessed so as to improve the ability of the MAF to fit the data. The preprocessing steps are described in Appendix B.

We divide the total dataset into 80% for training and 20% for validation. The training/validation dataset split is randomly assigned for each of the \( N \) MAFs; as a result, our ensemble averaging also uses a Monte Carlo cross-validation. The network parameters are trained by minimizing the negative log-likelihood using the ADAM optimizer \(^\[85\]\) with learning rate \( 10^{-3} \) and a minibatch size given by one-tenth of the training set. If the validation loss does not improve for 50 epochs, we repeat the same training algorithm with a reduced learning rate of \( 10^{-4} \) to fine-tune the network parameters. Training ceases once the validation loss does not improve for another 50 epochs at this reduced learning rate.

**C. Measurement Error Bias Correction**

Mis-measurement of the position and velocity of the tracer stars will result in a bias in the MAF-derived phase space density \( f(\vec{x}, \vec{v}) \equiv f(\vec{w}) \) as the errors move stars from regions of high density into regions of low density. One may conceptualize this bias as a “heating” of the system due to measurement errors, which will increase the entropy of the system \( S \equiv - \int d^6 w f \ln f \). While techniques such as extreme deconvolution \(^\[86\]\) exist to undo this measurement bias, as the errors in our Gaia-inspired simulated dataset are small near the Solar location we take a straightforward approach to the problem in this paper, leaving a more complete method for future work.

For our derivation, we assume that the errors in the phase space coordinates are small, that the error model changes slowly with position, and that we perfectly understand the error model. While only the last two of these assumptions are completely valid in the simulated dataset (and the last would not be perfectly true in the

\(^5\) From a physics standpoint, it is perhaps interesting that this loss function is functionally the entropy of the dataset.
real data), these assumptions are approximately satisfied and allow for an analytic treatment in lieu of a more general deconvolutional approach which must be applied for large position-dependent errors. Under these assumptions, generating a reperturbed dataset by randomly generating an additional error for each tracer star in the smeared dataset will, on average, shift the phase space density and its derivatives by the same amount as the shift between the original error-free dataset and the smeared data. By comparing the density and derivatives in the smeared and reperturbed datasets, this shift can be calculated and then subtracted. For more details, see Appendix E.

**D. Error Propagation**

Like any data analysis, the sources of error in our machine-learned results must be quantified. We separate our sources of errors into two broad classes: statistical and systematic. Statistical errors arise from the specific initialization of our MAF architecture, and from the finite statistics of the dataset on which the MAFs are trained. Systematic errors originate from the measurement error in the smeared dataset.

The first source of statistical error is the variation of the MAF output due to variations in training caused by different initialization seeds. This variation can be estimated using the variation within the ensemble of 10 MAFs over which we have averaged in Eqs. (15) and (16). The uncertainty on mean values of \( f \), \( \partial f/\partial x_i \), and \( \partial f/\partial v_i \) are then the standard deviation of each quantities within the ensemble, divided by \( \sqrt{N} \) (with \( N = 10 \)). We have verified that with \( N = 10 \) MAFs, the initialization errors are always negligible compared to the other sources of error, so we will ignore them going forward.

The second source of statistical uncertainty arises from the finite number of tracers in the dataset on which our MAFs are trained. To quantify this, we perform a bootstrap of the dataset. From the dataset containing \( n \) tracer stars (\( n = 160,881 \) in our smeared dataset), we draw \( n \) tracers with replacement. We repeat this process to create 10 separate bootstrap datasets. Each of these datasets are then used as inputs to train new MAFs. The bootstrap error on a quantity then is the standard deviation of the mean of the 10 different values obtained from the 10 bootstrapped datasets. If the initial dataset was larger, then the bootstrapped datasets would similarly increase in size, and thus the 10 MAFs would converge on similar results; thus the bootstrap error is an estimate for the error in the results due to the finite statistics of the available data.

Since any training of the bootstrap MAFs will themselves include the the variation of the ensemble averaging within the results from the bootstrap MAFs, rather than calculating these two forms of error separately, we can estimate a single “statistical” error by considering the variation in the results of 10 MAFs trained on 10 bootstrap datasets.

Next, we must consider systematic errors, which originate from the underlying measurement uncertainty. Although we have subtracted off the overall bias using the procedure described in Section III C and Appendix E there is still the variance that must be quantified. In order to do so, we generate 10 new datasets from the error-smeared data – drawing new random errors for each tracer star\(^7\) – and train new MAF networks on each reperturbed dataset. For each derived quantity, such as acceleration and mass density, we subtract the average difference between the results of the 10 reperturbed MAFs and the MAFs trained on the smeared dataset. The \( 1\sigma \) deviation of this subtraction we classify as a systematic error. See Appendix E for more details.

**E. MAF Density Estimates**

To demonstrate the accuracy of the MAFs in reconstructing the phase space density of the original datasets, as well as the effect of each of the types of errors we consider, we sample each pair of position and velocity MAFs to generate pseudodata “stars,” drawn from the MAF-learned density. In Figure 3 we show one-dimensional histograms of each kinematic phase-space variable drawn from an ensemble of MAFs (the equivalent of Figure 3). By eye, these histograms are nearly indistinguishable from the datasets themselves, and so we also show in Figure 4 the difference between the datasets and the MAF reconstructions, along with the Gaussian error envelope in each bin based on the number of stars in the original dataset.

These one-dimensional histograms indicate that, when taking the entire range of the dataset, the MAFs are largely successful in learning the dataset density. However, the approach to solving the Boltzmann Equation we will take in Section IV requires accurate measurements of the velocity distribution conditioned on the position. In Figure 5, we show the velocity distributions of pseudodata sampled from the MAFs conditioned on a specific location: the Sun’s location \( \vec{x}_\odot = (8.122, 0, 0.0208) \) kpc.

We then compare to the velocity distributions of the dataset (selecting all stars within 0.5 kpc of the Solar location). As can be seen, the errors for velocity condi-

\(^7\) It is at this point that our assumption that the error model is slowly varying with position comes in, as we are drawing a random error based on the perturbed position of the tracer not the original position.
tioned on location are an order of magnitude larger than those for the entire dataset, reflecting the fact that the fewer tracers are available to constrain the velocity distribution when conditioning on position, versus sampling the velocity distribution over the entire observation window.

IV. ACCELERATION FROM THE BOLTZMANN EQUATION

Having introduced the simulated dataset and our method of learning the density and derivatives of that dataset, we can now turn to determining the acceleration and overall density in which these tracer stars were evolving. Our initial goal is to determine the potential gradient at any position \( \vec{x} \) which lies within the domain of our tracer dataset, starting with the Boltzmann Equation in Cartesian coordinates Eq. 1. As pointed out in Ref. [80][82], as \( \Phi \) is a function of \( \vec{x} \) only, multiple velocities sampled from \( p(\vec{v}|\vec{x}) \) at the same \( \vec{x} \) must obey the Boltzmann Equation given the same acceleration \( \vec{a} \equiv -\partial \Phi / \partial \vec{x} \).

As the MAFs do not perfectly reconstruct the phase space densities and local equilibrium is not perfectly achieved, we expect the time derivative of the phase-space density \( df/dt \) to differ from zero, star-by-star. However, under the assumptions of approximate equilibrium and that the MAFs are approximately correct, this time derivative will be on average zero. We can then obtain an estimator for the the acceleration at a location \( \vec{x} \)

\[
\Delta f = f_{\text{true}} - f_{\text{MAF}}
\]
by minimizing the mean squared error (MSE) for $df/dt$:

$$
\mathcal{L}_{\text{MSE}}(\vec{x}) = \frac{1}{N} \sum_{\beta=1}^{N} \left| \frac{df}{dt} \right|^2_{\vec{v}=\vec{v}^\beta}
$$

$$
= \frac{1}{N} \sum_{\beta=1}^{N} \left| v_i \frac{\partial f}{\partial x_i} + a_i \frac{\partial f}{\partial v_i} \right|^2_{\vec{v}=\vec{v}^\beta}
$$

where the sum runs over $N$ sampled star velocities at $\vec{x}$, and we have replaced $\partial \Phi/\partial \vec{x}$ with $-\vec{a}$.

Taking a derivative of the MSE loss function with respect to acceleration allows us to determine the minimum analytically:

$$
\frac{N}{2} \frac{\partial \mathcal{L}_{\text{MSE}}}{\partial a_i} = \sum_{\beta=1}^{N} \left[ \left( v_j \frac{\partial f}{\partial x_j} + a_i \frac{\partial f}{\partial v_i} \right) \frac{\partial f}{\partial v_i} \right]_{\vec{v}=\vec{v}^\beta}
$$

This is a matrix equation of the form

$$
V_i + M_{ij} a_j = 0
$$

where

$$
M_{ij} = \sum_{\beta=1}^{N} \left[ \frac{\partial f}{\partial v_i} \frac{\partial f}{\partial v_j} \right]_{\vec{v}=\vec{v}^\beta},
$$

$$
V_i = \sum_{\beta=1}^{N} \left[ \left( v_j \frac{\partial f}{\partial x_j} \right) \frac{\partial f}{\partial v_i} \right]_{\vec{v}=\vec{v}^\beta},
$$

which can be analytically solved by inverting $M_{ij}$. This mean-squared-error solution can also be motivated by treating $df/dt = 0$ as a matrix equation in mixed coordinate- and sampled velocity-space, and solving for $\vec{a}$ using the inverse of the rectangular matrix $K_{ij} = \partial f/\partial v_i |_{\vec{v}=\vec{v}^\beta}$.

The sampled velocities that enter into the sums of Eqs. (19) and (20) are drawn from the MAF-derived $p(\vec{v}|\vec{x})$. One advantage of this sampling is that the samples at the tails of the $p(\vec{v}|\vec{x})$ distribution contribute less to the MSE loss, minimizing the effects of the often-poor fits in the tails. That said, the MAF will occasionally generate high-velocity samples which have no nearby supporting training samples in the phase space. This occurs because the MAF covers the full Euclidean space of velocities, yet the data to which the MAF was fit does not have any constraints on large generated velocities. These high-velocity samples typically result in divergent position and velocity derivatives of $p(\vec{v}|\vec{x})$. To avoid these spurious contributions to the acceleration solution, we discard sampled $\vec{v}^\beta$ which have magnitudes greater than $0.8 \times v_{\text{max}}$, where $v_{\text{max}}$ is the maximum speed measured for any star in the training dataset.

We compare our MAF-derived accelerations with the simulation-truth accelerations. The latter is calculated via explicit sum using 

PYNBODY routines over the gravitational accelerations from all particles in the $N$-body simulation (with a softening length set by the individual particle resolutions). At the Solar location in the center of our spherical dataset, the acceleration in the simulation is shown in Table I. Since our galaxy simulation has a finite resolution, we report the mean and standard deviations of accelerations evaluated over the positions perturbed by a Gaussian whose mean and standard deviation are the location of the Sun and the softening
length,\textsuperscript{8} respectively. The narrowness of the disk compared to the resolution length of the simulation results in a comparatively large error on the averaged simulation-truth vertical acceleration component $a_z$. This standard deviation of acceleration can be regarded as a systematic uncertainty of the simulation-truth accelerations. From Table I, we see that the MAF results largely agree within errors with the simulation truth.

To investigate whether this agreement is possible for points other than the Solar location, we show $a_x$, $a_y$, $a_z$ vs $x$, $y$, $z$ respectively (passing through the Solar location), as calculated by the MAF for both the original (error-free) and error-smeared datasets. We show for comparison the simulation-truth accelerations. Though all three acceleration vector components at every location are relevant for the calculation of mass density (as we will describe in Section \textsuperscript{V}), in the main text we show only these selected components for clarity. The plot of all three acceleration components along the $x$, $y$, and $z$ axes can be found in Appendix D.

As can be seen, we find agreement at the $\leq 10\%$ level for all components of the accelerations along the three axes. For much of the dataset, we find agreement to within $2\sigma$ of the MAF errors. The major exceptions are at high $x$-values and large $|z|$ values (far from the disk). These high $|z|$ and large $x$ regions are the least-well populated by tracer stars, and so these poor fits reflect low statistics.

We can compare our MAF-derived results to the accelerations obtained via a Jeans equation analysis that does not use deep learning techniques. The details of our Jeans analysis approach are described in Appendix C. Note that the Jeans analysis assumes perfect axisymmetry, and so has very small accelerations (with accompanying small error bars) for $a_y$ along the $y$-axis.

### A. Local Departure from Equilibrium

In the next section of this paper, we calculate the mass density of the galaxy from the accelerations derived from the phase space density of the tracer stars. However, we first consider what additional information about our simulated galaxy can be extracted from the phase space density assuming the accelerations are known from a separate source. In particular, we use the truth-level accelerations from the simulation to calculate the deviation from equilibrium $df/dt$ using the Boltzmann Equation Eq. (1). As we are interested primarily in true deviations from equilibrium, for this subsection we only consider the original dataset without measurement errors added.

We set up a grid of positions on the galactic plane ($z = 0$) within our observational window of 3.5 kpc around the Solar location. For each position point, we sample 1000 velocities drawn from a uniform distribution over a spherical region in velocity-space with $0 < v < 0.8 \times v_{\text{max}}$ (where $v_{\text{max}}$ is the maximum velocity found in the dataset), and calculate $\partial f/\partial x_i$ and $\partial f/\partial v_i$ for each position and velocity averaged over the 10 MAFs. From this set of sampled velocities, we then calculate the time derivative of the position phase-space density:

$$\frac{dv(\mathbf{x})}{dt} = \int d^3v \frac{df(\mathbf{x}, \mathbf{v})}{dt} = -\frac{1}{N} \sum_{\alpha=1}^{N} \left[ v_i^\alpha \frac{\partial f(\mathbf{x}, \mathbf{v})}{\partial x_i} + a_{i,\text{sim}}(\mathbf{x}) \frac{\partial f(\mathbf{x}, \mathbf{v})}{\partial v_i} \right].$$

Here the sum runs over the velocities sampled from the uniform distribution.

In Figure 7 we show maps of $dv/dt$ for two choices of Solar location. In the left panel, we show our canonical choice of the Solar location (our standard choice used throughout the rest of the paper). The right panel is centered on an alternate choice for the Solar location (55° around the galactic disk from the canonical center, at the same radius from the galactic center). Overlaid on these $dv/dt$ contours is the stellar mass density, subtracting off the stellar mass density at each radius, averaged over the galaxy:

$$\Delta \rho_{\text{stars}}(\mathbf{x}) \equiv \rho_{\text{stars}}(\mathbf{x}) - \bar{\rho}_{\text{stars}}(r),$$

where the mass density $\rho(\mathbf{x})$ is obtained through the binning of the simulation-truth star particles with $|z| < 0.5$ kpc, and the averaged density $\bar{\rho}(\mathbf{x})$ is obtained from

| component | dataset       | acceleration (kpc/Gyr$^2$) (stat.) | (syst.) |
|-----------|---------------|--------------------------------------|---------|
| $a_x$     | sim.-truth    | $-5608$ | $\pm 193$ |
|           | original      | $-5672$ | $\pm 43$ |
|           | smeared       | $-5597$ | $\pm 67$ |
|           | Jeans         | $-5305$ | $\pm 19$ |
| $a_y$     | sim.-truth    | $41$ | $\pm 116$ |
|           | original      | $344$ | $\pm 51$ |
|           | smeared       | $237$ | $\pm 29$ |
|           | Jeans         | $0$ | $-$ |
| $a_z$     | sim.-truth    | $86$ | $\pm 381$ |
|           | original      | $60$ | $\pm 30$ |
|           | smeared       | $72$ | $\pm 13$ |
|           | Jeans         | $-38$ | $\pm 1$ |

\textsuperscript{8} We use 0.2 kpc for the standard deviation, compared to the median softening length for particles in the simulation of 0.173 kpc.
FIG. 6: MAF accelerations $a_x$ as a function of location along the $x$-axis with $y = z = 0$ (top), $a_y$ as a function of location along the $y$-axis with $x = 8.122$ kpc and $z = 0$ (middle), and $a_z$ as a function location along the $z$-axis with $x = 8.122$ kpc and $y = 0$ (bottom) for the original dataset (blue) and the average over error-smeared dataset (red), as compared to the simulation-truth (black). The accelerations derived using the Jeans analysis approach are shown in green. Fractional deviations from the true acceleration $\Delta a_i/|\vec{a}|$ are shown below each main plot. The shaded regions indicate the total $1\sigma$ error estimates.
binning over all stars in the disk at a given radius \( r \). This density difference highlights the presence of the spiral arms, which appear as upward fluctuations.

While our canonical Solar location contains the edge of a spiral arm in the upper left of the 3.5 kpc observation window (visible as the purple region in the left panel of Figure [7]), the alternate location contains more of an arm (seen in the lower left corner of the right-hand panel). As can be seen, in both cases, the \( dv/dt \) calculated using the MAF densities and the truth-level accelerations trace the local departure from equilibrium in the disk stars which mark the passage of the spiral arms.

In the real Milky Way galaxy, many of the currently available acceleration measurements assume equilibrium, but there are methods – such as pulsar and binary timing [57] [58] – which provide probes of acceleration independent of the Boltzmann Equation. The accuracy and coverage of these techniques will only improve with time. With such information, the access to the phase space density provided by flow architectures could provide direct measures of the local equilibrium of the Milky Way’s stellar population, as shown here. Alternatively, if one assumes a constant rotation of the spiral arms and no other time-dependent effects, the local change in the phase-space density of the disk stars could be derived from the MAF results and incorporated into the Boltzmann Equation. We will consider this possibility in a later work. Finally, as discussed in Section II, these out-of-equilibrium effects in the tracer star population could be mitigated if we considered only halo stars, rather than the majority disk star tracer population used here. This is not possible given the simulation at hand, as there are too few halo star particles within the observation window to allow for accurate training of the MAF.

V. MASS DENSITY FROM ACCELERATIONS

With an acceleration calculation in hand, we continue our derivation of the total mass density. To obtain the mass density from our numeric solutions of accelerations \( \partial \Phi/\partial \vec{x} \) through the Poisson Equation Eq. (4), we must take a further derivative with respect to position and compare it with the “true” mass density from simulation. We obtain mass densities from the MAF-derived accelerations by convolving the accelerations over a position-space kernel function, which avoids an explicit finite-difference calculation.

The divergence of the acceleration convolved over a kernel function \( K(\vec{x}) \) and integrated over some volume can be written as

\[
\int d^3 \vec{x}' (\nabla \cdot \vec{a}) (\vec{x} - \vec{x}') \rho(\vec{x}) K(\vec{x} - \vec{x}') = \oint d^3 \vec{x}' (\nabla \cdot \vec{a}) (\vec{x} - \vec{x}') K(\vec{x} - \vec{x}')
- \int d^3 \vec{x}' \vec{a}(\vec{x}') \cdot \nabla K(\vec{x} - \vec{x}').
\] (23)

Here, the \( \oint \) integral is over the surface of the volume of integration, with the unit vector \( \hat{n} \) pointing perpendicular to the surface. Importantly, in this way we do not have to take finite differences of \( \vec{a} \), which can introduce significant numeric instabilities from outliers. We choose as our kernel \( K \) a Gaussian with standard deviation \( \sigma \), truncated at two standard deviations. As the truncated Gaussian kernel does not go to zero on the boundary of an arbitrary volume, the boundary term is typically non-zero and must be included in the calculation.

Eq. (23) can be evaluated over the truncated Gaussian kernel using Monte Carlo sampling within the volume and on the surface:

\[
4\pi G \rho(\vec{x}) = \frac{S}{N} \sum_{\alpha=1}^{N} \left( \hat{n} \cdot \vec{a} \right)(\vec{x}^\alpha) K(\vec{x}^\alpha) - \frac{1}{N} \sum_{\beta=1}^{N} \vec{a}(\vec{x}^\beta) \cdot \frac{(\vec{x} - \vec{x}^\beta)}{\sigma^2},
\] (24)

where \( S \) is the surface area of the volume centered on \( \vec{x} \). The sampled points for the surface integral \( \{\vec{x}^\alpha\}_{\alpha=1}^{N} \) are drawn from uniform distribution on the surface. The dataset for the volume integral, \( \{\vec{x}^\beta\}_{\beta=1}^{N} \), is drawn from the Gaussian kernel \( K(\vec{x} - \vec{x}') \) centered at \( \vec{x} \). With a finite number of samples, the acceleration components that pierce the surface but pass through and contribute zero net flux may not perfectly cancel due to small statistics. We avoid this error by explicitly symmetrizing the sum over the center location \( \vec{x} \).

When selecting the size \( \sigma \) of the truncated Gaussian kernel, we must consider the resolution length of the h277 simulation. Though PYNBODY reports mass density at individual arbitrary positions, this result is inherently noisy over scales near the resolution limit, as the mass density which sources gravity within the N-body simulation is a weighted sum of delta functions smoothed over this finite resolution. To facilitate direct comparison between the simulation-truth mass density and the results of the MAF calculations, we choose to convolve the mass density of h277 with the same truncated Gaussian kernel as we use for the finite difference calculation. A Gaussian standard deviation larger than the resolution limit of 0.2 kpc would be ideal; however the change in density in the \( z \) direction of the simulation (perpendicular to the disk) occurs over length scales equivalent to the resolution. We therefore choose to integrate over an anisotropic Gaussian, with \( \sigma_x = \sigma_y = 1 \) kpc, and \( \sigma_z = 0.2 \) kpc. We sample 6400 positions, which corresponds to \( N = 3200 \), for the Monte Carlo integration, to achieve 2.5% precision. For error estimations, we sample 1600 positions to achieve 5% precision.

In Figure 3, we show the mass densities calculated from the MAF, trained on either the original or smeared dataset and using the anisotropic kernel, as compared to the simulation-truth values. As can be seen, inside the galactic disk, the MAF results agree with the true mass density within errors (and variations of the true densities within the sampling kernel). At large galactic radii, the...
FIG. 7: Contour plot of $dν/dt$ in the galactic disk (blue-to-red contours) overlaid a histogram of the deviation from the average mass density of stars $\Delta \rho_{\text{stars}}(x)$ for stars with $|z| < 0.5$ kpc (green-to-purple density plot). The region centered on the Solar location assumed throughout the rest of this paper is shown in the left. The right panel shows an alternate Solar location (rotated 55° around the galactic center from the left plot) which contains more of a spiral arm.

TABLE II: Estimated mass densities at the Solar location, averaged over the anisotropic kernel with $\sigma_x = \sigma_y = 1$ kpc and $\sigma_z = 0.2$ kpc. We show the mass density derived from the simulation-truth, the MAF result trained on the error-free original dataset, the MAF result trained on the error-smeared dataset, and the Jeans result using the error-smeared dataset. The origin of the different types of uncertainties are discussed in Section III D.

| Dataset     | Mass Density $\rho \left(10^7 M_\odot/kpc^3\right)$ (stat.) | Mass Density $\rho \left(10^7 M_\odot/kpc^3\right)$ (syst.) |
|-------------|-------------------------------------------------------------|-------------------------------------------------------------|
| sim.-truth  | 3.06 ± 0.37                                                 |                                                             |
| original    | 3.33 ± 0.17                                                 |                                                             |
| smeared     | 3.37 ± 0.17                                                 | ±0.15                                                       |
| Jeans       | 3.67 ± 0.13                                                 | ±0.05                                                       |

smeared dataset values deviate somewhat from the true values. Both the smeared and original MAF-derived densities also diverge for $|z| \gtrsim 1.5$ kpc. Both these regions are locations where the number of tracer stars in our simulated galaxy is low.

In Table II we list the estimated mass densities at the Solar location. We see that the MAF calculation using the anisotropic kernel results in 1σ agreement with the kernel-averaged simulation-truth density.

Figure 8 shows the estimated mass densities along $x$, $y$, and $z$ axes passing through the Solar location. The agreement between the simulation-truth and MAF results is best along the disk, where the vast majority of tracer stars are located. Note that the error-smeared datasets result in very similar densities as those calculated using MAFs trained on the original (error-free) dataset, indicating our bias-subtraction method (see Appendix E) is largely accurate.

Along the disk, the largest systematic errors in our density calculations occur at large $x$ and at large positive $y$ values. The former discrepancy is due to the falling number of tracer stars at increasing distances from the galactic center, as seen in Section III D. The deviations at large $y$ are likely due to the disequilibria within the disk, as the edge of a spiral arm is located within the observation window in this region (see the left panel of Figure 7).

Moving off the disk to large $|z|$, the central values of our MAF-derived results largely agree out to $|z| \sim 1.5$ kpc, though again we see that the percentage errors increase as the number of tracer stars decreases dramatically. As an example of the scarcity of tracer stars at these locations, when $|z| \sim 1.5$ kpc, only 200 – 300 tracer stars are within the anisotropic kernel over which we average. The actual Gaia dataset is expected to have significantly more stars even off of the disk, which may suggest that the real data could achieve more accurate results. Figure 8 also demonstrates that our Jeans analysis results gives significantly less accurate results with this dataset. This suggests that the MAF approach may likewise be more accurate than existing methods when applied to real datasets.

Note that the mass density calculations have uncertainties on the order of 10%–20%, while the errors on the magnitudes of acceleration are $\sim 1%–5%$. Reliable mass density calculations require very accurate phase space density fitting to reduce the noise from the second derivatives. Our regularization scheme, including the use of GELU activation and ensemble averaging are chosen to
FIG. 8: MAF mass densities learned from the original dataset (blue) and averaged error-smeared dataset (red), as compared to the simulation-truth results (black), calculated for points along the $x$-axis with $y = z = 0$ (top panel), along the $y$-axis through 8.112 kpc and $z = 0$ (middle panel), and along the $z$-axis with $x = 8.122$ kpc and $y = 0$ (bottom panel) using an anisotropic Gaussian kernel (see text). The density calculated using the Jeans method is shown in green. Fractional deviations from the central simulation-truth value are shown below each main plot. Shaded red and blue regions indicate the combined 1σ error. Black shaded regions show 1σ spread of simulation mass densities over the sampled kernel.
increase the accuracy of the phase space density and its derivatives to achieve these $\mathcal{O}(10\%)$ errors. Given the systematic deviations in the acceleration calculations at certain points within the observation window (see Figure 6), it may be surprising that we can reconstruct the density accurately in regions where the accelerations were systematically off from the simulation-truth. However, the divergence calculation ignores any acceleration component which passes through the integration surface in Eq. (23). This reduces the effect of the observed acceleration bias on the mass density calculation, as long as the bias itself is slowly varying throughout the integration surface.

VI. CONCLUSIONS

In this paper, we have demonstrated that flow-based machine learning is capable of accurately modeling the phase-space distribution – along with first and second derivatives – of tracer stars within realistic galaxies. The resulting distributions are accurate enough to reconstruct the acceleration field of the galaxy within $\sim 5\%$ and the mass density within $\sim 20\%$ for regions within $\sim 1.5$ kpc of the disk. This was accomplished with only $\mathcal{O}(10^3)$ tracer stars, which is significantly fewer than the millions of stars we may expect from the Gaia data. The impact of the relatively few tracers is more relevant away from the disk, suggesting that an analysis of real data may be more successful in measuring the acceleration and mass density even here. A larger dataset would also allow cuts on stellar properties that would mitigate effects of disequilibria in the stellar population from spiral arms within the disk.

Compared to previous works [60, 62], we have shown that flow-based modeling of the tracer phase-space density can be extended to smooth second derivatives which allows for accurate estimation of the density, as well as demonstrating the application to a fully cosmological simulation of a Milky Way-like galaxy. We do not enforce equilibrium or axisymmetry in the simulation. Realistic errors on the tracer star kinematics do not result in significant biases in the calculated accelerations and mass densities.

The most immediate application of this machine learning approach is to measure the acceleration and density fields in real data, which will require folding in the non-uniform coverage of the sky once dust extinction is taken into account. However, the phase-space density of tracer stars is a fundamental quantity with potentially more uses beyond these. The ability of flow neural networks to accurately estimate this quantity from data may open other avenues for the study of the Galaxy’s kinematics.

For example, the MAF results may allow us to directly measure the departure from equilibrium in the Galaxy, using accurate measures of acceleration which do not rely on the Boltzmann Equation, or through comparison of different subpopulations of tracers. The vast kinematic dataset made possible with Gaia is already revolutionizing our understanding of the Milky Way; unsupervised machine learning approaches such as described here have the potential to highlight and reveal additional physical information within this data.
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Appendix A: Flow Architectures

Our normalizing flows for estimating $\nu(\vec{x})$ and $p(\vec{v}|\vec{x})$ are constructed by using five MAFs. Inputs to each MAF are rotated beforehand to avoid any inductive bias originating from using the same order of inputs to the masking. For the base distribution of the flow architectures, we use the standard Gaussian.

The MADE blocks of MAFs consist of two linear layers with pre-activation [90] as hidden layers. The hidden layers have 48 input features. For these layers, we use GELU activations [81] as described in the main text.

The parameters of MADE blocks are initialized by the default scheme in NFLOWS. Most of the linear layers are initialized by a He uniform initializer [91], but only the parameters of the last linear layer of the residual block are initialized by numbers drawn from a uniform distribution on an interval [-0.001, 0.001].

Appendix B: Preprocessor

Prior to training, we preprocess both the position and velocity features of our stars drawn from $h277$. For the
position, we are presented with the problem that the positions define a sphere centered on the Solar location with a sharp cut-off at 3.5 kpc. This finite support with a sharp discontinuity is difficult to fit using MAFs which intrinsically support the entire Euclidean space and generate smooth distributions. To minimize fitting issues at the boundary in position-space, we smoothly transform the positions to the full Euclidean space \( \mathbb{R}^3 \) in the following way:

1. **Centering and Scaling:** transform selected region, which is a ball centered at \( \vec{x}_\odot \) and with radius \( r_{\text{max}} \), to a unit ball.

\[
\vec{x} \rightarrow \frac{\vec{x} - \vec{x}_\odot}{r_{\text{max}}, c}
\]  

(B1)

where \( c \) is a boundary scale multiplier, which inserts a small margin between the fiducial region of the transformed dataset and the boundary of the unit ball. In this work, we choose \( c = 1.000001 \).

2. **Radial transformation:** In order to avoid learning of sharp edges at the boundary by a continuous function, we transform the unit ball to Euclidean space \( \mathbb{R}^3 \). In particular, we use the following transform and its inverse.

\[
\begin{align*}
\vec{x} \rightarrow \vec{y} &= \frac{\vec{x}}{|\vec{x}|} \tanh^{-1} |\vec{x}| \\
\vec{y} \rightarrow \vec{x} &= \frac{\vec{y}}{|\vec{y}|} \tanh |\vec{y}|
\end{align*}
\]  

(B2)

The Jacobian determinant of this transform is as follows.

\[
|d\vec{y}| = \frac{(\tanh^{-1} |\vec{x}|)^2}{|\vec{x}|^2(1 - |\vec{x}|^2)}
\]  

(B3)

The sharp edges of the window is explicitly handled by this transformation.

3. **Standardization:** We scale each Cartesian direction by the standard deviation of the data along that direction:

\[
x_i \rightarrow \frac{x_i - \langle x_i \rangle}{\sigma_{x_i}} \text{ for } i = 1, \ldots, 3
\]  

(B4)

where \( \langle x_i \rangle \) and \( \sigma_{x_i} \) are the mean and standard deviation of the position dataset \( \{\vec{x}^i\} \).

The distribution of velocities in our datasets lacks the sharp cut-off present in the positions; instead the density smoothly goes to zero at high velocities. We therefore do not need to apply a centering, scaling, or radial transformation to the \( \{\vec{v}^i\} \); we instead only apply a standardization step

\[
v_i \rightarrow \frac{v_i - \langle v_i \rangle}{\sigma_{v_i}} \text{ for } i = 1, \ldots, 3
\]  

(B5)

### Appendix C: Jeans Analysis

We wish to compare our MAF-based approach to solving the Boltzmann Equation for the accelerations with existing methods. Integrating the Boltzmann Equation weighting by velocity results in the Jeans Equation and then fitting tracer stars to these equations has been an important direct measure of local accelerations and mass densities (see Refs. [56, 57] for detailed reviews). Performing this analysis using the tracer star dataset from h277 therefore provides a comparison between our MAF approach and standard techniques given equivalent data.

The explicit form of Eq. (2) of the axisymmetric Jeans equations gives the vertical and radial acceleration fields \( a_z \) and \( a_R \):

\[
a_z = \frac{\partial \ln(\nu)}{\partial z} v_z^2 + \frac{\partial^2 \nu}{\partial z^2}
+ \left( \frac{1}{R} + \frac{\partial \ln(\nu)}{\partial R} \right) v_R v_z + \frac{\partial^2 \nu}{\partial R \partial z}
\]  

(C1)

\[
a_R = \frac{\partial \ln(\nu)}{\partial R} v_z^2 + \frac{\partial^2 \nu}{\partial R^2}
+ \frac{\partial \ln(\nu)}{\partial z} v_R v_z + \frac{\partial^2 \nu}{\partial z \partial R}
+ \frac{v_R^2 - v_z^2}{R}.
\]  

(C2)

For a set of measured tracer stars, the number density \( \nu \) and velocity moments \( v_R, v_z \) are calculated from fits to binned data. The standard Jeans analysis literature fits these quantities to functions that work well in the Solar neighborhood of the Milky Way. These functions are not particularly well-adapted to the distribution of tracers within our observation window of h277, and so we take a data-driven approach in order to obtain the fairest possible comparison between the Jeans analysis and the MAF approach.

Instead of using the existing functional forms, we fit the binned data to radial basis functions (RBFs). RBFs are flexible interpolators that can be fit to multidimensional data. Importantly, RBFs provide good derivative estimation across the bulk and at the boundary of the binned data. Similar non-parametric fitting methods such as the use of B-splines have become a subject of interest in recent Jeans analysis literature [92, 94].

We fit RBFs to data binned in cylindrical radius \( R \) from the galactic center and height above the disk plane \( z \) using the SciPy RBFInterpolator method. \( R \)-bins were uniformly spaced whereas \( z \)-bins were spaced exponentially far apart to maintain reasonable statistics above the disk. All bins with fewer than 40 tracer stars were discarded. The increased spacing between \( z \)-bins reduces the accuracy of \( z \)-derivatives but improves fit stability. Each RBF used a multiquadric kernel with a length scale \( \epsilon = 3 \) kpc and smoothing parameter \( s = \epsilon \). In addition to enforcing axisymmetry, we impose reflection symmetry about the midplane by reflecting all stars in the observation window to \( z > 0 \). Reflecting these tracers above the midplane doubles the number of tracers.
in each bin which improves their statistics, particularly for bins high above the midplane. One implicit consequence of reflection symmetry about the midplane is that 
\( a_z(R, -z) = -a_z(R, z) \). For \( a_z \) to be continuous across the midplane, we need to enforce \( a_z(R, 0) = 0 \). Numerically, estimates of \( a_z(R, 0) \) from Eq. (C1) using our RBF fits are small, so this assumption is reasonable. However, we need to maintain perfect continuity across the midplane to be able to take reliable finite differences for estimation of \( \rho \). Therefore, we offset all values of \( a_z(R, z) \) at radius \( R \) by the small, non-zero value of \( a_z(R, 0) \) to enforce \( a_z(R, 0) = 0 \). This procedure results in a slight adjustment to the value of \( a_z \) at all points as well as artificially small uncertainties in \( a_z \) close to the midplane (this is evident in Table 1 but preserves differentiability at \( z = 0 \).

Terms in Eq. (C1) containing \( \nabla_R \nabla_z \), commonly referred to as the “tilt” terms, are neglected in many Jeans analyses as \( \nabla_R \nabla_z \) is small close to the midplane. As portions of our observation window reach high above the midplane, the tilt terms must be considered in our analysis. Although \( \nabla_R \nabla_z \) is noisy at large \( |z| \), the smoothing from the RBF provides stable estimates of \( \nabla_R \nabla_z \) and its first few derivatives. The Jeans estimate of \( a_z \) and \( a_R \) compared to the MAF and truth-level accelerations are shown in Figure 6. The Jeans analysis successfully recovers \( a_z \) and \( a_R \), with the best results lying close to the center of the observation window.

We now estimate the mass density \( \rho(R, z) \) from our acceleration estimates via the surface mass density \( \Sigma(R, z) \), which is related to \( \rho(R, z) \) via
\[
\rho(R, z) = \frac{1}{2} \frac{\partial \Sigma(R, z')}{\partial z'} \bigg|_{z}.
\] (C3)

The axisymmetric version of the Poisson equation relates \( \Sigma(R, z) \) to \( a_z \) and \( a_R \):
\[
\Sigma(R, z) = -\frac{1}{2\pi G} \left( a_z(R, z) + \int_0^z \frac{1}{R} \frac{\partial (R a_R a_z(R, z'))}{\partial R} dz' \right).
\] (C4)

Given our sparse binning, derivatives of acceleration higher than first-order are unstable and inaccurate. Calculations of \( \rho \) via Eq. (C3) and Eq. (C4) involve a second-order derivative of \( a_R \) that cannot be included due to its instability. Therefore, we adopt the commonly-used “vertical approximation” for our density estimate, where \( a_R \) is neglected in the calculation of \( \rho \) due to its small physical contribution relative to the vertical component. The Jeans estimate of \( \rho \) is shown in Figure 8.

We extract two types of uncertainty for the Jeans estimate of acceleration and mass density. Uncertainties accounting for finite statistics are estimated by repeating this analysis using the 10 bootstrapped introduced in Section III D and calculating the standard deviation. Systematic uncertainties arising from smearing are estimated by repeating this analysis on 10 reperturbed datasets and calculating the 1σ deviation. In addition, the central value for both the acceleration and mass density has had its estimated smearing bias subtracted using the method described in Appendix E.

**Appendix D: Acceleration Plots**

In Section IV we show in Figure 6 a subset of the acceleration vectors, along three axes that pass through the Solar location. Specifically, we show \( a_z \) along the x-axis, \( a_y \) along the y-axis, and \( a_z \) along the z-axis. While these three components are useful to see the agreement between the MAF calculation and the simulation-truth, calculation of the mass density requires accurate knowledge of all three components at every location, so that the volume and surface integrals can be computed. In Figure 8 we show all three components of the acceleration along each axis passing through the Solar Location.

**Appendix E: Error Subtraction**

Under the assumption of small errors drawn randomly from an error model \( E \) which is independent of position, then the smearing of the true phase space distribution \( f(\vec{w}) \) into the smeared distribution \( f_s(\vec{w}) \) is given by
\[
f_s(\vec{w}) \equiv f \ast E(\vec{w}) = \int d^6 \vec{w}' f(\vec{w}') E(\vec{w} - \vec{w}').
\] (E1)

A similar expression holds for the derivatives of \( f \):
\[
\frac{\partial}{\partial w_i} f_s(\vec{w}) \equiv f \ast E(\vec{w}) = \int d^6 \vec{w}' \frac{\partial}{\partial w_i} f(\vec{w}') E(\vec{w} - \vec{w}').
\] (E2)

For small errors, we can Taylor expand the characteristic function of the error function around \( \vec{w} \approx \vec{w}' \). Assuming that the error model is a Gaussian with covariance matrix \( \Sigma_{ij} \), the expansions to leading order in \( \Sigma_{ij} \) are:
\[
f_s(\vec{w}) \approx f(\vec{w}) + \frac{\partial^2 f(\vec{w})}{\partial w_i \partial w_j} \Sigma_{ij}
\] (E3)
\[
\frac{\partial}{\partial w_i} f_s(\vec{w}) \approx \frac{\partial}{\partial w_i} f(\vec{w}) + \frac{\partial}{\partial w_i} \frac{\partial^2 f(\vec{w})}{\partial w_j \partial w_k} \Sigma_{jk}.
\] (E4)

This expansion clarifies what we mean by “small” errors: the error ellipse (encoded in \( \Sigma_{ij} \)) must be small compared to the scales over which the trace phase space density varies.

The presence of measurement errors will therefore systematically bias our estimates of the phase space density and its derivatives, and therefore bias our measures of accelerations and mass densities. While it is possible to directly estimate the size of this bias in our simulated galaxy through calculation of the correction terms in Eqs. (E3) and (E4) in the original and error-smeared datasets, that would not be possible in the real Gaia data, where only the error-smeared data is available. However, under the assumption of small errors and accurate knowledge of the error ellipse, we can estimate the bias from the smeared data only, and subtract it.
FIG. 9: MAF accelerations \( \vec{a} \) as a function of location along the \( x \)-axis with \( y = z = 0 \) (top), as a function of location along the \( y \)-axis with \( x = 8.122 \text{ kpc} \) and \( z = 0 \) (middle), and as a function location along the \( z \)-axis with \( x = 8.122 \text{ kpc} \) and \( y = 0 \) (bottom) for the original dataset (blue) and the average over error-smeared dataset (red), as compared to the simulation-truth (black). The accelerations derived using the Jeans analysis approach are shown in green. Fractional deviations from the true acceleration \( \Delta a_i/|\vec{a}| \) are shown below each main plot. The shaded regions indicate the total 1\( \sigma \) error estimates.
We take the smeared dataset and apply a random error to each tracer star according to the error model described in Section [11]. It is this stage that we explicitly rely on our accurate knowledge of the error model for each tracer star $\Sigma_i$, as we are assuming that our randomly-drawn errors are drawn from the same distribution as in the error-smeared dataset. For this reperturbed dataset, the phase space density and its derivatives are related to $f_s$ at leading order by

\[
f_r(\vec{w}) \approx f_s(\vec{w}) + \frac{1}{2} \frac{\partial^2 f_s(\vec{w})}{\partial w_i \partial w_j} \Sigma_{ij} = f_s(\vec{w}) + \frac{1}{2} \frac{\partial^2 f(\vec{w})}{\partial w_i \partial w_j} \Sigma_{ij} + O(\Sigma^2) \tag{E5}
\]

\[
\frac{\partial}{\partial w_i} f_r(\vec{w}) \approx \frac{\partial}{\partial w_i} f_s(\vec{w}) + \frac{1}{2} \frac{\partial}{\partial w_i} \frac{\partial^2 f_s(\vec{w})}{\partial w_j \partial w_k} \Sigma_{jk} = \frac{\partial}{\partial w_i} f_s(\vec{w}) + \frac{1}{2} \frac{\partial}{\partial w_i} \frac{\partial^2 f(\vec{w})}{\partial w_j \partial w_k} \Sigma_{jk} + O(\Sigma^2).
\]

That is, to leading order in $\Sigma$, the bias between the reperturbed dataset and the smeared dataset is the same as the bias between the smeared dataset and the original, error-free data. This justifies our approach to subtracting the measurement-error bias by generating reperturbed datasets, training new MAFs, and calculating the average shift in derived properties (e.g., accelerations and mass densities), which can then be subtracted off the derived quantities calculated using the smeared datasets.
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