Habitat metrics based on multi-temporal Landsat imagery for mapping large mammal habitat
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Abstract
Up-to-date and fine-scale habitat information is essential for managing and conserving wildlife. Studies assessing wildlife habitat commonly rely on categorical land-cover maps as predictors in habitat models. However, broad land-cover categories often do not adequately capture key habitat features and generating robust land-cover maps is challenging and laborious. Continuous variables derived directly from satellite imagery provide an alternative for capturing land-cover characteristics in habitat models. Improved data availability and processing capacities now allow integrating all available images from medium-resolution sensors in compositing approaches that derive spectral-temporal metrics at the pixel level, summarizing spectral responses over time. In this study, we assessed the usefulness of such metrics derived from Landsat imagery for mapping wildlife habitat. We categorize spectral-temporal metrics into habitat metrics characterizing different aspects of wildlife habitat. Comparing the performance of these metrics against categorical land-cover maps in habitat models for lynx, red deer and roe deer, we found that models using habitat metrics consistently outperformed models based on categorical land-cover maps, with average improvements of 13.7% in model AUC and 9.7% in the Continuous Boyce Index. Performance increases were larger for seasonal habitat models, indicating that the habitat metrics capture intra-annual variability in habitat conditions better than land-cover maps. Comparing suitability maps to ancillary data further revealed that our habitat metrics were sensitive to fine-scale heterogeneity in habitat associated with forest structure. Overall, our study highlights the considerable potential of Landsat-based spectral temporal metrics for assessing wildlife habitat. Given these metrics can be derived directly and in an automatized fashion from globally and freely available Landsat imagery, they open up new possibilities for monitoring habitat dynamics in space and time.

Introduction
Habitat maps can provide critical information for wildlife management and conservation planning (Margules and Pressey 2000; Sutherland et al. 2004). Such maps are typically derived using correlative habitat models (i.e. species distribution models, environmental niche models or resource selection functions) (Boyce and McDonald 1999; Guisan and Zimmermann 2000; Elith et al. 2006). Habitat models can improve the understanding of a species’ ecology while providing data on their actual or potential distribution (Guisan and Thuiller 2005; Elith and Leathwick 2009), which, in turn, are important indicators for assessing biodiversity change (Pereira et al. 2013; Jetz et al. 2019). Moreover, habitat suitability maps often are the basis for downstream-analyses, such as modeling...
population dynamics or assessing landscape fragmentation and connectivity (Larson et al. 2004; Zeller et al. 2012). Thus, habitat models are particularly valuable if they can be applied across large areas (McDermid et al. 2005) and with regular repeat intervals (Pressey et al. 2007).

Most studies mapping wildlife habitat use categorical land-cover maps derived from satellite imagery as spatial predictor variables (Pearson et al. 2004; Thuiller et al. 2004; Zuckerberg et al. 2016). The frequent use of land-cover maps can likely be attributed to the wide availability of freely available map products (Wulder et al. 2018), as well as their easy interpretability. However, using land-cover maps for habitat assessments also comes with several limitations. First, available broad-scale land-cover maps have predefined, typically coarse thematic legends that do not necessarily reflect a species’ habitat requirements (Bradley and Fleishman 2008; Coops and Wulder 2019). Otherwise, land-cover maps can be created for a specific purpose, but doing so is laborious, requires considerable technical expertise and adequate reference datasets. Second, a classification of the spectral information contained in satellite images implies a loss of information (Krishnaswamy et al. 2009). Thus, fine-scale gradients of habitat suitability associated with variation within land-cover classes (e.g. forest composition and structure) might be missed by categorical maps. Finally, satellite-based land-cover maps always contain errors (Powell et al. 2004; Pflugmacher et al. 2011), which are typically not accounted for in habitat models (Cord et al. 2014).

Alternatively, continuous variables derived directly from satellite images, such as vegetation indices (Pettorelli et al. 2005, 2011), can be used as predictors in habitat models (Coops and Wulder 2019; Leitão and Santos 2019). Several studies have demonstrated the usefulness of Landsat imagery in this context (Lahoz-Monfort et al. 2010; Shirley et al. 2013; West et al. 2017). In contrast to coarser resolution sensors, Landsat imagery allows resolving fine-scale habitat features (Shirley et al. 2013; Remelgado et al. 2018). Moreover, the Landsat archive provides freely available, global imagery back to the 1970s (Wulder et al. 2016, 2019), which should represent major opportunities for assessing wildlife habitat in space and time (Nagendra et al. 2013; He et al. 2015). However, using Landsat imagery also comes with distinct challenges, which likely explains its relatively limited use in habitat assessments so far. On one hand, the comparably low temporal resolution of Landsat (16-day revisit time for a single satellite) can make the selection of suitable individual images difficult or even impossible due to cloud cover. On the other hand, the combination of many Landsat images in space or time can imply considerable technical challenges and computational costs (Young et al. 2017). While time series-based approaches have been widely adopted for characterizing habitat with coarse resolution sensors such as MODIS (Coops et al. 2009; Cord and Rödder 2011; Bischof et al. 2012), Landsat-based habitat studies instead have frequently relied on images-based analysis of only a single or few selected images (Lahoz-Monfort et al. 2010; but see Jantz et al. 2016; Remelgado et al. 2018).

Recently, the provision of Landsat data in analysis-ready formats (Dwyer et al. 2018; Wulder et al. 2019) and rapidly improving computational capacities (e.g. through cloud computing platforms; Gorelick et al. 2017), have dramatically improved the possibilities for analyzing large sets of Landsat images. One development underpinning these advances is the shift from image-based analyses to the increasing use of pixel-based compositing approaches (Potapov et al. 2011; Hansen et al. 2014; Bleyhl et al. 2017). In one such compositing approach, all available images in a time frame are combined by calculating pixel-wise, spectral-temporal metrics to create cloud-free composite images summarizing spectral responses over time (Griffiths et al. 2013; Gómez et al. 2016; Pflugmacher et al. 2019). While Landsat metrics-based composites have allowed for substantial progress in land-cover mapping (Azzari and Lobell 2017), their usefulness for assessing wildlife habitat via habitat models remains largely unexplored.

In this study, we investigate the potential of Landsat-based spectral-temporal metrics for mapping large mammal habitat and compare them against land-cover maps. Large mammals play crucial roles in structuring ecosystems (Ripple et al. 2014, 2015), and often are important focal species for conservation (Sergio et al. 2006; Clucas et al. 2008; Branton and Richardson 2011). However, their conservation is particularly challenging, as they require extensive habitats (Cardillo et al. 2005) and often come into conflict with humans (Trevé and Karanth 2003; Young et al. 2005). Thus, pro-active management and monitoring of their populations is important, which requires timely and detailed spatial information on habitat across large areas.

We mapped habitat suitability for a large carnivore (Eurasian lynx; *Lynx lynx*) and two large herbivores (red deer, *Cervus elaphus*; and roe deer, *Capreolus capreolus*) in the Bohemian Forest Ecosystem in Germany and Czechia, using spectral-temporal metrics derived from Landsat imagery together with large GPS tracking datasets in habitat models. To improve the usefulness of spectral-temporal metrics for habitat mapping, we categorize spectral-temporal metrics into groups of *habitat metrics* specifically targeting key aspects of large mammal habitat. We test these habitat metrics as predictors in habitat models and compare their performance against models based on categorical land-cover maps. Specifically, we ask the following research questions:
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Do habitat metrics improve the predictive performance of habitat models compared to land-cover maps?

Can habitat suitability maps based on habitat metrics capture fine-scale variation in habitat related to forest structure?

Do habitat models based on habitat metrics capture differences in habitat use between lynx, red deer and roe deer and across seasons?

Material and Methods

Study area

The Bohemian Forest Ecosystem is a low-elevation, forested mountain chain approximately 130 km long and 60 km wide, situated along the border of Austria, Czechia and Germany (Fig. 1). Two protected areas form the center of the study area: The Bavarian Forest National Park (240 km²) and the Sumava National Park (690 km²). These protected areas are mostly forested, while their surroundings consist of mosaics of smaller forest patches, meadows, cropland and villages. Roe deer and red deer are widely distributed in the area (Heurich et al. 2015) and Eurasian lynx has been reintroduced in the 1970s (Wölfli et al. 2001). Lynx mainly prey on roe deer and to a much lesser extent on red deer (Belotti et al. 2015).

Wildlife data

As information on species presence, we used a large GPS tracking dataset from radio-collared lynx (seven individuals), red deer (41 individuals) and roe deer (82 individuals), collected between 2011 and 2013. To account for seasonal changes in habitat selection (Godvik et al. 2009; Dupke et al. 2016; Filla et al. 2017), we fitted separate models using presence data from the entire year (hereafter: year-round models) as well as seasonal models using presence data only from winter or summer (Table 1; hereafter: summer and winter models). Summer observations included all GPS recordings collected between 1 April and 31 October, winter observations all recordings between 1 November and 31 March (Godvik et al. 2009; Filla et al. 2017). Since some of the radio-collared red deer are kept in enclosures during winter (Rivrud et al. 2016), we removed red deer locations inside winter enclosures. To reduce spatial auto-correlation, we randomly selected one location per day and individual for each dataset (Magg et al. 2015; Holloway and Miller 2017). The size of our final presence datasets used for building habitat models ranged from ca. 1000 locations for the lynx winter model to ca. 18 000 locations for the roe deer year-round model (Table 1).

Landsat-based habitat metrics

To characterize large mammal habitat directly from multi-temporal Landsat imagery, we derived a set of spectral-temporal metrics (Hansen et al. 2014; Azzari and Lobell 2017; Pflugmacher et al. 2019) describing different aspects of wildlife habitat. These composite images are generated from time series of spectral indices by calculating pixel-level statistical indicators summarizing the spectral

![Figure 1. Map of the study area (left) including Minimum Convex Polygons derived from all lynx, red deer and roe deer locations (see Wildlife data), with forested areas highlighted in grey. Overview map (right) showing the location of the study region, national parks and the used Landsat footprints.](image-url)
Table 1. Summary of the wildlife data (GPS telemetry observations) used as presence information in our habitat models.

| Species | No. of individuals | No. of year-round observations | No. of summer observations | No. of winter observations |
|---------|--------------------|-------------------------------|---------------------------|---------------------------|
| Lynx    | 7                  | 2671                          | 1629                      | 1042                      |
| Red deer| 41                 | 10,329                        | 7,648                     | 2,681                     |
| Roe deer| 82                 | 18,151                        | 10,215                    | 7,936                     |

properties of all imagery in a given time window (Fig. 2). Based on available studies linking satellite-derived variables to wildlife habitat characteristics (Table 2), we then categorize these spectral-temporal metrics into groups of *habitat metrics* relating to different aspects of wildlife habitat. For calculating metrics, we used all available Collection 1 Tier 1 surface reflectance images from the Landsat sensors 5 TM, 7 ETM+ and 8 OLI recorded between 2011 and 2013 (165 images across two Landsat footprints). The Tier 1 surface reflectance product contains atmospherically corrected data (Masek et al. 2006; Vermote et al. 2016) with the lowest georegistration errors (Young et al. 2017). To account for different Landsat sensor specifications, we used the coefficients provided by Roy et al. (2016) to cross-calibrate Landsat 8 surface reflectance data to Landsat 7 reflectance values. We performed all processing of Landsat imagery, including metric calculation, in the Google Earth Engine (Gorelick et al. 2017; see Supporting Information for Google Earth Engine code).

For every Landsat image, we calculated (1) the Tasseled Cap (TC) components greenness, brightness and wetness (Crist and Cicone 1984), and (2) binary snow masks created from quality flags in the Pixel-Quality Assessment (QA) band derived from the CFMask algorithm (Foga et al. 2017). For calculating the TC components, we masked out all observations containing clouds, cloud shadows or snow using the respective flags in the QA-band and used the coefficients for surface reflectance data provided in Crist (1985). The TC components capture different spectral characteristics describing land-cover features (Crist and Cicone 1984; Pasquarella et al. 2016). For example, greenness relates to the amount of photosynthetically active vegetation, similar to vegetation indices such as NDVI (De Jong 1994). Brightness has been linked to albedo (e.g. open habitats including bare soil, certain agricultural crops and built-up areas; Yang and Liu 2005). Wetness has been associated with vegetation and soil moisture (Crist and Cicone 1984), but is also widely used to capture forest characteristics and disturbances (Cohen et al. 1995; Hansen et al. 2001; Jin and Sader 2005).

We summarized Tasseled Cap greenness, brightness and wetness over time by calculating a set of robust statistical metrics (median, interquartile and interdecile range, and Theil-Sen slope; see Table 2; Flood 2013). To capture spectral variations throughout the year, we calculated metrics using all available images, on the one hand, and images from specific temporal windows within the year, on the other. We set the temporal windows to represent key phenological stages in our study region (Senf et al. 2017), which should help capturing important habitat characteristics, such as vegetation types or food availability (Hamel et al. 2009; Remelgado et al. 2018). For defining the temporal windows, we used the day of year (DOY) of image recording to categorize Landsat images into start-of-season (DOY 60-151, 42 images), peak-of-season (DOY 152-243, 53 images), and end-of-season observations (DOY 244-334, 54 images). We also tested metrics based on DOY 335-59 observations, but omitted them from further analysis due to persistent cloud and snow cover leading to low observation numbers during winter in our study area. To describe the rate of vegetation green-up, we used the Theil-Sen approach (Theil 1992; Fernandes and Leblanc 2005) for estimating the rate of change in greenness values during spring. Previous studies have linked vegetation productivity increase during spring to forage quality for large herbivores (Pettorelli et al. 2007; Hamel et al. 2009). As a measure of snow-cover frequency, we divided the number of observations flagged as snow by the number of clear observations for each pixel. A comparison of the Landsat-derived snow-cover frequency against the MODIS snow-cover product (Hall et al. 2010) showed overall good agreement between both datasets (see Supporting Information).

In total, our set of metrics included 14 variables (Table 2), which we categorized into five groups of habitat metrics: (1) productivity (based on TC greenness), (2) phenology (based on variability in greenness), (3) openness (based on TC brightness), (4) moisture (based on TC wetness), and (5) snow cover.

**Land cover mapping**

To compare the usefulness of our habitat metrics for assessing large mammal habitat against categorical land-cover maps, we derived two land-cover maps for our study region. First, we mapped land cover for the target year 2012 by applying a random forest classifier (Breiman 2001) to the set of habitat metrics. This map thus represents a site-specific land-cover map, which are sometimes produced for habitat assessments (Kuehnerle et al. 2010; Bleyhl et al. 2017). We sampled training pixels within reference polygons that were digitized based on (1) aerial surveys (Gonzalez et al. 2018) and (2) high-resolution imagery in Google Earth. We mapped 13 land-cover classes: broadleaf forest,
built-up, clear-cut, coniferous forest, cropland, deadwood, forest regrowth, grassland, mixed forest, natural grassland, rock, shrub and water. The resulting land-cover map was validated using a set of independent test pixels not used for training and had an overall accuracy of 91.5% (see Supporting Information for a more detailed description of the classification and validation procedure).

As a second land-cover map, we downloaded the CORINE land-cover dataset (Böttner et al. 2004) for the year 2012, representing a broad-scale, general land-cover product. This European-wide land-cover map is available at a spatial resolution of 100 m and is frequently used to map habitat suitability for large mammals in Europe (Schadt et al. 2002; Magg et al. 2015; Kuemmerle et al. 2018). The CORINE data for our study area included a total of 27 classes on five major land-cover types (artificial surfaces, agricultural areas, forest and semi-natural areas, wetlands and water bodies; see Table S2).

**Parametrization of habitat models**

We fitted habitat models for lynx, red deer and roe deer using maximum entropy (Maxent) modeling (Phillips et al. 2006). Maxent contrasts the values of environmental predictors at presence observations with their overall distribution obtained from a sample of background points (or pseudo-absences; Merow et al. 2013). To generate background points, we randomly sampled 30 000 points inside the Minimum Convex Polygons of presence datasets (Phillips and Dudík 2008; Northrup et al. 2013). We used the R-package dismo (Hijmans et al. 2017) for building Maxent models, using all feature classes and a regularization multiplier of $\beta = 1$ (Merow et al. 2013).

For each species, we fitted year-round, summer, and winter habitat models using (1) the set of habitat metrics, (2) site-specific land-cover map created from Landsat imagery, and (3) the CORINE land-cover map. This resulted in a total of nine habitat models per species. To evaluate the predictive performance of our models, we used ten-fold cross-validation. We calculated two performance measures capturing two different aspects of predictive performance: The area under the Receiver Operator Characteristic curve (AUC) as an indicator of discrimination capacity (i.e. how well a model separates presence from background points; Jiménez-Valverde et al. 2013), and the Continuous Boyce Index (CBI; Hirzel et al. 2006) as an indicator of model calibration (i.e. how well predicted suitability values correspond with observed
For assessing changes in predictive performance associated with using the habitat metrics instead of the land-cover maps, we calculated the percent changes in AUC and CBI compared to the best-performing land-cover map for each model. Finally, we derived habitat suitability maps from each Maxent model by creating spatial predictions, using the bounding box of all GPS telemetry locations as a reference extent.

Assessing habitat metrics

To assess whether the habitat metrics allow capturing fine-scale habitat characteristics associated with forest structure, we compared (1) the metric values, and (2) the derived suitability maps from year-round models against information on fine-scale forest attributes (i.e. stand age, lying and standing deadwood, type of forest regrowth). For this comparison, we used a high-resolution vegetation type map available for the Bavarian Forest National Park that was created by manual interpretation of aerial imagery (Gonzalez et al. 2018).

To assess whether the habitat metrics allowed capturing differences in habitat use between species and across seasons, we compared the contribution of the different habitat metrics across models. Since the groups of metrics (productivity, phenology, openness, moisture, snow-cover) were selected to characterize different aspects of habitat, their importance in habitat models can be expected to be consistent with known patterns of habitat selection for lynx, red deer and roe deer. We computed permutation importance scores indicating relative variable importance (Searcy and Shaffer 2016). Then, we summed the importance scores of all variables belonging to a metric group and used this group-wise sum as an indicator for the contribution of the habitat metrics to a model. Lastly, we compared the importance of metrics based on the temporal windows used for their computation (i.e. all observations, start of season, peak of season, end of season), by calculating the mean importance of metrics from each temporal window across all habitat models.

Results

Comparison of predictive performance and habitat suitability maps

Models based on our habitat metrics showed higher AUC and CBI values (mean AUC = 0.76, standard error ±0.02; mean CBI = 0.97 ± 0.01) than models based on categorical land-cover maps (mean AUC = 0.60 ± 0.03, mean CBI = 0.84 ± 0.03 Fig. 3A). Comparing habitat models based on the two land-cover maps, models using the site-specific map had higher AUC values than CORINE-based models (mean AUC = 0.66 ± 0.02 vs. 0.54 ± 0.06), but slightly lower CBI values (mean CBI 0.82 ± 0.05 vs. 0.85 ± 0.03). Using the habitat metrics improved the predictive performance, both in terms of discrimination capacity (AUC) and model calibration (CBI), of all habitat models relative to the best-performing land-cover based model (Fig. 3C–D). Relative improvements in ranged from 9-23% for AUC values (mean = 13.7), and 3-21% for CBI values (mean = 9.2), showing variations across species and time periods covered. On average, performance increases were larger for seasonal habitat models.

| Table 2. Overview of habitat metrics derived from Landsat imagery. |
|-----------------|-------------------------|------------------|
| **Habitat metric group** | **Specific metrics (number of metrics)** | **Related habitat features** |
| **Productivity** | Median TC greenness for start-of-season, peak-of-season and end-of-season (3) | Food availability (Pettorelli et al. 2005; Coops et al. 2008) |
| **Phenology** | Interquartile and interdecile range of TC greenness based on all observations; Theil-Sen estimator for regression of TC greenness against day of year for start-of-season (3) | Food availability, forage quality (Pettorelli et al. 2007; Hamel et al. 2009) |
| **Openness** | Median TC brightness for start-of-season, peak-of-season and end-of-season (3) | Absence of protective cover, food availability (Carroll et al. 2001; Holbrook et al. 2017) |
| **Moisture** | Median TC wetness for start-of-season, peak-of-season and end-of-season (3) | Forest type and structure, protective cover, vegetation and soil moisture (Cohen et al. 1995; Roy and Ravan 1996; Hansen et al. 2001) |
| **Snow cover** | Frequency of snow cover (relative to number of clear observations) based on all observations, frequency of snow cover during start-of-season (2) | Resource accessibility, movement, predation risk (Michaud et al. 2014; Macander et al. 2015) |
| **Total** | 14 metrics | |
compared to year-round models (relative improvement in AUC: 14.5% vs. 12.3%; improvement in CBI: 11.3% vs. 5.1%). Performance improvements were also larger for winter models than for summer models (improvement in AUC 16.0% vs. 13.0%; improvement in CBI 12.1% vs. 10.4%). Average improvements in AUC were largest for roe deer (19.0%), improvements in CBI largest for red deer (11.7%).

Overall, spatial patterns of habitat suitability were similar between maps derived from models using the habitat metrics and those based on the land-cover maps (Fig. 4; see Fig. S5–S6). However, some differences were discernible, such as the lower spatial resolution of the CORINE map, as well as variation in habitat suitability within land-cover classes in the map based on the habitat metrics. In addition, suitability maps based on the habitat metrics exhibited striping artifacts corresponding to scan line errors of Landsat 7. These artifacts were most pronounced in areas with persistent cloud cover (i.e. high elevations). We found these striping artifacts mainly to occur in metrics calculated from start-of-season observations (see Fig. S7 for an example).

**Variation of habitat suitability with forest structure**

The values of habitat metrics varied considerably for classes of forest type and age, and showed patterns consistent with forest type and age characteristics (Fig. 5; see Fig. S8 for comparison with deadwood and forest regrowth classes). For example, openness metrics tended to decrease with stand age. Productivity and phenology metrics tended to be higher for broadleaf forest than for coniferous forest, with differences increasing with stand age, while mixed forests showed intermediate productivity and phenology values.

Next to the metric values themselves, the predicted suitability values also varied with forest structure classes (Fig. 6). For example, lying deadwood had lower suitability for roe deer and lynx than standing deadwood, but a higher
suitability for red deer. Habitat suitability for lynx and roe deer varied with the type of regrowth, with higher suitability for broadleaf than for coniferous or mixed regrowth. Finally, habitat suitability for red and roe deer showed relationships with forest age. While suitability generally declined with stand age for red deer, it increased for roe deer.

**Importance of different habitat metrics across models**

The importance of the different habitat metrics varied markedly between species, and also between models fitted for different time periods (Fig. 7A). For instance, in our
lynx models, the openness metrics were consistently among the most important, while being generally less important in the red and roe deer models. In contrast, the contribution of phenology metrics, relating to forage availability and quality, was much larger in red deer and roe deer models than in lynx models. The contributions of habitat metrics in seasonal models for the three species were consistent with differences in habitat use between summer and winter. For example, snow-cover metrics were more important in winter models than in summer models for all species. Similarly, the phenology metrics were less important in winter models than in summer models for the two deer species. Comparing the importance of metrics calculated from the different temporal windows of Landsat observations, metrics calculated from start-of-season observations were most important in habitat models for all three species, showing particularly high importance scores in models for red and roe deer (Fig. 7B).

**Discussion**

Our assessment of Landsat-based spectral-temporal metrics in habitat models for lynx, red deer and roe deer yielded four major insights. First, models using the habitat metrics consistently outperformed models based on land-cover maps. Both performance measures (AUC and CBI), indicating discrimination capacity and model calibration, showed considerable increases when compared to models using land-cover maps. This is in line with previous research highlighting the advantages of continuous satellite-derived variables over categorical maps for characterizing species’ habitat (Cord et al. 2014; Coops and Wulder 2019). Calculating spectral-temporal metrics from time series of medium-resolution satellite imagery provides for an effective way to generate continuous variables that allow assessing habitat with high levels of spatial detail. Remelgado et al. (2018) previously used seasonal Landsat surface reflectance composites for modeling resource availability for white storks (*Ciconia ciconia*). Our study showcases how spectral-temporal metrics from multiple spectral indices can be linked to different habitat aspects, allowing for a comprehensive and meaningful characterization of wildlife habitat from medium resolution imagery.

Second, the habitat metrics allowed capturing variation in habitat between seasons, which categorical land-cover
maps typically do not reflect. Performance improvements from using habitat metrics instead of land-cover maps were larger for our seasonal models than for year-round models (Fig. 3B). At the same time, metrics relating to intra-annual variability of habitat conditions (e.g. snow cover, phenology) were highly important in our habitat models (Fig. 7A). These results demonstrate that spectral-temporal metrics can be useful to move away from static depictions of habitat. This is important, as many animals adapt their habitat use in reaction to changing habitat conditions throughout the year (Godvik et al. 2009; Dupke et al. 2016; Filla et al. 2017). Accounting for such variation in habitat models can provide useful information for wildlife management and conservation (Brambilla and Saporetti 2014; Frans et al. 2017). Combining high-resolution wildlife tracking data (Kays et al. 2015; Pimm et al. 2015) with satellite time series holds great potential in this regard, since it allows simultaneously describing how habitat conditions vary within a year, and how animals respond to these changes (Bischof et al. 2012; Gschweng et al. 2012).

Third, habitat metrics allowed describing fine-scale heterogeneity in habitat associated with forest structure. The suitability maps based on the habitat metrics were consistent with prior studies on habitat selection of our study species. For instance, roe deer in our study area have been shown to preferentially select older forest stands (Dupke et al. 2016). Likewise, the higher suitability of broadleaf regrowth compared to coniferous regrowth likely is related to the observation that roe deer, as selective browsers, prefer young broadleaved trees for browsing (Kullberg and Bergström 2001; Göthermark et al. 2005; Heinze et al. 2011). Conversely, for red deer, being a mixed feeder (Krojerová-Prokešová et al. 2010), the type of regrowth is less influential. Together, this suggests that our habitat metrics were able to characterize fine-scale habitat variation that is extremely difficult to classify in satellite-based land-cover maps (e.g. forest age classes, different types of forest regrowth).

Finally, models using the habitat metrics were able to represent differences in habitat selection between species and seasons, as indicated by the differences in relative variable importance scores among our models. For example, the importance of the openness metrics in our lynx models, with habitat suitability decreasing with increasing brightness, likely reflects the known avoidance of open

---

**Figure 6.** Variation in habitat suitability in models based on habitat metrics for classes capturing forest structure: (A) Different types of deadwood, (B) different types of forest regeneration, and (C) different forest age classes.
habitats (e.g. croplands or built-up areas) by lynx (Bouyer et al. 2015; Magg et al. 2015; Filla et al. 2017). Likewise, phenology metrics characterizing forage availability and quality were important predictors in our habitat models for red and roe deer. This is in line with previous studies demonstrating the effectiveness of satellite-derived phenology-information for characterizing ungulate habitat (Pettorelli et al. 2007; Merkle et al. 2016), and the finding that habitat selection by roe deer in our study area is largely driven by forage availability (Dupke et al. 2016). Moreover, metrics calculated from start-of-season observations showed the largest relative importance in our models. This corroborates findings on the effectiveness of characterizing spring conditions for capturing habitat features for large herbivores (Pettorelli et al. 2006, 2007; Hamel et al. 2009), particularly in temperate forests (Borowik et al. 2013).

Snow-cover metrics were important predictors in many of our habitat models. While the importance of snow-cover variables was particularly high in our winter models, they also showed considerably high importance scores in some of our summer models. This is likely since snow-cover distribution in winter is correlated with other factors influencing habitat quality in our study area. For example, areas with high snow cover tend to be located at higher elevations where higher levels of natural forest disturbance are found (Oeser et al. 2017), and disturbed forest stands are important habitat features for lynx, red deer and roe deer (Heurich et al. 2015; Filla et al. 2017). While numerous habitat studies have used snow-cover variables from coarse-resolution sensors such as MODIS (Hebblewhite et al. 2011; Kuemmerle et al. 2014; Michaud et al. 2014), our study highlights the underused potential of Landsat imagery in this context (Macander et al. 2015; Niittynen and Luoto 2018; Niittynen et al. 2018).

Despite these potential benefits of habitat metrics, some limitations need to be mentioned. First, while our habitat metrics allow characterizing different habitat aspects that manifest in spectral properties, there are several factors typically influencing habitat quality that our metrics cannot easily capture (e.g. human disturbance or competition with other species). Whereas including such additional predictors will improve models, we did not do so since...
this would have hindered the direct comparison of the habitat metrics with land-cover maps for the purpose of habitat modeling. Second, interpreting the relationships between habitat metrics and habitat use can be difficult without reference information, since these relationships are often indirect (Bradley and Fleishman 2008). Other continuous satellite-based variables that are directly related to vegetation structure, such as fractional tree or shrub cover (Baumann et al. 2018), or biophysical variables, such as the leaf area index or the fraction of absorbed photosynthetically-active radiation (Viña et al. 2008), can provide more ecologically meaningful habitat information. However, the creation of such datasets is typically based on statistical models and thus, like land-cover mapping, requires reference information for training and validation. Fourth, we selected the temporal windows used for calculating metrics to capture phenological stages at our study site. Adapting the temporal windows to local phenology (Remelgado et al. 2018) or using metric definitions that allow comparing values across different phenological curves (e.g. highest/lowest quarterly median; Coops et al. 2008; Hijmans et al. 2005) might be necessary when transferring our approach to other regions. Finally, for areas and temporal windows with very high levels of cloud cover, some of our spectral-temporal metrics exhibited striping artifacts relating to scan line errors of Landsat 7. Integrating Landsat imagery with data from other sensors, such as Sentinel 2 (Wulder et al. 2015; Claverie et al. 2018) has the potential to reduce impacts of data gaps and further improve the ability to capture seasonal habitat dynamics.

Overall, our study highlights the considerable potential of spectral-temporal metrics from medium-resolution satellite imagery for monitoring, managing and conserving wildlife. A key advantage of Landsat in this regard lies in the global availability of 30 m-resolution imagery since the 1980s (at lower spatial resolutions even since the 1970s; Wulder et al. 2019). This offers great flexibility in terms of generating consistent predictors for habitat modeling across space and time and matching predictor data with available species records. This extraordinary potential for assessing habitat across large areas (Hansen and Loveland 2012) and long time periods (Kerr and Ostrovsky 2003; Vogelmann et al. 2012; Kennedy et al. 2014) has so far not been fully exploited (but see Jantz et al. 2016). The approach introduced in this study can help bridging this gap, opening up new possibilities to monitor spatiotemporal habitat dynamics based on Landsat imagery. Finally, further integrating the rich information of satellite image archives with habitat models has great potential to advance global biodiversity monitoring, as targeted by the Essential Biodiversity Variables framework (Pereira et al. 2013; Pettorelli et al. 2016; Jetz et al. 2019).
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Figure S1. Strength of correlation between Landsat habitat metrics of different metric groups, expressed as absolute Pearson correlation coefficients. Within-group correlation refers to correlation coefficients of all metrics belonging to a given group, out-of-group correlation refers to correlation coefficients of metrics of a given group with metrics not belonging to that group.

Figure S2. Comparison of Landsat-based snow-cover frequency metrics with average snow cover derived from MODIS daily snow cover. While both datasets show similar spatial patterns, values of the Landsat metrics were higher in areas with high snow cover. Moreover, striping artefacts relating to Landsat 7 scan line errors are visible in the Landsat-based metrics.

Figure S3. Scatterplots between the Landsat snow-cover frequency metrics and average snow-cover values from MODIS 10A1 snow-cover product, based on observations from (A) the entire year, and (B) only start of season observations. Landsat metrics were resampled to 500 m resolution of the MODIS data to allow comparison. Blue line indicates slope of linear regression between both datasets, black line indicates perfect agreement between values.

Figure S4. Land-cover map produced for the area around the study region. Black lines show national park borders; black dashed lines indicate country borders. Grey dashed line show the extent of the study region for which habitat suitability maps were created.

Figure S5. Habitat suitability maps of summer habitat models using the habitat metrics (left column), the site-specific land-cover map (middle column) and the CORINE land-cover map (right column) for lynx, red deer and roe deer. Continuous line indicates country border, dashed lines show the extents of the national parks.

Figure S6. Habitat suitability maps based on winter habitat models using the habitat metrics (left column), our own land-cover map (middle column) and the CORINE land-cover map (right column) for lynx, red deer and roe deer. Continuous line indicates country border, dashed lines show the extents of the national parks.

Figure S7. Productivity metrics (median of Tasseled Cap greenness) calculated based on start-of-season, peak-of-season and end-of-season observations (see Landsat-based habitat metrics in main text). Striping artefacts mainly occurred in metrics calculated from start-of-season observations, which was the temporal window with the fewest number of available images, and the strongest influence of cloud cover.

Figure S8. Variation of metric values (by metric groups) with vegetation classes relating to forest structure: (A) Deadwood and (B) Forest regrowth. All metrics were standardized via a z-Transformation to allow comparability between different spectral indices.
Table S1. Map accuracies and area estimates for our Landsat-based land-cover map. All numbers are sampling-bias-adjusted and are given with 95% confidence intervals.

Table S2. Overview of CORINE classes present in our study area. Columns refer to different levels of thematic detail used in the CORINE class nomenclature. Classes were used at highest thematic detail (i.e. LEVEL 1) in our habitat models.