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Abstract

Background: We suggest that the need to account for systematic error may explain the apparent lack of agreement among studies of maternal dietary methylmercury exposure and neuropsychological testing outcomes in children, a topic of ongoing debate.

Methods: These sensitivity analyses address the possible role of systematic error on reported associations between low-level prenatal exposure to methylmercury and neuropsychological test results in two well known, but apparently conflicting cohort studies: the Faroe Islands Study (FIS) and the Seychelles Child Development Study (SCDS). We estimated the potential impact of confounding, selection bias, and information bias on reported results in these studies using the Boston Naming Test (BNT) score as the outcome variable.

Results: Our findings indicate that, assuming various degrees of bias (in either direction) the corrected regression coefficients largely overlap. Thus, the reported effects in the two studies are not necessarily different from each other.

Conclusion: Based on our sensitivity analysis results, it is not possible to draw definitive conclusions about the presence or absence of neurodevelopmental effects due to in utero methylmercury exposure at levels reported in the FIS and SCDS.

Introduction

The potential effect of children’s low-level exposure to methylmercury in the environment is a complex research issue that continues to receive considerable attention from researchers, government agencies, and the public [1]. The US Environmental Protection Agency (EPA) derived a reference dose for methylmercury in 2001, based on an analysis by the National Research Council (NRC) of the National Academy of Sciences [2]. The NRC performed benchmark dose analysis on a number of endpoints from three longitudinal prospective studies: the Seychelles Islands, the Faroe Islands, and the New Zealand studies [2]. Adverse effects were reported in the latter two studies [3-5], but not in the Seychelles study [6,7].
This lack of consistency among studies and particularly the discrepancy between the Seychelles Child Development Study (SCDS) and the Faroe Islands Studies (FIS) was noted in several previous publications [8,9]. However, most of these publications either focused on qualitative differences in the types of exposures, population characteristics and choice of endpoints between two studies [2,10], or examined the impact of non-differential measurement error in exposure assessment [11,12]. By contrast, the quantitative evaluation of systematic error in these studies does not appear to have received sufficient attention.

Current methodological literature emphasizes the importance of estimating, as opposed to merely acknowledging (or dismissing), the potential role of unaccounted systematic error in observational epidemiology [13-31] and in other fields of science [32-34]. Following these recommendations, we decided to build upon our previously published work on quantitative evaluation of potential bias in environmental epidemiologic studies [35,36] and conduct a series of sensitivity analyses to evaluate the potential impact of systematic error on the reported associations between low-level maternal dietary exposure to methylmercury and children’s neuropsychological testing results in the SCDS and FIS.

We used the score of the Boston Naming Test (BNT) as the outcome variable because it seems to have received substantial attention as an endpoint of interest (NRC 2000) and because both the SCDS and the FIS have used it in their analyses. The other cohort study, conducted in New Zealand [3,5,37], did not administer the BNT.

**Methods**

Our evaluation of the FIS and SCDS included two components: a qualitative review and comparison of the methods and results, and a quantitative analysis of selected sources of systematic error. The qualitative review evaluated the FIS and SCDS study methods with respect to their target population, selection of participants, exposure assessment, outcome ascertainment and data analyses. Particular attention was paid to identification of potential sources of systematic error, which were then evaluated in quantitative analyses.

The quantitative analyses presented in this article are conceptually similar to those described in our earlier publication [36] and involved calculating the impact of systematic error from three potential sources (confounding, selection bias, and information bias) on the observed relation between methylmercury exposure and a continuous neuropsychological outcome of interest.

In general terms, if a linear regression model \( Y = \beta_0 + \beta_1 X + \varepsilon \) represents the relation between outcome (Y) and methylmercury exposure (X), or some transformation of these (e.g., Y could represent the logarithm of the dependent factor), then the least square estimate of the regression parameter \( \beta_1 \) based on a sample of n observations \( (X_i, Y_i) \) is:

\[
b = \frac{\sum_{i=1}^{n} X_i Y_i - n \bar{X} \bar{Y}}{\sum_{i=1}^{n} X_i^2 - n \bar{X}^2}
\]

For a systematic error of certain magnitude, it is possible to estimate the corrected linear regression coefficient by accounting for this error. The impact of systematic error can also be expressed as the difference between the observed and the corrected regression coefficients (\( b_{obs}-b \)). It is important to keep in mind that the sensitivity analyses presented here do not address the impact of systematic error on the epidemiologic measure of association between methyl-mercury exposure and neuropsychological testing, but rather its impact on a regression coefficient in a given study. The actual measure of association can be further affected by the model assumptions, which are beyond the scope of this paper.

As mentioned previously, the BNT score was used as the outcome variable (Y) because both the SCDS and the FIS used it in their analyses. The BNT is a 60-item test that asks the examinee to provide the name of an object depicted in black-and-white line drawings. The response that is judged to be correct and the amount of time to respond are recorded. The test can be administered with or without cues. Semantic cues, if used, are provided if no response is made within 20 seconds. If the examinee is still unable to produce the name, a phonemic cue may be provided. The total score is then the number of items correctly named spontaneously or after cues. For the Seychelles study, a score of 43 was considered normal (standard deviation of 5) [7]. Scores on the BNT are a measure of word knowledge/vocabulary, verbal learning, word retrieval, and semantic language and have been associated with reading comprehension and written comprehension [38].

The possible effect of unadjusted confounding on FIS and SCDS results was assessed by measuring the impact of potentially important covariates not considered in these studies. To estimate the impact of selection bias, we calculated the difference in BNT results that would be observed in the FIS and SCDS assuming that the distributions of exposure and BNT scores among persons omitted from these studies were different than the analogous distribu-
tions among study participants. Finally, the potential role of information bias was quantified for a given range of outcome misclassification (in either direction) differentially affecting the low exposure and the high exposure groups in each study. The derivation of the corrected linear regression estimate (b) for each specific type of systematic error was conducted as follows.

**Confounder Adjustment**

Given the mathematical relationship between estimates of regression coefficients and correlation coefficients, one can use reported estimated correlation coefficients to calculate the potential impact of confounders. The correlation coefficient (r) for 2 variables, Z and Y, can be expressed as:

$$r(Z, Y) = \frac{s_Z}{s_Y} b$$

(2)

where b is the slope of the least square regression line, and s_Z and s_Y are the standard deviations of Z and Y, respectively. Let Y = b_0 + b_Z*Z represent the fitted linear regression model relating the outcome (Y) to confounder Z. If we assume that the same regression model applies to the exposed and non-exposed populations, then:

$$\bar{Y}_{Exp} - \bar{Y}_{Non-exp} = b(Z_{Exp} - Z_{Non-exp})$$

(3)

which becomes

$$\frac{\bar{Y}_{Exp} - \bar{Y}_{Non-exp}}{s_Y} = r(Z, Y) \frac{Z_{Exp} - Z_{Non-exp}}{s_Z}$$

(4)

where:

- \(\bar{Y}_{Exp}\) is the mean value of the outcome measure (e.g., BNT test score) among the exposed;
- \(\bar{Y}_{Non-exp}\) is the mean value of the outcome measure among the non-exposed;
- s_Y is the standard deviation of the outcome measure;
- Z_{Exp} is the mean value of the potential confounder among the exposed;
- Z_{Non-exp} is the mean value of the potential confounder among the non-exposed;
- s_Z is the standard deviation of the potential confounder;

and

r(Z, Y) is the Pearson correlation coefficient for variables Z and Y.

Let a multiple linear regression model

$$Y = \beta_0 + \beta_1 X + \beta_2 Z + \varepsilon$$

represent the relation between outcome (Y) and exposure (X) in the presence of an unaccounted confounder (Z). From the formula above, the regression parameter \(\beta_1\) corrected for unaccounted confounding can be estimated as:

$$b_{conf} = r(XY) \frac{s_Y^2 - r(XZ) s_Y s_Z r(ZY)}{s_X^2 (1 - r(XZ)^2)}$$

(5)

where s_X and s_Y are estimates of the standard deviations of X and Y, r(XY), r(XZ) and r(ZY) represent estimates of the correlation coefficients between X and Y, X and Z, and Z and Y, respectively. If we use formula (1) to express \(b_{obs}\), that is the estimate of the regression parameter unadjusted for the effect of confounding, then the difference (\(b_{obs} - b_{conf}\)) in this case represents the impact of confounding by Z on the observed linear regression coefficient.

**Selection bias**

Selection bias may occur if the participants are systematically different from persons not included in the study with respect to their exposure and outcome levels. Thus, the regression slope derived from the data collected among the participants would differ from the estimate based on all eligible subjects. Let:

- n represent the total number of all eligible subjects;
- n_s (p_s) represent the number (proportion) of sampled subjects among the n eligible subjects;
- n_n (p_n) represent the number (proportion) of non-sampled subjects among the n eligible subjects;
- \(\bar{X}_s\) and \(\bar{Y}_s\) represent the estimates of the mean exposure and outcome among the sampled subjects;
- \(\bar{X}_n\) and \(\bar{Y}_n\) represent the estimates of the mean exposure and outcome among the non-sampled subjects;
- s_X and s_Y represent the estimates of the standard deviation of the exposure levels among the sampled and non-sampled subjects, respectively (we assumed, for simplicity, that s_{Xn} = s_{Xs});
- b_s represent the estimate of the regression parameter derived using the data from the n_s sampled subjects;
• $b_n$ represent the estimate of the regression parameter for the $n$ non-sampled subjects, assumed here to be a multiple of $b_s$, that is $b_n = vb_s$.

• $b_{sel}$ represent the estimate of the corrected regression parameter based on all eligible subjects.

Then:

$$b_{sel} = \frac{(\sum XsYs + \sum XnYn) - \frac{1}{n} (n_s \bar{X} + n_n \bar{X}))(n_s \bar{Y} + n_n \bar{Y})}{(\sum X_s^2 + \sum X_n^2) - \frac{1}{n} (n_s \bar{X} + n_n \bar{X})^2},$$

where the estimates of $\sum X_sY_s$ and $\sum X_n^2$ corresponding to the sampled subjects are easily derivable by substituting the estimates of $n_s$, $b_s$, $s_s$ and $s$ available for the sampled subjects in standard computational formulas for the variance and linear regression parameter, to give:

$$\sum X_sY_s = b_s(n_s - 1)s_s^2 + n_s \bar{X} \bar{Y}_s,$$

and

$$\sum X_s^2 = (n_s - 1)s_s^2 + n_s \bar{X}^2.$$

Similarly, the estimates of $\sum X_nY_n$ and $\sum X_n^2$ corresponding to the non-sampled subjects:

$$\sum X_nY_n = b_n(n_n - 1)s_n^2 + n_n \bar{X} \bar{Y}_n,$$

and

$$\sum X_n^2 = (n_n - 1)s_n^2 + n_n \bar{X}^2.$$

can be estimated by substituting the hypothetical (assumed) estimates for the non-sampled subjects.

Thus $(b_{obs} - b_{sel})$ in this case represents the impact of selection bias on the observed linear regression slope.

**Information bias**

In this study we assessed the impact of one type of information bias (differential outcome misclassification), which may occur when the data about the outcome are obtained differently for subjects in different exposure categories. Thus, the reported (or "observed") outcome ($Y_{obs}$) for a proportion of the subjects is different from the "true" outcome ($Y$). We assume that the absolute amount of over or underestimation in the observed outcome for a subject with exposure $X$ is proportional to the difference between $X$ and $\bar{X}$ (the estimate of mean exposure).

Let:

• $p_1$ represent the proportion of subjects whose observed outcome is $Y_{obs} = Y + (X - \bar{X})a_1$, where $a_1 > 0$. Then, $p_1$ is the proportion of subjects whose bias in their observed outcome results in a positive bias in the observed slope;

• $p_2$ represent the proportion of subjects whose observed outcome is $Y_{obs} = Y - (X - \bar{X})a_2$, where $a_2 > 0$. Then, $p_2$ is the proportion of subjects whose bias in their observed outcome results in a negative bias in the observed slope;

• $b_{obs}$ represent the estimate of $\beta_1$ in the regression model defined in equation (1) above, derived using $Y_{obs}$.

Thus, $Y_{true} = Y_{obs} - a_1(X - \bar{X})$ for a subset ($p_1$) of all subjects, and $Y_{true} = Y_{obs} + a_2(X - \bar{X})$ for a subset ($p_2$) of all subjects, while $Y_{true} = Y_{obs}$ for the remaining subjects.

An estimate of the regression parameter (adjusted for information bias) $b_{inf}$ is given by:

$$b_{inf} = \frac{\sum \sum Y_{true} - \frac{1}{n} \sum X \sum Y_{true}}{\sum \sum X^2 - \frac{1}{n} (\sum X)^2}.$$ (7)

Substituting the expressions for $Y_{true}$ in the first term in the numerator of equation 7, we get:

$$\sum \sum Y_{true} = \sum \sum \frac{Y_{true}}{p_1} + \sum \sum \frac{Y_{true}}{p_2} = \sum \sum Y_{obs} + \sum \sum \frac{a_1(X - \bar{X})}{p_2} + \sum \sum \frac{a_2(X - \bar{X})}{p_2} = \sum \sum Y_{obs} - a_1 \sum \sum \frac{X(X - \bar{X})}{p_1} + \sum \sum \frac{X(X - \bar{X})}{p_2},$$ (8)

where:

$\sum$ denotes the sum over all observations

$\sum$ denotes the sum over the proportion $p_1$ of observations defined above
\[ \sum_{j \in P_2} \text{denotes the sum over all observations defined above above } P_2 \]

\[ \sum_{i \in P_2} \text{denotes the sum over all observations except the proportions } p_1 \text{ and } p_2 \text{ observations defined above.} \]

Similarly, substituting the expressions for \( Y_{\text{true}} \) in the second term in the numerator of equation 7, we get:

\[
\frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} - a_1 \frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} + a_1 \sum_{i \in P_2} (X - \bar{X})^2
\]

\[
= \frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} - a_1 \frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} + a_1 \sum_{i \in P_2} (X - \bar{X})^2
\]

\[
= \frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} - a_1 \frac{1}{n} \sum_{i \in P_2} Y_{\text{obs}} + a_1 \sum_{i \in P_2} (X - \bar{X})
\]

Combining (8) and (9), the numerator of \( b_{\text{inf}} \) becomes:

\[
\text{Numerator } (b_{\text{inf}}) = \left[ \sum_{i \in P_2} X_{\text{obs}} - \frac{1}{n} \sum_{i \in P_2} X_{\text{obs}} \right] - a_1 \left[ \sum_{i \in P_2} (X - \bar{X}) - \frac{1}{n} \sum_{i \in P_2} (X - \bar{X}) \right]
\]

If we assume that the exposure values \( X \) corresponding to the fractions \( p_1 \) and \( p_2 \) of subjects defined above are random subsamples of all \( X \)’s, then, the second and third terms in equation (10) above become:

\[ a_1 p_1 \left[ \sum_{i \in P_2} (X - \bar{X})^2 \right], \text{ and } a_2 p_2 \left[ \sum_{i \in P_2} (X - \bar{X})^2 \right] \]

Thus, equation (7) becomes:

\[ b_{\text{inf}} = \frac{\sum_{i \in P_2} X_{\text{obs}} - \frac{1}{n} \sum_{i \in P_2} X_{\text{obs}} - (a_1 p_1 - a_2 p_2) \left[ \sum_{i \in P_2} (X - \bar{X})^2 \right]}{\sum_{i \in P_2} X^2 - \frac{2}{n} \sum_{i \in P_2} X} \]

which reduces to:

\[ b_{\text{inf}} = b_{\text{obs}} - p_1 a_1 + p_2 a_2 \text{ or } b_{\text{obs}} = b_{\text{inf}} + (p_1) (a_1) - (p_2) (a_2). \]

Thus, \( (p_1) (a_1) - (p_2) (a_2) \), represents the magnitude of information bias \( (b_{\text{obs}} - b_{\text{inf}}) \).

Monte Carlo simulations

To examine the aggregate uncertainty that results from a combination of random error and three types of systematic error (confounding, selection bias, and information bias), we used Monte Carlo simulations that included 50,000 randomly selected scenarios (Steenland and Greenland 2004). The observed distributions for FIS and SCDS were derived based on slope factors and corresponding confidence intervals reported in the original studies [7,39]. The input parameters for each Monte Carlo simulation for FIS and SCDS are summarized in Tables 1 and 2, respectively. When the data were not available, we assumed a uniform distribution reflecting a range of plausible scenarios. The adjusted distributions were derived by combining the observed distributions of the data with the distribution of the combined bias. As described previously [17,21], the events leading to the observed result could follow the following sequence: 1) effects of confounders generate population associations \( \rightarrow \) 2) participants from a study are sampled from the underlying population in a manner that lead to selection bias \( \rightarrow \) 3) the selected participants then become subject to differential outcome misclassification. As noted by Greenland, “this chronology suggests that we should correct misclassification first, then non-response, and then uncontrolled confounding” [17]. Adopting this approach, for each simulation iteration, the initial distribution of \( b_{\text{obs}} \) after correcting for information bias served as the unadjusted distribution in the sensitivity analyses for selection bias, and the resulting slope distribution in turn was corrected for confounding producing the final adjusted distribution. All calculations were performed using Crystal Ball software (Standard Edition, 2000).

Results

Qualitative review of confounding

Despite rather lengthy lists of covariates that were considered in each study, the possibility remains of confounding due to unmeasured covariates or due to residual confounding. For example, no data were collected on nutritional factors (e.g., selenium, polyunsaturated fatty acids) in either study [7]. Although the authors of the FIS considered confounding to have had minimal impact due to the homogeneity of the community under study and the limited potential for other neurotoxic exposures [4], it is possible that the results of this study were affected by lack of information on home environment, such as that measured by the Caldwell-Bradley Home Observation for Measurement of the Environment (HOME) [40,41]. HOME was administered to the Seychellois participants and was found to be associated with many neuropsychological tests including the Boston Naming Test [6,7]. Other variables that were either not measured, or measured but not considered consistently in the analyses, include factors related to the test-taking environment (e.g., the child’s anxiety level), which have been associated with performance on the WISC III Digit Span subtest [41]; educational factors (e.g., quality of school/teachers); paternal intelligence; parental education; exposure to other chemicals that have been associated with neurobehavioral effects (e.g., lead, PCBs); as well as dietary com-
ponents, such as selenium and omega-3 fatty acids, which are expected to have a beneficial effect on neurodevelopment [42].

Both studies assessed caregiver (SCDS) or maternal (FIS) intelligence by the Raven’s Progressive Matrices test rather than using a comprehensive test, such as the Wechsler Adult Intelligence Scale (WAIS). Raven’s Progressive Matrices measures nonverbal reasoning ability and is a useful test for those who do not speak English. Its correlation with other intelligence tests ranges from 0.5–0.8 [41].

Qualitative review of selection bias

Participants in the Faroe Islands study were recruited among 1,386 children from three hospitals in Torshavn, Klaksvik, and Suderoy between March 1, 1986 and December 31, 1987 [43]. Blood samples and questionnaire data were obtained from 1,023 infant-mother pairs, representing 75% of the eligible singleton births [4]. Reasons for non-participation were not described; however, it appears that patients born in two smaller hospitals were less likely to participate. It is also important to point out that the hospital with the lowest percent participation...
(33%) had the highest median blood mercury concentration [45].

Nine hundred seventeen of the 1,022 children returned for neuropsychological testing at approximately age seven [4]. Scores for the Boston Naming Test (no cues) were reported for 866 children, or 63% of the overall target population.

The 740 infant-mother pairs who remained in the cohort-for-analysis in the SCDS after exclusions represent approximately 50% of the target population [46]. The authors did not record specific reasons for non-participation, but indicate that some mothers were probably not informed of the study by the nurses in the hospital, some may have declined due to lack of sufficient information about the study or lack of interest, and some may have been afraid to participate in the study. Shamlaye et al. (1995) reported birth characteristics for SCDS participants and the target population and found small, non-significant differences in birth weight, gestational age, male:female ratio, and maternal age between the two groups [47]. Six hundred forty-three children completed the Boston Naming Test at age 108 months (9 years) in this study, which represents approximately 43% of the estimated target population.

### Table 2: Summary of input parameters and assumptions in the Monte Carlo simulation of the SCDS results adjusted for outcome misclassification, selection bias and confounding

| Input Parameters                                      | Distribution | Source (reference)                  |
|-------------------------------------------------------|--------------|-------------------------------------|
| **Outcome misclassification (information bias)**      |              |                                     |
| Observed exposure: mercury concentration in maternal  | Mean$_x$ = 6.9, SD$_x$ = 4.5 | Myers et al., 2003 (7)              |
| hair (mg/g)                                            |              |                                     |
| Observed outcome: Score on Boston naming test          | Mean$_y$ = 26.5, SD$_y$ = 4.8 | Myers et al., 2003 (7)              |
| Observed $b_1$                                        | N (-0.012, 0.046) | Myers et al., 2003 (7)              |
| Observed $b_0$                                        | 26.5 - 6.9 × Observed $b_1$ | Derived using standard linear regression formula $(b_0 = b_1)$ |
| P1: proportion of exposed with a1 (negative) adjustment| U (0.1.0.3)  | Hypothetical (no data available)    |
| P2: proportion of exposed with a2 (positive) adjustment| U (0.1.0.3)  | Hypothetical (no data available)    |
| a1: relative adjustment in outcome for proportion p1 of subjects | U (0.0.1.95) | Hypothetical (no data available), limits chosen as to allow BNT score vary between 0 and 60 |
| a2: relative adjustment in outcome for proportion p2 of subjects | U (0.0.1.95) |                                      |
| **Selection bias**                                    |              |                                     |
| Observed exposure: mercury concentration in cord blood (mg/L) | See above |                                     |
| 10,000 vectors ($\text{Mean}_x$, SD$_x$, b$_0$, b$_1$) adjusted for information bias | Output of Information Bias module |                                     |
| Number of subjects included in the analysis           | 643          | Myers et al. 2003 (7)               |
| Number of eligible subjects                          | 1480         | Calculated as 740 × 2 (740 are ~50% of eligible population (7) |
| Number of subjects excluded from the analysis         | 837          | Calculated as 1480 - 643            |
| Relative difference between mean exposure of subjects not included and mean exposure of included subjects | U (-5%,5%)  | Hypothetical (no data available)    |
| Relative difference between mean outcome of subjects not included and mean outcome of included subjects | U (-10%,10%) | Hypothetical (no data available)    |
| Slope multiplier (to get to slope of non-included subjects) | U (0.2)      | Hypothetical (no data available)    |
| **Confounding**                                       |              |                                     |
| 10,000 vectors ($\text{Mean}_x$, SD$_x$, $\text{Mean}_y$, SD$_y$, b$_0$, b$_1$) adjusted for information and selection bias | Output of Selection Bias Module |                                     |
| Pearson correlation between confounder (WAIS) and exposure | U (-0.5, 0.5) | Hypothetical (no data available)    |
| Pearson correlation between confounder (WAIS) and outcome | U (0.2, 0.8) | Hypothetical (no data available)    |

N = normal distribution, U = uniform distribution
Qualitative review of information bias

Approximately half of all FIS participants underwent testing in the morning and half underwent testing in the afternoon. Most (but not all) children were examined in Torshavn. If the time of testing or the need to travel before testing were related to exposure, this could have introduced additional bias due to diurnal variation and/or fatigue. According to the Faroese transportation guide, long-distance bus service combined with the ferry services, links virtually every corner of the country. However, it appears that a trip to Torshavn may take up to several hours [48]. Some of the FIS participants were examined in local hospitals close to their homes. Although this may have alleviated the potential bias associated with travel, it may have introduced additional bias due to differences in testing environment.

The methods description does not indicate whether or not investigators administering the test were blinded with respect to the participants' exposure status. According to the study authors, the participation rate in the capital was lower and the participants' geometric mean mercury concentration was about 28% higher (~23 µg/L vs. ~18 µg/L) than that of non-participants. This may indicate that residence was related to both exposure level and the need to travel, as well as to the AM/PM testing status.

A re-analysis of the FIS data showed that, after controlling for residence (town vs. country), the linear regression slope for BNT without cues changed from -1.77 (p < 0.001) to -1.51 (p = 0.003), whereas the slope for BNT with cues changed from -1.91 (p < 0.001) to -1.60 (p = 0.001) [2]. However, this adjustment would only partially address the above problems. There may still be substantial room for residual misclassification because the analysis did not take into consideration distance from Torshavn or duration of travel.

Similar concerns, although to a lesser extent, apply to the SCDS results. The testing was performed "mostly in the morning." This does not exclude the potential impact of diurnal variation on the results; however, this impact would have been probably lower than that in the FIS, where the AM/PM testing ratio was 1:1.

All testing for SCDS was performed on Mahe. Some families apparently had to travel to the testing site. Similarly to the FIS, it is possible that children who had to travel were more tired prior to testing. However, one of the criteria for inclusion into the main study was Mahe residence and prolonged travel does not appear likely as Mahe extends 27 km north to south and 11 km east to west [49]. The SCDS authors state that none of the families and none of the investigators administering the test were aware of the participants’ methylmercury exposure status.

Quantitative analysis results

The results of the sensitivity analyses evaluating the potential impact of systematic error on the association between measures of methylmercury exposure and BNT scores are presented in Tables 3 through 5.

Table 3: Illustrative examples of FIS and SCDS BNT results corrected for unaccounted confounding

| Scenario | Confounder SD | Confounder Correlation with Outcome | Regression slope Observed | Regression slope Corrected |
|----------|---------------|------------------------------------|---------------------------|---------------------------|
| **FIS**  |               |                                    |                           |                           |
| Scenario 1 | 15.0          | -0.10                              | 0.20                      | -0.019                    | -0.015                    |
| Scenario 2 | 15.0          | 0.10                               | 0.20                      | -0.019                    | -0.023                    |
| Scenario 3 | 15.0          | -0.50                              | 0.20                      | -0.019                    | -0.053                    |
| Scenario 4 | 15.0          | 0.50                               | 0.20                      | -0.019                    | -0.053                    |
| Scenario 5 | 15.0          | -0.10                              | 0.80                      | -0.019                    | -0.002                    |
| Scenario 6 | 15.0          | 0.10                               | 0.80                      | -0.019                    | -0.036                    |
| Scenario 7 | 15.0          | -0.50                              | 0.80                      | -0.019                    | 0.085                     |
| Scenario 8 | 15.0          | 0.50                               | 0.80                      | -0.019                    | -0.136                    |
| **SCDS** |               |                                    |                           |                           |
| Scenario 1 | 15.0          | -0.10                              | 0.20                      | -0.012                    | 0.01                      |
| Scenario 2 | 15.0          | 0.10                               | 0.20                      | -0.012                    | -0.03                     |
| Scenario 3 | 15.0          | -0.50                              | 0.20                      | -0.012                    | 0.13                      |
| Scenario 4 | 15.0          | 0.50                               | 0.20                      | -0.012                    | -0.16                     |
| Scenario 5 | 15.0          | -0.10                              | 0.80                      | -0.012                    | 0.07                      |
| Scenario 6 | 15.0          | 0.10                               | 0.80                      | -0.012                    | -0.10                     |
| Scenario 7 | 15.0          | -0.50                              | 0.80                      | -0.012                    | 0.55                      |
| Scenario 8 | 15.0          | 0.50                               | 0.80                      | -0.012                    | -0.58                     |

SD: standard deviation
When evaluating the possible role of unmeasured confounders in the FIS and SCDS analyses, we assumed that the correlation coefficient between confounder and exposure ranged from -0.5 to +0.5 and the correlation coefficient between confounder and outcome (BNT score) ranged from 0.2 to 0.8. The results are presented in Table 3. Based on these assumptions, the corrected regression coefficient for the FIS would become as extreme as -0.136 (Scenario 8), assuming a moderately positive correlation ($r = 0.5$) between the confounder and exposure and a strong correlation ($r = 0.8$) between the same confounder and the BNT results. On the other hand, a moderate negative correlation with exposure ($r = -0.5$) and a strong correlation ($r = 0.8$) with the outcome would reverse the direction of the association from $b_{obs} = -0.019$ to $b_{conf} = +0.085$ (Scenario 8). In the SCDS analyses, the same range of correlation coefficients would produce a corresponding range of corrected linear regression slopes between -0.58 (Scenario 8) and 0.55 (Scenario 7).

Table 4 illustrates the potential impact of selection bias on study results. Assuming that the differences between the mean exposures and outcomes of eligible persons who were excluded from the study and the mean exposures and outcomes of those who were included ranged between -10% and +10%, and regression slope among persons excluded from the study ranged between 0 and 0.038 ($b_{obs} \times 2$), the corrected slope for FIS may range between -0.027 (Scenario 4) and -0.009 (Scenario 7). The same selection bias scenarios in the SCDS would result in a change of direction from -0.012 to +0.017 (Scenario 7) or in a stronger than observed association, with a regression slope of -0.037 (Scenario 6).

Table 4: Illustrative examples of FIS and SCDS BNT results corrected for selection bias.

| Scenario | Shift in Exposure | Shift in outcome | Slope multiplier | Regression slope |
|----------|------------------|------------------|-----------------|-----------------|
|          |                  |                  |                 | Observed        | Corrected       |
| **FIS**  |                  |                  |                 |                 |                 |
| Scenario 1 | 5%              | 10%              | 2.0             | -0.019          | -0.024          |
| Scenario 2 | 5%              | -10%             | 0.0             | -0.019          | -0.013          |
| Scenario 3 | -5%             | -10%             | 1.5             | -0.019          | -0.021          |
| Scenario 4 | -5%             | 10%              | 2.0             | -0.019          | -0.027          |
| Scenario 5 | 10%             | 10%              | 0.5             | -0.019          | -0.027          |
| Scenario 6 | 10%             | -10%             | 1.5             | -0.019          | -0.025          |
| Scenario 7 | -10%            | -10%             | 0.0             | -0.019          | -0.009          |
| Scenario 8 | -10%            | 10%              | 0.5             | -0.019          | -0.018          |
| **SCDS** |                  |                  |                 |                 |                 |
| Scenario 1 | 5%              | 10%              | 2.0             | -0.012          | 0.008           |
| Scenario 2 | 5%              | -10%             | 0.0             | -0.012          | -0.016          |
| Scenario 3 | -5%             | -10%             | 1.5             | -0.012          | -0.004          |
| Scenario 4 | -5%             | 10%              | 2.0             | -0.012          | -0.030          |
| Scenario 5 | 10%             | 10%              | 0.5             | -0.012          | 0.014           |
| Scenario 6 | 10%             | -10%             | 1.5             | -0.012          | -0.037          |
| Scenario 7 | -10%            | -10%             | 0.0             | -0.012          | 0.017           |
| Scenario 8 | -10%            | 10%              | 0.5             | -0.012          | -0.031          |

*a Difference (expressed as a percent change) between the mean exposure among the sampled subjects ($\bar{X}_s$) compared to the entire target population which includes both sampled and non-sampled subjects ($\bar{X}_{s+n}$): $\frac{\bar{X}_s - (\bar{X}_{s+n})}{\bar{X}_s} \times 100\%$*

*b Difference (expressed as a percent change) between the mean outcome measure among the sampled subjects ($\bar{Y}_s$) compared to the entire target population which includes both sampled and non-sampled subjects ($\bar{Y}_{s+n}$): $\frac{\bar{Y}_s + \bar{Y}_{s+n}}{\bar{Y}_s} \times 100\%$*

*c Slope modifier ($\nu$) was used to allow for scenarios where the regression slope based on the non-sampled subjects was different from the slope based on the sampled subjects: $b_{obs} = \nu b_{conf}$*

The analyses of information bias demonstrated the effect on study results with a relatively small proportion of misclassified participants (e.g., 10%) and the relatively modest magnitude of misclassification ($a_1$ and $a_2$ between 0.1 and 0.4). For the eight scenarios presented in Table 5, the corrected regression slopes ranged from -0.069 (Scenario 1) to 0.071 (Scenario 2) for FIS; and from -0.062 (Scenario 1) to 0.078 (Scenario 2) for SCDS.
Figures 1 and 2 illustrate the change in the distribution of the linear regression slopes assuming various degrees of combined bias (in either direction) for FIS and SCDS using the same level of random error as reported in the original studies. As shown in Figure 1, the observed distributions of FIS and SCDS results demonstrate apparently conflicting findings. However, if the FIS and SCDS study results for BNT were subject to mild-to-moderate bias from all three sources, the adjusted linear regression distributions are no longer inconsistent and the overall uncertainty makes the results of the two studies more similar.

Table 5: Illustrative examples of FIS and SCDS BNT results corrected for information bias.

| Scenario | Proportion misclassified | Magnitude of misclassification | Regression slope |
|----------|--------------------------|-------------------------------|-----------------|
|          | $p_h$ | $p_i$ | $a_1$ | $a_2$ | Observed | Corrected |
| FIS      |        |        |       |       |         |           |
| Scenario 1 | 30%   | 10%   | 0.30  | 0.40  | -0.019  | -0.069   |
| Scenario 2 | 10%   | 30%   | 0.30  | 0.40  | -0.019  | 0.071    |
| Scenario 3 | 10%   | 10%   | 0.30  | 0.40  | -0.019  | -0.009   |
| Scenario 4 | 30%   | 30%   | 0.30  | 0.40  | -0.019  | 0.011    |
| Scenario 5 | 30%   | 10%   | 0.10  | 0.20  | -0.019  | -0.029   |
| Scenario 6 | 10%   | 30%   | 0.10  | 0.20  | -0.019  | 0.031    |
| Scenario 7 | 10%   | 10%   | 0.10  | 0.20  | -0.019  | -0.009   |
| Scenario 8 | 30%   | 30%   | 0.10  | 0.20  | -0.019  | 0.011    |
| SCDS     |        |        |       |       |         |           |
| Scenario 1 | 30%   | 10%   | 0.30  | 0.40  | -0.012  | -0.062   |
| Scenario 2 | 10%   | 30%   | 0.30  | 0.40  | -0.012  | 0.078    |
| Scenario 3 | 10%   | 10%   | 0.30  | 0.40  | -0.012  | -0.002   |
| Scenario 4 | 30%   | 30%   | 0.30  | 0.40  | -0.012  | 0.018    |
| Scenario 5 | 30%   | 10%   | 0.10  | 0.20  | -0.012  | -0.022   |
| Scenario 6 | 10%   | 30%   | 0.10  | 0.20  | -0.012  | 0.038    |
| Scenario 7 | 10%   | 10%   | 0.10  | 0.20  | -0.012  | -0.002   |
| Scenario 8 | 30%   | 30%   | 0.10  | 0.20  | -0.012  | 0.018    |

$P_h$ = proportion of exposed subjects whose observed BNT scores: $Y_{obs} = Y + (X- \bar{X})a_1$ result in a positive shift in the slope

$P'_i$ = proportion of exposed subjects whose observed BNT scores: $Y_{obs} = Y - (X- \bar{X})a_2$ result in a negative shift in the slope

$a_1$ = relative magnitude of misclassification (positive)

$a_2$ = relative magnitude of misclassification (negative)

Figures 1 and 2 illustrate the change in the distribution of the linear regression slopes assuming various degrees of combined bias (in either direction) for FIS and SCDS using the same level of random error as reported in the original studies. As shown in Figure 1, the observed distributions of FIS and SCDS results demonstrate apparently conflicting findings. However, if the FIS and SCDS study results for BNT were subject to mild-to-moderate bias from all three sources, the adjusted linear regression distributions are no longer inconsistent and the overall uncertainty makes the results of the two studies more similar.

Discussion

A comparison of the two studies included in our analysis revealed a number of similarities. Both were prospective evaluations of neuropsychological endpoints in children whose prenatal methylmercury exposure status was ascertained at birth. Both used objective biomarker-based measures of exposure. Both conducted multivariate analyses in an attempt to separate the effects of methylmercury from other factors that influence neuropsychological function.

Yet, despite similarities, the results and conclusions of these two studies were inconsistent. For example, testing of the language function showed a statistically significant improvement with increasing methylmercury exposure among Seychellois children at about 51/2 years of age when measured by the Preschool Language Scale and no significant association at nine years of age when measured by BNT. In contrast, the Faroese study group displayed a statistically significant decline in BNT scores with increasing methylmercury exposure.

Table 5: Illustrative examples of FIS and SCDS BNT results corrected for information bias.

| Scenario | Proportion misclassified | Magnitude of misclassification | Regression slope |
|----------|--------------------------|-------------------------------|-----------------|
|          | $p_h$ | $p_i$ | $a_1$ | $a_2$ | Observed | Corrected |
| FIS      |        |        |       |       |         |           |
| Scenario 1 | 30%   | 10%   | 0.30  | 0.40  | -0.019  | -0.069   |
| Scenario 2 | 10%   | 30%   | 0.30  | 0.40  | -0.019  | 0.071    |
| Scenario 3 | 10%   | 10%   | 0.30  | 0.40  | -0.019  | -0.009   |
| Scenario 4 | 30%   | 30%   | 0.30  | 0.40  | -0.019  | 0.011    |
| Scenario 5 | 30%   | 10%   | 0.10  | 0.20  | -0.019  | -0.029   |
| Scenario 6 | 10%   | 30%   | 0.10  | 0.20  | -0.019  | 0.031    |
| Scenario 7 | 10%   | 10%   | 0.10  | 0.20  | -0.019  | -0.009   |
| Scenario 8 | 30%   | 30%   | 0.10  | 0.20  | -0.019  | 0.011    |
| SCDS     |        |        |       |       |         |           |
| Scenario 1 | 30%   | 10%   | 0.30  | 0.40  | -0.012  | -0.062   |
| Scenario 2 | 10%   | 30%   | 0.30  | 0.40  | -0.012  | 0.078    |
| Scenario 3 | 10%   | 10%   | 0.30  | 0.40  | -0.012  | -0.002   |
| Scenario 4 | 30%   | 30%   | 0.30  | 0.40  | -0.012  | 0.018    |
| Scenario 5 | 30%   | 10%   | 0.10  | 0.20  | -0.012  | -0.022   |
| Scenario 6 | 10%   | 30%   | 0.10  | 0.20  | -0.012  | 0.038    |
| Scenario 7 | 10%   | 10%   | 0.10  | 0.20  | -0.012  | -0.002   |
| Scenario 8 | 30%   | 30%   | 0.10  | 0.20  | -0.012  | 0.018    |

$P_h$ = proportion of exposed subjects whose observed BNT scores: $Y_{obs} = Y + (X- \bar{X})a_1$ result in a positive shift in the slope

$P'_i$ = proportion of exposed subjects whose observed BNT scores: $Y_{obs} = Y - (X- \bar{X})a_2$ result in a negative shift in the slope

$a_1$ = relative magnitude of misclassification (positive)

$a_2$ = relative magnitude of misclassification (negative)

Figure 1
Monte Carlo simulation of the observed and adjusted linear regression coefficients for FIS assuming various degrees of systematic error from confounding, selection bias and information bias (unit of exposure: 1 µg/L of cord blood).
Monte Carlo simulation of the observed and adjusted linear regression coefficients for SCDS assuming various degrees of systematic error from confounding, selection bias and information bias (unit of exposure: 1 \( \mu \)g/g maternal hair)
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Figure 2

The proposed interpretations of the observed disagreement between the two studies have been based primarily on the assumption that the differences in results have an underlying biological explanation. Recent reviews paid substantial attention to the fact that the two studies reported their main findings using different measures of methylmercury exposure, but those associations were not consistent. In the SCDS, the association was for the "non-dominant" hand grooved pegboard test among males only, whereas the FIS reported the association for the "preferred" hand finger tapping.

Prior to the publication of the most recent SCDS update, it appeared plausible that the differences between the two study results could also be explained by the lack of comparability in the neuropsychological test batteries. However, the last testing of the SCDS participants included many of the same tests previously used by the FIS investigators – specifically, those with significant findings – and the above explanation no longer appears likely.

Our analyses indicate that each of the potential sources of systematic error under certain conditions is capable of changing the results from significant to non-significant and vice versa. Moreover, under some scenarios even the direction of the observed associations can be reversed. Although the scenarios in our sensitivity analyses cover a wide range of assumptions, they are not entirely hypothetical. The differences in exposure levels between participants and non-participants in the FIS have been reported [4,45] and, in fact, exceed the differences assumed in our selection bias simulation. The low (just over 40%) participation rate in the SCDS also falls within the proposed scenarios. We demonstrated the potential effect of confounding by home environment and the need for a comprehensive parental IQ evaluation in our earlier publication [36]. The correlation coefficients between potential confounders and exposure are similar to those reported in the FIS. The potential misclassification due to fatigue, timing and sequencing of testing and lack of adequate blinding also finds support in the literature [38,41].

For all of the above reasons, the uncertainty around the FIS and the SCDS regression slope estimates is probably larger than is suggested by the reported 95% confidence intervals. The discrepant results of the two studies may, in fact, fall within an expected range and departures from null in either direction can be explained by a combination of random and systematic error.

The interpretation of sensitivity analyses presented here, just like the interpretation of any epidemiological analyses, requires careful consideration of caveats and underlying assumptions. Many sensitivity analyses, including ours, are limited by insufficient information (e.g., lack of data on the correlation between confounder and exposure) and have to rely on hypothetical distributions of the parameters of interest. When no data were available, we assumed a uniform distribution in the Monte Carlo analyses. We recognize that the uniform distribution may not accurately reflect the uncertainty since all values within the range are given equal probabilities. In the future, alternative approaches such as the use of triangular or beta distributions, which give more weight to the more "probable" values, may need to be explored. The assumptions of normal distribution and independence of various sources of bias also need to be considered and alternative analytical methods for circumstances that do not fit these assumptions may need to be developed. For example, our adjustment for unmeasured confounders does not condition on the variables for which adjustment was made. It is

...
important to point out that adjusting for the measured covariates may reduce the residual confounding attributable to the unmeasured confounder. All of the above considerations may affect the results of sensitivity analyses; however, in the absence of sensitivity analyses, one implicitly assumes that systematic error had no effect on study results, an assumption that may be even more difficult to defend.

In summary, despite caveats, we feel that our analyses served their purpose of illustrating the proposed methodology. We conclude that sensitivity analyses serve as an important tool in understanding the sources of such disagreement as long as the underlying assumptions are clearly stated. It is important to recognize that disagreement across studies is one of the unavoidable features of observational epidemiology.
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