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Abstract. In this paper we address an emerging service, called Justice as a Service (JaaS), that has been defined as an on-demand service, powered by tech, that challenges private and public companies by representing the consumer in their fight for justice/compensation based on laws, consumers’ rights, and contract of carriage. Indeed, in recent years we have witnessed the birth of several JaaS companies, that are devoted to a certain type of claim such as compensation for flight delay or cancellation, or refunds for late shipping.

However, as we will discuss in the paper, we do believe that these are only the first generation of JaaS systems, i.e. the ones that solve easy problems. The advances in Natural Language Processing models such as the very recent GPT-3, together with the availability of suits data in electronic form, will soon allow the rise of more complex systems, able either to assist lawyers in the preparation of cases or to assist the end user in more involved legal issues.

In the paper, we discuss the technical and legal challenges of these new systems.

1 Introduction

Over the last decade, a strong wind of change has been blowing in the legal industry. Legal technologies, that is to say technologies applied to legal services, have appeared, silently starting to reshape legal services and their supply chain, to modify the internal dynamics of traditional justice systems, and to challenge our classical conception of the law\textsuperscript{[1, 2, 3]}. An essential feature of such phenomenon is its horizontal nature, given that it encompasses a broad range of technologies, applications and legal services (from intelligent legal research to predictive analysis for litigation, from review of contracts and e-discovery to online courts and online dispute resolution tools) and that it has been already addressed by different governments at the international level\textsuperscript{[4]}.

Another important feature is design, considering that such technologies play for the most part with ‘design-based regulatory techniques’ (for a definition: Yeung\textsuperscript{[5]})
In order to alter and constrain people’s behaviours. This is particularly challenging for legal professionals, which do not possess a comprehensive understanding of manipulative technologies. Hence, discussions over the restructuring of the system of legal education have bloomed \([6, 7, 8]\), as the quests for an integration of design into the educational offering \([9]\).

In approaching such a universe of legal tools, central is of course the concept of service, which has received recent scholarship attention as an autonomous field of research \([10]\). In this sense, it could be argued that legal services and more broadly justice is increasingly being thought as a service (“Justice as a Service”). Legal services in fact are first and foremost services, which share with other services the same economic, organizational and technical tension towards efficiency, productivity and quality. However, they profoundly differ with respect to the utilities they deliver: utilities that with regards to the legal services not only can be economically quantified, but present also a sort of sacred authority, associated with relevant social and public values stemming from the role of the law in every society.

This is why framing legal technologies and JaaS within the contours of Service Science requires paying particular attention to the specifics of the law and to the normative and social implications of treating it as a service. To this end, in this paper we discuss the technical and legal challenges of these new systems, trying to frame them in a Service Science perspective.

In particular, this paper is organized as follows: next section discusses related work, whilst in Section 3 we provide the current landscape of JaaS and the related, more general LegalTech services. Section 4 addresses legal issues and challenges, whilst Section 5 focuses on the tech issues, and in particular the rising NPL AI Transformer architectures, that will play a major role in the sector. Finally, Section 6 presents concluding remarks.

2 Background Work

We need to distinguish two different lines of related work: on the one side we have the literature related to innovation and technical aspects of legal services, and on the other we have the Service Science context.

Technical aspects of legal services. As previously mentioned, the legal services in fact are first and foremost “services”, and thus there is a vast corpus of research focused on the the technical aspects of legal services, also called LawTech or LegalTech. We refer the interested reader to the recent book of Hartung, Bues, and Halbleib \([11]\) on the topic, and mention that there are raising issues also on the educational side of these aspects \([12, 6, 13]\). If we focus on new tech companies, Sako et al. \([14]\) present a comparison between the startup ecosystem of two areas (fintech and lawtech) and three locations (London, New York City, and San Francisco Bay Area).

Service Science Context. However, in this vast amount of literature, so far in the context of Service Science, short for Service Science, Management, Engineering, and Design (SSMED) \([15, 16]\) the topic has been mostly unaddressed: just to be sure not to miss anything, we checked the proceedings of all the previous editions of the International Conference on Exploring Services Science searching for related work. Thus, in this paper, as we mentioned before, we try to frame this types of systems in a Service Science perspective. However, as it will be clear from the next sections, the scenario we are facing is very rich and heterogeneous, preventing us from modeling it in a more formal way, e.g., using tools such as Viable System Model \([17]\) or providing
a more detailed picture like the one presented by Drăgoicea et al. for the case of *Public Safety as a Service* [18].

## 3 JaaS and LegalTech services landscape

In recent years we have witnessed the birth of several JaaS companies, we mention some of them in the following just to provide some concrete examples:

- AirHelp is devoted to help users to claim compensation for flight delay or cancellation.
- BillFixers lowers the rates on users’ bills in exchange for half of saved the first year.
- CellBreaker focus on users that want to switch mobile phone contracts, preventing them to waste money on termination fees.
- Paribus monitors your Amazon orders; if an item you bought drops its price shortly after your purchase, you are entitled to the price difference. Paribus sends the claim to Amazon and charges a fee of the refund.
- Pixsy finds and fights images used without permission.
- 71lbs is devoted to help companies getting refunds for late shipping.

As we can see from the list above, each of the company is devoted to a certain type of claim. However, we do believe that these are only the first generation of JaaS systems, i.e. the ones that solves *easy* problems. The advances in Natural Language Processing, discussed in more detail in Section 5, together with the availability of suits data in electronic form, will soon allow the rise of more complex systems, able either to assist lawyers in the preparation of cases or to assist the end user in more involved legal issues.

Zillmer [19] defines Justice as a Service (JaaS) as *an on-demand service, powered by tech, that challenges private and public companies by representing the consumer in their fight for justice/compensation based on laws, consumers’ rights, and contract of carriage.*

JaaS can be framed within the more general concept of LawTech (also called LegalTech). The UK Law Society defined LawTech as *broadly, technologies which aim to support, supplement or replace traditional methods for delivering legal services, or transactions; or which improve the operation of the justice system* [20].

The UK Law Society also produced, in 2019, an interesting report [21] about the adoption of lawtech solutions, that provides a wealth of information; as they observe, the lawtech remains less mature than other field of digital disruption, such as fintech, where “funding and regulatory alignment are more advanced”.

Anyway, despite the field seems less mature than others, it is one of the most active sectors for investors, with an overall funding between 6B and 9B USD, according to different sources¹; the website legalpioneer.org addresses more than 5k startups in approximately 800 locations worldwide. Amongst the most funded companies, we cite Notarize (Boston, 83M USD), a cloud-based legal electronic documents management software provider, LawGeex (Tel Aviv, 45M USD), an automated legal contract analyzer, and Omna (San Francisco, 43M USD), SaaS eDiscovery (see later).

We tried to categorize the different LawTech applications in Table 1, where we distinguish also the market, i.e. business to business (B2B), business to customer (B2C), or in-house solutions, i.e. systems that are used within an organization or

¹See [www.tracx.com](http://www.tracx.com) and [www.legalcomplex.com](http://www.legalcomplex.com)


| Table 1. Different types of LawTech applications and their markets |
|---------------------------------------------------------------|
| B2B | in-house | B2C |
| Case and Workflow Management                           | ✓ | ✓ | ✓ |
| Practice and Dossier Management                        | ✓ | ✓ | ✓ |
| Document and Contract Automation                       | ✓ | ✓ | ✓ |
| Legal Research (database and tools)                     | ✓ | ✓ | ✓ |
| Legal Document templates and generation                 | ✓ | ✓ | ✓ |
| eDiscovery                                              | ✓ | ✓ | ✓ |
| GDPR privacy                                            | ✓ |    | ✓ |
| Debt Collection                                         | ✓ | ✓ |    |
| Marketplaces                                            | ✓ |    | ✓ |
| Chatbots (Virtual Legal Assistant)                     | ✓ |    |    |
| Virtual Data Room (VDR)                                | ✓ |    |    |
| Contract Management                                    | ✓ | ✓ | ✓ |
| Document Management and Capture                         | ✓ | ✓ | ✓ |
| Legal BIM (Building Information Management)             | ✓ | ✓ | ✓ |

a company. Many of the types listed in the table should be self evident; we might need to clarify that eDiscovery, according to Oard and Webber [22], is the process by which one party is entitled to “discover” evidence in the form of “electronically stored information” that is held by another party and that is relevant to some matter that is the subject of civil litigation (i.e., what is commonly called a “lawsuit”).

It is also interesting to mention the legal BIM applications, i.e. the legal aspects of the Building Information Management (see the work of Drăgoicea et al. [23] for a Service Science perspective of intelligent building management).

4 Legal issues and challenges of JaaS
4.1 JaaS’s impact on the law and its positive outcomes

Legal technologies and JaaS seem to impact on the law in three different ways: in particular, they influence the production of the law, they change people’s understanding of the law, and they import disruptive changes in the way legal services are delivered [24]. With regard to the production of law, some have argued that emerging technologies will lead to the death of rules and standards, leaving the pace to a new form of law called micro-directive [25]. Individuals’ understanding of the law would be facilitated as well: cutting-edge information technologies are increasingly allowing people to know instantaneously every happened change in the law, making as a result the law less obscure and more intelligible. Finally, as machines are already taking on many tasks historically managed by traditional professions [26], there are good reasons for believing that the legal industry will make no exception [3]. This would foster the “better for less” imperative that has come to characterize the legal profession.
JaaS undoubtedly holds a radiant future. Legal technologies, if correctly framed in a comprehensive matrix of resources, processes and people, are an invaluable resource for legal professionals, clients and people in general.

Firstly, JaaS guarantees a more generalised access to justice, making the service more affordable, cost-effective, easier to use, and available to many more people. This would result in an overall enhancing of the rule of law and a better access to justice [27]. The point is crucial considering that according to the OECD millions of people live in countries where the rule of law is little more than a pipe dream. JaaS, from this perspective, could serve as an instrument of collective and social action rather than a tool that would foster inequalities in the access to services [28]. The fear that a ‘massification’ of legal services would reduce their overall quality enhancing disparities between social classes seems misplaced, given that even now inequalities exist and, in most cases, people do not have access to social justice because they ignore their rights. Instead, bringing legal services in the hands of individuals through user-friendly applications and devices would probably facilitate the creation of a real and widespread legal culture, which in turn would result in a better justice for everyone, especially in developing countries.

Secondly, it makes the law and justice more standardised, uniformed, and in a sense more global. The legal industry has always been said to be “immune” to the globalisation of markets. It could be said that it is the very nature of the law, which is essentially a by-product of a complex socio-cultural matrix, that escapes from external and endogenous colonisations. However, legal technologies seem to overcome the differences between jurisdictions and to bring several positive outcomes to legal systems. In this sense, it was argued as legal tech could improve transparency, help disseminating legal information, and provide access to court decisions [29].

4.2 The dark side of JaaS and its criticisms

However, even the drawbacks of JaaS should not be underestimated.

Firstly, some have investigated the structural differences between science and the law [30]. What was highlighted from different angles is that the law emanating from a machine, i.e. judgements pronounced with the help of Digital, (in the form, for example, of an advice given by automatic decision-making systems to the legislative or judiciary bodies or of an agreement automatically enforced) is outside the democratic circuit, it lacks democratic legitimacy [31], and it is inherently deterministic, giving rise to a sort of new techno-normativity [32] or ‘lex informatica’ [33]. The law, instead, must be understood as a form of “discursive communication” [34], which is created within the political circuit by legitimate constitutional bodies or in the process of reciprocal confrontation among two negotiating parties. In the case of JaaS no discursive communication remains and the entire meaning of the law happens to be reduced to an opt-in/opt-put choice in the hands of the parties. And this could undermine the very philosophical foundations of the law, condemning in the end the entire humankind to a condition of substantial irrelevance.

A second important criticism come from those who have argued how algorithms are a sort of black-box [35], known only to some extent to their programmers. Such an opacity is quite likely to become an instrument of power and control in the hands of the tech industry, risking to jeopardize the very tenets of the rule of law. This aspect assumes particular relevance in the case of algorithmic sentencing. On the matter, some have argued that two elements might undermine the ideal of a fair trial when algorithms are involved: on the one hand, the judiciary might end up relying
Table 2. Key points from this section: JaaS’ Pros and Cons.

| PROs                                      | CONs                                      |
|-------------------------------------------|-------------------------------------------|
| − JaaS guarantees a more generalised access to justice | JaaS lacks democratic legitimacy          |
| − JaaS has the potential to improve fairness and equality | Algorithms sometimes are black-box         |
| − Jaas makes law and justice more standardised and, in some sense, more global | Algorithms might have biases towards some minority |

on the superiority of quantitative methods over verbal reasoning (hence reducing the decision-making activity to a mere applications of quantitative data); on the other, when algorithms are kept secret it is impossible or difficult to challenge key aspects of it. The possibility to know the reasons behind a certain decision in fact is the precondition for a contestation of such decision in a contradictory procedure [36]; as a result, algorithmic opacity is very likely to compromise the right of defence in criminal and civil litigations.

Algorithmic sentencing or dispute resolution has received further criticisms on the grounds of the legal reasoning. Generally, an expert system which confront with legal issues is based on at least two components: a knowledge base and an inference engine (i.e. a pattern of reasoning which is followed to come to a conclusion). Accordingly, a debate has sparked over the problem of determining what should be included in the knowledge base [37] and the capacity of a software to reason inductively or by analogy and to give non rule-based judgements [38].

A further point regards eventually the cognitive biases that could characterize the use of standardized tools in the delivery of legal services. The issue is well illustrated by Cathy O’Neil, who argued how the problem with algorithmic decision-making lies not with the algorithms per se but with the data and information used as a knowledge base to drive inferences [39]. Such data, in fact, always mirror cognitive assumptions and biases of those who collect them and this opens the door to dangerous discriminations and ethical considerations.

5 Technical issues and challenges of JaaS

In this section we discuss some of the technical issues and challenges of the JaaS systems. The key technologies are, undoubtedly, Cloud, Blockchain, and Artificial Intelligence. All these technologies have been deeply studied in the context of Service Science: see, e.g., Cloud [40], Blockchain [41], and Artificial Intelligence [42, 43]; we will briefly discuss the first two, i.e. Cloud and Blockchain, and focus on the very recent progress of Natural Language Processing (NLP), the subfield of Artificial Intelligence devoted to the natural language; this subfield is the crucial key technology of JaaS since, using the words of Dale[44], the law has language at its heart.

5.1 Cloud

Cloud computing seems the key ingredient of the JaaS systems, providing a basic infrastructure that has several advantages, including:
• **No need of hardware**: startup and companies do not need to own and manage their personal physical computing center.

• **Scalability**: companies can can add or subtract resources based on their needs; the system can be configured to add resources based on its usage.

• **Resiliency**: the system can be deployed with several degree of resiliency.

• **Security**: top cloud providers usually guarantee better security than self-hosted resources.

Indeed, today the cloud is undoubtedly a mature technology and summing up, it seems difficult to think, nowadays, to deploy a JaaS system that is not cloud based for the above mentioned reasons.

### 5.2 Blockchain

Blockchains are *digital ledgers implemented in a distributed fashion (i.e., without a central repository) and usually without a central authority (i.e., a bank, company, or government)* [45]; the blockchain technology has seen a huge popularity in recent years due to the success of Bitcoins and, later, other cryptocurrencies.

Despite being a very young technology, it can be considered very mature; there are several implementations that can be used almost immediately, including Ethereum [46] and AlgoRand [47]. However, in many JaaS systems there is a natural central authority, and thus the use of a blockchain might be limited to two cases: i) some marketing issues; i.e. when the company wants to ride the blockchain hype, or ii) an easy way of building a system that has some degrees of security.

Indeed, the potential of blockchain usage in JaaS relies mainly in its decentralized approach, that makes the blockchain a natural solution if the goal is a system shared by peers; in the context of JaaS, also the *smart contracts* have the potential to be, in some cases, a key ingredient of the system; smart contracts are self-enforceable and self-executable computerized contracts that are, however, already being questioned from a legal point of view [48].

### 5.3 Artificial Intelligence

As mentioned above, in this section we focus on the very recent progress of Natural Language Processing (NLP), the subfield of Artificial Intelligence devoted to the natural language.

| Technology            | Maturity and issues                                                                 |
|-----------------------|-------------------------------------------------------------------------------------|
| Cloud                 | The most mature. It seems difficult to think a JaaS system not using Cloud resources. |
| Blockchain            | Can be considered a mature technology but only few JaaS systems will be effectively using it. |
| Artificial Intelligence | Despite the huge progresses of the last few years, it still can be considered a non yet mature technology; it has the potential to be the game changer for many JaaS system |
The NLP area, together with other subfield of Artificial Intelligence, has been deeply impacted by the raise of Deep Learning, i.e. Artificial Neural Networks with several layers; in particular, since the introduction of the Transformer architecture in [49], the size of the natural language models seems to increase at least twice a year, with an unprecedented effectiveness. From the first implementations of these architectures, each actor in the field tried to expand the capabilities of the models increasing their size more and more. The first model to start the increasing trend was GPT [50] with 110M parameters, then Google released BERT [51] followed, 4 months later, by Open-AI GPT-2, presented in [52] with 1.5B of parameters. Six months later NVIDIA joined to this field of research presenting MegatronML in [53] with 8.3B parameters, and after more six months also Microsoft presented a transformer-based model in [54] with 17B parameters. Actually the largest model is Open-AI GPT-3, presented in [55] and containing 175B parameters.

The ease of use and the effectiveness of these new NLP systems is going to completely change the current scenario. We provide just a single example, posted by Michael Tefula on Twitter. He trained GPT-3, using only the two couple of sentences reported in Table 4, to “translate” from legal jargon to plain English. For non-technical reader without an expertise on AI, with “train” we mean that he simply showed the two couple of sentences to GPT-3, just to explain to this NLP model the task it was supposed to solve.

In Table 5 we show the results, i.e. we show three sentences in legal jargon that have been translated into plain English by GPT-3. The results are impressive; we do still have to explore and build systems out of these NLP models, and there is a huge hype around them, as also discussed in the work of Dale [56], but there is no doubt that GPT-3 and its brothers and sisters will play a major role in the development of JaaS systems; note that, however, all the risks, threats, promises, obvious solutions/results – concerning Open-AI GPT-3 and other AIs – are very important but they belong to the starting step of exploration of sustainable and resilient services: they are not

---

2https://twitter.com/michaeltefula/status/1285505897108832257

**Table 4.** The only two examples in the training data for the GPT-3 AI Model.

| **Legal clause:** | The Company and the Founders will provide the Investors with customary representations and warranties examples of which are set out in Appendix 4 and the Founders will provide the Investors with customary non-competition, non-solicitation and confidentiality undertakings. |
| **Plain English:** | The startup and its founders will provide the usual assurances and guarantees on facts about the business. The founders will also agree not to work for competitors, poach employees or customers when they leave the startup, and respect confidentiality. |
| **Legal clause:** | In the event of an initial public offering of the Company’s shares on a US stock exchange the Investors shall be entitled to registration rights customary in transactions of this type (including two demand rights and unlimited shelf and piggy-back rights), with the expenses paid by the Company. |
| **Plain English:** | If the Company does an IPO in the USA, investors have the usual rights to include their shares in the public offering and the costs of doing this will be covered by the Company. |
Table 5. The translation from legal clauses to plain English made by the GPT-3 AI Model trained on the two sentences shown in Table 4.

| Legal clause: | Plain English: |
|---------------|---------------|
| Upon liquidation of the Company, the Series A Shareholders will receive in preference to all other shareholders an amount in respect of each Series A Share equal to one times the Original Issue Price (the "Liquidation Preference"), plus all accrued but unpaid dividends. To the extent that the Company has assets remaining after the distribution of that amount, the Series A Shareholders will participate with the holders of Ordinary Shares pro rata to the number of shares held on an as converted basis. | If the startup is wound up, the Series A investors will be paid back at least what they invested and they will also share any leftover assets with ordinary shareholders. |
| Sale of all or substantially all of the assets of the Company or a sale of shares involving a change in control (each, a "Corporate Transaction") will be treated in the same way as a liquidation and the proceeds of sale will be distributed as set out in paragraph 3. If the holders of Series A Shares have received any Special Dividend it shall be set off against their Liquidation Preference. | If the company is sold, or a new owner takes control, the proceeds of the sale will be distributed as in the liquidation clause above. Any special dividend paid will be treated as an initial payment towards the Series A investors. |
| Holders of at least 51% of the Series A Shares and Ordinary Shares agree to sell their shares, there will be drag along rights so that all remaining shareholders and option holders will be required to sell on the same terms, provided that the dragged shareholders will not be required to provide to the purchaser any representations or warranties except as to title or to agree to any other terms. | If a majority of investors agree to sell their shares, any other investors who don’t agree to sell will be forced to do so. They won’t have to provide any new assurances or guarantees but they will have to accept the same price and terms as the others. |

absolute results by themselves. Indeed, despite its huge progresses of recent years, the AI technology is not yet mature in the context of JaaS systems.

6 Conclusions

In this paper we provided an exploratory overview of the emerging systems providing Justice as a Service: the scenario is rich and heterogeneous, and there are a lot of challenges, both from the technical and the legal sides.

From the Service Science perspective there are, as always, more questions than answers: how to design this powerful systems? How to build multidisciplinary services to be used effectively? We do believe that the formal tools of Service Science will be effective to model and study sub-fields of JaaS, such as the ones listed in Table 1.

Anyway, viewing JaaS as a system cannot underestimate the complex role of the law in modern societies. This requires us to to reflect on how the push towards value maximization and the quality of the service might conflict with other social
and public goals. The law, in our view, cannot be viewed as a simple resource or information shared but it is the result of the multiple interactions between all the involved parties. This particular positioning requires us to devote particular attention to the design of infrastructures and their (intentional or unintentional) effects on the multiple interactions between entities and resources exchanged.
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