Electron characterization in weakly ionized collisional plasmas: from principles to techniques
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ABSTRACT
Weakly ionized plasmas at or near 1 atm pressure, or atmospheric-pressure plasmas, have received increasing attention due to their scientific significance and potential for use in a variety of applications, particularly for medicine, agriculture, and food. However, there is a large imbalance between scientific research on plasma physics and applications, which is partly due to the considerable differences in the characteristics of these plasmas compared with those of low-pressure plasmas. This discrepancy is particularly related to the difficulty in performing plasma diagnostics for highly collisional plasmas. Information on electrons (such as the electron density and temperature) is essential since electrons play a dominant role in the generation of active species related to the physical and chemical processes inside the plasma. So far, limited diagnostics have been available for electrons such as Thomson scattering and optical emission diagnostics based on equilibrium models. Here, we review the available diagnostic methods along with their merits and limitations for characterizing electrons in weakly ionized collisional plasmas. Particular attention is paid to continuum radiation-based spectroscopy, which facilitates multidimensional imaging of electron density and temperature. The future impact of these plasmas on relevant fields (i.e. laboratory and industrial plasmas and their applications) is also addressed.
1 Introduction

One plasma discharge is one man’s treasure. Most natural plasmas occur in environments that present extremely poor conditions for humans. However, well-confined and well-tailored artificial plasmas allow human beings to reveal previously unexplored natural phenomena and applied to almost all disciplines, from nanoscale material processing to large-scale, high-temperature fusion research for energy demand [1,2]. Therefore, plasma has been considered one of the most important and interesting types of matter in scientific and industrial fields.

Since radiant matter was first identified in a cathode tube by Crookes in 1879 [3], energetic gaseous matter, that is, plasma, has been rapidly explored in fields ranging from natural sciences to applied physics. In the early period of plasma research (maybe from the beginning), most artificial plasmas were created in limited spaces by electrodes or vacuum chambers because the reduced pressure was preferred for the production of stable and homogeneous plasmas. Because of the increasing need for plasma, which is generated in an open space, and to avoid drawbacks associated with vacuum, many efforts have been devoted toward atmospheric-pressure plasmas. These advances have led to increasingly interesting and explosive research in relevant fields and allowed for the expansion of plasma-based scientific research and industry. Currently, the study of atmospheric-pressure plasmas,
especially those in thermodynamic nonequilibrium, is experiencing a renaissance and opening a new era of research in diverse plasma applications (examples in Figure 1).

From dielectric barrier discharge (DBD), which was originally invented for ozone generation \[4,5\], to voluminous glow discharge, which has been used for material processing \[6–8\], gas remediation \[9,10\], and so forth, various atmospheric-pressure plasmas have continuously been optimized and utilized for a number of industries \[11–13\]. In the case of nonequilibrium (weakly ionized) plasmas, low gas temperature operations enable heat-sensitive materials to receive sample treatment. Thus, two of the distinguished research areas that use atmospheric-pressure plasmas are biomedicine and the food industry. In the last decade, ‘plasma medicine’ as an interdisciplinary topic has been a large portion of plasma applications, and collaborations between plasma physicists and biologists have led to an advance our knowledge of this topic. Recent remarkable achievements have been observed for cancer therapy (plasma-activated immune response leading to cell death in tumors \[14\]) and chronic wound healing (plasma-aided proliferation of fibroblasts and angiogenesis \[15\]) using plasma technology. Another impressive topic is the plasma applications for food and agriculture, namely ‘plasma farming,’ which is defined as a ‘comprehensive plasma application to the entire agricultural stages from farm to table.’ In this field, water activated by plasma directly or indirectly has been of great interest because of its bactericidal activity \[16\] and usefulness as an alternative nitrite source for processed meat \[17,18\]. In addition, the wide applicability of plasma technology to the food and agriculture industries has been confirmed by approaches that use plasma for the enhancement of seed germination rates, plant yields, and plant growth \[19,20\]; remediation

Figure 1. Remarkable results of atmospheric-pressure plasma research, from plasma diagnostics to applications \[17,23,24,66,84\]. Adapted by permission of each publisher.
of soil and water [21]; and improvement of functional activities in biomaterials [22].

To clarify the key factors in plasma research, peer-reviewed articles published in *Plasma Sources Science and Technology* (PSST, iopscience.iop.org/journal/0963-0252), which is an eminent journal of low-temperature plasmas, are analyzed using text analytics, and the results are shown in Figure 2. A dataset of 3060 articles published from 1992 to March 2018 was collected using the ‘Web of Science’ service (apps.webofknowledge.com) provided by Clarivate Analytics. The articles are truncated because results are returned with the title and abstract. As depicted in Figure 2, the words used in articles are categorized into four major groups: plasma diagnostics, plasma chemistry, discharge configuration, and numerical simulation. This text analytics result will be referred to in the following introduction. The size of the nodes and words in the figure indicates the eigenvector centrality, which is a measure of the influence of each word in the network.

As plasma applications have become diversified and more specified, a variety of plasma sources have been proposed and developed (highly considered configurations are included in the ‘discharge configuration’ group in the word network). Depending on the way of plasma operation and working conditions (including whether the surface of the metal electrode is oxidized or not [25,26]), plasmas show very different characteristics. Thus, in parallel with the plasma applications, the fundamental physicochemical properties of plasma have also been investigated using proper diagnostic methods. In addition, due to the rapid increase in certification requirements (e.g. from the Food and Drug Administration in the United States or the European Medicines Agency in Europe) for the use of plasma devices for human or food applications, regularization based on ‘standard’ diagnostic methods becomes imperative. Therefore, advanced plasma diagnostics that promise high reliability and applicability are strongly needed. The main goals of plasma diagnostics (including electron characterization) are as follows:

(i) control and optimization of plasma properties, e.g. plasma profile, plasma density, and spatiotemporal variation in plasma quantities;
(ii) plasma physics studies in terms of all plasma species; and
(iii) identification of plasma properties for use as a basis for performance improvements or lifespan extensions of plasma reactors and its components.

The application of atmospheric-pressure plasmas mostly relies on the reactive chemical species in the plasma, whose behavior definitely depends on the electron kinetics in the plasma. A close relationship between plasma diagnostics and chemistry is shown in the word network (the ‘diagnostics’
Figure 2. Word network of PSST dataset. Nodes represent each word, and forced lines (called edges), which connect between words, indicate a similarity value (0–1 range) of words. Words that were detected more than 50 times in the whole dataset were selected and used in this graphic network, and only edges having a similarity value of > 0.85 are shown. Node and edge colors indicate a cluster affiliation based on modularity.
group is mostly linked with words in the ‘chemistry’ group). The physical processes in plasmas as well as the production of reactive particles, such as oxygen- and nitrogen-related species, are strongly governed by direct electron impact reactions that involve excitation and dissociation, and the rates of these reactions present an exponential dependence on the electron temperature \( (T_e) \). Thus, information on electrons, such as the electron density \( (n_e) \) and electron energy distribution, is particularly valuable and indispensable to plasma science. In the case of low-temperature plasmas operated at low pressure, electron characterization has been actively performed under various operating conditions because simple and well-established electrical probes (e.g. Langmuir probes) with relevant theoretical models are available at low pressure. As considerable plasma parameters have been experimentally obtained via such simple diagnostics, they have allowed for further insights into plasma physics, including electron kinetics \([27–29]\) and electron heating mechanisms \([30,31]\).

Compared with low-pressure plasmas, limited experimental information is available for free electrons in atmospheric-pressure plasmas, which are difficult to measure, and this lack of data is troublesome. Although numerical or analytical studies \([32–34]\) (‘Monte Carlo collision’ and ‘fluid’ models have commonly been used according to the word network in Figure 2) have been reported aggressively, only a few reports have focused on experimentally characterized free-electron information. Many diagnostics that are actively used for low-temperature and low-pressure plasmas may be of limited use for atmospheric-pressure plasmas, such as electrical probes, which must be equipped with a highly collisional sheath theory to be utilized for atmospheric-pressure plasmas. Although the laser Thomson scattering method (one of most used methods as appeared in the word network) and millimeter-wave interferometry are well established and useful, they usually require costly and complicated instruments, and they entail experimental challenges, particularly for weakly ionized atmospheric-pressure plasmas. Thus, simple and inexpensive diagnostics rather than conventional tools that are costly and complex are needed to facilitate electron characterization.

In this regard, optical emission spectroscopy (OES) has become one of the most commonly used diagnostics (‘OES,’ ‘spectroscopy,’ and relevant words have central positions in the ‘diagnostics’ group of the word network in Figure 2). The Stark broadening of atomic lines provides a straightforward relation between the spectral broadening of atomic emission and \( n_e \) \([35]\), and the ratio of line intensities is related to \( n_e \) based on the collisional-radiative model \([36,37]\). But, care should be taken with these diagnostics because the former method is only valid at \( n_e > 10^{13} \text{ cm}^{-3} \), while the latter relies heavily on accurate reaction cross-section data, thus, the lack of data or incorrect reaction constants lead to
inaccurate measurement results. As pointed out in Refs. [38–40], continuum radiation-based electron characterization represents one of the easiest methods of determining both $n_e$ and $T_e$ simultaneously. The continuum radiation from the ionized gas originates from the free electrons that undergo interactions with ions and neutral atoms; thus, valuable information on the statistical state of free electrons can be retrieved from the measured emission spectrum. By properly analyzing the electron-neutral atom bremsstrahlung, $n_e$ and $T_e$ can be experimentally estimated for atmospheric-pressure plasmas, even those with a low degree of ionization.

Recently, a number of review articles (covering a wide range of topics from basic plasma physics to practical engineering) have been published on atmospheric-pressure plasmas [11,41–43]. This short review selectively focuses on diagnostic techniques for electron characterization, particularly neutral bremsstrahlung-based method, for weakly ionized collisional plasmas at atmospheric pressure. Although we review electron characterization for atmospheric-pressure plasmas because most of them are weakly ionized, the diagnostic techniques provided in this paper are not limited to the following cases. In the next section, the general characteristics of weakly ionized atmospheric-pressure plasmas and technical challenges on electron characterization are discussed. Subsequently, the diagnostic techniques used for free-electrons in atmospheric-pressure plasmas are briefly introduced and then a detailed electron characterization based on bremsstrahlung will be elucidated along with the associated theories. Section 3 describes the practical considerations of continuum radiation-based electron diagnostics and a novel technique for imaging two-dimensional (2-D) and 3-D spatiotemporal distributions of $n_e$ and $T_e$, and the results clearly show that nanosecond-resolved 2-D optical diagnostics enable imaging of electron heating structures with an oscillating field in the plasma. Section 4 explains the imperative implications of electron characterization for plasma applications using atmospheric-pressure weakly ionized plasmas. Finally, Section 5 presents the conclusions and outlook.

**Text analytics method**

In the first stage of modeling, all nouns were extracted from the set of documents using the part-of-speech tagging technique [44], which is a process of classifying the words in a sentence for a meaningful analysis. We estimated the similarities using the cosine similarity measure between different words with their embeddings. Recently, Word2Vec [45] has been proposed to learn word embeddings, which are capable of capturing semantic similarities (i.e. the words that occur in similar contexts are inferred to have similar embeddings). Specifically, we learned the word
embeddings on the dataset of PSST using Gensim software [46] with the Continuous Bag of Words (CBOW) model [45], which predicts the targeted word given the context. The modeling results are plotted as an undirected graph in Figure 2 using Gephi software [47], and the weights represent the similarities for each word pair.

2. Introductory overview of electron characterization

Numerous ways of plasma production offer boundless opportunities for controlling the physicochemical processes in plasmas, which means that a number of plasmas with different characteristics can be produced. Thus, because the purpose and utilization of plasmas depend on the plasma characteristics, plasma characterizations are necessary and the results should be easily available in the literature, which is why adjectives (phrases) are usually added to the term plasma to classify the properties of plasmas. As shown in Figure 2, a variety of control parameters have been employed. Atmospheric-pressure plasmas also present different characteristics depending on the working condition (such as the type of electric power and the amount of energy transferred to the plasma), and they can be roughly classified as summarized in Table 1. In addition, the degree of ionization and thermodynamic characteristics are well-known product-oriented criteria in terms of \( n_e \) and \( T_e \). However, the categorization of atmospheric-pressure plasmas by \( n_e \) and \( T_e \) is still nontrivial because electron information is largely missing. In this section, we review the types and characteristics of typical atmospheric-pressure plasmas along with previously reported electron information and briefly introduce the associated electron diagnostic methods.

| Classification                  | Specific                          | Types (terms)                                                                                     |
|--------------------------------|----------------------------------|--------------------------------------------------------------------------------------------------|
| Power                          | Frequency                        | Direct current (dc), radio-frequency, microwave…                                                 |
|                                | Waveform                         | Sinusoidal, square, dc-pulse, ramp, tailored (dual-frequency)…                                  |
| Carrier (working) gas          | Gas species                      | He, Ar, and other noble gases, \( \text{N}_2, \text{O}_2, \text{air} \)…                         |
|                                | Gas pressure                     | Atmospheric (1 bar), moderate, and low \( (\leq 10^{-4} \text{ bar}) \) pressures                |
| Multiphase plasma system       | Gas temperature                  | Nonthermal (< 50°C, bio-compatible), thermal (> 50°C)…                                          |
|                                | Solids                           | Catalyst (\( \text{Al}_2\text{O}_3 \), \( \text{MnO}_2 \), \( \text{SiO}_2 \)…), polymer, conductive materials… |
|                                | Liquids                          | Distilled water, ionic solutions, contaminated water…                                          |
|                                | Dusty plasmas                    | Micro dust (internally or externally generated), gels, gas aggregation…                         |
| Degree of ionization           | -                                | Weakly ionized \[ n_e/(n_e + n_n) \leq 10^{-6} \text{ or } v_e < v_m \] and…                   |
|                                |                                   | Fully ionized \[ n_e/(n_e + n_n) \geq 1 \text{ or } v_e > v_m \] plasmas…                      |
| Thermodynamic equilibrium      | -                                | Nonequilibrium \( (T_e > T_i \approx T_g) \) and equilibrium \( (T_e = T_i = T_g) \)…        |
2.1. Weakly ionized plasmas at atmospheric pressure

Plasmas produced at atmospheric or higher pressure can be divided into two groups: plasmas in thermodynamic equilibrium and plasmas in nonequilibrium. While atmospheric-pressure plasmas in the equilibrium state present equivalent temperatures for electrons, ions, and neutral particles \( T_e \approx T_i \approx T_g \), nonequilibrium plasmas present low gas temperatures that are far from the electron temperature \( T_e \gg T_i \approx T_g \). As introduced, low-temperature applications using nonequilibrium atmospheric-pressure plasmas, particularly biomedicine and plasma farming, have been intensively studied. Plasma is also classified in terms of the degree of ionization \( \chi = n_e/(n_e + n_n) \), the density ratio of electrons or ions and the background neutrals \( n_n \). ‘Fully’ ionized plasmas are those in which only charged particles are present or the electron-ion collision frequency \( \nu_{ei} \) is much greater than the electron-neutral collision frequency \( \nu_{en} \), whereas ‘partially’ or ‘weakly’ ionized plasmas are those in which \( \chi \) is lower than \( 10^{-6} \) or \( \nu_{ei} < \nu_{en} \). Except for a few high-temperature plasmas (e.g. fusion plasmas), most plasmas are weakly ionized, including Earth’s ionosphere and stellar chromospheres. Likewise, at atmospheric pressure (1 atm), most engineered plasmas in laboratories are weakly ionized except high-current arc plasmas, where \( \chi \sim 1 \). The most popular and fascinating types for producing nonequilibrium and weakly ionized plasmas at atmospheric pressure (selected based on the text analytics result given in Figure 2) are displayed in Figure 3. In the following, we provide an introductory overview of the three most popular and widely used types of weakly ionized atmospheric-pressure plasmas.

![Figure 3](image-url)
**Plasma jet**

Because of the increased research interest in the use of plasma for biomedical applications (as well as for selective processes in open spaces), the demand has grown for devices that can deliver reactive plasma species well beyond the volumes that are limited by the electrodes or dielectric structures. Therefore, plasma apparatuses that have high aspect ratios of plasma shape (ratio of axial length to diameter) and easily release plasma into open spaces with low gas temperatures have been intensively suggested and developed. These devices came to be known as cold ‘plasma jets.’ Various configurations of apparatuses for plasma jets are currently used, and they can be easily found in the literature [11,52–56]. A plasma jet actuator generally consists of at least a pin electrode and a dielectric tube guiding the plasma with working gas, and it is optionally combined with additional dielectrics, simple electric circuits, or a ground electrode to ensure electrical safety or to tailor the electromagnetic field configuration. Thus, the geometry for producing plasma jets at atmospheric pressure is very simple, and expensive and complicated facilities are not generally required. Moreover, the size of the plasma is not limited, and short-lived species and even charged particles can reach the target objects to be treated [57]. Thus, plasma jets have a high applicability and flexibility for various applications, including *in vivo* single-cell cancer therapy [58] as well as plasma-assisted quantum dot synthesis [59]. Most recently, plasma jets were specifically used as a weakly ionized plasma source in experiments for a case study on electric wind [60], etching biological samples [61], and electron solvation [62], based on the unique features of this type, such as a preference for guiding and releasing plasma species into the ambient air.

Along with the use of plasma jets on biological samples for such purposes as wound healing [63–65] and cancer therapy [66,67], intensive investigations on the physical and chemical properties of the plasma jet have been conducted. Because the chemical species produced in plasma jets play an exclusive role in most applications, chemical processes between working gases (He, Ar, Ne, etc.) and ambient air (N$_2$, O$_2$, etc.) and between gaseous reactive species and liquid have been actively explored. More specifically, many efforts have been devoted to identifying the key species in the jet plasma and revealing the separate or synergistic significance of those species on biological systems. Active species and relevant diagnostic methods have been well discussed in recent review papers [68–70].

The most important physical process in plasma jets is the ionization wave, or the so-called streamer-like plasma propagation or plasma bullet that is initiated in the vicinity of the powered electrode and propagates toward the ground electrode or into the ambient air usually at a few tens of km·s$^{-1}$ speed [53]. Over the past decade, active research has been underway on plasma bullets under different driving conditions, such as electrode
configurations, gas types and their flow rates, and input power levels [55], and extensive experimental and numerical studies to establish the plasma bullet mechanism and its dynamics have revealed the role of seed electron density [71,72], photoionization [72,73], and a self-induced electric field at the bullet head [74,75]. In particular, with the help of fast intensified charge-coupled device (ICCD) cameras, the study of plasma bullet dynamics from creation to collapse at the nanosecond scale have become possible.

For further insights, the electrons in plasma jets has also been characterized using various electron diagnostic techniques, such as laser Thomson scattering [76–78], laser interferometry [79], Stark broadening of hydrogen atomic lines [80–82], and continuum radiation [84]. The line broadening method has been widely used for most electron studies in atmospheric-pressure plasmas, particularly in microwave- and radio-frequency-excited plasmas because of their high $n_e$. Moon et al. [83] investigated a variation in electron density of up to $0.75 \times 10^{15} \text{ cm}^{-3}$ in an Ar + O$_2$ microwave torch (which present different characteristics from kHz- and MHz-driven plasma jets) using H$_\alpha$ Stark broadening under different conditions, such as microwave power, gas flow rate, and gas composition ratio. Hofmann et al. [80] estimated the electron density in 11.7 MHz argon and helium plasma jets based on the Stark broadening of H$_\alpha$ and H$_\beta$ lines, which yielded $n_e$ values between $10^{13}$ and $10^{14} \text{ cm}^{-3}$. Rarely, some groups [81,82] have reported $n_e$ values on the order of $10^{14} \text{ cm}^{-3}$ for plasma jets driven at tens of kHz. Laser interferometry, which is one of the promising $n_e$ diagnostic tools for pulsed plasmas, provided time-averaged $n_e$ on the order of $10^{14} \text{ cm}^{-3}$ in a 500 Hz-pulsed helium plasma jet [79]. The laser Thomson scattering method has been recently employed to determine $n_e$ and $T_e$ simultaneously as follows. Gessel et al. [76] found that the time-averaged $n_e$ varied in the range of $(0.5-4.0) \times 10^{14} \text{ cm}^{-3}$ and the $T_e$ ranged from 1.2–2.0 eV for their argon plasma jet device (14.5 MHz, modulated with a 20 kHz pulse with a 20% duty cycle; pin-to-plate type). Hübner et al. [77] reported that the time-resolved $n_e$ varied in the range of $(0.1–2.0) \times 10^{13} \text{ cm}^{-3}$ and the $T_e$ ranged from 0.2–1.6 eV in a 250 ns-pulsed helium plasma jet driven at 20 kHz. A strong initial $n_e$ overshoot with a maximum of $7 \times 10^{-13} \text{ cm}^{-3}$ and a mean electron energy of 0.1–3.0 eV were observed in an argon plasma jet driven by a 3.5 kV positive dc pulse with a pulse width of 500 ns and a repetition frequency of 5 kHz [78]. Using a similar setup, Park et al. [84] reported that the time-averaged $n_e$ was $1 \times 10^9 \text{ cm}^{-3}$ and $T_e$ was (1.0–2.5) eV via a comparison of the absolute intensity of continuum emission spectrum with the theoretically calculated neutral bremsstrahlung emissivity.

**Dielectric barrier discharge**

First invented by Siemens in 1857 (earlier than when plasma was identified in a cathode tube) for the purpose of oxidizing air, the DBD has long been
regarded as an ozone generator (also called an ozonizer) [4,5]. Many efforts have focused on understanding the underlying discharge mechanisms and the physicochemical properties of DBD, which has led to a number of new applications. In the 1990s, DBDs were actively developed and commercialized as coherent light sources for CO$_2$ lasers and excimer lamps [5]. Since the early 2000s, active attempts have focused on utilizing DBD for gas reforming or remediation (also with a plasma-catalyst combination) [85], water purification [86], flow actuation [87], and material engineering [88]. In particular, surface DBDs that operate with an in-plane electrode configuration (particularly kHz frequency driven) are attractive, and they have been widely utilized. One good example is a plasma-driven flow actuator. Streamer (or filament) propagation along the dielectric surface produces the non-neutral region where the net electrohydrodynamic (EHD) force caused by the momentum transfer from charged particles to neutral particles is nonzero; as a result, the force acting on the neutral gas induces a neutral gas flow [89–91].

A DBD consists of at least one electrode insulated from the conductive plasmas using dielectric materials (e.g. Al$_2$O$_3$, SiO$_2$, and BN). Thus, plasma devices that consist of at least a single dielectric layer are normally classified as DBD (thereby covering a broad range of atmospheric-pressure plasma types), and numerous geometries have been introduced [92]. In general, a dielectric layer acts as a block layer, and it keeps the plasma uncontaminated by the electrode materials or inhibits the chemical or physical damage of electrodes by reactive plasmas. Moreover, a dielectric barrier plays a critical role in discharge characteristics. In most cases, a dielectric barrier limits the discharge current and prevents the transition from low-current to high-current discharge. In addition, the accumulated charges on the dielectric barrier build up the localized electric field and directly affect plasma kinetics, such as streamer (or filament) dynamics and breakdown (or sustain) voltage in low-frequency (~ kHz) discharges, especially under high-pressure conditions. When DBD is operated at MHz frequencies, a dielectric barrier acts as a ballast impedance that improves the discharge stability and allows the expansion of the operation range [93].

Depending on the driving conditions, such as electric power [94], working gas [95,96], and dielectric materials [97,98], DBD shows a wide range of discharge characteristics and physically different types or modes of discharge. Compared with jet-type and parallel-plate type (described below) DBDs, which are well characterized, surface DBDs in the in-plane electrode configuration have rarely been investigated in terms of $n_e$ and $T_e$; thus, earlier relevant works are rare, which is likely because of diagnostic challenges as discussed below.
Radio-frequency capacitive discharge

Among the variety of different configurations for producing plasmas, capacitively coupled plasmas are the most widely used discharge type in the wide pressure range. This is partly due to its simple geometry with regard to the 1-D problem (gas gap \(\gg\) electrode dimensions) and the simplicity of enlarging the plasma size. A conventional apparatus for producing a capacitive discharge consists of two parallel disc electrodes with a chamber; one electrode connected to one or more rf power supplies and the other electrode grounded. In general, the radio-frequency (rf) range involves 1–100 MHz frequencies, and most typical discharges are operated at a 13.56 MHz frequency (allocated by international communications authorities for technical purposes). In certain cases and for specific purposes, a modulated, dual, or multiple rf power is introduced to the plasma. As a working gas, helium, argon, or a mixture of these are commonly used, and other gases are often supplied to the plasma to enhance the reactivity of the plasmas.

Low-pressure rf plasma was discovered by Tesla in the 1890s [99], and he predicted that such discharges would be utilized as plasma chemical reactors and the basis of numerous industrial technologies. Due to limited interest and their complex nature, the level of understanding of such discharges was rather limited at the beginning of the 1980s when the first significant industrial funding was provided to support the development of plasma devices for microelectronics manufacturing [100]. Besides, rf capacitive discharges produced at intermediate pressures (10–200 Torr) have been used extensively since the 1980s for high power lasers [99,101]. In 2001, Park et al. [102] first reported the complete set of electrical and optical characteristics in atmospheric-pressure rf capacitive discharges with different working gases, the gap distance between electrodes, and driving frequency. Since then, discharges at subatmospheric-to-atmospheric pressure (500–760 Torr) have been extensively investigated. Moon et al. identified the role of driving frequency [103] and discharge mode transition [104] in rf helium capacitive discharges from electrical characteristics. In the mid-2000s, Kong’s group [105–109] also made many efforts to experimentally and numerically investigate discharge characteristics of rf capacitive discharges at atmospheric pressure.

At high pressure, rf discharges tend to be constricted, and the discharge mode transition from voluminous \(\alpha\)-mode to \(\gamma\)-mode readily occur. To inhibit the mode transition and evolve the implementable range of an \(\alpha\)-mode, one or both electrodes are often coated with dielectric materials. Because these dielectric layers make the filaments (lower current density than the \(\gamma\)-mode) instead of the \(\gamma\)-mode discharge after the \(\alpha\)-sheath breakdown, electrodes and target samples can be protected from physical damage induced by the high current density of the discharge. Because of efficient electron net production and heating, rf capacitive discharges
reveal higher time-averaged \( n_e \) and \( T_e \) than kHz-driven plasma jets and other low-frequency driven plasmas at atmospheric pressure. Essentially, high \( n_e \) and \( T_e \) promise a high reactivity of plasma. Thus, rf capacitive discharges that have the potential to release abundant reactive species into the ambient air, such as jet-shaped plasmas, have been newly designed and used in various applications \([42,110,111]\).

Because of the limited use of electron diagnostics for high-pressure weakly ionized plasmas, numerical studies, particle-in-cell Monte Carlo collision simulations \([105]\) and hybrid-fluid models \([106,112,113]\) have provided profound insights into the electron kinetics and characteristics of rf capacitive discharges at atmospheric pressure. However, experimental investigation is still important. In earlier works from the 2000s \([103,114–118]\), a simple analytic model that considers plasma as a resistor-capacitor (r-c) series circuit was commonly employed for electron density estimation, while the electron temperature was obtained based on the power balance equation. Those results show a typical \( 10^{11}–10^{12} \, \text{cm}^{-3} \) range of \( n_e \) and a \( 1.0–2.0 \, \text{eV} \) range of \( T_e \) in atmospheric-pressure capacitive discharges. Using continuum radiation-based electron diagnostics, Park et al. \([38]\) and Park et al. \([39]\) reported experimental electron information for helium and argon rf capacitive discharges at atmospheric pressure, respectively. Further, Park et al. \([118,119]\) demonstrated the spatiotemporal evolution of electron temperature, thus representing the electron heating structure in argon rf capacitive discharges under different operation conditions. Zue et al. \([120]\) provided a new collisional-radiative model for atmospheric-pressure plasmas, and \( n_e \) was in the \( 10^{11}–10^{12} \, \text{cm}^{-3} \) range in argon rf capacitive discharges, which is consistent with the results obtained using the electrical r-c circuit model.

In the next section, we provide examples of continuum radiation-based electron diagnostics via OES. For the sake of conciseness, only examples of rf capacitive discharges will be presented, as they present fewer challenges for diagnostics than those in kHz-driven plasma jets, DBD, or other such plasmas because they are less transient, more homogeneous, and thus spatially and temporally stable. As stated above, because rf capacitive discharge in parallel-plate electrodes is a representative plasma and one of the simplest plasma geometries regarded as a 1-D problem, it is a favorable plasma for this review.

**Challenges for diagnostics (not only for electron characterization)**

The following unique features of atmospheric-pressure plasmas make it difficult to diagnose plasma characteristics:

(i) A large density gradient of active species, including electrons and ions
(ii) Easy contamination by air impurities  
(iii) Abundance of chemically activated species and chemical interplay  
  ● Multi-body collisional processes  
  ● Penning reactions with metastable atoms and quenching processes  
  ● Some neutral species that make plasmas optically thick  
(iv) High collisionality or high collision frequency and short mean-free-path of approximately $\mu$m  
  ● Highly transient phenomena  
  ● Poor-periodicity in space and/or time  
  ● Difficulty in producing voluminous and uniform plasma due to its constrictive nature  

Thus, until now, a number of important plasma quantities have not been determined because the diagnostics are missing. Atmospheric-pressure plasmas are multiphase systems that consist of multiple interacting species, and the most important factors are the high collisionality, transient phenomena, and non-negligible role of space charges. Moreover, the dynamic range of plasma quantities spans many orders of magnitude and temporal scales (see Figure 4), which means that more than one diagnostic system is always needed. Most standard diagnostics established at low pressures, particularly for charged particles, fail due to different physical processes under these conditions. For instance, due to the high collisionality, an ion energy distribution that can be simply measured using either an $E \times B$ probe, a retarding potential analyzer (RPA), or a laser-induced fluorescence (LIF) spectroscopy has never been reported for such plasmas. Even with the available plasma diagnostics, special care should be taken. In addition, along with the challenges of diagnostics, a pending issue in the plasma research community is that experimental data obtained in weakly ionized collisional plasmas have often been difficult to compare when obtained by different research groups using different diagnostics and plasma sources.

Figure 4. Characteristic time scale of the physical and chemical processes in high-pressure weakly ionized plasmas.
2.2. Electron diagnostics

Plasma diagnostics can be categorized into two groups: invasive and non-invasive diagnostics. Electrical probes with a relevant theory are known as an invasive diagnostic method for low-pressure plasmas. As pointed out above, the use of electrical probes for atmospheric-pressure plasmas is still challenging. Recent investigations have been devoted to utilizing Langmuir probes for atmospheric-pressure plasmas [121–123], and new concepts of electrical probes have been suggested [124]. Nonetheless, due to their intrusive nature, such physical probes can markedly alter the fundamental plasma properties under investigation. Thus, in most weakly ionized plasmas at high pressure, OES has been preferred as the noninvasive diagnostic techniques. Again, this method can be subdivided into two categories: OES that actively probes the interaction with external radiation and OES that passively uses the plasma radiation via internal radiative processes.

Parameters that can be obtained by OES include the electric field strength (from Stark polarization of He atomic lines [125, 126] or intensity ratio of $N_2$ and $N_2^+$ [127]), identities of excited atoms and molecules, absolute concentration of active species [$N_2(A^3\Sigma_u^+)$, $N_2(B^3\Pi_g)$, $N_2(C^3\Pi_u)$, $O_2(a^1\Delta_g)$, etc. in Ref. [68] and references therein], electron density and temperature (from neutral bremsstrahlung, line broadening, line-to-continuum or line-to-line ratio, etc.), ro-vibrational temperature of molecules ($N_2$, CN, OH, NH, etc.), as well as spectral characteristics of photon flux from plasmas. The electric field is a fundamental parameter in plasma physics as electron kinetics are governed by the electric field and it determines the rates of electron impact reactions, which are the initial stages of the overall physical and chemical reactions inside and outside the plasma. A measure of Stark polarization based on OES is a reliable technique for electric field strength measurement, and it enables us to derive the electric field profiles nonintrusively inside the plasma [125, 126]. The rotational temperature of molecules usually represents the neutral gas temperature in atmospheric-pressure plasmas via fast rotation-translation relaxation due to their high collisionality [128, 129]. Thus, the gas temperature is inferred from the relative intensities of rotational bands. Likewise, the strong merit of OES is that it allows for the simultaneous diagnosis of multiple plasma quantities, including $n_e$ and $T_e$, with a single measurement.

Electron diagnostics, which are most likely feasible in high-pressure weakly ionized plasmas, are summarized in Table 2. Electron information can be obtained from the plasma emission via various radiative processes by free electrons in plasmas. In the following, representative active and passive spectroscopic diagnostics, including a continuum radiation-based method, are briefly reviewed.
2.2.1. Free-electron diagnostics based on active processes

A plasma emission spectrum contains the radiative information of excited species in plasmas. However, measuring the plasma species in the ground state is nontrivial because the relationship between the optical emission intensity from the excited state and ground state densities is not straightforward in nonequilibrium plasmas. Meanwhile, active OES enables one to measure the ground-state species. Most active diagnostics rely on information derived from (i) physical changes of probing radiation induced by a target medium or (ii) radiation emitted by actively excited species. Thus, external radiation sources, such as lasers and microwaves, should be used to derive the information of ground state species. For neutrals or ions, LIF [131–133], two-photon absorption LIF (TALIF) [134], and optical absorption spectroscopy [135] have been widely used, and laser Thomson scattering and interferometry are well established and feasible as diagnostic techniques for free electrons.

In most active diagnostics, a laser is used as an external radiation source because it is most suited for characterizing nonequilibrium as well as equilibrium phenomena in plasmas unless it does not perturb the plasma behavior. For small cross sections of certain nonequilibrium plasmas and the transient behavior, a high spatiotemporal resolution is always required. In addition, because the laser beam diameter and laser pulse width can be easily adjusted, high spatial resolution (up to 10 μm) and temporal resolution (up to sub picoseconds) diagnostics can be achieved.

Laser scattering. In Thomson scattering, the incident light on the plasma is scattered by free charged particles, which are predominantly electrons, and it is one of the most well-established and most straightforward diagnostic methods for monitoring electron information. One advantage of this
technique is that it provides a well-developed theory for every condition of a plasma. Incoherent Thomson scattering occurs if the electron density is sufficiently low, which indicates that neighboring electrons have little to no effect on an electron’s oscillation. In the case of incoherent scattering, the scattering parameter is much smaller than unity and the total scattered radiation power directly contains the electron velocity distribution. Therefore, the evaluation of \( n_e \) and \( T_e \) is possible without any modeling. The electron density can then be determined very reliably from the total scattered radiation power, and the electron temperature can also be determined from the Doppler broadening of the incident laser wavelength.

The spectral power \( (P_\lambda) \) of the scattered radiation in the solid angle of detection \( (\Delta \Omega) \) is given as follows:

\[
P_\lambda = P_i \cdot n \cdot L \cdot \Delta \Omega \cdot \sigma_d^T \cdot S_\lambda(\lambda)
\]

where \( P_i, n, L, \) and \( \sigma_d^T \) are the incident laser power, the particle density, the length of the scattering volume, and the differential cross-section for Thomson scattering, respectively [136]; and \( S_\lambda(\lambda) \) is the wavelength-dependent form factor, which includes the spectral distribution determined by electron motions, the particle drift, the Doppler shift, and other possible contributors. In the case of incoherent Thomson scattering, the line broadening of scattered radiation is shaped by the Gaussian spectral profile if electrons statistically have a Maxwellian distribution. Therefore, the electron temperature can be directly derived from the measured width of the line profile as follows [136]:

\[
T_e[K] = \frac{m_e c^2}{4k_b} \left( \frac{\Delta \lambda}{\lambda_0} \right)^2 = 1.482 \times 10^9 \left( \frac{\Delta \lambda}{\lambda_0} \right)^2,
\]

where \( m_e \) is the electron mass, \( c \) is the speed of light, \( k_b \) is the Boltzmann constant, \( \lambda_0 \) is the input laser wavelength, and \( \Delta \lambda \) represents the half width of 1/e maximum in the Gaussian profile.

In plasmas with a low degree of ionization and the presence of gas impurities, such as N\(_2\) and O\(_2\), the elastic scattering of photons on bound electrons (Rayleigh scattering) and inelastic scattering on molecules (Raman scattering) should be considered seriously in the scattered radiation spectrum [136–138]. Because weakly ionized atmospheric-pressure plasmas present \( n_e/(n_e + n_a) < 10^{-5} \) under air impurity-rich conditions, Rayleigh and Raman scattering signals are simultaneously collected with Thomson scattering signal. To subtract the Rayleigh scattering components in a spectrum, a triple grating monochromator is generally used because a signal suppression of a factor of at least \( 10^{-5} \) is required [137], and a deconvolution of overlapping Raman and Thomson scattering can
be accomplished by employing the reference Raman spectrum, which depends on the partial pressure of N\textsubscript{2} and O\textsubscript{2} [138].

**Laser interferometry.** Interferometry is also commonly employed to evaluate the electron density in plasmas. Interferometry for electron characterization is generally called heterodyne interferometry because the heterodyne technique is used to determine the phase shift of the probing laser. The refractive index of the plasma (N) is determined by the wavelength of the probing electromagnetic wave [139]:

\[
N = \left(1 - \frac{e}{2(c^2m_e\varepsilon_04\pi^2)\lambda_i^2n_e} \right)_{\text{electron}} + N_{\text{heavy}}(\lambda_i),
\]

where \(\varepsilon_0\), \(e\), and \(\lambda_i\) are the vacuum permittivity, electron charge, and wavelength of probing laser, respectively; and \(N_{\text{heavy}}(\lambda_i)\) is the component of ions and neutrals. Because the spatial variation in the refractive index of the plasma (i.e. electron density) results in the phase shift of the probing laser, the electron density can be derived from the phase difference (\(\Delta \theta_e\)) between a reference beam and a probing beam passing through the plasma volume as follows:

\[
\Delta \theta_e = -\frac{e^2\lambda_i}{4\pi\varepsilon_0m_ec^2} \int n_e l dl,
\]

where \(l\) is the beam path length. Because the contribution to the refractive index from electrons is dominant at \(\mu\)m wavelengths in low-pressure plasmas, the infrared laser (e.g. 10.6 \(\mu\)m CO\textsubscript{2} laser) is the most suitable for the electron diagnostics and has been frequently applied to the earlier works [140,141]. However, in the high-pressure regime, including atmospheric pressure, special considerations are required. First, in the presence of a variation in neutral gas concentration due to localized gas heating, the interfering contribution of neutral gas to the measured phase shift should be carefully considered [79,140,142]. Choi et al. [79] successfully performed the separation of the phase shift caused by electrons and neutrals by utilizing the difference in those time constants, and they reported that the minimum limit of \(n_e l\) is \(1 \times 10^{12}\) cm\(^{-2}\) and the spatial resolution is 100 \(\mu\)m. Second, an appropriate wavelength range for the probing laser must be selected by carefully considering the electron density and electron collision frequency in the target plasma. Urabe et al. [142] suggested that laser interferometry for electron diagnostics using a wavelength shorter than 10 \(\mu\)m can be applied to any type of atmospheric-pressure plasmas with the linear relationship in Equation 4.
2.2.2. Free-electron diagnostics based on passive optical emission

From X-ray to infrared, the spontaneous plasma emission consists of many line and continuous emissions induced by free electrons, ions, neutral atoms, partially stripped ions, etc. (see examples in Figure 5) The internal (passive) radiative processes of excited species are influenced by free electrons in the plasma; therefore, atomic or molecular radiation contains information on free electrons. In addition to atomic lines and molecular bands, because free-electron-related continuum radiation, that is, electron-ion and electron-neutral free-free bremsstrahlung and electron-ion free-bound recombination, contains \( n_e \) and \( T_e \) information, it has also been used for electron characterization. Continuum radiation is emitted from various ionized gases, such as high-temperature fusion plasmas, low-temperature processing plasmas, shock heated gases and stellar atmospheres, and it presents photon energies in the eV to keV range.

**Line broadening.** The spectral broadening of the specific atomic line emissions contains a convenient quantity for \( n_e \) measurements. From a technical perspective, this method is much more accessible than either the laser Thomson scattering method or laser interferometry methods because the only requirements are precise measurements of line broadening using a spectrometer with a relevant optical system, which ensures a high spectral resolution. However, a variety of broadening mechanisms, which are usually instrumental (in general) and Doppler broadenings resulting in a Gaussian profile; and Stark, van der Waals, and resonance broadenings appearing Lorentzian profile; thus, the spectral line broadening approach should be carefully considered to make accurate measurements. Detailed broadening mechanisms and expressions are easily found in the literature [143,144]. Stark broadening results from Coulomb interactions between the radiator and free electrons in the plasma (the role of ions in the broadening is negligible because of their relatively low speeds). Fortunately, broadening caused by the Stark effect depends explicitly on the electron number density, whereas other broadenings do not. In nonequilibrium plasmas, special attention should be paid to the line broadening width under different gas temperatures because the gas temperature affects Doppler and van der Waal broadenings.

In general, hydrogen or hydrogen-like ions are the most useful radiators in plasma for diagnostics. The H\(_{\beta}\) line especially is widely selected because it is a common radiative species in the visible range. From the H\(_{\beta}\) line shape, the Stark broadening width is given as a function of \( n_e \), and it shows weak temperature dependence, which was calculated using classical electrodynamics in 1960s [144]. The full width at half maximum of Stark broadening (\( \Delta \lambda_s \)) for the H\(_{\beta}\) line at 486 nm is given as follows:
\[
\Delta \lambda_e [\text{nm}] = 2.0 \times 10^{-11}(n_e [\text{cm}^{-3}])^{0.668}.
\]  

This method has a valid range of electron densities, with \( n_e \geq 10^{13} \text{ cm}^{-3} \). In the low-density region, this method is inappropriate because other broadenings caused by van der Waals and Doppler shifts predominate. An additional problem is raised because the separation of the fine structure components of the Balmer lines is larger relative to their Stark broadening. Therefore, line profile corrections are required and should be applied in the fitting procedure. Moreover, a tracer gas (e.g., hydrogen) should be introduced into the plasma, although it can perturb the plasma condition and cause inaccurate measurements.

**Line-to-line ratio (collisional-radiative model).** The collisional-radiative model is well established for hydrogen, helium, and argon and can be used to study how the populations of the excited levels are affected by various parameters, such as \( n_e, T_e \), and ground state atom density. Compared with the corona model, which is considered only for use in relation to electron impact excitation and spontaneous emission, the collisional-radiative (CR) model balances the collisional and radiative processes. Therefore, the rate equation contains all collisional and radiative processes related to each state of the particle, including coupling with other particles. In the quasi-stationary state, the rate balance equation is transformed into a set of coupled linear equations that depend on the ground state density and ion density [145]:

\[
n(p) = R_g(p)n_gn_e + R_i(p)n_in_e,
\]

where \( R_g(p) \) and \( R_i(p) \) are the collisional-radiative coupling coefficients that describe the ground state and the ionic population processes, respectively; \( n_g \) and \( n_i \) are the ground state density and ion density, respectively; and \( p \) is the energy level of the atom.

From the CR model, the absolute line intensity can be represented as a function of \( n_e \), the Einstein coefficients of a radiative transition, and the rate coefficients, which strongly depend on \( T_e \). Thus, \( n_e \) and \( T_e \) can be estimated from the emission line-to-line ratio. In the case of weakly ionized atmospheric-pressure plasmas, due to the narrow range of \( T_e \) and gas temperature, this method can be used to obtain the electron density by assuming a constant \( T_e \) and using a reasonably estimated \( n_e \), compared with other diagnostic results [121]. The key problem is how to select the ‘correct’ levels to obtain the electron parameters using a simple model without making many assumptions that could introduce errors under certain discharge conditions. The line ratio has a significant dependence on the density of the metastable and ground state atoms [36]. Thus,
the method relies on the accuracy of the cross-section data (i.e. rate coefficients), and a lack of data or incorrect constants can lead to an inaccurate evaluation. In addition, it is worth noting that three-body collisional processes, which can be ignored in low-pressure plasmas, become important to the rate balance at atmospheric pressure [146], thus under such highly collisional condition, the set of excitation/relaxation processes in the CR model become more complicated.

The remaining caution lies in the applicability of approximations that determines accuracy of the CR model. One important example is the local field approximation (LFA), which assumes that electrons are in equilibrium with the local electric field. Note that even at high pressures, LFA is invalid in some regions, which means that the EEDF and electron-impact reaction rates are not unique functions of the local value of the reduced electric field.

**Continuum radiation.** As high-speed free particles approach other particles, the incoming particles are deaccelerated by deflection or completely stopped, and during this process, they lose their initial kinetic energy by emitting photons (see Figure 6). This radiation is named bremsstrahlung, which means ‘breaking radiation’ in German, and it represents a crucial phenomenon in the generation of continuous emission from less than 1 eV to a few keV, and the photons are linked to the quantity of radiation sources. Thus, the measurement and interpretation of bremsstrahlung has been used to diagnose free charges in plasma science. In the dipole approximation, bremsstrahlung due to collisions between like particles (e.g. electron-electron or ion-ion) is negligible because the dipole moment is proportional to the center of mass. Thus, in general, the continuum radiation from highly ionized plasmas, such as fusion plasmas, mostly originates from free-free (ff) bremsstrahlung and free-bound (fb) recombination interactions between electrons and ions. In weakly ionized plasmas where the degree of ionization is sufficiently low, however, bremsstrahlung via interactions between free electrons and neutral atoms becomes dominant in the total continuum radiation, and it should be considered for electron characterization. In addition to bremsstrahlung, there are a variety of continuum radiation sources other than free electrons, which interferes in the evaluation of \( n_e \) and \( T_e \) as will be introduced in the next section.

**Electron-ion bremsstrahlung and recombination.** In the classical picture, free electrons are the primary radiators as the electron mass is comparatively light. Thus, the electron can be treated as moving in the Coulomb field of a fixed ion. The problem of collisions between charged particles can be simplified under the small angle-scattering assumption. The radiative energy of dipole radiation is expressed as follows [147]:
where $\tilde{d}(\omega)$ is the Fourier transform of the dipole moment and $\omega$ is the angular frequency. After some algebra with approximations, the total emission per unit time $t$ per unit volume $V$ per unit angular frequency range for a medium with ions and electrons and for a constant electron speed $v$ can be rewritten as follows:

$$\frac{dW}{d\omega} = \frac{8\pi\omega^4}{3c^3} |\tilde{d}(\omega)|^2,$$

(7)

where $|\tilde{d}(\omega)|^2$ is the Fourier transform of the dipole moment and $\omega$ is the angular frequency. After some algebra with approximations, the total emission per unit time $t$ per unit volume $V$ per unit angular frequency range for a medium with ions and electrons and for a constant electron speed $v$ can be rewritten as follows:

$$\frac{dW}{d\omega dV dt} = \frac{16\pi e^6}{3\sqrt{3}c^3 m_e^2 v} n_e n_i Z^2 g_{\text{ff}}(v, \omega),$$

(8)

where $Z$ is the charge number; and $g_{\text{ff}}(v, \omega)$ is the correction factor (also called the Gaunt factor), which accounts for the deviation from the hydrogen-like structure due to the complex system of other gases based on the quantum effect method [148,149]. In most plasmas, the speed of electrons is distributed statistically, therefore, the single-speed expression should be averaged over a thermal distribution of particle speeds. The emissivities of the free-free ($\kappa_{\text{ff}}^{e_i}$) and free-bound ($\kappa_{\text{fb}}^{e_i}$) electron-ion are expressed as follows [40]:

$$\kappa_{\text{ff}}^{e_i} = C_{\text{ei}} \xi_{\text{ff}}^{e_i} \frac{n_e n_i}{\lambda^2} \frac{c}{\sqrt{k_b T_e}} \frac{1}{\lambda^2} \left[ 1 - \exp \left( -\frac{h\nu}{k_b T_e} \right) \right],$$

(9)

$$\kappa_{\text{fb}}^{e_i} = C_{\text{ei}} \xi_{\text{fb}}^{e_i} \frac{n_e n_i}{\lambda^2} \frac{c}{\sqrt{k_b T_e}} \frac{1}{\lambda^2} \left[ 1 - \exp \left( -\frac{h\nu}{k_b T_e} \right) \right],$$

(10)

where $C_{\text{ei}} = \left( \frac{1}{3\pi \varepsilon_0} \right)^3 \frac{32\pi^2 e^6}{3\sqrt{3}c^3 (2\pi m_e)^{3/2}}$; and $h\nu$ is the emitted photon energy. Here, the Maxwellian electron energy distribution is used for $\kappa_{\text{ff}}^{e_i}$ and $\kappa_{\text{fb}}^{e_i}$, and the Gaunt factors are replaced by the corresponding Biberman factors $\xi_{\text{ff}}^{e_i}$ and $\xi_{\text{fb}}^{e_i}$, respectively.

Electron-neutral bremsstrahlung. Compared with fully ionized fusion plasmas or low-pressure plasmas where the degree of ionization is reasonably high, bremsstrahlung caused by the interaction between electrons and neutral atoms (namely, neutral bremsstrahlung) becomes dominant in plasmas in which the degree of ionization is lower than 10$^{-4}$. Two important radiation mechanisms should be considered in an electron-neutral atom interaction [see Figure 6(b)]: the deceleration of free electrons moving inside plasmas by the induced field of a neutral atom (bremsstrahlung) and the time-dependent dipole moment of neutral atoms induced by incident electrons (called polarization bremsstrahlung in some papers [150]). In addition, since the two aforementioned radiative mechanisms
occur in the same collisional event, the interference between two radiative phenomena should be considered. Akcasu and Wald [151] derived expressions for the intensity and radiation power of the total spectrum from a weakly ionized plasma by considering the two different effects and compared the relative intensity of bremsstrahlung, the induced dipole radiation, and their interference. The total radiation power (\( \tilde{S} \)) was obtained by integrating the spectral density with the Maxwellian electron energy distribution over all photon energies. \( \tilde{S} \) for bremsstrahlung (\( \tilde{S}_{\text{br}} \)) and induced dipole radiation (\( \tilde{S}_{\text{di}} \)) are expressed as follows:

\[
\tilde{S}_{\text{br}} = \frac{256 \alpha \sigma(0)}{15 \pi m_e c^2} \left( \frac{2k_B T_e}{\pi m_e} \right)^{1/2} \left( k_B T_e \right)^2 n_a n_e,
\]

(11)

\[
\tilde{S}_{\text{di}} = n_a n_e \frac{2^{15} \alpha}{315} \left( \frac{2m_e c^4 k_B T_e}{\pi} \right)^{1/2} \left( \frac{k_B T_e}{\hbar c} \right)^4 \eta^2,
\]

(12)

where \( \alpha, \sigma, n_a, \) and \( \eta \) are the fine structure constant \( (e^2/\hbar c, \) where \( \hbar \) is the reduced Planck’s constant \( h \) ), the elastic scattering cross-section as a function of the angular wavenumber, the atom number density, and a function consisting of the total orbital angular momentum and the polarizability of the atom, respectively. Detailed information about radiation powers can be found in Ref. [151]. According to Akcasu and Wald’s result, the ratio between both radiation powers, that is, \( \tilde{S}_{\text{di}} / \tilde{S}_{\text{br}} \), is only 0.7% for hydrogen and less than 8% in most cases, which represents an insignificant induced dipole radiation. In addition, the total radiation power induced by the interference (\( \tilde{S}_{\text{int}} \)) between bremsstrahlung and induced dipole radiation was determined, and it can be finally concluded that the dipole radiation and its interference effect in relation to bremsstrahlung is insignificant as far as the total radiation power is concerned:

\[
\frac{\tilde{S}_{\text{di}} + \tilde{S}_{\text{int}}}{\tilde{S}_{\text{br}}} = \frac{2^7 \pi}{21} \frac{\alpha^2}{\sigma(0)} \left( \frac{m_e c^2}{\hbar^2 c^2} \right)^2 k_B T_e \left[ k_B T_e - \frac{3}{8 \pi^{1/2}} \left( \frac{\hbar^2 c^2}{m_e c^2} \right) \frac{[\sigma(0)]^{1/2}}{\alpha_0} \right]
\]

\( \cong 3\% \).

(13)

Because the dipole radiation and interference decrease as \( \hbar^2 \omega^2 \) decreases, the emissions caused by the polarization of the neutral atom can be ignored in the low photon energy range [151]. Hammer and Frommhold reported that the contribution of neutral bremsstrahlung in the argon plasma at \( T_e > 1 \) eV dominates the continuum emission in the UV-visible range [150].

The electron (e) and neutral atom (a), that is, e-a, bremsstrahlung cross-section related directly to the emission coefficient must be determined. The general form of the differential cross-section of e-a bremsstrahlung was derived by Kasýanov [152]. With the collision scheme described above, the
The differential cross-section of e-a bremsstrahlung is related to the elastic momentum cross-section between the electron and the target neutral atom:

\[ Q_{\text{ea}}^{\text{br}}(\lambda, E) = \frac{8\alpha}{3\pi m_e c^2} \left( 1 - \frac{hc}{2\lambda E} \right) \sqrt{1 - \frac{hc}{\lambda E}} Q_{\text{ea}}^{\text{mom}}(E), \tag{14} \]

where \( E \) is the electron energy. Using the emission coefficient of collision reactions between two particles ‘1’ and ‘2’,

\[ \kappa_{1,2}(v) = \frac{\hbar v}{4\pi n_1 n_2} \int_{v_{\text{th}}}^{\infty} Q_{1,2}(v) v f(v) dv. \tag{15} \]

The e-a bremsstrahlung emission coefficient (\( \kappa_{\text{ea}} \)) is simply derived by inserting Equation 14 into 15 with the Maxwellian electron energy distribution function \( f(E) \), which is appropriate in a high-pressure regime due to the high electron collision frequency:

\[ \kappa_{\text{ea}} = \sqrt{\frac{2}{m_e}} \frac{n_e n_a \hbar c}{\lambda^2} \int_{\hbar v}^{\infty} \frac{Q_{\text{ea}}(\lambda, E) \sqrt{E f(E)} dE}{4\pi} \]

\[ = \frac{4\sqrt{2}}{3\pi^{3/2}} \frac{ah}{m_e^{3/2} c} \frac{n_e n_a}{\lambda^2} \frac{1}{\kappa_b T_e^{3/2}} \int_{\hbar c/\lambda}^{\infty} Q_{\text{ea}}^{\text{mom}}(E) \left( 1 - \frac{hc}{2\lambda E} \right) \sqrt{1 - \frac{hc}{\lambda E}} \exp \left( -\frac{E}{\kappa_b T_e} \right) E^2 dE. \]

Park et al. [118] were the first to visualize neutral bremsstrahlung in an rf capacitive discharge and plasma jet at atmospheric pressure as detailed in Figure 7. The photographs in the figure represent argon plasma emission images with and without optical filters: Wavelengths of 514.5 nm and 632.8 nm correspond to continuum radiation (neutral bremsstrahlung). The ‘white’ intense appearance shown in the unfiltered image [Figure 7(a)] seemingly implies the substantial continuum radiation in the visible wavelength range.

The electron characteristics reported by earlier works [76–78,80,84,119,153–157] in various atmospheric-pressure plasmas with the aforementioned diagnostic methods are summarized in Figure 8. For the sake of comparison, the electron data are grouped by dotted boxes with respect to the diagnostics presented in the figure, and valid ranges of each diagnostic technique for nonequilibrium plasmas at atmospheric pressure are depicted by dashed boxes.
3. Continuum radiation-based electron diagnostics

3.1. Practical considerations on diagnostics

Again, the merits of continuum radiation-based electron diagnostics over competing techniques include noninvasiveness, simple setup, and high spatiotemporal resolution. One of the main issues in the interpretation of continuum radiation may come from the multiple radiation sources and continua spanning over a limited range of wavelengths. Thus, to precisely analyze electron parameters, an overall understanding of the continuum radiation is required with an accurate spectroscopic measurement. In addition, extending the spectra to the vacuum UV and near infrared region may facilitate comparisons with theoretical prediction.

As previously discussed, continuum radiation emitted from weakly ionized gases mainly originates from electron-neutral atom interactions (i.e. neutral bremsstrahlung), and the associated emissivity contains electron information [38–40,158]. However, because the contributions from other radiative mechanisms [i.e. electron-ion free-free bremsstrahlung (κ_ff) and free-bound recombination (κ_fb)] to the emissivity in the UV and visible range vary with the driving conditions, particularly the gas pressure, the κ_ea dominant conditions should be assured. A simple calculation using Equations 9, 10, and 16 with n_e = n_i and wavelength-dependent Birnbaum factors indicates that κ_ea ≫ κ_ff + κ_fb in the wavelength range of 200–900 nm when n_e/(n_e + n_a) < 10^{-3}, which is the case for most weakly ionized plasmas at subatmospheric-to-atmospheric pressure. Figure 9 represents the κ_ea dominant ranges as functions of n_e and the background gas pressure at different wavelengths. Similar validations of neutral bremsstrahlung-based electron diagnostics have also been conducted by several groups [159,160].

One of the crucial pieces of information in this diagnostic method is the electron energy distribution function (EEDF). The Maxwellian distribution is reasonable and acceptable in discharges at atmospheric pressure [161,162], and it was used to determine the κ_ea value in the earlier works. For distributions other than Maxwellian, the κ_ea value should be carefully calculated with known EEDFs. One familiar distribution is Druyvesteyn representing the depletion in the high energy tail of the EEDF. When elastic collisions are dominant with cross sections that are independent of the electron velocity in plasmas, Druyvesteyn energy distribution is acceptable [163]. It is noteworthy that as the Druyvesteyn distribution (f(v) ∝ exp(−v^4)) is much different from the Maxwellian distribution (f(v) ∝ exp(−v^2)), spectral distributions of κ_ea from two different EEDFs are distinguishable, which means that we can estimate EEDFs from the plasma emission spectrum.
Sources other than free electrons

Compared with atoms, molecules have considerable rotational and vibrational energy levels, and multiple line emission spectra are usually observed and attributed to the relevant motions induced by energetic electrons or ions. In addition to continuum radiation originating from free electrons, certain diatomic molecules (including molecular ions) also emit continuum radiation through radiative processes due primarily to their repulsive potential profiles. The emitted photon energies and corresponding spectral range of molecular continuum radiation are determined by the vibrational energy of the upper state and the potential curve of the lower state of the molecules. If the concentration of the radiator is high enough and the spectral range of its transition probability overlaps with the electron-related continuum spectrum, these continuous emissions should be considered to separate the electron information from the measured spectrum. Possible sources other than free electrons are listed in Table 3. Extra attention must be paid to continuum radiation from H\textsubscript{2} for Ar discharges and He\textsubscript{2}\textsuperscript{+} for He discharges [84]. Continuum radiation from sources other than H\textsubscript{2} and He\textsubscript{2}\textsuperscript{+} can also arise from the photorecombination of electrons with Ar\textsuperscript{+} \textsubscript{2} (Ar\textsuperscript{+} \textsubscript{2} + e\textsuperscript{−} → Ar\textsuperscript{+} \textsubscript{2} + h\nu) [164] and the chemiluminescence of NO\textsubscript{2} (NO + O + M → NO\textsubscript{2} + M + h\nu) [165]. However, Park et al. [84] reported that in atmospheric-pressure discharges, the contribution of these continuum spectra on the emission spectrum can be considered negligible. Nikiforov et al. [159] also reported the minor contribution of the NO\textsubscript{2} continuum in the argon rf discharge.

Hydrogen molecule (H\textsubscript{2}). From low-pressure plasmas to high-pressure plasmas containing hydrogen molecules, in addition to hydrogen atomic lines involving Balmer and Lyman series, radiation emitted spontaneously by the electronic transition of hydrogen molecules between excited states, such as Fulcher bands (d\textsuperscript{3}Π\textsubscript{u} – a\textsuperscript{3}Σ\textsuperscript{+}\textsubscript{g}) in the 600–650 nm and dissociative

Table 3. Possible sources of continuum radiation in atmospheric-pressure plasmas. References are properly cited in the main text.

| No. | Origin of continuum radiation                  | Reaction                                                                 | Spectral range     |
|-----|-----------------------------------------------|--------------------------------------------------------------------------|--------------------|
| 1   | Continuum by free electrons                   | A + e\textsuperscript{−} → A + e\textsuperscript{−} + h\nu              | < NIR, depends on T\textsubscript{e} |
| 2   | Continuum by free electrons                   | A\textsuperscript{+} + e\textsuperscript{−} → A\textsuperscript{+} + e\textsuperscript{−} + h\nu | < NIR, depends on T\textsubscript{e} |
| 3   | Continuum by free electrons                   | A\textsuperscript{+} + e\textsuperscript{−} → A + h\nu                  | < NIR, depends on T\textsubscript{e} |
| 4   | Hydrogen molecule dissociative continuum      | H\textsubscript{2} \left( a\textsuperscript{3}Σ\textsuperscript{+}\textsubscript{g} \right) → H\textsubscript{2} \left( b\textsuperscript{3}Π\textsubscript{u} \right) + h\nu | 200–400 nm         |
| 5   | Helium molecular ion dissociative continuum   | He\textsubscript{2} \left( C\textsuperscript{2}Π\textsubscript{u} \right) → He\textsuperscript{+} \left( A\textsuperscript{3}Σ\textsuperscript{+}\textsubscript{g} \right) + h\nu | 200–600 nm         |
| 6   | Photo-recombination of electrons with Ar\textsuperscript{+} \textsubscript{2} | Ar\textsuperscript{+} \textsubscript{2} + e\textsuperscript{−} → Ar\textsuperscript{+} \textsubscript{2} + h\nu | 500–600 nm         |
| 7   | Chemiluminescence of NO\textsubscript{2}      | NO + O + M → NO\textsubscript{2} + M + h\nu                           | 450–800 nm         |
| 8   | Planck’s continuum                            | Blackbody radiation                                                    | Visible-NIR        |
continuum radiation \( (a^3\Sigma_g^+ - b^3\Sigma_u^+) \) in the 200–400 nm range, have a long and interesting history. For plasma characterization, small amounts of hydrogen gas can be introduced into plasmas, but, even without a deliberate supply, hydrogen can be produced by the dissociation of water molecules from the ambient air or by supplied gas with a poor quality.

The upper bound electronic state \( a^3\Sigma_g^+ \) of the hydrogen molecule is populated from the ground state \( X^1\Sigma_g^+ \) via direct electron impact excitation \( H_2(X^1\Sigma_g^+) + e^- \rightarrow H_2(a^3\Sigma_g^+) + e^- \) or via Penning excitation \( H_2(X^1\Sigma_g^+) + Ar(3P_{0.2}) \rightarrow H_2(a^3\Sigma_g^+) + Ar \) especially in argon plasmas [166,167]. Then, the \( H_2 \) continuum is produced by a spontaneous transition from \( H_2(a^3\Sigma_g^+) \) to the lower repulsive state \( H_2(b^3\Sigma_u^+) \) (see Ref. [166] and references therein):

\[
H_2(a^3\Sigma_g^+) \rightarrow H_2(b^3\Sigma_u^+) + h\nu_{\text{continuum}}. \tag{17}
\]

Since the wave functions of both the upper and lower states determine the spectral distribution of the transition probability, the accuracy of the theoretical emission spectra is limited by the potential energy curves used. The corresponding emissivity is presented in terms of the population density \( (N_a)_{v'} \) of \( H_2(a^3\Sigma_g^+) \) and the wavelength-dependent transition probability \( P_{v_a}\lambda(\lambda) \) as follows:

\[
\kappa_{H_2}(\lambda) = h\nu \sum_{v'} (N_a)_{v'} P_{v_a}\lambda(\lambda). \tag{18}
\]

Note that if the electron impact excitation is significant, the Fulcher-\( \alpha \) band \( (d^3\Pi_u - a^3\Sigma_g^+) \) should be observed simultaneously at approximately 600 nm due to the relatively small energy difference between \( H_2(d^3\Pi_u) \) and \( H_2(a^3\Sigma_g^+) \). However, because the \( H_2 \) continuum has been observed in argon plasmas while the Fulcher-\( \alpha \) band has not, Park et al. [84] concluded that the excitation of \( X^1\Sigma_g^+ \) to \( a^3\Sigma_g^+ \) state is mostly caused by Ar Penning excitation rather than direct electron impact. The significance of the Penning excitation by metastable Ar was already demonstrated in a previous work [167], which showed that a noticeable continuum emission occurred when \( H_2 \) was added to the argon discharge but not when added to the neon discharge. Moreover, most numerical simulation results show that the metastable Ar density is an order of magnitude larger than the electron density [34,168].

In argon plasmas, \( H_2\left(a^3\Sigma_g^+, \nu_0 = 0\right) \) and \( H_2\left(a^3\Sigma_g^+, \nu_0 = 1\right) \) can be major radiators of \( H_2 \) continuum radiation because the energy levels of
metastable Ar atoms $^3P_2^0$ (11.55 eV) and $^3P_0^0$ (11.72 eV) are close to the energy differences of 11.79 eV and 12.10 eV between the ground state and the two lowest vibrational states of $^2H_2\left(a^3\Sigma_g^+\right)$ \[167,169\]. For excitation from the ground state to $^2H_2\left(a^3\Sigma_g^+, v_0 > 1\right)$, additional energy should be supplied using other means, such as kinetic energy by energetic species. In addition, along with the population density, $P_{v_0=0, \lambda}(\lambda)$ is larger than the other probabilities in the 250–360 nm range.

**Helium molecular ion ($He_2^+$).** Helium gas is one of the most widely used working gases in atmospheric-pressure plasmas due primarily to its low breakdown voltage in high-pressure regimes and its high ionization potential energy. In helium discharges, metastable He and helium molecular ions ($He_2^+$) play a crucial role in the discharge phenomena \[170\]. For instance, metastable He atoms participate in the ionization process significantly through Penning ionization of nitrogen molecules from the ambient air \[39,171\] and the helium molecular ion is a major ionic species in helium capacitive discharges. The number density of $He_2^+$ is much larger than that of singly ionized helium ions \[170\].

Intense continuum radiation emitted by $He_2^+$ from a laboratory discharge in helium was first observed by Huffman et al. \[172\], who suggested that the most likely cause of the continuum in helium discharges is $He_2^+$. Similar to the case of dissociative radiation by hydrogen molecules, certain excited $He_2^+$ ions have a repulsive potential curve. Continuum emission in the UV-visible range is produced due to the electronic transition from a bound upper state $^2C^2\Pi_u$ to an unbound (repulsive) lower state $^2A^2\Sigma_g^+$. Using more accurately calculated potential curves of $He_2^+$, Hill \[173\] successfully calculated the spontaneous emission spectra of the $He_2^+$ continuum using a coupled Schrödinger equation technique while accounting for an avoided crossing of the $He_2^+\left(B^2\Sigma_g^+\right)$ and $He_2^+\left(A^2\Sigma_g^+\right)$ states. In helium discharges, the electron impact excitation of He [He + e$^-$ → He($^2\text{P}_1$) + e$^-$] and de-excitation of He($^3\text{S}_1$) [He($^3\text{S}_1$) → He($^2\text{P}_1$) + h$\nu_{706.5\text{nm}}$] produce He($^2\text{P}_1$), thus the presence of He($^2\text{P}_1$) can be indirectly noticed from the He I line emission at 706.5 nm. $He_2^+(^2C^2\Pi_u)$ is then formed via a three-body collision among He, $He^+$, and $He(2^3\text{P})$:

$$He + He^+\left(^2\text{S}_1\right) + He(2^3\text{P}) \rightarrow He + He_2^+(C^2\Pi_u). \quad (19)$$

The recombination of helium dimer dications ($He_2^{2+}$) is another possible mechanism for $He_2^+(C^2\Pi_u)$ formation. $He_2^+(C^2\Pi_u)$ decays radiatively to the lower unbound state $A^2\Sigma_g^+$ as follows:
\[
\text{He}_2^+ (C^2Π_u) \rightarrow \text{He}_2^+ \left( A^2Σ^+_g \right) + hν_{\text{continuum}}. \tag{20}
\]

Subsequently, the molecular ion rapidly dissociates into neutral helium and a helium ion. According to Ref. [174], in weakly ionized helium discharges with a low \( T_e \), ion-atom radiative collisions contribute significantly to continuum radiation:

\[
\text{He}^+ ({}^2S) + \text{He} ({}^1S) \leftrightarrow \text{He}_2^+ + hν; \tag{21}
\]

\[
\text{He}^+ ({}^2S) + \text{He} ({}^1S) \rightarrow \text{He} + \text{He}^+ + hν. \tag{22}
\]

Mihajlov et al. [174] theoretically calculated the spectral coefficients of the continuum emission due to ion-atom recombination (Reaction 21) and radiative charge exchange (Reaction 22), and they also compared those results with electron-ion and electron-atom bremsstrahlung spectral coefficients. Their results show that the contribution of ion-atom radiative collision depends on \( T_e \), which should not be entirely neglected in low-temperature helium plasmas in the spectral range of 400–800 nm.

**Electron characterization using electron-neutral bremsstrahlung**

Park et al. [38] reported optical diagnostic results in a 13.56 MHz helium capacitive discharge at atmospheric pressure. A clear continuum emission was observed and compared with the calculated \( \kappa_{ea} \). The fits result in a Maxwellian electron temperature of \( 1.5 \text{ eV} < T_e \sim 1.9 \text{ eV} < 2.4 \text{ eV} \) and an electron density of \( 1.53 \times 10^{11} \text{ cm}^{-3} < n_e \sim 2.9 \times 10^{11} \text{ cm}^{-3} < 5.8 \times 10^{11} \text{ cm}^{-3} \). The authors stated that such a range in \( n_e \) and \( T_e \) was determined because a time-averaged spectrum over an rf period was used. Nikiforov et al. [159] observed continuum radiation in the range of 300–700 nm in an 8-mm wide argon plasma jet, working with 10 W of rf input power at 13.56 MHz. The continuum spectrum was well fitted with the calculated \( \kappa_{ea} \), yielding \( n_e = (1.9 \pm 1.0) \times 10^{14} \text{ cm}^{-3} \) and \( T_e = (1.75 \pm 0.25) \text{ eV} \). Bazinette et al. [175] reported that the spectral shape of the measured continuum does not fit the calculated curve of \( \kappa_{ea} \). The experimental spectrum in the Ar+ NH\(_4\) capacitive discharge for a power density of \( 6.6 \text{ W} \cdot \text{cm}^{-3} \) at 9.6 MHz showed the peak emission at approximately 320 nm, which corresponded to a \( T_e \) of 1 \text{ eV} \), whereas the decrease in growth with increasing wavelength appeared much closer to the profile calculated for 4 \text{ eV} \). The authors stated that the deviation from the model may be explained by the presence of a proportion of non-Maxwellian electrons, super-elastic collisions potentially generating more energetic electrons, and the Ramsauer effect reducing the scattering of less-energetic electrons [175]. However, these electron dynamics were not observed by Thomson scattering diagnostics in the
atmospheric-pressure argon plasma jet [78]. Iordanova et al. [157] demonstrated a $T_e$ of 1.2 eV and $n_e$ of approximately $10^{15}$ cm$^{-3}$ in a 2.45 GHz argon torch with 800 W input power. The authors employed an iterative combination of the absolute line intensity-collisional-radiative model (ALI-CRM) and the absolute continuum intensity (ACI) method; ALI-CRM provides the $T_e$ values used as input parameters for the ACI method.

As discussed, continuum radiation in the UV-visible range is not radiated by a single source; rather, various continuum emissions are superimposed in the plasma emission spectrum because of the complex nature. The difference between the measured emission spectra ($\kappa_m$) of argon and helium discharges was reported by Choe’s group [84] as depicted in Figure 10. In the helium discharge shown in Figure 10(a), the theoretical $\kappa_{ea}$ (blue solid line) is well consistent with the measured spectrum $\kappa_m$, indicating $n_e = 8.7 \times 10^{10}$ cm$^{-3}$ and $T_e = 2.5$ eV. In the case of the helium capacitive discharge, the contribution from He$_2^+$ continuum radiation does not seem to be significant, although its contribution becomes considerable in a helium plasma jet [176]. A significant discrepancy between $\kappa_{ea}$ (blue curve) and $\kappa_m$ (dots) is revealed below 500 nm in the argon discharge spectrum as displayed in Figure 10(b), and the superposition ($\kappa_{total}$) of the two continuum spectra ($\kappa_{ea}$ and the H$_2$ dissociative continuum $\kappa_{H_2}$ given in Equation 18), which is indicated by the red curve, fits well with the measured $\kappa_m$. The $n_e$ and $T_e$ obtained from the neutral bremsstrahlung $\kappa_{ea}$ are $n_e = 6.3 \times 10^{11}$ cm$^{-3}$ and $T_e = 2.5$ eV, respectively.

### 3.2. Imaging techniques (2-D)

Two-dimensional plasma images of intrinsic optical radiation represent a common and accessible way of studying the spatial structure of plasmas. Historically, an analysis of the plasma structure only involved an examination of dark and light spots in photographs [143]. The basic concept underlying this approach is that when a radiation source at a given point in space is stronger, the electron density at that point is higher and the field that imparts energy to the electrons is also higher, resulting in an increasing chance of the plasma being radiative. However, because of the variety of radiation sources in plasmas, particularly in atmospheric-pressure plasmas, identifying the major factor in the optical radiation is nontrivial with this approach. That is, spectrally unresolved images cannot be accurately interpreted to characterize the plasma quantities due to the complexity of plasma optical emissions. Thus, a combination of imaging devices and optical filters with a narrow transmittance window for accurate wavelength selection has been offered as a cost-effective recording method for selective spectral images. Since the effective
aperture of the filter is usually large compared with the slits, a rapid and accurate spectral imaging for 2-D plasma characterization is guaranteed. Because of the interference filter’s unique benefits, it is widely used in various industries and in plasma studies. In the following, 2-D imaging of $T_e$ based on the principle of neutral bremsstrahlung and issues associated with its measurements are described. This technique is extremely simple.

As expressed in Equation 16, $T_e$ determines the spectral distribution of $\kappa_{ea}$ and $n_e$ contributes to the absolute magnitude of $\kappa_{ea}$. Figure 11(a) shows the spectral distributions of $\kappa_{ea}$, which is normalized at 580 nm for the sake of comparison, with different $T_e$ values. The results show that $T_e$ can be determined by fitting the spectral distribution of the measured continuum radiation to that of the theoretical $\kappa_{ea}$. Furthermore, $T_e$ can be estimated more simply from the dimensionless intensity ratio of two representative wavelengths as given in Figure 11(b).

Park et al. [118] proposed a novel method for imaging $n_e$ and $T_e$ using a combination of optical interference filters and an imaging device [a commercial digital single-lens reflex (DSLR) camera], and they also provided a practical consideration of DSLR cameras for this technique. The emission spectrum of the argon capacitive discharge with 200 W input power obtained by an absolutely calibrated spectrometer (Ocean Optics MAYA2000 Pro) is shown in Figure 11(c). The molecular spectra of $N_2(C^3\Pi_u - B^3\Pi_g)$ as well as $OH(A^2\Sigma^+ - X^2\Pi)$, $NH(A^3\Pi - X^3\Sigma^-)$, and $NO(A^2\Sigma^+ - X^2\Pi)$ appear in the UV range. Beyond 690 nm, argon and oxygen atomic lines are present. To avoid errors caused by extra emissions from excited atoms and molecules when determining $T_e$, the emission intensity in the spectral range from 450 nm to 690 nm is suitable for a continuum radiation measurement. It is worth noting that the argon discharge is favored for $n_e$ and $T_e$ measurements based on neutral bremsstrahlung, and helium plasmas are inappropriate because numerous atomic and molecular emissions are in a wide spectral region, as seen in Figure 5 above.

The blue- and red-colored peaks in Figure 11(c) depict the emission spectra measured using optical interference filters with a center wavelength of 514.5 nm and 632.8 nm, respectively, and a full width at half maximum (FWHM) of transmittance ($\lambda_{\text{FWHM}}$) of $< 1.5$ nm. The filters’ characteristics, including sufficiently high transmittances (≈ 33%) at the center wavelengths and optical densities > 4 in the other spectral ranges, were appropriate for the determination of $T_e$ via a comparison of two filtered plasma emission intensities with the theoretical emissivity of neutral bremsstrahlung. To verify the emission intensity result obtained by a DSLR camera with filters, the authors compared it with the emission intensity measured by the absolutely calibrated spectrometer. The emissivities at 514.5 nm (open symbols) and 632.8 nm (solid symbols) increased linearly in both measurements as the rf input power was raised from 140 W to
Figure 11(d) demonstrates the consistency between the camera results and spectrometer results and the linear radiometric response of the DSLR camera to the plasma emission. Consequently, although interference filters have an imperfect transmittance, such as a smooth-edged shape and ≥ 1.0 nm FWHM of the transmittance curve, the continuum radiation measurement performed using a commercial DSLR camera and interference filters appears sufficiently accurate to measure the spatial distribution of $T_e$ by considering the ratio of the two continuum emissivities.

Another issue to consider when using a digital camera for this imaging technique is the color filter array placed right in front of the sensors. A color filter (called a Bayer filter) consisting of an alternating color arrangement with one red, one blue, and two greens (RGB) is installed in most commercial digital cameras. For this reason, the RGB pixels should be split from the raw images using software and effective pixels should be selectively used to obtain plasma emission.

When an interference filter is used in an optic system, it should be carefully designed due to its unique characteristics. First, most interference
filters are manufactured for incident light at a normal angle of incidence, in which the surface of the filter is perpendicular to the light path. Because the center wavelength will be shifted to a lower wavelength and the shape of the transmittance will be distorted for non-normal incident light, an accurate measurement cannot be expected. To measure the $T_e$ of large plasmas, only the perpendicular light should be considered, and this can be accomplished by using a relevant optical system, for example, a two plano-convex lens system. Second, the transmittance of the filters is slightly influenced by the temperature because the filters consist of dielectric layers. All the layer thicknesses increase due to thermal expansion as the temperature increases, resulting in the shift of the transmittance curve toward longer wavelengths. Last, the optical density is of profound importance in continuum radiation measurements because the radiative power of atomic and molecular emission is non-negligible at certain wavelengths. Thus, a sufficient optical density should be used to block undesired photons.

Park et al. [118] considered the measurement error in the foregoing imaging diagnostics. Among the possible instrumental errors, the random noise in the pixel intensity plays a crucial role in determining $T_e$ because it is normally amplified through the subtraction of the dark current and the calculation of the dimensionless intensity ratio. With ±0.8% error (i.e. one standard deviation of data) in the intensity ratio of 514.5 nm and 632.8 nm, the determined $T_e$ has an uncertainty of −7.2% and +8.7% at $T_e = 2.0$ eV (i.e. the accuracy of the measured $T_e$ is in the 1.9–2.2 eV range). Because the uncertainty depends on the selected wavelengths, it can be decreased by reducing the error in the emissivity ratio or by selecting a different wavelength set (for instance, 300 nm and 700 nm as shown in Figure 6 in Ref. [118], which results in better accuracy for the same emissivity ratio error).

ICCD cameras, which have high sensitivity and high gating speed, enable nanosecond- and rf phase-resolved electron characterization in conjunction with optical filters or spectrometers. In this review, we leave practical issues and considerations related to ICCD cameras, which can be easily found in earlier articles [177,178]. Park et al. [177] first proposed and reported a 2-D rf phase-resolved electron characterization using a combination of an ICCD camera and optical filters in argon rf capacitive discharges at atmospheric conditions.

![Figure 6. Illustration of (a) electron-ion and (b) electron-neutral bremsstrahlung mechanisms.](image)
The authors clearly demonstrated the rapid structural transition from nonlocal to local electron heating at atmospheric-to-subatmospheric pressures; the electron heating during the sheath collapse weakens as the gas pressure decreases.

Figure 7. (a) Schematic of the experimental apparatus for an argon 13.56 MHz capacitive discharge and photographs of the unfiltered emission profile and the filtered emission profiles of 700.0 nm (corresponding Ar I), 514.5 nm, and 632.8 nm [118]. Reproduced by permission of IOP Publishing. (b) Plasma apparatus for the argon nanosecond-pulsed plasma jet with the relevant power system, and optically unfiltered and filtered images taken using a DSLR camera with interference filters with center wavelengths of 514.5 nm, 632.8 nm, and 700 nm [84]. Reproduced by permission of IOP Publishing.

Figure 8. Electron characteristics in various types of weakly ionized plasmas at atmospheric pressure [76–78,80,84,119,153–157] and valid range of each diagnostic technique.

Electron temperature (eV) vs. Electron density (m⁻³)

Figure 12 shows the spatiotemporal evolution of the 514.5-nm neutral bremsstrahlung spectrum and $T_e$ at 760 Torr, 400 Torr,
300 Torr, and 200 Torr. The findings revealed that the ohmic heating caused by the field-enhanced region built up by the space charge is depressed with decreasing pressure, which results in a decrease of $T_e$ during the sheath collapse. It is worth noting that neutral bremsstrahlung is still dominant in the continuum spectrum among continuum sources in these discharges up to 200 Torr. This phase-resolved technique was also applied to the study of frequency effects on electron heating structures. Figure 13 shows the spatiotemporal evolution of 514.5-nm neutral bremsstrahlung and $T_e$ in single-frequency and dual-frequency-driven plasmas at atmospheric pressure [119]. The results reveal that a spatiotemporally symmetric structure in electron heating becomes asymmetric (via a local suppression of electron temperature) as two-frequency power is simultaneously introduced. It means that collisional electron heating derived from a high frequency is

---

**Figure 9.** Fraction of the neutral bremsstrahlung emissivity, $K_{ea}/(K_{ea} + K_{eli} + K_{fli})$, with (a) 3.0-eV $T_e$ at 300 nm, (b) 1.0-eV $T_e$ at 300 nm, and (c) 1.0-eV $T_e$ at 900 nm as a function of the gas pressure and electron density. The neutral bremsstrahlung-based electron diagnostic technique is valid under the conditions in the white region ($K_{ea}/(K_{ea} + K_{eli} + K_{fli}) \approx 1$).

---

**Figure 10.** Measured spectra ($K_m$) of 13.56 MHz capacitive discharges with rf input power of 200 W in (a) helium and (b) argon [84]. Reproduced by permission of IOP Publishing. The total emissivity $K_{total} (= K_{ea} + K_{H_2})$ is denoted by the red curve, and the emissivities of the $e - \text{ab} r e m s s t r a h l u n g (K_{ea})$ and the $H_2$ continuum ($K_{H_2}$) are denoted by the blue and the green curves, respectively.
Figure 11. (a) Normalized neutral bremsstrahlung emissivity with various $T_e$ from 1.0 eV to 3.0 eV and (b) electron temperature as a function of the emissivity ratio between two different wavelengths, 514.5 nm and 632.8 nm [118]. (c) Argon plasma emission spectra measured by the calibrated spectrometer and relevant optical system [118]. The absolute intensity of the plasma emission is indicated by black dots, and emissions that passed through interference filters with $\lambda_c = 514.5$ nm and 632.8 nm are indicated by the blue and red lines, respectively. (d) Intensity variations of a digital camera and a spectrometer at various rf input powers [118]. Reproduced by permission of IOP Publishing.

Figure 12. Nanosecond-resolved visualization of the electron heating structure [177]. Spatiotemporal evolution of 514.5-nm continuum radiation (left side) and $T_e$ (right side) at (a) 760 Torr, (b) 400 Torr, (c) 300 Torr, and (d) 200 Torr. The intensities of the continuum radiation are normalized by the maximum intensity, and the unit of $T_e$ is eV. Color bars are located on the right side of each image.
spatiotemporally tailored by low-frequency power, and such a phenomenon is rarely observed in low-pressure capacitive plasmas.

3.3. Imaging techniques (3-D or cross-sectional)

Multidimensional electron diagnostics to obtain spatial information in discharges at atmospheric pressure represent a key requirement for fulfilling scientific as well as industrial needs. For example, as monitoring the spatial uniformity of the plasma characteristics becomes an essential part of plasma applications, imaging techniques that provide a horizontal slice of plasma are required. Thus, to obtain the spatial distribution of plasma parameters, various techniques have been developed, such as a 2-D probe array system [179] and the reconstruction technique using the system function for chord-integrated plasma emissions [180]. The recent trend in modern plasma diagnostics emphasizes cross-sectional imaging and 3-D mapping of plasma parameters due to the powerful advantage of examining the inside of the plasma. However, measuring the cross-sectional distribution of plasma quantities is nontrivial using only OES because line-integrated (or volume-integrated) measurements

Figure 13. Nanosecond-resolved visualization of electron heating [119]. Spatiotemporal evolution of neutral bremsstrahlung at 514.5 nm measured in a (a) 4.52-MHz single-frequency discharge, (b) 13.56-MHz single-frequency discharge, and (c) dual-frequency discharge; and spatiotemporal evolution of $T_e$ in (d) 4.52-MHz single-frequency discharge, (e) 13.56-MHz single-frequency discharge, and (f) dual-frequency discharge. The dashed lines indicate the measured discharge voltage waveforms. The intensities of the continuum radiation are normalized by the maximum intensity, and the unit of $T_e$ is eV.
are indispensable. Thus, special attention has been paid to the computational tomographic (CT) reconstruction technique that was developed to mathematically reconstruct the local information from the set of line-integrated (projection) data because tomographic OES has become an attractive solution that yields the most complete picture of the plasma kinetics. In addition to plasma diagnostics \([181–183]\), this technique has been well established, and it is actively used in the fields of medical imaging \([184]\) and astronomy \([185,186]\).

In most cases, the tomography algorithm seeks to reconstruct distributions over the region of interest with a limited number of lines of sights, and it can be formulated into an algebraic nonlinear optimization problem. Thus, a number of mathematical approaches (e.g. Tikhonov regularization, minimum Fisher information, and the maximum entropy method) have been developed for tomographic reconstruction, and comparative studies with those methods have been conducted \([187]\). Because the reconstruction performance depends on expected solutions (synthetic images) and the detectors’ configuration and arrangement, reconstruction tests are a prerequisite and enable improvements to the reconstruction result. In cases that show plasma characteristics with azimuthal symmetry, the reconstruction of a 2-D plasma image can be simplified by analytic inversion techniques, such as Abel inversion, of which merits are low computational cost and the requirement of only a single integrated 1-D image. This technique has been commonly employed for nonequilibrium plasmas with azimuthal symmetry, such as plasma jets, microwave torches, and other cylindrical plasmas.

In 2002, Makabe and Petrović \([100]\) reported that CT provides a better understanding of plasma kinetics in low-pressure rf plasmas, and they claimed that real-time cross-sectional monitoring and control of plasma processing can be achieved by the CT technique. Cai and Kaminski \([188]\) proposed a new technique that can simultaneously retrieve the distributions of gas temperature, chemical concentrations, and pressure based on broad bandwidth, frequency-agile tomographic absorption spectroscopy. Rathore et al. \([189]\) reported a prototype of an automatic tomographic diagnostic system for real-time monitoring and control of a microwave-induced plasma torch, and they used a detector assembly that consisted of 8 cameras at 45° angular distance, which covered a 360° view, and a filtered backprojection algorithm. In 2017, Babou et al. \([190]\) demonstrated that the 3-D structure of plasma airflow can be reconstructed using a single imaging device. Five images obtained for different projection angles were taken by using a combination of a high-speed CCD camera and four tilted mirrors, and additional images were generated (resampling) via trigonometric interpolation for the Radon transform. This resampling implies the introduction of virtual lines of sight, which ensures an improved coverage of the reconstruction domain. For quite periodic plasmas during interesting time periods, a rotating plasma source or an imaging device is one straightforward solution for performing tomographic reconstruction or
confirming the reconstruction results with a sparser data set. As the demands for characterizing meter-sized plasma increased, Jang et al. [191] attempted to apply tomographic optical diagnostics to an 8th generation plasma device (an electrode with a size of $2.6 \times 2.2 \, \text{m}^2$) for the real-time monitoring of the spatial plasma information as detailed in Figure 14.

Unfortunately, a 3-D interpretation of plasma physics associated with electrons in nonequilibrium plasmas at atmospheric pressure has not been reported, which we believe is due to diagnostic difficulties and not a lack of interest in those physics. We hope that the technique and practical considerations given in this review will provide guidance and serve as a reference for 3-D electron characterization.

4. Implications for plasma applications

As discussed, one unique feature of weakly ionized plasmas at atmospheric pressure is that the release of plasmas into intended targets is facilitated. Thus, ‘plasma treatment’ is a basis of plasma applications. Regarding this, the set of weakly ionized plasma systems is always an interdisciplinary and multiphase problem, and plasma applications can be roughly classified into two groups: plasma-solid and plasma-liquid couplings (needless to say, they always include the gas phase). In certain cases, all states of matter should be considered (e.g. plasma interactions with human tissues).

**Plasma–solid system**

One fairly good example of a plasma-solid system is plasma-catalysis. The combination of plasma and solid catalyst promises dramatic improvements in catalytic or energy efficiency compared with that of plasma or catalyst alone in relevant engineering. Active attempts to employ plasma-catalysis
technology for a wide range of applications from environmental remediation, such as gas conversion [194,195] and pollutant destruction [196,197], to biological engineering [198,199] have shown impressive results. In this system, the heterogeneous interdependence between plasma and catalyst is quite complex, with plasma inducing physicochemical changes in the catalysts and vice versa, the catalyst modifying the electric field distribution and gaseous chemical composition [as presented in Figure 15(a)]. Mainly, catalyst beads or pellets filled inside the plasma reactor act as a dielectric support, and the electric field strength is modified and enhanced at certain points due to the catalysts [200]. While the field enhancement does not directly modify the chemical properties of the plasma-catalysis system, it modifies the electron temperature, which in turn determines the overall plasma characteristics and gaseous chemical composition and hence the relative fluxes of plasma species reaching the catalyst [201]. Because the role of electron impact dissociation is important, high electric field strength and electron temperatures are favored in such systems.

Similar to the macroscopic modification of an electric field, microscopic physical fields should be considered together. Theoretically speaking, solid walls that directly face the plasma are likely to be charged electro-negatively due to the free electrons. Consequently, the space, where shows a rapid voltage drop and imbalance between electron and ion flux (i.e. ‘sheath’), is built up. Currently, defining the plasma-sheath boundary in weakly ionized collisional discharges at high pressure is nontrivial, and achieving consensus on a scientific definition of the sheath edge in the plasma community is still necessary. Regardless, the plasma sheath obviously affects electron heating as well as the plasma species flux onto

Figure 15. (a) Visualization of the continuous influence of plasma and catalyst on the gas conversion process [192]. (b) Criteria for direct interaction between plasma and catalyst ([193], reproduced by permission of Elsevier).
the solid surface. The flux of oxygen-related species was first investigated in terms of plasma sheath dynamics in 2012 [202]; thus, relevant topics associated with plasma-solid interactions have been rarely studied and remain poorly understood. Figure 15(b) shows a simplified scheme of direct interaction between plasma and catalyst, although based on the detailed sheath study, such a scheme should be advanced.

The significance of electron temperature in such systems has been intuitively discussed in previous studies, and coupling and synergistic effects of plasma-catalysis on this multiphase system presently remain unclear. Thus, for such multiphase systems, those effects need further investigation based on simultaneous characterizations of both plasma and catalyst. That means a number of opportunities for experimental and theoretical studies remain, and they might open a new era of plasma and relevant research, which is why simple and reliable plasma diagnostics, particularly for free electrons, are vitally needed as an alternative to complex and conventional methods.

**Plasma–liquid system**

As discussed, recent plasma applications have primarily been developed for the biomedicine and agriculture fields. For many of these applications, the targets of plasma treatment are placed in a humid environment (or in direct contact with water). When the plasma directly interacts with the liquid, strong macroscopic physical and chemical processes are induced as detailed in Figure 16. Similar to the plasma-catalysis system, the heterogeneous interdependence between plasma and liquid makes such systems a nonlinear problem, with dissolved plasma species (including hydrated electrons) affecting liquid properties and *vice versa*, the vaporized (or collision-induced desorption) water and electrons changing the plasma status. Mass transfer across the gas-liquid boundary is coupled to steep and dynamic changes in the physical fields of space charges, temperature gradients, and shockwaves. In addition, this problem is more complicated than the plasma-solid problem because of the chemical reactions associated

![Figure 16. Comparison of direct and indirect plasma-liquid interactions; liquid is not part of the electric circuit in indirect interactions [206]. Reproduced by permission of IOP Publishing.](image-url)
with several hundred plasma species and dissolved chemical species. Although the hydrated electron has been extensively studied for radiation chemistry (e.g. electron beams) [203–205], free electrons in plasmas under such conditions are still challenging and poorly understood. Valuable and significant issues associated with free electrons that have not been resolved are listed as follows.

(i) Approximately 10% of the hydrated electrons at the plasma-water interface may be vaporized, suggesting that the role of hydrated electrons in plasma may be significant [69].

(ii) Surface charge deposition induces changes in the macroscopic morphology of liquid surface (e.g. due to mass transfers caused by electrohydrodynamic force or a change of dielectric and surface tension).

(iii) Effect of vaporized water molecules on electron density and temperature.

(iv) Plasma sheath formation that determines the chemical flux to the liquid and the energy of electrons and ions striking the liquid surface.

(v) Filtering of short-lived chemical species, which are intermediates between long-lived species in the bulk liquid and plasma species, at the topmost liquid layer requires detailed investigations of the electron dynamics near the plasma-liquid interface.

Currently, numerical models covering the plasma to liquid phases have been actively reported [206,207], and the results show better insights into the chemical processes in the liquid compared with the plasma processes because simplified plasma models are usually preferred due to their low computational cost. Of course, since the electron dynamics have not been studied via experimental investigations, even with numerical approaches, electron-related processes (including the issues listed above) remain poorly understood. Thus, the interplays between plasma and liquid and their synergy again need further investigation based on the simultaneous characterization of both factors. A number of species coexist in plasma and liquid, and interference among these species increases the difficulty of evaluating plasma quantities. Thus, care should be taken in the diagnostics applied to such systems.

Regarding the use of electron temperature as an input parameter in most numerical models, the electron characteristics in plasmas should not be left as a black box. Precise characterizations of and information on plasma-solid and plasma-liquid multiphase systems will provide new insights into pending issues in weakly ionized plasmas that extend from basic science to industrial engineering, including methods of enhancing...
plasma reactivity and optimizing the overall efficiency of plasma processing.

5. Conclusions and outlooks

Observations in recent decades indicate that plasma science and technology has penetrated into our daily lives and become fundamental in relevant science and technology, including nanotechnology, energy, biology, and environmental technologies. Thus, the importance of fundamental plasma studies and active industrial plasma applications is clear. More sophisticated types of plasma sources have been developed to pursue these activities and abundant results on unique plasma characteristics have been reported; however, our understanding of the science underlying the outcomes is still unsatisfactory in many cases. Many plasma-assisted processes are still conducted via empirical and heuristic ways that are not supported by a thorough understanding based on detailed diagnostics of plasma quantities. Combining a scientific understanding with application attempts will definitely provide opportunities for the industrial commercialization of atmospheric-pressure plasmas as a new technology. In this regard, high priority works that should be accomplished include the (i) development of simple and reliable diagnostic tools and (ii) characterization of plasma based on various controllable parameters with a simple geometry.

Electron diagnostic techniques used for characterizing electrons in weakly ionized atmospheric-pressure plasmas (e.g. plasma jets, DBDs, and rf capacitive discharges) have been reviewed along with the electron information reported earlier. In addition to the basic principles and merits of the diagnostics, their limitations and practical considerations have been discussed. Weakly ionized plasmas have unique features that make electron characterization challenging. Therefore, the OES method, which assures a high spatiotemporal resolution, represents a very powerful diagnostics tool for such plasmas. In addition, passive OES can be used to measure a variety of plasma quantities with only a single measurement. One great merit is that the $n_e$ and $T_e$ values determined by bremsstrahlung in continuum radiation can be cross-checked using Stark broadening and line-to-line ratio methods (under available conditions) and vice versa. In addition, the electric field strength and ro-vibrational temperature of diatomic molecules can also be simultaneously estimated along with electron characterization. Particular attention has been paid to continuum radiation-based electron characterization methods that facilitate multidimensional imaging of electron density and temperature by introduced imaging and tomographic techniques. As low-temperature plasmas, particularly weakly ionized atmospheric-pressure plasmas, are experiencing a
renaissance and opening a new era of research on diverse plasma applications, further progress is expected toward the elucidation of electron characteristics on the complex plasma-solid and plasma-liquid systems.
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