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Time-resolved measurement techniques are opening a window on nonequilibrium quantum phenomena that is radically different from the traditional picture in the frequency domain. The simulation and interpretation of nonequilibrium dynamics is a conspicuous challenge for theory. This paper presents an approach to quantum many-body dynamics that is based on a Hamiltonian formulation of the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of equations of motion for reduced density matrices. These equations have an underlying symplectic structure, and we write them in the form of the classical Hamilton equations for canonically conjugate variables. Applying canonical perturbation theory or the Krylov-Bogoliubov averaging method to the resulting equations yields a systematic approximation scheme. The possibility of using memory-dependent functional approximations to close the Hamilton equations at a given level of the hierarchy is discussed. The geometric structure of the equations gives rise to reduced geometric phases that are observable even for noncyclic evolutions of the many-body state. The approach is applied to a finite Hubbard chain which undergoes a quench in on-site interaction energy $U$. Canonical perturbation theory, carried out to second order, fully captures the nontrivial real-time dynamics of the model, including resonance phenomena and the coupling of fast and slow variables.

I. INTRODUCTION

Nonequilibrium quantum dynamics is an important frontier in contemporary physics. While traditional experimental methods usually probe quantum dynamics in the frequency domain, recent advances in time-resolved measurement techniques have made it possible to study quantum systems on ultrafast time scales. Noteworthy examples are attosecond pump-probe imaging of electron dynamics [1], [3], time-of-flight measurements of ultracold atoms in optical lattices [4], and ultrafast magnetization dynamics [5, 6]. These experiments and others offer the chance to directly explore little understood topics such as the role of many-body coherence and heredity in real-time dynamics, nonequilibrium quantum quench dynamics [7, 9], and relaxation in closed quantum systems [10, 11]. They have also raised the exciting possibility of realizing fundamentally new dynamical phenomena that have no analogs in equilibrium systems.

These experimental achievements are triggering a renaissance in the theory of nonequilibrium quantum dynamics. We can now add to the traditional formulations — nonequilibrium Green function theory [12], with the Keldysh technique [13], the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of equations of motion for reduced density matrices [14–16], and time dependent density functional theory (TD DFT) [17] — a number of sophisticated approximation schemes, including nonequilibrium dynamical mean-field theory [18, 19], the time-dependent Gutzwiller approximation [20, 21], the time-dependent density-matrix renormalization group method [22], and continuous-time quantum Monte Carlo [23]. Each of these approximations has strengths and weaknesses, and no practical approach has been found for treating all of the open questions mentioned above. Keldysh Green function theory is probably the most widely used method for nonequilibrium many-body dynamics. However, it has drawbacks since in practical calculations one is limited to relatively short times due to the appearance of secular terms [24], i.e. errors that grow as a power of time, in diagrammatic perturbation theory. TD DFT is an increasingly popular approach, especially in nanoscale and molecular physics. In principle, TD DFT and related functional theories would provide a more economical description of real-time quantum dynamics; however, one first needs a functional approximation for the exchange-correlation potential $v_{xc}$ and very little is known about the memory dependence this functional must have in strongly-driven nonadiabatic regimes.

In this paper, I present a theoretical framework for nonequilibrium quantum dynamics that is based on a Hamiltonian formulation of the BBGKY hierarchy of equations of motion. The equations are transformed to classical Hamilton equations for generalized coordinates and momenta by appealing to the underlying symplectic structure of quantum dynamics. The principal advantage of writing the equations in this form is the ability to make powerful analogies with the well-developed approximation schemes of classical mechanics. Applying canonical perturbation theory to the Hamilton equations for reduced variables, we obtain a systematic approximation scheme that goes beyond mean-field theory. The method is especially useful for fast/slow systems, where there is a separation of time scales. The Krylov-Bogoliubov averaging method [25, 27] can be used to derive effective equations for the slowly varying part, the “guiding center”, of a dynamical variable by averaging...
over rapid oscillations. Averaging reduces the complexity of the equations and gives important insights into the dynamics. The formulation in terms of classical Hamilton equations may prove useful in analyzing the properties of integrable and nearly-integrable systems as well as the transition to quantum chaos. Additionally, the use of reduced density matrices has important advantages in strongly-correlated systems because there is no need to rely on a noninteracting reference system. Effective classical dynamical equations have appeared previously in the context of semiclassical, mean-field or variational approximations [20, 28, 35]. Here, in contrast, Hamilton equations are obtained exactly by means of a transformation to canonically conjugate reduced variables.

Geometry is gaining recognition as a powerful aid in understanding complex quantum systems. The quantum geometric tensor [30, 37] has been used to analyze quantum phase transitions [38, 39], and the effect of geometric phase in nonequilibrium phase transitions is beginning to be addressed [40]. Examples of induced gauge potentials [36, 37, 41–44] are too numerous to list. Another way geometric phase manifests itself in real-time dynamics is beginning to be appreciated [47]. One of the nice properties of this convention is that $\operatorname{Tr} \rho_1 = N$ is the number of particles, $\operatorname{Tr} \rho_2 = N(N-1)/2$ is the number of pairs, etc. The particle density is simply $n(x) = \rho_1(x,x) = \langle x | \rho_1 | x \rangle$. It is natural to interpret the eigenvalues $n_i$ of $\rho_1$ as the mean occupation numbers of single-particle orbitals, $|\phi_i\rangle$, the eigenfunctions of $\rho_1$. These single-particle orbitals are called natural orbitals [48]. For fermions, the Pauli principle constrains the $n_i$ to lie in the interval $[0, 1]$. Reduced density matrices encapsulate the information about the averages of all possible physical observables (acting locally in time) in an efficient way. For example, to evaluate the expectation value of any $n$-body observable $A$ it is enough to know $\rho_n$ because

$$\langle A \rangle = \operatorname{Tr} (A\rho_n).$$

Since in practice we are mainly interested in one- and two-body observables, we need only calculate $\rho_1$ and $\rho_2$.

The BBGKY hierarchy is a set of coupled equations of motion for the reduced density matrices. The equation of motion for level $n$ can be derived by taking the partial trace of the von Neumann equation [10]. One obtains the equation of motion

$$i \frac{d\rho_n}{dt} = \sum_{i=1}^{n} [h_i, \rho_n] + \sum_{i>j=1}^{n} [V_{ij}, \rho_n] + (n+1) \sum_{i=1}^{n} \operatorname{Tr}_{n+1} [V_{i,n+1}, \rho_{n+1}].$$

(6)

It is not possible to propagate this equation in time without first knowing $\rho_{n+1}$ since it appears on the right-hand side. This feature is present at every order (except the last), coupling the entire hierarchy into a sequence. In practical calculations, the hierarchy is usually closed at some order $n$ by expressing $\rho_{n+1}$ in terms of $\rho_k$ of order $k \leq n$. In the position representation, the first equation of the hierarchy is

$$i\partial_t \rho_1(1,1') = [h(1) - h(1') \rho_1(1,1')] + 2 \int d2 [V(1,2) - V(1',2)] \rho_2(1,2,1',2),$$

(7)
where \( I = (r_1, \sigma_1) \) is a composite position-spin variable and we have suppressed the time dependence of the density matrices and possible time dependence of \( h \) and \( V \).

### III. GEOMETRIC STRUCTURE OF THE BBGKY HIERARCHY

In this section, after reviewing the symplectic structure of quantum mechanics (Sec. IIIA), I show that the BBGKY hierarchy also has an underlying symplectic structure (Sec. IIIC), which gives rise to a new type of geometric phase (Sec. IID). By symplectic structure we mean the skew-symmetric structure of a manifold that, in physics, is most familiar from Hamiltonian dynamics in phase space. Recall that the Hamilton equations for an \( n \)-freedom classical system with canonical conjugate coordinates and momenta \( \{q^\mu, p_\mu\} \) can be written as

\[
\frac{d\xi^\mu}{dt} = \omega^{\mu\nu} \frac{\partial H}{\partial \xi^\nu},
\]

where \( \xi^\mu = (q_1, \ldots q_n, p_1, \ldots p_n) \), \( H \) is the Hamiltonian and \( (\omega^{\mu\nu}) \) is the skew-symmetric matrix

\[
(\omega^{\mu\nu}) = \begin{pmatrix}
0_n & I_n \\
-I_n & 0_n
\end{pmatrix}
\]

with \( 0_n \) and \( I_n \) representing the \( n \)-dimensional null and identity matrices, respectively. Throughout the paper, I adopt the Einstein summation convention for repeated Greek indices.

#### A. Symplectic structure of quantum mechanics

As a prelude to the BBGKY hierarchy, we review the symplectic structure of quantum mechanics \cite{50, 53} following the presentation in Ref. 52.

The Dirac-Frenkel stationary action principle

\[
\delta \int_{t_1}^{t_2} \langle \Psi | i \partial_t - H | \Psi \rangle dt = 0
\]

subject to \( |\delta \Psi(t_1)\rangle = |\delta \Psi(t_2)\rangle = 0 \) leads to the differential equation (in a coordinate free representation)

\[
i\langle d\Psi | \dot{\Psi} \rangle - i\langle \dot{\Psi} | d\Psi \rangle = dE,
\]

where the dot represents \( d/dt \) and \( E = \langle \Psi | H | \Psi \rangle \). Introducing a complete set of local coordinates \( (x^1, x^2, \ldots) \) for projective Hilbert space, this equation becomes

\[
-2\text{Im} \langle \partial_{\mu} \Psi | \dot{\Psi} \rangle = -2\text{Im} \langle \partial_{\mu} \Psi | \dot{\partial}_{\nu} \Psi \rangle \dot{x}^\nu = \partial_{\mu} E,
\]

where \( \partial_{\mu} = \partial/\partial x^\mu \). Now introduce the symplectic metric \( \sigma \) with components

\[
\sigma_{\mu\nu} = -2\text{Im} \langle \partial_{\mu} \Psi | \partial_{\nu} \Psi \rangle.
\]

If the metric is nondegenerate, then the matrix \( (\sigma_{\mu\nu}) \) is invertible and according to the Darboux theorem, there exists a canonical transformation from the \( x^\mu \) to canonical coordinates \( \xi^\mu = (q_1, \ldots q_n, p_1, \ldots p_n) \) under which \( (\sigma_{\mu\nu}) \) transforms to \( (\omega^{\mu\nu}) \) and Eq. (12) takes exactly the form of the Hamilton equations in Eq. (9). Since Hamilton equations imply symplectic structure, this tells us that quantum dynamics has a symplectic structure. The origin of symplectic structure can be traced back to the invariance of the Hermitian inner product on Hilbert space \cite{53, 54} under unitary transformations. Note that the imaginary number \( i \) has been completely removed from the equations.

Now, consider any two Hermitian observables \( F \) and \( G \). Expressing their expectation values for a state \( |\Psi\rangle \) as smooth functions of \( x^\mu \), the Poisson bracket is defined as

\[
\{F, G\} = \sigma^{\mu\nu} \frac{\partial F}{\partial x^\mu} \frac{\partial G}{\partial x^\nu},
\]

and one can show

\[
\{F, G\} = \frac{1}{i} \langle \Psi | [F, G] | \Psi \rangle.
\]

The equation of motion of \( F \) is

\[
\dot{F} = \frac{1}{i} \langle \Psi | [F, H] | \Psi \rangle = \{F, H\},
\]

which gives the Hamilton equations (8) for \( F = \xi^\mu \).

#### B. Symplectic structure of the von Neumann equation

Before continuing to the BBGKY hierarchy, let us extend the results of the previous section to mixed state dynamics governed by the von Neumann equation. We shall demonstrate the symplectic structure of the dynamics in systems with finite-dimensional Hilbert spaces \cite{55}.

Consider an \( N \)-level quantum system. The density matrix of the system can be diagonalized by a unitary transformation, i.e., there exists \( V \in SU(N) \) such that \( D = V^\dagger \rho V \) is a diagonal matrix. Let \( w_1 > w_2 > \cdots w_m \geq 0 \) denote the possibly degenerate eigenvalues of \( D \). Let \( k_i \) denote the multiplicity of \( w_i \). We have \( k_1 + \cdots + k_m = N \), and the condition \( \text{Tr} \rho = 1 \) implies \( k_1 w_1 + \cdots + k_m w_m = 1 \). Explicitly, the matrix \( D \) is

\[
D = \begin{pmatrix}
w_1 I_{k_1} & & \\
& \ddots & \\
& & w_m I_{k_m}
\end{pmatrix}.
\]

The set \( \{w_i, k_i\} \), being conserved by the von Neumann equation, defines a subspace

\[
O_\rho = \{\rho' | \rho' = U \rho U^\dagger \text{ for } U \in SU(N)\}
\]

of the full space of density matrices. Thus, the phase space of the system is "stratified" into subspaces, and the dynamics takes place entirely within a single subspace.
Through the formulas \[ \rho = N^{-1}I_N + ir \]
\[ H = \text{Tr}HI_N + i\hbar, \]
(19)
every density matrix and Hamiltonian can be put into one-to-one correspondence with elements \( r, \hbar \in su(N) \), where \( su(N) \) denotes the space of anti-Hermitian \( N \times N \) matrices. The von Neumann equation becomes the Bloch equation in the form of the Hamilton equations:
where \( \rho \) is the density matrix and the Hamiltonian can be written in the form of Hamilton equations:
\[ \dot{\rho} = \mathcal{H} \]
(25)
As the Bloch equation conserves \( |\vec{r}| \), it is convenient to work with the spherical angle coordinates \( (\theta, \varphi) \). The arguments above guarantee that we can write the dynamical equations in the form of the Hamilton equations:
\[ \dot{\varphi} = \omega_{\theta \varphi} \frac{\partial \mathcal{H}}{\partial \theta}, \quad \dot{\theta} = \omega_{\theta \varphi} \frac{\partial \mathcal{H}}{\partial \varphi}, \]
(26)
where \( \mathcal{H} = \cos \theta \) is the Hamiltonian function and \( (\omega_{\mu \nu}) \) is a skew-symmetric matrix whose elements can be calculated directly from Eq. (22). An easier way is to read off the elements \( (\omega_{\mu \nu}) \) from the differential surface form \( \omega = \sin \theta \, d\theta \wedge d\varphi \), which gives \( \omega_{\theta \varphi} = -\omega_{\varphi \theta} = \sin \theta \). Then, the identity \( \omega_{\alpha \beta} \omega_{\beta \gamma} = \delta_{\alpha \gamma} \) implies \( \omega_{\varphi \theta} = -\omega_{\theta \varphi} = -1/\sin \theta \), so we have
\[ (\omega_{\mu \nu})|_{\theta, \varphi} = \begin{pmatrix} 0 & \frac{1}{\sin \theta} \\ -\frac{1}{\sin \theta} & 0 \end{pmatrix}. \]
(27)
But \( (\omega_{\mu \nu}) \) is not yet in the form of Eq. (9) because \( (\theta, \varphi) \) are not canonical coordinates. Since \( \mathcal{H} = \cos \theta = Z \) is a constant of the motion while \( \varphi \) is an ignorable coordinate, it is easy to see that \( (\varphi, Z) \) are canonical coordinates. Performing a canonical transformation from \( (\theta, \varphi) \) to \( (\varphi, Z) \), we find that \( (\omega_{\mu \nu}) \) takes the canonical form in Eq. (9) and the Hamilton equations become
\[ \dot{\varphi} = \frac{\partial \mathcal{H}}{\partial Z} = 1, \quad \dot{Z} = -\frac{\partial \mathcal{H}}{\partial \varphi} = 0. \]
(28)

C. Symplectic structure of the BBGKY hierarchy

Now let us look for symplectic structure in the BBGKY hierarchy of equations of motion. If the equations are found to have symplectic structure, the next step will be to ask if they also have Hamiltonian structure. We will say that they have Hamiltonian structure if they can be written in the form of Hamilton equations. Marsden, et al. have previously shown that the classical BBGKY hierarchy has a Hamiltonian structure with a Lie-Poisson bracket on the dual of the hierarchy Lie algebra. They studied the hierarchy as a whole using the theory of momentum maps. In addressing the quantum BBGKY hierarchy I will take a different perspective, focusing on the coupling between adjacent levels of the hierarchy and identifying a Hamiltonian structure with an explicit partitioning of the canonical variables.

The symplectic structure of the BBGKY hierarchy is ultimately a consequence of the symplectic structure of the von Neumann equation from which it is derived. In simple terms, we can understand the symplectic structure of the von Neumann equation as following from the appearance of the commutator, which induces a Poisson bracket structure on the space of density matrices.
The importance of the phases $\zeta$ is a phase their conjugate variables? The variable conjugate to $n_k$ is the degree of freedom corresponding to the one-parameter family of unitary transformations $U_n U^\dagger$, where $U = e^{-i\eta_n}$ and $s$ is a parameter. The operator $n_k$ is the generator of $\zeta_k$ translations in the same way that the momentum operator is the generator of spatial translations. However, $\zeta_k$ is not the expectation value of any self-adjoint operator because the existence of such an operator would violate the uncertainty principle. The importance of the phases $\zeta_k$ for the dynamics of the $n_k$ was recognized in Refs. 45, 47 and 59.

The phases $\zeta_k$ introduced in Refs. 45 and 47 are not invariant to the gauge transformation $|\phi_k\rangle \rightarrow e^{i\lambda_k} |\phi_k\rangle$.

The $\zeta_k$ should be understood as relative phases because they can only be uniquely defined relative to a specific choice of time-dependent phases for the $|\phi_k\rangle$. However, gauge-invariant phases $\alpha_k = \int^t \dot{\alpha}_k dt'$ can be defined through the expression

$$\dot{\alpha}_k = \dot{\zeta}_k + i\langle \phi_k | \dot{\phi}_k \rangle.$$  \hspace{1cm} (31)

The phase $\alpha_k$ is invariant under the above gauge transformation because $i\langle \phi_k | d\phi_k \rangle \rightarrow i\langle \phi_k | d\phi_k \rangle - d\lambda_k$ while $d\zeta_k \rightarrow d\zeta_k + d\lambda_k$. In Ref. 59 phase-including natural orbitals $e^{-i\zeta} |\phi_k\rangle$ (in our notations) are defined, which are gauge invariant for the same reason. Equation (31) has the form of a covariant derivative. In Sec. IIIB we shall show that the $\zeta_k$ combine with the $n_k$ and $|\phi_k\rangle$ to form a geometric phase. It is worth noting that any $\alpha_k = \alpha_k(t)$ can be realized if the Hamiltonian, containing one-body and two-body operators, is allowed to be arbitrary. For any $H = H(t)$ generating phases $\alpha_k(t)$, $H' = UHU^\dagger - iU\partial_t U^\dagger$ with $U = e^{i\alpha_n} n_k$ generates phases $\dot{\alpha}_k'(t) = \dot{\alpha}_k(t) + \beta_k(t)$. Notice that such a transformation does not affect the one-body terms of $H$.

The $\alpha_k$ and $\zeta_k$ do not appear in $\rho_1$. It is surprising that the degrees of freedom of $\rho_1$ do not form a closed set of canonically conjugate variables. To construct a complete set of conjugate variables describing all of the degrees of freedom of $\rho_1$, namely the set $\{q^\alpha, p_\mu, n_k\}$, it is necessary to add the variables $\alpha_k$ to that set. The $\alpha_k$ can be taken as the conjugate variables of the $n_k$. Thus, the symplectic structure interweaves the levels of the BBGKY hierarchy. The $\alpha_k$ correspond to the “lost” phase of the natural orbital $|\phi_k\rangle$; since the $|\phi_k\rangle$ are defined by the eigenvalue equation $\rho_1 |\phi_k\rangle = n_k |\phi_k\rangle$, their phases are undefined.

To summarize the above paragraphs, the complete set of canonically conjugate variables for the first level of the hierarchy is formed by adding $\{\alpha_k, n_k\}$ to the set $\{q^\alpha, p_\mu\}$ representing the eigenstate (orbital) degrees of freedom. The same structure is repeated at every level of the hierarchy. For a general level $n$, let $\{Q^\alpha_n, P_\mu_n\}$ denote a set of canonically conjugate variables comprising all of the eigenstate degrees of freedom of $\rho_n$. The complete set of canonically conjugate variables for level $n$ is defined to be $\{Q^\alpha_n, P_\mu_n\} = \{Q^\alpha_n, P_\mu_n\} \cup \{\alpha_n^\mu, \lambda_n\}$, where $\lambda_n$ are the eigenvalues of $\rho_n$, and $\alpha_n^\mu$ are their conjugate variables, relative phases of $\rho_{n+1}$.

The hierarchical structure of the BBGKY equations can be used to organize all of the canonically conjugate variables into a hierarchy. In building such a hierarchical structure, one has to keep in mind that the degrees of freedom of $\rho_n$ are not linearly independent of the degrees of freedom of $\rho_{n-1}$ since the latter can be obtained from the former by the partial trace

$$\rho_{n-1} = \frac{n}{N - n + 1} \text{Tr}_n \rho_n.$$  \hspace{1cm} (32)

To handle this interdependency, we can make a canonical transformation of the variables $\{Q^\alpha_n, P_\mu_n\}$ to a new set of variables $\{Q^\alpha_{n-1}, P_{n-1\mu}\} \cup \{q^\mu_n, p_\mu\}$, isolating the degrees of freedom of level $n - 1$ from the remaining degrees of
freedom \( \{ q_{n1}^\mu, p_{n1} \} \) \[6] \). The set of variables \( \{ q_{n1}^\mu, p_{n1} \} \) is independent of the degrees of freedom of level \( n - 1 \) and, by induction, all lower levels. Here, the independence of two variables means that their Poisson bracket vanishes. Starting at the bottom (level 1) and working up, the entire hierarchy can be partitioned into mutually disjoint sets of canonically conjugate variables, each associated with a particular level of the hierarchy:

\[
\{ q_{1\mu} P_{1\mu} \} \cup \{ q_{2\mu} P_{2\mu} \} \cup \cdots \cup \{ q_{N\mu} P_{N\mu} \} = \{ Q_{N\mu} P_{N\mu} \}. \tag{33}
\]

Thus, all the degrees of freedom of the density matrix \( \rho \) have been organized into a hierarchical set of canonically conjugate variables. Now we can ask the following three questions. Is there an effective Hamiltonian function that generates the dynamics of the complete set of variables in Eq. (33)? What is the form of the coupling between the variables \( \{ q_{n1}^\mu, p_{n1} \} \) and \( \{ q_{n+11}, p_{n+1} \} \)? Does the separation of \( \{ Q_{n\mu} P_{n\mu} \} \) into \( \{ Q_{n\mu} P_{n\mu} \} \cup \{ q_{n1}^\mu, p_{n1} \} \) induce a gauge structure \[80, 87, 81, 82\] in the effective equations of motion for the reduced variables. The first question will be addressed in sections \( \Box \) and \( \Box \). The second two will be left for future work. We shall now discuss possible routes to a rigorous proof of the symplectic structure of the BBGKY hierarchy; the uninterested reader may wish to skip ahead to Sec. \( \Box \).

The arguments presented above for the existence of symplectic structure are not rigorous. In concluding this section, I want to mention some issues that one might have to confront in formulating a rigorous proof. The symplectic structure of the von Neumann equation has been established in a quite general case \[55\], and it will probably be possible to extend this result to most physically interesting cases by considering infinite-dimensional Lie algebras. Above, I have claimed that the manifold—let us denote it as \( \mathcal{M}_n \)—of all eigenfunction degrees of freedom of \( \rho_n \) has a symplectic structure. In order to prove this statement, one has to show that \( \mathcal{M}_n \) can be equipped with a symplectic two-form \( \omega_n = dQ_{n1}^\mu \wedge dP_{n1\mu} \). Since \( \mathcal{M}_n \) is a subspace of the space of \( \{ \rho \} \) of full density matrices, which we know is equipped with a symplectic two-form \( \omega \) according to the arguments in Ref. \[55\] the essential question is whether the restriction of \( \omega \) to \( \mathcal{M}_n \) remains a symplectic two-form. To prove that the restricted two-form \( \omega_n \) is symplectic, one has to show 1) \( \omega_n \) is closed, i.e. \( d\omega_n = 0 \) and 2) \( \omega_n \) is nondegenerate, i.e. for all \( p \in \mathcal{M}_n \) and all \( Y \in T_p \mathcal{M}_n \), \( \omega_n(X, Y) = 0 \) implies \( X = 0 \), where \( T_p \mathcal{M}_n \) is the tangent space to \( \mathcal{M}_n \) at \( p \). Condition (1) is almost certainly satisfied due to the linearity of the partial trace in the definition of \( \rho_n \). Condition (2) is more difficult to prove. If the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) corresponding to two eigenvectors \( \{ \Phi_1 \} \) and \( \{ \Phi_2 \} \) of \( \rho_n \) become degenerate at some time, one might expect \( \omega_n \) to become degenerate, i.e. one might expect there to exist \( X \neq 0 \) and \( Y \neq 0 \) such that \( \omega_n(X, Y) = 0 \). However, we can easily see that this situation cannot arise if \( \mathcal{M}_n \) is properly defined. We must define \( \mathcal{M}_n \) to be the space of all linearly independent degrees of freedom associated with the eigenfunctions of \( \rho_n \). For example, if two eigenfunctions are degenerate, then they are only defined up to an \( SU(2) \) unitary transformation, i.e. \( | \Phi_1 \rangle = \cos(\theta/2) e^{-i\phi/2} | \Phi_1 \rangle + \sin(\theta/2) e^{i\phi/2} | \Phi_2 \rangle \) and \( | \Psi_2 \rangle = -\sin(\theta/2) e^{-i\phi/2} | \Phi_1 \rangle + \cos(\theta/2) e^{i\phi/2} | \Phi_2 \rangle \) are equally valid eigenfunctions. The variables \( \theta \) and \( \phi \) associated with the unitary transformation should not be considered degrees of freedom of the space \( \mathcal{M}_n \). This situation is readily generalized to multiple subsets of degenerate eigenfunctions with any degree of degeneracy. There is the freedom to make an arbitrary unitary rotation within each degenerate subset. The important point is that the variables corresponding to these unitary rotations are not degree of freedoms of \( \mathcal{M}_n \), so they cannot be a source of degeneracy of \( \omega_n \).

In the context of Lie algebras, this situation is easily handled by defining the quotient space \( O_x = G/G_x \), where \( G \) is the Lie group and \( G_x = \{ U \in G | U x U^\dagger = x \} \) is the isotropy subgroup at an element \( x \) of the Lie algebra \[53\]. Such a quotient space is called a flag manifold. For the example of Sec. \( \Box \), where \( G = SU(N) \),

\[
O_x = \frac{SU(N)}{SU(k_1) \times \cdots \times SU(k_m)}. \tag{34}
\]

We must identify \( \mathcal{M}_n \) with \( O_x \) not \( SU(N) \).

Another question to ask in connection with the construction of a hierarchy of canonically conjugate variables is whether all of the eigenvalues \( \lambda_{nk} \) of \( \rho_n \) can be considered as linearly independent degrees of freedom. It is known that there are certain nontrivial conditions, so-called \( N \)-representability conditions \[60\], that a given \( \rho_n \) must satisfy in order to be obtainable from some \( N \)-body state \( | \Psi \rangle \). The general problem of finding explicit constraints guaranteeing that a candidate \( \rho_n \) can be obtained from a certain type of \( N \)-body state is known as the \( N \)-representability problem or quantum marginal problem. For \( n = 1 \), the necessary and sufficient conditions for \( \rho_1 \) to come from an \( N \)-body ensemble with arbitrary weights \( w_i \) are: i) \( \rho_1 \) is Hermitian, ii) \( 0 \leq w_i \leq 1 \) and iii) \( \sum_k n_k = N \) \[61\]. The solution of the \( N \)-representability problem for a pure state or an ensemble state with given ensemble weights \( w_i \) has been reported for \( n = 1 \) \[61, 62\]; explicit constraints on the \( n_k \) are found for given dimension \( d \) of the single-particle Hilbert space. The interesting observation for our purposes is that when \( d \) is large enough compared to \( N \), all of the constraints take the form of inequalities. Presumably, as long as the set of occupation numbers \( \{ n_k \} \) does not lie on the boundary of the \( N \)-representable region defined by the inequality constraints, the \( n_k \) can be considered as linearly independent degrees of freedom. It is also worth noting that symplectic geometry has very recently been applied to this problem and similar problems \[63\]. At least for the first level of the hierarchy, it appears that we can indeed consider the \( n_k \) as linearly independent degrees of freedom.
then the two-form
\[ \Omega_n = dQ^n_\rho \wedge dP_{\rho\mu} + d\alpha^{\mu}_n \wedge d\lambda_{n\mu} \] is a symplectic two-form for the complete space of variables \( \{Q^n_\rho, P_{\rho\mu}\} \). The eigenstates \( \{\Phi_{nk}\} \) of \( \rho_n \) are elements of a projective Hilbert space, which is a Kähler manifold \[64\] \[65\]. A Kähler manifold is endowed with a Hermitian form \( h = g + i\omega \), where \( g \) is a Riemannian metric (the Fubini-Study metric) and \( \omega \) is a symplectic two-form. It is an interesting question whether the expression for the geometric phase \[66, 67\] as the one-body reduced geometric phase is nondegenerate, the quantity \( \gamma_k \) is a symplectic two-form for the complete space of variables \( \{q^1_\mu, p_{1\mu}\} \). A Kähler manifold is endowed with a symplectic two-form \( \omega \) that is invariant to the gauge transformation \( \psi \rightarrow e^{i\lambda} \psi \), which reduces the orbital potential from which it is derived.

**D. One-body reduced geometric phases**

The phases \( \zeta_k \) are not observable because they are not invariant to the gauge transformation \( |\phi_k\rangle \rightarrow e^{i\lambda} |\phi_k\rangle \), yet globally the functions \( \zeta_k(t) \) can be put together with \( n_k(t) \) and \( |\phi_k(t)\rangle \) to form observable geometric phases. Consider a cyclic evolution of \( (|\phi_k\rangle, n_k, \zeta_k) \) on the time interval \([0, T]; |\phi_k(T)\rangle = |\phi_k(0)\rangle, n_k(T) = n_k(0)\), and \( \zeta_k(T) = \zeta_k(0) \). We do not need to assume that the full density matrix \( \rho \) also undergoes a cyclic evolution. If \( n_k \) is nondegenerate, the quantity
\[ \gamma_k = \oint_{C_k} \beta_k = \int_{S_k} \omega_k, \] is a geometric phase \[47\], which we shall refer to as the one-body reduced geometric phase. The first term resembles the expression for the geometric phase \[66, 67\] associated with the parallel transport of the orbital \( |\phi_k\rangle \) except it is multiplied by \( n_k \), which reduces the orbital contribution with respect to its “bare” value. The second term is an extra contribution that depends, through \( \zeta_k \), on two-body degrees of freedom. Due to the presence of the factor \( n_k \), neither term is gauge invariant but their sum is \[47\]. This is because \( \zeta_k \) exactly compensates for the gauge freedom of \( |\phi_k\rangle \) (see Sec. \[10\]).

The physical meaning of \( \gamma_k \) can be understood as follows. First, note that \( \rho_1 \) contains the information about all one-body observables, such as the density and current density. If \( \rho_1(T) = \rho_1(0) \) at some time \( t = T \), then all one-body observables have returned to their initial values. In such a situation, \( \{\gamma_k\} \) are a set of geometric phases that tells us about the path the system took in the space of all possible \( \rho_1 \). One can also think of \( \gamma_k \) as a geometric phase associated with a cyclic evolution of the single-particle state \( |\psi_k\rangle = e^{-i\zeta_k}\sqrt{n_k}|\phi_k\rangle \) in a projective Hilbert space augmented by a pair of variables which act like a square modulus and phase.

Berry and Aharonov-Anandan phases \[66, 67\] require cyclic evolution of the full wave function. The reduced geometric phases in Eq. \[36\] only require cyclic evolution of the set of variables \( (|\phi_k\rangle, n_k, \zeta_k) \) — a weaker condition. Therefore, the reduced geometric phases are observable in situations where the full geometric phase is not. The reduced geometric phases can be observed in interference experiments. Consider two final states \( |\Psi(T)\rangle \) and \( |\Phi(T)\rangle \) differing only in a particular reduced geometric phase \( \gamma_k \). Although both states have exactly the same \( \rho_1(T) \), the effect of the reduced geometric phase is observable in the interference of the cross terms of a trial wave function \( \alpha|\Psi(T)\rangle + \beta|\Phi(T)\rangle \), where \( |\alpha|^2 + |\beta|^2 = 1 \). It would be interesting to study the relationship between the geometric phase \( \gamma_k \) and the Uhlmann geometric phase for mixed states \[68, 69\] and the geometric phases of entangled spins \[70\]. Finally, we mention that it should be possible to extend the definition of the reduced geometric phases to open paths as was done for the full geometric phase \[71\].

In terms of \( |\psi_k\rangle \), Eq. \[36\] can be expressed in the form of the generalized Stokes theorem
\[ \gamma_k = \oint_{C_k} \beta_k = \int_{S_k} \omega_k, \] where \( \beta_k = i\langle \psi_k|d|\psi_k\rangle \) is a connection one-form, \( \omega_k = i\langle d|\psi_k\rangle \wedge |d\psi_k\rangle \) is the associated two-form, and \( C_k \) is a closed path bounding the surface \( S_k \) in the space \( \{q^1_\mu, p_{1\mu}\} \). The geometric phase \( \gamma_k \) is a nonintegrable phase that arises due to the nonexactness of the one-form \( \beta_k \), i.e., the fact that there does not exist a function \( f \) such that \( \beta_k = df \). Owing to the symplectic structure of projective Hilbert space \[54\] augmented by the canonically conjugate pair \( (\epsilon_{nk}, n_k, \gamma_k) \), \( \gamma_k \) can be expressed as an action integral \( \int p_{1\mu} dq^1_\mu \). The sum \( \omega = \sum_k \omega_k \) is the symplectic two-form for the manifold \( \{q^1_\mu, p_{1\mu}\} \), which is similar to a result for mixed states with constant ensemble weights \[72\]. Analogously, \( \sum_k \gamma_k \) returns the geometric phase of the full wave function in two-electron systems \[47\]. Similar \( n \)-body reduced geometric phases will arise at higher levels of the BBGKY hierarchy.

### IV. Canonical Perturbation Theory of the BBGKY Hierarchy

One important benefit of formulating the BBGKY equations as Hamilton equations is the possibility of applying the well-developed classical approximation schemes such as canonical perturbation theory (CPT). CPT has recently been applied successfully to quantum systems \[82, 73, 74\]. Before introducing the CPT of the BBGKY hierarchy, it is worth briefly mentioning two other approximations that can be applied to the Hamilton equations – the Krylov-Bogoliubov (KB) averaging method and the separation of fast and slow variables. In some problems, there are relationships between these three methods.

The KB averaging method can be used when the solution of the dynamical equations has the form \( x = X + \tilde{x} \), where \( X \) is smoothly varying and \( \tilde{x} \) is the sum of small oscillatory terms. The name “averaging” comes from the fact that, after transforming the equations to the standard form \( \tilde{x} = \epsilon F(x, t) \), the right-hand side is time av-
errated to remove all oscillatory contributions to \( F \). In other words, the time average removes all terms except \( F_0(x) \) from the Fourier series \( F(x, t) = \sum_n e^{i\omega_n t} F_n(x) \). The oscillatory contributions are accounted for in higher orders. In the context of the BBGKY equations, averaging might provide a way to derive effective dynamical equations that describe relaxation phenomena. Since for this purpose one would like to have nonconservative equations, one needs noncanonical transformations.

In methods based on a separation of fast and slow variables, such as the Born-Oppenheimer approximation, one looks for an asymptotic expansion of the equations of motion of two sets of variables whose dynamics take place on different time scales. In general, one does not know \textit{a priori} which degrees of freedom are fast and which are slow. The hierarchical structure of the BBGKY equations might help in identifying fast and slow degrees of freedom. One can envision making either vertical or horizontal separations of the hierarchy. In a vertical separation, approximations would be based on the fact that the variables of one level (or a subset of such variables) are much faster than those of an adjacent level. For example, in weakly interacting systems the occupation numbers \( n_k \) are weakly driven and hence slowly varying [45]. In a horizontal separation, a certain subset of variables \( \{x_n\} \subset \{q_n, p_n\} \) of level \( n \) would be considered as fast variables. Depending on the form and strength of the coupling between levels, the \( \{x_n\} \) might induce fast motion in a certain subset of variables \( \{x_{n+1}\} \) of level \( n+1 \), and so on up the hierarchy.

In the present section, we will focus on CPT. There are many ways that CPT can be applied to the Hamiltonian formulation of the BBGKY hierarchy. In general, one should look for a solvable zeroth-order Hamiltonian \( H_0 = H_0(q_1^0 \ldots q_N^0, p_1^0 \ldots p_N^0) \) that approximates the dynamics of the full \( H \). Then, the difference \( H_1 = H - H_0 \) can be treated as a perturbation. It might be possible to take \( H_0 \) in the form of Eq. (40) and treat the coupling between adjacent levels of the hierarchy within CPT. In this section, we formulate CPT for a general Hamiltonian, assuming for convenience that \( H_0 \) and \( H_1 \) are time independent. This restriction can be removed. Our presentation will follow Ref. [49].

Suppose the Hamiltonian of an \( N \)-particle system can be written as

\[
H = H_0(q_1^0 \ldots q_N^0, p_1^0 \ldots p_N^0) + \epsilon H_1(q_1^0 \ldots q_N^0, p_1^0 \ldots p_N^0),
\]

where the dynamics are integrable for \( H_0 \) and \( \epsilon \) is a small parameter introduced for bookkeeping purposes. Since the dynamics are integrable for \( H_0 \), there exists action-angle (AA) variables \( \{\psi_0^\mu, J_{\mu 0}\} \) such that

\[
\dot{\psi}_0^\mu = \frac{\partial H_0}{\partial J_{\mu 0}} = \omega_0^\mu \quad \dot{J}_{\mu 0} = \frac{\partial H_0}{\partial \psi_0^\mu} = 0,
\]

where \( \omega_0^\mu \) are constant frequencies. The solution of the original problem is obtained by transforming back to the variables \( \{q_1^0 \ldots q_N^0, p_1^0 \ldots p_N^0\} \). In terms of the AA variables, the zeroth-order Hamiltonian is simply

\[
H_0(J_{\mu 0}) = \omega_0^\mu J_{\mu 0}.
\]

Now we want to derive a perturbation series for the dynamics of \( H \). To do so, we start by assuming that the exact dynamics is integrable. Even if this is not true, the \( \epsilon \)-series generated in CPT may still prove useful as an asymptotic series. The assumption that \( H \) is integrable implies the existence of AA variables \( (\psi^\mu, J_\mu) \) that approximates the canonical transformation \( (\psi_0^\mu, J_{\mu 0}) \to (\psi^\mu, J_\mu) \):

\[
S(\psi_0^\mu, J_{\mu 0}) = \psi_0^\mu J_{\mu 0} + \epsilon S_1(\psi_0^\mu, J_{\mu 0}) + \epsilon^2 S_2(\psi_0^\mu, J_{\mu 0}) + \cdots.
\]

Once the generating function is known, the series for the AA variables are given by

\[
\psi^\mu = \frac{\partial S}{\partial J_\mu} = \psi_0^\mu + \epsilon \frac{\partial S_1}{\partial J_\mu} + \epsilon^2 \frac{\partial S_2}{\partial J_\mu} + \cdots,
\]

\[
J_{\mu 0} = \frac{\partial S}{\partial \psi_0^\mu} = J_{\mu 0} + \epsilon \frac{\partial S_1}{\partial \psi_0^\mu} + \epsilon^2 \frac{\partial S_2}{\partial \psi_0^\mu} + \cdots,
\]

where the right-hand sides are evaluated for \( \psi_0^\mu \) and \( J_{\mu 0} \). To obtain \( J_\mu \) in terms of \( J_{\mu 0} \), the power series in the second equation has to be inverted. The next step is to write a power series for the Hamiltonian. The integrability of \( H \) implies the existence of a Hamiltonian function \( E \) that depends only on the \( J_\mu \). Let us expand it as follows:

\[
E(J_\mu) = E_0(J_{\mu 0}) + \epsilon E_1(J_{\mu 0}) + \epsilon^2 E_2(J_{\mu 0}) + \cdots.
\]

By comparing like powers of \( \epsilon \) between this series and a similar power series for the Hamiltonian \( H = H_0 + \epsilon H_1 \), expressed in terms of \( \{\psi_0^\mu, J_{\mu 0}\} \), one obtains

\[
E_0(J_{\mu 0}) = H_0(J_{\mu 0})
\]

\[
E_1(J_{\mu 0}) = H_1(\psi_0^\mu, J_{\mu 0}) + \epsilon \frac{\partial H_0}{\partial J_{\mu 0}} \frac{\partial S_1}{\partial \psi_0^\mu}
\]

\[
E_2(J_{\mu 0}) = \frac{\partial H_1}{\partial J_{\mu 0}} \frac{\partial S_1}{\partial \psi_0^\mu} + \frac{\partial H_0}{\partial J_{\mu 0}} \frac{\partial S_2}{\partial \psi_0^\mu} + \frac{1}{2} \frac{\partial^2 H_0}{\partial J_{\mu 0} \partial J_{\nu 0}} \frac{\partial S_1}{\partial \psi_0^\mu} \frac{\partial S_1}{\partial \psi_0^\nu}
\]

These expressions give the relationship between the \( E_n \) and \( S_n \), but so far these are both unknown functions. This problem can be solved by performing an averaging over the \( \psi_0^\mu \) dependence. We define the \( \psi_0 \)-average of a function \( F(\psi_0^\mu, J_{\mu 0}) \) as

\[
\langle F \rangle = \frac{1}{(2\pi)^N} \int_0^{2\pi} \cdots \int_0^{2\pi} F(\psi_0^\mu, J_{\mu 0}) d\psi_0^1 \cdots d\psi_0^N,
\]

where \( N \) is the number of angular variables arising from the set \( \{q_1^0 \ldots q_N^0, p_1^0 \ldots p_N^0\} \). This expression gives the average of \( F \) over one cyclic motion on all the zeroth-order tori. Then, using the fact that \( \langle \partial S_n/\partial \psi_0^\mu \rangle = 0 \), we
find
\[
E_1(J_\mu) = \langle H_1 \rangle \quad \text{and} \quad E_2(J_\mu) = \frac{1}{\omega_0^2} \left( \left( \frac{\partial H_1}{\partial J_\mu} \right) \langle H_1 \rangle - \left( \frac{\partial H_1}{\partial J_\mu} \right) \langle H_1 \rangle \right) + \frac{1}{2} \frac{1}{\omega_0^2} \frac{1}{\omega_0} \frac{\partial^2 H_0}{\partial J_\mu \partial J_\nu} \left( \langle H_1^2 \rangle - \langle H_1 \rangle^2 \right). \quad (45)
\]

Substituting these expressions in Eq. (43), yields the differential equations that define the functions $S_n$. For example, for $S_1$
\[
\omega_0^\mu \frac{\partial S_1}{\partial \psi_0^\mu} = \langle H_1 \rangle - H_1. \quad (46)
\]
The equations for the $S_n$ are readily solved by introducing the Fourier transform
\[
S_n(\psi_0^\mu, J_\mu) = \sum_{m_1 = -\infty}^{\infty} \cdots \sum_{m_N = -\infty}^{\infty} S_n(m_\mu, J_\mu)e^{i m_\mu \psi_0^\mu}. \quad (47)
\]
For $S_1$ one obtains
\[
S_1(m_\mu, J_\mu) = \frac{K_1(m_\mu, J_\mu)}{i m_\mu \omega_0^\mu}, \quad (48)
\]
where $K_1(m_\mu, J_\mu)$ is the Fourier transform of the right-hand side of Eq. (46). This completes the formulation of CPT for our problem. The above procedure can be carried to any order, although it becomes increasingly cumbersome at higher orders. One must keep in mind the following important caveat. CPT assumes the perturbation has a small effect on the zeroth-order dynamics. But even if the perturbation is small in magnitude, if it is resonant its effect will not be. The condition for resonance is that there exists some $m_\mu' = (m_1', \ldots, m_N')$ such that the denominator in Eq. (48) vanishes and $K_1(m_\mu', J_\mu) \neq 0$. If a resonance occurs, it might still be possible to proceed by first making a canonical transformation that isolates the resonant variables [26]. If the dynamical equations for the resonant variables can be solved explicitly or numerically, CPT can be applied to the remaining degrees of freedom. We shall see explicit examples of this in Sec. VI. In concluding this section, we remark that there is a related perturbation method, the Lie transformation method [25], that is more convenient for performing explicit calculations to high order.

V. EFFECTIVE HAMILTONIANS FOR REDUCED DYNAMICS

In Sec. III+C the symplectic structure of the BBGKY hierarchy was used to organize all of the degrees of freedom of $\rho$ into disjoint sets of canonically conjugate variables $\{q_\mu^i, p_\mu^i\}$, each associated with a particular level of the hierarchy. The complete set of variables for level $n$ is $\{Q_n^\mu, P_n^\mu\} = \{q_1^\mu, p_1^\mu\} \cup \cdots \cup \{q_n^\mu, p_n^\mu\}$. In this section, we address the following question: for each level of the hierarchy, is there an effective Hamiltonian that generates the dynamics of the variables $\{Q_n^\mu, P_n^\mu\}$?

Since the von Neumann equation has a Hamiltonian structure, there exists a Hamiltonian $H$ such that
\[
\dot{q}_\mu^i = \frac{\partial H}{\partial p_\mu^i}, \quad \dot{p}_\mu^i = -\frac{\partial H}{\partial q_\mu^i}. \quad (49)
\]
The ideal situation would be one in which there is a separation of variables, that is, the full Hamiltonian splits into terms
\[
H = H_1(q_1^\mu, p_1^\mu)+H_2(q_2^\mu, p_2^\mu)+\cdots+H_N(q_N^\mu, p_N^\mu). \quad (50)
\]
If this were the case, each $H_i$ would be a Hamiltonian function generating the dynamics of the reduced variables $\{q_i^\mu, p_i^\mu\}$, and $\sum_{\nu=1}^{\infty} H_\nu$ would be a Hamiltonian for the complete set $\{Q_n^\mu, P_n^\mu\}$. Although an exact separation of variables will only occur in very special cases, the form in Eq. (50) might be a useful zeroth-order approximation for some systems. The CPT of Sec. VI can be applied if the coupling between adjacent $\{q_n^\mu, p_n^\mu\}$ is weak. But in general, we have to concede that the dynamics of the reduced variables $\{q_n^\mu, p_n^\mu\}$ might depend strongly on the variables of level $n+1$, since $p_{n+1}$ appears on the right-hand side of the equation of motion [6] for $\rho_n$.

The general approach for obtaining effective dynamical equations for a set of reduced variables is to first derive an effective action by “tracing out” some (usually fast) degrees of freedom. Then, the effective equations of motion are the Euler-Lagrange equations that follow from requiring the effective action to be stationary with respect to variations of the reduced variables. This is not an exact approach, since an approximation is usually implied in directly tracing out some of the variables. This is the point at which the possibility of using functionals to close the hierarchy at a particular level comes in.

Conjecture — There exist Hamiltonian functionals $\mathcal{H}_n = \mathcal{H}_n[Q_n^\mu, P_n^\mu]$, depending also on the initial many-body state $\Psi_0$, such that the exact dynamics of the complete set of reduced variables of any level $n$ are generated by the Hamilton equations
\[
\dot{Q}_n^\mu = \frac{\partial \mathcal{H}_n}{\partial P_n^\mu}, \quad \dot{P}_n^\mu = -\frac{\partial \mathcal{H}_n}{\partial Q_n^\mu}. \quad (51)
\]
The functionals $\mathcal{H}_n$ will generally depend on the entire history of the variables $Q_n^\mu = Q_n^\mu(t)$ and $P_n^\mu = P_n^\mu(t)$, which is referred to as memory dependence. Memory dependence arises when some subset of variables is eliminated in an exact way [76]. For example, it appears explicitly as an integral over past times in the Nakajima-Zwanzig equation [77, 78] for the reduced density matrix defined by tracing out the degrees of freedom of the environment. Many other equations contain memory kernels induced by the elimination of some set of variables. In a similar way, the memory dependence in Eq. (51) is a consequence of eliminating the degrees of freedom $\{q_i^\mu, p_i^\mu\}$ with $i > n$. We caution that $\mathcal{H}_n$ is a functional and
should not be interpreted as a Hamiltonian function over
the reduced phase space \( \{Q_n^\mu, P_{\mu n}\} \).

This approach to closing the BBGKY hierarchy is con-
ceptually similar to TD DFT, where the dynamical equa-
tions are closed in terms of the density. The exact time-
dependent density can be calculated by propagating a set of single-particle Schrödinger equations with an effective potential \( v_s = v_s(r, t) \), called the Kohn-Sham potential, which is a memory-dependent functional of the density. TD DFT has a rigorous foundation, the Runge-Gross theo-
rem \[17\]. The existence of Hamiltonian functionals \( \mathcal{H}_n \)
that reproduce the exact dynamics of the reduced vari-
ables \( \{Q_n^\mu, P_{\mu n}\} \) remains a conjecture.

In contrast to TD DFT, the present approach is not based on a one-to-one mapping between general-
ized potentials and generalized densities. The results of Sec. \[III C\] regarding the symplectic geometry of the
BBGKY hierarchy suggest that it might be possible to find a purely geometric proof of the existence of the \( \mathcal{H}_n \).
However, even if the existence of exact \( \mathcal{H}_n \) can be proven, we are still faced—as in TD DFT—with the problem of devising suitable functional approximations. The Hamilton-
ian formulation of the BBGKY hierarchy is likely to serve as a springboard for introducing novel approxima-
tions. Finally, we remark that this approach is more general than TD DFT or any of its extensions, which are limited to time-independent two-body interactions. This excludes quantum quenches, such as the one studied in Sec. \[VI\] where the interaction is changed in time.

Let us pause and consider an example of what \( \mathcal{H}_n \)
might look like. Consider a one-dimensional system of
\( N \) particles in a time-dependent state \( |\Psi\rangle = |\Psi(t)\rangle \). Sup-
pose that the mean position of all particles, defined by
\[
x = \frac{1}{N} \sum_{i=1}^{N} \langle \Psi | x_i | \Psi \rangle,
\]
undergoes approximately simple harmonic motion with slowly changing amplitude and frequency
\[
x(t) = A(t) \cos \int_{t'}^{t} \omega(t') dt'.
\]
Take \( x \) as representative of the \( Q_n^\mu \). An effective Hamilton-
ion that generates motion of this form is
\[
\mathcal{H}_1 = \frac{1}{2m} p^2 + k(t)x^2,
\]
where \( p \) is the momentum conjugate to \( x \). The effective spring constant can be interpreted as a functional \( k([x, p], t) \) that depends on the history of \( x = x(t) \) and \( p = p(t) \) for all \( t' \leq t \). This memory dependence accounts for the collective effect of all the degrees of freedom that have been eliminated. If the changes in \( \omega \) are slow, the action \( J = \frac{1}{\omega} \oint p dx = E/\omega \) is an adiabatic invariant.

For the remainder of this section, let us focus on the closure of the BBGKY hierarchy in terms of the canon-
ically conjugate variables \( \{q^\mu, p_{\mu n}\} \), which comprise all orbital degrees of freedom as well as the occupation numbers \( n_k \) and their conjugate phases \( \alpha_k \). The \( \alpha_k \) are impor-
tant for generating the dynamics of the \( n_k \). [

The coupled \((\alpha_k, n_k)\)-dynamics has been studied in linear response \[59\] \[79\] \[80\] and in real time \[17\]. In Ref. 59, a TD DFT-like approach was introduced in which the dynamical equations are closed in terms of variables that are equivalent to the set \( \{q^\mu, p_{\mu n}\} \). The equations of motion, derived from a stationary action principle, are a set of effective single-particle Schrödinger equations coupled to dynamical equations for the \( n_k \).

One of the difficulties in devising functional approxima-
tions in terms of the variables \( \{q^\mu, p_{\mu n}\} \) is dealing with the \( \alpha_k \) or \( \zeta_k \) phase dependence. The phases are often quite sensitive to the details of the dynamics and vice versa. For example, the phases jump rapidly by \( \pi \) whenever the \( n_k \) approach the boundaries of the inter-
val \([0, 1]\); this changes the sign of \( n_k \) and maintains the Pauli principle \[17\]. One has little intuition what form the phase dependence should take. A partial solution to this problem comes from realizing that the phases have a geometric significance as explained in Sec. \[III D\]. Geometric phases appear as action integrals associated with cyclic evolutions of the set \( \{q^\mu, p_{\mu n}\} \). Action integrals are important because they often have a transparent physical meaning.

Expressing functional approximations for \( \mathcal{H}_1[q^\mu, p_{\mu n}] \) in terms of approximate action-angle variables appears to be a promising approach. Although exact action-angle variables do not generally exist, in many cases it will be possible to transform to optimal action-angle variables \( \{\psi^\mu, J_\mu\} \) for which the \( J_\mu \) are slowly varying. The exact functional will generally contain angle dependence that cannot be eliminated by transforming to optimal action-angle variables, yet it will be significantly weaker if the \( J_\mu \) are slowly varying since \( J_\mu = -\partial \mathcal{H}_1/\partial \psi^\mu \). Moreover, memory dependence has been found to take a simple form when the system is integrable or possesses adiabatic in-
variants, i.e. approximate constants of the motion \[17\].

Given that the equations of motion are expressed in the form of the classical Hamilton equations, it might be profitable to study further the relationship between angle dependence, memory dependence and geometric phase. All geometric phases carry a form of memory dependence because they are nonintegrable phases. For integrable classical systems, the Hannay angle \[51\] is a geometric phase that carries a memory of where the system went. If the system is not integrable but admits a fast/slow separ-
ation of variables, an effective functional governing the slow variables can be found. Such functionals lose short-
term memory dependence through rapid oscillations of the fast variables \[17\]. Within linear response, memory-
dependent functional approximations have been derived from reference systems such as the electron gas (see for example Refs. \[52\] and \[53\]). This is much harder to do in strongly nonlinear regimes. One potential strategy for quantifying the memory dependence of a reference sys-
tem in a nonlinear regime would be to parametrize the hysteretic loops corresponding to cyclic motions of the reduced variables.
VI. INTERACTION QUENCH IN A FINITE HUBBARD CHAIN

In this section, we apply CPT within the Hamiltonian formulation of the BBGKY hierarchy to describe quench dynamics in a Hubbard chain initially undergoing density oscillations. For $t < 0$, the Hubbard parameter $U = U_i$ is chosen to be much less than the hopping $V$. At time $t = 0$, $U$ is suddenly increased (quenched) to a large value $U_f \gg V$. The dynamics in the weakly and strongly interacting regimes are qualitatively different. We shall find that in both regimes we can make a separation of fast/slow degrees of freedom. Interestingly, the identity of the fast and slow variables is interchanged by the quench.

For the sake of clarity, we consider the simplest possible Hubbard chain: one with just two sites and two electrons. This model has been studied previously in a different dynamical scenario, namely under a linear ramping of the bias between the two sites $[15, 27]$. Despite its simplicity, the model displays nontrivial dynamics. Some of the qualitative conclusions that we can draw are applicable to all finite Hubbard chains. Due to the reduced dimension of the Hilbert space, we will be able to carry out CPT fully analytically. The dynamics is in fact integrable in each of the two regimes, but we shall not derive the exact solution as our aim is only to illustrate the application of CPT to nonequilibrium quantum dynamics. For two electrons the BBGKY hierarchy of course truncates at second order. Therefore, our analysis is not an ideal example of the approach outlined in Sec. IV. Nevertheless, it is representative of the general structure of the problem.

The Hamiltonian is

$$H = -\frac{V}{2} \sum_{\sigma} (c_{1\sigma}^\dagger c_{2\sigma} + c_{2\sigma}^\dagger c_{1\sigma}) + U(t)(n_{1\uparrow}n_{1\downarrow} + n_{2\uparrow}n_{2\downarrow}).$$

(54)

In this model, the density is represented by the variable $Z \equiv \sum_{\sigma} (n_{1\sigma} - n_{2\sigma})/2$. The initial condition at $t_0 = -46$ is taken to be a state with $Z \neq 0$, so that in the regime before the quench the density undergoes persistent oscillations. Since there are no spin-flip terms in Eq. (54), $S^2$ and $S_z$ are conserved and we consider only the sector of spin-singlet states with $S_z = 0$.

Before beginning our analysis of the two dynamical regimes, let us identify a complete set of canonically conjugate variables. First, note that $\rho_1$ can be mapped to a vector $\vec{\rho}$ lying within the so-called Bloch ball, defined by $|\vec{\rho}| \leq 1$, through the equation

$$\rho_1 = I + \vec{\rho} \cdot \vec{\sigma}.$$  

(55)

The north pole of the Bloch sphere corresponds to having both electrons in site 1. Due to correlations, the modulus $|\vec{\rho}|$ can be less than 1. Let $\varphi$ be the azimuthal angle of the vector $\vec{\rho}$. $(\varphi, \rho_1) \equiv (\varphi, Z)$ are a pair of conjugate variables, cf. Eq. (28). The other pair is $(\varphi, \rho_2) \equiv (2\zeta, A/2)$, where $\zeta$ is a phase degree of freedom of $\rho_2$ and $A \equiv |\vec{\rho}| = (n_a - n_b)/2$; $n_a$ and $n_b$ ($n_a \geq n_b$)

are the eigenvalues of $\rho_1$. The BBGKY equations are equivalent to the Hamilton equations

$$\dot{\varphi} = \frac{\partial H}{\partial Z}, \quad \dot{\zeta} = \frac{\partial H}{\partial A},$$

$$\dot{Z} = -\frac{\partial H}{\partial \varphi}, \quad \dot{A} = -\frac{\partial H}{\partial \zeta},$$

(56)

with the Hamiltonian function

$$H = -V \sqrt{A^2 - Z^2} \cos \varphi + \frac{U}{2} \frac{A^2 + Z^2}{A^2} - \frac{2U}{A^2} B \cos 2\zeta,$$

(57)

where, for the sake of brevity in the following results, we have defined $B = \sqrt{1 - A^2}$.

Figures 1 and 2 show the full time evolution of the variables $Z$ and $A$. Before the quench the density undergoes persistent harmonic oscillations of period $2\pi/V$ with beating on the longer time scale $2\pi/U_i$. The parameters are $V = 2$, $U_i = 1/4$ and $U_f = 10$ in arbitrary units. To understand why the oscillations in $Z$ are collapsing, we look at the behavior of the variable $A$, which is directly related to the occupation numbers. Physically, $A$ is a measure of the correlation of the system; $A = 1$ corresponds to an uncorrelated state while $A = 0$ corresponds to the maximally correlated state. In Fig. 2 we see that the point of collapse of the oscillations coincides with the minimum of $A$. This means that the kinetic energy of the oscillations has been converted into internal
correlation energy. The build up and decay of this correlation occurs periodically with a frequency $U_1$ set by the interaction strength.

We have a clear separation of time scales: before the quench, the rapidly oscillating density is the fast variable and the slowly oscillating internal correlation is the slow variable. After the quench, when the Hubbard interaction has been increased to $U_f \gg V$, the situation is inverted. The internal correlation undergoes rapid oscillations and becomes the fast variable. The density displays low frequency oscillations, together with higher frequency overtones, and therefore represents the slow variable.

### A. Before the quench: weak interaction regime

In the weakly interacting regime before the quench, we treat the interaction terms as the perturbation $H_1$. The hopping (kinetic) terms give the zeroth-order Hamiltonian $H_0$. Since the dynamics are integrable for $H_0$, there exist zeroth-order AA variables. The first action variable can be calculated as

$$I_1 = \frac{1}{2\pi} \int Z d\varphi = Q_1 - Q_2,$$

where we have introduced the constants of the motion $Q_1 = A$ and $Q_2 = H_0/V = \sqrt{A^2 - Z^2} \cos \varphi$. The integral in Eq. (58) has been evaluated using the residue theorem. The second action variable is

$$I_2 = \frac{1}{2\pi} \int A d\zeta = \frac{Q_1}{2}.$$

The angle variables can be obtained from the Hamilton characteristic function $W = W_1(q_1, Q) + W_2(q_2, Q)$ with

$$W_1 = \int \gamma d\varphi = Q_1 \sin^{-1} \frac{Q_1}{\sqrt{Q_1^2 - Q_2^2}} \sin \varphi$$

$$- Q_2 \sin^{-1} \frac{Q_2}{\sqrt{Q_1^2 - Q_2^2}} \tan \varphi.$$

and $W_2 = A\zeta$. The angle variable corresponding to $I_1$ is

$$\phi_1 = \frac{\partial W}{\partial I_1} = \sin^{-1} \frac{Q_2}{\sqrt{Q_1^2 - Q_2^2}} \tan \varphi.$$

Here, the function $\tilde{W}$ is obtained from $W$ by substituting $Q_\mu = Q_\mu(I)$. The angle variable corresponding to $I_2$ is

$$\phi_2 = \frac{\partial \tilde{W}}{\partial I_2} = 2\zeta_1 - 2\phi_1,$$

where we have defined $\zeta_1 = \zeta - \zeta_0$ with

$$\zeta_0 = -V \int d\phi_1 \left( \frac{d\phi_1}{dt} \right)^{-1} \frac{Q_1}{Q_1^2 \sin^2 \phi_1 + Q_2^2 \cos^2 \phi_1}$$

$$= -\sin^{-1} \frac{Q_1}{\sqrt{Q_1^2 - Q_2^2}} \sin \varphi.$$

This gives the zeroth-order dynamics of $\zeta$. Expressed in terms of the AA variables, the zeroth-order Hamiltonian function is

$$H_0 = V I_1 - 2V I_2.$$

To zeroth order, $A = \text{const}$ and the dynamics consists of simple harmonic oscillations of the density expressible as

$$Z = \sqrt{Q_1^2 - Q_2^2} \cos \phi_1$$

with $\phi_1 = Vt + \text{const}$.

Now we would like to carry out CPT with respect to the perturbation $H_1 = H - H_0$ following the procedure outlined in Sec. IV. It turns out that this is a case where CPT cannot be applied naively because the perturbation $H_1$ is resonant. The factor $m_1 \omega_1 + m_2 \omega_2$ vanishes for the integers $m_1 = 2$ and $m_2 = 1$, while the corresponding Fourier component of $K_1 = \langle H_1 \rangle - H_1$ is nonzero; cf. Eq. (48). Fortunately, there is a way around this problem (see for example Ref. 25). The solution is to make a canonical transformation that isolates the resonant variable $\phi'_1 = (2\phi_1 + \phi_2)/2$. Since the dynamical equations for $\phi'_1$ and its conjugate variable $I'_1$ — the resonant pair — decouple from the remaining variables, they can be solved by quadrature. Then, CPT can proceed as usual.

Physically, the consequence of the resonance is that the corrections to the zeroth-order action variables $I_1$ and $I_2$ are of order $O(1)$ rather than $O(U/V)$ as we would have expected if there had been no resonance. This is why the quantity $A$, shown in Fig. 2, changes by $O(1)$ even though the zeroth-order result predicts $A = \text{const}$.

Following Ref. 25 we set

$$\phi'_1 = \phi_1 + \frac{1}{2} \phi_2 \quad I'_1 = I_1,$$

$$\phi'_2 = \phi_2 \quad I'_2 = -\frac{1}{2} I_1 + I_2.$$

The generating function of this transformation is

$$S(\phi_\mu, I'_\mu) = (\phi_1 + \frac{1}{2} \phi_2) I'_1 + \phi_2 I'_2.$$

The new Hamiltonian is split up as follows:

$$H(\phi'_\mu, I'_\mu) = H_0 + \langle H_1 \rangle + H_{1c} + H_{1s} + H_2,$$

where

$$H_0 = -2V I'_2,$$

$$\langle H_1 \rangle = \frac{U}{2} + \frac{U}{4} \frac{I'_1 (I'_1 + 4I'_2)}{(I'_1 + 2I'_2)^2},$$

$$H_{1c} = \frac{U}{4} \frac{I'_1 (I'_1 + 4I'_2)}{(I'_1 + 2I'_2)^2} \cos 2\phi'_1,$$

$$H_{1s} = -\frac{U}{2} \frac{Q_2^2 - Q_1^2}{Q_1^2} \cos 2\phi'_1 - U \frac{Q_2^2 + Q_1^2}{2} \sin 2\phi'_1 + U \frac{Q_2^2 + Q_1^2}{2} \cos 2\phi_1 \cos 2\phi'_1.$$
We find we have removed the critical term \( H_{1c} \) from Eq. (78).

The critical term \( H_{1c} \) is defined as the part of \( H_1 - \langle H_1 \rangle \) that does not vanish upon averaging over \( \phi'_{1c} \); it depends only on the resonant angle \( \phi'_{1c} \). \( H_{1s} = H_1 - \langle H_1 \rangle - H_{1c} \) is the noncritical remainder. For brevity, we have expressed \( H_{1s} \) in terms of \( Q_\mu \) instead of \( I'_\mu \).

To carry out CPT to second order in \( H_1 \), the next step is to define the near-identity canonical transformation \( (\phi'_{1c}, I'_\mu) \to (\psi, J_\mu) \) that takes into account only the noncritical part \( H_{1s} \) of the perturbation. The generating function is \( F(\phi'_{1c}, J_\mu) = \phi'_{1c} J_\mu + F_1(\phi'_{1c}, J_\mu) \), where

\[
\omega'_{1c} \frac{\partial F_1}{\partial \phi'_{1c}} + \omega'_{2} \frac{\partial F_1}{\partial \phi'_{1c}} = -H_{1s}
\]

(69)

with \( \omega'_{1c} = \omega_1 + \frac{1}{2} \omega_2 = 0 \) and \( \omega'_2 = \omega_2 = -2V \). Now, since we have removed the critical term \( H_{1c} \) from the right-hand side of Eq. (69), no divergences appear. Integrating Eq. (69), we find

\[
F_1 = -I'_{\mu} \frac{Q_1^2 - Q_2^2}{8V Q_1^2} \sin \phi_1 - UB \frac{Q_2}{4V Q_1} \cos \phi_1 \sin \phi'_1 + \frac{UB Q_2^2}{8V Q_1^2} \sin \phi_1 \cos \phi'_1.
\]

(70)

We have suppressed an arbitrary function \( f_1(J_\mu) \). Note that \( F_1 \) is a function of \( J_\mu \) obtained by evaluating \( Q_\mu(I'_\mu) \) for \( I'_\mu = J_\mu \). Now the partially-averaged Hamiltonian in the \((\psi_1, J_\mu)\) variables depends only on \( \psi_1 \). It is

\[
\mathcal{H}(\psi_1, J_\mu) = \mathcal{H}_0(J_\mu) + \mathcal{H}_1(\psi_1, J_\mu) + \mathcal{H}_2(J_\mu),
\]

(71)

where

\[
\mathcal{H}_0 = \langle H_0 \rangle \quad \mathcal{H}_1 = \langle H_1 \rangle + H_{1c} \quad \mathcal{H}_2 = \langle H_2 \rangle + \frac{\partial f_1}{\partial t} - \langle G \rangle
\]

(72)

and the \( \mathcal{H}_i \) are obtained by evaluating the corresponding terms of \( H(\phi'_{1c}, I'_\mu) \) for \( \phi'_{1c} = \psi_1 \) and \( I'_\mu = J_\mu \). The function \( G \) is

\[
G = \frac{1}{2} \frac{\partial^2 \langle H_0 \rangle}{\partial \psi_1^2} \frac{\partial F_1}{\partial \psi_1} + \frac{\partial \langle H_0 \rangle}{\partial I'_\mu} \frac{\partial F_1}{\partial I'_\mu} + \frac{\partial^2 F_1}{\partial \psi_1 \partial I'_\mu} \frac{\partial F_1}{\partial \psi_1}
\]

(73)

where, after the differentiation is performed, the right-hand side is evaluated for \( \phi'_{1c} = \psi_1 \) and \( I'_\mu = J_\mu \). In Eq. (71), we have kept the average terms to order \( U^2 \) but not the oscillatory terms. The arbitrary function \( f_1(J_\mu) \) that appeared above can be chosen so that \( \mathcal{H}_2 \) vanishes. Then, we have

\[
\begin{align*}
J_1 &= -\frac{\partial \mathcal{H}_1}{\partial \psi_1} \\
&= UB \frac{J_1 (J_1 + 4J_2)}{2 (J_1 + 2J_2)^2} \sin 2\psi_1 \\
\dot{\psi}_1 &= \omega_1 (J_\mu) + \frac{\partial \mathcal{H}_1}{\partial J_\mu} \\
&= 2U \frac{J_2^2}{(J_1 + 2J_2)^2} \left( 1 + \frac{\cos 2\psi_1}{B} \right) - \frac{U \cos 2\psi_1}{B} \left( \frac{4J_2^2}{J_1 + 2J_2} + J_1 + 2J_2 \right) \\
J_2 &= \mathcal{O}(U^2) \\
\dot{\psi}_2 &= \omega_2 (J_\mu) + \frac{\partial \mathcal{H}_1}{\partial J_2}.
\end{align*}
\]

(74)

(75)

In these dynamical equations, oscillatory terms of \( \mathcal{O}(U^2) \) that vanish upon averaging over \( \psi_1 \) and \( \psi_2 \) have been neglected. The pair \((\psi_1, J_\mu)\) obey the first-order system Eq. (74) in which \( J_\mu \) is regarded as constant. If we find the solution of these equations, then it is straightforward to calculate \( \psi_2 \) by quadrature. For this we need

\[
\frac{\partial \mathcal{H}_1}{\partial J_2} = -2U \frac{J_1 J_2}{(J_1 + 2J_2)^2} \left( 1 + \frac{\cos 2\psi_1}{B} \right) - \frac{U}{2} \frac{J_2^2}{J_1 + 2J_2} \frac{\cos 2\psi_1}{B}.
\]

(76)

Then, by integration,

\[
\psi_2 = \psi_2(t - t_0) + \int_{t_0}^{t} \frac{\partial \mathcal{H}_1}{\partial J_2} \, ds.
\]

(77)
Finally, we use the following inverse transformations to return to the original variables:

\[
I_1 = J_1 + \frac{\partial F_1}{\partial \phi_1} \\
I_2 = J_2 + \frac{1}{2} J_1 + \frac{\partial F_1}{\partial \psi_2} + \frac{1}{2} \frac{\partial F_1}{\partial \phi_2} \\
\phi_1 = \psi_1 - \frac{1}{2} \psi_2 - \frac{1}{2} \frac{\partial F_1}{\partial J_2} \\
\phi_2 = \psi_2 - \frac{\partial F_1}{\partial J_2}.
\]

In Figs. 3 and 4 the approximate results for \(I_2 = A/2\) and \(\phi_2 + 2Vt\) are compared with the exact results. The approximate results for all other quantities, namely \(I_1\) and \(\phi_1\), are equally good.

B. After the quench: strong interaction regime

In the strongly interacting regime, the situation is inverted. Here we treat the hopping terms as the perturbation \(H_1\) and let the interaction terms be \(H_0\). Like the regime before the quench, the zeroth-order dynamics are integrable. The action variables are (for uniformity we use the same symbols as in the previous section)

\[
I_1 = \frac{1}{2\pi} \oint Z d\phi = Q_1 \\
I_2 = \frac{1}{2\pi} \oint A d\zeta = \frac{1}{2} (1 - Q_1 - Q_2)
\]

where we have defined the constants \(Q_1 = Z\) and

\[
Q_2 = \frac{H_0}{U} = \frac{1}{2} \frac{A^2 + Z^2}{A^2} - \frac{1}{2} \frac{A^2 - Z^2}{A^2} B \cos 2\zeta.
\]

As previously, the angle variables are calculated from the Hamilton characteristic function. Since the expressions are lengthy, we shall report only the result:

\[
\phi_1 = \frac{\partial W}{\partial I_1} = \varphi_1 + \frac{\phi_2}{2} \\
\phi_2 = -2 \text{sgn}(\dot{A}) \tan^{-1} \left( \frac{A^2 - A_1^2}{A^2 - A_2^2} \right)^{1/2}
\]

where \(A_1\) and \(A_2\) are defined below and we have set \(\varphi = \varphi_0 + \varphi_1\) with

\[
\varphi_0 = 2U \int d\phi_2 \left( \frac{d\phi_2}{dt} \right)^{-1} \frac{Z(1 - Q_2)}{A^2 - Z^2} \\
= \tan^{-1} \left( \frac{A_2^2 - Z^2}{A_1^2 - Z^2} \right)^{1/2} \tan \frac{\phi_2}{2}
\]

The zeroth-order Hamiltonian function is

\[
H_0 = U - U I_1 - 2U I_2.
\]

To zeroth-order \(Z = \text{const}\), and the dynamics is given by harmonic oscillations of \(A^2\):

\[
A^2 = A_1^2 \cos^2 \frac{\phi_2}{2} + A_2^2 \sin^2 \frac{\phi_2}{2} = \frac{1}{2} (A_1^2 + A_2^2) + \frac{1}{2} (A_1^2 - A_2^2) \cos \phi_2
\]

where \(\phi_2 = -2Vt + \text{const}\). The turning points of the oscillations are

\[
A_{1,2}^2 = Q_1^2 + 2(1 - Q_2) \left( Q_2 + \sqrt{Q_2^2 - Q_1^2} \right)
\]

In the strongly interacting regime, the perturbation is nonresonant so we can apply CPT straightforwardly. Let \(S(\psi_{\mu}, J_{\mu}) = \psi_{\mu 0} J_{\mu 1} + S_1(\psi_{\mu 0}, J_{\mu 1})\) be the generating function of the transformation \((\psi_0, J_0) \rightarrow (\psi_1, J_1)\), where for the zeroth-order variables we have changed notation according to \((\psi_0, J_0) = (\phi, I)\). The first-order part, \(S_1\), is given by the differential equation

\[
\omega_{10} \frac{\partial S_1}{\partial \psi_{10}} + \omega_{20} \frac{\partial S_1}{\partial \psi_{20}} = (H_1) - H_1,
\]

which can be solved by Fourier transform as in Eq. (48). The only nonzero Fourier components are

\[
K_{1,0} = K_{-1,0} = \frac{V}{2} \sqrt{1 - \frac{Q_2}{2}} \left[ \sqrt{Q_2 + (Q_2^2 - Q_1^2)^{1/2}} - \text{sgn}(Q_1) \sqrt{Q_2 - (Q_2^2 - Q_1^2)^{1/2}} \right]
\]

\[
K_{1,-1} = K_{-1,1} = -\frac{V}{2} \sqrt{1 - \frac{Q_2}{2}} \left[ \sqrt{Q_2 + (Q_2^2 - Q_1^2)^{1/2}} + \text{sgn}(Q_1) \sqrt{Q_2 - (Q_2^2 - Q_1^2)^{1/2}} \right],
\]

where the right-hand side is evaluated at \(I_{\mu} = J_{\mu 1}\). Thus, for \(S_1\) we obtain

\[
S_1(\psi_0, J_1) = \frac{2K_{1,0}}{\omega_{10}} \sin \psi_{10} + \frac{2K_{1,-1}}{\omega_{10} - \omega_{20}} \sin(\psi_{10} - \psi_{20}).
\]

The first-order AA variables are

\[
\psi_{k1} = \psi_{k0} + \frac{\partial S_1}{\partial J_{k1}} \\
J_{k0} = J_{k1} + \frac{\partial S_1}{\partial \psi_{k0}}.
\]

Now let us carry the calculation to second order. The second-order Hamiltonian, cf. Eq. (43), is

\[
E_2(J) = \frac{\partial H_1}{\partial J_{\mu}} \frac{\partial S_1}{\partial \psi_{\mu 0}} + \omega_{\mu 0} \frac{\partial S_2}{\partial \psi_{\mu 0}} + \frac{1}{2} \frac{\partial \omega_{\mu 0}}{\partial J_{\nu}} \frac{\partial S_1}{\partial \psi_{\mu 0}} \frac{\partial S_1}{\partial \psi_{\nu 0}},
\]

where the last term vanishes because \(\partial \omega_{\mu 0}/\partial J_{\nu} = 0\). Therefore, the differential equation for \(S_2\) has a form similar to the one for \(S_1\) in Eq. (86):

\[
\omega_{10} \frac{\partial S_2}{\partial \psi_{10}} + \omega_{20} \frac{\partial S_2}{\partial \psi_{20}} = (H_2) - H_2,
\]
where we have averaged over $\psi_{10}$ and $\psi_{20}$ to define

$$
\langle H_2 \rangle = \left\langle \sum_\mu \frac{\partial H_1}{\partial J_\mu} \frac{\partial S_1}{\partial \phi_\mu 0} \rightangle = \frac{V^2}{2U} (-2 + 3Q_2).
$$

The only nonzero Fourier components of the right-hand side of Eq. (88) are

$$
K_{0,1}^{(2)} = K_{0,-1}^{(2)} = K_{2,-1}^{(2)} = K_{-2,1}^{(2)} = \frac{V^2}{4U} \sqrt{Q_2^2 - Q_1^2}.
$$

A resonance has appeared: the $(2, -1)$ and $(-2, 1)$ terms are resonant because $\omega_{10} = -U$ and $\omega_{20} = -2U$. As in the previous section, the next course of action is to perform a canonical transformation that isolates the resonant pair. We shall not here proceed any further in this direction. Figure 5 shows the first-order approximation for $J_{20}$ implied by Eq. (87). The first-order result is not as accurate as the first-order results from the previous section. The approximation does not capture the drift in the guiding center of the oscillations. This not a consequence of stopping at the first order per se but rather of not taking into account the resonance. One possible solution to this problem is to transform to resonance-adapted coordinates as we did in the previous section. Alternatively, the Krylov-Bogoliubov averaging method can be used to derive approximations that take into account the drift in the center of the oscillations. Further work is also needed to address the nontrivial dynamics precisely at the quench, where the conserved quantities jump suddenly to different values.

VII. CONCLUSIONS AND OUTLOOK

Nonequilibrium dynamics is challenging because most of the many-body techniques we have were designed for equilibrium or steady states. More and more experiments are probing nonlinear dynamical regimes that display unanticipated phenomena with no counterparts in equilibrium systems. At the same time, there are many fundamental questions that remain to be addressed such as equilibration in strongly-interacting closed systems, the dynamics of quantum phase transitions and the influence of correlation and coherence in real-time dynamics. There is still much to be understood about the physics of quantum many-body systems far from equilibrium.

In this paper, a new approach to strongly-correlated nonequilibrium quantum dynamics has been presented. It is based on the Hamiltonian structure of the BBGKY hierarchy for reduced density matrices. Remarkably, the entire hierarchy of equations of motion can be expressed in the form of Hamilton equations for canonically conjugate variables, i.e. generalized coordinates and momenta. The resulting equations are just as intractable as the original ones, since the dimension of the resulting phase space is enormous. However, expressing the equations in the form of Hamilton equations lets one bring to bear the well-developed approximation schemes of classical mechanics, for instance canonical perturbation theory and the Krylov-Bogoliubov averaging method, and in this way greatly reduce the dimension and complexity of the problem. In Sec. VII canonical perturbation was applied to calculate the nontrivial quantum dynamics of a finite Hubbard chain which undergoes an interaction quench.

Another way to effectively reduce the dimension of the problem is to close the equations by means of functional approximations. Here, I have put forward the conjecture that it is possible to close the BBGKY equations at any level of the hierarchy in the form of Hamilton equations for a complete set of canonically conjugate variables. At the first level of the hierarchy, the complete set of variables $\{q_1^\mu, p_{1\mu}\}$ contains the orbital degrees of freedom as well as the occupation numbers $n_\alpha$ and their conjugate phases $\alpha_\kappa$. By accounting for the $\{\alpha_\alpha, n_\kappa\}$ dynamics, the approach goes beyond mean-field theory and brings us closer to describing strongly-correlated dynamics in the time domain. A different functional theory, using essentially the same set of variables but leading to effective single-particle Schrödinger equations, has also been introduced [59]. The most versatile approach to many-body nonequilibrium dynamics might be a hybrid approach, in which some of the degrees of freedom are described through the full hierarchy of BBGKY equations while others are eliminated through functional approximations.

The symplectic structure of the BBGKY hierarchy plays a key role in our formulation. It is a prerequisite for Hamiltonian structure, and it guarantees the existence of a set of canonically conjugate variables. Symplectic structure is also responsible for a new type of reduced geometric phase, which is associated with cyclic evolutions of the reduced density matrices. In contrast to Berry and Aharonov-Anandan [60, 61] phases, the reduced phases are observable even if the evolution of the full wave function is noncyclic. The physical significance of these geometric phases remains to be explored. Since they are sensitive to correlation and entanglement, they might lead
to new insights into the dynamics of strongly correlated systems. The reduced geometric phases can be expressed as action integrals of the form $\oint p_\mu dq^\mu$. Action integrals play an important role in the transition from quantum mechanics to classical mechanics, and they often have a transparent physical meaning. Another direction for future work is to investigate whether similar reduced geometric phases will appear for other types of reduced density matrices.

The Hamiltonian structure of the equations is also important for another reason: the great utility of canonical transformations in deriving systematic approximations and finding more convenient variables such as action-angle variables. Even if action-angle variables do not exist, it is often possible to make a sequence of canonical transformations to variables that behave more and more like action-angle variables. Apparently complicated dynamics can sometimes be described by slowly and regularly varying functions after such a transformation. It is natural to suppose that the theoretical description of nonequilibrium dynamics will be facilitated by working in terms of the most slowly varying quantities. This is especially important for the introduction of ab initio functional approximations in the reduced density matrix equations of motion. The main obstacle to applying TD DFT-like theories to real-time dynamics is the lack of knowledge about the memory dependence of the relevant functionals, such as the Kohn-Sham potential. One can expect short-term memory dependence to be weaker when the functional $\mathcal{H}_n[Q^\mu_n, P^{\mu}_n]$, introduced in Eq. (51), is expressed in terms of optimal action-angle variables. The Hamilton equations for the reduced variables $\{Q^\mu_n, P^{\mu}_n\}$ are in a form well-suited to ab initio functional approximations. Hamilton equations are also known to be a good starting point for setting up stable propagation algorithms that conserve energy and avoid secular terms, which can be expected to have important advantages in the simulation of slow transient and nonequilibrium processes such as relaxation and decoherence. The mapping of quantum dynamics onto effective classical Hamilton equations might also facilitate the development of semiclassical approximations.

The Hamiltonian formulation presented here for a system of bosons or fermions can be generalized to multi-component systems. Classical analogs of quantum systems have been used for a long time in studying the semiclassical limit of nonadiabatic coupled electron-ion dynamics \[86\] [87]. Very recently, the classical Hamiltonian formulation of quantum degrees of freedom was used to study the structure of quantum-classical hybrid systems \[86\]. Hybrid quantum-classical equations have also been derived by starting from the fully quantum equations and constraining the quantum fluctuations of a subsystem \[87\]. Electron-ion dynamics is an example of a problem where approximations based on the separation of fast and slow degrees of freedom has a long and successful history, and it will be interesting to see whether the Hamiltonian formulation leads to further developments.
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