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Abstract

For Artificial Intelligence to have a greater impact in biology and medicine, it is crucial that recommendations are both accurate and transparent. In other domains, a neurosymbolic approach of multi-hop reasoning on knowledge graphs has been shown to produce transparent explanations. However, there is a lack of research applying it to complex biomedical datasets and problems. In this paper, the approach is explored for drug discovery to draw solid conclusions on its applicability. For the first time, we systematically apply it to multiple biomedical datasets and recommendation tasks with fair benchmark comparisons. The approach is found to outperform the best baselines by 21.7% on average whilst producing novel, biologically relevant explanations.

1. Introduction

Drug development costs are ten times what the industry spent per year in the 1980s and continuously growing. The average new drug is now expected to take ten or more years to develop and cost over $2 billion (Austin and Hayford, 2021). To improve on this trend, there is increasing interest in enhancing human decision making with Artificial Intelligence (AI) recommendation systems.

AI recommendation systems commonly use black-box models that solely focus on optimising performance for tasks such as product recommendation and personalised content. These are high-frequency, low-risk recommendations that receive fast feedback to improve and build trust. However, the application of recommendations in the drug discovery space suffers from significant limitations (Gogleva et al., 2021): decisions are infrequent, high-risk and can have a large impact.

AI may pave the way for innovative new therapies, but pursuing the recommendations means devoting time and resources. First, experts are needed to label and rank recommendation lists, and then laboratory scientists must undertake costly and often time-consuming experiments to provide further validation. Finally, stakeholders need to persevere when provided recommendations are not successful, which
is certain to happen, given the notoriously high failure rates of new drugs. The whole process demands robust, sustained trust from humans. Therefore, a human-centric approach is essential. We argue that, in tandem with accurate recommendations, providing transparent reasoning, as shown in Figure 1, is a key part to building the trust required.

Drug discovery recommendation tasks include, but are not limited to, drug repositioning, disease target identification and personalised medicine. Some recent successes have been obtained in the application of recommendation systems on top of networks and knowledge graphs of biological knowledge (Barabási et al., 2011). For instance, machine learning models trained on graphs have been used to find novel drug candidates for COVID-19 (Zhou et al., 2020; Gysi et al., 2021), identify efficacious drug combination therapies (Cheng et al., 2019) and discover novel drivers of drug resistance (Gogleva et al., 2021).

A Knowledge Graph (KG) is a data representation that links diverse types of data together into a single, unified model. It enables complex and nuanced relationships to be captured. Due to the increasing breadth and depth of biomedical data, biomedical KGs have become a popular way to integrate the complex and diverse data into a single unified representation.

Biomedical KGs can contain and integrate data ranging from disease networks and protein interactions to healthcare records and scientific knowledge extracted from literature. The intrinsic patterns, uncertainty and bias within biomedical data presents many unique challenges for reasoning (Bonner et al., 2021). Biomedical KGs are also structurally different from standard KGs (Figure 4). Because of this, the common assumptions and methods for graph reasoning often fail to generalise (Liu et al., 2021).

1.1. Main contributions:

This paper makes the following novel contributions:

1. Applying multi-hop neural-driven recommendation to complex biomedical KGs 10x bigger than previously used.

2. Benchmarking multiple algorithms on representative biomedical datasets and tasks with standardised evaluations.

3. Validating if biologically relevant explanations are produced with biomedical expert end users.

4. Finding that multi-hop reasoning has the potential to generate explanations and boost the performance of black-box methods.

2. Related Work

2.1. Knowledge Graphs

At the fundamental level, graphs contain information about a set of entities (also referred to as nodes or mathematically as vertex) and the set of relationships (also known as edges) between them. A Knowledge Graph (KG) is a heterogeneous, multi-relation graph that can contain directed and undirected edges. This means it has many types of entities and relations, can have multiple edges of the same type between entities, and the edges may indicate direction (Figure 2).

The core component of a graph is a triple. A single triple defines how two entities are linked. It consists of a head entity $h$, relation $r$ and target entity $t$. A triple is therefore defined by $(h, r, t)$. An example of a triple would be ($London$, capital of, $United Kingdom$). When multiple triples are combined, it creates a graph.

A common graph reasoning task is link prediction. It is used to discover new links within incomplete KGs. Many classical AI problems such as recommendations, reasoning and question answering can be rephrased as link prediction problems. The task is to find new links by identifying entities that correctly complete a query. For example, predicting drugs to treat COVID-19 could be defined as finding tail entities that correctly complete the triple ($COVID-19$, treated by, $?$).

In industry, KGs have been successfully deployed in many applications such as search engines, social graphs, fraud detection and product recom-
mendation. KGs commonly used for benchmarking within research include FB15K-237 (Toutanova et al., 2015), NELL-995 (Xiong et al., 2017) and WN18RR (Dettmers et al., 2018).

However, the lack of large and reliable benchmark graphs for research purposes is well known (Hu et al., 2020). In particular, standard, representative and fair benchmark graphs are still limited for specialist problems such as biomedical recommendation. Initiatives such as the Open Graph Benchmark (Hu et al., 2020) are good attempts at solving this, but still not representative of large biomedical KGs used in industry. OGB's biomedical KG is relatively small and has only 5 node types (Appendix A.3). It also differs structurally when compared to the low degree graphs with NLP edges extracted from literature (Figure 4).

2.2. Biomedical Knowledge Graphs

Biomedical KGs are a specialist type of KG that focus on the biomedical domain. They include information between entities such as genes, diseases, pathways and compounds. The data is usually collected from a wide variety of data sources (Bonner et al., 2021). An example ontology can be seen in Figure 3. The biomedical data is large, noisy, incomplete and contains contradictory observations. Structurally, the graphs exhibit long-range dependencies, many high-degree hub entities, a higher density of links, long tails of weakly connected entities and higher heterogeneity than standard benchmark graphs (Figure 4).

Biomedical KGs are becoming increasingly popular within industry and as open-source initiatives. Examples include, BioKG (Walsh et al., 2020), DRKG (Ioannidis et al., 2020), Clinical KG (Santos et al., 2020), Hetionet (Himmelstein et al., 2017), OpenBiolink (Breit et al., 2020), OGBL-BIOKG (Hu et al., 2020) and PharmKG (Zheng et al., 2020b).

2.3. Existing Reasoning Approaches

Existing approaches to reasoning on KGs originate from different theoretical perspectives with varying levels of explainability. The approaches can be categorised into symbolic, neural and neurosymbolic reasoning approaches (Zhang et al., 2021).

Symbolic Symbolism assumes symbols are the fundamental unit of human intelligence. It treats cognition purely as a series of inferences upon symbolic representations (Haugeland, 1989). Symbolic reasoning approaches deduce general logic rules to use when predicting new links.

Importantly, as they follow clear symbolic rules, the reasoning is fully transparent to the user. AnyBURL (Meilicke et al., 2019) and pLogicNet (Qu and Tang, 2019) both involve the learning of rules. Recent updates to AnyBURL added a more neuro-symbolic style. They were shown to yield impressive but not superior performance on the biomedical KG Hetionet (Liu et al., 2021).

Due to the strict matching and discrete logic operations, symbolic methods are thought to be intolerant to the ambiguity and noise of biomedical data. However, the inflexible rules can restrict the expressiveness. Additionally, it was hypothesised that large amounts of high-degree entities makes the learning and applying of logical rules more difficult (Liu et al., 2021).

Neural In contrast, connectionism is subsymbolic and imitates the neurons within brains to build models (Rosenblatt, 1958; Rumelhart et al., 1986). Instead of symbolic representations, neural reasoning approaches map entities and edges in KGs to low-dimensional vector representations known as embeddings. This approach is the focus of a large body of recent research (Wu et al., 2020).

Despite achieving state-of-the-art results on benchmark tasks, a fundamental problem with the neural
Figure 4: Comparison of biological and generic KG datasets. (a) Graph size and heterogeneity. Triangles (∆) represent benchmark KGs, circles (○) note biomedical KGs. (b) Skewness of degree distribution. Box plots represent the quartiles of the degree distributions and the mean degree is denoted by the diamonds (♦). Biomedical KGs have a highly skewed degree distribution caused by a long-tail of poorly connected entities and a large number of highly connected hub-like entities.

approach is its non-transparent nature. Predictions are single-hop within vector space and the contributing features driving the prediction are hidden to humans.

Traditional embeddings methods are trained to minimise the reconstruction error in the immediate first-order neighbourhood while discarding higher-order proximities. There is also a homophily assumption in proximity preserving embeddings. However, most explanatory metapaths for drug repurposing were found to have length two or more (Liu et al., 2021) and biomedical graphs display heterophily.

More recently, Graph Neural Networks (GNNs) learn node embeddings by aggregating incoming messages from neighbouring nodes. In theory, these methods are capable of modeling longer-term dependencies. However, in the presence of many high-degree nodes, like in biomedical KGs, the size of neighbourhoods leads to many uninformative signals and causes over-smoothing (Kipf and Welling, 2016).

GNNs are also limited by poor expressiveness of long-tail entities with small neighbourhoods (Guo et al., 2019). This is common in biomedical KGs, demonstrated by the average degree’s 25th percentile of just 3 neighbours and positive skews in Figure 4.

Neurosymbolic The neural-symbolic approach attempts to synergise the neural and symbolic approaches. It is being increasingly referred to by the colloquial term "neurosymbolic". In graph reasoning, this leverages a symbolic graph representation to reduce the search space, cleanse uninformative signals and provide interpretability, whilst using neural approaches to increase expressiveness and adapt the reasoning to ambiguity.

These attributes are highly relevant for reasoning on biomedical KGs. Multi-hop reasoning with neural networks, a path based approach to KG reasoning, falls into the subcategory of neural-driven symbolic reasoning.

2.4. Reinforcement Learning Reasoning

Formulating KG reasoning as a neural-driven multi-hop problem naturally lends itself to Reinforcement Learning (RL). RL is known to be effective in using neural approaches for solving sequential decision-making problems. Alternative neurosymbolic approaches such as NTP (Rocktäschel and Riedel, 2017) and Neural LP (Yang et al., 2017) fail to scale to large knowledge graphs (Liu et al., 2021).

RL methods have achieved superhuman levels of performance in sequential decision making, famously for arcade games (Mnih et al., 2013), board games (Silver et al., 2017), online multiplayer games (Berner et al., 2019) and imperfect-information games (Brown et al., 2020). These successes demonstrated RL’s ability to operate on ambiguous data, understand complex environments and infer high-level causal relationships. We believe these to be very relevant attributes for the application to biomedical KGs and drug discovery recommendations in general.

The approach of using RL for recommendation systems is increasing in popularity in industry and
academia (Afsar et al., 2021; Chen et al., 2019). RL has already been applied to the tasks of question answering (Das et al., 2018), fact-checking (Xiong et al., 2017) and recommendations (Liu et al., 2021).

Most of the approaches use path based RL reasoning, which sequentially traverses triples in a graph to make predictions. Because of this, it provides transparent reasoning for every prediction. An issue with this approach can be convergence and generating relevant reasoning paths. To help, demonstrations of reasoning can be provided by metapaths which act as a form of weak supervision (Zhao et al., 2020; Liu et al., 2021). RL reasoning applied to the standard benchmarks graphs used in research has not shown promising performance and thus has not been the focus of much research. A small sample of path-based models and their characteristics are shown in Table 1.

MINERVA is a path based RL algorithm for the similar task of question answering. Two extensions of MINERVA, R2D2 and PoLo, applied the method to a biomedical KG (Hildebrandt et al., 2020; Liu et al., 2021). PoLo highlighted the potential for multi-hop reasoning to be especially suited to biomedical KGs.

Whilst promising in their approach, these works used Hetionet which is a relatively small KG that lacks the full complexity, size and noise found in industrial biomedical KGs. Additionally, Hetionet has not been updated since 2017. PoLo’s results came from testing a limited number (151) of Compound-treats-Disease links and the evaluation strategy was not standardised as pruning was not tested across all models. The ambiguity of how metrics are calculated also creates the possibility for unfair comparisons (Sun et al., 2020; Berrendorf et al., 2021). To overcome the limitations of these studies, we extend their work to larger biomedical KGs and offer a set of standardised evaluations.

### 3. Preliminaries

The algorithms MINERVA and PoLo are used for path-based RL reasoning to directly build on the claims in Liu et al. (2021) that the approach is suited to biomedical KGs. Both algorithms use the same definitions of the knowledge graph environment and task, which are defined below.

#### 3.1. Knowledge Graph

A triple links two entities together. It is defined by \((h, r, t)\) where \(h\) is the head entity, \(r\) is the relation, and \(t\) is the tail entity. An example of a triple would be \((\text{Ibuprofen}, \text{treats}, \text{Headache})\). \(E\) represents the full set of entities and \(R\) the set full of relations in a graph. Every entity has a unique type \(T\). The KG is defined as a set of \((h, r, t)\) triples \(KG \subset E \times R \times E\). To enable RL agents to travel bidirectionally across triples, the inverse triples are added to the KG. The inverse relations are denoted as \(r^{-1}\). For example for \((e_1, r, e_2)\) the triple \((e_2, r^{-1}, e_1)\) is also added. All triples in the KG are treated as true facts.

#### 3.2. Metapaths

A metapath is a logical reasoning rule defining a general pathway between two entities. For example, a desired metapath for predicting \((\text{Compound}, \text{treats}, \text{Disease})\) triples might be:

\[(\text{Compound} \xrightarrow{\text{binds}} \text{Gene} \xrightarrow{\text{associates}} \text{Disease})\]

#### 3.3. Recommendation

The task of recommendation is posed as a link prediction problem via sequential graph traversal. Given a query \((e_1, r, ?)\), such as \((\text{COVID-19}, \text{treated by}, ?)\), the task is to sequentially traverse triples in the KG to find the correct answer entities. At each step \(s\) in the graph, the set of possible actions is the outgoing triples of the current entity \(e_s\). Each action is represented by the triples relation and tail entity \((r, t)\). Vector space embeddings are used to represent the relations and entities for input to the models. A ‘NO_OP’ action is augmented to each node, which effectively allows for no action to be taken and staying at the current node. A maximum number of steps is set to prevent the model from traversing indefinitely.

### 4. Experiments

We ran multiple experiments to establish if the path based RL reasoning approach is suited to biomedical recommendation tasks. We applied it to three different KGs on two separate tasks to draw concrete conclusions on its suitability. Ablations are performed to understand the approach in more depth.
Table 1: Sample of RL reasoning algorithms

| Algorithm  | Reference                  | Approach                                                   |
|------------|----------------------------|------------------------------------------------------------|
| DeepPath   | Xiong et al. (2017)        | RL path finding for fact checking                          |
| MINERVA    | Das et al. (2018)          | Policy-based RL for QA                                     |
| M-Walk     | Shen et al. (2018)         | Monte Carlo Tree Search when sampling                      |
| MultiHop   | Lin et al. (2018)          | Soft reward and action dropout for MINERVA                 |
| PGPR       | Xian et al. (2019)         | Policy-based RL walks                                      |
| RuleGuider | Lei et al. (2020)          | Discovers rules to use for RL walks                        |
| R2D2       | Hildebrandt et al. (2020)  | MINERVA with debate dynamics                               |
| PoLo       | Liu et al. (2021)          | MINERVA with metapaths                                     |

4.1. Tasks

The models are evaluated on two common biomedical recommendation tasks: drug repurposing and drug-target interaction. In the first task, the goal is to find (Compound, treats, Disease) triples. Formally the query is defined as (Compound, treats, ?). For the second task, the goal is predicting (Compound, binds, Gene) triples, with the formal query being defined as (Compound, binds, ?).

4.2. Datasets

Three datasets are used. Hetionet as a small open-source baseline graph and two projections of Biological Insights Knowledge Graph (BIKG) (Geleta et al., 2021). BIKG is an internal biomedical KG actively used by AstraZeneca for drug discovery recommendations. The two projections are ‘BIKG Hetionet’ and ‘BIKG Hetionet+'. The specific projections of BIKG are chosen as they represent the two separate structural types of biomedical KGs, which can be seen in Figure 4. Importantly, these specific datasets were chosen as they share the same core ontology as Hetionet (Figure 3), which allows for a unique systematic analysis.

Hetionet  Hetionet (Himmelstein et al., 2017) is an open-source dataset developed in 2017 as part of a study looking at drug repurposing using a KG. It is the most commonly used biomedical graph for benchmarking. Hetionet combines data from 29 public databases and contains over 47k entities of 11 types, including genes, compounds and diseases. These are linked by over 2.2M edges of 24 different relation types. The full ontology is shown in Figure 3.

BIKG Hetionet  BIKG (Geleta et al., 2021) unifies data from different public, private and internal sources into a single, comprehensive knowledge graph. BIKG Hetionet is a projection of BIKG using the same Hetionet schema in Figure 3, except with almost five times more edges and three times more nodes. It represents the type of biomedical graph with a higher density and average degree (Figure 4). Usually this is because they do not include edges mined from literature. Exact dataset statistics can be found in Appendix A.

BIKG Hetionet+  Like other biomedical KGs, a large part of the full BIKG is from Natural Language Processing (NLP) pipelines which extract triples from literature. These are inherently more noisy and ambiguous edges. BIKG Hetionet+ extends on BIKG Hetionet by adding ‘has link’ NLP edges and 22 other new edge types. This nearly doubles the number of edge types. One extra node type ‘Mechanism of Action’ is also added. These additions result in a much noisier and more complex KG, representing the sparser biomedical graphs that contain literature edges and a lower average degree caused by a longer tail of poorly connected entities (Figure 4). Exact statistics can be found in Appendix A.

4.3. Algorithms

For the RL algorithm, MINERVA (Das et al., 2018) is selected. PoLo (Liu et al., 2021), which extends MINERVA with extra rewards for following pre-defined metapaths, is also used on the drug repurposing task. Using PoLo tests the effect of weak supervision from injecting prior domain knowledge. The metapaths are re-used from the original paper.

The following baseline algorithms were chosen to cover the different theoretical approaches and the most competitive models from the initial Liu et al. (2021) results on Hetionet – TransE (Wang et al., 2014), DistMult (Yang et al., 2014), R-GCN (Schlichtkrull et al., 2018) and AnyBURL (JUNO version) (Meilicke et al., 2019).
4.4. Evaluation Strategy

Ambiguity exists in the evaluation of link prediction methods. Metrics are not uniformly calculated across individual algorithm implementations and common software libraries. This leads to unfair comparisons in reported results (Sun et al., 2020; Berrendorf et al., 2021). Therefore, we implement an independent and standardised approach to fairly evaluate predictions. To the best of our knowledge, this is the first time it has been done for biomedical KG recommendations across symbolic, neural and neuro-symbolic methods.

All metrics are filtered (Bordes et al., 2013), deduplicated and evaluated for tail-sided predictions against all nodes in the graph. Pruning is also applied which filters predictions to only nodes of the correct target type, as this would be done before giving recommendation lists to scientists. Standard metrics for recommendation tasks are used, HITS@1, HITS@3, HITS@10, and mean reciprocal rank (MRR).

An initial hyperparameter search is applied for every dataset, task and model to find sensible hyperparameters (Appendix A). The best hyperparameters are used for training 5-fold cross-validation with seeded randomly split triples. Finally, the mean of the five runs is reported alongside standard errors.

5. Results

The results are shown in Table 2. The interpretable RL methods, MINERVA and PoLo, performed the best. Averaged across all datasets and tasks, MINERVA outperformed the best baselines by 41.8% for HITS@1, 24.3% for HITS@3, 7.3% for HITS@10 and 13.5% for MRR. Generating a average performance gain of 21.7% across metrics.

When metapaths were used in PoLo, it improved MINERVA’s average performance by a further 4.4%. We found applying pruning to RL results was especially important; leading to significant performance boosts, as it effectively eliminates incomplete and failed walks from predictions (Appendix C for pre-pruned).

The RL approaches superior performance notably decreased as the graphs complexity increased. Falling from 41.7% performance gain in BIKG Hetionet to just 6.8% gain in BIKG Hetionet+. The improvement from metapaths also degraded from 5.4% on BIKG Hetionet to 2.7% across metrics for BIKG Hetionet+ as the metapaths became less relevant for the expanded ontology.

The baseline neural and symbolic methods varied in performance, whereas neurosymbolic methods (MINERVA and PoLo) were able to perform consistently across datasets and tasks. The embedding models (TransE & DistMult) struggled with larger biomedical KGs. However, TransE performed notably well for drug-target interaction. R-GCN performed relatively consistently but achieved a middle-of-the-pack performance. Finally, AnyBURL was competitive on larger graphs with the higher ambiguity. The symbolic rules managed to cut through the noise and perform well. However, in other graphs AnyBURL’s rigid rules limited its expressiveness.

In summary, we found that neural methods were better suited to smaller, cleaner biomedical KGs and symbolic methods were suited to larger, noisy biomedical KGs. However the neurosymbolic methods were able to perform consistently well across both.

5.1. Ablations

Impact of Multi-Hop Reasoning An ablation was ran to isolate the impact of single-hop vector space reasoning vs multi-hop symbolic reasoning. It was found that using multi-hop symbolic reasoning had better performance (Table 3) This ablation boosted the performance of black-box TransE recommendations whilst also providing the much needed explanations. It highlights the potential for multi-hop reasoning to work synergistically with graph representations usually used for single-hop vector space predictions. Multi-hop reasoning algorithms such as MINERVA could be a way to add explainability on top of black-box approaches like GNNs and traditional embeddings without sacrificing performance. However, further research is required into the extent that this is true.

Impact of Neural-Driven Reasoning A second ablation was run to see how the expressiveness of neural driven reasoning impacts performance. With superior symbolic rules as guidance, the extra expressiveness of neural-driven reasoning could not outperform the purely symbolic rules (Table 3). This shows how symbolic rules are very effective when there are high levels of noise and complexity in the KG. Even when being guided by the symbolic rules, the dynamic capability of the neural driven approach did not provide any benefits.
Table 2: Experiment results. **green** indicates the best result, **blue** indicates second best result. The interpretable, path based RL methods PoLo and MINERVA performed best.

| Task                        | Dataset | Model   | HITS@01 | HITS@03 | HITS@10 | MRR     |
|-----------------------------|---------|---------|---------|---------|---------|---------|
| Hetonet                     | TransE  | .193 ± .027 | .364 ± .031 | .608 ± .034 | .312 ± .022 |
|                             | DistMult| .028 ± .002 | .138 ± .022 | .373 ± .039 | .129 ± .002 |
|                             | RGCN    | .047 ± .028 | .194 ± .018 | .492 ± .043 | .221 ± .040 |
|                             | AnyBURL | .116 ± .013 | .288 ± .024 | .572 ± .036 | .258 ± .012 |
|                             | MINERVA | .351 ± .040 | .559 ± .058 | .790 ± .057 | .463 ± .041 |
|                             | PoLo    | .378 ± .023 | .575 ± .025 | .845 ± .009 | .479 ± .015 |
| Drug Repurposing            | BIKG    | TransE  | .016 ± .003 | .034 ± .005 | .088 ± .001 | .045 ± .004 |
|                             | DistMult| .004 ± .002 | .013 ± .002 | .036 ± .007 | .024 ± .003 |
|                             | RGCN    | .056 ± .005 | .108 ± .008 | .239 ± .008 | .117 ± .005 |
|                             | AnyBURL | .000 ± .000 | .015 ± .001 | .046 ± .004 | .023 ± .001 |
|                             | MINERVA | .121 ± .002 | .194 ± .010 | .249 ± .013 | .160 ± .004 |
|                             | PoLo    | .124 ± .005 | .204 ± .010 | .273 ± .016 | .167 ± .008 |
| BIKG Hetonet+               | TransE  | .017 ± .002 | .052 ± .004 | .119 ± .011 | .057 ± .002 |
|                             | DistMult| .004 ± .002 | .014 ± .004 | .039 ± .001 | .026 ± .004 |
|                             | RGCN    | .039 ± .008 | .104 ± .016 | .222 ± .015 | .115 ± .005 |
|                             | AnyBURL | .000 ± .000 | .056 ± .006 | .205 ± .014 | .072 ± .002 |
|                             | MINERVA | .076 ± .008 | .184 ± .011 | .166 ± .013 | .113 ± .010 |
|                             | PoLo    | .074 ± .006 | .133 ± .010 | .173 ± .012 | .115 ± .007 |
| Hetonet                     | TransE  | .287 ± .008 | .546 ± .013 | .918 ± .007 | .331 ± .005 |
|                             | DistMult| .039 ± .004 | .128 ± .007 | .367 ± .012 | .115 ± .005 |
|                             | RGCN    | .060 ± .025 | .177 ± .057 | .376 ± .102 | .126 ± .031 |
|                             | AnyBURL | .169 ± .043 | .323 ± .081 | .493 ± .124 | .210 ± .051 |
|                             | MINERVA | .186 ± .015 | .420 ± .028 | .807 ± .039 | .296 ± .019 |
| Drug-Target Interaction     | BIKG    | TransE  | .193 ± .001 | .376 ± .012 | .674 ± .012 | .239 ± .004 |
|                             | DistMult| .014 ± .007 | .111 ± .014 | .269 ± .014 | .098 ± .007 |
|                             | RGCN    | .173 ± .016 | .338 ± .013 | .539 ± .021 | .235 ± .008 |
|                             | AnyBURL | .215 ± .005 | .408 ± .004 | .623 ± .009 | .264 ± .004 |
|                             | MINERVA | .235 ± .005 | .516 ± .011 | .983 ± .015 | .305 ± .004 |
| BIKG Hetonet+               | TransE  | .054 ± .004 | .098 ± .007 | .171 ± .011 | .008 ± .004 |
|                             | DistMult| .035 ± .006 | .084 ± .011 | .206 ± .029 | .084 ± .001 |
|                             | RGCN    | .188 ± .008 | .323 ± .019 | .539 ± .010 | .241 ± .006 |
|                             | AnyBURL | .215 ± .003 | .408 ± .008 | .622 ± .005 | .263 ± .003 |
|                             | MINERVA | .181 ± .006 | .368 ± .008 | .628 ± .019 | .243 ± .004 |

Table 3: **Multi-Hop Ablation.** Retraining MINERVA using the same embeddings from TransE where they initially performed best (Drug-Target Interaction on Hetonet) improved performance. **Neural-Driven Ablation.** Where AnyBURLs symbolic rules performed best (Drug-Target Interaction on BIKG Hetonet+) the same rules were reused as metapaths in PoLo but it failed to improve performance.

| Ablation       | Model       | HITS@01  | HITS@03  | HITS@10 | MRR    |
|----------------|-------------|----------|----------|---------|--------|
| Multi-Hop      | TransE      | .287 ± .008 | .546 ± .013 | .918 ± .007 | .331 ± .005 |
|                | MINERVA     | .186 ± .015 | .420 ± .028 | .807 ± .039 | .296 ± .019 |
|                | MINERVA*    | .327 ± .014 | .622 ± .013 | .938 ± .018 | .350 ± .006 |
| Neural-Driven  | AnyBURL     | .215 ± .003 | .408 ± .008 | .622 ± .005 | .263 ± .003 |
|                | MINERVA     | .181 ± .006 | .368 ± .008 | .628 ± .019 | .243 ± .004 |
|                | PoLo*       | .191 ± .009 | .366 ± .012 | .596 ± .019 | .250 ± .010 |
6. Explanations

Although the results are promising, Lv et al. (2021) claim the reasoning produced by multi-hop models can have gaps in interpretability. If the explanations are unclear to the end user, it will be detrimental to trust. To address this aspect, we run inference on the full BIKG Hetionet and BIKG Hetionet+ graphs, using the trained MINERVA models. We then assess the resulting high-level metapaths and individual reasoning paths for biological relevance.

6.1. Reasoning Metapaths

We found that the high-level metapaths displayed sensible biological logic. The reasoning ranges from clear interactions between genes, mechanisms of action and biological pathways to more vague similarity-based reasons such as compounds that resemble each other (Figure 5 & 6). However, inspection of the metapaths also revealed that models can get fixated on less successful policies, almost exclusively focusing on mechanisms of action entities in BIKG Hetionet+ and using more cyclic paths, which ultimately led to lower performance. The top 10 metapaths and their frequency can be found in Appendix B.

Figure 5: MINERVA’s most common metapaths for drug repurposing

Figure 6: MINERVA’s most common metapaths for drug-target interaction

6.2. Case Studies

Although the high-level metapaths appear to be relevant, the low-level reasoning could still be biologically flawed. Therefore, together with subject matter experts we investigated a sample of the individual reasoning paths to check the validity.

Novel predictions were made for Lixisenatide, Dulaflutide and similar compounds to treat non-alcoholic fatty liver disease (NAFLD). It was able to correctly reason that they act as a receptor agonist (RA) for the gene Glucagon-like peptide-1 receptor (GLP1R). There is literature supporting the role of GLP-1 RA’s as a treatment for NAFLD (Seghieri et al., 2018; Lv et al., 2020), as well as clinical trials and case studies for NAFLD treatment (Gluud et al., 2014; Seko et al., 2017). The next highest prediction for NAFLD was for Secukinumab, which follows a similar reasoning but instead via Interleukin-17A inhibition. There is a clinical trial currently recruiting to study this on ClinicalTrials.gov (NCT04237116).

Everolimus, usually used to treat cancer, was unconventionally predicted to treat unipolar depression (Figure 1). However there is case study evidence to support this theory (Mir et al., 2018). The reasoning was due to links with Cytochrome P450, which has known links to depression via the mTor pathway. It also links to Gene PLXNA3, which is important
for neurological development and has studies linking it to depression (Wray et al., 2007). This is a more speculative, but still biologically relevant, reasoning that would require additional validation work from drug discovery scientists.

Finally, a prediction was made of Simvastatin binding to gene UGT1A1. This example highlights how the predictions and explanations are susceptible to errors in the KG data. The reasoning used the edges of Simvastatin binding to enzymatic genes CYP2D6, SLCO1B1 and CYP3A5, which are involved in drug metabolic pathways. UGT1A1 was also shown to be a participant in these pathways, and therefore it reasoned that Simvastatin was likely to bind to UGT1A1. All these enzymatic genes are indeed involved in Simvastatin metabolism (Iwuchukwu et al., 2014). However, they do not actually 'bind' to these genes, the edges are misclassified and should be 'affects'. The benefit of the transparent explanations is that a scientist can easily identify this fault and dismiss the recommendation. It also means data issues can easily be identified and fixed, which creates higher quality KG datasets. Whereas for black-box recommendations the fault in the reasoning would be invisible to end users and likely go unnoticed.

These case studies are typical of the types of biological reasoning that can be found throughout the predictions, with some novel and interesting explanations. There is also a proportion of predictions with more ambiguity, linking entities together via similar genes, compounds and pharmacological classes. We provide more examples in Appendix B.

7. Implications

The superior performance we observed and the accompanying transparent explanations make the RL approach well suited to biomedical recommendations. The general approach can be extended to produce even greater explanations. RL’s reward function enables users to have more control over the reasoning used and it’s possible to provide reasons a recommendation might not be true (Hildebrandt et al., 2020).

Additionally, the multi-hop approach allows for an interactive, human-in-the-loop reasoning process. Humans and AI can collaborate by combining knowledge to collaboratively walk across the knowledge graph to make predictions. All these attributes mean the approach can create better informed, more trusted biomedical recommendations without compromising on accuracy.

8. Conclusions

This paper highlights that biomedical KG recommendation is a unique challenge that cannot be approached in the same way as other recommendation tasks. The reality of the problem demands recommendations to be human-centric and it is shown that biomedical KGs unique structure differentiates them as a distinct problem. Different theoretical types of algorithms were evaluated across multiple representative datasets and tasks. It was found that multi-hop neural-driven symbolic reasoning, using RL, outperformed other approaches. Additionally, using this approach we were able to produce novel and relevant biological explanations. An ablation also highlighted the potential for this approach to create explanations for black-box models whilst boosting performance. Therefore, we believe the approach is well suited to biomedical recommendations and encourage more research in this direction.
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Appendix A. Experimental Details

A.1. Model Implementations

Our experiments with PoLo and MINERVA utilized the TensorFlow (Abadi et al., 2016) codebase released by the authors of PoLo. AnyBURL (Meilicke et al., 2019) uses the latest version (AnyBURL-JUNO) from the authors. The DistMult and TransE (L2 norm) embeddings were learned with the DGL-KE (Zheng et al., 2020a) on top of the PyTorch (Paszke et al., 2017) automatic differentiation backend library. The hyperparameters of these embedding models were tuned on the validation set with the open-source Optuna framework (Akiba et al., 2019). Finally, the R-GCN baselines were generated with the PyTorch Geometric library (Fey and Lenssen, 2019) using Adam optimiser Kingma and Ba (2017), Dropout Srivastava et al. (2014) and ReLU Nair and Hinton (2010).

A.2. Hyperparameters

To get the best results for each model, the Table X and Y show hyperparameters that are searched. For MINERVA, $\lambda$ is set to 0 which recovers MINERVA from PoLo.

Table 4: Hyperparameter search space for MINERVA and PoLo. For MINERVA $\lambda$ is set to 0.

| Hyperparameter | Values |
|----------------|--------|
| Embedding size | $\{128, 256\}$ |
| Hidden layer size | $\{256, 512\}$ |
| Learning rate | $\{0.0001, 0.001\}$ |
| $\lambda$ | $\{0.1, 1\}$ |
| $\beta$ | $\{0.01, 0.1\}$ |

Table 5: Hyperparameter search space for knowledge graph embedding techniques TransE and DistMult.

| Hyperparameter | Values |
|----------------|--------|
| Embedding size | $\{128, 256, \ldots, 1024\}$ |
| Learning rate | $[0.001, 0.2]$ |
| Negative samples | $\{1, \ldots, 500\}$ |
| Max step | $\{12000, 22000, \ldots, 200000\}$ |

Table 6: Hyperparameter search space for R-GCN.

| Hyperparameter | Values |
|----------------|--------|
| Embedding size | $\{32, 64, 128\}$ |
| Learning rate | $\{0.01, 0.05\}$ |
| Negative samples | $\{10\}$ |
| Max step | $\{0.01\}$ |

AnyBURL We use the most recent (JUNO) version of AnyBURL, which is more of a neurosymbolic approach as it implements Reinforcement Learning to learn rules. The maximum length of rules is set to 3 and the rules are learned for a total of 500 seconds. The AnyBURL algorithm does not need hyperparameter tuning to achieve good results, therefore we kept the default values of remaining hyperparameters.
### A.3. Dataset Statistics

#### Table 7: Statistics of each tasks dataset sizes

| Task                      | Dataset  | Relation | Nodes     | Edges        | Train | Valid | Test |
|---------------------------|----------|----------|-----------|--------------|-------|-------|------|
| Drug Repurposing          | Hetionet | CtD      | 47,031    | 2,250,197    | 483   | 121   | 151  |
|                           | BIKG Hetionet | CtD      | 131,668   | 11,289,713   | 2,062 | 516   | 664  |
|                           | BIKG Hetionet+ | CtD      | 556,219   | 25,762,310   | 2,114 | 529   | 661  |
| Drug-Target Interaction   | Hetionet | CbG      | 47,031    | 2,250,197    | 7,404 | 1,852 | 2,315|
|                           | BIKG Hetionet | CbG      | 131,668   | 11,289,713   | 7,351 | 1,838 | 2,298|
|                           | BIKG Hetionet+ | CbG      | 556,219   | 25,762,310   | 7,351 | 1,838 | 2,298|

#### Table 8: Statistics of biomedical and benchmark knowledge graphs

| Dataset               | Domain     | Node Types | Nodes     | Edge Types | Edges        | Mean Degree |
|-----------------------|------------|------------|-----------|------------|--------------|-------------|
| ClinicalKG            | Biological | 35         | 19,251,579| 57         | 208,177,953 | 21.63       |
| BIKG                  | Biological | 27         | 10,948,027| 52         | 83,849,252  | 17.87       |
| BIKG Hetionet+        | Biological | 12         | 556,219   | 47         | 25,762,310  | 92.63       |
| BIKG Hetionet         | Biological | 11         | 131,668   | 24         | 11,289,713  | 171.49      |
| DRKG                  | Biological | 13         | 97,238    | 107        | 5,874,258   | 120.81      |
| OGBL-BIOKG            | Biological | 5          | 45,085    | 51         | 4,762,677   | 108.52      |
| OpenBioLink-HQ        | Biological | 7          | 184,667   | 30         | 4,778,683   | 51.80       |
| Hetionet              | Biological | 11         | 47,031    | 24         | 2,250,197   | 95.83       |
| BioKG                 | Biological | 10         | 105,524   | 17         | 2,067,998   | 39.19       |
| PharmKG-8k            | Biological | 3          | 7,262     | 29         | 479,902     | 132.16      |
| FB15K-237             | General    | 571        | 14,505    | 237        | 310,116     | 42.50       |
| WN18RR                | Lexical    | 4          | 40,945    | 11         | 90,003      | 4.53        |
| NELL-995              | General    | 269        | 75,492    | 200        | 154,213     | 4.09        |
Appendix B. Explanations

The following section contains metapath statistics and explanations generated by MINVERA on the BIKG Hetionet and BIKG Hetionet+ datasets.

B.1. Metapaths Statistics

Table 9: MINERVA’s top 10 frequent reasoning metapaths for drug repurposing (pruned)

| Dataset   | Metapath                                                                 | %   |
|-----------|---------------------------------------------------------------------------|-----|
| BIKG      | Compound → Disease associates^{-1} Gene associates^{-1} Disease           | 71.7|
|           | Compound includes^{-1} Pharmacologic Class includes^{-1} Compound          | 5.1 |
|           | Compound → Disease upregulates^{-1} Gene associates^{-1} Disease           | 4.3 |
|           | Compound → Disease upregulates^{-1} Compound Map Compounds associates^{-1} | 2.7 |
|           | Compound → Disease upregulates^{-1} Gene associates^{-1} Disease           | 2.1 |
|           | Compound resembles^{-1} Compound resembles^{-1} Compound treats^{-1} Disease | 1.5 |
|           | Compound binds^{-1} Gene associates^{-1} Disease                          | 1.2 |
|           | Compound resembles^{-1} Compound resembles^{-1} Compound treats^{-1} Disease | 1.2 |
|           | Compound汇集s^{-1} Compound汇集s^{-1} Compound treats^{-1} Disease       | 1.2 |
|           | Compound → Disease localizes^{-1} Anatomy associates^{-1} Disease         | 0.9 |
| BIKG Hetionet+ | Compound has mechanism^{-1} Mechanism of Action has mechanism^{-1} Compound Map Compounds associates^{-1} | 51.5|
|           | Compound has mechanism^{-1} Mechanism of Action has assay target^{-1} Gene associates^{-1} Disease | 34.2|
|           | Compound has link^{-1} Disease has link^{-1} Disease has link^{-1} Disease | 9.2 |
|           | Compound has link^{-1} Disease has link^{-1} Disease has link^{-1} Disease | 1.6 |
|           | Compound → Disease has link^{-1} Compound associates^{-1} Disease         | 1.3 |
|           | Compound → Disease has link^{-1} Compound associates^{-1} Disease         | 0.4 |
|           | Compound → Disease associates^{-1} Gene associates^{-1} Disease           | 0.3 |
|           | Compound → Disease involves in^{-1} Biological Process involves in^{-1} Disease | 0.2 |
|           | Compound → Disease associates^{-1} Gene associates^{-1} Disease           | 0.2 |
|           | Compound → Disease involves in^{-1} Biological Process involves in^{-1} Disease | 0.1 |
Table 10: MINERVA’s top 10 frequent reasoning metapaths for drug target interaction (pruned)

| Dataset | Metapath                                                                 | %  |
|---------|--------------------------------------------------------------------------|----|
| BIKG    | **Compound** binds $\rightarrow$ **Gene** participates $\rightarrow$ **Pathway** participates$^{-1}$ $\rightarrow$ **Gene** | 14.2 |
|         | **Compound** resembles$^{-1}$ $\rightarrow$ **Compound** resembles $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 13.8 |
|         | **Compound** includes$^{-1}$ $\rightarrow$ **Pharmacologic Class** includes $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 13.2 |
| Hetionet| **Compound** resembles $\rightarrow$ **Compound** resembles $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 12.4 |
|         | **Compound** resembles $\rightarrow$ **Compound** resembles$^{-1}$ $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 12.2 |
|         | **Compound** binds $\rightarrow$ **Gene** participates $\rightarrow$ **Molecular Function** participates$^{-1}$ $\rightarrow$ **Gene** | 4.8  |
|         | **Compound** resembles $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 3.5  |
|         | **Compound** resembles $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 3.3  |
|         | **Compound** binds $\rightarrow$ **Gene** participates $\rightarrow$ **Biological Process** participates$^{-1}$ $\rightarrow$ **Gene** | 3.2  |
|         | **Compound** resembles$^{-1}$ $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** | 3.2  |
|         | **Compound** has mechanism $\rightarrow$ **Mechanism of Action** has assay target $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 47.6 |
|         | **Compound** has mechanism $\rightarrow$ **Mechanism of Action** has assay target $\rightarrow$ **Gene** | 18.8 |
|         | **Compound** has mechanism $\rightarrow$ **Mechanism of Action** has assay target $\rightarrow$ **Gene** interacts $\rightarrow$ **Gene** | 10.1 |
|         | **Compoun** binds $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 5.9  |
|         | **Compound** has link $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 3.0  |
|         | **Compound** has link $\rightarrow$ **Gene** | 2.2  |
|         | **Compound** associates $\rightarrow$ **Pathway** involved in $\rightarrow$ **Disease** associates$^{-1}$ $\rightarrow$ **Gene** | 1.4  |
|         | **Compound** resembles$^{-1}$ $\rightarrow$ **Compound** binds $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 1.4  |
|         | **Compound** upregulates $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 1.0  |
|         | **Compound** has mechanism $\rightarrow$ **Mechanism of Action** has assay target $\rightarrow$ **Gene** has link $\rightarrow$ **Gene** | 0.8  |
B.2. Explanations

Figure 7: Explainable reasoning for recommending Benralizumab in the treatment of Asthma.

Figure 8: Explainable reasoning for recommending Inotuzumab ozogamicin in the treatment of B-cell Chronic Lymphocytic Leukemia.
Figure 9: Explainable reasoning for recommending Naproxen Sodium in the treatment of rheumatic diseases.
Figure 10: Explainable reasoning for recommending Quinapril as an ACE inhibitor.
Appendix C. Pre-pruned Results

Below are the results before pruning of expected target node types was applied. This effectively keeps failed walks and predictions in the results sets.

### Table 11: Drug repurposing results (pre-pruning)

| Dataset      | Model   | HITS@1  | HITS@3  | HITS@10 | MRR   |
|--------------|---------|---------|---------|---------|-------|
| Hetonet      | TransE  | .193 ± .027 | .364 ± .031 | .608 ± .034 | .312 ± .022 |
|              | DistMult| .020 ± .014 | .086 ± .023 | .270 ± .022 | .096 ± .015 |
|              | RGCN    | .053 ± .027 | .200 ± .016 | .454 ± .036 | .217 ± .041 |
|              | AnyBURL | .116 ± .013 | .288 ± .024 | .572 ± .036 | .258 ± .012 |
|              | MINERVA | .281 ± .027 | .462 ± .055 | .701 ± .055 | .391 ± .034 |
|              | PoLo    | **.306 ± .017** | **.481 ± .029** | **.742 ± .013** | **.406 ± .015** |
| BIKG Hetonet | TransE  | .016 ± .003 | .034 ± .005 | .088 ± .001 | .045 ± .004 |
|              | DistMult| .012 ± .002 | .021 ± .003 | .046 ± .006 | .029 ± .003 |
|              | RGCN    | .056 ± .005 | .108 ± .008 | .229 ± .011 | .115 ± .004 |
|              | AnyBURL | .000 ± .000 | .056 ± .005 | .205 ± .014 | .072 ± .002 |
|              | MINERVA | .070 ± .007 | .137 ± .011 | .204 ± .020 | .116 ± .009 |
|              | PoLo    | **.089 ± .005** | **.162 ± .007** | **.239 ± .008** | **.142 ± .005** |
| BIKG Hetonet+| TransE  | .017 ± .002 | .052 ± .004 | .119 ± .011 | .057 ± .002 |
|              | DistMult| .004 ± .002 | .013 ± .004 | .036 ± .009 | .025 ± .004 |
|              | RGCN    | .039 ± .008 | .091 ± .014 | .191 ± .012 | **.109 ± .006** |
|              | AnyBURL | .000 ± .000 | .065 ± .006 | **.205 ± .008** | .070 ± .009 |
|              | MINERVA | **.069 ± .008** | **.115 ± .010** | .151 ± .011 | **.105 ± .009** |
|              | PoLo    | **.068 ± .007** | **.117 ± .011** | .157 ± .011 | **.105 ± .008** |

### Table 12: Drug repurposing results (pruned)

| Dataset      | Model   | HITS@1  | HITS@3  | HITS@10 | MRR   |
|--------------|---------|---------|---------|---------|-------|
| Hetonet      | TransE  | .193 ± .027 | .364 ± .031 | .608 ± .034 | .312 ± .022 |
|              | DistMult| .028 ± .002 | .138 ± .022 | .373 ± .039 | .129 ± .002 |
|              | RGCN    | .047 ± .028 | .194 ± .018 | .492 ± .043 | .221 ± .040 |
|              | AnyBURL | .116 ± .013 | .288 ± .024 | .572 ± .036 | .258 ± .012 |
|              | MINERVA | .351 ± .040 | .559 ± .058 | .790 ± .057 | .463 ± .041 |
|              | PoLo    | **.378 ± .023** | **.575 ± .025** | **.845 ± .009** | **.479 ± .015** |
| BIKG Hetonet | TransE  | .016 ± .003 | .034 ± .005 | .088 ± .001 | .045 ± .004 |
|              | DistMult| .004 ± .002 | .013 ± .002 | .036 ± .007 | .024 ± .003 |
|              | RGCN    | .056 ± .005 | .108 ± .008 | .239 ± .008 | .117 ± .005 |
|              | AnyBURL | .000 ± .000 | .015 ± .001 | .046 ± .004 | .023 ± .001 |
|              | MINERVA | .181 ± .002 | .194 ± .010 | .249 ± .013 | .160 ± .004 |
|              | PoLo    | **.224 ± .005** | **.204 ± .010** | **.273 ± .016** | **.167 ± .008** |
| BIKG Hetonet+| TransE  | .017 ± .002 | .052 ± .004 | .119 ± .011 | .057 ± .002 |
|              | DistMult| .004 ± .002 | .014 ± .004 | .039 ± .001 | .026 ± .004 |
|              | RGCN    | .039 ± .008 | .104 ± .016 | **.222 ± .015** | **.115 ± .005** |
|              | AnyBURL | .000 ± .000 | .056 ± .006 | **.205 ± .014** | .072 ± .002 |
|              | MINERVA | **.076 ± .008** | **.124 ± .011** | .166 ± .013 | **.113 ± .010** |
|              | PoLo    | **.074 ± .006** | **.133 ± .010** | .173 ± .012 | **.115 ± .007** |
Table 13: Drug-target interaction results (pre-pruning)

| Dataset     | Model  | HITS@1 | HITS@3 | HITS@10 | MRR    |
|-------------|--------|--------|--------|---------|--------|
| Hetionet    | TransE | 0.287 ± 0.008 | 0.546 ± 0.013 | 0.918 ± 0.007 | 0.331 ± 0.005 |
|             | DistMult | 0.037 ± 0.004 | 0.120 ± 0.006 | 0.355 ± 0.010 | 0.111 ± 0.004 |
|             | RGCN    | 0.041 ± 0.017 | 0.123 ± 0.035 | 0.320 ± 0.087 | 0.104 ± 0.024 |
|             | AnyBURL | 0.068 ± 0.018 | 0.128 ± 0.033 | 0.195 ± 0.049 | 0.210 ± 0.051 |
|             | MINERVA | 0.159 ± 0.015 | 0.373 ± 0.037 | 0.756 ± 0.045 | 0.269 ± 0.021 |

| BIKG        | TransE | 0.193 ± 0.010 | 0.376 ± 0.012 | 0.674 ± 0.012 | 0.239 ± 0.004 |
| Hetonet     | DistMult | 0.043 ± 0.007 | 0.106 ± 0.015 | 0.258 ± 0.016 | 0.095 ± 0.007 |
|             | RGCN    | 0.057 ± 0.025 | 0.142 ± 0.017 | 0.270 ± 0.028 | 0.123 ± 0.012 |
|             | AnyBURL | 0.088 ± 0.003 | 0.167 ± 0.004 | 0.254 ± 0.007 | 0.264 ± 0.004 |
|             | MINERVA | 0.104 ± 0.011 | 0.224 ± 0.014 | 0.589 ± 0.013 | 0.172 ± 0.008 |

| BIKG        | TransE | 0.054 ± 0.004 | 0.098 ± 0.007 | 0.171 ± 0.011 | 0.080 ± 0.004 |
| Hetonet+    | DistMult | 0.035 ± 0.006 | 0.083 ± 0.011 | 0.202 ± 0.028 | 0.083 ± 0.001 |
|             | RGCN    | 0.058 ± 0.025 | 0.142 ± 0.017 | 0.270 ± 0.022 | 0.123 ± 0.012 |
|             | AnyBURL | 0.086 ± 0.002 | 0.162 ± 0.003 | 0.251 ± 0.007 | 0.263 ± 0.003 |
|             | MINERVA | 0.026 ± 0.002 | 0.079 ± 0.006 | 0.255 ± 0.027 | 0.085 ± 0.004 |

Table 14: Drug-target interaction results (pruned)

| Dataset     | Model  | HITS@1 | HITS@3 | HITS@10 | MRR    |
|-------------|--------|--------|--------|---------|--------|
| Hetionet    | TransE | 0.287 ± 0.008 | 0.546 ± 0.013 | 0.918 ± 0.007 | 0.331 ± 0.005 |
|             | DistMult | 0.039 ± 0.004 | 0.128 ± 0.007 | 0.367 ± 0.012 | 0.115 ± 0.005 |
|             | RGCN    | 0.060 ± 0.025 | 0.177 ± 0.057 | 0.376 ± 0.102 | 0.126 ± 0.031 |
|             | AnyBURL | 0.169 ± 0.043 | 0.323 ± 0.081 | 0.493 ± 0.124 | 0.210 ± 0.051 |
|             | MINERVA | 0.186 ± 0.015 | 0.420 ± 0.028 | 0.807 ± 0.039 | 0.296 ± 0.019 |

| BIKG        | TransE | 0.193 ± 0.001 | 0.376 ± 0.012 | 0.674 ± 0.012 | 0.239 ± 0.004 |
| Hetonet     | DistMult | 0.044 ± 0.007 | 0.111 ± 0.014 | 0.269 ± 0.014 | 0.098 ± 0.007 |
|             | RGCN    | 0.173 ± 0.016 | 0.338 ± 0.013 | 0.539 ± 0.021 | 0.235 ± 0.008 |
|             | AnyBURL | 0.215 ± 0.005 | 0.498 ± 0.004 | 0.623 ± 0.009 | 0.264 ± 0.004 |
|             | MINERVA | 0.235 ± 0.005 | 0.516 ± 0.011 | 0.983 ± 0.015 | 0.305 ± 0.004 |

| BIKG        | TransE | 0.054 ± 0.004 | 0.098 ± 0.007 | 0.171 ± 0.011 | 0.080 ± 0.004 |
| Hetonet+    | DistMult | 0.035 ± 0.006 | 0.084 ± 0.011 | 0.206 ± 0.029 | 0.084 ± 0.001 |
|             | RGCN    | 0.188 ± 0.008 | 0.323 ± 0.019 | 0.539 ± 0.010 | 0.241 ± 0.006 |
|             | AnyBURL | 0.215 ± 0.003 | 0.408 ± 0.008 | 0.622 ± 0.005 | 0.263 ± 0.003 |
|             | MINERVA | 0.181 ± 0.006 | 0.368 ± 0.008 | 0.628 ± 0.019 | 0.243 ± 0.004 |