How to Evaluate Solutions in Pareto-based Search-Based Software Engineering? A Critical Review and Methodological Guidance

Miqing Li, Tao Chen, Xin Yao, Fellow, IEEE

Abstract—With modern requirements, there is an increasing tendency of considering multiple objectives/criteria simultaneously in many Software Engineering (SE) scenarios. Such a multi-objective optimization scenario comes with an important issue — how to evaluate the outcome of optimization algorithms, which typically is a set of incomparable solutions (i.e., being Pareto nondominated to each other). This issue can be challenging for the SE community, particularly for practitioners of Search-Based SE (SBSE). On one hand, multi-objective optimization could still be relatively new to SE/SBSE researchers, who may not be able to identify the right evaluation methods for their problems. On the other hand, simply following the evaluation methods for general multi-objective optimization problems may not be appropriate for specific SBSE problems, especially when the problem nature or decision maker’s preferences are explicitly/implicitly known. This has been well echoed in the literature by various inappropriate/inadequate selection and inaccurate/misleading use of evaluation methods. In this paper, we first carry out a systematic and critical review of quality evaluation for multi-objective optimization in SBSE. We survey 717 papers published between 2009 and 2019 from 36 venues in seven repositories, and select 95 prominent studies, through which we identify five important but overlooked issues in the area. We then conduct an in-depth analysis of quality evaluation indicators/methods and general situations in SBSE, which, together with the identified issues, enables us to codify a methodological guidance for selecting and using evaluation methods in different SBSE scenarios.

Index Terms—Search-based software engineering, multi-objective optimization, Pareto optimization, quality evaluation, quality indicators, preferences.

1 INTRODUCTION

In software engineering (SE), it is not uncommon to face a scenario where multiple objectives/criteria need to be considered simultaneously [20], [50]. In such scenarios, there is usually no single optimal solution but rather a set of Pareto optimal solutions (termed a Pareto front in the objective space), i.e., solutions that cannot be improved on one objective without degrading on some other objective. To tackle these multi-objective SE problems, different problem-solving ideas have been brought up. One of them is to generate a set of solutions to approximate the Pareto front. This, in contrast with the idea of aggregating objectives (by weighting) into a single-objective problem, provides different trade-offs between the objectives, from which the decision maker (DM) can choose their favorite solution.

In such Pareto-based optimization, a fundamental issue is to evaluate the quality of solution sets (populations) obtained by computational search methods (e.g., greedy search, heuristics, and evolutionary algorithms) in order to know how well the methods perform. Since the obtained solution sets are typically not comparable to each other with respect to Pareto dominance, how to evaluate/compare them is non-trivial. A straightforward way is to plot the solution sets (by scatter plot) for an intuitive evaluation/comparsion. Yet this only works well for the bi-objective case, and when the number of objectives reaches four, it is impossible to show the solution sets by scatter plot. More importantly, visual comparison cannot provide a quantitative comparative result between the solution sets.

Another way to evaluate the solution sets is to report their descriptive statistical results, such as the best, mean, and median values on each objective from each solution set. This has been profoundly used in Search-Based SE (SBSE) [6], [9], [18], [22], [37], [130], [134]. However, some of these statistic indexes may easily give misleading evaluation results. That is, a solution set which is evaluated better than its competitor could be never preferred by the DM under any circumstance. This will be explained in detail in the text later (Section 5.1.2).

Generic quality indicators, which is arguably the most straightforward evaluation method that maps a solution set to a real number that indicates one or several aspects of the set’s quality, have emerged in the fields of evolutionary computation and operational research [10], [62], [116], [154]. Today analyzing and designing quality indicators has

1. A solution set A is said to (Pareto) dominate a solution set B if for any solution in B there exists at least one solution in A dominating it, where the dominance relation between two solutions can be seen as a natural “better” relation of the objective vectors, i.e., better or equal on all the objectives, and better at least on one objective [154].
become an important research topic. There are hundreds of them in literature [75], with some measuring closeness of the solution set to the Pareto front, some gauging diversity of the solution set, some considering a comprehensive evaluation of the solution set, etc. The SBSE community benefits from this prosperity. A common practice in SBSE is to use some well-established quality indicators, such as hypervolume ($HV$) [153] and inverted generational distance ($IGD$) [26], to evaluate the obtained solution sets. However, some indicators may not be appropriate when it comes to practical SE optimization scenarios. For example, since the Pareto front of a practical SBSE problem is typically unavailable, indicators that require a reference set that well represents the problem’s Pareto front may not be well suited [75], such as $IGD$.

More importantly, specific SBSE problems usually have their own nature and requirements. Simply following indicators that were designed for general Pareto-based optimization may fail to reflect these requirements. Take the software product line configuration problem as an example. In this problem, the objective of a product’s correctness is always prioritized above other objectives (e.g., cost and richness of features). Equally rating these objectives by using generic indicators like $HV$ (which in fact has been commonly practiced in the literature [64], [93], [118], [120]) may return the DM meaningless solutions, i.e., invalid products with good performance on the other objectives. This situation also applies to the test case generation problem, where the DM may first favor the full code coverage and then others (e.g., low cost).

Moreover, some SBSE problems may associate with the DM’s explicit/implicit assumptions or preferences between the objectives. It is expected for researchers to select indicators bearing these assumptions/preferences in mind. For instance, in many SE scenarios, the DM may prefer well-balanced trade-off solutions (i.e., knee points on the Pareto front) between conflicting objectives. An example is that when optimizing the conflicting non-functional quality of a software system (e.g., latency and energy consumption), knee points are typically the most preferred solutions, as in such case, it is often too difficult, if not impossible, to explicitly quantify the relative importance between objectives. Under this circumstance, quality indicators that treat all points on the Pareto front equally (such as $IGD$) may not be able to reflect this preference, despite the fact that they have been frequently used in such scenarios [37], [89].

Finally, the study of quality indicator selection itself in multi-objective optimization is in fact a non-trivial task. Each indicator has its own specific quality implication, and the variety of indicators in literature can easily overwhelm the researchers and practitioners in the field. On the one hand, an accurate categorization of quality indicators is of high importance. Failing to do so can easily result in a misleading understanding of search algorithms’ behavior, see [74]. On the other hand, even under the same category, different indicators are of distinct quality implications, e.g., $IGD$ prefers uniformly distributed solutions and $HV$ is in favor of knee solutions. A careful selection needs to be made to ensure the considered quality indicators to be in line with the DM’s preferences. In addition, many quality indicators involve critical parameters (e.g., the reference point in the $HV$ indicator). It remains unclear how to properly set these parameters under different circumstances, particularly in the presence of the DM’s preferences.

Given the above, this paper aims to systematically survey and justify some of the overwhelming issues when evaluating solution sets in SBSE, and more importantly, to provide a systematic and methodological guidance of selecting/using evaluation methods and quality indicators in various Pareto-based SBSE scenarios. Such a guidance is of high practicality to the SE community, as research from the well-established community of multi-objective optimization may still be relatively new to SE researchers and practitioners. This is, to the best of our knowledge, the first work of its kind to specifically target the quality evaluation of solution sets in SBSE based on a theoretically justifiable methodology.

It is worth mentioning that recently there are some attempts from the perspective of empirical studies to provide guidelines for quality indicator selection [4], [138]. Wang et al. [138] proposed a practical guide for SBSE researchers based on the observations from experimental results in three SBSE real-world problems. Ali et al. [4] significantly extended that work and provided a set of guidelines based on the observations from experimental results in nine SBSE problems from industrial, real-world and open-source projects. However, observations drawn from an empirical investigation on specific SBSE scenarios may not be generalizable. Indeed, different DMs may prefer different trade-offs between objectives, even for the same optimization problem, as nondominated solutions are in essence incomparable. Observations obtained on one (or some) scenario(s) is therefore difficult to be transferred into other scenarios. As a result, a general and theoretically sound guidance based upon the DM’s preferences is needful since the fundamental goal of multi-objective optimization is to supply the DM a set of solutions which are the most consistent with their preferences.

For the rest of the paper, we start by providing some background knowledge of multi-objective optimization and quality evaluation (Section 2). Then, we conduct a systematic survey of the SE problems that involve Pareto-based search (hence termed Pareto-based SBSE problems) across all phases in the classic Software Development Life Cycle (SDLC) [112], along with their problem nature, the DM’s preferences, the quality indicators and evaluation methods used (Sections 3 and 4). The survey has covered 717 searched papers published between 2009 and 2019, on 36 venues from seven repositories, leading to 95 prominent primary studies in the SBSE community. This is followed by a critical review on the evaluation method selection and use in those primary studies, based on which we identify five important issues that have been significantly overlooked (Section 5). Then, we carry out an in-depth analysis of frequently-used quality indicators in the area (Section 6), in order to make it clear which indicators fit in which situation. Next, to mitigate the identified issues in the future work of SBSE, we provide a methodological guidance and procedure of selecting, adjusting, and using evaluation methods in various SBSE scenarios (Section 7). The last three sections are devoted to threats to validity, related work, and conclusion, respectively.
2 PRELIMINARIES ON MULTI-OBJECTIVE OPTIMIZATION

Multi-objective optimization is an optimization scenario that considers multiple objectives/criteria simultaneously. Apparently, when comparing solutions in multi-objective optimization, we need to consider all the objectives of a given optimization problem. There are two commonly used terms to define the relations between solutions: Pareto dominance and weak Pareto dominance.

Without loss of generality, let us consider a minimization scenario. For two solutions \( a, b \in Z \) (\( Z \subseteq \mathbb{R}^m \), where \( m \) denotes the number of objectives), solution \( a \) is said to weakly dominate \( b \) (denoted as \( a \preceq b \)) if \( a_i \leq b_i \) for \( 1 \leq i \leq m \). If there exists at least one objective \( j \) on which \( a_j < b_j \), we say that \( a \) dominates \( b \) (denoted as \( a \prec b \)). A solution \( a \in Z \) is called Pareto optimal if there is no \( b \in Z \) that dominates \( a \). The set of all Pareto optimal solutions of a multi-objective optimization problem is called its Pareto front.

The above relations between solutions can immediately be extended to between sets. Let \( A \) and \( B \) be two solution sets.

Relation 1. [Dominance between two sets [154]] We say that \( A \) dominates \( B \) (denoted as \( A \prec B \)) if for every solution \( b \in B \) there exists at least one solution \( a \in A \) that dominates \( b \).

Relation 2. [Weak Dominance between two sets [154]] We say that \( A \) weakly dominates \( B \) (denoted as \( A \preceq B \)) if for every solution \( b \in B \) there exists at least one solution \( a \in A \) that weakly dominates \( b \).

Relation 3. [Better relation between two sets [154]] We say that \( A \) is better than \( B \) (denoted as \( A \prec B \)) if for every solution \( b \in B \) there exists at least one solution \( a \in A \) that weakly dominates \( b \), but there exists at least one solution in \( A \) that is not weakly dominated by any solution in \( B \).

The better relation \( \prec \) reflects the most general assumption of the DM’s preferences to compare solution sets. However, the better relation may leave many solution sets incomparable since it is very likely that there exist some solutions being nondominated with each other in the sets. As typically the size of the Pareto front of a multi-objective optimization problem can be prohibitively large or even infinite, a solution set that can well represent the Pareto front is preferred, especially when the DM’s preferences are unavailable. This leads to four quality aspects that we often care about [75] — Convergence, how close the solution set is to the Pareto front; Spread, how large the region that the set covers is; Uniformity, how evenly the solutions are distributed in the set; Cardinality, how many (unique) nondominated solutions are in the set. Over the last three decades, numerous quality evaluation methods have been developed for these four aspects. Among them, quality indicators are the most popular ones [75]. They typically map a solution set to a real number that indicates one or more of the four quality aspects, defining a total order among solution sets for comparison.

3 REVIEW METHODOLOGY

Despite that we have randomly witnessed several inappropriate evaluations of solution sets through our own experiences working in SBSE, the key challenge in this work remains to systematically understand what the trends of issues on the way to evaluate solution sets in the SBSE community are, if any, so that a clarified guidance can be drawn thereafter. To this end, we at first conduct a systematic literature review covering the studies published between 2009 and 2019. A reason that we consider this period is that one of the most well-known SBSE surveys (Harman et al. [50]) has covered the SBSE work from 1976 to 2008, and we try to cover the period that has not been reviewed by that work. In addition, since 2010 or so, there is a rapidly increasing interest in using Pareto-based optimization techniques to deal with SBSE. Given these two reasons, we have chosen 2009 as the starting year of our review. Having said that, we do not aim to provide a complete review on all parts of the SBSE work, but specifically on the aspects related to the major trends of evaluating solution sets.

Our review methodology follows the best practice of a systematic literature review for software engineering [60], consisting of search protocol, inclusion/exclusion criteria, formal data collection process, and pragmatic classification. Specifically, the review aims to answer three research questions (RQs):

- **RQ1**: What evaluation methods have been used to evaluate solution sets in SBSE? (*What*)
- **RQ2**: What are the reasons and practice of using the generic quality indicators? (*Why and How*)
- **RQ3**: In what domain and context the evaluation methods have been used? (*Where*)

3.1 Overview of the Literature Review Protocol

As shown in Figure 1, our literature review protocol obtains inputs from various sources via automatic search, which we will elaborate into details in Section 3.2. This gives us 3,156 studies including duplication. We then removed any duplicated studies by automatically matching their titles, leading to 717 *searched studies*. Next, we filtered the searched studies by reading through their titles and abstracts using two simple filtering criteria:

- The paper is not relevant to SBSE.
- The paper does not investigate or compare multi-objective search/optimization.

A study was ruled out if it meets any of the above two filtering criteria. The aim of filtering is to reduce the found English documents were also eliminated.
studies to a much smaller and more concise set, namely the candidate studies. As can be seen, the process resulted in 298 candidate studies prior to manual search. Starting from the 298 studies, we adopted an iterative forward snowballing as suggested by Felizardo et al. [33], where the newly included studies (after filtering) were placed into the next snowballing round. The reason why we did not do backward snowballing is because we have set strict time scale on the studies searched within the last decade, and thus backward snowballing would too easily violate such a requirement of timeliness. To avoid a complicated process, we relied on Google Scholar as the single source for forward snowballing, as it returns most of the searched results as proper linked via logical operators (AND, OR) to build the multi-objective optimization. Synonyms and keywords were shown in Figure 1 and has been followed by software engineering surveys [42]. This snowballing stopped when no new studies can be found and it eventually led to 319 candidate studies, upon which the procedure for the full-text review begins.

At the next stage, we reviewed all the 319 studies and temporarily included studies using the inclusion criteria from Section 3.3, which resulted in 167 candidate studies. We then applied the exclusion criteria (see Section 3.3) to extract the temporarily included studies, leading to 101 candidate studies. By using the cleaning criteria specified in Section 3.3, a further cleaning process was conducted to prune different studies that essentially report on the same work, e.g., conference extended journal papers. All the processes finally produced 95 primary studies for data analysis and collection.

On these 95 primary studies, we conducted systematic and pragmatic data collection via three iterations, whose details are given in Sections 3.4 and 3.5. The summarized results were reported thereafter.

3.2 Scope and Search String

From 12th to 19th Aug 2019, we conducted an automatic search over a wide range of scientific literature sources, including ACM Library, IEEE Xplore, ScienceDirect, SpringerLink, Google Scholar, DBLP and the SBSE repository maintained by the CREST research group at UCL.

We used a search string that aims to cover a variety of problem nature and application domains with respect to multi-objective optimization. Synonyms and keywords were properly linked via logical operators (AND, OR) to build the search term. The final search string is shown as below:

(“multi objective” OR “multi criteria” OR “Pareto based” OR “non dominated” OR “Pareto front”) AND “search based software engineering” AND optimization

We conducted a full-text search on ACM Library, IEEE Xplore, ScienceDirect, SpringerLink, and Google Scholar, but rely on searching the title only for DBLP and UCL’s SBSE repository, due to their restricted feature. Since DBLP’s search feature cannot handle the whole search string, we paired each term in the first bracket with “search based software engineering” to run the search independently and collect all results returned. We omitted “optimization” as it rarely appears together with “search based software engineering” in the title, and having it along would produce many irrelevant results.

Due to the similar reason, for the UCL’s SBSE repository, we searched each term from the first bracket independently, as it is known that all the studies in this source are SBSE related.

On all the sources except DBLP and UCL’s SBSE repository, we tried two versions of the search string: one with a hyphen between the commonly used terms (e.g., “multi(-)objective”) and another without. The returned results with the highest number of items were used. In particular, when searching on UCL’s SBSE repository, the results of these two versions were combined, for example, “multi objective” and “multi-objective” would lead to different results. We recorded all the results returned under semantically equivalent terms.

3.3 Inclusion, Exclusion, and Cleaning Criteria

For all the candidate studies identified, we first extract the primary studies by using the inclusion criteria as below; studies meeting all of the criteria were temporarily chosen as the primary studies:

1) The study primarily focuses on (or has a section that discusses) a Pareto-based multi-objective solution to the SBSE problem. This means we do not consider papers that utilize the multi-objective treatment that

4. http://crestweb.cs.ucl.ac.uk/resources/sbse_repository
5. This is because their results are not mutually exclusive, e.g., on Google Scholar, “multi objective” would also return all the studies that contain “multi-objective” but not the other way around.
relies on objective aggregation (e.g., weighted sum), unless they have explicitly compared the solution against a Pareto-based multi-objective solution. This is reasonable as if a clear aggregation of objectives can be defined, then there would be almost no need to select quality indicators but rely on the said aggregation to obtain a utility value for comparison.

2) The study explicitly or implicitly discusses (or at least makes assumptions about) the DM’s preferences/contextual information between the objectives for the SBSE problem in hand. By implicit discussion, we mean that the study does not clearly state the assumptions, but such assumptions can be easily interpreted from the paper. For example, in the software product line configuration problem, some studies do not explicitly study the assumptions, but the number of valid products (one objective to be optimized) is solely used as an indicator to compare the peer approaches, which gives a clear indication that it is more important than the other objectives. Note that this also includes the assumption of no preferences/contextual information.

3) The SBSE problem in hand can be framed into at least one phase of the classic SDLC [112].

4) The study uses at least one search algorithm to solve the problem.

5) The study includes quantitative experimental results with clear instructions on how the results were obtained.

6) The study uses at least one method to evaluate the experimental results.

Subsequently, studies meeting any of the exclusion criteria below are filtered out from the temporary primary studies:

1) The study neither explicitly nor implicitly mentions SBSE, where the computational search is the key.

2) The study is not “highly visible” or widely followed. We used the citation information from Google Scholar as a single metric to (partially) assess the impact of a study⁶. In particular, we follow a pragmatic strategy that: a study has 5 citations per year from its year of publication is counted in, e.g., a 2010 study would expect to have at least 45 citations⁷. The only exception is for the work published in the year of writing this article (i.e., 2019), we consider those that were published for shorter than 6 months and have been cited by more than once, together with the pre-press ones that have not yet been given an issue number regardless of their citation counts. The reasons behind this setting are three-folds:

(a) We do not attempt to provide a comprehensive survey on the whole SBSE field, but rather to gather the major trends on how solution sets are evaluated, which can at least provide some sources for detailed analysis and discussion. Therefore, some metrics are required to ensure a trade-off between the trend coverage and a reasonably required effort for detailed data collections. This is similar to a sampling of the literature with the aim to gather the “representative” samples. This approach was adopted by many works, such as [40] where they used the citation count from Google Scholar as a threshold to select studies for review, as we did in this work.

(b) It is not uncommon to see that software engineering surveys are conducted using some metrics to measure the “impact” of a work. For example, some restrict their work only at what the authors believe to be premium venues [42], others use a threshold on the impact factors of the published journals, e.g., Cai and Card [12] use 0.55 and Zou et al. [155] use 2.0. In our case, it may not be a best practice to apply a metric at the venue level as the SBSE work is often multi-disciplinary (as we will show in Table 2) — it is difficult to quantify the “impact” across communities. We, therefore, have taken a measurement at the paper level based on the citation counts from Google Scholar, which has been used as the sole metric to differentiate between the studies in some prior work [27], [40], [42].

(c) Indeed, there is no rule to set the citation threshold. The settings in this work were taken from the (rounded) average figure within the population of the candidate studies. These may seem very high at the first glance probably due to two reasons: (i) by publication date, we meant the official date that the work appears on the publisher’s webpage (for journal work, this means it has been given an official issue number). Yet, it is not uncommon that many studies are made citable as pre-prints before the actual publication, e.g., ICSE often has around 6 months gap between notification and official publication, and there is an even larger gap for some journals. This has helped to accumulate citations. (ii) Google Scholar counts the citations made by any publicly available documents and self-citation, which can still be part of the impact but implies their citation count may be higher than those purely made by peer-reviewed publications. Nevertheless, this could indeed pose a threat of construct validity, which we will discuss in Section 8.

3) The study is a short paper, i.e., shorter than 8 pages (double column) or 15 pages (single column).

4) The study is a review, survey, or tutorial.

5) The study is published in a non-peer-reviewed public venue, e.g., arXiv.

Finally, if multiple studies of the same research work are found, we applied the following cleaning criteria to determine if they should all be considered. The same procedure is applied if the same authors have published different studies for the same SBSE approach, and thereby only significant contributions are analyzed for the review.

- All studies are considered if they report on the same SBSE problem but different solutions.
- All studies are considered if they report on the same SBSE problem and solutions but have different as-

⁶ Admittedly, there is no metric that is able to well quantify the impact of a paper. Nevertheless, the citation count can indicate something about a paper, e.g., its popularity.

⁷ All the citations were counted by 23rd Nov 2019.


3.4 Data Items Analysis and Classification Strategy

The items to be collected when reviewing the details of the primary studies have been shown in Table 1. We now describe their design rationales and the procedure to extract and classify the data from each item.

The data for $I_1$ to $I_5$ is merely used as the meta-information of the primary studies. $I_6$, which answers RQ1, is the key item of our review. The evaluation method(s) used can be easily identified in a study, most commonly at the Experiment section. In general, apart from identifying the evaluation methods used in each study, we also seek to classify them into the following four categories:

- **Generic Quality Indicator:** This refers to indicators that are designed to evaluate the quality of solution sets for generic multi-objective optimization problems (e.g., $HV$, $IGD$ and $Spread$), as documented by Li and Yao [75]. Formally, a quality indicator is a metric that maps a set of solutions (i.e., solution vectors) to a real number that indicates one or several aspects of the solution set quality [74], [75], e.g., to indicate how close the set is to the Pareto frontier and how evenly solutions are distributed in the set.

- **Solution Set Plotting (SSP):** This is a straightforward way to evaluate solution sets — visualizing the results by plotting them.

- **Descriptive Objective Evaluation (DOE):** This resorts to the direct statistical results of objective values, e.g., the best/mean/median of the solution set on each objective.

- **Problem Specific Indicator (PSI):** This refers to indicators that are not used for generic multi-objective optimization problems, but specifically designed for a given SBSE problem.

$I_7$ is heavily relevant to $I_6$, but requiring more detailed inspection to the studies. By this means, we aim to collect information about when a generic quality indicator is used, what quality aspect the study seeks to evaluate by it (for RQ2), which is the key reason of why such an indicator is chosen. $I_7$ is classified based on the four quality aspects of a solution set as concluded by Li and Yao [75], i.e., Convergence, Spread, Uniformity, and Cardinality. For each study, we first looked for the section where the generic quality indicators are explained, if no information found, we then searched for every place where the generic quality indicators are mentioned. We classify each indicator into the quality aspects based on whether their keywords have been clearly mentioned, otherwise, the indicator is marked as Unknown under $I_7$ of a study.

For $I_{10}$, we wish to understand how the generic quality indicators are used, as some of them requiring a reference point (e.g., $HV$) or a reference Pareto front (e.g., $GD$ and $IGD$) in order to be used correctly (for RQ2). This is again following a similar procedure to that of $I_7$ when no such information can be found for an indicator that requires a reference, we marked Unknown under the indicator for $I_{10}$ of the study.

To answer RQ3, $I_9$ is rather straightforward, and understanding it can help us to know whether some evaluation methods are used appropriately, as some of them have limitations in terms of the number of objectives to be optimized. $I_{10}$ is also relatively easy to identify, most commonly from the Introduction section and we classify the Pareto-based SBSE problems into the SDLC phases in a classic waterfall model according to [112]. Note that we choose this model by no mean to rely on its usefulness, but only because it is one of the oldest models which consists of very generic phases that allow us to showcase the categories of SBSE problems.

Finally, to complete RQ3, $I_{11}$ is crucial as it enables us to assess whether the evaluation methods are used correctly, given the DM’s preferences over the objectives and/or the contextual information, which is one of the core initiatives of this paper. To classify the preferences and contextual information, we followed a pragmatic classification coding:

- **DM’s preferences:** The DMs often have preferences over certain objectives or are able to provide information about their relative importance and expectation. This may be for example, “objective A is preferred as long as objective B has at least reached b”; or well-balanced solutions (a.k.a. knee solutions) are preferred. When the DM’s preferences are aligned with contextual information, they are indeed similar. However, the key difference is that the contextual information is clear, and it is a hard requirement that is well acknowledged on the given Pareto-based SBSE problem regardless of whether the DM explicitly states it or not. In contrast, the DM’s preferences are often vague and imprecise, and it cannot be generalized to all the scenarios of the given

| ID | Item                                      | Questions |
|----|-------------------------------------------|-----------|
| $I_1$ | Author(s)                               | N/A       |
| $I_2$ | Year                                    | N/A       |
| $I_3$ | Title                                   | N/A       |
| $I_4$ | Venue (journal or conference)           | N/A       |
| $I_5$ | Citation count                          | N/A       |
| $I_6$ | Indicator and method                    | RQ1       |
| $I_7$ | Stated quality aspects                  | RQ2       |
| $I_8$ | Reference point/front                   | RQ2       |
| $I_9$ | # objectives                            | RQ3       |
| $I_{10}$ | SBSE problem                           | RQ3       |
| $I_{11}$ | DM’s preferences and contextual information | RQ3     |
Pareto-based SBSE problem.

- Not specified: When neither of the above categories can be applied, the preference and contextual information is marked as Not specified.

Extracting the data for $I_{11}$ focuses on understanding exactly what DM’s preferences and contextual information are assumed in each study. This was achieved by inspecting the sections relevant to Problem Statement and Approach Design. If no information can be found, we then looked for insights from the Experiment section. For example, when a single objective, which belongs to part of the search, is explicitly discussed and used to compare the peer approaches in the evaluation, it often reflects the assumptions of contextual information and/or DM’s preferences in the study.

### 3.5 Data Collection

For each primary study identified, the data items from Table 1 were collected and classified based on the coding from Section 3.4. The first two authors of this paper reviewed the primary studies independently. The data and classification extracted by one author were checked by the other. Disagreements and discrepancies were resolved by discussing between the two authors or by consulting an additional researcher.

Following the strategy recommended in a recent survey [155], we adopted three iterations for the data collection process, which are detailed as below:

**Iteration 1:** This iteration aims to conduct an initial data collection to summarize the data and perform preliminary classification. During the process, a notable difficulty between the authors was that the evaluations using descriptive statistics and problem-specific indicators are hard to be distinguished. This is due to the fact that most of them are not clearly stated in the studies and there is a wide variety of problem-specific indicators across all Pareto-based SBSE problems (we found 34 of them in our review). Therefore, any study, which the authors suspected that these two types of methods might have been used but could not be certain, was placed into a bin for further investigation in the next iteration. There were 26 studies in the bin when this iteration finished.

**Iteration 2:** In this iteration, the two authors checked the data and classification from each other to ensure consistency. A study was discussed during the process if either author has any concern about the data extracted. Any unresolved studies from the bin were also checked by the other author again. Particularly, for each study in the bin, a common agreement on the descriptive statistics and problem-specific indicators used was reached via either discussion between the authors or counseling external researchers. Further reading to understand the nature of an evaluation method (for problem-specific indicators) was conducted when necessary. Apart from this, other major discussions raised were concerned with certain generic quality indicators, due to two reasons: (i) some studies have indeed used generic quality indicators, but the actual name of the indicator is missing, although some detailed calculation has been provided, e.g., [48], [145]; (ii) some other studies have used completely different names to refer to the same quality indicator (or even invented their own name), e.g. [69], [147]. These cases require both the authors to thoroughly inspect the detailed calculation of those indicators before reaching an agreement. Overall, a total of 60 studies were discussed in this iteration.

**Iteration 3:** The process of the final iteration is similar to that of Iteration 1, but its goal is to eliminate any typo, missing labels, and errors. The extracted data for 11 studies, which contain errors, were corrected during the process.

| Journal | Search | Candidate | Primary |
|---------|--------|-----------|---------|
| ACM Transactions on Software Engineering and Methodology | 15 | 10 | 8 |
| Elsevier Information and Software Technology | 65 | 33 | 6 |
| Springer Applied Soft Computing | 17 | 4 | 0 |
| IEEE Transactions on Software Engineering | 16 | 6 | 2 |
| Springer Empirical Software Engineering | 79 | 41 | 9 |
| Elsevier Future Generation Computing Systems | 37 | 17 | 3 |
| Springer Soft Computing | 3 | 3 | 1 |
| IEEE Transactions on Evolutionary Computation | 11 | 4 | 0 |
| IEEE Transactions on Services Computing | 13 | 3 | 2 |
| Elsevier Journal of Systems and Software | 6 | 3 | 3 |
| Elsevier Information Sciences | 70 | 35 | 8 |
| Springer Requirements Engineering | 18 | 7 | 3 |
| Springer Software Quality Journal | 5 | 3 | 1 |
| Wiley Software Testing, Verification and Reliability | 12 | 7 | 2 |
| Wiley Software: Practice and Experience | 4 | 2 | 1 |
| Springer Software and Systems Modeling | 8 | 4 | 1 |
| IEEE Transactions on Systems, Man, and Cybernetics | 2 | 1 | 1 |

**Conference, Symposium and Congress**

| Conference, Symposium and Congress | Search | Candidate | Primary |
|----------------------------------|--------|-----------|---------|
| IEEE/ACM Conference on Software Engineering | 30 | 12 | 8 |
| Springer Symposium on Search Based Software Engineering | 110 | 33 | 4 |
| IEEE Congress on Evolutionary Computation | 21 | 8 | 0 |
| IEEE/ACM Conference on Automated Software Engineering | 21 | 8 | 5 |
| ACM Conference and Symposium on the Foundations of Software Engineering | 13 | 3 | 0 |
| ACM Genetic and Evolutionary Computation Conference | 57 | 33 | 10 |
| IEEE Conference on Software Testing, Verification and Validation | 20 | 11 | 3 |
| ACM Symposium on Software Testing and Analysis | 8 | 5 | 3 |
| IEEE/ACM Conference on Empirical Software Engineering and Measurements | 1 | 0 | 0 |
| ACM Systems and Software Product Line Conference | 11 | 3 | 1 |
| IEEE Conference on Web Services | 2 | 2 | 1 |
| IEEE Conference on Software Maintenance | 15 | 1 | 1 |
| IEEE Conference on Software Maintenance and Reengineering | 4 | 3 | 1 |
| IEEE Workshop on Combining Modelling and Search-Based Software Engineering | 5 | 3 | 1 |
| IEEE Conference on Requirements Engineering | 7 | 3 | 1 |
| ACM Conference on Performance Engineering | 2 | 2 | 2 |
| IEEE/ACM Conference on Program Comprehension | 3 | 2 | 1 |
| IEEE Conference on Software Architecture | 4 | 2 | 1 |

**Total** | 717 | 319 | 95

4 RESULTS OF THE REVIEW

A breakdown of the studies identified with respect to the venues where they were published has been shown in Table 2. As can be seen, the studies come from a wide
range of conferences and journals, which are all respectful\textsuperscript{8}. It is worth noting that the results do not only include studies published in software engineering venues, but also those published in service, system and cloud engineering conferences/journals as well as those in the computational intelligence venues, as long as they are related to problems in the software engineering domain and comply with the inclusion/exclusion criteria.

Next, we report on the results collected from our systematic literature review, which would further motivate the remaining of our work.

4.1 RQ1: What Evaluation Methods?

The usage of evaluation methods has been presented in Figure 2 along with the details for every single primary study presented in Table A1 (at appendix). As can be seen, a total of 13 generic quality indicators have been used in the primary studies (i.e., \textit{HV, IGD, GD, Spread, \(\epsilon\), NFS, CI, CS, AS, SP, ED, ER and IGD\textsuperscript{+}}). Explanations of all the acronyms can be found in Table 3. In particular, \textit{HV, IGD and GD} are the top three most widely used generic quality indicators across almost all the SBSE problems, due presumably to their popularity as well as “inertia” (i.e., researchers tend to use indicators which were used before even though they are not the best fit) [75].

There are also 45 primary studies using \textit{PSI}; for example, MoJoFM [65] is a commonly used symmetric indicator for the software modularization problem, which aims to compare two resulted partitions of classes (i.e., two solutions), thus inapplicable to other optimization scenarios.

\textsuperscript{8} The raw data and minutes recorded during the discussion in the data collection process are publicly available at: https://github.com/taochen/sbse-qi.

Table 4: Descriptive Objective Evaluation (DOE) methods used.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|l|c|l|c|}
\hline
\textbf{DOE} & \textbf{Used in} & \textbf{Mean Fitness Value (MFV)} & 2: [76] [137] & \textbf{Analytic Hierarchy Process (AHP)} & 2: [125] [126] \\
\hline
& & & 27: [88] [9] [137] [65] & & 27: [88] [9] [137] [65] \\
& & & [6] [21] [134] [37] [58] & & [6] [21] [134] [37] [58] \\
& & & [30] [82] [108] [142] & & [30] [82] [108] [142] \\
& & & [69] [114] [129] [128] & & [69] [114] [129] [128] \\
& & & [118] [34] [105] [7] & & [118] [34] [105] [7] \\
& & & [107] [76], [123] [1], & & [107] [76], [123] [1], \\
& & & [135], [114] & & [135], [114] \\
& & & Best of one objective over the population while another is below certain thresholds\textsuperscript{*} & 1: [66] & \\
\hline
\end{tabular}
\end{table}

Note that since the \textit{PSI} is highly domain-dependent and they are not explicitly designed for evaluating solution sets, we do not specify the usage details for every single one of them. We do however present which particular \textit{PSI} is used under which context, as shown in Table 8 which we will elaborate in Section 4.3.3. In summary, we found a total of 34 different \textit{PSI} over all the Pareto-based SBSE problems.

Apart from the quality indicators, \textit{SSP} and \textit{DOE} have also been overwhelmingly used by 50 and 29 primary studies respectively to evaluate solution sets. For \textit{SSP}, we found only two sub-types: the Parallel Coordinate plot which shows the solutions’ objective values upon \(n\) parallel lines, where \(n\) is the number of objectives; and the Scatter Plot that plots the solutions in the objective space. \textit{DOE} involves more diverse forms, as shown in Table 4, including 27 cases to compare the mean, best, worst, median, or statistical results of each objective in the evaluation along with the remaining five cases that use other three forms.

4.2 RQ2: Why and How Generic Quality Indicators are Used?

As shown in Table 5, for those primary studies that made use of generic quality indicators, most commonly there is a clear statement about what quality aspect(s) they selected an indicator for, as appeared in 73 cases. This is also the reason and evidence that these studies used to justify their choices. However, there is still a considerable amount of cases (59) that were marked as \textit{Unknown}, i.e., no clear and explicit rationale of the choice has been provided. For the reference front used for \textit{GD} and \textit{IGD}, whilst most of the cases the best Pareto front found by all algorithms (i.e., nondominated solutions of the set consisting of the solutions produced by all algorithms) is used, many still do not explicitly declare such information. On the reference point used by \textit{HV}, we see a diverse way of obtaining such a point, including using

TABLE 4: Descriptive Objective Evaluation (DOE) methods used.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{DOE} & \textbf{Used in} \\
\hline
Mean Fitness Value (MFV) & 2: [76] [137] \\
Analytic Hierarchy Process (AHP) & 2: [125] [126] \\
Mean, best, worst, median and/or statistical result of each objective for solutions in the population & 27: [88] [9] [137] [65] \\
& [6] [21] [134] [37] [58] \\
& [30] [82] [108] [142] \\
& [69] [114] [129] [128] \\
& [118] [34] [105] [7] \\
& [107] [76], [123] [1], [135], [114] \\
Best of one objective over the population while another is below certain thresholds\textsuperscript{*} & 1: [66] \\
\hline
\end{tabular}
\end{table}
the worst objective value of all the solutions found, the boundary of the optimization problem in SBSE, and the nadir point from the Pareto front of all the solutions found.

### 4.3 RQ3: What Context?

#### 4.3.1 Number of Objectives

Table 6 shows the number of objectives considered by the evaluation methods. On the generic quality indicators, we see that IGD has been used for the highest number, i.e., 15 objectives, and all of them (except SP and ER) have ever been used on the bi-objective cases, which is the minimum number required to build a Pareto front. Whilst most of the generic quality indicators have been used under the bi- and tri-objectives cases, a considerable amount of them have been used on the bi-objective cases, which is the minimum number required to build a Pareto front.

As for PSI, DOE, and SSP, we can observe that they are used on a relatively wider range of objective numbers as compared with most of the generic quality indicators.

#### 4.3.2 Pareto-based SBSE Problems

From Table 7, it is clear that our systematic review has revealed 21 distinct Pareto-based SBSE problems, which are spread across all the six common phases in the SDLC. Notably, we can see that certain problems have attracted more attention than the others, as evidenced by the much higher number of primary studies included, such as the software product line and the white/black-box test case generation problems. Among others, the software testing phase, as well as the deployment and maintenance phase contain much more diverse problems than the other SDLC phases. This is probably because the nature of those problems, which are usually in later phases of the SDLC, fits the requirements of search-based optimization well.

9. Note that [16] studies three different problems.

Indeed, some of the Pareto-based SBSE problems can arguably fit into more than one phase of the SDLC; but in this work, we classify those problems according to which phases can be better matched with the detailed formalization of the problem and the hypotheses that the authors made. Further, certain problems in the deployment and maintenance phase are not classic software engineering problems (e.g., resource management and service composition); however, they have recently attracted more and more attention from software engineering researchers and have been increasingly considered as important issues in the software engineering domain [49].

#### 4.3.3 Assumptions on Preferences and Contextual Information of Problems and Their Evaluation Methods

In Table 8, we summarize the assumptions on the DM’s preferences and contextual information about the objectives for each Pareto-based SBSE problem reviewed, and the evaluation methods used to compare different solution sets under these contexts. As we can see, there are 17 cases, covering 25 primary studies, have made assumptions on DM’s preferences. The contextual information, in contrast, has been used in five cases over 20 primary studies. The others do not clearly state the assumptions in this regard and hence noted as Not specified. One of the most notable observations is that a particular SBSE problem may have multiple, distinct assumptions about the DM’s preferences and contextual information. In fact, most of the problems have more than one assumption on the preferences/contextual information, and particularly, the project scheduling problem and software configuration/adaptation problem involve up to four different types of assumptions. This reflects the fact that many problems are complex and the actual preferences can be situation-dependent. Yet, it does bring the requirements that all those situations need to be catered for. In contrast, problems such as effort estimation and requirement assignment have assumed only one type of preferences/contextual information, which implies a rel-

---

**TABLE 5:** Summary of how generic quality indicators are used to evaluate solution sets in the primary studies.

| Indicator | Stated Quality Aspects to Measure | Reference Point or Front |
|-----------|----------------------------------|--------------------------|
| HV        | Unknown (25), Q1 ∪ Q2 ∪ Q3 (15), Q1 ∪ Q2 (3), Q1 (3), Q2 (2), Q3 (2) | Unknown (23), Worst values (10), Nadir point (9), Boundary (6) |
| IGD       | Q1 ∪ Q2 ∪ Q3 (9), Q1 (4), Unknown (2), Q1 ∪ Q2 (1) | Best Pareto front found (14), Unknown (2) |
| IGD+      | Q1 ∪ Q2 ∪ Q3 (1) | Unknown (1) |
| GD        | Unknown (10), Q1 (6) | Unknown (10), Q1 (6) |
| Spread    | Q2 ∪ Q3 (9), Q2 (5), Q1 (2) | N/A |
| ϵ-Indicator | Q1 ∪ Q2 ∪ Q3 (1) | N/A |
| NFS       | Unknown (4), Q2 ∪ Q3 (3) | N/A |
| CI        | Unknown (5), Q1 (1) | N/A |
| CS        | Unknown (4), Q1 (1) | N/A |
| AS        | Unknown (4) | N/A |
| SP        | Q2 (2), Q2 ∪ Q3 (1) | N/A |
| ED        | Unknown (3) | N/A |
| ER        | Q1 (1) | Unknown (1) |

Q1 = Convergence; Q2 = Spread; Q3 = Uniformity; Q4 = Cardinality. The number of primary studies is shown within the brackets.

**TABLE 6:** Summary of the # objectives under which the generic quality indicators, SP, SSP and DOE are used.

| Method | # Objectives |
|--------|--------------|
| HV     | 2 (19), 3 (24), 4 (9), 5 (11), 6 (1), 7 (1), 8 (1), 9 (2) |
| IGD    | 2 (4), 3 (5), 4 (2), 5 (5), 8 (1), 15 (1) |
| IGD+   | 2 (1), 3 (1), 4 (1) |
| GD     | 2 (6), 3 (9), 4 (2), 5 (2) |
| Spread | 2 (5), 3 (3), 4 (2), 5 (7) |
| ϵ-Indicator | 2 (2), 3 (4), 4 (4) |
| NFS    | 2 (5), 3 (2), 5 (2) |
| CI     | 2 (3), 3 (4), 4 (1), 5 (1) |
| CS     | 2 (3), 4 (1), 5 (1) |
| AS     | 2 (2), 3 (2) |
| SP     | 4 (1), 5 (1), 6 (1), 7 (1), 8 (1), 9 (1) |
| ED     | 2 (2), 3 (1) |
| ER     | 5 (1) |
| SSP    | 2 (30), 3 (19), 4 (6), 5 (2), 7 (1), 8 (1) |
| DOE    | 2 (4), 3 (13), 4 (5), 5 (5), 7 (1), 9 (1) |
| PSI    | 2 (17), 3 (14), 4 (4), 5 (5), 6 (1), 7 (1), 8 (1), 9 (2), 15 (1), > 100 (2) |

The bracket shows the number of problems under which the a pair of objective number and evaluation method is considered. Note that a study may consider problems with different # objectives.
| SDLC Phase   | SBSE Problem                  | Description                                                                 | Primary Studies |
|-------------|-------------------------------|------------------------------------------------------------------------------|----------------|
| Planning    | Effort Estimation             | Optimize, e.g., accuracy and confidence interval, by changing the number of measured samples. | 2: [88] [115] |
|             | Project Scheduling            | Optimize, e.g., duration and cost, by assigning employee into the tasks of a software project. | 7: [126] [125] [114] [44] [35] [24] [16] |
| Requirement Analysis | Requirement Assignment | Optimize, e.g., completeness and familiarity, by assigning requirements to different stakeholders’ for their reviews. | 1: [76] |
|             | Next Release Problem          | Optimize, e.g., robustness and cost, by selecting stakeholders’ requirements in the next release of software. | 8: [36] [31] [48] [69] [147] [148] [16] [149] |
| Design      | Software Modeling and Architecting | Optimize, e.g., cohesion and coupling, by modeling the object-oriented concept of the software and its architecture using standard notations. | 7: [109] [9] [129] [128] [51] [11] [59] [15] [118] [119] [120] [54] [52] [93] [144] [137] [16] [45] [143] [66] [113] [77] [53] |
|             | Software Product Line         | Optimize, e.g., correctness and richness, by finding the concrete products from the feature model. | 12: [80] |
| Implementation | Library Recommendation | Optimize, e.g., library-linked usage and semantic similarity, by prioritizing the libraries that meet the required functionality to be used in the codebase. | 1: [99] |
|             | Program Improvement           | Optimize, e.g., execution time and number of instructions, by producing semantically preserved software code. | 1: [141] |
|             | Software Modularization       | Optimize, e.g., modularization quality, cohesion and coupling, by placing different classes of code into different clusters. | 5: [65] [6] [108] [37] [7] |
| Testing     | Code Smell Detection          | Optimize, e.g., coverage of bad examples and detection of good examples, by identifying the code and modules that could potentially cause issues. | 1: [80] |
|             | Defect Prediction             | Optimize, e.g., effectiveness and cost, by adjusting the source code components to be predicted by the model. | 4: [15] [14] [23] [92] |
|             | Test Case Prioritization      | Optimize, e.g., coverage of the code and cost of test, by ordering the test cases to be tested. | 7: [5] [103] [83] [123] [32] [106] [127] [9] [2] [145] [150] [82] [58] [34] [100] [57] [102] |
|             | White Box Test Case Generation | Optimize, e.g., coverage of the code and cost of test, by identifying the test cases, inputs and test suits based on internal information of the software. | 3: [124] [107] [3] |
|             | Black Box Test Case Generation | Optimize, e.g., length of the inputs, distance to the ideal inputs, and cost of test, by identifying the test cases, inputs and test suits without internal information about the software. | 3: [124] [107] [3] |
| Deployment and Maintenance | Resource Management | Optimize, e.g., response time and cost, by changing the supported software and hardware resources such as in the Cloud environment. | 3: [39] [68] [17] |
|             | Software Configuration and Adaptation | Optimize, e.g., response time and energy consumption, by changing software specific configurations, structure and connectors at design time or runtime. | 7: [105] [43] [84] [67] [1] [19] [13] |
|             | Program Manipulation          | Optimize, e.g., response time and memory consumption, by changing the parameterized variables within the program code. | 1: [142] |
|             | Service Composition           | Optimize, e.g., latency and cost, by mapping the concrete services into abstract services within a workflow. | 4: [135] [134] [131] [21] |
|             | Log Template Identification   | Optimize, e.g., the frequency and specificity of the log message matched to a log template. | 1: [86] |
|             | Workflow Scheduling           | Optimize, e.g., makespan and energy consumption, by assigning activities into a given application workflow. | 1: [30] |
|             | Software Refactoring          | Optimize, e.g., number of defects found and semantics, by changing the design model or the program code. | 9: [94] [91] [95] [96] [97] [98] [81] [90] [89] |

Attractively more straightforward selection and use in the quality evaluation process on the solution sets.

5 Issues on Quality Evaluation in Pareto-based SBSE

Based on our systematic literature review, this section provides a systematic analysis of five issues of quality evaluation, classified into two categories, from state-of-the-art Pareto-based SBSE work.

5.1 Problematic Use of Illustrative and Descriptive Statistic Evaluation Methods

As shown in Figure 2, Tables 8 and A1 (at appendix), there exist many SBSE studies, particularly in early days, that relied on plotting the solution set returned (SSP) and/or on reporting some DOE results to reflect the quality of solution sets. Despite these two methods being simple to apply, they may easily lead to inaccurate evaluations and conclusions.

5.1.1 ISSUE I: Inadequacy of Solution Set Plotting (SSP)

A straightforward way to evaluate/compare the quality of solution sets returned by search algorithms is to plot solution sets and judge intuitively how good they are. Such visual comparison is among the most frequently used methods in SBSE, but it may not be very practical in many cases.

First, it cannot scale up well — when the number of objectives is larger than three, the direct observation of solution sets (by scatter plot) is unavailable. Second, the visual comparison fails to quantify the difference between solution sets. Finally, when an algorithm involves stochastic
| SBSE Problem                  | Assumptions                                                                 | Evaluation Methods                                                                 |
|------------------------------|------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| Effort Estimation            | Not specified [88] [115]                                                       | DOE, SSP, CI, GD, HV                                                               |
|                              | Not specified [16] [126]                                                       | SSP, DOE, Spread, GD, IGD, NFS, HV                                                 |
| Project Scheduling           | (P) Prefer solutions that favor certain objectives using Analytic Hierarchy Process [125] | DOE, CS, SSP, GD, SP, Spread, HV                                                 |
|                              | (P) Prefer knee solutions [114] [44] [35]                                    | SSP, CI, GD, DOE, HV                                                               |
|                              | (P) Prefer widely distributed solutions [24]                                | AS, HV                                                                              |
| Requirement Assignment       | Not specified [76]                                                           | DOE, SSP, HV                                                                       |
| Next Release Problem         | Not specified [36] [31] [48] [69] [147] [16] [149]                           | SSP, DOE, AS, NFS, GD, CI, Spread, HV, % of included requirements*                  |
|                              | (P) Prefer extreme solutions [148]                                          |                                                                     |
| Software Modeling and        | Not specified [109] [9] [129]                                                | DOE, SSP, SP, HV, % of within-range solutions*, % of equivalent solutions*          |
| Architecting                 | (P) Prefer knee solutions [59]                                               | average correction*, manual correction*, recall*, precision*                       |
|                              | (P) Prefer solutions that favor certain objectives as ranked by users [128]  |                                                                     |
|                              | (P) Prefer solutions that meet preferences in, e.g., the requirement            |                                                                     |
|                              | documents or the goal model [51] [11]                                        |                                                                     |
| Software Product Line        | Not specified [143]                                                          | HV, IGD*, SSP                                                                      |
|                              | (C) Prefer solutions that favor correctness objective over the others [118] [119] [120] [54] [52] [93] [144] [53] [16] [45] [66] [113] [77] | CS, Spread, NFS, SSP, c-indicator, IGD, HV, DOE, number of required evaluations to find a valid solution*, full coverage ratio*, % of valid solutions* |
|                              | (P) Prefer balanced solutions [137]                                          |                                                                     |
| Library Recommendation       | Not specified [99]                                                           | DOE, SSP                                                                           |
| Program Improvement          | (C) Prefer the program validity [141]                                        | GD, Spread, HV, SSP, accuracy*, precision*, recall*                                |
|                              | (P) Prefer solutions that favor modularization quality objective over the     |                                                                    |
|                              | others [65] [6] [108]                                                        | DOE, SSP, MoJoFM*                                                                   |
| Code Smell Detection         | Not specified [80]                                                           | IGD, HV, precision*, recall*                                                       |
| Defect Prediction            | Not specified [15] [14] [23] [92]                                            | SSP, HV, ACC*, P*optim*.precision*, recall*, AUC*, cost of code inspection*    |
| Test Case Prioritization     | Not specified [5] [103] [83] [123] [32] [106] [127]                         | SSP, DOE, CS, ED, Spread, GD, c-indicator, IGD, HV, NFS, APFD*, % of detected faults* |
| White Box Test Case          | Not specified [2] [145] [82] [34] [102] [100]                             | DOE, SSP, CI, GD, NFS, HV, AS, total coverage*                                     |
| Generation                   | (P) Prefer solutions that favor certain objectives as ranked by users, i.e.,   |                                                                       |
|                              | reference point [57] [58]                                                    | ED, SSP, R-HV, Average number of solutions in the region of interest*               |
| Black Box Test Case          | Not specified [107] [3]                                                       | SSP, HV                                                                             |
| Generation                   | (C) Prefer solutions that favor coverage objective over the others [124]      |                                                                     |
| Resource Management          | Not specified [39]                                                           | DOE, HV                                                                             |
|                              | (P) Prefer knee solutions [68] [17]                                          | SSP, CS, GD, elasticity*                                                            |
|                              | Not specified [105] [43]                                                     | DOE, GD, c-indicator, IGD, HV, SSP                                                  |
| Software Configuration and   | (P) Prefer solutions that meet preferences form the natural descriptions from    | DOE, SSP, expected value of total perfect information*                            |
| Adaptation                   | the stakeholders [84] [67]                                                   |                                                                     |
|                              | (P) Prefer knee solutions [19]                                               |                                                                     |
|                              | (P) Prefer robust solutions around a given region [13]                       |                                                                     |
| Program Manipulation         | Not specified [142]                                                          | DOE, AS, CI, HV, SSP                                                               |
| Service Composition          | Not specified [135] [21]                                                     | DOE, HV c-indicator                                                               |
|                              | (P) Prefer extreme solutions [134] [131]                                    | DOE, SSP, IGD, HV, coefficient of variation of objective values*                   |
| Log Template Identification  | (P) Prefer knee solutions [86]                                               | SSP*, precision*, recall*, t-measure*                                               |
| Workflow Scheduling          | Not specified [30]                                                           | DOE, SSP, HV                                                                       |
| Software Refactoring         | Not specified [94] [91] [95] [96] [97] [98] [81] [90]                      | SSP, IGD, precision*, recall*, defect correction ratio*, reused refactoring*, usefulness by human*, % of fixed code smells*, code change score*, manual precision*, quality gains*, medium value of refactoring* |
|                              | (P) Prefer knee solutions [89]                                               | SSP, IGD, precision*, recall*, manual precision*, quality gain*, defect correction ratio*, number of suggested refactoring*, usefulness by human* |

All problem specific indicators are listed in full and marked as *. (P) denotes DM’s preferences; (C) denotes contextual information.
elements, different runs usually result in different solution sets. So, it may not be easy to decide which run should be considered. Printing the solution sets obtained in all the runs can easily clutter the picture. As such, plotting solution sets does not suffice to the quality evaluation in Pareto-based SBSE, despite the fact that it has been used solely to compare solution sets in a considerable amount of the primary studies, e.g., [11], [44], [51], [68], [84], [148], as shown in Table A1 (at appendix). Nevertheless, it is worth mentioning that SSP is useful as an extra evaluation method in addition to quality indicators, particularly in bi- and tri-objective cases. This will be discussed in the guidance section (Section 7) later on.

5.1.2 ISSUE II: Inappropriate Use of Descriptive Objective Evaluation (DOE)

Many Pareto-based SBSE studies evaluate solution sets by DOE — statistical objective values in the obtained solution set(s). For example, as it can be seen in Table 4, the mean objective value was considered in [6], [7], [9], [102], [105], [107], [114], [118], [128], [129]; the median value in [6], [37], [58]; the best value in [9], [21], [30], [65], [82], [88], [100], [108], [134], [135], [141], [142]; the worst value in [9], [134]; the statistical significance of the differences between distinct solution sets’ objective values in [1], [76], [123], [137]. Such DOE measures need to be used in line with the DM’s preference. For example, comparing the best value of each objective can well evaluate solution sets if the DM prefers the extreme points (solutions), but may not be well-suited when balanced points are wanted, which, unfortunately, was practiced in some studies such as [137] shown in Table 8. Worse still, many DOE measures may give a misleading evaluation, including those comparing the mean, median, and worst values of each objective and comparing statistically significant differences on each objective. That is to say, by a DOE measure a solution set is evaluated better than another set, but in fact, the latter is always preferred by the DM under any circumstances. Figure 3 gives such an example (minimization) with respect to calculating the mean of each objective. As shown, the mean of the solution set A on either objective $f_1$ or $f_2$ is 5, larger than that of the solution set B (4), thus A being regarded as inferior to B. Yet, A will always be favored by the DM since there is one solution in A better than any solution in B.

On the other hand, recalled from Table 4, some work in the primary studies considers selecting one particular solution (by using a decision-making method) from the whole solution set produced by the Pareto-based search for comparison. For example, the studies in [76], [137] considered Mean Fitness Value (MFV) and the studies in [125] [126] considered Analytic Hierarchy Process (AHP) [41]. However, one question is that if we know clear weighting between objectives of the DM (thus being able to take only one solution from the whole solution set into account), why not directly integrate this information into the problem model, thus converting a multi-objective problem into an easier single-objective problem in the first place.

5.2 Problematic Use of Generic Quality Indicators

As disclosed in Tables 6, 8 and A1 (at appendix), it has been commonly seen in Pareto-based SBSE studies that select or use quality indicators that cannot accurately reflect the quality of solution sets. This is virtually because the SBSE researchers/practitioners may not be very clear about indicators’ behavior, role, and characteristics. This leads them either to fail to select appropriate indicators to evaluate the generic quality of solution sets, or to fail to align the considered indicators with the DM’s preferences or the problem’s contextual information.

5.2.1 ISSUE III: Confusion of the Quality Aspects Covered by Generic Quality Indicators

As mentioned, the generic quality of a solution set in Pareto-based optimization can be interpreted as how well it represents the Pareto front. It can be broken down into four aspects: convergence, spread, uniformity, and cardinality [75]. It is expected that when the DM’s preferences are unknown a priori, an indicator (or a combination of indicators) can cover all the four quality aspects since a solution set with these qualities can well represent the Pareto front and have a great probability of being preferred by the DM.

Unfortunately, as shown in Tables 6 and A1 (at appendix), in SBSE many studies only consider part of these quality aspects. For example, the studies in [48], [69] used the convergence indicator $GD$ [133] as the sole indicator to compare the solution sets. The study in [145] considered both $PFS$ [52] and $CI$ which however are merely for convergence and cardinality. In addition, some indicators were used to evaluate certain quality aspect(s) of solution sets which, unfortunately, were not designed for, as shown in [74]. For example, the indicator $C$ [153], designed for convergence evaluation, was considered for evaluating spread in [138]. $SP$ [121], which can only reflect the uniformity of solution sets, was used to evaluate the diversity (i.e., both spread and uniformity) in [109]. $PFS$, which counts non-dominated solutions in the set, was placed into the category of diversity indicators in [52], [138], and $\epsilon$-indicator, which is able to reflect all the quality aspects of solution sets, was placed into the category of convergence indicators in [138].

As can be seen from Tables 5 and 6, some indicators were used incorrectly. For example, the indicator Spread (i.e., $\Delta$ in [29]) as well as its variants (e.g., $GS$ [151]), which is only effective in the bi-objective case, was frequently
used in optimization problems of SBSE with three or more objectives, such as in [3], [52], [99], [118], [120], [125], [126]. Another example is the setting of the critical parameter reference point in the HV indicator, which has experienced various versions. For example, some studies set it to the worst value obtained for each objective during all runs [34], [76], [93], [105], [125], [126], [131]; some did it to precisely the boundaries of the optimization problem in SBSE [30], [54], [144]; some did it to the nadir point of the Pareto front [103]. The first two settings may overemphasize the boundary solutions (as the reference point may be far away from the set to be evaluated), while the last one may lead to the boundary solutions to contribute nothing to the HV value.

It is worth mentioning that as usually the problem’s Pareto front in SBSE is unavailable, for indicators which need the Pareto front for reference, a common practice is to collect the nondominated set of all the solutions produced as an estimated Pareto front, as we have shown in Table 5. However, different indicators have different sensitivity to this practice [75]. For example, IGD and Spread require the Pareto front consisting of uniformly-distributed points, while HV and ε-indicator do not [75]. Therefore, IGD and Spread may not be very suitable in SBSE, despite the fact they were frequently used, e.g., in [31], [35], [52], [114], [125], [126], [147].

5.2.2 ISSUE IV: Oblivion of Context Information

As shown in Table 8, in Pareto-based SBSE, many studies compare solution sets without bearing in mind the contextual information with respect to the considered optimization problem. They typically adopt commonly-used quality indicators to directly evaluate the set of all the solutions obtained, although some of these solutions may never or rarely be of interest to the DM. Figure 4 shows such an example, under a scenario of optimizing the code coverage and the cost of testing time on the software test case generation problem, borrowed from [74]. As can be seen, the set B is evaluated better than the set A by all eight commonly used quality indicators (GD [133], ED [25], ε-indicator [154], GS [151], PFS [52], IGD [26], HV [153] and CI [153]) in SBSE [138]. However, depending on the context (as shown in Table 8), the DM might favor the full code coverage and then possible low cost [150]. This will lead to set A to be of more interest, as it has the solution (450, 1.0) that achieves full code coverage and lower cost than the one in B (500, 1.0).

Similar observations have been seen in the optimal product selection in software product line [16], [45], [52], [66], [77], [113], [119], [120], [132] where the correctness of configurations is regarded as one objective and equally rated as other objectives (e.g., richness of features and cost). This may lead to an invalid product to be evaluated better than a valid product if the former performs better in other objectives, which is apparently of no value to the DM. In addition, in many SBSE problems, cost could be an objective to minimize, but solutions with zero cost are trivial, e.g., the solution with zero cost and zero coverage in Figure 4. However, these solutions may largely affect the evaluation results. Therefore, it is necessary to remove solutions that would never be interested by the DM before the evaluation, which, unfortunately, has been rarely practiced in Pareto-based SBSE.

5.2.3 ISSUE V: Noncompliance of the DM’s Preferences

Although every quality indicator is designed to reflect certain quality aspect(s) of solution sets (i.e., convergence, spread, uniformity, cardinality, or their combination), they do have their own implicit preferences. For example, the indicators HV and IGD, both designed to cover all of the four quality aspects, have rather distinct preferences. HV prefers knee points of a solution set, while IGD is in favor of a set of uniformly distributed solutions. Therefore, it is important to select indicators whose preferences are in line with the DM’s. Neglecting this can lead to misleading evaluation results. Figure 5 gives such an example — when preferring knee points, considering the indicator IGD could return a misleading result. That is, the set having knee points is evaluated worse than that having no knee point. Similar observations also apply to the indicators GD and CI, as shown in the same figure.

Unfortunately, as what has been revealed in Table 8, such misuse of indicators is not uncommon in the SBSE community. For example, preferring knee points yet using IGD in [37], [89]; preferring knee points yet using GD and CI in [35], [114]; and preferring extreme solutions yet using HV and IGD in [131], [134]. HV can be somehow in favor of extreme solutions if the reference point is set far away from the considered set, but IGD certainly does not prefer extreme solutions. Therefore, it is of high importance to understand the behavior, role, and characteristics of the considered indicators, which may not be very clear to the community. In the next section, we will detail widely used quality evaluation methods in the area (as well as other useful indicators) and explain the scope of their applicability.
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Now, one may ask why not directly use the better relation to evaluate solution sets. The reason is that the better relation may leave many solution sets incomparable since in most cases there exist some solutions from different sets being nondominated to each other. Therefore, we need stronger assumptions about the DM’s preferences, which are reflected by quality evaluation methods. However, stronger assumptions (than the better relation) cannot guarantee that the favored set (under the assumptions) is certainly preferred by the DM, as in different situations the DM indeed may prefer different trade-offs between objectives. Consequently, it is vital to ensure the considered evaluation methods in line with the DM’s explicit or implicit preferences.

Back to the example in Figure 4 where optimizing the objectives code coverage and cost of testing time, essentially these two solution sets are not comparable with respect to the better relation despite the fact that most solutions in A are dominated by some solution in B. As stated, the DM may be more interested in full code coverage and then possible lower cost, thus preferring A to B. However, the considered eight indicators fail to capture this information and give opposite results. This clearly indicates the importance of understanding quality evaluation methods (including what kind of assumptions they imply). Next, we will review several quality evaluation methods which are commonly used in the SBSE community (as we have shown in Table 2) and at the same time are very representative to reflect certain aspect(s) of solution set quality.

6 Revisiting Quality Evaluation for Pareto-based Optimization

In Pareto-based optimization, the general goal for the algorithm designer is to supply the DM a set of solutions from which they can select their preferred one. In general, the actual preferences can be either articulated by the DM or derived from the contextual information of the problem, which may differ depending on the situation. Having said that, the Pareto dominance relation is apparently the foremost criterion in any case, provided that the concept of optimum is solely based on the direct comparison of solutions’ objective values (other than on other criteria, e.g., robustness and implementability with respect to decision variables). That is to say, the DM would never prefer a solution to the one that dominates it.

As discussed in Section 2, the better relation (▷◁) represents the most general and weakest form of superiority between two sets. That is, for two solution sets A and B, A ▷◁ B indicates that A is at least as good as B, while B is not as good as A. It meets any preference potentially articulated by the DM. If A ▷◁ B, then it is always safe for the DM only to consider solutions in A. Apparently, it is desirable that a quality evaluation method is able to capture this relation; that is to say, for any two solution sets A and B, if A ▷◁ B, then A is evaluated better than B. Unfortunately, there are very few quality evaluation methods holding this property. HV is one of them [152]. There is a weaker property called being Pareto compliant [62], [154], which is more commonly used in the literature. That is, a quality evaluation method is said to be Pareto compliant if and only if “at least as good” in terms of the dominance relation implies “at least as good” in terms of the evaluation values (i.e., ∀A, B : A ≤ B ⇒ I(A) ≤ I(B), where I is the evaluation method, assuming that the smaller the better). Despite the relaxation, many quality indicators are not Pareto compliant, including widely used ones, such as GD, IGD, Spread, GS, and SP. Pareto compliant indicators are mainly those falling into the category of evaluating convergence of solution sets (e.g., C and CI) and the category of evaluating comprehensive quality of solution sets (e.g., HV, ε-indicator, IPF [10], R2 [46], and PCI [72]). DCI [70] is the only known diversity indicator compliant with Pareto dominance when comparing two sets. In addition, some non-compliant indicators can become Pareto compliant after some modifications. For example, GD and IGD can be transformed into two Pareto compliant indicators (called GD⁺ and IGD⁺) if considering “superiority” distance instead of Euclidean distance between points [56]. Overall, it is highly recommended to consider (at least) Pareto compliant quality indicators to evaluate solution sets; otherwise, it may violate the basic assumption of the DM’s preferences. That is, recommending the DM a solution set B over A, where each solution in B is inferior to or can be replaced by (in the case of equality) some solution in A. This is what the DOE evaluation method that compares the mean on each objective does in the example of Figure 3.

Now, one may ask why not directly use the better relation to evaluate solution sets. The reason is that the better relation may leave many solution sets incomparable since in most cases there exist some solutions from different sets being nondominated to each other. Therefore, we need stronger assumptions about the DM’s preferences, which are reflected by quality evaluation methods. However, stronger assumptions (than the better relation) cannot guarantee that the favored set (under the assumptions) is certainly preferred by the DM, as in different situations the DM indeed may prefer different trade-offs between objectives. Consequently, it is vital to ensure the considered evaluation methods in line with the DM’s explicit or implicit preferences.

Back to the example in Figure 4 where optimizing the objectives code coverage and cost of testing time, essentially these two solution sets are not comparable with respect to the better relation despite the fact that most solutions in A are dominated by some solution in B. As stated, the DM may be more interested in full code coverage and then possible lower cost, thus preferring A to B. However, the considered eight indicators fail to capture this information and give opposite results. This clearly indicates the importance of understanding quality evaluation methods (including what kind of assumptions they imply). Next, we will review several quality evaluation methods which are commonly used in the SBSE community (as we have shown in Table 2) and at the same time are very representative to reflect certain aspect(s) of solution set quality.

6.1 Descriptive Objective Evaluation (DOE)

As stated before, the DOE methods evaluate a solution set (or several sets obtained by a search algorithm in multiple runs) by directly reporting statistical results of objective values of its solutions, such as the mean, median, best, worst, and statistical significance (in comparison with other sets). Unfortunately, such methods are rarely being Pareto compliant and unlikely to be associated with the DM’s preferences. However, an exception is the method that considering the best value of some objective(s) in a solution set, since it
is Pareto compliant and able to directly reflect the DM’s preferences in the case that they prefer extreme solutions. Overall, the DOE methods are not recommended, unless the DM explicitly expresses their preferences in line with them.

### 6.2 Contribution Indicator (CI)

The CI indicator [87], which was designed to compare the convergence of two solution sets, has been frequently used in SBSE, e.g., in [35], [114], [115], [142], [145], [149]. CI calculates the ratio of the solutions of a set that are not dominated by any solution in the other set. Formally, given two sets A and B,

\[
CI(A, B) = \frac{|A \cap B|/2 + |A_{\not< B}| + |A_{\not\frac{}{\not<} B}|}{|A \cap B| + |A_{\not< B}| + |A_{\not\frac{}{\not<} B}| + |B_{\not< A}| + |B_{\not\frac{}{\not<} A}|}
\]

where \(A_{\not< B}\) stands for the set of solutions in A that dominate some solution of B (i.e., \(a \in A \exists \exists b \in B : a < b\)), and \(A_{\not\frac{}{\not<} B}\) stands for the set of solutions in A that do not weakly dominate any solution in B and also are not dominated by any solution in B (i.e., \(A_{\not\frac{}{\not<} B} = \{a \in A | \exists b \in B : a \not< b \lor a \not< b\}\)).

The CI value is in the range of \([0, 1]\). A higher value is preferable. It is apparent that \(CI(A, B) + CI(B, A) = 1\). A clear strength of the indicator CI is that it holds the better relation \(^{10}\), i.e., if \(A < B\) then \(CI(A, B) > CI(B, A)\). Moreover, if \(A < B\), then \(CI(A, B) = 0\). In addition, apart from comparing the convergence of solution sets, CI can reflect their cardinality to some extent. A set having a larger number of solutions is likely to be favored by the indicator.

A clear weakness of CI is that it relies completely on the dominance relation between solutions, thus providing little information about to what extent one set outperforms another. Moreover, they may leave many solution sets incomparable if all solutions from the sets are nondominated to each other. This may happen frequently in many-objective optimization, where more objectives are considered.

There is another well-known dominance-based quality indicator called C or CS [153], used in e.g. [5], [17], [125], [146]. It measures the proportion of solutions in a set that is weakly dominated by some solution in the other set; in other words, the percentage of a set that is covered by its opponent. The details of the indicator C can be found in [75]. C tends to be more popular in the multi-objective optimization community, despite sharing the above strengths and weaknesses with CI. Finally, it is worth mentioning that despite only partially reflecting the convergence of solution sets, such dominance-based indicators are useful since most problems in SBSE are combinatorial ones, where the size of the Pareto front may be relatively small and it is likely to have comparable solutions (i.e., dominated/duplicate solutions) from different sets [75].

### 6.3 Generational Distance (GD)

As one of the most widely used convergence indicators in SBSE (used in e.g., [2], [5], [17], [35], [99], [105], [114], [115], [125], [147]), GD [133] is to measure how close the obtained solution set is from the Pareto front. Since the Pareto front is usually unknown \textit{a priori}, a reference set, \(R\), which consists of non-dominated solutions of the collection of solutions obtained by all search algorithms considered, is typically used to represent the Pareto front in practice. Formally, given a solution set \(A = \{a_1, a_2, ..., a_n\}\), GD is defined as

\[
GD(A) = \frac{1}{n} \left( \sum_{i=1}^{n} d(a_i, r) \right)^{1/p}
\]

where \(d(a_i, r)\) means the Euclidean distance between \(a_i\) and \(r\), and \(p\) is a parameter determining what kind of the distances is used, e.g., the quadratic mean and arithmetic mean.

The GD value is to be minimized and the ideal value is zero, which indicates that the set is precisely on the Pareto front. In the original version, the parameter \(p\) was set to 2. Unfortunately, this would make the evaluation value rather sensitive to outliers and also affected by the size of the solution set (when \(N \rightarrow \infty, GD \rightarrow 0\) even if the set is far away from the Pareto front [122]). Setting \(p = 1\) has now been commonly accepted.

Compared to those dominance-based convergence indicators (e.g., CI and C), GD is more accurate in terms of measuring the closeness of solution sets to the Pareto front due to it considering the distance between points. However, a clear weakness of GD is not being Pareto compliant [61], [154]. This is very undesirable since GD, as a convergence indicator, fails to provide reliable evaluation results with respect to the weakest assumption of the DM’s preferences. A simple example was given in [154]: consider two solution sets \(A = \{(2, 5)\}\) and \(B = \{(3, 9)\}\) on a bi-objective minimization scenario, where the reference set is \(R = \{(1, 0), (0, 10)\}\). Clearly, A dominates B, but GD returns an opposite result: \(GD(A) = \sqrt{26} > GD(B) = \sqrt{10}\). Recently, a modified GD was proposed to overcome this issue, called \(GD^+\) [56], where the Euclidean distance between \(a_i\) and \(r\) in Equation (2) is modified by only considering the objectives where \(r\) is superior to \(a_i\). Specifically,

\[
d^+(a_i, r) = (\sum_{j=1}^{m} (\max(a_{ij} - r_{j}, 0))^2)^{1/2}
\]

where \(m\) denotes the number of objectives, and \(a_{ij}\) denotes the value of solution \(a_i\) on the \(j\)th objective. This modification makes the indicator compliant with Pareto dominance. Going back to the above example, now we have the evaluation results of \(A\) better than \(B\) \((GD^+(A) = 2 < GD^+(B) = 3)\). Finally, note that for both GD and GD\(^+\), normalization of solution sets is needed as their calculation involves objective blending [75].

### 6.4 Spread (\(\Delta\))

The indicator \textit{Spread} (aka \(\Delta\)) [29] and its variants [125], [151] have been commonly adopted to evaluate the diversity (i.e., spread and uniformity) of solution sets in the field, e.g., in [31], [52], [99], [118], [120], [125], [126], [147]. Specifically, the indicator \(\Delta\) of a solution set \(A\) (assuming the set...
only consisting of nondominated solutions) in a bi-objective scenario is defined as follows.

$$\Delta(A) = \frac{d_{\text{upper}} + d_{\text{bottom}} + \sum_{i=1}^{n-1} |d_i - \bar{d}|}{d_{\text{upper}} + d_{\text{bottom}} + (n-1)\bar{d}}$$

(4)

where $n$ denotes the size of $A$, $d_i$ $(i = 1, 2, ... n - 1)$ is the Euclidean distance between consecutive solutions in the $A$, and $\bar{d}$ is the average of all the distances $d_i$. $d_{\text{upper}}$ and $d_{\text{bottom}}$ are the Euclidean distance between the two extreme solutions of $A$ and the two extreme points of the Pareto front, respectively.

A small $\Delta$ value is preferred, which indicates a good distribution of the set in terms of both spread and uniformity. When $\Delta = 0$ means that solutions in the set are equidistantly spaced and their boundaries reach the Pareto front extremes.

A major weakness of $\Delta$ (including its variants) is that it only works reliably on bi-objective problems as where nondominated solutions are located consecutively on either objective. With more objectives, the neighbor of a solution on one objective may be far away on another objective [71]. This issue applies to any distance-based diversity indicator [75]. For problems with more than two objectives, region division-based diversity indicators are more accurate [75]. They typically divide the space into many equal-sized cells and then consider cells instead of solutions (e.g., counting the number of these cells). This is based on the fact that a set of more diversified solutions usually populate more cells. However, such indicators may suffer from the curse of dimension as they typically need to record information of cells (linearly increasing computational cost in objective dimensionality).

In addition, another indicator $\text{Spacing}$ (aka $\text{SP}$) [121] has also been used to evaluate the diversity of solution sets in e.g., [109], [125]. However, this indicator can only reflect the uniformity (not spread) of solution sets [75].

### 6.5 Nondominated Front Size ($\text{NFS}$)

Used in e.g., [52], [103], [145], the $\text{NFS}$ (also called Pareto Front Size, $\text{PFS}$) is to simply count how many nondominated solutions are in the obtained solution set. However, this indicator may not be very practical as in many cases all solutions in the obtained set are nondominated to each other, particularly in many-objective optimization. In addition, as by definition duplicate solutions are nondominated to each other, a set full of duplicate solutions would be evaluated well by $\text{NFS}$ if there is no other solution in the set dominating them.

As such, a measure that only considers unique nondominated solutions which are not dominated by any other set seems more reasonable. Specifically, one can consider the ratio of the number of such solutions in each set to the size of the reference set (which consists of unique nondominated solutions of the collections of solutions obtained by the algorithms). In other words, we quantify the contribution of each set to the combined nondominated front of all the sets. Formally, let $A_{\text{unf}}$ be the unique nondominated front of a given solution set $A$ (i.e., $A_{\text{unf}} \subseteq A \land A_{\text{unf}} \preceq A \land \forall a_i \in A_{\text{unf}}: \exists a_j \in A_{\text{unf}}, j \neq i : a_j \prec a_i$). Then, the indicator, denoted as Unique Nondominated Front Ratio ($\text{UNFR}$), is defined as

$$\text{UNFR}(A) = \frac{|a \in A_{\text{unf}} | \exists r \in R_{\text{unf}} : r < a |}{|R_{\text{unf}}|}$$

(5)

where $R_{\text{unf}}$ denotes the reference set which consists of the unique nondominated solutions of the collections of all solutions produced.

The $\text{UNFR}$ value is in the range of $[0, 1]$. A high value is preferred. Being zero means that for any solution in $A$ there always exists some solution better in the other sets. Being one means that for any solution in the other sets there always exists some solution in $A$ better than (or at least equal to) it (i.e., the reference set is precisely comprised by solutions of $A$). In addition, $\text{UNFR}$ is Pareto compliant.

### 6.6 Inverted Generational Distance ($\text{IGD}$)

$\text{IGD}$ [26] is a well-known indicator in the field (e.g., in [5], [13], [32], [37], [43], [52], [80], [89], [91], [126], [131]). As the name suggests, $\text{IGD}$, an inversion of $\text{GD}$, is to measure how close the Pareto front is to the obtained solution set. Formally, given a solution set $A$ and a reference set $R$, $\text{IGD}$ is calculated as

$$\text{IGD}(A) = \frac{1}{|R|} \sum_{r \in R} \min_{a \in A} d(r, a)$$

(6)

where $d(r, a)$ is the Euclidean distance between $r$ and $a$. A low $\text{IGD}$ value is preferable.

$\text{IGD}$ is capable of reflecting the quality of a solution set in terms of all the four aspects: convergence, spread, uniformity, and cardinality. However, a major weakness of $\text{IGD}$ is that the evaluation results heavily depend on the behavior of its reference set. A reference set of densely and uniformly distributed solutions along the Pareto front is required; otherwise, it could easily return misleading results [75]. This is particularly problematic in SBSE since the reference set is created normally from the collection of all the obtained solutions; its distribution cannot be controlled.

Consider an example in Figure 6(a), where comparing two solution sets $A$ and $B$. The reference set is comprised of all the nondominated solutions, i.e., the three solutions of $A$ and the two boundary solutions of $B$. As can be seen, $B$ performs significantly worse than $A$ in terms of convergence, with its solutions being either dominated by some solution in $A$ or slightly better on one objective but much worse on the other objective; thus $B$ unlikely to be preferred by the DM. However, $\text{IGD}$ gives an opposite evaluation: $\text{IGD}(A) \approx 2.80 > \text{IGD}(B) \approx 1.08$.

In addition, the way of how the reference set is created makes $\text{IGD}$ prefer a specific distribution pattern consistent with the majority of the considered solution sets [75]. In other words, if a solution set is distributed very differently from others, then the set is likely to assign a poor $\text{IGD}$ value whatever its actual distribution is. Figure 6(b) is such an example. When comparing $A$ with $B$ (the reference set comprised of these two sets), we will have $A$ evaluated better than $B$ ($\text{IGD}(A) \approx 1.41 < \text{IGD}(B) \approx 2.12$). But if adding another set $C$ which has the similar distribution
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6.7 Hypervolume (HV)
Like IGD, HV [153] evaluates the quality of a solution set in terms of all the four aspects. Due to its desirable practical usability and theoretical properties, HV is arguably the most commonly used indicator in SBSE, e.g., used in [24], [30], [34], [37], [54], [93], [99], [103], [105], [125], [126], [131], [139], [144]. For a solution set, its HV value is the volume of the union of the hypercubes determined by each of its solutions and a reference point. It can be formulated as
\[
HV(A) = \lambda \left( \bigcup_{\mathbf{x} \in A} \{ \mathbf{x} | \mathbf{x} \prec \mathbf{r} \} \right)
\]
where \( \mathbf{r} \) denotes the reference point and \( \lambda \) denotes the Lebesgue measure. A high HV value is preferred.

A limitation of the HV indicator is its exponentially increasing computational time with respect to the number of objectives. Many efforts have been made to reduce its running time, theoretically and practically (see [75] for a summary), which makes the indicator workable on a solution set with more than 10 objectives (under a reasonable set size).

As stated previously, HV is in favor of knee points of a solution set, thus a good choice when the DM prefers knee points of the problem’s Pareto front. In addition, the settings of the reference point can affect its evaluation results. Consider the two solution sets \( A \) and \( B \) in Figure 7, where \( A \) consists of two boundary solutions, and \( B \) consists of four uniformly distributed inner solutions. When the reference point is set to \( (6, 6) \) (Figure 7(a)), \( A \) is evaluated worse than \( B \). When the reference point is set to \( (11, 11) \) (Figure 7(b)), \( A \) is evaluated better than \( B \). Fortunately, we can make good use of such a behavior of HV to enable the indicator to reflect the DM’s preferences. If the DM prefers the extreme points, then a reference point can be set to be fairly distant from the solution sets’ boundaries, e.g., doubling the Pareto front’s range, namely, \( \mathbf{r}_i = \text{nadir}_i + l_i \) where \( \text{nadir}_i \) is the nadir point of the Pareto front (or the reference set, i.e., the combined nondominated front) on its \( i \)-th objective, and \( l_i \) is the range of the Pareto front (or the reference set) on the \( i \)-th objective. If there is no clear preference from the DM, unfortunately, no consensus regarding how to set the reference point has been reached in the multi-objective optimization field. A common practice is to set it 1.1 times of the range of the combined nondominated front (i.e., \( \mathbf{r}_i = \text{nadir}_i + l_i / 10 \)). Some recent studies [55] suggested to set it as \( \mathbf{r}_i = \text{nadir}_i + l_i / h \), where \( h \) is an integer subject to \( C_{m-1} - m \leq n < C_{m-1} - (m - n) \) being the number of objectives and the size of the considered set, respectively.

Fig. 6: Two examples that the collection of solution sets as the reference set may lead to misleading evaluations for IGD. (a) For two bi-objective sets \( A = \{(1, 3), (2, 2), (3, 1)\} \) and \( B = \{(0.75, 10), (3, 3), (10, 0.75)\} \), \( A \) should be highly likely to be preferred to \( B \) as solutions of \( B \) are either dominated by some solution in \( A \) or slightly better on one objective but significantly worse on the other objective. Yet, \( B \) gives opposite results: \( IGD(A) \approx 2.80 > IGD(B) \approx 1.08 \). (b) For three bi-objective sets \( A = \{(0, 10), (5, 5), (0, 10)\} \), \( B = \{(2.5, 7.5), (7.5, 2.5)\} \) and \( C = \{(2, 8), (7, 3)\} \), in general \( A \) may be likely to be preferred by the DM than \( B \) and \( C \) as it provides better spread and cardinality, but \( IGD \) gives opposite results: \( IGD(A) \approx 1.82 > IGD(B) \approx 1.72 > IGD(C) \approx 1.61 \).

Fig. 7: An example that distinct reference points lead to that HV prefers different solution sets, where the set \( A \) consists of two boundary solutions \( \{(0.5), (5, 0)\} \), and the set \( B \) consists of four uniformly distributed inner solutions \( \{(1, 4), (2, 3), (3, 2), (4, 1)\} \). The grey area \( \subset HV(A) \) but \( \not\subset HV(B) \) but \( \not\subset HV(A) \). In (a) where the reference point is \( (6, 6) \), \( A \) is evaluated worse than \( B \): \( HV(A) = 11 < HV(B) = 19 \). In (b) where the reference point is \( (11, 11) \), \( A \) is evaluated better than \( B \): \( HV(A) = 96 > HV(B) = 94 \).
In any case, the reference point setting is non-trivial — an appropriate setting needs to consider not only the number of objectives and the size of the solution set, but also the actual dimensionality of the set, its shape, etc.

### 6.8 $\epsilon$-indicator

$\epsilon$-indicator is another well-established comprehensive indicator frequently appearing in SBSE, e.g., [13], [32], [43], [52], [135]. It measures the maximum difference between two solution sets and can be defined as

$$\epsilon(A, B) = \max_{b \in B} \min_{a \in A} \max_{i \in \{1 \ldots m\}} a_i - b_i$$

(8)

where $a_i$ denotes the objective of $a$ for the $i$th objective and $m$ is the number of objectives. A low value is preferred. $\epsilon(A, B) \leq 0$ implies that $A$ weakly dominates $B$. When replacing $B$ with a reference set that represents the Pareto front, the $\epsilon$-indicator becomes a unary indicator, measuring the gap of the considered set to the Pareto front.

$\epsilon$-indicator is Pareto compliant and user friendly (parameter-free and quadratic computational effort). Yet, the calculation of $\epsilon$-indicator only involves one particular objective of one particular solution in either set (where the maximum difference is), rendering its evaluation omitting the difference on other objectives and other solutions. This may lead to different solution sets having same/similar evaluation results, as reported in [78]. In addition, in some studies [111], $\epsilon$-indicator has been empirically found to behave very similarly as $HV$ in ranking solution sets.

### 6.9 Summary

Table 9 summarizes the above 12 indicators on several aspects, namely, (i) what kind of quality aspect(s) they are able to reflect, (ii) if they are Pareto compliant, (iii) what we need to take care of when using them, and (iv) what situation they are suitable for. The following guidelines can be derived from the table.

- If the DM wants to know the convergence quality of a solution set to the Pareto front, $GD^+$ (instead of $GD$) could be an ideal choice — it is Pareto compliant and the reference set required can be set as the combined nondominated front of all the considered sets, not necessarily a set of uniformly-distributed points. If the DM wants to know the relative quality between two solution sets in terms of the Pareto dominance relation, $CI$ (or $C$) could be a choice.
- If the DM wants to know the diversity quality (both spread and uniformity) of a solution set, for bi-objective cases, $\Delta$ is a good choice; for problems with more objectives, $DCI$ can be used. $SP$ can only reflect the uniformity of a solution set which may not be very useful — uniformly distributed solutions concentrating in a tiny area typically not in the DM’s favor.
- The indicator $UNFR$ should replace $NFS$ to measure the cardinality of solution sets.
- Regarding comprehensive evaluation indicators, $HV$ can generally be the first choice, especially when the DM prefers knee points. In addition, if the DM prefers extreme solutions, the reference point needs to be set fairly distant from the solution sets’ boundaries. $\epsilon$-indicator is user-friendly, but is less sensitive to solution sets’ quality difference than $HV$ since its value only lies upon one particular solution on one particular objective. $IGD$ may not be very practical as it requires a Pareto front representation consisting of densely and uniformly distributed points.

### 7 Methodological Guidance to Quality Evaluation in Pareto-based SBSE

In this section, we provide guidance on how to select and use quality evaluation methods in Pareto-based SBSE. As discussed previously, selecting and using quality evaluation methods needs to be aligned with the DM’s preferences [11].

A solution set being evaluated better means nothing but its solutions having a bigger chance to be picked out by the DM. However, to different problems or even to the same problem but under different circumstances, the articulation of the DM’s preferences may differ. In some cases, the DM is confident to articulate their preferences (or can be easily derived from contextual information), e.g., they see one objective more important than others. In some cases, the DM may experience difficulty in precisely articulating their preferences; e.g., they are only able to provide some vague preference information such as a fuzzy region around one point. In some other cases, the DM’s preferences may not be available at all; e.g., when the DM wants to see what the whole Pareto front looks like before articulating their preferences. Therefore, quality evaluation needs to be conducted in accordance with different cases. Next, we consider four general cases of quality evaluation with respect to the DM’s preferences.

#### 7.1 When the DM’s Preferences Are Clear

The case of the DM’s preferences being clear can often fall into two categories over Pareto-based SBSE problems. The first is when relative importance/weighting among the objectives considered can be explicitly expressed and quantified, e.g., in [125]. It is worth noting that the weighting between objectives may not need to be fixed a priori. For example, in the case of interactive Pareto-based SBSE for software modeling and architecting problems [128], the DM is asked to explicitly rank the relative importance of the objectives as the search proceeds. Under this circumstance, the sum of the weighted objectives can be used to find the fittest solution from a solution set, and then determine the quality of the set.

The other category concerns when the DM prefers some objective to some other (i.e., a clear priority can be assumed, which is a unique situation that often implies some clear contextual information of a hard requirement under the SBSE problem), or when the DM is only interested in solutions which is up to scratch on some objective (which could be seen as a constraint). This happens frequently in the software product line configuration problem [52], [54], [55], [56].

11. For convenience, from this point forwards we use DM’s preference information as a general term, which refers to not only the preferences that the DM articulates but also the requirements derived from problem nature and contextual information.
TABLE 9: A summary of representative quality indicators used in SBSE, their usage note/caveats and applicable conditions.

| Indicator | Convergence | Spread | Uniformity | Cardinality | Pareto Compliant | Usage Note/Caveats | Applicable Conditions |
|-----------|-------------|--------|------------|-------------|------------------|--------------------|----------------------|
| CI        | −           | −      | −          | +           | (i) not able to distinguish between sets if their solutions are nondominated to each other, which may happen frequently in many-objective optimization; (ii) binary indicator which evaluates relative quality of two sets and cannot be converted into a unary indicator. | (i) when the DM wants to know the relative quality difference (in terms of dominance relation) between two sets, and (ii) when the Pareto front size is relatively small, e.g., on some low-dimensional combinatorial problems. |
| C (CS)    | −           | −      | +          | +           | (i) not able to distinguish between sets if their solutions are nondominated to each other, which may happen frequently in many-objective optimization; (ii) binary indicator which evaluates relative quality of two sets and cannot be converted into a unary indicator; (iii) removing duplicate solutions before the calculation. | (i) when the DM wants to know how close the obtained sets from the Pareto front, (ii) when the compared sets are nondominated to each other (i.e., no better relation between the sets), and (iii) when the Pareto front range can be estimated properly (e.g., no DRS points in the reference set [75]). |
| GD        | +           |        |            |             | (i) additional problem knowledge: a reference set that represents the Pareto front (not necessarily a set of uniformly-distributed points); (ii) each objective needs normalization; (iii) may give misleading results due to not holding the Pareto compliance properly. | (i) when the DM wants to know how close the obtained sets from the Pareto front. |
| GD⁺       | +           |        |            | +           | (i) additional problem knowledge: reference set that represents the Pareto front (not necessarily a set of uniformly-distributed points); (ii) each objective needs normalization. | (i) when the DM wants to know the diversity (including both spread and uniformity) of the obtained sets on bi-objective problems, and (ii) when the compared sets are nondominated to each other. |
| Spread    | +           | +      |            |             | (i) additional problem knowledge: extreme points of the Pareto front; (ii) each objective needs normalization; (iii) reliable only on bi-objective problems. | (i) when the DM wants to know the diversity of the obtained sets. |
| DCI       | +           | −      | −          | −           | (i) each objective needs normalization; (ii) each objective needs normalization. | (i) when the DM wants to know how close the obtained sets from the Pareto front. |
| SP        |             | +      |            |             | (i) not able to compare sets as it only counts the number of nondominated solutions in a set. | (i) not reliable when the DM wants to compare sets. |
| NFS       | +           |        |            |             | None. | |
| UNFR      | +           | +      |            |             | (i) additional problem knowledge: a reference set that well represents the Pareto front (i.e., densely and uniformly distributed points); (ii) each objective needs normalization; (iii) may give misleading results due to the lack of Pareto compliance property. | (i) when the DM wants to compare the cardinality of sets, particularly how much they contribute the combined non-dominated front, (ii) when the DM wants to know how well the obtained sets can represent the Pareto front, (ii) when the compared sets are nondominated to each other, and (iii) when there is a Pareto front with densely and uniformly distributed points. |
| IGD       | +           | +      | −          | −           | (i) additional problem knowledge: reference point that worse than the nadir point of the Pareto front; (ii) exponentially increasing computational cost in objective dimensionality; (iii) the DM can specify the reference point according to their preference to extreme solutions or to inner ones. | (i) when the DM wants to know comprehensive quality of the obtained sets, especially suitable if the DM prefers knee points of the problem, and (ii) when the objective dimensionality is not very high. |
| HV        | +           | +      | −          | +           | (i) each objective needs normalization; (ii) binary indicator, but can be converted into a unary indicator by comparing the obtained set with the Pareto front; (iii) differently-performed sets may have the same/similar evaluation results. | (i) when the DM wants to know maximum difference between two solution sets (or the obtained solution set from the Pareto front). |
| ε-indicator | +           | +      | −          | −           | (i) not able to compare sets if their solutions are nondominated to each other, which may happen frequently in many-objective optimization; (ii) binary indicator which evaluates relative quality of two sets and cannot be converted into a unary indicator. | (i) when the DM wants to know the relative quality difference (in terms of dominance relation) between two sets, and (ii) when the Pareto front size is relatively small, e.g., on some low-dimensional combinatorial problems. |

"+" generally means that the indicator can well reflect the specified quality (or meet the specified property). "−" for convergence means that the indicator can reflect the convergence of a set to some extent; e.g., indicators only considering the dominance relation as convergence measure. "−−" for spread means that the indicator can only reflect the extensity of a set. "−−" for uniformity means that the indicator can reflect the uniformity of a set to some extent; i.e., a disturbance to an equally-spaced set may not certainly lead to a worse evaluation result. "−−" for cardinality means that adding a nondominated solution into a set is not surely but likely to lead to a better evaluation result and also it never leads to a worse evaluation result. "−−" for Pareto compliance means that the indicator holds the property subject to certain conditions.
where the correctness of the products (i.e., the feature model’s dependency compliance) is always of higher priority than other objectives such as the richness and the cost of the model — only the solutions (products) that achieve full dependency compliance are of interest. This is obvious, as a violation of dependency implies faulty and incorrect configuration, thus valueless in practice. A similar situation applies to the test case generation problem [53], [103], [104], [124], [150] where the DM is typically interested in test suites with full coverage. In addition, the DM may only be interested in solutions that reach a certain level on some objective. For example, in software deployment and maintenance, it is not uncommon to have a statement like “The software service shall be available for at least 95% of the time”. In such a case, it is rather clear that any value of availability less than 95% is unacceptable, while anything beyond 95% can be considered.

An appropriate way to perform evaluation under the above circumstance is to transfer the DM’s preferences into the solution set to be evaluated. This can be done by first removing solutions that are irrelevant from the set. After that, the set of the remaining solutions is evaluated, subject to two situations: if the remaining solutions are of the same value on the objective(s) where the DM articulates their preferences, then the quality evaluation is performed only on the other objectives; otherwise, the evaluation is done on all the objectives. The former has been commonly seen when the DM is only interested in solutions which achieve the best of the objective, such as the solutions with full coverage for the test case generation problem, whereas the latter often applies when the DM is interested in a particular threshold of solution quality on the objective, such as in the software deployment and maintenance case mentioned above, only the solutions with availability values not less than 95% would be evaluated.

### 7.2 When the DM’s Preferences Are Vague/Rough

It is not uncommon that there exist important, yet imprecise preferences in the SDLG. In general, they are mainly derived from the non-functional requirements recorded in documentations, notes, and specifications, which are often vague in nature, as in [51], [11], [84], [67], [1]. For example, in the software configuration and adaptation problem, some statements may be rather ambiguous like “the first objective should be reasonable and the others are as good as possible”. In such a situation, one may not be able to integrate the preferences into the quality evaluation since it is not possible to quantify qualitative descriptions like “reasonable”. As such, a safe choice is to treat them as a general multi-objective optimization case (i.e., without specific preferences).

In other situations, the SBSE researchers/practitioners may give some preference information around some values/thresholds on one (or several) objective. This, in contrast to the case of the DM’s preferences being clear, allows some tolerances on the specified value/threshold. For example, the software may have a requirement stating that “the cost shall be low while the product shall support ideally up to 3000 simultaneous users”. This typically happens for SME where the budget of a software project (e.g., money for buying required Cloud resources or the consumption of data centers) is low, and thus it is more realistic to set a threshold point such that certain level of performance (e.g., 3000 simultaneous users) would be sufficient (anything beyond is deemed as equivalent). However, while the requirement gives a clear cap of the best performance expected, it does not constrain on the worst case, implying that it allows tolerances when the 3000 users goal cannot be met.

Despite not impossible, it can be a challenging task to find a quality indicator that is able to reflect such preference information. First, the quality indicator should be capable of accommodating such preference information in the sense that the evaluation results can embody it. Second, the introduction of the preferences should neither compromise the general quality aspect that the indicator reflects, nor violate properties that the indicator complies with (e.g., being Pareto compliant). In this regard, the indicator $HV$ [153] could be a good choice since it (i) can relatively easily integrate the DM’s preference information [136], [152] and (ii) can still be Pareto compliant after a careful introduction of the DM’s preference information [152].

To integrate preferences into $HV$, one approach, called the weighted $HV$ presented in [152], is to interpret the $HV$ value as the volume of the objective space enclosed by the attainment function [28] and the axes. Here, the attainment function is to give for each vector in the objective space the probability that it is weakly dominated by the outcome of the solution set. Then, to give different weights to different regions by a weight distribution function, the weighted $HV$ is calculated as the integral over the product of the weight distribution function and the attainment function [152]. This essentially transforms the preference information into a weight distribution function to unequalize the $HV$ contribution from different regions. However, it is not trivial to construct a weight distribution function that is able to reflect preferences expressed by the SBSE researchers/practitioners. Even for the situation that the preference information is clear (e.g., clear weighting between objectives), the preferences cannot be used as the weight distribution function because of the interaction of the weight distribution function and the attainment function in the calculation.

Another (perhaps more pragmatic) approach is to directly transform the original solutions into new solutions which accommodate the preference information, and then apply $HV$ (or other quality indicators) to the new solutions, provided that such a transformation is in line with the selected indicator. For instance, consider the above example that the cost shall be low while the product shall ideally support up to 3000 users. Let us say that there are two solutions $a = (1500, 3000)$ and $b = (2000, 4000)$ obtained for this problem. Solution $a$ has a lower cost while solution $b$ can support more users. However, according to the preference information, for the number of users anything beyond 3000 can be deemed as equivalent. As such, the user number of the solution $b$ can be transformed to 3000, that is, now $b = (2000, 3000)$, worse than (i.e., dominated by) $a$. The $HV$ indicator can capture such dominance relation.
Fig. 8: HV comparison of with/without integrating the DM’s preferences “the cost shall be low while the product should be able to support at least 1500 simultaneous users and ideally reach 3000 users” into solutions on the basis of transformation function Equation (9). Without considering the preferences ((a) and (b)), the solution set B is evaluated by HV better than A as it can provide more diverse solutions. Yet, when considering the preferences, the solution b\(^3\) in B will be no interest to the DM (thus discarded) as its supported user number is less than 1500, and the number of users that b\(^3\) supports can be regarded down to 3000 as 3000 is the best expected value. After this transformation ((c) and (d)), the set B’ is evaluated significantly worse than A’.

...
the corresponding objective(s). Such a DOE measure, in contrast to HV which provides comprehensive evaluation results, returns the objective values which are straightforward for the DM to understand.

7.4 When the DM’s Preferences Are Completely Unavailable

As can be seen in Table 8, the majority of studies in Pareto-based SBSE effectively do not involve any preference. For this situation, a solution set that well represents the whole Pareto front is preferred. As aforementioned, the “representation” can be broken down to the quality aspects convergence, diversity (i.e., spread and uniformity), and cardinality. Naturally, it is expected to consider quality indicators which (together) are able to cover all of them.

In general, there are two ways to implement that in practice. One is to consider several indicators, each responsible for one specific aspect. For example, $GD^+ [56]$ is for a solution set’s convergence, $\Delta [29]$ for diversity (under the bi-objective circumstance), and $UNFR$ for cardinality. The other one is to consider a comprehensive indicator to evaluate all the aspects. Such indicators include $HV$, $IGD$, and $\epsilon$-indicator. Today, there is a tendency to use comprehensive indicators. Numerous recent studies used $HV$ and $IGD$. However, as explained previously, $IGD$ may not be an ideal indicator in Pareto-based SBSE as a Pareto front representation with densely and uniformly distributed points is usually unavailable in practice.

In addition, when using comprehensive indicators we suggest to consider multiple differently-behaving indicators if applicable. Each indicator has its own (explicitly or implicitly) preferences. A solution set evaluated better on an indicator is often evaluated better as well on another similar indicator; this means nothing but the set favored under this type of preference. When a solution set is evaluated better on all of the considered indicators whose preferences are quite different, then that set certainly has a higher chance to be chosen by the DM. Unfortunately, many comprehensive indicators behave similarly as $HV [78], [111]$, namely, preferring knee points of the Pareto front rather than a set of uniformly-distributed solutions on the Pareto front, such as $R2 [46]$ and $\epsilon$-indicator (except $IGD$ which, however, is not applicable typically). Therefore, as a supplement to $HV$, considering a quality indicator that can well evaluate the diversity of a solution set sounds reasonable. In this regard, the indicator $\Delta$ (Spread) $[29]$ may be chosen for the bi-objective case and $DCI$ $[70]$ for the more-objective case.

7.5 Aided Evaluation Methods

The above are four general cases of solution sets’ quality evaluation on the basis of the DM’s preferences. On top of those, there exist some quality indicators for specific SBSE scenarios (see Table 8), which we call problem-specific indicators ($PSI$). For example, in the library recommendation $[99]$, top-k accuracy, precision, and recall on history datasets are commonly used $PSI$ for evaluating recommendation systems. For another example, in the software modularization problem the $PSI$ MojoFM $[65]$, derived from the Mojo distance, compares a produced solution to a given “golden rule” solution, which naturally represents the DM’s preference over the objectives such as cohesion and coupling $[140]$. Another example can be seen in the test case generation problem where some works use multi-objectivization to improve the code coverage $[100], [101], [102]$. They reformulate the coverage criterion as a many-objective optimization problem, where the objectives to be optimized are different coverage targets (e.g., branches in $[100]$), but only the total coverage of all test cases in the produced test suite is of interest. In this case, such a total coverage criterion can be regarded as a problem-specific indicator, as it does reflect the quality of a solution set in this specific problem but not directly involved in the search-based optimization. Overall, such $PSI$ indicators not only represent more “accessible” quality evaluation of solution sets (i.e., how they perform under the practical problem background), but also usually imply some preferences from the DM. Therefore, it is highly recommended to include them in the evaluation if existing.

Nevertheless, it is worth noting that $PSI$ indicators usually need to work together with generic quality indicators (e.g., those in Table 9) to provide reliable evaluations since they may be irrelevant to Pareto-based optimization (e.g., only focusing on particular objectives in evaluation). For example, the study $[106]$ mainly relies on APFD, the average percentage of fault detected, to evaluate the solution set of prioritized test cases. Indeed, APFD is a frequently used $PSI$ in the test case prioritization, but it can only reflect the rate of fault detected, not the reliance of test cases, both of which are the objectives to be optimized for the problem.

In addition, plotting representative solution sets ($SSP$) is also desirable as an auxiliary evaluation, as it empowers the SBSE researchers/practitioners to get a sense of what the solution set looks like. This is very helpful not only for solution set comparison, but also for the DM to understand the problem and then perhaps to refine their preferences further.

To use $SSP$, for an algorithm involving stochastic elements we suggest plotting the solution set in a particular run which corresponds to the evaluation result (obtained by a comprehensive quality indicator, e.g., $HV$) that is the closest to the median value in all the runs. Alternatively, for optimization problems with two and three objectives, median attainment surfaces $[38], [63], [79]$ can be used to visualize the performance of the algorithm with respect to all the runs (which have already been adopted in the literature $[24], [34], [142], [148]$). For problems with more objectives, the parallel coordinates plot (instead of the scatter plot) is a helpful tool, which can reflect the convergence and diversity of a solution set to some extent $[73]$. It has started to be used recently, e.g., in $[53], [89], [91], [143], [144]$.

7.6 A General Procedure

Based on the above, we now are in a good position to provide a general procedure of how to evaluate solution sets in Pareto-based SBSE in Figure 9. At first, we suggest conducting some screening ($P1$ in the figure) to filter out trivial solutions in the considered solution sets according to the nature of the optimization problem in SBSE. The trivial solutions can be seen as those which are straightforward to obtain and would never be of interest to the DM, but may
Fig. 9: General procedure of quality evaluation in Pareto-based SBSE.

affect the evaluation result, e.g., the solution with zero cost and zero coverage in the example of Figure 4.

After the filtering, it comes to evaluating solution sets according to the DM’s preference information (D1). If there is no preference information available at all (e.g., the effort estimation and test case prioritization problem), we suggest to consider quality indicators that together are able to accurately reflect all the quality aspects (D2–D5). For example, one can consider separately evaluating distinct quality aspects of solution sets, e.g., $GD^+$ for convergence (together with CI if willing to know the dominance relation between sets), $DCI$ for diversity (when involving $\geq 3$ objectives), and $UNFR$ for cardinality. Alternatively, one can consider evaluating the comprehensive quality of solution sets, e.g., $HV$ in most cases; or even some mix (e.g., $HV$ plus $UNFR$) if it requires understanding on some specific quality aspects on top of solution sets’ general quality. Note that the cardinality of solution sets tends to have more weight in the SBSE area than some other areas such as evolutionary computation, since many SBSE problems are combinatorial ones, where their Pareto front size may be relatively small and it is likely to have comparable solutions (e.g., dominated/duplicate solutions) from different sets. In any case, whatever indicators considered, the way of using them needs to comply with their usage note and caveats (see Table 9).

If there is preference information available, we recommend first to see whether (part of) it belongs to clear preferences (D6); if so, such as the software product line configuration problem, one can transfer the clear preferences into the solutions (P2), as what we discussed in Section 7.1. It is necessary to note that sometimes after the transfer there is only one objective left to be considered (e.g., in the example of Figure 4). In this case, the best value on that remaining objective represents the quality of the solution set.

After considering clear preferences, one needs to see whether there exist some vague preferences (D7). If the answer is yes, e.g., the software configuration and adaptation problem, then we transfer those that are transferable (D8, P3, D9), e.g., the example in Figure 8 and resolution from Section 7.2. After that, we recommend to check whether the rest preferences can be transferred into an indicator (D10); if so, one can then transfer them (P4), e.g., transferring certain preferences into a weight distribution function in the weighted $HV$ [152], and use that indicator to evaluate the solution sets as shown in Section 7.2.

When the preference information cannot be accommodated into an indicator, the next step is to check if the DM prefers a specific part of the Pareto front (D11), such as the software modularization and service composition problem. As we discussed in Section 7.3, if one prefers knee points on the Pareto front (i.e., well-balanced solutions between conflicting objectives), then $HV$ is a good option. If one prefers boundary solutions, then $HV$ with an unusual configuration of its reference point can be used, alongside with reporting the best value of relevant objective(s) in the population.

Note that the DM may present several types of preference information. For example, one may specify a clear threshold on one objective and at the same time be interested in knee points on the Pareto front — a typical case when non-functional requirements of the software are involved. Another example has been seen in the situation of Figure 8, where the DM’s preferences contain both...
clear and vague information. In addition, it is necessary to mention that there do exist some situations where the DM’s preferences cannot be quantified/transferred properly, e.g., the DM may state like “the cost should be reasonable”. In such a situation, we suggest proceeding to D2 — the general multi-objective optimization case (without specific preferences).

After going through all possible cases of the DM’s preferences, it comes to check the last two quality evaluation methods, problem-specific evaluation, i.e., PST (D13), and solution set plotting, i.e., SSP (D14). These are two very helpful methods in reflecting the solution set’s quality that may have not been captured by generic quality indicators.

8 Threats to Validity

Threats to construct validity can be raised by the research methodology, which may not serve the purpose of surveying the evaluation methods for Pareto-based optimization in existing SBSE studies. We have mitigated such threats by following the systematic review protocol proposed by Kitchenham et al. [60], which is a widely recognized search methodology for conducting a survey in the SE research. Another threat is related to the citation count used in the exclusion criteria. Indeed, it is difficult to set a threshold for such, as the citation count itself cannot well reflect the impact of work. Since there is no metric that suffices to do so, in this work we used the citation count and set a threshold by averaging the candidate studies. It is however worth noting that we do not seek to provide a comprehensive review over the entire SBSE field, but to capture major trends on the evaluation of solution sets, which can at least provide some sources for analyzing and building the methodological guidance. Therefore it is necessary to reach a trade-off between the trend coverage and the efforts required for detailed data collections of the studies.

Threats to internal validity may be introduced by having inappropriate classification and interpretation of the SBSE papers, their implied preferences, and used quality indicators/evaluation methods. We have limited this by conducting three iterations of study reviews by the first two authors. Error checks and investigations were also conducted to correct any issues found during the search procedure. The key issues identified have also been resolved among the first two authors or by counseling external researchers.

Threats to external validity may restrict the generalizability of the proposed guidance and considered cases. We have mitigated such by conducting the survey more widely and deeply: it covers 717 searched papers published between 2009 and 2019, on 36 venues from seven repositories; while at the same time, extracting 95 prominent primary studies following the exclusion and inclusion procedures. This has included 21 most noticeable SBSE problems that spread across the whole SDLC. The extracted assumptions of the DM’s preferences, together with rigorous analyses of the 12 representative quality indicators (i.e., either used widely in SBSE or proposed herein for a more accurate evaluation), have provided rich sources for us to establish a general methodological guidance for the community.

Finally, although our guidance has been designed in a way that it aims to cover a wide range of SBSE problems, it is always possible that there are situations which we have unfortunately missed; for example, the behavior of solutions in the decision space, e.g., their diversity and robustness. As different settings of parameters (i.e., decision variables) may lead to similar/same solutions’ quality (e.g., multiple points in the decision map to a single point in the objective space), the DM of course likes those which are easier to implement. Therefore, a set of diverse solutions in the decision space are preferred, providing more options for the DM. Another aspect that the DM may consider is robustness [13], which is related to how fast the quality of solutions degrades when varying their parameters (decision variables). This issue is particularly important in an uncertain environment where the solution may not be able to be deployed accurately and/or the objective functions estimated may be of a margin of error. Therefore, robust solutions are preferred to sensitive ones even if their quality is slightly lower in some circumstances. Overall, in those cases, an evaluation of solution sets’ quality both in the decision space and in the objective space is needed.

9 Related Work

Various surveys on SBSE (e.g., [47], [50], [85]) reveal intense interests in developing computational search methods for complex optimization problems in SE. Some of them focus on or are relevant to Pareto-based multi-objective optimization. For example, Sayyad et al. [117] performed a brief literature review of SBSE studies that used Pareto-based evolutionary algorithms for multi-objective optimization problems; Boussa¨ıd et al. [8] conducted a comprehensive survey on search-based model-driven engineering and classified relevant search algorithms into single- and multi-objective ones; Ramirez et al. [110] reviewed SBSE studies on a subarea of multi-objective optimization, many-objective optimization, where the number of objectives is larger than 3. In general, these papers concentrate on the development of search algorithms for Pareto-based multi-objective optimization problems; very few touch on the quality evaluation of the results obtained by search algorithms until recently.

Wang et al. [138] proposed a practical guide for SBSE researchers/practitioners to select quality indicators in Pareto-based optimization, on the basis of the results of experimental studies evaluating eight quality indicators in three industrial and real-world problems. They firstly classified these indicators into four categories, convergence, diversity, combination, and coverage, and then they, based on empirical observations, have drawn several conclusions about the indicator selection. For example, they have concluded that it does matter which indicator to select in the diversity category, but it does not matter which indicator to select within the same convergence or combination category.

Very recently, Ali et al. [4] substantially extended Wang et al’s work [138] and provided a set of guidelines drawn from an extensive empirical evaluation in nine SBSE problems from industrial, real-world and open-source projects. From these experiments, they produced 22 observations based on statistical comparisons between six multi-objective evolutionary algorithms. They have claimed that the differences in SBSE problems have high effect on the consistency
of quality indicators’ evaluation results, whereas the effect of search algorithms is low. A noticeable difference from [138] is that the guidance provided did not build on a classification of indicators.

Li et al. [74] conducted a critical review of Wang et al.’s work [138]. They argued that some conclusions (e.g., it matters which indicator to select in the category diversity) are actually caused by the inaccurate classification of the considered indicators. More importantly, they argued that even if an accurate classification is made, one still cannot draw any conclusions like it does not matter which indicator to select, whether in the same category or across different categories.

Indeed, as can be seen in Section 6, each quality indicator has its own distinct quality implications. A solution set being evaluated better by an indicator does not mean that it generally has higher quality, but rather that it is preferred under the assumption that the indicator accurately reflects the DM’s preferences. However, different DMs may prefer different trade-off solutions between objectives, even for the same problem. For example, for the project scheduling problem, in some scenarios, the DM may prefer knee solutions [114] [44] [35], in some other scenarios, the DM may prefer widely distributed solutions [24], in some other scenarios, the DM may prefer specific solutions relying on the Analytic Hierarchy Process [125]. Consequently, observations on quality indicators drawn from an empirical investigation on specific SBSE scenarios may not be well generalized. This suggests a need of a general, methodological guidance on how to select and use indicators in SBSE. Such a guidance is not based upon empirical studies on specific problems but upon the fundamental goal of multi-objective optimization — supplying the DM a set of solutions which are the most consistent with their preferences.

It is worth mentioning that a recent survey paper [75] on quality evaluation in multi-objective optimization appeared, albeit not specific for SBSE. It systematically reviewed 100 quality indicators, analyzed correlations between representative indicators, discussed several important issues in designing indicators, and suggested a few future research directions. One key purpose of that work is about indicator design and development, i.e., to inform the researchers and practitioners on what aspects to bear in mind when designing new indicators. In contrast, our work here is about indicators (and other evaluation methods) selection and use, i.e., to guide the researchers and practitioners on how to select/use existing indicators, or even specialize them, for evaluating solution sets in SBSE. Another major difference between the two works is that the work [75] considered the general situation that the DM’s preferences are not available, whereas our work considers the situations based precisely upon various DM’s preferences.

As such, these two works complement well with each other. If the SBSE researchers/practitioners want to understand correlations between different quality indicators, to know some important issues (e.g., scaling, normalization and effect of dominated/duplicate solutions) when performing quality evaluation for a practical problem, or even by themselves to design/develop new indicators, they can refer to the general survey paper in [75]. In contrast, if the SBSE researchers/practitioners want to select and use existing indicators in various optimization scenarios in SBSE, or to adapt existing indicators to fit explicit/implicit preferences from the DM in the given SBSE problem, this work can be well served.

Overall, in comparison with the existing works, this work presents several additional contributions. First, we conduct a systematic literature review on quality evaluation for Pareto-based optimization in SBSE. Second, we, from that review, present a variety of inappropriate/inadequate selection and inaccurate/misleading use of evaluation methods, and identify five important but overlooked issues. Third, from the perspective of the goal of multi-objective optimization, we discuss the reasons that quality indicators are needed, carry out an in-depth analysis of frequently-used quality indicators in the area, and explain the scope of their applicability. Finally, we provide a methodological guidance and procedure of selecting and using evaluation methods in various SBSE scenarios.

10 Conclusions

The nature of considering multiple (conflicting) objectives in many SBSE problems leads to a link between SE and multi-objective optimization. However, compared to the flourish of the use/design of multi-objective optimizers in SBSE, the evaluation of the optimizers’ outcome remains relatively “casual”. Existing SBSE researches often work by analogy, namely, following popular (or previously used) quality evaluation methods without considering whether they are truly suitable for their specific situation. In this paper, we have carried out a systematic and critical review of the quality evaluation in Pareto-based SBSE, covering 95 prominent studies published between 2009 and 2019 from 36 venues in seven repositories. We have found that in many studies the selection/use of evaluation methods is not appropriate and can even be misleading, based on which we summarize five critical issues, namely:

- Inadequacy of Solution Set Plotting.
- Inappropriate use of Descriptive Objective Evaluation.
- Confusion of the quality aspects covered by generic quality indicators.
- Oblivion of context information.
- Noncompliance of the DMs preferences.

Through revisiting the pros and cons of widely used quality indicators in SBSE, we have provided a methodological guidance and procedure of selecting, adjusting and using quality evaluation methods on the basis of the following availability/types of the DM’s preferences:

- There are clear preferences between the objectives.
- There are vague/rough preferences between the objectives.
- There are preferences on some specific parts of the Pareto front.
- There are no preferences available.

We hope that our guidance would help to mitigate the evaluation issues in future SBSE work, and more importantly, would enable the quality evaluation of solution sets easier, clearer and more accurate for SBSE researchers and practitioners.
TABLE A1: What and how the evaluation methods are used in each primary study.

| Study   | Indicator/Method | Stated Quality Aspects to Measure | # Objectives | Reference Point          | Reference Front               |
|---------|------------------|----------------------------------|--------------|--------------------------|-------------------------------|
| [88]    | SSP, DOE         | N/A                              | 3            | N/A                      | N/A                           |
| [115]   | HV, CI, GD       | Unknown                          | 2-5          | Nadir point               | Best Pareto front found       |
| [126]   | DOE, HV, IGD, SP, Spread, SSP | HV=Q1 ∪ Q2, IGD=Q1 ∪ Q2 ∪ Q3, SP=Q1, Spread=Q2 ∪ Q3 | 5           | Worst values              | Best Pareto front found       |
| [16]    | GD, GS, NFS, HV  | GD=Q1, GS=Q2 ∪ Q3, NFS=Q2 ∪ Q3, HV=Q1 ∪ Q2 ∪ Q3 | 2           | Unknown                   | Unknown                       |
| [36]    | SSP              | N/A                              | 4            | N/A                      | N/A                           |
| [149]   | CS, CI, GD, HV, Spread | CS=Q1, CI=Q1, GD=Q1, HV=Unknown, Spread=Q2 ∪ Q3 | 2           | Worst values              | Best Pareto front found       |
| [31]    | PSI, HV, Spread, SSP, NFS | HV=Q2 ∪ Q3, Spread=Q2, NFS=Unknown | 2           | Worst values              | N/A                           |
| [48]    | GD, SSP          | Unknown                          | 2            | N/A                      | Unknown                       |
| [69]    | GD, SSP, DOE     | Unknown                          | 3            | N/A                      | Unknown                       |
| [147]   | SSP, GD, AS, Spread, NFS | GD=Q1, AS=Unknown, Spread=Q2 ∪ Q3, NFS=Unknown | 2           | N/A                      | Unknown                       |
| [76]    | HV, DOE, SSP     | HV=Q1 ∪ Q3                        | 3            | Worst values              | N/A                           |
| [199]   | HV, SP           | HV=Q1, SP=Q2 ∪ Q3               | 2-9          | Boundary                  | N/A                           |
| [9]     | PSI, DOE, SSP    | N/A                              | 4            | N/A                      | N/A                           |
| [129]   | DOE, SSP         | N/A                              | 3            | N/A                      | N/A                           |
| [143]   | HV, IGD+, SSP    | HV=Q1 ∪ Q2 ∪ Q3, IGD+=Q1 ∪ Q2 ∪ Q3 | 2-4         | Unknown                   | Unknown                       |
| [99]    | PSI, HV, Spread, GD, SSP | HV=Q1 ∪ Q2 ∪ Q3, Spread=Q2 ∪ Q3, GD=Q1 | 3           | Nadir point               | Best Pareto front found       |
| [141]   | DOE, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [39]    | HV, IGD          | HV=Q1 ∪ Q2, IGD=Q1 ∪ Q2         | 3           | Nadir point               | Best Pareto front found       |
| [105]   | GD, HV, DOE      | Unknown                          | 3            | Worst values              | Best Pareto front found       |
| [43]    | ϵ-indicator, HV, IGD, SSP | ϵ-indicator=Q1, HV=Q1 ∪ Q2 ∪ Q3, IGD=Q1 ∪ Q2 ∪ Q3 | 3           | Nadir point               | Best Pareto front found       |
| [142]   | AS, HV, CI, DOE, SSP | Unknown                          | 3           | Nadir point               | N/A                           |
| [135]   | ϵ-indicator, DOE | Unknown                          | 3           | N/A                      | Unknown                       |
| [21]    | HV, DOE          | HV=Q1 ∪ Q2 ∪ Q3                 | 3           | Worst values              | N/A                           |
| [30]    | HV, DOE, SSP     | Unknown                          | 3           | Boundary                  | N/A                           |
| [94]    | PSI              | N/A                              | 3            | N/A                      | N/A                           |
| [91]    | PSI, SSP, IGD    | IGD=Q1 ∪ Q2 ∪ Q3               | 15           | N/A                      | Best Pareto front found       |
| [95]    | PSI, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [96]    | PSI, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [97]    | PSI              | N/A                              | 3            | N/A                      | N/A                           |
| [98]    | PSI, SSP         | N/A                              | 4            | N/A                      | N/A                           |
| [81]    | PSI              | N/A                              | 3            | N/A                      | N/A                           |
| [80]    | PSI, HV, IGD     | IGD=Q1, HV=Unknown               | 2           | Unknown                   | Best Pareto front found       |
| [15]    | PSI, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [23]    | PSI, HV          | HV=Q1 ∪ Q2 ∪ Q3                 | 2           | Unknown                   | N/A                           |
| [14]    | PSI, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [92]    | SSP, PSI, HV     | HV=Q1 ∪ Q2 ∪ Q3                 | 2           | Unknown                   | N/A                           |
| [21]    | HV, GD           | Unknown                          | 3           | Unknown                   | Best Pareto front found       |
| [102]   | PSI              | N/A                              | >100         | N/A                      | N/A                           |
| [82]    | DOE              | N/A                              | 3            | N/A                      | N/A                           |
| [34]    | DOE, HV, AS      | Unknown                          | 2           | Worst values              | N/A                           |
| [145]   | SSP, NFS, CI     | Unknown                          | 2-3          | N/A                      | N/A                           |
| [107]   | HV, DOE          | HV=Q1 ∪ Q2 ∪ Q3                 | 4           | Unknown                   | N/A                           |
| [3]     | HV, GD, Spread, PSI | HV=Unknown, Spread=Q2       | 3           | Unknown                   | Best Pareto front found       |
| [5]     | SSP, CS, ED, GD, IGD | CS=Unknown, ED=Unknown, GD=Q1 ∪ Q2 ∪ Q3, IGD=Q1 ∪ Q2 ∪ Q3 | 2           | N/A                      | Best Pareto front found       |
| [127]   | PSI, GD, HV, Spread | GD=Unknown, HV=Unknown, Spread=Q2 | 3           | Unknown                   | Unknown                       |
| [103]   | NFS, HV, SSP     | Unknown                          | 2-3          | Nadir point               | N/A                           |
| [83]    | HV, SSP          | Unknown                          | 2           | Unknown                   | N/A                           |
| [104]   | PSI, HV, SSP     | Unknown                          | 2-3          | Unknown                   | N/A                           |
| [32]    | PSI, ϵ-indicator, IGD, HV | ϵ-indicator=Q1, IGD=Q1, HV=Q2 ∪ Q3 | 3           | Unknown                   | Best Pareto front found       |
| [106]   | PSI              | N/A                              | 2            | N/A                      | N/A                           |
| [51]    | SSP              | N/A                              | 2            | N/A                      | N/A                           |
| [11]    | SSP              | N/A                              | 2            | N/A                      | N/A                           |
| [84]    | SSP              | N/A                              | 2-3          | N/A                      | N/A                           |
| [67]    | PSI, SSP         | N/A                              | 2            | N/A                      | N/A                           |
| [1]     | SSP, DOE         | N/A                              | 2            | N/A                      | N/A                           |
Table A1: What and how the evaluation methods are used in each primary study (continue).

| Study | Indicator/Method | Stated Quality Aspects to Measure | # Objectives | Reference Point | Reference Front |
|-------|------------------|-----------------------------------|--------------|-----------------|-----------------|
| [125] | DOE, SSP, HV, GD, SP, Spread, CS | HV=Q1 ∪ Q2, GD=Q1, SP=Q1, Spread=Q2 ∪ Q3, CS=Unknown | 4 | Worst values | Best Pareto front found |
| [128] | DOE | N/A | 4 | N/A | N/A |
| [144] | SSP, PSI, HV, IGD | HV=Q1 ∪ Q2 ∪ Q3, IGD=Q1 ∪ Q2 ∪ Q3 | 4 | Boundary | Best Pareto front found |
| [66] | DOE, HV, PSI, SSP | Unknown | 2 | Unknown | N/A |
| [53] | SSP, HV, PSI | HV=Q1 ∪ Q2 ∪ Q3 | 9 | Boundary | N/A |
| [77] | PSI, ε-indicator, IGD, Spread, HV | ε-indicator=Q1, IGD=Q1 Spread=Q2 ∪ Q3, HV=Q2 ∪ Q3 | 5 | Unknown | Unknown |
| [118] | HV, DOE, Spread, PSI | HV=Unknown, Spread=Q2 | 5 | Unknown | N/A |
| [119] | HV, PSI | Unknown | 5 | Unknown | N/A |
| [120] | HV, Spread | HV=Unknown, Spread=Q2 | 2-5 | Unknown | N/A |
| [54] | HV, PSI | HV=Q1 ∪ Q2 ∪ Q3 | 5-9 | Boundary | N/A |
| [52] | HV, IGD, ε-indicator, NFS, Spread | HV=Q1, IGD=Q1, ε-indicator=Q1, NFS=Q2 ∪ Q3, Spread=Q2 ∪ Q3 | 5 | Nadir point | Best Pareto front found |
| [93] | CS, HV | Unknown | 2 | Worst values | N/A |
| [113] | HV, IGD, ε-indicator, NFS, Spread | HV=Q1, IGD=Q1, ε-indicator=Q1, NFS=Q2 ∪ Q3, Spread=Q2 ∪ Q3 | 5 | Nadir point | Best Pareto front found |
| [45] | HV, IGD, ε-indicator, ER, Spread | IGD=Q1 ∪ Q2 ∪ Q3, ε-indicator=Q1 ∪ Q2 ∪ Q3, ER=Q1, Spread=Q2 ∪ Q3 | 5 | Unknown | Unknown |
| [65] | DOE | N/A | 5 | N/A | N/A |
| [6] | PSI, DOE | N/A | 3 | N/A | N/A |
| [108] | DOE | N/A | 5 | N/A | N/A |
| [57] | HV, PSI, ED | Unknown | 3 | Nadir point | N/A |
| [150] | HV, SSP | HV=Q1 ∪ Q2 ∪ Q3 | 2-4 | Boundary | N/A |
| [50] | PSI | N/A | >100 | N/A | N/A |
| [58] | DOE, SSP | N/A | 7 | N/A | N/A |
| [124] | SSP, PSI | N/A | 2 | N/A | N/A |
| [24] | AS, HV | Unknown | 3 | Unknown | N/A |
| [114] | DOE, CI, HV, GD | Unknown | 3 | Unknown | Best Pareto front found |
| [44] | SSP | N/A | 3 | N/A | N/A |
| [35] | CI, HV, GD | Unknown | 3 | Unknown | Best Pareto front found |
| [148] | SSP | N/A | 2 | N/A | N/A |
| [59] | PSI | N/A | 3 | N/A | N/A |
| [137] | DOE, SSP | N/A | 5 | N/A | N/A |
| [7] | DOE, PSI | N/A | 9 | N/A | N/A |
| [37] | DOE, HV, IGD | HV=Q1 ∪ Q2 ∪ Q3, IGD=Q1 ∪ Q2 ∪ Q3 | 4 | Unknown | Best Pareto front found |
| [68] | SSP | N/A | 3 | N/A | N/A |
| [17] | PSI, CS, GD | Unknown | 5 | N/A | Unknown |
| [19] | HV, ED, SSP, PSI | Unknown | 2 | Unknown | N/A |
| [13] | SSP, ε-indicator, IGD | Unknown | 2-3 | N/A | Best Pareto front found |
| [134] | HV, DOE, PSI | Unknown | 3 | Unknown | N/A |
| [131] | HV, IGD, SSP | Unknown | 2 | Worst values | Best Pareto front found |
| [86] | SSP, PSI | N/A | 2 | N/A | N/A |
| [89] | SSP, IGD, PSI | IGD=Q1 ∪ Q2 ∪ Q3 | 8 | Unknown | Best Pareto front found |

Q1=Convergence; Q2=Spread; Q3=Uniformity; Q4=Cardinality.

APPENDIX
Table A1 specifies the evaluation methods and how they are used for all the 95 studies analyzed in this work.
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