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1. Introduction

Permutation tableaux are combinatorial objects introduced in [12] that are in bijection with permutations (see [5][Theorem 11]). These tableaux are also connected to the partially asymmetric simple exclusion process [11], an important model in statistical mechanics. One particular variation of these tableaux are type-B permutation tableaux, introduced in [10], which are in bijection with signed permutations (see [3][Theorem 4]).

There have been several recent papers on permutation tableaux (see [1], [2], [5], [6], [11], and [12]). In particular, Corteel and Hitczenko calculated the expected value of several statistics on permutation tableaux in [2]. In this paper, we consider these same statistics on the type-B variation as well as other statistics that are interesting due to their connection with the PASEP. We will compute the expected value of these statistics using the approach developed in [7] for type-B permutation tableaux which is analogous to the approach used in [2] for permutation tableaux.

The paper is organized as follows. In Section 2 we introduce some preliminary definitions and terminology. In Section 3 we discuss the relationship between permutation tableaux and the partially asymmetric simple exclusion process (PASEP) which is the motivation for several of our results. In Section 4 we will discuss the probabilistic approach developed in [7] that we will use for our calculations. The remaining sections include our results on the expected value of statistics on type-B permutation tableaux.

2. Preliminaries

A Ferrers diagram is a left aligned sequence of cells with weakly decreasing rows. The half-perimeter of a Ferrers diagram is defined to be the number of rows plus the number of columns. Each Ferrers diagram has a unique southeast border with the number of
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border edges equal to the half-perimeter. We will refer to these edges as steps (south or west) with the first step beginning in the northeast corner of the diagram. We let $S_k$ denote a south step at the $k$th position and $W_k$ denote a west step.

A shifted Ferrers diagram is obtained from a Ferrers diagram by inserting additional rows above. If the Ferrers diagram has $k$ columns then the shifted Ferrers diagram is the same diagram but with $k$ rows inserted above of lengths $k$, $k - 1$, ..., 1, respectively. The rightmost cells of each added row are called diagonal cells. A shifted Ferrers diagram has the same half-perimeter and border edges as that of the original diagram.

Permutation tableaux were introduced in [12] as fillings of Ferrers diagrams and type-B permutation tableaux, introduced in [10], can be defined as fillings of shifted Ferrers diagrams (see [4]).

**Definition 2.1.** A permutation tableau of size $n$ is a Ferrers diagram with half-perimeter $n$ in which each cell contains either a 0 or a 1 and satisfies the following conditions:

1. Each column must contain at least one 1.

2. A 0 cannot have both a 1 above it in the same column and a 1 to left of it in the same row.

![Figure 1](image1.png)

**Figure 1.** (i) A Ferrers diagram with half-perimeter 5 and steps $W_1S_2W_3W_4S_5$. (ii) A shifted Ferrers diagram obtained from (i) with the same half-perimeter and border edges.

![Figure 2](image2.png)

**Figure 2.** (i) A permutation tableau of size $n = 10$. (ii) A type-B permutation tableau of size $n = 6$. 
Definition 2.2. A type-B permutation tableau of size \( n \) is a shifted Ferrers diagram with half-perimeter \( n \), in which each cell contains either a 0 or a 1 and satisfies the following conditions:

1. Each column must contain at least one 1.
2. A 0 cannot have both a 1 above it in the same column and a 1 to left of it in the same row.
3. If a diagonal cell contains a 0, then all of the cells in that row must also contain 0.

An important notion for our calculations later is that of an unrestricted row. A restricted 0 is a 0 that has a 1 above it in the same column or a 0 in a diagonal cell. Such a 0 would require all cells to the left in the same row to contain 0’s since, by definition, a 0 cannot have both a 1 above it in the same column and a 1 to the left of it in the same row. An unrestricted row is a row that contains no restricted 0’s.

We denote the number of unrestricted rows on the \( k \)th step by \( U_k \). For example, consider the type-B permutation tableau in Figure 2(ii). This tableau has three unrestricted rows on the last step (\( U_6 = 3 \)). Prior to that last step, the number of unrestricted rows are \( U_1 = 1 \), \( U_2 = 2 \), \( U_3 = 3 \), \( U_4 = 2 \), and \( U_5 = 2 \).

In this paper, we will calculate the following for type-B permutation tableaux of size \( n \),

1. The expected number of rows (Theorem 5.2).
2. The expected number of unrestricted rows (Theorem 5.3).
3. The expected number of 1’s on the diagonal (Theorem 6.2).

These calculations are motivated by analogous work for permutation tableaux in [2]. In that paper, the expected number of rows and unrestricted rows were calculated for permutation tableaux (see [2][Theorem 1]). In that same theorem, the expected number of 1’s in the first row of permutation tableaux was also calculated which is similar to our calculation of the expected number of 1’s on the diagonal since for type-B permutation tableaux, the first cell is always on the diagonal. Theorem 1 from [2] also provides the expected number of superfluous 1’s in permutation tableaux although we were unable to obtain a similar calculation here for type-B permutation tableaux.

We will also calculate the following for type-B permutation tableaux of size \( n \),

4. The expected number of two adjacent south steps (Theorem 7.2).
5. The expected number of two adjacent west steps (Theorem 8.2).

These numbers are interesting due to the connection between permutation tableaux and the PASEP. This will be discussed in detail in the next section, but these two calculations, along with a result from [7][Theorem 6], provide the expected value of all possible configurations of two adjacent steps.
3. The PASEP

An important motivation for studying permutation tableaux is due to the connection between certain types of tableaux with the partially asymmetric simple exclusion process (PASEP). The PASEP is an important particle model in statistical mechanics that can be described as Markov chain, a stochastic process that transitions from one state to another with probabilities dependent only on the previous state.

In particular, the PASEP is a Markov Chain on \(n\) sites where each site is either empty or occupied by one particle. Empty sites are denoted by a ◦ and occupied sites by a •. Particles enter and exit the system in one direction through the first and last sites. A particle enters from the left with rate \(\alpha\) and exits the system from the right with rate \(\beta\). Within the system, particles hop one site at a time with rate 1 for a right hop and rate \(q\) for a left hop. See Figure 3 below for an example of particular state of the PASEP when \(n = 10\).

![Figure 3. An example of the PASEP as defined by a Markov chain of size 10.](image)

Various types of tableaux have been used to give a combinatorial formula for the steady state distribution of the PASEP including permutation tableaux but also tree–like tableaux [8], alternative tableaux [13], and stammering tableaux [9]. Each particular tableau is associated with a state of the PASEP which is called the tableau’s type.

The type of each permutation and type-B permutation tableau corresponds to the shape of its southeast border. In particular, each south step corresponds to an occupied site and each west step corresponds to an empty site. For permutation tableaux, the first step is ignored since this step is always south and therefore, permutation tableaux of size \(n\) are associated with a Markov Chain of size \(n - 1\). For type-B permutation tableaux, the sites created in the manner described above are duplicated and appended to the original sites to create a Markov Chain of size \(2n\) for each type-B permutation tableau of size \(n\).

Markov chain is doubled, preserving the site structure. Therefore, type-B permutation tableaux are connected with symmetric states of the PASEP. See Figure 4 for an example of the type associated with a particular permutation tableau and a type-B permutation tableau.

In [7], the expected number of corners in permutation and type-B permutation tableaux were computed (see Theorems 5 and 10). The motivation for these calculations was because a corner (south step followed by a west step) corresponds to a position in the PASEP where an occupied site is followed by an empty site. From the number of corners, it is immediate to determine the number of inner corners which is a west step followed by a south step.

In this paper, we extend these results to provide calculations for all possible configurations of adjacent sites in the case of type-B permutation tableaux. We calculate the number of adjacent south steps in Section 7 which correspond to adjacent occupied sites.
in the PASEP, and in Section 8, we calculate the number of adjacent west steps which correspond to adjacent empty sites. This connection with the PASEP is the motivation for these two calculations as mentioned in the introduction and is also further motivation for calculating the number of rows which corresponds to the number of occupied sites in the PASEP.

4. Probabilistic approach

In [7], probabilistic techniques were developed in order to compute the number of corners in type-B permutation tableaux. This approach is similar to the one developed in [2] for permutation tableaux. We will describe this approach here and use it to obtain our results in the subsequent sections.

Let $B_n$ denote the set of all type-B permutation tableaux of size $n$. Note that $|B_n| = 2^n \cdot n!$ since these tableaux are in bijection with signed permutations (see [3][Theorem 4]). Define $\mathbb{P}_n$ to be the probability distribution defined on $B_n$ such that for all $T \in B_n$,

$$\mathbb{P}_n(T) = \frac{1}{2^n \cdot n!},$$

and let $\mathbb{E}_n$ denote the expected value with respect to this measure.

There is a relationship between the measures $\mathbb{P}_{n-1}$ and $\mathbb{P}_n$ through an extension procedure. Any tableau of size $n - 1$ can be extended to a tableau of size $n$ by inserting a new row or a new column. If a new column is inserted, there are several possible ways to fill the new column and these possibilities depend on the number of unrestricted rows.

Recall that an unrestricted row does not contain a 0 with a 1 above it and therefore, this new column could place a 0 or a 1 in that row without contradicting the definition of type-B permutation tableaux. So as we extend tableaux of size $n - 1$, the unrestricted rows are where choices can be made to determine the particular tableau of the extension. As mentioned in the preliminaries, we denote this key statistic by $U_k$ where $U_k = U_k(T)$ is the number of unrestricted rows on the $k$th step of a fixed tableau $T \in B_n$.

One tableau in $B_{n-1}$ extends to a group of tableaux in $B_n$ depending on the choices made in the extension—whether a row or a column is inserted and if a column is inserted, whether 0’s or 1’s are inserted in the unrestricted rows. Let $\mathcal{F}_{n-1}$ denote the $\sigma$-subalgebra
on $B_n$ that groups together all the tableaux obtained by extending the same tableau in $B_{n-1}$ (see Figure 4).
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**Figure 5.** A type-B permutation tableau of size 2 with $U_2 = 1$ and the collection of tableaux obtained by extending this tableau to size 3.

Using the terminology and notation described above, several key relationships between $B_n$ and $B_{n-1}$ were established in [7] such as the following relationship between the measures,

$$
E_n X_{n-1} = \frac{1}{n} E_{n-1} \left( 2^{U_{n-1}} X_{n-1} \right)
$$

(1)

where $X_{n-1}$ is a random variable defined on $B_{n-1}$.

The conditional distribution of $U_n$ was also derived,

$$
\mathcal{L}(U_n | F_{n-1}) = 1 + \text{Bin}(U_{n-1})
$$

(2)

where $\text{Bin}(U_{n-1})$ is a binomial random variable with $U_{n-1}$ trials and 1/2 probability of success.

Recall that $S_k$ denotes a south step and $W_k$ denotes a west step at the $k$th position. The probability of a south step occurring during the extension procedure was derived in [7][Equation 14],

$$
P_k(S_k | F_{k-1}) = \frac{1}{2^{U_{k-1}+1}}.
$$

(3)

The following calculations can be found in the proofs of [7][Proposition 5] and [7][Theorem 7] and will be established here in order to simplify our work which utilize these results frequently.

**Lemma 4.1.** For any random variable $X$ on $B_{m-1}$ and $a \in \mathbb{R},$

$$
E_m X a^{U_m} = \frac{a}{m} E_{m-1} X (a+1)^{U_{m-1}}.
$$

Proof. Applying the law of total expectation and Equation 2 respectively,

$$
E_m X a^{U_m} = E_m E_m(X a^{U_m} | F_{m-1})
= E_m X E_m(a^{U_{m-1}} | F_{m-1})
= E_m X E_m(a^{1+\text{Bin}(U_{m-1})} | F_{m-1}).
$$
Now use the fact that $E_{\text{Bin}(n)} = \left(\frac{a+1}{2}\right)^n$ and then apply Equation 1 to obtain the desired result,

$$E_m X a U_m = a E_m X \left(\frac{a+1}{2}\right)^{U_{m-1}}$$

$$= \frac{a}{m} E_{m-1} 2^{U_{m-1}} X \left(\frac{a+1}{2}\right)^{U_{m-1}}$$

$$= \frac{a}{m} E_{m-1} X (a+1)^{U_{m-1}}.$$

\[ \square \]

**Lemma 4.2.** For any $a \in \mathbb{R}$,

$$E_m(a U_m) = \frac{\Gamma(m+a-1)}{m! \cdot \Gamma(a-1)}.$$

**Proof.** Applying Lemma 4.1 $m-1$ times,

$$E_m(a U_m) = \frac{a(a+1) \cdots (a+m-2)}{m \cdots 2} E_1(a+m-1) U_1.$$

Since $U_1 = 1$ for all tableau of size 1,

$$E_m(a U_m) = \frac{a(a+1) \cdots (a+m-1)}{m \cdots 2} = \frac{\Gamma(m+a-1)}{m! \cdot \Gamma(a-1)}.$$

\[ \square \]

### 5. Expected number of rows

In this section, we will determine the expected number of rows in type-B permutation tableaux of size $n$. Note that we are only considering the number of rows in the original Ferrers diagram. This number is equivalent to the number of south steps in the diagram and therefore interesting in terms of the PASEP. Besides, the total number of rows in the shifted Ferrers diagram of a type-B permutation tableaux is simply $n$. This is because the number of rows added in the shifted Ferrer’s diagram is equal to the number of columns in the original.

We will first calculate the probability of a south step at the $k$th position in a type-B permutation tableaux of size $n$ and then use that result to determine the expected number of rows.

**Proposition 5.1.** For $1 \leq k \leq n$, 

$$P_n(S_k) = \frac{1}{2} \left(1 - \frac{k-1}{n}\right).$$

**Proof.** Since we are working with an indicator random variable,

$$P_n(S_k) = E_n(I_{S_k}).$$
Applying Lemma \ref{lem:4.1} \((n-k)\) times,

\[
\mathbb{E}_n(I_{S_k}) = \mathbb{E}_n(I_{S_k} \ 1_{U_k}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k(I_{S_k} (n-k+1) U_k).
\]

Using the law of total expectation to condition on \(F_{k-1}\),

\[
\mathbb{E}_n(I_{S_k}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k \mathbb{E}_k(I_{S_k} (n-k+1) U_k | F_{k-1})
\]

Since the kth step is south, \(U_k = U_{k-1} + 1\) and \(U_{k-1}\) is measurable under the conditional expectation. Thus,

\[
\mathbb{E}_n(I_{S_k}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k \mathbb{E}_k(I_{S_k} (n-k+1) U_{k-1} + 1 | F_{k-1})
\]

Applying Equation \ref{eq:3} and Equation \ref{eq:1} respectively,

\[
\mathbb{E}_n(I_{S_k}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k (n-k+1) U_{k-1} + 1 \frac{1}{2 U_{k-1} + 1}
\]

Applying Lemma \ref{lem:4.2} with \(m = k-1\) and \(a = n-k+1\),

\[
\mathbb{E}_n(I_{S_k}) = \frac{1}{2} \cdot \frac{(n-k)!}{n \cdot (n-1) \cdots k} \left( \frac{(n-1)!}{(k-1)! (n-k)!} \right)
\]

as desired.

\[\Box\]

**Theorem 5.2.** The expected number of rows in type-B permutation tableaux of size \(n\) is \((n + 1)/4\).

**Proof.** Let \(R_n\) denote the number of rows in type-B permutation tableaux of size \(n\). Notice that

\[
\mathbb{E}_n R_n = \mathbb{E}_n \left( \sum_{k=1}^{n} I_{S_k} \right) = \sum_{k=1}^{n} \mathbb{E}_n I_{S_k}.
\]
Applying Proposition 5.1,
\[
\sum_{k=1}^{n} \mathbb{E}_n I_{S_k} = \sum_{k=1}^{n} \frac{1}{2} \left( 1 - \frac{k-1}{n} \right) = \frac{n}{2} \cdot \frac{1}{2n} \left( \frac{n(n+1)}{2} \right) + \frac{1}{2} = \frac{n+1}{4}.
\]

Using similar calculations, we have an immediate result on the expected number of unrestricted rows in type-B permutation tableaux of size \( n \). An analogous calculation was performed in [2] for permutation tableaux and each equation used for that calculation apply in the same manner to type-B permutation tableaux. Therefore, we omit the proof as there is no difference from that of the proof of [2][Lemma 4].

**Theorem 5.3.** The expected number of unrestricted rows in type-B permutation tableaux of size \( n \) is \( H_n \), where \( H_n \) is the \( n \)th harmonic number.

6. Expected number of ones on the diagonal

In this section, we will determine the expected number of ones along the diagonal in type-B permutation tableaux of size \( n \). For a fixed tableau of size \( n \), let \( D_n \) denote the number of ones on the diagonal, and let \( G_k \) be an indicator random variable such that \( G_k = 1 \) if the \( k \)th step results in a 1 on the diagonal cell and \( G_k = 0 \) otherwise. Note that this would imply \( G_k = 0 \) if the \( k \)th step is south. Using this notation,

\[
\mathbb{E}_n D_n = \mathbb{E}_n \sum_{k=1}^{n} I_{G_k=1} = \sum_{k=1}^{n} \mathbb{E}_n I_{G_k=1}.
\]

To calculate the expectation on the right-hand side, we will use the following property of a binomial random variable as was used in [2],

\[
\mathbb{E} I_{G=1} a^{G+\text{Bin}(m-G)} = \frac{a}{a+1} \left( \frac{a+1}{2} \right)^m.
\]

In this equation, \( G \) represents the position of the first success in the binomial random variable \( \text{Bin}(m) \).

**Proposition 6.1.** For \( 1 \leq k \leq n \)

\[
\mathbb{E}_n I_{G_k=1} = \frac{1}{2}.
\]

**Proof.** Consider \( \mathbb{E}_n I_{G_k=1} U_n \) and apply Lemma 4.1 \((n-k)\) times,

\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k (I_{G_k=1} (n-k+1)^{U_k}).
\]
Now apply the law of total probability to condition on $\mathcal{F}_{k-1}$,
\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k \mathbb{E}_k (I_{G_k=1}(n-k+1)^{U_k} | \mathcal{F}_{k-1}).
\]
Since we are working with the indicator random variable $I_{G_k}=1$, we may assume there is a 1 on the diagonal at the $k$th step. This implies that the $k$th step is $W$ and therefore, a column is created. For type-B permutation tableaux, there are $U_{k-1} + 1$ unrestricted rows in a column created on the $k$th step (see Section 4 for more details). In our case, one of those rows (the first one) is occupied by a 1. Therefore, there are $U_{k-1}$ unrestricted rows remaining. Therefore, $U_k = \text{Bin}(U_{k-1}+1)$ in the conditional expectation,
\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k (I_{G_k=1}(n-k+1)^{\text{Bin}(U_{k-1})+1} | \mathcal{F}_{k-1}).
\]
Applying Equation 5 with $m = U_{k-1} + 1$,
\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k \left( \frac{n-k+1}{n-k+2} \left( \frac{n-k+2}{2} \right)^{U_k+1} \right).
\]
Applying Equation 1,
\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k+1)(n-k)!}{2n \cdot (n-1) \cdots (k+1)k} \mathbb{E}_{k-1} \left( 2^{U_{k-1}} \left( \frac{n-k+2}{2} \right)^{U_{k-1}} \right).
\]
\[
= \frac{(n-k+1)(n-k)!}{2n \cdot (n-1) \cdots (k+1)k} \mathbb{E}_{k-1} (n-k+2)^{U_{k-1}}.
\]
Finally, apply Lemma 4.2 to the expectation with $m = k - 1$ and $a = n - k + 2$ to obtain the result,
\[
\mathbb{E}_n I_{G_k=1} = \frac{(n-k+1)(n-k)!}{2n \cdot (n-1) \cdots (k+1)k} \left( \frac{n!}{(k-1)!(n-k+1)!} \right) = \frac{1}{2}.
\]
\[\Box\]

**Theorem 6.2.** The expected number of ones on the diagonal of a type-B permutation tableau of size $n$ is $n/2$.

**Proof.** Applying Proposition 6.1
\[
\mathbb{E}_n D_n = \sum_{k=1}^{n} \mathbb{E}_n I_{G_k=1} = \sum_{k=1}^{n} \frac{1}{2} = \frac{n}{2}.
\]
\[\Box\]
7. Adjacent south steps

In this section, we will determine the expected number of two adjacent south steps in type-B permutation tableaux of size \( n \). This statistic corresponds to adjacent occupied sites in the PASEP.

First, we will calculate the probability of a south step at both the \((k-1)\)th and the \(k\)th position of a type-B permutation tableau of size \( n \) and then use that result to compute the expected number of adjacent south steps.

**Proposition 7.1.** For \( 2 \leq k \leq n \),

\[
\mathbb{P}_n(S_k \cap S_{k-1}) = \frac{(n-k+1)^2}{4n(n-1)}.
\]

**Proof.** As in Proposition 5.1, we will consider the expected value of \( I_{S_k}I_{S_{k-1}} \) and work to reduce the measure. The beginning of the proof is almost identical to Proposition 5.1 until we have reduced to the \((k-1)\)th measure, so we will begin from that point (see Equation 4).

\[
\mathbb{E}_n(I_{S_k}I_{S_{k-1}}) = \frac{(n-k+1)!}{n \cdot (n-1) \cdots (k+1)k} \cdot \frac{1}{2} \mathbb{E}_{k-1}I_{S_{k-1}}(n-k+1)U_{k-1}.
\]

Using the law of total expectation to condition on \( \mathcal{F}_{k-2} \),

\[
\mathbb{E}_n(I_{S_k}I_{S_{k-1}}) = \frac{(n-k+1)!}{n \cdot (n-1) \cdots (k+1)k} \cdot \frac{1}{2} \mathbb{E}_{k-1}I_{S_{k-1}}(n-k+1)U_{k-1} | \mathcal{F}_{k-2}.
\]

Since the \((k-1)\)th step is south, \( U_{k-1} = U_{k-2} + 1 \) and \( U_{k-2} \) is measurable under the conditional expectation. Thus,

\[
\mathbb{E}_n(I_{S_k}I_{S_{k-1}}) = \frac{(n-k+1)!}{n \cdot (n-1) \cdots (k+1)k} \cdot \frac{1}{2} \mathbb{E}_{k-1}I_{S_{k-1}}(n-k+1)U_{k-2}+1 \mathbb{E}_{k-1}I_{S_{k-1}}(n-k+1)U_{k-1} | \mathcal{F}_{k-2}.
\]

Applying Equation 3 and Equation 4 respectively,

\[
\mathbb{E}_n(I_{S_k}I_{S_{k-1}}) = \frac{(n-k+1)! \cdot (n-k+1)!}{n \cdot (n-1) \cdots (k+1)k} \cdot \frac{1}{2} \mathbb{E}_{k-1}I_{S_{k-1}}(n-k+1)U_{k-2} \frac{1}{2U_{k-2}+1}.
\]

Applying Lemma 4.2 with \( m = k-2 \) and \( a = n-k+1 \),

\[
\mathbb{E}_n(I_{S_k}I_{S_{k-1}}) = \frac{(n-k+1) \cdot (n-k+1)!}{n \cdot (n-1) \cdots k(k-1)} \cdot \frac{1}{4} \cdot \frac{(n-2)!}{(k-2)!(n-k)!} \cdot \frac{1}{2U_{k-2}+1}.
\]

as desired. \( \square \)
**Theorem 7.2.** The expected number of two adjacent south steps in type-B permutation tableaux of size $n$ is $\frac{2n-1}{24}$.

**Proof.** Notice that

$$
\mathbb{E}_n\left(\sum_{k=2}^{n} I_{S_k} I_{S_{k-1}}\right) = \sum_{k=2}^{n} \mathbb{E}_n I_{S_k} I_{S_{k-1}}.
$$

Applying Proposition 7.1,

$$
\mathbb{E}_n\left(\sum_{k=2}^{n} I_{S_k} I_{S_{k-1}}\right) = \sum_{k=2}^{n} \frac{(n-k+1)^2}{4n(n-1)} - \frac{2n}{4n(n-1)} \sum_{k=2}^{n} (k-1) + \frac{1}{4n(n-1)} \sum_{k=2}^{n} (k-1)^2.
$$

$$
= \frac{n^2(n-1)}{4n(n-1)} - \frac{1}{2(n-1)} \sum_{j=1}^{n-1} j + \frac{1}{4n(n-1)} \sum_{j=1}^{n-1} j^2.
$$

$$
= \frac{n}{4} - \frac{1}{2(n-1)} \cdot \frac{n(n-1)}{2} + \frac{1}{4n(n-1)} \cdot \frac{n(n-1)(2n-1)}{6}.
$$

$$
= \frac{2n-1}{24}.
$$

\[\square\]

8. Adjacent west steps

In this section, we will determine the expected number of two adjacent west steps in type-B permutation tableaux of size $n$. This statistic corresponds to adjacent empty sites in the PASEP.

First, we will calculate the probability of a west step at both position $k$ and position $(k+1)$ of a type-B permutation tableaux of size $n$ and then use that result to compute the expected number of adjacent west steps.

**Proposition 8.1.** For $2 \leq k \leq n$,

$$
\mathbb{P}_n(W_k \cap W_{k-1}) = \frac{k}{n} - \frac{3}{2n} + \frac{(n-k+1)^2}{4n(n-1)}.
$$

**Proof.** Since we are working with an indicator random variable,

$$
\mathbb{P}_n(W_k \cap W_{k-1}) = \mathbb{E}_n(I_{W_k} I_{W_{k-1}}).
$$
Applying Lemma 4.1 \((n-k)\) times,

\[
\mathbb{E}_n(I_{W_k} I_{W_{k-1}}) = \mathbb{E}_n(I_{W_k} I_{W_{k-1}} | U_k)
\]

\[
= \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k(I_{W_k} I_{W_{k-1}} (n-k+1)^k).
\]

Using the law of total expectation to condition on \(F_{k-1}\),

\[
\mathbb{E}_n(I_{W_k} I_{W_{k-1}}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k \mathbb{E}_{k-1}(I_{W_k} I_{W_{k-1}} (n-k+1)^k | F_{k-1}).
\]

Since \(I_{W_{k-1}}\) is measurable under the conditional expectation,

\[
\mathbb{E}_n(I_{W_k} I_{W_{k-1}}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k(I_{W_k} (n-k+1)^k | F_{k-1}).
\]

(6)

Now use the complement to rewrite

\[
\mathbb{E}_k(I_{W_k} (n-k+1)^k | F_{k-1}) = \mathbb{E}_k((n-k+1)^k | F_{k-1}) - \mathbb{E}_k(I_{S_k} (n-k+1)^k | F_{k-1})
\]

and combine with Equation 6,

\[
\mathbb{E}_n(I_{W_k} I_{W_{k-1}}) = \frac{(n-k)!}{n \cdot (n-1) \cdots (k+1)} \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k((n-k+1)^k | F_{k-1})
\]

\[
- \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k(I_{S_k} (n-k+1)^k | F_{k-1})
\]

(7)

Now let’s consider each part in the parenthesis of Equation 7 separately. For the first conditional expectation on the right-hand side, we will apply Equation 2 and use the fact that \(\mathbb{E}a^{\text{Bin}(n)} = \left(\frac{a+1}{2}\right)^n\) to obtain

\[
\mathbb{E}_k(I_{W_{k-1}} \mathbb{E}_k((n-k+1)^k | F_{k-1}) = \mathbb{E}_k(I_{W_{k-1}} \mathbb{E}_k((n-k+1)^k + \text{Bin}(U_{k-1}) | F_{k-1})
\]

\[
= \mathbb{E}_k I_{W_{k-1}} (n-k+1) \cdot \frac{(n-k+2)^{U_{k-1}}}{2^{U_{k-1}}}
\]

Applying Equation 1

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k((n-k+1)^k | F_{k-1}) = \frac{n-k+1}{k} \mathbb{E}_{k-1} 2^{U_{k-1}} I_{W_{k-1}} \cdot \frac{(n-k+2)^{U_{k-1}}}{2^{U_{k-1}}}
\]

\[
= \frac{n-k+1}{k} \mathbb{E}_{k-1} I_{W_{k-1}} \cdot (n-k+2)^{U_{k-1}}
\]

Next, we apply the law of total probability to condition on \(F_{k-2}\) and use the fact that \(S_{k-1}\) is the complement of \(W_{k-1}\),
\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k ((n - k + 1) U_k | F_{k-1}) = \frac{n - k + 1}{k} \mathbb{E}_{k-1} \mathbb{E}_{k-1} \left( I_{W_{k-1}} \cdot (n - k + 2) U_{k-1} | F_{k-2} \right) \]
\[ = \frac{n - k + 1}{k} \mathbb{E}_{k-1} \left[ \mathbb{E}_{k-1} \left( (n - k + 2) U_{k-1} | F_{k-2} \right) \right. \]
\[ \left. - \mathbb{E}_{k-1} \left( I_{S_{k-1}} (n - k + 2) U_{k-1} | F_{k-2} \right) \right] \].

Next, we will apply Equation 2 and the fact that \( \mathbb{E}^{\text{Bin}(n)} = \left( \frac{a+1}{2} \right)^n \) to the first conditional expectation on the right-hand side. For the second conditional expectation, since the \((k - 1)\)th step is south, \( U_{k-1} = U_{k-2} + 1 \) and then \( U_{k-2} \) is measurable under the conditional expectation. All together, we obtain

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k ((n - k + 1) U_k | F_{k-1}) \]
\[ = \frac{n - k + 1}{k} \mathbb{E}_{k-1} \left[ (n - k + 2) \frac{(n - k + 3) U_{k-2}}{2 U_{k-2}} \right. \]
\[ \left. - (n - k + 2)(n - k + 2) U_{k-2} \mathbb{E}_{k-1} \left( I_{S_{k-1}} | F_{k-2} \right) \right] \].

By Equation 3,
\[ \mathbb{E}_{k-1} (I_{S_{k-1}} | F_{k-2}) = \mathbb{P}_{k-1} (S_{k-1} | F_{k-2}) = \frac{1}{2 U_{k-2} + 1} \]
and therefore,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k ((n - k + 1) U_k | F_{k-1}) \]
\[ = \frac{n - k + 1}{k} \mathbb{E}_{k-1} \left[ (n - k + 2) \frac{(n - k + 3) U_{k-2}}{2 U_{k-2}} \right. \]
\[ \left. - (n - k + 2)(n - k + 2) U_{k-2} \frac{1}{2 U_{k-2} + 1} \right] \].
Applying Equation 1 and simplifying,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k ((n - k + 1)^{U_k} | \mathcal{F}_{k-1}) \]

\[ = \frac{(n-k+1)(n-k+2)}{k(k-1)} \mathbb{E}_k \left[ 2^{U_{k-2}} \frac{(n-k+3)^{U_{k-2}}}{2^{U_{k-2}}} - 2^{U_{k-2}} \frac{(n-k+2)^{U_{k-2}}}{2^{U_{k-2}+1}} \right] \]

\[ = \frac{(n-k+1)(n-k+2)}{k(k-1)} \mathbb{E}_k \left[ (n-k+3)^{U_{k-2}} - \frac{1}{2} (n-k+2)^{U_{k-2}} \right]. \]

The last step for this part is to apply Lemma 4.2 to each part of the expected value with \( m = k - 2 \) and \( a = n - k + 3 \) and \( m = k - 2 \) and \( a = n - k + 2 \) respectively,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k ((n - k + 1)^{U_k} | \mathcal{F}_{k-1}) \]

\[ = \frac{(n-k+1)(n-k+2)}{k(k-1)} \left[ \frac{n!}{(k-2)!(n-k+2)!} - \frac{1}{2} \frac{(n-1)!}{(k-2)!(n-k+1)!} \right] \]

\[ = \frac{1}{k!} \left[ \left( \frac{n!}{(n-k)!} \right) - \frac{1}{2} \left( \frac{(n-1)!(n-k+2)}{(n-k)!} \right) \right]. \]  (8)

Now returning to Equation 7, let’s compute the remaining term.

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n - k + 1)^{U_k} | \mathcal{F}_{k-1}) \]

Since the \( k \)th step is south, \( U_k = U_{k-1} + 1 \) and then \( U_{k-1} \) is measurable under the conditional expectation. Therefore,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n - k + 1)^{U_k} | \mathcal{F}_{k-1}) = \mathbb{E}_k I_{W_{k-1}} (n - k + 1)^{U_{k-1}+1} \mathbb{E}_k (I_{S_k} | \mathcal{F}_{k-1}). \]

By Equation 3,

\[ \mathbb{E}_k (I_{S_k} | \mathcal{F}_{k-1}) = P_k (I_{S_k} | \mathcal{F}_{k-1}) = \frac{1}{2^{U_{k-1}+1}} \]

and therefore,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n - k + 1)^{U_k} | \mathcal{F}_{k-1}) = \mathbb{E}_k I_{W_{k-1}} (n - k + 1)^{U_{k-1}+1} \frac{1}{2^{U_{k-1}+1}}. \]

Applying Equation 1,

\[ \mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n - k + 1)^{U_k} | \mathcal{F}_{k-1}) = \frac{1}{k} \mathbb{E}_{k-1} 2^{U_{k-1}} I_{W_{k-1}} (n - k + 1)^{U_{k-1}+1} \frac{1}{2^{U_{k-1}+1}} \]

\[ = \frac{n-k+1}{2k} \mathbb{E}_{k-1} I_{W_{k-1}} (n - k + 1)^{U_{k-1}}. \]
Applying the law of total probability and the fact that \( S_{k-1} \) is the complement of \( W_{k-1} \),

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n-k+1)^U_k | \mathcal{F}_{k-1}) = \frac{n-k+1}{2k} \mathbb{E}_{k-1} \mathbb{E}_{k-1} (I_{W_{k-1}} (n-k+1)^U_{k-1} | \mathcal{F}_{k-2})
\]

\[
= \frac{n-k+1}{2k} \mathbb{E}_{k-1} \left[ (n-k+1)^U_{k-1} | \mathcal{F}_{k-2} \right] - \mathbb{E}_{k-1} \left[ (n-k+1)^U_{k-1} | \mathcal{F}_{k-2} \right].
\]

Next, we will apply Equation 2 and the fact that \( \mathbb{E} a^{\text{Bin}(n)} = \left( \frac{a+1}{2} \right)^n \) to the first conditional expectation on the right-hand side. For the second conditional expectation, since the \((k-1)\)th step is south, \( U_{k-1} = U_{k-2} + 1 \) and then \( U_{k-2} \) is measurable under the conditional expectation. All together, we obtain

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n-k+1)^U_k | \mathcal{F}_{k-1})
\]

\[
= \frac{n-k+1}{2k} \mathbb{E}_{k-1} \left[ (n-k+1)^U_{k-2} \right] - \mathbb{E}_{k-1} \left[ (n-k+1)^U_{k-2} \right].
\]

By Equation 3,

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n-k+1)^U_k | \mathcal{F}_{k-1})
\]

\[
= \frac{(n-k+1)^2}{2k} \mathbb{E}_{k-1} \left[ (n-k+2)^U_{k-2} \right] - \mathbb{E}_{k-1} \left[ (n-k+2)^U_{k-2} \right].
\]

Applying Equation 1,

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n-k+1)^U_k | \mathcal{F}_{k-1})
\]

\[
= \frac{(n-k+1)^2}{2k(n-k-1)} \mathbb{E}_{k-2} \left[ 2U_{k-2} (n-k+2)^U_{k-2} \right] - \mathbb{E}_{k-2} \left[ 2U_{k-2} (n-k+1)^U_{k-2} \right].
\]

The last step for this part is to apply Lemma 4.2 to each part of the expected value with \( m = k-2, a = n-k+2 \) and \( m = k-2, a = n-k+1 \) respectively,

\[
\mathbb{E}_k I_{W_{k-1}} \mathbb{E}_k (I_{S_k} (n-k+1)^U_k | \mathcal{F}_{k-1})
\]

\[
= \frac{(n-k+1)^2}{2k(n-k-1)} \left[ \frac{(n-1)!}{(k-2)!(n-k+1)!} - \frac{1}{2} \frac{(n-2)!}{(k-2)!(n-k)!} \right]
\]

\[
= \frac{1}{2k} \left[ \frac{(n-1)!}{(n-k)!} \frac{(n-k+1)}{2} \right] - \frac{1}{2} \frac{(n-2)!}{(n-k)!} \right].
\] (9)

Now returning to Equation 7 and plugging in Equation 8 and Equation 9
\[ E_n(I_{W_k} I_{W_{k-1}}) = \frac{(n-k)!}{n \cdots (k+1)} \left[ \frac{1}{k!} \left( \frac{n!}{(n-k)!} - \frac{1}{2} \frac{(n-1)!}{(n-k)!} \right) \right. \\
\left. - \frac{1}{2k!} \left( \frac{(n-1)!(n-k+1)}{(n-k)!} - \frac{1}{2} \frac{(n-2)!(n-k+1)^2}{(n-k)!} \right) \right] \\
= 1 - \frac{(n-k+2)}{2n} - \frac{(n-k+1)}{2n} + \frac{(n-k+1)^2}{4n(n-1)} \\
= \frac{k}{n} - \frac{3}{2n} + \frac{(n-k+1)^2}{4n(n-1)} \]

as desired.

\[ \square \]

**Theorem 8.2.** The expected number of two adjacent west steps in type-B permutation tableaux of size \( n \) is given by,

\[ \frac{14n - 25}{24} + \frac{1}{2n}. \]

**Proof.** The expected value can be found by summing the result from Proposition 8.1.

\[ \sum_{k=2}^{n} \mathbb{P}_n(W_k \cap W_{k+1}) = \sum_{k=2}^{n} \left( \frac{k}{n} - \frac{3}{2n} + \frac{(n-k+1)^2}{4n(n-1)} \right) \\
= \frac{1}{n} \sum_{j=1}^{n-1} (j+1) - \frac{3(n-1)}{2n} + \frac{1}{4n(n-1)} \sum_{j=1}^{n-1} j^2 \\
= \frac{(n-1)n}{2n} + \frac{n-1}{n} - \frac{3(n-1)}{2n} + \frac{(n-1)n(2n-1)}{24n(n-1)} \\
= \frac{14n - 25}{24} + \frac{1}{2n}. \]

\[ \square \]

9. **Conclusion**

In this paper, we calculated the expected value of five statistics on type-B permutation tableaux, specifically rows, unrestricted rows, diagonal ones, adjacent south steps and adjacent west steps. The first three expectations were motivated by previous calculations for permutation tableaux in [2] and the other two calculations were motivated by the PASEP. It would be interesting to compute the expected number of superfluous ones in a type-B permutation tableaux as this was done in [2] for permutation tableaux but we were unable to do so here for type-B permutation tableaux.
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