Numerical investigations of the bulk-surface wave pinning model
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Abstract

The bulk-surface wave pinning model is a reaction-diffusion system for studying cell polarisation. It is constituted by a surface reaction-diffusion equation, coupled to a bulk diffusion equation with a non-linear boundary condition. Cell polarisation arises as the surface component develops specific patterns. Since proteins diffuse much faster in the cell interior than on the membrane, in the literature, the bulk component is often assumed to be spatially homogeneous. Therefore, the model can be reduced to a single surface equation. However, in real applications a spatially non-uniform bulk component might be an important player to take into account. In this paper, we study, through numerical computations, the role of the bulk component and, more specifically, how different bulk diffusion rates might affect the polarisation response. We find that the bulk component is indeed a key factor in determining the surface polarisation response. Moreover, for certain geometries, it is the spatial heterogeneity of the bulk component that triggers the polarisation response, which might not be possible in a reduced model. Understanding how polarisation depends on bulk diffusivity might be crucial when studying models of migrating cells, which are naturally subject to domain deformation.\footnote{This work is dedicated to Professor Edmund J. Crampin (1973 – 2021).}
1. Introduction

Cell polarisation is the result of a very large and intricate network of biochemical and biomechanical processes occurring in the cell, which cause a loss of internal symmetry in its protein distribution and in its shape [1]. The biological complexity ranges from and couples different scales, going from molecular interactions to protein reactions and their spatial distributions, to superstructures as filament networks, which support the whole cellular system, ultimately defining the cell shape. In order to understand key mechanisms involved in cell polarisation, modellers have being trying to minimise the number of components and variables under consideration, often reducing their work to purely qualitative descriptions of the polarisation process.

One of the simplest mathematical models of cell polarisation was originally proposed in [2] and it is known as the wave pinning model. The model is based on the activation-inactivation switching of a representative protein from the GTPase family, and polarisation arises by the appearance of stable regions characterised by high concentrations of the active protein. Originally the model, constituted by a system of two reaction-diffusion equations, was defined on a one-dimensional domain, later extended to two-dimensional domains [3]. In [4] we proposed an extension to a three-dimensional domain $\Omega \subset \mathbb{R}^3$, using a bulk-surface partial differential equation approach, where the active protein was confined to the cell membrane $\Gamma = \partial \Omega$ (a sharp-interface approximation of the cell cortex) and the inactive protein free to move all over the cell $\Omega$. We refer to such model as the bulk-surface wave pinning (BSWP) model and, for more details on the biological motivations, we refer the interested reader to [4] and references contained therein. In the BSWP model the functions $a(x, t) : \Gamma \times [0, T] \to \mathbb{R}$ and $b(x, t) : \Omega \times [0, T] \to \mathbb{R}$ represent, respectively, the active and the inactive GTPase protein concentrations, whose evolution is described by the following coupled system of bulk-surface partial differential equations

$$\frac{\partial b}{\partial t}(x, t) = D_b \Delta b(x, t), \quad x \in \Omega, \tag{1}$$

$$- D_b \frac{\partial b}{\partial n}(x, t) = f(a, b), \quad x \in \Gamma, \tag{2}$$

$$\frac{\partial a}{\partial t}(x, t) = D_a \Delta a(x, t) + f(a, b), \quad x \in \Gamma. \tag{3}$$

Here, $\Delta$ is the classical Laplace operator, $\Delta \Gamma$ is the Laplace-Beltrami operator, $n$ is the outward vector to $\Omega$ on $\Gamma$, $D_b > 0$ and $D_a > 0$ are the bulk and
surface diffusion coefficients, respectively. The function $f$ is defined as

$$f(a, b) = \left( k_0 + \frac{\gamma a^2}{K^2 + a^2} \right) b - \beta a$$

(4)

and indicates the flux, represented by the reaction between $a(x, t)$ and $b(x, t)$, which takes place at the boundary $\Gamma$ of $\Omega$. The constant parameters $k_0 > 0$ and $\beta > 0$ represent, respectively, the basal activation and inactivation rates, while $\gamma > 0$ weights a nonlinear term describing a positive feedback loop in activation, in the form of a Hill function. At saturation of $a$, the extent of this term tends to $\gamma b$, while $K$ represents the half-activation concentration of $a$.

All the parameter values used throughout this text are reported in Appendix A. In what follows, we will consider the above system as a non-dimensional re-scaled version of the BSWP model proposed in [4]. Three key properties of the BSWP model are:

1. Temporal conservation of total mass, meaning $\frac{d}{dt} \left( \int_\Omega b + \int_\Gamma a \right) = 0$;
2. $f(a, b)$ admits three zeros $a_1(b) < a_2(b) < a_3(b)$ for $b$ ranging in a certain interval $[b_1, b_2]$;
3. Difference in the diffusion coefficients $D_a \ll D_b$, which relies on the fact that protein diffusion on the cell membrane occurs much slower than within the cytosol.

The wave pinning model by Mori et al. [2] shares the same properties, but the components $a$ and $b$ diffuse and react on the same spatial domain $\Omega \subset \mathbb{R}^d$, with $d = 1$ or 2, and are subject to zero-flux boundary conditions. For our settings, the surface reaction-diffusion equation does not have boundary conditions since it is posed on a closed manifold where $\partial \Gamma = \emptyset$, i.e. it is empty. Initial conditions, for both $a$ and $b$, are prescribed in equations (6) and (7) that follow below in our exposition. For the analysis on the well-posedness of bulk-surface reaction-diffusion systems, we refer the interested reader to the work by Sharma and Morgan [5].

In [4] we described how the BSWP model might generate cell polarization. For convenience, we briefly describe it here. In a given parameter region, equation (3) is a bistable surface reaction-diffusion equation. This can cause initial perturbations in $a$ to evolve in propagating fronts. The speed of such propagation strictly depends on the bulk component $b$, which, due to conservation of total mass, gets overall depleted as $a$ expands on $\Gamma$. Eventually, $b$ reaches a critical value $b^*$, causing a pinning of the propagating
fronts of $a$. As a consequence, the system approaches an *apparent* stationary state, in which $\Gamma$ has regions where $a$ has approximately high values of concentration (denoted here as $a_{\text{high}}$) and regions where $a$ has approximately low values of concentration (denoted here as $a_{\text{low}}$), with $a_{\text{high}} > a_{\text{low}}$ (see also the work done by Brauns et al. on reaction-diffusion systems with conservation of total mass [6]). In general, we say that polarisation occurs when $\Gamma$ shows at least one region where $a \approx a_{\text{high}}$. We will refer to such a region as the *polarisation patch*.

Extending the original wave pinning model in [2] from one to two and three dimensions results in more complex system dynamics. Jilkine [7] and Vanderlei et al. [3] initially studied a two-dimensional version of the model, with $a$ and $b$ defined on the same domain $\Omega$. Despite sharing initial propagation and pinning dynamics, in multi-dimensional domains the pinned front is subject to a slow motion across the domain. Same dynamics characterise also the bulk-surface wave pinning model (1)-(4) for which, in [4], we showed the slow motion of a single polarisation patch towards areas of $\Gamma$ with higher curvature. Often this shifting occurs on such a long time scale to the extent that it is often neglected in biological studies or simply that this phenomena is not apparent to trigger biological interest. However it surely triggers a mathematical curiosity for identifying parameter regions and geometries $\Omega$ for which such behaviour might be of biological interest.

A second characteristic of the wave pinning model, common to all of its different versions, is a sort of competition between different polarisation patches. Indeed, it has been shown that stationary solutions with multiple polarisation patches are not stable neither in the original wave pinning model by Mori et al. [2] nor in its two-dimensional extension presented in [7, 8, 9]. A first example of competition in the bulk-surface wave pinning model (1)-(4) was shown in [4]. Interestingly, in a very recent work, Miller et al. [10] studied a reduced version of the same model, showing that two patches may instead coexist on non-convex surfaces $\Gamma$.

In this work, through numerical investigations, we try to advance current-state-of-the-art understanding of these two characteristics. To the best of our knowledge, we analyse such dynamics for the first time, taking advantage of the bulk-surface finite element method for solving the system (1)-(4) on different geometries [4, 11]. Other numerical approaches to similar problems might be found in the literature. As an example we mention the bulk-surface Virtual Element Method, which is a promising numerical method recently applied by Frittelli et al. for solving the bulk-surface wave pinning model on
a two-dimensional spatial domain [12, 13].

We organise this work as follows. In Section 2, we introduce a reduced version of the BSWP model and discuss about curvature-driven polarisation. In the following, Section 3, we investigate the influence of the bulk component $b$ in the long time patterning of the solution $a$ on a simple domain, by comparing the model solution for different bulk diffusion coefficients $D_b$. In Section 4, we investigate multi-patch competition both on three-dimensional and two-dimensional geometries. In this last case, the surface naturally reduces to a closed curve. In Section 5, we show an example in which bulk heterogeneity is the main driver of polarisation on the surface. Finally, we conclude our study by summarising our main findings in Section 6.

2. Bulk diffusion, model reduction and curvature-driven polarisation

The bulk component $b$ is the fuel for the propagation and pinning of the activated patch on the surface. However, given the big difference in diffusion coefficients between bulk and surface, $b$ is often considered to be spatially homogeneous. For instance, in the analysis of the BSWP model on a disk, in [4], we showed that the solution $b$, to a certain approximation, was spatially uniform. Diegmiller et al. [14] showed that reducing the bulk-surface model to a single reaction-diffusion equation on a sphere still provides an accurate description of the polarisation dynamics. Such reduction results from considering the limit $D_b \to \infty$. Given the conservation of total mass $M(t) = \int_\Omega b + \int_\Gamma a = M_0$, for all $t > 0$ and assuming $b$ to be spatially homogeneous at all times, we have $b = \frac{1}{|\Omega|} \left( M_0 - \int_\Gamma a \right)$, which depends only on time. Exploiting this assumption, one then obtains the following reduced surface reaction-diffusion equation

$$\frac{\partial a}{\partial t} = D_a \Delta_{\Gamma} a + \frac{1}{|\Omega|} \left( M_0 - \int_\Gamma a \, d\sigma(x) \right) \left( k_0 + \frac{\gamma a^2}{K^2 + a^2} \right) - \beta a, \ x \in \Gamma. \ (5)$$

We couple the BSWP model (1)-(4) and the above reduced model (5) to the following Gaussian initial condition for $a$

$$a(x, 0) = a_{p,0} \exp \left\{ -\frac{(x-x_0)^2}{\sigma_{x,0}^2} - \frac{(y-y_0)^2}{\sigma_{y,0}^2} - \frac{(z-z_0)^2}{\sigma_{z,0}^2} \right\} \ (6)$$
and, when solving the BSWP model (1)-(4), the initial condition for $b$ is prescribed as

$$b(x, 0) = \frac{1}{|\Omega|} \left( M_0 - \int_{\Gamma} a \, d\sigma(x) \right).$$  \hspace{1cm} (7)

The initial condition (6) can be seen as a localised perturbation of the surface protein distribution. However, it is important to remark that this is just one of many possible choices. For instance, polarisation may arise even when the initial datum for both $a$ and $b$ is spatially uniform due to the geometry of the domain [4] or when $a$ is randomly perturbed across the whole surface $\Gamma$ [10].

The initial peak in $a(x, t)$ may propagate by developing travelling fronts, extending into a mesa, i.e. a high plateau region with $a \approx a_{\text{high}}$, whereas, in the rest of the surface $\Gamma$, $a \approx a_{\text{low}}$. On a flat surface, the normal speed of a travelling wave in excitable media is given by $v = c(b) - \kappa D_a$, with $c$ being a non-decreasing function of $b$ and $\kappa$ denotes the curvature of the patch interface [15]. On a generic surface $\Gamma$, $\kappa$ is the geodesic curvature of the front line [16]. Therefore, in this last case, also the geometry of the surface plays an essential role in the propagation of $a(x, t)$.

It was suggested that the motion of the polarised patch across the domain corresponds to a minimisation of the perimeter of the interface separating the states $a_{\text{high}}$ and $a_{\text{low}}$, under the constrain of constant polarised mass [7]. Recently, Singh et al. [17] compared the reduced model equation (5) with a problem of perimeter minimisation with constant polarisation patch area, obtaining, for certain initial conditions, a very good agreement between the two solutions.

In the bulk-surface framework, the travelling wave is also influenced by the spatial distribution of the bulk component $b$. In general, given a large difference between $D_b$ and $D_a$, we expect similar dynamics to the reduced model (5). For instance, on a capsule-shaped domain, when the polarisation patch develops at the center of the cylindrical side, it will slowly move towards one of the two spherical ends [4]. It remains unclear, however, if and how the bulk component might play a role in pushing the polarised patch towards one of the two spherical ends. In the following sections we will compare the two models (BSWP model and its reduced version) on three different geometries. As we will see, in certain cases, the reduced version (5) provides a very good approximation of the overall dynamics of (1)-(4). However, we will also show that, in other cases, by limiting bulk diffusion, the dynamics
Figure 1: The system \(1)-(4)\) with \(6)-(7)\) is solved on a oblate spheroid, for different values of the bulk diffusion coefficient \(D_b\). Thanks to the symmetrical properties of \(\Omega\) and of the initial condition for \(a(x,t)\) given in \(6)\), at the initial stage, the peak of \(a\) expands from the top, symmetrically with respect to all longitudes, over the surface \(\Gamma\). This allows us to plot the solution profiles, for different values \(D_b\), over a meridian, see panel (a). In (b) the profiles are compared at time \(t = 550\), where the variable \(\varphi\) represents the meridian length. Therefore \(\varphi = 0\) indicates the north pole, \(\varphi \approx 2.9\) the opposite pole. For \(D_b = 5\) and \(D_b = 50\) the profile of \(a(x,t)\) is almost indistinguishable from the one obtained by the reduced model \(5)\) (dashed line). It is sufficient to set \(D_b = 0.5\) (100 times bigger than \(D_a = 0.005\)) to obtain a very similar profile as the one from the reduced model. Polarisation occurs also when \(D_b = 0.1 = 20D_a\). For a three-dimensional view of the solutions, see Figure 2. Parameter values are reported in Appendix A.

can lead to substantially different dynamics.

3. Bulk diffusion and polarisation on an oblate spheroid

In this section, we compare the solution of the reduced model \(5)\) with the solution of the bulk-surface system \(1)-(4)\) for different values of its diffusion coefficient \(D_b\) on a simple domain \(\Omega \subset \mathbb{R}^3\). In order to reduce the complexity, we keep the geometry of \(\Omega\) as simple as possible. In the simulations shown here, \(\Omega\) is an ellipsoid, obtained by a 85\% rescaling of the unit ball \(B_1(0)\) on the \(y\)-axis. In this way, the curvature of \(\Gamma\) is maximal for \(y = 0\) and minimal at at the top and bottom points \((0, \pm 0.85, 0)\). When the Gaussian function \(6)\) is centered at any of these two points, our choice of the geometric domain is convenient for comparing different solutions of \(a\) over a line, obtained by the intersection of \(\Gamma\) with a plane passing orthogonal through the peak of the initial condition \(6)\), see Figure 1a.
Figure 2: Each row reports the solution \(a(x, t)\) of (1)-(4) with (6)-(7) for the specified value of the bulk diffusion coefficient \(D_b\), at four different times. When \(D_b = +\infty\), \(a(x, t)\) solves (5) with (6). Initial conditions and view point, as shown by the coordinate system on the left, are the same ones for all the plots. The colour bar is automatically re-scaled between \(\min \Gamma_a(x, t)\) and \(\max \Gamma_a(x, t)\) for each plot. Parameter values are reported in Appendix A. See also Figure 1.
Figures 1 and 2 show the solution \(a\) corresponding to the bulk-surface wave pinning model (1)-(4) for different values of \(D_b\), and comparisons with the solution of the reduced surface reaction-diffusion model (5) \((D_b = \infty)\). Figure 1b represents the comparison at an intermediate time, when the polarisation patch is still centered at \((x_0, y_0, z_0)\). Consistently with the work by Miller et al. [10], the polarisation patch shifts over \(\Gamma\) towards the equator, where it stabilises. This behaviour is consistent across different bulk diffusion coefficients, as illustrated in Figure 2. As such, the reduced model (5) is a very good approximation of the BSWP model (1)-(4), for a big variety of bulk diffusion coefficients \(D_b\). Increasing \(D_b\) causes an enlargement of the distance between maximal and minimal value of \(a\), by increasing the first one and decreasing the latter one (Figure 1b). Intuitively, this result can be understood in light of the stability theory developed by Brauns et al. for reaction-diffusion systems of two components with conservation of total mass. We refer the interested reader to their work [6] for further details.

While the dynamics are very similar for the different values of the bulk diffusion coefficient \(D_b\), by varying this parameter we affect the shifting time of the surface polarisation patch towards the equator. In Figure 3, the discrete \(L^2\)-norm of the difference between consecutive numerical solutions \(a_h\), defined by

\[
||\Delta_t a(x, t)||^2 := \int_\Gamma (a_h(x, t + \tau) - a_h(x, t))^2 \, d\sigma(x),
\]  

where \(\tau\) is the temporal discretisation step, helps in analysing the stability of the system. In particular, it helps to understand how the surface component \(a\) is subject to the curvature-driven motion across the domain \(\Gamma\). Initially the polarisation patch forms and gets pinned. This causes a drop in \(||\Delta_t a||_2\) and the system appears to have reached a steady state (Figure 3a). However, after a certain time, \(||\Delta_t a||_2\) starts growing again (Figure 3b), as the polarisation patch shifts from the top to a lateral side of \(\Gamma\) (see last column in Figure 2). The bell shape of \(||\Delta_t a||_2\) (Figure 3b) indicates that the speed of such transition is not monotonic, and the decreasing side of the profile of \(||\Delta_t a||_2\) indicates system stabilisation. The bell amplitude indicates the temporal extent of such transition, which occurs on a much longer time scale with respect to the initial propagation and pinning of the polarised patch. It must be noted that time in Figure 3 is reported on a log scale. It is also interesting to remark that the profiles in Figure 3b are not visible in Figure 3a, because the maximal speed of such transition is extremely small, when
Figure 3: Plots of the discrete L²-norm of the function $\Delta_t a(x, t) := a(x, t + \tau) - a(x, t)$, where $a(x, t)$ solves the BSWP model (1)-(4) with (6)-(7), for different values of the bulk diffusion coefficient $D_b$. When $D_b = +\infty$, $a(x, t)$ solves the reduced model (5) with (6).

The function $\Delta_t a(x, t)$ represents the difference between consecutive numerical solutions, whose L²-norm noticeably drops in time as the system approaches the polarisation pattern. Panel (b) is a the restriction of the plot in (a) to $t > 100$, which highlights an increment of $||\Delta_t a(x, t)||_2$. Such increment is associated with the transition of the polarised pattern across the surface $\Gamma$, see also Figure 2. The bell profiles in panel (b) would be unnoticeable in scale of panel (a), as their values are very small.
compared to the initial propagation (see also \(y\)-axis values in both figures).

In the case here presented, the bulk diffusion coefficient \(D_b\) seems to have a role only on the temporal scale, meaning that, when bulk diffusion is limited, the surface patch is subject to a slower curvature-dependent speed. However, we will now present another case in which the parameter \(D_b\) appears to have a much stronger impact on the model dynamics.

4. Competition between different polarisation patches

In [4] we showed an example in which an initial condition for \(a(x, t)\) with two separated peaks, subject to the BSWP model (1)-(4), evolved, in a first phase, into two polarisation patches. However, in the long time, eventually one of the two prevailed over the other. Competition between multiple polarisation patches in the solution \(a(x, t)\) has been studied by Chiou et al. [8] also for the limit case \(D_b = +\infty\) (i.e. equation (5)). They show how different patches compete on a flat surface, where, as discussed in Section 2, the speed of the travelling wave is given by \(v = c - \kappa D_a\), with \(\kappa\) being the curvature of the patch interface. Therefore, in the case of two circular polarisation patches of radii, respectively, \(R\) and \(r\) with \(R > r > \frac{D_a}{c(b_0)}\), they will both spread radially as long as \(v_R = c(b) - \frac{D_a}{R}\) and \(v_r = c(b) - \frac{D_a}{r}\) remain positive. However, while \(a(x, t)\) propagates, \(b(x, t)\) gets depleted and \(c\) decreases. This continues until a certain point is reached such that \(c(b) < \frac{D_a}{R}\). At this point, \(v_R\) remains positive, but for the smaller patch the speed is reversed and it starts shrinking. The shrinking patch releases \(b(x, t)\), which, in the case of \(D_b = +\infty\), is immediately consumed by the other enlarging patch [8]. However, in the bulk-surface framework, the component \(b(x, t)\) is released locally, not globally. Therefore, the bulk-surface wave pinning model might develop different competition dynamics from those of the reduced model (5).

In the case of \(\Gamma \in \mathbb{R}^1\), the situation is different, as such speed description does not hold. However, peak competition is not specific to multidimensional domains, as shown and analysed on one-dimensional domains in [8, 9].

In Figure 4, we show the solution of the surface reaction-diffusion (5) (the reduced model), given the initial condition

\[
a(x, 0) = \sum_{i=0}^{1} a_{p,i} \exp \left\{ -\sigma_{x,i}^2(x - x_i)^2 - \sigma_{y,i}^2(y - y_i)^2 - \sigma_{z,i}^2(z - z_i)^2 \right\}, \quad (9)
\]

where \((x_0, y_0, z_0)\) and \((x_1, y_1, z_1)\) are, respectively, the points with the smallest curvature, and we would refer to these as the top and bottom of \(\Gamma\). When \(\Gamma\)
Figure 4: The solution $a(x,t)$ corresponding to the reduced surface reaction-diffusion model (5) on a curve and surface, with initial condition (9), where $x_0 = x_1 = z_0 = z_1 = 0$ and $y_0 = y_1 = 0.85$. The colour bar is automatically re-scaled between the lowest and highest value of the solution at each plot. In the top row $M_0 = 0.85|\Omega|$, while on bottom row $M_0 = |\Omega|$. Remaining parameter values are reported in Appendix A.
is a surface (bottom row of Figure 4), the patch competition is immediately followed by the movement of the winner towards the central area of the domain. When Γ is a curve (top row of Figure 4), the solution stabilises immediately after patch competition. In this last case, the curve Γ is an ellipse obtained by a 85% re-scaling on the y-axis of the circumference of radius one and can be seen as the intersection of the surface on the bottom row of the figure with the plane \( z = 0 \). Hence, the initial condition for \( a(x,t) \) is given by (9) with \( z = z_0 = z_1 = 0 \). For numerical reasons due to the three-dimensional meshing, despite the initial condition being symmetric along the y-axis, the mass of the peak centered at the top \( (x_0, y_0, z_0) \) results to be slightly bigger than the mass of the other peak (approximately 0.30498 versus 0.30476). This creates a natural perturbation that triggers the competition.

Brauns et al., in [9], provide arguments to show the ultimate instability of multiple peak solutions to two-component mass conserving reaction-diffusion systems. In particular, they show how the difference of mass between two peaks will always grow, leading to the disappearance of one patch. Hence, following [9], we might expect the peak at the top to expand at the expenses of the other one. The bottom row in Figure 4 shows that this is indeed the case. Would this be true also for the complete BSWP system (1)-(4)?

In order to address this question and to investigate the role that bulk diffusion plays in the competition between multiple polarisation patches, we consider another relatively simple domain \( \Omega \subset \mathbb{R}^3 \). Here \( \Omega \) results from a small “egg-type” deformation of the unit sphere, obtained by a domain rescaling along the y-axis: the hemisphere \( \Omega \cap \{ y > 0 \} \) is stretched by 5\%, while the hemisphere \( \Omega \cap \{ y < 0 \} \) is shrunk by 5\%. As such, the point \( (0, 1.05, 0) \) is the point with maximal curvature over Γ, while \( (0, -0.95, 0) \) the one with minimal curvature. We might refer to these points as the top and bottom of Γ. In Figure 5 we show the solutions \( a \) and \( b \) of the BSWP model (1)-(4) with initial conditions (7) and (9). Again, the initial condition for \( a \) is given by the sum of two Gaussian functions centered, respectively, at the top and bottom of Γ. In these simulations, the peak at the flattened bottom hemisphere has a slightly bigger mass than the top peak. However, in this case, competition might not depend only on this property. Hence, as already discussed, the expansion of the initial peaks strictly depends also on the curvature of the domain. Indeed, following the work by Singh et al. [17] we might expect the model to evolve towards a single patch solution that minimises its interface perimeter. Interestingly, the bulk diffusion coefficient \( D_b \) reveals to be crucial in determining the outcome of the competition. In
the reduced model (5) the bottom patch looses the competition and the polarisation occurs at the top, where the curvature is greater. The same result is achieved by the complete system (1)-(4) when the bulk diffusion coefficient is big enough. It might be worth observing that, in these two similar cases, bulk diffusion slows down the competition. However, by further reducing the bulk diffusivity, the BSWP model (1)-(4) results in the opposite outcome, with polarisation of the bottom hemisphere, at the expense of the top one. This result is confirmed on three different mesh refinements, those results are attached as supplementary material.

We have here shown the first crucial difference that might arise in the BSWP model when $D_b$ is not extremely big. It is important to stress that, by considering $D_b = 0.5$, we are still considering it to be 100 times bigger than the surface diffusion coefficient, which is $D_a = 0.005$. The remaining parameter values are reported in Appendix A.

5. Bulk heterogeneity can sustain cell polarisation

Until now, our discussion has been focused on numerical investigations of the bulk-surface wave pinning model on a relatively simple convex domain. In this section we consider a more complex three-dimensional geometry, taking advantage of the bulk-surface finite element method which is easily adaptable to different geometries (see Appendix A and [4, 18, 11] for details). In a bulk-surface framework, local restrictions of the domain $\Omega$ slow down bulk diffusion, maintaining heterogeneity in the bulk component for a longer time. This might be fundamental for a lasting polarised pattern. In a non-convex geometry we find that the impact of a slower bulk diffusion might be crucial to polarisation. In Figure 6, we show one example of transient polarisation. Here, neither the reduced surface reaction-diffusion model (5) nor the BSWP model (1)-(4) are able to maintain a stable and strong polarisation of the surface $\Gamma$. However, in both cases, we notice the presence of a polarisation patch, but in the case of finite bulk diffusion, it resists for a much longer time. In the case of the reduced surface reaction-diffusion model (5), we can say that polarisation is completely lost at $t = 200$, while the BSWP model (1)-(4) still maintains strong polarisation at $t = 1200$ (the difference between the extreme values $a_{\text{high}}$ and $a_{\text{low}}$ reported on each colourbar in the two cases gives an idea on the polarisation level). This is due to the bulk patterning, shown in the third column of Figure 6. Both slow diffusion ($D_b = 0.5$) and domain geometry highlight the importance that the bulk component $b(\mathbf{x}, t)$
Figure 5: The solutions $a(x,t)$ and $b(x,t)$ of the BSWP model (1)-(4) with initial conditions (7) and (9) for $D_b = 0.5$ and $D_b = 5$ (first and second row) and the solution of (5) with initial condition (9) (indicated by $D_b = +\infty$, last row). Columns indicate the solutions at different times, i.e. $t = 10, 300, 450, 650$. We show both bulk and surface solution by longitudinally sectioning the domain in two halves: the bulk component $b$ is reported on the left half (color map green-orange), the surface component $a$ on the right half (color map blue-red). For simplicity of comparisons, the case $D_b = \infty$ is represented as the previous ones, but $b$ is exactly $(M_0 - \int_t a)/\Omega$. While for $D_b = 0.5$ the bottom patch wins the competition, when increasing such value, the outcome is the opposite. These results refer to the mesh shown Figure A.8F. Here $D_a = 0.005$, while the remaining parameter values are reported in Appendix A. A video of the simulations presented here is attached as supplementary material, together with the same simulations for less refined mesh.
has in establishing polarisation patterns.

A deeper observation of these dynamics is reported in Figure 7. Here we show the solution on a portion of the domain where the initial peak is prescribed. In this way the local values are more easily distinguishable and we can focus on the bulk component $b$ just in the proximities of the polarisation patch interface. Figure 7 shows the solutions of the BSWP system (1)-(4) for different values of the parameter $D_b$, as well as the solution of the reduced model (5) for two different values of the total mass $M_0$. We show that polarisation is achievable also by the reduced model, at the cost of increasing $M_0$. Therefore, reducing bulk diffusion might be a way of over-passing such cost, since inhibited spatial redistribution of the bulk component might be a way of keeping, in the vicinity of the the polarisation interface, the values of $b$ within a certain range for polarisation.

In general, it is worth mentioning that non-convex geometries might be of particular interest in the study of cell polarisation, as they might have a remarkable role in the dynamics. Spill et al. studied a more complex bulk-surface model for cell polarisation and showed the importance of cell geometry in achieving and maintaining polarisation [19]. In particular, they show how a non-convex cell geometry might be more convenient for polarising, with respect to convex geometries. Ramírez et al. investigated polarisation of dendritic spines, which are small protrusions present in neuron cells [20]. In their work they showed how their geometry can, by itself, induce polarisation, even in the absence of depletion of the bulk component. Indeed, propagating fronts of solutions for single bistable reaction-diffusion equations may experience geometry-induced pinning when they reach an abrupt opening of the domain [16, 20, 21], which is the case of the modelled spines. Moreover, Giese et al. studied the impact of obstacles in a two-dimensional version of the BSWP model [22], observing how these might influence the position of the polarisation patch. From a modelling perspective, this is fundamentally important since in an environment such as that of the cell, crowding effects and sub-cellular structures might finally trigger surprising outcomes.

### 6. Conclusion

In this manuscript we presented and compared novel bulk-surface finite element numerical computations concerning the long time dynamics of the bulk-surface wave pinning model (1)-(4) and its natural asymptotic approximation, the surface reaction-diffusion model given in (5). While in [4] we
Figure 6: Bulk polarisation induces surface polarisation: here the reduced surface reaction-diffusion model \((5)-(6)\) does not generate a lasting polarisation (first column), as compared to the BSWP model \((1)-(4)\) with \((6)-(7)\). Notice that, while the solution of the reduced model at time \(t = 200\) might appear to generate polarisation, the difference between minimum and maximum is extremely minimal. Bulk-surface finite element solutions \(a(x, t)\) and \(b(x, t)\) are reported, respectively, in the second and third column. The domain elongates along the \(y\) axis and the initial condition \(6\) for \(a(x, t)\) is centered at the smallest \(y\) value. In both cases we set \(M_0 = 1.2\|\Omega\|\). The BSWP model is solved for \(D_b = 0.5\). For the remaining parameter values see Appendix A.
Figure 7: A zoom on the simulations of Figure 6 helps in understanding the polarisation dynamics. Here, we show the numerical solutions on a portion of the domain $\Omega$ where the surface component has its initial peak. The first three rows of figures represent the solutions of the BSWP system (1)-(4) with (6)-(7) for, respectively, bulk diffusion $D_b = 0.5, 5$ and 50. The last two rows represent the solutions of the reduced model (5)-(6) with different total mass, the last one having total mass $M_0 = 1.4|\Omega|$, instead of $M_0 = 1.2|\Omega|$. Each single figure shows both the surface and bulk solutions, separated by a horizontal red line cutting the domain section: the surface component $a$ is shown above the line (blue-red colourmap), while below the line we report the bulk component $b$, with a view also on its interior (green-orange colourmap). Each colourbar is automatically rescaled between the minimum and maximal solution value achieved in such section of $\Omega$. Surface polarisation is strictly dependent on the bulk component in the vicinity of the polarisation interface. By increasing the total mass from $M_0 = 1.2|\Omega|$ to $M_0 = 1.4|\Omega|$, polarisation results also in the reduced model. When $M_0 = 1.2|\Omega|$, the BSWP model with a sufficiently small $D_b$ induces spatial dishomogeneities in the bulk component that are able to locally sustain surface polarisation.
focused on presenting intermediate results on biologically relevant timescales, in this work we consider a rescaled version of the system on simpler domains, with the goal of understanding the role that the bulk component might have on the surface dynamics.

In the bulk-surface system (1)-(4), the polarisation pattern over the surface $\Gamma$ is strictly dependent on the bulk component $b(x,t)$, especially on its diffusion coefficient $D_b$. For too small values of $D_b$ polarisation generally cannot occur through wave pinning dynamics. When $D_b$ is large enough, polarisation patterns can be generated and these are subject to a slow transition of the polarised area across the surface $\Gamma$. This is an intrinsic feature of equation (3) for $a(x,t)$, as recently shown, for instance by Singh et al. [17] and Miller et al. [10] for the reduced surface reaction-diffusion model (5).

In our work we discuss the importance of the bulk component $b(x,t)$ in regulating the final position of the polarised patch as well as its transition speed. While the overall system dynamics in the reduced case (5) often constitute a good qualitative representation of the complete system (1)-(4), considering the role of the bulk component $b(x,t)$ might still be of quantitative importance from the biological point of view of cell polarisation. Moreover, in some cases, transient polarisation can directly result from bulk heterogeneity.

The reduced surface reaction-diffusion model (5) constitutes an even more minimal model for cell polarisation with respect to the bulk-surface wave-pinning model, however it is important to keep in mind that it is based on the assumption that nothing hinders or limits the bulk diffusion. In some other cases, the assumption that the bulk proteins are so abundant leads to consider the bulk component constant both in space and time. Even with this assumption polarisation can occur, as shown for similar cases in [16, 20, 21].

Clearly, these assumptions depend on the question that a modeller formulates and wants to answer. However, for the case when obstacles exist for the bulk diffusion, such as holes or tethers, different polarisation dynamics might arise [22, 23]. In the same way, as we have seen, restrictions of the domain $\Omega$, which might represent contractions of the cell membrane, can induce polarisation through bulk patterning. This suggests that, on a moving and deforming domain, the bulk component might be of fundamental importance.
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Appendix A. The bulk-surface finite element method and numerical details

Both systems (1)-(4) and (5) are solved in FEniCS [24] (see code in the supplementary material or online at github.com/davdecusseddu/BWSP22). In the case of the BSWP model (1)-(4) we use the bulk-surface finite element numerical method proposed in [4], which combines bulk-surface finite element method in space and semi-implicit finite difference in time. For the spatial discretisation, we generate a mesh $\mathcal{T}_h$ over the whole domain $\Omega$, those elements are tetrahedra if $\Omega \subset \mathbb{R}^3$, or triangles if $\Omega \subset \mathbb{R}^2$. A mesh $\mathcal{S}_h$ of the surface $\Gamma$ is then naturally induced by the first one, being composed by all the faces or edges of the elements enclosing $\mathcal{T}_h$. At each time step we solve three systems of linear equations: firstly a predictor for the solution $a$ is calculated by using an ImEx (implicit diffusion, explicit reactions) scheme. In the successive two steps Crank-Nicolson scheme is used to calculate $b$ and correct $a$, which increases the accuracy in time. For more details on the numerical method, we refer the reader to our previous works [4,18]. In the reduced case (5), $b$ is spatially homogeneous, therefore in the second step of the numerical
method we calculate its predicted value by applying the conservation of total mass. Conservation of total mass is a key property of the BSWP model and the numerical scheme that we use keeps such property. We show this in Figure A.9. For all the simulations presented in this manuscript, at each time point we calculate the total mass of the numerical solutions. Among all the simulations the total mass is kept constant up, in the worst cases from Figure 2, to an order of magnitude of $10^{-9}$. All the geometries, with the respective meshes as reported in Figure A.8, were created using Gmsh [25]. Meshes are included in the supplementary material as .xml file, together with a .geo file of the elongated geometry in Figure A.8 C. In Table A.1 we report numerical details on the spatial and temporal discretisation of all the cases considered in this paper.

The parameters used throughout this manuscript are: $D_a = 0.005, k_0 = 0.1, \gamma = 1.0, K = 0.3, \beta = 1.0$. The parameter $D_b$ varies as indicated in the text. Unless otherwise stated, $M_0 = |\Omega|$. For Figures 1-3, $a_{p,0} = 1, \sigma_{x,0}^{-2} = \sigma_{y,0}^{-2} = \sigma_{z,0}^{-2} = 10$. For Figures 4 and 5, the initial condition (9) has parameters $a_{p,i} = 1, \sigma_{v,i}^{-2} = 10$ and $x_i = z_i = 0$ for $v = x, y, z$ and $i = 0, 1$. In Figure 4 we set $y_0 = -y_1 = 0.85$, while, in Figure 5 $y_0 = 1.05$ and $y_1 = 0.95$. 

Figure A.8: The meshes of the domains, with an opening on the bulk mesh. A) Mesh on the oblate spheroid, used in Figures 1-2, 4-5; B) Mesh on the ellipse of Figure 4; C) Mesh of the elongated, non-convex geometry, used in the simulations in Figure 6; Figures D-F represent different refinement levels of the mesh of Figure 5. See Table A.1 for more details.
Figure A.9: The numerical method conserves the total mass. In the figures we plot the rescaled total mass \( \left( \int_\Gamma a + \int_\Omega b \right) / M_0 \) of all the simulations of the BSWP model proposed in this manuscript. The figure on top refers to the simulations in Figure 2, the one in the middle to the simulations in Figure 5 for the three different mesh refinements (as shown in Fig. A.8), the figure on the bottom to the simulations in Figures 6 and 7. The maximal error, calculated as \( \max_t \left( \int_\Gamma a + \int_\Omega b \right) (t) - \min_t \left( \int_\Gamma a + \int_\Omega b \right) (t) \), is, respectively for each of the three figures, of the order \( 10^{-9} \), \( 10^{-10} \) and \( 10^{-11} \).
For Figure 6, the initial condition (6) is prescribed with $a_{p,0} = 1$, $\sigma_{y,0}^{-2} = 15$, $\sigma_{x,0}^{-2} = \sigma_{z,0}^{-2} = 0$, and $x_0 = z_0 = 0, y_0 = 2.6$. As a last remark we want to stress out that, in this work, we always consider a nondimensional system and analyse it for certain parameter values within the range of wave-pinning dynamics. However our choices are still close to previous works. For instance, the kinetic parameters of the reaction function $f$ are very close to the ones in [2, 3]. The parameter $K$ is reduced from 1 to 0.3, which speeds up the positive feedback in activation. Such choice may be seen as a rescaling of the variables $a$ and $b$ and it is similar to [14, 10]. Regarding the choice of the diffusion parameters, these are very closely related to the ones presented by Mori et al. [2], but with some adjustments. Indeed in [2] $D_a = 0.1\mu m^2/s$ and $D_b = 10\mu m^2/s$ but they consider a cell diameter of 10$\mu m$ which, directly extended to three-dimensions, would lead to a surface area of approximately 314 $\mu m^2$. In our cases, the surface area $\Gamma$ is between 11 and 14 (see Table A.1). In dimensional units we may write $|\Gamma| \approx 12.5X^2$, where $X$ is a unit dimension. Imposing $|\Gamma| = 314\mu m^2$ we find that $\mu m^2 \approx 0.04X^2$ which gives us $D_a = 0.004X^2/s$. The bulk diffusion parameter $D_b$ is considered to be a couple of orders bigger than its surface counterpart [2, 4, 26]. Therefore, since the aim of our work was to consider also the infinite bulk diffusion, we consider $D_b$ to be always of two orders of magnitude greater than $D_a$ (with the only exception in Figure 1, where the solution $a$ is reported also for $D_b = 0.05$, but polarisation fails).

References

[1] W. J. Nelson, Adaptation of core mechanisms to generate cell polarity, Nature 422 (6933) (2003) 766–774. doi:10.1038/nature01602.

[2] Y. Mori, A. Jilkine, L. Edelstein-Keshet, Wave-pinning and cell polarity from a bistable reaction-diffusion system, Biophysical Journal 94 (9) (2008) 3684–3697. doi:10.1529/biophysj.107.120824.

[3] B. Vanderlei, J. J. Feng, L. Edelstein-Keshet, A computational model of cell polarization and motility coupling mechanics and biochemistry, Multiscale Modeling & Simulation 9 (4) (2011) 1420–1443. doi:10.1137/100815335.

[4] D. Cusseddu, L. Edelstein-Keshet, J. A. Mackenzie, S. Portet, A. Madzvamuse, A coupled bulk-surface model for cell polarisation, Journal of
### Table A.1: Spatial and temporal discretisation.

The table reports the number of vertices and elements of each mesh, together with information on the bulk, surface and mesh size. The values $h_{\text{min}}$ and $h_{\text{max}}$ indicate, respectively, the minimal and the maximal cell size in the mesh, which indicates the smallest and greatest distance between any two vertices of a mesh element.

|                | A)      | B)      | C)      | D)      | E)      | F)      |
|----------------|---------|---------|---------|---------|---------|---------|
| **Bulk $\Omega$** |         |         |         |         |         |         |
| vertices       | 3,555,74| 2,666,282| 2,087,090| 4,166,440| 4,178,326| 4,178,326|
| elements       | 7,140   | 826     | 479,37  | 11,836  | 33,244  | 26,5952 |
| $h_{\text{max}}$ | 0.282,133| 0.110,144| 0.133,353| 0.263,361| 0.180,844| 0.128,992|
| $h_{\text{min}}$ | 0.130,494| 0.068,511| 0.057,867| 0.119,002| 0.079,174| 0.039,587|
| **Boundary $\Gamma$** |         |         |         |         |         |         |
| vertices       | 11,286,828| 5,819,239| 13,870,051| 12,531,459| 12,551,124| 12,551,124|
| elements       | 1,626   | 66      | 949     | 2,096   | 4,472   | 17,888  |
| $h_{\text{max}}$ | 0.282,133| 0.088,184| 0.083,116| 0.226,042| 0.143,022| 0.080,545|
| $h_{\text{min}}$ | 0.102,122| 0.088,150| 0.041,440| 0.080,562| 0.058,842| 0.029,241|
| Time step      | 0.01    | 0.01    | 0.01    | 0.01    | 0.01    | 0.01    |

Theoretical Biology 481 (2019) 119–135. [doi:10.1016/j.jtbi.2018.09.008](https://doi.org/10.1016/j.jtbi.2018.09.008)

[5] V. Sharma, J. Morgan, Global existence of solutions to reaction-diffusion systems with mass transport type boundary conditions, SIAM Journal on Mathematical Analysis 48 (6) (2016) 4202–4240. [doi:10.1137/15M1015145](https://doi.org/10.1137/15M1015145)

[6] F. Brauns, J. Halatek, E. Frey, Phase-space geometry of mass-conserving reaction-diffusion dynamics, Physical Review X 10 (2020) 041036. [doi:10.1103/PhysRevX.10.041036](https://doi.org/10.1103/PhysRevX.10.041036)

[7] A. Jilkine, A wave-pinning mechanism for eukaryotic cell polarization based on Rho GTPase dynamics, Ph.D. thesis, University of British Columbia (2009).

[8] J.-G. Chiou, S. A. Ramirez, T. C. Elston, T. P. Witelski, D. G. Schaeffer, D. J. Lew, Principles that govern competition or co-existence in Rho-GTPase driven polarization, PLoS Computational Biology 14 (4) (2018) e1006095. [doi:10.1371/journal.pcbi.1006095](https://doi.org/10.1371/journal.pcbi.1006095)

[9] F. Brauns, H. Weyer, J. Halatek, J. Yoon, E. Frey, Wavelength selection
by interrupted coarsening in reaction-diffusion Systems, Physical Review Letters 126 (2021) 104101. doi:10.1103/PhysRevLett.126.104101

[10] P. W. Miller, D. Fortunato, C. Muratov, L. Greengard, S. Shvartsman, Forced and spontaneous symmetry breaking in cell polarization, Nature Computational Science 2 (8) (2022) 504–511. doi:10.1038/s43588-022-00295-0.

[11] A. Madzvamuse, A. H. Chung, The bulk-surface finite element method for reaction–diffusion systems on stationary volumes, Finite Elements in Analysis and Design 108 (2016) 9–21. doi:10.1016/j.finel.2015.09.002.

[12] M. Frittelli, A. Madzvamuse, I. Sgura, Bulk-surface virtual element method for systems of PDEs in two-space dimensions, Numerische Mathematik 147 (2) (2021) 305–348. doi:10.1007/s00211-020-01167-3.

[13] M. Frittelli, A. Madzvamuse, I. Sgura, Virtual element method for elliptic bulk-surface pdes in three space dimensions, arXiv preprint arXiv:2111.12000 (2021).

[14] R. Diegmiiller, H. Montanelli, C. B. Muratov, S. Y. Shvartsman, Spherical caps in cell polarization, Biophysical Journal 115 (1) (2018) 26–30. doi:10.1016/j.bpj.2018.05.033.

[15] J. J. Tyson, J. P. Keener, Singular perturbation theory of traveling waves in excitable media (a review), Physica D: Nonlinear Phenomena 32 (3) (1988) 327–361. doi:10.1016/0167-2789(88)90062-0.

[16] S. Bialecki, P. Nałęcz-Jawecki, B. Kaźmierczak, T. Lipniacki, Traveling and standing fronts on curved surfaces, Physica D: Nonlinear Phenomena 401 (2020) 132215. doi:10.1016/j.physd.2019.132215.

[17] A. R. Singh, T. Leadbetter, B. A. Camley, Sensing the shape of a cell with reaction diffusion and energy minimization, Proceedings of the National Academy of Sciences 119 (31) (2022) e2121302119. doi:10.1073/pnas.2121302119.

[18] D. Cusseddu, Mathematical modelling in cellular biology through compartmentalisation and conservation laws, Ph.D. thesis, University of Sussex (2019).
[19] F. Spill, V. Andasari, M. Mak, R. D. Kamm, M. H. Zaman, Effects of 3d geometries on cellular gradient sensing and polarization, Physical biology 13 (3) (2016) 036008. doi:10.1088/1478-3975/13/3/036008

[20] S. A. Ramirez, S. Raghavachari, D. J. Lew, Dendritic spine geometry can localize GTPase signaling in neurons, Molecular Biology of the Cell 26 (22) (2015) 4171–4181. doi:10.1091/mbc.E15-06-0405

[21] H. Berestycki, J. Bouhours, G. Chapuisat, Front blocking and propagation in cylinders with varying cross section, Calculus of Variations and Partial Differential Equations 55 (3) (2016) 1–32. doi:10.1007/s00526-016-0962-2

[22] W. Giese, M. Eigel, S. Westerheide, C. Engwer, E. Klipp, Influence of cell shape, inhomogeneities and diffusion barriers in cell polarization models, Physical Biology 12 (6) (2015) 066014. doi:10.1088/1478-3975/12/6/066014

[23] A. R. Houk, A. Jilkine, C. O. Mejean, R. Boltyanskiy, E. R. Dufresne, S. B. Angenent, S. J. Altschuler, L. F. Wu, O. D. Weiner, Membrane tension maintains cell polarity by confining signals to the leading edge during neutrophil migration, Cell 148 (1-2) (2012) 175–188. doi:10.1016/j.cell.2011.10.050

[24] M. Alnæs, J. Blechta, J. Hake, A. Johansson, B. Kehlet, A. Logg, C. Richardson, J. Ring, M. E. Rognes, G. N. Wells, The FEniCS Project Version 1.5, Archive of Numerical Software 3 (100) (2015). doi:10.11588/ans.2015.100.20553

[25] C. Geuzaine, J.-F. Remacle, Gmsh: A 3-D finite element mesh generator with built-in pre- and post-processing facilities, International Journal for Numerical Methods in Engineering 79 (11) (2009) 1309–1331. doi:10.1002/nme.2579

[26] D. Kamps, J. Koch, V. O. Juma, E. Campillo-Funollet, M. Graessl, S. Banerjee, T. Mazel, X. Chen, Y.-W. Wu, S. Portet, et al., Optogenetic tuning reveals rho amplification-dependent dynamics of a cell contraction signal network, Cell reports 33 (9) (2020) 108467. doi:10.1016/j.celrep.2020.108467.
Supplementary figure. Cusseddu and Madzvamuse 2022.
*Patch competition.* The same results as in Figure 5 over the less refined mesh shown in Figure A.8D.
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*Patch competition.* The same results as in Figure 5 over the refined mesh shown in Figure A.8E.