iSeg: an algorithm for segmentation of genomic data
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Abstract

Identification of functional elements of a genome often requires dividing a sequence of measurements along a genome into segments differing from adjacent segments. In many applications, the mean of the measured values at multiple genomic locations in a segment is used to make inference of the property of interest. The segments with non-zero means often correspond to genomic regions with certain biological events, such as changes between two conditions. This problem is often called the segmentation problem in the field of genomics, and the change-point problem in other scientific disciplines. We designed an efficient algorithm, called iSeg, for segmentation of high-throughput genomic profiles. iSeg first utilizes dynamic programming to compute the significance for a large number of candidate segments. It then uses tree-based data structures to detect overlapping significant regions and update them simultaneously. Refinement and merging of significant segments are performed at the end to generate the final segmentation. We evaluate iSeg using both simulated and experimental datasets and show that it performs quite well when compared with existing methods.

Introduction

High throughput experiments, such as microarray and sequencing, are powerful tools for studying genetic and epigenetic functional elements at genome scale [1]. There has been a large number of studies on the analysis of gene expression data generated from high-throughput experiments [2]. When measuring gene expressions, the genomic locations of genes are known and multiple probes (or short reads) can be mapped to a gene to obtain its expression values. With replicates from two experimental conditions, standard hypothesis tests, such as t-test, can be performed to infer the differentially expressed genes. On the other hand, the situation is quite different for functional elements without predefined locations (i.e. starting and ending positions). Consider DNA copy number as an example. When detecting the changes in DNA copy number between two experimental conditions, one needs to consider a very large number of regions that can possibly undergo changes. The number is usually much larger than the total number of genes. Other functional elements especially epigenetic features fall into the same category. This poses a significant challenge to the analysis of such type of data.

The problem is usually formulated as segmenting a sequence of measurements along the genome. For example, if segments without changes have a mean value of zero and those with changes have nonzero
means, then the goal is to identify those segments of the genome whose means are significantly above or below zero. A number of methods have been developed recently and many of those were tested on analysis of DNA copy number variations (CNVs) for microarray-based comparative genomic hybridization (aCGH) data [3–15]. The previous methods fall into several categories including change-point detection [3, 5, 8–10, 12–16, 23], Hidden Markov models [11, 15, 24–26], Dynamic Bayesian Network (DBN) models [27, 28], signal smoothing [29–32], and variational models [33, 34]. For review and comprehensive comparison, please refer to [35–38]. In recent years, many efforts have been focused on developing methods for segmentation of multiple profiles simultaneously [7, 39–51]. Despite significant progresses made in this area, further improvement in terms of both accuracy and computational speed is still desirable. In addition, some methods require users to adjust parameters to obtain acceptable results. In this study, we designed an algorithm to segment genome-wide profiles to achieve better accuracy and efficiency compared to existing methods. In addition, we minimize the number of parameters users have to tune so that our method can be easily applied by biologists with limited analytical expertise. Our method, iSeg (implemented in C++), has shown superior performance on both simulated data and benchmark experimental data compared with previous methods. The next section describes the method in detail.

**Materials and Methods**

Most segmentation methods have an underlying assumption of normality. For instance, the test statistics in [3, 10, 13] are modified versions of a t-statistic. We make a similar assumption in this study, so the comparison with existing methods is straightforward.

Consider a sample consisting of $N$ measurements along the genome in a sequential order, $X_1, X_2, \ldots, X_N$, and

$$\begin{align*}
X_k &\sim N(0, \sigma^2), \quad \forall k \in \mathcal{G} \\
X_k &\sim N(\mu, \sigma^2), \quad \forall k \notin \mathcal{G}
\end{align*}$$

for some set of locations $\mathcal{G}$. The common assumption is that there are $M$ non-overlapping segments with mean $\mu_1, \mu_2, \ldots, \mu_i, \ldots, \mu_M$, where $\mu_i \neq 0$, and the union of these segments will form the complement of the set $\mathcal{G}$. If the background level is non-zero, tests can be performed over segments for this level instead of testing against zero. According to this model, it is possible for multiple segments with different non-zero means to be adjacent to each other. In addition, all the measurements are assumed to be independent. This assumption has been employed in many existing methods [3, 17]. A summary of existing methods that use such an i.i.d assumption and its properties are nicely discussed in [52]. The goal of a segmentation method is to detect all the $M$ segments with non-zero means.

A formal description of change-point problems is given in [53]. As an example, (Fig. 1A) shows segments sampled from Normal distributions with non-zero means where the rest of the data is sampled from a standard Normal distribution. One approach used by some of the previous methods [3, 13] is to first find a segment with the highest significance (or smallest p-value), remove the segment and repeat the process for the rest of the profile until all the segments with significance higher than a threshold value are identified. There are two computational challenges associated with this approach that also manifest in many previous methods. First, the number of segments that have to be examined is very large; Second, the overlaps among significant segments need to be detected so that the significance of the overlapping segments can be adjusted accordingly. To deal with the first challenge, we applied dynamic programming combined with exponentially increased segment scales to speed up the scanning of a large sequence of data points. The resulting optimization approach is top-down with memoized computations identifying optimal substructures. To deal with the second challenge, we designed an algorithm coupling two balanced binary trees to quickly detect overlaps and update the list of most significant segments. Segment refinement and merging allow iSeg to detect segments of arbitrary length. The details of the
Figure 1. One of the simulated profiles and its detected segments obtained using iSeg. (A) The actual data with background noise and meaningful segments. The segments with non-zero means are normally distributed with unit variance and means 0.72, 0.83, 0.76, 0.9, 0.7, and 0.6 respectively. The profiles shown here are normalized for an approximate signal to noise ratio of 1.0. The segments detected by iSeg (B) and other existing methods: snapCGH (C), mBPCR (D), cghseg (E), cghFLasso (F), HMMSeg (G), DNAcopy (H) and fastseg (I). Comparison of $F_1$-scores for the simulation profiles with SNR $\approx 1.0$. Since the profiles are simulated, the SNR of the resultant profiles is approximately one. The SNR defined during the simulation is exactly one.
algorithm are given below.

**Computing p-values using dynamic programming**

iSeg scans a large number of segments starting with a minimum window length, $W_{\text{min}}$, and up to a maximum window length, $W_{\text{max}}$. They have default values 1 and 300, respectively. This window length increases by a fixed multiplicative factor, called power factor ($\rho$), with every iteration. For example, the shortest window length is $W_{\text{min}}$, and the next shortest window length would be $\rho W_{\text{min}}$. The default value for $\rho$ is 1.1. When scanning with a particular window length, $W$, we use overlapping windows with a space of $W/5$. When ‘W’ isn’t a multiple of 5, numerical rounding (ceil) is applied. The aforementioned parameters can be changed by a user. The algorithm computes p-values for candidate segments and detects a set of non-overlapping segments most significant among all possible segments.

Given the normality assumption, a standard test for mean is the one-sample student’s t-test, which is commonly found among many existing methods. The test statistic for this test is,

$$t = \frac{\bar{x}\sqrt{n}}{s}$$  \hspace{1cm} (3)

where $\bar{x}$ is the sample mean, $s$ is the sample standard deviation, and $n$ is the sample size. A drawback of this statistic is that it cannot evaluate segments of length 1. This may be the reason that some of the previous methods are not good at detecting segments of length 1. Although we can derive a test statistic separately for segments of length 1, the two statistics may not be consistent. To solve this issue, we first estimate the sample standard deviation using median absolute deviation and assume that the standard deviation is known. This allows us to use $z$ statistic instead of $t$ statistic and the significance of single points can be evaluated based on the same model assumption as longer segments. To calculate sample means for all segments to be considered for significance, the number of operations required by a brute force approach is ‘$C_b$’.

$$C_b = \sum_{i=0}^{k} (N - \rho^i W_{\text{min}}) \rho^i W_{\text{min}}$$  \hspace{1cm} (4)

where, $\rho^k W_{\text{min}} \leq W_{\text{max}}$ and $\rho^{k+1} W_{\text{min}} > W_{\text{max}}$.

Computation of these parameters (means and standard deviations) for larger segments can be made more efficient by using the means computed for shorter segments (top-down memoization of dynamic programming). For example, the running sum of a shorter segment of length ‘m’ given by,

$$S_m = \sum_{i=1}^{m} X_i$$  \hspace{1cm} (5)

If this sum is retained, the running sum of a longer segment of length ‘r’ ( > m) in the next iteration can be obtained as,

$$S_r = S_m + \sum_{i=(m+1)}^{r} X_i$$  \hspace{1cm} (6)

and the means for all the segments can be computed using these running sums. Now, the total number of operations ($C_{b}^*$) is

$$C_{b}^* = N + \sum_{i=0}^{k} (N - \rho^i W_{\text{min}})$$  \hspace{1cm} (7)
which is much smaller in practice than the number of operations ($C_b$) without using dynamic programming. Computation of standard deviations are sped up using a similar memoization process resulting in computational efficiency.

Detecting overlapping segments and updating significant segments using balanced binary trees

When the p-values of all the segments are computed, we rank the segments by their p-values from smallest to largest. All the segments with p-values smaller than a threshold value, $p_s$, are kept in a balanced binary tree (BBT1). We set $p_s$ as 0.001 in this study to speed up the computation. With thousands of hypothesis tests being performed usually for a particular dataset, this cutoff is reasonable. Assuming a significance level ($\alpha$) of 0.1, 100 simultaneous tests will maintain a family-wise error rate (FWER) bounded by 0.001 with Bonferroni and Sidak corrections. Thus, the cut-off is an acceptable upper bound for multiple testing. It can be changed by a user if necessary. The procedure is described below as a pseudo-code. The set SS stores all significant segments. The second balanced binary tree (BBT2) stores the boundaries for significant segments. After the procedure, SS contains all the detected significant segments. The selection of segments using balanced binary tree aims to minimize the p-values for individual segments. When the minimization causes some segments to overlap, the one with smaller p-value is selected.

```
procedure SelectSignificantSegments
    initialize BBT2 // BBT2 is empty at the beginning
    while(BBT1 not empty)
        S = top ranked segment in BBT1 (smallest p-value among all segments in BBT1)
        delete S from BBT1
        $l$ = left boundary of $S$
        $r$= right boundary of $S$
        if(checkoverlap (BBT2, $l$, $r$) == FALSE) // no overlapping
            insert pair($l$, $r$) into BBT2
            insert $S$ to set SS
    Refinement of significant segments
    The significant segments are refined further by expansion and shrinkage. Without loss of generality, in the procedure (see SegmentExpansion text box) we describe expansion on left side of a segment only. Expansion on the right side and shrinkage are done similarly. When performing said expansion and shrinkage, a condition to check for overlapping segments is applied so the algorithm results in only disjoint segments.
```
Merging adjacent significant segments

When all the significant non-overlapping segments are detected and refined in the previous steps, iSeg performs a final merging step to merge adjacent segments. The procedure is straightforward. We check each pair of adjacent segments. If the merged segment, whose range is defined by the left boundary of the first segment and the right boundary of the second segments, has a p-value smaller than those of individual segments, then we merge the two segments. The new segment will then be tested for merging with its adjacent segments iteratively. The procedure continues until no segments can be merged. Apart from refinement, merging also prevents partitioning of a signal into only short segments. Short segments are called significant only if a longer segment or several merged segments are insignificant. With refinement and merging, iSeg can detect segments of arbitrary length—long and short.

```
procedure SegmentExpansion (S_{l,r})
/* S_{l,r}: the segment to be expanded. Its left boundary is l, and right boundary is r. */
S = S_{l,r}
while()
    p = p-value of S
    L = length of S
    l_0 = left boundary of S
    /* expand the segment by 1/K of its current length, and compute its p-value. The default value for K is 10. */
    l' = l_0 - ceiling(L/K)
    p' = p-value of segment S_{l',r}
    if p' < p
        S = S_{l',r}
    else
        compute p-values for all segments with left boundary in (l', l_0) and right boundary r.
        let p_m be the minimum p-value of these segments, and l_m be the corresponding left boundary.
        if p_m < p
            S = S_{l_m,r}
        break
Update S_{l,r} with boundaries of S.
```

Multiple comparison

In iSeg, p-values for potentially significant segments are calculated. Using a common p-value cutoff, for example 0.05, to determine significant segments can suffer from a large number of false positives due to multiple comparison. To cope with the multiple comparison issue which can be very serious when the sequence of measurements is long, we use a false discovery rate (FDR) control. Specifically, we employ the Benjamini-Hochberg (B-H) procedure \cite{54} to obtain a cutoff value for a predefined false discovery rate (\( \alpha \)), which has a default value of 0.01, and can also be set by a user. Other types of cutoff values can be used to select significant segments, such as a fixed number of most significant segments.

Biological cutoff

Often in practice, biologists prefer to call signals above a certain threshold. For example, in gene expression analysis, a minimum of two-fold change may be applied to call differentially expressed genes. Here we add a parameter, \( p_b \), which can be tuned by a user to allow more flexible and accurate calling of significant segments. Such a cutoff is quite useful in situations where the baseline is non-zero.
Results

We compare our method with several previous methods for which we can obtain executable programs: HMMSeg [55], CGHSeg [12], DNAcopy [3,16], fastseg [10], cghFLasso [31], BioHMM-snapCGH [24] and mBPCR [5]. Each method has some parameters that can be tuned by a user to achieve better performance. In our comparative study, we carefully chose the parameters based on the recommendations provided by the authors of such methods. For each method, a single set of parameters is used for all data sets. Post-processing is required by some of the methods to identify significant segments.

In our analysis, performance is measured using $F_1$-scores [56] for all methods. $F_1$-scores are considered as a robust measure for classifiers, as they account for both precision and recall in their measurement. The $F_1$-score is defined as,

$$F_1 = \frac{(2pr)}{(p+r)}$$

where $p$ is precision and $r$ is recall for a classifier. In terms of the true and false positives,

$$p = \frac{TP}{(TP+FP)}$$

$$r = \frac{TP}{(TP+FN)}.$$ 

Since an effective threshold is not varied to assess performance in the space of sensitivity and specificity, our analysis implements $F_1$-scores. These scores have been shown to effectively assess the performance of various classifiers (including support vector machines) and are claimed as viable alternatives to approaches such as ROC, AUC etc. [57].

The methods CGHSeg, DNAcopy, and fastseg depend on random seeds given by a user (or at run-time automatically), and the $F_1$-scores at different runs are not the same albeit very close. These methods were run using three different random seeds, and the averages of the $F_1$-scores were used to measure their performance. In the following sections, we assess iSeg’s performance using both simulated data and experimental benchmark data.

Performance on simulated data

The simulation profiles were generated under varying noise conditions, with signal to noise ratios (SNR) of 0.5, 1.0 and 2.0, which correspond to poor, realistic and ideal cases. Ten different profiles of length 5000 are simulated.

For each profile, five different segments of varying lengths are predefined at different locations. Data points outside of these segments are generated from normal distribution with mean zero. The five segments are simulated with non-zero means and varying amplitudes (some easy to detect and some rather difficult) in order to assess the robustness of the methods. (Fig. 1) shows an example of the simulated data and the segments identified by iSeg and other existing methods. (Fig. 2(A)) shows the performance of iSeg and other methods on simulated data with SNR = 1.0. We can see that iSeg, DNACopy and CGHSeg perform similarly well, with HMM and CGHFLasso performing a little worse while fastseg did not perform as well as the other methods. iSeg is also tested using a set of 10 longer simulated profile, each of length 100000. Seven segments are introduced at varying locations along the profiles. iSeg performs still quite well in these very long profiles. The performance of these methods on long sequences is shown in (Fig. 2(B)).

Performance on experimental data

To assess the performance of iSeg on experimental data, we use three different datasets: 11 profiles from [58], called Coriell dataset; three profiles from [59], called BACarray dataset; and two profiles
Figure 2. Comparison of $F_1$-scores of various methods in analyzing different types of profiles. A. Simulated Profiles B. Simulated Long Profiles (n=100K) C. Coriell (Snijders et al.) Profiles D. BACarray Profiles

taken from TCGA (The Cancer Genome Atlas), called TCGA dataset. The 11 profiles in Coriell datasets correspond to 11 cell lines: GM03563, GM05296, GM01750, GM03134, GM13330, GM01535, GM07081, GM13031, GM01524, S0034 and S1514. We construct “gold standard” annotations using a consensus approach. We first run all the methods using several different parameter settings for each method. The resulting segments are evaluated using the test statistic described in this method. The set of gold standard segments are obtained using Benjamini-Hochberg procedure to account for multiple comparisons. The annotations derived using a consensus approach are provided as Supplementary material.

The 11 profiles from the Coriell dataset were segmented using iSeg and the other methods, and the $F_1$-scores are shown in (Fig. 2(C)) The performance of iSeg is robust with accuracy above 0.75 for all the profiles from this dataset and it is comparable to, better in some cases, other methods. For HMMSeg, both no-smoothing and smoothing are used. The best smoothing scale for HMMSeg was found to be 2 for the Coriell dataset. The segmentation results for one profile in Coriell dataset is shown in (Fig. 3). We can see that iSeg identified most of the segments. While DNAcopy, fastseg, HMMSeg and cghseg missed single-point peaks, cghFLasso, mBPCR and snapCGH missed some longer segments. The segmentation results for other profiles in Coriell dataset can also be found in the Supplementary material. We generated annotations using the consensus method for BACarray dataset similar to the Coriell dataset. The comparison of $F_1$-scores is shown in (Fig. 2(D)) and the comparison of segmentation results is shown in (Fig. 4). iSeg has better $F_1$-scores than the other methods and a similar conclusion can also be gathered from visual inspection.

For TCGA datasets, since the profiles are rather long, we did not generate annotations using the consensus approach. We apply some of the methods on this dataset and compared their segmentation results (Fig. 5). Again, we can see that iSeg identified most of the significant peaks. DNAcopy performs well overall, but tends to miss single-point peaks while other methods did not perform as expected.

We compare the computational time of iSeg with those of the other methods. Table 1 shows that iSeg is the fastest method for all three data sets. It is worth noting that for very long profiles (length 100000),
Figure 3. Comparison of segmentation results obtained for the Coriell dataset. (A) The gold standard segmentation obtained using a consensus approach. Segmentation results of iSeg (B) and other existing methods: snapCGH (C), mBPCR (D), cghseg (E), cghFLasso (F), HMMSeg (G), DNAcopy (H) and fastseg (I).

Figure 4. Comparison of segmentations for BACarray dataset. (A) The gold standard segmentation obtained using a consensus approach for the TCGA Glioblastoma Multiforme (GBM) profile. Segmentation results of iSeg (B) and other existing methods: snapCGH (C), mBPCR (D), cghseg (E), cghFLasso (F), HMMSeg (G), DNAcopy (H) and fastseg (I).
Figure 5. Comparison of segmentations for the TCGA dataset. The patient profile ID is TCGA-02-0007 and the data is supplied by the Harvard Medical School 244 Array CGH experiment (HMS). Segmentation results of iSeg (A) and other existing methods: DNAcopy (B), cghFLasso (C), and cghseg (D). The peaks pointed by the arrows and the region labeled by the red, and green squares are identified by iSeg, but not all of them are detected by the other three methods. Overall, iSeg consistently identifies all the significant peaks. Other methods often miss peaks or regions which are more significant than those identified.

iSeg takes much less time than the other methods. The use of dynamic programming and a power factor makes the initial scanning of a profile fairly fast. The long profiles contain similar amount of data points that are signals (as opposed to background or noise) as the shorter profiles. The time spent on dealing with potentially significant segments is roughly the same between the two types of profiles. As a result, the overall running time of iSeg for the long profiles does not increase so much as the other methods. In summary, iSeg runs faster than the other methods, and much faster for profiles with sparse signals.

Discussion

In this study, we designed an efficient method, iSeg, for the segmentation of large-scale genomic profiles. When compared with existing methods using both simulated and experimental data, iSeg shows superior accuracy and speed. iSeg performs equally well when tested on very long profiles, making it suitable for real-time, online applications involving large-scale genomic datasets. In this study, we have assumed that the data follow a normal distribution. The algorithm is not limited to this distribution and other hypothesis tests can be used to compute p-values for the segments. It has been shown that data generated by next-generation sequencing (NGS), which has gained much popularity in genomics research, may follow a Poisson or a negative binomial distribution[60,61]. We aim to implement these two distributions
in the near future. The use of dynamic programming and a power factor makes iSeg computationally more efficient when analyzing very long profiles, especially with sparse signals as noted in many NGS data sets. The refinement step identifies the exact boundaries of segments found by the scanning step. Merging allows iSeg to detect segments of any length. Together, these steps make iSeg an accurate and efficient method for segmentation of sequential data. Methods such as VEGA [62] isolate segments while accounting for serial dependence using a piece-wise smoothing model and minimization of a cost function. However, a piece-wise smoothing model could be problematic especially in the presence of sharp changes (peaks or very narrow segments) on a short interval. Such a method could miss short segments by calling a longer segment containing the short segment. This behavior could be seen in some results shown in [62] when comparing to Ultrasome [63] and SMAP [64]. iSeg overcomes such issues retaining a narrow segment, or a peak, if it is deemed significant. Although tested only on DNA copy number data, in principle, iSeg can be used to segment other types of genomic data, such as DNA methylation and histone modifications. Some adaptation or parameter tuning may be needed for different data types.

The statistic used in our method is very similar to the one used in [13], which is based on similar model assumptions as some of the previous methods. However in [13], the segments are identified using an exhaustive approach, which will not be efficient when the profiles to be segmented are very long. To speed up computation, the method in [13] assumes that the segments have relatively short length, which is not true for some datasets. The algorithm designed in this study allows us to detect segments of any length with greater efficiency.

The gold standard generated using the consensus approach does not guarantee that the true optimal segments will be identified. In addition, the $F_1$-scores may favor iSeg more as the test statistic used to generate the gold standard is not employed by the other methods. However, the statistic we used is based on model assumptions used by many existing methods and can be used in evaluating segments of length 1 or more. Some existing test statistics cannot be used for segments of length 1, which is the reason why they tend to miss such segments. Clearly, visual inspection of segmentation results shows that iSeg performs better than the other methods in this study. A natural extension of iSeg will be to compare multiple profiles simultaneously. This will be a subject for our future research.

We have designed the method to make it flexible and versatile. This resulted in a number of parameters that users can tune. However, the default values work well for all the simulated and experimental datasets. In practice, to obtain satisfactory results, users are not expected to modify any parameters. The speed of iSeg would allow us and fellow researchers to implement it as an online tool to deliver segmentation results in real-time.
Tables

Table 1. Comparison of computational times (in seconds) on simulated data and Coriell data.

| Method          | Simulation (SNR\(\approx\)1.0, n=5000) | Simulation (SNR\(\approx\)1.0, n=100K) | Coriell |
|-----------------|------------------------------------------|----------------------------------------|---------|
| iSeg (C++)      | 0.164                                    | 1.223                                  | 0.294   |
| DNAcopy (R)     | 2.267                                    | 60.343                                 | 3.098   |
| fastseg (R)     | 0.647                                    | 48.139                                 | 0.630   |
| CGHSeg (R)      | 54.480                                   | 157.626                                | 24.36   |
| HMMSeg (Java)   | 0.543                                    | 160.790                                | 0.552   |

Table 2. The table summarizes total computational times required to process 10 simulated and 11 Coriell profiles.
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