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ABSTRACT

Image Captioning is a fundamental task to join vision and language, concerning about cross-modal understanding and text generation. Recent years witness the emerging attention on image captioning. Most of existing works follow a traditional two-stage training paradigm. Before training the captioning models, an extra object detector is utilized to recognize the objects in the image at first. However, they require sizeable datasets with fine-grained object annotation for training the object detector, which is a daunting task. In addition, the errors of the object detectors are easy to propagate to the following captioning models, degenerating models’ performance. To alleviate such defects, we propose a frustratingly simple but highly effective end-to-end image captioning framework, Visual Conditioned GPT (VC-GPT), by connecting the pre-trained visual encoder (CLIP-ViT) and language decoder (GPT2). Different from the vanilla connection method that directly inserts the cross-attention modules into GPT2, we come up with a self-ensemble cross-modal fusion mechanism that comprehensively considers both the single- and cross-modal knowledge. As a result, we do not need extra object detectors for model training. Experimental results conducted on three popular image captioning benchmarks (MSCOCO, Flickr30k and NoCaps) demonstrate that our VC-GPT achieves either the best or the second-best performance across all evaluation metrics over extensive baseline systems.

CCS CONCEPTS

• Computing methodologies → Natural language generation;
  Natural language processing; Computer vision.

KEYWORDS

image captioning, vision and language, multimodal fusion

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

Conference’17, July 2017, Washington, DC, USA
© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-xxxx-xx/YY/MM ... $15.00
https://doi.org/10.1145/nnnnnn.nnmmnn

1 INTRODUCTION

Image Captioning is an important vision-and-language task to automatically generate description for an image with natural language [54], which involves visual recognition and language generation. Most existing image captioning approaches adopt a two-stage training paradigm [4, 12, 24, 31, 41, 63, 66, 70] as illustrated in Figure 1a. More specifically, an object detector (OD) is trained with extra fine-grained object recognition datasets to detect the visual objects in an image [48] at first. Then image captioning models are trained on top of the detected object with feature learning algorithms. However, the drawback of such paradigm is that training the ODs needs large-scale and high-quality object recognition datasets which are time-consuming to annotate [52] and only available for popular datasets, like MSCOCO [32]. In addition, the errors of ODs are easy to propagate to the following captioning models.

To remove the object detectors from the captioning models training pipeline, the natural method is to leverage the pre-trained vision transformer [6, 15, 20, 72] and directly separate an image into several patches which are then fed into the model. Since these models are pre-trained with extremely large-scale datasets, they can generalize to a wide range of natural images. Thus, there is no need for additional object annotations and the captioning models can be trained in an end-to-end manner. Figure 1b illustrates such paradigm. In our work, we follow this paradigm and adopt the state-of-the-art pre-trained vision transformer, CLIP-ViT [46] as the visual encoder and language transformer, GPT2 [47] as the language decoder. Due to the superior language generation power of GPT2 and the visual recognition ability of CLIP-ViT, this method can reduce the burden of learning these two abilities and focus on aligning the cross-modal information during training.

Unfortunately, GPT2 lacks an essential cross-attention component to process the information from the encoder. To fill up this gap, the simplest method is to directly insert the randomly initialized cross-attention modules into GPT2, evolving to a standard seq2seq encoder-decoder Transformer [60]. Figure 2a introduces such vanilla framework. Since there exists a gap between language
Comparing with the traditional two-stage training baseline systems, our VC-GPT achieves the best or the second-best performance across all evaluation metrics. (section 5.3)

2 RELATED WORK

CLIP-ViT and GPT2. Recently, Radford et al. [46] propose a novel model, CLIP, which contains two encoders, one for images and one for texts. Such models are pre-trained with contrastive loss [21] to jointly represent the image and its paired caption in the same semantic latent space. This model has already achieved great success in many computer vision or cross-modal tasks, like image classification [74] and text-to-image generating/editing [7, 18, 77]. In this work, we adapt the powerful CLIP model to the image-to-text generation scenario. Since there is no input text, we only employ the image encoder (CLIP-ViT) in CLIP to represent an image. CLIP-ViT follows the same settings as the previous vision transformer (ViT [15]) to directly divide an image into patch features, so that we can get rid of the object detectors.

In addition, GPT2 [47] is a pre-trained transformer decoder-only language model, which is widely used in the natural language processing area, including text summarization [27, 67] and neural machine translation [19, 39, 51, 56]. In our work, we propose a simple, yet effective VC-GPT framework to leverage the powerful visual recognition and language generation abilities of CLIP-ViT and GPT2 for caption generation.

Image Captioning. Generating the language descriptions from images is an important task to examine the vision-and-language representation ability of a cross-modal model [23]. The pioneer works for image captioning are majorly template-based [53, 69], which generate slotted templates and use the detected objects to fill in the slots. In recent years, the neural-based methods become popular, utilizing the encoder-decoder framework [57] to generate syntactically and semantically correct sentences given images. Early works are based on the features extracted by a pre-trained image classification model [8, 9], while the later works [4, 13, 24, 36, 37, 42, 49, 70, 75] choose to exploit the object detectors to extract the visual features. However, the pre-trained object detectors are only available for the popular benchmarks, like MSCOCO [32] and Flickr30k [45]. For the new datasets, most previous methods require additional object detection annotations. To remedy such defects, our work chooses to adopt the CLIP-ViT to extract the visual features. Since it is trained over an extremely large-scale images dataset, it can be applied to a wide range of natural images without additional annotations.

Vision-and-Language Pre-training. Since 2019, a large amount of works [10, 29, 30, 55, 59] propose vision-and-language pre-trained models to process the vision and text information within a single model. For example, VL-TS [11] and XGPT [63] use visual tokens extracted by the object detector as a prefix to text tokens. Then the entire models are pre-trained in an auto-regressive manner. OSCAR [31] utilizes the same structure as BERT and requires the additional supervision of object tags. Hence, the object detector is an indispensable component of these works. To mitigate the need for object detectors, METER [16] directly connects RoBERTa [34] and CLIP-ViT in a single model. Different from ours, METER majorly
Our End-to-End VC-GPT Framework.

We follow the similar idea of METER to connect GPT2 and CLIP-ViT with our self-ensemble fusion mechanism for the generative cross-modal task, image captioning.

3 METHODOLOGY

Overview. To remove the need of object detectors and train the image captioning system in an end-to-end manner, we leverage the pre-trained visual transformer (CLIP-ViT) as encoder and language transformer (GPT2) as decoder, making up the basic single-modal module. Since they only can process the vision- and language-only information, a cross-modal fusion module is an inevitable component to connect them. In section 3.2, we present our self-ensemble cross-modal fusion mechanism to fill up such gap.

3.1 Basic Single-Modal Module

Visual Encoder. We follow the same setting as the visual transformer (ViT) which recently attracts much attention and shows remarkable performance in the computer vision area [6, 15, 20, 46, 72, 73]. ViT does not need the help of the extra object detectors, but directly takes a sequence of image patches as input and visual representation hidden states for each patch as output. In our framework, the visual encoder is initialized by the state-of-the-art pre-trained ViT, CLIP-ViT, which achieves superior performance across various visual benchmarks, like ImageNet [14]. Our framework can benefit from the excellent visual representation ability of such model.

Language Decoder. The single-modal language decoder is initialized by the state-of-the-art language generation pre-trained model, GPT2. Most of the previous works neglect the importance of single-modal generation ability, but train their language decoder from scratch [11, 17, 63]. As a result, their models need to spend extra effort on learning how to model language and generate smooth sentences, which increases the burden on their models. Since GPT2 has remarkable language generation ability, this design can alleviate the workload of the model during cross-modal training. As a result, the model can focus on aligning the cross-modal information.

3.2 Cross-Modal Fusion Module

In this part, we first discuss the vanilla framework and its drawbacks in connecting CLIP-ViT and GPT2. Then we present our VC-GPT framework to avoid its problems and propose our self-ensemble mechanism to further improve the performance.

The Vanilla Framework. Figure 2a shows the structure of the vanilla framework to connect CLIP-ViT and GPT2 for image captioning by directly inserting the randomly initialized cross-attention modules into GPT2. With such design, GPT2 evolves from a single-modal to a cross-modal language generation model. One can consider this as a special case of Continual Lifelong Learning [44] that GPT2 continually learns the cross-modal knowledge. However, there exists a modal gap between language and vision. Directly injecting the visual information into GPT2 is highly possible to cause the catastrophic forgetting problem [26], harming the original language generation knowledge and degenerating captioning performance.

Our VC-GPT Framework. Different from the vanilla framework, we do not insert any randomly initialized parameters into our single-modal module, but the visual encoder is followed by several extra decoder layers and the language decoder is followed by several extra decoder layers with cross-attention. As a result, we can maintain the integrity of GPT2 and minimize the negative influence on the single-modal module.

After connecting the vision and language models, one would directly adopt the cross-modal representation for caption generation. However, such method neglects that the GPT2-initialized language decoder also has superior language generation ability. The single-modal predictions can provide a language-only generation perspective. By combing them with the cross-modal predictions, we...
can generate more smooth sentences. To achieve our goal, we introduce a frustratingly simple, but effective self-ensemble module to combine the output logits of the cross-modal fusion module and the single-modal language decoder with a residual connection [22]:

$$\text{logits} = W^G h^G + W^\text{Fuse} h^\text{Fuse}, \quad (1)$$

where $W^G$ is a linear projection of language decoder, initialized by the word embeddings matrix of GPT2. $W^\text{Fuse}$ is a linear projection of the fusion module and initialized randomly. Figure 3 shows an example which is generated by our VC-GPT. One can find that only the top-2 tokens are acceptable for the single- and cross-modal logits. After combing them with self-ensemble, all the top-5 tokens are acceptable. Therefore, the self-ensemble mechanism can comprehensively consider both single-modal and cross-modal knowledge, leading to better performance.

### 3.3 Training Objective

During training, the parallel image-caption data are needed for our VC-GPT to learn how to predict the next token with the past tokens and the visual information. The pre-training and fine-tuning objective is the auto-regressive language modeling conditioned on the visual information:

$$\mathcal{L} = -\sum_{t=1}^{T} \log P(x_t|x_{<t}, V_{info}), \quad (2)$$

where $V_{info}$ represents the visual information of the image encoded by the visual encoder. $T$ denotes the length of a sequence and $x_{<t} = (x_0, ..., x_{t-1})$. The probability of the current token in the $t$th position is determined by all the past tokens and the visual information, $V_{info}$. We can also denote this objective as cross-entropy optimization.

Apart from this basic training strategy, most previous works [4, 12, 31, 42, 70] also indicate that after optimizing with cross-entropy loss, continually training image captioning systems with REINFORCE algorithms [58] can boost the performance by a large margin. We follow this paradigm to directly optimize the image captioning evaluation metric (CIDEr [61]) with the widely used self-critical sequence training (SCST) REINFORCE algorithm [50]. We denote this training strategy as CIDEr optimization.

### 4 EXPERIMENT SETUP

#### Default Model Settings

Our framework adopts the CLIP-ViT B/16\(^4\) pre-trained model as our visual encoder and GPT2-base\(^2\) pre-trained model as our language decoder. The visual encoder and language decoder are followed by 6 extra fusion layers. The original parameters of the visual encoder (CLIP) are frozen during pre-training and updated during fine-tuning. All parameters in the extra cross-modal fusion module are initialized randomly.

#### Datasets

For pre-training, we leverage a popular dataset, Visual Genome\(^1\) which is commonly used in the previous works. Such dataset contains 110k distinct images and 5.4M short region descriptions. For image captioning task, we use three different datasets, including MSCOCO Captions [32]\(^1\), Flickr30k [45]\(^1\) and NoCaps [2]\(^1\). For MSCOCO and Flickr30k, each image corresponds to around 5 captions. We follow the standard Karpathy’s split [25] to split 113.2k/5k/5k and 29.8k/1k/1k images for train/val/test, respectively. For NoCaps, it measures generalization to unseen object classes, containing only validation and test sets. Models are only trained with the same dataset as MSCOCO. We follow the suggestion of Li et al. [31] to evaluate our models with the validation set, containing 4.5k images and 10 captions per image.

#### Evaluation Metrics

We use 4 standard automatic evaluation metrics for image captioning, including CIDEr [61], BLEU@4 [43], BLEU@5 [44], and METEOR [45].

### Table 1: Comparing with the end-to-end image captioning baseline models on MSCOCO test set. Models are based on cross-entropy loss. “-“ represents that the original paper does not report this result. “*Images” represents the number of distinct images during captioning model pre-training.

| Model          | #Images | OD? | MSCOCO (test) |
|----------------|---------|-----|----------------|
|                | C       | B@4 | M              | S              |
| End-to-End Image Captioning Baseline Systems |         |     |                |                |
| VIIL-CAP [17]  | 4M      | ✓   | 113.5          | 33.7           | 27.7           | 20.9           |
| ViTCAP [17]    | 4M      | ✓   | 125.2          | 36.3           | 29.3           | 22.6           |
| EzE-VLP [65]   | 180k    | ✓   | 117.3          | 36.2           | -              | -              |
| I-Tuning [38]  | 110k    | ✓   | 122.1          | 36.1           | 29.4           | 22.6           |
| Our Models     |         |     |                |                |                |                |
| Vanilla        | 110k    | ✓   | 120.6          | 35.5           | 29.4           | 22.7           |
| VC-GPT w/o SE  | 110k    | ✓   | 120.0          | 34.3           | 30.0           | 23.4           |
| VC-GPT         | 110k    | ✓   | 127.7          | 37.3           | 30.1           | 23.8           |

* (SE = self-ensemble, OD = object detector)
Table 2: Comparing with the two-stage training baseline models on MSCOCO. Bold indicates the best score. Underline indicates the second best score. "#Images" represents the number of distinct images during captioning model pre-training. OD corresponds to object detector. "-" represents that the original paper does not report this result.

| Model                  | OD? | #Images | Cross Entropy Optimization | CIDEr | BLEU@4 | METEOR | SPICE | CIDEr | BLEU@4 | METEOR | SPICE |
|------------------------|-----|---------|----------------------------|-------|--------|--------|-------|-------|--------|--------|-------|
| Do not use any vision-and-language pre-trained models |
| BUTD [4]               | ✓   | 0       | 113.5 36.2 27.0 20.3       | 120.1 | 36.3   | 27.7   | 21.4  |
| LBPF [70]              | ✓   | 0       | 116.4 37.4 28.1 21.2       | 127.6 | 38.3   | 28.5   | 22.0  |
| SGAE [66]              | ✓   | 0       | 116.7 36.9 27.7 20.9       | 127.8 | 38.4   | 28.4   | 22.1  |
| AoANet [24]            | ✓   | 0       | 119.8 37.2 28.4 21.3       | 129.8 | 38.9   | 29.3   | 22.4  |
| M² Transformer [12]    | ✓   | 0       | 122.0 38.2 28.8 21.9       | 132.0 | 39.5   | 29.5   | 23.4  |
| Large-scale cross-modal pre-trained models |
| MiniVLM [62]           | ✓   | 14M     | 119.8 35.6 28.6 21.6       | 131.7 | 39.2   | 29.7   | 23.5  |
| OSCAR [31]             | ✓   | 4M      | 123.7 36.5 30.3 23.1       | 137.6 | 40.5   | 29.7   | 22.8  |
| UniVL [33]             | ✓   | 3M      | 116.8 35.6 28.6 21.4       |     - |      - |      - |      - |
| XGPT [63]              | ✓   | 3M      | 120.1 37.2 28.6 21.8       |     - |      - |      - |      - |
| UVLP [76]              | ✓   | 3M      | 116.9 35.6 28.4 21.2       | 129.3 | 39.5   | 29.3   | 23.2  |
| Small-scale cross-modal pre-trained models |
| UNICORN [68]           | ✓   | 200k    | 119.1 35.8 28.4 21.5       |     - |      - |      - |      - |
| VL-TS [11]             | ✓   | 180k    | 116.5 34.5 28.7 21.9       |     - |      - |      - |      - |
| Our Models             |
| VC-GPT                 | X   | 110k    | 127.7 37.3 30.1 23.8       | 137.5 | 41.4   | 30.0   | 24.0  |

Table 3: Results on Flickr30k Image Captioning. Bold indicates the best score. Underline indicates the second best score. For a cross-modal pre-trained model, the number in the column of "#Images" represents the number of distinct images during captioning model pre-training.

| Model                  | #Images | Cross Entropy Optimization | CIDEr | BLEU@4 | METEOR | SPICE |
|------------------------|---------|----------------------------|-------|--------|--------|-------|
| Baseline Systems       |
| BUTD [4]               | 0       | 56.6 27.3 21.7 16.0        |
| NBT [37]               | 0       | 57.6 27.3 21.7 15.6        |
| GVD [75]               | 0       | 62.3 27.3 21.7 16.5        |
| UVLP [76]              | 3M      | 67.4 30.1 23.0 17.0        |
| XGPT [63]              | 3M      | 70.9 31.8 23.6 17.6        |
| UNICORN [68]           | 200k    | 70.1 30.7 23.7 17.4        |
| Our Models             |
| VC-GPT                 | 110k    | 79.6 31.2 25.8 20.1        |

METEOR [5] and SPICE [3]. For simplicity, we also use C to denote CIDEr, B@4 to denote BLEU@4, M to denote METEOR and S to denote SPICE. For MSCOCO and Flickr30k, the scores are calculated by the official code. For NoCaps, we evaluate our models with the official online server. Baseline Systems. To obtain a comprehensive comparison with the previous works, we include three categories of baseline systems:

1. Models w/o Cross-modal Pre-training: we include 9 works for this type, including BUTD [4], NBT [37], LBPF [70], GVD [75], SGAE [66], AoANet [24], M² Transformer [12], X-LAN [42] and ClipCap [40]. All of them achieve superior results without any cross-modal pre-training;

2. Large-scale cross-modal pre-trained models: we include the results of 7 cross-modal pre-trained models, including UVLP [76], OSCAR [31], XGPT [63], MiniVLM [62], ViLT-CAP [17], ViTCAP [17] and UniVL [33]. All of them consume large-scale distinct images during cross-modal pre-training;

3. Small-scale cross-modal pre-trained models: we include the results of 4 cross-modal pre-trained models, E2E-VLP [65], UNICORN [68], VL-TS [11] and I-Tuning [38]. These models consume the same-level parallel data as ours.

Implementation Details. For all cross-entropy-based experiments, we train our models with the AdamW optimization algorithm [35], 4k batch size, mixed-precision training and FP16. We pre-train our models for 10 epochs and fine-tune our models for 30 epochs. The warm-up step is set to 10% of the total training steps and the learning rate decay strategy is linear. We use center-crop to resize each image into the size of 288x288 for pre-training and 480x480 for fine-tuning. Beyond this, we use the beam search (beam size = 5) to generate caption during evaluation. The detailed hyper-parameters can be found in the Supplemental Material. All experiments are conducted on 8 NVIDIA A100 GPUs.

---

Implementation Details. For all cross-entropy-based experiments, we train our models with the AdamW optimization algorithm [35], 4k batch size, mixed-precision training and FP16. We pre-train our models for 10 epochs and fine-tune our models for 30 epochs. The warm-up step is set to 10% of the total training steps and the learning rate decay strategy is linear. We use center-crop to resize each image into the size of 288x288 for pre-training and 480x480 for fine-tuning. Beyond this, we use the beam search (beam size = 5) to generate caption during evaluation. The detailed hyper-parameters can be found in the Supplemental Material. All experiments are conducted on 8 NVIDIA A100 GPUs.

---

https://github.com/tylin/coco-caption
https://eval.ai/web/challenges/challenge-page/355/overview
Table 4: Comparisons with previous models on NoCaps image captioning. Bold indicates the best scores.

| Model          | in-domain CIDEr | SPICE | near-domain CIDEr | SPICE | out-of-domain CIDEr | SPICE | Overall CIDEr | SPICE |
|----------------|-----------------|-------|-------------------|-------|---------------------|-------|---------------|-------|
| **Baseline Systems** |                 |       |                   |       |                     |       |               |       |
| Updown [2]     | 78.1            | 11.6  | 57.7              | 10.3  | 31.3                | 8.3   | 55.3          | 10.1  |
| BUTD [4]       | 74.3            | 11.5  | 56.9              | 10.3  | 30.1                | 8.1   | 54.3          | 10.1  |
| ClipCap [40]   | 84.9            | 12.1  | 66.8              | 10.9  | 49.1                | 9.6   | 65.8          | 10.9  |
| OSCAR \(b\) [31] | 79.6            | 12.3  | 66.1              | 11.5  | 45.3                | 9.7   | 63.8          | 11.2  |
| **Our Models** |                 |       |                   |       |                     |       |               |       |
| VC-GPT         | 85.1            | 13.2  | 71.9              | 12.3  | 47.4                | 9.7   | 68.8          | 12.0  |

Figure 4: Image captioning examples of our VC-GPT and OSCAR for the first 4 images in the MSCOCO test set. Blue indicates that such caption or word is inaccurate, after comparing with the ground truth. For simplicity, we only show the first two golden captions per image.

5 EXPERIMENT RESULTS

In this section, we present the image captioning experimental results on three popular benchmarks to examine the effectiveness of our VC-GPT framework. Especially, (1) we compare with the vanilla framework and verify the importance of our self-ensemble module in section 5.1; (2) we compare with the end-to-end baseline systems in section 5.2; (3) we compare with the two-stage training baseline systems in section 5.3. (4) we evaluate our VC-GPT qualitatively in section 5.4; (5) we present the cross-attention map example in section 5.5.

5.1 Comparing with Vanilla Framework

In section 3.2 and Figure 2, we have compared our fusion method with the vanilla framework which directly inserts the randomly initialized cross-attention modules into GPT2. Table 1 shows that our method outperforms the vanilla method by a large margin (+7.1 CIDEr score), corroborating our claim that our design can generate more smooth sentences.

Is the Self-Ensemble helpful? We introduce a self-ensemble module in section 3.2 to combine the single- and cross-modal logits (see equation 1). Table 1 examines whether such module is effective. We can find that dropping such module degenerates our VC-GPT performance on all evaluation metrics. Especially, the CIDEr score decreases by more than 7 points. This result corroborates our claim in section 3.2 that the self-ensemble mechanism can lead to much better performance.

5.2 Comparing with End-to-End Baseline Systems

ViLT-CAP [17], ViTCAP [17], E2E-VLP [65] and I-Tuning [38] share the similar idea as ours to train the image captioning model in an
end-to-end manner. Most of them choose to use the pre-trained visual transformer or cross-modal transformer to encode images, but train their language decoders from scratch. Table 1 compares these models with our VC-GPT on MSCOCO test set. One can notice that our framework outperforms all of them across all evaluation metrics. Especially, the ViTCAP model consumes around 4M distinct images during captioning model pre-training, the CIDEr score is still 2.5 lower than ours. These results verify that our VC-GPT is an effective framework for end-to-end image captioning.

5.3 Comparing with Two-Stage Training Baseline Systems

Evaluating on MSCOCO. Table 2 compares the performance of our VC-GPT and the baseline systems on the MSCOCO test set with different optimization strategies. Notably, our VC-GPT does not require the help of object detectors, which is different from all baseline models.

Comparing our framework and the baseline models without cross-modal pre-training, the overall performance of VC-GPT exceeds all of them by a large margin over different optimization strategies and most evaluation metrics. Considering the large-scale cross-modal pre-trained systems, VC-GPT still can achieve either the best or the second-best performance across all evaluation metrics. Notably, our VC-GPT can achieve a CIDEr score of 127.7 (cross-entropy optimization) on the MSCOCO test set using only 110k images for image captioning pre-training, surpassing the OSCAR model by 4.0 points, which requires more image data.

Beyond this, we consider the systems which are cross-modal pre-trained with small-scale data. Our VC-GPT still outperforms all of them by a large margin (+8.6 for CIDEr, +1.5 for BLEU@4, +1.7 for METEOR and +2.3 for SPICE, of the best model, UNICORN). These results corroborate that our VC-GPT is effective in the large-scale downstream task.

Evaluating on Flickr30k. Flickr30k is a much smaller image captioning benchmark than MSCOCO, with only 29.8k images in the training set, so it is more challenging for models. Table 3 compares the performance of our VC-GPT and the baseline systems. One can notice that the performance gap between our framework and the baseline models becomes even larger. VC-GPT achieves much better overall performance. Especially, our model can achieve a CIDEr score of 79.6, surpassing the XGPT model by more than 8.0 points, while VC-GPT consumes much fewer data during image captioning pre-training. These results reveal that our framework is also effective in the small-scale downstream task.

Evaluating on NoCaps. NoCaps is quite different from MSCOCO and Flickr30k, which majorly focuses on evaluating the generalization ability of image captioning systems. All models are only trained with the training set of MSCOCO and evaluated on three different categories of validation sets. For the in-domain set, the images only contain the same object classes as MSCOCO. For the near-domain set, it contains part-of novel object classes. For out-of-domain set, it only contains novel object classes. Table 4 compares our VC-GPT and the baseline systems without captioning model pre-training. One can find that VC-GPT achieves the best overall performance. Especially, the overall CIDEr score of OSCAR is even 5 points lower than ours. These results indicate that our end-to-end framework has great generalization ability.

5.4 Qualitative Evaluation

Apart from the quantitative evaluation in the previous sections, we also evaluate our VC-GPT qualitatively. Figure 4 presents the image captioning examples of our VC-GPT and OSCAR for the first
Table 5: Freezing the vision encoder (CLIP-ViT) during pre-training improves the overall performance on the MSCOCO captioning downstream task. (PT = pre-training)

| CLIP | GPT2 | MSCOCO (val) |
|------|------|--------------|
|      |      | C  B@4  M   S|
| Freeze Freeze | 90.8 24.3 28.7 23.6 |
| Freeze PT    | 126.7 37.6 30.0 23.6 |
| PT Freeze    | 93.7 25.4 28.4 23.2 |
| PT PT        | 125.8 37.3 29.7 22.7 |

4 images in the MSCOCO test set. As can be seen, the generated captions of our VC-GPT depict all images successfully. Moreover, our model successfully identifies the movement of the human in the image. For example, our method can recognize that the girl is blowing the candles on a cake, while OSCAR cannot in the second image. However, our model still fails in some cases, such as recognizing that there are two windows and two sinks in the fourth image. One can notice that such error also exists in OSCAR. The possible reason is that the objects in the image are ambiguous, which is hard for models to recognize.

5.5 Cross-Attention Map Visualization

In this section, we visualize the cross-attention maps in our VC-GPT to examine whether it learns the cross-modal alignment implicitly. We randomly choose two images in the MSCOCO dataset and present the cross-attention heatmaps in the final fusion layer of text tokens. Since our model is trained in an auto-regressive manner, the prediction of a token $t_i$ in a sentence is determined by the output hidden states of $t_{i-1}$. Thus, the cross-attention maps of $t_i$ is based on the input token $t_{i-1}$. In addition, there are 12 different attention heads in each fusion layer. We simply average all the cross-attention matrices in the same layer.

As shown in Figure 5, VC-GPT can correctly attend to the corresponding regions given different tokens. For example, the cross-attention map (see Figure 5 (a-2) and (b-4)) depicts the contour of the boy and the cat in the images. In addition, the map can also reveal the close relationship between two objects in the image. For example, the attention scores of “ball” and “bat” are high at the same time in Figure 5 (a-3) and (a-4). These examples reveal that our framework can learn visual grounding implicitly.

6 EXTRA EMPIRICAL EXPLORATION

In this section, we empirically explore how different training settings affect our VC-GPT performance. Specifically, (1) we study whether we can freeze the original parameters of the visual encoder (CLIP) and/or language decoder (GPT2) during pre-training in section 6.1; (2) we explore the influence of different pre-training learning rates and fine-tuning image resolutions in section 6.2.

6.1 Freezing CLIP-ViT and/or GPT2 during Cross-modal Pre-training?

During the cross-modal pre-training, the model learns how to align the vision and language information in the cross-modal fusion module. For our VC-GPT framework, we choose to freeze the visual encoder during pre-training. In this part, we explore how different freezing strategies during pre-training affect models’ performance. In Table 5, the experimental results reveal that freezing all single-modal pre-trained models or only freezing GPT2 degenerates the overall downstream task performance greatly. Furthermore, only freezing the vision encoder (CLIP-ViT) during pre-training improves overall performance on the downstream task. These results reveal that the freezing strategy of our framework is the best.

6.2 Image Resolution and Learning Rate

In this part, we intend to empirically study how different learning rates and image resolutions affect our VC-GPT performance. First, Dou et al. [16] indicate that using a larger learning rate for the randomly initialized cross-modal fusion module during pre-training can improve model performance on the downstream tasks. From Table 6,9 we can get a different conclusion that setting the same learning rate for all parameters (except the frozen visual encoder, CLIP) achieves better performance.

Apart from this, Dou et al. [16] also find that increasing image resolution during fine-tuning can boost performance. A similar finding is also reported in several previous works [28, 71]. We verify such findings in our framework. In Figure 6, we compare different image resolutions during fine-tuning. One can find that increasing the image resolution can improve the model performance of text tokens. Since our model is trained in an auto-regressive manner, the prediction of a token $t_i$ in a sentence is determined by the output hidden states of $t_{i-1}$. Thus, the cross-attention maps of $t_i$ is based on the input token $t_{i-1}$. In addition, there are 12 different attention heads in each fusion layer. We simply average all the cross-attention matrices in the same layer.

Table 6: Comparing different pre-training learning rates for the parameters of GPT2 (G-LR) and the cross-modal fusion module (C-LR). Results are on the MSCOCO captioning downstream task.

| G-LR | C-LR | MSCOCO (val) |
|------|------|--------------|
|      |      | C  B@4  M   S|
| 1e-5 | 1e-5 | 125.3 37.2 30.0 23.6 |
| 3e-5 | 3e-5 | 126.7 37.6 30.0 23.6 |
| 5e-5 | 5e-5 | 125.0 37.1 29.7 23.6 |
| 1e-5 | 5e-5 | 124.3 36.8 29.5 23.2 |

Figure 6: Improving the image resolution during fine-tuning can improve the model performance to a certain extent on the MSCOCO captioning downstream task.

9Since the visual encoder, CLIP, is frozen during VLP, it does not have a learning rate.
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