Data Augmentation with 3DCG Models for Nuisance Wildlife Detection using a Convolutional Neural Network
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Abstract

In this paper, we propose a data augmentation method using 3DCG models for nuisance wildlife detection. Nuisance wildlife damage to crops has become a major problem for farmers, leading to a decline in their motivation. Therefore, there is an urgent need for countermeasures against wildlife damage. To that end, we are developing a nuisance wildlife repellent system using a convolutional neural network (CNN). Therefore, it is necessary to collect training images of nuisance wildlife. This is a very difficult task, but the method we propose can solve it easily. We obtain experimental results that show that a CNN can be trained using the images generated by our method, and our trained model has an accuracy level of 92%.
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1. Introduction

Nuisance wildlife causing damage to crops has become a major problem for farmers. In Japan, the damage done to crops by wildlife in 2019 was valued at 1.58 billion yen\(^1\). Also, the nuisance wildlife population is estimated to be increasing. For example, boars have increased by about 600,000 in the 29 years between 1989 and 2017\(^1\). Damage caused by nuisance wildlife has reduced the motivation of farmers and has led to an increase in abandoned land.

One example of nuisance wildlife damage control is the use of electric fences. However, they are not safe enough, with reports of accidental electric shocks which are sometimes fatal. In addition, electric fences can only prevent one type of wildlife; in order to support multiple types of wildlife, further capital investment is required, which increases operating costs. As a solution to this problem, we are developing a system which uses machine learning to detect nuisance wildlife and repels them with sound and light effects. The system consists of computers, cameras, audio equipment, and lighting equipment, and is safe because it does not use anything that can harm humans. In contrast to electric fences, our system can be used against multiple types of wildlife simply by increasing the number of detection target classes, so there is no need to update equipment, thus reducing operating costs. In our system, a single computer is sufficient for the detection process and the control of sound and lighting, and the number of cameras is minimal because they can monitor a wider area. The number of pieces of sound and lighting equipment can be reduced by installing them in appropriate locations, so the system is inexpensive to install.

We use a convolutional neural network (CNN) for nuisance wildlife detection. A large number of training images is required to perform highly accurate object detection using machine learning technologies such as CNNs. For domesticated animals such as cats and dogs, data sets for machine learning are publicly available, but for nuisance wildlife they do not exist. In this paper, we propose a data augmentation method using 3DCG models for nuisance wildlife detection. We show that it is possible to train a CNN using the proposed method and detect real nuisance wildlife with high accuracy.

2. Related work

Various data augmentation methods have been proposed for deep learning in previous work. Data augmentation methods can be broadly classified into two categories\(^2\): basic image manipulations and deep learning approaches. Tradi-
tional data augmentation methods such as Geometric Transformations and Color Space Transformations, as well as other approaches such as Kernel Filters, Mixing Images, and Random Erasing, are all basic image manipulations. Sharpened and blurring are examples of Kernel Filters that are also used in image processing, and Patchshuffle\(^3\) has been proposed for others. Patchshuffle is a method for randomly shifting pixels in an \(n \times n\) window in an image using probability parameters. Mixing Images\(^4\)\(^-\)\(^6\) are a method for generating a new image by combining numerous images, with SamplePairing\(^6\) as an example. SamplePairing randomly selects the image of label A and the image of label B from the dataset and generates a new image of label A by taking their average. That combines the two images linearly, however there is also a nonlinear mixing method\(^5\). Random Image Cropping And Patching\(^6\) is a technique for generating a new image by randomly cropping four images and integrating them into one. Random Erasing\(^7\) randomly erases some areas in an image, and a similar method is Cutout\(^8\).

Feature Space Augmentation, Adversarial Training, GAN Data Augmentation, and Neural Style Transfer are all deep learning approaches. Feature Space Augmentation\(^9\)\(^-\)\(^10\) is a technique for improving the quality of an image's feature vectors. In this method, a new feature vector is obtained by adding Gaussian noise, interpolation, and extrapolation to the context vector obtained from LSTM-AutoEncoder\(^9\). The icing on the cake\(^10\) extracts the feature vector representation of the data from the trained model and uses it to re-train that model. Adversarial Training\(^11\) improves the robustness of CNNs by training them with Adversarial Examples\(^12\)\(^-\)\(^14\). However, it is not known whether robustness improvement is correlated with the accuracy improvement. GAN Data Augmentation is a GAN-based image generation technique for training image augmentation, that has been used in facial expressions emotion recognition\(^15\) and medical image recognition\(^16\). The Neural Style Transfer method involves data augmentation through style transformation\(^17\). Furthermore, a data augmentation method using style transformation for simulated images has been proposed\(^18\).

These previous works can be categorized into two types, processing and generation, depending on the different operations on the image. Our proposed method is similar to the Mixing Images and GAN Data Augmentation because it is classified as a generation. Furthermore, it is also similar to\(^18\) because our method uses simulated data such as 3DCG models. However, Mixing Images is less explainable, and GAN Data Augmentation is computationally expensive for generation. Reference\(^18\) is also costly in selecting effective style images for data augmentation and computation. Our method requires only a small number of 3DCG models, as described below, so the cost of model creation is low, the cost of overall data augmentation is low, and in addition, we can generate images with high explainability.

3. VGG-16

In this paper, we use the VGG-16\(^19\) CNN model. VGG-16 consists of 13 convolutional layers and three fully-connected layers, for a total of 16 layers. Fig.1 shows the VGG-16 network architecture. The convolutional layers are denoted by “conv layer” and the fully-connected layers are denoted by “FC layer.” The convolution size is set to \(3 \times 3\) for all convolutional layers. The output size and depth are shown in the bottom part of the figure.
In our nuisance wildlife repellent system, boar and deer are the targets of detection. Therefore, the output of the final layer, FC layer3, will have three classes: “boar,” “deer,” and “others”. We trained our VGG-16 model using transfer learning from a pre-trained model by ImageNet. Since the input image size of the pre-trained model is 224 × 224, we resized the images to the above size and used them as input for our model.

4. Data Augmentation using 3DCG model

As described above, applying machine learning methods such as CNNs to object detection requires a large number of training images. However, it is difficult to manually collect a set of training images of nuisance wildlife such as boar and deer that includes appearance variations such as differences in scale and view.

In this paper, we propose a data augmentation method using 3DCG models. The proposed method generates training images by creating a composite image from 3DCG models of nuisance wildlife and real images. Fig.2 shows the overview of the proposed method. We create 3DCG models of nuisance wildlife using Smoothie-3D\(^2\), which is a web application that can easily create a 3DCG model from an image. This allows us to generate a large number of training images from a small number of nuisance wildlife images: we create one 3DCG model from one real nuisance wildlife image, which we can synthesize with a large number of real images to generate training images. Also, by changing the size of the 3DCG model and rotating it, we can reproduce various variations in appearance.

We create one model of a boar and three models of deer using Smoothie-3D. These models are rotated, scaled, and then synthesized with the real images. In this way, training images of boar and deer are efficiently generated. The training images for the “others” class is cropped from real images of farmsteads, fields, vegetable gardens, etc. collected by image search engines. We generated 70,000 training images for each class, for a total of 210,000 images, using the proposed method. Similarly to the training images for the others class, we use an image search engine to collect images which we then crop to generate the test images for each class: “boar,”
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We create one model of a boar and three models of deer using Smoothie-3D. These models are rotated, scaled, and then synthesized with the real images. In this way, training images of boar and deer are efficiently generated. The training images for the “others” class is cropped from real images of farmsteads, fields, vegetable gardens, etc. collected by image search engines. We generated 70,000 training images for each class, for a total of 210,000 images, using the proposed method. Similarly to the training images for the others class, we use an image search engine to collect images which we then crop to generate the test images for each class: “boar,”
“deer,” and “others.” A total of 900 test images, 300 for each class, are generated.

For the experiments in this paper, we have two training image datasets for training VGG-16: one dataset with a uniform image resolution of $224 \times 224$ (single-scale images), and another dataset which is scaled down by 12px every 5000 images, from an image resolution of $224 \times 224$ to an image resolution of $68 \times 68$ (multi-scale images). Fig.3 shows an example of training and test images. The top row (a) shows the generated training images and the bottom row (b) shows the test images. Also, the rows (a) and (b) shows images of a boar in the first and second columns, deer in the third, fourth columns, and others in the fifth column.

5. Experiments

5.1 Experimental overview

In our experiment, we use the previously generated training images to train VGG-16 and evaluate its performance. As described in Section 3, we trained our model using transfer learning from a pre-trained model. In transfer learning, only the output size of the final layer is changed from the pre-trained model, and the weights of the pre-trained model are used as the initial values for the weights of the model to be trained. In the training for our model, SGD with momentum is used as the optimization algorithm. As the training parameter, we set the batch size to 16 and dropout is applied to the first and second FC layers, with a ratio of 0.5. As described in Section 3, we also prepare two training datasets, one for single-scale images and one for multi-scale images, and compare the performance of the models trained using each of them.

5.2 Experimental results and discussions

Table.1 shows confusion matrices for our experiment results. The matrix of the model trained using single-scale images and the matrix of the model trained using multi-scale images is shown in (a) and (b), respectively. In a confusion matrix, the rows show the true class and the columns show the class predicted by our trained model. The results show that the model trained using single-scale images has an average recall of 80%, an average specificity of 90%, and an accuracy level of 85%. Also, the model trained using multi-scale images has an average recall of 90%, an average specificity of 95%, and an accuracy level of 92%.

Fig.4 shows the Receiver Operating Characteristic (ROC) curves of our trained models. The blue dotted lines show the curves of the model trained using single-scale images and the red lines show the curves of the model trained using multi-scale images. The curve for the “boar” class is shown in (a), the “deer” class is shown in (b), the “others” class is shown in (c), and the average of all of the classes is shown in (d). We calculated the Area Under the Curve (AUC) for each of the ROC curves, with the following results: the AUCs of the model trained using single-scale images are 0.93 for “boar” class, 0.83 for “deer” class, 0.82 for “others” class, and 0.89 for the average of the all classes; the AUCs of the model trained using multi-scale images are 0.94 for “boar” class, 0.97 for “deer” class, 0.99 for “others” class, and 0.97 for the average of the all classes. For all classes, the model trained using multi-scale images had higher AUC than the model trained using single-scale images. In particular, there is a difference of more than 0.15 in the respective AUCs for the “deer” class. This is due to a decrease in the number of deer misclassified as “others” or “boar.” In addition, the model trained using multi-scale images also reduced misclassification in the “boar” class. These results show that the model trained using the proposed method can detect real nuisance wildlife with high accuracy. We also found that training using multi-scale images is more accurate than training using single-scale images.

We compare the output of Grad-CAM\textsuperscript{(21)} for the model trained using single-scale images with its output for the model trained using multi-scale images. Grad-CAM is a method to visualize the areas of attention in the image that affected the output of the trained model as a heat map. Fig.5 shows the heat maps of our model’s Grad-CAM output for the test images. In Fig.5, (a) shows the input images, (b) shows the output of Grad-CAM for the model trained using single-scale images, and (c) shows the output of Grad-CAM for the model trained using multi-scale images. In (a), (b), and (c), respectively, the first and second columns show example images for the “boar” class, the third and fourth columns show example images for the “deer” class, and the fifth column shows an example image for the “others” class.

The model trained using single-scale images misclassified the images in the first and fifth columns as “deer,” the images in the second and fourth columns as “others,” and the image in the third column as “boar.” By contrast, the model trained using multi-scale images is able to classify them correctly. For the “boar” class of images, the model trained using single-scale images pays attention to the background around the boar. However, the model trained using multi-
scale images pays attention to the boar’s body. These results indicate that the model recognizes a boar using its body shape and color as cues. For the “deer” class of images, the model trained using single-scale images pays attention to the deer’s torso and the background around the deer. However, the model trained using multi-scale image pays attention to the deer’s limbs. This result indicates that the model recognizes a deer using the shape of its limbs as a cue. For the “others” class of images, the model trained using single-scale images pays attention to the utility pole and the area around the guardrails, while the model trained using multi-scale images pays attention to various areas. Based on the above, we will discuss the causes of the misclassifications made by the model trained using single-scale images. The images in the first and fifth rows were misclassified as “deer” because of background clutter. The image of the deer in the third row was misclassified as “boar” because the model paid attention to the torso of the deer. Similarly to the images in the first and fifth rows, the images in the second and fourth rows were misclassified as “others” because of background clutter. These results show that training using multi-scale images makes it easier to learn nuisance wildlife features and to correctly classify nuisance wildlife.
6. Conclusions

In this paper, we proposed a data augmentation method using 3DCG models for nuisance wildlife detection. The proposed method generates training images by create a composite image from 3DCG models of nuisance wildlife and real images. This simplifies building a dataset of training images of nuisance wildlife for which images are difficult to collect manually. In the experiments, we evaluated the accuracy of the model trained using the proposed method by calculating the AUC for the ROC curves of our trained models. The results showed that the model trained using the proposed method can detect nuisance wildlife with high accuracy. In addition, we found that the model trained using multi-scale images is more accurate than the model trained using single-scale images. In this paper, accuracy is evaluated using “false positives per window”; in future work, we will evaluate the accuracy of our model using “false positives per image.” Therefore, we will extend our model to R-CNN\(^{(22)}\)-based approach that combines BING (Binarized Normed Gradients) \(^{(23)}\) with our trained model. With the above extensions, we aim to enable CPU processing for edge computing and implement the model in a nuisance wildlife repellent system. Also, the 3DCG models used in this paper are simple models created using Smoothie-3D. The use of software such as Blender to create a more realistic 3DCG model is expected to further improve the detection accuracy. In addition, it is possible to change the pose of the 3DCG model using animation, which can be used to generate many different training images to improve the detection accuracy.
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