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Abstract—Multi-modal fusion is a basic task of autonomous driving system perception, which has attracted many scholars' attention in recent years. The current multi-modal fusion methods mainly focus on camera data and LiDAR data, but pay little attention to the kinematic information provided by the sensors of the vehicle, such as acceleration, vehicle speed, angle of rotation. These information are not affected by complex external scenes, so it is more robust and reliable. In this article, we introduce the existing application fields of vehicle information and the research progress of related methods, as well as the multi-modal fusion methods based on information. We also introduced the relevant information of the vehicle information dataset in detail to facilitate the research as soon as possible. In addition, new future ideas of multi-modal fusion technology for autonomous driving tasks are proposed to promote the further utilization of vehicle information.

Index Terms—Multi-modal fusion, perception, autonomous driving.

I. INTRODUCTION

In the early research such as semantic segmentation, object detection, and other fields, most of the research directions are based on sensors, such as camera and LiDAR [1], [2]. The camera has the characteristics of a high frame rate and high resolution, which provides accurate information in normal environments, such as good weather and lighting. However, in bright light or dark conditions, such as severe camera exposure or thunderstorm weather, the camera does not provide much information as in normal environments [3]. LiDAR has a strong ability to acquire three-dimensional information and provide accurate distance measurement, which is not affected by lighting conditions, but greatly affected by weather, e.g., rainy day and foggy day [3]. Each sensor has its advantages and disadvantages, so they are inevitably limited by sensors.

Due to the limitations of a single sensor, multi-sensor fusion is extensively studied to reduce the effects of the hardware itself and the weather [4]. In recent years, multi-modal fusion methods for autonomous driving perception tasks have developed rapidly [5]. There are many types of sensors used in autonomous driving, including monocular vision, stereo vision, LiDAR, vehicle dynamic information obtained from an inertial measurement unit used to measure the three-axis attitude angle (or angular rate) and acceleration of an object, and its own position information obtained using positioning and maps [6]. In the prediction process, single-modal information only reflects the value of information from a single point of view, while multi-modal information combines information from two or more modalities for prediction, reflecting the value of different information and making the information complementary, making up for the shortcomings of a single sensor [7], [8]. Therefore, recent works use multi-modal fusion technology to fuse the data of different modalities to play their respective advantages and improve the precision accuracy, and robustness of the results.

At present, in the field of vehicle automatic driving research, most methods conduct multi-modal fusion research on 3D point cloud captured by LiDAR and images captured by the camera, such as fusion camera-LiDAR for 3D detection and 3D trajectory generation [9], [10], [11], [12], [13], [14], [15], [16], [17]. The research on the use of vehicle information is still lacking. However, the LiDARs and cameras are sensors external to the vehicle in most tasks, which are affected by factors such as sensor cost, sensor hardware limitations, and weather. Some information from the car itself, such as vehicle velocity, acceleration, turning angle, and engine current, are accurately obtained in real-time from the vehicle itself and smart portable devices [18], which are no need to install additional sensors on the vehicle to obtain this vehicle information, greatly reducing sensor cost. However, vehicle information, which is not affected by ambient weather and can be obtained in real-time, is not widely used.

In this article, we present various aspects of vehicle information that have not been fully utilized. First, we mainly analyze the existing research on vehicle steering angle and speed. Appropriate fusion technology is required for the application of different information, so we describe some fusion technologies [19]. Then some datasets containing vehicle information are introduced to provide sufficient data sources for research. Afterward, we describe some challenges in applying vehicle information. Finally, we introduce future research directions in detail and prove that
vehicle information has an important auxiliary role for existing task research through experiments. For instance, the steering angle can be used for steering control or lane recognition during the turning process of autonomous vehicles, which not only avoids the influence of strong light but also gives the task prior data. In the process of object tracking, the change degree of the object position can be reflected by the vehicle speed. The faster the vehicle speed is, the greater the change degree of the object is. Therefore, vehicle speed has a certain auxiliary effect on object tracking. The speed can also be used to classify driving behaviors and estimate the expected mileage of the vehicle. We believe that the vehicle information contained in the vehicle sensors, such as speed, steering angle, brake, and accelerator, is very essential for many tasks of automatic driving. Based on this information, extensive research can be carried out in the above areas. In view of this, we have conducted an extensive investigation on the research direction of multi-modal fusion based on vehicle information and put forward the existing challenges and future research prospects. Our contributions can be summarized as follows:

- As far as we know, our article is the first investigation focusing on the multi-modal fusion of vehicle information, including steering angle prediction, multiple auxiliary tasks, lane change prediction, driving behavior classification, vehicle speed prediction, trajectory prediction, etc.
- We also introduced and tested two future research directions of vehicle information fusion to prove the role of vehicle information, such as lane detection combined with steering angle and images, and driving behavior classification combined with vehicle speed and images.
- Our article organizes different datasets related to vehicle information, and proposes some problems in the research field of vehicle information fusion. In addition, we introduce the fusion method of vehicle information and other information for different data spaces, which provides great convenience for other scholars to quickly start the field.

The rest of the organization structure of this article is as follows: Section II reviews the research status based on vehicle information. Section III introduces some multi-modal fusion technologies. Section IV introduces the mainstream datasets containing vehicle information. Then, we describe the existing challenges and research prospects in Sections V and VI. Finally, Section VII is the conclusion.

II. REPRESENT METHODS

The following mainly introduces the application status and representative methods of steering angles and vehicle speeds, the development over time is shown in Fig. 1. In terms of steering angle, we recommend some research on steering angle prediction, multiple auxiliary tasks, lane change prediction, and perception under noise image data. In terms of speed, we present some research on driving style classification, speed prediction, trajectory prediction, mileage, time, energy consumption forecasts, sideslip angle, and vehicle deceleration prediction.

A. Steering Angle

1) Steering Angle Prediction: In automatic driving technology, the vehicle steering angle is very important for controlling the driving direction of the vehicle. Autonomous vehicles need to accurately control the steering angle of the vehicle to maintain safety. To achieve this, autonomous vehicles usually use sensors, image recognition technology, and road maps to collect road information, and use this information to decide how to control the steering angle. For example, when the vehicle enters a curve, the automatic driving technology can recognize the road characteristics and ensure that the vehicle enters the curve stably by adjusting the steering angle of the vehicle. Similarly, automatic driving technology can also achieve vehicle following while maintaining a safe distance between vehicles. In the past few years, convolutional neural networks (CNNs) and other deep learning techniques have made significant strides...
in autonomous driving, particularly in perception and control. These advancements have a significant impact on the ability of autonomous vehicles to accurately perceive their environment and make decisions based on that information. This section focuses on the combination of vehicle steering angle information and other sensor information based on deep learning to assist automatic driving.

Bojarski et al. [20] proposed an end-to-end network for steering angle prediction. The model directly uses the image information taken from the camera to predict, and map to the steering angle command. CNN automatically learns the road characteristics and only uses the steering angle data obtained by human manipulation of the vehicle as the training signal. This method fully utilizes the steering information captured by the vehicle’s sensors. The steering control of conventional vehicles needs to clarify the location of the lane line, while the end-to-end system does not care whether there is a clear and accurate lane line. Some roads lacking driving instruction information, such as forests, unpaved roads, or more complex and rugged mountain roads have achieved a good steering control effect. Besides, Rausch et al. [21] proposed an end-to-end system to decide the steering control of vehicles. Compared with other traditional auto-drive systems, it is composed of a unified framework, which eliminates the intermediate steps such as target detection and path planning and directly outputs the control strategy of vehicles. It is worth mentioning that they used the simulator as the experimental environment, and the input data is to use the camera system of the vehicle they are driving under the simulator to take images and record the steering wheel angle corresponding to each frame. The goal is to establish the mapping relationship between the image and the steering angle. Santana et al. [22] proposed a method based on virtual simulation, which used virtual simulation technology to generate a large number of road scenes with different complexities, as well as vehicle trajectories and sensor data in these scenes. These data are then used to train a vehicle steering prediction model that utilizes a convolutional neural network to learn the mapping between input image sequences and output steering angles. The results show that this virtual simulation-based approach can significantly improve the accuracy and generalization ability of the vehicle steering prediction model. Compared with traditional methods, it can not only effectively reduce the time and cost of data collection, but also effectively solve the problems of data collection, such as the limitations of factors such as weather, time, and location.

In addition to problems with vehicle steering during normal driving, when the vehicle approaches an intersection, it may happen that the control commands are not clear, or require more specific instructions to guide the vehicle, but are not efficient. Aiming at the problem of autonomous driving of vehicles under a given path, Eraqi et al. [23] proposed a new method aimed at considering the time dependence of input data, that is, in addition to the current input image, the previous motion of the vehicle and the motion of surrounding objects are also considered. The proposed method uses a CNN to extract visual features from an input image and an LSTM network to capture the temporal dependencies of the input data. CNNs and LSTMs are integrated using a novel architecture called a “ConvLSTM” network. The method is evaluated on the Udacity autonomous vehicle dataset and shows that it outperforms state-of-the-art methods in both the accuracy and smoothness of steering angle prediction. They also provide a visualization technique to understand how the model is making predictions, which is useful for debugging and improving the model.

2) Multiple Auxiliary Tasks: During driving, purely relying on visual input to judge steering will be inaccurate, and vehicle information can improve the estimation of vehicle behavior and ensure that driving obeys certain physical rules. For example, a U-turn at 10 mph versus 30 mph would have a different turn angle and control strategy, even though visual observations would appear to be similar. Inferring a vehicle’s motion state purely from images in a changing scene is ambiguous, but sensors on the vehicle can provide more accurate information, such as current speed and steering angle.

Furthermore, auxiliary tasks applied in vehicle information fusion can help to comprehend the environment surrounding the vehicle. For instance, deep learning can be employed to train drivers to make decisions based on salient information and comprehend various driving scenarios. Nevertheless, understanding the relationship between distinct features and driving behaviors could be challenging for end-to-end models, particularly when it involves critical factors such as pedestrians, traffic lights, and drivable areas. To tackle this challenge, multiple auxiliary task learning can be utilized to focus on essential regions and enhance the overall understanding of driving scenes. Yang et al. [24] proposed a method for end-to-end vehicle control using a multimodal architecture is proposed, combining information from multiple sensors, including cameras and LiDAR, to better perceive the environment and make accurate control decisions. A multi-task learning framework is also introduced that enables the model to simultaneously learn to perform multiple related tasks, including steering angle prediction, and accelerator and brake control. Accurate and safe decisions can be made based on information from multiple sensors. Wang et al. [25] proposed an end-to-end learning method based on multiple auxiliary tasks for better autonomous driving of vehicles. The proposed method is mainly based on deep neural networks, and more information can be learned by training multiple related auxiliary tasks (such as lane line tracking, front vehicle tracking, traffic signal recognition, etc.) in the vehicle’s front camera images. Rich functions realize more precise automatic driving. At the same time, a multi-level perception model is also used to process different information flows, and finally realize the integration of vehicle driving decisions. The experimental results show that the method has achieved good performance in both simulation and real environments, and can effectively realize the automatic driving of vehicles, which has high practical value. Huang et al. [26] proposed a new end-to-end autonomous driving method that integrates data from multiple sensors such as vision, radar, and LiDAR to achieve more comprehensive environmental perception and decision-making. The method is based on a structured deep learning method called factor graph-based deep learning, which is capable of end-to-end learning and decision-making on multi-modal data, modeling and inferring the behavior of traffic.
participants, and through analysis and inference. The behavior of different traffic participants improves the understanding and decision-making ability of the automatic driving system for complex scenes. In addition, multi-task learning is also possible by combining multiple technical means with multiple modality data. For example, semantic segmentation can identify the location of road boundaries and the location of surrounding vehicles on the road, which makes it easier for vehicles to perceive the stop/go or steering behavior of surrounding vehicles and assist vehicle control, significantly reducing the implicit difficulty of learning everything. Optical flow [27] can recognize the motion of objects. Transfer learning [28] exploits the ability to share common features between tasks, while LSTM [29] can be used to extract temporal information. Combining them into a network and workflow can compensate for the limitations of a single task, leading to the development of smarter autonomous driving systems.

3) Lane Change Prediction: The application of vehicle steering angle in lane change prediction is an important part of autonomous driving technology. The following discusses the application of vehicle steering angle in lane change prediction.

The lane change prediction model predicts the lane change intention by analyzing the vehicle’s speed, acceleration, steering angle, and other information. By continuously monitoring the steering angle when the vehicle’s steering angle changes sharply, the automated driving system can predict when a lane change is likely to occur and make the necessary adjustments to ensure the vehicle can safely change lanes during the maneuver. The control of vehicle steering angle is also a key factor in lane change prediction. When the vehicle is ready to change lanes, the automatic driving system needs to consider factors such as vehicle speed, acceleration, and body center of gravity to accurately calculate and control the vehicle steering angle to achieve accurate and safe lane change operations. At the same time, the automatic driving system needs to feed back the steering angle information to adjust the lane change operation. This feedback information can help the vehicle drive system to calculate the vehicle motion information more accurately and ensure the safety and stability of the lane change operation.

The main scenario where vehicle steering information is used is lane changes [30]. A German study reported that the probability of changing lanes on urban roads is 55%, and the use rate of turn signals on highways is 75%. In early predictions, steering wheel angle, as a directly measurable vehicle parameter, appeared to be a promising predictor of lane changes. Some researchers have proposed mathematical models of steering angles to help predict lane change maneuvers. Kim et al. [31] proposed a vehicle lane change prediction method, which collects sensor data such as steering angle and acceleration of the vehicle, and extracts the relevant features of these data. Using support vector machines and decision trees, a classification model is trained to identify vehicle lane change intention. The model first uses steering angle and acceleration data to predict whether to change lanes and then predicts which lane the vehicle will change to based on other features such as speed and distance. The authors conducted multiple trials on real roads to evaluate the performance of the model. The results show that the proposed model can accurately identify and predict how vehicles change lanes. Schmidt et al. [32] proposed a mathematical model to predict how vehicles change lanes, which is based on the angle of the steering wheel. Steering wheel angle is an important indicator of driver behavior, which can be used to predict lane change behavior. First, models the steering dynamics of the vehicle, considering the influence of steering angle, speed, vehicle mass, and other factors on the vehicle’s steering behavior. Then, they used a logistic regression-based classifier to classify the intent of vehicle change lanes and took the steering wheel angle as the input variable of the classifier. Finally, the experiment verifies the effectiveness of the model. The research results can be used in the development of intelligent transportation systems, the model can provide an important reference for the study of vehicle steering behavior, and provide a new idea for driver behavior modeling.

4) Perception Under Noisy Image: Numerous studies have established that visual noise can significantly impair a vehicle’s perception abilities. For instance, the driverless car accident involving a Tesla vehicle was attributed to a malfunction of the perception module under intense illumination [23]. During the experiment, due to the sunlight, the overexposure of the road surface on the image, and the lens flare caused by direct sunlight on the camera sensor will affect the judgment of the automatic driving system on the road conditions and the corresponding steering control. Moreover, the varying lighting conditions during testing, caused by the changing sun position, could also affect the comparison of different model outcomes [33]. As is shown in Fig. 2.

Several studies have shown that even without image data, the steering behavior of a vehicle can be predicted from other sensor data. The inertial measurement unit (IMU) can measure information such as the acceleration velocity, and the global positioning system (GPS) can be used to measure information such as the position and speed of the vehicle, which can be used to predict the steering behavior of the vehicle. Several studies exploit these data for feature extraction and classification to predict vehicle steering behavior. In addition, the vehicle dynamics model can be used to describe the state of motion of the vehicle, including information such as vehicle speed, acceleration, steering wheel angle, etc. This method can be used to predict when there is a lack of sensor data.

B. Speeds

1) Driving Behavior Classification: At present, drivers’ abnormal driving behavior is the main cause of traffic accidents, such as drunk driving, fatigue driving, and aggressive driving [34]. If there are some methods to predict driving behavior, it can remind drivers and reduce the occurrence of accidents. Some methods of monitoring driver behavior directly monitor drivers’ faces and bodies, but people can subjectively control their expressions, so this method may be deceptive and invade people’s privacy. Driving behavior predicted by vehicle information cannot be subjectively changed by people, so the driving behavior predicted by vehicle information is more accurate and convincing [35]. Besides classifying driving behavior can help prevent traffic accidents, it also provides some support for
optimizing fuel consumption, because different driving behavior have different fuel consumption. For example, aggressive driving often consumes more fuel than normal driving [36]. At present, some insurance companies also have to classify drivers’ usual driving behavior, in order to divide the insurance cost by different standards, if the driver is usually aggressive driving, then his cost will be higher than the average person [37].

At the beginning of the development of using vehicle information to classify driving behavior, fewer signals were used. Sayed et al. [38] proposed that only according to steering angles, based on the artificial neural network to predict whether the driver is drowsy if steering angles have not changed much, there is no sharp change, then the driver is not awake. But in fact, there is no sufficient reason to think that the driver is sleepy. For example, the driving journey does not need large steering, the signal used in this method is single, and the accuracy is only 90%, which needs to be further improved.

In the wake of the development of neural networks and the research of classifying driving behavior, there are more and more methods. Arefnezhad et al. [39] proposed a method that uses five signals, yaw rate, lateral acceleration, lateral deviation from the center of the road, steering wheel angle, and steering wheel angular velocity to classify whether the driver is not drowsy, moderately sleepy, or extremely sleepy, and the drowsiness level is subdivided. Arefnezhad et al. [39] compared with Sayed et al. [38], they made full use of the vehicle information, classified from different angles, and considered it more comprehensively.

Compared with the previous two methods, Shahverdy et al. [40] were not limited to classifying drivers’ sleepy state, they further predicted whether the driver is normal driving, aggressive driving, distracted driving, drunk driving, and the behavior of classification is more diverse. Most methods directly input vehicle information into neural networks without association with images. The novelty of this article is that the acceleration, gravity, throttle, speed, and Revolutions Per Minute (RPM) information are converted into images through the recurrence plot technology, which can be applied to various image-based neural networks. The network architecture is shown in Fig. 3.

When the driver performs some abnormal operations (such as sudden braking and acceleration), the acceleration and deceleration will change sharply, and the acceleration and deceleration change trends of different driving behaviors are different, so Jia et al. [41] innovated from the extreme value of acceleration and deceleration of vehicle information, and classify different driving behaviors by detecting the extreme value of acceleration and deceleration.

In terms of the automatic transmission system of the car, if the gear is automatically changed according to driver’s driving purpose, it is able to improve the efficiency of shifting, reduce
fuel consumption, and save resources to protect the environment. Liu et al. [42] proposed the use of vehicle speeds, opening degree of the accelerator pedal and brake pedal force to identify driver intent, and developed a shift strategy based on driver intention, which showed that this strategy is able to reduce the number of shift gears, thereby reducing fuel consumption.

Many methods were based on the hybrid network of 1D-CNN and LSTM or only on LSTM, while Cura et al. [43] found that the performance of only using 1D-CNN is equivalent to that of only using LSTM, and even the ability to distinguish aggressive driving is stronger.

2) Vehicle Speeds Prediction: With the increase in population density, most of the air pollution in urban areas is caused by motor vehicle exhaust emissions. At present, many studies have optimized powertrain control by predicting vehicle status, so as to reduce fuel consumption, meet strict emission regulations, and reduce environmental pollution. In addition, in terms of autonomous driving, the biggest challenge facing cars is autonomous lateral and longitudinal control, including steering and speed control. Therefore, it is particularly important to accurately predict speeds.

In terms of driving habits, people usually slow down when turning corners and accelerate appropriately when going straight. Therefore, this behavior can continue to be imitated in autonomous vehicles, predicting whether the speed should increase or decrease according to the curvature of the road ahead [44], so as to help the vehicle have better control.

Many methods of predicting vehicle speeds use the information of the vehicle in a certain period of time to predict speeds in the future. They only consider the information of the vehicle itself and do not consider the factors that affect the speed control on the side such as the road traffic conditions and the distance from the surrounding vehicles. The influence of this external environment increases the pressure on speed prediction. Jiang et al. [45] first used a neural network model to get the average traffic speeds of the road section based on the previous traffic data, and then established the relationship between individual vehicle speeds and average traffic speeds through Hidden Markov Model (HMM), so as to predict the speed. Yeon et al. [46] broke the limitation of predicting vehicle speeds under specific conditions. They not only used the internal information of the vehicle such as speed, acceleration, and engine speed to predict the vehicle speed but also used information such as the relative speeds and distance with the vehicle in front, as well as the position of the vehicle. Through the internal and external information in 30 seconds, they jointly predicted vehicle speeds in the next 15 seconds. These methods fully consider the external environment information and consider the factors that affect speed prediction more comprehensively.

What data to use to predict speeds needs sufficient reasons. When using too little data, it is not enough to reflect the vehicle state. When using too much data, irrelevant data will interfere with the model. Xing et al. [47] collected a variety of experimental data, mining the deep value of the data, such as the VCU speed and VBox speed, so that the measured speed is more accurate, and Xing et al. [47] added the information of the opening of the driving pedal and the opening of the brake pedal to the model, fully considering the intention of the driver to accelerate and decelerate. Xing et al. [48] also made a full selection on the input signal. In most studies, people choose the input signal to predict vehicle speeds according to their own feelings, without too much consideration for the quality of the signal, which is subjective. Xing et al. [48] used Pearson correlation to calculate the relationship between various vehicle signals and vehicle speeds, and selected the 15 signals with the highest scores as the input of the network, ensuring the data quality and making the predicted vehicle speed more accurate to a certain extent.

Most of the above methods are based on fuel vehicles. In terms of electric vehicles, electric vehicles have gradually entered people’s lives because of their advantages such as no pollution, low noise, and no need for frequent maintenance. Zhang et al. [49], [50] broke the limitation of using only vehicle information to predict vehicle speeds, used image and vehicle speeds fusion to jointly predict vehicle speeds, and further optimized the energy management strategy of electric vehicles on this basis.

Most studies on speed prediction are carried out under normal geographical conditions. Affected by air pressure, temperature, and humidity, oxygen content, etc., different altitudes have different effects on vehicle dynamic performance, and people’s driving habits are also different. Therefore, specific models are needed to predict vehicle speeds in high-altitude areas. Shi et al. [51] considered the influence of altitude on the effect of speed prediction, and established a speed prediction neural network model in high-altitude areas.

Many methods based on vehicle information are not connected with perception tasks. Wang et al. [25] not only predicted steering angles and speeds at the same time, but also shared the predicted network on semantic segmentation and object detection tasks. It can efficiently carry out three tasks at the same time, making a breakthrough in-vehicle information and perception tasks. The network architecture is shown in Fig. 4.

3) Trajectory Prediction: If the trajectory prediction of vehicles on the road is performed in real time on the traffic monitoring system, or a set of trajectory prediction system is applied to vehicles, then when the trajectory between vehicles will conflict, the trajectory prediction system can reduce a large number of traffic accidents by giving owners a certain degree of reminder [52].

On the highway, the speeds of vehicle driving are faster, and the lane change process is more dangerous, if the model can predict in time whether the vehicle is safe during the lane change, it can affect driving behavior and avoid accidents. Tomar et al. [53] proposed a lane change model, which predicts the next lane during lane changing through the relative speed between vehicles, safe distance, whether the vehicle is accelerating or decelerating, and the current vehicle state (collision, near collision, absolutely safe and safe), so as to ensure the safety during lane changing.

Traditional prediction trajectory methods use physics-based motion models, and while their results are accurate in the short term, if they exceed one second, the results are less reliable and cannot be further referenced. Therefore, Jeong et al. [54] used the advantages of neural network to fuse the vehicle information such as vehicle speeds, acceleration, steering, and road
conditions, and predicted the position of the vehicle in 0-4 seconds, which provided a reference for the auto drive system and road safety.

4) Mileage, Time, Energy Consumption Forecasts: Although the fuel consumption meter of vehicles can now display the instantaneous fuel consumption, average fuel consumption, and mileage of vehicles, the mileage of vehicles is calculated based on the remaining fuel in vehicles’ fuel tanks divided by the average fuel consumption of vehicles. The average fuel consumption is calculated according to the mileage and fuel consumed over a period of time, and the real-time performance is not high. Moreover, if both the remaining time and the remaining mileage can be displayed on the vehicle display screen according to the real-time information, it is more informative, so that the driver can arrange the itinerary according to a variety of information. Therefore, using parameters that affect fuel usages such as vehicle speeds and road slope to predict the remaining mileage and time can provide greater help to the driver. Evaluating the real-time energy consumption of vehicles can monitor road pollution and provide data support for pollution reduction technology.

In terms of fuel vehicles, Chen et al. [55] proposed a method of predicting the remaining mileage and time of the vehicle based on the comprehensive vehicle and road information, not only based on the fuel capacity of the vehicle itself, the current speed, the engine speed, the weight of the vehicle and other information, but also based on the road slope and other road information, through multi-faceted information prediction is more real-time and accurate than only the reference to the average fuel consumption. In terms of electric vehicles, the real-time energy consumption is estimated by vehicle speeds, road altitude, etc., and the proposed model has the lowest error compared with existing technologies [56].

In order to mitigate the pollution caused by road traffic, effective environmental optimization technologies alone may not be sufficient. Real-time and convenient monitoring methods are also essential, as accurate monitoring can enable more effective optimization strategies. Kanarachos et al. [57] proposed a method that can evaluate vehicle energy consumption through the neural network only by using the GPS location, speed, altitude, and other information of the smartphone, without the need to use complex and cumbersome monitoring methods, which is accurate and simple, and brings new methods to monitor fuel consumption.

5) Sideslip Angle and Vehicle Deceleration Prediction: In the case of understeering or oversteering (such as drift), the vehicle’s stability control system is particularly important, and the stability control system restores the vehicle to a stable state by interfering with the engine or wheels. In terms of lateral stability control, the slip angle and roll angle are the key parameters of vehicle stability, but these parameters require very expensive equipment measurement. Melzi et al. [58] based on the vehicle’s lateral acceleration, yaw rate, speed, and steering angle, the lateral slip angle is estimated by the neural network, which greatly reduces the cost and the accuracy of the method is proved to be high [59]. The roll angle and the slip angle are estimated at the same time, and the cost is greatly reduced.

If the driver is given a certain amount of warning before a collision occurs, a large number of traffic accidents will be reduced, and even in the case of automatic driving, it also takes a certain period of time to respond. Brake deceleration is the ability of the vehicle to rapidly reduce its travel speed until it stops while on the move. Zhang et al. [60] proposed that according to the relative distance between vehicles, the relative speed of vehicles, the acceleration of the vehicle in front of the vehicle, and the lateral distance, the braking deceleration of the vehicle should be effectively predicted, and the ability of the vehicle to immediately slow down and stop should be judged.

III. FUSION METHODOLOGY

For multi-modal fusion, it is extremely important to decide what information fusion and fusion method to use. The recurrence plot and spectrogram, which can transform one-dimensional information into two-dimensional images and are convenient for two-dimensional convolutional neural networks, are first introduced in detail. Then we present efficient tensor fusion and adaptive multi-modal fusion technology.

A. Recurrence Plot

Recurrence Plot (RP) was first proposed in 1987 for qualitative analysis of nonlinear dynamical systems. A general
Z used this technology to convert the vehicle and ecosystem time series and proposed two adaptive decomposed spectrogram. Arandjelovic et al. did Fourier transform (FFT) for each frame, and finally stack the most classic time-frequency domain analysis method. STFT is based on the short-term Fourier transform (STFT) and is very helpful in analyzing the time-frequency characteristics of a signal. Spectrogram is based on the short-term Fourier transform (STFT) and is very helpful in analyzing the time-frequency characteristics of a signal. STFT is the most classic time-frequency domain analysis method. STFT by a long period of signal framing, and windowing, and then do Fourier transform (FFT) for each frame, and finally stack the results of each frame along another dimension, forming a spectrogram. Arandjelovic et al. converted the sound into a log-spectrum, and then through a convolutional neural network processing, to determine whether the video matches into a log-spectrum, and then through a convolutional neural network to determine whether the video matches.

B. Spectrogram

In the field of signal processing, there are three main domain aspects to analyze the signal, namely the time domain, the frequency domain, and the time-frequency domain, corresponding to the time domain map, the frequency domain map, and the time-frequency map, that is the spectrogram. The time domain and frequency domain can represent information in only 2D of signals, while a spectrogram uses 2D images to represent information in three dimensions. In spectrograms, the horizontal axis is time and the vertical axis is frequency, and the coordinate point value is the speech data energy. Since three-dimensional information is expressed in two dimensions, the size of the energy value is expressed by color, and the color depth indicates that the strength of speech energy of the point, which is a comprehensive description of the audio in the time domain and frequency domain characteristics. Spectrogram is a two-dimensional time-frequency domain representation of the signal. It can convert one-dimensional information into RP, and then input it into CNNs. Shahverdy et al. used this technology to convert the vehicle information into RP, and then input it into CNNs.

C. Tensor Fusion

As a mainstream fusion method of multi-modal information fusion, tensor fusion is used in a variety of applications, and autonomous driving is no exception. There are many ways of tensor fusion, such as early simple feature stitching, late decision fusion, tensor outer product fusion, and so on. As can be seen from the above, in the field of automatic driving, in addition to images and other data, the data information of vehicles, such as steering angle and vehicle speed, are also very important. Through the tensor outer product method, various such vehicle information and image data information can be fused, to better solve practical problems. This fusion method can fuse the features between various data information more fully and flexibly, and the effect is better than simple feature stitching and late decision-making.

Zadeh et al. proposed tensor outer product fusion applied to their Tensor Fusion Network (TFN), and many subsequent optimizations and variant models are also based on this network model. Tensor outer product is the outer product operation of the feature vector extracted from each mode to get a high-dimensional fusion matrix $Z$, and then project the high-dimensional fusion matrix $Z$ into the low-dimensional space through a linear layer. Each element of each eigenvector is fully fused. After the fusion of two modes, a second-order tensor is formed, and after the fusion of three modes, a third-order tensor is formed.

TFN needs external product operation for the feature vectors of each mode, when there are many feature vectors to be fused, the network will carry out the high-dimensional tensor calculation, and the calculation cost will be very high. For example, when we need to fuse the three information of steering angle, vehicle speed, and image at the same time, after fusion, we will get a third-order tensor $Z$. If we want to use the linear layer to project it into the low dimensional space, we need a fourth-order weight matrix $W$ and $Z$ to complete the calculation.

In view of the high computational cost of the TFN, many network models have proposed different solutions. Through rigorous mathematical derivation, Liu et al. decomposed the parameter $W$ and fusion tensor $Z$ of the TFN. Then, the high-order tensor operation is decomposed into linear operation, so that the calculation cost will not increase exponentially with the increase of mode, and propose a Low-rank Multi-modal Fusion. The hierarchical plural fusion network (HPFN) proposed in the article not only adopts a Low-rank Multi-modal Fusion strategy similar to the article to solve the problem of high computational cost, but also realizes local feature fusion through the added sliding window mechanism. The feature fusion of multiple time periods and the fusion sequence can be controlled to make the feature fusion more sufficient. Zhu et al. improved the Low-rank Multi-modal Fusion network and solved the problem that TFN ignores the correlation between various modes by adding a self-attention mechanism. The specific operation is to change each mode into a new single-mode feature vector through the self-attention mechanism module, and then fuse through Low-rank Multi-modal Fusion.

D. Adaptive Fusion

Compared with the above fusion methods, adaptive fusion is more flexible and natural, because the network using this fusion method will not determine a specific fusion operation, such as feature stitching, tensor outer product, etc., but let the network decide “how” to more effectively integrate a given set of multi-modal features. Sahu et al. proposed two adaptive
fusion network structures: 1) Auto-Fusion, which encodes the information of all modes and splices them into a tensor, then restores the features with the decoder and finally calculates the loss between the features. This method not only integrates the feature vectors but also learns the useful features. It solves the problem that the final predictor bears the additional responsibility of identifying useful signals. 2) GAN-Fusion, the network first finds a trunk mode, then fuses the other modal information except for the trunk mode, and fuses the fused information against the information of the trunk mode, thus we can obtain the new feature vector for each pattern. In the same operation, all modes are used as the trunk mode at the same time, so we can obtain the new feature vector of each mode, and then splice these feature vectors. That is to complete the final integration.

IV. DATASETS

Many datasets only contain image and LiDAR information for semantic segmentation, object detection, and other tasks, but few datasets contain a large amount of vehicle information at the same time. This chapter shows some datasets covering images, LiDAR, vehicle information, and so on, which makes the research of multi-modal fusion based on vehicle information more convenient. The various datasets that have emerged over time are shown in Fig. 5, and the detailed information contained in them is shown in Table I.

A. Uah-Driveset

UAH-DriveSet [83] is a public driving analysis dataset released in 2016. Six drivers of different ages and genders drive different vehicles on different roads (motorway and secondary road) to simulate three different driving behaviors (normal driving, drowsy driving, and aggressive driving), so as to collect data, including video, original vehicle data, and processed data. The UAH-DriveSet is available at: http://www.robesafe.com/personal/eduardo.romera/uh-driveset.

Each folder of the dataset includes video and data text files. Data files include measurements obtained by the mobile phone sensor; variables processed by DriveSafe in real-time (car position relative to lane center, car angle relative to lane curvature, distance to ahead vehicle in current lane, etc); a single event generated during driving detected by the DriveSafe (brake, accelerate, steer, etc); DriveSafe’s rating of driver behavior. Vehicle bus data mainly includes vehicle speed, acceleration, longitude, and latitude, etc.

The dataset also provides a reader tool, by selecting a route that can be synchronized in the interface to display video and recorded data changes in real time, which can facilitate
researchers to observe the performance of vehicles in certain driving behavior, providing researchers with good analysis tools.

B. BDD100K

The BDD100K dataset [80], released in 2018 by the University of Berkeley AI Lab (BAIR), is a classic large-scale and diverse dataset of driving videos.

The dataset includes high-resolution (720p) image information, as well as GPS/IMU information to save driving trajectories. The dataset contains 100,000 driving videos (40 seconds each) from different areas (New York, San Francisco Bay Area, and other areas) and different scenarios (city roads, residential areas, and highways), different weather, and different times. Due to the diversity of its external environment, the robustness of the applied model is improved. Dataset videos are divided into a 70 K training set, a 10 K validation set, and a 20 K test set. The dataset can be used for tasks such as object detection, lane line detection, semantic instance segmentation, multiple object tracking, and segmentation.

C. A2D2

Audi Autonomous Driving Dataset (A2D2) [74] is a public driving dataset released by Audi in 2020. Data and other details are available from the http://www.a2d2.audi. The A2D2 dataset also has a certain diversity, taking into account not only the diversity of road environments (highways, country roads, and urban roads in southern Germany), but also the diversity of weather (cloudy, rainy, and sunny days). Datasets include image data and 3D point clouds, as well as 3D bounding boxes, semantic segmentation data and label, instance segmentation data and label, and vehicle information from the car bus, which can be used for a wide variety of tasks due to the diversity of their annotations. Vehicle bus data mainly includes steering angle, brake, throttle, odometry, etc. A total of 41,227 frames with semantic segmentation labels and point cloud labels in the dataset, of which 12,497 frames contained 3D callout boxes for targets in the field of view of the front camera, and also included 392,556 consecutive frames of unlabeled sensor data.

D. Udacity

In collecting vehicle dynamics information, ROS provides a flexible ecosystem and includes powerful tools and libraries. Many researchers use the ROS framework for dataset creation. ROS nodes can perform synchronous data collection from the CAN bus and RGB cameras. Through the ROS node information, the dynamic information of the vehicle during the driving process, such as speed, steering angle, braking, torque, and accelerator value, can be obtained.

Udacity’s autonomous driving dataset, 1920 × 1200 resolution images captured using a Point Grey research camera, the data collected is divided into two datasets. The first consists of daytime conditions in Mountain View, California, and adjacent cities. The dataset contains more than 65,000 annotated objects in 9,423 frames, and the annotation method combines machines and humans. The labels are cars, trucks, and pedestrians. The second dataset is generally similar to the former, except that the annotation content of traffic lights is increased, the number of datasets has also increased to 15,000 frames, and the annotation method is completely manual. In addition to the images taken by the vehicle, the content of the dataset also includes the attributes and parameters of the vehicle itself, such as latitude and longitude, brakes, accelerator, steering, and rotational speed. Many researchers have performed the above fusion research on the vehicle information and visual data on the Udacity dataset. The Udacity dataset is available at: https://github.com/udacity/self-driving-car/tree/master/datasets.

E. Comma.ai

The Comma.ai [73] Dataset is a video dataset for autonomous driving containing a total of 7.25 hours of video, which contains 10 videos recorded at 20 Hz by a video camera mounted on an Acura ILX 2016 windshield Camera recording. In addition to this, the dataset also contains some measurements of the vehicle itself, such as car speed, acceleration, steering angle, GPS coordinates, gyroscope angle, etc. The measurements are all converted to a uniform 100 Hz time base, the Comma.ai dataset is provided by Comma.ai company was released in 2016.

F. OpenMPD

OpenMPD [84] is our multi-modal autonomous driving dataset released in 2022. Compared with the existing dataset, OpenMPD includes more complex driving scenes (such as night, road construction, U-turn, etc.) and complex roads (such as intersections, tunnels/culvert, viaducts, etc.) to provide diverse data for autonomous driving tasks. Our vehicle is equipped with six cameras and four LiDARs to achieve 360-degree full coverage while acquiring multi-modal data. In particular, we use 128-beam LiDAR to collect high-resolution dense point cloud data. We have extracted 15 K keyframes for annotation, including 2D/3D semantic segmentation, 2D/3D bounding box, which can be used for semantic segmentation, object detection, object tracking, and other multi-task, multi-view research. We also collect vehicle information such as vehicle speed, acceleration, steering angle, and engine speed from CAN bus. For data and more information, please visit http://www.openmpd.com/.

V. CHALLENGES

Most current autonomous driving methods primarily involve learning control policies directly from sensory data without explicit intermediate representations. This approach, which maps images to driving behavior, often lacks robust generalization ability. Although much research has been done on the joint learning of vehicle information and images, there are still many challenges to be further investigated. In this section, we will discuss some open problems from vehicle control, scene generalization, and datasets, as follows.

The automatic driving function of the vehicle is mainly realized by the longitudinal motion control and the lateral motion control. In automatic vehicle control, longitudinal control is still a challenging problem [85]. In addition to the visual information...
collected by camera radar, with the increase in the number of onboard sensors, more and more vehicle motion state parameters can be collected. For example, longitudinal acceleration, air resistance, tire load, ground friction, ground inclination, etc. By combining image perception information, vehicles can achieve better longitudinal control in constant speed cruise, adaptive cruise, and anti-collision systems. Therefore, researchers can try to combine rich self-sensor information from different driving scenes to achieve vehicle control.

In terms of research scenarios, most studies currently focus on daytime driving scenarios [86]. In works such as [20] and [25], only a few of their studies involve nighttime driving, while as stated in [87], most of researchers ignored nighttime driving in their scenarios. If automatic driving only relies on daytime driving, its range of motion is limited. However, the information on self-owned sensors is not affected by bad weather and light conditions. Therefore, we suggest that researchers can widely use vehicle information in future research to improve scene generalization ability.

In terms of datasets, there are relatively few publicly available datasets with vehicle information. Most researchers collect fixed data for specific scenarios or conditions, and large-scale autonomous driving datasets with vehicle kinematic parameters are lacking. A common solution is to perform data augmentation on the limited data to obtain additional training data. However, it still has certain limitations compared to real datasets covering various lighting conditions and complex road conditions. In addition, many researchers have built autonomous driving simulation scenarios on simulators and obtained simulated data for model training, but in the transition from simulation to the real world, the error rate is almost doubled, and the complex and diverse real-world environments present even greater challenges. Therefore, it is necessary to build larger real-world datasets and more realistic simulated environments for training and testing in the future.

VI. FUTURE RESEARCH PROSPECTS

Compared with additional sensors such as LiDAR, vehicle information is not limited by the external environment and sensor hardware, and it is low-cost and can provide accurate and real-time data. However, many studies have not made full use of these advantages, especially in robot autonomous control, automatic driving, and so on. The following describes our future research directions in terms of vehicle speeds and steering angles.

A. Vehicle Speed

Accurately distinguishing the driving behavior of drivers plays a significant role in driving assistance systems, road safety, energy optimization, and so on. The behavior classification method based on driver dynamics directly uses the camera to aim at drivers’ faces and bodies, which violates drivers’ privacy. The behavior classification method based on vehicle dynamics only uses vehicle information for analysis, which lacks images that can provide rich information about vehicles and roads. The change degree of vehicle information directly reflects the driver’s driving behavior. For example, the sharp change of speeds in a short time reflects that the driver is in an aggressive state. The roadside image can reflect the degree of emptiness, congestion, and distance from obstacles. If the vehicle information is combined with the roadside image, it can make the information complementary and improve the classification performance.

1D information can be converted into 2D information through Gramian Angular Field, Markov Transition Field, Recurrence Plot, and Short-time Fourier Transform. We first convert the temporal speeds within five seconds into 2D and then get their own features with the roadside image through ResNet50, then pool in space to obtain features for fusion, and then fuse them through MSELos. The MSELos between the vehicle speed and the image features are calculated to force them to align. Finally, the MSELos value is mapped to three driving behaviors through the full connection layer. We classify the driver’s behavior (normal, drowsy, aggressive) according to the road (all road, motorway road, secondary road) in the public UAH-DriveSet, as shown in Tables II–IV. Table II shows our comparison with other methods on all roads, which is 2.1% higher than the current best DriveBFR. Table III shows our comparison with other methods on motorway road, which is 7.4% higher than the current best Stacked-LSTM. Table IV shows our comparison with other methods on a secondary road, which is 3.3% higher than the best Stacked-LSTM. Experiments show that speed and image can be effectively fused to improve classification performance.

For autonomous vehicles, due to the fixed frequency of camera shooting, the vehicle can only track the object blindly without knowing the degree of the object position change. The vehicle information such as vehicle speed intuitively reflects the change degree of the object position. The faster the speed between adjacent frames, the greater the change of the object position, and the lower the object similarity between images. Therefore, the vehicle speed can be used as auxiliary information for object tracking, which can be combined with the image to improve the object detection ability.

B. Steering Angle

Steering angle prediction can be incorporated into a wider range of computer vision-based techniques such as lane line detection, obstacle detection, etc. In the field of autonomous driving, one of the necessary capabilities of vehicles is the need to accurately identify lane lines. According to different road conditions, reasonable lane keeping to prevent deviation from the safe driving area is inseparable from accurate steering angle prediction. During the turning process, since the lane line is in a curved state and the lane line spans different areas of the image, the convolution kernel in the current convolutional neural network has limitations in extracting feature regions, and cannot efficiently extract curved and cross-regional features. The turning angle describes the size of the turning span, that is, the bending degree of the lane line, which intuitively reflects the state of the lane line. Therefore, the turning angle can be used as auxiliary data in images to improve the recognition ability of lane lines.
To prove the correctness of our theory, we have carried out a lot of work and experiments in this field. First of all, we extract more than 6,000 roadside images and steering angle data corresponding to each image from Udacity, a public dataset in the field of automatic driving, and annotated the data. Secondly, we use the classic lane line detection algorithm Lanenet [94] as our baseline. Based on this baseline, we incorporate the steering angle data into the feature maps generated by downsampling. First, we perform a maxpool operation on the feature map to obtain the one-dimensional feature information of the feature map, and we extract steering angle features through Multi-Layer Perceptron (MLP), and then combine the one-dimensional feature information of the feature map with the steering angle feature vector after feature extraction to get the channel attention weights of the feature map, the weights are multiplied by the original feature map to get the new feature map that we fuse the steering angle. And classified into two groups by light intensity and whether the lane line is curved, to observe the index changes after adding steering angle in different scenes, as shown in Table V. The experimental results show that the steering angle and image fusion can improve the detection accuracy of lane lines in various scenes, and the improvement effect is most obvious in the case of bad lighting and lane line curving. Among them, when the lane line is curved, the mIOU with a steering angle is 4.4% higher than that without a steering angle, and in the case of bad lighting, the mIOU with a steering angle is 4.7% higher than that without a steering angle.

In addition, we have reproduced the open-source lane line algorithm in recent years on our dataset, and carried out a comparative experiment. Table VI shows that when we integrate the steering angle into our baseline, all indicators exceed other

### TABLE II

**On the UAH Dataset, the Performance of Our Method of Fusing Vehicle Speed and Image Is Compared With Other Driving Behavior Classification Methods**

| Type           | Model                                           | F1  | Acc | Pre | Rec |
|----------------|-------------------------------------------------|-----|-----|-----|-----|
| Machine Learning | MLP [88]                                        | 48.0% | -   | -   | -   |
|                | Decision Tree [88]                             | 80.0% | -   | -   | -   |
|                | Generic Model [89]                             | -   | 81.3% | 82.2% | 80.7% |
|                | Personalized Model [89]                        | -   | 89.5% | 89.9% | 89.2% |
|                | Road-Aware Model [89]                          | -   | 83.6% | 84.4% | 83.2% |
|                | Personalized Model With Road Information [89]  | -   | 91.6% | 92.0% | 91.5% |
| Neural Network | Discriminant Analysis [89]                     | -   | 51.1% | -   | -   |
|                | Decision tree [89]                             | -   | 63.1% | -   | -   |
|                | KNN [89]                                        | -   | 66.8% | -   | -   |
|                | SVM [89]                                        | -   | 67.4% | -   | -   |
|                | Ensemble Learning [89]                         | -   | 81.3% | -   | -   |
|                | DriveBFR [90]                                   | 95.0% | -   | -   | -   |
|                | Stacked-LSTM [88]                              | 91.0% | -   | -   | -   |
|                | HDC-ANN [91]                                    | 94.0% | -   | -   | -   |
|                | HDC-SNN [91]                                    | 92.0% | -   | -   | -   |
|                | Ours                                           | 97.1% | 97.3% | 97.0% | 97.3% |

The ACC, PRE, and REC represent accuracy, precision, and recall. The “-” means that it is not indicated in the method.

### TABLE III

**Performance Comparison With Other Driving Behavior Classification Methods on Motorway Road**

| Type           | Model               | F1  | Acc | Pre | Rec |
|----------------|---------------------|-----|-----|-----|-----|
| Machine Learning | Logistic Regression [92] | 53.0% | 54.0% | 53.0% | 54.0% |
|                | Gradient Boosting [92] | 68.0% | 67.0% | 70.0% | 67.0% |
|                | Random Forest [92] | 63.0% | 63.0% | 63.0% | 63.0% |
|                | MLP [88] | 51.0% | -   | -   | -   |
|                | Decision Tree [88] | 75.0% | -   | -   | -   |
| Neural Network | Neural Network [92] | 25.0% | 29.0% | 29.0% | 27.0% |
|                | Stacked-LSTM [88] | 86.0% | -   | -   | -   |
|                | Ours               | 93.4% | 93.5% | 93.5% | 93.5% |

### TABLE IV

**Performance Comparison With Other Driving Behavior Classification Methods on Secondary Road**

| Type           | Model               | F1  | Acc | Pre | Rec |
|----------------|---------------------|-----|-----|-----|-----|
| Machine Learning | Logistic Regression[93] | 51.0% | 55.0% | 54.0% | 52.0% |
|                | Random Forest [93] | 61.0% | 63.0% | 63.0% | 62.0% |
|                | Gradient Boosting [93] | 64.0% | 65.0% | 65.0% | 64.0% |
|                | MLP [88] | 64.0% | -   | -   | -   |
|                | Decision Tree [88] | 92.0% | -   | -   | -   |
| Neural Network | Stacked-LSTM [88] | 95.0% | -   | -   | -   |
|                | Ours               | 98.3% | 98.4% | 98.3% | 98.3% |

### TABLE V

**Experimental Comparison of Lane Line Detection Based on Image and Steering Angle Fusion**

| Group             | Steering angle | mIOU  | Acc  | F1   |
|-------------------|----------------|-------|------|------|
| All               | yes            | 79.4% | 99.3% | 93.5% |
| All               | no             | 76.3% | 97.4% | 89.9% |
| Good light        | yes            | 78.4% | 99.1% | 89.4% |
| Good light        | no             | 76.1% | 98.4% | 87.8% |
| Bad light         | yes            | 77.2% | 99.0% | 92.1% |
| Bad light         | no             | 72.5% | 96.4% | 88.3% |
| Curve lane        | yes            | 76.5% | 99.2% | 93.0% |
| Curve lane        | no             | 72.1% | 96.4% | 89.1% |
| Straight lane     | yes            | 77.7% | 99.4% | 92.4% |
| Straight lane     | no             | 76.9% | 99.3% | 91.8% |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
lane line detection algorithms. Among them, mIOU is 2.1% higher than CondLane, the current best lane detection algorithm, and 4.3% higher than SCNN.

**VII. CONCLUSION**

A great many of the existing multi-modal fusion methods use image and point cloud data, which are acquired through external devices, it can not avoid the influence of the external environment and the limitations of the sensor itself. However, the vehicle information (steering angle, speed, etc) will not have the above factors, which can provide real-time and accurate information and an intuitive representation of the vehicle’s status. In this article, we first elaborate and analyze some studies of application steering angle and vehicle speed. Secondly, the multi-modal fusion technology is described in detail. Then, we recommend some public datasets that contain both images and information about the vehicle. Finally, We describe the current challenges and future research prospects. Our survey can provide meaningful references for researchers interested in vehicle information and multi-modal fusion fields.
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