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Abstract

In this paper we look at isometry properties of random matrices. During the last decade these properties gained a lot attention in a field called compressed sensing in first place due to their initial use in [7, 8]. Namely, in [7, 8] these quantities were used as a critical tool in providing a rigorous analysis of \( \ell_1 \) optimization’s ability to solve an under-determined system of linear equations with sparse solutions. In such a framework a particular type of isometry, called restricted isometry, plays a key role. One then typically introduces a couple of quantities, called upper and lower restricted isometry constants to characterize the isometry properties of random matrices. Those constants are then usually viewed as mathematical objects of interest and their a precise characterization is desirable. The first estimates of these quantities within compressed sensing were given in [7, 8]. As the need for precisely estimating them grew further a finer improvements of these initial estimates were obtained in e.g. [2, 4]. These are typically obtained through a combination of union-bounding strategy and powerful tail estimates of extreme eigenvalues of Wishart (Gaussian) matrices (see, e.g. [20]). In this paper we attempt to circumvent such an approach and provide an alternative way to obtain similar estimates.

Index Terms: Restricted isometry constants; compressed sensing; \( \ell_1 \)-minimization.

1 Introduction

In this paper we look at isometry properties of random matrices. Our motivation comes from their initial employment for the analysis of \( \ell_1 \)-optimization success in solving under-determined linear systems with sparse solutions. In [7, 8] the following classic inverse linear problem was considered: consider a \( m \times n \) system matrix \( A \) with real components. Let \( \tilde{x} \) be a vector with no more than \( k \) nonzero components (we will call such a vector \( k \)-sparse). Further let

\[
y = A \tilde{x}.
\]  

Then one can pose the inverse problem: given \( y \) and \( A \) can one then recover \( \tilde{x} \)? The answer critically depends on the structure of \( A \) and relations between \( k, m, \) and \( n \). To avoid any special case we will assume that \( A \) is always a full rank matrix and that \( k < m < n \). Moreover, to simplify the exposition we will assume that \( n \) is large and the so-called linear regime, i.e. we will assume that \( k = \beta n \) and \( m = \alpha n \) where \( \beta \) and \( \alpha \) are constants independent of \( n \). It is then a relatively easy algebraic exercise to show that if \( \beta < \alpha/2 \) the solution to the above problem is unique and equal to \( \tilde{x} \). On the other hand if \( \beta > \alpha/2 \), roughly speaking, the “odds” are pretty good that the solution is unique and equal to \( \tilde{x} \). Equipped with these algebraic facts one then faces the problem of actually figuring out what \( \tilde{x} \) really is, if \( y \) and \( A \) from (1) are given. That
essentially (loosely speaking) boils down to finding the sparsest solution of the following under-determined system of linear equations

\[ Ax = y. \]  

(2)

The above problem is of course hard. Moreover it is a mathematical cornerstone of the field called compressed sensing that has seen an unprecedented expansion in recent years (way more about the compressed sensing conception and various problems of interest within the fields that grew out of the above mentioned basic compressed sensing concept can be found in a tone of references; here we point out to a couple of introductory papers, e.g. [7, 17]).

Looking back at (2), clearly one can consider an exhaustive search type of solution where one would look at all subsets of \( k \) columns of \( A \) and then attempt to solve the resulting system. However, in the linear regime that we assumed above such an approach becomes prohibitively slow as \( n \) grows. That of course led in last several decades towards a search for more clever algorithms for solving (2). Many great algorithms were developed (especially during the last decade) and many of them have even provably excellent performance measures (see, e.g. [12, 16, 18, 29, 30, 44, 45]). A particularly successful strategy is the following so-called \( \ell_1 \)-optimization technique (variations of the standard \( \ell_1 \)-optimization from e.g. [9, 10, 33]) as well as those from [13, 21, 25–27, 32] related to \( \ell_q \)-optimization, \( 0 < q < 1 \) are possible as well

\[ \min \|x\|_1 \text{ subject to } Ax = y. \]  

(3)

It has been known for a long time that the solution to the above problem is fairly often \( \tilde{x} \) in (2). It is however the work of [7, 8, 17] that for the first time established it as a rigorous mathematical fact in a certain statistical scenario for the linear regime that we consider here (more on the non-linear regime, i.e. on the regime when \( m \) is larger than linearly proportional to \( k \) can be found in e.g. [11, 22, 23]). On the path to establishing this fact [7, 8] made a use of isometry properties of matrix \( A \). Namely, they observed that if one looks at \( k \)-column subsets of \( A \) and can somehow show that they typically behave as isometries one can then guarantee that the solution of (3) is \( \tilde{x} \). To make the above description of such an observation more precise it is more convenient to define the following objects (for definitions of related, similar objects see, e.g. [2, 6–8]):

\[ \xi_{uric}(\beta, \alpha) = \max_{\|x\|_2 = 1, \|x\|_{\ell_0} = k} \|Ax\|_2 \]

\[ \xi_{lric}(\beta, \alpha) = \min_{\|x\|_2 = 1, \|x\|_{\ell_0} = k} \|Ax\|_2, \]  

(4)

where \( \|x\|_{\ell_0} \) is the so-called \( \ell_0 \)-norm which for all practical purposes counts how many nonzero components vector \( x \) has. Now, if one assumes that the columns of \( A \) are normalized so that they all have unit Euclidean norm then how far away from 1 are \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{lric}(\beta, \alpha) \) is what determines how close \( A \) is to satisfying restricted isometry properties. What was observed in [7, 8] is essentially what kind of effect will deviation of \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{lric}(\beta, \alpha) \) from 1 have on the ability of (3) to recover \( \tilde{x} \) from 1. All these things were of course rigorously quantified as well assuming a statistical scenario. In such a scenario matrix \( A \) is often assumed to have appropriately scaled i.i.d. standard normal components. We will make a similar assumption throughout the rest of the paper as well (however, we do mention that our results are in no way restricted only to such matrices \( A \); in fact we will briefly towards the end of the paper discuss the generality of the presented results as well). Namely, to ease the exposition we will assume that the elements of \( A \) are i.i.d. standard normal components. Our goal will be to provide estimates for \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{lric}(\beta, \alpha) \) in such a statistical scenario.

We should also mention that the restricted isometry properties that were considered in [7, 8] are not the only way how one can analyze the ability of (3) to recover \( \tilde{x} \) in (2). Namely, in [14, 15], an alternative...
approach based on high-dimensional “random” geometry was presented. Moreover, such an approach was capable of providing the exact relations between \( k, m, \) and \( n \) (essentially \( (\beta, \alpha) \) relations) so that (3) typically in a statistical scenario recovers \( \hat{x} \). In our own series of work [38, 40–42], we designed an alternative probabilistic approach that was also able to provide the exact \( (\beta, \alpha) \) relations so that (3) typically in a statistical scenario recovers \( \hat{x} \). However, for the purposes of this paper we believe that the analysis presented in [7, 8] and later in [5] is more relevant.

Of course before proceeding with the presentation of our main results, we should mention that after the original considerations in [7, 8], the restricted isometry properties have found a great deal of applications in various other studies related to linear inverse problems as well as in studies that viewed them as pure mathematical objects (see, e.g. [1, 3, 6, 7, 31]). Along the same lines, we should mention that our motivation and interest come from the initial types of analysis used to study \( \ell_1 \)-optimization properties. However, our presentation and contribution view them as purely mathematical objects and all results we present are a purely mathematical characterization of restricted isometry properties of random matrices \( A \) (which essentially boils down to an as precise as possible estimate of \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \) in (4)). Of course there has been a great deal of work in recent years that provided solid estimates for \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \). We should first mention that already in the introductory papers [7, 8] pretty good estimates for \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \) were provided. In those papers of course the primary goal was the analysis of (3) and the estimates provided for \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \) were more of an instructional nature. In [4] and [2] the strategy from [7, 8] (based on a combination of union-bounding and fairly precise tail estimates of extreme eigenvalues of Wishart matrices) was refined and better (closer to 1) values for \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \) were obtained. We will throughout the paper recall on some of these results and will discuss them in more detail as we present our own. At this point, we would like to emphasize that the results that we will present will provide a fairly good set of estimates for both \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \). However, rather than particular values, it is the mechanisms that we designed to obtained them that we believe are of particular value. Essentially, the framework that we designed attempts to circumvent the traditional union-bounding/Wishart extreme eigenvalues approach.

Before proceeding further we briefly mention how the rest of the paper is organized. In Section 2 we present a mechanism that can be used to provide an upper bound on \( \xi_{uric} \) (from this point on we will fairly often instead of \( \xi_{uric}(\beta, \alpha) \) and \( \xi_{tric}(\beta, \alpha) \) write just \( \xi_{uric} \) and \( \xi_{tric} \), respectively). In Section 3, we provide a way to improve the results presented in Section 2 (this will rely on a substantial progress we recently made in studying various other combinatorial problems in e.g. [36, 37]). In Section 4 we then present a counterpart to the mechanism from Section 2 that can be used to provide a lower bound on \( \xi_{tric} \). Along the same lines, we then in Section 5 provide a counterpart to the mechanism from Section 3 that can be used to lift the lower bounds on \( \xi_{tric} \). Finally in Section 6 we present a brief discussion and provide a few concluding remarks related to the obtained results.

## 2 Bounding \( \xi_{uric} \)

In this section we look at \( \xi_{uric} \) and design a mechanism that can be used to upper-bound it. The mechanism will to an extent be related to the mechanism we presented in [42] and used for the analysis of (3)’s ability to recover \( \hat{x} \). Throughout the presentation in this and all subsequent sections we will consequently assume a substantial level of familiarity with many of the well-known results that relate to the performance characterization of (3) (we will fairly often recall on many results/definitions that we established in [36, 42]). We start by defining a set \( S_{ric} \)

\[
S_{ric} = \{ x \in S^{n-1} | \| x \|_{\ell_0} = k \}, \tag{5}
\]
where $S^{n-1}$ is the unit sphere in $\mathbb{R}^n$. Then one can transform the first part of (4) in the following way

$$\xi_{uric} = \max_{x \in S_{ric}} \|Ax\|_2. \quad (6)$$

A very similar set of problems was considered in [35, 42]. A powerful set of upper/lower bounds was established in [35, 42] on various problems considered there. Here, using mechanism similar to those from [35, 42] we will establish a similar set of upper bounds on $\xi_{uric}$. However, one should note that the structure of set $S_{ric}$ is somewhat different than the structure of sets considered in [35, 42] and a careful approach will be needed to readapt the mechanisms from [35, 42] to the problem we consider here. Also, the mechanisms of [35, 42] were powerful enough to establish the concentration of quantities similar to $\xi_{uric}$. Moreover, these quantities concentrate around their mean values. It will therefore be enough for us to only view $E\xi_{uric}$. Below we present a way to create an upper-bound on the optimal value of $E\xi_{uric}$.

2.1 Probabilistic approach to upper bounding $\xi_{uric}$

In this section we look at $E\xi_{uric}$ and design its an upper-bound. To do so we rely on the following lemma (which is a modified version of a similar lemma from [35] and, as mentioned in [35], a direct application of Theorem 4 from [35] proven in various forms and shapes in e.g. [24, 34]):

**Lemma 1.** Let $A$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $n \times 1$ and $m \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable. Then

$$E\left( \max_{x \in S_{ric}, \|y\|_2 = 1} (y^TAx + \|x\|_2g) \right) \leq E\left( \max_{x \in S_{ric}, \|y\|_2 = 1} (\|x\|_2g^Ty + h^Tx) \right). \quad (7)$$

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 4 from [35]. We skip the details and mention that the only difference between the proof one needs here and the one given in [35] is the structure of set $S_{ric}$. However, such a difference changes nothing in the remainder of the proof. \qed

Using results of Lemma 1 we then have

$$E\left( \max_{x \in S_{ric}} \|Ax\|_2 \right) = E\left( \max_{x \in S_{ric}, \|y\|_2 = 1} (y^TAx + \|x\|_2g) \right) \leq E\left( \max_{x \in S_{ric}, \|y\|_2 = 1} (\|x\|_2g^Ty + h^Tx) \right) = E\|x\|_2\|g\|_2 + E \max_{x \in S_{ric}} h^Tx \leq \sqrt{m} + E \max_{x \in S_{ric}} h^Tx. \quad (8)$$

Let $\hat{h}$ be the vector of magnitudes of $h$ sorted in nondecreasing order (of course, ties are broken arbitrarily). Then from (8) we have

$$E\left( \max_{x \in S_{ric}} \|Ax\|_2 \right) \leq \sqrt{m} + E \left[ \sum_{i=n-k+1}^{n} \hat{h}_i \right] \leq \sqrt{m} + E \left[ \sum_{i=n-k+1}^{n} \hat{h}_i \right]. \quad (9)$$

Using the results of [42] one then has

$$\lim_{n \to \infty} \frac{E\left( \max_{x \in S_{ric}} \|Ax\|_2 \right)}{\sqrt{m}} \leq 1 + \sqrt{\lim_{n \to \infty} \frac{E \sum_{i=n-k+1}^{n} \hat{h}_i^2}{\alpha n}} = 1 + \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2\text{erfinv}(1-\beta)}{\sqrt{\pi e (\text{erfinv}(1-\beta))^2}}}. \quad (10)$$
Connecting beginning and end of (10) we finally have an upper bound on \( E\xi_{uric} \) (in a scaled more appropriate form),

\[
\lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} = \frac{E(\max_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \leq 1 + \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2\text{erfinv}(1-\beta)}{\sqrt{\pi e (\text{erfinv}(1-\beta))^2}}}. \tag{11}
\]

We summarize our results from this subsection in the following lemma.

**Lemma 2.** Let \( A \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( k = \beta n, m = \alpha n \), where \( \beta, \alpha > 0 \) are constants independent of \( n \). Let \( \xi_{uric} \) be as in (6).

\[
\lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} = \frac{E(\max_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \leq 1 + \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2\text{erfinv}(1-\beta)}{\sqrt{\pi e (\text{erfinv}(1-\beta))^2}}}. \tag{12}
\]

Moreover, let \( \xi_{uric}^{(u)} \) be a quantity such that

\[
1 + \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2\text{erfinv}(1-\beta)}{\sqrt{\pi e (\text{erfinv}(1-\beta))^2}}} < \xi_{uric}^{(u)} . \tag{13}
\]

Then

\[
\lim_{n \to \infty} P(\max_{x \in S_{ric}} \|Ax\|_2 \leq \xi_{uric}^{(u)} \sqrt{m}) \geq 1 \\
\iff \lim_{n \to \infty} P(\xi_{uric} \leq \xi_{uric}^{(u)} \sqrt{m}) \geq 1 \\
\iff \lim_{n \to \infty} P(\xi_{uric}^2 \leq (\xi_{uric}^{(u)})^2 m) \geq 1. \tag{14}
\]

**Proof.** The proof of (12) follows from (11) and the above discussion. The proof of the moreover part follows from the concentration properties considered in [42] and the corresponding discussion presented in [35].

### 2.2 Numerical results – upper bound on \( \xi_{uric} \)

In this subsection we present a small collection of numerical results one can obtain based on Lemma 2. In Tables 1 and 2 we essentially show the upper bounds on \( \lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} \) one can obtain based on the above lemma. We refer to those bounds as \( \xi_{uric}^{(u)} \). Also, to get a feeling how far off they could be from the optimal ones we also show a set of known bounds from [2] (based on numerical experiments conducted in [2] those appeared as if not that far away from the optimal values). While there are other ways that can be used to compute bounds on \( \lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} \), we chose to present the results obtained through the concepts developed in [2] for two reasons: 1) the calculations behind these bounds are fairly simple and 2) the main idea behind their construction is very neat (alternatively one can also look at the results from e.g. [4, 7, 8]; the results from [2] however provide lower values of the upper bounds; for a detailed discussion how the results from [2, 4, 7, 8] relate to each other we refer to [2]). We denote the upper bounds on \( \lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} \) that one can obtain based on [2] as \( \xi_{uric}^{BT} \). Also, we do mention that the values presented in Tables 1 and 2 are slightly modified versions of the corresponding quantities from [2]. Namely, to get a complete agreement with [2] one should think of \( \mathcal{U} \) in [2] as \( (\xi_{uric}^{BT})^2 - 1 \) (or in other words, what we call \( \xi_{uric}^{BT} \) in [2] is called \( \lambda^{max} \)). Overall, the results obtained based on Lemma 2 improve a bit on those from [2] and the improvement becomes more visible as ratio \( \beta/\alpha \) grows.
Table 1: Upper bounds on $\lim_{n \to \infty} E_{\xi_{uric}} - \frac{\beta}{\alpha} \leq 0.5$ regime

| $\alpha$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|----------|-----|-----|-----|-----|-----|
| $\beta/\alpha = 0.1; \xi^{BF}_{uric}$ | 1.9786 | 1.8970 | 1.8562 | 1.8280 | 1.8062 |
| $\beta/\alpha = 0.1; \xi^{(u)}_{uric}$ | 1.9192 | 1.8049 | 1.7471 | 1.7071 | 1.6761 |
| $\beta/\alpha = 0.3; \xi^{BF}_{uric}$ | 2.5822 | 2.4067 | 2.3142 | 2.2471 | 2.1925 |
| $\beta/\alpha = 0.3; \xi^{(u)}_{uric}$ | 2.3941 | 2.1710 | 2.0560 | 1.9753 | 1.9123 |
| $\beta/\alpha = 0.5; \xi^{BF}_{uric}$ | 2.9622 | 2.7036 | 2.5591 | 2.4479 | 2.3508 |
| $\beta/\alpha = 0.5; \xi^{(u)}_{uric}$ | 2.6706 | 2.3633 | 2.2030 | 2.0901 | 2.0017 |

Table 2: Upper bounds on $\lim_{n \to \infty} E_{\xi_{uric}} - \frac{\beta}{\alpha} > 0.5$ regime

| $\alpha$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|----------|-----|-----|-----|-----|-----|
| $\beta/\alpha = 0.7; \xi^{BF}_{uric}$ | 3.2505 | 2.9094 | 2.7053 | 2.5337 | 2.3769 |
| $\beta/\alpha = 0.7; \xi^{(u)}_{uric}$ | 2.8709 | 2.4898 | 2.2898 | 2.1489 | 2.0394 |
| $\beta/\alpha = 0.9; \xi^{BF}_{uric}$ | 3.4849 | 3.0577 | 2.7779 | 2.5385 | 2.3769 |
| $\beta/\alpha = 0.9; \xi^{(u)}_{uric}$ | 3.0283 | 2.5801 | 2.3440 | 2.1785 | 2.0522 |

3 Lowering $\xi_{uric}$’s bounds

In the previous section we presented a fairly powerful method for estimating $\xi_{uric}$. However, the results we obtained are not exact. Of course, the main reason is an inability to determine the exact value of $E\xi_{uric}$. Instead we resorted to its upper bounds and those could be loose. In this section we will use some of the ideas we recently introduced in [36, 37] to provide a substantial conceptual improvement in these bounds which would in turn reflect even in practically better estimates for $E\xi_{uric}$ (as we will see later on, similar concepts will be employed to deal with $E\xi_{uric}$ and practical improvement in those cases will be even more substantial). Below we recall on the main components of the mechanisms introduced in [36, 37] and how these can be adapted to be of use when dealing with problems of interest here.

3.1 Probabilistic approach to lowering $\xi_{uric}$’s bounds

We start by introducing a lemma very similar to the one considered in [37] (the following lemma is essentially a direct consequence/application of Theorem 1 from [37] which of course was proved in [24] and in a slightly different form earlier in [34]).

Lemma 3. Let $A$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $n \times 1$ and $m \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable and let $c_3$ be a positive constant. Then

$$E\left(\max_{x \in S_{rec}, \|y\|_2 = 1} e^{c_3(y^T A x + g)}\right) \leq E\left(\max_{x \in S_{rec}, \|y\|_2 = 1} e^{c_3(g^T y + h^T x)}\right). \quad (15)$$

Proof. As mentioned above, the proof is a standard/direct application of Theorem 1 from [37] which was proved in [24] and in a slightly different form earlier in [34]. The only difference is the structure of $S_{uric}$ which changes nothing in the proof. 


Following what was done in [37] one then has
\[
E(\max_{x \in S_{ric}} \|Ax\|_2) \leq \frac{c_3}{2} + \frac{1}{c_3} \log(E(\max_{x \in S_{ric}} (e^{c_3 h^T x}))) + \frac{1}{c_3} \log(E(\max_{\|y\|_2=1} (e^{c_3 g^T y}))). \tag{16}
\]
Let \( c_3 = c_3^{(s)} \sqrt{n} \) where \( c_3^{(s)} \) is a constant independent of \( n \). Then following further what we did in [37] we have
\[
\frac{E(\max_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{n}} \leq \frac{c_3^{(s)}}{2} + \frac{1}{nc_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{c_3^{(s)} \sqrt{\|h\|_2} x}))) + \frac{1}{nc_3^{(s)}} \log(E(\max_{\|y\|_2=1} (e^{c_3^{(s)} \sqrt{\|g\|_2} y}))), \tag{17}
\]
or written slightly differently
\[
\sqrt{\alpha} \frac{E(\max_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{n}} \leq \frac{c_3^{(s)}}{2} + \frac{1}{nc_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{c_3^{(s)} \sqrt{\|h\|_2} x}))) + \frac{1}{nc_3^{(s)}} \log(E(\max_{\|y\|_2=1} (e^{c_3^{(s)} \sqrt{\|g\|_2} y})))
\]
\[
= \frac{c_3^{(s)}}{2} + I_{uric}(c_3^{(s)}, \beta) + I_{sph}(c_3^{(s)}, \alpha), \tag{18}
\]
where
\[
I_{uric}(c_3^{(s)}, \beta) = \frac{1}{nc_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{c_3^{(s)} \sqrt{\|h\|_2} x}))))
\]
\[
I_{sph}(c_3^{(s)}, \alpha) = \frac{1}{nc_3^{(s)}} \log(E(\min_{\|y\|_2=1} (e^{c_3^{(s)} \sqrt{\|g\|_2} y})))). \tag{19}
\]
In [37] we also established the following
\[
I_{sph}(c_3^{(s)}, \alpha) = \frac{1}{nc_3^{(s)}} \log(Ee^{c_3^{(s)} \sqrt{\|g\|_2}}) = \gamma^{(s)} - \frac{\alpha}{2c_3^{(s)}} \log(1 - \frac{c_3^{(s)}}{2\gamma^{(s)}})), \tag{20}
\]
where (following [43]) \( \gamma^{(s)} \) stands for equality that holds as \( n \to \infty \) and
\[
\gamma^{(s)} = \frac{2c_3^{(s)} + \sqrt{4(c_3^{(s)})^2 + 16\alpha}}{8}. \tag{21}
\]
We also mention that (as in [37]) \( \gamma^{(s)} \) can be replaced with a trivial inequality \( \leq \) for our needs here.

To make the bound in (18) operational, the only thing left to consider is \( I_{uric}(c_3^{(s)}, \beta) \). We will now naturally switch to consideration of \( I_{uric}(c_3^{(s)}, \beta) \). However to make the presentation easier to follow first we slightly modify set \( S_{ric} \) in the following way:
\[
S_{ric} = \{ x \in S^{n-1} \mid x_i = b_i x'_i \sum_{i=1}^n b_i = k, b_i \in \{0,1\}, b_i = 0 \Rightarrow x'_i = 0, \|x'_i\|_2 = 1 \}. \tag{22}
\]
where $S^{n-1}$ is the unit sphere in $\mathbb{R}^n$. Let $f(x) = h^T x$ and we start with the following line of identities

$$f_{\text{uric}} = \max_{x \in S_{\text{ric}}} f(x) = -\min_{x \in S_{\text{ric}}} -h^T x = -\min_{b, x} -h^T x$$

subject to

$$x_i = b_i x'_i, 1 \leq i \leq n$$

$$\|x'_i\|_2^2 = 1,$$

$$b_i \in \{0, 1\}, 1 \leq i \leq n,$$

$$\sum_{i=1}^{n} b_i = k,$$

$$b_i = 0 \Rightarrow x'_i = 0, 1 \leq i \leq n.$$  \hfill (23)

Let $\phi_i = (b_i = 0 \Rightarrow x'_i = 0), 1 \leq i \leq n$. We then further have

$$f_{\text{uric}} = -\min_{b_i \in \{0, 1\}, \phi_i, x'} \max_{\gamma_{\text{uric}}, \nu_{\text{uric}} \geq 0} -\sum_{i=1}^{n} h_i b_i x'_i + \nu_{\text{uric}} \sum_{i=1}^{n} b_i - \nu_{\text{uric}} k + \gamma_{\text{uric}} \sum_{i=1}^{n} (x'_i)^2 - \gamma_{\text{uric}}$$

$$\leq -\max_{\gamma_{\text{uric}}, \nu_{\text{uric}} \geq 0} \min_{b_i \in \{0, 1\}, \phi_i, x'} -\sum_{i=1}^{n} h_i b_i x'_i + \nu_{\text{uric}} \sum_{i=1}^{n} b_i - \nu_{\text{uric}} k + \gamma_{\text{uric}} \sum_{i=1}^{n} (x'_i)^2 - \gamma_{\text{uric}}$$

$$= \min_{\gamma_{\text{uric}}, \nu_{\text{uric}} \geq 0} \max_{b_i \in \{0, 1\}, \phi_i, x'} -\sum_{i=1}^{n} h_i b_i x'_i - \nu_{\text{uric}} \sum_{i=1}^{n} b_i + \nu_{\text{uric}} k - \gamma_{\text{uric}} \sum_{i=1}^{n} (x'_i)^2 + \gamma_{\text{uric}}$$

$$= \min_{\gamma_{\text{uric}}, \nu_{\text{uric}} \geq 0} \sum_{i=1}^{n} t_i + \nu_{\text{uric}} k + \gamma_{\text{uric}}, \hfill (24)$$

where

$$t_i = \max\{\frac{h_i^2}{4\gamma_{\text{uric}}} - \nu_{\text{uric}}, 0\}. \hfill (25)$$

Positivity condition on $\nu_{\text{uric}}$ is added although it is not necessary (it essentially amount to relaxing the last constraint to an inequality which changes nothing with respect to the final results). Although we showed an inequality on $f_{\text{uric}}$ (which is sufficient for what we need here) we do mention that the above actually holds with the equality. Let

$$f_{1}^{\text{(uric)}}(h, \gamma_{\text{uric}}, \nu_{\text{uric}}, \beta) = \sum_{i=1}^{n} t_i. \hfill (26)$$
Then

\[
I_{uric}(c_3^{(s)}, \beta) = \frac{1}{nc_3^{(s)}} \log(E( \max_{x \in S_{uric}} (e^{c_3^{(s)} \sqrt{n} x}))) = \frac{1}{nc_3^{(s)}} \log(E( \max_{x \in S_{uric}} (e^{c_3^{(s)} \sqrt{n} f(x)})))
\]

\[
= \frac{1}{nc_3^{(s)}} \log(Ee^{c_3^{(s)} \sqrt{n} \min_{\gamma_{uric}, \nu_{uric} \geq 0} (f_1^{(uric)}(h, \gamma_{uric}, \nu_{uric} ; h_{uric} + \nu_{uric} k + \gamma_{uric})))}
\]

\[
= \min_{\gamma_{uric}, \nu_{uric} \geq 0} \left( \nu_{uric} \sqrt{n} \beta + \frac{\gamma_{uric}}{\sqrt{n}} + \frac{1}{nc_3^{(s)}} \log(Ee^{c_3^{(s)} \sqrt{n} (f_1^{(uric)}(h, \gamma_{uric}, \nu_{uric} ; h_{uric} + \nu_{uric} k + \gamma_{uric})))})
\]

\[
= \min_{\gamma_{uric}, \nu_{uric} \geq 0} \left( \nu_{uric} \sqrt{n} \beta + \frac{\gamma_{uric}}{\sqrt{n}} + \frac{1}{nc_3^{(s)}} \log(Ee^{c_3^{(s)} (\sum_{i=1}^{n} t_i)})ight),
\]

(27)

where \( t_i \) is as given in (25) and as earlier, \( \equiv \) stands for equality when \( n \to \infty \) and would be obtained through the mechanism presented in [43] (as discussed in [43], for our needs here though, even just replacing \( \equiv \) with a simple \( \leq \) inequality suffices). Now if one sets \( \gamma_{uric} = \gamma_{uric}^{(s)} \sqrt{n} \) and \( \nu_{uric} = \nu_{uric} \sqrt{n} \) then (27) gives

\[
I_{uric}(c_3^{(s)}, \beta) = \min_{\gamma_{uric}, \nu_{uric} \geq 0} \left( \nu_{uric} \sqrt{n} \beta + \frac{\gamma_{uric}^{(s)}}{\sqrt{n}} + \frac{1}{nc_3^{(s)}} \log(Ee^{c_3^{(s)} (\sum_{i=1}^{n} t_i)})ight)
\]

\[
= \min_{\gamma_{uric}, \nu_{uric} \geq 0} \left( \nu_{uric}^{(s)} \beta + \gamma_{uric}^{(s)} + \frac{1}{c_3^{(s)}} \log(Ee^{c_3^{(s)} t_i^{(s)}})ight),
\]

(28)

where

\[
t_i^{(s)} = \max\left\{ \frac{h_i^2}{4 \gamma_{uric}}, 0 \right\},
\]

(29)

or in other words

\[
t_i^{(s)} = \begin{cases} 
\frac{h_i^2}{4 \gamma_{uric}} - \nu_{uric}^{(s)}, & |h_i| \geq 2 \sqrt{\frac{\gamma_{uric}^{(s)} \nu_{uric}^{(s)}}}{2} \\
0, & |h_i| \leq 2 \sqrt{\frac{\gamma_{uric}^{(s)} \nu_{uric}^{(s)}}}{2}
\end{cases}
\]

(30)

The above characterization is then sufficient to compute upper bounds on \( E \xi_{uric} \). However, since there is a bit of numerical work involved it is probably more convenient to look for a neater representation. That obviously involves solving several integrals. We skip such a tedious job but present the final results. We start with assuming (to insure the integrals convergence) \( \gamma_{uric} > \frac{c_3^{(s)}}{2} \) and setting

\[
I^{(uric)} = Ee^{c_3^{(s)} t_i^{(s)}}
\]

(31)

and

\[
p_{uric} = \frac{c_3^{(s)}}{4 \gamma_{uric}}
\]

\[
r_{uric} = -c_3^{(s)} \nu_{uric}^{(s)}
\]

\[
C_{uric} = e^{r_{uric} \sqrt{1 - 2p_{uric}}}
\]

\[
a_{uric} = 2 \sqrt{\nu_{uric} \gamma_{uric} (1 - 2p_{uric})}
\]

(32)
Then one has
\[ I^{(uric)} = E e^{c_3^{(s)} x_i^{(s)}} = C_{uric} \text{erfc}(a_{uric}/\sqrt{2}) + (1 - \text{erfc}(2\nu^{(s)}_{uric}\gamma^{(s)}_{uric})), \tag{33} \]
which in combination with (27) is then enough to compute the upper bounds on \( E\xi_{uric} \).

We summarize the above results related to the upper bound of \( E\xi_{uric} \) in the following theorem.

**Theorem 1.** (\( E\xi_{uric} \) - lowered upper bound) Let \( A \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( k, m, n \) be large and let \( \alpha = \frac{m}{n} \) and \( \beta = \frac{k}{n} \) be constants independent of \( m \) and \( n \). Further, let \( S_{ric} \) be as defined in (5) (or in (22)). Let \( \text{erf} \) be the standard error function associated with zero-mean unit variance Gaussian random variable and let \( \text{erfc} = 1 - \text{erf} \). Let

\[ \hat{\gamma}^{(s)}_{sph} = \frac{2c_3^{(s)}}{\sqrt{8(4c_3^{(s)})^2 + 16\alpha}}, \tag{34} \]

and

\[ I_{sph}(c_3^{(s)}, \alpha) = \left( \hat{\gamma}^{(s)}_{sph} - \frac{\alpha}{2c_3^{(s)}} \log(1 - \frac{c_3^{(s)}}{2\gamma^{(s)}_{sph}}) \right). \tag{35} \]

Further, let \( c_3^{(s)} \) an \( d_{uric}^{(s)} \) be such that \( \frac{c_3^{(s)}}{4\gamma_{uric}} < \frac{1}{2} \). Also, let \( I^{(uric)} \) be defined through (31)-(33) and let

\[ I_{uric}(c_3^{(s)}, \beta) = \min_{\gamma_{uric} \geq c_3^{(s)}} \left( I_{uric}^{(s)}(\beta) + \frac{1}{c_3^{(s)}} \log(I^{(uric)}) \right). \tag{36} \]

Then
\[ \lim_{n \to \infty} \frac{E\xi_{uric}}{\sqrt{m}} = \lim_{n \to \infty} \frac{E(\max_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \leq \frac{1}{\sqrt{\alpha}} \min_{c_3^{(s)} \geq 0} \left( \frac{c_3^{(s)}}{2} + I_{uric}(c_3^{(s)}, \beta_{str}) + I_{sph}(c_3^{(s)}, \alpha) \right). \tag{37} \]

Moreover, let \( \xi^{(u,low)}_{uric} \) be a quantity such that
\[ \frac{1}{\sqrt{\alpha}} \min_{c_3^{(s)} \geq 0} \left( \frac{c_3^{(s)}}{2} + I_{uric}(c_3^{(s)}, \beta_{str}) + I_{sph}(c_3^{(s)}, \alpha) \right) < \xi^{(u,low)}_{uric}. \tag{38} \]

Then
\[ \lim_{n \to \infty} \frac{P(\max_{x \in S_{ric}} \|Ax\|_2 \geq \xi^{(u,low)}_{uric} \sqrt{m})}{\sqrt{m}} \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_{uric} \leq \xi^{(u,low)}_{uric} \sqrt{m}) \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_{uric}^2 \leq (\xi^{(u,low)}_{uric})^2 m) \geq 1. \tag{39} \]

**Proof.** The first part follows from the above discussion. The moreover part follows from considerations presented in [35, 37, 42].

We will below present the results one can get using the above theorem. However, before proceeding with the discussion of the results one can obtain through Theorem 1, we also mention that the results presented
in the previous section (essentially in Lemma 2) can in fact be deduced from the above theorem. Namely, in the limit \( c_3^{(s)} \to 0 \), one from (16) has that \( E_{\max_{x\in S_{ric}}} h^T x + \sqrt{\alpha n} \) can be used as an upper bound on \( E_{\xi_{uric}} \). This is of course exactly the same expression that was considered in the previous section. For the completeness we present the following corollary where we actually derive the results from the previous section as a special case of those given in the above theorem (of course, the special case actually assumes \( c_3^{(s)} \to 0 \)).

**Corollary 1.** \( (E_{\xi_{uric}} \text{- upper bound}) \) Assume the setup of Theorem 1. Let \( c_3^{(s)} \to 0 \). Then

\[
\gamma_{sph}^{(s)} \to \frac{\sqrt{\alpha}}{2},
\]

and

\[
I_{sph}(c_3^{(s)}, \alpha) \to \sqrt{\alpha}.
\]

Further, \( p_{uric} \to 0 \) and set \( \nu^2 = 4\nu_{uric}^{(s)} \gamma_{uric}^{(s)} \)

\[
C_{uric} \rightarrow 1 - c_3^{(s)} \nu_{uric}^{(s)} + \frac{c_3^{(s)}}{4\gamma_{uric}^{(s)}} = 1 + c_3^{(s)} \frac{1 - \nu^2}{4\gamma_{uric}^{(s)}}
\]

\[
f_{uric} \rightarrow C_{uric}\text{erfc}(\sqrt{2}\nu_{uric}^{(s)} \gamma_{uric}^{(s)} \sqrt{1 - 2p_{uric}} + (1 - \text{erfc}(\sqrt{2}\nu_{uric}^{(s)} \gamma_{uric}^{(s)})))
\]

\[
\rightarrow 1 + c_3^{(s)} \frac{1 - \nu^2}{4\gamma_{uric}^{(s)}} \text{erfc}(\nu^2 / 2 \sqrt{1 - 2p_{uric}} + \text{erfc}(\nu^2 / 2\sqrt{1 - 2p_{uric}}) - \text{erfc}(\nu^2 / 2)
\]

\[
\rightarrow 1 + c_3^{(s)} \frac{1 - \nu^2}{4\gamma_{uric}^{(s)}} \text{erfc}(\nu / \sqrt{2}) + \frac{2}{\sqrt{\pi}} \frac{\nu^2 e^{-\nu^2 / 2}}{\sqrt{2} \gamma_{uric}^{(s)}}
\]

Moreover, let

\[
I_{uric}(c_3^{(s)}, \beta) \rightarrow \min_{\gamma_{uric}, \nu \geq 0} \left( \frac{\nu^2 \beta}{4\gamma_{uric}^{(s)}} + \frac{(1 - \nu^2) \text{erfc}(\nu / \sqrt{2}) + \frac{2}{\sqrt{\pi}} \frac{\nu^2 e^{-\nu^2 / 2}}{\sqrt{2} \gamma_{uric}^{(s)}}}{4\gamma_{se}^{(s)}} \right)
\]

\[
= \min_{\nu \geq 0} \left( \beta \nu^2 + \text{erfc}(\nu / \sqrt{2})(1 - \nu^2) + \frac{2\nu^2 e^{-\nu^2 / 2}}{\sqrt{2\pi}} \right).
\]

Choosing \( \nu = \sqrt{2}\text{erfinv}(1 - \beta) \) one then has

\[
\lim_{n \to \infty} \frac{E_{\xi_{uric}}}{\sqrt{m}} = E(\max_{x\in S_{ric}} \frac{\|Ax\|_2}{\sqrt{m}}) \leq 1 + \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2\text{erfinv}(1 - \beta)}{\sqrt{\pi} e(\text{erfinv}(1 - \beta))^2}}.
\]

**Proof:** Theorem 1 holds for any \( c_3^{(s)} \geq 0 \). The above corollary instead of looking for the best possible \( c_3^{(s)} \) in Theorem 1 assumes a simple \( c_3^{(s)} \to 0 \) scenario. The proof of the fact that in such a scenario the upper bounds formulation given in Theorem 1 indeed boils down to what is stated in Lemma 2 is essentially contained in the steps mentioned above. The choice for \( \nu \) is actually optimal (however, we skip showing that).
As for the limits of the developed methods, we do want to emphasize that we did solve the numerical bounds from Theorem 1 provide may not always be significant. That can be because the methods are not powerful enough to make a bigger improvement or simply because a big improvement may not be possible (in other words the results obtained in Lemma 2 may very well already be fairly close to the optimal ones). As for the limits of the developed methods, we do want to emphasize that we did solve the numerical

| $\alpha$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|----------|-----|-----|-----|-----|-----|
| $\beta/\alpha = 0.1; c_3^{(s)}$ | 0.2577 | 0.3596 | 0.4033 | 0.4247 | 0.4338 |
| $\beta/\alpha = 0.1; \nu_{uric}^{(s)}$ | 11.375 | 5.4640 | 3.7775 | 2.9153 | 2.3745 |
| $\beta/\alpha = 0.1; \gamma_{uric}^{(s)}$ | 0.1866 | 0.2837 | 0.3388 | 0.3773 | 0.4063 |
| $\beta/\alpha = 0.1; \xi_{uric}^{(u,low)}$ | 1.8525 | 1.7602 | 1.7129 | 1.6798 | 1.6538 |
| $\beta/\alpha = 0.3; c_3^{(s)}$ | 0.2893 | 0.3448 | 0.3336 | 0.3005 | 0.2584 |
| $\beta/\alpha = 0.3; \nu_{uric}^{(s)}$ | 5.4820 | 2.3578 | 1.4759 | 1.0278 | 0.7494 |
| $\beta/\alpha = 0.3; \gamma_{uric}^{(s)}$ | 0.2675 | 0.3854 | 0.4409 | 0.4721 | 0.4900 |
| $\beta/\alpha = 0.3; \xi_{uric}^{(u,low)}$ | 2.3338 | 2.1409 | 2.0386 | 1.9650 | 1.9061 |
| $\beta/\alpha = 0.5; c_3^{(s)}$ | 0.2833 | 0.2914 | 0.2386 | 0.1748 | 0.1157 |
| $\beta/\alpha = 0.5; \nu_{uric}^{(s)}$ | 3.7653 | 1.4663 | 0.8237 | 0.5036 | 0.3121 |
| $\beta/\alpha = 0.5; \gamma_{uric}^{(s)}$ | 0.3117 | 0.4313 | 0.4771 | 0.4961 | 0.5026 |
| $\beta/\alpha = 0.5; \xi_{uric}^{(u,low)}$ | 2.6190 | 2.3437 | 2.1948 | 2.0868 | 2.0005 |

Alternatively, as mentioned above, one can look at $\frac{E_{max}^{S_{ric}}}{\sqrt{m}} \frac{h^T x}{\sqrt{|h_i|^2 + 1}} + 1$ and following the methodology presented in (24) (and originally in [42]) obtain for a scalar $\nu = \sqrt{2} \text{erfinv}(1 - \beta)$

$$\frac{E_{max}^{S_{ric}}}{\sqrt{m}} \frac{h^T x}{\sqrt{|h_i|^2 + 1}} + 1 \leq \frac{1}{\sqrt{\alpha}} \sqrt{E_{\nu \leq |h_i|} |h_i|^2 + 1} + 1.$$ (45)

Solving the integral (and using all the concentrating machinery of [42]) one can write

$$\frac{E_{max}^{S_{ric}}}{\sqrt{m}} \frac{h^T x}{\sqrt{|h_i|^2 + 1}} + 1 \leq \frac{1}{\sqrt{\alpha}} \left( \int_{\nu \leq |h_i|} |h_i|^2 \frac{e^{-\frac{h_i^2}{2}}}{\sqrt{2\pi}} dh_i \right) + 1 \leq \frac{1}{\sqrt{\alpha}} \left( \text{erfc} \left( \frac{\nu}{\sqrt{2}} \right) + \frac{2\nu e^{-\frac{\nu^2}{2}}}{\sqrt{2\pi}} \right) + 1.$$ (46)

Connecting beginning and end in (46) then leads to the condition given in the above corollary.

### 3.2 Numerical results – lowered upper bound on $\xi_{uric}$

In this subsection we present a small collection of numerical results one can obtain based on Theorem 1. In Tables 3 and 4 we show the upper bounds on $\lim_{n \to \infty} \frac{E_{uric}}{\sqrt{m}}$ one can obtain based on Theorem 1. We refer to those bounds as $\xi_{uric}^{(u,low)}$. Also, to get a feeling how the results of Theorem 1 fare when compared to the ones presented in the previous section we in Tables 5 and 6 also present the results we obtained in Subsection 2.2 (which are of course based on Lemma 2 and Corollary 1). For completeness, we in Tables 5 and 6 also recall on the results from [2].

As can be seen from the tables, while conceptually substantial, in practice the improvement lowered bounds from Theorem 1 provide may not always be significant. That can be because the methods are not powerful enough to make a bigger improvement or simply because a big improvement may not be possible (in other words the results obtained in Lemma 2 may very well already be fairly close to the optimal ones).
Table 4: Lowered upper bounds on $\lim_{n \to \infty} \frac{E_{\xi_{uric}}}{\sqrt{m}}$ for low $\beta/\alpha > 0.5$ regime; optimized parameters

| $\alpha$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|----------|-----|-----|-----|-----|-----|
| $\beta/\alpha = 0.7; c_3^{(s)}$ | 0.2694 | 0.2379 | 0.1589 | 0.0869 | 0.0365 |
| $\beta/\alpha = 0.7; \nu_{uric}^{(s)}$ | 2.8847 | 1.0152 | 0.5014 | 0.2557 | 0.1195 |
| $\beta/\alpha = 0.7; \gamma_{uric}^{(s)}$ | 0.3425 | 0.4577 | 0.4923 | 0.5015 | 0.5020 |
| $\beta/\alpha = 0.7; \xi_{uric}^{(u,low)}$ | 2.8268 | 2.4774 | 2.2863 | 2.1481 | 2.0392 |
| $\beta/\alpha = 0.9; c_3^{(s)}$ | 0.2535 | 0.1898 | 0.0982 | 0.0341 | 0.0051 |
| $\beta/\alpha = 0.9; \nu_{uric}^{(s)}$ | 2.3337 | 0.7375 | 0.3103 | 0.1193 | 0.0290 |
| $\beta/\alpha = 0.9; \gamma_{uric}^{(s)}$ | 0.3659 | 0.4740 | 0.4984 | 0.5014 | 0.5004 |
| $\beta/\alpha = 0.9; \xi_{uric}^{(u,low)}$ | 2.9907 | 2.5723 | 2.3426 | 2.1784 | 2.0522 |

Table 5: Lowered upper bounds on $\lim_{n \to \infty} \frac{E_{\xi_{uric}}}{\sqrt{m}}$ for low $\beta/\alpha \leq 0.5$ regime

| $\alpha$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|----------|-----|-----|-----|-----|-----|
| $\beta/\alpha = 0.1; \xi_{uric}^{B1}$ | 1.9786 | 1.8970 | 1.8562 | 1.8280 | 1.8062 |
| $\beta/\alpha = 0.1; \xi_{uric}^{(u)} (c_3^{(s)} \to 0)$ | 1.9192 | 1.8049 | 1.7471 | 1.7071 | 1.6761 |
| $\beta/\alpha = 0.1; \xi_{uric}^{(u,low)} (\text{optimized } c_3^{(s)})$ | 1.8525 | 1.7602 | 1.7129 | 1.6798 | 1.6538 |
| $\beta/\alpha = 0.3; \xi_{uric}^{B1}$ | 2.5822 | 2.4067 | 2.3142 | 2.2471 | 2.1925 |
| $\beta/\alpha = 0.3; \xi_{uric}^{(u)} (c_3^{(s)} \to 0)$ | 2.3941 | 2.1710 | 2.0560 | 1.9753 | 1.9123 |
| $\beta/\alpha = 0.3; \xi_{uric}^{(u,low)} (\text{optimized } c_3^{(s)})$ | 2.3338 | 2.1409 | 2.0386 | 1.9650 | 1.9061 |
| $\beta/\alpha = 0.5; \xi_{uric}^{B1}$ | 2.9622 | 2.7036 | 2.5591 | 2.4479 | 2.3508 |
| $\beta/\alpha = 0.5; \xi_{uric}^{(u)} (c_3^{(s)} \to 0)$ | 2.6706 | 2.3633 | 2.2030 | 2.0901 | 2.0017 |
| $\beta/\alpha = 0.5; \xi_{uric}^{(u,low)} (\text{optimized } c_3^{(s)})$ | 2.6190 | 2.3437 | 2.1948 | 2.0868 | 2.0005 |

It appears that optimizations that appear in Theorem 1 only on a local optimum level and obviously only with a finite precision. We do not know if a substantial change would occur in the presented results had we solved it on a global optimum level (we recall that finding local optima is of course certainly enough to establish valid upper bounds; moreover in Tables 3 and 4 we provide a detailed values for optimizing parameters that we chose). As for how far away from the true $E_{\xi_{uric}}$ are the results presented in the tables, we actually believe that they are in fact very close to the optimal ones.

4 Bounding $\xi_{tric}$

In this section we look at $\xi_{tric}$ and design a mechanism that can be used to lower-bound it. The mechanism will be an appropriate adaption of the mechanism presented in Section 2 (clearly, as such it will be to an extent related to the mechanism we presented in [42] and used for the analysis of (3)'s ability to recover $\hat{x}$).

As earlier, we will again assume a substantial level of familiarity with many of the well-known results that relate to the performance characterization of (3). We start by recalling on the definition of set $S_{ric}$ from (5)

$$S_{ric} = \{x \in S^{n-1} | \|x\|_{\ell_0} = k\},$$  \hspace{1cm} (47)
Table 6: Lowered upper bounds on $\lim_{n \to \infty} \frac{E_{uric}}{\sqrt{n}}$ for high $\beta/\alpha > 0.5$ regime

| $\beta/\alpha$ | $\xi_{BT}$ | $\xi^{(u)}$ (c$_3^{(s)}$ → 0) | $\xi^{(u, low)}$ (optimized c$_3^{(s)}$) |
|---------------|------------|-------------------------------|---------------------------------|
| 0.7           | 3.2505     | 2.8709                        | 2.8268                          |
| 0.9           | 3.4849     | 3.0283                        | 2.9907                          |

where $S^{n-1}$ is the unit sphere in $R^n$. Then one can transform the second part of (4) in the following way

$$\xi_{uric} = \min_{x \in S_{ric}} \|Ax\|_2.$$  \hfill (48)

As mentioned in Section 2, a set of problems very similar to (48) was considered in [35, 42]. We will here utilize mechanisms similar to some of those from [35, 42] and will attempt to establish a set of lower bounds on $\xi_{uric}$. However, as was the case in Section 2, one should note that the structure of set $S_{ric}$ is somewhat different than the structure of sets considered in [35, 42] and again a careful approach will be needed to readapt the mechanisms from [35, 42] to the problem we consider here. Also, as earlier, since the mechanisms of [35, 42] were powerful enough to establish the concentration of quantities similar to $\xi_{uric}$ we will mostly focus only on $E_{\xi_{uric}}$. Below we present a way to create a lower-bound on the optimal value of $E_{\xi_{uric}}$.

4.1 Probabilistic approach to upper bounding $\xi_{uric}$

In this section we look at $E_{\xi_{uric}}$ and design its a lower-bound. To do so we rely on the following lemma (which is a modified version of a similar lemma from [35] and, as mentioned in [35], a direct application of Theorem 2 from [35] proven in [24]):

**Lemma 4.** Let $A$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $n \times 1$ and $m \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable. Then

$$E(\min_{x \in S_{ric}} \max_{\|y\|_2 = 1} (y^T A x + \|x\|_2 g)) \geq E(\min_{x \in S_{ric}} \max_{\|y\|_2 = 1} (\|x\|_2 g^T y + h^T x)).$$  \hfill (49)

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 2 from [35] proven in [24]). We skip the details and mention that, as in Lemma 2, the only difference between the proof one needs here and the corresponding one given in [35] is the structure of set $S_{ric}$. However, such a difference changes nothing in the remainder of the proof. \hfill □
Using results of Lemma 1 we then have
\[
E(\min_{x \in S_{ric}} \|Ax\|_2) = E(\min_{x \in S_{ric}} \max_{\|y\|_2=1} (y^T A x + \|x\|_2)) \\
\geq E(\min_{x \in S_{ric}} \max_{\|y\|_2=1} (\|x\|_2 g^T y + h^T x)) = E\|x\|_2 g + E \min_{x \in S_{ric}} h^T x \geq \sqrt{m} - \frac{1}{4\sqrt{m}} + E \min_{x \in S_{ric}} h^T x.
\]

(50)

Let \( \bar{h} \) be the vector of magnitudes of \( h \) sorted in nondecreasing order (of course, ties are broken arbitrarily). Then from (8) we have
\[
E(\min_{x \in S_{ric}} \|Ax\|_2) \geq \sqrt{m} - \frac{1}{4\sqrt{m}} - E \left(\sum_{i=n-k+1}^{n} \bar{h}_i \right) \geq \sqrt{m} - \frac{1}{4\sqrt{m}} - \sqrt{E \sum_{i=n-k+1}^{n} \bar{h}_i}.
\]

(51)

Using the results of [42] one then has
\[
\lim_{n \to \infty} \frac{E(\min_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \geq 1 - \sqrt{\lim_{n \to \infty} \frac{E \sum_{i=n-k+1}^{n} \bar{h}_i^2}{\alpha n}} = 1 - \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2erfinv(1-\beta)}{\sqrt{\pi e(2erfinv(1-\beta))^2}}}.\]

(52)

Connecting beginning and end of (52) we finally have an upper bound on \( E \xi_{tric} \) (in a scaled more appropriate form),
\[
\lim_{n \to \infty} \frac{E \xi_{tric}}{\sqrt{m}} = \frac{E(\min_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \geq 1 - \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2erfinv(1-\beta)}{\sqrt{\pi e(2erfinv(1-\beta))^2}}}.
\]

(53)

We summarize our results from this subsection in the following lemma.

**Lemma 5.** Let \( A \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( k = \beta n, m = \alpha n \), where \( \beta, \alpha > 0 \) are constants independent of \( n \). Let \( \xi_{tric} \) be as in (48).
\[
\lim_{n \to \infty} \frac{E \xi_{tric}}{\sqrt{m}} = \frac{E(\min_{x \in S_{ric}} \|Ax\|_2)}{\sqrt{m}} \geq 1 - \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2erfinv(1-\beta)}{\sqrt{\pi e(2erfinv(1-\beta))^2}}}.
\]

(54)

Moreover, let \( \xi_{tric}^{(l)} \) be a quantity such that
\[
1 - \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2erfinv(1-\beta)}{\sqrt{\pi e(2erfinv(1-\beta))^2}}} > \xi_{tric}^{(l)}.
\]

(55)

Then
\[
\lim_{n \to \infty} P(\min_{x \in S_{ric}} \|Ax\|_2) \geq \xi_{tric}^{(l)} \sqrt{m} \geq 1 \\
\Leftrightarrow \lim_{n \to \infty} P(\xi_{tric} \geq \xi_{tric}^{(l)} \sqrt{m}) \geq 1 \\
\Leftrightarrow \lim_{n \to \infty} P(\xi_{tric}^2 \geq (\xi_{tric}^{(l)})^2 m) \geq 1.
\]

(56)

**Proof:** As was the case with the proof of Lemma 2, the proof of (54) follows from (53) and the above discussion. The proof of the moreover part follows from the concentration properties considered in [42] and the corresponding discussion presented in [35].
Based on Lemma 5 are not as good as those from [2] in a wide range of values for $\xi$. Lifting

In the previous section we adapted the method from Section 2 for estimating $\xi$ from the optimal values. We denote the upper bounds on numerical experiments conducted in [2], the lower bounds presented there appeared as if not that far away the lower bounds. We also point out that, as was the case when we studied can also look at the results from e.g. [4, 7, 8] as well; the results from [2] however provide higher values of off they could be from the optimal ones we show a set of known lower bounds from [2] (alternatively one can obtain based on the above lemma. We refer to those bounds as $\xi^{lric}$. Similarly to what we did in Section 2.2, in this subsection we present a small collection of numerical results one can obtain based on Lemma 5. In Table 7 we essentially show the lower bounds on $\xi^{lric}$.

Table 7: Lower bounds on $\lim_{n \to \infty} \frac{E \xi^{lric}}{\sqrt{m}}$ – low $\beta / \alpha \leq 0.5$ regime

| $\alpha$ | 0.1  | 0.3  | 0.5  | 0.7  | 0.9  |
|----------|------|------|------|------|------|
| $\beta / \alpha = 0.05; \xi^{\beta T}_{lric}$ | 0.4224 | 0.4545 | 0.4709 | 0.4823 | 0.4911 |
| $\beta / \alpha = 0.05; \xi^{(t)}_{lric}$ | 0.3031 | 0.3789 | 0.4168 | 0.4429 | 0.4631 |
| $\beta / \alpha = 0.1; \xi^{\beta T}_{lric}$ | 0.2717 | 0.3120 | 0.3335 | 0.3489 | 0.3611 |
| $\beta / \alpha = 0.1; \xi^{(t)}_{lric}$ | 0.0808 | 0.1951 | 0.2529 | 0.2929 | 0.3239 |
| $\beta / \alpha = 0.3; \xi^{\beta T}_{lric}$ | 0.0488 | 0.0803 | 0.1025 | 0.1215 | 0.1389 |
| $\beta / \alpha = 0.3; \xi^{(t)}_{lric}$ | -0.394 | -0.171 | -0.056 | 0.0247 | 0.0877 |
| $\beta / \alpha = 0.5; \xi^{\beta T}_{lric}$ | 0.0041 | 0.0130 | 0.0234 | 0.0356 | 0.0504 |
| $\beta / \alpha = 0.5; \xi^{(t)}_{lric}$ | -0.670 | -0.363 | -0.203 | -0.090 | -0.002 |

Remark: Of course, the above lower bounds may occasionally fall below zero. In that case they would be trivially useless. However, instead of formally replacing them with zero when that happens we purposely leave them in the above form to emphasize their potential deficiency.

4.2 Numerical results – lower bound on $\xi_{lric}$

Similarly to what we did in Section 2.2, in this subsection we present a small collection of numerical results one can obtain based on Lemma 5. In Table 7 we essentially show the lower bounds on $\lim_{n \to \infty} \frac{E \xi^{lric}}{\sqrt{m}}$ one can obtain based on the above lemma. We refer to those bounds as $\xi^{lric}$. Also, to get a feeling how far off they could be from the optimal ones we show a set of known lower bounds from [2] (alternatively one can also look at the results from e.g. [4, 7, 8] as well; the results from [2] however provide higher values of the lower bounds). We also point out that, as was the case when we studied $\xi_{uric}$ in Section 2, based on numerical experiments conducted in [2], the lower bounds presented there appeared as if not that far away from the optimal values. We denote the upper bounds on $\lim_{n \to \infty} \frac{E \xi^{lric}}{\sqrt{m}}$ that one can obtain based on [2] as $\xi^{BT}_{lric}$. Also, as was the case in Section 2.2, the values presented in Table 7 are slightly modified versions of the corresponding quantities from [2]. Namely, to get a complete agreement with [2] one should think of $C$ in [2] as $1 - (\xi^{BT}_{lric})^2$ (or in other words, what we call $\xi^{BT}_{lric}$ in [2] is called $\lambda^{min}$). Overall, the results obtained based on Lemma 5 are not as good as those from [2] in a wide range of values for $\beta$ and $\alpha$. In fact, as $\beta$ gets larger the lower bounds the above lemma provides become even negative. However, the bounds given in the above lemma are relatively simple and can be used for a quick assessment of $E \xi_{lric}$ when they are positive.

5 Lifting $\xi_{lric}$’s bounds

In the previous section we adapted the method from Section 2 for estimating $\xi_{uric}$ attempting to get good estimates for $\xi_{uric}$. However, while the method from Section 2 is very powerful when it comes to providing upper bounds on $\xi_{uric}$ it is significantly less successful when it comes to obtaining lower bounds on $\xi_{lric}$. As could have been seen from the numerical results given in the previous section, not only are the lower bounds on $\xi_{lric}$ obtained there weaker than known ones, they fairly often end up being negative. In this section we will attempt to improve the mechanisms presented in the previous section. Namely, we will attempt to adapt the strategy of Section 3 and use some of the ideas we recently introduced in [36, 37] to provide a substantial conceptual improvement in the bounds given in Section 4. It will turn out that the improvements won’t be
only conceptual. In other words, the methodology that we will present below will be capable of providing significantly better practical estimates for $E\xi_{tric}$.

5.1 Probabilistic approach to lifting $\xi_{tric}$’s bounds

As in Subsection 3.1, we start by introducing a lemma very similar to the one considered in [37] (the lemma is essentially a direct consequence/application of Theorem 2 from [37] which of course was proved in [24]).

**Lemma 6.** Let $A$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $n \times 1$ and $m \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable and let $c_3$ be a positive constant. Then

$$E(\max_{x \in S_{ric}} \min_{\|y\|_2=1} e^{-c_3(y^T A x + g)}) \leq E(\max_{x \in S_{ric}} \min_{\|y\|_2=1} e^{-c_3(g^T y + h^T x)}).$$ (57)

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 2 from [37] which was proved in [24]. The only difference is the structure of $S_{ric}$ which changes nothing in the proof.

Following what was done in [37] one then has

$$E(\min_{x \in S_{ric}} \|A x\|_2) \geq \frac{c_3}{2} - \frac{1}{n c_3} \log(E(\max_{x \in S_{ric}} (e^{-c_3 g^T y}))) - \frac{1}{n c_3} \log(E(\max_{\|y\|_2=1} (e^{-c_3 g^T y}))).$$ (58)

Let $c_3 = c_3^{(s)} \sqrt{n}$ where $c_3^{(s)}$ is a constant independent of $n$. Then following further what we did in [37] we have

$$\frac{E(\min_{x \in S_{ric}} \|A x\|_2)}{\sqrt{n}} \geq \frac{c_3^{(s)}}{2} - \frac{1}{n c_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{-c_3^{(s)} \sqrt{m}^T x}))) - \frac{1}{n c_3^{(s)}} \log(E(\max_{\|y\|_2=1} (e^{-c_3^{(s)} \sqrt{m}^T y}))),$$ (59)

or written slightly differently

$$\frac{\sqrt{\alpha} E(\min_{x \in S_{ric}} \|A x\|_2)}{\sqrt{m}} \geq \frac{c_3^{(s)}}{2} - \frac{1}{n c_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{-c_3^{(s)} \sqrt{m}^T x}))) - \frac{1}{n c_3^{(s)}} \log(E(\max_{\|y\|_2=1} (e^{-c_3^{(s)} \sqrt{m}^T y}))))$$

$$= -\left(\frac{c_3^{(s)}}{2}\right) + I_{tric}(c_3^{(s)}, \beta) + I_{sph}(c_3^{(s)}, \alpha),$$ (60)

where

$$I_{tric}(c_3^{(s)}, \beta) = \frac{1}{n c_3^{(s)}} \log(E(\max_{x \in S_{ric}} (e^{-c_3^{(s)} \sqrt{m}^T x}))))$$

$$I_{sph}(c_3^{(s)}, \alpha) = \frac{1}{n c_3^{(s)}} \log(E(\min_{\|y\|_2=1} (e^{-c_3^{(s)} \sqrt{m}^T y}))).$$ (61)

In [37] we also established the following

$$I_{sph}(c_3^{(s)}, \alpha) = \frac{1}{n c_3^{(s)}} \log(Ee^{-c_3^{(s)} \sqrt{n} \|g\|_2}) \geq \gamma^{(s)} - \frac{\alpha}{2c_3^{(s)}} \log(1 - \frac{c_3^{(s)}}{2\gamma^{(s)}}),$$ (62)
where as in Section 3 (and following [43]) \( \tilde{\gamma} \) stands for equality that holds as \( n \to \infty \) and

\[
\tilde{\gamma}^{(s)} = \frac{2c^{(s)}_3 - \sqrt{4(c^{(s)}_3)^2 + 16\alpha}}{8}.
\]

As in Section 3, we also mention that (as in [37]) \( \tilde{\gamma} \) can be replaced with a trivial inequality \( \leq \) for our needs here.

Now, following what was done in Section 3, to make the bound in (60) operational, the only thing left to consider is \( I_{uric}(c^{(s)}_3, \beta) \). One then trivially has

\[
I_{uric}(c^{(s)}_3, \beta) = \frac{1}{nc^{(s)}_3} \log(E(\max_{x \in S_{uric}} (e^{-c^{(s)}_3 \sqrt{m}^T x}))) = \frac{1}{nc^{(s)}_3} \log(E(\max_{x \in S_{uric}} (e^{c^{(s)}_3 \sqrt{m}^T x}))).
\]

Comparing (64) and (19) one then has

\[
I_{uric}(c^{(s)}_3, \beta) = I_{uric}(c^{(s)}_3, \beta).
\]

Moreover, one can then use (31)-(33) to characterize \( I_{uric}(c^{(s)}_3, \beta) \) which is then sufficient to compute lower bounds on \( E\xi_{uric} \).

We summarize the above results related to the lower bound of \( E\xi_{uric} \) in the following theorem.

**Theorem 2.** (\( E\xi_{uric} \)-lifted lower bound) Let \( A \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( k, m, n \) be large and let \( \alpha = \frac{m}{n} \) and \( \beta = \frac{k}{n} \) be constants independent of \( m \) and \( n \). Further, let \( S_{uric} \) be as defined in (5) (or in (22)). Let \( \text{erf} \) be the standard error function associated with zero-mean unit variance Gaussian random variable and let \( \text{erf} = 1 - \text{erf} \). Let

\[
\tilde{\gamma}_{sph}^{(s)} = \frac{2c^{(s)}_3 - \sqrt{4(c^{(s)}_3)^2 + 16\alpha}}{8},
\]

and

\[
I_{sph}(c^{(s)}_3, \alpha) = \left( \tilde{\gamma}_{sph}^{(s)} - \frac{\alpha}{2c^{(s)}_3} \log(1 - \frac{c^{(s)}_3}{2\tilde{\gamma}_{sph}^{(s)}}) \right).
\]

Further, let \( c^{(s)}_3 \) and \( \gamma_{uric}^{(s)} \) be such that \( \frac{c^{(s)}_3}{\gamma_{uric}^{(s)}} < \frac{1}{2} \). Also, let \( I^{(uric)} \) be defined through (31)-(33) and let

\[
I_{uric}(c^{(s)}_3, \beta) = \min_{\gamma_{uric}^{(s)} \geq c^{(s)}_3 / 2, \gamma_{uric}^{(s)} \geq 0} \left( \nu_{uric}^{(s)} \beta + \gamma_{uric}^{(s)} + \frac{1}{c^{(s)}_3} \log(I^{(uric)}) \right).
\]

Then

\[
\lim_{n \to \infty} E\xi_{uric} = \lim_{n \to \infty} \frac{E(\min_{x \in S_{uric}} \|Ax\|_2)}{\sqrt{m}} \geq \frac{1}{\sqrt{\alpha}} \min_{c^{(s)}_3 \geq 0} \left( -\frac{c^{(s)}_3}{2} + I_{uric}(c^{(s)}_3, \beta) + I_{sph}(c^{(s)}_3, \alpha) \right).
\]

Moreover, let \( \xi^{(l.lift)}_{uric} \) be a quantity such that

\[
\frac{1}{\sqrt{\alpha}} \min_{c^{(s)}_3 \geq 0} \left( -\frac{c^{(s)}_3}{2} + I_{uric}(c^{(s)}_3, \beta) + I_{sph}(c^{(s)}_3, \alpha) \right) > \xi^{(l.lift)}_{uric}.
\]
Then
\[
\lim_{n \to \infty} P(\min_{x \in S_{ric}} \|Ax\|_2 \geq \xi_{ric}^{(l, lift)} \sqrt{m}) \geq 1
\]
\[
\iff \lim_{n \to \infty} P(\xi_{ric} \geq \xi_{ric}^{(l, lift)} \sqrt{m}) \geq 1
\]
\[
\iff \lim_{n \to \infty} P(\xi_{ric}^2 \geq (\xi_{ric}^{(l, lift)})^2 m) \geq 1.
\] (71)

**Proof.** The first part follows from the above discussion. The moreover part follows from considerations presented in [35, 37, 42].

We will below present the results one can get using the above theorem. However, as we did in Section 3, before proceeding with the discussion of the results one can obtain through Theorem 2, we also mention that the results presented in the previous section (essentially in Lemma 5) can in fact be deduced from the above theorem. Namely, in the limit \(c_3^{(s)} \to 0\), one from (58) has that
\[
E_{min \in S_{ric}} h^T x + \sqrt{\alpha n}
\]
can be used as an upper bound on \(E_{lric} \). This is of course exactly the same expression that was considered in the previous section. For the completeness we present the following corollary where we actually derive the results from the previous section as a special case of those given in the above theorem (of course, the special case actually assumes \(c_3^{(s)} \to 0\)).

**Corollary 2.** \((E_{lric} - lower bound)\) Assume the setup of Theorem 2. Let \(c_3^{(s)} \to 0\). Then
\[
\hat{\gamma}_{sph}^{(s)} \to -\frac{\sqrt{\alpha}}{2},
\] (72)
and
\[
I_{sph}(c_3^{(s)}, \alpha) \to -\sqrt{\alpha}.
\] (73)
Moreover, as in (43)
\[
I_{uric}(c_3^{(s)}, \beta) \to \min_{\gamma_{uric}^{(s)} \geq 0, \gamma_{sec}^{(s)} \geq 0} \left(\frac{\nu^2 \beta}{4\gamma_{uric}^{(s)}} + \gamma_{sec}^{(s)} + \frac{(1 - \nu^2)erfc(\nu/\sqrt{2}) + \frac{2\nu e^{-\frac{\nu^2}{2}}}{\sqrt{2\pi}}}{4\gamma_{sec}^{(s)}}\right)
\]
\[
= \min_{\nu \geq 0} \sqrt{\left(\beta \nu^2 + erfc\left(\frac{\nu}{\sqrt{2}}\right)(1 - \nu^2) + \frac{2\nu e^{-\frac{\nu^2}{2}}}{\sqrt{2\pi}}\right)}.
\] (74)
Choosing \(\nu = \sqrt{2erfinv(1 - \beta)}\) one then has
\[
\lim_{n \to \infty} \frac{E_{lric}}{\sqrt{m}} = \frac{E_{min \in S_{ric}} \|Ax\|_2}{\sqrt{m}} \geq 1 - \frac{1}{\sqrt{\alpha}} \sqrt{\beta + \frac{2erfinv(1 - \beta)}{\sqrt{\pi e\left(erfinv(1 - \beta)\right)^2}}}.
\] (75)

**Proof.** Theorem 1 holds for any \(c_3^{(s)} \geq 0\). The above corollary instead of looking for the best possible \(c_3^{(s)}\) in Theorem 1 assumes a simple \(c_3^{(s)} \to 0\) scenario. The rest of the proof follows the proof of Corollary 1.

Alternatively, as mentioned above, one can look at \(E_{min \in S_{ric}} h^T x + \sqrt{\alpha n}\) and following the methodology
presented in (24) (and originally in [42]) obtain for a scalar \( \nu = \sqrt{2} \text{erfinv}(1 - \beta) \)

\[
E \min_{x \in S_{\text{ric}}} \frac{h^T x}{\sqrt{m}} + 1 \leq -\frac{1}{\sqrt{\alpha}} \sqrt{E_{\nu \leq |h_i|} |h_i|^2 + 1}.
\]  

(76)

Solving the integral (and using all the concentrating machinery of [42]) one can write

\[
E \min_{x \in S_{\text{ric}}} \frac{h^T x}{\sqrt{m}} + 1 \doteq -\frac{1}{\sqrt{\alpha}} \sqrt{\left( \int_{|h_i|} \frac{e^{-\frac{h_i^2}{2}}}{\sqrt{2\pi}} \, dh_i \right) + 1} = -\frac{1}{\sqrt{\alpha}} \sqrt{\left( \text{erfc}\left( \frac{\nu}{\sqrt{2}} \right) + 2e^{-\frac{\nu^2}{2}} \right) + 1}.
\]

(77)

Connecting beginning and end in (77) then leads to the condition given in the above corollary.

5.2 Numerical results – lifted lower bound on \( \xi_{\text{ric}} \)

In this subsection we present a small collection of numerical results one can obtain based on Theorem 2. In Table 8 we show the upper bounds on \( \lim_{n \to \infty} \frac{E\xi_{\text{ric}}}{\sqrt{m}} \) one can obtain based on Theorem 2. We refer to those bounds as \( \xi_{\text{ric}}^{(l, \text{lift})} \). Also, to get a feeling how the results of Theorem 1 fare when compared to the ones presented in the previous section we in Table 9 also present the results we obtained in Subsection 4.2 (which are of course based on Lemma 5 and Corollary 2). For completeness, we in Table 9 also recall on the results from [2]. Moreover, we show only what we call low \( \beta/\alpha \) regime (i.e. \( \beta/\alpha \leq 0.5 \) regime). As \( \beta/\alpha \) grows the values of bounds become smaller and their usefulness (as well as usefulness of original \( E\xi_{\text{ric}} \) quantities) may not be of interest in such a regime.

As can be seen from the table, not only are the results from Theorem 2 conceptually substantially better than the counterparts given in Lemma 5, they are also capable of offering substantial practical improvement over counterparts from Lemma 5 (in fact, they also improve on the results from [2]). Of course one then wonders how far from the optimal are the results that we presented. Well, as usual, there are certain obvious limitations and those relate to the numerical nature of the provided results. Namely, we, as in Section 3, solved the numerical optimizations that appear in Theorem 2 only on a local optimum level and obviously only with a finite precision. We do not know if a substantial change would occur in the presented results had we solved them on a global optimum level (we recall that finding local optima is of course certainly enough to establish valid lower bounds; moreover in Table 8 we provide a detailed values for optimizing parameters that we chose). As for our original question related to how far away from the true \( E\xi_{\text{ric}} \) the results presented in Table 9 are, we actually believe that a unique answer is a bit hard to provide (it is highly likely that such an assessment may depend on the values \( \beta \) and \( \alpha \) take).

6 Conclusion

In this paper we looked at random matrices and studied their a particular property called restricted isometry. We developed a couple of mechanisms that can be utilized to estimate the values of the so-called isometry constants (quantities one typically associates with the isometry property).

To be a bit more specific, we designed a mechanism based on our recent results from [42] that provides a fairly good set of estimates for the upper isometry constants. However, when adapted to cover the lower isometry constants it did not achieve the same success. We then went further and attempted to utilize some of the ideas we developed in [36, 37] to lower the upper and to lift the lower isometry constants. The proposed methodology worked fairly well and the improvements we obtained (especially when it comes to the lower isometry constants were substantial). Moreover, in a wide range of problem parameters (dimensions) we
### Table 8: Lifted lower bounds on $\lim_{n \to \infty} \frac{E_{\xi_{\text{tric}}}}{\sqrt{m}}$ - low $\beta/\alpha \leq 0.5$ regime; optimized parameters

| $\alpha$ | 0.1   | 0.3   | 0.5   | 0.7   | 0.9   |
|----------|-------|-------|-------|-------|-------|
| $\beta/\alpha = 0.05; \xi_{\text{tric}}^{(s)}$ | 0.4592 | 0.6653 | 0.7756 | 0.8494 | 0.9027 |
| $\beta/\alpha = 0.05; \nu_{\text{tric}}^{(s)}$ | 13.265 | 7.1134 | 5.2568 | 4.2784 | 3.6512 |
| $\beta/\alpha = 0.05; \gamma_{\text{tric}}^{(s)}$ | 0.2399 | 0.3546 | 0.4195 | 0.4654 | 0.5006 |
| $\beta/\alpha = 0.05; \xi_{\text{tric}}^{(l,lift)}$ | 0.4446 | 0.4826 | 0.5025 | 0.5166 | 0.5278 |
| $\beta/\alpha = 0.1; \xi_{\text{tric}}^{(s)}$ | 0.7827 | 1.0607 | 1.1883 | 1.2593 | 1.2982 |
| $\beta/\alpha = 0.1; \nu_{\text{tric}}^{(s)}$ | 7.5090 | 4.1520 | 3.0940 | 2.5209 | 2.1448 |
| $\beta/\alpha = 0.1; \gamma_{\text{tric}}^{(s)}$ | 0.4017 | 0.5545 | 0.6310 | 0.6790 | 0.7110 |
| $\beta/\alpha = 0.1; \xi_{\text{tric}}^{(l,lift)}$ | 0.2882 | 0.3355 | 0.3618 | 0.3811 | 0.3969 |
| $\beta/\alpha = 0.3; \xi_{\text{tric}}^{(s)}$ | 4.0283 | 3.8433 | 3.5527 | 3.2153 | 2.8334 |
| $\beta/\alpha = 0.3; \nu_{\text{tric}}^{(s)}$ | 1.5926 | 1.1784 | 0.9925 | 0.8633 | 0.7545 |
| $\beta/\alpha = 0.3; \gamma_{\text{tric}}^{(s)}$ | 2.0184 | 1.9363 | 1.8042 | 1.6528 | 1.4850 |
| $\beta/\alpha = 0.3; \xi_{\text{tric}}^{(l,lift)}$ | 0.0510 | 0.0865 | 0.1130 | 0.1368 | 0.1599 |
| $\beta/\alpha = 0.5; \xi_{\text{tric}}^{(s)}$ | 37.468 | 18.912 | 12.497 | 8.6351 | 5.7138 |
| $\beta/\alpha = 0.5; \nu_{\text{tric}}^{(s)}$ | 0.2144 | 0.2928 | 0.3337 | 0.3570 | 0.3593 |
| $\beta/\alpha = 0.5; \gamma_{\text{tric}}^{(s)}$ | 18.735 | 9.4602 | 6.2593 | 4.3411 | 2.9056 |
| $\beta/\alpha = 0.5; \xi_{\text{tric}}^{(l,lift)}$ | 0.0041 | 0.0136 | 0.0252 | 0.0397 | 0.0590 |

### Table 9: Lifted lower bounds on $\lim_{n \to \infty} \frac{E_{\xi_{\text{tric}}}}{\sqrt{m}}$ - low $\beta/\alpha \leq 0.5$ regime

| $\alpha$ | 0.1   | 0.3   | 0.5   | 0.7   | 0.9   |
|----------|-------|-------|-------|-------|-------|
| $\beta/\alpha = 0.05; \xi_{\text{tric}}^{(s)}$ | 0.2717 | 0.3120 | 0.3335 | 0.3489 | 0.3611 |
| $\beta/\alpha = 0.1; \xi_{\text{tric}}^{(s)}$ | 0.0808 | 0.1951 | 0.2529 | 0.2929 | 0.3239 |
| $\beta/\alpha = 0.1; \xi_{\text{tric}}^{(l,lift)}$ | 0.2882 | 0.3355 | 0.3618 | 0.3811 | 0.3969 |
| $\beta/\alpha = 0.3; \xi_{\text{tric}}^{(s)}$ | 0.0488 | 0.0803 | 0.1025 | 0.1215 | 0.1389 |
| $\beta/\alpha = 0.3; \xi_{\text{tric}}^{(l,lift)}$ | -0.394 | -0.171 | -0.056 | 0.0247 | 0.0877 |
| $\beta/\alpha = 0.3; \xi_{\text{tric}}^{(s)}$ | 0.0510 | 0.0865 | 0.1130 | 0.1368 | 0.1599 |
| $\beta/\alpha = 0.5; \xi_{\text{tric}}^{(s)}$ | 0.0041 | 0.0136 | 0.0252 | 0.0397 | 0.0590 |
| $\beta/\alpha = 0.5; \xi_{\text{tric}}^{(l,lift)}$ | 0.0041 | 0.0136 | 0.0252 | 0.0397 | 0.0590 |
feel confident that the results we obtained are actually fairly close to the exact ones.

As was the case in [36, 37, 42], the purely theoretical results we presented are for the so-called Gaussian models, i.e., for systems with i.i.d. Gaussian coefficients. Such an assumption significantly simplified our exposition. However, all results that we presented can easily be extended to the case of many other models of randomness. There are many ways how this can be done. Instead of recalling on them here we refer to a brief discussion about it that we presented in [37].

Also, what we presented here is related to an analytical analysis of the values that restricted isometry constants of random matrices take. An equally interesting area of research relates to designing algorithms that can be used for computing these constants. In [2] the authors presented a collection of numerical results obtained based on algorithms developed in [19, 28]. As it was obvious from the results presented in [2] the analytical values obtained there for the isometry constants are fairly close to the estimates one can obtain numerically through the algorithms of [19, 28]. We also developed several very fast algorithms that can be used to evaluate bounds on the isometry constants. They rely on the ones presented in [39]. Our preliminary studies suggest that many of the theoretical bounds presented in this paper come in fact fairly close to the true optimal values. However, we do believe that this requires a more careful and detailed exposition and will present it in a separate paper related to the algorithmic aspects of computing of the isometry constants.

Another thing that we should point out is that when we studied $\xi_{uric}$ we to a degree relied on the methods we developed in [35, 37]. We should mention that when studying the positive Hopfield form in [35] we also developed a method that can be used for lower bounding its optimal value. Such a mechanism can be applied here as well to obtain a lower bound on $E\xi_{uric}$. However, application of such a method is a bit involved and since it requires a lot of technical and especially quite a lot of numerical work we will present it separately.

As for usefulness of the presented results, there is hardly any limit. First, one can look at a host of related problems from the compressed sensing literature. Pretty much any problem that is typically attacked through the isometry constants can now be revisited. On a more mathematical side, isometry constants are tightly connected with the condition numbers of random matrices and the estimates we provided here will be of help when studying many problems where variants of condition numbers appear.

Also, on a purely mathematical side, one can observe that the isometry properties that we considered in this paper are based on $\ell_2/\ell_2$ isometries. Of course, one can define a tone of other isometries and for pretty much any of them the methods proposed here work (in fact for some of them they actually work even better than for those considered here). We will present some of these applications in a few forthcoming papers.

References

[1] R. Adamczak, A. E. Litvak, A. Pajor, and N. Tomczak-Jaegermann. Restricted isometry property of matrices with independent columns and neighborly polytopes by random sampling. Preprint, 2009. available at arXiv:0904.4723.

[2] B. Bah and J. Tanner. Improved bounds on restricted isometry constants for gaussian matrices. SIAM J. Matrix Analysis Applications, 31(5):2882–2898, 2010.

[3] R. Baraniuk, M. Davenport, R. DeVore, and M. Wakin. A simple proof of the restricted isometry property for random matrices. Constructive Approximation, 28(3), 2008.

[4] J. D. Blanchard, C. Cartis, and J. Tanner. Compressed sensing: How sharp is the restricted isometry property? SIAM review, 53(1):105–125, 2011.

[5] J. D. Blanchard, C. Cartis, J. Tanner, and T. Thompson. Phase transitions for greedy sparse approximation algorithms. 2009. available at arxiv.
[6] E. Candes. The restricted isometry property and its implications for compressed sensing. *Compte Rendus de l’Academie des Sciences, Paris, Series I*, 346, pages 589–59, 2008.

[7] E. Candes, J. Romberg, and T. Tao. Robust uncertainty principles: exact signal reconstruction from highly incomplete frequency information. *IEEE Trans. on Information Theory*, 52:489–509, December 2006.

[8] E. Candes and T. Tao. Decoding by linear programming. *IEEE Trans. on Information Theory*, 51:4203–4215, Dec. 2005.

[9] E. Candes, M. Wakin, and S. Boyd. Enhancing sparsity by reweighted l1 minimization. *J. Fourier Anal. Appl.*, 14:877–905, 2008.

[10] S. Chretien. An alternating ell-1 approach to the compressed sensing problem. 2008. available online at http://www dsp.ece.rice.edu/cs/.

[11] G. Cormode and S. Muthukrishnan. Combinatorial algorithms for compressed sensing. *SIROCCO, 13th Colloquium on Structural Information and Communication Complexity*, pages 280–294, 2006.

[12] W. Dai and O. Milenkovic. Subspace pursuit for compressive sensing signal reconstruction. *Preprint*, page available at arXiv:0803.0811, March 2008.

[13] M. E. Davies and R. Gribonval. Restricted isometry constants where ell-p sparse recovery can fail for 0 < p ≤ 1. available online at http://www dsp.ece.rice.edu/cs/.

[14] D. Donoho. Neighborly polytopes and sparse solutions of underdetermined linear equations. 2004. Technical report, Department of Statistics, Stanford University.

[15] D. Donoho. High-dimensional centrally symmetric polytopes with neighborlines proportional to dimension. *Disc. Comput. Geometry*, 35(4):617–652, 2006.

[16] D. Donoho, A. Maleki, and A. Montanari. Message-passing algorithms for compressed sensing. *Proc. National Academy of Sciences*, 106(45):18914–18919, Nov. 2009.

[17] D. L. Donoho. Compressed sensing. *IEEE Trans. on Information Theory*, 52(4):1289–1306, 2006.

[18] D. L. Donoho, Y. Tsaig, I. Drori, and J.L. Starck. Sparse solution of underdetermined linear equations by stagewise orthogonal matching pursuit. 2007. available online at http://www dsp.ece.rice.edu/cs/.

[19] C. Dossal, G. Perye, and J. Fadili. A numerical exploration of compressed sampling recovery. 2009. available at http://hal.archives-ouvertes.fr/hal-00365028/fr.

[20] A. Edelman. Eigenvalues and condition numbers of random matrices. *SIAM Journal on Matrix Analysis and Applications*, 9(4):543–560, 1988.

[21] S. Foucart and M. J. Lai. Sparsest solutions of underdetermined linear systems via ell-q minimization for 0 < q ≤ 1. available online at http://www dsp.ece.rice.edu/cs/.

[22] A. Gilbert, M. J. Strauss, J. A. Tropp, and R. Vershynin. Algorithmic linear dimension reduction in the l1 norm for sparse vectors. *44th Annual Allerton Conference on Communication, Control, and Computing*, 2006.

[23] A. Gilbert, M. J. Strauss, J. A. Tropp, and R. Vershynin. One sketch for all: fast algorithms for compressed sensing. *ACM STOC*, pages 237–246, 2007.
[24] Y. Gordon. Some inequalities for gaussian processes and applications. *Israel Journal of Mathematics*, 50(4):265–289, 1985.

[25] R. Gribonval and M. Nielsen. Sparse representations in unions of bases. *IEEE Trans. Inform. Theory*, 49(12):3320–3325, December 2003.

[26] R. Gribonval and M. Nielsen. On the strong uniqueness of highly sparse expansions from redundant dictionaries. In *Proc. Int Conf. Independent Component Analysis (ICA’04)*, LNCS. Springer-Verlag, September 2004.

[27] R. Gribonval and M. Nielsen. Highly sparse representations from dictionaries are unique and independent of the sparseness measure. *Appl. Comput. Harm. Anal.*, 22(3):335–355, May 2007.

[28] M. Journee, Y. Nesterov, P. Richtarik, and R. Sepulchre. Generalized power method for sparse principal component analysis. 2008. available at arxiv.

[29] D. Needell and J. A. Tropp. CoSaMP: Iterative signal recovery from incomplete and inaccurate samples. *Applied and Computational Harmonic Analysis*, 26(3):301–321, 2009.

[30] D. Needell and R. Vershynin. Uniform uncertainty principles and signal recovery via regularized orthogonal matching pursuit. *Foundations of Computational Mathematics*, 9(3):317–334, 2009.

[31] M. Rudelson and R. Vershynin. Geometric approach to error correcting codes and reconstruction of signals. *International Mathematical Research Notices*, 64:4019 – 4041, 2005.

[32] R. Saab, R. Chartrand, and O. Yilmaz. Stable sparse approximation via nonconvex optimization. *ICASSP, IEEE Int. Conf. on Acoustics, Speech, and Signal Processing*, Apr. 2008.

[33] V. Saligrama and M. Zhao. Thresholded basis pursuit: Quantizing linear programming solutions for optimal support recovery and approximation in compressed sensing. 2008. available on arxiv.

[34] D. Slepian. The one sided barier problem for gaussian noise. *Bell System Tech. Journal*, 41:463–501, 1962.

[35] M. Stojnic. Bounding ground state energy of Hopfield models. available at arXiv.

[36] M. Stojnic. Lifting $\ell_1$-optimization strong and sectional thresholds. available at arXiv.

[37] M. Stojnic. Lifting/lowering Hopfield models ground state energies. available at arXiv.

[38] M. Stojnic. A rigorous geometry-probability equivalence in characterization of $\ell_1$-optimization. available at arXiv.

[39] M. Stojnic. Upper-bounding $\ell_1$-optimization sectional thresholds. available at arXiv.

[40] M. Stojnic. Upper-bounding $\ell_1$-optimization weak thresholds. available at arXiv.

[41] M. Stojnic. A simple performance analysis of $\ell_1$-optimization in compressed sensing. *ICASSP, International Conference on Acoustics, Signal and Speech Processing*, April 2009.

[42] M. Stojnic. Various thresholds for $\ell_1$-optimization in compressed sensing. *submitted to IEEE Trans. on Information Theory*, 2009. available at arXiv:0907.3666.

[43] M. Stojnic, F. Parvaresh, and B. Hassibi. On the reconstruction of block-sparse signals with an optimal number of measurements. *IEEE Trans. on Signal Processing*, August 2009.
[44] J. Tropp and A. Gilbert. Signal recovery from random measurements via orthogonal matching pursuit. *IEEE Trans. on Information Theory*, 53(12):4655–4666, 2007.

[45] J. A. Tropp. Greed is good: algorithmic results for sparse approximations. *IEEE Trans. on Information Theory*, 50(10):2231–2242, 2004.