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Abstract—Recently, there has been significant progress in the development of distributed first order methods. (At least) two different types of methods, designed from very different perspectives, have been proposed that achieve both exact and linear convergence when a constant step size is used—a favorable feature that was not achievable by most prior methods. In this paper, we unify, generalize, and accelerate these exact distributed first order methods. We first carry out a novel unifying analysis that sheds light on how the different existing methods compare. The analysis reveals that a major difference between the methods is on how a past dual gradient of an associated augmented Lagrangian dual function is weighted. We then capitalize on the insights from the analysis to derive a novel method—which with a tuned past gradient weighting—that improves upon the existing methods. We establish for the proposed generalized method global R-linear convergence rate under strongly convex costs with Lipschitz continuous gradients.
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I. INTRODUCTION

Context and motivation. Distributed optimization methods for solving convex optimization problems over networks, e.g., [1]–[8], have gained a significant renewed and growing interest over the last decade, motivated by various applications, ranging from inference problems in sensor networks, e.g., [9], [10], to distributed learning, e.g., [11], to distributed control problems, e.g., [12].

Recently, there have been significant advances in the context of distributed first order methods. A distinctive feature of the novel methods, proposed and analyzed in [13]–[26], is that, unlike most of prior distributed first order algorithms, e.g., [1], [27], [5], [7], they converge to the exact solution even when a constant (non-diminishing) step size is used. This property allows the methods to achieve global linear convergence rates, when the nodes’ local costs are strongly convex and have Lipschitz continuous gradients. Among the exact distributed first order methods, (at least) two different types of methods have been proposed, each designed through a very different methodology. The method in [13], dubbed Extra, see also [25], [23], modifies the update of the standard distributed gradient method, e.g., [1], by introducing two different sets of weighting coefficients (weight matrices) for any two consecutive iterations of the algorithm, as opposed to a single weight matrix with the standard method [1]. The second type of methods, [14], [19], [18], [20], [21], replaces the nodes’ local gradient with a “tracked” value of the network-wide average of the nodes’ local gradients. The two types of methods exhibit inherent mutual tradeoffs with respect to various algorithmic aspects. For example, the method in [13] has an advantage over [14] in that it utilizes one communication round per iteration while [14] uses two rounds; however, the method in [14] has been proved to be convergent under time-varying networks, node-varying step sizes, and Nesterov acceleration (see the literature review ahead for details), while such results are currently not known in the literature for the method in [13]. Both references [13] and [14] establish global linear convergence rates of the exact distributed first order methods that they study. Further, reference [28] shows that Extra is equivalent to a primal-dual gradient-like method (see, e.g., [29], [30], [31], for primal-dual (sub)gradient methods) applied on the augmented Lagrangian dual problem of a reformulation of the original problem of interest. Finally, reference [18] demonstrates that the method in [14] can be put in the form of Extra, with a specific choice of the two Extra’s weight matrices. (A more detailed review of works [13]–[26] is provided further ahead.)

Contributions. The main contributions of this paper are to unify, generalize, and accelerate exact distributed first order methods. First, besides Extra [13] being equivalent to a primal-dual gradient-like method applied on the augmented Lagrangian (AL) dual problem (a known result, [28]), we show here that the method in [14] is also a primal-dual gradient-like method—to the best of our knowledge a novel result. While Extra utilizes solely the current gradient of the AL dual function, the method in [14] uses the current gradient of the AL dual plus a gradient from the previous iteration weighted by the algorithm’s weight matrix. With both methods, we provide a characterization of the (joint) evolution of primal and dual errors along iterations; this characterization reveals the effect of the difference between the two methods on their performance and sheds light on understanding of how the two methods compare under various problem model scenarios. We further provide a generalized method, parameterized with an additional, easy-to-tune network-wide weight matrix, that determines the weighting of the past dual gradient term. The generalized method subsumes the two known methods in [13] and [14] upon setting a weighting parameter matrix to appropriate specific values. We describe how to set the weighting parameter matrix to improve upon both existing methods.

The paper carries out convergence rate analysis of the proposed generalized method when nodes’ local costs are strongly convex, have Lipschitz continuous gradient, and the underlying network is static. With the proposed generalized method, we establish a global R-linear convergence rate,
when the algorithm’s step size is appropriately set. Numerical examples confirm the insights from our analysis on the mutual comparison of the methods in [13] and [14], as well as the improvements of the proposed generalized method over the two existing ones.

**Brief literature review.** Distributed computation and optimization has been studied for a long time, e.g., [32]. More recently, reference [1] proposes a distributed first order (subgradient) method for unconstrained problems, allowing for possibly non-differentiable, convex nodes’ local costs and carries out its convergence and convergence rate analysis for deterministically time varying networks. A distributed projected subgradient method for constrained problems and possibly non-differentiable local costs has been proposed and analyzed in [27]. References [7], [17], [13], [14], [15], [16], [18], [19], [20], [21], [22] study unconstrained distributed optimization under more structured local costs. In [7], distributed gradient methods with an acceleration based on the Nesterov (centralized) gradient method [33] have been proposed and analyzed under differentiable local costs with Lipschitz continuous and bounded gradients. The methods in [1], [27], [7], [34] converge to the exact solution only when a diminishing step-size is used; when a constant step size is used they converge to a solution neighborhood. References [35], [36] propose different types of primal-dual methods, prove their convergence to the exact solution for a wide class of problems assuming diminishing step-sizes, and are not concerned with establishing the methods’ convergence rates. The authors of [37] use insights from control theory to propose a gradient-like algorithm for which they prove exact convergence under certain conditions, while the paper is not concerned with analyzing the method’s convergence rate. Reference [17] proposes several variants of distributed AL methods that converge to the exact solution under a constant step size and establishes their linear convergence rates for twice continuously differentiable costs with bounded Hessian.

References [13], [14], [15], [16], [18], [19], [20], [21], [22] develop and/or analyze different variants of exact distributed first order methods under various assumptions on the nodes’ local costs, algorithm step sizes, and the underlying network. The papers [13], [14] propose two different exact distributed first order methods and analyze their convergence rates, as already discussed above. References [15], [16] develop exact methods based on diffusion algorithms (see, e.g., [3]) and through a primal-dual type method on an associated AL function. Under twice differentiable local costs, each node’s cost being strongly convex, the papers show linear convergence for the methods therein, allowing for different step sizes across nodes and for a wider range of step sizes and admissible weight matrices with respect to [13]. The papers [18], [19], [20], [21] consider strongly convex local costs with Lipschitz continuous gradients. Under this setting, reference [18] establishes global linear convergence of the method studied therein when nodes utilize uncoordinated step sizes. The paper [19] establishes global linear convergence for time-varying networks. The authors of [21] prove global linear rates under both time varying networks and uncoordinated step sizes. Finally, the paper [22] proposes an accelerated exact distributed first order method based on the Nesterov acceleration [33] and establishes its convergence rates for local costs with Lipschitz continuous gradients, both in the presence and in absence of the strong convexity assumption. Under strongly convex local costs that have Lipschitz continuous gradients, the authors of [26] develop optimal distributed methods, where the optimality is in terms of the number of oracle calls of a therein appropriately defined oracle. However, their method is of a different type than [18], [19], [20], [21], [22] and is different from the method proposed here. Namely, the method in [26] requires evaluation of Fenchel conjugates of the nodes’ local costs at each iteration, and hence it in general has a much larger computational cost per iteration than the methods in [18], [19], [20], [21], [22] and the method proposed in this paper. To the best of our knowledge, optimality of distributed first order methods that do not involve Fenchel conjugates has not been studied to date.

**Paper organization.** The next paragraph introduces notation. Section II explains the model that we assume and reviews existing distributed first order methods. Section III presents the proposed algorithm and relates it with the existing methods. Section IV establishes global R-linear convergence rate of the proposed method, while Section V provides simulation examples. Finally, we conclude in Section VI. Certain auxiliary proofs are provided in the Appendix.

**Notation.** We denote by: \( \mathbb{R} \) the set of real numbers; \( \mathbb{R}^d \) the \( d \)-dimensional Euclidean real coordinate space; \( A_{ij} \) the entry in the \( i \)-th row and \( j \)-th column of a matrix \( A \); \( A^\top \) the transpose of a matrix \( A \); \( \otimes \) the Kronecker product of matrices; \( I \), 0, and 1, respectively, the identity matrix, the zero matrix, and the column vector with unit entries; \( J \) the \( N \times N \) matrix \( J := (1/N)11^\top \); \( A \succ 0 \) \((A \succeq 0)\) means that the symmetric matrix \( A \) is positive definite (respectively, positive semi-definite); \( \| \cdot \| \) the Euclidean (respectively, spectral) norm of its vector (respectively, matrix) argument; \( \lambda_i(\cdot) \) the \( i \)-th largest eigenvalue; \( \text{Diag}(a) \) the diagonal matrix with the diagonal equal to the vector \( a \); \( | \cdot | \) the cardinality of a set; \( \nabla h(w) \) and \( \nabla^2 h(w) \), respectively, the gradient and Hessian evaluated at \( w \) of a function \( h : \mathbb{R}^d \to \mathbb{R}, d \geq 1 \). Finally, for two positive sequences \( \eta_n \) and \( \chi_n \), we have: \( \eta_n = O(\chi_n) \) if \( \lim\sup_{n \to \infty} \frac{\eta_n}{\chi_n} < \infty \); and \( \eta_n = \Omega(\chi_n) \) if \( \lim\inf_{n \to \infty} \frac{\eta_n}{\chi_n} > 0 \).

**II. Model and preliminaries**

Subsection II-A describes the optimization and network models that we assume. Subsection II-B reviews the standard (inexact) distributed gradient method in [1], as well as the exact methods in [13] and [14], and it reviews the known equivalence (see [28]) of the method in [13] and a primal-dual gradient-like method.

**A. Optimization and network models**

We consider distributed optimization where \( N \) nodes in a connected network solve the following problem:

\[
\min_{x \in \mathbb{R}^d} f(x) := \sum_{i=1}^{N} f_i(x). 
\]
Here, $f_i : \mathbb{R}^d \to \mathbb{R}$ is a convex function known only by node $i$. Throughout the paper, we impose the following assumption on the $f_i$’s.

**Assumption 1** Each function $f_i : \mathbb{R}^d \to \mathbb{R}, \, i = 1, \ldots, N$, is strongly convex with strong convexity parameter $\mu$, and it has Lipschitz continuous gradient with Lipschitz constant $L$, where $L \geq \mu > 0$. That is, for all $i = 1, \ldots, N$, there holds:

$$f_i(y) \geq f_i(x) + \nabla f_i(x)^\top(y-x) + \frac{\mu}{2} \|x-y\|^2, \, x, y \in \mathbb{R}^d$$

$$\|\nabla f_i(x) - \nabla f_i(y)\| \leq L \|x-y\|, \, x, y \in \mathbb{R}^d.$$

For a specific result (precisely, Lemma 3 ahead), we additionally assume the following.

**Assumption 2** Each function $f_i : \mathbb{R}^d \to \mathbb{R}, \, i = 1, \ldots, N$, is twice continuously differentiable.

Under Assumptions 1 and 2, there holds for every $x \in \mathbb{R}^d$ that:

$$\mu I \preceq \nabla^2 f_i(x) \preceq L I.$$  

Further, under Assumption 1, problem (1) is solvable and has the unique solution $x^* \in \mathbb{R}^d$.

Nodes $i = 1, \ldots, N$ constitute an undirected network $G = (\mathcal{V}, E)$, where $\mathcal{V}$ is the set of nodes and $E$ is the set of edges. The presence of edge $(i, j) \in E$ means that the nodes $i$ and $j$ can directly exchange messages through a communication link. Further, let $\Omega_i$ be the set of all neighbors of a node $i$ (including $i$).

**Assumption 3** The network $G = (\mathcal{V}, E)$ is connected, undirected and simple (no self-loops or multiple links).

We associate with network $G$ a $N \times N$ symmetric, (doubly) stochastic weight matrix $W$. Further, we let: $W_{ij} = W_{ji} > 0$, if $(i, j) \in E, \, i \neq j$; $W_{ij} = W_{ji} = 0$, if $(i, j) \notin E, \, i \neq j$; and $W_{ii} = 1 - \sum_{j \neq i} W_{ij} > 0$, for all $i = 1, \ldots, N$. Denote by $\lambda_i, \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N > -1$.

Throughout the paper, we consider several iterative distributed methods to solve (1). An algorithm’s iterations are indexed by $k = 0, 1, 2, \ldots$ Further, we denote by $x^{(k)}_i \in \mathbb{R}^d$ the estimate of the solution to (1) available to node $i$ at iteration $k$. To avoid notational clutter, we will keep the same notation $x^{(k)}_i$ across different methods, while it is clear from context which method is in question. For compact notation, we use $x^{(k)} = (x^{(k)}_1)^\top, (x^{(k)}_2)^\top, \ldots, (x^{(k)}_N)^\top)^\top \in \mathbb{R}^{Nd}$ to denote the vector that stacks the solution estimates by all nodes at iteration $k$. We use analogous notation for certain auxiliary sequences that the algorithms maintain (e.g., see ahead $s^{(k)}_i$ and $s^{(k)}$ with (14).) Again, to simplify notation, with all methods to be considered we will assume equal initialization across all nodes, i.e., we let $x^{(0)}_1 = x^{(0)}_2 = \ldots = x^{(0)}_N$; e.g., nodes can set $x^{(0)}_i = 0$, for all $i$.

For future reference, we introduce the following quantities. We let the $(Nd) \times (Nd)$ matrix $W = W \otimes I$, where $I$ is the $d \times d$ identity matrix. That is, $W$ is a $N \times N$ block matrix with $d \times d$ blocks, such that the block at the $(i, j)$-th position equals $W_{ij} I$. Note that the $(i, j)$-th and $(j, i)$-th block of $\mathbb{W}$ equal to zero if $\{i, j\} \notin E, \, i \neq j$. In other words, we say that $\mathbb{W}$ respects the sparsity pattern of the underlying graph $\mathcal{G}$. Further, recall that $J = \frac{1}{\sqrt{N}} I_1$ is the ideal consensus matrix,$^2$ and let $J = J \otimes I$. Denote by $\tilde{W} = W - J = (W - J) \otimes I$ the matrix that describes how far is $W$ from the ideal matrix $J$. It can be shown that $\|\tilde{W}\| = \max \{\lambda_2, -\lambda_N\} =: \sigma \in [0, 1]$. Next, let $x^* = 1 \otimes x^*$, where we recall that $1$ is an all-ones vector (here of size $N \times 1$), and $x^*$ is the $(d \times 1)$ solution to (1). In other words, $x^*$ concatenates $N$ repetitions of $x^*$ on top of each other; the $i$-th repetition corresponds to node $i$ in the network. Our goal is that, with a distributed method, we have $x^{(k)} \to x^*$, or, equivalently, $x^{(k)}_i \to x^*$, for all nodes $i = 1, \ldots, N$. Further, we define function $F : \mathbb{R}^{Nd} \to \mathbb{R}$, by

$$F(x) := F(x_1, \ldots, x_N) = \sum_{i=1}^{N} f_i(x_i).$$

Note that, under Assumption 1, $F$ is strongly convex with strong convexity parameter $\mu$, and it has Lipschitz continuous gradient with Lipschitz constant $L$.

**B. Review of distributed first order methods**

We review three existing distributed first order methods that are of relevance to our studies – the standard distributed gradient method in [1], the Extra method in [13], and the method in [14].

**Standard distributed gradient method in [1].** The method updates the solution estimate $x^{(k)}_i$ at each node $i$ by weight-averaging node $i$’s solution estimate with the estimates of its immediate neighbors $j \in \Omega_i \setminus \{i\}$, and then by taking a step in the negative local gradient’s direction. This corresponds to the following update rule at arbitrary node $i$:

$$x^{(k+1)}_i = \sum_{j \in \Omega_i} W_{ij} x^{(k)}_j - \alpha \nabla f_i(x^{(k)}_i), \, k = 0, 1, \ldots$$

In matrix format, the network-wide update is as follows:$^3$

$$x^{(k+1)} = W x^{(k)} - \alpha \nabla F(x^{(k)}), \, k = 0, 1, \ldots$$

We will frequently work with Kronecker products of types $A \otimes B, \alpha \otimes B$, and $A \otimes b$, where $A$ is an $N \times N$ matrix, $\alpha \in \mathbb{R} \times 1$ vector, $B = d \times d$ matrix, and $b = d \times 1$ vector. In other words, the Kronecker products throughout always appear with the first argument of dimension either $N \times N$ or $N \times 1$, and the second argument either $d \times d$ or $d \times 1$. As the capital letters denote matrices and the lower case letters denote vectors, the dimensions of the Kronecker products arguments will be clear.

$^2$The consensus algorithm, e.g., [38], computes the global average of nodes’ local quantities through a linear system iteration with a stochastic system matrix $W$. When $W = J$, consensus converges in a single iteration, hence we name $J$ the ideal consensus matrix. Clearly, $J$ is not realizable over a generic graph as it is not sparse, but it is usually desirable to have $W$ as close as possible to $J$ in an appropriate sense, given the constraints on the network sparsity.

$^3$To save space, we will present all subsequent algorithms in compact forms only. From a compact form, it is straightforward to recover local update forms at any node $i$. 


Here, constant $\alpha > 0$ is the algorithm’s step size. A drawback of algorithm (4) is that (when constant step size $\alpha$ is used) it does not converge to the exact solution $x^* := 1 \otimes x^*$, but only to a point in a $O(\alpha)$ solution neighborhood; see, e.g., [39]. The algorithm can be made convergent to $x^*$ by taking an appropriately set diminishing step size (e.g., square summable, non-summable), but the convergence rate of the resulting method is sublinear.

**Extra** [13]. The method modifies the update rule (1) and achieves exact (global linear) convergence with a fixed step size $\alpha$. Extra works as follows. It uses the following update rule: for all $i,j$, evaluate

$$x^{(k+1)} = x^{(k)} - \alpha \nabla F(x^{(k)})$$

This is equivalent to (1). Introduce the augmented Lagrangian function $A : \mathbb{R}^{N_d} \times \mathbb{R}^{N_d} \to \mathbb{R}$ (with the penalty parameter equal to $\alpha$) associated with (7):

$$A(x, \mu) = F(x) + \frac{1}{2\alpha} \nabla^2 F(x, \mu) 1/2 x, x \in \mathbb{R}^{N_d}$$

and the corresponding dual problem:

$$\max_{\mu \in \mathbb{R}^{N_d}} \inf_{x \in \mathbb{R}^{N_d}} A(x, \mu).$$

Consider the following primal-dual method to solve (9):

$$x^{(k+1)} = x^{(k)} - \alpha \nabla x A(x^{(k)}, \mu^{(k)})$$

with step size $\alpha > 0$, arbitrary $x^{(0)} \in \mathbb{R}^{N_d}$, and $\mu^{(0)} = 0$. Here, $\nabla x$ and $\nabla \mu$ denote the partial derivatives with respect to $x$ and $\mu$, respectively. Evaluating the partial derivatives, we arrive at the following method:

$$\mu^{(k+1)} = \frac{1}{\alpha} \nabla x A(x^{(k)}, \mu^{(k)})$$

Introducing the new variable $u^{(k)} := \frac{1}{2\alpha} \nabla^2 F(x^{(k)})$, one arrives at the following method:

$$x^{(k+1)} = x^{(k)} - \alpha \left( \frac{1}{\alpha} \nabla x A(x^{(k)}, \mu^{(k)}) + u^{(k)} \right)$$

It turns out that (12)–(13) with a proper initialization is equivalent to (5)–(6).

**Lemma 1** ([28]). The sequence of iterates $\{x^{(k)}\}$ generated by algorithm (5)–(6), with initialization $x^{(0)} = x^{(0)}_i$, for all $i,j$, is the same as the sequence of iterates generated by (12)–(13), with the same initialization of $x^{(0)}_i$, $i = 1, \ldots, N$, and with $u^{(k)}$ initialized to zero.

Under Assumptions 1 and 3 an appropriately chosen step size $\alpha$, one has that $x^{(k)} \to x^*$, and $u^{(k)} \to -\nabla F(x^*)$, at an R-linear rate [13].

The exact method in [14]. The authors of [14], see also [18], [19], [20], [21], [22], consider a distributed first order method that, besides solution estimate $x^{(k)} \in \mathbb{R}^{N_d}$, also maintains an auxiliary variable $s^{(k)} \in \mathbb{R}^{N_d}$. Here, at each node $i$, quantity $s^{(k)}_i \in \mathbb{R}^d$ serves to approximate the network-wide gradient average $\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^{(k)}_i)$; then, the gradient contribution $-\alpha \nabla F(x^{(k)})$ with the standard distributed gradient method (4) is replaced with $s^{(k)}$. More precisely, the update rule for $k = 0, 1, \ldots$ is as follows:

$$x^{(k+1)} = x^{(k)} - \alpha s^{(k)}$$

with $s^{(0)} = \nabla F(x^{(0)})$. The method also achieves a global R-linear convergence under appropriately chosen step-size $\alpha$, when Assumptions 1 and 3 are in force.

### III. The proposed method

Subsection III-A presents the method that we propose and explains how to recover the existing methods in [13], [14] by a particular setting of a proposed method’s parameter matrix. Subsection III-B gives further insights into the proposed method and explains how to tune the parameter matrix. Finally, Subsection III-C provides a primal-dual interpretation of the proposed method and the methods in [13], [14].

A. The proposed method and its relation with existing algorithms

We now describe the generalized exact first order method that we propose. The method subsumes the known methods [13] and [14] upon a specific choice of the tuning parameters, as explained below. The algorithm maintains over iterations $k$ the primal variable (solution estimate) $x^{(k)} \in \mathbb{R}^{N_d}$.
and the dual variable \( u^{(k)} \in \mathbb{R}^{Nd} \), initialized with the zero vector. The update rule is for \( k = 0, 1, \ldots \) given as follows:

\[
\begin{align*}
  x^{(k+1)} &= W x^{(k)} - \alpha \left( \nabla F(x^{(k)}) + u^{(k)} \right) \\
  u^{(k+1)} &= u^{(k)} - \mathcal{L} \left( \nabla F(x^{(k)}) + u^{(k)} - B x^{(k)} \right)
\end{align*}
\] (16) (17)

Here, quantities \( W, \mathcal{L}, \) and \( \alpha \) are the same as before. Quantity \( B \) is a \((Nd) \times (Nd)\) symmetric matrix that respects the block-sparsity pattern of the underlying graph \( \mathcal{G} \) and satisfies the property that, for any \( y \in \mathbb{R}^d \), there exists some \( c \in \mathbb{R} \), such that \( B (1 \otimes y) = c (1 \otimes y) \). Specifically, we will consider the following choices (that clearly obey the latter conditions): 1) \( B = b I \), where \( b \geq 0 \) is a scalar parameter; and 2) \( B = b' \mathcal{W} \), for \( b' \geq 0 \). These choices are easy to implement and incur no additional communication overhead while lead to efficient algorithms (see also Section V).

The next lemma, proved in the Appendix, explains how to recover the existing exact distributed first order methods from (16)–(17).

Lemma 2 Consider algorithm (16)–(17). Then, the following holds.

(a) Algorithm (16)–(17) with \( B = 0 \) is equivalent to method (14), proposed in [14].

(b) Algorithm (16)–(17) with \( B = \frac{1}{\alpha} \mathcal{W} \) is equivalent to method (5)–(6), proposed in [13].

Regarding communication cost, by careful inspection one can see that implementing the method in [13] requires one communication (of a \( d \times d \)-dimensional real vector) per node, per iteration \( k \), while the method in [14] requires two communications. The proposed method also requires two communications per node, per \( k \). All methods have similar storage and computational requirements per iteration.

B. Further insights into the proposed method and parameter tuning

We give further intuition and insights into the proposed method, the existing algorithms in [14] and [13], and we also describe how to improve upon existing methods by appropriately setting matrix \( B \). Denote by \( e^{(k)}_x := x^{(k)} - x^* \) and \( e^{(k)}_u := u^{(k)} + \nabla F(x^*) \) the primal and dual errors, respectively. Also, let the primal-dual error vector \( e^{(k)} := \left( (e^{(k)}_x)^\top, (e^{(k)}_u)^\top \right)^\top \), and \( \mathcal{H}_k := \int_{t=0}^1 \nabla^2 F \left( x^* + t \left( x^{(k)} - x^* \right) \right) dt \). We have the following Lemma.\(^8\)

Lemma 3 Let Assumptions 1–3 hold, and consider algorithm (16)–(17). Then, the primal-dual error vector \( e^{(k)} := \left( (e^{(k)}_x)^\top, (e^{(k)}_u)^\top \right)^\top \), for \( k = 0, 1, \ldots \), satisfies the following recursion:

\[
\begin{pmatrix}
  e^{(k+1)}_x \\
  e^{(k+1)}_u
\end{pmatrix} =
\begin{bmatrix}
  W - \alpha \mathcal{H}_k & -\alpha I \\
  (W - I) (\mathcal{H}_k - B) & W - J
\end{bmatrix}
\begin{pmatrix}
  e^{(k)}_x \\
  e^{(k)}_u
\end{pmatrix}.
\] (18)

Lemma 3 expresses the primal dual error \( e^{(k)} \) as a recursion, guided by a time varying matrix:

\[
\mathcal{M}_k :=
\begin{bmatrix}
  W - \alpha \mathcal{H}_k & -\alpha I \\
  (W - I) (\mathcal{H}_k - B) & W - J
\end{bmatrix},
\] (19)

that we refer to as the error dynamics matrix.\(^9\) Equation (19) shows the partitioning of the error dynamics matrix as a \( 2 \times 2 \) block matrix with blocks of size \((Nd) \times (Nd)\). The \((1,1)\)-th block \((W - \alpha \mathcal{H}_k)\) describes how the current dual error affects the next primal error, the \((1,2)\)-th block \((-\alpha I)\) describes how the current dual error affects the next primal error, and so on. Specifically, with the methods in [14] and [13], the blocks on the positions \((1,1), (1,2), \) and \((2,2)\) are of the same structure for both methods, and are of the same structure as in (19).\(^{11}\) For clarity of explanation, assume that the \( f_i \)’s are strongly convex quadratic functions, so that \( \mathcal{H}_k = \mathcal{H} = \nabla^2 F(x) = \text{const.} \) for any \( x \in \mathbb{R}^{Nd} \), with \( \mu I \preceq \mathcal{H} \preceq L I \), and of course the same \( \mathcal{H} \) appearing in the error dynamics matrices for each of the three methods. Then, the blocks \((1,1), (1,2), \) and \((2,2)\) match completely for the three methods. However, the error dynamics matrices for different methods differ in the \((2,1)\)-th block. Specifically, with [14], the \((2,1)\)-th block of the corresponding error dynamics matrix equals \((W - I) \mathcal{H}\). On the other hand, with [13] the block equals \((W - I) - \frac{1}{\alpha} \mathcal{W}\mathcal{H}\). Intuitively, one may expect that if \( |\mathcal{M}_{k,2,1}| \) is small (as measured by an appropriate matrix norm), then the algorithm’s convergence is likely to be faster.\(^{12}\) This provides an intuition on the comparison between [14] and [13]. Namely, if \( \mathcal{H} \) is small relative to \((\mathcal{H} - \frac{1}{\alpha} \mathcal{W})\) (for instance, when \( \alpha \) is very small and so \( \frac{1}{\alpha} \mathcal{W} \) has a very large norm), then we expect that the method in [14] is faster than the method in [13], and vice versa. This intuition is confirmed in Section V by numerical examples.

We can go one step further and seek to tune matrix \( B \) such that \( |\mathcal{M}_{k,2,1}| = (W - I)(\mathcal{H} - B) \) is smallest in an appropriate sense. We consider separately the cases \( B = b I \) and \( B = b' \mathcal{W} \). For the former, a possible worst case-type approach is as follows: choose parameter \( b \) that solves the following problem:

\[
\min_{b \geq 0} \left\{ \sup_{\mathcal{H} \in \mathbb{H}} \| \mathcal{H} - b I \| \right\},
\] (20)

where \( \mathbb{H} \) is the set of all \((Nd) \times (Nd)\) symmetric block diagonal matrices \( \mathcal{H} \) with arbitrary \( d \times d \) diagonal blocks that in addition obey the following condition: \( \mu I \preceq \mathcal{H} \preceq L I \). It is easy to show (see the Appendix for details) that the solution to (20) is \( b^* = \frac{\mu + L}{\mu} \). Note that the choice \( B = \frac{\mu + L}{\mu} I \) in (16)–(17) does not match either [14] or [13] method and thus

\(^8\)The equivalence claimed in Lemma 2 is in the sense that the methods generate the same sequence of iterates \( \{x^{(k)}\} \) under the same initialization \( x^{(0)} \), the appropriate initialization of methods’ auxiliary variables, and the same step size \( \alpha \).

\(^9\)In Section IV, we show that, under appropriate choice of parameters \( \alpha \) and \( B \), the primal-dual error \( e^{(k)} \) converges to zero R-linearly.

\(^{11}\)Modulo different value of matrix \( \mathcal{H}_k \) for each of the methods.

\(^{12}\)This intuition is corroborated more formally in Theorem 4 and Remark 4.
represents a novel algorithm. For the latter choice \( \mathcal{B} = b' \mathcal{W} \), the analogous problem:

\[
\min_{\nu \geq 0} \left\{ \sup_{H \in \mathbb{R}} \left\| H - b' \mathcal{W} \right\| \right\} \tag{21}
\]

is more challenging. A sub-optimal choice for \( \lambda_N > 0 \), as shown in the Appendix, is \( b' = \frac{L + \mu}{1 + \lambda_N} \), where we recall that \( \lambda_N \) is the smallest eigenvalue of matrix \( W \). Extensive simulations (see Also Section V) show that the simple choice \( b' = L \) works well in practice.

Note that, ideally, one would like to minimize with respect to \( b \) the following quantity: \( \sup_{H \in \mathbb{R}} I \leq \mathcal{H} \leq L \left\| H \right\| \), i.e., one wants to take into account the full matrix \( \mathcal{M}_k \). This problem is challenging in general and is hence replaced here by method (20) (or, similarly, (21)), i.e., by considering the (2,1)-th block of \( \mathcal{M}_k \) only. Note that a smaller norm of the (2,1)-th block of \( \mathcal{M}_k \) might not necessarily imply a smaller norm of the full matrix \( \mathcal{M}_k \). However, extensive numerical experiments on quadratic and logistic losses (see also Section 5) demonstrate that tuning method (20) yields fast algorithms while at the same time is very cheap.

C. Primal-dual interpretations

It is also instructive to write the methods (5)–(6) and (14)–(15) in another equivalent form (see the Appendix as to why this equivalence also holds.) Namely, (5)–(6) can be equivalently represented as follows (this is essentially a rewrite of (12)–(13)) but is useful to present it here:

\[
x^{(k+1)} = \mathcal{W}x^{(k)} - \alpha \left( \nabla F(x^{(k)}) + u^{(k)} \right) \tag{22}
\]

\[
u^{(k+1)} = u^{(k)} + \frac{1}{\alpha} \mathcal{L} x^{(k+1)}, \quad k = 0, 1, \ldots \tag{23}
\]

Similarly, (14) can be written, for \( k = 0, 1, \ldots \), equivalently represented as:

\[
x^{(k+1)} = \mathcal{W}x^{(k)} - \alpha \left( \nabla F(x^{(k)}) + u^{(k)} \right) \tag{24}
\]

\[
u^{(k+1)} = u^{(k)} + \frac{1}{\alpha} \mathcal{L} x^{(k+1)} - \frac{1}{\alpha} \mathcal{W} \mathcal{L} x^{(k)}. \tag{25}
\]

We can re-interpret (24) as a primal-dual gradient-like method for solving (9). Namely, due to the fact that matrices \( \mathcal{W} \) and \( \mathcal{L} \) commute, it is easy to see that (24)–(25) corresponds to the following method:

\[
x^{(k+1)} = x^{(k)} - \alpha \nabla_x A(x^{(k)}, \mu^{(k)}) \tag{26}
\]

\[
\mu^{(k+1)} = \mu^{(k)} + \alpha \nabla_{\mu} A(x^{(k+1)}, \mu^{(k)}) - \alpha \mathcal{W} \nabla_{\mu} A(x^{(k)}, \mu^{(k)}). \tag{27}
\]

Hence, (24) is a primal-dual gradient-like method that modifies the dual update step to also incorporate the (weighted) previous dual gradient term. Clearly, the proposed generalized method (16)–(17) also incorporates the (weighted) previous dual gradient term. It is shown in the Appendix that, assuming that matrices \( \mathcal{B} \) and \( \mathcal{L} \) commute (which is the case for the two specific choices \( \mathcal{B} = b I \) and \( \mathcal{B} = b' \mathcal{W} \) considered here), we have that (16)–(17) is equivalent to the following primal-dual method:

\[
x^{(k+1)} = x^{(k)} - \alpha \nabla_x A(x^{(k)}, \mu^{(k)}) \tag{28}
\]

\[
\mu^{(k+1)} = \mu^{(k)} + \alpha \nabla_{\mu} A(x^{(k+1)}, \mu^{(k)}) - \alpha \mathcal{W} \nabla_{\mu} A(x^{(k)}, \mu^{(k)}). \tag{29}
\]

C. Primal-dual interpretations

IV. CONVERGENCE RATE ANALYSIS

This Section presents the results on global R-linear convergence of the proposed method (16)–(17), and provides the needed intermediate results and proofs. The Section is organized as follows. First, Subsection IV-A states the result (Theorem 4) on global R-linear convergence of the proposed method (16)–(17) and discusses the implications of the result. Subsection IV-B sets up the analysis and gives preliminary Lemmas. Finally, Subsection IV-C proves a series of intermediate Lemmas, followed by the proof of Theorem 4.

A. Global R-linear convergence rate: Statement of the result

We show that, under appropriate choice of step size \( \alpha \), the proposed method (16)–(17) converges to the exact solution at a global R-linear rate. Recall quantity \( \sigma = \max\{\lambda_2, -\lambda_N\} \in [0, 1] \), with \( \lambda_i \) the \( i \)-th largest eigenvalue of \( W \).

Theorem 4 Consider algorithm (16)–(17) with \( \mathcal{B} = b I \), and let Assumptions 1 and 3 hold. Further, let \( \alpha < \min \left\{ \frac{1-\sigma}{2L}, \frac{1-\sigma^2}{2\lambda_2 L' L''} \right\} \), where \( L' \) is the analogous problem:

\[
\min_{\nu \geq 0} \left\{ \sup_{H \in \mathbb{R}} I \leq \mathcal{H} \leq L \left\| H \right\| \right\} \tag{21}
\]

is more challenging. A sub-optimal choice for \( \lambda_N > 0 \), as shown in the Appendix, is \( b' = \frac{L + \mu}{1 + \lambda_N} \), where we recall that \( \lambda_N \) is the smallest eigenvalue of matrix \( W \). Extensive simulations (see Also Section V) show that the simple choice \( b' = L \) works well in practice.
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\[
\min_{\nu \geq 0} \left\{ \sup_{H \in \mathbb{R}} I \leq \mathcal{H} \leq L \left\| H \right\| \right\} \tag{21}
\]

is more challenging. A sub-optimal choice for \( \lambda_N > 0 \), as shown in the Appendix, is \( b' = \frac{L + \mu}{1 + \lambda_N} \), where we recall that \( \lambda_N \) is the smallest eigenvalue of matrix \( W \). Extensive simulations (see Also Section V) show that the simple choice \( b' = L \) works well in practice.

Theorem 4 Consider algorithm (16)–(17) with \( \mathcal{B} = b I \), and let Assumptions 1 and 3 hold. Further, let \( \alpha < \min \left\{ \frac{1-\sigma}{2L}, \frac{1-\sigma^2}{2\lambda_2 L' L''} \right\} \), where \( L' \) is the analogous problem:

\[
\min_{\nu \geq 0} \left\{ \sup_{H \in \mathbb{R}} I \leq \mathcal{H} \leq L \left\| H \right\| \right\} \tag{21}
\]

is more challenging. A sub-optimal choice for \( \lambda_N > 0 \), as shown in the Appendix, is \( b' = \frac{L + \mu}{1 + \lambda_N} \), where we recall that \( \lambda_N \) is the smallest eigenvalue of matrix \( W \). Extensive simulations (see Also Section V) show that the simple choice \( b' = L \) works well in practice.

Remark 1 When \( \mathcal{B} = b I \) is replaced with a generic symmetric matrix \( \mathcal{B} \) that respects the sparsity pattern of graph \( G \) and satisfies the property that, for any \( y \in \mathbb{R}^d \), there exists some \( c \in \mathbb{R} \), such that \( \mathcal{B}(1 \otimes y) = c(1 \otimes y) \). Theorem 4 continues to hold with \( L' \) replaced with constant \( (L + \left\| B \right\|) \); see the Appendix for the proof.

Remark 2 The maximal admissible step size for which Theorem 4 guarantees R-linear convergence can be very small for poorly conditioned problems \( (L'/\mu \) large) and/or weakly connected networks (\( \sigma \) close to one). However, extensive simulations show that the proposed method converges (R-linearly) in practice with large step sizes, e.g., \( \alpha = \frac{1}{3L'}. \) Similar theoretical and practical admissible values for step size \( \alpha \) are reported in earlier works for the methods studied therein [14], [13].

Remark 3 Theorem 4 generalizes existing R-linear convergence rate results of exact distributed first order methods, e.g., [14], to a wider class of algorithms. Recall that for \( b = 0 \) we recover the method in [14]. Note that for \( b = 0 \) we have \( L' = L \). Abstracting universal constants, the convergence factor obtained in [14] (see Theorem 1 and Lemma 2 therein) and the one obtained here are the same and equal.
1 - \Omega \left( \frac{(1-\sigma)L^2}{L^2} \right)^2. This bound is obtained here by setting the maximal step size \( \alpha \) permitted by Theorem 4, which is
\[
\alpha = \Omega \left( \frac{(1-\sigma)L^2}{L^2} \right)^2.
\]

**Remark 4** It is interesting to observe what happens in Theorem 4 when \( b = \mu \) — the case that corresponds to a novel exact method. Then, one has \( L' = (L^2 - \mu^2)^{1/2} \), which is arbitrarily small when \( L \) becomes close to \( \mu \). Hence, for well-conditioned problems (\( L \) close to \( \mu \)), the maximal admissible step size in Theorem 4 becomes \( \alpha = \Omega \left( \frac{(1-\sigma)L^2}{L^2} \right)^2 \). Hence, according to the upper bounds derived here and in [14], the proposed method with \( b = \mu \) improves convergence factor over [14] from \( 1 - \Omega \left( \frac{(1-\sigma)L^2}{L^2} \right)^2 \) to \( 1 - \Omega \left( \frac{(1-\sigma)L^2}{L^2} \right)^2 \) for well-conditioned problems (\( L \) sufficiently close to \( \mu \)). Simulations confirm large gains in convergence speed of the new method over [14] (see Section V).

**B. Setting up analysis and preliminary Lemmas**

The proof of Theorem 4 is based on the small gain Theorem [40]. We follow a proof strategy similar to the one in [18], in the sense that we also utilize the small gain Theorem and construct a certain sequence of arrows\(^\text{13}\) to carry out the analysis. However, the sequences involved in the arrow paths here are different and involve a smaller number of sequences and arrows. The Subsection also reviews some known results on the convergence of inexact (centralized) gradient methods that will be used subsequently.

We start by reviewing the setting of the small gain theorem [40]. Denote by \( a := a^{(0)}, a^{(1)}, \ldots, a^{(k)}, \ldots \), an infinite sequence of vectors, \( a^{(k)} \in \mathbb{R}^p, k = 0, 1, \ldots \). For a fixed \( \delta \) in \( (0, 1) \), define the following quantities:

\[
||a||^\delta := \max_{k=0, \ldots, K} \left\{ \frac{1}{\delta^k} ||a^{(k)}|| \right\}, \quad ||a||^\delta := \sup_{k \geq 0} \left\{ \frac{1}{\delta^k} ||a^{(k)}|| \right\}.
\]

13 An arrow \( a \rightarrow b \) corresponds to bounding an appropriate metric (see (30)) of the infinite sequence \( a \) by the same metric of the infinite sequence \( b \), through a bound of type (38).

Clearly, we have that \( ||a||^\delta \leq ||a||^\delta \leq ||a||^\delta \) for \( K' \geq K \geq 0 \). It is also clear that, if \( ||a||^\delta \) is finite, then the sequence \( a^{(k)} \) converges to zero R-linearly. Indeed, provided that \( ||a||^\delta \leq C_a < \infty \), there holds: \( ||a^{(k)}|| \leq C_a \delta^k, k = 0, 1, \ldots \). Hence, if for some \( \delta \) in \( (0, 1) \) we have that \( ||a||^\delta \) is finite, then the sequence \( \{a^{(k)}\} \) converges to zero R-linearly with convergence factor at most \( \delta \). We state the small gain theorem for two infinite sequences \( a \) and \( b \) as this suffices for our analysis; for the more general Theorem involving an arbitrary (finite) number of infinite sequences, see, e.g., [40], [18].

**Theorem 5** Consider two infinite sequences \( a = a^{(0)}, a^{(1)}, \ldots \), and \( b = b^{(0)}, b^{(1)}, \ldots \), with \( a^{(k)}, b^{(k)} \in \mathbb{R}^p, k = 0, 1, \ldots \), and construct a certain sequence of arrows\(^\text{13}\) to carry out the analysis. However, the sequences involved in the arrow paths here are different and involve a smaller number of sequences and arrows. The Subsection also reviews some known results on the convergence of inexact (centralized) gradient methods that will be used subsequently.

Suppose that for some \( \delta \in (0, 1) \), and for all \( K = 0, 1, \ldots \), there holds:
\[
||a||^\delta \leq \gamma_1 ||b||^\delta + \omega_1
\]
\[
||b||^\delta \leq \gamma_2 ||a||^\delta + \omega_2,
\]
where \( \gamma_1, \gamma_2 \geq 0 \) and \( \gamma_1 \gamma_2 < 1 \). Then, there holds:
\[
||a||^\delta \leq \frac{1}{1 - \gamma_1 \gamma_2} (\omega_2 \gamma_1 + \omega_1).
\]

We will frequently use the following simple Lemma.

**Lemma 6** Consider two infinite sequences \( a = a^{(0)}, a^{(1)}, \ldots \), and \( b = b^{(0)}, b^{(1)}, \ldots \), with \( a^{(k)}, b^{(k)} \in \mathbb{R}^p \). Suppose that, for all \( k = 0, 1, \ldots \), there holds:
\[
||a^{(k+1)}|| \leq c_1 ||a^{(k)}|| + c_2 ||b^{(k)}||,
\]
where \( c_1 \geq 0, i = 1, 2 \). Then, for all \( K = 0, 1, \ldots \), for any \( \delta \in (0, 1) \), we have:
\[
||a||^\delta \leq \frac{c_1}{1 - \delta} ||a||^\delta + \frac{c_2}{1 - \delta} ||b||^\delta + ||a^{(0)}||.
\]

**Proof:** Divide inequality (35) by \( \frac{1}{\delta^{k+1}}, \delta \in (0, 1) \). The resulting inequality implies, for all \( K = 1, 2, \ldots \):
\[
\max_{k=0, \ldots, K-1} \left\{ \frac{1}{\delta^{k+1}} ||a^{(k+1)}|| \right\} \leq c_1 \max_{k=0, \ldots, K-1} \left\{ \frac{1}{\delta^k} ||a^{(k)}|| \right\} + c_2 \max_{k=0, \ldots, K-1} \left\{ \frac{1}{\delta^k} ||b^{(k)}|| \right\} \leq \frac{c_1}{1 - \delta} ||a||^\delta + \frac{c_2}{1 - \delta} ||b||^\delta.
\]
Note that (37) implies that, for all \( K = 0, 1, \ldots \),
\[
||a||^\delta \leq c_2 \delta + \frac{c_2}{1 - \delta} ||a^{(0)}||,
\]
\[
||a||^\delta \leq \frac{c_2}{1 - c_3} ||b||^\delta + \frac{1}{1 - c_3} ||a^{(0)}||.
\]

We will also need the following Lemma from [41] on the convergence of inexact (centralized) gradient methods.

**Lemma 7** Consider unconstrained minimization of function \( \phi : \mathbb{R}^p \rightarrow \mathbb{R} \), where \( \phi \) is assumed to be strongly convex with strong convexity parameter \( m \), and it also has Lipschitz continuous gradient with Lipschitz constant \( M, M \geq m > 0 \). Consider the following inexact gradient method with step size \( \gamma \leq \frac{1}{m} \):
\[
y^{(k+1)} = y^{(k)} - \gamma \left( \nabla \phi(y^{(k)}) + \epsilon^{(k)} \right), \quad k = 0, 1, \ldots
\]
with arbitrary initialization \( y^{(0)} \in \mathbb{R}^p \) and \( \epsilon^{(k)} \in \mathbb{R}^p \). Then, for all \( k = 0, 1, \ldots \), there holds:
\[
||y^{(k+1)} - y^*|| \leq (1 - \gamma m) ||y^{(k)} - y^*|| + \gamma ||\epsilon^{(k)}||,
\]
where \( y^* = \text{arg min}_{y \in \mathbb{R}^p} \phi(y) \).
Quantity $\epsilon^{(k)}$ in (39) is an inexactness measure that says how far is the employed search direction from the exact gradient at the iterate $y^{(k)}$.

C. Intermediate Lemmas and proof of Theorem 4

We now carry out convergence proof of Theorem 4 through a sequence of intermediate Lemmmas. We first split the primal error as follows: $e^{(k)} = x^{(k)} - x = (x^{(k)} - 1 \otimes \pi^{(k)}) + 1 \otimes (\pi^{(k)} - x) =: \overline{e}^{(k)} + 1 \otimes \pi^{(k)}$. Quantity $\overline{e}^{(k)} = x^{(k)} - 1 \otimes \pi^{(k)}$ says how mutually different are the solution estimates $x^{(k)}_i$’s at different nodes; quantity $\pi^{(k)}$ says how far is the global average $\pi^{(k)} = \frac{1}{N} \sum_{i=1}^{N} x^{(k)}_i$ from the solution $x^{*}$. We decompose the dual error $e_u^{(k)} = u^{(k)} + \nabla F(x^{*})$ in the following way:

$$e_u^{(k)} = \overline{e}^{(k)} + 1 \otimes \pi^{(k)}.$$ 

Here, $\pi^{(k)}_u = \frac{1}{N} \sum_{i=1}^{N} [e^{(k)}_u]_i$, and $\pi^{(k)} = (I - J) e^{(k)} - e^{(k)} - 1 \otimes \pi^{(k)}$. Note that $\pi^{(k)} = \pi^{(k)} + \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^{*}) = \pi^{(k)}$, where $\pi^{(k)} = \frac{1}{N} \sum_{i=1}^{N} u^{(k)}_i$.

We will be interested in deriving bounds on $\|e_u^{(k)}\|$, for some $\delta \in (0, 1)$, and on the analogous quantities that correspond to other primal and dual errors that we defined above. Specifically, the proof path is as follows. First, Lemma 8 shows that $\pi^{(k)}_u = 0$, for all $k$, which simplifies further analysis. Our goal is to apply Theorem 5 with the following identification of infinite sequences: $a \rightarrow \overline{x}$, and $b \rightarrow \overline{u}$. Then, Lemmas 9-11 are devoted to deriving a bound like in (32), while Lemma 12 devises a bound that corresponds to (33). As shown below, this sequence of Lemmas will be sufficient to complete the proof of Theorem 4.

Lemma 8 With algorithm (16)–(17), there holds: $\pi^{(k)}_u = \overline{e}^{(k)} = 0$, for all $k = 0, 1, ...$

**Proof:** Consider (17). Multiplying the equality from the left by $\frac{1}{N} (1 \otimes I)^\top$, using $(1 \otimes I)^\top L = (1^\top \otimes I)((I - W) \otimes I) = (1^\top (I - W)) \otimes I = 0$, we obtain that:

$$\pi^{(k+1)} = \overline{e}^{(k)}, \quad k = 0, 1, ...$$  

(40)

Recall that $\overline{e}^{(0)} = 0$, by assumption. Thus, the result.

Lemma 9 Consider algorithm (16)–(17), with $\alpha \leq 1/L$. Then, for any $\delta \in (1 - \frac{\alpha \mu}{2}, 1)$, there holds:

$$\|e_u^{(k)}\| \leq 4 \frac{L}{\sqrt{N} \mu} \|\overline{e}^{(k)}\| + \frac{2}{\alpha \mu} \|e_u^{(0)}\|.$$  

(41)

**Proof:** Consider (16). Multiplying the equation from the left by $\frac{1}{N} (1 \otimes I)^\top$, using the fact that $\frac{1}{N} (1 \otimes I)^\top \mathcal{W} = \frac{1}{N} (1 \otimes I)^\top$ and the fact that $\frac{1}{N} (1 \otimes I)^\top u^{(k)} = \pi^{(k)} = 0$, for all $k$ (by Lemma 8), we obtain:

$$\pi^{(k+1)} = \overline{e}^{(k)} - \frac{\alpha}{N} \sum_{i=1}^{N} \nabla f_i(x^{(k)}_i) = \overline{e}^{(k)} - \frac{\alpha}{N} \sum_{i=1}^{N} \nabla f_i(x^{(k)})$$

$$= \overline{e}^{(k)} - \frac{\alpha}{N} \left( \nabla f_i(x^{(k)}_i) - \nabla f_i(x^{(k)}) \right)$$

$$= \overline{e}^{(k)} - \frac{\alpha}{N} \left( \nabla f^{(k)} + \epsilon^{(k)} \right),$$

where $\epsilon^{(k)} = \sum_{i=1}^{N} \left( \nabla f_i(x^{(k)}_i) - \nabla f_i(x^{(k)}) \right)$.

Now, applying Lemma 7, with $e_u^{(k)} = \pi^{(k)} - x^{*}$, we obtain:

$$\|\overline{e}^{(k+1)}\| \leq (1 - \alpha \mu) \|\pi^{(k)}\| + \frac{\alpha}{N} \|e_u^{(k)}\|.$$  

(42)

We next upper bound $\frac{\alpha}{N} \|e_u^{(k)}\|$ as follows:

$$\frac{\alpha}{N} \|e_u^{(k)}\| \leq \frac{\alpha}{N} \sum_{i=1}^{N} \|\nabla f_i(x^{(k)}_i) - \nabla f_i(x^{(k)})\|$$

$$\leq \frac{\alpha}{N} \sum_{i=1}^{N} L \|x^{(k)}_i - x^{(k)}\|$$

$$\leq \frac{\alpha L}{\sqrt{N}} \|\overline{e}^{(k)}\|.$$  

(43)

Inequality (43) is by the Lipschitz continuity of the $\nabla f_i$’s, while (44) is by noting that

$$\sum_{i=1}^{N} \|x^{(k)}_i - \pi^{(k)}_i\| = \sum_{i=1}^{N} \|\pi^{(k)}_i\| \leq \sqrt{N} \|\pi^{(k)}\|.$$  

(45)

Substituting the last bound in (42), we obtain:

$$\|\overline{e}^{(k+1)}\| \leq (1 - \alpha \mu) \|\pi^{(k)}\| + \frac{\alpha L}{\sqrt{N}} \|\pi^{(k)}\|.$$  

(46)

Now, applying Lemma 6, we obtain:

$$\|e_u^{(k)}\| \leq 1 - \frac{\alpha \mu}{2} \|e_u^{(k)}\| + \frac{\alpha L}{\sqrt{N}} \|\pi^{(k)}\|.$$  

(47)

From (46), using $\alpha \leq 1/L$, one can verify that, for all $\delta \geq 1 - \frac{\alpha \mu}{2}$, there holds:

$$\|\overline{e}^{(k)}\| \leq \left( 1 - \frac{\alpha \mu}{2} \right) \frac{\alpha \mu}{2} \|\overline{e}^{(k)}\| + \frac{\alpha L}{\sqrt{N}} \|\pi^{(k)}\|.$$  

(48)

The last bound yields the desired result.

Lemma 10 Let $\alpha < \frac{1 - \sigma}{2L}$, and $\delta \in (1 - \frac{\alpha \mu}{2}, 1)$. Then, there holds:

$$\|e_u^{(k)}\| \leq 3 \alpha L \frac{\sqrt{N}}{1 - \sigma} \|e_u^{(k)}\| + \frac{3}{\alpha \mu} \|e_u^{(0)}\| + \frac{2}{\alpha \mu} \|\overline{e}^{(0)}\|.$$  

(49)

**Proof:** Consider (16). Subtracting $x^{*} = 1 \otimes x^{*}$ from both sides of the equation, and noting that $\mathcal{W} x^{*} = (W \otimes I)(1 \otimes x^{*}) = (W 1) \otimes (I x^{*}) = 1 \otimes x^{*} = x^{*}$, we obtain:

$$\epsilon^{(k+1)} = \mathcal{W} e^{(k)} - u^{(k)}.$$  

(50)

Next, note that

$$\nabla F(x^{(k)}) + u^{(k)} = \left( \nabla F(x^{(k)}) - \nabla F(x^{*}) + \left( \nabla F(x^{*}) + u^{(k)} \right) \right) + \left( \nabla F(x^{(k)}) - \nabla F(x^{*}) \right) + \overline{u}^{(k)}.$$
Next, use the decomposition \( e_{x}^{(k+1)} = W e_{x}^{(k)} - \alpha (\nabla F(x^{(k)}) - \nabla F(x^{*})) - \alpha \tilde{u}^{(k)} \) (51).

We next multiply (51) from the left by \( I - \mathcal{J} = (I - J) \otimes I \), and we use that \( [(I - J) \otimes I] e_{x}^{(k)} = \tilde{x}^{(k)} \). Noting that \( [(I - J) \otimes I] W = [(I - J) \otimes I] [W \otimes I] = (I - J) W \otimes I = W \otimes I = W \), and \((I - \mathcal{J})\tilde{u}^{(k)} = \tilde{u}^{(k)} \), we get:

\[
\tilde{x}^{(k+1)} = \tilde{W} \tilde{x}^{(k)} - \alpha (I - \mathcal{J}) (\nabla F(x^{*})) - \nabla F(x^{*}) - \alpha \tilde{u}^{(k)}.
\]

Next, use the decomposition \( x^{(k)} - x^{*} = e_{x}^{(k)} = \tilde{x}^{(k)} + 1 \otimes \tilde{e}_{x}^{(k)} \), and Lipschitz continuity of \( \nabla F \), to note that:

\[
\| \nabla F(x^{(k)}) - \nabla F(x^{*}) \| \leq L \| \tilde{x}^{(k)} \| + L \sqrt{N} \| \tilde{e}_{x}^{(k)} \|. \tag{53}
\]

Using the latter bound and taking the 2-norm in (52), while using its sub-additive and sub-multiplicative properties, we get:

\[
\| \tilde{x}^{(k+1)} \| \leq (\sigma + \alpha L) \| \tilde{x}^{(k)} \| + \alpha L \sqrt{N} \| \tilde{e}_{x}^{(k)} \| + \alpha \| \tilde{u}^{(k)} \|. \tag{54}
\]

Now, similarly to Lemma 6, it is easy to see that the last equation implies:

\[
\| \tilde{x} \|_{\mathcal{L}, K} \leq \frac{1}{\delta} (\sigma + \alpha L) \| \tilde{x} \|_{\mathcal{L}, K} + \frac{1}{\delta} \alpha L \sqrt{N} \| \tilde{e}_{x} \|_{\mathcal{L}, K} + \| \tilde{u} \|_{\mathcal{L}, K} + \| \tilde{u}^{(0)} \|.
\tag{55}
\]

Next, note that for \( \delta \in (1 - \frac{\alpha \mu}{2L}, 1) \), and \( \alpha < \frac{1 - \sigma}{4L} \), there holds:

\[
\frac{1}{\delta} (\sigma + \alpha L) < \frac{\sigma + 1}{2}.
\tag{56}
\]

Also, as \( \alpha < \frac{1 - \sigma}{2L} < \frac{1}{2} \), we have that \( 1/\delta \leq 6/5 \). Substituting the last two bounds in (55), we obtain:

\[
\| \tilde{x} \|_{\mathcal{L}, K} \leq \| \tilde{x} \|_{\mathcal{L}, K} + \frac{6}{5} \alpha L \sqrt{N} \| \tilde{e}_{x} \|_{\mathcal{L}, K} + \frac{6 \alpha}{5} \| \tilde{u} \|_{\mathcal{L}, K} + \| \tilde{u}^{(0)} \|.
\tag{57}
\]

Rearranging terms in the last equality, the desired result follows.

**Lemma 11** Let \( \alpha < \frac{(1 - \sigma) \mu}{2L^2} \), and \( \delta \in (1 - \frac{\alpha \mu}{2}, 1) \). Then, there holds:

\[
\| \tilde{x} \|_{\mathcal{L}, K} \leq \frac{6 \alpha}{1 - \sigma} \| \tilde{u} \|_{\mathcal{L}, K} + \frac{4}{1 - \sigma} \| \tilde{x}^{(0)} \| + \frac{12 L \sqrt{N} \mu}{(1 - \sigma) \mu} \| \tilde{u}^{(0)} \|.
\tag{57}
\]

**Proof:** We combine Lemmas 9 and 10, to obtain:

\[
\| \tilde{x} \|_{\mathcal{L}, K} \leq \frac{12 \alpha L^2}{(1 - \sigma) \mu} \| \tilde{x} \|_{\mathcal{L}, K} + \frac{6 \sqrt{N} L \mu}{(1 - \sigma) \mu} \| \tilde{e}_{x} \|_{\mathcal{L}, K} + \frac{3 \alpha}{1 - \sigma} \| \tilde{u} \|_{\mathcal{L}, K} + \frac{2}{1 - \sigma} \| \tilde{x}^{(0)} \|.
\tag{58}
\]

Next, note that, for \( \alpha < \frac{(1 - \sigma) \mu}{2L^2} \), we have that \( \frac{12 \alpha L^2}{(1 - \sigma) \mu} < 1/2 \). Substituting the latter bound in (58) and manipulating the terms, the desired result follows.

**Lemma 12** Let \( \delta \in \left( \frac{1 + \sigma}{2} + 1 \right) \), and recall \( L' = (L^2 + b^2 - 2 \mu) \frac{\mu}{1 - \sigma} \). Then, the following holds:

\[
\| u \|_{\mathcal{L}, K} \leq \frac{40 L' L \mu}{(1 - \sigma) \mu} \| \tilde{x} \|_{\mathcal{L}, K} + \frac{2}{1 - \sigma} \| \tilde{u}^{(0)} \| + \frac{16 L' \sqrt{N}}{1 - \sigma} \| \tilde{e}_{x} \|_{\mathcal{L}, K}.
\]

**Proof:** Consider (17). Adding \( \nabla F(x^{*}) \) to both sides of the equality, and recalling that \( e_{x}^{(k)} = \tilde{u}^{(k)} + \nabla F(x^{*}) = \tilde{u}^{(k)} \), we obtain:

\[
\tilde{u}^{(k+1)} = \tilde{u}^{(k)} - L' (\nabla F(x^{(k)}) - \nabla F(x^{*}) + u^{(k)}) + \nabla F(x^{*}) - b (x^{(k)} - x^{*})
\tag{59}
\]

Here, (59) uses the fact that \( L x^{*} = 0 \), while (60) holds because \( \tilde{W} \tilde{u}^{(k)} = (W - J) \tilde{u}^{(k)} = W \tilde{u}^{(k)} \), as \( J \tilde{u}^{(k)} = J (I - J) e_{x}^{(k)} = (I - J) e_{x}^{(k)} = 0 \). We next upper bound the term \( (\nabla F(x^{(k)}) - \nabla F(x^{*}) - b (x^{(k)} - x^{*})) \) as follows:

\[
\| \nabla F(x^{(k)}) - \nabla F(x^{*}) - b (x^{(k)} - x^{*}) \|^{2}
= \| \nabla F(x^{(k)}) - \nabla F(x^{*}) \|^{2} + b^{2} \| x^{(k)} - x^{*} \|^{2}
\tag{60}
\]

where the last inequality holds by the Lipschitz continuity of \( \nabla F \), and by the strong monotonicity of \( \nabla F \):

\[
(\nabla F(x) - \nabla F(y))^{\top} (x - y) \geq \mu \| x - y \|^{2}, \text{ for all } x, y \in \mathbb{R}^{d}.
\]

Hence, we have that:

\[
\| \nabla F(x^{(k)}) - \nabla F(x^{*}) - b (x^{(k)} - x^{*}) \| \leq L' \| x^{(k)} - x^{*} \|.
\]

Next, taking the norm in (60), using \( \| \mathcal{L} \| \leq 2 \), exploiting its sub-additive and sub-multiplicative properties, and using the Lipschitz continuity of \( \nabla F \), we obtain:

\[
\| \tilde{u}^{(k+1)} \| \leq \| \tilde{u}^{(k)} \| + 2 L' \| e_{x}^{(k)} \|.
\tag{61}
\]

Decomposing \( e_{x}^{(k)} = \tilde{x}^{(k)} + 1 \otimes \tilde{e}_{x}^{(k)} \), and applying Lemma 6, we obtain:

\[
\| \tilde{u} \|_{\mathcal{L}, K} \leq \| \tilde{u} \|_{\mathcal{L}, K} + \frac{2 L'}{\delta} \| \tilde{x} \|_{\mathcal{L}, K} + \frac{2 L'}{\delta} \| \tilde{e}_{x} \|_{\mathcal{L}, K}.
\tag{62}
\]

Next, applying Lemma 9, we get:

\[
\| \tilde{u} \|_{\mathcal{L}, K} \leq \frac{\sigma}{\delta} \| \tilde{u} \|_{\mathcal{L}, K} + \left( \frac{2 L'}{\delta} \right) \left( 1 + \frac{4 L}{\mu} \right) \| \tilde{x} \|_{\mathcal{L}, K}.
\tag{63}
\]
From now on, assume that \( \delta \in (\frac{1+\sigma}{\sigma} - 1) \). Then, it is easy to see that there holds: \( \frac{\sigma}{\delta} < \frac{1+\sigma}{\sigma} \). Also, note that \( \frac{1}{\delta} \leq 2 \). Thus, we have:

\[
\| \tilde{u} \|_{\delta,K} \leq \frac{1+\sigma}{2} \| \tilde{u} \|_{\delta,K} + \frac{20 L' L'}{\mu} \| \tilde{x} \|_{\delta,K} + \frac{8 L' \sqrt{N}}{\alpha \mu} \| \tilde{e}_x \|_{\delta,K} + \| \tilde{u} \|_{\delta,K}.
\]

After rearranging expressions, the desired result follows. \( \blacksquare \)

**Proof of Theorem 4:** We apply Theorem 5 with the identification \( a \rightarrow \tilde{x} \) and \( b \rightarrow \tilde{u} \), by utilizing Lemma 11 and Lemma 12. Assume the algorithm parameters obey the conditions of Lemmas 11 and 12, namely that:

\[
\alpha < \frac{\mu (1-\sigma)}{24 L^2} \quad \text{and} \quad \delta \in \big( \max \left\{ \frac{1+\sigma}{2}, 1 - \frac{\alpha \mu}{2} \right\}, 1 \big).
\]

Then, by the two Lemmas, the product of gains equals: \( \gamma_1 \gamma_2 = \frac{4m_0}{\alpha \mu (1-\sigma)} L \). We need that \( \gamma_1 \gamma_2 < 1 \) in order for \( \alpha (34) \) to hold. Therefore, when \( \alpha < \min \left\{ \frac{\mu (1-\sigma)}{240 L^2}, \frac{\mu (1-\sigma)}{24 L^2} \right\} \), we have that \( \| \tilde{e}_x \| \leq C < \infty \), for a constant \( C \in (0, \infty) \). Note also that, by Lemma 9, we have:

\[
\| \tilde{e}_x \| \leq \frac{4 L}{\sqrt{N} \mu} \| \tilde{x} \| + \frac{2}{\alpha \mu} \| \tilde{e}_x \|.
\]

As \( \tilde{e}_x = \tilde{x} + 1 \circ \tilde{x} \), we have:

\[
\| \tilde{e}_x \| \leq \left( 1 + \frac{4 L}{\sqrt{N} \mu} \right) \| \tilde{x} \| + \frac{2}{\alpha \mu} \| \tilde{e}_x \| = \left( 1 + \frac{4 L}{\sqrt{N} \mu} \right) \| \tilde{x} \| + \frac{2}{\alpha \mu} \| \tilde{e}_x \| =: C' \delta^k < +\infty.
\]

Therefore, \( \| \tilde{e}_x \| \leq C' \delta^k \), for all \( k \), for any \( \delta \in (\max \left\{ \frac{1+\sigma}{2}, 1 - \frac{\alpha \mu}{2} \right\}, 1 \) as desired. \( \blacksquare \)

**V. Simulations**

This Section provides a simulation example on learning a linear classifier via minimization of the \( \ell_2 \)-regularized logistic loss. Simulations confirm the insights gained through the theoretical analysis and demonstrate that the proposed generalized method improves convergence speed over the existing methods [13, 14].

The simulation setup is as follows. We consider distributed learning of a linear classifier via the \( \ell_2 \)-regularized logistic loss, e.g., [11]. Each node \( i \) has \( J \) data samples \( \{ a_{ij}, b_{ij} \}^{J}_{j=1} \).

Here, \( a_{ij} \in \mathbb{R}^{d-1} \) is a feature vector, and \( b_{ij} \in \{-1,+1\} \) is its class label. The goal is to learn a vector \( x = (x_1, x_0) \), \( x_1 \in \mathbb{R}^{d-1} \), and \( x_0 \in \mathbb{R}, d \geq 1 \), such that the total \( \ell_2 \)-regularized surrogate loss \( \sum_{i=1}^{N} f_i(x) \) is minimized, where:

\[
f_i(x) = \ln(1 + \exp(-b_{ij} (a_{ij}^T x_1 + x_0))) + \frac{1}{2} \mathcal{R} \| x \|^2.
\]

Here, \( \mathcal{R} \) is a positive regularization parameter. We can take the strong convexity constant as \( \mu = \mathcal{R} \), while a Lipschitz constant \( L \) can be taken as \( \frac{1}{2\mathcal{R}} \| \sum_{i=1}^{N} \sum_{j=1}^{J} c_{ij} c_{ij}^T \| + \mathcal{R} \), where \( c_{ij} = (b_{ij} a_{ij}^T, b_{ij})^T \).

With all experiments, we test the algorithms on a connected network with \( N = 30 \) nodes and 123 links, generated as a realization of the random geometric graph model with communication radius \( \sqrt{\ln(N)/N} \).

We generate data and set the algorithm parameters as follows. Each node \( i \) has \( J = 2 \) data points whose dimension is \( d = 1 = 5 \). The \( a_{ij} \)'s are generated independently over \( i \) and \( j \); each entry of \( a_{ij} \) is drawn independently from the standard normal distribution. We generate the “true” vector \( x^* = (x_1^*)^T, x_0^* \) by drawing its entries independently from standard normal distribution. The class labels are generated as \( b_{ij} = \text{sign}(a_{ij} x_1^* + x_0^* + \epsilon_{ij}) \), where \( \epsilon_{ij} \)'s are drawn independently from normal distribution with zero mean and variance \( 0.4 \). We set the regularization parameter as \( \mathcal{R} = 0.03 \).

With all algorithms, we initialize \( x_i^{(0)} \) to zero for all \( i = 1, ..., N \). The auxiliary variables for each algorithm are initialized as described in Subsection II-B. Further, the weight matrix is as follows: \( W_{ij} = \frac{2 E^2}{\max\{\deg(i), \deg(j)\} + 1} \) for \( \{ i, j \} \in E \); \( W_{ij} = 0 \), for \( i \neq j \); \( \{ i, j \} \notin E \); and \( W_{ii} = 1 - \sum_{j \neq i} W_{ij} \), for \( i = 1, ..., N \). Here, \( \deg(i) \) is the number of neighbors of node \( i \) (excluding \( i \)).

As an error metric, we use the following quantity:

\[
\frac{1}{N} \sum_{i=1}^{N} \| x_i - x^* \|_2, \quad x^* \neq 0, \text{ that we refer to as the relative error. Quantity } x^* \text{ is obtained numerically beforehand by a centralised Nesterov gradient method [33]}.
\]

We compare four methods: the method in [14], that we refer to here as “harnessing”; the Extra method in [13]; the proposed method (16)–(17) with \( B = \frac{L+2}{2} I \) – that we refer to as the modified “harnessing”; and the proposed method (16)–(17) with \( B = L W \) – that we refer to as the modified Extra.

Figure 1 plots the relative error versus number of iterations \( k \) for the four methods, for different values of step sizes: the top Figure: \( \alpha = 1/(3L) \); middle: \( \alpha = 1/(9L) \); and bottom: \( \alpha = 1/(15L) \). First, on the top Figure, we can see that the proposed modifications yield improvements in the convergence speed over the respective original methods in [14] and [13]. While the improvement is not very large for [13], it is quite significant for the method in [14].

As the step size decreases (the middle and bottom Figures), we can see that the gain of the proposed method is reduced, and the four methods tend to behave mutually very similarly. Next, while for the large step size (the top Figure) Extra [13] performs better than the method in [14], for the small step size (bottom Figure) the performance of the two methods is reversed, as predicted by our theoretical considerations. (Though the difference between the methods is quite small for the small step size.)

Figure 2 repeats the experiment for a 100-node, 561-link, connected network (generated also as an instance of a random geometric graph model with radius \( \sqrt{\ln(N)/N} \), and for step sizes \( \alpha = 1/(6L) \) (top Figure); \( \alpha = 1/(18L) \) (middle); and \( \alpha = 1/(54L) \) (bottom). We can see that a similar behavior of the four methods can be observed here, as well.

**VI. Conclusion**

We considered exact first order methods for distributed optimization problems where \( N \) nodes collaboratively minimize the aggregate sum of their local convex costs. Specifically, we unified, generalized, and accelerated the existing methods,
Fig. 1: Relative error versus number of iterations $k$, for three different values of step-size $\alpha$: Top: $\alpha = \frac{1}{3L}$; middle: $\alpha = \frac{1}{9L}$; and bottom: $\alpha = \frac{1}{15L}$.

Fig. 2: Relative error versus number of iterations $k$, for three different values of step-size $\alpha$: Top: $\alpha = \frac{1}{6L}$; middle: $\alpha = \frac{1}{18L}$; and bottom: $\alpha = \frac{1}{54L}$. 
e.g., [13], [14]. While it was known that the method in [13] is equivalent to a primal-dual gradient-like method, we show here that this is true also with [14], where the corresponding primal-dual update rule incorporates a weighted past dual gradient term, in addition to the current dual gradient term. We then generalize the method by proposing an optimized, easy-to-tune weighting of the past dual gradient term, and show both theoretically and by simulation that the modification yields significant improvements in convergence speed. We establish the proposed exact method global R-linear convergence rate, assuming strongly convex local costs with Lipschitz continuous gradients and static networks. Future work includes extensions to time varying and/or random networks and uncoordinated step-sizes across nodes.

**APPENDIX**

**A. Proof of Lemma 2**

We first prove part (b), i.e., we set $B = \frac{1}{\alpha}W$. We must show that (16)–(17) is equivalent to (5)–(6). It suffices to show that (16)–(17) is equivalent to (12)–(13), due to Lemma 1. First, note that, due to identity $L = I - \nabla W$, we have that (16) and (12) are the same. Next, from (16), we have that:

$$\nabla F(x^{(k)}) + u^{(k)} = -\frac{1}{\alpha}e^{(k+1)} + \frac{1}{\alpha}W x^{(k)}.
$$

Substituting this into (17), and using $B = \frac{1}{\alpha}W$, we recover (13). Hence, the equivalence of (16)–(17) and (5)–(6) with $B = \frac{1}{\alpha}W$. Next, we prove part (a). That is, we consider (14) and (16)–(17) with $B = 0$. The key is to note that $s^{(k)}$, $k = 0, 1, \ldots$, can be written as: $s^{(k)} = u^{(k)} + \nabla F(x^{(k)})$, where $u^{(k)}$ is defined by the following recursion:

$$u^{(k+1)} = W u^{(k)} + (W - I) \nabla F(x^{(k)})$$

$$= u^{(k)} - L (u^{(k)} + \nabla F(x^{(k)})),$n(63)

for $k = 0, 1, \ldots$, and $u^{(0)} = 0$. Substituting (63) into (16), yields the desired equivalence.

**B. Proof of Lemma 3**

Consider (16). Subtracting $x^*$ from both sides of the equality, noting that $\nabla F(x^*) = 0$, and adding and subtracting $\nabla F(x^*)$ to the term in the parenthesis on the right hand side of the equality, we obtain:

$$e^{(k+1)}_x = W e^{(k)}_x - \alpha \left( \nabla F(x^{(k)}) - \nabla F(x^*) + \nabla F(x^*) + u^{(k)} \right)$$

$$= W e^{(k)}_x - \alpha H_k e^{(k)}_x - \alpha e^{(k)}_u,
$$

where (64) follows by the definition of $H_k$, $H_k = \int_0^1 \nabla F(x^* + t (x^{(k)} - x^*)) dt$, and by the definition of $e^{(k)}_u$. Next, consider (17). Using identity $L = I - \nabla W$, the equality can be equivalently written as:

$$u^{(k+1)} = W u^{(k)} - L \left( \nabla F(x^{(k)}) - B x^{(k)} \right).
$$

Next, add $\nabla F(x^*)$ to both sides of the equality, and express the quantity on the right hand side as $\nabla F(x^*) = W \nabla F(x^*) + L \nabla F(x^*)$. We obtain:

$$e^{(k+1)}_u = W (u^{(k)} + \nabla F(x^*)) - L \left( \nabla F(x^{(k)}) - \nabla F(x^*) \right) + \nabla F(x^*) + L B x^{(k)}$$

$$= \nabla F(x^*) + L B x^{(k)}.
$$

Finally, note from (67) that:

$$J e^{(k+1)}_u = J e^{(k)}_u, \quad k = 0, 1, \ldots
$$

because $J L = [J \otimes I] [(I - W) \otimes I] = [J (I - W)] \otimes I = [J - J] \otimes I = 0$. Note that $J e^{(0)}_u = J (0 + \nabla F(x^*)) = \frac{1}{\alpha} 1 (\sum_{k=1}^K \nabla f_k(x^*)) = 0$. Thus, we conclude that $J e^{(k)}_u = 0$, for all $k$. Applying the latter fact to (67), we obtain:

$$e^{(k+1)}_u = (W - J) e^{(k)}_u + L (B - H_k) e^{(k)}_x.
$$

**C. Derivation of the solution to (20) and of an approximate solution to (21)**

We first consider (20). Note that, for any $H \in \mathbb{H}$, we have that: $|b I - H| = \max_{i=1, \ldots, |\mathcal{N}|} |b - h_i| = \max \{|b - \mu|, |L - b|\}$. Here, $h_i$ denotes the $i$-th largest eigenvalue of $H$. In the last inequality above, we used the fact that $\mu I \preceq H \preceq L I$, for all $H \in \mathbb{H}$. Therefore, we have that:

$$\max_{H \in \mathbb{H}} |b I - H| = \max \{|b - \mu|, |L - b|\}.
$$

The maximum in (69) is attained, e.g., for $H = \text{Diag}(\mu, \mu, \ldots, \mu)$, where $\mu$ is repeated $(N d - 1)$ times. The quantity (69) is clearly minimized over $b \geq 0$ at $b = b^* = \frac{L + \mu}{2}$. Now, consider (21), and assume that $\lambda_N > 0$. Note that the maximal eigenvalue of $W = W \otimes I$ equals one, and the minimal eigenvalue of $W$ equals $\lambda_N$. We have:

$$\|b^* W - H\| = \max \{|b^* - \mu|, |L - b^*\lambda_N|\}.
$$

We choose a sub-optimal $b$ that minimizes the upper bound in (70) on the desired function $\sup_{H \in \mathbb{H}} |b^* W - H|$. It is easy to see that the corresponding value is $b' = \frac{L + \mu}{2}$.  

**D. Proof of equivalence of (16)–(17) and (28)–(29)**

Consider (16). From the equation, we have: $\nabla F(x^{(k)}) + u^{(k)} = -\frac{1}{\alpha} (x^{(k+1)} - W x^{(k)})$. Substituting the latter relation in (17), and using the fact that matrices $L$ and $W$ commute, as well as that $L$ and $B$ commute, (17) leads to (25). Now, consider (28). Proceeding by the same steps as in deriving (12) from (10), it is straightforward to verify that (28) leads to (24). Thus, the equivalence between (16)–(17) and (28)–(29) the respective equivalence for the method in [14] follows by setting $B = 0$ in (28)–(29).

**E. Proof of Theorem 4 for generic matrices $B$**

We show here that, when $B = b I$ is replaced with a generic symmetric matrix $B$ that respects the sparsity pattern
of graph $G$ and obeys that for any $y \in \mathbb{R}^d$, there exists some $c \in \mathbb{R}$, such that $B(1 \otimes y) = c(1 \otimes y)$. Theorem 4 continues to hold with $L'$ replaced with constant $(L + \|B\|)$. Namely, it is easy to see that Lemma 8 continues to hold unchanged. Further, Lemmas 9–11 pertain to the update equation (16) that does not depend on $B$, and hence they also hold unchanged. The only modifications occur with Lemma 12. Namely, (60) becomes: 

$\mathcal{L}_w(k+1) = \mathcal{L}_w(k) - \mathcal{L}(\nabla F(x(k)) - \nabla F(x^*)) + \mathcal{L}(x(k) - x^*).$

Using Lipschitz continuity of $\nabla F$ and the fact that $\mathcal{L} \leq 2$, the latter equality implies: $\|\mathcal{L}_w(k+1)\| \leq \sigma \|\mathcal{L}_w(k)\| + 2L\|x(k) - x^*\| + 2\|\mathcal{B}\|\|x(k) - x^*\|$. The proof of the modified Lemma 12 then proceeds in the same way as the remaining part of the proof of Lemma 12. Finally, the proof of the modified Theorem 4 then also proceeds in the same way as the proof of Theorem 4.
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