Electrically tunable topological superconductivity and Majorana fermions in two dimensions
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The external controllability of topological superconductors and Majorana fermions would be important both for fundamental and practical interests. Here we predict the electric-field control of Majorana fermions in two-dimensional topological superconductors utilizing a topological insulator thin film proximity coupled to a conventional s-wave superconductor. With ferromagnetic ordering, the tunable structure inversion asymmetry by vertical electric field could induce topological quantum phase transition and realize a chiral topological superconductor state. A zero-energy Majorana bound state appears at the boundary of an applied electric field spot, which can be observed by scanning tunneling microscopy. Furthermore, the structure inversion asymmetry could also enlarge the helical topological superconductor state in the phase diagram, making the realization of such an exotic state more feasible. The electrical control of topological phases could further apply to van der Waals materials such as two-dimensional transition metal dichalcogenides.

PACS numbers: 73.20.-r 74.45.+c 73.43.-f 73.40.-c

I. INTRODUCTION

Topological superconductors (TSCs) are new states of quantum matter which are characterized by a fully paring gap in the bulk, and topologically protected gapless edge states consisting of Majorana fermions\textsuperscript{1-6}. Majorana fermion, being its own antiparticle, has potential applications in future quantum computations\textsuperscript{7-10}. There are two basic types of TSC states in two dimensions (2D). The first is the time-reversal breaking (TRB) chiral TSC characterized by Chern number $N$ in class $D$\textsuperscript{11}, which has $N$ gapless chiral Majorana edge fermions. Moreover, a Majorana zero mode is predicted to be trapped in each vortex core\textsuperscript{11}, which leads to non-Abelian statistics of the vortex\textsuperscript{12}. The second is the time-reversal invariant (TRI) helical TSC with a $Z_2$ topological index in class $D$III. It has an odd number of counterpropagating helical Majorana fermion edge states protected by the TR symmetry, and an emergent supersymmetry is naturally present in this system\textsuperscript{12}. There are tremendous efforts to search for both the chiral\textsuperscript{13-21} and helical\textsuperscript{22-23} TSCs in 2D, however, the experimental situation is still not definitive.

A promising candidate for chiral TSC is to utilize the quantum anomalous Hall (QAH) insulator\textsuperscript{24,25} proximity coupled to a conventional s-wave superconductor\textsuperscript{18,20}. The key idea is that in this hybrid system, a chiral TSC phase with odd number of chiral Majorana edge fermions always emerges in the neighborhood of the transition between the QAH and normal insulator (NI)\textsuperscript{13}, which can be driven by an external magnetic field\textsuperscript{20}. Recently, such a hybrid structure using magnetic topological insulators (TIs) has been fabricated experimentally\textsuperscript{25}. A series of topological states are controlled by the magnetization reversal, where a narrow half-integer quantized conductance plateau is observed at the coercive field as a compelling evidence of the \textit{single} chiral Majorana edge state\textsuperscript{26-30}. To further confirm such a state is a chiral TSC with an odd integer Chern number $N=1$, one need to demonstrate the zero-energy Majorana bound state (MBS) in the vortex core and prove its non-Abelian nature. However, such a chiral TSC state resides at the coercivity, where multiple random magnetic domains form in the parent magnetic TI\textsuperscript{31,32}. Therefore the system is inhomogeneous, which makes the observation of MBSs much more difficult. Here we propose a new route to control the topological quantum phase transition (QPT) and realize the chiral and helical TSCs, which are generic in layered materials coupled to s-wave superconductors. Take magnetic TIs as a model example, we find that the structure inversion asymmetry (SIA) by applying an electric field could induce topological QPT and realize a $N=1$ chiral TSC. Interestingly, a zero-energy MBS appears at the boundary of an applied electric field spot, which can be observed by scanning tunneling microscopy. Compared to the magnetic control\textsuperscript{24,25}, the electric manipulation of the chiral TSC proposed here has two advantages. First, the parent magnetic TI under the external electric field should be homogenous. Second, the superconducting proximity effect should be much stronger without external magnetic field. Furthermore, in the TRI case, we find SIA could enlarge the helical TSC state in the phase diagram, making the realization of such an exotic state more feasible.

The organization of this paper is as follows. After this introductory section, Sec. II describes the effective model for the QAH and QSH state in a TI thin film with and without FM ordering, respectively, where the topological properties tuned by SIA has been studied. Section III presents the results on the chiral TSC state, the phase diagram, edge state, and estimation of SIA in realistic materials. Section IV is devoted to the prediction and experimental feasibility of the zero-energy MBS created by an applied electric field spot in a magnetic TI. Sec-
tion\textsuperscript{[V]} presents the results on the TRI helical TSC state. Section [VI] presents discussion on the possible experimental realization of TSC in other van der Waals materials. Section [VII] concludes this paper. Some auxiliary materials are relegated to Appendixes.

II. MODEL

The physical effects discussed in this paper is generic for any layered QAH and QSH insulator materials. We would like to start by studying the topological properties of a 2D TI thin film with and without ferromagnetic (FM) order. The low-energy physics of the system consists of the Dirac-type surface states only\textsuperscript{[31']}. The 2D effective Hamiltonian is \( \mathcal{H}_0(\kappa) = \sum_k \psi_k^\dagger \mathcal{H}_0(\kappa) \psi_k \), with

\[
H_0(\kappa) = v_F k_y \sigma_1 \otimes \tau_3 - v_F k_x \sigma_2 \otimes \tau_3 + m(\kappa) \hat{1} \otimes \tau_1 + \Lambda \sigma_3 \otimes 1 + V(x, y) 1 \otimes \tau_3,
\]

and the field operator \( \psi_k = (c_{\uparrow}\kappa, c_{\downarrow}\kappa, c_{\uparrow}^\dagger\kappa, c_{\downarrow}^\dagger\kappa)^T \), where \( t \) and \( b \) denote the top and bottom surface states and \( \uparrow \) and \( \downarrow \) represent spin-up and spin-down states, respectively. \( k = (k_x, k_y) \), \( v_F \) is the Fermi velocity, where \( h \) is absorbed into the definition of \( v_F, \sigma_i \) and \( \tau_i \) (\( i = 1, 2, 3 \)) are Pauli matrices acting on spin and layer, respectively. \( m(\kappa) = m_0 + m_1 (k_x^2 + k_y^2) \) describes the tunneling effect between the top and bottom surface states, and set \( m_1 > 0 \). \( \Lambda \) is the mean value of exchange field along the \( z \) axis introduced by the FM ordering. In magnetically doped TIs such as \textit{C}\textit{r}\textit{2} and \textit{C}\textit{u}\textit{3}, \( \Lambda \neq 0 \). For TRS system without magnetic dopants, \( \Lambda = 0 \). \( V \) denotes the SIA between the two layers, which may have spatial dependence, and can be tuned locally or globally by applying an electric field along the \( z \) direction.

The topological properties of the system depend on the SIA, which is clearly seen by a basis transformation into the following form

\[
\begin{align*}
\tilde{H}_0(\kappa) &= \begin{pmatrix} \tilde{H}_+(\kappa) & \mathcal{V} \sigma_1 \mathcal{V}^\dagger \tilde{H}_-(\kappa) \end{pmatrix}, \\
\tilde{H}_\pm(\kappa) &= v_F (k_y \sigma_1 \mp k_x \sigma_2) + (m(\kappa) \pm \Lambda) \sigma_3.
\end{align*}
\]

Here the basis for \( \tilde{H}_0(\kappa) \) is \( (c_{\uparrow}\kappa, c_{\downarrow}\kappa, c_{\uparrow}^\dagger\kappa, c_{\downarrow}^\dagger\kappa)^T / \sqrt{2} \). First we consider \( \Lambda \neq 0 \) with TRB. If \( V = 0 \), the system is decoupled into two models, and the Chern number of \( \tilde{H}_0(\kappa) \) depends only on the sign of Dirac mass \( m(\kappa) \pm \Lambda \) at \( \kappa = 0 \). When \( |\Lambda| > |m_0| \), the total Chern number is \( C = \Lambda / |\Lambda| \) and the system is a QAH insulator. When \( |\Lambda| < |m_0| \), \( C = 0 \) and the system is a NI. As \( \Lambda \) decreases during the flipping of the magnetic domains at the coercivity, a topological QPT from QAH to NI happens\textsuperscript{[32,33]}. If uniform \( V \neq 0 \), such SIA term may also induce topological QPT from a QAH to NI. The phase boundary [Fig. [IIa]] is determined by the bulk gap closing in the spectrum as \( m_0^2 + V^2 = \Lambda^2 \), with critical point \( V_a = \sqrt{\Lambda^2 - m_0^2} \). Here \( V_a \) is the critical value of \( V \) for the topological QPT from QAH to NI. For \( V < V_a \), the system is adiabatically connected to the QAH state with a full gap. For \( V > V_a \), the system is a NI. Second, in the TRI case with \( \Lambda = 0 \), the topological properties in the presence of SIA term was discussed in Ref.\textsuperscript{[34,35]}. For \( V < V_s \), the system is a QSH insulator. For \( V > V_s \), the system is a NI. Here \( V_s = v_F \sqrt{-m_0/m_1} \) is critical value of \( V \) for the topological QPT from QSH to NI.

III. CHIRAL TSC

Physically, a QAH state with Chern number \( C = 1 \) in proximity with an s-wave superconductor is naturally a chiral TSC with \( N=2 \) chiral Majorana edge states. Therefore, a \( N=1 \) chiral TSC phase emerges in the neighborhood of the transition between the QAH and NI\textsuperscript{[12,20]}. As discussed in Sec. [I] clearly, the topological QPT from QAH to NI could be driven by SIA. So a \( N=1 \) chiral TSC induced by SIA is expected. To confirm the validity of the picture, we first analyze the bulk Chern number of the chiral TSC as a function of SIA; and then calculate the Majorana edge spectrum in the effective model. The Bogoliubov-de Gennes (BdG) Hamiltonian for the s-wave superconductor proximity coupled magnetic TIs is

\[
\mathcal{H}_{\text{BdG}} = \sum_k \mathcal{V} \mathcal{H}_\text{BdG}(\kappa) \mathcal{V}^\dagger(\kappa)/2, \quad \mathcal{V} = (\psi_\kappa^T, \psi_\kappa^\dagger)^T
\]

and

\[
\mathcal{H}_\text{BdG}(\kappa) = \begin{pmatrix} \mathcal{H}_0(\kappa) - \mu & \Delta_k^* \\ \Delta_k & -\mathcal{H}_0^*(\kappa) + \mu \end{pmatrix},
\]

Here \( \mu \) is chemical potential, \( \Delta_k \) is the s-wave pairing function given by

\[
\Delta_k = \begin{pmatrix} i\Delta_1 \sigma_2 & 0 \\ 0 & i\Delta_2 \sigma_2 \end{pmatrix},
\]

where \( \Delta_1 (\Delta_2) \) is for top (bottom) surface.

A. Phase diagram

First, we study the phase diagram of the system in Eq. (3) with \( \mu = 0 \) and \( \Delta_1 = -\Delta_2 = \Delta \). The bulk quasiparticle spectrum is

\[
E_{\text{ch}\xi}(k) = \kappa \left( v_F^2 k^2 + V^2 + \Lambda^2 + (m(\kappa) + \eta\Delta)^2 \right) + 2\xi \sqrt{V^2 v_F^2 k^2 + V^2 \Lambda^2 + \Lambda^2 (m(\kappa) + \eta\Delta)^2},
\]

with \( \kappa, \eta, \xi = \pm \). Since the topological invariants only change with the bulk gap closes, we could find the phase boundaries by the gapless regions in the \( (m, \Lambda, V, \Delta) \) space, and calculate the Chern number of each gapped phase. The parameters form a 4D space, and we are only interested in how the phases change as \( V \) varies. Here we
assume the parent magnetic TIs is already a QAH, with \( \Lambda \) and \( m_0 \) fixed and \( \Lambda > |m_0| \). The critical lines are determined by \((|m_0| - \Delta)^2 + V^2 = \Lambda^2\). The phase diagram is symmetric with respect to \( \Delta = 0 \) and \( V = 0 \), so we only consider \( \Delta > 0 \) and \( V \geq 0 \) as shown in Fig. 1(b).

As expected, in the limit \( \Delta = 0 \), the phase boundary reduces to the multicritical point \( V_0 \) between QAH and NSC. For \( V < \sqrt{\Lambda^2 - (|m_0| - \Delta)^2} \equiv V_0^+ \), the system is a nontrivial chiral TSC which is adiabatically connected to the QAH state in the \( \Delta = 0 \) limit. The Chern number of such phase can be obtained in the \( \Delta = 0 \) limit, in this case the BdG Hamiltonian in Eq. (3) is block diagonal. The total Chern number \( N = N_p + N_h \), where \( N_p \) and \( N_h \) are the Chern number of the particle and hole states, both of them are equal to that of \( H_0(\vec{k}) \), leading to \( N = 2 \). For \( V > \sqrt{\Lambda^2 - (|m_0| - \Delta)^2} \equiv V_0^- \), the system is adiabatically connected to a NSC state so it must be a normal superconductor (NSC) phase with \( N = 0 \). For \( V_0^- < V < V_0^+ \), this state is adiabatically connected to the state in the limit of \( V = 0 \) and \( \Delta - |m_0| < \Delta < \Lambda + |m_0| \), the Chern number of which is \( N = 1 \). In other words, we have proven that SIA could drive the topological QPT and a chiral TSC phase with odd Chern number \( N = 1 \) is realized.

Next, we consider the phase diagram of Hamiltonian in Eq. (4) for more general values of \( \Delta_1 \) and \( \Delta_2 \). We assume \( \Delta_2 = \gamma \Delta_1 = \gamma \Delta \) and \( \gamma \) is real. For \( \mu = 0 \), the phase boundary is given by \( \pm 2\sqrt{\Lambda^2 - V^2 \pm (1 - \gamma)\Delta} = \sqrt{4m_0^2 + (1 + \gamma)^2\Delta^2} \). Similar to the \( \gamma = -1 \) case, the Chern number of the gapped phases can be determined by its adiabatic connection to the \( \Delta = 0 \) limit. For \( \Delta_2 = \Delta_1 \), the \( \mu = 1 \) chiral TSC phase disappears due to accidental particle-hole symmetry in \( H_0 \) with \( \mu = 0 \). As shown in Fig. 1(c), when \( \Delta_2 \) reduces, \( N = 1 \) TSC phase emerges and is more favorable when \( \gamma = 0 \), namely, only one surface has superconducting proximity effect. More generally, for \( \mu \neq 0 \) case, which corresponds to the superconducting proximity effect of a doped QAH system, the proximity effect is effectively enhanced by the finite density of states at the Fermi level. The phase space of the \( \mu = 1 \) chiral TSC enlarges from \( \mu = 0 \) to \( \mu \neq 0 \) as shown in Fig. 1(b).

### B. Edge state

To further confirm the system is exactly in the topological phase under such conditions, we study the edge spectrum in the tight-binding model which is obtained by regularizing the BdG Hamiltonian in Eq. (3) on a square lattice as \( k_{x,y} \to a^{-1} \sin(k_{x,y}a) \) and \( k_{x,x}^2 + k_{y,y}^2 = 2 - 2a^{-2}(\cos(k_{x}a) + \cos(k_{y}a)) \), where \( a \) is the lattice constant. We consider \( \mu = 0 \) and \( \gamma = 0 \) pairing state in the cylindrical geometry with a periodic boundary condition in the \( x \) direction and an open one in the \( y \) direction. The energy spectrum for points \( A \) and \( B \) in Fig. 1(c)
are shown in Fig. 1(g) and Fig. 1(h), respectively. One can see that there are two chiral Majorana edge states for the $\mathcal{N}=2$ phase, and only one chiral Majorana state localized at opposite edges for the $\mathcal{N}=1$ phase, which are consistent with the previous study on bulk topological invariants.

C. Estimation of SIA

Now we have shown a stable $\mathcal{N}=1$ chiral TSC state can be induced by SIA from the QAH state in magnetic TIs. The advantage here by using an external electric field than a magnetic field is that the system is homogeneous, where the magnetic domains of the material act as a single domain with up or down magnetization in the parent QAH state. Moreover, without invoking the external magnetic field at the coercivity, the superconducting proximity effect should be much stronger. To estimate the magnitude of $\mathcal{N}=1$ phase, which are shown in Fig. 1(g) and Fig. 1(h), respectively. One can see that both 4 QL and 5 QL are QAH insulators in realistic materials, we calculate the band structure of thin film Cr$_{0.2}$(Bi$_{0.3}$Sb$_{0.7}$)$_2$Te$_3$ in an external electric field along the $z$ direction. We consider the 3D bulk Hamiltonian $\mathcal{H}_{3D}$ of magnetized TIs in a thin film configuration with thickness $d$, where the external electric field is modeled by adding $V_E(z) = \varepsilon z/d$. The parameters in $\mathcal{H}_{3D}$ are taken from Ref. [20] where the effect of reduced spin-orbit coupling strength resulting from the Cr substitution of (Bi, Sb) has been taken into account. The magnitude of the bulk exchange field is estimated as $\Delta_b = yJ(S)/2$, where $\langle S \rangle = 3/2$ is the mean field value of local spin for Cr, the exchange coupling parameters between local spin and band electrons $J \approx 2.7$ eV [21] and the magnetic dopants concentration $y = 4\%$. We solve the eigen equation $[\mathcal{H}_{3D} + V_E(z)]\psi_{\eta\xi}(z) = E_{\eta\xi}\psi_{\eta\xi}(z)$ with open boundary condition $\psi_{\eta\xi}(0) = \psi_{\eta\xi}(d) = 0$, where $\eta$ is the 2D subband index. The parameters in Eq. (2) for different quintuple layers (QL) can be obtained by projecting the bulk Hamiltonian onto the lowest four subbands, as shown in Table I.

We can see that both 4 QL and 5 QL are QAH insulators in the presence of FM ordering. Without FM ordering, when $m_0m_1 > 0$, the system is NF; while $m_0m_1 < 0$, the system is QSH. The reduced $|m_0|$ and enhanced $\Lambda$ with increasing film thickness indicates larger gap and better QAH behavior in 5 QL than that in 4 QL. Oppositely, with finite superconducting pairing amplitude, the window of $V$ for $\mathcal{N}=1$ chiral TSC phase is narrower in 5 QL than that in 4 QL. For an estimation, taking $\Delta_2 = 0$, $\mu = 0$, and $\Delta_1 = 3.0$ meV for superconductor Nb, the $\mathcal{N}=1$ chiral TSC emerges in 4 QL when $13.6$ meV $< V < 20.9$ meV. With $0.25$ mm SrTiO$_3$ as the dielectric substrate, $12.9$ V $< V_{bg} < 20.3$ V is needed to drive the system into $\mathcal{N}=1$ chiral TSC. Here $V_{bg}$ is the back-gate voltage on SrTiO$_3$. For comparison, with similar condition, the $\mathcal{N}=1$ chiral TSC window in 5 QL is $39.1$ meV $< V < 41.1$ meV, and the corresponding back gate voltage is $29.9$ V $< V_{bg} < 31.5$ V. The details on the estimation of $V_{bg}$ are in Appendix A.

### Table I

| $V_F$ (eV Å) | $m_0$ (eV) | $m_1$ (eV Å$^2$) | $V$ (eV) | $\Lambda$ (eV) |
|--------------|------------|-----------------|---------|---------------|
| 5 QL         | 2.22       | +0.026          | 13.7    | 0.245$\varepsilon$ | 0.048 |
| 4 QL         | 2.43       | −0.041          | 30.2    | 0.194$\varepsilon$ | 0.045 |

The existence of a zero-energy MBS in the vortex core can be verified by using scanning tunneling microscopy (STM) and spectroscopy (STS) measurements of the local density of state (LDOS). Here we predict the existence of a Majorana zero-energy state localized at the boundary of the applied electric field spot. We consider the disk region with radius $r_d$ in the system as shown in Fig. 2. The spatial dependence of SIA term $V(x, y)$ can be controlled by the electric field through a local solid gate, where the inner and outer region can have a different Chern number. Therefore, the gapless Majorana edge mode emerges at the phase boundary. These zero-energy edge modes are MBSs due to particle-hole symmetry, which can be obtained analytically by solving the BdG equation as in Appendix B. The explicit form of the zero-energy mode is

$$\varphi^0_{\eta\xi}(r) = \frac{N}{r} \exp \left( \mp \frac{1}{V_F} \int_0^r E^0_{\eta\xi}(r') dr' \right),$$

where $N$ is the normalization factor, the finiteness of $\varphi_1(r)$ in the $r \to \infty$ limit determines the sign $\pm$, $E^0_{\eta\xi}(r)$ are the eigenenergies of the BdG Hamiltonian in Eq. (6) when $\hat{k} = 0$, and its spatial dependence comes from $V(r)$ or $\Delta(r)$. This zero-energy mode exists at the boundary where the sign of $E^0_{\eta\xi}(r)$ changes. We assume $\Delta(r)$ is homogenous, and $V(r)$ is shown in Fig. 2(f). For $r \gg r_d$, $V(r) = 0$, while for $r \ll r_d$, $V(r) < V_r^c$, and $V(r_d) = V_r^c$. Therefore the gap closing point of $E^0_{\eta\xi}(r)$ is $r = r_d$, which can be expanded as $E^0_{\eta\xi}(r) = N_1(r - r_d)$. $N_1 = (V(r_d)/\Lambda)\partial V/\partial r$. Therefore the zero-energy edge mode is

$$\varphi^0_{\eta\xi}(r) = \frac{N'}{\sqrt{r}} \exp \left[ \frac{-|N_1|}{2V_F} (r - r_d)^2 \right],$$

where $N' = N \exp(|N_1|^2/2V_F)$. The edge mode is localized at $r = r_d$, with localization length $\lambda_M = \sqrt{V_F}/|N_1|$. In realistic systems, the electric field is not uniform. However, as we can see from the above calculation, the horizontal component of the electric field will not affect the MBS at edges. The vertical component of the inhomogeneous electric field determines the localization
length of MBS. Furthermore if \( r_d < \lambda_M \), the MBS will be gapped where the gap scales as \( e^{-r_d/\lambda_M} \). For an estimation, for 4 QL magnetic TI, \( \partial V(r_d)/\partial r \approx 4 \times 10^4 \text{ eV/m} \), we get \( \lambda_M \approx 141 \text{ nm} \).

To identify TSC and observe the zero-energy Majorana state in this system, one can measure the LDOS by using STS with a superconducting tip. The spatial dispersion of the single Majorana edge mode across the disk interface is characterized by a level crossing at \( E = 0 \) and \( r = r_d \) inside the superconducting gap \( \Delta_{sc} \), as shown in Fig. 2(c) the LDOS \( \rho(r, E) \) at energy \( E \) and position \( r \) along the radial direction. The differential tunneling conductance \( dI/dV \) maps in real space should see the edge modes on a single sharp circle with radius \( r_d \), which is the zero-energy Majorana state. Such a single circle will evolve into two circles with different radius (one is larger than \( r_d \), the other is smaller than \( r_d \)) at finite bias voltage, representing the energy signature of the Majorana edge modes. This is the unique signature for the single Majorana edge state.

The applied electric field spot may be generated by a local back gate or a STM probe. For a local back gate, one may deposit the \( s \)-wave superconductor on top of the magnetic TI film; while for the STM probe, one may set the \( s \)-wave superconductor as a substrate. However, for either ways, it will be a great experimental challenge to fabricate such as a device and perform measurements. Practically, one can create an inhomogeneity in \( \Delta(x, y) \) but with a homogenous \( V \). This could also lead to chiral TSC phases and MBS at edges of \( \Delta(x, y) \). The device is shown in Fig. 2(e), an \( s \)-wave superconductor island may be grown on magnetic TI film with a global back gate. One may control topological QPT and observe the MBS at the boundary of \( s \)-wave superconductor island by tuning the back gate voltage.

### V. HELICAL TSC

Now we consider the TRI case. Intuitively, a QSH state with a single pair of helical edge states can be viewed as a \( C=1 \) QAH state together with its TR partner. As discussed in Sec. [III] a QAH state with \( C=1 \) in proximity with an \( s \)-wave superconductor is a chiral TSC with \( N=2 \). Therefore, with an infinitesimal \( s \)-wave superconductor proximity coupling, the QSH state can be naturally viewed as a superconductor with two pairs of helical Majorana edge states. However, according to the \( Z_2 \) classification in class DIII, such superconductor is topological trivial and even pairs of helical Majorana edge states are unstable under TRI perturbation. In other words, an infinitesimal superconducting gap drives the QSH phase into a TRI NSC with \( Z_2 \) index \( \nu = 0 \). Quite different from the chiral TSC case, a helical TSC phase with \( \nu = 1 \) does not necessarily emerges in the neighborhood of the transition between QSH and NI. Here we study under what condition the superconducting proximity coupled TI films would become a helical TSC. The TRI BdG Hamiltonian here is Eq. (3) with \( \Lambda = 0 \), and \( \Delta_1(2) \) is real. If \( \mu = 0 \), the band dispersion is

\[
E_{\text{helical}}^\kappa\eta\xi = \kappa \sqrt{(V + \eta \nu F k)^2 + E_h^2},
\]

\[
E_h = \sqrt{m(k)^2 + \Delta_+^2 + \xi|\Delta_-|},
\]

with \( \kappa, \eta, \xi = \pm, \) and \( \Delta = (\Delta_1 \pm \Delta_2)/2. \) The phase boundary by the gapless regions is \( V = \eta \nu F k \) and \( m(k)^2 + \Delta_+^2 = \Delta_-^2. \) The topological invariant of each gapped phase can be obtained in the \( V = 0 \) limit. In this limit, when \( m_0^2 + \Delta_0^2 > \Delta_2^2, \) the system is adiabatically connected to a QSH or NI, so it must be a NSC. When \( m_0^2 + \Delta_0^2 < \Delta_2^2, \) the system should be a topologically nontrivial superconductor. The topological property of this state is clearly seen when \( \Delta_+ = 0, \) where a basis transformation decouples the BdG Hamiltonian into two models related by TR symmetry. Explicitly, one model is

\[
H_{1}^{\text{BdG}} = v_F(k_y\sigma_1 - k_x\sigma_2 \xi_3) + m\sigma_3 \xi_3 - \Delta_- \sigma_2 \xi_2,
\]

where \( \xi_{2,3} \) are the Pauli matrices in Nambu space. The Chern number of \( H_{1}^{\text{BdG}} \) is \( N=1 \) when \( |\Delta_-| > |m_0|. \)
Therefore, this state is a helical TSC with a single pair of helical Majorana edge states. Fig. 3 shows the phase diagram with typical parameters, and several conclusions can be drawn: (i) helical TSC is maximized when $\Delta_+ = 0$, i.e., $\Delta_+ = -\Delta_2$; (ii) if the parent system is a QSH ($m_0 m_1 < 0$), the SIA will enlarge helical TSC in the phase diagram; while if the parent system is a NI ($m_0 m_1 > 0$), finite SIA will always shrink helical TSC; (iii) helical TSC is more favorable with finite $\mu$ compared to $\mu = 0$.

**VI. DISCUSSION**

The electrical control of TSC phases discussed above in TI thin films can be extended to van der Waals materials in 2D. The key point is that the orbitals which describes the low-energy physics are located on well-separated layers, therefore the band inversion and topological electronic properties can be controlled by an electric field. One interesting candidate is the 2D transition metal dichalcogenides MX$_2$ class with 1T' structure, where $M = (Mo, W)$ and $X = (Te, Se, S)$. The band inversion is between chalcogenides $p$ and metals $d$ orbitals, and it is tunable by a vertical electric field through dielectric layers. Together with the superconducting pairing and FM exchange coupling through the proximity effect, the chiral (helical) TSC state with an odd number of chiral (helical) Majorana edge states could be realized.

Recently, a new technique on gating device called ionic field-effect transistor has been developed. Compared to the conventional solid gate, tremendous electric field could be induced by the tunable Li ion intercalation. It is especially suitable for layered materials, and compatible with superconducting and FM proximity. The experimental progress on the gating method and material growth as well as rich material choice of TIs and van der Waals materials makes the realization of the 2D TSC states feasible.

**VII. CONCLUSION**

In summary, we propose the electric-field control of 2D TSC phases and Majorana fermions in TI films via the proximity effect to an s-wave superconductor, which are generic for layered QAH and QSH insulator materials. For TRB case, we show that SIA could induce topological QPT and realize a $N=1$ chiral TSC. Compared to the previous magnetic control, and electric manipulation should be more simpler and clearer. For TRI case, SIA could enlarge the helical TSC state in the phase diagram if the parent system is a QSH state. Moreover, instead of searching for large-gap QAH and QSH insulator materials for potential applications of the topologically protected conducting edge states, searching for small-gap QAH and QSH insulator materials as well as 2D Dirac and Weyl semimetals are even more useful for the realization of the TSC states in 2D. We hope the theoretical work here can aid the search for 2D TSC phases in hybrid systems.
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Appendix A: Estimation of $V_{bg}$

We consider the device geometry where the insulating magnetic TI thin film is grown on the dielectric substrate such as SrTiO$_3$, and the top is covered with s-wave superconductor such as Nb. In this case, $\Delta_2 = 0$, $\mu = 0$. Therefore, the window of $V$ for the $N=1$ chiral TSC is between $2\sqrt{\Delta^2 - V^2} = \sqrt{4\mu^2 + \Delta_1^2} \pm \Delta_1$. For an estimation, we take $\Delta_1 \approx 3.0$ meV for Nb film. From the numerical calculations, for 4 QL, the window $\Delta_2$ models are obtained by $\Delta_2 = 0$. Therefore, the window of $V_{surf}$ is between $2\sqrt{\Delta^2 - V^2}$, and the top is covered with SrTiO$_3$, the superconducting proximity should exceed the QAH gap. Therefore, small-gap QAH insulator materials are more suitable for realizing TSC states in 2D.

$\frac{\varepsilon_{TI} V_{surf}}{d_{TI}} = \varepsilon_b V_{bg} \frac{d_b}{d_b},$  \hspace{1cm} (A1)

where $\varepsilon_{TI}$ and $\varepsilon_b$ are dielectric constants for TI and dielectric substrate, respectively. $d_{TI}$ and $d_b$ are thickness of TI and dielectric substrate. With $d_{TI} = 4$ nm, $d_b = 0.25$ nm, and $\varepsilon_{TI} \approx 60$, dielectric substrate SrTiO$_3$ $\varepsilon_b \approx 2 \times 10^5$. We get 12.9 V $< V_{bg} < 20.3$ V. Similar calculations can be done for 5 QL.

The voltage window for 5 QL to realize the $N=1$ chiral TSC is narrower than that for 4 QL. The reason is that the QAH gap is larger in 5 QL, and to achieve chiral TSC, the superconducting proximity should exceed the QAH gap. Therefore, small-gap QAH insulator materials are more suitable for realizing the TSC states in 2D.

Appendix B: Zero-energy MBS

The zero-energy MBS at the boundary of the applied electric field spot with disk geometry can be obtained by analytically solving the BdG equation. For concreteness, we consider the BdG Hamiltonian in Eq. (3) with $\mu = 0$ and $\Delta_1 = -\Delta_2 = \Delta$. The $8 \times 8$ model may be decomposed into four independent $2 \times 2$ Dirac Hamiltonians. $H_{BdG}(k) = H_{BdG}(0) + \delta H_{BdG}$, $H_{BdG}(0)$ can be diagonalized by a unitary transformation $U^\dagger H_{BdG}(0) U = \text{diag}(E^0_{\pm \eta \xi})$, where $E^0_{\pm \eta \xi} \equiv E_{\kappa \eta \xi}(0)$ and $\kappa, \eta, \xi = \pm$. Then the four $2 \times 2$ models are obtained by $U^\dagger H_{BdG}(k) U$, and the explicit forms are,

$H_D = \begin{pmatrix} E^0_{+ \eta \xi} & i v_{\eta \xi} k_- \\ -i v_{\eta \xi} k_+ & -E^0_{+ \eta \xi} \end{pmatrix}. \hspace{1cm} (B1)$

Here to the lowest order, $v_{\eta \xi} = v_F$. For simplicity, in the following calculation we set $v_{\eta \xi} = v_F$. Here $U = [\langle \phi_1, \phi_2 \rangle, \langle \phi_3, \phi_4 \rangle, \langle \phi_5, \phi_6 \rangle, \langle \phi_7, \phi_8 \rangle]$, and explicitly,

$\phi_{1,5} = \frac{1}{N_{1,5}} \begin{pmatrix} 0 & \mp 1 \\ \mp m + \Delta & -V + \sqrt{(m + \Delta)^2 + V^2} \end{pmatrix}, \hspace{1cm} (B2)$

$\phi_{2,6} = \frac{1}{N_{2,6}} \begin{pmatrix} \mp 1 & 0 \\ V + \sqrt{(m + \Delta)^2 + V^2} & 0 \end{pmatrix}, \hspace{1cm} (B3)$

$\phi_{3,7} = \frac{1}{N_{3,7}} \begin{pmatrix} 0 & \mp 1 \\ -V + \sqrt{(m + \Delta)^2 + V^2} & m + \Delta \end{pmatrix}, \hspace{1cm} (B4)$

$\phi_{4,8} = \frac{1}{N_{4,8}} \begin{pmatrix} \pm 1 & 0 \\ -V - \sqrt{(m + \Delta)^2 + V^2} & m - \Delta \end{pmatrix}, \hspace{1cm} (B5)$

where $N_i (i = 1, 2, \ldots, 8)$ are normalization factors.

The spatial dependence of $V(r)$ or $\Delta(r)$ will lead to the inhomogeneity of Dirac mass $E^0_{+ \eta \xi}(r)$. In the disk geometry, we take the polar coordinate $(r, \theta)$. With $k_{\pm} = e^{\pm i \theta} [-i \partial / \partial r \mp (1/r) \partial / \partial \theta]$ and wavefunction ansatz $\Psi = [\varphi_1(r)e^{i \theta}, \varphi_2(r)e^{i(t + 1) \theta}]^T$, the radial and angular part of the Dirac Hamiltonian decouple as

$H_D = \begin{pmatrix} E^0_{+ \eta \xi}(r) & v_F \left( \frac{\partial}{\partial r} + \frac{\theta}{r} \right) \\ v_F \left( -\frac{\partial}{\partial r} + \frac{\theta}{r} \right) & -E^0_{+ \eta \xi}(r) \end{pmatrix}. \hspace{1cm} (B6)$

Since we are only interested in the zero-energy state, with ansatz $\varphi_2 = \pm \varphi_1$, $H_D \Psi = 0$ becomes

$E^0_{+ \eta \xi}(r) \varphi_1(r) \pm v_F \left( \frac{\partial}{\partial r} + \frac{1}{2r} \right) \varphi_1(r) = 0. \hspace{1cm} (B7)$

Therefore the solution is

$\varphi_1(r) = \frac{N}{\sqrt{r}} \exp \left( \mp \frac{1}{v_F} \int_0^r E^0_{+ \eta \xi}(r') dr' \right), \hspace{1cm} (B8)$
where $N$ is the normalization factor, the sign $\mp$ is determined by the finiteness of $\varphi(r)$ in the limit $r \to \infty$. This zero-energy mode exists at the boundary where the sign of $E^0_{\eta\xi}(r)$ changes. The inhomogeneity in both $V(x, y)$ and $\Delta(x, y)$ will give rise to the gap closing in $E^0_{\eta\xi}(r)$, thus lead to MBS.
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