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ABSTRACT

Sequence to sequence models are successful tools for supervised sequence learning tasks, such as machine translation. Despite their success, these models still require much labeled data and it is unclear how to improve them using unlabeled data, which is much less expensive to obtain. In this paper, we present simple changes that lead to a significant improvement in the accuracy of seq2seq models when the labeled set is small. Our method initializes the encoder and decoder of the seq2seq model with the trained weights of two language models, and then all weights are jointly fine-tuned with labeled data. An additional language modeling loss can be used to regularize the model during fine-tuning. We apply this method to low-resource tasks in machine translation and abstractive summarization and find that it significantly improves the subsequent supervised models. Our main finding is that the pretraining accelerates training and improves generalization of seq2seq models, achieving state-of-the-art results on the WMT English→German task. Our model obtains an improvement of 1.3 BLEU from the previous best models on both WMT’14 and WMT’15 English→German. Our ablation study shows that pretraining helps seq2seq models in different ways depending on the nature of the task: translation benefits from the improved generalization whereas summarization benefits from the improved optimization.

1 INTRODUCTION

Sequence to sequence (seq2seq) models (Sutskever et al., 2014; Cho et al., 2014; Kalchbrenner & Blunsom, 2013) are extremely effective on a variety of tasks that require a mapping between a variable-length input sequence to a variable-length output sequence (Sutskever et al., 2014; Vinyals et al., 2015b,a; Bahdanau et al., 2015; Chan et al., 2015; Bahdanau et al., 2016; Vinyals & Le, 2015; Shang et al., 2015; Nallapati et al., 2016; Wu et al., 2016). The main weakness of sequence to sequence models, and deep networks in general, lies in the fact that they can easily overfit when the amount of supervised training data is small.

While it has been suggested that unlabeled data can be used to address this weakness, there is little evidence of a simple and general method achieving a significant improvement on important baselines. In this work, we propose a simple and effective technique for using unsupervised pretraining to improve seq2seq models. Our proposal is to initialize both encoder and decoder networks with pretrained language models. More specifically, to train a seq2seq model mapping from a source domain to a target domain, we first train two language models. One language model is trained on an unlabeled corpus of the source domain and the second is trained on an unlabeled corpus of the target domain. The source-side language model is used to initialize the encoder and the target-side language model is used to initialize the decoder. Finally, the entire seq2seq model is fine-tuned with the labeled corpus.

We benchmark this method on machine translation for English→German and abstractive summarization in a low-resource setting on CNN and Daily Mail articles. Our ablation study shows that among many other possible choices of using a language model in seq2seq with attention, the above proposal works best. Our study also shows that, for translation, the main gains come from the
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improved generalization due to the pretrained features, whereas for summarization the gains come from the improved optimization due to pretraining the encoder which has been unrolled for hundreds of timesteps. On both tasks, our proposed method always improves generalization on the test sets. Our main result is that a seq2seq model, with pretraining, exceeds the strongest possible baseline in both neural machine translation and phrase-based machine translation. Our model obtains an improvement of 1.3 BLEU from the previous best models on both WMT’14 and WMT’15 English→German. On abstractive summarization, our method achieves competitive results to the strongest baselines.

2 Unsupervised Pretraining for Sequence to Sequence Learning

In the following section, we will describe our basic unsupervised pretraining procedure for sequence to sequence learning and how to modify sequence to sequence learning to effectively make use of the pretrained weights. We then show several extensions to improve the basic model.

2.1 Basic Procedure

The basic procedure of our approach is to pretrain both the encoder and decoder networks in the sequence to sequence framework with language models, which can be trained on large amounts of unlabeled text data. This can be seen in Figure 1, where the parameters in the shaded boxes are pretrained. In the following we will describe the method in detail by using machine translation as an example application, but the method can be applied to all sequence to sequence learning tasks.

First, two monolingual datasets are collected, one for the source side language $D_{src}$, and one for the target side language $D_{tgt}$. A language model (LM) is trained on each dataset independently, giving an LM trained on the source side corpus $L_{src}$, and an LM trained on the target side corpus $L_{tgt}$. $L_{src}$ and $L_{tgt}$ can be different sizes. To simplify our explanation we assume that the LMs have one LSTM layer (Hochreiter & Schmidhuber, 1997), though this technique works regardless of the number of layers.

After two language models are trained, a multi-layer seq2seq model $M$ is constructed. The embedding and first LSTM layer of the encoder are initialized with the corresponding trained weights of $L_{src}$. Likewise, the embedding, first LSTM layer, and softmax of the decoder are initialized with the corresponding trained weights of $L_{tgt}$. We call the encoder and decoder parameters that are pretrained $\theta_{enc}$ and $\theta_{dec}$ respectively. All other LSTM layers are initialized randomly. There is no connection between the first LSTM layer of the encoder and the first LSTM layer of the decoder. In this sense, the first LSTM layer serves as a feature extractor. Finally, during the training of $M$, all the parameters of the seq2seq model $\theta_{M}$ are fine-tuned on the labeled dataset $D_{label}$.

Figure 1: Pretrained sequence to sequence model. The red parameters are the encoder and the blue parameters are the decoder. All parameters in a shaded box are pretrained, either from the source-side (light red) or target-side (light blue) language model. Otherwise, they are randomly initialized.
Another approach would be to pretrain the entire LSTM, instead of just the embeddings, first LSTM layer, and softmax. However, this requires pretraining a new model for every architecture change, which can be very costly given that a large language model can take on the order of a week or weeks to train (Jozefowicz et al., 2016). Instead, we find that training just two LMs and using our initialization scheme is sufficient to demonstrate significant gains while being very flexible.

2.2 IMPROVING THE MODEL

We also employ three additional methods to further improve the model above. The three methods are: a) Monolingual language modeling losses, b) Residual connections and c) Attention over multiple layers. The three methods are shown in Figure 2 and will be discussed below.
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**Figure 2:** Improvements to the baseline model. (a) monolingual language modeling loss, (b) residual connection, and (c) attention over multiple layers.

**Monolingual language modeling losses:** After the seq2seq model $M$ is initialized with the two LMs, it is fine-tuned with a labeled dataset. However, there is no requirement that the pretrained parameters stay close to their original pretrained values. That is, the seq2seq model can forget the learned information from language modeling and overfit on the labeled set. To combat this problem, we incorporate additional monolingual language modeling losses to optimize $M$:

$$L = L_{label}(D_{label}; \theta_M) + \alpha L_{src}(D_{src}; \theta_{src}) + \beta L_{tgt}(D_{tgt}; \theta_{tgt})$$

The additional losses $L_{src}$ and $L_{tgt}$ regularize the seq2seq model by forcing it to correctly model both the normal seq2seq task and the original monolingual language modeling tasks. Note that $L_{src}$ only involves the pretrained encoder parameters $\theta_{src}$ and $L_{tgt}$ only involves the pretrained decoder parameters $\theta_{tgt}$. This means that the parameters that were pretrained must be useful for both the original language modeling task and the new seq2seq task. In practice, we implemented this joint unsupervised and supervised objective by a round-robin training scheme. First, $\theta_{enc}$ and $\theta_{dec}$ are optimized with respect to $L_{src}$ and $L_{tgt}$ and then all parameters $\theta_M$ are updated with respect to $L_{label}$. In this paper, we used $\alpha = \beta = 1$. We found this regularization gave a large improvement in final test performance, and is an important component of our method.

This is also the motivation for why there is no connection between the first LSTM layers of the encoder and decoder. Without a connection, the first LSTM layers just serve as feature extractors. If the additional language modeling costs are added, the first LSTM layers can focus purely on deriving powerful features for both the language modeling and seq2seq task, without needing to spend capacity for communication between the encoder and decoder.

**Residual connections:** As described, the input vector to the decoder softmax layer is a random vector because the high level (non-first) layers of the LSTM are randomly initialized. This slows
down training and introduces random gradients to the pretrained parameters, reducing the effectiveness of pretraining. One method to avoid this problem is to freeze all pretrained weights at the start of training and only train the randomly initialized weights. Afterwards, all parameters can be fine-tuned together. We used a simpler solution by introducing a residual connection [He et al., 2016] from the output of the first LSTM layer directly to the input of the softmax. So,

\[ h_{\text{softmax}} = h_1 + \text{LSTM}(\ldots(\text{LSTM}(h_1))\ldots) \]

where LSTM represents the \(i^{th}\) LSTM layer. This residual connection makes the initialized decoder equivalent to \(L_{tgt}\) with random noise added to the input of the softmax. We found this formulation improved performance and decreased the time to convergence. In the experiments we show below, we used a gated residual connection with a bias initialized to a large positive as in Gulcehre et al. (2015), but later experimentation showed that a regular residual connection works just as well.

### Attention over multiple layers:
In all our models, we used an attention mechanism (Bahdanau et al., 2015). We experimented with attending over both the top level LSTM states, as is done normally, and the first layer LSTM states of the encoder in order to get low and high level features. Given a query vector \(q_t\) from the decoder, encoder states from the first layer \(h_1^1, \ldots, h_L^T\), and encoder states from the last layer \(h_L^1, \ldots, h_L^T\), we compute the attention context vector \(c_t\) as follows:

\[
\alpha_i = \frac{\exp(q_t \cdot h_i^N)}{\sum_{j=1}^{T} \exp(q_t \cdot h_j^N)} \quad c_{i1}^1 = \sum_{i=1}^{T} \alpha_i h_i^1 \quad c_{i1}^N = \sum_{i=1}^{T} \alpha_i h_i^N \quad c_t = [c_1^1; c_1^N]
\]

Note that attention weights \(\alpha_i\) are only computed once using the top level encoder states. Furthermore, since our pretraining scheme makes very few assumptions about the model structure, we also experimented with passing the attention vector \(c_t\) as input into the next timestep (Luong et al., 2015b). We do not pass \(c\) into the first LSTM layer, because the size of the first LSTM layer is predetermined by \(L_{tgt}\) which only takes in the embedding as input. Instead, \(c\) is passed as input to the second LSTM layer by concatenating it with the output of the first LSTM layer.

We used all three improvements in our experiments. However, in general we noticed that the benefits of the attention modifications are minor in comparison with the benefits of the additional language modeling objectives and residual connections.

### 3 Related Work

Pretraining was once an essential technique for training deep networks (Hinton et al., 2006; Bengio et al., 2007; Dahl et al., 2010; Erhan et al., 2010). However, better optimization techniques and big labeled datasets rendered pretraining unnecessary for training large, deep networks (Krizhevsky et al., 2012; Nair & Hinton, 2010; Russakovsky et al., 2015; He et al., 2016). Some works in computer vision even found that pretraining can hurt when a lot of labeled data is available (Paine et al., 2014). In our work, we find that pretraining helps sequence to sequence models.

Dai & Le (2015) was amongst the rare studies which showed the benefits of pretraining in a semi-supervised learning setting. They found that pretraining LSTMs gave the state of the art performance for document classification and that increasing the amount of unlabeled data gave better performance for low resource settings. Zoph et al. (2016) showed that initializing a low resource seq2seq model with a seq2seq model trained on a different, higher resource language pair gave large performance gains. Luong et al. (2015a) found that multi-task learning with an autoregressive objective can improve translation performance. Lacoste et al. (2016) found it necessary to pretrain a character level seq2seq model due to the long unroll length; Zhang & Zong (2016) found it useful to add an additional task of sentence reordering of source-side monolingual data for neural machine translation. Firat et al. (2016) introduced fine-tuning techniques that gave promising results for zero-resource neural machine translation.

Sennrich et al. (2015b) introduced a data augmentation technique called backtranslation for neural machine translation. In order to increase the size of the labeled dataset, a target→source model is trained with the labeled dataset and used to translate monolingual target data into the source domain. The new synthetic pairs are added to the labeled dataset. Backtranslation yielded state of the art performance. However this technique does not have a natural analogue to other domains that are not
invertible, like summarization. We note that their technique is complementary to ours, and may lead to additional gains in machine translation. [Cheng et al. (2016)] proposed using monolingual data for neural machine translation by jointly training a source→target model, target→source model, source autoencoder, and target autoencoder. Their method demonstrates strong improvements. However, it is sensitive to how the monolingual corpora are picked, has to do an expensive top-k search every step for the autoencoding objective, and shows no improvement when using both target and source monolingual data over using just target monolingual data.

Gulcehre et al. (2015) is the work closest to ours. They combine an LM with an already trained seq2seq model by fine-tuning additional deep output layers. However, their method produces small improvements over the supervised baseline (≤ 0.5 BLEU). We suspect that their method does not produce significant gains because (i) the models are trained independently of each other and are not fine-tuned (ii) the LM is combined with the seq2seq model after the last layer, wasting the benefit of the low level LM features, and (iii) only using the LM on the decoder side. Venugopalan et al. (2016) addressed (i) but still experienced minor improvements. Using pretrained GloVe (Pennington et al., 2014) vectors for embeddings was more important for their model.

4 Experiments

In the following section, we apply our approach to two important tasks in seq2seq learning: machine translation and abstractive summarization. On each task, we compare against the previous best systems. We also perform ablation experiments to understand the behavior of each component of our method.

4.1 Machine Translation

Dataset and Evaluation: For machine translation, we evaluate our method on the WMT English→German task (Bojar et al., 2015). We used the WMT 14 training dataset, which is slightly smaller than the WMT 15 dataset. Because the dataset has some noisy examples, we used a language detection system to filter the training examples. Sentences pairs where the either source was not English or the target was not German were thrown away. This resulted in around 4 million training examples. Following Sennrich et al. (2015b), we use subword units (Sennrich et al., 2015a) with 89500 merge operations, giving a vocabulary size around 90000. The validation set is the concatenated newstest2012 and newstest2013, and our test sets are newstest2014 and newstest2015. Evaluation on the validation set was with case-sensitive BLEU (Papineni et al., 2002) on tokenized text using multi-bleu.perl. Evaluation on the test sets was with case-sensitive BLEU on detokenized text using mteval-v13a.pl. The monolingual training datasets are the News Crawl English and German corpora, each of which has more than a billion tokens.

Experimental settings: The language models were trained in the same fashion as (Jozefowicz et al., 2016) We used a 1 layer 4096 dimensional LSTM with the hidden state projected down to 1024 units (Sak et al., 2014) and trained for one week on 32 Tesla K40 GPUs. Our seq2seq model was a 3 layer model, where the second and third layers each have 1000 hidden units. The monolingual objectives, residual connection, and the modified attention were all used. We used the Adam optimizer (Kingma & Ba, 2015) and train with asynchronous SGD on 16 GPUs for speed. We used a learning rate of 5e-5 which is multiplied by 0.8 every 50K steps after an initial 400K steps, gradient clipping with norm 5.0 (Pascun et al., 2013), and dropout of 0.2 on non-recurrent connections (Zaremba et al., 2014). We used early stopping on validation set perplexity. A beam size of 10 was used for decoding. Our ensemble is constructed with the 5 best performing models on the validation set, which are trained with different hyperparameters.

Results: Table 1 shows the results of our method in comparison with other baselines. Our method achieves a new state of the art for single model performance on both newstest2014 and newstest2015. In fact, our best single model outperforms the previous state of the art ensemble of 4 models. Our ensemble of 5 models matches or exceeds the previous best ensemble of 12 models.

Ablation study: In order to better understand the effects of pretraining, we conducted an ablation study by modifying the pretraining scheme. Figure 3 shows the drop in validation BLEU of various
ablations compared with the full model. The full model uses LMs trained with monolingual data to initialize the encoder and decoder, in addition to the language modeling objective. In the following, we interpret the findings of the study. Note that some findings are specific to the translation task.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
System & ensemble? & \textit{BLEU} & \\
\hline
Supervised Neural MT (Jean et al., 2015) & single & - & 22.4 \\
Backtranslation (Sennrich et al., 2015b) & single & 22.7 & 25.7 \\
Backtranslation (Sennrich et al., 2015b) & ensemble 4 & 23.8 & 26.5 \\
Backtranslation (Sennrich et al., 2015b) & ensemble 12 & 24.7 & 27.6 \\
Ours pretrained & single & 24.0 & 27.0 \\
Ours pretrained & ensemble 5 & 24.7 & 28.1 \\
\hline
\end{tabular}
\caption{English$\rightarrow$German performance on WMT test sets.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{English$\rightarrow$German ablation study measuring the difference in validation BLEU between various ablations and the full model. More negative is worse. The full model uses LMs trained with monolingual data to initialize the encoder and decoder, plus the language modeling objective.}
\end{figure}

\textbf{Pretraining the decoder is better than pretraining the encoder:} Only pretraining the encoder leads to a 1.6 BLEU point drop while only pretraining the decoder leads to a 1.0 BLEU point drop. This suggests that it is more important to pretrain the decoder than the encoder for translation. One possible explanation is that the decoder has a 'tougher job' than the encoder because it has to both understand the semantic meaning of the source sentence and learn to generate the target sentence. In contrast, the encoder only needs to capture the semantic meaning of the source side. Pretraining the decoder is especially helpful for generation because it is initialized as a language model that can already generate in the target language.

\textbf{Pretrain as much as possible because the benefits compound:} Naively, one might expect the benefits of pretraining to be additive. That is, the gains of pretraining the entire model is sum of the gains of only pretraining the encoder and only pretraining the decoder. Concretely, given the drops of no pretraining at all ($-2.0$) and only pretraining the encoder ($-1.6$), the additive estimate of the drop of only pretraining the decoder side is $-2.0 - (-1.6) = -0.4$. However the actual drop is $-1.0$ which is a much larger drop than the additive estimate. This suggests that the benefits of pretraining various components are not independent but actually compound on top of each other.
Pretraining the softmax is important: Pretraining only the embeddings and first LSTM layer gives a large drop of 1.6 BLEU points. This suggests that pretraining the decoder softmax is important. Since the gradients from the non-pretrained softmax will be random at the start of training, the pretrained embeddings and LSTM weights will be overwritten with noise which will neutralize the benefits of pretraining. The performance of this ablation may be improved if the pretrained weights were frozen for some iterations before fine-tuning the entire model jointly. The size of the softmax may also influence the importance of pretraining the softmax, but we did not explore this.

The language modeling objective is a strong regularizer: The drop in BLEU points of pretraining the entire model and not using the LM objective is as bad as using the LM objective without pretraining. This suggests that the LM objective acts as a strong regularizer that prevents the weights from drifting too far away from their pretrained state. This ensures that the high quality features that are extracted by the original language model continue to be used. Furthermore, the results imply that the LM objective improves performance regardless of pretraining or not. Future work can use this method to improve their performance even if no pretraining is done.

Pretraining on a lot of unlabeled data is essential for learning to extract powerful features: Surprisingly, if the model is initialized with LMs that are trained on the source part and target part of the parallel corpus, the drop in performance is as large as not pretraining at all. This suggests that the primary benefits of pretraining for the translation task come not from the better parameter initialization scheme, but from having learned to extract powerful features. Because the parallel corpus is an order of magnitude smaller than monolingual corpora, the LMs are not able to learn powerful features. Furthermore, the experiments show that the domain of the unlabeled corpora is not as important as the size. For this, we trained two LMs on the English and German Wikipedia. Wikipedia is a different domain than the parallel corpus, which consists mainly of translations from the European Parliament and online news articles (Bojar et al., 2015). The number of tokens in the Wikipedia corpora is comparable to that of the News Crawl monolingual corpora. Initializing with the Wikipedia LMs leads to only a minor drop in performance. This implies that pretraining is effective as long as enough unlabeled data is available.

Very low resource experiments: We also benchmarked the pretraining technique on a very low resource machine translation setup. We first took a random subset of 100K examples from the entire English→German parallel corpus, which is 2.5% of the entire corpus. We trained a randomly initialized baseline and a pretrained model on the subset. For the pretrained model, fixing the embeddings and softmax to their pretrained weights gave the best performance. This is an important advantage of pretraining because the embedding and softmax usually make up the majority of parameters in the model. Freezing them can help prevent severe overfitting. Table 2 shows that the pretraining technique gives a significant improvement of 5.3 BLEU points over the baseline.

| System            | BLEU |
|-------------------|------|
| Baseline supervised | 4.3  |
| Pretrained         | 9.6  |

Table 2: Validation set results for training on a 100K example subset of the English→German parallel corpus. The pretrained model freezes the embedding and softmax to their pretrained value.

We were also interested in tracking the performance of pretraining as a function of dataset size. For this, we trained a model with and without pretraining on random subsets of the English→German corpus. Both models use the additional LM objective. The results are summarized in Figure [4]. When a 100% of the labeled data is used, the gap between the pretrained and no pretraining model is 2.0 BLEU points. However, that gap grows when less data is available. When trained on 20% of the labeled data, the gap becomes 3.8 BLEU points. This demonstrates that the pretrained models degrade less as the labeled dataset becomes smaller.

4.2 Abstractive Summarization

Dataset and Evaluation: For a low-resource abstractive summarization task, we use the CNN/Daily Mail corpus from [Hermann et al., 2015]. Following [Nallapati et al., 2016], we modify the data collection scripts to restore the bullet point summaries. The task is to predict the bullet
point summaries from a news article. The dataset has fewer than 300K document-summary pairs. To compare against Nallapati et al. (2016), we used the anonymized corpus. However, for our ablation study, we used the non-anonymized corpus. We evaluate our system using full length ROUGE (Lin, 2004). For the anonymized corpus in particular, we considered each highlight as a separate sentence following Nallapati et al. (2016). In this setting, we used the English Gigaword corpus (Napoles et al., 2012) as our larger, unlabeled “monolingual” corpus, although all data used in this task is in English.

Experimental settings: We use subword units (Sennrich et al., 2015a) with 31500 merges, resulting in a vocabulary size of about 32000. We use up to the first 600 tokens of the document and predict the entire summary. Only one language model is trained and it is used to initialize both the encoder and decoder, since the source and target languages are the same. However, the encoder and decoder are not tied. The LM is a one-layer LSTM of size 1024 trained in a similar fashion to Jozefowicz et al. (2016). For the seq2seq model, we use the same settings as the machine translation experiments. The only differences are that we use a 2 layer model with the second layer having 1024 hidden units, and that the learning rate is multiplied by 0.8 every 30K steps after an initial 100K steps.

Results: Table 3 summarizes our results on the anonymized version of the corpus. Our pretrained model is only able to match the previous baseline seq2seq of Nallapati et al. (2016). However, our model is a unidirectional LSTM while they use a bidirectional LSTM. They also use a longer context of 800 tokens, whereas we used a context of 600 tokens due to GPU memory issues. Furthermore, they use pretrained word2vec (Mikolov et al., 2013) vectors to initialize their word embeddings. As we show in our ablation study, just pretraining the embeddings itself gives a large improvement.

| System | ROUGE-1 | ROUGE-2 | ROUGE-L |
|--------|---------|---------|---------|
| Seq2seq + pretrained embeddings (Nallapati et al., 2016) | 32.49 | 11.84 | 29.47 |
| + temporal attention (Nallapati et al., 2016) | 35.46 | 13.30 | 32.65 |
| Ours pretrained | 32.56 | 11.89 | 29.44 |

Table 3: Results on the anonymized CNN/Daily Mail dataset.

Ablation study: We performed an ablation study similar to the one performed on the machine translation model. The results are reported in Figure 5. Here we report the drops on ROUGE-1, ROUGE-2, and ROUGE-L on the non-anonymized validation set.

1We encourage future researchers to use the non-anonymized version because it is a more realistic summarization setting with a larger vocabulary. Our numbers on the non-anonymized test set are 35.56 ROUGE-1, 14.60 ROUGE-2, and 25.08 ROUGE-L. We did not consider highlights as separate sentences.
Figure 5: Summarization ablation study measuring the difference in validation ROUGE between various ablations and the full model. More negative is worse. The full model uses LMs trained with unlabeled data to initialize the encoder and decoder, plus the language modeling objective.

**Pretraining improves optimization:** There is a large drop in performance without any pretraining at all. However, in contrast with the machine translation model, it is more beneficial to only pretrain the encoder than only the decoder of the summarization model. One interpretation is that because the encoder is unrolled for hundreds of timesteps, the pretrained encoder weights enable the gradient to flow much further back in time than randomly initialized weights. This also explains why pretraining on the parallel corpus is as good as pretraining on the unlabeled corpus, which was not observed in the translation model. The pretrained weights improve optimization, which enables a better model to be trained. Interestingly, only pretraining the embeddings gives a significant improvement over no pretraining at all. Randomly initialized encoder embeddings may be difficult to learn because the long unrolling of the encoder leads to vanishing gradient [Pascanu et al., 2013]. Pretraining the embeddings eases the burden of optimization and gives the model a good foundation to learn with.

**The language modeling objective is a strong regularizer:** A model without the LM objective has a nontrivial drop in ROUGE scores. Since there are only a few hundred thousand examples in the dataset, the model can easily overfit. The LM objective combats this by forcing the encoder to maintain its ability to generate English. However, unlike the translation task, pretraining is significantly more important than the LM objective. This is probably because the LM objective helps primarily with regularization while pretraining helps with optimization, which is more important in the long document summarization setting.

**Human evaluation:** As ROUGE may not be able to capture the quality of summarization, we also performed a small qualitative study to understand the human impression of the summaries produced by different models. We took 200 random documents and compared the performance of a pretrained and non-pretrained system. The document, gold summary, and the two system outputs were presented to a human evaluator who was asked to rate each system output on a scale of 1-5 with 5 being the best score. The system outputs were presented in random order and the evaluator did not know the identity of either output. The evaluator noted if there were repetitive phrases or sentences in either system outputs. Unwanted repetition was also noticed by [Nallapati et al., 2016].

Table 4 and 5 show the results of the study. In both cases, the pretrained system outperforms the system without pretraining in a statistically significant manner. The better optimization enabled by pretraining improves the generated summaries and decreases unwanted repetition in the output.
NP > P | NP = P | NP < P
---|---|---
29 | 88 | 83

Table 4: The count of how often the no pretrain system (NP) achieves a higher, equal, and lower score than the pretrained system (P) in the side-by-side study where the human evaluator gave each system a score from 1-5. The sign statistical test gives a p-value of < 0.0001 for rejecting the null hypothesis that there is no difference in the score obtained by either system.

| No pretrain | Repeats | No repeats | Repeats |
|---|---|---|---|
| Pretrain | 67 | 65 | 24 | 44 |

Table 5: The count of how often the pretrain and no pretrain systems contain repeated phrases or sentences in their outputs in the side-by-side study. McNemar’s test gives a p-value of < 0.0001 for rejecting the null hypothesis that the two systems repeat the same proportion of times. The pretrained system clearly repeats less than the system without pretraining.

5 Conclusion

We showed that pretraining sequence to sequence models is a simple but effective technique that can aid in both generalization and optimization. Our scheme involves pretraining two language models in the source and target domain, and initializing the embeddings, first LSTM layers, and softmax of a sequence to sequence model with the weights of the language models. Using an extra language modeling objective during fine-tuning helps regularize the model. In our experiments, we showed that pretraining can improve results in tasks with hundreds of thousands or millions of examples. A key advantage of this technique is that it is flexible and can be applied to a large variety of tasks, including conversational modeling for chatbots or question answering. We hope that future work uses pretraining as a reliable way to improve performance on sequence to sequence tasks.
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APPENDIX

SELECTED SUMMARIZATION OUTPUTS

| Source Document |
|------------------|
| like phone booths and typewriters, record stores are a vanishing breed – another victim of the digital age. Camelot music, Virgin megastores, Wherehouse music, Tower records, all of them gone. Corporate America has largely abandoned brick-and-mortar music retailing to a scattering of independent stores, many of them in scruffy urban neighborhoods and that’s not necessarily a bad thing. Yes, it’s harder in the Spotify era to find a place to go buy physical music, but many of the remaining record stores are succeeding – even thriving – by catering to a passionate core of customers and collectors. On Saturday, hundreds of music retailers will hold events to commemorate Record Store Day, an annual celebration of, well, your neighborhood record store. Many stores will host live performances, drawings, book signings, special sales of rare or autographed vinyl and other happenings. Some will even serve beer to their diehard customers. These places are more than mere stores; they are cultural institutions that celebrate music history (the entire Duran Duran oeuvre, all in one place!), display artifacts (Aretha Franklin on vinyl!), and nurture the local music scene (Hey, here’s a CD by your brother’s metal band!). They also employ knowledgeable clerks who will be happy to debate the relative merits of Blood on the Tracks and Blonde on Blonde. Or maybe, like Jack Black in High Fidelity, just mock your lousy taste in music.

Ground Truth summary

Saturday is Record Store Day, celebrated at music stores around the world. Many stores will host live performances, drawings and special sales of rare vinyl.

No pretrain

Corporate America has largely abandoned brick-and-mortar music. Many of the remaining record stores are succeeding – even thriving – by catering to a passionate core of customers.

Pretrained

Hundreds of music retailers will hold events to commemorate Record Store Day. Many stores will host live performances, drawings, book signings, special sales of rare or autographed vinyl.

Table 6: The pretrained model outputs a highly informative summary, while the no pretrain model outputs irrelevant details.
Dr. Kristen Lindsey has since removed the post of her holding the dead cat by an arrow. Her employer fired her; the sheriff’s office is investigating. Activist offers $7,500 reward.

| Source Document |
|------------------|
| Hey, look what I did. That small boast on social media can trigger a whirlwind that spins into real-life grief, as a Texas veterinarian found out after shooting a cat. Dr. Kristen Lindsey allegedly shot an arrow into the back of an orange tabby’s head and posted a proud photo this week on Facebook of herself smiling, as she dangled its limp body by the arrow’s shaft. Lindsey added a comment, CNN affiliate KBTX reported. My first bow kill, lol. The only good feral tomtomcat is one with an arrow through it’s head! Vet of the year award... gladly accepted. Callers rang the phones hot at Washington County’s animal clinic, where Lindsey worked, to vent their outrage. Web traffic crashed its website. High price of public shaming on the Internet then. An animal rescuer said that Lindsey’s prey was probably not a feral cat but the pet of an elderly couple, who called him Tiger. He had gone missing on Wednesday, the same day that Lindsey posted the photo of the slain cat. CNN has not been able to confirm the claim. As the firestorm grew, Lindsey wrote in the comments underneath her post: no I did not lose my job. Lol. Pshh. Like someone would get rid of me. I’m awesome! That prediction was wrong. The clinic fired Lindsey, covered her name on its marquee with duct tape, and publicly distanced itself from her actions. Our goal now is to go on and try to fix our black eye and hope that people are reasonable and understand that those actions do not portray what we’re for here at Washington animal clinic, said Dr. Bruce Buenger. We put our heart and soul into this place. The clinic told WBTX that Lindsey was not available for comment. CNN is reaching out to her. She removed her controversial post then eventually shut down her Facebook page. Callers also complained to the Brenham police department and Washington County animal control, as her Facebook post went viral. The sheriff’s office in Austin County, where the cat was apparently shot, is investigating, and Lindsey could face charges. Its dispatchers were overloaded with calls, the sheriff posted on Facebook. We are asking you to please take it easy on our dispatchers. As soon as the investigation is complete, we will post the relevant information here on this page, the post read. Animal rights activists are pushing for charges. Animal cruelty must be taken seriously, and the guilty parties should be punished to the fullest extent of the law, said cat advocacy activist Becky Robinson. Her organization, Alley Cat Allies, is offering a $7,500 reward for evidence leading to the arrest and conviction of the person who shot the cat. But others stood up for Lindsey. She’s amazing. She’s caring, said customer Shannon Stoddard. She’s a good vet, so maybe her bad choice of posting something on Facebook was not good. But I do not think she should be judged for it. She dropped off balloons at the animal clinic for Lindsey with a thank you note. CNN’s Jeremy Grisham contributed to this report.

| Ground Truth summary |
|----------------------|
| Dr. Kristen Lindsey has since removed the post of her holding the dead cat by an arrow. Her employer fired her; the sheriff’s office is investigating. Activist offers $7,500 reward. |

| No pretrain |
|------------------|
| Dr. Kristen Lindsey allegedly shot an arrow into the back of an orange tabby’s head. It’s the only good good tomtomcat is one with an arrow through it’s head! Vet vet of the year award... gladly accepted. Callers rang the phones hot at Washington County’s animal clinic, where Lindsey worked, to vent their outrage. Web traffic crashed its website. High price of public shaming on the Internet then an animal rescuer said that Lindsey’s prey was probably not a feral cat but the pet of an elderly couple, who called him Tiger. He had gone missing on Wednesday, the same day that Lindsey posted the photo of the slain cat. CNN has not been able to confirm the claim. As the firestorm grew, Lindsey wrote in the comments underneath her post: no I did not lose my job. Lol. Pshh. Like someone would get rid of me. I’m awesome! That prediction was wrong. The clinic fired Lindsey, covered her name on its marquee with duct tape, and publicly distanced itself from her actions. Our goal now is to go on and try to fix our black eye and hope that people are reasonable and understand that those actions do not portray what we’re for here at Washington animal clinic, said Dr. Bruce Buenger. We put our heart and soul into this place. The clinic told WBTX that Lindsey was not available for comment. CNN is reaching out to her. She removed her controversial post then eventually shut down her Facebook page. Callers also complained to the Brenham police department and Washington County animal control, as her Facebook post went viral. The sheriff’s office in Austin County, where the cat was apparently shot, is investigating, and Lindsey could face charges. Its dispatchers were overloaded with calls, the sheriff posted on Facebook. We are asking you to please take it easy on our dispatchers. As soon as the investigation is complete, we will post the relevant information here on this page, the post read. Animal rights activists are pushing for charges. Animal cruelty must be taken seriously, and the guilty parties should be punished to the fullest extent of the law, said cat advocacy activist Becky Robinson. Her organization, Alley Cat Allies, is offering a $7,500 reward for evidence leading to the arrest and conviction of the person who shot the cat. But others stood up for Lindsey. She’s amazing. She’s caring, said customer Shannon Stoddard. She’s a good vet, so maybe her bad choice of posting something on Facebook was not good. But I do not think she should be judged for it. She dropped off balloons at the animal clinic for Lindsey with a thank you note. CNN’s Jeremy Grisham contributed to this report. |

| Pretrained |
|------------------|
| Lindsey Lindsey, a Texas veterinarian, shot an arrow into the back of an orange tabby’s head... posted a photo of herself smiling, as she dangled its limp body by the arrow’s shaft... Lindsey could face charges, the sheriff’s department says. |

Table 7: The pretrained model outputs a highly relevant summary but makes a mistake on the feline executioner’s name. The no pretrain model degenerates into irrelevant details and repeats itself.
Eugenie Bouchard’s run of poor form continued as the top seed was beaten 6-3, 6-1 by American Lauren Davis in the second round at the Family Circle Cup in Charleston on Wednesday. Davis, 21, had lost her only career meeting with Bouchard, but was in control this time against the world no 7. Davis won nine of the final 11 games of the match and broke Bouchard’s serve twice in the final set to pull off the upset. Eugenie Bouchard fires down a serve during her second-round match at the Family Circle Cup. Bouchard shows her frustrations during her straight-sets defeat by Lauren Davis on Wednesday. I’ve never beaten her before, so I came out knowing I had nothing to lose, said Davis, ranked 66th in the world. Bouchard was a semi-finalist last year but had struggled in the lead-up to the Charleston green-clay event, losing three of her last five matches to lower-ranked opponents. Davis used precise groundstrokes to keep Bouchard on her heels throughout the second set. Davis broke Bouchard’s serve to love to take a 3-1 lead as the 21-year-old Canadian had a double fault, then sailed a forehand long to fall behind. Two games later, Davis hit a backhand to send back Bouchard’s 102mph serve for a winner down the left sideline and a 5-1 lead. Davis hits a forehand on her way to an impressive win against the Canadian top seed. Bouchard has struggled recently, this time slumping to her fourth defeat in six matches. The match ended on Bouchard’s forehand into the net, Davis waving to the cheering crowd. Bouchard said: as soon as it was over, definitely a bit of anger, but also kind of this confusion, slash, like quest to find what’s wrong, like this kind of searching feeling that, ok, like I know something’s off. I know something’s not right. So I want to find it. I was definitely a little bit slow today, overpowered. Usually, I’m the one dominating. So it was definitely, just, I don’t know, just not good.

**Ground Truth summary**

Eugenie Bouchard suffered her fourth defeat in six matches. The Canadian top seed lost to Lauren Davis at the Family Circle Cup. World no 66 Davis won 6-3, 6-1 in the second round in Charleston. Davis won nine of the final 11 games of the match to seal victory. Click here for all the latest news from Charleston.

**No pretrain**

Bouchard beat American Lauren Davis 6-3, 6-1 in the second round of the Family Circle Cup in Charleston on Wednesday. Bouchard had lost her only career meeting with Bouchard but was in control this time against the world no 7. Bouchard won nine of the final 11 games of the match and broke Bouchard’s serve twice in the final set to pull off the upset.

**Pretrained**

Eugenie Bouchard was beaten 6-3, 6-1 by American Lauren Davis in the second round. Davis had lost her only career meeting with Bouchard, but was in control this time against the world no 7. Davis hit a backhand to send back Bouchard’s 102mph serve for a winner down the left sideline.

Table 8: Both models output a relevant summary, but the no pretrain model uses the same name to refer to both players.
Mike Rowe is coming to a river near you. Sometimes, you hear about a person who makes you feel good about humanity, but bad about yourself, Rowe says. On Thursday’s episode of Somebody’s Got Ta Do It, Rowe meets up with Chad Pregracke, the founder of Living Lands & Waters, who does just that. Pregracke wants to clean up the nation’s rivers one piece of detritus at a time. His quota? Always more. Read Mike Rowe’s Facebook post on how to break our litter habit. Since he founded the nonprofit in 1998 at the ripe age of 23, Pregracke and more than 87,000 volunteers have collected 8.4 million pounds of trash from U.S. waterways. Those efforts helped him earn the 2013 CNN Hero of the Year Award, along with numerous other honors. Wherever you are, no matter if there’s a stream, a creek, a lake, whatever, that needs to be cleaned up, you can do it. Just organize it and do it, he told CNN’s Anderson Cooper after his win. Pregracke also gives Rowe a tour of the 150-foot, solar-powered barge that the Living Lands & Waters staff calls home during lengthy cleanups. The part-home, part-office, part-dumpster has seven bedrooms, two bathrooms, a classroom and a kitchen—and just happens to be made from a recycled strip club. According to the organization’s latest annual report, Pregracke has made it his mission in 2015 to remove 500,000 more pounds of trash. If you’d like to help achieve this goal, visit his website to learn how to help: livinglandsandwaters.org/get-involved.

Ground Truth summary
Chad Pregracke was the 2013 CNN Hero of the Year. Mike Rowe visited Pregracke for an episode of Somebody’s Got Ta Do It.

No pretrain
Rowe meets up with Chad Pregracke, founder of Living Lands & Waters. Pregracke and more than 87,000 volunteers collected 8.4 million pounds of trash from U.S. waterways.

Pretrained
Rowe is the founder of Living Lands & Waters, who does just that. Pregracke also gives Rowe a tour of the 150-foot barge that the Living Lands & Waters gets.

Table 9: A failure case. The pretrained model outputs irrelevant details while the no pretrain model successfully summarizes the document.
# Selected English→German Outputs

| Source                                                                 | Ground Truth                                                                                     | No pretrain                                                                                      | Pretrained                                                                                     |
|----------------------------------------------------------------------|------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|
| Mayor Bloomberg told reporters that, because of that court order, the city had suspended the reopening of the public space and protesters were informed, however, that local laws do not allow them to re-install with camping shops and sleeping bags. | Bürgermeister Bloomberg stellt vor der Presse klar, das aufgrund dieser richterlichen Anordnung die erneute Öffnung des Platzes für den Publikumsverkehr und die Demonstranten aufgehoben worden sei. Die Demonstranten wies er darauf hin, dass die Stadtgesetze ihnen nicht erlaubten, sich erneut mit Zelten und Schlafsäcken an diesem Ort einzurichten. | Der Bürgermeister Bloomberg sagte den Reportern, dass die Stadt aufgrund dieser Gerichtsentscheidung die Wiedereröffnung des öffentlichen Raumes und die Information der Demonstranten ausgesetzt habe, dass die lokalen Gesetze ihnen nicht erlauben, mit den Campingplätzen und Schlafsäcken neu zu installieren. | Bürgermeister Bloomberg erklärte gegenüber Journalisten, dass die Stadt aufgrund dieser Gerichtsentscheidung die Wiedereröffnung des öffentlichen Raumes ausgesetzt habe und dass die Demonstranten darüber informiert wurden, dass die örtlichen Gesetze es ihnen nicht erlauben würden, sich mit Campingplätzen und Schlafsäcken neu zu installieren. |

Table 10: The no pretrain model makes a complete mistranslation when outputting "und die Information der Demonstranten ausgesetzt habe". That translates to "the reopening of the public space and the information [noun] of the protesters were suspended", instead of informing the protesters. Furthermore, it wrongly separated the two sentences, so the first sentence has extra words and the second sentence is left without a subject. The pretrained model does not make any of these mistakes. However, both models make a vocabulary mistake of "zu installieren", which is typically only used to refer to installing software. A human evaluator fluent in both German and English said that the pretrained version was better.
The low February temperatures, not only did they cause losses of millions for the agricultural sector, but they limited the possibilities of the state economy to grow, causing a contraction of the economic activity in general of 3.6 percent in the first half of the year, mainly supported by the historic fall of 31.16 per cent in agriculture, which affected the dynamics of other economic sectors.

---

| Source |
|---|
| The low February temperatures, not only did they cause losses of millions for the agricultural sector, but they limited the possibilities of the state economy to grow, causing a contraction of the economic activity in general of 3.6 percent in the first half of the year, mainly supported by the historic fall of 31.16 per cent in agriculture, which affected the dynamics of other economic sectors. |

| Ground Truth |
|---|
| Die niedrigen Temperaturen im Februar verursachten nicht nur Verluste in Millionenhöhe in der Landwirtschaft, sondern sie beschränkten die Möglichkeiten der staatlichen Wirtschaft, wachsen zu wachsen, was zu einer Schrumpfung der Wirtschaftstätigkeit im Allgemeinen von 3.6 Prozent in der ersten Hälfte des Jahres hervorgerufen hat, hauptsächlich durch den historischen Einbruch von 31.16 Prozent in der Landwirtschaft, die Wachstumsdynamik anderer Wirtschaftssektoren beeinflusst hatte. |

| No pretrain |
|---|
| Die niedrigen Temperaturen im Februar führten nicht nur zu Verlusten für die Landwirtschaft, sondern sie beschränkten die Möglichkeiten der staatlichen Wirtschaft, wachsen zu wachsen, was zu einer Schrumpfung der Wirtschaftstätigkeit insgesamt von 3.6 Prozent in der ersten Hälfte des Jahres hervorgerufen hat, hauptsächlich durch den historischen Einbruch von 316 Prozent in der Landwirtschaft, die Wachstumsdynamik anderer Wirtschaftssektoren beeinflusst hatte. |

| Pretrained |
|---|
| Die niedrigen Temperaturen im Februar führten nicht nur zu Verlusten von Millionen für den Agrarsektor, sondern sie beschränkten die Möglichkeiten der Staatswirtschaft, wachsen zu wachsen, was zu einer Schrumpfung der Wirtschaftstätigkeit im Allgemeinen von 3.6 Prozent in der ersten Hälfte des Jahres führte, hauptsächlich durch den historischen Einbruch von 316 Prozent in der Landwirtschaft, die Wachstumsdynamik anderer Wirtschaftsbereiche beeinflusst hatte. |

Table 11: The human evaluator noted that the pretrained version is better, as it correctly captures the meaning and sentence structure of the middle. The no pretrain model does not misses translating the word "million", repeats itself in "wachsen zu wachsen", and puts the verb "beeinflusst wurde" is an unnatural position. However, the pretrained model makes a mistake in the percentage (316% instead of 31.16%).
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To facilitate the inception of the Second World War, they allowed bankers and politicians to create a latent conflict situation by saddling Germany with huge war reparations, thereby making a radicalist example of the impoverished masses, it remained only to introduce a sufficiently convincing culprit and a leader with a simple solution, while also creating a multi-racial Czechoslovakia with a strong German minority to play, and indeed did, the role of a fifth colony, once the war had been ignited.

Table 12: An example where the English source is poorly worded. Both models output poor translations, but the evaluator noted that the pretrained version is still better than the no pretrain version. Interestingly, both models mistranslate "radical" as "radikalismisches", which means "radical Islam", which is probably a bias in the training data.
Under review as a conference paper at ICLR 2017

Table 13: Another example where the English source is poorly worded. Both models get the structure right, but have a variety of problematic translations. Both models miss the meaning of "total vote count". They both also translate "electoral boxes" poorly - the no pretrain model calls it "electoral paperwork" while the pretrained model calls it "ballots". These failures may be because of the poorly worded English source. The human evaluator found them both equally poor.