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Abstract. Multi-object tracking in videos requires to solve a fundamental problem of one-to-one assignment between objects in adjacent frames. Most methods address the problem by first discarding impossible pairs whose feature distances are larger than a threshold, followed by linking objects using Hungarian algorithm to minimize the overall distance. However, we find that the distribution of the distances computed from Re-ID features may vary significantly for different videos. So there isn’t a single optimal threshold which allows us to safely discard impossible pairs. To address the problem, we present an efficient approach to compute a marginal probability for each pair of objects in real time. The marginal probability can be regarded as a normalized distance which is significantly more stable than the original feature distance. As a result, we can use a single threshold for all videos. The approach is general and can be applied to the existing trackers to obtain about one point improvement in terms of IDF1 metric. It achieves competitive results on MOT17 and MOT20 benchmarks. In addition, the computed probability is more interpretable which facilitates subsequent post-processing operations.
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1 Introduction

Multi-object tracking (MOT) is one of the most active topics in computer vision. The state-of-the-art methods [48,45,58,60,25,31,37,40] usually address the problem by first detecting objects in each frame, and then linking them to trajectories based on Re-ID features. Specifically, it computes distances between objects in adjacent frames, discards impossible pairs with large distances, and determines the matched pairs by minimizing the overall distance by applying the Hungarian algorithm [20].

The core of the linking step is to find a threshold where the distances between the matched objects are smaller than it, while those of the unmatched ones are larger than it. The threshold setting is done by experience and has not received sufficient attention. However, our experiment shows that even the best Re-ID model cannot discard all impossible pairs without introducing false negatives using a single threshold because the distances may vary significantly on different frames as shown in Figure 1 (top). We can see that the optimal threshold to discriminate matched and unmatched pairs is 0.2 for video “MOT17-04” and 0.4 for “MOT17-09” which are very different.

\(^1\) This work was done when Yifu Zhang was an intern of Microsoft Research Asia. \(^\ddagger\) Corresponding author.
We argue in this work that we should put a particular value of distance into context when we determine whether it is sufficiently small to be a matched pair. For example, in Figure 1 (top), 0.2 is a large distance for video “MOT17-04” but it is a small one for “MOT17-09” considering their particular distance distributions. To achieve this goal, we propose to compute a marginal probability for each pair of objects being matched by considering the whole data association space which consists of all possible one-to-one assignment structures. The marginal probability is robust to distance distribution shift and significantly improves the linking accuracy in our experiment. For example, in the “Public Detection” track of the MOT17 challenge, the IDF1 score improves from 59.6% to 65.0%.

We consider a possible matching between all the detections and trajectories as one structure. However, naively enumerating all structures is intractable especially when the number of objects in videos is large. We address the complexity issue by computing a small number of low-cost supporting structures which often overlap with the maximum a posterior solution found by Hungarian algorithm [4,48]. The marginal probability of each pair is computed by performing marginal inference among these structures. Our experiments on videos with a large number of objects show that it takes only a fraction of the time to compute without affecting the inference speed.

The approach is general and applies to almost all existing multi-object trackers. We extensively evaluate approach with the state-of-the-art trackers on multiple datasets. It consistently improves the tracking performances of all methods on all datasets with little
extra computation. In particular, we empirically find that it is more robust to occlusion. When occlusion occurs, the distance between two (occluded) instances of the same person becomes larger and the conventional methods may treat them as two different persons. However, the marginal probability is less affected and the two instances can be correctly linked.

2 Related work

Most state-of-the-art multi-object tracking methods [48,45,58,60,25,31,37,56,51] follow the tracking-by-detection paradigm which form trajectories by associating detections in time. They first adopt detectors such as [34,33,61,22,12] to get the location of the objects and then link the detections to the existing trajectories according to similarity. Similarity computation and matching strategy are two key components of data association in the tracking-by-detection paradigm. We review different methods from the two aspects and compare them to our approach.

2.1 Similarity computation

Location, motion, and appearance are three important cues to compute similarity between detections and tracks. IOU-Tracker [6] computes the spatial overlap of detections in neighboring frames as similarity. SORT [4] adopts Kalman Filter [47] as a motion model to predict the future locations of objects. The similarity is computed by the IoU of predicted locations and detected locations. The two trackers are widely used in practice due to their speed and simplicity. However, both the two trackers will cause a large number of identity switches when encountering camera motion and crowded scenes. To decrease the identity switches, DeepSORT [48] adopts a deep neural network to extract appearance features as appearance cues can refine lost objects. The final similarity is a weighted sum of motion similarity computed by Kalman Filter and cosine similarity of the appearance features. Bae et al. [1] also proposes an online discriminative appearance learning method to handle similar appearances of different objects. Many state-of-the-art methods [9,42,45,58,25,31,57] follow [48] to compute the similarity using location, motion and appearance cues. Some methods [49,37] utilize networks to encode appearance and location cues into similarity score. Recently, some methods [45,58,25,31] combine the detection task and re-identification task in a single neural network to reduce computation cost. JDE [45] first proposes a joint detection and embedding model to first achieve a (near) real-time MOT system. FairMOT [58] deeply studies the reasons for the unfairness between detection and re-identification task in anchor-based models and proposes a high-resolution anchor-free model to extract more discriminative appearance features. QDTrack [31] densely samples hundreds of region proposals on a pair of images for contrastive learning of appearance features to make use of the majority of the informative regions on the images. It gets very high-quality appearance features and can achieve state-of-the-art results only using appearance cues.

Our method also uses the location, motion, and appearance cues to compute similarity. However, we find that the appearance feature distance distribution may vary significantly for different videos. We achieve a more stable distribution by computing the marginal probability based on appearance features.
2.2 Matching strategy

After computing similarity, most methods [4,48,1,9,42,45,58,49,37] use Hungarian Algorithm [20] to complete matching. Bae et al. [1] matches tracklets in different ways according to their confidence values. Confident tracklets are locally matched with online-provided detections and fragmented tracklets are globally matched with confident tracklets or unmatched detections. The advantage of confidence-based tracklets matching is that it can handle track fragments due to occlusion or unreliable detections. DeepSORT [48] proposes a cascade matching strategy, which first matches the most recent tracklets to the detections and then matches the lost tracklets. This is because recent tracklets are more reliable than lost tracklets. MOTDT [9] proposes a hierarchical matching strategy. It first associates using the appearance and motion cues. For the unmatched tracklets and detections (usually under severe occlusion), it matches again by IoU. JDE [45] and FairMOT [58] also follow the hierarchical matching strategy proposed by MOTDT. QDTrack [31] applies a bi-directional softmax to the appearance feature similarity and associates objects with a simple nearest neighbor search. All these methods need to set a threshold to decide whether the detections match the tracklets. If the distance is larger than the threshold, the matching is rejected. It is very challenging to set an optimal threshold for all videos because the distance distribution may vary significantly as the appearance model is data-driven. The work most related to our approach is Rezatofighi et al. [35] which also uses probability for matching. However, their motivation and the solution to compute probability are different from ours.

We follow the matching strategy of [9,45,58] which hierarchically uses appearance, motion, and location cues. The main difference is that we turn the appearance similarity into marginal probability (normalized distance) to achieve a more stable distance distribution. The motion model and location cues are more generalized, so we do not turn them into probability. The matching is also completed by the Hungarian Algorithm. Our marginal probability is also more robust to occlusion as it decreases the probability of false matching. We can thus set a looser (higher) matching threshold to refind some lost/occluded objects.

3 Method

3.1 Problem formulation

Suppose we have $M$ detections and $N$ history tracks at frame $t$, our goal is to assign each detection to one of the tracks which has the same identity. Let $d^i_1, ..., d^i_M$ and $h^i_1, ..., h^i_N$ be the Re-ID features of all $M$ detections and $N$ tracks at frame $t$, respectively. We compute a cosine similarity matrix $S_t \in [0, 1]^{M \times N}$ between all the detections and tracks as follows:

$$S_t(i, j) = \frac{d^i_j \cdot h^j_i}{||d^i_j|| \cdot ||h^j_i||},$$

where $i \in \{1, ..., M\}$ and $j \in \{1, ..., N\}$. For simplicity, we replace $\{1, ..., M\}$ by $\mathbb{M}$ and $\{1, ..., N\}$ by $\mathbb{N}$ in the following myparagraphs.

Based on the similarity $S_t$, we compute a marginal probability matrix $P_t \in [0, 1]^{M \times N}$ for all pairs of detections and tracks. $P_t(i, j)$ represents the marginal probability that the
$i_{th}$ detection is matched to the $j_{th}$ track. We compute $P_t(i, j)$ considering all possible matchings. Let $A$ denote the space which consists of all possible associations (or matchings). Under the setting of multi-object tracking, each detection matches at most one track and each track matches at most one detection. We define the space $A$ as follow:

$$A = \left\{ A = (m_{ij})_{i \in M, j \in N} \mid m_{ij} \in \{0, 1\} \right\} \quad (2)$$

$$\land \sum_{i=0}^{M} m_{ij} \leq 1, \forall j \in N \quad (3)$$

$$\land \sum_{j=0}^{N} m_{ij} \leq 1, \forall i \in M \right\} \quad (4)$$

where $A$ is one possible matching. We define $A_{ij}$ as a subset of $A$, which contains all the matchings where the $i_{th}$ detection is matched to the $j_{th}$ track:

$$A_{ij} = \{ A \in A \mid m_{ij} = 1 \} \quad (5)$$

The marginal probability $P_t(i, j)$ can be computed by marginalizing $A_{ij}$ as follows:

$$P_t(i, j) = \sum_{A \in A_{ij}} p(A), \quad (6)$$

where $p(A)$ is a joint probability representing the probability of one possible matching $A$ and can be computed as follows:

$$p(A) = \prod_{q \in M, r \in N} \left( \frac{\exp \left( S_t(q, r) \right)}{\sum_{r=1}^{N} \exp \left( S_t(q, r) \right)} \right) \quad (7)$$

The most difficult part to obtain $P_t(i, j)$ is to computing all possible matchings in $A_{ij}$ because the total number of matchings is $n$-permutation.

### 3.2 Our solution

We consider the structured problems. We view each possible matching between all the detections and tracks as a structure $k \in \{0, 1\}^{MN}$, which can be seen as a flattening of the matching matrix. We define all the structures in the space $A$ as $K \in \{0, 1\}^{MN \times D}$, where $D$ is the number of all possible matchings and $MN \ll D$.

We often use the structured log-potentials to parametrize the structured problems. The scores of the structures can be computed as $\theta := K^T S$, where $S \in \mathbb{R}^{MN}$ is a flattening of the similarity matrix $S_t$. Suppose we have variables $V$ and factors $F$ in a factor graph [19], $\theta$ can be computed as:

$$\theta_o := \sum_{v \in V} S_{V, v}(o_v) + \sum_{f \in F} S_{F, f}(o_f), \quad (8)$$
where \( o_v \) and \( o_f \) are local structures at variable and factor nodes. \( S_V \) and \( S_F \) represent the log-potentials. In our linear assignment setting, we only have variables and thus \( \theta \) can be written in matrix notation as \( \theta = K^\top S_V \).

The optimal matching between detections and tracks can be viewed as the MAP inference problem, which seeks the highest-scoring structure. It can be rewritten using the structured log-potentials as follows:

\[
\text{MAP}_K(S) := \arg \max_{v = Ky \in \Delta^D} \theta^\top y \quad (9)
\]

\[
= \arg \max_{v = ky \in \Delta^D} S_V^\top v, \quad (10)
\]

where \( v \in \{0, 1\}^{MN} \) is the highest-scoring structure and \( \{v = Ky, y \in \Delta^D\} \) is the Birkhoff polytope \([5]\). In linear assignment, the structure \( v \) can be obtained by Hungarian algorithm \([20]\).

The main challenge of computing the marginal probability as in Equation 6 is that the total number of structures \( D \) is very large and usually not tractable. To address the problem, we propose to compute a small number of low-cost and often-overlapping structures instead of enumerating all of them. In \([29]\), Niculae et al. show that this can be achieved by regularizing the MAP inference problem with a squared \( l_2 \) penalty on the returned posteriors which was inspired by \([27]\). Computing multiple structures which approximate the MAP inference problem can be written as follows:

\[
L_2\text{MAP}_K(S) := \arg \max_{v = Ky \in \Delta^D} \theta^\top y - \frac{1}{2}||Ky||_2^2 \quad (11)
\]

\[
= \arg \max_{v = ky \in \Delta^D} S_V^\top v - \frac{1}{2}||v||_2^2, \quad (12)
\]

The result is a quadratic optimization problem and it can be solved by the conditional gradient (CG) algorithm \([21]\). The Equation 11 can be written by function \( f \) as follows:

\[
f(v) := S_V^\top v - \frac{1}{2}||v||_2^2, \quad (13)
\]

A linear approximation to \( f \) around a point \( v' \) is:

\[
f'(v) := (\nabla_v f)^\top v = (S_V - v')^\top v, \quad (14)
\]

We can turn the optimization problem of \( f \) into an MAP inference problem. The variable scores of the MAP inference problem at each step is \( S_V - v' \). At each step, we use Hungarian algorithm to solve the MAP inference problem and get a high-scoring structure \( z \in \{0, 1\}^{MN} \). Then we use \( z \) to substitute \( v' \) for another step. After a small number of steps, we obtain a set of high-scoring and often-overlapping structures \( Z = \{z_1, ..., z_n\} \), where \( n \) is the number of steps. We compute the marginal probability \( P_1 \) by marginalizing \( Z \) following Equation 6:

\[
P_1(i, j) = \sum_{z \in Z_{ij}} \left( \frac{\exp(-C_i^\top z)}{\sum_{v=1}^n \exp(-C_i^\top z_v)} \right) \quad (15)
\]

where \( Z_{ij} \) contains all structures that the \( i_{th} \) detection is matched to the \( j_{th} \) track and \( C_i \in [0, 1]^{MN} \) is a flattened feature distance matrix \( S_V \).
3.3 Tracking algorithm

Our tracking algorithm jointly considers appearance, motion, and location cues. In each frame, we adopt Hungarian algorithm [20] to perform matching two times hierarchically: 1) marginal probability matching, 2) IoU matching.

We first define some thresholds in our tracking algorithm. Thresholds $C_t$ and $C_d$ are the confidence thresholds for the detections. Thresholds $T_p$ and $T_{IoU}$ are for the marginal probability matching and IoU matching, respectively.

In the first frame, we initialize all detections with scores larger than $C_d$ as new tracks. In the following frame $t$, we first match between all $N$ tracks and all $M$ medium detections using marginal probability $P_t \in [0, 1]^{M \times N}$ calculated by Equation 15 and the Mahalanobis distance $M_t \in \mathbb{R}^{M \times N}$ computed by Kalman Filter proposed in [48]. The cost matrix is computed as follows:

$$D_p = \omega (1 - P_t) + (1 - \omega)M_t,$$

where $\omega$ is a weight that balances the appearance cue and the motion cue. We set $\omega$ to be 0.98 in our experiments. We adopt Hungarian algorithm to perform the first matching and we reject the matching whose distance is larger than $T_p$. It is worth noting that $T_p$ may vary significantly for different frames or videos if we directly utilize the appearance feature similarity for matching. The marginal probability matching has a significantly more stable $T_p$.

For the unmatched detections and tracks, we perform the second matching using IoU distance with the threshold $T_{IoU}$. This works when appearance features are not reliable (e.g., occlusion).

Finally, we mark lost for the unmatched tracks and save it for 30 frames. For the unmatched detections, if the score is larger than $C_t$, we initialize a new track. We also update the appearance features following [58].

4 Experiments

4.1 MOT benchmarks and metrics

**Datasets.** We evaluate our approach on MOT17 [28] and MOT20 [11] benchmarks. The two datasets both provide a training set and a test set, respectively. The MOT17 dataset has videos captured by both moving and stationary cameras from various viewpoints at different frame rates. The videos in the MOT20 dataset are captured in very crowded scenes so there is a lot of occlusion happening. There are two evaluation protocols which either use the provided public detections or private detections generated by any detectors. In particular, the MOT17 dataset provides three sets of public detections generated DPM [13], Faster R-CNN [34] and SDP [52], respectively and we evaluate our approach on all of them. The MOT20 dataset provides one set of public detections generated by Faster R-CNN.

**Metrics.** We use the CLEAR metric [3] and IDF1 [36] to evaluate different aspects of multi-object tracking. Multi-Object Tracking Accuracy (MOTA) and Identity F1 Score (IDF1) are two main metrics. MOTA focuses more on the detection performance. IDF1 focuses on identity preservation and depends more on the tracking performance.
4.2 Implementation details

We evaluate our approach with two existing feature extractors. The first is the state-of-the-art one-stage method FairMOT [58] which jointly detects objects and estimates Re-ID features in a single network. The second is the state-of-the-art two-stage method following the framework of DeepSORT [48] which adopts Scaled-YOLOv4 [43] as the detection model and BoT [26] as the Re-ID model. The input image is resized to 1088 × 608. In the linking step, we set $C_d = 0.4$, $C_t = 0.5$, $T_p = 0.8$, $T_{IoU} = 0.5$. We set the number of steps $n$ to be 100 when computing the marginal probability. The inference speed of the models is listed as follows: 40 FPS for Scaled-YOLOv4, 26 FPS for FairMOT and 17 FPS for BoT.

Public detection. In this setting, we adopt FairMOT [58] and our marginal inference data association method. Following the previous works of Tracktor [2] and CenterTrack [60], we only initialize a new trajectory if it is near a public detection (e.g. IoU is larger than a threshold). In particular, we set a strict IoU threshold 0.75 to make our trajectories as close to the public detections as possible. The FairMOT model is pretrained on the COCO dataset [23] and finetuned on the training set of MOT17 and MOT20, respectively.

Private detection. We adopt the detection model Scaled-YOLOv4 [43] and Re-ID model BoT [26] implemented by FastReID [14] in the private detection setting. We train Scaled-YOLOv4 using the YOLOv4-P5 [43] model on the same combination of different datasets as in FairMOT [58]. We train BoT on Market1501 [59], DukeMTMC [36] and MSMT17 [46]. All the training process is the same as the references except the training data. For the Re-ID part, we multiply the cosine distance by 500 to make it evenly distributed between 0 and 1.

Ablation study. For ablation study, we evaluate on the training set of MOT17 and MOT20. To make it more similar to real-world applications, our training data and evaluation data have different data distribution. We also use different detection models and Re-ID models to evaluate the generalization ability of our method. We select three models, FairMOT, Scaled-YOLOv4, and BoT. We adopt FairMOT either as a joint detection and Re-ID model or a separate Re-ID model. We adopt Scaled-YOLOv4 as a detection model and BoT as a Re-ID model. We train Scaled-YOLOv4 on the CrowdHuman [38] dataset. We train FairMOT on the HiEve [24] dataset. We train BoT on the Market1501, DukeMTMC, and MSMT17 datasets. The matching threshold is 0.4 for the distance-based method and 0.8 for the probability-based method.

4.3 Evaluation of the marginal probability

More stable distribution. In this part, we try to prove that marginal probability is more stable than feature distance. We compare the IDF1 score of the two different methods and also plot the distance distribution between detections and tracks of each method. We adopt different detection models and Re-ID models and evaluate on different datasets. The results are shown in Table 1. We can see that the marginal probability matching method has about 1 point IDF1 score higher than the distance-based matching method.
in most settings. The optimal threshold for each video is different. However, it is not realistic to set different thresholds for different videos in some testing scenarios or real-world applications. So we set one threshold for all videos in a dataset. One reason for the performance gain is that the optimal threshold for each video is similar in the probability-based method, which means a single threshold is suitable for most videos.

To obtain the distance distribution, we adopt Scaled-YOLOv4 [43] as the detector and FairMOT [58] as the Re-ID model to perform tracking on the training set of MOT17. We find the optimal threshold for each video by grid search and plot the distance distribution between detections and tracks in each video. The saved distance is the input of the first matching in our tracking algorithm. As is shown in Figure 1, the marginal probability distribution of each video is similar and is more stable than feature distance distribution. Also, the optimal threshold for each video is similar in the probability-based matching method and varies significantly in the distance-based matching method.

| Dataset  | Det       | ReID   | Match | MOTA† | IDF1† |
|----------|-----------|--------|-------|-------|-------|
| MOT17    | FairMOT   | FairMOT| D     | 47.6  | 58.0  |
| MOT17    | FairMOT   | FairMOT| P     | 47.6  | 58.2 (+0.2) |
| MOT17    | Scaled-YOLOv4 | FairMOT | D     | 71.5  | 72.5  |
| MOT17    | Scaled-YOLOv4 | FairMOT | P     | 71.4  | 73.6 (+1.1) |
| MOT17    | Scaled-YOLOv4 | BoT    | D     | 71.5  | 74.8  |
| MOT17    | Scaled-YOLOv4 | BoT    | P     | 71.6  | 75.7 (+0.9) |
| MOT20    | FairMOT   | FairMOT| D     | 43.2  | 45.9  |
| MOT20    | FairMOT   | FairMOT| P     | 43.1  | 46.7 (+0.8) |
| MOT20    | Scaled-YOLOv4 | FairMOT | D     | 73.9  | 69.3  |
| MOT20    | Scaled-YOLOv4 | FairMOT | P     | 74.1  | 70.1 (+0.8) |
| MOT20    | Scaled-YOLOv4 | BoT    | D     | 74.0  | 69.5  |
| MOT20    | Scaled-YOLOv4 | BoT    | P     | 74.2  | 70.2 (+0.7) |

Table 1. Comparison of probability-based method and distance-based method. “P” is short for probability and “D” is short for distance. “Det” is short for detection model and “Re-ID” is short for Re-ID model.

More robust to occlusion. There are many occlusion cases in multi-object tracking datasets [28,11]. Even state-of-the-art detectors cannot detect objects under severe occlusions. Therefore, in many cases, an object will reappear after being occluded for a few frames. The key to getting a high IDF1 score is to preserve the identities of these reappeared objects, which is also a main challenge in multi-object tracking. Using appearance features is an effective way to preserve the identities of the occluded objects. However, we find in our experiments that the appearance feature distances of the same object increases linearly with the increase of the number of interval frames and the distance becomes even larger in the case of occlusion, as is shown in Figure 2. The feature distance becomes very large after 20 frames. Thus, it is difficult to retrieve the
lost object because it needs a high matching threshold, which may lead to other wrong matchings.

Another reason for the IDF1 performance gain of our method is that marginal probability is more robust to occlusion. We show some detailed visualization results of how our approach deals with occlusion and retrieve the lost object. As shown in the second line of Figure 3, our approach can keep the identity unchanged in the case of severe occlusion. We adopt Kalman Filter to filter some impossible matchings (distance is infinity). The distance matrix in Figure 3 is the input of the Hungarian Algorithm in the first matching. The distance of the occluded person is 0.753 in the distance-based method and the distance is 0.725 in the probability-based method. From the distance distribution, we can see that the optimal matching threshold is 0.6 for the distance-based method and 0.8 for the probability-based method. Only the probability-based method can preserve the identity of the occluded person as 0.725 is smaller than 0.8. Because we consider all possible matchings to compute the marginal probability, the probability of many impossible pairs can be very low (e.g., 0) and the distance is very large (e.g., 1) after using 1 to minus the probability. After adding the motion distance, the final distance is compressed between 0.8 to 1.2 and thus we can set a relatively high matching threshold (e.g., 0.8) and successfully retrieve the lost object with a large distance (e.g., 0.7). Also, by comparing 0.725 to 0.753, we can see that the marginal probability can make the distance of correct-matched occluded pairs lower.

![Fig. 2. Visualization of cosine distances of the appearance features at different frame intervals. The appearance features are extracted by the BoT Re-ID model. We show the results of all the sequences from the MOT17 training set.](image)

### 4.4 Ablation studies

In this section, we compare different methods to compute marginal probability and evaluate different components of our matching strategy. We also evaluate the time-consuming of our method. We adopt Scaled-YOLOv4 [43] as the detector, BoT [26]
Fig. 3. Visualization of how our approach preserves object identity in the case of occlusion. The first line is the distance-based method and the second line is the probability-base method. We show tracking visualizations, distance values, and distance distribution for both methods. The tracking results are from frame 686 and frame 700 of the MOT17-11 sequence. The occluded person is highlighted by the red dotted ellipse. The distance value is computed by the track and detection of the occluded person in frame 700. The occluded person is not detected from frame 687 to frame 699 and it is set as a lost track.

as the Re-ID model and evaluate on MOT17 training sets. We utilize powerful deep learning models and domain-different training data and evaluation data to make our setting as close to real-world applications as possible, which can better reflect the real performance of our method.

Probability computation. We compare different methods to compute the marginal probability, including softmax, bi-directional softmax, and our marginal inference method. The softmax method is to compute softmax probability between each track and all the detections. Bi-directional softmax is to compute probability between each track and all the detections along with each detection and all the tracks. We average the two probabilities to get the final probability.

The results are shown in Table 2. We can see that the bi-directional softmax method has the highest MOTA and lowest ID switches while our method has the highest IDF1 score. The softmax-based methods only consider one-to-n matchings and lack global consideration. Our method can approximate all possible matchings and thus has global consideration. Our method has sightly more ID switches than bi-softmax because sometimes the ID will switch 2 times and then turn to be correct in some cases of severe occlusion. In such cases, the IDF1 score is still high and we argue that IDF1 score is more important.

Matching strategy. We evaluate the effect of different components in the matching strategy, including appearance features, sparse probability, Kalman Filter and IoU. As is shown in Table 3, appearance and motion cues are complementary. IoU matching often works when appearance features are unreliable (e.g. occlusion). Finally, the marginal probability matching further increase the IDF1 score by about 1 point.
Table 2. Comparison of different methods to compute probability. “Bi-softmax” is short for bi-directional softmax. “Marginal” is short for marginal inference.

| Method           | MOTA↑ | IDF1↑ | IDs↓ |
|------------------|-------|-------|-----|
| Distance         | 71.5  | 74.8  | 499 |
| Softmax          | 71.6  | 73.7  | 477 |
| Bi-softmax       | 71.6  | 74.7  | 405 |
| Marginal (Ours)  | **71.6** | **75.7** | **449** |

Table 3. Ablation study of different components in the matching strategy. “A” is short for appearance features, “P” is short for probability, “K” is short for Kalman Filter.

| A | K | IoU | P | MOTA↑ | IDF1↑ | IDs↓ |
|---|---|-----|---|-------|-------|-----|
| ✓ | ✓ |     |   | 68.8  | 71.9  | 792 |
| ✓ | ✓ | ✓   |   | 70.1  | 73.6  | 777 |
| ✓ | ✓ | ✓   | ✓ | 71.5  | 74.8  | 499 |
| ✓ | ✓ | ✓   | ✓ | **71.6** | **75.7** | **449** |

**Time-consuming.** We compute the time-consuming of the linking step using videos with different density (average number of pedestrians per frame). We compare the distance-based matching method to the probability-based matching method. We choose videos with different density from the MOT17 training set. As is shown in Figure 4, it takes only a fraction of time (less than 10 ms) to compute the marginal probability.

![Fig. 4. Visualization of the time-consuming of data association. We evaluate two different methods on the training set of MOT17.](image-url)
### Public Detection

| Mode | Method      | MOTA↑ | IDF1↑ | MT↑ | ML↓ | FP↓ | FN↓ | ID↓ |
|------|-------------|-------|-------|-----|-----|-----|-----|-----|
| Off  | MHT,DAM [18]| 50.7  | 47.2  | 491 | 869 | 22875 | 252889 | 2314 |
| Off  | jCC [17]    | 51.2  | 54.5  | 493 | 872 | 25937 | 247822 | 1802 |
| Off  | FWT [15]    | 51.3  | 47.6  | 505 | 830 | 24101 | 247921 | 2648 |
| Off  | eHAF [39]   | 51.8  | 54.7  | 551 | 893 | 33212 | 236772 | 1834 |
| Off  | TT [55]     | 54.9  | 63.1  | 575 | 897 | 20236 | 233295 | 1088 |
| Off  | MPNTrack [8]| 58.8  | 61.7  | 679 | 788 | 17413 | 213594 | 1185 |
| Off  | LifT [16]   | 60.5  | 65.6  | 637 | 791 | 14966 | 206619 | 1189 |
| On   | MOTDT [9]   | 50.9  | 52.7  | 413 | 841 | 24069 | 250768 | 2474 |
| On   | FAMNet [10]| 52.0  | 48.7  | 450 | 787 | 14138 | 253616 | 3072 |
| On   | DeepMOT [50]| 53.7  | 53.8  | 458 | 861 | 11731 | 247447 | 1947 |
| On   | Tracktor++v2 [2]| 56.3 | 55.1 | 498 | 831 | 8866 | 235449 | 1987 |
| On   | CenterTrack [60]| 61.5 | 59.6 | 621 | 752 | 14076 | 206072 | 2583 |
| On   | MTracker (Ours)| 62.1 | 65.0 | 657 | 730 | 24052 | 188264 | 1768 |

### Private Detection

| Mode | Method      | MOTA↑ | IDF1↑ | MT↑ | ML↓ | FP↓ | FN↓ | ID↓ |
|------|-------------|-------|-------|-----|-----|-----|-----|-----|
| On   | TubeTK [30]| 63.0  | 58.6  | 735 | 468 | 27060 | 177483 | 4137 |
| On   | CTracker [32]| 66.6 | 57.4  | 759 | 570 | 22284 | 160491 | 5529 |
| On   | CenterTrack [60]| 67.8 | 64.7  | 816 | 579 | 18489 | 160332 | 3039 |
| On   | FairMOT [58]| 73.7  | 72.3  | 1017 | 408 | 27507 | 117477 | 3303 |
| On   | PermaTrackPr [41]| 73.8 | 68.9  | 1032 | 405 | 28998 | 115104 | 3699 |
| On   | TransTrack [40]| 75.2  | 63.5  | 1302 | 240 | 50157 | 86442 | 3603 |
| On   | CorrTracker [44]| 76.5  | 73.6  | 1122 | 300 | 29808 | 99510 | 3369 |
| On   | MTracker (Ours)| 77.3  | 75.9  | 1314 | 276 | 45030 | 79716 | 3255 |

**Table 4.** Comparison of the state-of-the-art methods on MOT17 test sets. We report results under both public detection and private detection protocols.

### 4.5 Benchmark evaluation

We compare our Marginal Inference Tracker (MTracker) with the state-of-the-art methods on the test sets of MOT17 and MOT20 under both public detection and private detection protocols. We list the results of both online methods and offline methods for completeness. We only compare directly to the online methods for fairness. For public detection results, we adopt the one-shot tracker FairMOT [58] to jointly perform detection and Re-ID and follow CenterTrack [60] to use public detections to filter the tracklets with a more strict IoU distance. For private detection results, we adopt a more powerful detector Scaled-Yolov4 [43] and Re-ID model BoT [26].

Table 4 and Table 5 show our results on the test sets of MOT17 and MOT20. For public detection results, MTracker achieves high IDF1 score and low ID switches and outperforms the state-of-the-art methods by a large margin. On MOT17 test sets, the IDF1 score of MTracker is 5.4 points higher than CenterTrack and the ID switches are reduced by 30%. On MOT20 test sets, the IDF1 score of MTracker is 12.3 points higher than Tracktor++v2 [2] and the ID switches are reduced by 70%. The high IDF1 score and low ID switches indicate that our method has strong identity preservation ability, which...
reveals the advantages of the marginal probability. For the private detection results, we use the same training data as FairMOT and substantially outperforms it on both MOTA and IDF1 score.

### 5 Conclusion

We present an efficient and robust data association method for multi-object tracking by marginal inference. The obtained marginal probability can be regarded as “normalized distance” and is significantly more stable than the distances based on Re-ID features. Our probability-based data association method has several advantages over the classic distance-based one. First, we can use a single threshold for all videos thanks to the stable probability distribution. Second, we empirically find that marginal probability is more robust to occlusion. Third, our approach is general and can be applied to the existing state-of-the-art trackers \([58, 48]\) easily. We hope our work can benefit real applications where data distribution always varies significantly.
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