Barriers to carriers: faults and recombination in non-stoichiometric perovskite scintillators
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ABSTRACT

Tuning the efficiency and speed of charge carrier recombination in inorganic scintillators can potentially improve their performance in diverse applications. Recent work suggests that this maybe be achieved via a two-phase scintillator AB that naturally phase separates into A-rich and B-rich domains. In addition, a favorable electronic structure and band-edge alignment such that the charge carriers are confined or are thermodynamically driven to preferentially accumulate in one of the two domains, might lead to an improved radiative recombination rate. Here, we use density functional theory computations and ab initio molecular dynamics (AIMD), including non-adiabatic molecular dynamics (NAMD) simulations, to examine an alternative phase structure and its potential impact on recombination. Using a model perovskite SrTiO₃ system with one-, two- and three-dimensional Ruddlesden–Popper (RP) phases, we demonstrate that RP faults induce band structure changes in the material that can act as barriers to carrier transport. Our AIMD/NAMD simulations indicate competing effects of a lower mean free path (potentially enhancing the desired radiative recombination and overall scintillating efficiency) and faster non-radiative recombination (undesired) due to enhanced electron–phonon coupling in the faulted system. Full exploitation of such a rational design approach would require tuning of the effective scintillation efficiency by varying the perovskite chemistry using appropriate arrangements of RP faults in the bulk material. Finally, other effects, such as the tendency of point defects to segregate at the interface, that might affect the overall performance, are briefly discussed. We expect the basic results found here to apply to other nanostructured scintillators.
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Introduction

Scintillators, materials that convert the kinetic energy of high energy particles into low energy photons that are more readily detected, are central to a number of applications where imaging is important. By converting, for example, high-energy X-rays to visible light, these materials are integral components in X-ray diagnostic machines that can visualize the internals of a range of objects, from the human body to materials of interest in high energy physics experiments. Thus, improvements in scintillation performance have the potential to benefit a large number of technologically critical areas.

As schematically illustrated in Fig. 1, the performance of a scintillator is related to a number of fundamental processes that involve the production, transport and interaction of carriers produced by the bombardment of those high-energy particles. At its most basic level, scintillation starts with the conversion of the high-energy incoming particle to a cascade of excited electrons and holes within the material. These hot carriers migrate through the material until, in many cases, they encounter a common recombination center, or activator, at which point they recombine, emitting visible or near-visible photons that are imaged with cameras.

In an ideal scenario, where the entire amount of incident energy is converted to photons in the visible or near-visible range of the spectrum and the energy lost as heat or to other non-radiative pathways is negligible, the number of photons that are produced would be the energy of that incoming particle, $E_i$, divided by the band gap of the material $E_{bg}$. However, there are numerous factors that reduce the efficiency from this ideal case. First, the conversion process is not completely efficient. Many of the electrons and holes that are created have energies much higher than the band gap, reducing the total number that is produced. Then, as the carriers migrate through the material, they may get trapped at defects or impurities in the material. Further, they may recombine through non-radiative processes that do not lead to photon production. Finally, many activators commonly used in practice such as Ce and Eu have quantum efficiencies close to 1 and activator concentrations of about 1–5% minimize excitation losses arising from energy transfer to the activator. However, even high concentrations of activator ions do not guarantee high efficiency of the transfer step, especially when the distances between thermalized electrons and holes are large in comparison with the radii of their recombination as well as with the distances between activator ions [8]. Thus, in all cases, the actual efficiency of the scintillator is significantly less than the ideal:

$$n = \frac{E_i}{\beta E_{bg}} < \frac{E_i}{E_{bg}}$$

where $n$ is the number of photons actually produced and $\beta$ is an empirical factor accounting for all of the losses. $\beta$ is almost always at least 2.5, and in many cases is significantly larger.
Each step can be targeted to improve the overall scintillator performance [37]. For example, to mitigate the effects of traps, either defect engineering [32], with the goal of eliminating the defects responsible for the traps, or band-edge engineering [7] to eliminate the effects of the traps, can improve transport processes. These kinds of efforts have improved the light output in garnets almost 5-fold [29, 31] and seem promising for perovskites as well [25]. However, even if all traps, or their effects, are eliminated, there is a chance that the carriers escape the local region and are thus unable to recombine and scintillate.

Recently, Belsky et al. [4] described a model in which a multicomponent compound, if the elements segregate in the right way, could limit the mean free path of carriers and thus enhance recombination. Specifically, they considered a case in which an A-B two phase system phase separated into A-rich and B-rich domains, as schematically illustrated in Fig. 2(left panel). They showed that, within this model, if for example the B domains had larger band gaps and thus band edges that were further from the Fermi level than the A regions, those would act as barriers to transport, confining the carriers to the A regions and thus enhancing their ability to find activators. Thus, by tuning the phase structure of the material, overall scintillator performance could be improved.

In this work, inspired by that conclusion, we consider the potential ability of Ruddlesden–Popper (RP) phases to reduce the mean free path of carriers and enhance recombination. RP phases are modular layered structures that arise in non-stoichiometric ABO$_3$-type perovskites with the general formula $A_{n+1}B_nO_{3n+1}$ ($n = 1, 2, 3$). These can be viewed as extra planes of the rocksalt-structured AO phase interwoven throughout the ABO$_3$ matrix. Thus, these are AO-rich perovskites. Some experimentally observed examples of RP phases are shown in Fig. 3a, b. If these AO planes are arranged periodically, they produce unique diffraction peaks. However, often, they are arranged randomly, as we have seen in previous work on flash sintered SrTiO$_3$ [18].

Because, in some general sense, these structures can be viewed as composites of ABO$_3$ with interwoven AO secondary “phases,” we examine how well those RP faults (defined here as single planes of AO embedded in ABO$_3$) might act as barriers for carrier transport, acting to confine them and enhance their ability to find an activator site for scintillation. The proposed geometry, schematically illustrated in Fig. 2(right panel), would be advantageous if it were able to constrain carriers in a similar way, as all regions would be confining, instead of just isolated islands of A.

To that end, in this work we use density functional theory (DFT) to examine how the band structure changes near RP faults to identify whether the RP faults might act as barriers to electron and/or hole transport. We then use ab initio molecular dynamics (AIMD) to explicitly simulate the structural dynamics of bulk as well as RP phase structures at ambient conditions. Using non-adiabatic molecular dynamics (NAMD), we further investigate the impact of these structural fluctuations on the carrier dynamics in model structures to demonstrate the potential reduction in carrier mean free path and thus the enhancement in potential scintillation. However, we also see that non-radiative recombination is also increased by the presence of the interfaces at RP phase. As this work is meant as a proof-of-principle, we focus our efforts on the non-scintillating perovskite SrTiO$_3$ for convenience, though we expect the general conclusions should hold for other chemistries.
Methodology

The total energy calculations were performed using the Vienna ab initio simulation package (VASP) [21, 22] implementation of the DFT [20] framework. The generalized gradient approximation (GGA) [35] exchange correlation functional is used in the form of the parameterization proposed by Perdew, Burke, and Ernzerhof (PBE) [36]. Brillouin zone integrations were performed using a C-point mesh with at least 500 k-points per reciprocal atom. Full relaxations were carried out using the Methfessel–Paxton smearing method [28] of order one and a final self-consistent static calculation with the tetrahedron smearing method with Blöchl corrections [5]. A plane wave cutoff energy of 500 eV was used and spin polarization was accounted for in all the calculations. All relaxations were carried out until changes in the total energy between relaxation steps were within $1 \times 10^{-6}$ eV and atomic forces on each of the atoms were smaller than 0.01 eV/Å.

The site-projected and orbital-projected density of states (DOS) were calculated by projecting the wave functions onto atom-centered spherical harmonics for each atom. The corresponding DOS for each structural unit was estimated by summing the site-projected and orbital-projected DOS for the atoms comprising the structural unit. The electronic structure module of the pymatgen [33] software package was used to extract this data.

To study the charge carrier recombination at ambient conditions, we further use mixed quantum-classical NAMD simulations with the decoherence-induced surface hopping (DISH) methodology [6, 13, 16]. We consider electrons and nuclei as quantum mechanical and semiclassical particles, respectively. The method has been previously used by one of the authors and several others to explore carrier recombination in semiconductors [9, 11, 19, 24, 27]. To perform AIMD simulations, we construct supercells containing 192 and 135 atoms for RP phase and bulk phase SrTiO$_3$, respectively. For these simulations, we use the same 1D geometry that is illustrated in Fig. 3c. A plane-wave energy cutoff of 400 eV, PBE-GGA exchange-correlation functions, a Gamma-point mesh and a MD time step of 1 fs have been used for all the AIMD simulations.

Considering the 0 K DFT optimized structures as the starting geometry for AIMD simulations, we simulated heating of the system up to 300 K using repeated velocity rescaling for 4 ps. Following that, the trajectories for another 3 ps were simulated within the canonical ensemble (NVT), ensuring thermal equilibrium. Finally, we generated trajectories for 10 ps within the microcanonical ensemble (NVE) and used the last 4 ps of it to perform NAMD simulations.

All 4000 geometries along the AIMD trajectories and 1000 stochastic realizations of the DISH process for each geometry were used to evaluate the electron-hole recombination as implemented in the PYXAID code [1, 2]. For photo-excitation and subsequent carrier relaxation, only the band-edge states are primarily considered as the involved electronic states. To model the initial band-to-band excitation of the material, we promote a single electron from the Kohn–Sham (KS) state of the valence band edge to the KS state of the conduction band edge. Thus, essentially, the simulation uses an active space where a subset of complete KS-states is considered to construct the basis configuration. A detailed description of the methodology can be found in the paper by Akimov et al. [1, 2]. Note that high-energy excitations that require the involvement of the electronic states much deeper in the bands have not been considered in the current study. We further investigate the pure-dephasing process by considering the optical-response theory and evaluate the decoherence time for these materials [14]. The decoherence time can be calculated by fitting a single-Gaussian function with the form [41],

$$f(t) = \exp(- (t/\tau)^2/2).$$  \hspace{1cm} (2)

The short-time linear approximation has been used to
fit the exponential increase of the non-radiatively recombined charge population in the ground state of the systems [30]. This further allowed us to calculate the electron–hole non-radiative recombination time across the electronic band gap. The recombination time ($\tau$) was evaluated by fitting the change in population to the following equation [10, 30],

$$g(t) = 1 - \exp(-t/\tau). \quad (3)$$

Note that we did not perform computationally expensive NAMD simulations that account for the spin-orbit coupling (SOC) effects, which can change the recombination rates at a quantitative level [23]. However, recent studies indicate that NAMD without SOC effects can successfully capture the experimental trend of the non-radiative recombination rates in perovskites materials [11, 12]. We also did not model the possibility of having explicit small polaron formation in these oxide materials [15].

**Results and analysis**

Using DFT, we considered how RP faults arranged in 1, 2 and 3 dimensions impacted the electronic structure of the system. While RP phases have orderly arrangements of the faults, generally the faults can lie in any dimension, forming a complex three-dimensional network of AO-like inclusions. Given that SrO has a much larger calculated band gap than SrTiO$_3$, (3.27 vs 1.79 eV, respectively), one might expect that the faults act as regions of locally larger band gap and potentially barriers for electron and hole transport. Figure 3c provides both a schematic representation of the different structures that might form as RP faults are arranged in different ways as well as actual structures used in the DFT calculations to determine their effects. The positions of the faults are highlighted. In the case of the 1D structure, we chose an arrangement where the spacing between the two faults is not equal in each direction. This allows us to understand how the spacing between faults impacts the electronic structure of the material.

Panels in Fig. 4c provide the orbital-projected DOS as determined for the structural units highlighted in Fig. 4a, while Fig. 4b shows the spatially varying band gap normal to the fault direction on a finer scale.

The site projection clearly reveals a significant variation of the band gap and other aspects of the electronic structure with distance from the RP faults in the system. While overall the band gap of the structure is reduced compared to perfect SrTiO$_3$ (1.57 vs 1.79 eV, respectively), there are regions where locally the band gap increases to over 2 eV, a consequence of the higher band gap of the extra rocksalt-structured faults. Correspondingly, the higher band gap lies exactly where the extra plane of SrO is introduced into the material. Thus, as hypothesized, the RP faults do act, to some degree, like the inclusion of a second phase, at least in terms of the band structure. We note that the values for the site-projected DOS and band gap depend on exactly how space is partitioned, and that is the reason that
Fig. 4b, c do not completely agree on the local values of the band gaps, but the general trend—that the band gap is higher near the RP faults—is the same in either case.

It is interesting to note that the effect is very short ranged. Only two planes away from the faulted atoms, the band gap behaves just as in bulk SrTiO₃. Thus, the inclusion of the RP faults does not perturb the electronic structure of the matrix material to any appreciable extent. The one layer of TiO₂ between the two faults in the shorter direction has a band gap that is very similar to the band gap of the same type of structural unit in the bulk, again highlighting the very short-ranged nature of the perturbation of the faults on the electronic structure. Thus, the faults act like a very sharp barrier to carriers that might be present in the matrix.

The orbital-projected DOS is presented in Fig. 4c. These show that the band gap effectively is the gap between the lower edge of the p orbital bands and the upper edge of the d orbital bands, belonging primarily to the O and Ti ions, respectively. The difference in band gap across structural units is mainly due to a upward shift in the d orbital bands while the position of the upper edge of the p orbital bands remain almost constant over all the structural units.

Similar results are obtained for the 2D and 3D structures. For the sake of brevity and clarity, we only show the results for the 2D structure in Fig. 5. Interestingly, for the 2D and 3D structures, the overall band gap is increased to over 2 eV (2.29 and 2.12 eV, respectively). The site-projected band gap has increased everywhere, but the band gap at the faults is still significantly higher than in the rest of the material. The details of this increase depend on precisely how the DOS is projected onto structural units in the material, but the basic behavior is similar regardless of the details. Importantly, as highlighted in Fig. 5, the gap at the corner where the two orthogonal faults meet is also high, meaning there is no “hole” in the band structure where carriers might slip through. This is also true in the 3D structure, where three faults come to a point: even in this case,
The site-projected band gap along the entire surface of the faulted region is higher than the neighboring bulk.

The hypothesis for examining the effect of RP faults on the electronic structure in SrTiO$_3$ was based on the fact that SrO has a larger band gap than SrTiO$_3$ and the faults might present a barrier to carrier transport. However, as noted, SrTiO$_3$ is not a scintillating perovskite. Thus, we also examined the behavior of RP faults in SrHfO$_3$, which is known to be scintillating [26], see Fig. 6. This is an interesting contrast, as SrHfO$_3$ has a larger band gap than SrO: 3.73 versus 3.27 eV. Based on the original hypothesis, we might expect that the site-projected band gaps are lower at the faults. However, DFT calculations reveal this not to be the case. While the overall band gap of the material in a 1D faulted geometry, 3.72 eV, is indeed much higher than for SrTiO$_3$, the faulted region exhibits a projected band gap of 4.51 eV. Thus, even in this case, the faults act as a potential barrier of transport and provide support that these effects may exist in a scintillating perovskite.

While the DFT calculations suggest that the electronic structure associated with the RP faults in non-stoichiometric perovskites is changed such that the faults might act as barriers to carriers, we use AIMD and NAMD to explicitly examine the role that these faults have on the properties of carriers. For these simulations, we use the same 1D geometry that is illustrated in Fig. 3c.

The key results are shown in Fig. 7. Figure 7a highlights the impact that the faults have on the recombination rate of electrons and holes. Only the non-radiative recombination rate is calculated as the simulations do not include a mechanism for radiative recombination process. Regardless, the rate is directly

![Figure 5 Results of DFT calculations on the 2D faulted structure shown in Fig. 3c. a The structure of the 2D faulted system with the structural units upon which the orbital-projected DOS in b are determined highlighted (purple boxes). b The orbital-projected DOS as a function of position.](image1)

![Figure 6 Results of DFT calculations on the 1D faulted structure for SrHfO$_3$. a The band gap as a function of position in the direction normal to the fault plane. b The structure of the 1D faulted system with the defined structural units.](image2)
related to the mean free path of carriers within the system. As seen in Fig. 7a, the rate of non-radiative recombination is much higher in the faulted system than in the bulk system. Applying the short-time linear approximation of the exponentially increasing function (see Sect. 2), the lifetime of carriers is much smaller: 3.3 ns versus 9.9 ns in the faulted versus bulk structures, respectively. This suggests that the carriers in the faulted structure have a shorter mean free path and thus, if radiative recombination mechanisms were included, such mechanisms might be enhanced. However, more clearly, non-radiative recombination, due to electron–phonon coupling, is certainly enhanced. This indicates that, if the faults do impart any benefit by confining carriers and enhancing their recombination, they do it at the expense of also increasing non-radiative loss.

Figure 7b shows the root mean square displacement (RMSD) for individual atomic species present in the material. The RMSD describes the magnitude of thermal fluctuations of the species in both the bulk and faulted regions. All elements exhibit larger vibrations in the faulted system compared to the bulk system. This is particularly pronounced for Ti atoms near the fault as compared to Ti atoms away from the fault (not shown). This is indicative of the fact that inclusion of fault in the bulk makes the solid more dynamically active in general.

The electronic and lattice degrees of freedom dynamically couple at finite temperature, influencing the non-radiative charge carrier relaxation processes that significantly impact the charge carrier lifetime in semiconductors. Electron–phonon interactions as well as energy gaps predominantly determine the non-radiative carrier recombination rate in semiconductors. Thus, we further explore these factors in detail to understand the trend of carrier lifetime as shown in Fig. 7a.

The electronic and vibrational subsystems exchange energy through an inelastic electron–phonon scattering process at ambient conditions. Due to this, the excited electron dissipates its energy to the phonon modes, activating non-radiative recombination. The averaged non-adiabatic coupling (NAC) constants over complete trajectories quantify the strength of this inelastic electron–phonon scattering process. The higher the value of the NAC, the stronger the coupling between electrical and lattices degrees of freedom. This underpins the extent of the inelastic scattering process and further indicates faster charge recombination in the semiconductor. We find averaged NAC values for bulk and RP-faulted SrTiO$_3$ are 19 meV and 25 meV, respectively. The
larger NAC in the faulted structure indicates faster non-radiative recombination, as we find in Fig. 7a.

Further, these thermal excursions also make the electronic structure very dynamic at ambient conditions. Figure 7c shows the variation in valence and conduction band edge state positions of the entire structure over the course of the MD simulation for both the 1D RP faulted structure and a perfect bulk reference structure. On average, as discussed earlier, the band gap of the faulted structure is lower than that of the bulk reference structure, more so than as determined from the static DFT calculations, which is presumably a consequence of the thermal fluctuations that distort the structure. Further, the variation is confined to the conduction band, which is comprised of Ti 3d states and is more susceptible to the thermal fluctuations of Ti. The faulted structure also exhibits a wider variation in the band gap during the course of the AIMD simulation. This is a consequence of greater dynamical activity of the atoms within the faulted structure—the atoms in the faulted structure exhibit greater RMSD than do those in the bulk structure. Thus, not only do the thermal vibrations increase near a RP fault, but those vibrations induce a wider variation in the electronic structure of the material, also facilitating non-radiative recombination.

Taken together, these results indicate that, while RP faults may have the potential to act as barriers to electrons and holes, effectively corralling them and preventing their mutual escape, other effects can arise that may counter any benefit the confining potential offers. In particular, non-radiative processes may be enhanced that reduce the overall scintillating efficiency of the system.

Discussion

As proposed by Belsky et al. [4], a multi-phase composite structure can, if it has the appropriate electronic structure, enhance carrier recombination by reducing the mean free path of carriers. Essentially, carriers in one phase are confined and thus recombine faster. We have shown that the RP faults that are common in non-stoichiometric perovskites can potentially enhance radiative recombination. Thus, at least for applications in which high recombination rates are beneficial, such as scintillation, non-stoichiometry may offer one route to achieve higher rates.

It is interesting to note that similar considerations apply to other defect recombination problems. In particular, in previous work we developed a model of interstitial and vacancy recombination in the context of radiation damage in composite structures [34, 38]. There, we found that if the defect energetics were such that both interstitials and vacancies preferred the same phase, recombination would be enhanced, much like the behavior of electrons and holes in the current model.

Of course, in real applications, other factors must be considered. For example, the RP faults may prove to be sites for activator dopant segregation, perturbing the ability of carriers to find them. RP faults in SrTiO$_3$ are known to attract point defects [39] and very well could attract dopants. However, the ability to induce a high density of RP faults in perovskites via methods such as flash sintering [18] does provide a reasonably easy route to modify the material structure to enhance scintillator efficiency. Tuning the flash sintering parameters (voltage and temperature ramp) could enable precise control of the density of these faults. Techniques such as conventional and laser molecular beam epitaxy (MBE) [17, 40], which enable control of the synthesis of matter at the atomic scale, have been demonstrated to be very useful in the realization of atomically sharp artificial heterostructures to control the spacing and density of planar defects in perovskites, garnets and rutile structures.

One critical result of this work is that, while the RP faults may act as barriers to carrier migration and thus potentially enhance radiative recombination, this comes at a price. The larger atomic flexibility at the interface leads to greater vibrational degrees of freedom, also enhancing electron–phonon coupling and strengthening non-adiabatic coupling between band edge states. These dynamical effects further result in faster non-radiative recombination in the faulted structure compared to the bulk phase. This is likely a feature of most interfaces and is an aspect that Belsky et al. [4] did not include in their model. Thus, any interfaces would lead to deleterious effects that may compete with the enhanced radiative recombination that might arise from the multi-phase structure. At this time, we do not know which would dominate in faulted SrTiO$_3$. That said, there is an opportunity for materials design here. The enhanced
electron–phonon coupling observed here could be tuned by the appropriate choice of chemistry. That is, by choosing a different perovskite chemistry, it is possible this could be reduced, by choosing B cations that are more massive than Ti. On the other hand, the barrier effect of the faults, as long as the local band gap is larger, would be largely unaffected. Thus, we can speculate that the balance between enhanced radiative versus non-radiative recombination can be at least partially tuned by appropriate choices in chemistry.

Conclusion

We used SrTiO$_3$ as a representative structure to investigate the potential ability of RP phases to reduce the mean free path of carriers and enhance recombination. The problem was approached from three aspects: (1) using DFT to identify RP fault induced band structure changes in the vicinity of the fault which may act as barriers to electron and/or hole transport, (2) explicit simulation of the structural dynamics at ambient conditions using AIMD and (3) investigation of the role of carrier dynamics (via reduction of carrier mean free path) in the enhancement of scintillation using NAMD. DFT calculations indicated that the electronic structure associated with the RP faults in non-stoichiometric perovskites is sufficiently altered so that the faults might act as barriers to carriers. Molecular dynamics simulations indicated faster non-radiative recombination for the RP phase which may reduce the overall scintillating efficiency of the system. Thus, introduction of RP faults in perovskite chemistries may give rise to competing effects of increasing desired radiative recombination rates accompanied by an unwanted increase in rates of non-radiative recombination. This scenario, however, affords the possibility of tuning of the effective scintillation efficiency by varying the perovskite chemistry and by appropriate arrangements of RP faults in the bulk material. In principle, the results discussed in this work may be extended to any other network of planar defects, such as grain boundaries, phase boundaries or stacking faults which afford the opportunity to manipulate the local electronic structure. Especially in the case of nanocrystalline perovskite scintillators [3], carefully engineered defect states may give rise to numerous technological applications arising from the altered optical properties. Thus, any morphology that creates a potential well, and enables tuning of the local electronic structure could potentially facilitate the improvement of the overall scintillator efficiency.
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