Analysis of English Performance Rating Based on Machine Learning and Optimized BP Network Technology
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1. Introduction

English is the universal language of the world. Moreover, in the context of global economic integration, English learning is not only a required course for business elites but also a required course for the general public. At present, in colleges and universities across the country, English is basically presented as a compulsory first foreign language course. Therefore, how to improve the effect of English performance assessment in the context of smart teaching has become an important part of smart English teaching.

Automatic scoring is an important part of evaluating the quality of education in the process of intelligent education [1]. Now, examination is an effective method to grasp the knowledge points of students, and it is also a necessary means to select talents. At the same time, it is inevitable that the daily homework and the grading of test papers in large-scale examinations are inevitable. In the process of manual scoring [2], students’ writing status and answer sheets are affected by the subjective factors of the scorer, which affect the consistency of the score. From the perspective of pedagogy, subjective questions (fill in the blanks, simple answers) will bring more educational benefits. Therefore, the research on automatic scoring methods for subjective problems is particularly urgent [3].

A neurofuzzy logics-based student performance analysis model was given in [4]. The model used the educational data set of students in the time period (1995–2005). It was stated in the work that the analysis has been carried out with the students at higher education levels for improving the results of the students as well as the institutions. In some models, the students’ performances are analyzed with the tutor performances. In [5], a model has been developed for evaluating instructor performance based on the questionnaire model. For that analysis, the model has used the classification models such as decision tree, support vector machine (SVM), discriminant analysis, and artificial neural networks (ANN). In [6], an informative case study has been presented by evaluating EDM-based models for application-oriented services of institutions. The classification models discussed in the paper were multilayer perceptron (MLP), J48 classifier, reduced error pruning decision tree, and sequential minimal optimization (SMO). In [7], Jayasinghe et al. studied the performance analysis of students based on
online and conventional educational patterns. The teachers are directly involved in the evaluation process without considering the learning pattern of the students. For effectively identifying the learning behaviour of students, a k-means clustering approach has been incorporated in [8]. The analysis model included the participation of students in other class activities in addition to their academic achievements. Before the final examinations were carried out, the results are categorized to reduce the failure rate of students. In [9], the authors developed a novel approach called hybrid educational data mining model (HEDM) for analyzing the student performance to effectively enhance the educational quality. The proposed model evaluates the student performance based on distinctive factors that provide appropriate results. Furthermore, the model combines the efficiencies of Naïve Baye’s classification technique and J48 Classifier for deriving the results and categorizing the student performance in precise manner. In [10], it combines artificial intelligence teaching system to build an artificial intelligence sports teaching evaluation model based on neural network. The artificial intelligence model starts from the process evaluation and the final evaluation. Moreover, it uses a recurrent neural network for data training and analysis and introduces a new decoder to perform data processing, and introduces a simplified gated neural network internal structure diagram to build the internal structure of the model. In addition, this study designs a control experiment to evaluate the performance of the model constructed in this study. The research results show that the artificial intelligence model constructed in this paper has a good effect in the performance prediction and evaluation of college sports students. Yong et al. proposed a multiobjective weighted voting ensemble classifier based on differential evolution algorithm for text sentiment classification [11]. This paper assigns greater weights to the classifiers with better performance and proposes a weighted voting approach based on differential evolution. Meanwhile, there are many similar articles, like [12, 13]. Besides, there are many methods based on classification [14–19].

At present, the biggest issue facing automatic scoring is how to correctly describe the similarity of meaning between the student’s answer and the reference answer. The attention mechanism has outstanding effects in the field of natural language. Therefore, this paper attempts to use BP network to solve this problem.

In order to solve the problem of English performance rating, this paper proposes a new method which is based on machine learning and optimized BP network technology. The motivation of this paper is to establish a new evaluation model which can help to analyze the English performance rating process and build the corresponding algorithm model. This new strategy can make full use of the advantages of the machine learning and BP neural network methods. This new method combines BP spatial network technology with spatial sampling and spatial statistical algorithms to construct the system kernel algorithm. In addition, this method uses a needs analysis to construct the framework of the entire English performance rating system and evaluates the practical effect of the system constructed in this paper through experimental research.

2. Related Work

At present, many experts and scholars have conducted research on the related technologies of automatic performance rating, and the related research is summarized as follows.

Literature [20] made regular expression rules based on reference answers, and each rule is related to a score. If the student’s answer is consistent with the rules, the corresponding score can be obtained. Literature [21] formulated rules for students’ answers based on dependent grammatical analysis and shallow meaning analysis. Literature [22] uses a model based on computer tagging and computer-aided review to retrieve student responses with specific content, which is specified in the form of multiple tag templates. Literature [23] automatically labels the answer to the student, proving that it is not very accurate through the experiment, which is really unable to replace the manual mode. Literature [24] proposed a method of automatically generating templates. However, due to the limited accuracy of rule acquisition and performance ability, this method has low generalization ability and cannot be used across domains.

Literature [25] proposed a content rating module (CAM), which matches multiple features at a shallow level through machine learning to detect meaning errors. Literature [26] proposed an automatic scoring method that combines character-level and sentence-level features. Moreover, it proposed a partial similarity histogram (HOPS), which correctly confirms the student’s answer through the character-level feature recognition part. The random forest classifier in the literature [27] is constructed using features such as text similarity based on alignment or filling and word item weight. Literature [28] extracted features such as part-of-speech representation, w2v and D2v, keywords, and statistical sentence length to train a random forest classifier for obtaining an explainable automatic scoring system.

Literature [28] used a neural network composed of CNN and LSTM for automatic scoring. The result is better than the nonneural network method. Deep Belief Network (DBN) was used to explore answers, questions, student-based various combination models, and composite models, respectively. The KAGraader model was proposed, which uses the continuous bag of words (CBOW) model and the long-term memory model (LSTM). It has achieved good results in the automatic scoring task of simple answers in Chinese. The literature proposed a partial connection model, which measures the consistency of students’ answers through the weighted average of multiple folded neural networks (CNN). Literature [29] proposed an automatic scoring model based on a deep autoencoder. In order to promote the further development of automatic scoring methods for simple answers, the text is combined with educational technology to improve the degree of educational informationization.
From the above analysis, it can be seen that the existing experts and scholars have mostly implemented theoretical research in the research of intelligent performance rating algorithms, and they all have their own drawbacks. Therefore, this paper analyzes the English performance rating process in combination with the wisdom of teaching and constructs a corresponding algorithm model to improve the effect of English performance rating.

3. Recognition Algorithm of Spatial Trajectory Information of English Text

The algorithm constructed in this paper is mainly applied to the recognition of English text information and can be applied to network examination systems and traditional paper examinations. Therefore, the system needs to have the ability to recognize spatial text information. When
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Figure 3: Kernel-based sampling block.

Figure 4: Illustration of kernel-based spatial sampling.

Figure 5: Implementation flowchart based on kernel sampling strategy.
Figure 6: Structure of the communication network.

Figure 7: English performance rating system based on machine learning and optimized BP network.

Figure 8: Answer library construction.
constructing the algorithm model, BP spatial network technology is combined with spatial sampling and spatial statistical algorithms.

We assume that the number of uncertain parameters of the analyzed structural model is \( k \) and random sampling is performed \( n \) times in the \( k \)-dimensional uncertain parameter space, and the sampling is repeated twice. Moreover, we extract the rows of the two matrices \( A \) and \( B \) in the following way to represent the sampling points, and the columns from left to right represent the dimensional coordinates of the \( k \) parameters

\[
A = \begin{bmatrix}
\begin{array}{cccc}
\mathbf{x}_{11} & \cdots & \mathbf{x}_{1i} & \cdots & \mathbf{x}_{1k} \\
\mathbf{x}_{21} & \cdots & \mathbf{x}_{2i} & \cdots & \mathbf{x}_{2k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{x}_{n1} & \cdots & \mathbf{x}_{ni} & \cdots & \mathbf{x}_{nk}
\end{array}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
\begin{array}{cccc}
\mathbf{x}_{11} & \cdots & \mathbf{x}_{1i} & \cdots & \mathbf{x}_{1k} \\
\mathbf{x}_{21} & \cdots & \mathbf{x}_{2i} & \cdots & \mathbf{x}_{2k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{x}_{n1} & \cdots & \mathbf{x}_{ni} & \cdots & \mathbf{x}_{nk}
\end{array}
\end{bmatrix}
\]

Next, we process the matrices \( A \) and \( B \) of the above formula, exchange the \( i \)-th column of the two matrices, and keep the remaining columns as they are. The obtained matrices are denoted as \( C_i \) and \( C_{-i} \), as shown in the following formula:
If all the sample points in the processed matrix can be used for simulation calculation to obtain the model output response value of the corresponding sample point, then the GSA parameter sensitivity index corresponding to the dispersion estimate of the model response is calculated:

$$\tilde{f}_0^2 = \frac{1}{n} \sum_{i=1}^{n} f(x_{r_1}, x_{r_2}, \ldots, x_{r_k}) f'(x_{r_1}', x_{r_2}', \ldots, x_{r_k}'),$$

$$\tilde{V}(y) = \frac{1}{n} \sum_{i=1}^{n} f^2(x_{r_1}, x_{r_2}, \ldots, x_{r_k}) - \tilde{f}_0^2,$$

$$\tilde{U}_i = \frac{1}{n} \sum_{r=1}^{n} f(x_{r_1}, x_{r_2}, \ldots, x_{r_k}) f'(x_{r_1}', x_{r_2}', \ldots, x_{r_k}').$$  (3)

The first-order GSA index $S_{x_i}$ of the model parameter $x_i$ is

$$\tilde{S}_{x_i} = \frac{\tilde{U}_i - \tilde{f}_0^2}{\tilde{V}(y)}.$$  (4)

The full-order GSA index $\tilde{S}_{x_i}^V$ of model parameter $x_i$ is

$$\tilde{S}_{x_i}^V = 1 - \frac{\tilde{U}_i - \tilde{f}_0^2}{\tilde{V}(y)}.$$  (5)

The second-order interactive GSA index $S_{x_i x_j}$ of model parameters $x_i$ and $x_j$ is

$$\tilde{S}_{x_i x_j} = \frac{\tilde{U}_{ij} - \tilde{f}_0^2}{\tilde{V}(y)} - \tilde{S}_{x_i} - \tilde{S}_{x_j}.$$  (6)

The above sampling simulation is more suitable for the application of actual text recognition problems. The actual problem is mainly the finite element model of the structure, and there is no specific analytic function. Through the continuous simulation of the sampling points of the sampling generator matrix $A, B, C$, and $C_{-i}$ to calculate the output, the sensitivity indicator of all the corresponding parameters can be calculated. Illustration of the trajectory method design is shown in Figure 1.

Figure 1 shows an example of a single sample trajectory generated for the situation. In each trajectory, the element effect of the input parameter variable can be calculated for two adjacent points in the trajectory. The specific process of trajectory design through matrix operation is shown in the following.

First, the algorithm generates random starting points for each trajectory in the $k$-dimensional design space and converts each starting point into $m$ ($m = k + 1$) points by selecting $m \times k$ sampling matrix $B_j$, where $B_j$ is defined as follows [21]:

$$B_j = \left( I_{m,1} X_j + \frac{\Delta}{2(2B - J_{m,k})D + J_{m,k}} \right).$$  (7)
Among them, the subscript $j$ represents the $j$-th trajectory, $J_{mk}$ is a $m \times k$ matrix with all matrix elements being 1 and $X_j = [x^1_j, x^2_j, \ldots, x^k_j]$ is the standardized starting point of the $j$-th trajectory. $\Delta$ is the change step of $x^i_j$, usually equal to $1 / (p - 1)$ or $p / [2 (p - 1)]$, where $P$ is the selected number of layers of $x^i_j$. $B$ is the original sampling matrix of $m \times k$, and its $i$-th row and $(i+1)$-th row are only different in the $i$-th element:

$$B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 \end{bmatrix}.$$  \hspace{1cm} (8)

$B_j$ inherits the characteristics of $B$; that is, any one of the adjacent rows is different only in its $v$-th element, and $v$ is determined by the random permutation matrix $P$. Moreover, each row of $B_j$ is a design point generated from the starting point $X_j$.

Therefore, $r$ trajectories require the computational cost of a total of $r \times m$ model simulations. We define the meta-effect of the $v$-th input parameter in the $j$-th trajectory as the following formula:

$$d^v_j = \frac{y(x^1_j, \ldots, x^{v-1}_j, x^v_j + \Delta, x^{v+1}_j, \ldots, x^k_j) - y(x^1_j, \ldots, x^{v-1}_j, x^v_j, x^{v+1}_j, \ldots, x^k_j)}{\Delta}.$$  \hspace{1cm} (9)

The trajectory-based sampling strategy is an effective method to estimate the global sensitivity metric. However, the random sampling process of trajectory design may cause

| Number | Rating effect |
|--------|---------------|
| 1      | 98.8          |
| 2      | 98.2          |
| 3      | 98.2          |
| 4      | 98.6          |
| 5      | 97.3          |
| 6      | 98.4          |
| 7      | 97.1          |
| 8      | 97.2          |
| 9      | 97.5          |
| 10     | 98.2          |
| 11     | 97.5          |
| 12     | 97.0          |
| 13     | 98.9          |
| 14     | 98.1          |
| 15     | 98.0          |
| 16     | 98.4          |
| 17     | 97.7          |
| 18     | 97.2          |
| 19     | 98.6          |
| 20     | 98.7          |
| 21     | 98.9          |
| 22     | 99.0          |
| 23     | 98.1          |
| 24     | 97.4          |
| 25     | 97.4          |
| 26     | 98.6          |
| 27     | 97.6          |
| 28     | 98.7          |
| 29     | 98.2          |
| 30     | 98.7          |
| 31     | 97.1          |
| 32     | 98.3          |
| 33     | 97.9          |
| 34     | 98.1          |
| 35     | 97.4          |
| 36     | 98.5          |
| 37     | 98.1          |
| 38     | 98.6          |
| 39     | 97.1          |
| 40     | 98.4          |
| 41     | 97.2          |
| 42     | 98.3          |
| 43     | 97.9          |
| 44     | 98.5          |
| 45     | 98.9          |
| 46     | 97.8          |
| 47     | 98.9          |
| 48     | 97.7          |
| 49     | 97.8          |
| 50     | 98.2          |
| 51     | 98.7          |
| 52     | 97.0          |
| 53     | 97.3          |
| 54     | 98.4          |
| 55     | 99.7          |
| 56     | 98.4          |
| 57     | 97.3          |
| 58     | 98.5          |
| 59     | 97.8          |
| 60     | 97.3          |
| 61     | 97.5          |
nonoptimal coverage of the input space, especially for complex models with a large number of input variables. In order to solve the problem of unsatisfactory coverage, we propose an improved Morris sampling strategy, which ensures that the parameter input space of the model can be scanned better without increasing the number of simulations of the model. The specific steps are as follows. First, the algorithm randomly generates a large number of different trajectories. The distance between the $m$-th trajectory and the $l$-th trajectory is

$$d_{ml} = \sqrt{\sum_{i=1}^{k} \sum_{j=1}^{k} \left[ X^{(j)}_z(m) - X^{(j)}_z(l) \right]^2}, \quad m \neq l,$$  \hspace{1cm} (10)$$

Among them, $k$ is the number of model input variables, and $X^{(j)}_z(m)$ represents the $z$-th coordinate of the $i$-th point in the $m$-th trajectory. The optimal $m$ trajectory in $m$ is selected by maximizing the total Euclidean distance of $r$ trajectories. The total Euclidean distance of $r$ trajectories is defined as follows:

$$D_r = \sqrt{\sum_{m=1}^{r} \sum_{l=m+1}^{r} d_{ml}}.$$  \hspace{1cm} (11)$$

In order to select the best $r$ trajectory, all the combinations of $r$ trajectories are arranged starting from the initial $M$ trajectory, and the total Euclidean distance of each combination is compared. Finally, the combination of the best $r$ Euclidean trajectories with the largest total distance is selected. The optimization process is based on a computationally intensive optimization operation of trajectory design. However, the fatal problem of the Euclidean distance optimization based on the trajectory method is that the entire process must consider all points on each trajectory, which leads to a sharp increase in the optimization calculation time of the high-order original problem. An illustration of the radial method design is shown in Figure 2.

The new sampling design strategy is mainly proposed based on the two shortcomings of the above-mentioned traditional sampling strategy:

1. The optimization of the Euclidean distance degradation method needs to consider the huge optimization calculation burden of all sampling points on the sampling trajectory or radial sampling block.

2. Since the number of random samples is very small, it is not enough to eliminate the parameter $k$-dimensional hypercube input space.

In order to reduce the computational burden of Euclidean distance optimization as one of the shortcomings, a femto-based design is proposed, which reduces the number of consideration points required for Euclidean distance optimization. As shown in Figure 3, the core point is the initial control point of each sample cube and is located at the center of all sample points of each cube, so it serves as a representative point for optimization of the Euclidean distance of all sample points in each cube. When the center point of the $k$-dimensional hypercube is obtained, that is, $X = (x_1, x_2, \ldots, x_k)$, the other two points in the direction of the $v$th ($v = 1, 2, \ldots, k$) coordinate axis can be obtained by adding and subtracting the step size $s$, namely,

$$X^+ = (x_1, x_2, x_{v+1}, \ldots, x_k),$$

$$X^- = (x_1, x_2, x_{v-1}, \ldots, x_k).$$  \hspace{1cm} (12)$$

Figure 10: Statistical diagram of the effect of English performance rating.
We define the meta-effect EE of the \( v \)-th input parameter in the \( j \)-th sampling box as

\[
EE^v_j = \frac{y(x^1_j, \cdots, x^{r-1}_j, x^r_j + \text{step}, x^{r+1}_j, \cdots, x^k_j) - y(x^1_j, \cdots, x^{r-1}_j, x^r_j - \text{step}, x^{r+1}_j, \cdots, x^k_j)}{2 \times \text{step}}.
\]  

(13)

Kernel-based sampling block is shown in Figure 3. Illustration of kernel-based spatial sampling is shown in Figure 4.

For the newly proposed Euclidean distance optimization of the kernel-based sampling strategy, all the core points in the multidimensional sampling cube are control points, so as to greatly reduce the number of spatial points considered in the Euclidean distance optimization based on the nuclear sampling design. In order to avoid the problem of random sampling at the defect, the kernel-based sampling design uses a multilayer LHS method to generate excellent coverage samples in the entire multidimensional input space to generate enough sample cube center points. The new sampling design greatly reduces the idea of representative points, the number of points that should be considered when optimizing the Euclidean distance, and the computational burden of this optimization process. On the other hand, the total Euclidean distance of the \( r \) cube is defined by the following formula. Compared with the initial design of the Euclidean distance optimization method, the kernel-based design saves more than ten times of calculation time in the Euclidean distance optimization process, especially when considering the large number of model input parameters:

\[
D = \sum_{m=1}^{r} \sum_{i=m+1}^{r} \left( \frac{\sum_{j=1}^{k} (X^m_j - X^i_j)^2}{2} \right). 
\]  

(14)

Here, \( X^m_i \) represents the coordinate value of the \( i \)-th parameter of the \( m \)-th sampling core point.

Using matrix \( P \) and matrix \( R \), the sample space \( S \) can be obtained, as shown in the following formula:

\[
S = \frac{1}{N} \times (P - R). 
\]  

(15)

Each element in \( S \) is the corresponding cumulative distribution probability, and then the parameter sample value can be obtained by using the inverse function of the cumulative probability distribution to invert:

\[
x_{ij} = F^{-1}_{x_i}(s_{ij}). 
\]  

(16)

Here, \( i = 1, 2, \ldots, N, j = 1, 2, \ldots, K \). \( F^{-1}_{x_i} \) represents the inverse function of the cumulative distribution function of the \( j \)-th random variable, and \( x_{ij} \) represents the element in the \( i \)-th row and \( j \)-th column in the sample space \( S \). Then, \( X = [x_{ij}] \) represents the original sample space matrix extracted by LHS. Figure 5 shows the operation process.

In order to realize the parallel evaluation of multiple students' performance, we can build a data collection and performance evaluation system.

The structure of the communication network can be found in Figure 6.

### 4. System Model Construction and Testing

After the optimized BP network algorithm is obtained through the above analysis, the English performance rating system is constructed. This article mainly extracts students' English answers through text recognition when the system is constructed and compares them with the standard library. Among them, objective questions are mainly scored directly through standard answer comparison, and subjective questions are to compare student scores with standard answers. After that, a certain prediction is made through the system and finally a subjective question score is given. The system model constructed in this paper is shown in Figure 7.

The system database constructed in this paper is mainly an answer bank of English test questions. Since the system in this paper is suitable for every English exam, it is necessary to build a special answer bank, which is convenient for teachers to operate the system, and the answer bank can be reset every time. The system can also collect the answer information of different students and compare it with the standard answer library. In this process, the English answer information of all students is first obtained through systematic spatial statistics and intelligent recognition and compared and analyzed through the standard library. Clustering and screening are also involved in this process, as shown in Figure 8.

On the basis of the above analysis, the performance of the system is analyzed. The system in this paper needs to perform text recognition on students' English answer sheets and then performs system score determination on the basis of text recognition. Therefore, firstly collect test paper information through text recognition, multiple sets of information through experimental research, and statistics on the accuracy of information. Since the answer recognition of English objective questions is relatively simple and the recognition results can be directly compared with standard answers, the system constructed in this paper mainly scores English subjective questions. In order to verify the performance of the method proposed in this paper, we compare the performance with the other two methods proposed in references [9, 10]. The results are shown in Table 1 and Figure 9.

From the above research and analysis, it can be seen that the accuracy rate of text information recognition of test papers of the method proposed in this paper is almost around 99%, which means that this method has good performance. Meanwhile, the English performance rating system based on machine learning and optimized BP
network proposed in this paper has a good effect on the text information extraction of English test papers. On this basis, the effect of systematic English performance rating is evaluated, and multiple experiments are carried out. The results obtained are shown in Table 2 and Figure 10.

Through the above experimental research, it can be seen that the effect of English performance rating of the method proposed in this paper is almost around 98%, which means that this method has good performance. Meanwhile, the English performance rating system based on machine learning and optimized BP network proposed in this paper has a good performance rating effect of English subjective questions.

5. Conclusion
The algorithm in this paper is mainly applied to the recognition of English text information and can be applied to the network examination system and the traditional paper examination. Therefore, the system needs to have the ability to recognize spatial text information. When constructing the algorithm model, the BP spatial network technology is used to combine spatial sampling and spatial statistical algorithms. Moreover, when the system is constructed, the students’ English answers are extracted through text recognition and compared with the standard library. Among them, objective questions are mainly scored directly through standard answer comparison, and subjective questions are for comparing student scores with standard answers. After that, a certain prediction is made through the system and finally a subjective question score is given. In addition, the system needs to perform text recognition on students’ English answer sheets and then perform system score determination on the basis of text recognition. Finally, this paper collects test paper information through text recognition, collects multiple sets of information through experimental research, and collects statistical information accuracy and performance rating accuracy. From the experimental research results, it can be seen that the English performance rating system constructed in this paper has a certain effect. The method proposed in this paper is based on the machine learning and BP neural network. Therefore, the application of the algorithm requires high computing power. So, in the future, we should further study an algorithm which can ensure efficiency and low computational complexity.
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