SUPERSTRING SCATTERING AMPLITUDES IN HIGHER GENUS
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Abstract. In this paper we continue the program pioneered by D’Hoker and Phong, and recently advanced by Cacciatori, Dalla Piazza, and van Geemen, of finding the chiral superstring measure by constructing modular forms satisfying certain factorization constraints. We give new expressions for their proposed ansätze in genera 2 and 3, respectively, which admit a straightforward generalization. We then propose an ansatz in genus 4 and verify that it satisfies the factorization constraints and gives a vanishing cosmological constant. We further conjecture a possible formula for the superstring amplitudes in any genus, subject to the condition that certain modular forms admit holomorphic roots.

1. Introduction

The problem of finding an explicit expression for the string measure to an arbitrary loop (genus) order is one of the major open problems in string perturbation theory. For the bosonic string, chiral expressions in any genus in terms of theta functions and additional points on the worldsheet have been proposed by Manin in [18], Beilinson and Manin in [1], and Verlinde and Verlinde in [26]. Non-chiral expressions in terms of the Weil-Petersson measure and Selberg zeta functions have also been proposed by D’Hoker and Phong in [7]. The problem is much more difficult for the superstring and the heterotic string. Although the one-loop scattering amplitudes had been derived by Green and Schwarz in [5] for the superstring and by Gross, Harvey, Martinec, and Rohm in [6] for the heterotic string, the case of genus $g \geq 2$ remained inaccessible until relatively recently. The difficulty in obtaining a formula for the chiral superstring measure in higher genus is the occurrence of odd supermoduli in any amplitude starting from genus $g \geq 2$.

A solution to this problem was proposed by D’Hoker and Phong, who introduced a gauge-fixing procedure respecting the local supersymmetry of the worldsheet. Using this procedure, they managed to
compute the genus 2 superstring measure from first principles in a series of papers \cite{8, 9, 10, 11} and to verify that the corresponding result $\theta[\Delta]^4 \Xi_6[\Delta]$ times the bosonic measure produced vanishing cosmological constant, 2- and 3-point scattering amplitudes, and other expected physical properties \cite{14, 15}. With the new insight from $\Xi_6[\Delta](\Omega)$, they started a modern program of identifying the higher genera superstring measure from factorization constraints and syzygy/asyzygy conditions \cite{12, 13}. In \cite{13} they also proposed an ansatz for the superstring measure in genus 3, including a $\theta[\Delta]^4$ factor, subject to the condition of certain linear combinations of modular forms having a square root. However, to date such a linear combination has not been found, and may not exist (see below).

In \cite{2} Cacciatori and Dalla Piazza used the combinatorics of the action of the symplectic group on the set of theta characteristics in genus 2 to identify D’Hoker and Phong’s modular form $\Xi_6[\Delta](\Omega)$ from certain invariance properties. Recently Cacciatori, Dalla Piazza, and van Geemen \cite{3} proposed an ansatz for the chiral superstring measure in genus 3, by constructing an appropriate modular form $\Xi_8[\Delta]$, which has a $\theta[\Delta]^2$ rather than the $\theta[\Delta]^4$ factor, satisfying the factorization constraints on the locus of products of abelian varieties of lower genera. They also promise to determine in a forthcoming paper the dimension of the appropriate space of modular forms, and to show that their form is the unique one satisfying the factorization constraints (and thus there would be no solution in the form suggested in \cite{13}). They also say that their constraints appear to have a solution in genus 4 as well.

In this paper we rewrite the ansatz of D’Hoker and Phong in genus 2, and of Cacciatori, Dalla Piazza, and van Geemen in genus 3 in terms of modular forms associated to isotropic spaces of theta characteristics, which have been studied since the times of Krazer \cite{17} and in particular used by Salvati Manni \cite{23}. This allows us to propose a straightforward generalization of the chiral superstring measure to higher genera, which for genus 4 is an appropriate holomorphic modular form satisfying the necessary factorization constraints and producing vanishing cosmological constant. For higher genera we conjecture a possible ansatz, satisfying the factorization constraints, contingent on certain monomials in theta constants admitting holomorphic roots.

An expression for higher genus superstring amplitudes was also proposed by Matone and Volpato \cite{19}. Their formulas depend on the choice of points on the worldsheet and do not seem to give an explicit modular form. It would be interesting to understand the relation of our work to theirs.
The structure of this work is as follows: in section 2 we fix notations and introduce basic notions of modular forms. In section 3 we review the orbits of the action of the symplectic group on sets of theta characteristics. In section 4 we reinterpret the modular form \( G \) defined in [3] in terms of syzygies. Though strictly speaking this computation is not needed to define our modular forms and construct an ansatz, this is our motivation for considering, in section 5, modular forms corresponding to vectors subspaces of the space of theta characteristics and reviewing what is known about them. In section 6 we prove the crucial theorem 15 describing the restrictions of these modular forms to loci of products. In section 7 we obtain a new expression for the ansätze in genera 2 and 3 in terms of our modular forms, and also verify that in genus 4 there is a unique modular form that is a linear combination of ours that has correct factorization properties, thus giving an ansatz in genus 4. In section 8 we describe a possible generalization to arbitrary genus, proving in theorem 22 that it satisfies the factorization constraints (this also gives another proof of this for the ansatz in genus 4), and describe further tests and questions that could be used to study the validity and uniqueness of the ansatz.

2. Notations and definitions

**Definition 1.** We denote by \( \mathcal{A}_g \) the moduli space of complex principally polarized abelian varieties of dimension \( g \). We denote by \( \mathcal{H}_g \) the Siegel upper half-space of symmetric complex matrices with positive-definite imaginary part, called period matrices. The right action of the symplectic group \( \text{Sp}(2g, \mathbb{Z}) \) on \( \mathcal{H}_g \) is given by

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} \circ \tau := (C \tau + D)^{-1}(A \tau + B)
\]

where we think of elements of \( \text{Sp}(2g, \mathbb{Z}) \) as of consisting of four \( g \times g \) blocks, and they preserve the symplectic form given in the block form as \( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \). We then have \( \mathcal{A}_g = \text{Sp}(2g, \mathbb{Z}) \backslash \mathcal{H}_g \).

**Definition 2.** Given a period matrix \( \tau \in \mathcal{H}_g \) we denote the abelian variety corresponding to \([\tau] \in \mathcal{A}_g \) by \( A_\tau := \mathbb{C}^g/(\mathbb{Z}^g + \tau \mathbb{Z}^g) \). The theta function is a function of \( \tau \in \mathcal{H}_g \) and \( z \in \mathbb{C}^g \) given by

\[
\theta(\tau, z) := \sum_{n \in \mathbb{Z}^g} \exp(\pi i (n^t \tau n + 2n^t z)).
\]

We denote by \( \Theta_\tau \) the line bundle on \( A_\tau \) of which the theta function is a section.
Definition 3. Given a point of order two on $A_\tau$, which can be uniquely represented as $\frac{\epsilon + \delta}{2}$ for $\epsilon, \delta \in \mathbb{Z}_2^g$ (where $\mathbb{Z}_2$ denotes the abelian group $\mathbb{Z}/2\mathbb{Z} = \{0, 1\}$ and we use the additive notations throughout the text), the associated theta function with characteristic is

$$\theta_{\left[\frac{\epsilon}{\delta}\right]}(\tau, z) := \sum_{n \in \mathbb{Z}^g} \exp(\pi i ((n + \epsilon)^t \tau (n + \epsilon) + 2(n + \epsilon)^t (z + \delta))).$$

As a function of $z$, $\theta_{\left[\frac{\epsilon}{\delta}\right]}(\tau, z)$ is odd or even depending on whether the scalar product $\epsilon \cdot \delta \in \mathbb{Z}_2$ is equal to 1 or 0, respectively. Theta constants are restrictions of theta functions to $z = 0$, and all odd theta constants vanish identically in $\tau$. 

Definition 4. A modular form of weight $k$ with respect to a subgroup $\Gamma \subset \text{Sp}(2g, \mathbb{Z})$ is a function $f : \mathcal{H}_g \rightarrow \mathbb{C}^g$ such that

$$f(\gamma \circ \tau) = \det(C\tau + D)^k f(\tau) \quad \forall \gamma \in \Gamma, \forall \tau \in \mathcal{H}_g.$$ 

We define the level subgroups of $\text{Sp}(2g, \mathbb{Z})$ as follows:

$$\Gamma_g(n) := \left\{ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \Gamma_g \mid M \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod n \right\}$$

$$\Gamma_g(n, 2n) := \left\{ M \in \Gamma_g(n) \mid \text{diag}(A^t B) \equiv \text{diag}(C^t D) \equiv 0 \mod 2n \right\}.$$ 

These are normal subgroups of $\text{Sp}(2g, \mathbb{Z})$ for $n > 1$; however, $\Gamma_g(1, 2)$ is not normal.

Remark 5. Theta constants with characteristics are not algebraically independent, and satisfy a host of algebraic identities. Their squares can be expressed algebraically in terms of a smaller set of modular forms, called theta constants of the second order, by using Riemann’s bilinear addition theorem — see [16] for details. Theta constants of the second order are algebraically independent for $g \leq 2$. The only identity among them for $g = 3$ was known classically at least since the time of Schottky, and is discussed in [4], while the ideal of relations among them for $g > 3$ is not known, and presumably very complicated.

3. The action of $\text{Sp}(2g, \mathbb{Z})$ on theta characteristics

Proposition 6 (see [16]). Theta constants with characteristics are modular forms of weight one half with respect to $\Gamma_g(4, 8)$. Moreover, the full symplectic group acts on theta constants with characteristics as follows:

$$\theta_{\left[\frac{\epsilon}{\delta}\right]} \left( M \cdot \tau \right) = \phi(\epsilon, \delta, M, \tau, z) \det(C\tau + D)^{\frac{1}{2}} \theta_{\left[\frac{\epsilon}{\delta}\right]}(\tau),$$
where $\phi$ is some explicit eighth root of unity, and the action on the characteristic is

\[
M \begin{pmatrix} \varepsilon \\ \delta \end{pmatrix} := \begin{pmatrix} D & -C \\ -B & A \end{pmatrix} \begin{pmatrix} \varepsilon \\ \delta \end{pmatrix} + \begin{pmatrix} \text{diag}(C^t D) \\ \text{diag}(A^t B) \end{pmatrix}
\]

where the addition in the right-hand-side is taken in $\mathbb{Z}_2$.

Notice that by this formula the action of the subgroup $\Gamma_g(2)$ on the set of characteristics is trivial, and thus the action of the entire group $\text{Sp}(2g, \mathbb{Z})$ on the set of characteristics factors through the action of $\text{Sp}(2g, \mathbb{Z})/\Gamma_g(2) = \text{Sp}(2g, \mathbb{Z}_2)$.

One can thus study the orbits of characteristics or sets of characteristics under the symplectic group action. This was done by Salvati Manni in [24], where all of the following results can be found. One first observes that the action of $\Gamma_g(4, 8) \setminus \Gamma_g(2)$ on the set of theta constants differs from the modular one by extra signs, while $\Gamma_g(2)$ in addition permutes the characteristics. It is also clear that the action of $\text{Sp}(2g, \mathbb{Z})$ on the set of characteristics (which factors through the action of $\text{Sp}(2g, \mathbb{Z}_2)$) is transitive. To study the action on tuples of characteristics (i.e., the orbits of the $\text{Sp}(2g, \mathbb{Z}_2)$ acting on $(\mathbb{Z}_2^{2g})^n$ diagonally), we need more definitions.

**Definition 7.** The Weil symplectic form on the space $\mathbb{Z}_2^{2g}$ of characteristics is defined to be

\[
\left\langle \begin{bmatrix} \alpha \\ \beta \end{bmatrix}, \begin{bmatrix} \varepsilon \\ \delta \end{bmatrix} \right\rangle := \alpha \cdot \delta + \beta \cdot \varepsilon.
\]

Notice that this symplectic form is not preserved by the action of $\text{Sp}(2g, \mathbb{Z})$ on the set of characteristics: the pairing of the zero characteristic with any characteristic is zero, and it is the only such characteristic, while the action $\text{Sp}(2g, \mathbb{Z})$ given by (1) is affine and does not preserve zero.

**Definition 8.** A triple of characteristics $\begin{bmatrix} \varepsilon_1 \\ \delta_1 \end{bmatrix}, \begin{bmatrix} \varepsilon_2 \\ \delta_2 \end{bmatrix}, \begin{bmatrix} \varepsilon_3 \\ \delta_3 \end{bmatrix}$ is called syzygetic or azygetic depending on whether the sum

\[
\varepsilon_1 \cdot \delta_1 + \varepsilon_2 \cdot \delta_2 + \varepsilon_3 \cdot \delta_3 + (\varepsilon_1 + \varepsilon_2 + \varepsilon_3) \cdot (\delta_1 + \delta_2 + \delta_3)
\]

is 0 or 1, respectively. Notice in particular that a triple of even characteristics is syzygetic or azygetic if their sum is even or odd, respectively. This notion is in fact invariant under the symplectic group action.
The orbits of the action (1) of the symplectic group on sets of characteristics are completely described by the following

**Theorem 9** ([16] p. 212, [24]). There exists an element of the symplectic group mapping a set of \( n \) characteristics to another set of \( n \) characteristics if and only if there exists a way to number the characteristics in the first set \( a_1 \ldots a_n \), and the characteristics in the second set \( b_1 \ldots b_n \) in such a way that

- for any \( i \) the parity of \( a_i \) and \( b_i \) is the same
- for any linear relation among \( a_i \) with an even number of terms, i.e. if \( a_{i_1} + \ldots + a_{i_{2k}} = 0 \), there is a corresponding linear relation \( b_{i_1} + \ldots + b_{i_{2k}} = 0 \) and vice versa.
- any triple \( a_i, a_j, a_k \) is a/syzygetic if and only if the corresponding triple \( b_i, b_j, b_k \) is a/syzygetic.

4. Results of Cacciatori, Dalla Piazza, van Geemen in terms of syzygy conditions

The main new ingredient of the superstring measure in genus 3 proposed by Cacciatori, Dalla Piazza, and van Geemen in [3] is the modular form \( G \), of weight 8 with respect to the group \( \Gamma(1,2) \subset \text{Sp}(6,\mathbb{Z}) \) — it is described there in terms of certain quadrics on \( \mathbb{Z}^6_2 \). However, since \( G \) is a polynomial in theta constants with characteristics, from theorem 9 it follows that the monomials appearing in it should be characterized by the syzygy properties and linear dependencies of the characteristics involved. We now obtain such a description of the modular form \( G \), by unraveling the definition of \( G \) given in [3] in terms of syzygies. We would like to thank Eric D’Hoker and Duong Phong for encouraging us to do this translation — which then gave a formula amenable to generalizing to higher genus.

Given an even characteristic \( \Delta = \begin{bmatrix} abc \\ def \end{bmatrix} \) — or \( \begin{bmatrix} \alpha \\ \beta \end{bmatrix} \) in our notations — one can define a corresponding quadratic form on the set of characteristics, i.e. ([3], p. 12) for \( v \in \mathbb{Z}^6_2 \) one defines

\[
q_{\Delta}(v) := v_1 v_4 + v_2 v_5 + v_3 v_6 + av_1 + bv_2 + cv_3 + dv_4 + ev_5 + f v_6.
\]

If we write \( v = \begin{bmatrix} \varepsilon \\ \delta \end{bmatrix} \), this is simply

\[
q_{\Delta}(v) = \varepsilon \cdot \delta + \alpha \cdot \varepsilon + \beta \cdot \delta,
\]
Since \[
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\] is an even characteristic, we have \(\alpha \cdot \beta = 0\), and thus

\[
q\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\begin{bmatrix}
\varepsilon \\
\delta
\end{bmatrix}
= (\varepsilon + \beta) \cdot (\delta + \alpha).
\]

This looks strange as the \(\alpha\) and \(\beta\) are strangely swapped, and I believe that there is a small typo in [3] of interchanging the top and the bottom vector of the characteristic. For the characteristic \[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\] that is used for explicit calculations in [3] there is of course no difference, but otherwise modularity would not hold. The correct definition should thus be

\[
q\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\begin{bmatrix}
\varepsilon \\
\delta
\end{bmatrix}
= (\varepsilon + \alpha) \cdot (\delta + \beta).
\]

In [3] a quadric is now introduced

\[
Q_\Delta := \{v \mid q_\Delta(v) = 0\}.
\]

From definition (2) it follows that this is the set of characteristics \[
\begin{bmatrix}
\varepsilon \\
\delta
\end{bmatrix}
\] such that \[
\begin{bmatrix}
\varepsilon + \alpha \\
\delta + \beta
\end{bmatrix}
\] is even, i.e. this is just the set of even characteristics, to which \[
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\] is added. The symplectic form \(\langle v, w \rangle\) on \(\mathbb{Z}_2^n\) is denoted \(E(v, w)\) in [3]. Notice that if both characteristics are even, this is the same as the quadratic form \(q\). Considering Lagrangian (also called maximal isotropic classically, see [16] and [23]) subspaces of \(\mathbb{Z}_2^n\) with respect to \(\langle \cdot, \cdot \rangle\) means choosing three linearly independent characteristics \[
\begin{bmatrix}
\varepsilon_i \\
\delta_i
\end{bmatrix}_{i=1,3}
\] such that the Weil pairing is zero on any pair, i.e. such that the sum of any pair of characteristics is again even. This is equivalent to saying that the triple of characteristics consisting of this pair and zero is syzygetic. The set of all even quadrics containing a Langrangian subspace is now considered in [3]. This means considering the set of all characteristics \(\Delta = \begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}\) such that \(q_\Delta|_L = 0\). Thus

\[
Q_\Delta \supset L \iff \begin{bmatrix}
\varepsilon + \alpha \\
\delta + \beta
\end{bmatrix} \text{ is even } \forall \begin{bmatrix}
\varepsilon \\
\delta
\end{bmatrix} \in L.
\]

We now notice (following 8.4 in [3], essentially) that if \(\Delta\) and \(\Delta'\) are two characteristics such that \(Q_\Delta \cap Q_{\Delta'} \supset L\), then we must have \(\Delta - \Delta' \in L\).
Thus the definition of $G$ at the top of page 13 in [3] becomes

$$G[\Delta] = \sum_{L \subset Q_\Delta} \prod_{v \in L} \theta[v + \Delta]^2.$$ 

The condition $L \subset Q_\Delta$ means that the sum in the definition of $G$ is taken over linear spaces generated by triples of characteristics $[\varepsilon_i \delta_i]_{i=1..3}$ such that all $[\alpha + \varepsilon_i + \varepsilon_j]_{\beta + \delta_i + \delta_j}$ are even and all $\langle [\varepsilon_i \delta_i], [\varepsilon_j \delta_j] \rangle = \varepsilon_j \cdot \delta_i + \varepsilon_i \cdot \delta_j = 0$. Adding these conditions together shows that all characteristics $[\alpha + \varepsilon_i + \varepsilon_j]_{\beta + \delta_i + \delta_j} = [\alpha \beta] + [\alpha + \varepsilon_i]_{\beta + \delta_i} + [\alpha + \varepsilon_j]_{\beta + \delta_j}$ are even. Thus we get the following alternative formula

**Proposition 10.** The modular form $G[\Delta]$ defined in [3] (of weight 8 with respect to $\Gamma_3(1, 2)$) is equal to the sum over all sets of 8 even characteristics $\{u_i\}_{i=1..8}$ such that any pair of characteristics together with $\Delta$ form a syzygetic triple, of the products $\prod \theta[u_i]^2$.

Denote now $v_i := u_i + \Delta$ and observe

$$\langle v_i, v_j \rangle = \langle u_i, u_j \rangle + \langle u_i, \Delta \rangle + \langle \Delta, u_j \rangle = 0$$

since the right-hand-side is exactly the condition that the triple $\Delta, u_i, u_j$ is syzygetic. We thus get yet another formula

**Corollary 11.** The modular form $G$ can be written as

$$(3) \quad G[\Delta] = \sum_{V \subset \mathbb{Z}_2^{2g}} \prod_{\dim V = 3} \theta[v + \Delta]^2.$$ 

We remark that a given summand on the right-hand-side is not identically zero if and only if the set $V + \Delta$ contains only even characteristics (is a purely even coset in the language of [23]), in which case as described there it follows that $V$ is totally isotropic. This expression for $G$ yields itself to a straightforward generalization, and in this terms the restriction of $G$ to the locus of decomposable abelian varieties is easy to understand. We undertake this study in the next two sections.

5. **Modular forms corresponding to subspaces of $\mathbb{Z}_2^{2g}$**

Motivated by the study of quartic relations among theta constants undertaken by Salvati Manni in [23] and by our reinterpretation of the form $G$ above, in this section we investigate the properties of products of theta constants with characteristics forming a translate of an isotropic subspace. We thank Riccardo Salvati Manni for telling us
about [23] and encouraging us to explore the behavior of these modular forms.

Following [23], we denote

$$P_M(\tau) := \prod_{v \in M} \theta[v](\tau)$$

for any $M \subset \mathbb{Z}_2^{2g}$.

Notice that if $M$ contains any odd characteristics, then $P_M$ is identically equal to zero, as all odd theta constants vanish identically. Let $V \subset \mathbb{Z}_2^{2g}$ be a vector subspace with basis $v_1 \ldots v_n$. $V$ is called isotropic if the symplectic form restricts to zero on it, i.e. if $\langle v, w \rangle = 0$ for any $v, w \in V$. Since for even characteristics $v$ and $w$ the value of the symplectic form $\langle v, w \rangle$ is equal to the parity of $v + w$, the space with basis $\{v_i\}$ is isotropic if and only if it only contains even characteristics, or equivalently, if $P_V(\tau)$ is not identically zero.

**Definition 12.** We define a function $P_{i,s}^{(g)}$ on $\mathcal{H}_g$ as the sum

$$P_{i,s}^{(g)}(\tau) := \sum_{V \subset \mathbb{Z}_2^{2g}, \dim V = i} P_V(\tau)^s.$$

Here the sum is taken over all $i$-dimensional (and thus of cardinality $2^i$) vector subspaces, but note that if $V$ is not isotropic, it contains odd characteristics, and the corresponding summand is zero. We will only consider these functions subject to the condition $2^i s = 2^k$ for some integer $k \geq 4$. For the case of the superstring measure $k = 4$.

**Proposition 13.** The function $P_{i,s}^{(g)}$ is a modular form (assuming $2^i s = 2^k$ for $k \geq 4$) of weight $2^{i-1} s$ for the subgroup $\Gamma_g(1, 2)$.

**Proof.** This can be seen from the discussion in [23], [16], [17]. To see this, one notes that the action of $\text{Sp}(2g, \mathbb{Z})$ on the set of characteristics is affine; however, for an element $\gamma = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \Gamma_g(1, 2)$ by definition

$$\text{diag}(C''D) = \text{diag}(A'B) = 0 \in \mathbb{Z}_2^g,$$

and thus the action of $\Gamma_g(1, 2)$ on the set of characteristics fixes zero and is linear. Thus the summands in the definition of $P_{i,s}$ get permuted — vector subspaces are mapped to vector subspaces by a linear action. The multiplicative factors are

$$\text{det}(C\tau + D)^{1/2}$$

for each theta constant, giving the overall factor of

$$\text{det}(C\tau + D)^{2^{i-1}}$$

for each $P_V$. The other factor in the transformation formula (1) is the 8th root of unity $\phi$. Since $2^i s = 2^k$ is divisible by 16, it can be shown that the product of the 8th roots will turn out to be equal to 1. We refer to [25] for a complete discussion and rigorous proof. \qed
The action of the full group $\text{Sp}(2g, \mathbb{Z})$ on the set of characteristics is affine — it shifts the zero to some characteristic $\Delta$. Acting by $\text{Sp}(2g, \mathbb{Z})$ on the modular form $P_{i,s}^{(g)}$ we then get

**Corollary 14.** Assuming $2^i s = 2^k$ for $k \geq 4$, for any even characteristic $\Delta$ the function

$$P_{i,s}^{(g)}[\Delta](\tau) := \sum_{V \subset \mathbb{Z}_2^{2g}, \dim V = i} P_{V+\Delta}(\tau)^s$$

is a modular form of weight $2^{i-1} s$ with respect to the subgroup $\Gamma[\Delta] \subset \text{Sp}(2g, \mathbb{Z})$ that stabilizes $\Delta$ under the action (1). This subgroup is conjugate to $\Gamma_g(1, 2)$ (which, recall, is not a normal subgroup of $\text{Sp}(2g, \mathbb{Z})$). The conjugation is provided by any element of $\text{Sp}(2g, \mathbb{Z})$ that maps the zero characteristic to $\Delta$ under the action (1). Note that if $\Delta$ is odd, the corresponding expression would be zero, as all summands would contain $\theta[\Delta]$.

**Proof.** To prove modularity, one can observe that $P_{i,s}^{(g)} = P_{i,s}^{(g)}[0]$, which we know to be a modular form, is conjugated to $P_{i,s}^{(g)}[\Delta]$ by the $\text{Sp}(2g, \mathbb{Z})$ action. For a direct proof, note that $v + \Delta$ is an even characteristic for all $v \in V$ if and only if for any triple $v_1, v_2, \Delta$ for $v_1, v_2 \in V$ is syzygetic — this is the argument used to obtain the expression (3) in genus 3 at the end of the previous section — and the syzygy is preserved by the $\text{Sp}(2g, \mathbb{Z})$ action. See [25] for more discussion, especially on the possible 8th roots of unity. \qed

6. Restrictions of modular forms corresponding

In this section we determine the restrictions of modular forms $P_{i,s}^{(g)}$ to the loci of decomposable abelian varieties (products of lower-dimensional ones). Note that it is enough to determine the restriction of the modular form $P_{i,s}^{(g)}$ with zero characteristic to $\mathcal{H}_k \times \mathcal{H}_{g-k}$ — its restrictions to the conjugates of this locus under $\Gamma(1, 2)$ can be obtained by acting by $\Gamma_g(1, 2)$, which preserves the form. Furthermore, the restrictions of $P_{i,s}^{(g)}[\Delta]$ with non-zero characteristic can then be obtained by conjugating by an element of $\text{Sp}(2g, \mathbb{Z})$ that maps $P_{i,s}^{(g)}$ to $P_{i,s}^{(g)}[\Delta]$.

**Theorem 15.** The modular form $P_{i,s}^{(g)}$ restricts to the locus of decomposable abelian varieties (reducible period matrices in [3]) as follows:

$$P_{i,s}^{(g)}|_{\mathcal{H}_k \times \mathcal{H}_{g-k}} = \sum_{0 \leq n, m \leq i, n + m \leq i} N_{n,m,i} P_{n,2^{i-n}s}^{(k)} P_{m,2^{i-m}s}^{(g-k)}.$$
where

\[ N_{n,m;i} = \prod_{j=0}^{n+m-i-1} \frac{(2^n - 2^j)(2^m - 2^j)}{(2^{n+m-i} - 2^j)}. \]

**Remark 16.** Notice that many of the summands can be zero, as \( P_{a,b}^{(c)} \equiv 0 \) for \( a > c \). In particular for \( P_{g,s}^{(g)} \) (the case of maximal isotropic subspaces; the form \( G \) constructed in [3] is \( P_{3,2}^{(3)} \) in our notations) the only non-zero term on the right is \( P_{k,2^{g-k}s}^{(k)} P_{g-k,2^{k}s}^{(g-k)} \).

**Proof.** Indeed, let \( V \cong \mathbb{Z}_2^i \) be a vector subspace of \( \mathbb{Z}_2^{2g} \) (notice that we never need to worry about parity or isotropy — the summands for non-isotropic subspaces will vanish automatically). If a period matrix is a product of two lower-dimensional ones, \( \tau_g = \tau_k \times \tau_{g-k} \), the group of points of order two on \( A_\tau \) is the direct sum of the groups of points of order two on the factors. Let \( \mathbb{Z}_2^{2g} = \mathbb{Z}_2^k \oplus \mathbb{Z}_2^{2(g-k)} \) be this decomposition, and let \( \pi_1 \) and \( \pi_2 \) denote the projections onto the two summands. Since \( V \subseteq \pi_1(V) \oplus \pi_2(V) \), we must have \( \#V \leq \#\pi_1(V) \cdot \#\pi_2(V) \). Since these are all vector spaces over \( \mathbb{Z}_2 \), denoting by \( n, m \) the dimensions of \( \pi_1(V) \) and \( \pi_2(V) \) respectively, this implies the inequality \( 2^i \leq 2^n \cdot 2^m \) or, equivalently, \( i \leq n + m \). The projections maps \( \pi_1 : V \to \pi_1(V) \) and \( \pi_2 : V \to \pi_2(V) \), being group homomorphisms, are then \( 2^i \)-to-1 and \( 2^m \)-to-1, respectively. Since any theta constant with characteristic restricts to the product

\[ \theta[v](\tau_g) = \theta[\pi_1(v)](\tau_k) \cdot \theta[\pi_2(v)](\tau_{g-k}), \]

it follows that for \( n \) and \( m \) fixed we have

\[ P_V(\tau_g)^s = \prod_{v \in V} \theta[v](\tau_g)^s = \prod_{v \in V} \theta[\pi_1(v)](\tau_k)^s \cdot \theta[\pi_2(v)](\tau_{g-k})^s \]

\[ = \prod_{v_1 \in \pi_1(V)} \theta[v_1](\tau_k)^{2^{i-n}s} \prod_{v_2 \in \pi_2(V)} \theta[v_2](\tau_{g-k})^{2^{i-m}s} = P_{\pi_1(V)}^{2^{i-n}s} \cdot P_{\pi_2(V)}^{2^{i-m}s} \]

To compute \( P_{i,s}^{(g)} \), we need to sum over all \( V \). Let us first sum over all the spaces \( V \) for which the spaces \( \pi_1(V) \) and \( \pi_2(V) \) are fixed. Notice that the product on the right is the same for all \( V \) with fixed projections. The number of \( V \) with fixed projections only depends on the dimensions, and we compute it in the following combinatorial lemma.
Lemma 17. The number of $i$-dimensional vector subspaces $V$ of $\mathbb{Z}_2^n \oplus \mathbb{Z}_2^m$ surjecting onto both summands
\[ \prod_{j=0}^{n+m-i-1} \frac{(2^n - 2^j)(2^m - 2^j)}{(2^{n+m-i} - 2^j)}, \]
(where this number is understood to be zero if $n + m < i$, and to be one if $n + m = i$. Note also that the product has a zero factor if $n > i$ or $m > i$).

Proof. Fix a scalar product on $\mathbb{Z}_2^n + \mathbb{Z}_2^m$ such that the chosen decomposition $\mathbb{Z}_2^n + \mathbb{Z}_2^m = \mathbb{Z}_2^n \oplus \mathbb{Z}_2^m$ is orthogonal. The projections from $V$ to $\mathbb{Z}_2^n$ and $\mathbb{Z}_2^m$ are then the orthogonal projections; the image of such a projection misses a vector $v$ if and only if it is orthogonal to $V$. Thus what we need to count is (for a fixed scalar product) the number of $V \sim \mathbb{Z}_2^i$ such that $V \perp \sim \mathbb{Z}_2^n + \mathbb{Z}_2^m$ does not intersect the coordinate subspaces $\mathbb{Z}_2^n$ and $\mathbb{Z}_2^m$, away from zero. Let us construct such a $V \perp$ by choosing a basis $v_1, \ldots, v_{n+m-i}$ for it. To choose such a basis, we will choose independently the projections $\pi_1(v_1), \ldots, \pi_1(v_{n+m-i})$ — note that in order to have $V \perp \cap \mathbb{Z}_2^n = \{0\}$, these vectors must be linearly independent — and similarly choosing linearly independent $\pi_2(v_1), \ldots, \pi_2(v_{n+m-i}) \in \mathbb{Z}_2^m$. Thus $\pi_1(v_1)$ can be chosen in $2^n - 1$ ways, after which $\pi_1(v_2)$ can be chosen in $2^n - 2$ ways, and so on, and similarly we choose $\pi_2(v_1)$ in $2^m - 1$ ways and so on. Thus the total number of spaces $V \perp \subset \mathbb{Z}_2^{n+m}$ not intersecting $\mathbb{Z}_2^n$ and $\mathbb{Z}_2^m$, together with a choice of an ordered basis of it, is equal to
\[ \prod_{j=0}^{n+m-i-1} (2^n - 2^j)(2^m - 2^j) \]
while the number of ordered basis in a fixed space $V \perp \cong \mathbb{Z}_2^{n+m}$ is
\[ \prod_{j=0}^{n+m-i-1} (2^{n+m-i} - 2^j), \]
and dividing one by the other gives the lemma. \qed

Now observe that if we take the sum over all $V$ for fixed dimensions $n$ and $m$, the projections $\pi_1(V)$ and $\pi_2(V)$ range over all $n$-dimensional subspaces of $\mathbb{Z}_2^{2k}$, and $m$-dimensional subspaces of $\mathbb{Z}_2^{2(g-k)}$, respectively. We thus get
\[
\sum_{V \subset \mathbb{Z}_2^g; \dim V = i; \dim \pi_1(V) = n; \dim \pi_2(V) = m} P_V(\tau_g)^s
\]
\[
N_{n,m;i} \left( \sum_{V_1 \subset \mathbb{Z}_2^k} P_{V_1}^{2i-n} \right) \cdot \left( \sum_{V_2 \subset \mathbb{Z}_2^{g-k}} P_{V_2}^{2i-m} \right) = N_{n,m;i} P^{(k)}_{n,2i-n} \cdot P^{(g-k)}_{m,2i-m}
\]

This is of course zero if \(n > k\) or \(m > g - k\). Taking the sum over all possible \(n\) and \(m\) (recall that we have \(n + m \geq i\) and \(n, m \leq i\)) gives the theorem. \(\square\)

7. Ansätze for genera \(\leq 4\) in terms of vector subspaces

We now rewrite the low genus superstring measure proposed by D’Hoker and Phong [8] for genus 2 and by Cacciatori, Dalla Piazza, and van Geemen [3] for genus 3 in terms of the modular forms \(P_{i,s}^{(g)}\) constructed and studied above. Following the earlier works, we try to find the superstring measure as the product of the bosonic measure (some formulas for which are known, but explicit point-independent expressions for which are apparently not known for high genus — see the discussion in [8]) and a function \(\Xi^{(g)}[\Delta]\) depending on the characteristic \(\Delta\). As argued in [3], p.5 the factorization property can then be rewritten as a condition on \(\Xi^{(g)}[\Delta]\). The arguments in [3], 2.7 show (essentially arguing that if \(\Xi^{(g)}[\Delta]\) is equal to \(\gamma \Xi^{(g)}\) for some \(\gamma \in \text{Sp}(2g, \mathbb{Z})\), then its degenerations can be computed by acting by \(\gamma\) on the degenerations of \(\Xi^{(g)}\) that for \(g \leq 3\) to satisfy these constraints it is enough to construct a holomorphic modular form \(\Xi^{(g)}\) of weight 8 with respect to \(\Gamma_g(1, 2)\) satisfying the factorization constraint

\[\Xi^{(g)}|_{H_k \times H_{g-k}} = \Xi^{(k)} \cdot \Xi^{(g-k)}\]

for any \(k < g\). The reason this statement is only proven for \(g \leq 3\) is that the superstring measure a priori may only be defined on the moduli space of curves \(\mathcal{M}_g\) and not on the entire space \(\mathcal{A}_g\). For genus high enough the locus of decomposable abelian varieties \(\mathcal{A}_k \times \mathcal{A}_{g-k}\) does not lie in (the closure of) the locus of Jacobians, and the superstring measure on \(\mathcal{M}_g\) may not give rise to a modular form on \(\mathcal{A}_g\). However, for genus 4 any decomposable abelian variety is still a product of Jacobians (possibly of nodal curves), and the statement still holds.

We will now rewrite the known low genus superstring measures in terms of our forms \(P_{i,s}^{(g)}\). Notice that we are looking for a form \(\Xi^{(g)}\) of weight 8, and thus we will look for it as a linear combination of

\[G^{(g)}_i := P_{i,2i-i}^{(g)}\]
which are the only $G'$s of appropriate weight. Since the only 0-dimensional
vector space is zero, and all the 1-dimensional spaces over $\mathbb{Z}_2$ consist
of zero and another vector, we have
$$
G_0^{(g)} = \theta[0]^{16}, \quad G_1^{(g)} = \theta[0]^8 \sum_{v \in \mathbb{Z}_2^g \setminus \{0\}} \theta[v]^8.
$$

In genus 1 the superstring measure is known to be given by
$$
\Xi^{(1)} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^4 \eta^{12} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^8 \theta \left[ \begin{array}{c} 0 \\ 1 \end{array} \right]^4 \theta \left[ \begin{array}{c} 1 \\ 0 \end{array} \right]^4.
$$

The modular forms we have are

(7) \hspace{1cm}
G_0^{(1)} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^{16} \quad \text{and} \quad G_1^{(1)} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^{8} \left( \theta \left[ \begin{array}{c} 0 \\ 1 \end{array} \right]^8 + \theta \left[ \begin{array}{c} 1 \\ 0 \end{array} \right]^8 \right).

Using the Jacobi relation — the only algebraic identity among the three
even theta constants with characteristics in genus 1 — we can express
$\Xi^{(1)}$ in terms of these, obtaining
$$
\Xi^{(1)} = \frac{1}{2} \left( G_0^{(1)} - G_1^{(1)} \right).
$$

In fact looking in [3], p.9 we see that
$$
G_0^{(1)} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^{4} \left( \frac{1}{3} f_{21} + \eta^{12} \right) \quad \text{and} \quad G_1^{(1)} = \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]^{4} \left( \frac{1}{3} f_{21} + \eta^{12} \right).
$$

The genus 2 superstring measure was computed in [8], but us let us
try to look for it in the form
$$
\Xi^{(2)} = a_0 G_0^{(2)} + a_1 G_1^{(2)} + a_2 G_2^{(2)}.
$$

The decomposable locus in this case is $\mathcal{H}_1 \times \mathcal{H}_1$ (together with its
$\text{Sp}(4, \mathbb{Z}_2)$ conjugates), the restriction of $\Xi^{(2)}$ by theorem 15 is
$$
a_0 G_0^{(1)} \cdot G_0^{(1)} + a_1 \left( G_0^{(1)} \cdot G_1^{(1)} + G_1^{(1)} \cdot G_0^{(1)} + G_1^{(1)} \cdot G_1^{(1)} \right) + a_2 G_1^{(1)} \cdot G_1^{(1)}.
$$

Notice that here all the combinatorial coefficients $N_{n,m;i}$ from theorem
15 are equal to one, which is easy to see geometrically by remembering
that this is the count of the number of $i$-dimensional subspaces of
$\mathbb{Z}_2^n \oplus \mathbb{Z}_2^n$ projecting onto both factors. Some of the coefficients for the
restrictions we compute for higher genus are not as obvious, and we
make substantial use of the theorem. For this restriction to be equal
to
$$
\Xi^{(1)} \cdot \Xi^{(1)} = \frac{1}{4} G_0^{(1)} \cdot G_0^{(1)} - \frac{1}{4} G_0^{(1)} G_1^{(1)} - \frac{1}{4} G_1^{(1)} \cdot G_0^{(1)} + \frac{1}{4} G_1^{(1)} \cdot G_1^{(1)}
$$
we must choose $a_0 = \frac{1}{4}, a_1 = -\frac{1}{4}, a_2 = \frac{1}{2}$, thus verifying
Proposition 18. The following ansatz:
\[ \Xi^{(2)} = \frac{1}{4} \left( G^{(2)}_0 - G^{(2)}_1 + 2G^{(2)}_2 \right), \]
while being a holomorphic modular form of weight 8 with respect to \( \Gamma_2(1, 2) \), satisfies the factorization constraint.

Remark 19. Note that unlike the formula for the genus 2 amplitude obtained in [8], and the various expressions for it studied in [12], our formula for \( \Xi^{(2)} \) involves syzygetic rather than azygetic sets — and they all include the zero characteristic, so that the \( \theta[0]^4 \) factors appear naturally. To show that our ansatz is equal to the formulas given in [8] and [3] one expresses all theta functions with characteristics in terms of theta functions of the second order using the bilinear addition theorem and verifies that an identity is obtained (using Maple, not by hand).

We now search for a genus 3 ansatz in the form
\[ \Xi^{(3)} = a_0 G^{(3)}_0 + a_1 G^{(3)}_1 + a_2 G^{(3)}_2 + a_3 G^{(3)}_3. \]
Notice that this form is equivalent to the one used in [3]: our \( G^{(3)} \) is their \( G \), and their \( F_i \)'s can be expressed as linear combinations of our \( G^{(3)}_0, G^{(3)}_1, G^{(3)}_2 \), as can be verified by implementing the bilinear addition theorem in Maple. In our form we can use theorem 15 to easily compute the restriction of \( \Xi^{(3)} \) to the locus of decomposable abelian varieties, which again has only one component, \( \mathcal{H}_1 \times \mathcal{H}_2 \), to be
\[ \Xi^{(3)} |_{\mathcal{H}_1 \times \mathcal{H}_2} = a_0 G^{(1)}_0 \cdot G^{(2)}_0 + a_1 \left( G^{(1)}_0 \cdot G^{(2)}_1 + G^{(1)}_1 \cdot G^{(2)}_0 + G^{(1)}_1 \cdot G^{(1)}_1 \right) \]
\[ + a_2 \left( G^{(1)}_0 \cdot G^{(2)}_2 + G^{(1)}_1 \cdot G^{(2)}_1 + 3G^{(1)}_1 \cdot G^{(2)}_2 \right) + a_3 G^{(1)}_1 \cdot G^{(2)}_2. \]
Requiring this to be equal to
\[ \Xi^{(1)} \cdot \Xi^{(2)} = \frac{1}{8} \left( G^{(1)}_0 - G^{(1)}_1 \right) \left( G^{(2)}_0 - G^{(2)}_1 + 2G^{(2)}_2 \right) \]
\[ = \frac{1}{8} \left( G^{(1)}_0 \cdot G^{(2)}_0 - G^{(1)}_1 \cdot G^{(2)}_1 - G^{(1)}_1 \cdot G^{(2)}_0 + 2G^{(1)}_0 \cdot G^{(2)}_2 + G^{(1)}_1 \cdot G^{(2)}_1 - 2G^{(1)}_1 \cdot G^{(2)}_2 \right) \]
(we arranged the terms to be in the same order as in the formula for the restriction, where we note that \( G^{(1)}_1 \cdot G^{(2)}_1 \) and \( G^{(1)}_1 \cdot G^{(2)}_2 \) appear twice) allows us to compute the coefficients \( a_i \) starting from \( i = 0 \) uniquely to get
Proposition 20. The following ansatz:

$$\Xi^{(3)} = \frac{1}{8} \left( G_0^{(3)} - G_1^{(3)} + 2G_2^{(3)} - 8G_3^{(3)} \right),$$

while being a holomorphic modular form of weight 8 with respect to $\Gamma_3(1, 2)$, satisfies the factorization constraints.

We now look for a genus 4 ansatz in the form

$$\Xi^{(4)} = a_0 G_0^{(4)} + a_1 G_1^{(4)} + a_2 G_2^{(4)} + a_3 G_3^{(4)} + a_4 G_4^{(4)}.$$

This is the first case when we have two different reducible loci: $\mathcal{H}_1 \times \mathcal{H}_3$ and $\mathcal{H}_2 \times \mathcal{H}_2$. We again use theorem 15 to compute the restrictions. To unclutter the formulas we drop the upper indices on the $P$’s and compute

$$\Xi^{(4)}|_{\mathcal{H}_1 \times \mathcal{H}_3} = a_0 G_0 \cdot G_0 + a_1 (G_0 \cdot G_1 + G_1 \cdot G_0 + G_1 \cdot G_1)$$

$$+ a_2 (G_0 \cdot G_2 + G_1 \cdot G_1 + 3G_1 \cdot G_2) + a_3 (G_0 \cdot G_3 + G_1 \cdot G_2 + 7G_1 \cdot G_3) + a_4 G_1 \cdot G_3$$

Requiring this to be equal

$$\Xi^{(1)} \cdot \Xi^{(3)} = \frac{1}{16} (G_0 - G_1) \cdot (G_0 - G_1 + 2G_2 - 8G_3)$$

we can solve for $a_i$ term by term (and the solution is unique!). On the other hand, we must also have a correct factorization on $\mathcal{H}_2 \times \mathcal{H}_2$: we must have

$$\Xi^{(4)}|_{\mathcal{H}_2 \times \mathcal{H}_2} = a_0 G_0 \cdot G_0 + a_1 (G_0 \cdot G_1 + G_1 \cdot G_0 + G_1 \cdot G_1)$$

$$+ a_2 (G_0 \cdot G_2 + G_1 \cdot G_1 + 3G_1 \cdot G_2) + a_3 (G_0 \cdot G_3 + G_1 \cdot G_2 + 6G_2 \cdot G_2)$$

$$+ a_3 (G_1 \cdot G_2 + G_2 \cdot G_1 + 9G_2 \cdot G_2) + a_4 G_2 \cdot G_2$$

equal to

$$\Xi^{(2)} \cdot \Xi^{(2)} = \frac{1}{16} (G_0 - G_1 + 2G_2) \cdot (G_0 - G_1 + 2G_2).$$

This can again be solved term by term to give a unique solution for all $a_i$. Miraculously these solutions are the same (this is best checked by Maple, or, very tediously, by hand)) and we thus get

**Theorem 21.** The expression

$$\Xi^{(4)} := \frac{1}{16} \left( G_0^{(4)} - G_1^{(4)} + 2G_2^{(4)} - 8G_3^{(4)} + 64G_4^{(4)} \right)$$

is a modular form of weight 8 with respect to $\Gamma_4(1, 2)$, and satisfies the factorization constraints. This is the unique such linear combination of $G_i^{(4)}$, and is thus a natural candidate for the genus 4 superstring measure.
8. Further directions

There seem to be three natural further questions to ask, which we now discuss one by one.

**Question 1:** Propose an ansatz for the superstring measure in any genus. The computations above seem to work miraculously, but this is of course not a coincidence. By working carefully with the combinatorics of the coefficients in the restriction formula in theorem 15 one can always get a unique linear combination of $G_i^{(g)}$ that restricts correctly.

**Theorem 22.** For any genus $g$ the (possibly multivalued) function

$$
\Xi^{(g)} := \frac{1}{2^g} \sum_{i=0}^{g} (-1)^i 2^{\frac{d_i-1}{2}} G_i^{(g)}
$$

is a modular form of weight 8 (up to a possible inconsistency in the choice of roots of unity for the different summands) with respect to $\Gamma_g(1,2)$, such that its restriction to $H_k \times H_{g-k}$ is equal to $\Xi^{(k)} \cdot \Xi^{(g-k)}$.

Moreover, $\Xi^{(g)}$ is the unique linear combination of $G_i^{(g)}$ that restricts to the decomposable locus in this way.

**Proof.** Uniqueness is easy to see: indeed, the coefficients of $G_i^{(g)}$ can be computed inductively; notice that the coefficient of $G_i$ has to be the same for all genera, as there is no dependence on $g$ in the formula for restrictions — see (8) below. Thus in genus $g$ there is in fact only one new coefficient to compute, that in front of $G_g^{(g)}$, and this can be computed from the coefficient of $G_1^{(1)} \cdot G_{g-1}^{(g-1)}$ when restricting to $H_1 \times H_{g-1}$.

The hard part is verifying that this ansatz works — a priori it could happen that imposing the restriction constraint for some $H_k \times H_{g-k}$ would be incompatible with the constraint for some other $k'$. Thus we need to verify that for the ansatz above we have for all $k$

$$
\Xi^{(g)}|_{H_k \times H_{g-k}} = \Xi^{(k)} \cdot \Xi^{(g-k)}.
$$

Notice that the product on the right-hand-side is a sum of products of the type $G_n^{(k)} \cdot G_m^{(g-k)}$ with coefficients given by the lower-genus ansätze. Theorem 15 shows that the left-hand-side is also a sum of terms of the same kind, and thus what we need to prove is that the coefficients of $G_n^{(k)} \cdot G_m^{(g-k)}$ on both sides agree, i.e. that (notice that the powers of $\frac{1}{2}$
all cancel

\[(8) \quad \sum_{i=0}^{n+m} (-1)^i 2^{\frac{i(i-1)}{2}} N_{n,m;i} = (-1)^n 2^{\frac{n(n-1)}{2}} \cdot (-1)^m 2^{\frac{m(m-1)}{2}},\]

where \( N_{n,m;i} \) is the number of \( i \)-dimensional subspaces of \( \mathbb{Z}_2^n \oplus \mathbb{Z}_2^m \) surjecting onto both summands, given explicitly by (5). Note that the summands for \( i < \max(n,m) \) are automatically zero, but it is convenient to include them formally. Notice that this identity does not depend on \( q \) and \( k \), which is why the coefficient of \( G_i^{(g)} \) in \( \Xi(g) \) does not depend on \( i \).

While the quantity \( N \) has a geometric interpretation and thus (8) seems amenable to a geometric inclusion-exclusion proof, we give an easy proof by induction, still using some geometry for the inductive step. Note that \( n \) and \( m \) enter the formula symmetrically, so we can induct in either, and note that identity (8) is obviously true for \( n = 0 \) or \( m = 0 \), when there is only one summand on the left, and there is no product to take. To perform induction, we use the following combinatorial

**Lemma 23.** The counting functions \( N_{n,m;i} \) given explicitly by (5) satisfy the following recursion:

\[(9) \quad N_{n,m+1;i+1} = N_{n,m;i} + (2^{i+1} - 2^m)N_{n,m;i+1}.\]

**Proof.** Recall that \( N_{n,m+1;i+1} \) is the number of \( (i+1) \)-dimensional subspaces \( V \) of \( \mathbb{Z}_2^n \oplus \mathbb{Z}_2^{m+1} \) surjecting onto both summands under the projection maps \( \pi_1 \) and \( \pi_2 \). Let \( p : \mathbb{Z}_2^n \oplus \mathbb{Z}_2^{m+1} \rightarrow \mathbb{Z}_2^n \oplus \mathbb{Z}_2^m \) be the projection forgetting the last basis vector (denote this vector by \( e_{m+1} \)). Since \( p \) is a homomorphism, the map \( p : V \rightarrow p(V) \) is either 2-to-1, in which case \( \dim p(V) = i \) and \( V = p^{-1}(V) \), or it is 1-to-1 and \( \dim p(V) = i + 1 \). We now count how many different \( V \) can give rise to a given \( p(V) \subset \mathbb{Z}_2^n \oplus \mathbb{Z}_2^m \) (which still surjects onto both summands). If \( \dim p(V) = i \), then \( V = p^{-1}(V) \) is unique — thus we get the first summand in the lemma, with no coefficient.

For the second case, choose \((p_1, \ldots, p_m) \in p(V)\) such that \( p \circ \pi_2(p_k) = e_k \) is the \( k \)‘th basis vector of \( \mathbb{Z}_2^m \) (this is possible since \( p \circ \pi_2 : V \rightarrow \mathbb{Z}_2^m \)). The vectors \( \{p_1, \ldots, p_m\} \in p(V) \) are linearly independent since their projections are. We can complete them to a basis \( \{p_1, \ldots, p_{i+1}\} \) of \( p(V) \) such that \( p \circ \pi_2(p_k) = 0 \) for \( m < k \leq i + 1 \): to accomplish this, take any basis of \( p(V) \) and subtract the appropriate sums of \( p_1 \ldots p_m \) from the rest to make \( p \circ \pi_2 \) zero.

To determine \( V \) given this \( p(V) \) it suffices to choose \( v_1, \ldots, v_{i+1} \) such that \( p(v_k) = p_k \), which amounts to choosing the \( e_{m+1} \)-coordinate of
each $v_k$ — thus there are $2^{i+1}$ choices. For any such choice $V$ will surject onto $\mathbb{Z}_2^n$ and onto $\mathbb{Z}_2^m$, but for $V$ to surject onto $\mathbb{Z}_2^{m+1}$ it is necessary and sufficient for there to exist $m+1$ vectors in $V$ with linearly independent $\pi_2$ projections. We can choose $v_1, \ldots, v_m$ as $m$ of this vectors, and thus the condition for $\pi_2: V \to \mathbb{Z}_2^{m+1}$ to be surjective is for there to exist some vector in the span of $v_{m+1}, \ldots, v_{i+1}$ with non-zero $e_{m+1}$-coordinate. Thus unless the $e_{m+1}$ coordinate of all $v_k$ is zero, i.e. unless $v_k = p_k$ for all $k = m+1, \ldots, i$ (and then we have two choices for each of $v_1, \ldots, v_m$ — so there are $2^m$ such cases), $V$ surjects onto both summands of $\mathbb{Z}_2^n \oplus \mathbb{Z}_2^{m+1}$ and is counted in $N_{n,m+1;i+1}$. Thus for each $p(V)$ of dimension $i+1$ there are exactly $2^{i+1} - 2^m$ different subspaces $V$ projecting to it that are counted in $N_{n,m+1;i+1}$.

**Remark 24.** Note that this proof works also in the case when some of the $N$’s appearing in the formula are zero. Another proof of the lemma can be obtained (but not so easily guessed!) by writing out the formulas (5) for $N$’s in terms of products and manipulating them using $2^{k+1} - 2^{i+1} = 2(2^k - 2^i)$, etc. Then one also has to check the cases when some $N$ is zero separately, while the geometric argument works in all cases.

We now complete the proof of the theorem by inducting from $m$ to $m+1$. We substitute the recursive expression (9) from the lemma into the left-hand-side of (8) to get (we use $I = i+1$ for the index of summation)

$$
\sum_{I=0}^{n+m} (-1)^I 2^{\frac{I(I-1)}{2}} N_{n,m+1;I} = \sum_{I=0}^{n+m} (-1)^I 2^{\frac{I(I-1)}{2}} \left( N_{n,m;I-1} + (2^I - 2^m)N_{n,m;I} \right)
$$

$$
= -2^m \sum_{I=0}^{n+m} (-1)^I 2^{\frac{I(I-1)}{2}} N_{n,m;I} + \sum_{i=0}^{n+m} (-1)^{i+1} 2^{\frac{(i+1)(i)}{2}} N_{n,m;i} + \sum_{I=0}^{n+m} (-1)^I 2^{\frac{I(I-1)}{2}} 2^I N_{n,m;I}
$$

where we used the fact that the $i = -1$ and $I = n + m + 1$ summands are zero in the last two sums, and the fact that formula (9) works for $N$’s some of which are zero as well. Now we note that the two expressions in the last line are the same up to sign and renaming the
variable from $i$ to $I$, and thus they cancel, so that we finally use the inductive assumption that (8) holds for $m$ to obtain

$$-2^m \sum_{I=0}^{n+m} (-1)^I 2^{I(I-1)/2} N_{n,m,I} = -2^m (-1)^{n+m} 2^{n(n-1)/2 + m(m-1)/2}$$

which is equal to the expression

$$(-1)^{n+m+1} 2^{n(n-1)/2 + m(m+1)/2},$$

the right-hand-side of (8) for $n$ and $m + 1$. The step of the induction is thus proven.

\[\square\]

**Remark 25.** This ansatz is a direct generalization of the formulas we obtained above for $g \leq 4$ (and of course agrees with those). The potential problem with the multivaluedness here stems from the fact that for example $G_5 = P_{5,1}$ is the sum of square roots of products of thetas. It could well happen, and seems perhaps not quite unlikely in view of Riemann’s quartic relations and Schottky-Jung identities (for an example of the Riemann quartic relation and the identities for theta constants on the Schottky locus, see the discussion of the genus 3 situation in [4]), that the product of 32 theta constants with characteristics in a vector subspace may indeed admit a holomorphic root over $\mathcal{M}_g$. In this case the expression above would be a natural candidate for the superstring measure. Note that the product of all theta constants has a holomorphic square root in genus 3 by results of Igusa; this kind of condition for the square root to be holomorphic was also encountered in the first attempts to compute the genus 3 superstring measure in [12, 13].

**Question 2:** Verify that the proposed ansatz satisfies further physical constraints, for example that it yields a vanishing cosmological constant and vanishing 2- and 3-point functions. Showing that the cosmological constant vanishes is equivalent to showing that the sum $\sum_{\Delta} \Xi^{(g)}[\Delta]$ is identically zero. This has been verified for genus 2 in [8] and for genus 3 in [3]. In general notice that this sum, if non-zero, is a modular form with respect to the entire group $\text{Sp}(2g, \mathbb{Z})$ of weight 8. From the factorization constraint being satisfied we know that it restricts to the locus of decomposable abelian varieties as the product of the corresponding lower-dimensional sums, which we can inductively assume to vanish. In particular in genus 4 this sum vanishes on the locus $\mathcal{A}_3 \times \mathcal{A}_1$ and thus on the boundary of $\mathcal{A}_g$, which implies that this sum, if non-zero, is a modular form of slope at most 8.

However, it is known that the slope of the effective cone of $\mathcal{M}_4$ is equal to $6 + \frac{12}{4+1} > 8$, and it is in fact known that the Schottky locus
\( \mathcal{M}_4 \subset \mathcal{A}_4 \) is the zero locus of the unique modular form of slope 8 on \( \mathcal{A}_4 \), the Schottky equation. Thus the form \( \sum_\Delta \Xi^{(4)}[\Delta] \) must be a (possibly zero) multiple of this Schottky equation, and thus vanishes identically on \( \mathcal{M}_4 \), so our ansatz does produce a vanishing cosmological constant in genus 4.

It seems very hard to extend a similar kind of argument to higher genus, where the slopes of effective divisors on \( \mathcal{M}_g \) and \( \mathcal{A}_g \) are not known.

Another constraint on the measure is to verify that all the 2- and 3-point functions vanish. This was verified for the genus 2 measure in [14, 15], and checking this for the proposed ansätze in genera 3 and 4 would be a good indication of their potential validity.

**Question 3:** Investigate whether the above restrictions are sufficient to guarantee the uniqueness of the solution for the superstring measure. If we restrict ourselves to looking for the superstring measure as a product of the bosonic measure and a modular form of weight 8, suppose \( g \) is the lowest genus for which the ansatz is not unique, i.e., when there exist two distinct modular forms of weight 8 for \( \Gamma_g(1, 2) \) with the identical restriction to the decomposable locus. Then their difference \( F \) would be a modular form \( F \) of weight 8 with respect to \( \Gamma_g(1, 2) \) vanishing on all the components \( \mathcal{A}_k \times \mathcal{A}_{g-k} \) of the locus of decomposable abelian varieties in \( \mathcal{A}_g \). If it could be shown from the theory of modular forms that such an \( F \) is then identically zero, then uniqueness of the ansatz in genus \( g \) would follow. This seems to be a really hard question, as the ring of modular forms for \( \Gamma_g(1, 2) \) for genus \( g \geq 4 \) is not generated by theta constants — see the recent results in [21], [20]. In general describing the ring of modular forms for \( \Gamma_g(1, 2) \) and obtaining conditions guaranteeing the vanishing of such a form seems very hard — see [22]. The authors of [3] indicate that they will give a proof of uniqueness in genus 3 in a forthcoming paper.

Also note that while in [8, 9, 10, 11] the formula for the genus 2 superstring measure was derived from the first principles and as such has to be unique, the derivations in higher genus are based on the assumption of the superstring measure being a product of a modular form and the bosonic measure, which then needs to be justified in some physical way.
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