EVEX in ST’13: Application of a large-scale text mining resource to event extraction and network construction
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Abstract
During the past few years, several novel text mining algorithms have been developed in the context of the BioNLP Shared Tasks on Event Extraction. These algorithms typically aim at extracting biomolecular interactions from text by inspecting only the context of one sentence. However, when humans interpret biomolecular research articles, they usually build upon extensive background knowledge of their favorite genes and pathways. To make such world knowledge available to a text mining algorithm, it could first be applied to all available literature to subsequently make a more informed decision on which predictions are consistent with the current known data. In this paper, we introduce our participation in the latest Shared Task using the large-scale text mining resource EVEX which we previously implemented using state-of-the-art algorithms, and which was applied to the whole of PubMed and PubMed Central. We participated in the Genia Event Extraction (GE) and Gene Regulation Network (GRN) tasks, ranking first in the former and fifth in the latter.

1 Introduction
The main objective of our entry was to test the usability of the large-scale text mining resource EVEX to provide supporting information to an existing state-of-the-art event extraction system. In the GE task, EVEX is used to extract additional features for event extraction, capturing the occurrence of relevant events in other documents across PubMed and PubMed Central. In the GRN task, EVEX is the sole source of information, i.e. our entry consists of a modified subset of EVEX, rather than a new text mining system specifically trained for the task.

In the 2011 GE task, the majority of participating systems used features solely extracted from the immediate textual context of the event candidate, typically restricted to a single sentence (Kim et al., 2012; McClosky et al., 2012; Björne et al., 2012b; Vlachos and Craven, 2012). Several studies have subsequently incorporated coreference relations, capturing information also from surrounding sentences (Yoshikawa et al., 2011; Miwa et al., 2012). However, no prior work exists on extending the event context to the information extracted from other documents on a large scale. The motivation for this entry is thus to test whether a gain can be obtained by aggregating information across documents with mutually supporting evidence.

In the following sections, we first introduce EVEX as the underlying text mining resource, and then describe the methods developed specifically for the GRN and GE task entries. Finally, a detailed error analysis of the results offers insight into the performance of our systems and provides possible directions of future development.

2 EVEX
EVEX¹ is a text mining resource built on top of events extracted from all PubMed abstracts and PubMed Central Open-Access full-text documents (Van Landeghem et al., 2013a). The extraction was carried out using a combination of the BANNER named entity detector (Leaman and Gonzalez, 2008) and the TEES event extraction system as made publicly available subsequent to the last Shared Task (ST) of 2011 (Björne et al., 2012a). Specifically, this version of TEES was trained on the ST’11 GE data.

¹http://www.evexdb.org
On top of the individual event occurrences, EVEX provides event generalizations, allowing the integration and summarization of knowledge across different articles (Van Landeghem et al., 2011). For instance, the canonicalization algorithm deals with small lexical variations by removing non-alphanumerical characters (e.g. ‘Esr-1’ to ‘esr1’). The canonical generalization then groups those events together with the same event type and the same canonicalized arguments. Additionally, gene normalization data has recently been integrated within the EVEX resource, assigning taxonomic classification and database identifiers to gene mentions in text using the GenNorm system (Wei and Kao, 2011). Finally, the assignment of genes to homologous families allows a more coarse-grained generalization of the textual data. For each generalized event, a confidence score is automatically calculated based upon the original TEES classification procedure, with higher values representing more confident predictions.

Finally, the EVEX resource provides a network interpretation which transforms events into pairwise gene/protein relations to represent a typed, directed network. The primary advantage of such a network, as compared to the complex, recursive event structures, is that a network is more easily analysed and integrated with other external resources (Kaewphan et al., 2012; Van Landeghem et al., 2013b).

### 3 GRN Task

The Gene Regulatory Network subtask of the ST’13 aims at evaluating the ability of text mining systems to automatically compile a gene regulation network from the literature. The task is focused specifically on sporulation in Bacillus subtilis, a thoroughly studied process.

#### 3.1 Challenge definition

The primary goal of our participation in this task was assessing the ability to reconstruct regulatory networks directly from the EVEX resource. Consequently, we have applied the EVEX data as it is publicly available. This decision has two major consequences. First, we have used the predicted BANNER entities rather than the gold-standard entity annotation, artificially rendering the challenge more difficult. Second, we did not adapt the EVEX events, which follow the ST’11 GE formalism, to the novel annotation scheme of the GRN challenge, but rather derived the network data directly from the EVEX interactions. For example, given these trigger annotations

\[
T1 \text{ Protein 37 43 sigmaB} \\
T2 \text{ Gene 54 58 katX} \\
T3 \text{ Transcription 59 69 expression}
\]

a GE Transcription event looks like

\[
E1 \text{ Transcription:T3 Theme:T2 Cause:T1}
\]

while the GRN annotation is given by

\[
R1 \text{ Transcription Target:E1 Agent:T1} \\
E1 \text{ Action_Target:T3 Target:T2}
\]

However, both formalisms can easily be translated into the required GRN network format:

\[
sigB \text{ Interaction.Transcription katX}
\]

where ‘sigB’ is annotated as the Gene identifier of ‘sigmaB’. These gene identifiers are provided in the gold-standard entity annotations. Note that in this context, “gene identifiers” are standardized gene symbols rather than numeric identifiers, and full gene normalization is thus not required.

#### 3.2 From EVEX to GRN data

As a first step towards creating a gene regulatory network directly from EVEX, we have downloaded all pairwise relations of the canonical generalization (Section 2). For each such relation, we also obtain important meta-data, including the confidence value, the PubMed IDs in which a relation was found, whether or not those articles describe Bacillus subtilis research, and whether or not those articles are part of the GRN training or test set. In the most stringent setting, we could then limit the EVEX results only to those relations found in the articles of the GRN dataset (72 in training, 45 in the development set, 55 in the test set). Additionally, we could test whether performance can be improved by also adding all Bacillus subtilis articles (17,065 articles) or even

| EVEX type | GRN type |
|-----------|----------|
| Binding   | Binding  |
| Regulation* of Transcription | Transcription |
| Regulation* of Gene expression | Transcription |
| Positive regulation of Any* | Activation |
| Negative regulation of Any* | Inhibition |
| Regulation of Any* | Regulation |

Table 1: Conversion of EVEX event types to the GRN types. The table is traversed from top to bottom, and the first rule that matches is applied. Regulation* refers to any type of regulatory event, and Any* refers to any other non-regulatory event type.
all EVEX articles in which at least one event was found (4,107,953 articles).

To match the canonicalized BANNER entities from EVEX to the standardized gene symbols required for the GRN challenge, we have constructed a mapping based on the GRN data. First, we have scanned all gold-standard entities and removed non-alphanumerical characters from the gene symbols as tagged in text. Next, these canonical forms were linked to the corresponding standardized gene symbols in the gold-standard annotations. From the EVEX data, we then only retained those relations that could be linked to two gene symbols occurring together in a sentence.

Finally, it was necessary to convert the original EVEX event types to the GRN relation types. This mapping is summarized in Table 1. Because EVEX Binding events are symmetrical and GRN Bindings are not, we add both possible directions to the result set. Note that some GRN types could not be mapped because they have no equivalent within the EVEX resource, such as the GRN type ‘Requirement’ or ‘Promoter’.

### 3.3 Filtering the data

After converting the EVEX pairwise relations to the GRN network format, it is necessary to further process the set of predictions to obtain a coherent network. One additional filtering step concerns the entity types of the arguments of a specific event type. From the GRN data, we can retrieve a symbol-to-type mapping, recording whether a specific symbol referred to e.g. a gene, protein or operon in a certain article. After careful inspection of the GRN guidelines and the training data, we enforced the filtering rules as listed in Table 2. For example, this procedure successfully removes protein-protein interactions from the dataset, which are excluded according to the GRN guidelines. Even though these rules are occasionally more restrictive than the original GRN guidelines, their effectiveness to prune the data was confirmed on the training set.

Further, the GRN guidelines specify that a set of edges with the same Agent and Target should be resolved into a single edge, giving preference to a more specialized type, such as Transcription in favour of Regulation. Further, contradictory types between a specific entity pair (e.g. Inhibition and Activation) may occur simultaneously in the GRN data. For the EVEX data however, it is more beneficial to try and pick one single correct event type from the set of predictions, effectively reducing the false positive rate. To this end, the EVEX confidence values are used to determine the single most plausible candidate. Further analyses on the training data suggested that the best performance could be achieved when only retaining the ‘Mechanism’ edges (Transcription and Binding) in cases when no regulatory edge was found. Finally, we noted that the EVEX Binding events more often correspond to the GRN Transcription type, and they were thus systematically refactored as such (after entity-type filtering). We believe this shift in semantics is caused by the fact that a promoter binding is usually extracted as a binding event by the TEES classifier, while it can semantically be seen as a Transcription event, especially in those cases where the Theme is a protein name, and the Cause a gene symbol (Table 2).

### 3.4 Results

Table 3 lists the results of our method on the GRN training data, which was primarily used for tuning the parameters described in Section 3.3. The highest recall (42%) could be obtained when using all EVEX data, without restrictions on entity types and without restricting to *Bacillus subtilis* articles. As a result, this set of predictions may contain relations between homologs in related species which have the same name. While the relaxed F-score (41%) is quite high, the Slot Error Rate (SER) score (1.56) is unsatisfying, as SER scores should be below 1 for decent predictions.

When applying entity type restrictions to the prediction set, relaxed precision rises from 39%
to 60%, the relaxed F-score obtains a maximum score of 44%, and the SER score improves to 1.15. The SER score can further be improved when restricting the data to *Bacillus subtilis* articles (0.954). The optimal SER score is obtained by further limiting the prediction set to only those relations found in the articles from the GRN dataset (0.939), maximizing at the same time the relaxed precision rate (80%).

The final run which obtained the best SER score on the training data was subsequently applied on the GRN test data. It is important to note that the parameter selection of our system was not overfitted on the training data, as the SER score of our final submission on the test data is 0.92, i.e. higher than the best run on the training data.

Table 4 summarizes the official results of all participants to the GRN challenge. Interestingly, the TEES classifier has been modified to retrain itself on the GRN data and to produce event annotations in the GRN formalism (Björne and Salakoski, 2013), obtaining a final SER score of 0.86. It is remarkable that this score is only 0.06 points better than our system which needed no retraining, and which was based upon the original GE annotation format and predicted gene/protein symbols rather than gold-standard ones. Additionally, the events in EVEX have been produced by a version of TEES which was maximized on F-score rather than SER score, and these measurements are not mutually interchangeable (Table 3). We conclude that even though our GRN system obtained last place out of 5 participants, we believe that its relative close performance to the TEES submission demonstrates that large-scale text mining resources can be used for gene regulatory network construction without the need for retraining the text mining component.

### 3.5 Error analysis

To determine the underlying reasons of our relatively low recall rate, we have analysed the 117 false negative predictions of our final run on the training dataset. We found that 23% could be attributed to a missing or incompatible BANNER entity, 59% to a false negative TEES prediction, 15% to a wrong GRN event type and 3% to incorrectly mapping the gene symbol to the standardized GRN format. Analysing the 16 false positives in the same dataset, 25% could be attributed to an incorrectly predicted event structure, and 62.5% to a wrongly predicted event type. One case was correctly predicted but from a sentence outside the GRN data, and in one case a correctly predicted negation context was not taken into account. In conclusion, future work on the GRN conversion of TEES output should mainly focus on refining the event type prediction, while general performance could be enhanced by further improving the TEES classification system.

### 4 GE Task

Our GE submission builds on top of the TEES 2.1 system\(^2\) as available just prior to the ST’13 test period. First applying the unmodified TEES system, we subsequently re-ranked its output and enforced a cut-off threshold with the objective of removing false positives from the TEES output (Section 4.1). In the official evaluation, this step results in a minor 0.23pp increase of F-score compared to unprocessed TEES output (Table 5). This yields the first rank in the primary measure of the task with TEES ranking second.

The main motivation for the re-ranking ap-

| Dataset              | ETF | SER | F   | Rel. P | Rel. R | Rel. F | Rel. SER |
|----------------------|-----|-----|-----|--------|--------|--------|----------|
| All EVEX data no     | no  | 1.56| 8.86| 39.29% | 41.98% | 40.59% | 1.23     |
| All EVEX data yes    | yes | 1.15| 11.53| 59.74% | 35.11% | 44.23% | 0.89     |
| B. subtilis PMIDs    | yes | 0.954| 20.81| 71.43% | 22.90% | 34.68% | 0.86     |
| GRN PMIDs            | yes | 0.939| 17.39| 80.00% | 18.32% | 29.81% | 0.86     |

**Table 3: Performance measurement of a few different system settings, applied on the training data.** The SER score is the main evaluation criterion of the GRN challenge. The relaxed precision, recall, F and SER scores are produced by scoring the predictions regardless of the specific event types. ETF refers to entity type filtering.

**Table 4: Official GRN performance rates.**
Table 5: Official precision, recall and F-score rates of the top-5 GE participants, in percentages.

|      | P     | R     | F     |
|------|-------|-------|-------|
| EVEX | 58.03 | 45.44 | 50.97 |
| TEES-2.1 | 56.32 | 46.17 | 50.74 |
| BioSEM | 62.83 | 42.47 | 50.68 |
| NCBI  | 61.72 | 40.53 | 48.93 |
| DlutNLP | 57.00 | 40.81 | 47.56 |

The output of TEES is re-ranked using SVM\textsuperscript{rank}, a formulation of Support Vector Machines which is trained to optimize ranking, rather than classification (Joachims, 2006). It differs from the basic linear SVM classifier in the training phase, when a *query structure* is defined as a subset of instances which can be meaningfully compared among each other — in our case all events from a single sentence. During training, only instances within a single query are compared and the SVM does not aim to learn a global ranking across sentences and documents. We also experimented with polynomial and radial basis kernels, feature vector normalization and broadening the ranking query sets to whole sections or narrowing them to only events with shared triggers, but none of these settings were found to further enhance the performance.

The re-ranker assigns a numerical score to each event produced by TEES, and all events below a certain threshold score are removed. To set this threshold, a linear SVM regressor is applied with the SVM\textsuperscript{light} package (Joachims, 1999) to each sentence individually, i.e. we do not apply a data-wide, pre-set threshold. Unlike the re-ranker which receives features from a single event at a time, the regressor receives features describing the set of events in a single sentence.

Features derived from TEES confidence scores:

- TEES trigger detector confidence of the root event and its difference from the confidence of the negative class, i.e. the margin by which the event was predicted by TEES.
- Minimum and maximum argument confidences of the root event.
- Minimum and maximum argument confidences, including recursively nested events (if any).
- Minimum and maximum trigger confidences, including recursively nested events (if any).
- Difference between the minimum and maximum argument confidences compared to other events sharing the same trigger word.

Features describing the structure of the event:

- Event type of the root trigger.
- For each path in the event from the root to a leaf argument, the concatenation of event types along the path.
- For each path in the event from a leaf argument to another leaf argument, the concatenation of event types along the path.
- The event structure encoded in the bracketed notation with leaf (T)heme and (C)ause arguments replaced by a placeholder string, e.g. Regulation(C:_, T:Acetylation(T:_)).

Features describing other events in the same sentence:

- Event counts for each event type.
- Event counts for each unique event structure given by the bracketed structure notation.

All event counts extracted from EVEX are represented as their base-10 logarithm to compress the range and suppress differences in counts of very common events.

The following features are generated in two versions, one by grouping the events according to the EVEX canonical generalization and one for the Entrez Gene generalization (Section 2)\textsuperscript{3}.

\textsuperscript{3}The generalizations based on gene families were evaluated as well, but did not result in a positive performance gain.
• All occurrences of the given event in EVEX.
• For each path from root to a leaf gene/protein, all occurrences of that exact path in EVEX.
• For each pair of genes/proteins in the event, all occurrences of that pair in the network interpretation of EVEX.
• For each pair of genes/proteins in the event, all occurrences of that pair with a different event type in the network interpretation of EVEX.

For each event, path, or pair under consideration, features are created for the base-10 logarithm of the count in EVEX and of the number of unique articles in which it was identified, as well as for the minimum, maximum, and average confidence values, discretized into six unique categories.

Regressors features
While the re-ranker features capture a single event at a time, the threshold regressor features aggregate information about events extracted within one sentence. The features include:

• For each event type, the average and minimum re-ranker confidence score, as well as the count of events of that type.
• For each event type, the count of events sharing the same trigger.
• For each event type, the count of events sharing the same arguments.
• Minimum and maximum confidence values of triggers and arguments in the TEES output for the sentence.
• The section in the article in which the sentence appears, as given in the ST data.

4.2 Training phase
To train the re-ranker and the regressor, false positive events are needed in addition to the true positive events in the training data. We thus apply TEES to the training data and train the re-ranker using the correct ranking of the extracted events. A true positive event is given the rank 1 and a false positive event gets the rank -1. A query structure is then defined, grouping all events from a single sentence to avoid mutual comparison of events across sentences and documents during the training phase.

The trained re-ranker is then again applied to the training data. For every sentence, the optimal threshold is set to be the re-ranker score of the last event which should be retained so as to maximize the F-score. In case the sentence only contains false positives, the highest score is used, increased by an empirically established value of 0.2. A similar strategy is applied for sentences only containing true positives by using the lowest score, decreased by 0.2.

In both steps, the SVM regularization parameter $C$ is set by a grid search on the development set.

Applying TEES and the re-ranker back to the training set results in a notably smaller proportion of false positives than would be expected on a novel input. To obtain a fully realistic training dataset for the re-ranker and threshold regressor would involve re-training TEES in a cross-validation setting, but this was not feasible due to the tight schedule constraints of the shared task, and is thus left as future work.

4.3 Error analysis
Although the re-ranking approach resulted in a consistent gain over the state-of-the-art TEES system on both the development and the test sets, the overall improvement is only modest. As summarized in Table 6, the gain over the TEES system can be largely attributed to regulation events which exhibit a 2.38pp gain in precision for a 0.67pp loss in recall. Regulation events are at the same time by far the largest class of events, thus affecting the overall score the most.

In this section, we analyse the re-ranker and threshold regressor in isolation to understand their individual contributions to the overall result and to identify interesting directions for future research.

To isolate the re-ranker from the threshold regressor and to identify the maximal attainable performance, we set an oracle threshold in every sentence so as to maximize the sentence F-score and inspect the performance at this threshold, effectively bypassing the threshold regressor. This, however, provides a very optimistic estimate for sentences where all predicted events are false positives, because the oracle then simply obtains the

| Event Type         | #   | P   | R   | F   |
|--------------------|-----|-----|-----|-----|
| Simple events      | 835 | -0.08 | -0.36 | -0.23 |
| Protein mod.       | 191 | +0.09 | -2.09 | -1.12 |
| Binding            | 333 | +0.43 | -1.20 | -0.44 |
| Regulation         | 1944 | +2.38 | -0.67 | +0.36 |
| All                | 3301 | +1.71 | -0.73 | +0.23 |

Table 6: Performance difference in percentage points against the TEES system in the official test set results, shown for different event types.
Table 7: Performance comparison of the best case (B-C) and worst case (W-C) oracles, the current system with the re-ranker and threshold regressor, and TEES. As an additional baseline, the worst case oracle is also calculated for randomly ranked output. All results are reported also separately for single and multiple-argument events.

| All events                                      | P   | R   | F   |
|-----------------------------------------------|-----|-----|-----|
| B-C oracle (re-ranked)                        | 81.32 | 39.61 | 53.27 |
| W-C oracle (re-ranked)                        | 54.92 | 39.61 | 46.02 |
| W-C oracle (random)                            | 51.06 | 39.19 | 44.34 |
| Current system                                 | 47.15 | 39.61 | 43.05 |
| TEES                                          | 45.46 | 40.39 | 42.77 |
| Single-arg. events                             |     |     |     |
| B-C oracle (re-ranked)                        | 81.37 | 50.58 | 62.38 |
| W-C oracle (re-ranked)                        | 56.09 | 50.58 | 53.19 |
| W-C oracle (random)                            | 52.73 | 50.00 | 51.33 |
| Current system                                 | 48.66 | 50.44 | 49.53 |
| TEES                                          | 47.16 | 51.09 | 49.04 |
| Multiple-arg. events                           |     |     |     |
| B-C oracle (re-ranked)                        | 81.02 | 16.83 | 27.87 |
| W-C oracle (re-ranked)                        | 48.61 | 16.83 | 25.00 |
| W-C oracle (random)                            | 42.66 | 16.75 | 24.05 |
| Current system                                 | 39.64 | 17.12 | 23.91 |
| TEES                                          | 37.57 | 18.17 | 24.50 |

Table 8: Performance of the system on the development set when applied to single-argument events only (1-arg), to multiple-argument events only (N-arg), and to all events (Full).

|                  | TEES | 1-arg | N-arg | Full  |
|------------------|------|-------|-------|-------|
| Simple events     | 64.43 | +0.07 | ±0.00 | +0.07 |
| Protein mod.      | 40.47 | +0.06 | ±0.00 | +0.06 |
| Binding           | 82.03 | ±0.00 | ±0.00 | ±0.00 |
| Regulation        | 30.34 | +0.70 | -0.14 | +0.53 |
| All events        | 45.04 | +0.66 | ±0.00 | +0.64 |

To summarize the error analysis, the results in the overall system performance, these cases may justify a focused effort in future research.

To establish the relative merit of the re-ranker, we compare the worst-case oracle scores of the re-ranked output against random ranking, averaged over 10 randomization runs. While the difference between TEES output and the random ranking reflects the effect of using an oracle to optimize per-sentence score, the difference between the random ranking and the re-ranker output shows an actual added value of the re-ranker, not attained from the use of oracle thresholds. Here it is of particular interest to note that this difference is more pronounced for events with multiple arguments (5.95pp of precision) as opposed to single-argument events (3.36pp of precision), possibly due to the fact that such events have a much richer feature representation and also employ the EVEX resource. To assess the contribution of EVEX data, a re-ranker was trained solely on features derived from EVEX. This re-ranker achieved an F-score of 1.26pp higher than randomized ranking, thus suggesting that these features have a positive influence on the overall score.

To verify these results and measure their impact on the official evaluation, Table 8 summarizes the performance on the development set using the official evaluation service. To study the effect on single-argument events (column 1-arg), the re-ranker score for multiple-argument events is artificially increased to always fall above the threshold. A similar strategy is used to study the effect on multiple-argument events (column N-arg). These results confirm that the overall performance gain of our system on top of TEES is obtained on single-argument events. Further, multiple-argument events have only a negligible effect on the overall score, demonstrating that, due to their low frequency, little can be gained or lost purely on multiple-argument events.

To summarize the error analysis, the results in
Table 7 suggest that the re-ranker is more effective on multiple-argument events where it receives more features including external information from EVEX. On the other hand, the results in Table 8 clearly demonstrate that the system is overall more effective on single-argument events. This would suggest a “mismatch” between the re-ranker and the threshold regressor, each being more effective on a different class of events. One possible explanation is the fact that the threshold regressor predicts a single threshold for all events in a sentence, regardless of their type and number of arguments. If these cannot be distinguished by one threshold, it is clear that the threshold regressor will optimize for the largest event type, i.e. a single-theme regulation. Studying ways to allow the regressor to act separately on various event types will be important future work.

4.4 Discussion and future work

One of the main limitations of our approach is that it can only increase precision, but not recall, since it removes events from the TEES output, but is not able to introduce new events. As TEES utilizes separate processing stages for predicting event triggers and argument edges, recall can be adjusted by altering either of these steps. We have briefly experimented with modifying TEES to over-generate events by artificially lowering the prediction threshold for event triggers. However, this simple strategy of over-generating triggers leads to a number of clearly incorrect events and did not provide any performance gain. As future work, we thus hope to explore effective ways to over-generate events in a more controlled and effective fashion. In particular, a more detailed evaluation is needed to assess whether the rate of trigger over-generation should be adjusted separately for each event type. Another direction to explore is to over-generate argument edges. This will entail a detailed analysis of partially correct events with a missing argument in TEES output. As in the case of triggers, it is likely that each event type will need to be optimized separately.

A notable amount of sentences include only false positive predictions, severely complicating the threshold regression. In an attempt to overcome this issue, we trained a sentence classifier for excluding sentences that should not contain any events. This classifier partially utilized the same features as the threshold regressor, as well as bag of words and bag of POS tags. This method showed some promise when used together with trigger over-generation, but the gain was not enough to surpass the lost precision caused by the over-generation. If the event over-generation can be improved, the feasibility of this method should be re-evaluated.

5 Conclusions

We have presented our participation in the latest BioNLP Shared Task by mainly relying on the large-scale text mining resource EVEX. For the GRN task, we were able to produce a gene regulatory network from the EVEX data without re-training specific text mining algorithms. Using predicted gene/protein symbols and the GE formalism, rather than gold standard entities and the GRN annotation scheme, our final result on the test set only performed 0.06 SER points worse as compared to the corresponding TEES submission. This encouraging result warrants the use of generic large-scale text mining data in network biology settings. As future work, we will extend the EVEX dataset with information on the entity types to enable pruning of false-positive events and more fine-grained classification of event types, such as the distinction between promoter binding (Protein-Gene Binding) and protein-protein interactions (Protein-Protein Binding).

In the GE task, we explored a re-ranking approach to improve the precision of the TEES event extraction system, also incorporating features from the EVEX resource. This approach led to a modest increase in the overall F-score of TEES and resulted in the first rank on the GE task. In the subsequent error analysis, we have demonstrated that the re-ranker provides an opportunity for a substantial increase of performance, only partially realized by the regressor which sets a per-sentence threshold. The analysis has identified numerous future research directions.
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