ABSTRACT The orthotropic steel-box girder (OSG) is widely used in the construction of a large-scale bridges. Since cumulative damages caused by the heavy vehicles and initial flaws of welding, the bridges with OSGs frequently suffer from fatigue cracks, which are commonly distributed around U-ribs. Hence, the management of fatigue cracks is mandatory in practical engineering. Although some techniques have been adopted for the detection of cracks, the workflow is often labor-intensive, time-consuming, and of low-temporal resolution. Considering the optical visibility of a crack and the limitation of the shape of an over-welding-hole around the U-rib, a machine vision-based monitoring methodology for the fatigue cracks in U-rib-to-deck weld seams is proposed in this paper. To be specific, a specific Internet of Things (IoT) based image acquisition device is first developed and introduced to obtain precisely part-view images of a fatigue crack. As followed, a novel image rectification and stitching method based on a specified coded calibration board is innovated and described for generating a measurable panoramic fatigue crack image. Furthermore, a deep learning-based crack detection-segmentation integrated algorithm is developed to detect and segment the crack areas. Afterwards, a feature extraction procedure based on image processing is explored to obtain the morphological features of a crack, involving its area, length and width. Finally, a field experiment was carried out on a real steel suspension bridge. By comparing the measurements both from manual measuring and vision-based monitoring, the results indicate that the proposed methodology is very promising to monitor the fatigue cracks in U-rib-to-deck weld seams, and the root-mean-square errors in length and width measuring could be 3.0195 mm and 0.003 mm, respectively. This work is not only of practical value to the management and maintenance of the OSG bridges in engineering, but also critical for the researches on fatigue cracks propagation.
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I. INTRODUCTION

In past decades, the orthotropic steel-box girder (OSG) has been widely applied in long-span cable-supported bridges, benefiting from the advantages of low weight, high torsional stiffness, and convenience of manufacturing and construction. However, the main disadvantage of this structure is the fatigue cracks will inevitably be developed in weld seams from welding residual stress under the actions of repeated vehicle loads. Critically, the cracks grow continuously year by year, which has become a common issue, leading to lower security and lower service performance [1], [2].

To make a reasonable maintenance decision for the fatigue cracks, people have to detect and monitor the status of each crack periodically. Currently, there are two main categories techniques for the detection of steel cracks, involving destructive testing (DT) and non-destructive testing (NDT) techniques. In traditional NDT techniques, the eddy current testing (ECT) [3], [4], ultrasonic testing (UT) [5], [6] and acoustic emission testing (AET) [7], [8] are the most common approaches for researchers and workers to detect steel cracks. However, inspections using these
techniques are time-consuming and labor-intensive, especially for large-scale inspection. Besides, skilled inspectors and professional instruments are required for a routine inspection, which is expensive and time-delayed as well.

To improve the feasibility and efficiency of crack detection on OSG, some advanced testing techniques have been studied in recent years. On one hand, immersion ultrasonic testing (IUT) technique [9] was proposed for the examination of weld seams. Cracks in the weld could be identified and localized by comparing typical flaw patterns. Phased-array ultrasonic testing (PAUT) [10] technique has been used to detect the length and depth of the fatigue cracks in U-rib-to-deck weld seams. The soft elastomeric capacitor (SEC) [11] was applied and verified to sense distortion-induced fatigue cracks specifically. On the other hand, inspired by the developments in computer vision field over the last two decades, some new detection and evaluation techniques have been proposed [12] by using optical color cameras [13], infrared cameras [14] or laser scanners [15] as well.

With the image processing and computer vision based algorithms, cracks can be identified from the overall image scene. Compared with other methods, the vision-based methods commonly are inexpensive to implement, feasible for the complex scenes and adaptive for surface cracks, thus lots of researches have been done to detect cracks automatically using computer vision techniques, including road pavement cracks, concrete bridge cracks, and steel board cracks. However, there is less research on the monitoring of fatigue cracks in U-rib-to-deck weld seams. In this study, a machine vision-based methodology is proposed for the monitoring of fatigue cracks growth, with a specific system developed and utilized. Here, the major contributions of this paper are as follows:

- For the acquisition of crack part-view images precisely, we developed and introduced a new IoT based image acquisition device, which can be set to cross the narrow over-welding-hole around U-ribs and observe the fatigue cracks precisely in the U-rib-to-deck weld seams.
- For the generation of a measurable panoramic fatigue crack image, we proposed a novel image rectification and stitching method based on coded calibration board, which is validated by the experiments and the results indicate it is stable in the real scene and can be used for the steel surface image stitching in a low feature points case.
- For quantitative description precisely and long-term monitoring of the growth of cracks, based on the obtained panoramic fatigue crack image, a deep learning-based crack recognition method, involving detection-segmentation integrated crack identification algorithm and post-processing of morphological operations, is explored to calculate the width and length of a crack.

The remainder of this paper is organized as follows. In Section 2 we provide a literature review of vision-based crack detection equipment and methods. Then, Section 3 presents an overview of our methodology. As followed, Section 4 and Section 5 introduce the panoramic crack image acquisition system and the crack recognition methods for monitoring of fatigue cracks in U-rib-to-deck weld seams, respectively. Meanwhile, the effectiveness of the proposed methodology is validated by an experiment conducted in a real OSG bridge in Section 6. In Section 7, conclusions are introduced and some suggestions are provided for future work.

II. RELATED WORKS

A. THE DEVELOPMENT OF CRACK IMAGE ACQUISITION EQUIPMENT

Cracks in civil and infrastructure engineering mainly consist of pavement cracks, concrete cracks and steel cracks, which share similar characteristics. There are some image acquisition systems for crack detection. For example, the robot scanning system [16], [17] was developed and applied for inspection of road conditions. The robot was mounted with cameras for image acquisition and was set to autonomous navigation. In addition, unmanned aerial vehicles (UAVs) [18], [19] equipped with color or infrared cameras are promising to carry out a quick inspection of concrete deck or piers. Terrestrial laser scanning (TLS) system [20], [21] was also introduced for the acquisition and analysis of cracks in pavements or concrete structures at high precision. Consumer-grade camera [13] was used to get crack images inside the steel box girder, whose space was too limited for large-scale instruments. Recently, intelligent climbing robot [22] was invented to move around and inspect the steel plates inside the steel box girder, but it was still in the test stage.

Currently, to the best knowledge of the authors, there is few image acquisition system available for crack monitoring with high precision, especially, for the scene of U-rib-to-deck welded joint area. Thus the monitoring of crack growth in steel box girders is limited for years.

B. THE DEVELOPMENT OF CRACK DETECTION TECHNIQUES

Based on the crack images, image processing techniques (IPTs) are often used for crack detection, especially in earlier studies. Basically, due to their lower intensity in the gray-scale image than the background, cracks can be directly extracted by thresholds [23], [24] or by using morphological bottom-hat transform to reduce the effect of the nonuniform illumination [25]. Moreover, as edge-like features that cracks take, edge detection and texture feature extraction algorithms are introduced to obtain the profiles of cracks. Histogram of Oriented Gradients (HOG) features [26] were used to detect the location of the cracks near bolt, and the edge of cracks were determined by Canny edge detector. A Sobel edge detector [27] was used in the segmentation technique to identify cracks and other damages. Comparison among Haar transform, Fourier transform, Sobel edge detector and
Canny edge detector [28] was provided to identify cracks in bridges. In addition, since a fatigue crack is prone to open and close when subjected to repeated loading, dynamic features can be extracted and analyzed alongside the crack. Thus the crack is sensed and quantified through video feature tracking [29]. Besides, some literature shows that the location and depth of the cracks can also be determined and estimated by the frequency-domain methods by processing the images as two-dimensional discrete signals. Gabor filter [30] was used to identify longitudinal and transverse cracks in road surfaces and further promoted by the Adaboost classifier. After calculating the continuous wavelet transform of the slope of the mode shape, locations and depth of the cracks in a concrete beam were detected and estimated [31], [32].

However, those cracks detected from IPTs may contain real cracks and image noise. Thus, more advanced methods are needed to distinguish between cracks and non-crack noise. After detecting major cracks in the image, iterative applications of genetic programming algorithm [33] were used to eliminate the residual noise. More generally, machine learning-based classifiers are more universal in this task. Support Vector Machine (SVM), Adaboost and Random Forest (RF) [16] were studied and evaluated on gradient-based features and scale-space features, serving as classifiers to classify the crack and non-crack region. Artificial Neural Network (ANN) [34] was designed to classify whether an image object is crack or non-crack after the proposed feature extraction method. ANN, SVM and K-Nearest Neighbour (KNN) [35] were researched and evaluated by accuracy, precision, sensitivity, and specificity, in order to classify cracks from the non-crack pattern.

Though the robustness and accuracy are improved with the machine learning classifiers, these IPTs-based methods suffer from two aspects: (1) The in-situ scenes of structures are more complex than the laboratory, tricky spots or non-uniform light may cause the algorithms invalid. (2) The methods depend heavily on the human crafted features, which is very difficult to describe high-level features, such as the semantic information of the cracks. Recently, the state-of-the-art deep learning technique has been widely applied in the domain of computer vision [36]. Convolutional Neural Network (CNN) [37] is one of the most basic blocks of deep learning. CNN is able to extract features in the image from low-level (i.e., edges, colors) to high-level (i.e., locations, width), and predicting a class label to the image. The layer-by-layer features learned by CNN show more accuracy and robustness than the features extracted using traditional IPTs-based methods [38].

In the last five years, deep learning methods have been applied in civil engineering, such as the identification of bridge defects and road damage. Based on patch-wise and pixel-wise classification respectively, there are two main deep learning approaches to identify cracks of structures.

The patch-wise approaches detect the location of the cracks and select the crack region by using a bunch of image bounding boxes. NB-CNN [39] was proposed to detect the crack region by scanning the frame with 120 × 120 patches. And the Naive Bayes (NB) data fusion scheme helped discard non-crack patches more effectively than other methods. DDLNet [40] was trained to estimate the location of the suspicious defect region with the bounding box and predict the label of the defect. Thus the scheme can detect and classify multiple types of defects simultaneously. A crack detection workflow was proposed by combining a CNN and then the sliding window strategy [41]. The crack maps consisting of the positive patches in an image were obtained consequently. Faster Region-based CNN (Faster R-CNN) [42] architecture visual inspection was proposed to detect five damage types of concrete and steel infrastructure. The defect regions were selected with bounding box regression, improving the performance of the sliding window method. The trained model achieved high accuracy and fast speed in the detection of [43].

Though the location and range of cracks can be detected by the patch-wise approach in a short time, the quantification properties remain unknown since the approach merely indicates the boundary of cracks with rectangle boxes, while the pixel-wise approaches identify each pixel in an image to determine whether the pixel belongs to a crack or not. Fully Convolutional Network (FCN) [44] was applied to the detection of concrete cracks [45], [46]. Each pixel in the image was classified so that the cracks were segmented precisely from the background. Finally, the morphological features of the cracks were measured by the skeleton algorithm [45]. U-Net [47] was adopted to build a deep learning model for crack segmentation [48]. The U-Net structure was found to be more effective, more accurate than the patch-wise CNN approach in [41] and still reached high accuracy without a large training set in [45], [49]. A crack segmentation scheme with dual-scale deep CNN assisted by image enhancement and thresholding was proposed [50]. Meanwhile, the measurement of thin cracks was calculated accurately based on Zernike Moment Operator (ZMO), showing lower error than the traditional methods.

To conclude, however, the calibration are not conducted and the poses of cameras are not controlled in most studies. Thus the ratio between real world coordinates and image coordinates is unknown, which makes it impossible for the precise measurement of the cracks. On the other hand, most studies pay great attention on the algorithms, but neglecting the standard strategies for inspection in engineering, which is very significant for quantitative evaluation and long-term monitoring of fatigue cracks.

### III. OVERVIEW OF OUR METHODOLOGY

In this paper, we propose a machine vision-based methodology, which can be regarded as an overall solution, containing imaging strategy, data processing algorithms and usable descriptions for the evaluation and monitoring of fatigue cracks in U-rib-to-deck weld seams, which prefer to suffer from fatigue cracks much more frequently than other details.

As indicated in Fig. 1, this framework consists of two major parts. In panoramic crack image acquisition, we developed an image acquisition device to capture the raw crack...
part-view images. Based on IoT technology, the device consists of three major modules, including image acquisition module, mechanical driving module and IoT based controller module. Then by utilizing a specifically designed coded calibration board, the image rectification, image registration, and blending algorithms are integrated to generate a measurable panoramic crack image. In crack recognition and morphological features extraction, a deep-learning based cascade crack recognition workflow is introduced including crack region detection, crack segmentation and crack fragments linking, so that the segmentation mask of the crack is obtained. Through image morphological operations, mainly the skeleton algorithm, the crack length, width and average width are extracted.

**IV. PANORAMIC FATIGUE CRACK IMAGE ACQUISITION**

**A. IoT BASED IMAGE ACQUISITION SYSTEM**

The idea of the IoT has been proposed and thousands of practical applications came true in the last decade [51], [52].
The IoT based controller module. It includes a micro single-board computer and various interfaces. The computer is the controller of the mechanical driving module, the processor of the obtained images, data transfer of the panorama and extracted features. The interfaces serve as the interaction among the modules, the electricity, and the WIFI. Besides, the computer has been combined with IoT components to create an internet-connected monitor, which can collect and process the images in real-time and send the processed data to the cloud server as well.

Each module can be connected by cables easily and installed on the ribs, and then, a series of raw crack part-view images can be captured, as shown in Fig. 2a.

B. PANORAMIC CRACK IMAGE GENERATION BASED ON CODED CALIBRATION BOARD

Unlike the images taken in normal scenes, the images obtained from the proposed IoT device are restricted, mesoscopic, and of small view field. In order to obtain the real size of a crack from images, the series of crack part-view images in a scanning should be rectified and stitched as a measurable orthographic panorama. To do that, it is essential to find enough pairs of points with the same features from the adjacent raw images and know their relative coordinates for perspective transformation. However, the surface of steel materials usually is less rough and it is almost impossible to measure the coordinates manually in such a crowded millimeter-level region. Hence, it is hard to find enough reference points, which may lead to most automated feature-based image stitching methods invalid and unstable in practice.

In this study, we proposed a novel framework for image rectification and stitching by using a specific coded calibration board, which is specially set for the images photographed in this special case. As the workflow illustrated in Fig. 3, once the fatigue crack image acquisition device is installed on the ribs, the images of every scanning will be captured at the fixed locations, since the shooting positions and poses of the camera are precisely and strictly limited by the stepping motor in the mechanical driving module. Thus, initially, we utilize a specific coded calibration board to obtain the image transform and registration parameters for each position. And then, the images in every scanning can be rectified and stitched by reusing these parameters.
1) THE CODED CALIBRATION BOARD
As shown in Fig. 2b, the proposed coded calibration board is patterned by the chessboard (frequently used in camera calibration to resolve the intrinsic parameters of a camera [55]) and concentric circle markers (used in machine vision technology to match a series of images or serve as a control point [56]). Concretely, the pattern of the chessboard consists of 5 x n squared lattices, whose corners can be detected accurately and very fast. Due to the size of each lattice is previously known, the pairs of control points can be determined directly. In addition, several series of concentric circles with a different number of circle edges are designed to overlay the central white lattices of the chessboard cyclically, which will help the algorithm to know the orders of raw images in scanning and obtain the spatial relationship between them.

2) PERSPECTIVE RECTIFICATION BASED ON CODED CALIBRATION BOARD
Since it is difficult to keep the optical axle of a camera perpendicular to the surface of crack during the observation, perspective distortion is inevitable. Accordingly, the length in the image counted by the pixels will be unpredictable and cannot represent the real size of a crack. As usual, the perspective transformation is used to rectify a distort image by using the homography matrix $H$. Define $x$ and $x'$ as the origin and transformed coordinates of points, respectively. So the perspective transformation formula is:

$$x' = Hx \quad (1)$$

and then:

$$\begin{pmatrix} x' \\ 1 \end{pmatrix} = \begin{bmatrix} a_1 & a_2 & a_3 \\ b_1 & b_2 & b_3 \\ c_1 & c_2 & c_3 \end{bmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} \quad (2)$$

So, the transformed coordinates of points are:

$$\begin{align*}
x &= a_1x' + a_2y' + a_3 \\
y &= b_1x' + b_2y' + b_3 \\
x &= c_1x' + c_2y' + 1 \\
y &= c_3x' + c_3y' + 1 \quad (3)
\end{align*}$$

For solving the eight unknown parameters in Eq. 3, four pairs of points are required at least. In practice, based on the coded calibration board, we first detect the corners and define the 4 most outside corners as the control points. Once the pairs of control points are obtained for each shooting position, the $H$ matrix can be solved.

Once the parameters of $H$ are obtained, by applying perspective transform point-by-point, the image will be rectified. Finally, by recording and using the four point-pairs, the raw images in each shooting position are rectified.

3) IMAGE REGISTRATION
As the key step of image stitching, image registration is to align the overlapping images by solving the spatial transformation among them, such as translation, rotation, and scaling. To avoid wrong and unstable registration in crack image stitching, by comparing with the area-based registration [57], feature-based registration [58] and phase-based registration [59] methods, a code-based method is proposed in this study, which will be color and texture-independent.

As seen from Fig. 4, we define the concentric circle markers with different edge numbers from 2 to 5 as the code from ‘A’ to ‘D’. For the images in different shooting position, we can extract the ordered point dictionary by using the concentric circles to represent the partial zone of chessboard and the order of corners to determine the order of feature points, i.e. $\text{List}_{\text{Name,Coordinates}} = [\text{List}_{2}, \text{List}_{3}, \ldots, \text{List}_{n}]$. While the ordered feature points are figured out in two adjacent images, we can use the coded name to make the pairs of corresponding points directly, then the registration parameters can be solved by a least square method and use to align the crack part-view images. Note that, the transformation here in this study is between two adjacent rectified images, so the registration parameter is only the parameters of translation displacement in the plane.

4) IMAGE BLENDING
Due to the change of illumination and inconsistent exposure time in each shooting, the stitching seam of two registered images is existed obviously as usual, without image blending processing, which is used to eliminate the stitching seam and adjust the color space of the overlapping region.
By comparing the weighted method [60] and multi-band method [61], the multi-band method is applied in this study, due to the weighted method often suffers from local blur and pixel-level error.

In the multi-band method, the overlapping area from image $I_1$ and image $I_2$ are denoted as $A$ and $B$, respectively. Then the Laplacian pyramids of $A$ and $B$ are built, denoted as $LA$ and $LB$. A new Laplacian pyramid $LS$ is built from $LA$ and $LB$, by using Eq. 4.

$$LS_s(i, j) = \begin{cases} 
LA_s(i, j) & \text{when } i < w/2 \\
LA_s(i, j) + LB_s(i, j)/2 & \text{when } i = w/2 \\
LB_s(i, j) & \text{when } i > w/2 
\end{cases}
$$

where $s$ is the level of the Laplacian pyramid, $(i, j)$ is the pixel coordinate of the image, $w$ is the width of the overlapping area.

Finally, the images in the $LS$ are upsampled from the bottom to the top. In each level, the resulting image will be the average of the upsampled image and the origin image.

An example of blending two registered images is shown in Fig. 5. The stitching seam is completely eliminated, and there is a smooth transition of color in the overlapping area.

---

### V. CRACK RECOGNITION AND MORPHOLOGICAL FEATURE EXTRACTION

In recent years, Deep Convolutional Neural Networks (DCNNs) [37], [62]–[67] have shown significant superiority than traditional methods in image classification, object detection and semantic segmentation. For achieving an accurate measuring of cracks, the pixel-level classification is required. However, the semantic segmentation for a large image usually is time-consuming and not efficient. Since the area of crack is less than the background part, it will be effective to detect the suspected crack regions before accurate crack segmentation to speed up the computation in the whole processing of crack recognition.

In this study, a cascade crack recognition method is developed. As shown in Fig. 6, there are three stages involved. Firstly, the sliding windows are utilized to re-sample a series of sub-images from a panoramic crack image without overlaps. Secondly, a DCNN based crack classifier is employed to distinguish whether these sub-images are crack image or not. Finally, with the crack sub-images, an image segmentation model is followed to segment the crack pixels from background.

#### A. CRACK REGION DETECTION

Cracks not only differ the shape but the color and texture from the background, so the DCNN used to classify cracks should be good at learning their high-level features. The VGGNet [62], ResNet [64], MobileNet [67], Inception [63] and DenseNet [66] are five classic DCNNs for image classification, which have shown great performance in extracting image features. The VGG block in VGGNet, firstly proposed by [62], is a typical and effective architecture in DCNN. As given in Table 1, the VGGNet-13 is beginning with 5 vgg blocks, each containing two convolution layers and one ReLU activation layer and one max pooling layer. Among them, the convolution layer and ReLU layer extract the features and generate feature maps at each level. While the max pooling layer reduce the size of the feature map by down-sampling. Finally, after three fully connected layers, the input image will be translated into a $1 \times n$ feature vector, where $n$ indicates the number of classification labels, for instance, crack or non-crack, etc.

#### B. CRACK SEGMENTATION

Based on the crack sub-images, the crack segmentation is utilized to predict the semantic label of each pixel. Fully Convolutional Network (FCN) [44], DeepLab [68] and PSPNet [69] are three of the most commonly used DCNN for image segmentation. By introducing the Laplacian pyramid idea into the CNN, the FCN can be regarded as a down-sampling to the up-sampling scheme. In the down-sampling stage, the backbone network (such as VGGNet, etc.) is used to extract the features of the image. In the up-sampling stage,
the de-convolution is applied to raise the size of the feature maps. In this study, the architecture of the FCN is grafted on the VGG blocks as listed in Table 2. Its output will be a mask matrix with the same size as the input image, whose cell will reveal the score for each classification labels and present the pixel position.

### C. CRACK FRAGMENTS LINKING

Considering the performance of DCNNs and the inevitable error in crack segmentation, the mask of the crack regions may be fragmented, which leads to wrong measurements in crack measuring, i.e. smaller area and length than the actual values. Thus, it is necessary to link all crack fragments together to obtain a complete crack mask. Commonly, the close operation is used to de-fragment the contiguous regions, which is defined by Eq. 5. Particularly, in close operation, the dilation operation will be taken firstly to enlarge the foreground object (i.e. crack) area and then followed by an erosion operation with the same structuring element template to shrink those enlarged areas by dilation and tiny isolated object (e.g. noise). Both operations here can be regarded as contrary operation. So in the end, the close operation can link all fragments and remove those tiny noise points.

\[
    A \cdot B = (A \oplus B) \ominus B
\]  

(5)

where, \( A \oplus B \) and \( A \ominus B \) means dilation and erosion operation, respectively.

**Dilation:**

\[
    A \oplus B = \{z | ((B)_z \cap A) \subseteq A\}
\]  

(6)

**Erosion:**

\[
    A \ominus B = \{z | (B)_z \subseteq A\}
\]  

(7)

where, A is the binary mask of crack and B is a template-like structuring element, also called kernel.

### D. SKELETON EXTRACTION

Considering the actual shape of cracks, the length of the crack could be defined as the length of its center line. Generally, the skeleton extraction algorithm is often used to do this, by extracting the skeleton from the segmentation mask.

The mathematical skeleton algorithm is defined by Eq. 8. The width of the crack mask is thinned by executing several times of erosion operation from the boundary, only remaining the center line of the crack mask. When the pixels in the mask no longer change after the erosion, the remainders will be the skeleton of the crack.

\[
    S_k(A) = (A \ominus kB) - (A \ominus kB) \circ B
\]  

(8)

Here, \( S_k(A) \) is the skeleton of A, \( (A \ominus kB) \) means k times consecutive erosion to A. the \( \circ \) means open operation, for
example $A \circ B$ is defined as Eq. 9

$$A \circ B = (A \ominus B) \oplus B \quad (9)$$

**E. MORPHOLOGICAL FEATURES OF A CRACK**

To evaluate a crack, the quantification of crack measuring is necessary. In this study, we defined three typical morphological features of a crack to describe it, including area, length, width. Based on the panoramic crack mask and its corresponding skeleton mask, all features can be easily calculated by following:

1) Area extraction. The area of the crack is simply defined as the number of pixels of the segmentation mask. Thus the area feature of the crack is defined in Eq. 10.

$$A = N_{\text{pixels}}(M) \quad (10)$$

Here, $M$ is the segmentation mask of the crack.

2) Length extraction. Since the skeleton of the crack is one-pixel width and represents the shape of the crack, the length of the crack can be regarded as the number of pixels of the skeleton, as in Eq. 11 and Eq. 8.

$$L = N_{\text{pixels}}(S_k(M)) \quad (11)$$

3) Width extraction. The width of the crack varies along the path of the crack. However, extracting widths at multiple positions along the crack is meaningful. The crack width is measured from the horizontal width of the segmentation mask. Besides, the average width is also significant to describe the crack. Thus the width feature of the crack is denoted as in Eq. 12.

$$\begin{cases} W_p = N_{\text{pixels}}(\Delta X_p(M)) \\ W_{\text{avg}} = \frac{A}{L} \end{cases} \quad (12)$$

where $\Delta X_p(M)$ is the horizontal width at point $p$, $A$ and $L$ are the area and length of the crack, respectively.

**VI. APPLICATION**

In this section, the proposed methodology was applied and evaluated in the steel box girder of a 20-year suspension bridge. Firstly, the image acquisition device was developed and installed above the U-rib-to-deck weld seams. Fourteen series of clear crack images were captured, proving the feasibility of the device. Then fourteen rectified panoramic crack images were generated by the proposed board-based image stitching method. Afterwards, several image classification and image segmentation models were trained and evaluated on a dataset with 6000 samples, which were randomly clipped from nine panoramic images. Finally, the precision of crack recognition was tested and verified on the other three panoramic images, by comparing the value of lengths and widths calculated by our method with the values of manual measurements.

**A. GENERAL INFORMATION**

The experiment was carried out in the steel box girder of a 20-year cable suspension bridge. The main span of the bridge is 1385 meters. The width and height of the girder are 36.9 and 3.0 meters, respectively. The bridge contains a total of six lanes, each with a 3.75-meters width. The section drawing of the steel box girder is displayed in Fig. 7.

The IoT based image acquisition device was installed as Fig. 8 shown. The modules were connected by cables and attached to the steel surface by strong magnets. The imaging parameters were listed in Table. 3. It is worth mentioning that after rectification, the scale factor in the crack image is 0.02 mm/px.

The MXNet framework [70] was used to perform all the experiments and studies in this article. To implement the
B. IMAGE ACQUISITION

Considering the verification of the device and the variety of the dataset, the device was installed on fourteen different locations in the girder at each time. The captured board and crack images were all vivid and clear. Three series of board and crack images (partly) were shown in Fig. 9.

Furthermore, to obtain the panoramic and measurable image for each crack, the proposed rectification and stitching method were applied to process the part-view images. Clear, measurable and seamless panoramic crack images were obtained eventually. Three images were shown in Fig. 10.

C. DCNNs MODEL TRAINING AND EVALUATION

1) DATASET

In this study, we made a dataset manually by ourselves, including sub-images and the corresponding segmentation mask. Concretely, all 14 panoramic crack images were applied and divided into three groups: 9 images for training, 2 images for validation and the rest 3 images for test. In image classification, to fit the input size of DCNN models, we used a 128 px × 128 px window to re-sample the image samples randomly from each panoramic image. While in image segmentation, considering the balance of area between crack and non-crack, we used a 64 px × 64 px window. To enlarge the number of samples, we also applied the image augmentation techniques, including flipping, random cropping and resize, and color jitter, etc. Consequently, there were 6,000 positive samples (i.e. crack regions) and 6,000 negative samples (i.e. background regions) obtained for training, and 200 positive samples and 200 negative samples for validation, which will be used to monitor the generalization ability of the models in the training process. Finally, 60 crack and 534 non-crack sub-images, clipped from the test panoramic images, were used to evaluate the performance of the model for inference.

2) TRAINING AND EVALUATION

For crack image classification and segmentation, comparative study of different architectures was applied. The main indices of model training are listed in Table 4. The loss function and optimizer are 2D Cross-Entropy and Adam [71], respectively. The learning rate (LR) will be reduced by 0.5 every 5 epochs. To monitor the training process, the loss curve of training set of these models are illustrated in Fig. 11a and Fig. 11b. Obviously, the loss is decreasing with iteration epochs, which means the errors are decreasing and the parameters are optimized gradually. Besides, to evaluate the saved models, the Precision-Recall curve (P-R curve) and the average precision (AP) are employed. As Table 5 and Table 6 shown, the highest average precision for image classification
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**FIGURE 9.** Three series of board and crack images (partly).

**TABLE 3.** Parameters of the IoT imaging system.

| Parameters     | Units     | Values     |
|----------------|-----------|------------|
| Acquisition    |           |            |
| Total Length   | mm        | 200        |
| Part-view images|          | 50         |
| Camera         |           |            |
| Image size     | px × px   | 640 × 480  |
| Image resolution|         | 300,000    |
| Focal length   | mm        | 4          |
| Aperture size  | mm        | 1          |
| Angle of field-of-view | ° | 40 |
| Measurement    |           |            |
| Size of the coded board | mm × mm | 500 × 10 |
| Size of the lattice | mm × mm | 1.60 × 1.60 |
| Scale factor   | mm/px     | 0.02       |
D. CRACK RECOGNITION AND FEATURE EXTRACTION

Based on the trained classification and segmentation models, the cracks are recognized. The threshold is defined as the minimum score an image has to achieve to be recognized as crack after fed to the neural network. Firstly, the VGGNet-13 model with threshold 0.5 is used to detect the crack regions by a 128 px × 128 px sliding window with 128 px stride, shown as the blue boxes in Fig. 12b. Then the detected crack regions are fed into the FCN model with threshold 0.4 to obtain the pixel-level segmentation mask, shown in the red area in Fig. 12c.

However, the segmentation mask is fragmented in some regions due to the inevitable error of the model. Thus the close

is 0.978, achieved by the VGGNet-13 model. While the highest average precision for image segmentation is 0.932, achieved by the FCN (backbone: VGGNet-13) model. The P-R curve of some models are illustrated in Fig. 11c and Fig. 11d. In addition, the inference time for one sub-image is also obtained. Among the studied models, the VGGNet and FCN based architectures are most time-efficient. To conclude, considering the precision and efficiency, the trained VGGNet-13 model and FCN (backbone: VGGNet-13) are applied for the crack recognition procedure.

TABLE 5. Evaluations of the image classification architectures.

| Architectures | AP of test set | Inference time /ms (128 × 128 px) |
|---------------|----------------|----------------------------------|
| VGG-11        | 0.962          | 1.748                            |
| VGG-13        | 0.978          | 2.022                            |
| VGG-16        | 0.954          | 2.431                            |
| VGG-19        | 0.967          | 3.024                            |
| ResNet_V2-18  | 0.948          | 3.368                            |
| ResNet_V2-34  | 0.930          | 5.777                            |
| ResNet_V2-50  | 0.950          | 7.492                            |
| ResNet_V2-101 | 0.952          | 14.237                           |
| MobileNet_V1  | 0.944          | 3.825                            |
| MobileNet_V2  | 0.966          | 7.113                            |
| Inception_V3  | 0.939          | 14.607                           |
| DenseNet-121  | 0.959          | 18.646                           |
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operation is applied to link all crack-fragments together to obtain a complete mask of the crack, shown in the white area in Fig. 12d.

Since the skeleton of the test crack image was extracted by the skeleton algorithm, the length of the crack is obtained by counting the continuous pixels of the crack mask in Fig. 12e. Finally, Width of the crack from four positions with the same adjacent interval are obtained, denoted as \( w_1, w_2, w_3 \) and \( w_4 \), shown in Fig. 12d. While the average width of the crack is obtained by Eq. 12.

The same workflow was applied to the other two test images. The actual lengths were obtained from manual inspection reports in the year 2019. The actual widths were obtained from the ground truth mask from manual annotations. As Table 7 shown, the average error was 14.57% for the lengths while 7.91% for the widths. The root-mean-square errors of length and width are 3.0195 mm and 0.003 mm, respectively. It is worthy noted that, the length measurements from the inspection reports is obtained by the DT devices, so the invisible part of a crack could be detected. Thus, it should be greater than the value obtained by our method.

E. DISCUSSION OF DEVIATIONS
Even though the extraction results indicate low deviations in width measuring, certain errors are still obvious in length measuring. In the second test image, the detected length is less than the true value by 15.40%, which reveals that the segmentation masks of the cracks are not perfectly recognized. The errors of the image acquisition and the image recognition models are responsible for the measurement deviations. To be concrete, there are three major error resources should be noted.

- **Errors From the Dynamic Status of a Crack:** Due to the running vehicles above the OSG, the fatigue cracks are not always opened during the crack image acquisition process. When it is slightly closed, the tip of a crack can be invisible on the images. Thus, the panoramic crack image may not display the true ending of a crack, which would lead to deviated results.
- **Errors From the Cracking Identification:** Since the image dataset employed in this study only contains a small number of crack samples, the trained DCNNs can not fully master the generalized features of the crack
VII. CONCLUSION

A novel machine vision-based methodology for monitoring of fatigue cracks in U-rib-to-deck weld seams is proposed in this study. The IoT based image acquisition device is firstly designed and developed to observe the fatigue cracks in the mesoscopic scale. The system consists of three modules and can be easily installed above the seams, but only part-view crack images are obtained. In order to acquire a panoramic crack image, we also propose a novel framework for image rectification and stitching by using a specific coded calibration board. The panoramic crack image can be obtained after specific perspective rectification, image registration and image blending algorithm. Afterward, a cascade crack recognition method is developed, containing crack region detection, crack semantic segmentation, the morphological close operation and the skeleton extraction algorithm. In the end, the length and width of a crack are measured from the segmented mask and skeleton mask. By applying the whole system and algorithms to monitor 14 fatigue cracks in real OSGs bridges, its feasibility and precision region, though the image augmentation methods have been applied to increase the number of trained images.

- **Errors From the Morphological Operations**: Based on the wrong segmented pixel, the linking processing may be invalid, while the distance of the fragments is greater than the kernel size of closing operation. Therefore, the area of a crack may be smaller than the truths.

TABLE 7. The extracted lengths and width of the test images.

| Number | Items | Result value (mm) | True value (mm) | Deviations (mm) | Error (%) |
|--------|-------|-------------------|-----------------|----------------|-----------|
| 1      | l     | 43.10             | 50              | -6.90          | 13.80%    |
| 1      | w₁    | 0.30              | 0.28            | 0.02           | 7.14%     |
| 1      | w₂    | 0.58              | 0.68            | -0.10          | 14.71%    |
| 1      | w₃    | 0.78              | 0.78            | 0.00           | 0.00%     |
| 1      | w₄    | 0.62              | 0.68            | -0.06          | 8.82%     |
| 1      | w_{avg} | 0.47           | -               | -              | -         |
| 2      | l     | 33.84             | 40              | -6.16          | 15.40%    |
| 2      | w₁    | 0.54              | 0.52            | 0.02           | 3.85%     |
| 2      | w₂    | 0.64              | 0.54            | 0.10           | 18.52%    |
| 2      | w₃    | 0.34              | 0.36            | -0.02          | 5.56%     |
| 2      | w₄    | 0.54              | 0.54            | 0.00           | 0.00%     |
| 2      | w_{avg} | 0.43           | -               | -              | -         |
| 3      | l     | 17.10             | 20              | -2.90          | 14.50%    |
| 3      | w₁    | 0.74              | 0.70            | 0.04           | 5.71%     |
| 3      | w₂    | 0.30              | 0.32            | -0.02          | 6.25%     |
| 3      | w₃    | 0.44              | 0.54            | -0.10          | 18.52%    |
| 3      | w₄    | 0.36              | 0.34            | 0.02           | 5.88%     |
| 3      | w_{avg} | 0.41           | -               | -              | -         |

Average error (for Length)  | 14.57% |
Average error (for Width)   | 7.91%  |
Root mean square error (for Length) | 3.0195 |
Root mean square error (for Width) | 0.0030 |
are validated with satisfied results, which indicates that the machine vision-based methodology proposed in this study is useful for fatigue crack detection and monitoring with mesoscopic precision. By analyzing the deviation reasons in measuring, the errors from the superficial status of a crack, the size of training dataset and the morphological operations are discussed as well. In summary, it can be seen that the proposed methodology is effective in the monitoring of the fatigue cracks in U-ribs-to-deck weld seams and the practical management of crackings can benefits a lot from the conclusions above directly, while it is more helpful for the further mechanism analysis of crack propagation.

In the future, the long-term monitoring of cracks in real OSGs bridge will be conducted to achieve the dynamic feature descriptions of fatigue cracks for fatigue studies. The images in the same camera position will be multi-sampled to reduce the error from dynamic status of the cracks. Besides, the effect of DCNN models used in crack recognition will be further explored to improve the measuring precision and their generalization abilities in real application.
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