Abstract — The automatic extraction of structure from text can be difficult for machines. Yet, the elicitation of this information can provide many benefits and opportunities for various applications. Benefits have also been identified for the area of Requirements Engineering. To evaluate what work has been done and is currently available, the paper at hand provides an integrative review regarding Natural Language Processing (NLP) tools for Requirements Engineering. This assessment was conducted to provide a foundation for future work as well as deduce insights from the status quo. To conduct the review, the history of Requirements Engineering and NLP are described as well as an evaluation of over 136 NLP tools. To assess these tools, a set of criteria was defined. The results are that currently no open source approach exists that allows for the direct/primary extraction of information structure and even closed source solutions show limitations such as supervision or input limitations, which eliminates the possibility for fully automatic and universal application. As a result, the authors deduce that the current approaches are not applicable and a different methodology is necessary. An approach that allows for individual management of the algorithm, knowledge base, and text corpus is a possibility being pursued.
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I. INTRODUCTION, SITUATION, AND PROBLEM

The extraction of structure and schematic information from a body of text can seem like a trivial task. Furthermore, drawing models, graphs, and networks as a representation of language and thought can be an efficient way to communicate and bring certain insights to light. As straightforward as this task might seem though, automating or having it done even just in part by a machine can be difficult due to a multitude of factors, such as subjectivity [1], ambiguity [2], and domain-specific circumstances. These factors can make universal application of tools challenging or require limitations to be defined and imposed.

An area where structural analysis is of importance is Requirements Engineering (RE). Herein, when the requirements to fulfill by a product or system are defined, potentially extensive corpora of text are created that are interrelated, yet not necessarily structured accordingly. Therefore, eliciting the structure based on the language and semantics can allow for various analysis possibilities of the requirement body. One possible result of such an analysis could be a systemigram or network showing the different connections within the specifications. Due to these benefits and potential use cases, the research at hand addresses the possibilities and opportunities within the field of Requirements Engineering to contribute to the understanding and efficiency.

A popular approach to extract information and or structure from text or speech is Natural Language processing (NLP). Despite different and sometimes controversial definitions of NLP [3], it is in its core the attempt to process natural language with computer tools and methods that are supposed to allow a human-like linguistic analysis and potential manipulation of text or speech [3-5]. As such, processing and extracting structure from text is one possible implementation of NLP. Yet, the possibilities and research directions of NLP are manifold and as such, the
aforementioned extraction of structure is just one of the problems that can also be approached in different ways. This diversity leads to the development of numerous tools over time that could be used to extract certain types of structure from source text or speech. Yet, the actual applicability and usefulness of existing tools has to be evaluated due to various limitations, for example. This can make not only the research of existing tools difficult since most have to be carefully assessed for their criteria, but also complicates the continuation of research because of the crowdedness and diversity of the space. This is why the work at hand attempts to provide insight and address the complicatedness in form of a structured literature review and analysis of the space regarding the computer-aided and or automatic extraction of semantic structure from natural language which is also considered a current challenge of NLP [6]. Furthermore, this analysis and review shall enable and streamline subsequent research.

Based on the problem and opportunities described above, the paper at hand has been divided into six sections. This first section introduces the situation and topic to address. The second section outlines the applied methodology and utilized tools to conduct the review and analysis. Following the methodology, the third section describes the history and literature that was considered to outline the frame and set the foundation for the analysis. Said analysis is subsequently described in the fourth section including the description of all assumptions and limitations. The second to last and fifth section discusses the findings before the sixth section finally concludes the presented work with the inclusion of a summary and the limitations.

II. METHODOLOGY AND APPROACH

In order to conduct the described review and analysis in a valid and scientific way that allows for relation to existing knowledge, a methodology that allows for tracing and reproducibility is crucial. While the often described as “gold standard” of reviews, the systematic literature review [7], is a possibility, it is not usable in its full form due to the fact that the scientific area is diverse and shows a multitude of directions and options as aforementioned, which would create an almost insurmountable body of literature to assess. Thus, a semi-structured review, following the process of the development over time would be the other systematic option. This possibility has been decided to be not suitable for the task at hand though, despite the consideration of different concepts within the NLP space, due to the fact that the objective of the presented work is not the consideration of individual interpretations and approaches, but the comprehensive assessment of the space to gain insight into the overall setup and thus enable the analysis. As a result, an integrative review has been chosen since it allows to evaluate and conflate existing literature regarding a matter and or popular topic to allow the derivation of different frameworks and viewpoints [7, 8]. Furthermore, integrative reviews have been applied in similar fashion to other contexts [8, 9].

The integrative procedure of the literature review was conducted as follows and is depicted in Figure 1 below. In the first step, (sections one through three) the setting and frame were defined in addition to the selection of the sources to consider. This selection was approached by first assessing an overview of the field and then outlining the potential sources to evaluate based on those insights. Herein, recent works were discovered that could be utilized due to their peer reviewed nature to serve as a starting point that additional sources could be derived from. Overall, all sources found that address the topics at hand (see section three for further details) are included.
With the sources at hand, the criteria were defined according to which the analysis was supposed to be conducted. The set of criteria was derived from the objectives at hand, namely RE and structure elicitation via NLP. The exact selection and definition of each criterion including the reasoning is outlined in the first sub-section of section four. The criteria enabled the analysis which is the core of the integral analysis and allows for the definition of an overview of the space and scientific field, which forms the second sub-section of section four. From the analysis, the actual insights could be derived and formulated to enable for the design of a new concept based on the potential shortcomings of the current situation. Due to the extent of the review and effort, the actual design and concept generation will be subject of a future publication.

With the methodology outlined above, the review was conducted in a structured way according to the guidelines and recommendations of a integrative review. The deduced conclusions and insights can be seen as valid as the quality of the sources, which are described and explained in the next section.

III.HISTORY AND LITERATURE

Due to integrative nature of the presented review and analysis, a complete assessment of the entire literature available regarding NLP and or RE is not expedient. Yet, in order to outline the frame and setting, an overview shall be presented first before the current situation and sources can be addressed. As such, the following two sub-sections take a look at the history of NLP first before bringing it together with RE to assess the current state of both topics as a combinatory field and research direction.

Natural Language Processing History and Progress

Looking at NLP from a general perspective, three domains emerge as the main drivers: Linguistics, Computer Science, and Psychology [3]. The first field, Linguistics, is concerned with the structural and formal aspects of language; the second one, Computer Science, focuses on the processing and structuring of data; and the last one, Psychology, contributes the insights into cognitive processes and psychological models of language. As a result, two
directions exist in NLP: language processing and language generation. The language processing on one hand analyses existing text/speech in order to create a representation, whereas language generation addresses the opposite direction, creating text from representation. The topic at hand is related to the former of the two.

Taking a closer look at the historic origins of NLP besides the domain origins shows that NLP goes all the way back to the 1940s. In these early times, Machine Translation (MT) was explored which is the root of NLP [3, 4]. The first MT descriptions go back to Weaver’s article about translation from the year 1949 (later published as a book section in 1955) [10]. In the article, Weaver’s thoughts on the possibilities and potential obstacles regarding the translation of languages by machines are outlined. This was arguably influenced by the war circumstances of the subsequent years and insights gained during decryption and enemy message interception, which are concepts that are reflected in Weaver’s description as well [3]. As a result, research into MT began based on stochastic and statistical approaches that attempted to tackle issues such as different translations of words, meanings, and ambiguities to name a few. It was soon discovered that the task might be more difficult than anticipated. Similar concerns are already mentioned in Weaver’s conversations with Professor Norbert Weiner in 1947 [10].

Following the efforts from the 1940s and early 1950s, Chomsky published the idea of generative grammar in 1957 [11] as part of his “Syntactic Structures”. The concept describes grammar as a certain set of rules that result in the constellations and combinations of words forming sentences in a given language. Chomsky breaks from popular theories of the time (e.g. Shannon’s communication theory [12]) by saying that the structure of language cannot be addressed with pure statistical or empirical methods [13, 14]. In addition, Chomsky continued to work on aspects related to generative grammar all the way into the 1960s [15] and his work ended up defining what is now considered the rationalist approach in NLP that was prominent until the mid 1980s [13, 16]. Furthermore, the concept is part of what is considered universal grammar that evolved over time with humans [16]. Figure 2 shows an example: the structure of a sentence according to Chomsky’s approach and constellation: A sentence is divided into a noun phrase (NP) and an additional verb phrase (VP). The latter also includes the object as a noun phrase with the respective determiner (in this case a definite article with T for “the”).

![Sentence construct according to generative grammar](image)

**Fig. 2 - Sentence construct according to generative grammar [11]**

Throughout the 1960s, the movement based on Chomsky’s approach of symbolic interpretation and the stochastic/statistical one based on Shannon’s methods [12] coexisted and advanced. Noteworthy results of this period were the first parsing systems by Harris [17] as part of the symbolic paradigm. For the stochastically side, the first mentioning of Artificial Intelligence (AI) emerged [16] and Bledsoe and Browning [18] developed the first optical character recognition approach based on the likelihood of each recognized string. Also in the 1960s, Woods published procedural semantics for a question-answering machine [19]. Albeit still based on programmed subroutines, Woods’ publications show elements that can be associated with NLU as the answer of a question.
requires the extraction of semantic meaning from the question. The application was limited, but question-answer machines are still used today in voice assistants, for example. The structure by Woods [19] for the question-answering machine that was initially demonstrated with “what” questions.

During the 1970s and 1980s, the field of NLP grew broader and topics such as NLU emerged, envisioning room beyond NLP in the direction of text/speech recognition and synthesis [20, 21]. NLU was first approached and impressively demonstrated by Winograd [22]. In the publication “Understanding natural language” the authors demonstrate a program that was able to identify and select different shapes and colors in a simulated environment based on given text commands. This work bears strong ties with Woods’ work mentioned above [19] and both drove the field of logic-based NLU. Additional noteworthy contributions to this trend include Roger Schank and his colleagues work on language understanding programs [23-25].

In the second half of the 1980s and early 1990s, statistical approaches re-emerged [26] as the primary focus of NLP/NLU, moving away from the symbolic ideas mainly shaped by Chomsky [13, 15]. This popularity of stochastic methods in speech/language processing was significantly driven by IBM’s Thomas J. Watson Research Center [16]. The re-emergence came with novel speech-recognition models that sought to bring NLU and speech analysis closer together [27]. Eventually, before the beginning of the twenty-first millennium, The described changes and refocused popularity had made probabilistic models the predominant force in NLP and the rapid increase in computer power as well as the expansion fo the internet created a need for language-based information processing and extraction [16]. The combination of these components and circumstances lead to a more unified but changed field of NLP/NLU and eventually gave way to the rise of Machine Learning in the first decades of the twenty-first century.

In the last 20 years, the interest in NLP has further increased rapidly in conjunction with the stark adoption of Machine Learning [21]. The pace that the subject and topics had picked up by the end of the 1990s was unprecedented [16] especially since the developments in the decades before were described as incremental by experts [28]. As a result, numerous banks and datasets were published in a few years [29-31]. These banks were collections and trees that contained text structures with underlying semantic information and details about syntactics. With the help of such banks and trees, further advances in parsing, tagging, reference resolution [32], and information extraction were also enabled [16]. In addition to the published banks, the ML applications incorporated models such as the Bayesian Analysis [33] and maximum entropy to train systems to process text in accordance with semantic, morphological, and or syntactic parameters [32]. Notable results were significant improvement in various directions, even parts of the aforementioned, such as disambiguation, the answering of questions by a machine and summarization [32]. Until the time of this writing (June 2021) NLP and NLU are active topics of research and computer linguistics in total is described as an active field in AI research [34, 35].

In summary, NLP has gone though various changes over time. It began with Machine Translation and stochastic approaches, then transitioned to semantic and symbolic methods. A broader expansion accompanying the emergence of concepts of NLU and speech recognition enabled regained popularity of stochastic approaches before rapid changes in computer hardware and expansion of the web supercharged the progress of NLP, NLU, speech recognition, and machine translation soon followed and accompanied by ML and AI. Also, potential future developments have been explored and considered as shown in Figure 3 based on the predictions and analyses by Cambria and White [36] who predict a stop of the reliance on word-based techniques to utilize semantics more broadly and effectively:
Natural Language Processing for Requirements Engineering (NLP4RE)

Looking at NLP in conjunction with RE, various approaches can be discovered as well with some of them going back to the time that can be considered the mainstream beginning of RE in the late 1990s [37]. This long history and different directions have made the space of what is today called Natural Language Processing for Requirements Engineering - short NLP4RE - significantly diverse. As a result of this diversity, not all approaches achieve popularity, for example due to their niche existence and or special purpose. Thus, looking for approaches to consider and analyse is a difficult task. Albeit, studies have been conducted that target precisely this issue of conflation. The most comprehensive one to date was published by Liping Zhao et al. [37] in April 2021. This study assessed the space of NLP4RE regrading tools, solutions, and techniques. The result were 404 relevant studies that the authors classified and extracted 130 tools from. These tools relied on 66 different methodologies and 25 NLP resources [37]. In addition, Zhao et al. emphasized that most of the tools and techniques have not made it out of laboratory settings, are commonly focused on the analysis of requirements, and require specifications [37, 38], which is in line with the research at hand. Due to its peer-reviews nature, extensiveness, and confirmation by other publications [39, 40] it forms a big part of the sources of the presented work. In addition, the results and insights presented by Zhao et al. also have been confirmed by work of the authors, whose research and discovered results turned out to be overlapping sub-sets of Zhao et al.’s. The final outcome and considered publications of Zhao et al. are depicted in Figure 4 below:

Fig. 3 - Considered Evolution of NLP over Time [36]
In addition to the publication above, renewed tool/approach research had to be added due to the fact that the presented work was conducted after the mentioned publication. This additional round of research also allowed for the identification of currently (as of August 2021) ongoing trends in the field of NLP4RE. As such, the additional publications are outlined hereinafter.

First, Mengyuan et al. presented an approach that utilizes NLP to extract domain models for control systems [41]. Their approach is based on the Rupp’s template for requirements and allows for the extraction as well as visualization of models. Second, two tools addressing causality in requirements and the detection thereof were discovered. These two tools, CiRA [42] and CATE [43], address causal relationships within requirements. Such relationships are assessed as to which requirements causes or depend on others. Third, Sonbol, Rebdawi, and Ghneim published their approach called ReqVec that allows for the deduction of semantic relationships as well as classification of requirements [44]. This approach, based on Word2vec, showed a high efficiency in the presented tests and is also considered in the next section. Fourth, Schlutter and Vogelsang published an approach to trace the connections between requirements, which they call “Trace Link Recovery” [45]. This approach is utilizing an explicit content description of the requirements in the form of a semantic relations graph that allowed for the tracing of connections within. Lastly, van Vliet et al. [46] present an approach for NLP based on crowdsourcing to solve shortcomings of what they consider a lack of accuracy and reliability of current approaches. The approach is not strictly related to RE, but nevertheless addresses requirements in their general form and the management thereof.

All in all, the last paragraph shows an active and ongoing research in the field of NLP4RE. Furthermore, the different directions show that there are still various topics and different ideas being pursued. This further supports the purpose and ideas of the presented work, as structure and additional organization is valuable. Also, such organization can contribute to currently identified challenges, as outlined by Kaddari et al. [6].
With the theoretical foundation and sources presented above, the actual analysis was conducted. As shown in Figure 1, the chosen sources were assessed based on a defined set of criteria to better understand and analyze the space and existing approaches. The definition of said criteria forms the first part of this section and allows the subsequent analysis as an application.

Criteria and Analysis Foundation

The criteria to define had to allow the assessment of each approach separately, as well as in a comparative form. This also considers the fact that despite the individual assessment, combinations are possible and planned to be evaluated in a subsequent step as it is possible that the application of two or more tools in conjunction might eliminate certain drawbacks and limitations. To tie in the criteria with the purpose of the research, they were directly derived from the extraction of structure and RE. In addition, the criteria were phrased and chosen to allow for a practical application to exclude options that do not apply due to a lack of implementation possibilities. As such, the following criteria were defined (ranked by importance in descending order):

- **Possibility to elicit structure or topology from source text** - this criteria is the main focus and thus the make or break factor. Approaches that do not allow for the extraction of structure at least with some additional processing are to be considered not suitable.

- **Open-source, acquirable, or accessible via API** - tools that are not accessible or usable for purchase do only serve as concepts and thus have to be considered of less value. Information can still be gained, but not directly applied, which is why a direct application would be preferable.

- **Necessity for full or partial supervision/validation** - Involving or requiring humans for supervision or result verification is, while sometimes necessary, a step that can severely limit the application of an approach and thus has to be optional if it can be avoided. This is also due to the fact that supervision can come with additional limitations and or prerequisites, which should be avoided to not interfere with the limitation criterion below.

- **Proof of concept existing or shown** - a proof of concept is essential to show the capabilities of the tool/approach as a methodology without validation has to be considered conceptual until validated. As such, tools and solutions with proof of concepts or validation are to be preferred.

- **No input limitations regarding format and structure** - input limitations, while sometimes necessary, greatly reduce the applicability of tools and approaches and if the limitations do not align with the input, a solution has to be considered not suitable without adjustment.

- **Modern architecture or active development/support** - The application and actual implementation stands and falls with the compatibility of the architecture and or programming language. If a solution is built on an architecture that is not timely anymore, it has to be considered outdated. The only way an older or uncommon architecture can thus be acceptable, is if proper support and active development is available.

- **Modifiability or possibility for settings adjustment** - settings or modifiability can impact and potentially change the severity of the input limitation criteria, which is why they should be considered also for future adaptation and transfer.
With the criteria, different approaches can be assessed and compared. To allow for a unified evaluation, the possibilities in the table below were set to ensure reproducibility. Naturally, due to the nature of the publications, some criteria were not possible to be assessed since the publications did not include the information necessary. In these cases “UNKNOWN” was used a placeholder. This placeholder does indicate the absence of information, but the assessment of the respective criterion is possible with further information. In addition, each criterion had the possibility to be assigned the answer in the last column to allow for exceptions.

| Criterion                           | Possible Answers/Assessments |
|-------------------------------------|------------------------------|
| A Possibility to elicit structure   | Yes                          |
| B Open-source or acquirable         | Open-Source (OS)             |
| C Supervision requirement           | Yes                          |
| D Proof of concept                  | Yes                          |
| E Input limitations                 | Yes                          |
| F Modern architecture               | Yes                          |
| G Modifiability                     | Yes                          |

Table 1 - Criteria Options and Answers

Analysis and Criteria Application

With the criteria and the rubric outlined in the last section, the actual analysis was conducted. Herein, as shown in Figure 1, the criteria were applied to the set sources. In order to allow for the best comparison between the assessed sources, Table 2 shows the results of all the evaluated approaches in a comprehensive form. To obtain the results, each publication was assessed individually and rated as per Table 1.

With the inclusion of the additions mentioned above, the analysis included 134 publications with 136 tools. For two publications, the presented approach included two tools, but these tools were assessed as one approach and upon further examination, individual evaluation would not have made a difference in the results. With the insights and statistics gained from the analysis, the next section outlines and discusses the exact results of the research.

V. Results and Discussion

In order to provide the results in a structure way, the following content is divided into three parts: the first outlines the quantitative results of the evaluation, providing statistics and numerical results of the analysis; the second presents specific publications that showed certain features and or attributes worth mentioning and why they stand out; lastly, the third part illustrates interpretations of the former two in form of insights into the statistics and content which also includes the discussion of the results overall.
Quantitative Results and Statistics

Summarizing the results of the research, Figure 5 shows the pie charts of the different criteria excluding the “UNKNOWN” answers as in those cases, the publication did not allow for a proper assessment of the respective criteria due to missing information. This result applied to 20 cases of criterion B, two (2) cases of criterion C, two (2) cases of criterion D, three (3) cases of criterion E, and four (4) cases of criterion F. The “Other” category was used for results that did not fit into any of the other answers, but indicated some work in lines with the criterion.

As the numeric results in Fig. 5 indicate, the most important criteria in the beginning show a significant number of negative or only partially positive results: for example, over 67% of all assessed publications did not show a possibility to extract structure at all. Overall, three (3) publications were identified that did not show any negative results at all [47-49], only partially positive ratings at most. In addition, ten (10) publications were identified that had overall at least partially positive results except for criteria B and G [44, 50-58], wherein G was in all cases a result of B due to the fact that no access to the source or algorithms does not allow for modification or implementation. The two groups are listed in Table 2 and 3.
As seen above, the three publications in Table 2 show the highest potential albeit none of them allows for full extraction of structure as per criterion A. Nevertheless, these three contenders are assessed in more detail regarding their specific content in the following sub-section.

**Individual Publications to Mention**

The first publication from Table 2 by Ferrari and Gnesi [47] presents a NLP clustering algorithm titled “Sliding Head-Tail Component”. This algorithm is supposed to analyze and understand requirement documents from a structural perspective to elicit cluster and relatedness information. In addition, the approach collates the structure of the document itself with the elicited one based on relations. As such, the approach is also described to give
recommendations or point to the find mismatches to improve the cohesiveness of the document. Inside the algorithm, the Sliding Head-Tail Component identifies requirements that are lexically related, which are clustered, and also sections that are lexical independent, which allows for partitioning [47]. By differentiating between related and unrelated requirements, the approach by Ferrari and Gnesi extracts what they call “hidden structure” [47], which is the structure resulting from the lexical information instead of the document. To achieve the lexical connections, Ferrari and Gnesi utilized two similarity metrics in conjunction: the first metric is based on the Jaccard index and the second metric is based on the Levenshtein distance [59]. In testing, the approach showed promising results, but was described to also have improvement potential due to false positives [47].

The second well-rated publication, written by Sree-Kumar et al. [48], presents an approach to extract a Feature Model from specification documents. As such, the approach combines various other methods and NLP tools to derive two algorithms as part of the open-source “FeatureX” tool [48]. The first of the two algorithms extracts relationships within the document body and outputs heuristic results. These results are then used in Algorithm 2 to create a feature model candidate. All in all, the work by Sree-Kumar et al. showed promising results regarding the extraction of feature models and also provided improvements over the existing models used as comparison.

Lastly and also the most current contender, is the 2019 publication by Tiwari et al. [49]. In their publication, Tiwari et al. outline an approach that allows for the extraction of use case scenarios from specification and requirement documents. While not the main focus of the approach, structure is extracted within the process as the input is handled by various NLP tools, such as POS taggers and Type Dependency Parsers that feed a rule-based engine (based on heuristics [60]) that allows for the detection of use case names, actors, dependencies, basic flow steps, alternative flows, and post-conditions. Albeit the approach additionally includes the extraction of actual use cases, which involves a human, the above mentioned results of the rule based engine are reminiscent of structure and could be used as such. Yet, the main purpose of the work presented by Taiwan et al. was use case extraction and analysis, of which the structure of the input can be merely seen as a byproduct.

**Interpretation, Insights, and Discussion**

The above presented results and individual publications provide an overview regarding the space assessed by the literature review. Yet, the statistical results and individual contenders, while relevant, only show the surface of the results. Therefore, this sub-section addresses the insights and inferences based on the results.

To begin with, the results shown in the pie charts in Fig. 5 show a significant amount of negative results for all of the top three criteria. As such, it is apparent that most of the assessed approaches do not target the extraction of structure at all, and some only in part. Only 11 publications directly approach the extraction of structure, out of which none were open source. This is in part due to the fact that RE in general has many different areas and topics that NLP4RE can address, such as classification, elicitation, or change management. Thus, structure extraction only forms one sub-task that suffered from divided attention.

In addition, most publications were closed source and not available at all, which for one, makes assessment and evaluation difficult and two, completely prohibits use and modification without difficult and potentially erroneous reverse engineering. The fact that this applies to 115 of the 132 contenders renders this group only useful for concept adaptation and potential transfer/recreation. This fact is also directly related and causes the high negative ratings for criterion G as not accessible algorithms cannot be modified or checked for the possibility to do so. Another relation
of criterion B exists with criterion F, as older architecture that is not open source will be significantly more difficult to use or adapt. Fortunately, almost 80% of the assessed publications were of modern architecture or at least in part.

Criterion B, the supervision requirement, together with criterion E, the input limitations, show another characteristic of the assessed research: most a significant amount of approaches (in case of criterion C almost half) comes with limitations either on the input or the process side. This means that automation of the entire approach will be impossible before these limitations or required input can be solved or substituted. Yet, this is not per se a limitation for the extraction of structure, as the conclusion below elaborates.

Lastly, the criterion for proof of concept showed that there is a very low number of actual case studies that are being used for validation purposes. Since over 1/3 of all the assessed contenders showed only theoretical proofs of concept, the validity and real-world applicability has to be regarded as relative. Thus, even if an approach with a theoretical proof of concept were to be adapted or chosen, its correctness would require additional validation.

Adding to the statistical results, the predominately negative ratings of the most important criteria get exacerbated by the fact that, while the criteria individually might have shown some positive results, the overall and thus end results is even smaller. This can be seen in Table 2 and 3, which include only 3 and 10 publications respectively. This means that only 2.2% of all assessed publications were relevant at all based on the chosen criteria and only 7.6% were potentially applicable, but not openly accessible. Hence, less than 10% of the assessed literature showed relevance. To illustrate the effect that the overlap has, Fig. 6 shows the sets of the most significant criteria.

![Fig. 6 - Sets and Overlaps](image)

As Fig. 6 shows, the overlap of the different sections is under 5% of the total number of contenders for each combination. Thus, it can be deduced that not many publications at all pose potential solutions in a comprehensive manner. As a result, adaptations or additions are essential and cannot be avoided if a solution to the problem outlined in the beginning is to be attempted. Even the best contenders have limitations as outlined hereinafter.

Despite three publications fulfilling all criteria at least in part, none of the them targeted the extraction of requirement structure primarily: the first one mentioned, by Ferrari and Gnesi [47], while allowing for the extraction of structure, mainly focused on the clustering and not the overall structure of the entire input in and by itself; the second contender, by Sree-Kumar et al. [48], targeted the feature model as its primary objective and thus, structure was only a byproduct; lastly, Tiwari et al. [49] addressed the extraction of use cases which included the elicitation of structural elements, but did not address structure comprehensively. Thus, even the top contenders have drawbacks.

This concludes the discussion of the literature review and statistic results. To also outline how the obtained results will be utilized, the next and last section provides a conclusion and outlook for the presented work.
VI. CONCLUSION, LIMITATIONS, AND OUTLOOK

The work presented above shows the results and analysis of the current literature of Natural Language Processing for Requirements Engineering to assess the possibility of structure extraction. 136 tools and approaches to apply NLP to Requirements Engineering were assessed out of which 130 were previously gathered by Zhao et al. [37] and 6 additional ones were added to account for the most recent developments and trends.

Based on the criteria that were derived from the requirement to elicit structure with an applicable approach, all publications and tools were assessed to define their suitability as part of the literature review. Herein, seven criteria were chosen to check for the possibility to utilize or potentially transform existing approaches (see Table 1). The result was a comprehensive assessment database that was analyzed numerically as well as compressively to derive non-numeric insights.

The main insights resulting from the analysis were that no approach completely fulfilled the defined criteria and could thus be deemed applicable. The only contenders that fulfilled the most criteria only targeted the extraction of structure in part and thus require further adaptation to be considered useful. Other approaches and tools that did target the elicitation of structure primarily turned out to be not openly accessible as far as their code basis is concerned, which makes them only useful conceptually and as such requires reconstruction of the actual tool. All in all, the analysis has shown that no approach exists that fulfills or addresses the problem and situation set forth in the introduction and thus, the creation of a novel tool to tackle this task is auspicious.

In addition to the confirmation of the purpose of the task introduced, further insights were gained from the dataset and literature. For one, the statistics shows a high reliance of the tools on supervision and input requirements, which has to be considered in the work moving forward. Such a wide-spread reliance on supervision and input limitations could be due to general difficulties with unrestricted and universal approaches, which might indicate that initial limitation or even general restriction might have to be considered. A possible solution to this could be the separation of the approach from the domain for example, which would allow for a flexible and modular application. Second, the data and sources also showed that concept proofs and validations are often (over two-thirds) only conducted in a theoretical manner, which, while validating the approach, has to be seen as another limitation due to the fact that actual case studies might show additional complications to consider. Therefore, the real-world application and its potential problems have to also be considered in the development moving forward.

Despite the clear outcome, the work presented underlies certain limitations and requires the potential subsequent steps in the next paragraph. For one, the evaluated sources and database cannot be seen as entirely complete since the field was restricted to the subset of NLP4RE. As such, it is possible that a solution to the problem presented exists in the space of NLP or elsewhere, which has not been part of the research yet due to the references. Yet, the existence of a solution from another field or NLP space has to be seen with the caveat that requirements and documents thereof are special in many ways and differ from regular text corpora, which would limit the application of an approach that was not initially geared towards RE. Another limitation of the work presented is that the criteria were chosen based on the goals and ideas outlined in the introduction, namely the automatic extraction of semantic structure from requirement documents. Therefore, it is possible that a solution that was ruled out based on the criteria applied would be sufficient and applicable to other use cases of structural extraction. Hence, the transferability of the results has to be checked as to the alignment with the criteria.
All in all, the presented work shows the opportunity for an approach to elicit structure from requirements and as such, the future plans are to develop a tool to utilize for that purpose. This will be conducted in accordance with Fig. 1 to utilize the insights and results of the provided literature review. In addition, other contenders that were not open source (see Table 3) have to be assessed for the contribution in a conceptual form despite the lack of source code access. These conceptual aspects have to be considered in the approach to develop as well.

Lastly, the thoughts and insights outlined in the work at hand also allow for potential inclusion and bilateral benefits when combined with other tools, such as machine learning. One possible scenario could for example be the iterative and machine supported generation of semantic foundations based on documents and data supplied from a source field. This would allow for a consistent and easy to update foundation of the input component. Such options are being assessed and could be also included in the approach to developed.
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