Spin functional renormalization group for the $J_1 J_2 J_3$ quantum Heisenberg model
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We use our recently developed functional renormalization group (FRG) approach for quantum spin systems to investigate the phase diagram of the frustrated $J_1 J_2 J_3$ quantum Heisenberg model on a cubic lattice. From a simple truncation of the hierarchy of FRG flow equations for the irreducible spin-vertices which retains only static spin fluctuations and neglects the flow of the four-spin interaction, we can estimate the critical temperature with a similar accuracy as the numerically more expensive pseudofermion FRG. In the regime where the ground state exhibits either ferromagnetic or antiferromagnetic order, a more sophisticated truncation including the renormalization of the four-spin interaction as well as dynamic spin fluctuations reveals the underlying renormalization group fixed point and yields critical temperatures which deviate from the accepted values by at most 4%.

I. INTRODUCTION

Frustrated spin systems continue to be of great interest in modern condensed matter physics because they can exhibit intriguing complexity which can be explored experimentally and poses a challenge to theory [1]. While in reduced dimensions spin systems can be investigated with the help of powerful numerical methods such as the density matrix renormalization group [2–9], controlled methods for realistic three-dimensional systems are not available. It is therefore important to develop approximate methods for studying frustrated spin systems in an unbiased way. A promising method is the functional renormalization group (FRG) [10, 11], which is one of the few unbiased quantitative methods for investigating the dominant instabilities of interacting fermions on a lattice [8–10]. Given the fact that with the help of Abrikosov’s pseudofermion representation of spin 1/2 operators [11] any spin 1/2 Hamiltonian can be mapped onto an interacting fermion Hamiltonian acting on a projected Hilbert space, it is clear that the established FRG machinery for interacting fermions can also be applied to quantum spin systems. This strategy, called pseudofermion FRG, was pioneered by Reuther and Wölfle [12] in 2010; since then it has been used to investigate the phase diagrams and static correlation functions of many different spin models [13–21]. However, the pseudofermion FRG has some disadvantages: (1) the Hilbert space projection can only be implemented approximately, (2) the calculation of the spin dynamics has so far not been possible, (3) available truncations are not sufficient to obtain proper renormalization group fixed points and the associated critical behavior, and (4) explicit solutions of even severely truncated flow equations require heavy numerical calculations. At this point, we should mention that an alternative representation of the spin 1/2 operators in terms of Majorana fermions [22, 23] has recently been used to develop a pseudo-Majorana FRG [24, 25], which does not suffer from the problem (1) and can also reproduce the non-trivial scaling characteristic for a proper renormalization group fixed point [24]. However, the other problems mentioned above remain also for the pseudo-Majorana FRG. Motivated by the desire to avoid at least some of these problems, in Ref. [26] an alternative FRG approach to quantum spin systems has been proposed which does not rely on any representation of spin operators in terms of fermionic or bosonic auxiliary operators. The crucial insight of Ref. [26] is that the generating functional $\mathcal{G}[\hbar]$ of the imaginary time ordered spin correlation functions satisfies an exact flow equation which can be directly obtained by differentiating the representation of $\mathcal{G}[\hbar]$ as a trace of a time-ordered exponential over the physical Hilbert space of the spin system. For recent applications of this spin FRG approach see Refs. [27–32]; in particular, this approach has been used to calculate the dynamic structure factor of Heisenberg magnets at infinite temperature [30], to investigate the critical spin dynamics of Heisenberg ferromagnets [31], and to study dimerized spin systems [32].

In this work we use the spin FRG to investigate the phase diagram and the critical temperature of a frustrated quantum spin model in three dimensions. Specifically, we consider the Hamiltonian of the $J_1 J_2 J_3$ quantum Heisenberg model

$$\mathcal{H} = J_1 \sum_{\langle ij \rangle_1} \mathbf{S}_i \cdot \mathbf{S}_j + J_2 \sum_{\langle ij \rangle_2} \mathbf{S}_i \cdot \mathbf{S}_j + J_3 \sum_{\langle ij \rangle_3} \mathbf{S}_i \cdot \mathbf{S}_j, \quad (1)$$

where the spin $S$ operators $\mathbf{S}_i$ are localized at the sites $\mathbf{R}_i$ of a simple cubic lattice and $\langle ij \rangle_n$ denotes summation over all distinct pairs of $n$-th nearest neighbor spins. This model has recently been used as a benchmark to test the accuracy of different implementations of the pseudofermion FRG [16, 20, 21]. In this work we will apply our spin FRG approach to the $J_1 J_2 J_3$ model and compare the results to the pseudofermion FRG. Our main result is that the simplest possible truncation of the spin FRG produces results which are consistent with the numerically more expensive pseudofermion FRG. Moreover, using more sophisticated truncations of the spin FRG flow equations, we can obtain renormalization group fixed points, improve our estimates for the critical temperatures, and calculate the spin dynamics.
The rest of this work is organized as follows: In Sec. III we briefly discuss the classical zero temperature phase diagram of our model. In Sec. III we investigate the effect of classical spin fluctuations on the critical temperature using simple static approximations of the spin FRG flow equations, with and without taking into account the renormalization of the four-spin interaction. We improve our static estimates in Sec. IV by including the effect of dynamic spin fluctuations due to the quantum dynamics of the spin operators. In Sec. V we summarize our main results and point out necessary modifications of our approach to deal with strongly frustrated spin systems. Finally, in four appendices we give additional technical details: in Appendix A we write down FRG flow equations in static approximation, Appendix B provides a discussion of the renormalization group flow and fixed point in the static approximation, while in Appendix C we derive initial conditions for the relevant dynamical five and six-point vertices. The last Appendix D investigates an alternative parametrization of the dynamic spin fluctuations which serves as an input for the FRG calculation of the thermodynamics and static correlation function.

II. CLASSICAL PHASE DIAGRAM

In the classical limit where the spin operators are replaced by three-component vectors with length $S$ the ground state phase diagram can be obtained by minimizing the classical Hamiltonian subject to the constraints $S_z^i = S_z$. The classical ground state energy of the $J_1J_2J_3$ model on a cubic lattice can then be written as

$$E_0 = \frac{N}{2} J Q S^2,$$  \hspace{1cm} (2)

where $Q$ is the ordering wavevector and $N$ is the total number of lattice sites. For a simple cubic lattice the Fourier transform of the exchange couplings is

$$J_k = 6J_1\gamma_k^{(1)} + 12J_2\gamma_k^{(2)} + 8J_3\gamma_k^{(3)},$$  \hspace{1cm} (3)

where we have introduced the normalized form factors

$$\gamma_k^{(1)} = \frac{1}{3} (\cos k_x + \cos k_y + \cos k_z),$$  \hspace{1cm} (4a)

$$\gamma_k^{(2)} = \frac{1}{3} (\cos k_x \cos k_y + \cos k_y \cos k_z + \cos k_z \cos k_x),$$  \hspace{1cm} (4b)

$$\gamma_k^{(3)} = \cos k_x \cos k_y \cos k_z.$$  \hspace{1cm} (4c)

We measure wavevectors in units of the inverse lattice spacing. According to Ref. [15], in the classical limit one of the following four ground states is realized in the $J_1J_2J_3$ model on a cubic lattice: antiferromagnet (AF) with ordering wavevector $Q = R = (\pi, \pi, \pi)$; layered AF with $Q = M = (0, \pi, \pi)$ (we call this “spaghetti order”); layered AF with $Q = X = (0, 0, \pi)$ (“lasagne order”); ferromagnet with $Q = \Gamma = (0, 0, 0)$. From the condition that the physical ground state minimizes $E_0$ we obtain the classical zero temperature phase diagram shown in Fig. 1.

![FIG. 1. Classical ground state phase diagram of the $J_1J_2J_3$ model on a simple cubic lattice for $J_1 > 0$ (left panel) and $J_1 < 0$ (right panel). Depending on the values of $J_2/J_1$ and $J_3/J_1$, one of the following four states has the lowest energy: antiferromagnet (AF) with ordering wavevector $Q = R = (\pi, \pi, \pi)$; layered antiferromagnet SP (“spaghetti order”) with $Q = M = (0, \pi, \pi)$; layered antiferromagnet LA (“lasagne order”) with $Q = X = (0, 0, \pi)$; ferromagnet (F) with $Q = \Gamma = (0, 0, 0)$.](image)

At finite temperature $T$ the boundaries between the paramagnetic phase and the magnetically ordered phases can be obtained from the parameter-dependent static susceptibility $G_0(k)$. Assuming that the phase transition to the magnetically ordered phase is continuous, we can determine the phase boundaries from the condition that $G_0(Q)$ diverges at the transition to a magnetically ordered state with ordering wavevector $Q$. Within a simple mean-field approximation (see below) the static susceptibility is

$$G_0(k) = \frac{1}{J_k + T/b_1},$$  \hspace{1cm} (5)

where the Fourier transform $J_k$ of the exchange coupling is given in Eq. (3), and

$$b_1 = \frac{(2S + 1)^2 - 1}{12} = \frac{S(S + 1)}{3}$$  \hspace{1cm} (6)

is the first coefficient in the expansion of the Brillouin function

$$b(y) = \left(S + \frac{1}{2}\right) \coth \left(S + \frac{1}{2}\right) y - \frac{1}{2} \coth \left(\frac{y}{2}\right)$$

$$= b_1 y + \frac{b_3}{3!} y^3 + \frac{b_5}{5!} y^5 + O(y^7).$$  \hspace{1cm} (7)

In this approximation the critical temperature for a transition to a state with magnetic ordering wavevector $Q$ is given by the mean-field result

$$T_c^{\text{MF}} = -b_1 J_Q.$$  \hspace{1cm} (8)

Because $J_Q$ is the global minimum of $J_k$, the magnetic order in the classical ground state can also be identified with the state with the highest critical temperature.
As a quantitative measure for the degree of frustration in the system, it is useful to consider the energy-dependent density of states

$$\nu(\epsilon) = \frac{1}{N} \sum_k \delta(\epsilon - J_k), \quad (9)$$

where the momentum sum is over the first Brillouin zone. In Figs. 2 and 3 we show a numerical evaluation of $\nu(\epsilon)$ for $N \to \infty$ for representative values of the exchange couplings. The momentum of the state at the lower band edge determines the magnetic order in the classical ground state. If the ground state is separated by a large energy interval from the other candidate states the system is weakly frustrated, see Fig. 2. The corresponding points in the phase diagram shown in Fig. 1 are far away from any of the phase boundaries. On the other hand, if the exchange couplings are chosen such that the corresponding points in the phase diagram are at or close to phase boundaries, the state at the lower edge of the band is energetically very close to the other candidate states as illustrated in Fig. 3. Hence, the frustration is strong in these cases. Additionally, one can see that competing states have an enhanced density of states. In the extreme cases where several ground states are actually degenerate, we expect reduced critical temperatures and possibly spin-liquid behavior. In the following section we will investigate this possibility within a simple static truncation of the spin FRG flow equations.

### III. STATIC SPIN FRG

To go beyond the mean-field approximation, we use the spin FRG approach proposed in Ref. [32] and further developed in Refs. [27,32]. For our purpose the hybrid approach developed in Ref. [30] (see also Appendix B of Ref. [32]) is most convenient. Let us briefly outline the main ideas of this implementation of the spin FRG. First of all, we replace the bare exchange coupling $J_k$ by a deformed coupling $J_A(k)$ parametrized by a continuous scale parameter $A \in [0,1]$. The deformation scheme is chosen such that the exchange coupling $J_A=0(k)$ is sufficiently simple so that the correlation functions of
the deformed system can be calculated exactly, whereas \( J_{\Lambda=1}(k) = J_k \) corresponds to the undeformed system. In this work we use two different deformation schemes: a simple interaction-switch \cite{26},

\[
J_\Lambda(k) = \Lambda J_k,
\]

that linearly switches on the exchange couplings, and a Litim regulator \cite{22,37}

\[
J_\Lambda(k) = J_k - \Theta(J_k)(J_k - J_{\text{max}}^\Lambda)\Theta(J_k - J_{\text{max}}^\Lambda) \\
+ \Theta(-J_k)(-J_k + J_{\text{min}}^\Lambda)\Theta(-J_k + J_{\text{min}}^\Lambda)
\]

that gradually increases the bandwidth of the exchange couplings, where \( J_{\text{max(min)}}^\Lambda \) are the maximum (minimum) value of \( J_k \). In both schemes we have \( J_{\Lambda=0}(k) = 0 \), such that the spin correlations at \( \Lambda = 0 \) are site-diagonal and are determined by the dynamics of a single spin. The corresponding time-ordered correlation functions are highly non-trivial and can be obtained diagrammatically by means of the generalized Wick theorem for spin operators developed by Vaks, Larkin, and Pikin \cite{38,39}, see also also Ref. \cite{41}. Note that recently \cite{28} a purely algebraic form of the generalized Wick theorem for spin operators has been derived which does not rely on the rather complicated diagrammatic rules introduced in Refs. \cite{38,40}. As shown in Ref. \cite{26}, the deformed generating functional of the imaginary time-ordered spin correlation function satisfies a formally exact FRG flow equation. It follows that the subtracted Legendre transform \( \Gamma_\Lambda[M] \) of \( G_\Lambda[h] \) satisfies the usual Wetterich equation \cite{4}. Unfortunately, at the initial scale \( \Lambda = 0 \) where the deformed exchange coupling vanishes, the Legendre transform \( \Gamma_0[M] \) does not exist due to the vanishing of dynamic two-spin correlations of an isolated spin \cite{26,30}. For this reason the lattice FRG proposed by Machado and Dupuis \cite{11} for classical spin systems cannot be straightforwardly generalized to quantum spin systems. In Ref. \cite{30} we have solved this problem by decomposing spin fluctuations into static and dynamic components and performing a Legendre transformation only in the static sector. Dynamic fluctuations are treated differently by working with “hybrid vertices” which are interaction-irreducible in the dynamic sector. These vertices are generated by the hybrid functional \( \Gamma_\Lambda[m,\eta] \) introduced in Ref. \cite{30}, which depends on the static (classical) magnetization \( m \) and on a dynamic auxiliary field \( \eta \) that can be interpreted as the frequency-dependent part of an internal magnetic field generated by the exchange interaction.

In the paramagnetic phase, the scale-dependent static spin susceptibility can then be written as

\[
G_\Lambda(k) = \frac{1}{J_\Lambda(k) + \Sigma_\Lambda(k)},
\]

where \( \Sigma_\Lambda(k) \) is the scale-dependent spin self-energy with initial condition

\[
\Sigma_0(k) = T/b_1.
\]

The mean-field result \cite{5} corresponds to neglecting the flow of this self-energy. Assuming that a possible phase transition to a magnetically ordered state is continuous, the critical temperature can be determined from the condition that the spin susceptibility \cite{12} at the ordering wavevector \( k = Q \) diverges at the end of the flow.

To go beyond the mean-field approximation, let us now consider the flow of the static spin self-energy \( \Sigma_\Lambda(k) \). In this section we use the static approximation, where all vertices involving external legs with finite frequencies are neglected. Formally, this amounts to setting \( \Gamma_\Lambda[m,\eta] \approx \Gamma_\Lambda[m,\eta = 0] \). Given the fact that finite-temperature critical behavior is completely determined by classical fluctuations, we expect that the static approximation is sufficient to obtain the fixed point of the renormalization group flow associated with a finite temperature phase transition. The spin self-energy defined via Eq. \cite{12} then satisfies the flow equation

\[
\partial_\Lambda \Sigma_\Lambda(k) = \frac{T}{N} \sum_q \hat{G}_\Lambda(q) \Gamma_\Lambda^{(4)}(-q,q,-k,k),
\]

where the single-scale propagator is defined by

\[
\hat{G}_\Lambda(k) = -G_\Lambda^2(k)\partial_\Lambda J_\Lambda(k)
\]

and the irreducible four-point vertex \( \Gamma_\Lambda^{(4)}(-q,q,-k,k) \) describes the interaction between four spins in the static limit. Note that the three-point vertex \( \Gamma_\Lambda^{(3)} \) vanishes because we consider the paramagnetic phase where there is no spontaneous magnetization. With our deformation scheme where the deformed exchange interaction initially vanishes, the initial value of the four-point vertex is determined by the irreducible part of a rotationally invariant combination of four-spin correlation functions of an isolated spin in the static limit \cite{28,30}. In Appendix A we show that

\[
\Gamma_0^{(4)}(-q,q,-k,k) = \frac{5}{6} U_0, \quad U_0 = -T b_1 b_2 > 0,
\]

where

\[
b_3 = \frac{(2S+1)^4-1}{120} = -\frac{6}{5} b_1 \left( b_1 + \frac{1}{6} \right),
\]

is the third order coefficient in the Taylor expansion \cite{7} of the Brillouin function.

\section{Level-1 truncation}

In the simplest level-1 truncation \cite{8} we approximate the four-point vertex by its initial value given in Eq. \cite{16}. A similar level-1 truncation of the hierarchy of FRG flow equations has been used to calculate the renormalization of impurity potentials in mesoscopic Luttinger liquids \cite{8,12}. The spin self-energy \( \Sigma_\Lambda(k) = \Sigma_\Lambda \) is then
independent of the momentum $\mathbf{k}$ and its flow equation \cite{14} reduces to
\begin{equation}
\partial_\Lambda \Sigma_\Lambda = -\frac{5}{6} U_0 \frac{T}{N} \sum_\mathbf{q} \frac{\partial_\Lambda J_\Lambda(q)}{[J_\Lambda(q) + \Sigma_\Lambda]^2},
\end{equation}
which can be straightforwardly integrated numerically with the initial condition \cite{13}.

In Fig. 4 we show our numerical results for the inverse susceptibility $G_\Lambda^{-1}(Q) = G^{-1}(Q)$ at the end of the FRG flow as a function of the dimensionless temperature $T/T_c^{MF}$ for three different sets of exchange couplings. Note that for the nearest neighbor exchange ($J_1 \neq 0$, $J_2 = J_3 = 0$) displayed in Fig. 4(a), our flow equation \cite{18} is independent of the sign of the nearest neighbor coupling $J_1$. Therefore we obtain the same temperature dependence of the susceptibility for ferro- and antiferromagnets, which is only correct in the classical $S \rightarrow \infty$ limit \cite{13,44}. Remediying this for finite $S$ requires the inclusion of dynamical quantum fluctuations, which will be addressed in Sec. IV. Obviously, within the level-1 truncation used in this section the inverse susceptibility approaches zero only asymptotically for $T \rightarrow 0$, implying a paramagnetic state at finite temperature. This is of course an artifact of the level-1 truncation, which neglects the renormalization of the four-point vertex. We show in Appendix B that a true fixed point of the renormalization group flow can only be obtained if the flow of the four-point vertex is taken into account. Nevertheless, the existence of a kink in the temperature dependence of the inverse susceptibility shown in Figs. 4(a) and (b) suggests that a large part of the renormalization group flow in the level-1 truncation still “feels” the influence of an underlying critical fixed point for these parameters.

We therefore estimate the critical temperature by the position of the associated maximum in the second derivative of the inverse susceptibility with respect to temperature. In Table I, we have collected the critical temperatures obtained in this manner, using both deformation schemes discussed above, and compare them to the accepted benchmark values from quantum Monte-Carlo simulations \cite{16,45,46} and high-temperature expansions \cite{44}. The overall agreement is rather good, with the largest deviation for the $S = 1/2$ nearest neighbor case, where the static approximation does not distinguish between ferro- and antiferromagnetic nearest-neighbor couplings.

Next, let us consider Fig. 4(c) in more detail. For $J_1 > 0$, $J_2/J_1 = 0.6$, $J_3/J_1 = 0.25$, the classical ground states with spaghetti-order ($Q = (0, \pi, \pi)$) and lasagne-order ($Q = (0, 0, \pi)$) are degenerate at the mean-field level; see Figs. 1 and 3. For this specific set of parameters an older one-loop pseudfermion FRG study \cite{10} reported evidence for a paramagnetic ground state, whereas a more sophisticated multiloop pseudfermion FRG \cite{21} found that eventually the system exhibits spaghetti order (striped AF) at low temperatures. As our spin FRG results do not exhibit any kink as a function of temperature for these parameters, our calculation suggests a paramagnetic ground state, in agreement with the older pseudofermion FRG results by Iqbal et al. \cite{10}.

We conclude that, at least for the three-dimensional $J_1J_2J_3$ model on a cubic lattice, a simple static level-1 truncation of the spin FRG flow equations (where the frequency-dependence of all vertices as well as the renormalization of the four-point vertex are neglected) gives results for the critical temperature of similar accuracy as the numerically more expensive multiloop pseudofermion FRG. On the other hand, the fact that our static level-1 truncation of the spin FRG flow equations does not reproduce the magnetic order found in a recent multiloop pseudofermion FRG \cite{21} in a regime where classically the
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\caption{Temperature dependence of the inverse spin susceptibility $G^{-1}(Q)$ and its second derivative in level-1 truncation. (a) Nearest neighbor Heisenberg magnet, $J_1 \neq 0$, $J_2 = J_3 = 0$, for $S = 1/2$ (solid lines) and in the classical limit $S \rightarrow \infty$ (dashed lines) \cite{43}, calculated with the Litim deformation scheme \cite{11}. (b) $J_1 > 0$, $J_2 = 0$, $J_3/J_1 = 0.8$, and $S = 1/2$, calculated with the Litim deformation scheme \cite{11}. (c) $J_1 > 0$, $J_2/J_1 = 0.6$, $J_3/J_1 = 0.25$, and $S = 1/2$, calculated with the interaction-switch deformation scheme \cite{10}.}
\end{figure}
TABLE I. Level-1 critical temperatures for the $J_1J_3$ model with $J_2 = 0$, extracted from the maximum of $d^2 G_1^{-1}(Q)/dT^2$, both with the interaction-switch and the Litim deformation scheme, Eqs. (10) and (14) respectively. For comparison, we also show the accepted benchmark values from quantum Monte-Carlo simulations [10, 13, 20] and high-temperature expansions [14], as well as the relative error of the level-1 results. Note that the Litim scheme always predicts a lower $T_c$ than the interaction-switch.

| $S$ | $J_1/J_3$ | $T_c/T_{c,\text{MP}}^{\text{switch Litim benchmark}}$ | rel. error / % |
|-----|--------|---------------------------------|---------------|
| 1/2 < 0 | 0 | 0.651 | 0.568 | 0.559 | 16.5 | 1.6 |
| 1/2 > 0 | 0 | 0.651 | 0.568 | 0.629 | 3.5 | 9.7 |
| 1 < 0 | 0 | 0.726 | 0.668 | 0.650 | 11.7 | 2.8 |
| 1 > 0 | 0 | 0.726 | 0.668 | 0.684 | 6.1 | 2.3 |
| 3/2 < 0 | 0 | 0.745 | 0.695 | 0.685 | 8.8 | 1.5 |
| 3/2 > 0 | 0.2 | 0.745 | 0.695 | 0.702 | 6.1 | 1.0 |
| 1/2 > 0 | 0.4 | 0.782 | 0.753 | 0.768 | 1.8 | 2.0 |
| 1/2 > 0 | 0.6 | 0.800 | 0.776 | 0.794 | 0.8 | 2.3 |
| 1/2 > 0 | 0.8 | 0.807 | 0.787 | 0.808 | 0.1 | 2.6 |
| $\infty$ | 0 | 0.766 | 0.725 | 0.722 | 6.1 | 0.4 |

The absence of a sharp phase transition in the level-1 truncation is due to the fact that within this truncation the flow of the four-point vertex is neglected. As shown in Appendix A, this leads to a runaway flow of the rescaled couplings. In the parameter regime where the classical ground state is not degenerate, it is however straightforward to recover a fixed point within our spin FRG approach in a level-2 truncation which takes the renormalization of the four-spin interaction into account. Note that within the pseudofermion FRG the four-spin interaction is encoded in the fermionic eight-point vertex which is usually neglected [12, 21]. On the other hand, within the pseudo-Majorana FRG [24, 25] the renormalization of the four-spin interaction can at least partially be taken into account due to an operator identity relating products involving different numbers of Majorana fermions [14, 48].

The FRG flow equation for the momentum-dependent static four-point vertex $\Gamma^{(4)}_{\Lambda}(k_1,k_2,k_3,k_4)$ that determines the flow of the spin self-energy via Eq. (14) is given in Appendix A. In practice, additional approximations are necessary. For simplicity, let us focus here on non-degenerate classical ground states. Then we can adopt the truncation strategy of Ref. [20], where the critical temperature of the three-dimensional Ising model has been obtained to an accuracy of about 1% using a truncation where the momentum-dependence of the renormalized four-point vertex is neglected and the six-point vertex is approximated by its initial value. A similar truncation strategy for the Heisenberg model leads to the following flow equation for the renormalized four-point vertex $\Gamma^{(4)}_{\Lambda}(k_1,k_2,k_3,k_4) \approx \frac{5}{6}U_{\Lambda}$:

$$\partial_{\Lambda} U_{\Lambda} = \frac{T}{N} \sum_{q} G_{\Lambda}(q) \left[ \frac{7}{10} V_0 - \frac{11}{3} U_{\Lambda}^2 G_{\Lambda}(q) \right], \quad (19)$$

where

$$V_0 = T \left( \frac{b_3^2}{b_1^2} - \frac{b_5}{b_1^6} \right) \quad (20)$$

is the initial value of the longitudinal six-point vertex defined in Appendix A. Here $b_1$ and $b_3$ are defined in Eqs. (6) and (17) respectively, and

$$b_5 = \frac{(2S+1)^6 - 1}{252} \quad (21)$$

is the fifth-order coefficient in the expansion of $\Sigma_{\Lambda}$ of the Brillouin function. The corresponding flow of the static self-energy is obtained by replacing $U_0 \rightarrow U_{\Lambda}$ in Eq. (18),

$$\partial_{\Lambda} \Sigma_{\Lambda} = - \frac{5}{6} U_{\Lambda} \frac{T}{N} \sum_{q} \frac{\partial_{\Lambda}J_{\Lambda}(q)}{[J_{\Lambda}(q) + \Sigma_{\Lambda}]^2}. \quad (22)$$

Our numerical results for the inverse susceptibility and the four-point vertex $U_{\Lambda=1} = U$ at the end of the flow are displayed in Fig. 3 as a function of the dimensionless temperature $T/T_{c,\text{MP}}^{\text{switch Litim benchmark}}$. In contrast to the level-1 truncation, the inverse susceptibility as well as the four-point vertex now vanish at a critical temperature $T_c$, signaling a phase transition. We explicitly show in Appendix B how this phase transition is governed by the Wilson-Fisher fixed point for the nearest-neighbor Heisenberg magnet. The associated values for $T_c$ are listed in Table II. Note the striking agreement with the accepted benchmark values, in particular for the interaction-switch deformation scheme. In contrast, the tendency of the Litim scheme to underestimate the value of $T_c$ even worsens compared to the level-1 results displayed in Table I. A possible explanation for the better performance of the interaction-switch deformation for the calculation of $T_c$ is that with this deformation scheme our truncation is perturbatively controlled in $\Lambda|J(\mathbf{k})|/T$, which is small as long as the deformation parameter $\Lambda$ is sufficiently small or the temperature is large. Note furthermore that the interaction-switch deformation does not modify the momentum dependence of $J_{\Lambda}(\mathbf{k})$, in contrast to the Litim cutoff. We also remark that the accuracy of the static truncation quickly increases with increasing $S$, reflecting the decreasing relevance of dynamic fluctuations in this case; see the following Sec. IV.
IV. INCLUDING DYNAMIC SPIN FLUCTUATIONS

While the static approximation of the previous Sec. [31] already yields reasonable results for $T_c$ for various quantum magnets, it fails to distinguish between the nearest-neighbor ferro- and antiferromagnets at finite $S$. To remedy this deficiency, we include also dynamic fluctuations at finite frequencies in this section. Within the hybrid approach developed in Ref. [30], such quantum fluctuations are described by dynamic vertices involving at least one finite-frequency leg associated with the auxiliary field $\eta$ that represents the dynamic internal exchange field. To leading order, these vertices can be approximated by their initial values describing the dynamic correlations of an isolated spin. The leading dynamic modification of the flow of the static spin self-energy is then given by the diagram shown in Fig. 4 (a), where the green triangle represents the dynamic chiral three-point vertex [30],

$$\Gamma_0^{z\eta\eta}(0,-\omega,\omega) = \frac{1}{i\omega}, \quad \omega \neq 0,$$

where the superscripts denote the type of external legs: $z$ represents a static fluctuation of the longitudinal magnetic field, while $\eta^+ = (\eta^x + i\eta^y)/\sqrt{2}$ and $\eta^- = (\eta^x - i\eta^y)/\sqrt{2}$ represent the spherical components of the dynamic exchange field $\eta$. Note that in a Cartesian basis this vertex is determined by the chiral on-site expectation value $\int_0^\beta d\tau_3 \langle \tau_1 \sigma^y_z(\tau_2) \sigma^y_x(\tau_3) \rangle$. For a non-degenerate ground state, we should then evaluate the flow of the static self energy $\Sigma_\Lambda$ and the static four-point vertex $\Gamma^{(4)}_\Lambda$ at the ordering wavevector $Q$. In this case the flow equation [23] for the static self-energy is replaced by

$$\partial_\Lambda \Sigma_\Lambda = \frac{5}{6} U_\Lambda T \frac{N}{N} \sum_q \tilde{G}_\Lambda(q)$$
$$+ \frac{T}{N} \sum_{\omega \neq 0} \sum_q \frac{2}{\omega^2} \tilde{F}_\Lambda(q, i\omega) \tilde{F}_\Lambda(q + Q, i\omega),$$

where the dynamical propagator $F_\Lambda(K)$ and its single-scale counterpart $\tilde{F}_\Lambda(K)$ are defined by

$$F_\Lambda(K) = -\frac{G^{-1}_\Lambda(k)}{1 + G^{-1}_\Lambda(k) \Pi_\Lambda(K)},$$

$$\tilde{F}_\Lambda(K) = -\frac{\partial_\Lambda J_\Lambda(k)}{[1 + G^{-1}_\Lambda(k) \Pi_\Lambda(K)]^2}.$$  

Here, $\Pi_\Lambda(K)$ is the irreducible dynamic spin-susceptibility [30]. Note that in the classical $S \to \infty$ limit, the contribution of dynamic spin fluctuations to the flow of $\Sigma_\Lambda$ vanishes as $1/S^2$ after appropriate rescaling [43]. Hence, the classical limit corresponds to the static truncation of the flow equations, whereas the dynamical terms describe the effect of quantum fluctuations at finite $S$.

For consistency, we should also take the effect of chiral dynamic fluctuations in the flow of the four-point vertex into account. Approximating the relevant higher-order dynamic vertices by their initial values, we find that the flow equation [19] for the static four-point vertex is modified as follows,
\[
\partial_{\Lambda} U_\Lambda = \frac{T}{N} \sum_q \hat{G}_\Lambda(q) \left[ \frac{7}{10} V_0 - \frac{11}{3} U_\Lambda^2 G_\Lambda(q) \right] \\
+ \frac{T}{N} \sum_{\omega \neq 0} \sum_q \hat{F}_\Lambda(q, i\omega) \Gamma_0^{zzzz\eta^+}(0, 0, 0, -\omega, \omega) \\
- 4 \frac{T}{N} \sum_{\omega \neq 0} \sum_q 2 \hat{F}_\Lambda(q, i\omega) F_\Lambda(q + Q, i\omega) \Gamma_0^{zzzz\eta^+}(0, 0, 0, -\omega, \omega) \Gamma_0^{zz+\eta^+}(0, -\omega, \omega) \\
- 6 \frac{T}{N} \sum_{\omega \neq 0} \sum_q 4 \hat{F}_\Lambda(q, i\omega) F_\Lambda(q, i\omega) F_\Lambda^2(q + Q, i\omega) \left[ \Gamma_0^{zz\eta^+}(0, -\omega, \omega) \right]^4. 
\]

(26)

![Graphical representation of the frequency-dependent terms](image)

**FIG. 6.** Graphical representation of the frequency-dependent terms on the right-hand side of the flow equations (24) (a) and (26) (b). A directed wavy internal line represents the propagator \( F_\Lambda(K) \) at finite frequency. An additional slash means the associated single-scale propagator \( \hat{F}_\Lambda(K) \). The cross inside of each loop means that each propagator is successively replaced by the corresponding single-scale propagator.

The frequency-dependent terms in Eq. (26) are shown diagrammatically in Fig. (b). As in Sec. [11], there is no momentum transfer in the static part of the flow because \( Q \pm \mathbf{Q} \) is always a reciprocal lattice vector. For the explicit evaluation of the flow equation (26) of the static four-point vertex, we also need the initial values of the higher-order dynamic vertices. As shown in Appendix [C], the relevant initial values of the higher-order vertices are

\[
\Gamma_0^{zzzz\eta^+}(0, 0, 0, -\omega, \omega) = 0, \\
\Gamma_0^{zzzz\eta^+}(0, 0, 0, 0, -\omega, \omega) = \frac{4k_\perp}{\beta \omega^2}. 
\]

(27)  (28)

Also note that all four-point vertices with two legs at finite frequency, e.g. \( \Gamma_\Lambda^{zz\eta^+}(0, 0, -\omega, \omega) \), are initially zero [30] and therefore diagrams containing them do not contribute to the flow equations. To close the system of flow equations (24) and (26), we still need an expression for the dynamic irreducible susceptibility \( \tilde{\Pi}_\Lambda(K) \). In principle, we can also write down a flow equation for this function which has been derived in Ref. [30]. In this work, we instead opt to use the leading term in the high-temperature expansion,

\[
\tilde{\Pi}_\Lambda(k, i\omega) = \frac{2k_\perp^2}{T \omega^2} \int_q J_\Lambda(q) \left[ J_\Lambda(q) - J_\Lambda(q + k) \right] + O \left( J_\Lambda^2 / T^4 \right).
\]

(29)

which, for instance, can be obtained by iterating the flow of \( \tilde{\Pi}_\Lambda(k, i\omega) \) up to second order in \( J_\Lambda \). Since this deformed coupling only gradually increases from zero to its physical value, the high-temperature expansion is valid for most of the flow. Only in the final stage of the flow, for \( \Lambda \to 1 \), corrections to the high-temperature approximation [29] can become important for \( T \sim T_c \), which we neglect. In Appendix [D], we discuss a more sophisticated ansatz for \( \tilde{\Pi}(K) \) that is based on a solution of the flow equation in the high-temperature limit [39].

An advantage of the high-temperature approximation is that we can use the calculus of residues to explicitly evaluate all Matsubara sums in the flow equations (24) and (26). To that end, we set

\[
G_\Lambda^{-1}(k) \tilde{\Pi}_\Lambda(k, i\omega) = \frac{\bar{\Omega}_\Lambda(k)}{(\beta \omega)^2}. 
\]

(30)

The flow equations (24) and (26) then reduce to
\[
\partial_{\lambda} \Sigma_{\lambda} = \frac{5}{6} U_{0} \frac{T}{N} \sum_{q} \hat{G}_{\lambda}(q) + \frac{2}{NT} \sum_{q} \frac{\partial_{\lambda} J_{\lambda}(q)}{G_{\Lambda}(q + Q)} S_{1} \left( \hat{\Omega}_{\lambda}(q), \hat{\Omega}_{\lambda}(q + Q) \right),
\]

\[
\partial_{\lambda} U_{\lambda} = \frac{T}{N} \sum_{q} \hat{G}_{\lambda}(q) \left[ \frac{7}{10} V_{0} - \frac{11}{3} U_{0}^{2} G_{\Lambda}(q) \right] - \frac{3}{N} \sum_{q} \left[ \partial_{\lambda} J_{\lambda}(q) \right] \left[ \frac{b_{3}}{b_{4}^{4}} S_{2} \left( \hat{\Omega}_{\lambda}(q) \right) \right]
- \frac{24}{NT^{3} b_{4}^{6}} \sum_{q} \frac{\partial_{\lambda} J_{\lambda}(q)}{G_{\Lambda}(q) G_{\Lambda}^{2}(q + Q)} S_{4} \left( \hat{\Omega}_{\lambda}(q), \hat{\Omega}_{\lambda}(q + Q) \right),
\]

We have three distinct Matsubara sums appearing in this expression. Together with an auxiliary sum \( S_{3}(x, y) \) to calculate \( S_{4}(x, y) \) they are for \( x, y \geq 0 \) given by

\[
S_{1}(x, y) = \sum_{\omega \neq 0} \frac{(\beta \omega)^{4}}{(\beta \omega)^{2} + x} \frac{1}{2} \left[ (\beta \omega)^{2} + y \right] = \frac{1}{8(x - y)^{2}} \frac{(\beta \omega)^{2}}{[(\beta \omega)^{2} + x]^{2}} \frac{1}{(\beta \omega)^{2} + y},
\]

\[
S_{2}(x) = \sum_{\omega \neq 0} \frac{(\beta \omega)^{2}}{(\beta \omega)^{2} + x} = \frac{\sqrt{x} - \sinh (\sqrt{x})}{\sqrt{x}(1 - \cosh (\sqrt{x}))},
\]

\[
S_{3}(x, y) = \sum_{\omega \neq 0} \frac{(\beta \omega)^{2}}{(\beta \omega)^{2} + x} \frac{1}{2} \left[ (\beta \omega)^{2} + y \right] = \frac{1}{8\sqrt{x}(x - y)^{2}} \frac{(\beta \omega)^{2}}{[(\beta \omega)^{2} + x]^{2}} \frac{1}{(\beta \omega)^{2} + y},
\]

\[
S_{4}(x, y) = \sum_{\omega \neq 0} \frac{(\beta \omega)^{6}}{(\beta \omega)^{2} + x} \left[ (\beta \omega)^{2} + y \right]^{2} = S_{3}(x, y) + \frac{x}{2} \partial_{x} S_{3}(x, y) + \frac{y}{2} \partial_{y} S_{3}(x, y) + \frac{xy}{2} \partial_{x} \partial_{y} S_{3}(x, y).
\]

In Fig. 7 we show our numerical results for \( G^{-1}(Q) \) as a function of \( T/T_{c}^{MF} \) for nearest-neighbor Heisenberg models with spin \( S = 1/2 \) and \( S = 1 \) using the interaction-switch deformation scheme. We clearly observe a different effect of the finite-frequency diagrams with momentum transfer \( Q = \Gamma = (0, 0, 0) \) and \( Q = R = (\pi, \pi, \pi) \). While for the ferromagnet \( J_{1} < 0 \) quantum fluctuations enhance the spin self-energy and hence increase \( T_{c} \), in the case of an antiferromagnet \( J_{1} > 0 \) these fluctuations reduce the spin self-energy and thus lower \( T_{c} \). This should be contrasted with the static truncation of Sec. III which could not distinguish between these two cases.

The transition temperatures of various quantum spin models are collected and compared to their benchmark values in Table III. We focus on the interaction-switch deformation scheme in this section since it has proven more accurate in the static truncation (Sec. III) and is numerically cheaper to implement when finite momentum transfer is involved. We note that for quantum magnets which order at finite \( T_{c} \), our spin FRG results have a similar or even higher accuracy than the pseudofermion FRG [13, 29], with far less numerical overhead. At the same time, the spin FRG flow equations depend only on correlation functions of the physical spins and therefore enable us to devise physically motivated approximation schemes.

**V. SUMMARY AND OUTLOOK**

In this work we have used a particular implementation [30] of the functional renormalization group approach to quantum spin systems [26] to calculate the phase diagram and the critical temperatures of the \( J_{1}J_{2}J_{3} \) quantum Heisenberg model on a cubic lattice. Recently this model has been used as a benchmark to test different implementations of the pseudofermion FRG [21]. Within a rather simple static level-1 truncation of the hierarchy of the spin FRG flow equations, we have obtained the critical temperature with a similar accuracy as the numerically more expensive pseudofermion FRG for all values of the exchange couplings for which we have found controlled benchmark values in the literature. Furthermore, our spin FRG allows us to consider quantum spin systems at arbitrary spin quantum number \( S \geq 1/2 \) without any additional technical or numerical cost, unlike the pseudofermion [17] or pseudo-Majorana [24] FRG implementations.

Away from the classical phase boundaries where the ground states become degenerate, we have developed
more sophisticated truncations that include the flow of the four-point vertex as well as dynamic (quantum) fluctuations to obtain improved estimates for the critical temperature. A comparison with available Monte-Carlo and high-temperature expansion results shows that our estimates for \( T_c \) deviate at most by a few percent from the correct results. Moreover, our spin FRG approach allows us to explicitly construct the renormalization group fixed point which controls the critical behavior in the vicinity of the magnetic phase transition.

In the parameter regime where classically the energies of two or more ordered states are (almost) degenerate we expect that the momentum dependence of the spin self-energy and of the effective four-spin interaction cannot be neglected. In this context, the vertex expansion with momentum- and frequency-dependent vertices should be contrasted with approximations based on the derivative expansion \([5, 7]\) such as the local potential approximation. While the derivative expansion can non-perturbatively describe the field dependence of the average effective action, it does not provide easily accessible information about the momentum dependence of vertices. Moreover, a possible non-trivial frequency dependence of quantum vertices, which is expected to be crucial for the formation of a quantum spin liquid in frustrated systems, is also not readily available within truncations based on the derivative expansion. We therefore believe that a vertex expansion which treats both the momentum- and frequency-dependence of the vertices on equal footing and in an unbiased manner is better suited for frustrated quantum spin systems than the derivative expansion.

In order to go beyond the static level-1 truncation and to reveal the renormalization group fixed points controlling the critical behavior of such strongly frustrated systems, we should divide the Brillouin zone into a large number of sectors and solve the resulting system of coupled differential equations resulting from the discretization of the FRG flow equations for the spin self-energy and the effective interactions given in Eqs. (14) and (A6). In such a highly frustrated parameter regime we expect that at low temperatures \( T \ll |J_i| \) the additional dynamic diagrams will generate positive contributions of order \( |J_i| \) to the spin self-energy and the four-point vertex which stabilize a paramagnetic state. In fact, in three dimensions and for small \( T/|J_i| \) the magnitude of all terms containing only the bare three-point vertex may be estimated as such, with all residual diagrams being of subleading order in \( T/|J_i| \). However, as we saw for the non-frustrated antiferromagnet, a positive net sign of these terms is not guaranteed at the relevant ordering vectors, so that the precise mechanism which stabilizes a paramagnetic state at low temperatures remains somewhat intransparent in our approach. This also suggests that a generic formula for the flowing dynamic spin-susceptibility \( \tilde{\Pi}_A(K) \) like a high-frequency limit may not suffice and that a more prudent ansatz or a proper flow equation for the momentum and frequency dependence of \( \tilde{\Pi}_A(K) \) is required. The numerical solution of these equations is beyond the scope of this work.

Our approach can also be used to study frustrated spin systems in two dimensions. In this case, we expect that the chiral dynamic spin fluctuations discussed in Sec. [IV] will play an important role to destabilize magnetic order and possibly lead to a spin-liquid phase at zero temperature. In fact, the calculation of the spin dynamics using our spin FRG approach is a challenging problem on its own because in this case the proper implementation of conservation laws is essential. In the high temperature limit \( T \gg |J_i| \) this problem has been solved in Ref. [80] where the spin FRG has been used to derive an integral equation for the dynamic spin susceptibility. The feedback of the spin dynamics onto the thermodynamics of frustrated magnets deserves further attention.

| \( S \) | \( J_1 \) | \( J_1/J_1 \) | \( T_c/T_c^{MF} \) | \( \text{switch} \) | \( \text{benchmark} \) | \( \text{switch} \) | rel. error / % |
|---|---|---|---|---|---|---|---|
| 1/2 | < 0 | 0 | 0.545 | 0.559 | 2.5 |
| 1/2 | > 0 | 0 | 0.640 | 0.629 | 1.7 |
| 1 | < 0 | 0 | 0.651 | 0.650 | 0.2 |
| 1 | > 0 | 0 | 0.697 | 0.684 | 1.9 |
| 3/2 | < 0 | 0 | 0.688 | 0.685 | 0.4 |
| 3/2 | > 0 | 0 | 0.715 | 0.702 | 1.9 |
| 1/2 | > 0 | 0.2 | 0.752 | 0.722 | 4.2 |
| 1/2 | > 0 | 0.4 | 0.799 | 0.768 | 4.0 |
| 1/2 | > 0 | 0.6 | 0.823 | 0.794 | 3.7 |
| 1/2 | > 0 | 0.8 | 0.834 | 0.808 | 3.2 |

TABLE III. Same as Tables [I] and [II] but including dynamical (quantum) spin fluctuations. Note that we do not list the classical magnet with \( S \rightarrow \infty \), because quantum fluctuations vanish in this case. Hence, it reduces to the static level-2 truncation discussed in Sec. IIIIB.
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APPENDIX A: Flow equations in static approximation

In this Appendix we give the spin FRG flow equations for the irreducible vertices defined via the hybrid functional \( \Gamma_\Lambda[m, \eta] \) introduced in Sec. III in static approximation, where the dynamical field \( \eta \) is set equal to zero. For a formal definition of the functional \( \Gamma_\Lambda[m, \eta] \) see Ref. [30]. Below we give the flow equations for a general spin \( S \) Heisenberg model in a magnetic field \( h \) with Hamiltonian

\[
\mathcal{H} = \frac{1}{2} \sum_{ij} J_{ij} S_i \cdot S_j - h \sum_i S_i^z. \tag{A1}
\]

To obtain the flow equations for the \( J_1 J_2 J_3 \) Hamiltonian given in Eq. (1) we should set \( h = 0 \) and specify the exchange couplings \( J_{ij} \). Since the external magnetic field breaks the spin-rotational invariance, it is convenient to decompose the magnetization field into a longitudinal component \( m^z \) and into two spherical transverse components \( m^\pm = (m^x \pm im^y)/\sqrt{2} \). In static approximation the vertex expansion of our deformed hybrid functional is then [30]

\[
\Gamma_\Lambda[m, \eta = 0] = \Gamma_\Lambda[0, 0] + \beta \int_k \left\{ [J_k + \Sigma_\Lambda^{+}(k)] m^- k m^+ k + \frac{1}{2!} [J_k + \Sigma_\Lambda^{zz}(k)] m^z m^z k \right\}
\]

\[+ \beta \int_{k_1} \int_{k_2} \int_{k_3} \int_{k_4} \delta(k_1 + k_2 + k_3 + k_4) \left\{ \frac{1}{(2!)} \Gamma_\Lambda^{-+++}(k_1, k_2, k_3, k_4) m^- k_1 m^- k_2 m^+ k_3 m^+ k_4 
\]

\[+ \frac{1}{2!} \Gamma_\Lambda^{-zzz}(k_1, k_2, k_3, k_4) m^- k_1 m^- k_2 m^- k_3 m^+ k_4 + \frac{1}{4!} \Gamma_\Lambda^{zzzz}(k_1, k_2, k_3, k_4) m^z k_1 m^z k_2 m^- k_3 m^- k_4 \right\}
\]

\[+ \beta \int_{k_6} \cdots \int_{k_6} \delta(k_1 + \ldots + k_6) \left\{ \frac{1}{(3!)} \Gamma_\Lambda^{-++z}(k_1, k_2, k_3, k_4, k_5, k_6) m^- k_1 m^- k_2 m^- k_3 m^- k_4 m^+ k_5 m^+ k_6 
\]

\[+ \frac{1}{2!} \Gamma_\Lambda^{-zzzz}(k_1, k_2, k_3, k_4, k_5, k_6) m^- k_1 m^- k_2 m^- k_3 m^- k_4 m^- k_5 m^- k_6 + \frac{1}{6!} \Gamma_\Lambda^{zzzzzz}(k_1, k_2, k_3, k_4, k_5, k_6) m^z k_1 m^z k_2 m^- k_3 m^- k_4 m^- k_5 m^- k_6 \right\} + \ldots , \tag{A2}
\]

where \( \int_k = \frac{1}{N} \sum_k \). Within this static truncation the transverse spin self-energy \( \Sigma_\Lambda^{+}(k) \) satisfies

\[
\partial_\Lambda \Sigma_\Lambda^{+}(k) = \frac{T}{N} \sum_q \left[ \tilde{G}_\Lambda^{+}(q) \Gamma_\Lambda^{-+++}(-k, -q, q, k) \right.
\]

\[+ \frac{1}{2!} \tilde{G}_\Lambda^{zz}(q) \Gamma_\Lambda^{-zzzz}(-k, -q, k) \right] . \tag{A3}
\]

while the flow of the longitudinal self-energy is

\[
\partial_\Lambda \Sigma_\Lambda^{zz}(k) = \frac{T}{N} \sum_q \left[ \tilde{G}_\Lambda^{zz}(q) \Gamma_\Lambda^{zzzz}(-q, q, -k, k) \right.
\]

\[+ \frac{1}{2!} \tilde{G}_\Lambda^{zz}(q) \Gamma_\Lambda^{zzzz}(-q, q, -k, k) \right] . \tag{A4}
\]

Graphical representation of the flow equations (A3) and (A4) are shown in Fig. 8. For vanishing magnetic field and in the absence of a spontaneous magnetization, the longitudinal spin self-energy agrees with the transverse one, \( \Sigma_\Lambda^{zz}(k) = \Sigma_\Lambda^{zz}(k) = \Sigma_\Lambda(k) \), so that Eqs. (A3) and (A4) both reduce to the flow equation (14) given in the main text. The relevant combinations of the four-point vertices is given by

\[
\Gamma_\Lambda^{(4)}(-q, q, -k, k) = \Gamma_\Lambda^{-++++}(-k, -q, q, k) + \frac{1}{2!} \Gamma_\Lambda^{-zzzz}(-k, -q, q, k) 
\]

\[= \Gamma_\Lambda^{-zzzz}(q, q, -k, k) + \frac{1}{2!} \Gamma_\Lambda^{zzzzzz}(q, q, -k, k) . \tag{A5}
\]

The flow equations for the three types of static four-point vertices in an external magnetic field are shown graphically in Fig. 9. Let us explicitly write down the flow equation for the longitudinal four-point vertex,
FIG. 8. Graphical representation of the flow equations \( (A3) \) (a) and \( (A4) \) (b) for the static spin self-energies. Arrows indicate transverse fluctuations \(+, -\), a straight line represents a longitudinal degree of freedom \( z \) and a slashed internal line is a static single-scale propagator \( \dot{G}_{\Lambda}(q) \). The dots above the left-hand sides denote the scale derivative.

FIG. 9. Graphical representation of the flow equations for the four-point vertices \( (a) \) \( \Gamma_{\Lambda}^{zzzz} \), \( (b) \) \( \Gamma_{\Lambda}^{++--} \), and \( (c) \) \( \Gamma_{\Lambda}^{+-zz} \) in the static limit. The notation is the same as in Figs. 6 and 8.
\[
\partial_A \Gamma_\Lambda^{zzzz}(k_1, k_2, k_3, k_4) = \frac{T}{N} \sum_q \left[ \hat{G}_\Lambda^+(q) \Gamma_\Lambda^{-zzzz}(-q, q, k_1, k_2, k_3, k_4) + \frac{1}{2} \hat{G}_\Lambda^z(q) \Gamma_\Lambda^{zzzzzz}(-q, q, k_1, k_2, k_3, k_4) \right]
\]

\[
- \frac{T}{N} \sum_q \left\{ \hat{G}_\Lambda^z(q) \Gamma_\Lambda^{zzzz}(q, k_1 + k_2) \hat{G}_\Lambda^z(q) \Gamma_\Lambda^{zzzzzz}(q, -q - k_1 - k_2, k_1, k_2) \right\} \left. \right|_{k_1 \leftrightarrow k_3, k_2 \leftrightarrow k_4}
\]

\[
- \frac{T}{N} \sum_q \left\{ \left[ \hat{G}_\Lambda^+(q) \hat{G}_\Lambda^+(q + k_1 + k_2) \right]^* \Gamma_\Lambda^{zzzz}(q, -q - k_1 - k_2, k_1, k_2) \hat{G}_\Lambda^z(q + k_1 + k_2, k_3, k_4) \right\} \left. \right|_{k_2 \leftrightarrow k_3, k_2 \leftrightarrow k_4}
\]

(A6)

where we introduced the abbreviation

\[
\left[ \hat{G}_\Lambda^+(q) \hat{G}_\Lambda^+(q + k) \right]^* = \hat{G}_\Lambda^-(q) \hat{G}_\Lambda^-(q + k) + \hat{G}_\Lambda^z(q) \hat{G}_\Lambda^z(q + k). \quad (A7)
\]

For \( h = 0 \), spin-rotational symmetry implies that for vanishing external momenta, all four-point vertices can be expressed in terms of a single scale-dependent coupling \( U_\Lambda \) as follows,

\[
\begin{align*}
\Gamma_\Lambda^{zzzz}(0, 0, 0, 0) &= U_\Lambda, \\
\Gamma_\Lambda^{-zzzz}(0, 0, 0, 0) &= \frac{1}{3} U_\Lambda, \\
\Gamma_\Lambda^{zzzzzz}(0, 0, 0, 0) &= \frac{2}{3} U_\Lambda.
\end{align*}
\]

(A8a) (A8b) (A8c)

Neglecting the momentum-dependence of all vertices and keeping in mind that for vanishing external magnetic field and in the absence of spontaneous symmetry breaking \( G_\Lambda^+(k) = G_\Lambda^z(k) = G_\Lambda(k) \), the flow equation (A6) for the longitudinal four-point vertex reduces to

\[
\partial_A U_\Lambda = \frac{T}{N} \sum_q \hat{G}_\Lambda(q) \left[ \Gamma_\Lambda^{-zzzzzz}(0) + \frac{1}{2} \Gamma_\Lambda^{zzzzzzzz}(0) \right]
\]

\[
- \frac{11}{3} U_\Lambda^2 \frac{T}{N} \sum_q \hat{G}_\Lambda(q) G_\Lambda(q).
\]

(A9)

Similarly, the flow equation for the transverse four-point vertex shown in Fig. 9(b) reduces to

\[
\partial_A U_\Lambda = \frac{T}{N} \sum_q \hat{G}_\Lambda(q) \left[ \frac{3}{2} \Gamma_\Lambda^{-yyyy}(0) + \frac{1}{2} \Gamma_\Lambda^{-zzzzzz}(0) \right]
\]

\[
- \frac{11}{3} U_\Lambda^2 \frac{T}{N} \sum_q \hat{G}_\Lambda(q) G_\Lambda(q).
\]

(A10)

while the flow equation for the mixed four-point vertex in Fig. 9(c) reduces to

\[
\partial_A U_\Lambda = \frac{T}{N} \sum_q \hat{G}_\Lambda(q) \left[ \Gamma_\Lambda^{-zzzzzz}(0) + \frac{1}{2} \Gamma_\Lambda^{zzzzzzzz}(0) \right]
\]

\[
- \frac{11}{3} U_\Lambda^2 \frac{T}{N} \sum_q \hat{G}_\Lambda(q) G_\Lambda(q),
\]

(A11)

Compatibility of Eqs. (A9), (A10) and (A11) implies that for \( h = 0 \) the six-point vertices for vanishing momenta satisfy

\[
\begin{align*}
\Gamma_\Lambda^{-zzzzzz}(0) &= \frac{3}{2} \Gamma_\Lambda^{-zzzzzz}(0) + \frac{1}{2} \Gamma_\Lambda^{-zzzzzzzz}(0) \\
&= 3 \Gamma_\Lambda^{-zzzzzz}(0) + \frac{1}{2} \Gamma_\Lambda^{-zzzzzzzz}(0).
\end{align*}
\]

(A12)

These are two independent relations between the four different types of six-point vertices. Thus, two of these vertices, for example the mixed vertices \( \Gamma_\Lambda^{zzzzzz}(0) \) and \( \Gamma_\Lambda^{-zzzzzz}(0) \), can be expressed in terms of the purely longitudinal vertex \( \Gamma_\Lambda^{zzzzzz}(0) \) and the transverse vertex \( \Gamma_\Lambda^{-zzzzzz}(0) \). We obtain

\[
\begin{align*}
\Gamma_\Lambda^{-zzzzzz}(0) &= \frac{2}{9} \Gamma_\Lambda^{zzzzzzzz}(0) - \frac{2}{9} \Gamma_\Lambda^{-zzzzzz}(0), \\
\Gamma_\Lambda^{-zzzzzzzz}(0) &= -\frac{1}{3} \Gamma_\Lambda^{zzzzzzzzzz}(0) + \frac{4}{3} \Gamma_\Lambda^{-zzzzzzzzzz}(0).
\end{align*}
\]

(A13a) (A13b)

The initial value of the purely longitudinal part of the six-point vertex can be expressed in terms of the derivatives of the Brillouin function as follows [19].

\[
\Gamma_0^{zzzzzzzz}(0) = T \left( -\frac{b_6}{b_1^2} + \frac{10 b_2}{b_1^3} \right) = V_0.
\]

(A14)

Using the generalized Wick theorem for spin operators derived in Ref. [28], we find that the transverse connected six-spin correlation function in a finite magnetic field \( h \) is for vanishing frequencies given by

\[
G_0^{+++++}(y) = \frac{6}{h^3} \left[ 3b(y) - 3yb'(y) + y^2b''(y) \right],
\]

(A15)
where \( y = \beta h \). For \( h \to 0 \) the term in the brackets vanishes as \( y^3 \), so that \( G_0^{+++--}(0) \) reduces to a finite constant in this limit,

\[
G_0^{+++--}(0) = \frac{2}{5} b_5 \beta^5,
\]

where \( b_5 \) is given in Eq. (21). Using the tree expansion that relates connected correlation functions to the irreducible vertices, we then obtain

\[
\Gamma_0^{---++}(0) = T \left( -\frac{2}{5} b_5 \beta^5 + 4 \frac{b^2_3}{b_1} \right) = \frac{2}{5} \Gamma_0^{zzzzzz}(0) = \frac{2}{5} V_0.
\]

Substituting our results \([A14] \) and \([A17] \) for the initial values of the longitudinal and transverse six-point vertices into the Eq. (A13) we obtain for the mixed six-point vertices at the initial scale,

\[
\Gamma_0^{--zz}(0) = \frac{2}{15} V_0,
\]

\[
\Gamma_0^{++zz}(0) = \frac{1}{5} V_0.
\]

The initial value of the combination of the six-point vertices that appears in the flow equation \([A20] \) of the four-point vertex is therefore

\[
\Gamma_0^{zzzz}(0) + \frac{1}{2} \Gamma_0^{zzzzzz}(0) = \frac{7}{10} V_0 = \frac{7T}{b_1^2} \left( \frac{b_3}{b_1} - \frac{b_5}{10} \right) > 0.
\]

Note that relations between different types of \( n \)-point vertices for vanishing momenta can be generalized for finite momenta \( \{k_i\} \) using spin-rotational invariance. As a consequence we have only one independent combination of spin components, for example \( \Gamma_0^{++-}(k_1, k_2, k_3, k_4) \) for the 4-legged vertex. Using this type of relations will become important in the study of systems with frustrating interactions, where the momentum dependence of the self energy and the four-point vertices cannot be neglected.

**APPENDIX B: Fixed point**

Any finite-temperature continuous phase transition in the Heisenberg model can be associated with a critical fixed point of the renormalization group. When the classical ground state is not degenerate, we furthermore expect that the critical fixed point can be identified with the usual Wilson-Fisher fixed point. In this Appendix, we show how to recover this fixed point from the static spin FRG within the level-2 truncation. To that end, we focus for simplicity on the nearest neighbor Heisenberg model, such that \( J_2 = 0 = J_3 \). In this case \( J_Q = J_{\text{min}} = -J_{\text{max}} = -2D|J_1| \) in \( D \) dimensions, and it is convenient to introduce dimensionless vertex functions as follows:

\[
r_\Lambda = \frac{\Sigma_\Lambda}{2D|J_1|} - 1, \quad u_\Lambda = \frac{5}{6} \frac{U_\Lambda T}{(2D|J_1|)^2}, \quad v_\Lambda = \frac{7}{6} \frac{V_0 T^2}{(2D|J_1|)^3}.
\]

With the Litim deformation scheme \([11] \), the level-2 flow equations \([22] \) and \([19] \) then read

\[
\partial_\Lambda r_\Lambda = -u_\Lambda I(\Lambda) \left[ \frac{1}{(1 + \Lambda + r_\Lambda)^2} - \frac{1}{(1 - \Lambda + r_\Lambda)^2} \right],
\]

\[
\partial_\Lambda u_\Lambda = -\frac{1}{2} v_0 I(\Lambda) \left[ \frac{1}{(1 + \Lambda + r_\Lambda)^2} - \frac{1}{(1 - \Lambda + r_\Lambda)^2} \right] + \frac{22}{5} u_\Lambda^2 \frac{I(\Lambda)}{(1 + \Lambda + r_\Lambda)^2} - \frac{1}{(1 - \Lambda + r_\Lambda)^2},
\]

where

\[
I(\Lambda) = 2D|J_1| \int_\Lambda^1 d\nu \langle 2D|J_1| \rangle
\]

\[
= \frac{1}{N} \sum_q \Theta (J_q - 2D|J_1| \Lambda)
\]

counts the number of states between the band edge and the deformation scale \( \Lambda \). To investigate the existence of a fixed point of the renormalization group flow, we approximate \( I(\Lambda) \) by its asymptotic behavior for \( \Lambda \to 1 \),

\[
I(\Lambda) \sim I_D (1 - \Lambda)^{D/2}, \quad 1 - \Lambda \ll 1,
\]

where

\[
I_D = \frac{K_D}{D} (2D)^{D/2},
\]

and

\[
K_D = \frac{1}{2^{D-1} \pi^{D/2} \Gamma(D/2)}
\]

is the surface area of the unit sphere divided by \((2\pi)^D\). Setting \( \Lambda = 1 - e^{-2t} \) and defining the rescaled couplings

\[
r_t = e^{2t} r_\Lambda, \quad u_t = e^{(4-D)t} u_\Lambda, \quad v_t = e^{(6-2D)t} v_\Lambda,
\]

we find that the flow equations \([B2] \) are equivalent to the following system of equations:

\[
\partial_t r_t = 2r_t - 2u_t I_D \left[ \frac{1}{(2e^t - 1 + r_t)^2} - \frac{1}{(1 + r_t)^2} \right],
\]

\[
\partial_t u_t = (4 - D)u_t - v_t I_D \left[ \frac{1}{(2e^t - 1 + r_t)^2} - \frac{1}{(1 + r_t)^2} \right] + \frac{44}{5} u_t^2 I_D \left[ \frac{1}{(2e^t - 1 + r_t)^3} - \frac{1}{(1 + r_t)^3} \right],
\]

\[
\partial_t v_t = (6 - 2D)v_t.
\]
The first terms in the square brackets on the right-hand sides of the above flow equations originate from the high-energy modes at the upper band edge and vanish for $l \to \infty$. These terms do not affect the fixed point. The resulting flow at $l \to \infty$ is shown in Fig. 10, where one clearly sees the Wilson-Fisher fixed point in addition to the Gaussian one. As expected, these equations are equivalent to the one-loop RG flow equations for the corresponding $\phi^4$-model, belonging to the O(3)-universality class 7.

From the flow equations 8, we see that neglecting the flow of the four-point vertex results in a runaway flow of the rescaled coupling $u_l$ for $D < 4$. This is the reason why we do not obtain a true fixed point in the level-1 truncation of Sec. IIIA. On the other hand, for $D = 3$ the rescaled six-point vertex $v_l$ is marginal and does not flow within our approximation, $v_l = v_0$, thereby justifying the level-2 truncation used in Sec. IIIIB. Note that the presence of a marginal coupling may introduce additional fixed points besides the Wilson-Fisher fixed point 30.

APPENDIX C: Time-ordered correlation functions and irreducible vertices of a single spin

In this Appendix we derive the irreducible mixed five-point and six-point vertices of a single spin given in Eqs. 27 and 28. Therefore we first calculate the imaginary-time ordered spin correlation functions, and then construct the corresponding irreducible vertices using the tree expansion. In principle, all correlation functions of a single spin can be obtained by means of the generalized Wick theorem for spin operators 30 38. In our case we only need correlation functions of the type

$$G_0^{z\ldots z^+}(0,\ldots,0,\omega, -\omega)$$

involving $n$ operators $S^z$ at vanishing frequency and one operator pair $S^+$ and $S^-$ at finite frequencies. These correlation functions can be obtained by taking $n$ derivatives of the magnetic field dependent transverse two-point function

$$G_0^{+-}(\omega, -\omega) = \frac{b}{h - i\omega}$$

with respect to the external magnetic field $h$ using the recursion relation 32

$$G_0^{z\ldots z^+}(0,\ldots,0,\omega, -\omega) = \frac{\partial}{\partial h} G_0^{z\ldots z^+}(0,\ldots,0,\omega, -\omega).$$

In particular,

$$G_0^{z\ldots z^+}(0,\omega, -\omega) = \frac{\partial}{\partial h} G_0^{z\ldots z^+}(0,\omega, -\omega) = -\frac{b}{(h - i\omega)^2} + \frac{\beta b'}{h - i\omega},$$

and

$$G_0^{z\ldots z^+}(0,0,\omega, -\omega) = \frac{\partial}{\partial h} G_0^{z\ldots z^+}(0,\omega, -\omega) = -\frac{2b'}{(h - i\omega)^3} - \frac{2\beta b''}{(h - i\omega)^2} + \frac{\beta^2 b'''}{h - i\omega}.$$  

Taking one more $h$-derivative and then setting $h = 0$ we obtain for vanishing magnetic field

$$G_0^{z\ldots z^+}(0,0,0,\omega, -\omega) = \frac{6\beta b_1}{(i\omega)^3} + \frac{\beta^2 b_3}{-i\omega} = -\frac{\beta}{(i\omega)^3} \left[ 6b_1 - b_3(\beta \omega)^2 \right].$$

In this work we also need the mixed six-spin correlation function, which is for $h \to 0$ given by

$$G_0^{zzzzz}(0,0,0,\omega, -\omega) = \frac{4}{i\omega} G_0^{zzzz}(0,0,\omega, -\omega) = -\frac{4\beta}{\omega^3} \left[ 6b_1 - b_3(\beta \omega)^2 \right].$$

The corresponding irreducible vertices can be obtained from the tree expansion of connected correlation functions in terms of irreducible vertices 17. For the relevant
five-point function in zero magnetic field the tree expansion is

\[ G_0^{zzz+}(0, 0, 0, \omega, -\omega) = -G_0^3 \left[ G_{zzz}^{zzz-\eta^+}(0, 0, 0, -\omega, \omega) - G_0^{zzzz}(0, 0, 0, 0) \right] \]

\[ \times \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) + 6G_0^{-2}\left[ \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) \right]^3, \]

where \( G_0 = \beta b_1 \) is the static spin susceptibility of an isolated spin. A graphical representation of this relation is shown in Fig. 11. Solving Eq. \( \text{C7} \) for the mixed five-point vertex, we obtain

\[ \Gamma_0^{zzz-\eta^+}(0, 0, 0, -\omega, \omega) = -G_0^{-3}G_0^{zzz+}(0, 0, 0, \omega, -\omega) + G_0^{zzzz}(0, 0, 0, 0) \]

\[ \times \left[ \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) - G_0^{-2}\left( \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) \right)^3 \right]. \]

Next, we substitute our result given in Eq. \( \text{C7} \) for \( G_0^{zzz+}(0, 0, 0, \omega, -\omega) \) and use

\[ \Gamma_0^{zzz}(0, 0, 0, 0) = -\frac{b_3}{\beta b_1^2} \]

and

\[ \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) = \frac{1}{i\omega} \].

Then we find that all terms cancel so that

\[ \Gamma_0^{zzz-\eta^+}(0, 0, 0, 0, -\omega, \omega) = 0, \]

which is Eq. \( \text{27} \) of the main text.

Finally, consider the tree expansion of the initial value of the mixed six-point vertex

\[ G_0^{zzzzz+}(0, 0, 0, 0, \omega, -\omega) = -G_0^4 \left[ G_0^{zzzzz-\eta^+}(0, 0, 0, 0, -\omega, \omega) - 8G_0^{zzzzz}(0, 0, 0, 0, 0) \Gamma_0^{zzz-\eta^+}(0, -\omega, \omega) \right] \]

\[ \times \left[ \Gamma_0^{zzzz-\eta^+}(0, -\omega, \omega) - G_0^{-2}\left( \Gamma_0^{zzzz-\eta^+}(0, -\omega, \omega) \right)^3 \right] - 24\left[ \Gamma_0^{zzzz-\eta^+}(0, -\omega, \omega) \right]^4(-G_0)^{-3}. \]

Solving for the mixed six-point vertex yields

\[ \Gamma_0^{zzzzz-\eta^+}(0, 0, 0, 0, -\omega, \omega) = -G_0^{-4}G_0^{zzzzz+}(0, 0, 0, 0, \omega, -\omega) + 8G_0^{zzzzz}(0, 0, 0, 0, 0) \]

\[ \times \left[ \Gamma_0^{zzzz-\eta^+}(0, -\omega, \omega) \right] + 24\left[ \Gamma_0^{zzzz-\eta^+}(0, -\omega, \omega) \right]^4(-G_0)^{-3}. \]

Substituting our result \( \text{C9} \) for \( G_0^{zzzzz+}(0, 0, 0, 0, \omega, -\omega) \) as well as Eqs. \( \text{27} \) and \( \text{C9} \) for the lower order vertices, we obtain for the mixed six-point vertex

\[ \Gamma_0^{zzzzz-\eta^+}(0, 0, 0, 0, -\omega, \omega) = \frac{4b_3}{\beta b_1^2\omega^2}, \]

which is Eq. \( \text{28} \) of the main text.

APPENDIX D: Integral equation for the dynamic susceptibility

In the main text, we have used the leading term \( \text{29} \) of the high-temperature expansion to estimate the irreducible dynamic spin susceptibility \( \Pi_A(K) \). In this Appendix, we explore a more sophisticated ansatz, given by

\[ \Pi(k, i\omega) = G(k) \frac{\Delta(k, i\omega)}{|\omega|}, \]

where \( \Delta(k, i\omega) \) is the dissipation energy introduced in Ref. \( \text{30} \). In the high-temperature limit the dissipation energy satisfies the approximate integral equation \( \text{30} \)

\[ \Delta(k, i\omega) = \frac{1}{N} \sum_q V(k, q), \]

where

\[ V(k, q) = \frac{b_1}{4} \left[ (J_q - J_{q+k})^2 + (J_q - J_{q-k})^2 \right] + 2\Sigma_2(q) - \Sigma_2(q + k) - \Sigma_2(q - k), \]

is the momentum-dependent part of the static spin self-energy to leading order in a high-temperature expansion. The flowing \( \Pi_A(k, i\omega) \) is then obtained by replacing the exchange coupling by its deformed counterpart, \( J_k \to J_A(k) \). Compared to the high-temperature approximation \( \text{29} \) used in the main text, this ansatz implies a non-trivial frequency dependence of \( \Pi_A(k, i\omega) \) that deviates from the \( \omega^{-2} \) behavior for sufficiently small \( \omega \). For instance, in three dimensions one finds \( \Pi_A(k, i\omega) \propto k^2/|\omega| \) implying spin diffusion \( \text{30} \). Another advantage of the ansatz \( \text{D1} \) is that it remains finite in the limit \( T \to 0 \) for any constant frequency. Thus, it may prove useful for the investigation of possible spin-liquid phases.
FIG. 12. Temperature dependence of the inverse spin susceptibility \( G^{-1}(Q) \) using the integral equation (D2) to estimate the dynamic spin-susceptibility \( \Pi_\Lambda(K) \). The plot is for Heisenberg models with spin \( S = 1/2 \) and \( S = 1 \) and nearest neighbor interaction \( J_1 \) using the interaction-switch deformation scheme [10].

\[
\begin{array}{c|c|c|c|c|c|c}
S & J_1 & J_0/J_1 & T_c/T_{MF} & \text{rel. error / %} \\
\hline
1/2 & 0 & 0 & 0.521 & 0.559 & 6.8 \\
1/2 & 0 & 0 & 0.649 & 0.650 & 0.2 \\
1 & 0 & 0 & 0.698 & 0.684 & 2.0 \\
\end{array}
\]

TABLE IV. Same as Table III, but now the self-consistent ansatz for \( \Pi_\Lambda(K) \) based on the integral equation (D2) is employed. Values are listed only for the cases shown in Fig. 12.

However, one should keep in mind that similar to the outright high-temperature approximation [29], a high-temperature limit also underlies the validity of the integral equation (D2). Therefore, we likewise expect it to break down at the end of the flow for \( \Lambda \to 1 \) in the regime \( T < |JQ| \). A downside of this ansatz is furthermore that the Matsubara sums in the flow equations (24) and (26) can no longer be performed analytically. For the explicit numerical evaluation, we therefore used a cutoff \( |\omega_{\max}| = 50\pi T \) beyond which all terms are neglected. Convergence of the sums was confirmed by comparing with results computed with twice that cutoff, \( |\omega_{\max}| = 100\pi T \).

The inverse spin susceptibility \( G^{-1}(Q) \) obtained with the integral equation (D2) is displayed in Fig. 12 using the interaction-switch deformation scheme to integrate the flow equations. For simplicity we focus on nearest neighbor Heisenberg magnets with spin \( S = 1/2 \) and \( S = 1 \). The respective critical temperatures and their relative deviations from the benchmark values are shown in Table IV. Compared to the result of Sec. IV that employed the high-temperature approximation (29) for the dynamic spin-susceptibility, the results are quantitatively comparable. The only major deviation is the \( S = 1/2 \) nearest-neighbor ferromagnet, where the self-consistent ansatz (D1) actually performs worse.
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