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0. Introduction

Recently, Seiberg and Witten (see [SW1], [SW2] and [W]) introduced a new monopole equation which yields new differential-topological invariants of four dimensional manifolds, closely related to the Donaldson polynomial invariants [DK]. This equation has been used to give more elementary proof of many theorems in gauge theory and to obtain many new results (see [KM], [Le], [T1], [T2] and [T4]).

These equations are first order equations, but the solutions also satisfy more general second order equations, in a similar way as (anti) self dual connections are solutions of the Yang-Mills equations or holomorphic maps between Kähler manifolds are harmonic. Sometimes, one can use index theorems or methods from algebraic geometry to construct solutions or to get information about the space of solutions. Another strategy would be to first solve the second order equations and then try to identify conditions under which certain solutions of the second order equations actually also solve the first order ones. This strategy has been successful in many other instances. One of the reasons for this success usually was the variational structures of the second order equations, namely, one could identify them as the Euler-Lagrange equations of some variational integral. The solutions of the first order equations are absolute minimum of this functional.

We believe that this strategy should also be usefully for the Seiberg-Witten equations. We therefore study the corresponding variational integral which we call Seiberg-Witten functional. We show that weak solutions of the Euler-Lagrange equations are smooth. The main result of our paper is that the functional satisfies the Palais-Smale condition. As a consequence, one not only obtains the existence of the minimizers (among which one hopes to find solutions of the first order equations), but also the existence of unstable solutions. More precisely, one knows how to deduce from the Palais-Smale condition the mountain pass lemma and a general Ljusternik-Schnirelmann type theory, and even Morse (-Bott) theory if the functional is a Morse (-Bott) functional. We hope that these additional non-minimizing solutions (which do not solve the first order equations) also carry useful geometric information and can be used to define more invariants for differential 4-manifolds. This will be studied elsewhere, however.

When we had already nearly completed this paper, the questions that are answered here were also posed by P. Braam at a conference at the ICTP in Trieste.
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1. The Seiberg-Witten equation

In order to be able to write down the equation of Seiberg-Witten, we need to recall the definition of a Spin\(^c\)-structure. (For details see [LM]).

Let \((X, g)\) be an oriented, compact Riemannian 4-manifold and \(P_{SO(4)} \to X\) its oriented orthonormal frame bundle. \(Spin^c(4) = Spin(4) \times_{\mathbb{Z}_2} U(1)\). A Spin\(^c\)-structure is a lift of the structure group SO(4) to \(Spin^c(4)\), i.e. there exists a principal Spin\(^c\)-bundle \(P_{Spin^c(4)} \to X\) such that there is a bundle map

\[
P_{Spin^c(4)} \longrightarrow P_{SO(4)}
\]

\[
\downarrow \quad \downarrow
\]

\[
X \longrightarrow X
\]

Let \(Q = P_{Spin^c(4)}/Spin(4)\) be a principal \(U(1)\)-bundle. \(W = P_{Spin^c(4)} \times_{Spin^c(4)} \mathbb{C}^4\) and \(L = Q \times_{U(1)} \mathbb{C}\) resp. is the associated spinor bundle and the line bundle resp. \(W\) can be decomposed globally as \(W^+\) and \(W^-\). Locally,

\[
W^\pm = S^\pm \otimes L^{1/2}.
\]

Here \(S^\pm\) is a spinor bundle w. r. t. a local Spin-struture on \(X\). Both \(S^\pm\) and \(L^{1/1}\) are locally defined.

There exists a Clifford multiplication

\[
TX \times W^+ \to W^-
\]

denoted by \(e \cdot \phi \in W^-\) for \(e \in TX\) and \(\phi \in W^+\). Here \(TX\) is the tangent bundle of \(X\). A connection on the bundle \(W^+\) can be defined by the Levi-Civita connection and a connection on \(L\). The “twisted” Dirac operator \(D_A : \Gamma(W^+) \to \Gamma(W^-)\) is defined by

\[
D_A = \sum_{i=1}^4 e_i \cdot \nabla A.
\]

Here, \(\Gamma(W^\pm)\) is the space of sections of \(W^\pm\), \(\{e_i\}\) is an orthonormal basis of \(TX\) and \(\nabla_A\) is a connection on \(W^+\) induced by the Levi-Civita connection and a connection \(A\) on the line bundle \(L\).

**Definition 1.1.** The Seiberg-Witten equations are

\[
D_A \phi = 0,
\]

\[
F^+_A = \frac{i}{4} (e_i e_j \phi, \phi) e^i \wedge e^j,
\]

for \(A\) a connection on \(L\) and \(\phi \in \Gamma(W^+)\), where \(F(A) = -i F_A\) is the curvature of \(A\), \(F^+_A\) is the self dual part of \(F_A\) and \(\{e^i\}\) is the dual basis of \(\{e_i\}\).
Definition 1.2. The Seiberg-Witten functional is

\[ SW(A, \phi) = \int_X \left( |D_{\phi} A|^2 + |F_{\phi} A|^2 - \frac{i}{4} \langle e_i e_j \phi, \phi \rangle e^i e^j \right) d\text{vol} \]

The Euler-Lagrange equations of the Seiberg-Witten functional are

\[ D^*_{\phi} A D_{\phi} \phi - \frac{i}{2} F_{\phi} A \cdot \phi - \frac{1}{8} \langle e_i e_j \phi, \phi \rangle e_i e_j \phi = 0, \]
\[ d^* \left( F_{\phi} A - \frac{i}{4} \langle e_i e_j \phi, \phi \rangle e^i e^j \right) + \frac{1}{2} \text{Im} \langle D_{\phi} \phi, e_i \phi \rangle e^i = 0. \]

Here, \( D^*_{\phi} \) is the formal adjoint operator of \( D_{\phi} \), \( d^* = -d^* \) and \( * \) is the Hodge star operator.

It is easy to see that a solution of (1.1) is a solution of (1.3). In fact, it is clear from the definition of the functional that a solution of (1.1) is a minimizer of the Seiberg-Witten equation.

The following Weitzenböck formula plays an important role in the Seiberg-Witten theory,

\[ D^*_{\phi} D_{\phi} \phi = -\Delta_{\phi} \phi + \frac{s}{4} \phi + \frac{i}{2} F_{\phi} A \cdot \phi, \]

where \( s \) is the scalar curvature of \((X, g)\). By this formula, the Seiberg-Witten functional can be rewritten as

\[ SW(A, \phi) = \int_X \left( |\nabla_{\phi} A|^2 + |F^+_{\phi} A|^2 + \frac{s}{4} |\phi|^2 + \frac{1}{8} |\phi|^4 \right) d\text{vol}. \]

And the Euler-Lagrange equation (1.3) can be rewritten as

\[ -\Delta_{\phi} \phi + \frac{s}{4} \phi + \frac{1}{4} |\phi|^2 \phi = 0, \]
\[ d^* F^+_{\phi} A + \frac{1}{2} \text{Im} \langle \nabla_i \phi, \phi \rangle e^i = 0. \]

Here \( \Delta_{\phi} \) is the analyst’s Laplacian, the negative Laplacian, and \( \nabla_i = \nabla_{e_i} \).

Lemma 1.3. For a smooth solution \((A, \phi)\) of equation (1.3) (or (1.6)), \( |\phi|(x) \leq \max \{-s_0, 0\}, \) where \( s_0 = \min \{s(x) | x \in X\} \).

Proof. From the maximum principle. \( \square \)

Corollary 1.4. If the scalar curvature of \( X \) is nonnegative, then for any smooth solution \((A, \phi)\) of (1.2), \( \phi \equiv 0. \)

Hence, a solution of (1.2) shares many properties with solutions of the Seiberg-Witten equation (1.1). In section 3 below, we shall prove Lemma 1.3 for weak solutions of (1.2).

In this paper we shall consider the Seiberg-Witten functional and prove a compactness theorem. The precise set-up of the problem will be given in section 2.

Before ending the present section, we want to give the definition of the Palais-Smale condition.
Let $M$ be a Banach manifold and $f : M \to \mathbb{R}$ a smooth functional. Let $G$ be a Lie group acting on $M$ and suppose $f$ is invariant under $G$, i.e. for any $g \in G$ and $x \in X$, $f(gx) = f(x)$. $f$ is said to satisfy the Palais-Smale condition: if for any sequence $\{x_i\}_{i \in \mathbb{N}}$ with

(i) $f(x_i)$ is bounded,
(ii) $df(x_i) \to 0$, as $i \to \infty$,
there exists a subsequence (also denoted by $\{x_i\}$) and a sequence $g_i \in G$ such that $g_ix_i$ converges in $X$ to a critical point $x$ of $f$, i.e. $df(x) = 0$, with $f(x) = \lim_{i \to \infty} f(x_i)$.

2. THE SET-UP

We need to choose a suitable working space to discuss the Seiberg-Witten functional.

For a vector bundle with a metric over $X$, we define $L^{k,p}(E)$, the Sobolev space of sections of $E$ by completing the space $\Gamma(E)$ of smooth sections of $E$ by

$$\|s\|_{L^{k,p}} = \left( \sum_{|\alpha| = 0}^k \int \|\nabla^\alpha s\|^p \right)^{1/p},$$

where $\nabla$ is a fixed metric connection on $E$. (For details see [P]). For such Sobolev spaces, the Sobolev embedding theorem and the Hölder inequality are valid, i.e.

$$\left( \int_X |s|^4 \right)^{1/4} \leq c\|s\|_{L^{1,2}}, \quad \text{for } s \in L^{1,2}, \quad (2.1)$$

and

$$\left( \int_X |s_1|^2 |s_2|^2 \right)^{1/2} \leq \left( \int_X |s_1|^4 \right)^{1/4} \left( \int_X |s_2|^4 \right)^{1/4}. \quad (2.2)$$

Let $L^{1,2}(W^+)$ be the space of sections of the bundle $W^+$ of class $L^{1,2}$ defined above and $A^{1,2} = L^{1,2}(A)$ the space of connections of class $L^{1,2}$ defined by a fixed connection $A_0$. $L^{1,2}(W^+)$ and $A^{1,2}$ are Hilbert manifolds.

**Lemma 2.1.** The Seiberg-Witten functional $SW$ is well defined on $A^{1,2} \times L^{1,2}(W^+)$ and $SW$ is smooth.

**Proof.** From (2.1) and (2.2),

$$\int_X |A\phi|^2 \leq c\|A\|_{L^{1,2}} \|\phi\|_{L^{1,2}}.$$

This implies that $SW$ is well-defined. It is easy to check that $SW$ is smooth.

Now let us to choose a suitable Lie group as a gauge group. First let $G_0 = \exp(iL^{2,2}(X,\mathbb{R}))$. We claim that $G_0$ is a Lie group. Actually, $G_0$ can be seen as a quotient of $L^{2,2}(X,\mathbb{R})$ under an equivalence relation $\sim$. $\phi_1 \sim \phi_2$ if and only if $\phi_1(x) - \phi_2(x) = 2\pi n$, for almost all $x \in X$, for some integer $n$. It is clear that $Y = L^{2,2}/\sim$ is a Lie group with the usual addition of functions. $G_0$ can be identified with $Y$ by the exponential map. Hence $G_0$ is a Lie group with the multiplication of functions, as the identity component in the continuous case. Then by a well-known result about harmonic maps from $X$ into $S^1 ([EL])$, in any component of $C^\infty(X,S^1)$ there exists a unique map $g \in C^\infty(X,S^1)$ such that

$$d^*(g^{-1}dg) = 0, \quad (2.3)$$

$$g(x_0) = 1, \quad \text{for a fixed point } x_0 \in X. \quad (2.4)$$
Lemma 2.2. Let $\mathcal{G} = \cup g \cdot \mathcal{G}_0$. $\mathcal{G}$ is a Lie group, where the union is over all components of $C^\infty(X, S^1)$.

Proof. Since $\mathcal{G}_0$ is a Lie group, it suffices to check the following two points.

(i) For two different components of $C^\infty(X, S^1)$ with as $g_1$ and $g_2$ obtained above, $g_1 \mathcal{G}_0 \cap g_2 \mathcal{G}_0 = \emptyset$.

Assuming that $g_1 \mathcal{G}_0 \cap g_2 \mathcal{G}_0 \neq \emptyset$, there exist $\varphi_1$ and $\varphi_2 \in \mathcal{G}_0$ such that $g_1 \varphi_1 = g_2 \varphi_2$, for almost all $x \in X$. From the definition of $\mathcal{G}_0$, there exist $\zeta_1$ and $\zeta_2 \in L^{2,2}(X, \mathbb{R})$ such that

$$g_1 g_2^{-1} = e^{i(\zeta_2 - \zeta_1)},$$

for almost all $x \in X$. From (2.3) above, we have

$$d^* d(\zeta_2 - \zeta_1) = 0,$$

i.e. $\zeta_2 - \zeta_1 \in L^{2,2}(X, \mathbb{R})$ is a harmonic function. Hence together with (2.4), $\zeta_2 = \zeta_1$.

Therefore $g_1 = g_2$, a contradiction.

(ii) The operation of the group is closed.

Let $g_1 \varphi_1 \in g_1 \mathcal{G}_0$, $g_2 \varphi_2 \in g_2 \mathcal{G}_0$, then

$$g_1 \varphi_1 \cdot g_2 \varphi_2 = g_1 g_2 \varphi_1 \varphi_2 \in g_1 g_2 \mathcal{G}_0$$

and $g_1 g_2$ satisfies (2.3) and (2.4) and is the corresponding $g$ of some component of $C^\infty(X, \mathbb{R})$ as above. □

Lemma 2.3. $\mathcal{G}$ acts smoothly on $\mathcal{A}^{1,2} \times L^{1,2}(W^+)$.

Proof. $\mathcal{G}$ acts on $\mathcal{A}^{1,2} \times L^{1,2}(W^+)$ as follows

$$g(A, \phi) = (g(A), g^{-1} \phi),$$

for $(A, \phi) \in \mathcal{A}^{1,2} \times L^{1,2}(W^+)$ and $g \in \mathcal{G}$, where $g(A) = A + g^{-1} dg$. It is easy to check that the action is well-defined and smooth. □

Remark 2.4. In the non-Abelian case, an element $g$ of the gauge group of class $L^{2,2}$ need not act smoothly on $\mathcal{A}^{1,2}$.

So on $\mathcal{A}^{1,2} \times L^{1,2}(W^+)$, we can consider the Seiberg-Witten functional. It is easy to check that (1.2) is equivalent to (1.5) by an approximation argument. Here, we prefer to use the form (1.5).

Lemma 2.5. The Seiberg-Witten functional $SW$ is coercive, i.e., there exists a constant $c > 0$ such that for each $(A, \phi) \in \mathcal{A}^{1,2} \times L^{1,2}(W^+)$

$$SW(A, \phi) \geq c^{-1}(\|g^{-1} \phi\|_{L^{1,2}} + \|g(A)\|_{L^{1,2}}) - c,$$

for some $g \in \mathcal{G}$.

Proof. First, we have

$$SW(A, \phi) = \int (|\nabla A\phi|^2 + |F_A^+|^2 + \frac{8}{4}|\phi|^2 + \frac{1}{8}|\phi|^4)
= \int \left\{ (|\nabla A\phi|^2) + \frac{1}{16}|\phi|^4
+ \frac{1}{16}(4s^2 + 4s|\phi|^2 + |\phi|^4) - \frac{1}{4}s^2 \right\}
\geq \int (|\nabla A\phi|^2 + |F_A^+|^2 + \frac{1}{4}|\phi|^4) - c.$$
Using the Hölder inequality, we have

\begin{equation}
(\int |\phi|^2)^{1/2} \leq c (\int |\phi|^4)^{1/4} \leq c \int |\phi|^4 + c.
\end{equation}

In this paper, $c$ is a constant that may change from term to term.

Also, we have

$$\int_X |\nabla \phi|^2 \leq \int |\nabla A \phi - (A - A_0)\phi|^2$$

$$\leq 2 \int (|\nabla A \phi|^2 + |A - A_0|^2|\phi|^2)$$

$$\leq 2 \int |\nabla A \phi|^2 + 2(\int |A - A_0|^4)^{1/2}(\int |\phi|^4)^{1/2}.$$}

Together with estimate (2.10) below, it follows that

\begin{equation}
\int |\nabla \phi|^2 \leq c \int |\nabla A \phi|^2 + c \int |F_A|^2 + c.
\end{equation}

Now we estimate the term containing $g(A)$. There exists a standard method for the Abelian case. For convenience, we give a complete proof.

Step 1 (gauge fixing). There exists $g_0 \in \mathcal{G}_0$ such that

\begin{equation}
d^*(g_0(A) - A_0) = 0.
\end{equation}

Since $g_0 = e^{i\zeta}$ for some $\zeta \in L^{2,2}(X, \mathbb{R})$, (2.7) is equivalent to

\begin{equation}
d^*d\zeta = id^*(A - A_0).
\end{equation}

(2.8) is solvable, for $\int_X d^*(A - A_0) = 0$ and $A \in L^{1,2}$. By the elliptic estimate, we have

$$c^{-1}(\|A\|_{L^{1,2}} + \|\phi\|_{L^{1,2}}) \leq \|g(A)\|_{L^{1,2}} + \|g^{-1}\phi\|_{L^{1,2}} \leq c(\|A\|_{L^{1,2}} + \|\phi\|_{L^{1,2}}),$$

for some constant $c$. Hence for simplicity, we denote $g(A)$ by $A$. So $d^*(A - A_0) = 0.$

Step 2 (component fixing). The component group of $C^\infty(X, S^1)$ is isomorphic to $H^1(X, \mathbb{Z})$. For any component of $C^\infty(X, S^1)$, there exists a map $g$ satisfying (2.3) and (2.4). We know

$$g(A) - A_0 = g^{-1}dg + A - A_0.$$}

The harmonic part of $g(A) - A_0$ is the harmonic part of $A - A_0$ plus the harmonic part of $g^{-1}dg$. Since the harmonic part of $g^{-1}dg$ belongs to $H^1(X, \mathbb{Z})$ and the Jacobi torus $H^1(X, \mathbb{R})/H^1(X, \mathbb{Z})$ is compact, we can choose a component such that the harmonic part of $g(A) - A_0$ is bounded. Since $g$ is harmonic, $d^*(g(A) - A_0) = 0.$

Step 3. Using the Hodge decomposition, we have

$$\|g(A) - A_0\|_{L^{1,2}} \leq c(\|d^*(g(A) - A_0)\|_{L^{1,2}} + \|d^*(g(A) - A_0)\|_{L^{1,2}} + \|H(g(A) - A_0)\|_{L^{1,2}})$$

where $H$ is the Hodge operator. We have

$$\|H(g(A) - A_0)\|_{L^{1,2}} \leq c(\|d^*(g(A) - A_0)\|_{L^{1,2}} + \|d^*(g(A) - A_0)\|_{L^{1,2}}).$$

Therefore, we have

$$\|g(A) - A_0\|_{L^{1,2}} \leq c(\|d^*(g(A) - A_0)\|_{L^{1,2}} + \|d^*(g(A) - A_0)\|_{L^{1,2}}).$$

Thus, the harmonic part of $g(A) - A_0$ is in $L^{1,2}$.
where $H(g(A) - A_0)$ is the harmonic part of $g(A) - A_0$. From the preceding discussion, we obtain

$$
\|g(A) - A_0\|_{L^{1,2}} \leq c \|d(g(A) - A_0)\|_{L^2} + c \\
(2.9)
\leq c \|d(g(A))\|_{L^2} + c \\
\leq c \|F_A\|_{L^2} + c.
$$

Therefore,

$$
\|g(A) - A_0\|_{L^{1,2}} \leq c \|F_A\|_{L^2} + c \leq c \|F^+_A\|_{L^2} + c,
$$

(2.10)

the last inequality is from that $\|F^+_A\|_{L^2}^2 - \|F^-_A\|_{L^2}^2$ is independent of $A$. Now (2.6) and (2.10) imply

$$
SW(A, \phi) \geq c^{-1}(\|g^{-1}\phi\|_{L^{1,2}} + \|g(A)\|_{L^{1,2}}) - c. \quad \Box
$$

3. Regularity of weak solutions

As in the Yang-Mills case, for the Seiberg-Witten equations there is some kind of removing singularity theorem (see [Z] and for Yang-Mills see [FU] and [U]). Actually, we shall prove in this section that all weak solutions of the second order equations (1.3) are smooth. This result will be used in the proof of the Main Theorem.

**Theorem 3.1.** Let $(A, \phi) \in \mathcal{A}^{1,2} \times L^{1,2}(W^+)$ be a weak solution of (1.3), i.e. $(A, \phi)$ is a critical point of the Seiberg-Witten functional. Then there exists a gauge transformation $g \in G$ such that $g(A, \phi) = (g(A), g^{-1}\phi)$ is smooth.

First, we show the boundedness of $\|\phi\|_{L^\infty}$ for a weak solution.

**Lemma 3.2.** Let $(A, \phi) \in \mathcal{A}^{1,2} \times L^{1,2}(W^+)$ be a weak solution of (1.3). Then

$$
\|\phi\|_{L^\infty} \leq \max\{-\min_{x \in X} s(x), 0\}.
$$

**Proof.** We use the method of Taubes [T3] to prove the lemma.

Let $s_0 = \min_{x \in X} s(x)$. If $s_0 \geq 0$, then from the first equation of (1.6), (recall that (1.3) and (1.6) are equivalent) we have

$$
\int |\nabla_A \phi|^2 + \frac{s}{4} |\phi|^2 + \frac{1}{4} |\phi|^4 = 0,
$$

it follows that $\phi = 0$. So we may assume $s_0 = -1$. Define a test section $\eta \in L^{1,2}(W^+)$ by

$$
\eta = \begin{cases} 
(\|\phi\| - 1) \frac{\phi}{|\phi|}, & \text{for } |\phi| > 1, \\
0, & \text{for } |\phi| \leq 1.
\end{cases}
$$

(3.1)

Let $\nu = \phi/|\phi|$ for $|\phi| \geq 1$. It is clear that $|\nu| = 1$ and

$$
\nabla \nu = (d|\phi|) \nu + (|\phi| - 1) \nabla \phi.
$$
Since \((A, \phi)\) is a weak solution of (1.6), we have

\[
0 = \int_{\Omega} \langle \nabla A \phi, \nabla A \eta \rangle + \frac{s}{4} \langle \phi, \eta \rangle + \frac{1}{4} |\phi|^2 \langle \phi, \eta \rangle \\
= \int_{\Omega} \langle \nabla A \phi, \nabla A \eta \rangle + \frac{1}{4} (|\phi|^2 + s)(|\phi| - 1)|\phi| \\
\geq \int_{\Omega} \langle \nabla A, \nabla \eta \rangle + \frac{1}{4} (|\phi|^2 - 1)(|\phi| - 1)|\phi|,
\]

for \(s \geq -1\). Here, \(\Omega = \{x \in X||\phi|(x) > 1\}\). The second term of the last integration is nonnegative. And the first term is also nonnegative. In fact, we have, for \(x \in \Omega\),

\[
\langle \nabla A \phi, \nabla A \eta \rangle = \langle \nabla A \phi, d|\phi|\nu \rangle + \langle \nabla A \phi, (|\phi| - 1)\nabla A \nu \rangle \\
= (|\phi| - 1)|\nabla A \nu|^2 + \langle \nabla A \phi, \nu \rangle^2 + (|\phi| - 1)^2 |\nabla A \nu|^2 \\
+ (|\phi| - 1) \langle \nabla A \phi, \nu \rangle \langle \nu, \nabla A \nu \rangle \\
\geq \frac{1}{2} |\nabla A \phi, \nu|^2 + (|\phi| - 1)|\nabla A \nu|^2 \\
\geq 0,
\]

(3.2)

it follows that the set \(\Omega\) has measure zero, in other words,

\[
\|\phi\|_{L^\infty} \leq 1.
\]

In the general case, \textit{i.e.} without the normalization \(s_0 = -1\), the preceding arguments imply

\[
\|\phi\|_{L^\infty} \leq \max\{-s_0, 0\}.
\]

This completes the proof of the lemma. \(\square\)

The proof of the Theorem 3.1 is now easy:

We are assuming that \((A, \phi)\) is a critical point of \(SW\), and thus that \(SW(A, \phi)\) is bounded. Lemma 2.5 then implies bounds for \(\|g^{-1}\phi\|_{L^{1,2}}\) and \(\|g(A)\|_{L^{1,2}}\). Here we also denote \((g(A), g^{-1}\phi)\) by \((A, \phi)\).

Next, we have

\[
d^* F_A = 2d^* F_A^+ = -\text{Im} \langle \nabla_i A \phi, \phi \rangle e^i \quad \text{ (from (1.6))}
\]

(3.3)

Since \(\|\phi\|_{L^\infty}\) is bounded by Lemma 3.1, this implies

\[
\|d^* F_A\|_{L^2} \leq c(\|\nabla \phi\|_{L^2} + \|A\|_{L^2}).
\]

(3.4)

The second Bianchi identity \(dF_A = 0\) and the ellipticity of \(d + d^*\) imply

\[
\|F_A\|_{L^{1,2}} \leq c(\|d^* F_A\|_{L^2} + \|F_A\|_{L^2})
\]

(3.5)

(3.4), (3.5) and the \(L^{1,2}\) estimate for \(\phi\) yield

\[
\|A\|_{L^\infty} \leq c.
\]
and by the Sobolev embedding theorem then also

\[
\|A\|_{L^r} \leq c, \quad \text{for any } r < \infty.
\]

From (1.6), we get, for \(1 < p < 2\)

\[
\|\Delta \phi\|_{L^p} \leq c (\|\Delta A\phi\|_{L^p} + \|\nabla A\|_{L^p} + \|A\|_{W^{1,2}} + \|A\|_{L^2}^2),
\]

and from the Hölder inequality

\[
\|a\|_{L^p} \leq \|A\|_{L^{2^*}} \|\nabla \phi\|_{L^2}.
\]

Thus, by Sobolev’s embedding theorem again, \(\phi \in L^{1,4} \cap L^{2,2}\) and we may then apply the same kind of argument also for \(p = 2\) and get

\[
\|\phi\|_{L^{2,2}} \leq c.
\]

The standard bootstrap argument then gives \(L^{k,2}\) bounds for \((A, \phi)\) for any \(k \geq 2\), hence smoothness. □

4. The compactness theorem

**Main Theorem.** The Seiberg-Witten functional \(SW\) satisfies the following Palais-Smale condition:

For any sequence \((A_n, \phi_n) \in A^{1,2} \times L^{1,2}(W^+)^2\) satisfying

(i) \(dSW(A_n, \phi_n) \rightarrow 0\) strongly in \(A^{-1,2} \times L^{-1,2}(W^+)\);

(ii) \(SW(A_n, \phi_n) \leq c\), for \(n = 1, 2, \ldots\),

there exists a subsequence (denoted by \((A_n, \phi_n)\)) and \(g_n \in G\) such that \(g_n(A_n, \phi_n)\) converges in \(A^{1,2} \times L^{1,2}(W^+)\) to a critical point \((A, \phi)\) of \(SW\) with \(SW(A, \phi) = \lim_{n \rightarrow \infty} SW(g_n(A_n, \phi_n))\).

As we know, the crucial point in the Seiberg-Witten theory and in the preceding arguments is the boundedness of \(\|\phi\|_{L^\infty}\). But for a Palais-Smale sequence (a sequence satisfying (i) and (ii)), there exists no uniform bound for \(\|\phi_n\|_{L^\infty}\). This is the main difficulty we encounter here. Fortunately, we can obtain a weaker bound from the proof of (3.2) that suffices for showing the Palais-Smale condition.

**Proof of Main Theorem.**

Step 1. By Lemma 2.5, there exist \(g \in G\) with

\[
\|g_n(A_n)\|_{L^{1,2}} + \|g^{-1}\phi\|_{L^{1,2}} \leq c
\]

(independent of \(n\)). For simplicity, we denote \(g_n(A)\) by \(A_n\), and \(g^{-1}\phi_n\) by \(\phi_n\).

From Rellich’s Theorem and Sobolev’s embedding theorem, there exists a subsequence (also denoted by \((A_n, \phi_n)\)) such that

(i) \(A_n \rightharpoonup A\) weakly in \(A^{1,2}\), and \(\phi_n \rightharpoonup \phi\) weakly in \(L^{1,2}(W^+)\).

(ii) \(A_n \rightharpoonup A\) weakly in \(A^{0,4}\), and \(\phi_n \rightharpoonup \phi\) weakly in \(L^{0,4}(W^+)\).

(iii) \(A_n \rightharpoonup A\) strongly in \(A^{0,p}\), \(p < 4\), and \(\phi_n \rightharpoonup \phi\) strongly in \(L^{0,p}(W^+)\) (\(p < 4\)).
Step 2. \((A, \phi)\) is a weak solution of (1.6).
For any 1-form \(\theta \in \mathcal{A}^{1,2}\) (here we abuse the notation a bit),

\[
\int \left< F_{A_n}, d\theta \right> + \text{Im} \left< \nabla^A_i \phi_n, \phi_n \right> e^i, \theta) = dSW(A_n, \phi_n)(\theta) = o(1).
\]

From step 1 (i), we know

\[
\int \left< F_{A_n}, d\theta \right> = \int \left< F_A, d\theta \right> + o(1).
\]

Now we show that

\[
\int \text{Im} \left< \nabla^A_i \phi_n, \phi_n \right> e^i, \theta) = \int \text{Im} \left< \nabla^A_i \phi, \phi \right> e^i, \theta) + o(1)
\]

This follows from

\[
\int \text{Im} \left< \nabla^A_i \phi_n, \phi_n \right> e^i, \theta) - \int \text{Im} \left< \nabla^A_i \phi, \phi \right> e^i, \theta)
\]

\[
= \int \left< e^i, \theta \right> (\text{Im} \left< \nabla_i \phi_n + A^i_n \phi_n \right> - \text{Im} \left< \nabla_i \phi + A^i \phi, \phi \right>)
\]

\[
= \int \left< e^i, \theta \right> (\text{Im} \left< \nabla_i (\phi_n - \phi) + A^i_n \phi_n - A^i \phi, \phi_n \right> - \text{Im} \left< \nabla_i \phi + A^i \phi, \phi_n \right>)
\]

\[
= \int \left< e^i, \theta \right> (\text{Im} \left< \nabla_i (\phi_n - \phi) + A^i_n \phi - A^i \phi, \phi \right> - \text{Im} \left< \nabla_i \phi_n + A^i \phi, \phi \right>) + o(1)
\]

(from step 1 (i) and (iii))

\[
= \int \left< \left( A^i_n (\phi_n - \phi) + \text{Im} \left< (A^i_n - A^i) \phi, \phi \right> \right) e^i, \theta \right> + o(1)
\]

\[
= o(1). \quad \text{(from step 1 (iii))}
\]

Here \(A - A_0 = A^i e^i\) and \(A_n - A_0 = A^i_n e^i\). From (4.1)–(4.3), we have for any \(\theta\),

\[
\int \left< F_A, d\theta \right> + \text{Im} \left< \nabla^A_i \phi, \phi \right> e^i, \theta) = 0,
\]

\(i.e.\ (A, \phi)\) satisfies weakly the second equation of (1.6). Using the same argument, we can show that \((A, \phi)\) satisfies weakly the first equation of (1.6). That is, \((A, \phi)\) is a weak solution of (1.6).

Hence from Theorem 3.1, there exists \(g \in \mathcal{G}\) such that \(g(A, \phi)\) is a smooth solution of (1.6) and \(|\phi(x)| \leq s_0\) (recall that \(s_0 = \max \{ -\min_{x \in X} s(x, 0) \}\)). So we may assume that \((A, \phi)\) is a smooth solution.

Step 3. As in the proof of Lemma 3.2, we assume \(s_0 := \min_{x \in X} s(x) = -1\). Set

\[
\Omega_n := \{ x \in X | |\phi_n| > 1 \},
\]

and \(v_n = \phi / |\phi|\) for \(x \in \Omega_n\).
Claim.

\[(4.4) \quad \int_{\Omega_n} |\langle \nabla A_n \phi_n, \nu_n \rangle|^2 \to 0, \text{ as } n \to \infty.\]

As in the proof of lemma 3.2, we have (see (3.2))

\[\int_{\Omega_n} |\langle \nabla A_n \phi_n, \nu_n \rangle|^2 \leq 2dSW(A_n, \phi_n)(\eta_n) \leq 2\|dSW(A_n, \phi_n)\|_{L^{-1,2}}\|\eta_n\|_{L^{1,2}}.\]

Here \(\eta_n\) is defined as \(\eta\) in the proof of Lemma 3.2, namely,

\[\eta_n = \begin{cases} \frac{(|\phi_n| - 1) \phi_n}{|\phi_n|}, & \text{for } |\phi_n| > 1, \\ 0, & \text{for } |\phi_n| \leq 1. \end{cases}\]

It is sufficient to show that \(\|\eta_n\|_{L^{1,2}} \leq c\) for a constant \(c\). From the definition of \(\eta_n\), we have

\[\|\eta_n\|_{L^{2}}^2 = \int_{\Omega_n} (|\phi_n| - 1)^2 \leq \int_{X} |\phi_n|^2 + c \leq \|\phi_n\|_{L^{1,2}}^2 + c \leq c,\]

and

\[\|\nabla \eta_n\|_{L^{2}}^2 = \|d\phi_n\|_{L^{2}} + \|\nabla \eta_n\|_{L^{2}}^2 \leq 2\|\nabla \phi_n\|_{L^{2}}^2 + 8\|\phi - 1\|_{L^{\infty}(\Omega_n)} \|\nabla \phi_n\|_{L^{2}}^2 \leq c\|\nabla \phi_n\|_{L^{2}}^2 \leq c.\]

Step 4. \(A_n \to A\) strongly in \(A^{1,2}\).

From step 1 (i) and (4.1), we have

\[(4.5) \quad \|F_{A_n} - F_A\|_{L^{2}}^2 = \int_{X} \langle d(A_n - A), d(A_n - A) \rangle = \int_{X} \langle dA_n, d(A_n - A) \rangle + \int_{X} \langle dA, d(A_n - A) \rangle = -\int_{X} \text{Im} \langle \nabla_i A_n \phi_n, \phi_n \rangle \langle e^i, A_n - A \rangle + o(1)\]

To use step 3, we decompose \(X\) as \(\Omega_n\) and \(X\setminus\Omega_n\). On \(X\setminus\Omega_n\), \(|\phi_n| \leq 1\). So it is clear that

\[(4.6) \quad \leq \int_{X\setminus\Omega_n} (|\nabla \phi_n| + |A_n|) |A_n - A|^2 \leq (\int_{X\setminus\Omega_n} (|\nabla \phi_n|^2 + |A_n|^2)^{1/2} \int |A_n - A|^2 \]
On the other hand,

\[- \int_{\Omega_n} \text{Im}(\nabla A_{\nu} \phi_n, \phi_n) \langle e^i, A_n - A \rangle \]

\leq \int_{\Omega_n} |\langle \nabla_i A_{\nu} \phi_n, \nu_n \rangle| \|\phi_n\| |A_n - A| \]

\leq |\langle \nabla_i A_{\nu} \phi_n, \nu_n \rangle|^{1/2} \|\phi_n\| L^4(\|A_n\| L^4 + \|A\| L^4) \rightarrow 0, \quad \text{as } n \rightarrow \infty \quad \text{(using step 3).} \]

(4.7)

(4.5), (4.6) and (4.7) imply

\[\|A_n - A\|_{L^{1,2}} \rightarrow 0, \quad \text{as } n \rightarrow \infty.\]

Step 5. \(\phi_n \rightarrow \phi\) strongly in \(L^{1,2}(W^+).\)

First, from step 1 (i), we have

\[\|\nabla \phi_n - \nabla \phi\|_{L^2}^2 = \int_X (\langle \nabla \phi_n, \nabla (\phi_n - \phi) \rangle + \langle \nabla \phi, \nabla (\phi_n - \phi) \rangle)\]

\[= \int_X \langle \nabla \phi_n, \nabla (\phi_n - \phi) \rangle + o(1).\]

\(\nabla \phi_n = \nabla_{A_n} \phi_n - A_n \phi_n,\) so we have

\[\int_X \langle \nabla \phi_n, \nabla (\phi_n - \phi) \rangle\]

\[= \int_X \langle \nabla_{A_n} \phi_n, \nabla_{A_n} (\phi_n - \phi) \rangle - \int_X \langle A_n \phi_n, \nabla (\phi_n - \phi) \rangle\]

\[- \int_X \langle \nabla \phi_n, A_n (\phi_n - \phi) \rangle + \int_X \langle A_n \phi_n, A_n (\phi_n - \phi) \rangle.\]

From (i) of the Palais-Smale condition, we know

\[\int_X \langle \nabla_{A_n} \phi_n, \nabla_{A_n} (\phi_n - \phi) \rangle\]

\[= - \int_X \frac{1}{4} (|\phi_n|^2 + s) \langle \phi_n, \phi_n - \phi \rangle + dSW(A_n, \phi_n)(\phi_n - \phi)\]

\[= - \int_X \frac{1}{4} (|\phi_n|^2 + s_0) \langle \phi_n, \phi_n - \phi \rangle + \int_X (s_0 - s) \langle \phi_n, \phi_n - \phi \rangle + o(1)\]

\[= - \int_X \frac{1}{4} (|\phi_n|^2 + s_0) |\phi_n - \phi|^2 - \int_X \frac{1}{4} (|\phi_n|^2 + s_0) \langle \phi, \phi_n - \phi \rangle + o(1)\]

(4.10)

(since \(\phi_n \rightarrow \phi\) strongly in \(L^2\))

\[\leq - \frac{1}{4} (|\phi_n|^2 + s_0) \langle \phi, \phi_n - \phi \rangle + o(1)\]

(since the first term is nonpositive.)

\[\leq \frac{1}{4} \left( \int_X |\phi_n|^2 + s_0 \right)^{1/2} \int_X |\phi_n - \phi|^2 + o(1)\]

(since \(|\phi| \leq s_0\) by Lemma 3.1)
as \( n \to \infty \).

The other three terms can be estimated using step 4. For example, the second term

\[
\int_X \langle A_n \phi_n, \nabla (\phi_n - \phi) \rangle
\]

\[
= \int_X \langle (A_n - A) \phi_n, \nabla (\phi_n - \phi) \rangle + \langle A \phi_n, \nabla (\phi_n - \phi) \rangle
\]

\[
\leq \|A_n - A\|_{L^4} \|\phi_n\|_{L^4} \|\phi_n - \phi\|_{L^{1,2}}
\]

\[
+ \int_X \langle A (\phi_n - \phi), \nabla (\phi_n - \phi) \rangle + \langle A \phi, \nabla (\phi_n - \phi) \rangle
\]

\[
\leq \|A_n - A\|_{L^4} \|\phi_n\|_{L^4} \|\phi_n - \phi\|_{L^{1,2}}
\]

\[
+ \|\phi_n - \phi\|_{L^2} \|\nabla (\phi_n - \phi)\|_{L^2} + \|A \phi\|_{L^{1,2}} \|\phi_n - \phi\|_{L^2}
\]

\[= o(1).\]

Therefore, we show that \( \|\phi_n - \phi\|_{L^{1,2}} \to 0 \) as \( n \to \infty \). Together with step 4, this completes the proof of the Main Theorem.
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