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Abstract

Two exponential wave integrator Fourier pseudospectral (EWI-FP) methods are presented and analyzed for the long-time dynamics of the Dirac equation with small potentials characterized by $\varepsilon \in (0, 1]$ a dimensionless parameter. Based on the (symmetric) exponential wave integrator for temporal derivatives in phase space followed by applying the Fourier pseudospectral discretization for spatial derivatives, the EWI-FP methods are explicit and of spectral accuracy in space and second-order accuracy in time for any fixed $\varepsilon = \varepsilon_0$. Uniform error bounds are rigorously carried out at $O(h^m + \tau^2)$ up to the time at $O(1/\varepsilon)$ with the mesh size $h$, time step $\tau$ and $m_0$ an integer depending on the regularity of the solution. Extensive numerical results are reported to confirm our error bounds and comparisons of two methods are shown. Finally, dynamics of the Dirac equation in 2D are presented to validate the numerical schemes.
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1. Introduction

In this paper, we consider the Dirac equation on the unit torus in one or two dimensions (1D or 2D), which can be represented in the two-component form with wave function $\Phi := \Phi(t, x) = (\phi_1(t, x), \phi_2(t, x))^T \in \mathbb{C}^2$

\begin{equation}
\begin{aligned}
i \partial_t \Phi &= 
- \left( \sum_{j=1}^d \sigma_j \partial_j + \sigma_3 \right) \Phi + \varepsilon \left( V(t, x) I_2 - \sum_{j=1}^d A_j(t, x) \sigma_j \right) \Phi,
\end{aligned}
\end{equation}

where $i = \sqrt{-1}$, $t \geq 0$ is time, $x = (x_1, \cdots, x_d)^T \in \mathbb{T}^d (d = 1, 2)$, $\partial_j = \frac{\partial}{\partial x_j} (j = 1, \cdots, d)$, $\varepsilon \in (0, 1]$ is a dimensionless parameter, $V := V(t, x) \in \mathbb{R}$ is the electric potential and $A := A(t, x) = (A_1(t, x), A_2(t, x), A_3(t, x))^T \in \mathbb{R}^3$ stands for the magnetic potential. $I_2$ is the $2 \times 2$ identity matrix, and $\sigma_1, \sigma_2, \sigma_3$ are the Pauli matrices defined as

\begin{equation}
\begin{aligned}
\sigma_1 &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, & \sigma_2 &= \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, & \sigma_3 &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{aligned}
\end{equation}

In order to study the dynamics of the Dirac equation (1.1), the initial condition is taken as

\begin{equation}
\Phi(t = 0, x) = \Phi_0(x), \quad x \in \mathbb{T}^d, \quad d = 1, 2.
\end{equation}

For the Dirac equation (1.1) with $\varepsilon = 1$, i.e., the classical regime, there have been comprehensive analytical and numerical results in the literatures. Along the analytical front, for the existence and multiplicity of
bound states and/or standing wave solutions, we refer to [13, 14, 19, 25, 30] and references therein. In the numerical aspect, different numerical methods have been proposed and analyzed, such as the finite difference time domain (FDTD) methods [4, 5, 36], exponential wave integrator Fourier pseudospectral (EWI-FP) method [6], time-splitting Fourier pseudospectral (TSFP) method [6, 21] and Gaussian beam method [39]. For more details related to the numerical schemes, we refer to [1, 2, 7, 9, 21, 22, 26, 31] and references therein.

On the other hand, when 0 < \varepsilon \leq 1, one problem is to study the long-time dynamics of the Dirac equation (1.1) for \varepsilon \in [0, T] with \varepsilon = O(1/\varepsilon), i.e., adapt different numerical methods to get the long-time simulations and analyze how the errors of numerical schemes depend on the parameter \varepsilon for \varepsilon \in [0, T]. The other problem is to investigate for the fixed \varepsilon \in (0, 1], how the errors of different numerical schemes perform for \varepsilon \in [0, T] with large \varepsilon. To the best of our knowledge, the long-time dynamics and conservation properties of the numerical schemes for the Schrödinger equation with small potential and nonlinear Schrödinger equation with small initial data have been studied in the literature [12, 17, 18, 22]. However, there are few results on error bounds of numerical methods for the long-time dynamics of the Dirac equation (1.1). In our recent work, we adapt the finite difference method to discretize the Dirac equation (1.1) in time combined with different spatial discretizations. Long-time error bounds of the finite difference time domain (FDTD) methods and finite difference Fourier pseudospectral (FDFP) methods have been rigorously established for the Dirac equation (1.1) up to the time at \varepsilon = O(1/\varepsilon) with particular attentions paid to how the error bounds depend explicitly on the mesh size \varepsilon and the time step \varepsilon as well as the small parameter \varepsilon \in (0, 1]. Based on our error estimates, in order to obtain “correct” numerical approximations of the Dirac equation (1.1) up to the time at \varepsilon = O(1/\varepsilon), the \varepsilon-scalability (or meshing strategy requirement) of FDTD methods should be taken as

fe = O(\varepsilon^{1/2}) \text{ and } \varepsilon = O(\varepsilon^{1/2}), \quad 0 < \varepsilon \leq 1.

Comparatively, the spatial error bounds of FDFP methods are uniform for any \varepsilon \in (0, 1], which indicate that FDFP methods have better spatial resolution than FDTD methods to solve the Dirac equation with small potentials in the long-time regime. However, the temporal resolution of FDTD and FDFP methods depends on the small parameter \varepsilon, which causes severe numerical burdens as \varepsilon \to 0^+.

As we know, the exponential wave integrator Fourier pseudospectral (EWI-FP) method has been widely used to numerically solve dispersive partial differential equations (PDEs) in different regimes [3, 10, 24, 32–35]. The aim of this paper is to establish uniform error bounds of the EWI methods for the long-time dynamics of the Dirac equation (1.1) up to the time at \varepsilon = O(1/\varepsilon). We adapt the EWI-FP/symmetric EWI-FP method to solve the Dirac equation with small potentials in the long-time regime and uniform error bounds at \varepsilon = O(h^{m_0} + \tau^2) with \varepsilon mesh size, \tau time step and \varepsilon depending on the regularity of the exact solution are proved. It is clear that the error bounds are independent of \varepsilon, which suggests that the numerical schemes are uniformly accurate for \varepsilon \in (0, 1]. The error estimates show that the \varepsilon-scalability of EWI-FP/sEWI-FP method should be taken as h = O(1) and \tau = O(1) for the long-time dynamics of the Dirac equation with small potentials. Thus, EWI-FP/sEWI-FP method offers compelling advantages over FDFP methods in temporal resolution when 0 < \varepsilon \ll 1.

The rest of this paper is organized as follows. In Section 2, the EWI-FP and sEWI-FP methods with some properties for the long-time dynamics of the Dirac equation with small potentials are presented. Error estimates for EWI-FP/sEWI-FP method are shown in Section 3. Extensive numerical examples in 1D and 2D are reported in Section 4. Finally, some conclusions are drawn in Section 5. Throughout this paper, we adopt the notation \varepsilon \ll B to represent that there exists a generic constant \varepsilon > 0, which is independent of the mesh size \varepsilon, time step \varepsilon and \varepsilon such that \varepsilon \leq C.B.  

2. Numerical methods

In the section, we present the EWI-FP and sEWI-FP methods to solve the Dirac equation (1.1). For simplicity of notations, we only present the numerical methods and their analysis in 1D. Generalization to higher dimensions is straightforward and the results are valid without modifications. In 1D, the Dirac
equation (1.1) on the computation domain Ω = (a, b) with periodic boundary conditions collapses to
\[
i\partial_t \Phi = (-i\sigma_1 \partial_x + \sigma_3)\Phi + \varepsilon(V(t, x)I_2 - A_1(t, x)\sigma_1)\Phi, \quad x \in \Omega, \quad t > 0, \quad (2.1)
\]
\[
\Phi(t, a) = \Phi(t, b), \quad \partial_x \Phi(t, a) = \partial_x \Phi(t, b), \quad t \geq 0; \quad \Phi(0, x) = \Phi_0(x), \quad x \in \Omega, \quad (2.2)
\]
where \(\Phi := \Phi(t, x)\), \(\Phi_0(a) = \Phi_0(b)\) and \(\Phi_0'(a) = \Phi_0'(b)\).

### 2.1. The EWI-FP method

Choose the time step \(\tau = \Delta t > 0\) and mesh size \(h := (b - a)/N\) with \(N\) being an even positive integer. Denote time steps by \(t_n = nr\) for \(n \geq 0\) and grid points by \(x_j := a + jh, \quad j = 0, 1, \ldots, N\). Denote \(X_N := \{U = (U_0, U_1, \ldots, U_N)^T \mid U_j \in \mathbb{C}^2, \quad j = 0, 1, \ldots, N\}, \quad U_0 = U_N\) with the \(l^2\)-norm
\[
\|U\|_2^2 = h \sum_{j=0}^{N-1} |U_j|^2, \quad U \in X_N.
\]
Define the index set \(T_N = \{l | l = -N/2, -N/2 + 1, \ldots, N/2 - 1\}\) and
\[
Y_N = Z_N \times Z_N, \quad Z_N = \text{span}\{\phi_i(x) = e^{i\mu_j(x-a)} \mid \mu_j = \frac{2\pi l}{b-a}, \quad l \in T_N\}.
\]
Let \((C_p(\Omega))^2\) be the function space consisting of all continuous periodic vector functions \(U(x) : \overline{\Omega} = [a, b] \to \mathbb{C}^2\). For any \(U(x) \in (C_p(\Omega))^2\) and \(U \in X_N\), define \(P_N : (L^2(\Omega))^2 \to Y_N\) as the standard projection operator \(^{[37]}\), \(I_N : (C_p(\Omega))^2 \to Y_N\) and \(I_N : X_N \to Y_N\) as the standard interpolation operator, i.e.,
\[
(P_N U)(x) = \sum_{l \in T_N} \tilde{U}_l e^{i\mu_j(x-a)}, \quad (I_N U)(x) = \sum_{l \in T_N} \tilde{U}_l e^{i\mu_j(x-a)}, \quad a \leq x \leq b, \quad (2.3)
\]
with
\[
\tilde{U}_l = \frac{1}{b-a} \int_a^b U(x) e^{-i\mu_j(x-a)} dx, \quad \tilde{U}_l = \frac{1}{N} \sum_{j=0}^{N-1} U_j e^{-2ij\pi l/N}, \quad l \in T_N, \quad (2.4)
\]
where \(U_j = U(x_j)\) when \(U\) is a function.

The Fourier spectral discretization for the Dirac equation (2.1) is to find \(\Phi_N(t, x) \in Y_N\), i.e.,
\[
\Phi_N(t, x) = \sum_{l \in T_N} (\Phi_N)_l(t) e^{i\mu_j(x-a)}, \quad a \leq x \leq b, \quad t \geq 0, \quad (2.5)
\]
such that, for \(a < x < b\) and \(t > 0\), \(\Phi_N := \Phi_N(t, x)\), satisfies
\[
i\partial_t \Phi_N = (-i\sigma_1 \partial_x + \sigma_3)\Phi_N + \varepsilon P_N(V\Phi_N) - \varepsilon \sigma_1 P_N(A_1\Phi_N), \quad (2.6)
\]
where we take \(V := V(t, x), \quad A_1 := A_1(t, x)\) in short. Plugging (2.5) into (2.6), by noticing the orthogonality of the Fourier basis functions, we derive
\[
i\frac{d}{dt}(\Phi_N)_l(t) = (\mu_l \sigma_1 + \sigma_3)(\Phi_N)_l(t) + \varepsilon(\overline{V\Phi_N})(t) - \varepsilon \sigma_1(A_1\Phi_N)(t).
\]
For each \(l \in T_N\), when \(t\) is near \(t = t_n\) \((n \geq 0)\), we rewrite the above ODEs as
\[
i\frac{d}{ds}(\Phi_N)_l(t_n + s) = \Gamma_l(\Phi_N)_l(t_n + s) + \varepsilon \tilde{F}_l^a(s), \quad s \in \mathbb{R}, \quad (2.7)
\]
where
\[
\tilde{F}_l^a(s) = (\overline{G\Phi_N})_l(t_n + s), \quad G(t, x) = V(t, x)I_2 - \sigma_1 A_1(t, x), \quad s, t \in \mathbb{R}, \quad (2.8)
\]
and $\Gamma_t = \mu_1 \sigma_1 + \sigma_3 = Q_t D_t (Q_t)^*$ with $\delta_t = \sqrt{1 + \mu_t^2}$ and

$$\Gamma_t = \begin{pmatrix} 1 & \mu_t \\ \mu_t & -1 \end{pmatrix}, \quad Q_t = \begin{pmatrix} \frac{1 + \delta_t}{\sqrt{2 \delta_t (1 + \delta_t)}} & -\frac{\mu_t}{\sqrt{2 \delta_t (1 + \delta_t)}} \\ \frac{\mu_t}{\sqrt{2 \delta_t (1 + \delta_t)}} & \frac{1 - \delta_t}{\sqrt{2 \delta_t (1 + \delta_t)}} \end{pmatrix}, \quad D_t = \begin{pmatrix} \delta_t & 0 \\ 0 & -\delta_t \end{pmatrix}. \quad (2.9)$$

Solving the above ODE (2.7) via the integrating factor method, we obtain

$$\left(\Phi_N\right)_t(t_n + s) = e^{-i s \Gamma_t} \left(\Phi_N\right)_t(t_n) - i \int_0^s e^{i(w-s)\Gamma_t} \hat{F}_t^n(w) dw, \quad s \in \mathbb{R}. \quad (2.10)$$

Taking $s = \tau$ in (2.10), we arrive at

$$\left(\Phi_N\right)_t(t_{n+1}) = e^{-i \tau \Gamma_t} \left(\Phi_N\right)_t(t_n) - i \int_0^\tau e^{i(w-\tau)\Gamma_t} \hat{F}_t^n(w) dw. \quad (2.11)$$

To obtain an explicit numerical scheme with second order accuracy in time, we approximate the integral in (2.11) via the Gaußi-type rule which has been widely used for integrating the ODEs [24, 27, 28, 32] as following

$$\int_0^\tau e^{i(w-\tau)\Gamma_t} \hat{F}_t^n(w) dw \approx \int_0^\tau e^{i(w-\tau)\Gamma_t} \hat{F}_t^n(0) \approx -i \Gamma_t^{-1} \left[ I_2 - e^{-i \tau \Gamma_t} \right] \hat{F}_t^n(0), \quad (2.12)$$

and for $n \geq 1$,

$$\int_0^\tau e^{i(w-\tau)\Gamma_t} \hat{F}_t^n(w) dw \approx i \int_0^\tau e^{i(w-\tau)\Gamma_t} \left( \hat{F}_t^n(0) + w \delta_t \hat{F}_t^n(0) \right) dw$$

$$= -i \Gamma_t^{-1} \left[ I_2 - e^{-i \tau \Gamma_t} \right] \hat{F}_t^n(0) + i \left[ -i \Gamma_t^{-1} + \Gamma_t^{-2} (I_2 - e^{-i \tau \Gamma_t}) \right] \delta_t \hat{F}_t^n(0), \quad (2.13)$$

where we have approximated the time derivative $\partial_t \hat{F}_t^n(s)$ at $s = 0$ by finite difference as

$$\partial_t \hat{F}_t^n(0) \approx \delta_t \hat{F}_t^n(0) = \frac{1}{\tau} \left[ \hat{F}_t^n(0) - \hat{F}_t^{n-1}(0) \right].$$

Then, we are going to describe our numerical scheme. Let $\Phi_N^t(x)$ be the approximation of $\Phi_N(t_n, x)$ for $n \geq 0$. Choose $\Phi_N^0(x) = (P_N \Phi_0)(x)$, then the exponential wave integrator Fourier spectral (EWI-FS) discretization for the Dirac equation (2.1) is to update the numerical approximation $\Phi_N^{n+1} \in Y_N$ ($n = 0, 1, \cdots$) as

$$\Phi_N^{n+1}(x) = \sum_{l \in T_N} \left( \Phi_N^{n+1} \right)_l e^{i \mu_l (x-a)}, \quad a \leq x \leq b, \quad n \geq 0, \quad (2.14)$$

where for $l \in T_N$,

$$\left( \Phi_N^{n+1} \right)_l = \begin{cases} e^{-i \tau \Gamma_l} (\Phi_N^0)_l - \frac{1}{\tau} \left[ I_2 - e^{-i \tau \Gamma_l} \right] (G(t_0) \Phi_N^0)_l, & n = 0, \\
\frac{-i \mu_l}{\sqrt{2 \delta_l (1 + \mu_l^2)}} \left[ I_2 - e^{-i \tau \Gamma_l} \right] (G(t_0) \Phi_N^0)_l - \delta_l \left[ I_2 - e^{-i \tau \Gamma_l} \right] (G(t_0) \Phi_N^0)_l, & n \geq 1, \end{cases} \quad (2.15)$$

with the matrices $Q_l^{(1)}(\tau)$ and $Q_l^{(2)}(\tau)$ given as

$$Q_l^{(1)}(\tau) = -i \Gamma_l^{-1} \left[ I_2 - e^{-i \tau \Gamma_l} \right], \quad Q_l^{(2)}(\tau) = -i \tau \Gamma_l^{-1} + \Gamma_l^{-2} \left[ I_2 - e^{-i \tau \Gamma_l} \right].$$

The above procedure is not suitable in practice due to the difficulty of computing the integrals in (2.14). We now present an efficient implementation by choosing $\Phi_N^t(x)$ as the interpolation of $\Phi_0(x)$ on the grids $\{x_j, j = 0, 1, \cdots, N\}$, i.e., $\Phi_N^t(x) = (I_N \Phi_0)(x)$ and approximate the integrals by a quadrature rule on the grids.
Let \( \Phi^0_j \) be the numerical approximation of \( \Phi(t_n, x_j) \) for \( j = 0, 1, \cdots, N \) and \( n \geq 0 \), and denote \( \Phi^n \in X_N \) as the vector with components \( \Phi^n_j \). Choosing \( \Phi^0_j = \Phi(t_0, x_j) \) \( (j = 0, 1, \cdots, N) \), the exponential wave integrator Fourier pseudospectral (EWI-FP) method for computing \( \Phi^{n+1} \) for \( n \geq 0 \) reads

\[
\Phi^{n+1}_j(x) = \sum_{l \in T_N} (\hat{\Phi}^{n+1})_l e^{2ij\pi l/N}, \quad j = 0, 1, \cdots, N, \tag{2.16}
\]

where

\[
(\hat{\Phi}^{n+1})_l = \begin{cases} 
\delta_l - \frac{1}{2} [I_l - e^{-i\Gamma l}] (G(t_0) \Phi^0), & n = 0, \\
\delta_l - \frac{1}{2} [I_l - e^{-i\Gamma l}] (G(t_n) \Phi^n), & n \geq 1.
\end{cases} \tag{2.17}
\]

### 2.2 The sEWI-FP method

We note that \( e^{i\tau \Gamma} = \cos(s\Gamma) + i \sin(s\Gamma) \) \( (s \in \mathbb{R}, l \in T_N) \) and

\[
\sin(s\Gamma)_l = Q_l \begin{pmatrix} \sin(s\delta_l) & 0 \\ 0 & -\sin(s\delta_l) \end{pmatrix} Q_l^\dagger, \quad \cos(s\Gamma)_l = \cos(s\delta_l) I_2.
\]

For \( n \geq 1 \), taking \( s = \tau \) and \( s = -\tau \) in (2.10), and subtracting one from the other, we can obtain

\[
(\Phi_N)(t_{n+1}) = (\Phi_N)(t_{n-1}) - 2i \sin(\tau\Gamma_l) (\Phi_N)(t_n) - i \int_0^\tau \cos((w - \tau) \delta_l) \left( \hat{F}_l^n(w) + \hat{F}_l^n(-w) \right) dw \\
+ i \int_0^\tau \sin((w - \tau) \Gamma_l) \left( \hat{F}_l^n(w) - \hat{F}_l^n(-w) \right) dw.
\]

Similarly, we approximate the integrals in (2.18) via the Gautschi-type/trapezoidal rules. For \( n = 0 \), we use the same approximation as (2.12) and for \( n \geq 1 \),

\[
\int_0^\tau \cos((w - \tau) \delta_l) \left( \hat{F}_l^n(w) + \hat{F}_l^n(-w) \right) dw \\
\approx \int_0^\tau \cos((w - \tau) \delta_l) \left( 2 \hat{F}_l^n(0) + (w - \tau) \delta_l \hat{F}_l^n(0) \right) dw = \frac{2}{\delta_l} \sin(\tau \delta_l) \hat{F}_l^n(0), \\
\int_0^\tau \sin((w - \tau) \Gamma_l) \left( \hat{F}_l^n(w) - \hat{F}_l^n(-w) \right) dw \\
\approx \frac{\tau}{2} \left[ \sin(-\tau \Gamma_l) \Phi_0 + \sin(0 \Gamma_l) \left( \hat{F}_l^n(\tau) - \hat{F}_l^n(-\tau) \right) \right] = 0.
\]

Then, by choosing \( \Phi_N^0(x) = (P_N \Phi_0)(x) \), a symmetric exponential wave integrator Fourier spectral (sEWI-FP) discretization for the Dirac equation (2.1) is to update the numerical approximation \( \Phi_N^{n+1} \in Y_N \) \( (n = 0, 1, \cdots) \) as

\[
(\Phi_N)^{n+1}(x) = \sum_{l \in T_N} (\hat{\Phi}^{n+1})_l e^{lij\pi l/N}, \quad a \leq x \leq b, \quad n \geq 0,
\]

where for \( l \in T_N \),

\[
(\hat{\Phi}^{n+1})_l = \begin{cases} 
\hat{\Phi}^0 - \frac{1}{2} [I_l - e^{-i\Gamma l}] (G(t_0) \Phi^0)_l, & n = 0, \\
(\Phi_N^{n-1})_l - 2i \sin(\tau\Gamma_l) (\Phi_N^{n-1})_l - \frac{2}{\delta_l} \sin(\tau \delta_l) (G(t_n) \Phi_N)_l, & n \geq 1.
\end{cases} \tag{2.20}
\]

For \( n \geq 1 \), this scheme is unchanged if we interchange \( n + 1 \leftrightarrow n - 1 \) and \( \tau \leftrightarrow -\tau \). Similarly, a symmetric exponential wave integrator Fourier pseudospectral (sEWI-FP) discretization for the Dirac equation (2.1) is computing \( \Phi^{n+1} \) \( (n = 0, 1, \cdots) \) as

\[
(\Phi^{n+1})_j = \sum_{l \in T_N} (\hat{\Phi}^{n+1})_l e^{2ij\pi l/N}, \quad j = 0, 1, \cdots, N,
\]

where

\[
(\hat{\Phi}^{n+1})_l = \begin{cases} 
\hat{\Phi}^0_l - \frac{1}{2} [I_l - e^{-i\Gamma l}] (G(t_0) \Phi^0)_l, & n = 0, \\
\hat{\Phi}^{n-1}_l - 2i \sin(\tau\Gamma_l) (\Phi^{n-1})_l - \frac{2}{\delta_l} \sin(\tau \delta_l) (G(t_n) \Phi^0)_l, & n \geq 1.
\end{cases} \tag{2.21}
\]
where for $l \in T_N$,
\[
(\Phi^{n+1})_l = \begin{cases} 
  e^{-ir\Gamma_i} (\Phi_0)_l - \varepsilon \Gamma_i^{-1} [I_2 - e^{-ir\Gamma_i}] (G(t_n)\Phi_0)_l, & n = 0, \\
  (\Phi^{n-1})_l - 2i \sin(\delta_l) (\Phi^{n})_l - \frac{2\varepsilon}{\delta_l} \sin(\delta_l) (G(t_n)\Phi^{n})_l, & n \geq 1.
\end{cases} \tag{2.22}
\]

**Remark 2.1.** The EWI-FP (2.16)-(2.17) and sEWI-FP (2.21)-(2.22) are explicit and can be solved efficiently by the fast Fourier transform (FFT). The memory cost is $O(N)$ and the computational cost per time step is $O(N \ln N)$.

### 2.3. Stability conditions

To consider the linear stability of the EWI-FP and sEWI-FP methods, we assume that $A_1(t, x) \equiv A_1^0$ and $V(t, x) \equiv V_0^0$ with $A_1^0$ and $V_0^0$ two real constants in the Dirac equation (2.1). In this case, we adopt the standard von Neumann stability analysis [38] to prove that the errors grow exponentially at most.

**Lemma 2.1.** The EWI-FP (2.16)-(2.17) is stable under the stability condition
\[
0 < \tau \lesssim 1,
\]
for any given $0 < \varepsilon \leq 1$.

**Proof.** Plugging
\[
\Phi^0_j = \sum_{i \in T_N} \xi^i_l (\Phi_0^i) e^{ijl(x_j-a)} = \sum_{i \in T_N} \xi^i_l (\Phi_0^i) e^{2ij\pi/N}, \quad 0 \leq j \leq N, \tag{2.23}
\]
into (2.11) with the integration approximated by (2.17), $\xi_l$ and $\Phi_0^i$, the amplification factor and the Fourier coefficient at $n = 0$ of the $l$th mode in phase space, respectively, we obtain for $l \in T_N$
\[
\xi^i_l (\Phi_0^i) = \xi_l e^{-ir\Gamma_i} (\Phi_0^i)_l - i\varepsilon \int_0^\tau e^{-i(w-\tau)\Gamma_i} (V_0^0 I_2 - A_1^0\sigma_1) (\xi_l + \frac{w}{\tau} (\xi_l - 1)) (\Phi_0^i)_l dw. \tag{2.24}
\]
Denoting $C = |V_0| + |A_1^0|$, taking the $l^2$ norms of the vectors on both sides of (2.24) and then dividing by the $l^2$ norms of $(\Phi_0^i)_l$, in view of the properties of $e^{-ir\Gamma_i}$, we get
\[
|\xi|^2 \leq \left( 1 + \varepsilon C \tau + \frac{\varepsilon C}{2} \frac{\tau}{2} \right) |\xi| + \frac{\varepsilon C}{2} \tau,
\]
which implies
\[
\left( |\xi| - \frac{1 + 3\varepsilon C \tau/2}{2} \right)^2 \leq \frac{1 + 5\varepsilon C \tau + 9\varepsilon^2 C^2 \tau^2/4}{4} \leq \left( 1 + \frac{5\varepsilon C \tau/2}{2} \right)^2.
\]
Thus, we obtain for $l \in T_N$
\[
|\xi| \leq 1 + 2\varepsilon C \tau,
\]
which implies that the EWI-FP (2.16)-(2.17) is stable. 

**Lemma 2.2.** The sEWI-FP (2.21)-(2.22) is stable under the stability condition
\[
0 < \tau < \min \left\{ \frac{h\pi}{3\sqrt{n^2 + \pi^2}}, \frac{2 - \sqrt{3}}{2(|V_0| + |A_1^0|)} \right\} \tag{2.25}
\]
for any given $0 < \varepsilon \leq 1$. 

\[\text{6}\]
Proof. Similarly to the proof of Lemma 2.1, noticing (2.22), we can get
\[
\xi_t^2(\Phi^0)_l = (\Phi^0)_l - 2i\xi_l \sin(\tau\Gamma_l)(\Phi^0)_l - 2i\xi_l\varepsilon\delta_l^{-1}\sin(\tau\delta_l)\left(V^0 I_2 - A^0_1\sigma_1\right)(\Phi^0)_l.
\] (2.26)
Multiplying both sides of (2.26) by \(\overline{\xi_l}(\Phi^0)^*_l\) and then taking the real part and dividing both sides by \((\Phi^0)^*_l(\Phi^0)_l\), in view of Hermitian matrices \(\Gamma_l\) and \(\sigma_1\), we get
\[
|\xi_l|^2\Re(\xi_l) = \Re(\overline{\xi_l}),
\] (2.27)
which implies \(|\xi_l| = 1\) if \(\Re(\xi_l) \neq 0\). On the other hand, if \(\Re(\xi_l) = 0\), we can take \(\xi_l = ic_l\) with \(c_l \in \mathbb{R}\), and (2.26) leads to
\[
- c_l^2(\Phi^0)_l = (\Phi^0)_l + 2c_l\sin(\tau\Gamma_l)(\Phi^0)_l + 2c_l\varepsilon\delta_l^{-1}\sin(\tau\delta_l)(V^0 I_2 - A^0_1\sigma_1)(\Phi^0)_l.
\] (2.28)
Denoting \(C = |V^0| + |A^0_1|\), multiplying both sides of (2.28) by \((\Phi^0)^*_l\) and then dividing both sides by \((\Phi^0)^*_l(\Phi^0)_l\), noticing \(\sin(\tau\delta_l) \leq \frac{1}{\sqrt{3}}\) under the stability constraint and \(|\delta_l^{-1}\sin(\tau\delta_l)| \leq \tau\), we obtain
\[
c_l^2 + 1 \leq \sqrt{3}|c_l| + 2\varepsilon\tau C|c_l|.
\] (2.29)
If \(\tau < \frac{2}{\sqrt{3}}\frac{\sqrt{C}}{\varepsilon}\), there is no real number \(c_l\) satisfying the above inequality. It follows that the sEWI-FP (2.21)-(2.22) is stable under the stability condition (2.25). \(\square\)

3. Uniform error bounds for long-time dynamics

In this section, we rigorously carry out uniform error bounds of the EWI methods for the Dirac equation (2.11) up to the time at \(O(1/\varepsilon)\).

3.1. Main results

In order to obtain the error bounds for the EWI-FS method (2.14)-(2.15) and sEWI-FS method (2.19)-(2.20), motivated by the results in [4, 11], we assume that there exists an integer \(m_0 \geq 2\) such that the exact solution \(\Phi(t, x)\) of the Dirac equation (2.11) up to the time at \(t = T_0/\varepsilon\) satisfies
\[
\text{(A)} \quad \|\Phi\|_{L^\infty([0,T_0/\varepsilon];H_x^{m_0})} \lesssim 1, \quad \|\partial_\tau\Phi\|_{L^\infty([0,T_0/\varepsilon];L^2)} \lesssim 1, \quad \|\partial_\tau\Phi\|_{L^\infty([0,T_0/\varepsilon];L^2)} \lesssim 1,
\]
where \(H_x^k(\Omega) = \{u \mid u \in H^k(\Omega), \partial_\nu^lu(a) = \partial_\nu^lu(b), l = 0, \ldots, k - 1\}\). In addition, we assume electromagnetic potentials satisfy
\[
\text{(B)} \quad \|V\|_{W^{2,\infty}([0,T_0/\varepsilon];L^\infty)} + \|A_1\|_{W^{2,\infty}([0,T_0/\varepsilon];L^\infty)} \lesssim 1.
\]
We can establish the following error estimates for the EWI-FS and sEWI-FS methods.

**Theorem 3.1.** Let \(\Phi^N_t(x)\) be the approximation obtained from the EWI-FS (2.11)-(2.14). Under the assumptions (A) and (B), there exists \(\tau_0 > 0\) sufficiently small and independent of \(\varepsilon\) such that, for any \(0 < \varepsilon \leq 1\), when \(0 < \tau \leq \tau_0\), we have
\[
\|\Phi(t_n, x) - \Phi^N_t(x)\|_{L^2} \leq C_{T_0} \left(h^{m_0} + \tau^2\right), \quad 0 \leq n \leq \frac{T_0/\varepsilon}{\tau},
\] (3.1)
where \(C_{T_0}\) is a constant depending on \(T_0\) and independent of \(h, \tau\) and \(\varepsilon\).
Theorem 3.2. Let $\Phi_N(x)$ be the approximation obtained from the sEWI-FS (2.11)-(2.20). Under the assumptions (A) and (B), there exists $\tau_0 > 0$ sufficiently small and independent of $\varepsilon$ such that, for any $0 < \varepsilon \leq 1$, under the stability condition (2.25), when $0 < \tau \leq \tau_0$, we have the following error estimate

$$
\|\Phi(t_n,x) - \Phi_N(x)\|_{L^2} \leq C_{\tau_0} \left( h^{m_0} + \tau^2 \right), \quad 0 \leq n \leq \frac{T_0}{\varepsilon},
$$

where $C_{\tau_0}$ is a constant depending on $T_0$ and independent of $h$, $\tau$ and $\varepsilon$.

Remark 3.1. The same error estimates in Theorem 3.1 and Theorem 3.2 also hold for the EWI-FP (2.10)-(2.17) and the sEWI-FP (2.21)-(2.22). The proofs are quite similar to the EWI-FS and sEWI-FS methods and we just show the details for the EWI-FS and sEWI-FS methods for brevity.

3.2. Proof for Theorem 3.2

Define the error function $e^a(x) \in Y_N$ for $n \geq 0$ as

$$
e^a(x) := P_N \Phi(t,n,x) - \Phi_N(x) = \sum_{l \in T_N} \tilde{e}_{a,n} \epsilon^{l \mu(x-a)}, \quad a \leq x \leq b.
$$

By the triangular inequality and standard projection result, we get

$$
\|\Phi(t,n,x) - \Phi_N(x)\|_{L^2} \leq \|\Phi(t,n,x) - P_N \Phi(t,n,x)\|_{L^2} + \|e^a(x)\|_{L^2}
$$

$$
\leq C h^{m_0} + \|e^a(x)\|_{L^2}, \quad 0 \leq n \leq \frac{T_0}{\varepsilon},
$$

where $C_0$ is a constant independent of $h$, $\tau$ and $\varepsilon$. Then we only need to estimate $\|e^0(x)\|_{L^2}$ for $0 \leq n \leq \frac{T_0}{\varepsilon}$.

Define the local truncation error $\xi^a(x) = \sum_{l \in T_N} \tilde{e}_{a,n} \epsilon^{l \mu(x-a)} \in Y_N$ of the EWI-FS (2.14)-(2.15) as

$$
\tilde{\xi}_{t,n}^a = \left( \Phi(\tau) \right)_l - e^{-i \Gamma_l (\Phi(0))}_l + \varepsilon \Gamma_l^{-1} \left[I_2 - e^{-i \Gamma_l} (G(0) \Phi(0))_l \right],
$$

$$
\tilde{\xi}^a = \left( \Phi(t_{n+1}) \right)_l - e^{-i \Gamma_l (\Phi(t_n))}_l + \varepsilon Q_1^{(1)}(\tau) (G(t_n) \Phi(t_n))_l + \varepsilon Q_1^{(2)}(\tau) \delta_l (G(t_n) \Phi(t_n))_l, \quad n \geq 1,
$$

where we write $\Phi(t)$ and $G(t)$ in short for $\Phi(t,x)$ and $G(t,x)$, respectively.

Firstly, we estimate the local truncation error $\tilde{\xi}^a(x)$. Multiplying both sides of the Dirac equation (2.1) by $\epsilon^{l \mu(x-a)}$ and integrating over the interval $(a,b)$, we get the equations for $(\tilde{\Phi}(l))$, which are exactly the same as (2.14) with $\Phi_N$ replaced by $\Phi(t,x)$. Replacing $\Phi_N$ by $\Phi(t,x)$, we use the same notations $\tilde{F}_l^a(s)$ as in (2.5) and the time derivatives of $\tilde{F}_l^a(s)$ enjoy the same properties of time derivatives of $\Phi(t,x)$. Thus, the same representation (2.11) holds for $\tilde{\Phi}(l_{n+1})$, with $n \geq 1$. From the derivation of the EWI-FS method, it is clear that the error $\tilde{\xi}^a(x)$ comes from the approximations for the integrals in (2.12) and (2.13). Thus, we have

$$
\tilde{\xi}_{t,n}^a = -i \epsilon \int_0^\tau e^{i(s-\tau)\Gamma_l} \left( \tilde{F}_l^0(s) - \tilde{F}_l^0(0) \right) ds = -i \epsilon \int_0^\tau \int_0^s e^{i(s-\tau)\Gamma_l} \partial_s \tilde{F}_l^0(s_1) ds_1 ds,
$$

and for $n \geq 1$

$$
\tilde{\xi}_{t,n}^a = -i \epsilon \int_0^\tau e^{i(s-\tau)\Gamma_l} \left( \int_0^{s_1} \partial_s \tilde{F}_l^n(s_1) ds_1 - \frac{s}{\tau} \int_0^\tau \partial_s \tilde{F}_l^{n-1}(\theta) d\theta \right) ds
$$

$$
= -i \epsilon \int_0^\tau e^{i(s-\tau)\Gamma_l} \left( \int_0^{s_1} \partial_s \tilde{F}_l^n(s_1) ds_1 + s \int_0^{s_1} \partial_s \tilde{F}_l^{n-1}(\theta_1) d\theta_1 d\theta \right) ds.
$$

Subtracting (2.14) from (3.5), we obtain the following error function

$$
\tilde{e}_{i+1}^a = e^{-i \Gamma_l} \tilde{e}_i^a + \tilde{\xi}_{t,i}^a + \tilde{\xi}_i^a, \quad 1 \leq n \leq \frac{T_0}{\varepsilon} - 1,
$$

$$
\tilde{e}_0^a = 0, \quad \tilde{e}_i^a = \tilde{\xi}_i^a, \quad l \in T_N,
$$
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where \( R^m(x) = \sum_{l \in \mathcal{N}} \hat{R}^m_l e^{i\mu_l (x - a)} \in Y_N \) for \( n \geq 1 \), with \( \hat{R}^m_l \) given by

\[
\hat{R}^m_l = -i\varepsilon Q^{(1)}_l(\tau) \left[ (G(t_n)\Phi(t_n))_l - (G(t_n)\Phi^N_N)_l \right] - i\varepsilon Q^{(2)}_l(\tau) \left[ \delta^\tau_t (G(t_n)\Phi(t_n))_l - \delta^\tau_t (G(t_n)\Phi^N_N)_l \right].
\]

(3.9)

For \( n = 0 \), the equation (3.3) implies

\[
|\hat{c}^0_l| \leq \varepsilon \int_0^T \int_0^s |\partial_{s_1} \hat{F}^0_l(s_1)| ds_1 ds.
\]

By the Parseval’s identity and the assumptions (A) and (B), we find

\[
\|e^n(x)\|_{L^2}^2 = \|\xi^n(x)\|_{L^2}^2 = (b - a) \sum_{l \in \mathcal{N}} |\hat{c}^n_l|^2 \\
\leq \varepsilon^2 (b - a)^2 \int_0^T \int_0^s \sum_{l \in \mathcal{N}} |\partial_{s_1} \hat{F}^n_l(s_1)|^2 ds_1 ds \\
\leq \varepsilon^2 r^2 \int_0^T \int_0^s \|\partial_{s_1} (G\Phi(s_1))\|_{L^2}^2 ds_1 ds \\
\leq \varepsilon^2 r^4.
\]

(3.10)

From (3.8), we have for \( 1 \leq n \leq \frac{T_0}{\tau} - 1 \),

\[
|\hat{c}^n_l| \leq \varepsilon \int_0^r \left( \int_0^s \int_0^{s_1} |\partial_{s_2} \hat{F}^n_l(s_2)| ds_2 ds_1 + s \int_0^r \int_{\theta t}^r |\partial_{s_1} \hat{F}^{n-1}_l(\theta_1)| ds_1 d\theta \right) ds.
\]

Similar to the estimate (3.10), under the assumptions (A) and (B), we obtain

\[
\|\xi^n(x)\|_{L^2}^2 = (b - a) \sum_{l \in \mathcal{N}} |\hat{c}^n_l|^2 \\
\leq \varepsilon^2 r^3 \int_0^r \int_0^s \int_0^{s_1} \sum_{l \in \mathcal{N}} |\partial_{s_2} \hat{F}^n_l(s_2)|^2 ds_2 ds_1 ds \\
+ \varepsilon^2 r^3 \int_0^r \int_{\theta t}^r s \sum_{l \in \mathcal{N}} |\partial_{s_1} \hat{F}^{n-1}_l(\theta_1)|^2 ds_1 d\theta \\
\leq \varepsilon^2 r^5 \|\partial_1 F(t, x)\|_{L^\infty([0, T_0/\varepsilon]; L^2)^2} \\
\leq \varepsilon^2 r^5, \quad 1 \leq n \leq \frac{T_0}{\tau} - 1.
\]

(3.11)

Using the properties of the matrices \( Q^{(1)}_l(\tau) \) and \( Q^{(2)}_l(\tau) \), it is easy to check that

\[
\|Q^{(1)}_l(\tau)\|_2 \leq \tau, \quad \|Q^{(2)}_l(\tau)\|_2 \leq \frac{\tau^2}{2}, \quad l \in \mathcal{N}.
\]

(3.12)

Combining (3.9) and (3.12), we get for \( 1 \leq n \leq \frac{T_0}{\tau} - 1 \),

\[
\|R^m\|_{L^2}^2 = (b - a) \sum_{l \in \mathcal{N}} |\hat{R}^m_l|^2 \\
\leq \varepsilon^2 (b - a)^2 \sum_{l \in \mathcal{N}} \left[ \|G(t_n)\Phi(t_n)\|_2^2 + \|G(t_n)\Phi^N_N\|_2^2 \right] \\
\leq \varepsilon^2 r^2 \left[ \|G(t_n)\Phi(t_n, x) - G(t_n)\Phi^N_N(x)\|_{L^2}^2 + \|G(t_n)\Phi^N_N(x) - G(t_N)\Phi^{N-1}_N(x)\|_{L^2}^2 \right] \\
\leq \varepsilon^2 r^2 B^{2m} + \varepsilon^2 r^2 \|e^n(x)\|_{L^2}^2 + \varepsilon^2 r^2 \|e^{n-1}(x)\|_{L^2}^2.
\]

(3.13)
Multiplying both sides of (3.7) from left by \((\tilde{e}_l^{n+1} + e^{-i\tau T_l} \tilde{e}_l^n)^*\), taking the real parts and using the Cauchy inequality, we obtain
\[
|\tilde{e}_l^{n+1}|^2 - |\tilde{e}_l^n|^2 \leq \varepsilon \tau \left( |\tilde{e}_l^{n+1}|^2 + |\tilde{e}_l^n|^2 \right) + \frac{\tilde{R}_l^0|^2}{\varepsilon \tau} + \frac{\tilde{\xi}_l^0|^2}{\varepsilon \tau}.
\] (3.14)

Summing up above inequalities for \(l \in T_N\) and then multiplying it by \((b-a)\), by using the Parseval’s identity, we get for \(n \geq 1\),
\[
\|e^{n+1}(x)\|_{L^2}^2 - \|e^n(x)\|_{L^2}^2 \lesssim \varepsilon \tau \left( \|e^{n+1}(x)\|_{L^2}^2 + \|e^n(x)\|_{L^2}^2 \right) + \frac{1}{\varepsilon \tau} \left( \|R^n(x)\|_{L^2}^2 + \|\xi^n(x)\|_{L^2}^2 \right).
\] (3.15)

Summing up (3.15) for \(n = 1, \ldots, m\), combining (3.11) and (3.13), we obtain for \(1 \leq m \leq \frac{T_0/\varepsilon}{\tau} - 1\),
\[
\|e^{m+1}(x)\|_{L^2}^2 - \|e^1(x)\|_{L^2}^2 \lesssim \varepsilon \tau \sum_{k=1}^{m+1} \|e^k(x)\|_{L^2}^2 + m \varepsilon \tau^2 + m \varepsilon \tau^2 h^{2m_0}.
\] (3.16)

Noticing \(\|e^1(x)\|_{L^2}^2 \lesssim \varepsilon^2 \tau^4\) and using the discrete Gronwall’s inequality, there exists \(0 < \tau_0 \leq \frac{1}{2}\) sufficiently small and independent of \(\varepsilon\) such that for \(0 < \varepsilon \leq 1\), when \(0 < \tau \leq \tau_0\), we get
\[
\|e^{m+1}(x)\|_{L^2} \leq (C_1 + C_2 T_0)e^{C_2 T_0} \left( h^{m_0} + \tau^2 \right), \quad 1 \leq m \leq \frac{T_0/\varepsilon}{\tau} - 1,
\] (3.17)

with \(C_1\), \(C_2\) and \(C_3\) constants independent of \(h\), \(\tau\) and \(\varepsilon\). Recalling \(\|e^0(x)\|_{L^2} = 0\) and \(\|e^1(x)\|_{L^2} \lesssim \varepsilon \tau^2\), we have for \(0 \leq n \leq \frac{T_0/\varepsilon}{\tau}\),
\[
\|\Phi(t_n, x) - \Phi_N^n(x)\|_{L^2} \leq C_0 h^{m_0} + \|e^n(x)\|_{L^2} \leq \left( C_0 + (C_1 + C_2 T_0)e^{C_2 T_0} \right) \left( h^{m_0} + \tau^2 \right),
\]
which proves the desired error bound (3.1) by taking \(C_{T_0} = C_0 + (C_1 + C_2 T_0)e^{C_2 T_0}\). The proof for Theorem 3.1 is thus completed.

3.3. Proof for Theorem 3.2

With the same notation in the proof for Theorem 3.1, we also just need to estimate \(\|e^n(x)\|_{L^2}\) for \(0 \leq n \leq \frac{T_0/\varepsilon}{\tau}\). Define the local truncation error \(\eta^n(x) = \sum_{l \in T_N} \tilde{\eta}_l^ne^{i\mu(x-a)} \in Y_N\) of the sEWI-FS (2.19)-(2.20) as
\[
\tilde{\eta}_l^0 = (\Phi(\tau))_l - e^{-i\tau T_l}(\Phi(0))_l + \varepsilon T_l^{-1} \left[ I_2 - e^{-i\tau T_l} \right] (G(0)\Phi(0))_l,
\]
\[
\tilde{\eta}_l^n = (\Phi(t_{n+1}))_l - (\Phi(t_{n-1}))_l + 2i \sin(\tau T_l)(\Phi(t_n))_l + i \frac{\varepsilon}{\tau} \sin(\tau T_l)(G(t_n)\Phi(t_n))_l, \quad n \geq 1.
\] (3.18)

Similar to the analysis of the local truncation error for the EWI-FS method, it is easy to obtain
\[
\|\eta^n(x)\|_{L^2} \lesssim \varepsilon \tau^2, \quad \|\eta^n(x)\|_{L^2} \lesssim \varepsilon \tau^3, \quad n \geq 1.
\] (3.19)

Now, we are going to derive the error equations. Subtracting (2.20) from (3.18), we obtain the error equations as
\[
\tilde{e}_l^{n+1} - \tilde{e}_l^n = -2i \sin(\tau T_l) \tilde{e}_l^n + \tilde{W}_l^n + \tilde{\eta}_l^n, \quad 1 \leq n \leq \frac{T_0/\varepsilon}{\tau} - 1,
\] (3.20)
\[
\tilde{e}_l^1 = 0, \quad \tilde{e}_l^0 = \tilde{\eta}_l^0, \quad l \in T_N,
\] (3.21)
where \(W^n(x) = \sum_{l \in T_N} \tilde{W}_l^ne^{i\mu(x-a)} \in Y_N\) for \(n \geq 1\), with \(\tilde{W}_l^n\) given by
\[
\tilde{W}_l^n = -i \frac{\varepsilon}{\tau} \sin(\tau T_l) \left( (G(t_n)\Phi(t_n))_l - (G(t_n)\Phi_N^n)_l \right).
\] (3.22)
Since $|\sin(\tau \delta_i)/\delta_i| \leq \tau$, from (3.22) and the assumption (B), we arrive at

$$\|W^n(x)\|_{L^2}^2 = (b-a) \sum_{l \in \mathcal{T}_N} |\bar{W}^n_l|^2 \leq \varepsilon^2 (b-a) \tau^2 \sum_{l \in \mathcal{T}_N} |(G(t_n)\Phi(t_n))_t - (G(t_n)\Phi(t_n))_t|^2 \leq \varepsilon^2 \tau^2 \|G(t_n)\Phi(t_n, x) - G(t_n)\Phi(t_n, x)\|_{L^2}^2 \leq \varepsilon^2 \tau^2 \varepsilon^2 \|e^n(x)\|_{L^2}^2.$$  \hfill (3.23)

Multiplying both sides of (3.20) from left by $(\hat{e}^n_l)^*$ and taking the real parts, we have

$$\text{Re} \left( (\hat{e}^n_l)^* \hat{e}^{n+1}_l \right) - \text{Re} \left( (\hat{e}^n_l)^* \hat{e}^{n-1}_l \right) = \text{Re} \left( (\hat{e}^n_l)^* (\bar{W}^{n+1}_l + \eta^{n+1}_l) \right),$$  \hfill (3.24)

which implies

$$\left| \hat{e}^{n+1}_l \right|^2 + |\hat{e}_l|^2 - |\hat{e}_l + \hat{e}_l^{n-1}|^2 = |\hat{e}^{n+1}_l|^2 + |\hat{e}^{n-1}_l|^2 - |\hat{e}_l - \hat{e}^{n-1}_l|^2 + 2\text{Re} \left( (\hat{e}^n_l)^* (\bar{W}^{n+1}_l + \eta^{n+1}_l) \right).$$  \hfill (3.25)

Multiplying both sides of (3.20) from left by $(\hat{e}^{n+1}_l - 2\hat{e}_l + \hat{e}^{n-1}_l)^*$ and taking the real parts, we obtain

$$\left| \hat{e}^{n+1}_l - \hat{e}_l \right|^2 - \left| \hat{e}^{n-1}_l - \hat{e}_l \right|^2 = 2 \text{Im} \left( (\hat{e}^{n+1}_l)^* \sin(\tau \Gamma_l) \hat{e}_l \right) - 2 \text{Im} \left( (\hat{e}^n_l)^* \sin(\tau \Gamma_l) \hat{e}^{n-1}_l \right) + \text{Re} \left( (\hat{e}^{n+1}_l - 2\hat{e}_l + \hat{e}^{n-1}_l)^* (\bar{W}^n_l + \eta^n_l) \right).$$  \hfill (3.26)

By using Cauchy inequality, summing (3.25) and (3.26), we arrive at

$$\left| \hat{e}^{n+1}_l \right|^2 + |\hat{e}_l|^2 - |\hat{e}_l + \hat{e}_l^{n-1}|^2 \leq \left| \hat{e}^{n+1}_l \right|^2 + |\hat{e}^{n-1}_l|^2 - |\hat{e}_l - \hat{e}^{n-1}_l|^2 + \frac{1}{\varepsilon \tau} \left( \|\bar{W}^n_l\|^2 + |\eta^n_l|^2 \right).$$  \hfill (3.27)

Denote

$$\mathcal{E}^n = \|e^{n+1}(x)\|_{L^2}^2 + \|e^n(x)\|_{L^2}^2 - 2(b-a) \sum_{l \in \mathcal{T}_N} \text{Im} \left( (\hat{e}^{n+1}_l)^* \sin(\tau \Gamma_l) \hat{e}_l \right),$$  \hfill (3.28)

and it follows from the stability condition (2.25) that $|\sin(\tau \Gamma_l)\hat{e}_l| \leq |\sin(\tau \delta_i)||\hat{e}_l^n| \leq \sin(\pi/3)|\hat{e}_l^n| = \frac{\sqrt{3}}{2} |\hat{e}_l^n|$, which yields

$$\mathcal{E}^n \geq \|e^{n+1}(x)\|_{L^2}^2 + \|e^n(x)\|_{L^2}^2 - \frac{\sqrt{3}}{2} \left( (\hat{e}^{n+1}_l)^2 + |\hat{e}^{n-1}_l|^2 \right) \geq \frac{2 - \sqrt{3}}{2} \left( (\|e^{n+1}(x)\|_{L^2}^2 + \|e^n(x)\|_{L^2}^2) \right).$$  \hfill (3.29)

Multiplying (3.27) by $(b-a)$ and summing up for $l \in \mathcal{T}_N$, we get for $n \geq 1$

$$\mathcal{E}^n - \mathcal{E}^{n-1} \leq \varepsilon \tau \left( \|e^{n+1}(x)\|_{L^2}^2 + \|e^n(x)\|_{L^2}^2 + \|e^{n-1}(x)\|_{L^2}^2 \right) + \frac{1}{\varepsilon \tau} \left( \|W^n(x)\|_{L^2}^2 + |\eta^n(x)|_{L^2}^2 \right).$$  \hfill (3.30)

Summing up (3.30) for $n = 1, \ldots, m$, combining (3.14) and (3.28), we obtain for $0 \leq m \leq \frac{T_n}{\varepsilon \tau} - 1$,

$$\mathcal{E}^m - \mathcal{E}^0 \leq \varepsilon \tau \sum_{k=0}^{m-1} \|e^k(x)\|_{L^2}^2 + m\varepsilon \tau^5 + m\varepsilon \tau^2 \eta^{2m}. \hfill (3.31)$$
Since \( \psi^0(x) = 0 \) and \( \mathcal{L}^m \) is bounded from below \([24]\), we have for \( 1 \leq m \leq \frac{T_0/\varepsilon}{\tau} - 1 \),
\[
\frac{2 - \sqrt{3}}{2} \left( \| \psi^{m+1}(x) \|^2_{L^2} + \| \psi^m(x) \|^2_{L^2} \right) - \| \psi^1(x) \|^2_{L^2} \leq \varepsilon \tau \sum_{k=0}^{m+1} \| \psi^k(x) \|^2_{L^2} + m \varepsilon \tau^5 + m \varepsilon \tau h^{2m_0}. \tag{3.32}
\]
Noticing \( \| \psi^1(x) \|^2_{L^2} \lesssim \varepsilon^2 \tau^4 \) and using the discrete Gronwall’s inequality, there exists \( 0 < \tau_0 \leq \frac{1}{2} \) sufficiently small and independent of \( \varepsilon \) such that for \( 0 < \varepsilon \leq 1 \), when \( 0 < \tau \leq \tau_0 \), we get
\[
\| \psi^{m+1}(x) \|^2_{L^2} \leq (C_1 + C_2 T_0) \varepsilon C_3 T_0 \left( h^{m_0} + \tau^2 \right), \quad 1 \leq m \leq \frac{T_0/\varepsilon}{\tau} - 1, \tag{3.33}
\]
with \( C_1 \), \( C_2 \) and \( C_3 \) constants independent of \( h, \tau \) and \( \varepsilon \). Recalling \( \| \psi^0(x) \|^2_{L^2} = 0 \) and \( \| \psi^1(x) \|^2_{L^2} \lesssim \varepsilon^2 \tau^2 \), we have for \( 0 \leq n \leq \frac{T_0/\varepsilon}{\tau} \),
\[
\| \Phi(t_n, x) - \Phi_n^0(x) \|^2_{L^2} \leq C_0 h^{m_0} + \| \psi^0(x) \|^2_{L^2} \leq (C_0 + (C_1 + C_2 T_0) \varepsilon C_3 T_0) \left( h^{m_0} + \tau^2 \right),
\]
which proves the desired error bound \([22]\) by taking \( C T_0 = C_0 + (C_1 + C_2 T_0) \varepsilon C_3 T_0 \). The proof for Theorem \([3,2]\) is thus completed.

4. Numerical results

In this section, we compare the accuracy of the EWI-FP and sEWI-FP methods for the long-time dynamics of the Dirac equation in 1D. Then we simulate the dynamics of the Dirac equation (1.1) in 2D with a honeycomb lattice potential.

4.1. Convergence test and comparison

In the numerical experiment, the problem is solved numerically on the domain \( \Omega = (0, 2\pi) \) with periodic boundary conditions. We choose the electromagnetic potentials as
\[
V(t, x) = \frac{2}{2 + \cos(x)}, \quad A_1(t, x) = \frac{1}{2 + \cos(x)}, \quad x \in \Omega, \quad t \geq 0,
\]
and the initial data as
\[
\phi_1(0, x) = \frac{1}{2 + \cos(x)}, \quad \phi_2(0, x) = \frac{1}{1 + \sin(x)^2}, \quad x \in \Omega.
\]
Since the exact solution is unknown, we use the TSFP method with a fine mesh size \( h_c = \pi/64 \) and a very small time step \( \tau_c = 10^{-5} \) to get the ‘reference’ solution numerically. Denote \( \Phi_{h, \tau}^n \) as the numerical solution obtained by a numerical method with the mesh size \( h \) and time step \( \tau \). In order to quantify the numerical errors, we introduce the following discrete \( l^2 \) errors of the wave function \( \Phi \)
\[
e_{h, \tau}(t_n) = \| \Phi_{h, \tau}^n - \Phi(t_n, \cdot) \|_{l^2} = \sqrt{h \sum_{j=0}^{N-1} | \Phi_j^n - \Phi(t_n, x_j) |^2}.
\]
Table \([4,1]\) shows spatial errors \( e_{h, \tau, s}(t = 2/\varepsilon) \) of the EWI-FP method for different \( h \) and \( \varepsilon \) with the small time step \( \tau_c = 10^{-5} \) such that the temporal discretization errors are negligible. The spatial errors of the sEWI-FP method are similar to the EWI-FP method and we omit here for brevity. Figure \([4,1]\) and Figure \([4,2]\) depict temporal errors \( e_{h, \tau, t}(t = 2/\varepsilon) \) of the EWI-FP and sEWI-FP methods for different \( \tau \) and \( \varepsilon \), respectively.

From Table \([4,1]\) Figures \([4,1],[4,2]\), we can draw the following conclusions for the long-time dynamics of the Dirac equation:
Table 4.1: Spatial errors of the EWI-FP method for the Dirac equation (2.1) at $t = 2/\varepsilon$.

| $\varepsilon h, \tau$ | $h_0 = \frac{\varepsilon}{4}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ |
|----------------------|----------------|--------|----------|----------|
| $\varepsilon_0 = 1$   | 1.27E-1        | 2.76E-3| 3.34E-6  | 1.41E-9  |
| $\varepsilon_0/2$    | 1.25E-1        | 2.55E-3| 2.90E-6  | 6.34E-10 |
| $\varepsilon_0/2^2$  | 1.09E-1        | 3.07E-3| 1.29E-6  | 4.01E-10 |
| $\varepsilon_0/2^3$  | 2.77E-2        | 8.52E-4| 2.46E-6  | 4.00E-10 |
| $\varepsilon_0/2^4$  | 3.06E-2        | 1.28E-3| 2.19E-6  | 4.75E-10 |
| $\varepsilon_0/2^5$  | 3.08E-2        | 2.24E-3| 2.63E-6  | 6.45E-10 |

Figure 4.1: Temporal errors of the EWI-FP method for the Dirac equation (2.1) at $t = 2/\varepsilon$.

(i) The EWI-FP and sEWI-FP methods are both spectrally accurate in space (cf. each row in Table 4.1) and the spatial errors are independent of $\varepsilon$ (cf. each column in Table 4.1).

(ii) For any fixed $\varepsilon = \varepsilon_0 > 0$, the EWI-FP and sEWI-FP methods are both second-order in time (cf. Figure 4.1 (a) and Figure 4.2 (a)). In the long-time regime, i.e., $0 < \varepsilon \ll 1$, the temporal errors of the EWI-FP and sEWI-FP methods are uniform for any $0 < \varepsilon \leq 1$ (cf. Figure 4.1 (b) and Figure 4.2 (b)).

Figure 4.3 (a) shows temporal errors of the EWI-FP method with different time step size $\tau$, which indicates that the temporal errors first grow linearly and then exponentially after the time $t^\ast$. Figure 4.3 (b) depicts the dependency of $t^\ast$ on the mesh size $h$ and time step size $\tau$. For the fixed mesh size $h$, the time $t^\ast$ is larger for the smaller time step size, which means that it could get longer-time simulations. For the fixed time step size $\tau$, the time $t^\ast$ is larger for the larger mesh size $h$. Figure 4.4 shows the long-time behaviors of the sEWI-FP method for the Dirac equation (2.1) with different time step size $\tau$ with $\varepsilon = 1$. Although we can only prove that the temporal error depends exponentially on the time $T_0$, the numerical simulations imply linear dependence, which is better than the analytical result. Figure 4.5 compares the long-time behaviors of the EWI-FP and sEWI-FP methods, and indicates that the symmetric scheme performs much better in the long-time simulations.
4.2. Dynamics of the Dirac equation in 2D

In this subsection, we study the dynamics of the Dirac equation (1.1) in 2D with a honeycomb lattice potential, i.e., we take \( d = 2 \), \( A_1(t, x) = A_2(t, x) \equiv 0 \) and

\[
V(t, x) = \cos \left( \frac{4\pi}{\sqrt{3}} e_1 \cdot x \right) + \cos \left( \frac{4\pi}{\sqrt{3}} e_2 \cdot x \right) + \cos \left( \frac{4\pi}{\sqrt{3}} e_3 \cdot x \right),
\]

with

\[
e_1 = (-1, 0)^T, \quad e_2 = (1/2, \sqrt{3}/2)^T, \quad e_3 = (1/2, -\sqrt{3}/2)^T.
\]

The initial data in (1.3) is chosen as

\[
\phi_1(0, x) = e^{-x^2+y^2}, \quad \phi_2(0, x) = e^{-x^2+y^2}, \quad x = (x, y)^T \in \Omega = (-15, 15)^2.
\]
The problem is solved numerically by the EWI-FP/sEWI-FP method with the mesh size $h = 1/16$ and time step $\tau = 0.01$.

Figures 4.4 and Figure 4.5 depict the evolution from $t = 0$ to $t = 10$ of the density $\rho(t, x) = |\phi_1(t, x)|^2 + |\phi_2(t, x)|^2$ of the Dirac equation (1.1) in 2D with honeycomb lattice potential when $\varepsilon = 1$ and $\varepsilon = 0.001$, respectively. From these two figures, we find out that the dynamics of the density depend on the small parameter $\varepsilon$ and the Zitterbewegung is observed forming a spiral, which is consistent with the experiment.

In addition, the EWI-FP/sEWI-FP method is able to capture the dynamics of the Dirac equation (1.1) in 2D accurately and efficiently.

5. Conclusions

The exponential wave integrator (EWI) methods combined with the Fourier spectral discretization in space were rigorously carried out and analyzed for the long-time dynamics of the Dirac equation with small potentials. The EWI-FP and sEWI-FP methods are explicit and the error bounds are at $O(h^m + \tau^2)$ up to the time at $O(1/\varepsilon)$. The $\varepsilon$-scalability of the EWI-FP and sEWI-FP methods up to the time at $O(1/\varepsilon)$ should be taken as $h = O(1)$ and $\tau = O(1)$, which is better than the finite difference time discretization in the long-time regime. The numerical results confirm our error estimates in the long-time regime and compare
Figure 4.6: Dynamics of the density \( \rho(t, x) = |\phi_1(t, x)|^2 + |\phi_2(t, x)|^2 \) of the Dirac equation (1.1) in 2D with a honeycomb lattice potential when \( \varepsilon = 1 \) up to \( t = 10 \).

the long-time behaviors of the EWI-FP and sEWI-FP methods, which indicate that the symmetric scheme performs much better for the long-time simulations of the Dirac equation. Finally, we studied the dynamics of the Dirac equation in 2D with a honeycomb lattice potential and the Zitterbewegung was observed for the density with different \( \varepsilon \).
Figure 4.7: Dynamics of the density $\rho(t, x) = |\phi_1(t, x)|^2 + |\phi_2(t, x)|^2$ of the Dirac equation (1.1) in 2D with a honeycomb lattice potential when $\epsilon = 0.001$ up to $t = 10$.
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