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Abstract

The discovery of place cells and other spatially modulated neurons in the hippocampal complex of rodents has been crucial to elucidating the neural basis of spatial cognition. More recently, the replay of neural sequences encoding previously experienced trajectories has been observed during consummatory behaviour – potentially with implications for rapid learning, quick memory consolidation, and behavioral planning. Several promising models for robotic navigation and reinforcement learning have been proposed based on these and previous findings. Most of these models, however, use carefully engineered neural networks, and sometimes require long learning periods. In this paper, we present a self-organizing model incorporating place cells and replay, and demonstrate its utility for rapid one-shot learning in non-trivial environments with obstacles.

1. Introduction

Animals have over time evolved to possess, among other things, advanced spatial cognition. In a bid to understand the computational processes and neural mechanisms underpinning this ability, the rodent in particular has been studied extensively. These studies have lead to the current consensus that rodent spatial cognition is supported by a context dependent topological map encoded in the hippocampus with mechanisms for quick one-shot memory consolidation and recall \cite{50, 57, 78, 61, 59}. Computational models of this system have the potential to improve robot spatial cognition.

Bio-inspired approaches to navigation are particularly interesting because they naturally lend themselves to neuromorphic implementation with its inherent advantages of energy efficiency and parallelizability, which is better suited to maintaining multiple pose estimates under uncertainty than the traditional von Neumann architecture. More ambitiously, it has been hypothesized that
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the same basic circuitry that is used for spatial cognition in the hippocampal complex evolved into the cortical columns of the cerebral cortex that enable more general cognition or navigation in other abstract (non physical) spaces [32]. Thus, understanding how this system works and building computational models of it can serve as a precursor to realizing the elusive dream of artificial general intelligence. The use of biologically-inspired features in our model is also driven by the strong conviction that the solutions to many of the deep, unsolved problems in learning systems, e.g., rapid reinforcement learning, can be found by moving closer to the biological systems that already solve these problems.

Over the years, many research groups have developed mapping and navigation methods inspired by the hippocampal system [9, 67, 63, 20]. The model presented in this paper builds on some of the ideas in these models, and adds others from recent discoveries in neuroscience such as replay and preplay. The model shows how a self-organized dynamical system can learn to encode actionable place representations using a biologically plausible reinforcement learning mechanism, and exploit it to learn and generalize goal-oriented spatial representations from very limited experience.

2. Motivation

The work in this paper had two primary motivations:

1. Animals are able to learn quickly and generalize from limited experience. This is in sharp contrast to most of today’s artificial intelligence systems which require extensive training. Rodents appear to augment their real-time exploration with offline replay – a discovery that has inspired a number of successful reinforcement learning algorithms such as AlphaZero and Deep Q-learning [66, 48, 47]. This is putatively coupled with the use of mental preplay to "imagine" the outcome of possible actions at decision points [61, 59, 65]. The current model integrates both mechanisms in a model that can learn to demonstrate efficient goal-directed navigation from limited experience. The model shows that replay can be used to assign reward values to previously explored states rapidly and preplay can be used to exploit these reward values during subsequent navigation.

2. Place cell models typically include carefully tuned connections between the place cells and/or with their afferent input to generate convex place fields [63, 26]. We show how a competitive self-organized place cell network requiring minimal pre-configurations can learn convex place fields with implicit directional information, resulting in a spatial representation that supports efficient goal-directed navigation in complex environments with multiple obstacles.

3. Background

It is now generally accepted that the hippocampal complex plays a central role in spatial cognition in mammals [50, 57, 78]. Place cells in the hippocampus [50, 57, 52, 51], grid cells in the entorhinal cortex [27, 25, 50, 11, 11], and
head direction cells in the postsubiculum [76] and entorhinal cortex are some of the spatially modulated cells found in this region. In a new environment, place cells exhibit spatially localized activity called place fields [67, 52]. Grid cells effectively code for displacement, firing in multiple locations across an environment in a regular hexagonal lattice [27, 25] and are believed to perform path integration to support localization in place cells [41, 88, 70]. Both systems work together to allow animals to form spatial cognitive maps [55, 62] supporting localization and navigation by integrating sensory and ideothetic information.

As the name suggests, the head direction cells of the entorhinal cortex [64] and postsubiculum [77] encode the allocentric heading of the animal, firing maximally when the heading matches their preferred directions.

Along with mapping, intelligent agents must also learn important locations within the map and how to navigate efficiently to them. Animals are known to exhibit quick one-shot learning of key locations in new environments [49, 79]. In both biological and artificial agents, this problem is solved through reinforcement learning (RL) [72], where the agent learns through rewards and penalties elicited by exploratory behavior. RL is particularly useful when complete knowledge of the environment is unavailable, rendering supervised training impossible.

A major difference between RL in animals and computational systems is that the former can learn very rapidly from just a few trials while the latter requires extensive training. The reasons for this difference are not well-understood. The availability of good pre-configured priors, transfer learning, and accurate extrapolation may play a role, but an important contributor may be the ability to learn from mental rehearsal. The discovery that previously experienced neural sequences are replayed in the hippocampus during sleep [40, 57, 16] and consummatory behaviour [12, 13, 19] suggests the possibility that animals augment real-time learning with off-line replay. The replay that occurs upon reward receipt is particularly interesting as it theoretically provides a mechanism for the quick assignment of expected reward values to previously traversed locations if accompanied by spike time-dependent potentiation (STDP) between place cells and neurons that encode rewards [1, 42, 58].

Beyond replay, rodents navigating towards known goals have also been observed to pause and look down the available paths at decision points in real-time navigation. This is accompanied by a mental preplay of the place cell sequences encoding the paths in a process termed vicarious trial-and-error (VTE) [61, 59, 63]. Assuming that expected reward values have previously been assigned to the place cells - either by replay or a different means; this could hypothetically allow the rodent evaluate the outcomes of its available actions so it can decide which one to take. This approach has also been used in some hippocampally-inspired navigation models [20, 21]. However, the success of both replay-based RL and preplay-based decision-making depends on the agent’s ability to generalize by extrapolation as well as interpolation. The model presented in this paper shows such generalization.

A number of research groups have developed robotic navigation algorithms incorporating findings in neuroscience. RatSLAM [46, 82, 45] is one such example and has been shown to navigate office spaces [44] and map large outdoor
environments [45]. Extensions of RatSLAM have also been shown to be sensor-agnostic and to support sensor fusion [5, 33, 71]. Some algorithms also incorporate the experimentally observed replay [34, 23] for memory consolidation. We have recently proposed and developed a model [1] to enable quick one-shot learning and generalization in simple open mazes using replay. In this work, we refine that model by defining it as a self-organizing dynamical system and demonstrate it’s ability to learn quickly in more complex mazes with obstacles.

4. Model Description

![Figure 1: An overview of our model architecture](image)

The model consists of four types of cells [1]: the head-direction cells; boundary vector cells; place cells, and reward cells. These four types of cells are denoted by the symbols \( h \) (head-direction cells), \( b \) (boundary vector cells), \( p \) (place cells), and \( r \) (reward cells). The time-varying firing rate of the \( i^{th} \) cell from cell type \( k \) is denoted as \( v^k_i(t) \) or \( v^k_i \) for brevity. The time-varying synapse from the \( j^{th} \) cell of type \( l \) to the \( i^{th} \) cell of type \( k \) is \( W^{kl}_{ij}(t) \) (or \( W^{kl}_{ij} \)). The current model does not include grid cells, which will be added in the future.

The networks operate in three states: regular, replay and preplay. In the regular state, the networks directly encode the sensory input and the environment is learnt. In preplay, the agent uses the learnt map to “imagine” the expected network states if it were to move a step from its location in a specific direction. Replay is a transient spreading activation state that occurs upon reward receipt and serves to learn the value map of the environment.
4.1. Head Direction Network

The head-direction cells comprise a single layer of neurons, each of which has a preferred direction in allocentric coordinates. It fires maximally when the animal’s heading is in its preferred direction, with a symmetric dropoff on both sides. The model by Erdem & Hasselmo [22] is used to represent the head-direction cells. In particular, the firing rate of head-direction cell \( i \) is given by:

\[
v_h^i = \sum_{j=0}^{2} x'_j \left[ \cos(\theta_h^i + \theta_0) \right. \\
\left. \sin(\theta_h^i + \theta_0) \right]
\]

(1)

where \( \theta_0 \) is the heading angle of the anchor cue, \( \theta_h^i \) is the preferred direction of head direction cell, and \( x' \) is the instantaneous velocity of the agent in Cartesian coordinates.

4.2. Place Cell Network

Place cells have localized, convex activity fields (place fields) in specific locations in a given environment. While their activity is known to be based on several input sources, two of the primary sources are boundary vector cells [54, 38] and other place cells via recurrent connections [43, 69, 3], which are the sources considered in the current model.

The regular state activity of place cells in the model is based on input from boundary vector cells (BVCs). BVCs are neurons that fire when the animal is at specific distance and allocentric directions from obstacles or boundaries. These cells are found in the subiculum [38]. Following the model by Barry et al [4], for BVC \( i \) tuned to obstacles at displacement \( (d_i, \phi_i) \) in polar coordinates with tuning widths \( (\sigma_r, \sigma_\theta) \), the firing rate in response to an obstacle at displacement \( (r, \theta) \), subtending an angle \( \delta \theta \) is given by:

\[
\delta v_b^i = \exp \left[ -\frac{(r - d_i)^2}{2\sigma_r^2} \right] \times \exp \left[ -\frac{(\theta - \phi_i)^2}{2\sigma_\theta^2} \right] \frac{\delta \theta}{\sqrt{2\pi\sigma_r^2}}
\]

(2)

The equations for the firing rate of the \( i^{th} \) place cell are then:

\[
\tau_p \frac{ds_p^i}{dt} = -s_p^i + \sum_{j=0}^{n_b} W^{pb}_{ij} v_b^j - \Gamma^{pb} \sum_{j=0}^{n_b} v_b^j - \Gamma^{pp} \sum_{j=0}^{n_p} v_p^j
\]

(3a)

\[
v_p^i = \tanh \left( |\psi s_p^i| \right)
\]

(3b)

Equation (3a) models the dynamics of \( s_p^i \), the membrane potential of the place cell as a function of its BVC input. This response is subject to inhibition from both feedforward and feedback sources to ensure spatial specificity. The feedforward inhibition term \( \sum_{j=0}^{n_b} v_b^j \) scaled by gain \( \Gamma^{pb} \) sets a threshold on the amount of feedforward input to a place cell required for depolarization while the recurrent inhibition term \( \sum_{j=0}^{n_p} v_p^j \) scaled by gain \( \Gamma^{pp} \) serves to keep the total
Figure 2: Examples of place fields developed in the mazes. These plots were generated using a color coded hexagonal bin plot of the firing rate of the probed place cell during a random run after exploration. It should be noted that here and in other plots, the environment is continuous and the binning is only done for plotting. Unvisited bins have no values and are left unfilled, with the grey arena underneath visible. The red circles indicate the goal locations in the mazes.
network activity from diverging. Equation (3b) determines the firing rate $v^p_i$ as the hyperbolic tangent of its rectified membrane potential scaled by a parameter $\psi$.

It is important to ensure that place cells cover the entire environment. To guarantee uniform coverage over environments, competitive learning is used in the place cell network. Place cells can develop localized place fields by competing for boundary vector cell inputs. The following rule proposed by Oja [53] captures competitive learning. Specifically, the synaptic strength from BVC cell $j$ to place cell $i$ evolves as:

$$\tau_{w_{pb}} \frac{dW_{pb}^{ij}}{dt} = v^p_i \left( v^b_j - \frac{1}{\alpha_{pb}} v^p_i W_{pb}^{ij} \right)$$ (4)

where $\tau_{w_{pb}}$ parameterizes the speed of learning, $W_{pb}^{ij}(0) = 1$ with a probability $p_{pb}$ and $\alpha_{pb}$ is a normalizing factor.

We propose that place cells switch to being driven by recurrent input during preplay state. This distinction between the contributions of the recurrent and boundary vector cell input is inspired by both the morphology and physiology of the hippocampus. Afferent input to place cells such as that from boundary vector cells targets distal apical dendritic tufts while excitatory recurrent synapses are typically at basal dendrites [35, 73, 43]. Negative recurrent feedback – mediated by oriens lacunosum-moleculare (OLM) cells – also target the apical dendritic tufts [6], justifying the negative feedback term in equation 3a.

Beyond the physical separation of the input sources, it has been proposed that, similar to what has been observed in the piriform cortex [28, 29, 75], selective suppression of recurrent but not feedforward synaptic transmission by acetylcholine and other neurotransmitters in the hippocampus can allow for the learning of new information over recall [31, 30, 80, 7]. We extend this hypothesis in Section 4.4.

During preplay, the place cells are driven by recurrent input from other place cells along the direction $a \in \theta^h$.

$$\bar{v}^p_i | a = \tanh \left( \sum_{j=0}^{n_p} W_{pp}^{ij} v^p_j - v^p_i \right)$$ (5)

$\bar{v}^p_i$ is the resultant value of $v^p_i$ when the agent imagines taking one step in direction $a$. The synapse $W_{pp}^{ij}$ between place cell $i$ and place cell $j$ encodes the proximity of their place fields along direction $a$.

While synapses have conventionally been represented as dyadic objects, newer evidence is beginning to make clear that their effect can depend on signals from sources other than just the activity of pre-synaptic and post-synaptic neurons. For example, external modulation and local computations occurring within dendritic branches creates complex dependencies between synapses and with modulating inputs [83, 14, 73, 60, 39]. We extend a previous proposal that co-active pre-synaptic neurons that respond to related sensory input preferentially innervate the same dendritic branches [74, 36, 17, 2] to suggest that
the dendritic branches of place cell recurrent collaterals can be modulated in direction-specific ways, thus resulting in triadic synapses. We represent the direction encoding branches as the first dimension of a three-dimensional weight tensor, \( W_{pp} \). Potentiation occurs on individual branches in a direction-specific manner so that \( W_{pp} \) — the synapse from place cell \( j \) to place cell \( i \) along the branch responsive to direction \( a \) encodes the proximity of their place fields going in the direction \( a \) from the place field of \( j \) to the place field of \( i \).

Along with the directionality in the spatial relationship between two place fields, the temporal order is also crucial, i.e., which of the place fields leads to the other along the specified direction. To capture this causality or temporal order, a static rule focusing only on the instantaneous firing rate would be insufficient. We formulated a learning rule that integrates the pre-synaptic firing rate of \( v_p \) as well as the head direction cell activity \( v_h \) over the preceding time period \( \tau_{pre} \) to determine temporal order.

To update the synaptic strengths in the weight tensor, \( W_{pp} \), in a directionality-specific way, we compute variables \( \Upsilon^p_j \), \( \Upsilon^p_i \), and \( \Upsilon^h_k \), each representing the integrated recent activation of pre-synaptic place cell \( j \), post-synaptic place cell \( i \), and head direction cell \( k \), respectively, along direction \( \theta^h_k \):

\[
\begin{align*}
\tau_h \frac{d\Upsilon^p_j}{dt} &= -\Upsilon^p_j + v^p_j \\
\tau_h \frac{d\Upsilon^p_i}{dt} &= -\Upsilon^p_i + v^p_i \\
\tau_h \frac{d\Upsilon^h_k}{dt} &= -\Upsilon^h_k + v^h_k
\end{align*}
\]

where \( \tau_h \) is a time constant parameterizing the length of the history taken into account.

The weights in the tensor then change as:

\[
\tau_{wpp} \frac{dW_{pp}}{dt} = \Upsilon^h_k (v^p_i \Upsilon^p_j - v^p_j \Upsilon^p_i)
\]

where \( \tau_{wpp} \) parameterizes the speed of learning, and , \( W_{pp}(0) = 0 \). The product \( \Upsilon^p_i \Upsilon^p_j \) has a high value if post-synaptic place cell \( i \) has strong activation following strong recent activation of pre-synaptic place cell \( j \), indicating movement towards the place field of \( i \) from the place field of \( j \). Similarly, \( \Upsilon^p_i \Upsilon^h_j \) has a high value if pre-synaptic place cell \( i \) has strong activation following strong recent activation of post-synaptic place cell \( i \), indicating movement away from the place field of \( i \) towards the place field of \( j \). The sign of the difference term in equation (6) thus indicates the direction of movement relative to the place fields of \( i \) and \( j \), and the \( \Upsilon^h_k \) term gates the difference term by the directionality. As a result, weight \( W_{pp} \) increases when the path in direction \( \theta^h_k \) activates the place field of \( j \) before the place field of \( i \), and decreases if the order is reversed.
4.3. Reward Cell Network

This network comprises reward cells that exhibit a binary response to the receipt of their preferred rewards. Reward cells receive synapses from place cells, which are modified to learn the proximity of each place cell’s place field to the preferred reward locations for reward cells. These weights are learnt during replay states as described further in Section 4.4.1. Once learnt, the weights enable the evaluation of actions as explained in Section 4.4.2.

4.4. Modes of Operation

The simulated scenario is that of an environment with visible boundaries, a variety of possible obstacles, and one or more goal locations that elicit rewards when the agent reaches them. The environment is initially unfamiliar to the agent, and the goal locations are not known. The agent operates in two modes:

4.4.1. Exploration

In this mode, the agent explores randomly to map the environment. Place cells develop place fields using equation (4) and the environment’s topology is learnt using equation (7). On encountering a goal, the agent receives a reward, and initiates the backward replay state. Such time-compressed replay of experienced trajectories by rodents during consummatory behaviour has been observed experimentally [12, 13]. The result of this process is to associate expected reward values with the recently experienced states by modifying the place-to-reward cell synapses as described next.

Upon receiving a reward, a specific reward cell is activated. On an initial encounter with a goal, this cell is chosen randomly, but is thereafter associated with that goal. The synapses from the currently active place cells to this reward cell are then potentiated. The currently active place cells then activate the place cells with adjacent place fields via the recurrent synapses that have been potentiated previously according to equation 7 and the place cell to reward cell synapses for these cells are also potentiated. Activity then spreads out through the recurrent place cell synapses generating a backward replay of place activity and associating it with the active reward cell. This continues for a certain time, causing the reward to become associated with the path taken to reach the goal. At each iteration, the total amount of potentiation in the place-to-reward cell synapses is subject to normalization by the total place cell network activity to enforce competition as well as a temporal decay from the time when the replay started. This process is summarized in Algorithm 1.

In Algorithm 1, the synaptic modulation term $\Delta W_{rp}$ is initialized to 0 for all synapses. For a preset number of time steps $n_{rs}$:

1. Each synapse’s modulation term is increased by its pre-synaptic place cell’s firing rate max normalized and scaled by a temporal decay. This captures how active the place cell is at this point in the replay and the temporal decay serves to discount activity further from the reward.
2. Place cells activate connected place cells along their most strongly connected direction - indicating the most efficient path between them.
Figure 3: Implied values maps developed in maze 1 after the first runs depicted in Fig. 4. The value map was derived by allowing the robot to roam aimlessly around the maze after the reward had been found on the first run without any synaptic modulation. At each location the firing rate of the reward cell as a result of place cell input was recorded. This was then plotted as a color coded hexagonal bin plot.
Figure 4: Three trials in the open maze showing the ability of the model to quickly learn and exploit a useful value map of the environment. In each trial, the robot is tasked with navigating to the goal shown in green (which is invisible to the robot) four times from the same starting point. On the first runs, it has no prior knowledge of the environment, however, subsequent runs exploit and build on the previously learnt maps.
Algorithm 1: Replay Generation Method

\[
\Delta W^{\text{rp}} = 0; \\
\text{for } t_r \leftarrow 0 \text{ to } n_{rs} \text{ do} \\
\quad \Delta W^{\text{rp}}_{ij} \leftarrow \frac{\hat{v}^p_j}{||\hat{v}^p||_{\infty}} e^{-\frac{t_r}{\tau_r}}; \\
\quad \hat{v}^p_j = \tanh \left( \hat{v}^p_j + \sum_{l=0}^{n_p} (\max_k W^{pp}_{kjl}) \hat{v}^p_l \right); \\
\text{end} \\
\]

After this two-step process is completed \( n_{rs} \) times, the resulting synaptic modulation term \( \Delta W^{\text{rp}} \) is normalized by the maximum and added to \( W^{\text{rp}} \). Here (and in the preplay described below), the activation of place cell \( j \) is denoted by \( \hat{v}^p_j \) to indicate that this activation is because of the agent’s imagination and not because it is actually located in the place field of neuron \( j \).

As the agent encounters a goal along more paths, more locations in the environment become associated with the reward at that goal, creating a reward map of the environment with respect to that goal. Three aspects of this process are worth noting: 1) The normalization serves to ensure that place cells that are activated later in the replay and are thus presumably further away have their connections to the reward cell potentiated less, thus causing the reward map to encode the distance to the reward; 2) Given that activity spreads out along experienced paths, the learnt reward map is a topological rather than a metric map enabling it to take obstacles into account to the extent they are experienced; and 3) Because place fields have significant width, the map covers not only the exact paths traversed but also a swath of locations around them, resulting in significant generalization to unvisited locations. As a result of this field effect, a reasonably accurate and actionable reward map is built for a given goal even with a small amount of exploration though, of course, the reward map only covers the general region that has been explored.

4.4.2. Exploitation

In previously explored environments, the agent exploits the learnt place field connectivity and reward map values to navigate to the reward locations. It achieves this by using a 1-step preplay to recall the outcome of taking the actions available in \( \theta^h \) and evaluating the expected reward value of the resulting states using the reward map.

The agent “imagines” the outcomes of taking actions by letting activity spread in the place cell network via the recurrent synapses that have been potentiated through exploration. The place cells encoding its current location activate the place cells encoding locations that have been learnt to be adjacent along the direction of the action being evaluated. This imagined place cell activity then drives the reward cell network giving a measure of the value of the imagined states, allowing the robot to pick the action that maximizes the
The imagined activation of place cell $i$ denoted by $\bar{v}_i^p | a$ is defined in (3). The expected reward value, $\bar{v}_g^r | a$, of the imagined state is computed by allowing the imagined place cell network activity, $\bar{v}_i^p$ to activate the reward cell for the current goal $g$ via the place to reward cell synapses and normalizing this by the sum of $\bar{v}_i^p$. The normalization is done so that the potential reward evaluation can be made relative to other options without any bias from the total place cell network activity. We represent the effective weight matrix as $\tilde{W}_{gi}^{rp}$ for the duration of the exploitation episode. It is initialized as $W_{gi}^{rp}$. Thus for all $a \in \theta_h$:

$$\bar{v}_g^r | a = \frac{\sum_{i=0}^{n_p} \tilde{W}_{gi}^{rp} \bar{v}_i^p}{\sum_{i=0}^{n_p} \bar{v}_i^p}$$

With the expected reward values of each action estimated, the optimal action $a^*$ is then computed as the circular mean direction of the expected reward values as shown in (9) below. The optimal action is taken when $\max_a (\bar{v}_g^r | a \in \theta_h) \geq \xi$ otherwise the robot explores. Here, $\xi$ is a (possibly stochastic) threshold that determines the explore/exploit trade-off.

$$a^* = \arctan \left( \frac{\sum_{j=1}^{n} \bar{v}_g^r | a_j \sin a_j}{\sum_{j=1}^{n} \bar{v}_g^r | a_j \cos a_j} \right)$$

where $n$ is the number of possible step directions, and $a_j \in \theta_h$. Synapses from active place cells are temporarily depressed for the rest of the episode by a constant factor $\lambda$ to disincentivize the agent from revisiting locations.

$$\tilde{W}_{gi}^{rp} = \tilde{W}_{gi}^{rp} - \lambda \tilde{W}_{gi}^{rp} \bar{v}_i^p$$

After each action $v_p^i$ is reset from the imagined state to actual state according to (3).

4.5. Parallels with Traditional Reinforcement Learning

The components of the model for neural reinforcement learning described above have many similarities with the traditional Markov Decision Process (MDP) formalism of RL, where an MDP is a 4-tuple $(S, A, T_a, V)$. The model in this paper is specialized to a place cell-based spatial representation and navigation task, using specific features such as network connectivity and replay of neural activity, and is, thus, not intended to be a general-purpose state-of-the-art RL model. Nevertheless, it might be useful for the reader to view the model through the lens of the RL framework. The MDP variables and their parallels in the model are described below:

4.5.1. $S$ - state space

This is the set of agent-environment states. In the model, the place cells encode the possible locations or states of the agent. Thus $S$ can be taken as $v^p$, the vector of place cell firing rates..
4.5.2. $A$ - action space

This is the set of actions that are available to the agent. While we left this unconstrained during exploration, we restrict this to $\theta^h$ - the preferred head directions of the head direction cells i.e the eight allocentric cardinal directions during exploitation. This gives a discrete action space as is the case in most RL models.

4.5.3. $T_a$ - state transition function

This gives the expected state if an action is taken from the current state. During exploration, the place cell recurrent synapses are potentiated in an action specific manner to learn the expected network activity if an action is taken from an initial network state. As we’ve already stated that the place cell activity can be seen as the state, the place cell recurrent synapses $W^{pp}$ can be taken as the state transition function.

4.5.4. $V$ - value function

This gives a measure of the expected reward starting from the current state. This is typically a value that is discounted by the number of steps required to reach a rewarded state from the current state. Through the replay process, the place to reward cell synapses encode a proxy of this value. Consequently, the firing rate of the reward cell associated with the currently sought reward due to place cell input is a direct analog of the value function. It is assumed that a higher level brain structure that is not explicitly modeled here assigns reward cells to the rewards discovered, and selects those reward cells for evaluation when seeking known goals.

5. Experimental Results

5.1. Experimental Setup

The model was deployed on a simulated iRobot Create 2 robot, equipped with an omnidirectional rangefinder in Webots [81] - an open-source robot simulation platform. The standard delayed-match-to-place (DMTP) procedure of the Morris water maze task [79, 18, 8] was followed, with the agent seeking to find a disk-shaped goal that becomes visible only when reached. Unlike the original water maze experiment, which used a cylindrical environment, the simulations here is a square one. In addition to simulating the classic water maze

| Values            | MDP     | Proposed Model |
|-------------------|---------|----------------|
| State Space       | $S$     | $\nu^p$        |
| Action Space      | $A$     | $\theta^h$     |
| Transition Probability Function | $T_a$   | $W^{pp}$       |
| Reward Function   | $V$     | $v^r$          |

Table 1: Interpretation of the proposed model as an MDP
Figure 5: The path indirectness over the four runs is depicted here with a box plot. It shows a negative trend - indicating the ability of the robot to learn a reward map from experience and exploit it to compute more direct paths.

test with an obstacle-free open environment, simulations were also carried out with various obstacle configurations that required the agent to learn topological rather than metric maps.

Ideally, the model agent would develop place cells in its initial exploration of the environment. However, the small size of the simulated model meant that the number of place cells competing for activity at any one time was small, resulting in place fields developing “tails” along the receptive fields of their BVC. To overcome this, an initial “dry run exploration” without the goal present was done where only the BVC-to-place cell synapses were plastic to “clean” the place fields. This step would not be needed with enough place cells enforcing competition for place fields. The robot was then reintroduced into the same environment and allowed to explore without any restrictions on the network processes previously described. Upon finding the goal, the robot was reinitialized in the environment to exploit its learnt (partial) value map. This was done three times, making a total of four runs – the first being naive.

5.2. Open Maze Performance

The model was first deployed and evaluated in an open maze environment with no obstacles. Starting from the same location, the robot was able to improve its path over the four runs. Having no prior experience of the maze, the first run showed random undirected searching. Once the goal had been found the first time, the replay process enabled the creation of an implicit reward value map which is visualized in Fig. 3. This value map was then exploited
on subsequent runs so that the robot follows the previously traversed locations that connect the starting location to the goal. The efficiency of the computed path is constrained by the previously learnt place field connectivity - in turn constrained by the size of the place fields themselves.

Fig. 4 illustrates three sample runs. On the first two runs, the robot starts from the same location towards the same goal location in each trial. After finding the goal by random exploration on the first run, the robot takes progressively more direct paths towards the goal by exploiting its implicit reward map shown in [3]. In trial 3, the robot begins each run from a different location with the same goal location. Since the first run involved wide sampling of the maze before finding the goal, an extensive reward map is built and the subsequent runs from random spots were directly towards the goal.

To further quantify the performance of the model, 20 trials were run where the robot started from a different random location on each of the four runs. On each run, a path indirectness metric was computed to measure the efficiency of the path taken. This is calculated as the relative excess length of the path taken compared to the length straight line path from the starting point to the closest point on the edge of the goal disk, which is always the shortest path in an open environment:

\[
d = \sum_{t=0}^{T-1} \|x(t+1) - x(t)\|_2 \, dt \tag{11a}
\]

\[
d^* = \|x(T) - g^*\|_2 - \rho \tag{11b}
\]
where $d$ is the length of the path taken, $d^*$ is the length of the shortest path to the edge of the goal, $T$ is the duration of the run, $x$ is the robot’s trajectory in Cartesian coordinates, $g^x$ is the center of the goal location, and $\rho$ is the goal radius.

The results obtained are shown as box plots in Fig. 5. As expected, the path indirectness is seen to decrease over the four runs, given that more of the environment has been learnt on previous runs and a more direct path can be computed. The greatest improvement, however, occurs from the first run to the second as most information is typically learnt in the first run. First runs that result in the robot finding the goal quickly with little exploration are more likely to cause subsequent runs to have higher indirectness values because the initial run did not enable the robot to build a full map. Fig. 6 shows the indirectness on the second run plotted against the total length of the path taken on Run 1. A negative Pearson correlation of $-0.53$ was observed, in line with expectations.

5.3. Performance in Complex Mazes

To test whether the model would work in more complex environments, it was evaluated in three mazes with various obstacle configurations. In each maze, the robot started from the same location on each of four trial runs. The paths taken in these runs are shown in Fig. 7. The paths in the top row of panels are the purely exploratory ones that the robot took without prior experience of the reward location. As can be seen, the exploratory path taken in Maze 2 (middle column) was much more extensive than in the others. In Maze 1 (left column), the path samples most parts of the environment sparsely, whereas in Maze 3 (right column), exploration is dense in the upper right quadrant while other regions are unexplored. The reward maps generated after the first run in each case are shown in Fig. 8. As expected, the inferred reward maps are highly dependent on the exploratory runs. In the subsequent exploitative runs (rows 2 through 4 in Fig. 7), the effects of the exploration are apparent. In Maze 1 (left column), the robot goes directly to the goal along a path that stays within the previous explored regions. It is worth noting, however, that the path represents a strong generalization, and is not just a subset of the exploratory path. In Maze 2 (middle column), the robot again finds a strongly generalized efficient path, and the quality of the path improves further on subsequent trials (since learning is still on in each trial). For Maze 3 (right column), the situation is less clear. While the robot does show some amount of generalization, it still tends to meander around – especially if it enters a previously unexplored region. There are two reasons for this. First, the initial exploration was confined to a small part of the environment, so the robot does not have a reward map that ranges across the environment. The second problem is that the obstacle configuration divides the environment into four compartments that appear perceptually similar from the perspective of a robot whose only sensory apparatus is a rangefinder. Thus, the robot tends to suffer from perceptual aliasing, mistaking its location for one of the other equivalent locations in some other quadrant, and heads off in the
Figure 7: The path taken to the goal from the same starting point in the complex mazes is shown over four runs in Maze 1 (left column), Maze 2 (middle column), and Maze 3 (right column). The paths in the top panels for each column are the initial exploratory paths without prior experience of the goal location. Each subsequent trial includes the learning from previous trials. The robot is able to quickly learn a useful value map in Mazes 1 and 2, but struggles with perceptual ambiguity in Maze 3.
Figure 8: The implied reward maps learnt from the first runs depicted in Fig. 7 are shown here for Maze 1 (top panel), Maze 2 (middle panel), and Maze 3 (bottom panel). The reward locations are indicated by the red circles. The plots were generated using the same method as Fig. 3.
Figure 9: Place cells start to lose spatial specificity as the maze complexity grows so that locations begin to appear perceptually similar to the robot. This is evident in maze 4 where the obstacle divides the environment into four similar sub-compartments. The place cells probed here developed place fields at perceptually similar locations of three of the four sub-compartments.

wrong direction – sometimes entering perceptually similar regions to the goal location where it exhibits scanning behaviour.

These limitations in the face of similar boundary conditions (or more broadly sensory input) are expected in the model. In fact, rodent place cells are also known to present multiple place fields in geometrically similar regions of environments, suggesting the same perceptual aliasing [67, 70, 24, 15]. Fig. 9 shows two instances of this effect in the present model, where the sampled place cells each developed place fields in perceptually similar regions of two quadrants. In rodents however, the dorsal place cells that are putatively driven by BVC input coexist with ventral place cells with larger place fields which are believed to encode context. Such a multiscale configuration would allow the place cell network to encode the knowledge of what quadrant the robot is in and is a natural extension to this work. Moreover, it would allow for the value map to spread out farther during replay and for the computation of more efficient paths as the preplay can then be done at a coarser resolution further away from the goal – smoothing out the finer details of the exact trajectory previously experienced. In addition to a multiscale configuration of place fields, rodents are believed to combine sensory information via place cells with ideothetic information from grid cells [41, 68, 10]. This path integration input can potentially be used to disambiguate position as well. Adding these biologically-motivated features to the current model is the subject of ongoing work and will be reported in the future.

5.4. Generalization Across Different Reward Locations

An important issue for the model is its ability to generalize after learning, i.e., once it has explored an environment (and thus established place fields),
Figure 10: The reward maps from a robot placed at random reward locations without any further exploration after initially exploring the open maze extensively in (a), partially in (b), and Maze 2 extensively in (c). The top row shows the exploratory path followed in each case. Rows 2 through 4 show the inferred reward maps obtained by placing the reward at various locations (depicted with the green circle) and sampling the inferred reward map for that location over the whole environment without further learning. The reward maps spread over the known environment when the reward location had been previously encountered. This spread is more limited when the reward location was previously unknown as seen in the last map in scenario (b).
it should be able to infer a reward map for a reward at any location in the environment without further exploration.

To test for this spatial generalization, we allowed the robot to first explore the maze in the absence of any reward location. The robot was then placed at arbitrary locations that were designated as the reward locations, and allowed to infer a reward map relative to that location purely by using the backward replay mechanism described earlier, i.e., without any further exploration. This map was then sampled by letting the robot run extensively through the maze without any further learning, generating a sampled view of the inferred reward map for visualization.

Since the inference of the reward map would clearly depend on how extensive the initial exploration was, we simulated two cases in the open maze: a) Extensive initial exploration of the maze; and b) A very limited initial exploration along a specific path. Additionally, we simulated a scenario with extensive exploration of Maze 2 (c), which is a more complex maze with obstacles. The results from this experiment are shown in Fig. 10. The first experiment with extensive exploration in the open maze is shown in the left column, that with limited exploration in the open maze is shown in the center column, while the experiment with extensive exploration of complex Maze 2 is shown in the right column. The paths followed during the exploratory runs are shown in the first row. The remaining rows show observed reward maps with the reward placed at various arbitrary locations. It can be seen that, in each case, the reward map generalizes over the known environment without further exploration or any prior knowledge of the reward location. However, as expected, the inferred reward map works only for the regions included in the initial exploration, though not confined only to the exploratory paths because of the field generalization effect discussed earlier. This also means that when the new goal location is placed in a region not visited during prior exploration, the robot is unable to compute a useful reward map. This can be seen in the last reward map of Fig. 10c where the goal was placed in an area of the map it had not previously visited at all.

6. Conclusions

In this work, the goal was to show how replay and preplay, which have been proposed to support the efficiency of biological reinforcement learning, might be used in artificial agents with a neural place representation and reinforcement learning system inspired by the hippocampus and related regions in the rodent brain. Another goal was to develop a place cell network model that generates convex place fields from minimal preconfiguration. Including this component in the model has three benefits: 1) The place field model is not assumed ad-hoc but is built using an explicit, well-defined, and biologically plausible process; 2) The specific pattern of neural connectivity required by the navigation process is ensured by the model; and 3) The model represents an interesting hypothesis for the rapid formation of convex place fields in animals.

The proposed self-organized model is able to develop convex localized place fields from randomly initialized BVC-to-place cell connections, learn the topol-
ogy of non-trivial environments, and then compute and exploit value maps of these environments for efficient goal-directed navigation. The model also displays very rapid learning with continued improvements from further experience, and can thus be considered a one-shot or few-shot reinforcement learning system. The model is, however, limited by the fidelity of its perception. Performance suffers in the presence of perceptual aliasing, though this is expected of any spatial cognition system: Even humans get lost in mazes.

The model can potentially be extended in several ways. First, as previously stated, rodents are known to combine the BVC-driven place cells which have been modelled here with context-driven place cells that have larger place fields in a hierarchical manner. Such a multiscale configuration can allow for the disambiguation of similar areas at the BVC place cell representation level based on the representation at the lower resolution contextual level.

Second, moving beyond a multiscale configuration, the idea of place cells tuned to boundary vectors can be abstracted to place cells tuned to specific views – be it boundary vectors, visual cues, cues of any other sensory modality, or a combination of these. Using richer sensory modalities and/or fusing complementary modalities reduces the incidence of scene ambiguity and can increase the robustness of the model.

Further work is being done to incorporate these into the model, as well as extensions that allow for the learning of multiple maps by the same place cell network without interference.
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