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Abstract
The present work constitutes a first step towards establishing a systematic framework for treating variational problems that depend on a given input function through a mixture of its derivatives of different orders in different directions. For a fixed vector \( \mathbf{a} := (a_1, \ldots, a_N) \in \mathbb{N}^N \) and \( u : \mathbb{R}^N \supset \Omega \rightarrow \mathbb{R}^n \) we denote by \( \nabla_{\mathbf{a}} u := (\partial^{\alpha} u)_{\langle \alpha, \mathbf{a}^{-1} \rangle = 1} \) the matrix whose \( i \)-th row is composed of derivatives \( \partial^{\alpha} u_i \) of the \( i \)-th component of the map \( u \), and where the multi-indices \( \alpha \) satisfy \( \langle \alpha, \mathbf{a}^{-1} \rangle = \sum_{j=1}^N \frac{\alpha_j}{a_j} = 1 \). We study functionals of the form

\[
W^{\mathbf{a}, p}(\Omega; \mathbb{R}^n) \ni u \mapsto \int_{\Omega} F(\nabla_{\mathbf{a}} u(x)) \, dx,
\]

where \( W^{\mathbf{a}, p}(\Omega; \mathbb{R}^n) \) is an appropriate Sobolev space of mixed smoothness and \( F \) is the integrand. We study existence of minimisers of such functionals under prescribed Dirichlet boundary conditions. We characterise coercivity, lower semicontinuity, and envelopes of relaxation of such functionals, in terms of an appropriate generalisation of Morrey’s quasiconvexity.

Mathematics Subject Classification 49J45

1 Introduction

A classical problem in the calculus of variations is asserting existence of minimisers of integral functionals of the form \( W^{1,p}(\Omega, \mathbb{R}^n) \ni u \mapsto \int_{\Omega} F(\nabla u) \, dx \). Usually, the key difficulty is ensuring that the functional is sequentially lower semicontinuous in the appropriate topology. Thanks to a long series of important contributions (see \([1, 7, 27, 51, 57, 60]\) among others) we know that this depends on quasiconvexity of the integrand \( F \). In the vector-valued case \((n > 1)\) quasiconvexity (introduced by Morrey in \([61]\) and studied in \([2, 5, 8, 9, 24, 29, 31, 37, 48, 52, 62, 80]\)) is strictly weaker than ordinary convexity which is sufficient, but far from...
necessary, for lower semicontinuity when working with gradients of Sobolev functions. This disparity is due to the special structure of gradient vector fields, encompassed in the relation \( \text{curl} \, \nabla u = 0 \). This phenomenon is more general than just gradients and, in the framework of Murat and Tartar’s compensated compactness [63, 64, 81–83] has led to another family of variational results (see, for instance, [3, 19, 39, 40, 74]) for functionals acting on vector fields \( u \) satisfying \( \mathcal{A}u = 0 \) for a first-order constant-rank differential operator \( \mathcal{A} \).

Without attempting to give a comprehensive account of the field (see instead the books [28, 38, 75]) let us underline that a common point of all these results, be it gradients, higher order gradients, or \( \mathcal{A} \)-free fields, is that the partial differential operators involved are homogeneous of fixed order. This, however, need not always be the case in applications. Pantographic sheets (see [32, 36, 84]) furnish an example of a recently introduced metamaterial, characterised by energies of the form \( \int |\partial_x u|^2 + |\partial_{yy}^2 u|^2 \, dx \), i.e., with maximal derivatives of different orders in different directions. The aim of the present paper is to develop a systematic framework for studying such variational problems.

We are interested in existence of minimisers of variational problems posed in Sobolev spaces of mixed smoothness. For a fixed vector \( \mathbf{a} := (a_1, \ldots, a_N) \) with positive integer coordinates and a given function \( u : \mathbb{R}^N \supset \Omega \to \mathbb{R}^n \) we denote by

\[
\nabla_{\mathbf{a}} u := (\partial^\alpha u)_{\langle \alpha, \mathbf{a}^{-1} \rangle = 1}
\]

the matrix whose \( i \)-th row is composed of derivatives \( \partial^\alpha u^i \) of the \( i \)-th component of the map \( u \), and where the multi-indices \( \alpha \) satisfy \( \langle \alpha, \mathbf{a}^{-1} \rangle = \sum_{j=1}^N a_j \alpha_j = 1 \). We study functionals of the form

\[
W^{a,p}(\Omega; \mathbb{R}^n) \ni u \mapsto \int_{\Omega} F(\nabla_{\mathbf{a}} u(x)) \, dx,
\]

where \( F \) is the integrand and \( W^{a,p}(\Omega; \mathbb{R}^n) \) is an appropriate Sobolev space of mixed smoothness, elements of which satisfy \( \partial^\alpha u \in L^p \) for all \( \alpha \) with \( \langle \alpha, \mathbf{a}^{-1} \rangle = 1 \).

The central notion of this paper is that of \( \mathbf{a} \)-quasiconvexity. We say that a function \( F : \mathbb{R}^{n \times m} \to [-\infty, \infty) \) is \( \mathbf{a} \)-quasiconvex if for every \( V \in \mathbb{R}^{n \times m} \) one has

\[
F(V) \leq \inf_{u \in C^{\infty}_c(\Omega; \mathbb{R}^n)} \int_{\Omega} F(V + \nabla_{\mathbf{a}} u(x)) \, dx.
\]

Our main results are on coercivity, lower semicontinuity, and relaxation of functionals of the form (1.1). For continuous integrands of \( p \)-growth we provide a condition equivalent to boundedness of minimising sequences and expressed in terms of quasiconvexity of the integrand. We prove quasiconvexity to be equivalent to sequential lower semicontinuity of such integrands and, finally, provide a relaxation result phrased in terms of the \( \mathbf{a} \)-quasiconvex envelope of the integrand.

The starting point of this project is the theory of Sobolev spaces of mixed smoothness. The main question here is what other regularity and integrability properties follow when a function \( u \) is assumed to be \( L^p \) integrable, together with all its derivatives \( \partial_{x_i}^\alpha u \) for some \( \mathbf{a} = (a_1, \ldots, a_N) \). The theory of embeddings of spaces of mixed smoothness was largely developed by Nikol’skii, who started the study in [65]. Since then a number of authors have made important contributions to the theory of spaces of mixed smoothness, among which we recall [13, 14, 18, 21, 44, 49, 50, 69, 70, 77–79]. Let us note here that the list is far from being fully comprehensive. Instead we refer the reader to the two-volume book by Besov, Il’ in, and Nikol’skii (see [16] and [17]), which we will follow in most of the technical preliminaries. Let us note that, in their book, the authors call the spaces we work with anisotropic Sobolev spaces. For the purpose of the present article we have opted for the name Sobolev spaces of mixed...
smoothness to avoid confusion as to the nature of the anisotropy present in the problems we consider. Indeed, variational problems with different growth properties in different directions are often called anisotropic in the existing literature.

The arguments in the main part of the paper, i.e., the lower semicontinuity and relaxation, are based on a Young measures approach. These measures were first introduced by Young in [85–87] and have since been used and studied by a number of authors, see [4, 6, 12, 46, 47, 51], and [58] among others. A classical reference that contains a much more complete bibliography is [67]. The prevalence of Young measures in modern calculus of variations is due to the fact that they conveniently describe oscillation effects (see [34] for a generalisation capable of describing concentration as well) that may occur in weakly, but not strongly, convergent sequences of vector fields. Thus, Young measures facilitate limit passages in nonlinear quantities, a crucial issue in the field. Here, we are particularly interested in Young measures generated by sequences of $\mathbf{a}$-gradients which, as shown in Theorems 5.1 and 5.2, can be characterised by duality with $\mathbf{a}$-quasiconvex functions in the spirit of the Kinderlehrer-Pedregal ( [46, 47]) result for classical gradients.

Throughout the paper we make ample use of what has been done in the classical gradient and $\mathcal{A}$-free frameworks. Our main focus is on the new difficulties induced by the mixed smoothness setting. To separate those from other technical issues, we work with the model case of autonomous integrands $F$, that is ones that only depend on $\nabla_\mathbf{a} u$ rather than lower order derivatives of $u$ or on the spatial variable $x$. We are also very liberal when it comes to assumptions on the domain $\Omega$ and we do not attempt to optimise our results in that regard. Even so, it is worth noting that many of our proofs are based on localisation techniques and, as such, do not require strong domain assumptions, and they could be further generalised to include spatial dependence in the integrand. We limit ourselves to the reflexive regime $W^{\mathbf{a}, p}(\Omega)$ with $p \in (1, \infty)$, although it would certainly be interesting to consider the case $p = 1$. Finally, whilst the present work establishes existence of minimisers, we do not say anything about their regularity. This will be treated in an ongoing collaboration with Kristensen [55].

1.1 Main results and organization of the paper

We begin by introducing spaces of mixed smoothness, establishing the notation and fundamental technical results. Importantly, Theorem 2.1 gives us control on non-maximal derivatives of functions in our spaces, and Lemma 2.3 furnishes a projection operator onto the space of $\mathbf{a}$-gradients. Combined, the two are crucial for decomposition results of Sect. 5.1. Further on, in Proposition 2.4, we show how to approximate functions in our spaces by ones with piecewise constant $\mathbf{a}$-gradients, which is a classical tool in quasiconvexity arguments. Preliminaries continue in Sect. 3, where we recall the Fundamental Theorem of Young Measures (Theorem 3.1), as well as introduce the notion of $\mathbf{a}$-quasiconvexity.

Section 4 deals with coercivity. In Theorem 4.1 we prove that, for continuous integrands $F$ with $|F(V)| \leq C(|V|^p + 1)$, in any fixed a Dirichlet class $W^{\mathbf{a}, p}_g(\Omega)$, all minimising sequences of (1.1) are bounded if, and only if, there exists a constant $c > 0$ and a point $V_0 \in \mathbb{R}^{n \times m}$ such that $V \mapsto F(V) - c|V|^p$ is $\mathbf{a}$-quasiconvex at $V_0$. This is of independent interest, but also comes in useful for deducing additional regularity on $\mathbf{a}$-quasiconvex envelopes later on.

In Sect. 5 we study weak convergence in spaces of mixed smoothness in more detail. In Proposition 5.1 we show that oscillation and concentration effects of weakly convergent sequences of $\mathbf{a}$-gradients have $\mathbf{a}$-gradient structure as well, and in Theorems 5.1 and 5.2 we provide a characterization of Young measures generated by $\mathbf{a}$-gradients through $\mathbf{a}$-
quasiconvex functions and Jensen inequalities. These are essential results that allow us to use classical Young measures techniques in all the subsequent parts of the paper.

Theorem 6.1 shows that, for continuous integrands \( F : \mathbb{R}^{n \times m} \to [0, \infty) \) satisfying 
\[
|F(V)| \leq C(|V|^p + 1),
\]
the functional (1.1) is sequentially weakly lower semicontinuous on \( W^{a,p}(\Omega) \) if, and only if, \( F \) is \( a \)-quasiconvex. Finally, in the last section, we study relaxations of (1.1) and in Theorem 7.1 show that, if \( F \) is as before, then the sequentially weakly lower semicontinuous envelope of (1.1) is again an integral functional and
\[
\inf_{u_j \rightharpoonup u} \left\{ \liminf_{j \to \infty} \int_{\Omega} F(\nabla_a u_j) \, \mathrm{d}x \right\} = \int_{\Omega} QF(\nabla_a u(x)) \, \mathrm{d}x,
\]
where \( QF \) is the \( a \)-quasiconvex envelope of \( F \) given by
\[
QF(V) := \inf_{\phi \in C_0^\infty(\Omega)} \frac{1}{|Q|} \int_Q F(V + \nabla_a \phi(x)) \, \mathrm{d}x.
\]
The infimum in (1.2) is taken over all sequences \( u_j \) converging to \( u \) weakly in \( W^{a,p}(\Omega) \), and \( QF \) is the largest \( a \)-quasiconvex function that is no greater than \( F \). This result is proven under the additional assumption that \( F \) is locally Lipschitz, or that it satisfies 
\[
F(V) \geq c|V|^p - C
\]
for some constants \( C, c > 0 \) and all \( V \in \mathbb{R}^{n \times m} \). In the latter case we are able, in Theorem 7.2, to remove the \( p \)-growth bound from above and obtain a relaxation formula also for integrands \( F \) that may take the value \( +\infty \).

2 Spaces of mixed smoothness

We begin by introducing the function spaces in which our variational problems are set. We collect basic facts about Sobolev spaces of mixed smoothness \( W^{a,p} \) which, while available in the literature, might not be as classical and well-known as the corresponding theory of the usual Sobolev spaces \( W^{k,p} \). Let us note that, what we call Sobolev spaces of mixed smoothness, is often referred to as ‘anisotropic Sobolev spaces’ in the literature that we cite. We have opted for the name ‘mixed smoothness’ as the term ‘anisotropic variational problems’ is already widespread and used to describe problems where the integrand and the input functions exhibit different growth properties in derivatives in different directions. That is, ‘anisotropic variational problems’ usually refer to problems posed in the space \( W^{k,p} \) with vector parameter \( p \), rather than \( W^{a,p} \) with vector parameter \( a \), which we are interested in here. Nevertheless, our setting is certainly anisotropic and we shall use this term occasionally, particularly when talking about scaling.

2.1 Preliminaries

Any partial differentiation operator \( \partial^\alpha := \partial_1^{\alpha_1} \partial_2^{\alpha_2} \ldots \partial_N^{\alpha_N} \) acting on functions mapping a subdomain of \( \mathbb{R}^N \) to \( \mathbb{R}^n \) may be identified with the multi-index \( \alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{Z}^N_+ \), where \( \mathbb{Z}^N_+ \) denotes the set of points in \( \mathbb{R}^N \) with non-negative integer coordinates.

Specifying a set of derivatives \( A \subset \mathbb{Z}^N_+ \) and their desired integrability defines a Sobolev-like space—for example the classical \( W^{k,p} \) Sobolev spaces correspond to \( A := \{\alpha \in \mathbb{Z}^N_+ : \lvert \alpha \rvert \leq k \} \) with \( L^p \) integrability on all the derivatives. In this work our principal assumption is that the functions in our spaces admit maximal pure derivatives in each direction, but the orders of these maximal derivatives remain arbitrary.
Here and in all that follows, $\Omega$ is a bounded open Lipschitz subset of $\mathbb{R}^N$ with $|\partial \Omega| = 0$, where $|\partial \Omega|$ denotes the $N$-dimensional Lebesgue measure of the the boundary of $\Omega$. We denote by $C_c^\infty(\Omega, \mathbb{R}^n)$ the space of smooth and compactly supported functions $\varphi : \Omega \to \mathbb{R}^n$. We often omit the target space when it is clear from the context and simply write $C_c^\infty(\Omega)$.

We fix a vector $a = (a_1, \ldots, a_N) \in \mathbb{N}^N$, where the respective entries $a_i$ denote the desired maximal order of differentiability with respect to the $x_i$ coordinate. We fix an exponent $p \in (1, \infty)$, let $a^{-1} := (a_1^{-1}, \ldots, a_N^{-1})$, and introduce the following

**Definition 2.1** For a bounded open set $\Omega \subset \mathbb{R}^N$ the Sobolev space $W^{a,p}(\Omega; \mathbb{R}^n)$ is defined as the completion of $C^\infty(\Omega; \mathbb{R}^n) \cap \{ \varphi : \sum_{(\alpha, a^{-1}) \leq 1} \| \partial^\alpha \varphi \|_{L^p(\Omega; \mathbb{R}^n)} < \infty \}$ with respect to the norm

$$\|u\|_{W^{a,p}} := \sum_{(\alpha, a^{-1}) \leq 1} \| \partial^\alpha u \|_{L^p(\Omega; \mathbb{R}^n)}.$$ 

We often omit the target space $\mathbb{R}^n$ and write simply $W^{a,p}(\Omega)$ or even $W^{a,p}$ if the domain $\Omega$ is clear from the context. We also denote by $W^{a,0,p}(\Omega; \mathbb{R}^n)$ the completion of $C_c^\infty(\Omega; \mathbb{R}^n)$ in the same norm.

The set $\{ \alpha \in \mathbb{Z}_0^N : (\alpha, a^{-1}) \leq 1 \}$ has the important property that if $\alpha, \beta \in \mathbb{Z}_0^N$ are two multi-indices with $\beta \leq \alpha$ (coordinate-wise) and $\alpha$ is in our set then so is $\beta$, which makes the collection a smoothness in the language of Pełczyński-Senator (see [69]). Moreover, all the maximal elements of the smoothness lie on a common hyperplane $\{ \alpha : (\alpha, a^{-1}) = 1 \}$, thus allowing for convenient scaling, which we will discuss later. This hyperplane is called a pattern of homogeneity by Kazaniecki, Stolyarov, and Wojciechowski in [45]. It is worth mentioning that their paper is the first one to introduce a simple version of anisotropic quasiconvexity (to be discussed later) thus inspiring the present work. Let us observe that, in our case, the hyperplane of homogeneity intersects all coordinate axes at integer points (i.e. we have maximal pure derivatives in all directions), which is important for the structure of the relevant Sobolev spaces. Our exposition of the theory of these spaces is based on the book [16] by Besov, Il’in, and Nikolskii. Finally, let us remark that the functions considered are, in general, vector-valued and we impose the same differentiability on all components of the functions considered. In general, it would be interesting to allow for different smoothness in different components. This is, however, outside of the scope of the present paper.

**Proposition 2.1** (see [16]) For $p \in [1, \infty)$ the space $W^{a,p}(\Omega; \mathbb{R}^n)$ coincides with the space of functions $u \in L^p(\Omega; \mathbb{R}^n)$ with distributional derivatives $\partial^\alpha u \in L^p(\Omega; \mathbb{R}^n)$ for all $(\alpha, a^{-1}) \leq 1$. The spaces $W^{a,p}(\Omega)$ and $W^{a,0,p}(\Omega)$ are both separable Banach spaces. For $p \in (1, \infty)$ the two spaces are also reflexive.

This is shown in [16], bar the reflexivity part, which may be immediately deduced by considering $W^{a,p}(\Omega; \mathbb{R}^n)$ as a closed subspace of $\bigoplus_{(\alpha, a^{-1}) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n)$ through the embedding $u \mapsto (\partial^\alpha u)_{(\alpha, a^{-1}) \leq 1}$.

### 2.2 Embeddings of Sobolev spaces of mixed smoothness

An important structural property of spaces of mixed smoothness is the existence of continuous and compact embeddings, similar to the classical Sobolev embeddings. To begin with, we note that, as in the classical case of, say $W^{1,p}(\Omega)$, there are certain regularity assumptions that one must impose on the domain $\Omega$. 

$\mathfrak{Springer}$
Definition 2.2 Let \( b \in \mathbb{R}^N \) be a vector with non-zero coordinates. Fix \( h \in (0, \infty) \) and \( \varepsilon \in (0, \infty) \). The set
\[
V(b, h, \varepsilon) := \bigcup_{0<v<h} \left\{ x \in \mathbb{R}^N : \frac{X_i}{b_i} > 0, v < \frac{X_i}{b_i} < (1+\varepsilon)v \text{ for all } i \in \{1, 2, \ldots, N\} \right\}
\]
is called an \( a \)-horn of radius \( h \) and opening \( \varepsilon \).

Definition 2.3 Let \( \Omega \subset \mathbb{R}^N \) be open and let \( K \in \mathbb{N} \). Suppose that for \( k \in \{1, 2, \ldots, K\} \) there exist open sets \( \Omega_k \) and \( a \)-horns \( V_k \) (with coefficients \( b_k, h_k, \varepsilon_k \) depending on \( k \)) such that
\[
\Omega = \bigcup_{k=1}^K \Omega_k = \bigcup_{k=1}^K (\Omega_k + V_k).
\]
Then we say that \( \Omega \) satisfies the weak \( a \)-horn condition.

Theorem 2.1 (see Theorem 9.5 in [16]) Suppose that an open set \( \Omega \subset \mathbb{R}^N \) satisfies the weak \( a \)-horn condition and let \( p \in (1, \infty) \). Then there exists a real number \( h_0 \in (0, \infty) \) depending on \( \Omega \) and a constant \( C \) such that, for all \( h \in (0, h_0) \) and all \( u \in W^{a,p}(\Omega) \), one has, for all multi-indices \( \beta \in \mathbb{Z}_+^N \) with \( \langle \beta, a^{-1} \rangle \leq 1 \), that
\[
\| \partial^\beta u \|_p \leq C \left( h^{1-\langle \beta, a^{-1} \rangle} \sum_{i=1}^N \| \partial_i^a u \|_p + h^{-\langle \beta, a^{-1} \rangle} \| u \|_p \right).
\]

Thus, on domains satisfying the weak \( a \)-horn condition (see [15] where the condition was first studied) the intermediate derivatives are controlled by the maximal pure derivatives and the function itself, so that the relevant Sobolev space is well behaved. In particular, it allows us to get compactness on non-maximal derivatives, see Lemma 2.2 below.

In the isotropic case (i.e., \( a_i = a_j \) for all \( i, j \)) the \( a \)-horn is in fact a cone and horn conditions are equivalent to the, more familiar, cone conditions. In the genuinely anisotropic scenario the \( a \)-horn condition is more surprising. For instance, (see [16]) the two-dimensional disc only satisfies the weak \( a \)-horn condition if \( \frac{1}{2}a_1 \leq a_2 \leq 2a_1 \). Fortunately, there are no issues when working with rectangular domains, which we note in the following:

Lemma 2.1 (see [16]) Any set of the form \((l_1, r_1) \times \ldots \times (l_N, r_N) \subset \mathbb{R}^N\) for some \( l_1, r_1 \in \mathbb{R} \) satisfies the weak \( a \)-horn condition.

Before we proceed, let us note several important consequences of the embeddings:

Proposition 2.2 Let \( \Omega \subset \mathbb{R}^N \) be a bounded open set with a Lipschitz boundary. Then the embedding of \( W^{a,p}(\Omega) \) into \( L^p(\Omega) \) is compact.

Proof For any \( a \) one has the inclusion \( W^{a,p}(\Omega) \subset W^{1,p}(\Omega) \) into the standard Sobolev space. Since the inclusion \( W^{1,p}(\Omega) \subset L^p(\Omega) \) is compact the proof is finished.

\( \Box \)

Lemma 2.2 Suppose that a bounded open set \( \Omega \subset \mathbb{R}^N \) with a Lipschitz boundary satisfies the weak \( a \)-horn condition and let \( p \in (1, \infty) \). Then for any \( \beta \) with \( \langle \beta, a^{-1} \rangle < 1 \) the mapping \( W^{a,p}(\Omega) \hookrightarrow L^p(\Omega) \) given by \( u \mapsto \partial^\beta u \) is completely continuous, i.e., if \( u_j \to u \) in \( W^{a,p}(\Omega) \) then \( \partial^\beta u_j \to \partial^\beta u \) in \( L^p(\Omega) \).
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Proof Considering $u_j - u$ instead of $u_j$ we may assume that $u = 0$. Fix a $\beta$ with $\langle \beta, a^{-1} \rangle < 1$ and note that Theorem 2.1 shows that there exists an $h_0 > 0$ such that, for all $h \in (0, h_0)$, one has

$$
\|\partial_\beta u_j\|_p \leq C \left( h^{1-\langle \beta, a^{-1} \rangle} \left( \sum_{\langle \alpha, a^{-1} \rangle = 1} \|\partial^\alpha u\|_p \right) + h^{-\langle \beta, a^{-1} \rangle} \|u_j\|_p \right).
$$

Proposition 2.2 implies that $u_j$ converges strongly to 0 in $L^p$. Hence, there exists a sequence $h_j \in (0, h_0)$ with $h_j \to 0$ and $C h_j^{-\langle \beta, a^{-1} \rangle} \|u_j\|_p \to 0$ as $j \to \infty$. Finally, because $u_j$ is bounded in $W^{a,p}$, we know that $\left( \sum_{\langle \alpha, a^{-1} \rangle = 1} \|\partial^\alpha u\|_p \right)$ is bounded, and since $C h_j^{-\langle \beta, a^{-1} \rangle} \to 0$ we conclude that $\|\partial_\beta u_j\|_p \to 0$, which ends the proof.

Another consequence of Theorem 2.1 is

**Corollary 2.1** Let $\Omega \subset \mathbb{R}^N$ satisfy the weak $a$-horn condition. Then all of the following

$$
\|u\| := \|u\|_p + \sum_{i=1}^N \|\partial_\alpha^i u\|_p,
$$

$$
\|u\| := \|u\|_p + \sum_{\langle \alpha, a^{-1} \rangle = 1} \|\partial^\alpha u\|_p,
$$

$$
\|u\| := \sum_{\langle \beta, a^{-1} \rangle \leq 1} \|\partial_\beta u\|_p,
$$

yield equivalent norms on $W^{a,p}(\Omega)$.

In closing this subsection let us note that the study of embeddings for spaces of mixed smoothness has been started by Besov and Il’in in [15]. Together with Nikolskii, these authors have expanded, compiled, and clarified the theory in [16]. It is, however, not the only relevant source. Similar questions have been studied, among others, by Boman (see [18]) who also treats the case $p = \infty$, as well as Demidenko and Upsenskii (see [33]) who worked on quasielliptic operators, a class important in regularity of solutions to mixed smoothness variational problems, which we will return to in a forthcoming paper. Finally, in the particular case of rectangular sets (like in Lemma 2.1) a bounded extension may be constructed using the Hestenes’ method (as observed by Burenkov and Fain in [22]) which then, together with embeddings on the full space, yields existence of embeddings on rectangular domains as well.

### 2.3 Canonical projection

For $u \in W^{a,p}$ we write $\nabla_a u$ for the $a$-gradient of $u$ given by

$$
\nabla_a u := (\partial^\alpha u)_{\langle \alpha, a^{-1} \rangle = 1}.
$$

For future use let us denote the cardinality of the set $\{\alpha \in \mathbb{Z}_+: \langle \alpha, a^{-1} \rangle = 1\}$ by $m$, so that for $u \in W^{a,p}(\Omega, \mathbb{R}^n)$ the $a$-gradient is a map defined on $\Omega$ with values in $\mathbb{R}^{n \times m}$. In what follows we will often need to carry out certain operations, for example truncations, on $a$-gradients of various functions. These are easy to do on mappings $\Omega \to \mathbb{R}^{n \times m}$, but they need not preserve the $a$-gradient structure, and to remedy that we turn to Canonical
Sobolev Projections following Pełczyński’s work in [68]. The aim is to obtain an analogue of the Helmholtz decomposition for the mixed smoothness setting. We will then use it for regularizing generating sequences of certain Young measures, similarly to what has been done by Fonseca and Müller in [40] in the case of $\mathcal{A}$-free vector fields and $\mathcal{A}$-quasiconvexity.

There is a canonical embedding

$$
\widetilde{\nabla}_a: W^{a,p}(\mathbb{R}^N; \mathbb{R}^n) \rightarrow \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n)
$$

given by $\widetilde{\nabla}_a u := (\partial^\alpha u)_{(|\alpha, a^{-1}|) \leq 1}$, but it is not surjective. With $p = 2$ one may define the canonical (orthogonal) projection of the target space onto the image of this embedding, i.e.,

$$
P_a: \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^2(\mathbb{R}^N; \mathbb{R}^n) \rightarrow \text{Im} \widetilde{\nabla}_a.
$$

(2.2)

It has been shown in [68] (see Corollary 5.1 therein) that the projection from (2.2) is of strong type $(p, p)$ for $1 < p < \infty$, thus one can extend it by continuity from

$$
\bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^2(\mathbb{R}^N; \mathbb{R}^n) \rightarrow \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^2(\mathbb{R}^N; \mathbb{R}^n)
$$

to

$$
\bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n) \rightarrow \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n).
$$

Lemma 2.3 Fix any $p \in (1, \infty)$ and denote by $P_a$ the extension of the canonical projection discussed above. Then:

(i) the map $P_a$ is a bounded linear operator on $\bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n)$;

(ii) for any $V \in \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p$ we have $P_a(P_a V) = P_a V$;

(iii) if the family $\{V_j\} \subset \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p$ is $p$-equiintegrable then so is $\{P_a V_j\}$.

Proof The first assertion is the content of Corollary 5.1 in [68]. Point ii) is, by definition, true in $\bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^2(\mathbb{R}^N; \mathbb{R}^n)$. For a general exponent $p$ let us fix $V \in \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^p(\mathbb{R}^N; \mathbb{R}^n)$ and a family $V_j \subset \bigoplus_{(|\alpha, a^{-1}|) \leq 1} L^2(\mathbb{R}^N; \mathbb{R}^n)$ with $\|V - V_j\|_p \rightarrow 0$. By continuity of $P_a$ (and thus of $P_a \circ P_a$) one has

$$
P_a V_j \rightarrow P_a V \text{ and } P_a(P_a V_j) \rightarrow P_a(P_a V) \text{ in } L^p(\mathbb{R}^N; \mathbb{R}^n),
$$

and since $P_a V_j = P_a(P_a V_j)$ for each $j$ the claim is proven.

For the last part consider the standard truncation $\tau_k$ given by

$$
\tau_k(X) := \begin{cases} 
X & \text{if } |X| \leq k, \\
k \frac{X}{|X|} & \text{if } |X| > k.
\end{cases}
$$

(2.3)

Then fix any sequence $V_j$ satisfying the assumptions of point iii). Since $\{\tau_k(V_j)\}$ is bounded in $L^\infty$ and in $L^p$ we know, by continuity of $P_a$ as a map from $L^q$ to $L^q$, that $\{P_a \tau_k(V_j)\}$ is bounded in any $L^q$ with $p \leq q < \infty$, so that this family is equiintegrable in $L^p$. Then again, $p$-equiintegrability of $\{V_j\}$ itself yields

$$
\lim_{k \rightarrow \infty} \sup_j \|V_j - \tau_k(V_j)\|_p = 0,
$$

\(\text{Springer}\)
so again continuity of \( P_a : L^p \rightarrow L^p \) gives
\[
\lim_{k \to \infty} \sup_j \| P_a(V_j - \tau_k(V_j)) \|_p = 0,
\]
hence \( \{ P_a(V_j) \} \) is \( p \)-equiintegrable as claimed. \( \square \)

### 2.4 Anisotropic scaling

In what follows we will often need to use a specific anisotropic scaling. For a real number \( R > 0 \) and a vector \( v = (v_1, v_2, \ldots, v_N) \in \mathbb{R}^N \) we let
\[
R \odot v := (R^{1/a_1}v_1, R^{1/a_2}v_2, \ldots, R^{1/a_N}v_N).
\]
Here, and in all that follows, \( Q \subset \mathbb{R}^N \) will, unless otherwise specified, denote \([-1, 1]^N\). We let \( Q_R(x_0) \subset \mathbb{R}^N \) be the open box centred at \( x_0 \in \mathbb{R}^N \) and scaled according to the rule just described, so that
\[
Q_R(x_0) := \{ x \in \mathbb{R}^N : |x^i - x_0^i|^{a_i} < R \text{ for all } 1 \leq i \leq N \}.
\]
Equivalently, we could write \( Q_R(x_0) = x_0 + R \odot Q \). We call \( R \) the anisotropic radius of the box \( Q_R \) and \( x_0 \) its centre. From now on we will always understand a ‘box’ to mean a set of the form above, i.e., an anisotropically scaled and translated unit cube.

Observe that, unless the scaling is in fact isotropic (that is, \( a_i = a_j \) for all \( i, j \)), our family of boxes is not of bounded eccentricity, i.e., there does not exist a constant \( c > 0 \) such that each box \( Q_R(x_0) \) in our collection is contained in some (Euclidean) ball \( B \) with \( |Q_R(x_0)| \geq c|B| \). Therefore, it is not obvious if standard results such as the Vitali covering lemma, or the Lebesgue differentiation theorem, hold for balls replaced by anisotropically scaled boxes. Note that even sharper statements of the Vitali covering lemma, such as the one in [76] by Saks (which only requires the eccentricity to be bounded along fixed sequences converging to a given point), or the one in [59] by Mejibro and Topsøe (where the condition on the eccentricity is in integral form), are not directly applicable.

Nevertheless, these results may be proven in a straightforward way — it suffices to follow the proof of Vitali’s covering lemma given in [11], and the Lebesgue differentiation theorem (which is what we are after) follows immediately. In fact, the result could also be deduced as a special case of the more general work by Calderón and Torchinsky (see [25]), thus we omit the proof of the following:

**Theorem 2.2** (Anisotropic Lebesgue differentiation theorem) Let \( f \in L^1_{\text{loc}}(\mathbb{R}^N) \). For Lebesgue almost every \( x_0 \in \mathbb{R}^N \) one has
\[
\lim_{R \to 0} \frac{1}{|Q_R(x_0)|} \int_{Q_R(x_0)} |f(x) - f(x_0)| \, dx = 0.
\]

### 2.5 Piecewise polynomial approximation

For a function \( f \in L^1(Q_R(x_0)) \) we denote by \( (f)_{Q_R(x_0)} \) its average over \( Q_R(x_0) \), i.e.,
\[
(f)_{Q_R(x_0)} := \int_{Q_R(x_0)} f(x) \, dx.
\]
We often write simply \( Q_R \) if the center is not important or clear from the context.
Lemma 2.4 There exists a constant C such that, for any $r > 0$ and any $\sigma \in (0, \frac{1}{2})$, there exists a cut-off function $\eta \in C^\infty_0(Q_r; [0, 1])$ which is identically equal to 1 on $Q_{(1-\sigma)r}$ and satisfies

$$\|\partial^\beta \eta\|_{L^\infty} \leq C r^{-\langle \beta, a^{-1} \rangle} \sigma^{-|\beta|},$$

for all multi-indices $\beta$ with $\langle \beta, a^{-1} \rangle \leq 1$.

Proof It is enough to consider the case $r = 1$, as the general result will then follow by scaling. With $r = 1$ observe that the distance between the faces of $Q$ and $Q_{1-\sigma}$ along the $x_i$ axis is equal to $1 - (1 - \sigma)^{1/a_i}$. For sufficiently small $C$ the function $C\sigma + (1 - \sigma)^{1/a_i}$ is decreasing in $\sigma$, so there exists a constant $C > 0$ such that, for all $\sigma \in (0, \frac{1}{2})$, we have

$$1 - (1 - \sigma)^{1/a_i} \geq C \sigma,$$

for all $i$. Now it is enough to construct one dimensional cut-off functions $\eta^i(x_i)$ that realise the desired cut-off along the particular axes and satisfy $\|\partial^k \eta^i\|_{L^\infty} \leq 2(C\sigma)^{-k}$. We then conclude by setting $\eta(x) := \prod_{i=1}^N \eta^i(x_i)$. \qed

We recall the following version of the Poincaré inequality in $W^{a,p}$ proven by Dupont and Scott in [35], where, instead of requiring zero boundary values, we allow for correction in terms of the kernel of the operator $\nabla_a$.

Proposition 2.3 (see Theorem 4.2 in [35]) There exists a constant $C$ such that for any function $u \in W^{a,p}(Q)$ with $p \in [1, \infty)$ there exists a polynomial $P_u \in C^\infty(Q)$ with $\nabla_a P_u \equiv 0$ satisfying

$$\|u - P_u\|_{W^{a,p}(Q)} \leq C \|\nabla_a u\|_{L^p(Q)}.$$

Observe that, in the above, $Q$ is fixed to be the unit cube, and we do not assert anything about approximations on other domains. However, we will only ever use this result on anisotropic boxes, and it is easy to see how to adjust the constant to scaling, as shown in the following:

Corollary 2.2 There exists a constant $C$ such that for any function $u \in W^{a,p}(Q_r)$ with $p \in [1, \infty)$ there exists a polynomial $P_u \in C^\infty(Q_r)$ with $\nabla_a P_u \equiv (\nabla_a u)_Q$, such that for any $\beta$ with $\langle \beta, a^{-1} \rangle \leq 1$ we have

$$r^{-1+\langle \beta, a^{-1} \rangle} \|\partial^\beta (u - P_u)\|_{L^p(Q_r)} \leq C \|\nabla_a (u - P_u)\|_{L^p(Q_r)}.$$

The constant $C$ does not depend on the function $u$ nor the radius $r$.

Proof First of all, note that using our anisotropic rescaling we may reduce to the case $r = 1$. This also determines the scaling, i.e., the $r^{-1+\langle \beta, a^{-1} \rangle}$ factor. Secondly, it is clearly enough to prove the result for $u \in C^\infty(Q)$, as the general case then follows from density of smooth functions in $W^{a,p}(Q)$. Observe that by considering

$$\tilde{u}(x) := u(x) - \sum_{\langle \alpha, a^{-1} \rangle = 1} x^\alpha \left(\partial^\alpha u\right)_Q,$$

we reduce our task to finding a polynomial $\tilde{P}_{\tilde{u}}$ with $\nabla_a \tilde{P}_{\tilde{u}} \equiv 0$ and such that

$$\|\partial^\beta (\tilde{u} - \tilde{P}_{\tilde{u}})\|_{L^p(Q)} \leq C \|\nabla_a \tilde{u}\|_{L^p(Q)}$$

for all $\beta$ with $\langle \beta, a^{-1} \rangle < 1$, as the case $\langle \beta, a^{-1} \rangle = 1$ is trivial. The existence of such a $\tilde{P}_{\tilde{u}}$ is the content of Proposition 2.3, which completes the proof. \qed
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Proposition 2.4 (see Theorem 10.16 in [30]) For any bounded open Lipschitz domain $\Omega$, any $u \in W^{a,p}(\Omega)$ and any $\varepsilon > 0$ there exist a function $u_\varepsilon \in W^{a,p}(\Omega)$ and a finite family of disjoint boxes $\{Q_{i,\varepsilon}\}$ such that $\nabla_a u_\varepsilon$ is constant on each $Q_{i,\varepsilon} \subset \Omega$, $|\Omega \setminus \bigcup_i Q_{i,\varepsilon}| < \varepsilon$, and $\|u - u_\varepsilon\|_{W^{a,p}(\Omega)} < \varepsilon$.

Proof Fix an arbitrary $u \in W^{a,p}(\Omega)$ and a parameter $\tau \in (0, 1)$ to be determined later. Decompose $\Omega$, up to a set of measure zero, into a countable family of disjoint, open boxes $\{Q_{i,\tau}\}$ of radii equal, or smaller than, $\tau$. Select a finite subfamily of $I$ boxes covering $\Omega$ up to a set of measure less than $\varepsilon/2$ and relabel the elements so that $|\Omega \setminus \bigcup_i Q_{i,\tau}| < \varepsilon/2$. From now on we focus our attention only on the boxes $Q_{i,\tau}$ with $1 \leq i \leq I$. Let $P_{i,\tau}$ denote the polynomial approximating $u$ on $Q_{i,\tau}$ given by Corollary 2.2. Let $\sigma \in (0, 1/2)$ be a parameter to be determined later. For every $Q_{i,\tau}$ take a cut-off function $\eta_{i,\tau} \in C^\infty_c(Q_{i,\tau})$ identically equal to 1 on $(1 - \sigma) \cap Q_{i,\tau}$, as in Lemma 2.4. Define

$$v(x) := u(x) + \sum_{i=1}^I \eta_{i,\tau}(x) \left( P_{i,\tau}(x) - u(x) \right),$$

so that $\nabla_a v$ is constant on each $(1 - \sigma) \cap Q_{i,\tau}$ and $v \in W^{a,p}(\Omega)$. We may now calculate

$$\|u - v\|_{W^{a,p}(\Omega)}^p = \sum_{(\beta,a^{-1}) \leq 1} \int_{Q_{i,\tau}} |\partial^\beta (u - v)|^p \, dx$$

$$\leq \sum_{(\beta,a^{-1}) \leq 1} \sum_{i=1}^I \int_{Q_{i,\tau}} \left| \partial^\beta \left( \eta_{i,\tau}(x) (u(x) - P_{i,\tau}(x)) \right) \right|^p \, dx$$

$$\leq \sum_{(\beta,a^{-1}) \leq 1} \sum_{i=1}^I \int_{Q_{i,\tau}} \sum_{0 \leq \gamma \leq \beta} \left| \partial^\gamma \eta_{i,\tau}(x) \right|^p \left| \partial^{\beta - \gamma} (u(x) - P_{i,\tau}(x)) \right|^p \, dx.$$ 

Using the bounds on the derivatives of $\eta$ we may write

$$\|u - v\|_{W^{a,p}(\Omega)}^p \leq C \sum_{(\beta,a^{-1}) \leq 1} \sum_{0 \leq \gamma \leq \beta} \sum_{i=1}^I \sigma^{-p|\beta|} \tau^{-p(\gamma,a^{-1})} \int_{Q_{i,\tau}} \left| \partial^{\beta - \gamma} (u(x) - P_{i,\tau}(x)) \right|^p \, dx.$$ 

Using the bound from Corollary 2.2 on each $Q_{i,\tau}$ now yields

$$\|u - v\|_{W^{a,p}(\Omega)}^p \leq C \sum_{(\beta,a^{-1}) \leq 1} \sum_{0 \leq \gamma \leq \beta} \sum_{i=1}^I \sigma^{-p|\beta|} \tau^{-p(\gamma,a^{-1})} \|\nabla_a (u - P_{i,\tau})\|_{L^p(Q_{i,\tau})}^p.$$ 

Thus,

$$\|u - v\|_{W^{a,p}(\Omega)}^p \leq C \sum_{(\beta,a^{-1}) \leq 1} \sum_{0 \leq \gamma \leq \beta} \sum_{i=1}^I \sigma^{-p|\beta|} \tau^{-p(\beta,a^{-1})} \|\nabla_a (u - P_{i,\tau})\|_{L^p(Q_{i,\tau})}^p.$$
and finally, since $\langle \beta, a^{-1} \rangle \leq 1$, $\sigma < 1/2$, and $\tau < 1$, we may write

$$\|u - v\|_{W^{a,p}(\Omega)}^p \leq C\sigma^{-p} \max_j a_j \sum_{i=1}^I \|\nabla_a(u - P_{\tau,i})\|_{L^p(Q_{\tau,i})}^p.$$ 

Now it is time to choose the parameters $\sigma$ and $\tau$. Observe that $\frac{|(1-\sigma)\cap Q_{\tau,i}|}{|Q_{\tau,i}|} = (1 - \sigma)^{|a^{-1}|}$ for any $\tau$ and any $i$. Thus, choosing $\sigma$ small enough ensures that, with any $\tau$, we will have $|\Omega \setminus (\cup_i (1 - \sigma) \cap Q_{\tau,i})| < \varepsilon$. With $\sigma$ fixed it is enough to choose $\tau$ small enough so that

$$\sum_{i=1}^I \|\nabla_a(u - P_{\tau,i})\|_{L^p(Q_{\tau,i})}^p \leq C^{-1} \sigma^{-p} \max_j a_i \varepsilon,$$

which is possible as, thanks to Theorem 2.2, one can approximate $\nabla_a u$ in the $L^p$ norm by its averages over a grid of boxes of sufficiently small radii. Using the corresponding $v$ as $u_\varepsilon$ ends the proof. \hfill \Box

3 Preliminaries on Young measures and $a$-quasiconvexity

The main technical tool that we will use in studying lower semicontinuity of integral functionals defined on Sobolev spaces of mixed smoothness is the theory of Young measures (see [85–88]). These measures describe the behaviour of weakly converging sequences more accurately than just their weak limits and facilitate limit passages in nonlinear quantities.

The oscillation Young measures generated by weakly convergent sequences of $a$-gradients are of particular interest to us. In this section we establish the basic notions of $a$-quasiconvexity and recall key facts about Young measures. Later on, in Sect. 5, we will explore how $a$-quasiconvex functions and $W^{a,p}$-gradient Young measures characterize one another.

3.1 Oscillation Young measures

We denote by $\mathcal{M}(\mathbb{R}^{n \times m})$ the set of all Radon measures on $\mathbb{R}^{n \times m}$, and by $\mathcal{P}(\mathbb{R}^{n \times m}) \subset \mathcal{M}(\mathbb{R}^{n \times m})$ the set of all probability measures on $\mathbb{R}^{n \times m}$. We say that a function $F: \Omega \times \mathbb{R}^{n \times m} \to (-\infty, \infty]$ is a normal integrand if $F$ is Borel measurable and, for every fixed $x \in \Omega$, the function $W \mapsto F(x, W)$ is lower semicontinuous. Similarly, we say that a function $F: \Omega \times \mathbb{R}^{n \times m} \to \mathbb{R}$ is Carathéodory if both $F$ and $-F$ are normal integrands. Finally, a map $v: \Omega \to \mathcal{M}(\mathbb{R}^{n \times m})$ is said to be weak*-measurable if $x \mapsto \langle v_x, \varphi \rangle$ is (Lebesgue) measurable for any continuous and compactly supported function $\varphi: \mathbb{R}^{n \times m} \to \mathbb{R}$.

We begin with the following version of the Fundamental Theorem of Young Measures which may be found, for example, in Pedregal’s book, (see [67], followed by a simple result on translations.

Theorem 3.1 (see [67]) Let $\Omega \subset \mathbb{R}^N$ be a measurable set of finite measure and $V_j: \Omega \to \mathbb{R}^{n \times m}$ be a bounded sequence of $L^p$ functions for some $p \in [1, \infty]$. Then there exists a subsequence $V_{j_k}$ and a weak*-measurable map $v: \Omega \to \mathcal{M}(\mathbb{R}^{n \times m})$ such that the following hold:

(i) every $v_x$ is a probability measure;

(ii) if $F: \Omega \times \mathbb{R}^{n \times m} \to \mathbb{R} \cup \{\infty\}$ is a normal integrand bounded from below, then

$$\liminf_{j \to \infty} \int_\Omega F(x, V_{j_k}(x)) \, dx \geq \int_\Omega F(x) \, dx.$$
where
\( \overline{F}(x) := \langle v_x, F(x, \cdot) \rangle = \int_{\mathbb{R}^n \times m} F(x, y) \, dv_x(y) ; \)

(iii) if \( F : \Omega \times \mathbb{R}^n \times m \to \mathbb{R} \cup \{ \infty \} \) is Carathéodory and bounded from below, then
\[
\lim_{j \to \infty} \int_{\Omega} F(x, V_{jk}(x)) \, dx = \int_{\Omega} \overline{F}(x) \, dx < \infty
\]
if and only if \( \{ F(\cdot, V_{jk}(\cdot)) \} \) is equiintegrable (in the usual \( L^1 \) sense). In this case
\[
F(\cdot, V_{jk}(\cdot)) \rightharpoonup \overline{F} \text{ in } L^1(\Omega).
\]

The family \( \{ v_x \}_{x \in \Omega} \) is called the (oscillation) Young measure generated by \( V_{jk} \). If there exists some \( x_0 \in \Omega \) such that \( v_x = v_{x_0} \) for almost every \( x \in \Omega \) then we say that \( v \) is a homogeneous Young measure and often identify the family \( \{ v_x \} \) with the single measure \( v_{x_0} \) if there is no risk of confusion.

**Proposition 3.1** (see [67]) If \( \{ V_j \} \) generates an oscillation Young measure \( v \) and if \( W_j \to W \) in measure, then \( \{ V_j + W_j \} \) generates the translated Young measure
\[
\tilde{v}_x := \delta_{W(x)} * v_x,
\]
where
\[
\langle \delta_U * \mu, \varphi \rangle = \langle \mu, \varphi( \cdot + U) \rangle
\]
for \( U \in \mathbb{R}^{n \times m} \) and \( \varphi \in C_0(\mathbb{R}^{n \times m}) \). In particular, if \( W_j \to 0 \) in measure, then \( \{ V_j + W_j \} \) still generates \( v \). Similarly, if \( \| V_j - W_j \|_p \to 0 \) for some \( p \in [1, \infty] \) then both \( V_j \) and \( W_j \) generate the same Young measure.

### 3.2 a-quasiconvexity

This subsection defines the mixed smoothness equivalent of quasiconvexity introduced first by Morrey in [61] (see also [28] for a broad list of references). For now we only introduce the basics, we will revisit a-quasiconvexity in more detail in Sect. 6, when we study lower semicontinuity properties of functionals.

**Definition 3.1** We say that a function \( g : \mathbb{R}^{n \times m} \to [\infty, \infty) \) is a-a-quasiconvex if for every \( V \in \mathbb{R}^{n \times m} \) one has
\[
g(V) \leq \inf_{u \in C^\infty_c(Q; \mathbb{R}^n)} \int_Q g(V + \nabla_u u(x)) \, dx.
\]
For functions that need not be a-a-quasiconvex we introduce the following:

**Definition 3.2** For a measurable function \( g : \mathbb{R}^{n \times m} \to [\infty, \infty) \) we define the function \( Qg : \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times m} \) by
\[
Qg(V) := \inf \left\{ \int_Q g(V + \nabla_u u(x)) \, dx : u \in C^\infty_c(Q) \right\}.
\]
The expression on the right-hand side of the above definition is often called Dacorogna’s formula in the standard first order gradient case (see [28]). In what follows we will often refer to $Qg$ as the $a$-quasiconvex envelope of $g$, and the next lemma justifies this terminology, by asserting that $Qg$ is the largest $a$-quasiconvex function that is smaller than or equal to $g$. By definition $Qg \leq g$, simply by testing the definition with $u \equiv 0$ and, again from the definition, one sees immediately that any $a$-quasiconvex function that is no bigger than $g$ must be no bigger than $Qg$. Thus it only remains to show that $Qg$ is $a$-quasiconvex. This can be done following the approach of Fonseca and Müller from [40]. One only needs to use the anisotropic scaling we introduced earlier instead of the classical isotropic one. Thus, for the sake of brevity, we simply state the result and refer the reader to [72] for the full argument.

**Lemma 3.1** For a continuous function $g : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ we have $Q(Qg) = Qg$, that is, $Qg$ is indeed $a$-quasiconvex.

### 4 Coercivity

With the preliminaries out of the way we are ready to move on to the core part of the paper, i.e., the study of existence of solutions to variational problems posed in Sobolev spaces of mixed smoothness. To use the Direct Method we need two ingredients: compactness of sequences of minimisers and sequential lower semicontinuity of the given functional. In this section we focus on the first part and study coercivity of the relevant functionals. Our first goal is Theorem 4.1, which is a generalisation to the mixed smoothness framework of a recent result due to Chen and Kristensen from [26], that was further improved by Gmeineder and Kristensen in [43].

Here $F : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ is a continuous integrand satisfying the growth condition

$$|F(X)| \leq C(|X|^p + 1)$$

for some $C \in (0, \infty)$ and all $X \in \mathbb{R}^{n \times m}$. For a non-empty bounded open set $\Omega \subset \mathbb{R}^N$ we denote by $I(\cdot, \Omega) : W^{a,p}(\Omega) \rightarrow \mathbb{R}$ the mapping defined by $I(u, \Omega) := \int_\Omega F(\nabla a u) \, dx$. To be able to properly introduce a Dirichlet problem for this functional we define, for a fixed $g \in W^{a,p}(\mathbb{R}^N)$, the Dirichlet class

$$W^{a,p}_g(\Omega) := \{ g + \varphi : \varphi \in W_0^{a,p}(\Omega) \},$$

Observe that we require the boundary datum $g$ to be defined on the whole of $\mathbb{R}^N$, rather than just $\Omega \subset \mathbb{R}^N$, thus bypassing possible trace issues. For $q \in [1, p]$ we introduce, as in [26], the following notions:

**Definition 4.1** We say that $I(\cdot, \Omega)$ is $L^q$ coercive on $W^{a,p}_g(\Omega)$ if for any sequence $u_j \in W^{a,p}_g(\Omega)$ with $\|\nabla a u_j\|_{L^q} \rightarrow \infty$ one has $I(u_j, \Omega) \rightarrow \infty$.

**Definition 4.2** We say that $I(\cdot, \Omega)$ is $L^q$ mean coercive on $W^{a,p}_g(\Omega)$ if for any $u \in W^{a,p}_g(\Omega)$ we have

$$I(u, \Omega) \geq C_1 \|\nabla a u\|_{L^q}^q - C_2$$

for some strictly positive constants $C_1, C_2$ independent of $u$, but not necessarily of $g$.

As in [26] (see also Proposition 3.1 in [43]), our main goal here is the following:
Theorem 4.1 Let $F: \mathbb{R}^{n \times m} \to \mathbb{R}$ be a continuous integrand satisfying (4.1). Then, for any $q \in [1, p]$ the following are equivalent:

a) For any bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and any boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ the functional $I(\cdot, \Omega)$ is $L^q$ coercive on $W^{a, p}_g(\Omega)$.

b) There exist a non-empty bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and a boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ such that the functional $I(\cdot, \Omega)$ is $L^q$ coercive on $W^{a, p}_g(\Omega)$.

c) For any bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and any boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ the functional $I(\cdot, \Omega)$ is $L^q$ mean coercive on $W^{a, p}_g(\Omega)$.

d) There exist a non-empty bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and a boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ such that the functional $I(\cdot, \Omega)$ is $L^q$ mean coercive on $W^{a, p}_g(\Omega)$.

e) For any bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and any boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ all $W^{a, p}_g(\Omega)$ minimising sequences for the functional $I(\cdot, \Omega)$ are bounded in $W^{a, q}_g(\Omega)$.

f) There exist a non-empty bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and a boundary datum $g \in W^{a, p}(\mathbb{R}^N)$ such that all $W^{a, p}_g(\Omega)$ minimising sequences for the functional $I(\cdot, \Omega)$ are bounded in $W^{a, q}_g(\Omega)$.

g) There exist a constant $c > 0$ and a point $X_0 \in \mathbb{R}^{n \times m}$ such that the integrand $X \mapsto F(X) - c|X|^q$ is a-quasiconvex at $X_0$.

Simply put, the above asserts that $L^q$ coercivity, $L^q$ mean coercivity, and boundedness of all minimising sequences are mutually equivalent, and it is enough to check either of these on a particular choice of domain and boundary datum. Furthermore, coercivity may be characterized in terms of $a$-quasiconvexity of $F(\cdot) - c|\cdot|^q$ at a single point.

Lemma 4.1 (see Proposition 3.1 in [26]) Under the hypotheses of Theorem 4.1 its point a) is equivalent to b), and point c) is equivalent to d).

Proof The fact that a) is equivalent to b) in the first order gradient case is the content of Proposition 3.1 in [26]. The proof of c) being equivalent to d) is similar—we will do this here omitting the first part, as all that needs to be changed in the argument of [26] is the scaling factor.

It is obvious that c) implies d), thus we only need to prove the other implication. Let $\Omega_0$ and $g_0$ be the domain and the boundary datum for which $I(\cdot, \Omega_0)$ is $L^q$ mean coercive on $W^{a, p}_{g_0}(\Omega_0)$. Fix an arbitrary non-empty bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and a boundary datum $g \in W^{a, p}(\mathbb{R}^N)$. Take boxes $Q_{2r}(x_0) \Subset \Omega_0$ (for some $x_0 \in \Omega_0$) and $Q_R(0) \ni \Omega$, and fix cut-off functions $\varphi \in C_c^\infty(Q_{2r}(x_0))$ and $\rho \in C_c^\infty(Q_R(0))$ satisfying

$$1_{Q_{r}(x_0)} \leq \varphi \leq 1_{Q_{2r}(x_0)} \quad \text{and} \quad 1_{\Omega} \leq \rho \leq 1_{Q_R(0)}.$$ 

Any $u \in W^{a, p}_g(\Omega)$ may be seen as a function in $W^{a, p}(\mathbb{R}^N)$ if we extend it by $u = g$ outside $\Omega$, simply from our definition of $W^{a, p}_g(\Omega)$. We may then cut-off outside $Q_R(0)$ by setting $\tilde{w} := \rho u \in W^{a, p}_g(Q_R(0)).$ Define $w(x) := R^{-1}\tilde{w}(R \circ x) \in W^{a, p}_0(Q_{1}(0))$ and set

$v(x) := (1 - \varphi(x))g_0(x) + rw(r^{-1}(x - x_0))$ for $x \in \Omega_0$.

Clearly $v \in W^{a, p}_{g_0}(\Omega_0)$ and we may calculate, using a simple change of variables, that

$$\|\nabla v\|^q_{L^q(\Omega_0)} = \int_{\Omega_0 \setminus Q_{r}(x_0)} |\nabla v(1 - \varphi(x))g_0|^q dx$$

$$+ \left(\frac{r}{R}\right)^{|a| - 1} \int_{Q_R(0) \setminus \Omega} |\nabla v(\rho g)|^q dx + \left(\frac{r}{R}\right)^{|a| - 1} \|\nabla u\|^q_{L^q(\Omega)}$$.
so that \( \| \nabla_a v \|_{L^q(\Omega)}^q = D_1 + D_2 \| \nabla_a u \|_{L^q(\Omega)}^q \), where \( D_i \) do not depend on \( u \) and \( D_2 > 0 \). In the same way we get
\[
\int_{\Omega_0} F(\nabla_a v) \, dx = \int_{\Omega \setminus Q_0} F(\nabla_a (1 - \varphi(x))) g_0 \, dx
+ \left( \frac{r}{R} \right)^{|a| - 1} \left( \int_{Q_R(0) \setminus \Omega} F(\nabla_a (\rho g)) \, dx + \int_{\Omega} F(\nabla_a u) \, dx \right).
\]
Thus, \( I(u, \Omega) \) differs from \( I(v, \Omega_0) \) by a constant and a scaling. Since the same is true for the \( L^q \) norms of \( u \) and \( v \) we easily conclude that \( I(u, \Omega) \geq -c_1 + c_2 \| \nabla_a \|_{L^q(\Omega)}^q \) for some \( c_j > 0 \), which ends the proof. \( \square \)

**Definition 4.3** Let \( F: \mathbb{R}^{n \times m} \rightarrow \mathbb{R} \) be a continuous integrand satisfying the growth condition (4.1). For \( q \in [1, p] \) and a non-empty bounded and open Lipschitz subset \( \Omega \subset \mathbb{R}^N \) we define, for \( t \geq 0 \),
\[
\theta(t) = \theta^\Omega_q(t) := \inf \left\{ \int_{\Omega} F(\nabla_a \varphi) \, dx : \varphi \in W^{a,p}_0(\Omega, \mathbb{R}^n), \int_{\Omega} |\nabla_a \varphi|^q \, dx \geq t \right\}.
\]

**Lemma 4.2** (see Lemma 2.1 in [26]) For any open, bounded, and non-empty domains \( \omega, \Omega \subset \mathbb{R}^N \) and any function \( \varphi \in C^\infty_c(\omega) \) there exists a function \( \psi \in C^\infty_c(\omega) \) such that the pushforward measures \( [\nabla_a \varphi]_# \left( \frac{\mathcal{L}_N}{\mathcal{L}_N(\Omega)} \right) \) and \( [\nabla_a \psi]_# \left( \frac{\mathcal{L}_N}{\mathcal{L}_N(\omega)} \right) \) are equal.

**Proof** This is proven using a standard exhaustion argument, as in Lemma 2.1 in [26]. We omit the proof here, as the only difference with the aforementioned paper is that one needs to change the scaling to our anisotropic variant. \( \square \)

**Corollary 4.1** The unit cube \( Q \) in the definition of the \( a \)-quasiconvex envelope may be replaced by any other domain without changing the resulting envelope. That is, for any open bounded Lipschitz domain \( \Omega \subset \mathbb{R}^N \) we have
\[
\text{QF}(\cdot) = \inf_{\varphi \in C^\infty_c(\Omega)} \int_{\Omega} F(\cdot + \nabla_a \varphi(x)) \, dx.
\]

The next result asserts that the quasiconvex envelope of an integrand of \( p \)-growth is either degenerate and equal to \(-\infty\) everywhere, or it inherits the original integrand’s growth bounds. Let us remark that in the context of classical quasiconvexity this is typically shown using rank-one convexity, which is lacking in our case. Therefore, the usual proofs do not generalise to the mixed smoothness setting, hence we present a new argument that we believe is, in a sense, more natural and straightforward.

**Lemma 4.3** Suppose that \( F \) is a continuous integrand satisfying (4.1). Then \( \text{QF} \) is either identically equal to \(-\infty\) or it is real-valued everywhere and satisfies the growth condition (4.1), albeit possibly with a larger constant.

**Proof** Assume for contradiction that \( \text{QF} \) is finite at some point \( X_0 \in \mathbb{R}^{n \times m} \), but it does not satisfy the \( p \) growth condition. Let \( D \) be the constant with which \( F \) satisfies the \( p \) growth assumption (4.1). Since \( \text{QF} \leq F \), it follows that the \( p \) growth bound must fail for the negative part of \( \text{QF} \). Thus, there exists a sequence of points \( X_j \in \mathbb{R}^{n \times m} \) such that \( \text{QF}(X_j) < -j(|X|^p + 1) \). From this and Corollary 4.1 we infer existence of a sequence of functions \( \varphi_j \in C^\infty_c(\Omega_{1/2}) \) such that
\[
\int_{\Omega_{1/2}} F(X_j + \nabla_a \varphi_j) \, dx < -j(|X_j|^p + 1).
\]
Fix a cut-off function $\rho \in C_c^\infty(Q)$ with $\rho \equiv 1$ on $Q_{1/2}$. For each $j$ let $P_j(x) := \sum_{(\alpha, a^{-1})} (X_j - X_0) a^\alpha$ and set $\psi_j := \rho P_j + \varphi \in C_c^\infty(Q)$. Then

$$QF(X_0) \leq \liminf_{j \to \infty} |Q|^{-1} \int_Q F(X_0 + \nabla \psi_j) \, dx = \liminf_{j \to \infty} |Q|^{-1} \int_{Q_{1/2}} F(X_j + \nabla \varphi_j) \, dx + |Q|^{-1} \int_{Q \setminus Q_{1/2}} F(X_0 + \nabla (\rho P_j)) \, dx \leq \liminf_{j \to \infty} \left( \frac{-1}{2} \right) j(|X_j|^p + 1) + \int_Q D(|X_0 + \nabla (\rho P_j)|^p + 1) \, dx,$$

where we have used the definition of $\psi_j$, the definition of $X_j$, and the $p$-growth bound on $F$ respectively. We note that $|X_0 + \nabla (\rho P_j)|^p \leq 2^{p-1}|X_0|^p + 2^{p-1}|\nabla (\rho P_j)|^p$, and by construction $|\partial^\alpha P_j(x)| \leq C|X_j - X_0|$ with a uniform constant $C$ for all $x \in Q$ and all $\alpha$ with $\langle \alpha, a^{-1} \rangle \leq 1$, thus $|\nabla (\rho P_j)|^p \leq C|X_j - X_0|^p$, since $\rho$ is just a fixed $C_c^\infty$ function. Plugging this into our inequality we get

$$QF(X_0) \leq \liminf_{j \to \infty} \left( \frac{-1}{2} \right) j(|X_j|^p + 1) + C(|X_0|^p + |X_j - X_0|^p + 1) = -\infty,$$

which contradicts the assumption that $QF(X_0)$ is finite. \hfill \Box

**Lemma 4.4** If $F$ is a continuous integrand satisfying the $p$-growth condition (4.1) and such that its $a$-quasiconvex envelope is not identically equal to $-\infty$, then the functional

$$u \mapsto \int_\Omega QF(\nabla_a u) \, dx$$

is sequentially upper semicontinuous along sequences $u_j$ converging to a given $u$ in the $W^{a,p}$ norm and with $\nabla_a u_j \to \nabla_a u$ almost everywhere.

**Proof** By Lemma 4.3, $QF$ satisfies the $p$-growth condition (4.1) as well (perhaps with a different constant $C$). Furthermore, since $X \mapsto \int_\Omega F(X + \nabla \varphi(x)) \, dx$ is continuous for any $\varphi \in W_0^{a,p}$ we see that $QF$ is a pointwise infimum of a family of continuous functions, thus $QF$ is upper semicontinuous. Since the functions $C(1 + |\nabla_a u_j|^p) - QF(\nabla_a u_j)$ are all non-negative, we get, by Fatou’s lemma, that

$$\liminf_{j \to \infty} \int_\Omega C(1 + |\nabla_a u_j|^p) - QF(\nabla_a u_j) \, dx \geq \int_\Omega \liminf_{j \to \infty} C(1 + |\nabla_a u_j|^p) - QF(\nabla_a u_j) \, dx.$$

Rearranging and using strong $L^p$ convergence of $\nabla_a u_j$ yields

$$\limsup_{j \to \infty} \int_\Omega QF(\nabla_a u_j) \, dx \leq \int_\Omega \limsup_{j \to \infty} QF(\nabla_a u_j) \, dx.$$

Finally, $\nabla_a u_j \to \nabla_a u$ almost everywhere by assumption, and $QF$ is upper semicontinuous, thus $\limsup_{j \to \infty} QF(\nabla_a u_j) \leq QF(\nabla_a u)$ almost everywhere, which ends the proof. \hfill \Box

The following result justifies the omission of the underlying set $\Omega$ in our notation $\theta(t)$ by showing that the auxiliary function $\theta$ does not depend on the choice of $\Omega$. Moreover, it shows that $\theta$ only depends on $QF$ rather than $F$ itself, thus showing that $F$ is $L^q$ (mean) coercive if and only if $QF$ is.
Lemma 4.5 (see Lemma 3.1 in [26]) Let $\omega$, $\Omega \subset \mathbb{R}^{n \times m}$ be non-empty bounded open Lipschitz subsets of $\mathbb{R}^N$, and define $\theta^\Omega_q(t)$ as above. Define also

$$\theta^{qc}(t) := \inf \left\{ \int_\omega QF(\nabla a \varphi) \, dx : \varphi \in W^{a,p}_0(\omega, \mathbb{R}^n), \int_\omega |\nabla a \varphi|^q \, dx \geq t \right\}.$$  

Then $\theta^\Omega_q(t) = \theta^{qc}(t)$ for all $t \geq 0$.

**Proof** The argument follows that of [26] with the key differences being that, due to lack of rank-one convexity, we cannot assert continuity of $QF$ (see however Lemma 7.1), and that our polynomial approximation requires a countable partition.

The case $t = 0$ is the content of Corollary 4.1. Another easy case is when $QF$ is identically equal to $-\infty$. Then one can, for example, choose two disjoint open subsets $\Omega_1, \Omega_2 \subset \Omega$ and construct functions $\varphi_i \in C^\infty_c(\Omega_i)$ and use $\varphi_1$ to satisfy the restriction $\int_{\Omega_2} |\nabla a \varphi_1|^q \, dx \geq t$, whilst using $\varphi_2$ to make the integral $\int_{\Omega_2} F(\nabla_a \varphi_2) \, dx$ as small as one wishes, with the last point being possible thanks to the fact that $QF(0) = -\infty$. Thus, in the following we assume that $t > 0$ and that $QF > -\infty$.

Let us fix $t > 0$. For any $\varepsilon > 0$ we may find a function $\varphi \in C^\infty_c(\Omega)$ satisfying

$$\int_{\Omega_2} |\nabla a \varphi|^q \, dx \geq t \quad \text{and} \quad \theta^{qc}(t) + \varepsilon > \int_{\Omega_2} QF(\nabla a \varphi) \, dx.$$  

To see this, it is essential to observe that the existence of $\tilde{\varphi} \in W^{a,p}_0(\Omega)$ satisfying these two inequalities, the second with a smaller $\varepsilon'$, is guaranteed by the definition of $\theta^{qc}$. To get the same with $\varphi \in C^\infty_c(\Omega)$, it is enough to observe that $\tilde{\varphi}$ may be approximated in $W^{a,p}_0(\Omega)$ by a sequence $\varphi_j \in C^\infty_c(\Omega)$ with $\|\nabla a \varphi_j\|_{L^q} \geq \|\nabla a \tilde{\varphi}\|_{L^q}$ for all $j$ and $\nabla a \varphi_j \rightharpoonup \nabla a \tilde{\varphi}$ almost everywhere. Then we simply use Lemma 4.4 and conclude.

From here it is easy to pass to a function $\psi \in W^{a,p}_0(\Omega)$ satisfying the above with $2\varepsilon$ instead of $\varepsilon$ in the second inequality and for which $\nabla a \psi$ is piecewise constant on a large part of $\Omega$. We simply apply Proposition 2.4 to $\varphi \in C^\infty_c(\Omega)$ (preserving the boundary values) and obtain a sequence $\varphi_j$ approximating $\varphi$ in $W^{a,p}$ and such that the measure of the complement of the set of boxes $T$, denoted $\tau_j$, on which $\nabla a \varphi_j$ is constant goes to 0 as $j$ goes to infinity. We may then rescale the sequence to satisfy the condition $\int_{\Omega} |\nabla a \varphi_j|^q \, dx \geq t$, pass to a subsequence for which the gradients converge almost everywhere, and finally use Lemma 4.4 again to deduce that elements $\varphi_j$ for large enough $j$’s satisfy the desired inequalities, still with an $\varepsilon$. Without loss of generality assume that this holds for all $j$. Since $\nabla a \varphi_j$ is strongly $L^p$ convergent it is also $p$-equiintegrable, thus (as $QF$ satisfies the $p$-growth bound) $QF(\nabla a \varphi_j)$ and $F(\nabla a \varphi_j)$ are equiintegrable as well. Therefore, we may find a $j_0$ such that the measure of $\Omega \setminus \bigcup_{j_j} T$ is small enough so that

$$\left| \int_{\Omega \setminus \bigcup_{j_0} T} QF(\nabla a \varphi_j) \, dx \right| < \varepsilon |\Omega| \quad \text{and} \quad \left| \int_{\Omega \setminus \bigcup_{j_0} T} F(\nabla a \varphi_j) \, dx \right| < \varepsilon |\Omega|.$$  

We set $\psi := \varphi_{j_0}$ and $\tau = \tau_{j_0}$. By Corollary 4.1 we may, for each $T \in \tau$, find a function $\varphi_T \in C^\infty_c(T)$ satisfying

$$\int_{T} F(\nabla a \psi + \nabla a \varphi_T) \, dx < QF(\nabla a \psi) + \varepsilon. \quad (4.2)$$
We set \( \varphi := \sum_{T \in \tau} \varphi_T \). Since the sum is finite this function is well defined and belongs to the class \( C^\infty_c(\Omega) \). We then have

\[
\theta^{q}(t) + 2\varepsilon > \int_{\Omega} QF(\nabla \varphi) \, dx = |\Omega|^{-1} \left( \int_{\Omega} QF(\nabla \psi) \, dx + \int_{\Omega \setminus \bigcup \tau} QF(\nabla \psi) \, dx \right) \\
> |\Omega|^{-1} \int_{\Omega} F(\nabla \varphi) \, dx - 2\varepsilon > \int_{\Omega} F(\nabla \varphi) \, dx - 3\varepsilon.
\]

Here the first inequality is from the construction of \( \psi \), the second one results from estimating the remainder integral \( \left| \int_{\Omega \setminus \bigcup \tau} QF(\nabla \psi) \, dx \right| \) and using (4.2) on \( T \in \tau \), and the last one is just an estimate on \( \int_{\Omega \setminus \bigcup \tau T} F(\nabla \varphi) \, dx \) paired with the fact that \( \varphi \equiv 0 \) on \( \Omega \setminus \bigcup \tau T \).

Finally, since \( \varphi \in C^\infty_c(\Omega) \), Jensen’s inequality gives

\[
\int_{\Omega} |\nabla \psi + \nabla \varphi|^q \, dx \geq \int_{\Omega} |\nabla \psi|^q \, dx \geq t.
\]

Since \( \varepsilon > 0 \) was arbitrary this already shows, that if \( \omega = \Omega \) then \( \theta^{q} = \theta^{q}_{\varphi} \). To pass to an arbitrary \( \omega \) we need to realise the distribution of \( \nabla \varphi(\psi + \varphi) \) on \( \omega \), which follows easily from Lemma 4.2—observe that this also shows that we preserve the moment restrictions. \( \square \)

**Lemma 4.6** (see Proposition 3.2 in [26]) Let \( F : \mathbb{R}^{n \times m} \rightarrow \mathbb{R} \) be a continuous integrand satisfying the growth condition (4.1). Then its associated auxiliary function \( \theta := \theta^{q}_{\varphi} : [0, \infty) \rightarrow \mathbb{R} \cup \{-\infty\} \) is convex.

**Proof** We omit the proof as our case only differs from that of [26] by a scaling exponent. \( \square \)

We are now ready to finish the proof of the main result of this section.

**Proof of Theorem 4.1, part 2** We have already seen that a) and b) are equivalent, and so are c) and d). That c) implies a) is obvious. We will now show that a) implies d). If a) holds, i.e., if \( F \) is \( L^q \) coercive, then its auxiliary function \( \theta \) satisfies \( \lim_{t \to \infty} \varphi(t) = \infty \). This, paired with the fact that \( \theta \) is convex (by Lemma 4.6), implies that there exist \( c_1 > 0 \) and \( c_2 \in \mathbb{R} \) such that \( \theta(t) \geq c_1 t + c_2 \) for all \( t \geq 0 \). Thus, taking \( \Omega \) to be any admissible domain and imposing zero boundary conditions, we may take \( t = \| \nabla \varphi \|_{L^p(\Omega)}^q \) for any \( \varphi \in W^{1,p}_0(\Omega) \) and conclude that \( F \) is \( L^q \) mean coercive. Thus, we conclude that the conditions a) – d) are all equivalent.

The fact that c) implies e) and f) is immediate. For the other direction let us start with a simple case of \( \Omega = Q \), and boundary datum \( g \) such that \( \nabla a^g \) is some constant \( X_0 \in \mathbb{R}^{n \times m} \). Let us assume that in this case all minimising sequences are bounded, we now wish to prove that \( F \) is \( L^q \) mean coercive at \( X_0 \) on \( Q \). Consider the auxiliary function \( \tilde{\theta} \) of the translated integrand \( \tilde{F}(-) := F(X_0 + -) \), which clearly still satisfies the \( L^p \) growth bound. The assumption that all minimising sequences are bounded easily implies that the infimum of our variational problem, equal to \( \tilde{\theta}(0) \), cannot be \( -\infty \). If it was, one could take an arbitrary (bounded) minimising sequence \( \varphi_j \), rescale it to be supported on a smaller cube, and then use the remaining room to make the \( W^{1,q} \) norm of the resulting sequence arbitrarily large without spoiling the minimising property, thanks to the \( p \) growth assumption on \( F \).

Clearly \( \tilde{\theta} \) is non-decreasing, and convex as shown in Lemma 4.6. If \( \tilde{\theta} \) was bounded from above we would deduce existence of minimising sequences of arbitrarily large \( W^{1,q} \) norms, which would contradict our assumption. Thus, \( \tilde{\theta} \) is real-valued, unbounded, and convex, and so we deduce, as previously, that \( F \) is \( L^q \) mean coercive at \( z_0 \) on \( Q \), which implies point d) of our theorem, and thus all the points a) - d).
Now let us take an arbitrary $\Omega$ and $g$ and assume, for contradiction, that $F$ is not mean coercive, but all minimizing sequences are bounded. As previously, the infimum of the variational problem has to be a real number. Take any minimizing sequence $u_j$ and note that, due to Proposition 2.4, we may approximate any $u_j$ with a sequence $u_j^\varepsilon \in W^{a,p}_\varepsilon = W^{a,p}_u$, elements of which are piecewise polynomial on a finite family of disjoint open boxes, covering $\Omega$ up to a set of measure $\varepsilon$, and converge to $u_j$ in the $W^{a,p}$ norm. Since $F$ is a continuous integrand of $p$ growth, the map $u \mapsto \int_\Omega F(\nabla u)$ is continuous in $W^{a,p}$, thus extracting a diagonal subsequence we may assume that our (not renamed) minimizing sequence $u_j$ is such that for each $j$ there exists a finite family $(Q_j^i)_i$ of pairwise disjoint boxes with $\left| \Omega \setminus \bigcup_i Q_j^i \right| < 1/j$ and with $\nabla u_j$ constant on each $Q_j^i$.

By the previous step, since we assume that $F$ is not $L^q$ mean coercive we may, for any open box and any $a$-polynomial boundary datum, construct an unbounded minimizing sequence. Doing so on each $Q_j^i$ with boundary datum $u_j$ (which is indeed an $a$-polynomial on $Q_j^i$) we may construct functions $\varphi_j^i \in W_0^{a,p}(Q_j^i)$ such that

$$j \left| Q_j^i \right| < \int_{Q_j^i} \left| \nabla u_j + \varphi_j^i \right|^q \, dx,$$

and

$$\int_{Q_j^i} F(\nabla u_j + \varphi_j^i) \, dx \leq \int_{Q_j^i} F(\nabla u_j) + 1/j \, dx.$$

Extending each $\varphi_j^i$ by zero outside $Q_j^i$ and letting $v_j := u_j + \sum_i \varphi_j^i$ yields a sequence $v_j \in W^{a,q}_u(\Omega)$ that clearly still minimizes the functional, but is unbounded in $W^{a,q}_u$, and thus we have a contradiction, which proves that $f)$ implies $c)$, thus the points $a)$ through $f)$ are equivalent.

That $g)$ implies $d)$ is easy. Assuming that $F - \delta | \cdot |^q$ is quasiconvex at some $X_0 \in \mathbb{R}^{n \times m}$ we may write

$$F(X_0) - \delta |X_0|^q \leq \int_\Omega F(X_0 + \nabla \varphi(x)) - \delta |X_0 + \nabla \varphi(x)| \, dx$$

for all $\varphi \in C^\infty_c(\Omega)$. This is exactly $L^q$ mean coercivity on $W^{a,p}_g(\Omega)$ with $g$ a polynomial such that $\nabla g = X_0$, $c_1 = \delta > 0$ and $c_2 = F(X_0) - \delta |X_0|^q$.

As the last step we prove that $c)$ implies $g)$. Assume that $F$ is $L^q$ mean coercive, take $\Omega$ to be any admissible domain, and let the boundary condition be $g \equiv 0$. If the corresponding coercivity constants are $c_1$ and $c_2$ then take any $\delta \in (0, c_1)$ and put $G(X) := F(X) - \delta |X|^q$ for $X \in \mathbb{R}^{n \times m}$. Clearly, the auxiliary function of $G$ is bounded from below by $(c_1 - \delta) r + c_2$ and, as always, $G \geq QG$. From Lemma 4.5 we know that the auxiliary functions of $G$ and $QG$ are the same, thus we may write

$$\int_\Omega G(\nabla \varphi) \, dx \geq \int_\Omega QG(\nabla \varphi) \, dx \geq (c_1 - \delta) \int_\Omega |\nabla \varphi|^q \, dx + c_2$$

for all $\varphi \in W^{a,p}_0(\Omega)$. Thanks to Corollary 4.1 we may find a sequence $\varphi_j \subset C^\infty_c(\Omega)$ for which

$$QG(0) \leq \int_\Omega QG(\nabla \varphi_j) \, dx \leq \int_\Omega G(\nabla \varphi_j) \, dx \setminus QG(0).$$

Since we have picked $\delta < c_1$ it is easy to conclude that $G$ is still $L^q$ mean coercive. Since $\int_\Omega G(\nabla \varphi_j) \, dx$ is bounded we infer that the sequence $\nabla \varphi_j$ is bounded in $L^q$. As in [26] we

\[ \square \]
consider the following probability measures on $\mathbb{R}^{n \times m}$

$$v_j := (\nabla a \varphi_j)_# \left( \frac{L^N | \Omega}{|\Omega|} \right)$$

and observe that they have uniformly bounded $q$-th moments. Thus, passing to a subsequence if necessary, we may assume that $v_j \rightharpoonup v$ in $C_0(\mathbb{R}^{n \times m})^*$, where $v$ is some probability measure on $\mathbb{R}^{n \times m}$ with finite $q$th moment. Setting $H(X) := G(X) - QG(X)$, which is a non-negative and lower semicontinuous function, we may use the portmanteau theorem to write

$$0 \leq \hat{\int}_{\mathbb{R}^{n \times m}} H \, dv \leq \liminf_{j \to \infty} \int_{\mathbb{R}^{n \times m}} H \, dv_j = 0,$$

thus $H = 0$ on the support of $v$. However, then $G = QG$ on the support of $v$, i.e., $F - \delta | \cdot |^q$ is $a$-quasiconvex on the support of $v$, and since $v$ is a probability measure its support is non-empty, which ends the proof.

### 5 $W^{a,p}$-gradient Young measures and a-quasiconvex functions.

This section is dedicated to more in-depth study of those Young measures that are generated by $a$-gradients of $W^{a,p}$ weakly convergent sequences—we shall call them $W^{a,p}$-gradient Young measures. Our goal here is to prove that these measures can be described through Jensen’s inequalities when tested on $a$-quasiconvex functions, thus showing the fundamental link between $a$-quasiconvexity and weak convergence in $W^{a,p}$. Our goal here is proving the following two results:

**Theorem 5.1** A probability measure $\mu \in \mathcal{P}(\mathbb{R}^{n \times m})$ is a homogeneous oscillation $W^{a,p}$-gradient Young measure with mean $W_0$ if and only if $\mu$ satisfies

$$\int_{\mathbb{R}^{n \times m}} W \, d\mu(W) = W_0,$$

$$\int_{\mathbb{R}^{n \times m}} |W|^p \, d\mu(W) < \infty$$

and

$$\int_{\mathbb{R}^{n \times m}} g(W) \, d\mu(W) \geq \mathcal{Q}_g(W_0)$$

for all $g \in \mathcal{E}_p$.

**Theorem 5.2** Fix a bounded open Lipschitz domain $\Omega$ satisfying the weak $a$-horn condition. Let $\{v_x\}_{x \in \Omega}$ be a weak* measurable family of probability measures on $\mathbb{R}^{n \times m}$. Then there exists a $W^{a,p}(\Omega)$-bounded sequence $\{v_n\} \subset W^{a,p}(\Omega)$ with $\{\nabla_a v_n\}$ generating the oscillation Young measure $v$ if and only if the following conditions hold:

(i) there exists $v \in W^{a,p}(\Omega)$ such that

$$\nabla_a v(x) = \langle v_x, \text{Id} \rangle \text{ for a.e. } x \in \Omega;$$

(ii)

$$\int_{\Omega} \int_{\mathbb{R}^{n \times m}} |W|^p \, dv_x(W) \, dx < \infty;$$

(iii) for a.e. $x \in \Omega$ and all $g \in \mathcal{E}_p$ we have

$$\langle v_x, g \rangle \geq \mathcal{Q}_g(\langle v_x, \text{Id} \rangle).$$
In these theorems, and in all that follows, $\mathcal{E}_p$ denotes the space defined as

$$\mathcal{E}_p := \left\{ g \in C(\mathbb{R}^{n \times m}) : \lim_{|W| \to \infty} \frac{g(W)}{1 + |W|^p} \text{ exists in } \mathbb{R} \right\},$$

and equipped with the norm

$$\|g\|_{\mathcal{E}_p} := \sup_{W \in \mathbb{R}^{n \times m}} \frac{|g(W)|}{1 + |W|^p}.$$

It is not difficult to see that $\mathcal{E}_p$ is a separable Banach space, and that the space of probability measures with finite $p$-th moment is a subset of $\mathcal{E}_p$ through the pairing

$$\langle v, g \rangle := \int_{\mathbb{R}^{n \times m}} g(W) \, dv(W),$$

for $v \in \{ \mu \in \mathcal{P}(\mathbb{R}^{n \times m}) : \int_{\mathbb{R}^{n \times m}} |W|^p \, dv(W) < \infty \}$ and $g \in \mathcal{E}_p$.

The strategy for proving the preceding theorems follows that of Kristensen in [54] (who studies classical gradients) and Fonseca and Müller in [40] (who work with $\mathcal{A}$-free vector fields). In what follows we focus on the adjustments required by the mixed smoothness setting whilst skipping the technical parts that translate without major adaptations. We refer the reader to the author’s thesis [72], where a full step-by-step exposition may be found.

### 5.1 Decomposition and localisation

First, following the approach from Kristensen’s lecture notes (see [54]), we show how to decompose a given weakly convergent sequence of $\mathbf{a}$-gradients into a $p$-equiintegrable oscillation part supported away from the boundary, and a concentration part that converges to 0 in measure.

In this section we denote by $\nabla_{\mathbf{a}} u$ the full gradient of $u$ given by $\nabla_{\mathbf{a}} u := (\partial^\mathbf{a} u)_{\mathbf{a} \cdot \mathbf{a}^{-1} \leq 1}$ and by $\tilde{\nabla}_{\mathbf{a}} u$ its lower gradient $\tilde{\nabla}_{\mathbf{a}} u := (\partial^\mathbf{a} u)_{\mathbf{a} \cdot \mathbf{a}^{-1} < 1}$, so that $\tilde{\nabla}_{\mathbf{a}} u = \nabla_{\mathbf{a}} u \oplus \tilde{\nabla}_{\mathbf{a}} u$. We also set $d := |\{ \mathbf{a} : \langle \mathbf{a}, \mathbf{a}^{-1} \rangle \leq 1 \}|$ so that for $u : \Omega \to \mathbb{R}^n$ we have $\nabla_{\mathbf{a}} u : \Omega \to \mathbb{R}^{d \times n}$ and $\tilde{\nabla}_{\mathbf{a}} u : \Omega \to \mathbb{R}^{(d-\mathbf{m}) \times n}$.

**Definition 5.1** For $p \in (1, \infty)$ we say that a family of functions $\{V_k\} \subset L^p(\Omega, \mathbb{R}^n)$ is $p$-equiintegrable if the family $\{|V_k|^p\} \subset L^1(\Omega; \mathbb{R})$ is equiintegrable in the usual sense.

**Lemma 5.1** Let $\Omega \subset \mathbb{R}^N$ be a bounded open Lipschitz set satisfying the weak $\mathbf{a}$-horn condition. Then, for any sequence $u_j \rightharpoonup 0$ in $W^{\mathbf{a}, p}(\Omega)$, there exists a sequence $v_j \in C^\infty_c(\Omega)$ such that the sequence $(\nabla_{\mathbf{a}} u_j - \tilde{\nabla}_{\mathbf{a}} v_j)$ converges to 0 in measure. In particular, if $\nabla_{\mathbf{a}} u_j$ (or, equivalently, $\tilde{\nabla}_{\mathbf{a}} u_j$) generates some oscillation Young measure $\nu$ then $\nabla_{\mathbf{a}} v_j$ (respectively $\tilde{\nabla}_{\mathbf{a}} v_j$) also generates $\nu$. Furthermore, if $(\nabla_{\mathbf{a}} u_j)$ is $p$-equiintegrable then so is $(\tilde{\nabla}_{\mathbf{a}} v_j)$.

**Proof** Take an increasing family of smooth, open sub-domains $\Omega_k \subset \Omega_{k+1} \subset \Omega$ (here $\subset$ denotes compact inclusion) with $\bigcup_{k=1}^{\infty} \Omega_k = \Omega$. Fix a family of cut-off functions $\varphi_k \in C^\infty_c(\Omega; [0, 1])$ with $\varphi_k \equiv 1$ on $\Omega_k$ and denote $M_k := \| \tilde{\nabla}_{\mathbf{a}} \varphi_k \|_{L^\infty(\Omega)} < \infty$.

For any $k, j$ we may write $u_j = \varphi_k u_j + (1 - \varphi_k) u_j$, and the goal is to show that the second term is small. We have

$$\int_{\Omega} |\tilde{\nabla}_{\mathbf{a}}((1 - \varphi_k) u_j)| \, dx = \int_{\Omega \setminus \Omega_k} |\tilde{\nabla}_{\mathbf{a}}((1 - \varphi_k) u_j)| \, dx,$$
because on \( \Omega_k \) the integrand is identically equal to 0. Differentiating the product we distinguish between the case where all the derivatives fall on \( u_j \) and the one where we also differentiate \((1 - \varphi_k)\), which yields

\[
\int_{\Omega} |\nabla_a((1 - \varphi_k)u_j)| \, dx \leq \int_{\Omega \setminus \Omega_k} (1 - \varphi_k)|\nabla_a u_j| \, dx + \int_{\Omega \setminus \Omega_k} M_k|\nabla_a u_j| \, dx.
\]

Since the family \(|\nabla_a u_j|\) is bounded in \( L^p \), it is uniformly integrable in \( L^1 \). Adding the fact that \(|1 - \varphi_k| \leq 1 \) and \(|\Omega \setminus \Omega_k| \to 0 \) we deduce that the first term in our inequality converges to 0 with \( k \to \infty \), uniformly in \( j \). On the other hand, Lemma 2.2 shows that the lower gradients \( \nabla_a u_j \) converge to 0 strongly in \( L^p \), thus in particular in \( L^1 \). Therefore, there exists a sequence \( k_j \to \infty \) such that \( \int_{\Omega \setminus \Omega_{k_j}} M_k|\nabla_a u_j| \, dx \to 0 \) with \( j \to \infty \). Combining the two we see that \( \nabla_a((1 - \varphi_k)u_j) \to 0 \) strongly in \( L^1 \).

Repeating the above reasoning with \( L^1 \) norm replaced by \( L^p \) we get

\[
\int_{\Omega} |\nabla_a((1 - \varphi_k)u_j)|^p \, dx \leq C \int_{\Omega \setminus \Omega_k} (1 - \varphi_k)^p|\nabla_a u_j|^p \, dx + C \int_{\Omega \setminus \Omega_k} M_k^p|\nabla_a u_j|^p \, dx,
\]

with some absolute constant \( C \). The first term is now bounded uniformly in \( k \) and \( j \), whereas for the second one we may select a sequence \( k'_j \) such that it converges to 0. Hence, adjusting the first sequence \( k_j \) (i.e., slowing it down if necessary) we obtain that \((1 - \varphi_k)u_j \) is bounded in \( W^{a,p} \).

Combining the two we deduce that \((1 - \varphi_k)u_j \to 0 \) in \( W^{a,p} \), since the sequence is bounded and the only possible limit is 0, as the full gradient converges to 0 in \( L^1 \). By construction, the sequence also converges to 0 in measure, thus setting \( v_j := \varphi_k u_j \) ends the proof of the first part of the statement.

For equiintegrability it is enough to notice that if \( \{\nabla_a u_j\} \) is \( p \)-equiintegrable then the first term in (5.1) converges to 0 with \( k \to \infty \), uniformly in \( j \) (as \((1 - \varphi_k)\) is bounded in \( L^\infty \) and \(|\Omega \setminus \Omega_k| \to 0 \)). Thus, in this case, \( \nabla_a u_j - \nabla_a v_j \) converges to 0 strongly in \( L^p \), which proves \( p \)-equiintegrability of \( \nabla_a v_j \).

The following result is the key point of this section. It shows that (up to a subsequence) one may decompose a weakly convergent sequence into a \( p \)-equiintegrable part that carries the oscillation and a part converging to 0 in measure, which carries the concentration.

**Proposition 5.1** Let \( \Omega \subset \mathbb{R}^N \) be a bounded open Lipschitz domain satisfying the weak \( a \)-horn condition and let \( p \in (1, \infty) \). Suppose that \( u_j \rightharpoonup u \in W^{a,p}(\Omega; \mathbb{R}^n) \). Then, there exists a subsequence \( u_{jk} \) and sequences \( \{g_k\} \subset C^\infty_c(\Omega; \mathbb{R}^n) \) and \( \{b_j\} \subset W^{a,p}(\Omega; \mathbb{R}^p) \), both weakly convergent to 0 in \( W^{a,p}(\Omega; \mathbb{R}^n) \), and such that the family \( \nabla_a g_k \) is \( p \)-equiintegrable, \( \nabla_a b_k \to 0 \) in measure, and \( u_{jk} = u + g_k + b_k \).

**Proof** By considering \( \{u_j - u\} \) instead of \( \{u_j\} \) we reduce to the case \( u \equiv 0 \). Furthermore, taking a subsequence if necessary, we may assume that \( \nabla_a u_j \) generates some oscillation Young measure \( v \). Lemma 5.1 shows that we may also take \( u_j = v_j + b_j \) with \( b_j \to 0 \) in measure and \( v_j \in W^{a,p}_0(\Omega) \). Thus, in what follows we focus on decomposing \( v_j \), remembering that \( \nabla_a v_j \) generates the same Young measure as \( \nabla_a u_j \).

For \( l \in \mathbb{N} \) recall that the standard truncation \( \tau_l : \mathbb{R}^{d \times n} \to \mathbb{R}^{d \times n} \) is given by

\[
\tau_l(W) := \begin{cases} \quad W & \text{if } |W| \leq l, \\ I_{\frac{W}{|W|}} & \text{if } |W| > l. \end{cases}
\]
Since the truncation is bounded and continuous we get

$$
\lim_{l \to \infty} \lim_{j \to \infty} \int_{\Omega} |\tau_l(\nabla_a v_j)|^p \, dx = \lim_{j \to \infty} \int_{\Omega} \int_{\mathbb{R}^{d \times n}} |\tau_l(W)|^p \, dv_x \, dx = \int_{\Omega} \int_{\mathbb{R}^{d \times n}} |\cdot|^p \, dv_x \, dx,
$$

where the first equality is due to Theorem 3.1 and the second one is an application of the Monotone Convergence Theorem. We infer that one can extract a sequence $j_l \to \infty$ such that

$$
\lim_{l \to \infty} \int_{\Omega} |\tau_l(\nabla_a v_{j_l})|^p \, dx = \int_{\Omega} \int_{\mathbb{R}^{d \times n}} |\cdot|^p \, dv_x \, dx.
$$

Note that $L^p$ boundedness of $\nabla_a v_{j_l}$ implies equiintegrability in $L^q$ for $q \in [1, p)$, hence $\tau_l(\nabla_a v_{j_l}) - \nabla_a v_{j_l} \to 0$ strongly in $L^q$, and thus the two generate the same oscillation Young measure $\nu$. This, paired with the last equality and Theorem 3.1, implies that the family $\{\tau_l(\nabla_a v_{j_l})\}$ is $p$-equiintegrable.

In this way we have constructed a sequence $w_l := \tau_l(\nabla_a v_{j_l})$ that is $p$-equiintegrable and generates $\nu$. The last thing we need to take care of is the fact that $w_l$ is not necessarily a full gradient of a $W^{a, p}_0(\Omega)$ function. To remedy that, extend $w_l$ by 0 to the whole of $\mathbb{R}^N$ and do the same with $v_{j_l}$, keeping the same notation for the extensions. Since we had $v_{j_l} \in W^{a, p}_0(\Omega)$, its extension by 0 is in the space $W^{a, p}(\mathbb{R}^N)$. Apply the canonical projection $P_a$ to $w_l$ to get the decomposition

$$w_l = \nabla_a g_l + r_l.$$ 

We have

$$
\|r_l\|_{L^q} = \|w_l - \nabla_a g_l\|_{L^q} \leq \|w_l - \nabla_a v_{j_l}\|_{L^q} + \|\nabla_a g_l - \nabla_a v_{j_l}\|_{L^q} \\
= \|w_l - \nabla_a v_{j_l}\|_{L^q} + \|P_a(w_l - \nabla_a v_{j_l})\|_{L^q} \leq C \|w_l - \nabla_a v_{j_l}\|_{L^q} \to 0,
$$

where we have used $P_a(\nabla_a v_{j_l}) = \nabla_a v_{j_l}$ and the $L^q$ continuity of $P_a$. In particular, this gives $r_l \to 0$ in measure. Furthermore, Lemma 2.3 shows that $p$-equiintegrability of $\{w_l\}$ yields the same for $\{\nabla_a g_l\}$. Lastly, we restrict $g_l$ to $\Omega$ to get $g_l \in W^{a, p}(\Omega)$ and apply the cut-off argument from Lemma 5.1 to end the proof. 

The following is a simple and useful corollary of the above.

**Corollary 5.1** Let $\Omega$ be a bounded open Lipschitz domain satisfying the weak a-horn condition. Let $v$ be a $W^{a, p}$-gradient oscillation Young measure on $\Omega$. Then there exists a sequence $u_j \in W^{a, p}(\Omega)$ generating $v$ and such that the family $\{\nabla_a u_j\}$ is $p$-equiintegrable. Furthermore, if the barycentre of $v$ is 0 at all points of $\Omega$, then the functions $u_j$ may be chosen in the space $C^\infty_c(\Omega)$.

The final technical ingredient of this subsection is the following localisation result. We omit the proof and instead refer the reader to [72] where a full argument may be found. It is simply a matter of following Kristensen’s approach (see [54]) and replacing the technical tools such as decomposition of generating sequences, polynomial approximations, and scalings, by their mixed smoothness counterparts stated and proven above.

**Proposition 5.2** Let $\Omega \subset \mathbb{R}^N$ be an open and bounded domain. Fix $1 < p < \infty$ and let $v = (v_y)_{y \in Q}$ be a $W^{a, p}$-gradient Young measure on $\Omega$. Then for $\mathcal{L}^n$-a.e. $x_0 \in \Omega$, $(v_{x_0})_{y \in Q}$ is a homogeneous $W^{a, p}$-gradient Young measure on the unit cube $Q$. Its barycentre is $\nabla_a v_{x_0}1_Q$. 

\(\square\) Springer
5.2 Topological structure of the space of oscillation $W^{a,p}$-gradient Young measures

Our next aim is to obtain a dual characterisation of oscillation $W^{a,p}$-gradient Young measures in terms of $W^{a,p}$-quasiconvex functions. The root of the principal results (Theorems 5.1 and 5.2) goes back to the seminal work of Kinderlehrer and Pedregal (see [46, 47]). Our approach, however, is based on [40] and the proofs we give are adaptations of the techniques presented therein—for the sake of brevity we focus on the main points that require adaptation to our mixed smoothness setting, and refer the reader to [72] for the full arguments.

**Lemma 5.2** Fix a bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$ and a function $\varphi \in W^{a,p}_0(\Omega)$. Suppose that for every $j \in \mathbb{N}$ we have fixed a countable family $\{Q^j_i\}_i = \{Q_{x^j_i(r^j_i)}\}_i$ of pairwise disjoint anisotropic boxes contained in $\Omega$ and with $\lim_{j \to \infty} \sup_i r^j_i = 0$. Assume furthermore that $\lim_{j \to \infty} |\Omega \setminus \bigcup_i Q^j_i| = 0$. Define

$$\varphi_j := \sum_i r^j_i \varphi((r^j_i)^{-1} \odot (x - x^j_i)).$$

Then $\varphi_j \rightharpoonup 0$ weakly in $W^{a,p}_0(\Omega)$. The sequence $\nabla \varphi_j$ is $p$-equiintegrable and generates the homogeneous Young measure $\nabla \varphi \# \left( \frac{\mathbb{E}^N \cap Q}{|Q|} \right)$.

**Proof** First of all note that the function $\varphi_j$ is well-defined as an element of $W^{a,p}_0(\Omega)$. To see this observe that for every $\langle \beta, a^{-1} \rangle \leq 1$ and every $i$ we have

$$\|\partial^\beta [r^j_i \varphi((r^j_i)^{-1} \odot x)]\|_{L^p(Q^j_i)} = (r^j_i)^{1-\langle \beta, a^{-1} \rangle} \|\nabla \varphi\|_{L^p(Q)}. $$

This also shows that the sequence $\varphi_j$ converges strongly to 0 in $L^p(\Omega)$ and that it is bounded in $W^{a,p}_0(\Omega)$, thus converges weakly to 0 in that space. The $p$-equiintegrability of $\{\nabla \varphi_j\}$ follows from the fact that for any $M > 0$ we have

$$\sup_j \int_{\Omega} |\nabla \varphi_j|^p \mathbb{1}_{|\nabla \varphi_j| > M} \, dx = \frac{|\Omega|}{|Q|} \int_{Q} |\nabla \varphi|^p \mathbb{1}_{|\nabla \varphi| > M} \, dx,$$

which we get by a simple change of variables on each $Q^j_i$.

To show that $\nabla \varphi_j$ generates the desired Young measure let us fix arbitrary functions $f \in C_\infty(\Omega)$ and $g \in \mathcal{E}_p$. Then

$$\int_{\Omega} f(x) g(\nabla \varphi_j(x)) \, dx = \sum_i \int_{Q^j_i} f(x) g(\nabla \varphi_j(x)) \, dx.$$ 

Since $f$ is Lipschitz we may write

$$\left| \sum_i \int_{Q^j_i} (f(x) - f(x^j_i)) g(\nabla \varphi_j(x)) \, dx \right| \leq \varepsilon_j \left| \sum_i \int_{Q^j_i} g(\nabla \varphi_j(x)) \, dx \right| \leq \varepsilon_j \left| \frac{|\Omega|}{|Q|} \int_{Q} g(\nabla \varphi) \, dx \right|,$$

where $\varepsilon_j = \varepsilon_j(f, \sup_i r^j_i) \to 0$ as $j \to \infty$. Changing variables on each $Q^j_i$ we may write that

$$\sum_i \int_{Q^j_i} f(x^j_i) g(\nabla \varphi_j(x)) \, dx = \sum_i \left( \frac{|Q^j_i|}{|Q|} \int_{Q^j_i} f(x^j_i) \int_{Q} g(\nabla \varphi(y)) \, dy \right).$$
Note that the term $\sum_j |Q_j^i| f(x_j^i)$ is a Riemann sum of $f$ on the anisotropic boxes $Q_j^i$, from which we deduce that it converges, as $j \to \infty$, to the integral $\int_{\Omega} f(x) \, dx$. Thus, finally

$$\lim_{j \to \infty} \int_{\Omega} f(x) g(\nabla u \varphi_j(x)) \, dx = \left( \int_{\Omega} f(x) \, dx \right) \left( \int_Q g(\nabla u \varphi(y)) \, dy \right),$$

and a standard density argument on $f$ and $g$ ends the proof. □

Since every bounded open set may be covered, up to a subset of measure 0, with arbitrarily small anisotropic boxes we get the following:

**Corollary 5.2** For any $\varphi \in W^{a,p}_0(Q)$ and any bounded open Lipschitz set $\Omega \subset \mathbb{R}^N$, the measure given by $\nabla u \varphi_\# \left( \frac{\mathcal{L}^N}{|Q|} \right)$ is a homogeneous $W^{a,p}$-gradient Young measure on $\Omega$.

We denote the space of homogeneous $W^{a,p}$-gradient Young measures on $Q$ with barycentre 0 by $\mathbb{H}_0^p(Q)$.

**Lemma 5.3** The set $\mathbb{H}_0^p(Q)$ is convex.

**Proof** Fix $\nu, \mu \in \mathbb{H}_0^p(Q)$ and $\theta \in (0, 1)$. Let $v_j, u_j \subset C^\infty_c(Q)$ satisfy $v_j \rightharpoonup v, u_j \rightharpoonup u$ in $W^{a,p}_0(Q)$ with $\nabla u_j, \nabla v_j$ generating $v$ and $\mu$ respectively. Pick a sequence of smooth cut-off functions $\varphi_i \in C^\infty_c(Q; [0, 1])$ with $\varphi_i \not\rightarrow 1_{(-1,-1+2\theta)\times \mathbb{R}^{N-1}}$ and such that $\{|\varphi_i \neq 1_{(-1,-1+2\theta)\times \mathbb{R}^{N-1}}| \to 0$ with $i \to \infty$. Here $Q^{N-1}$ is the $(N-1)$ dimensional cube. Define $w_{ij}^j := \varphi_i v_j + (1 - \varphi_i) u_j$. Then

$$\nabla w_{ij}^j = \varphi_i \nabla v_j + (1 - \varphi_i) \nabla u_j + R(i, j),$$

where $R(i, j)$ is the remainder, consisting of the terms where we put some of the derivatives on $\varphi_i$ or $(1 - \varphi_i)$. Due to Lemma 2.2 the lower order derivatives of $v_j$ and $u_j$ converge strongly to 0 in $L^p$, thus

$$\|R(i, j)\|_{L^p} = \|\nabla w_{ij}^j - (\varphi_i \nabla v_j + (1 - \varphi_i) \nabla u_j)\|_{L^p} \leq C(\varphi_i) (\|\nabla v_j\|_{L^p} + \|\nabla u_j\|_{L^p}),$$

and the right-hand side converges to 0 with $j \to \infty$ for any fixed $i$ (here $C(\varphi_i)$ is a finite constant that depends on the function $\varphi_i$). Therefore, we may select a subsequence $j(i) \to \infty$ as $i \to \infty$ such that

$$\|\nabla w_{ij(i)}^j - (\varphi_i \nabla v_{j(i)} + (1 - \varphi_i) \nabla u_{j(i)})\|_{L^p} \to 0$$

as $i \to \infty$. Let $w_i := w_{j(i)}^i \in C^\infty_c(Q)$. It is straightforward to see that $\nabla w_i$ generates $1_{(-1,-1+2\theta)\times \mathbb{R}^{N-1}} \mu$ as its oscillation Young measure. This clearly holds for $\mathbb{I}_{(-1,-1+2\theta)\times \mathbb{R}^{N-1}} \nabla v_{j(i)} + 1_{(-1+2\theta,1)\times \mathbb{R}^{N-1}} \nabla u_{j(i)}$ and, by construction, the difference of this sequence and $(\varphi_i \nabla v_{j(i)} + (1 - \varphi_i) \nabla u_{j(i)})$ converges to 0 in measure, whilst the difference of $\nabla w_i$ and the latter sequence converges to 0 in $L^p$. Finally, $w_i$ is compactly supported in $Q$, so we may extend it periodically to $\mathbb{R}^N$ and define

$$w_{ik}^j(x) := R_k^{-1} w_j(R_k \odot x),$$

where $R_k := k^{a_1 \cdots a_N}$. Then, by Lemma 5.2, for all $\varphi \in C^\infty_0$ and $\psi \in \mathcal{E}_p$ we have

$$\lim_{i \to \infty} \lim_{k \to \infty} \int_Q \varphi(x) \psi(\nabla w_{ik}^j(x)) \, dx = \lim_{j \to \infty} \int_Q \varphi(x) \left( \int_Q \psi(\nabla w_i(y)) \, dy \right) \, dx.$$
Finally, since we have already identified the measure generated by $\nabla_a w_i$, we may write
\[
\lim_{i \to \infty} \lim_{k \to \infty} \int_Q \varphi(x) \psi(\nabla_a w^k_i(x)) \, dx = \int_Q \varphi(x) \, dx \langle \psi, \varphi \rangle (\theta + (1 - \theta) \mu, \psi).
\]

A standard density argument and a diagonal extraction in the separable spaces $L^1(Q)$ and $C_0(\mathbb{R}^{n \times m})$ let us obtain a subsequence $\tilde{w}_i \subset \{w^k_i\} \subset C^\infty$ with $a$-gradients generating the measure $\theta \nu + (1 - \theta) \mu$, which ends the proof. \qed

**Lemma 5.4** The set $\mathbb{E}_p^p$ is relatively closed in $\mathcal{P}(\mathbb{R}^{n \times m}) \cap \{\mu : \int_{\mathbb{R}^N} |W|^p \, d\mu < \infty\}$ with respect to the weak* topology on $\mathcal{E}_p^*$.

**Proof** Fix an arbitrary $v \in \mathbb{E}_p^p \subset \mathcal{P}(\mathbb{R}^{n \times m})$ and let $\{f_i\} \subset C^\infty(Q), \{g_j\} \subset C^\infty_c(\mathbb{R}^{n \times m})$ be countable dense subsets of $L^1(Q)$ and $C_0(\mathbb{R}^{n \times m})$ respectively. Take also $f_0(x) \equiv 1$ and $g_0(W) := |W|^p$. By definition of the weak* topology, for any fixed $g \in C_0(\mathbb{R}^{n \times m})$ there exists a $v_k \in \mathbb{E}_p^p$ with
\[
|\langle v - v_k, g \rangle| < \frac{1}{2k}.
\]

Through a diagonal argument we may ensure that this is satisfied simultaneously for any finite set of $g$'s, i.e., for any $k \in \mathbb{N}$ there exists a $v_k \in \mathbb{E}_p^p$ such that
\[
|\langle v - v_k, g_j \rangle| < \frac{1}{2k}, \quad \text{for all } j \in \{0, 1, \ldots, k\}.
\]

Since $v_k \in \mathbb{E}_p^p$, we may find a sequence $\{w^k_i\} \subset \mathcal{W}_0^{a, p}(Q)$ with $a$-gradients generating $v_k$.

Theorem 3.1 implies that, for any $g \in C^\infty_c(\mathbb{R}^{n \times m})$, we have $g(\nabla_a w^k_i) \rightharpoonup \langle \mu, g \rangle$ in $L^1(Q)$. Another diagonal extraction and the triangle inequality let us establish existence of a sequence $\{w_k\} \subset \mathcal{W}_0^{a, p}(Q)$ such that
\[
|\langle v, g_j \rangle \int_Q f_i \, dx - \int_Q f_i g_j(\nabla_a w_k) \, dx| < \frac{1}{k}, \quad \text{for all } 0 \leq i, j \leq k, \quad (5.2)
\]
as all $f_i$'s are smooth and therefore bounded, so that they are admissible test functions for weak convergence in $L^1$.\footnote{Existence of minimisers of variational problems posed in...}

Setting $i = j = 0$ shows that $\nabla_a w_k$ is bounded in $L^p(Q)$, therefore we may find a subsequence generating some $\mathcal{W}^{a, p}$-gradient Young measure $\mu$. For notational simplicity we assume that the entire sequence generates $\mu$. From (5.2) and the fact that $g_j(\nabla_a w_k) \rightharpoonup \langle \mu, g_j \rangle$ in $L^1$ as $k \to \infty$ we infer that
\[
\langle v, g_j \rangle \int_Q f_i \, dx = \int_Q f_i \langle \mu, g_j \rangle \, dx, \quad \text{for all } i, j.
\]

By density of $f_i$ in $L^p(Q)$ we deduce that $\langle \mu, g_j \rangle = \langle v, g_j \rangle$ in $(L^p)^*$. In particular, they are equal almost everywhere, so that for almost every $x \in Q$ we have $\langle \mu_x, g_j \rangle = \langle v, g_j \rangle$ for all $j$. By density of $\{g_j\}$ in $C_0(\mathbb{R}^{n \times m})$ we deduce that $\mu_x = \nu$ for almost all $x$, which shows that $\mu$ is in fact homogeneous so $\nu = \mu \in \mathbb{E}_0^p$, which ends the proof. \qed

Because bounded continuous functions are a subset of $\mathcal{E}_p$, we immediately get:
Lemma 5.5 If a sequence \( \{ \nu_j \} \subset \mathcal{P}(\mathbb{R}^{n \times m}) \cap \mathcal{E}_p^* \) converges to some \( \nu \in \mathcal{P}(\mathbb{R}^{n \times m}) \cap \mathcal{E}_p^* \) in the space \( \mathcal{E}_p^* \), then it also converges in the sense of weak convergence of probability measures. In particular, by the portmanteau theorem, we have

\[
\lim_{j \to \infty} \int_{\mathbb{R}^{n \times m}} g \, d\nu_j = \int_{\mathbb{R}^{n \times m}} g \, d\nu
\]

for all bounded and continuous functions \( g \), and

\[
\liminf_{j \to \infty} \int_{\mathbb{R}^{n \times m}} g \, d\nu_j \geq \int_{\mathbb{R}^{n \times m}} g \, d\nu
\]

for all lower semicontinuous functions \( g \) bounded from below.

5.3 Dual characterisation of oscillation \( W^{a,p} \)-gradient Young measures

We are finally ready to show the two main results of this section. The proof strategy is based on Fonseca and Müller’s approach from [40]. Having established all the necessary technical ingredients above, there are no major difficulties in adapting their arguments. Below we present a proof for the case of homogeneous measures, i.e., Theorem 5.1 and, for the sake of brevity, refer the reader to [72] for the full argument in the general case of Theorem 5.2.

Proof (of Theorem 5.1) First observe that it is enough to consider the case \( W_0 = 0 \), as we may always take a translation. For the proof of this case we argue by contradiction. Suppose that \( \nu \in \mathcal{P}(\mathbb{R}^{n \times m}) \) satisfies

\[
\begin{cases}
\int_{\mathbb{R}^{n \times m}} W \, d\nu = 0, \\
\int_{\mathbb{R}^{n \times m}} |W|^p \, d\nu(W) < \infty, \\
\int_{\mathbb{R}^{n \times m}} g(W) \, d\nu(W) \geq Qg(0) \text{ for all } g \in \mathcal{E}_p,
\end{cases}
\]

but \( \nu \notin \mathbb{H}_0^p \). The \( p \)-th moment assumption on \( \nu \) implies that \( \nu \in \mathcal{E}_p^* \). By Lemmas 5.3 and 5.4 and the Hahn-Banach separation theorem, there exist \( g \in \mathcal{E}_p \) and \( \alpha \in \mathbb{R} \) such that

\[
Qg(0) \leq \langle \nu, g \rangle < \alpha \leq \langle \mu, g \rangle \text{ for all } \mu \in \mathbb{H}_0^p.
\]

For any \( \varphi \in C_c^\infty(Q) \) the measure \( (\nabla_a \varphi)_\# \mathcal{L}^N \frac{|Q|}{|Q|} \) is an element of \( \mathbb{H}_0^p \) (see Corollary 5.2) so that

\[
\int_Q g(\nabla_a \varphi(x)) \, dx \geq \alpha.
\]

Taking infimum over all such \( \varphi \)'s yields

\[
Qg(0) = \inf_{\varphi \in C_c^\infty(Q)} \int_Q g(\nabla_a \varphi(x)) \, dx \geq \alpha,
\]

which contradicts \( Qg(0) \leq \langle \nu, g \rangle < \alpha \) and shows that \( \nu \) is indeed in the set \( \mathbb{H}_0^p \).

For the reverse implication let \( \varphi_k \in C_c^\infty \) be such that \( \{ \nabla_a \varphi_k \} \) is a \( p \)-equiintegrable sequence generating \( \nu \) (which is possible thanks to Corollary 5.1). Then for all \( k \) we have

\[
\int_{\mathbb{R}^{n \times m}} g(\nabla_a \varphi_k(x)) \, dx \geq Qg(0)
\]
by definition of \( Q_g \). On the other hand, \( p \)-equiintegrability of \( \{ \nabla a \varphi_k \} \) and the growth bound on \( g \) imply that we may use point iii) of Theorem 3.1 to deduce that
\[
\lim_{k \to \infty} \int_{\mathbb{R}^{n \times m}} g(\nabla a \varphi_k(x)) \, dx = \int_{\mathbb{R}^{n \times m}} g \, dv,
\]
as for a continuous function the boundedness from below assumption is irrelevant, since we may simply consider the positive and negative parts of \( g \) separately. This and the previous estimate finish the proof. \( \square \)

6 Lower semicontinuity

The central part of our existence theory is sequential weak lower semicontinuity of integral functionals acting on Sobolev spaces of mixed smoothness. Our aim is to prove the following:

**Theorem 6.1** Let \( \Omega \) be a bounded open Lipschitz domain satisfying the weak \( a \)-horn condition. Suppose that \( F : \mathbb{R}^{n \times m} \to [0, \infty) \) is a continuous integrand satisfying the \( p \)-growth condition \( |F(X)| \leq C(|X|^p + 1) \) for some constant \( C \) and all \( X \in \mathbb{R}^{n \times m} \). Then the functional
\[
I(u) := \int_{\Omega} F(\nabla a u) \, dx
\]
is sequentially weakly lower semicontinuous on \( W^{a,p}(\Omega) \) if and only if \( F \) is \( W^{a,p} \)-quasiconvex.

The notion of \( W^{a,p} \)-quasiconvexity is analogous to that of Ball and Murat in [9], and defined as:

**Definition 6.1** We say that a function \( F : \mathbb{R}^{n \times m} \to \mathbb{R} \) is \( W^{a,p} \)-quasiconvex if for every \( X \in \mathbb{R}^{n \times m} \) one has
\[
F(X) \leq \inf_{u \in W^{a,p}_0(Q; \mathbb{R}^n)} \int_Q F(X + \nabla a u(x)) \, dx.
\]

Observe that this definition differs from that of \( a \)-quasiconvexity only by replacing the test space \( C_c^\infty \) by \( W^{a,p}_0 \). In fact, we have the following:

**Lemma 6.1** (see [9]) Suppose that \( F : \mathbb{R}^{n \times m} \to \mathbb{R} \) is continuous and satisfies \( |F(X)| \leq C(1 + |X|^p) \) for every \( X \in \mathbb{R}^{n \times m} \). Then \( F \) is \( W^{a,p} \)-quasiconvex if and only if it is \( a \)-quasiconvex.

In the classical case of first order gradients this has been shown by Ball and Murat in [9] through a simple application of Fatou's lemma. The same proof works in our case, thus we skip it and note that the above and Lemma 3.1 immediately imply the following:

**Corollary 6.1** Suppose that \( F : \mathbb{R}^{n \times m} \to \mathbb{R} \) is continuous and satisfies \( |F(X)| \leq C(1 + |X|^p) \) for every \( X \in \mathbb{R}^{n \times m} \). Then \( QF \) is \( W^{a,p} \)-quasiconvex.

Let us note that the growth assumption on \( F \) cannot, in general, be removed from the statement of Lemma 6.1. In other words, \( W^{a,p} \) and \( W^{a,q} \)-quasiconvexity are different notions in general. The previously mentioned paper [9] contains an example of a function that is \( W^{1,p} \) quasiconvex only for sufficiently large exponents \( p \), thus showing the importance of the relevant test space.
Finally, for future use, we introduce a third notion (analogous to the one introduced by Pedregal in [66] and later studied by Kristensen in [53]) that will be particularly useful for dealing with extended-real valued integrands.

**Definition 6.2** We say that a function $F : \mathbb{R}^{n \times m} \rightarrow (-\infty, \infty]$ is closed $W^{a,p}$-quasiconvex if $F$ is lower semicontinuous and Jensen’s inequality holds for $F$ and every homogeneous oscillation $W^{a,p}$-gradient Young measure, i.e.,

$$F(X) \leq \inf_{\nu \in \mathbb{H}_X^0} \int_{\mathbb{R}^{n \times m}} F(W) \, d\nu(W),$$

where $\mathbb{H}_X^0$ is the set of all homogeneous $W^{a,p}$-gradient Young measures with mean $X$.

As in Theorem 5.1, we note that replacing $\nu \in \mathbb{H}_X^0$ with $\delta_X * \mu$ for $\mu \in \mathbb{H}_0^p$ allows us to rewrite the inequality in the definition of closed $W^{a,p}$-quasiconvexity as

$$F(X) \leq \inf_{\mu \in \mathbb{H}_0^p} \int_{\mathbb{R}^{n \times m}} F(X + W) \, d\mu(W),$$

for all $X \in \mathbb{R}^{n \times m}$.

Before we proceed, we note the following lemma which, in the case of classical gradients, was first proven by Ball and Zhang in [10]:

**Lemma 6.2** Suppose that $F : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ is a continuous integrand satisfying $|F(X)| \leq C(|X|^p + 1)$ for some constant $C$ and for all $X \in \mathbb{R}^{n \times m}$. Then $F$ is a-quasiconvex if, and only if, it is $W^{a,p}$-quasiconvex and if, and only if, it is closed $W^{a,p}$-quasiconvex.

**Proof** Under these assumptions the equivalence between a-quasiconvexity and $W^{a,p}$-quasiconvexity is the content of Lemma 6.1. To prove the equivalence of closed $W^{a,p}$-quasiconvexity with these notions let us first observe that clearly closed $W^{a,p}$-quasiconvexity implies a-quasiconvexity, as for every $\varphi \in C^\infty_c(Q)$ the measure given by $(\nabla_a \varphi)_# \frac{C^\infty_c(Q)}{|Q|}$ is a homogeneous $W^{a,p}$-gradient Young measure (see Corollary 5.2). Note that this part does not use any assumptions on $F$—indeed, closed $W^{a,p}$-quasiconvexity is the strongest of the three notions.

For the other direction fix a point $X \in \mathbb{R}^{n \times m}$ and an arbitrary $\mu \in \mathbb{H}_0^p$ and let $\varphi_j \in W_0^{a,p}(Q)$ be such that the sequence $\{\nabla_a \varphi_j\}$ is $p$-equiintegrable and generates $\mu$, which is possible thanks to Corollary 5.1. Due to the growth conditions on $F$ we know that the family $\{F(X + \nabla_a \varphi_j)\}$ is equiintegrable as well, so that Theorem 3.1 shows that

$$\int_{\mathbb{R}^{n \times m}} F(X + W) \, d\mu(W) = \lim_{j \to \infty} \int_Q F(X + \nabla_a \varphi_j(x)) \, dx \geq F(X),$$

where the last inequality is due to $W^{a,p}$-quasiconvexity of $F$. Since $X$ and $\nu$ were arbitrary, this ends the proof. Observe that we do not need to assume that $F$ is bounded from below to apply Theorem 3.1, as we may simply consider its positive and negative parts separately. \hfill $\Box$

In the following we establish an initial result that identifies closed $W^{a,p}$-quasiconvexity as a sufficient condition for lower semicontinuity of integral functionals in the mixed smoothness setting.

**Lemma 6.3** Let $\Omega$ be a bounded open Lipschitz domain. Suppose that $F : \mathbb{R}^{n \times m} \rightarrow [0, \infty]$ is a closed $W^{a,p}$-quasiconvex integrand. Then the functional

$$I(\mu) := \int_\Omega F(\nabla_a \mu) \, dx$$

is a closed $W^{a,p}$-quasiconvex integrand.
is sequentially weakly lower semicontinuous on $W^{a,p}(\Omega)$.

**Proof** Fix an arbitrary $u \in W^{a,p}(\Omega)$ and a sequence $u_j \rightharpoonup u$ in $W^{a,p}(\Omega)$. We need to show that $\liminf I(u_j) \geq I(u)$. Since $u_j$ is weakly convergent in $W^{a,p}(\Omega)$ it is also bounded in that space. Passing to a subsequence if necessary, we may assume that the $\liminf$ is a true limit and, passing to a further subsequence, that $\nabla u_j$ generates some $W^{a,p}$-gradient Young measure $\nu = \{v_x\}_{x \in \Omega}$. Observe that, since $p \in (1,\infty)$, the barycentre of $v_x$ is $\nabla u(x)$ for almost every $x$ in $\Omega$. By Theorem 3.1 we know that

$$\lim_{j \to \infty} I(u_j) = \lim_{j \to \infty} \int_\Omega F(\nabla u_j) \, dx \geq \int_\Omega \int_{\mathbb{R}^{n \times m}} F \, dv_x \, dx.$$ 

Proposition 5.2 tells us that, for Lebesgue almost every $x$, the measure $v_x$ is a homogeneous $W^{a,p}$-gradient Young measure. Hence, $F$, as a closed $W^{a,p}$-quasiconvex function, satisfies Jensen’s inequality when tested with $v_x$ for almost every $x$, which ends the proof, as we now have

$$\lim_{j \to \infty} I(u_j) \geq \int_\Omega \int_{\mathbb{R}^{n \times m}} F \, dv_x \, dx \geq \int_\Omega F(\nabla u) \, dx = I(u).$$

\[ \Box \]

**Corollary 6.2** Since the proof above is based on localisation, we immediately get that, under the assumptions of the above lemma, the functional

$$W^{a,p}(\Omega) \ni u \mapsto \int_A F(\nabla u) \, dx$$

is sequentially weakly lower semicontinuous on $W^{a,p}(\Omega)$ for any measurable subset $A \subset \Omega$.

**Lemma 6.4** Let $\Omega$ be a bounded open Lipschitz domain satisfying the weak $a$-horn condition. Suppose that $F: \mathbb{R}^{n \times m} \to (-\infty, \infty]$ is a measurable integrand and that its associated functional $I(u) := \int_\Omega F(\nabla u) \, dx$ is sequentially weakly lower semicontinuous on $W^{a,p}(\Omega)$. Then $F$ is $W^{a,p}$-quasiconvex.

**Proof** Fix an arbitrary $\varphi \in W^{a,p}_0(Q)$ and a $X \in \mathbb{R}^{n \times m}$. Let $u$ be an $a$-polynomial with $\nabla u \equiv X$. For an arbitrary $k \in \mathbb{N}$ we may cover $\Omega$, up to a set of measure zero, with a countable family of anisotropic boxes of the form $\{x_i + r_i^j \cap Q\}_{i,j}$, with $r_i^j < 1/j$ for all $j, i$. Let $\varphi_i^j(x) := (r_i^j)\varphi((r_i^j)^{-1} \cap (x-x_i))$ and set $\varphi_j := \sum_{i=1}^{\infty} \varphi_i^j$. Then $\varphi_j$ converges weakly to 0 in $W^{a,p}(\Omega)$ (see Lemma 5.2), thus $u + \varphi_j \rightharpoonup u$ in $W^{a,p}(\Omega)$, so that

$$\liminf_{j \to \infty} \int_\Omega F(\nabla u + \varphi_j) \, dx = \liminf_{j \to \infty} \int_\Omega F(X + \nabla \varphi_j) \, dx \geq \int_\Omega F(\nabla u) \, dx = |\Omega| \, F(X).$$

However, for every $j$ we have, by a change variables,

$$\int_\Omega F(X + \nabla \varphi_j) \, dx = |\Omega| \int_Q F(X + \nabla \varphi) \, dx.$$

which ends the proof. \[ \Box \]

Finally, putting together the content of Lemmas 6.2, 6.3, and 6.4, proves Theorem 6.1.
7 Relaxation

We have already identified $W^{a,p}$-quasiconvexity as an equivalent condition for lower semi-continuity of integral functionals in the mixed smoothness framework. When a functional lacks lower semi-continuity one typically studies its relaxation, defined as the sequentially weakly lower semicontinuous envelope of the original functional, i.e., through

$$\bar{I}(u) := \inf_{u_j \rightharpoonup u} \left\{ \liminf_{j \to \infty} I(u_j) \right\},$$

where the infimum is taken over all sequences $u_j$ converging to $u$ in the appropriate sense. In our case this means $u_j \to u$ in $W^{a,p}(\Omega)$. With this definition the relaxed functional $\bar{I}$ is sequentially lower semicontinuous with respect to weak convergence in $W^{a,p}(\Omega)$. The aim of this section is to show that, under appropriate assumptions, the relaxation is again an integral functional with integrand given by $a$-quasiconvexification of the original one. In the classical setting of first order gradients and under $(p,p)$ growth conditions on the integrand, this was first done by Dacorogna in [27]. The main results of this section are contained in Theorems 7.1 and 7.2 below, which deal with the $p$-growth case and the extended-real valued case, respectively.

**Theorem 7.1** Let $\Omega$ be a bounded open Lipschitz domain satisfying the weak $a$-horn condition. Suppose that $F: \mathbb{R}^{n \times m} \to [0, \infty)$ is a continuous and $L^p$ coercive integrand with $F(X) \leq C(|X|^p + 1)$. Assume furthermore that $F$ satisfies

$$F(X) \geq D|X|^p - D^{-1} \quad \text{or} \quad |F(X) - F(W)| \leq D(1 + |X|^{p-1} + |W|^{p-1})|X - W|,$$

for all $X, W \in \mathbb{R}^{n \times m}$. Then the sequentially weakly lower semicontinuous envelope of the functional $I_F$ is given by

$$\bar{I}_F(u) := \inf_{u_j \rightharpoonup u} \left\{ \liminf_{j \to \infty} I_F(u_j) \right\} = \int_{\Omega} QF(\nabla a u(x)) \, dx = I_{\Omega F}(u),$$

where the infimum is taken over all sequences $u_j$ converging to $u$ weakly in $W^{a,p}(\Omega)$.

**Theorem 7.2** If $F: \mathbb{R}^{n \times m} \to (-\infty, \infty]$ is a continuous integrand satisfying $F(X) \geq C|X|^p - C^{-1}$ for some $C > 0$ then the sequentially (with respect to approximate $W^{a,p}$ gradient convergence) weakly lower semicontinuous envelope of the functional $I_F$ is given by

$$\bar{I}_F[V] := \inf_{V_j \to a,p V} \left\{ \liminf_{j \to \infty} I_F[V_j] \right\} = \int_{\Omega} \overline{F}(V(x)) \, dx,$$

where the infimum is taken over all sequences $V_j$ converging to $V$ in the sense of approximate $W^{a,p}$ gradient convergence. Here $\overline{F}$ denotes the closed $W^{a,p}$-quasiconvex envelope of $F$.

We postpone the definitions of approximate $W^{a,p}$ gradient convergence and closed $W^{a,p}$-quasiconvex envelope and, instead, begin by building up tools necessary for tackling Theorem 7.1.
7.1 The $p$-growth case

**Lemma 7.1** Suppose that $F : \mathbb{R}^{n \times m} \to [0, \infty)$ is a continuous and $L^p$ coercive integrand with $F(X) \leq C(|X|^p + 1)$. Assume further that $F$ is locally Lipschitz with

$$|F(X) - F(W)| \leq D(1 + |X|^{p-1} + |W|^{p-1})|X - W|,$$

(7.3)

for all $X, W \in \mathbb{R}^{n \times m}$ and some $D \in \mathbb{R}$. Then $QF$ is continuous.

**Proof** For a continuous integrand of $p$-growth the mapping $X \mapsto \int_Q F(X + \nabla_a \varphi) \, dx$ is continuous for any fixed $\varphi \in C_c^\infty(Q)$. Thus, by the Dacorogna formula (3.1), we immediately see that the quasiconvex envelope is upper semicontinuous, as it is a pointwise infimum of a family of continuous functions.

By Theorem 4.1 we know that the functional induced by $F$ is $L^p$ mean coercive with any boundary datum. However, the constants describing the coercivity may depend on the datum—if this was not the case then $F$ would have to satisfy pointwise coercivity bounds of the form $F(X) \geq C|X|^p - C^{-1}$, which we do not assume. Nevertheless, under the assumption of local Lipschitz continuity of $F$, it may be shown that the constants may be chosen uniformly on compact sets. To prove that, let us take $X_0$ to be a point at which $\tilde{F} - c_1 \cdot |\cdot|^p$, with some positive constant $c_1$, is $a$-quasiconvex—such a point exists by Theorem 4.1. For an arbitrary $X \in \mathbb{R}^{n \times m}$ and any $\varphi \in C_c^\infty(Q)$ we may, using (7.3), write

$$\int_Q |F(X + \nabla a \varphi) - F(X_0 + \nabla a \varphi)| \, dx \leq D \int_Q (1 + |X + \nabla a \varphi|^{p-1} + |X_0 + \nabla a \varphi|^{p-1}) |X - X_0| \, dx.$$

Rearranging we get

$$\int_Q |F(X + \nabla a \varphi) - F(X_0 + \nabla a \varphi)| \, dx \leq c_1 + c_2 \int_Q |\nabla a \varphi|^{p-1} \, dx,$$

where the constants $c_i$ depend on $X$ but may be chosen uniformly on compact sets. These constants also depend on $D$ and $X_0$, but, since the integrand is fixed, this dependence is not important here. Rearranging and using the strict $a$-quasiconvexity at $X_0$ given by Theorem 4.1 we may now write

$$\int_Q F(X + \nabla a \varphi) \, dx \geq c_0 \int_Q |\nabla a \varphi|^p \, dx - c_1 - c_2 \int_Q |\nabla a \varphi|^{p-1} \, dx,$$

with a different constant $c_1$. Using weighted Young’s inequality we get

$$\int_Q F(X + \nabla a \varphi) \, dx \geq c_0 \int_Q |\nabla a \varphi|^p \, dx - c_1,$$

where, again, the constant $c_1$ has changed, but it is still independent of $\varphi$ and may be chosen locally uniformly in $X$. Thus, we have shown that for any compact set $K$ there exists a constant $c > 0$ such that

$$\int_Q F(X + \nabla a \varphi) \, dx \geq c \int_Q |\nabla a \varphi|^p \, dx - c^{-1},$$

(7.4)

for all $X \in K$ and all $\varphi \in C_c^\infty(Q)$.

To show that $QF$ is lower semicontinuous take an arbitrary point $X \in \mathbb{R}^{n \times m}$ and a sequence $X_j \to X$. Assume, without loss of generality, that $\liminf_{j \to \infty} QF(X_j) =$
\lim_{j \to \infty} QF(X_j) < \infty. For every \( j \) we may, by the Dacorogna formula, find a function \( \varphi_j \in C_c^\infty(Q) \) such that

\[ QF(X_j) > \int_Q F(X_j + \nabla a \varphi_j) \, dx. \]

Since \( X_j \) is a convergent sequence, it is contained in a compact set. Similarly, the sequence \( QF(X_j) \) is bounded, thus, based on what we have just proven in (7.4), we deduce that the family \( \{\nabla a \varphi_j\} \) is bounded in \( L^p \). Using the Lipschitz bound (7.3), we may write

\[
\int_Q F(X + \nabla a \varphi_j) \, dx \leq \int_Q F(X_j + \nabla a \varphi_j) \, dx + D \int_Q (1 + |X|^{p-1} + |X_j|^{p-1} + |\nabla a \varphi_j|^{p-1}) |X - X_j| \, dx. \quad (7.5)
\]

Now, \(|X - X_j|\) converges to 0 as \( j \to \infty \), and the integral

\[
\int_Q (1 + |X|^{p-1} + |X_j|^{p-1} + |\nabla a \varphi_j|^{p-1}) \, dx
\]

is bounded, hence the last term in (7.5) goes to 0 with \( j \). Thus

\[ QF(X) \leq \liminf_{j \to \infty} \int_Q F(X + \nabla a \varphi_j) \, dx \leq \liminf_{j \to \infty} \int_Q F(X_j + \nabla a \varphi_j) \, dx = \lim_{j \to \infty} QF(X_j), \]

which ends the proof.

Let us remark that the above could be easily generalised to the \( \mathcal{A} \)-free setting of compensated compactness due to Murat and Tartar (see [63, 64] by Murat and [81–83] by Tartar). It is known that in general, when the characteristic cone of \( \mathcal{A} \) does not span the entire space, \( \mathcal{A} \)-quasiconvex envelopes of smooth functions need not be continuous (see, for example, Remark 3.5 in [40]). Our proof shows that this is not a problem if one restricts to coercive integrands satisfying the bound (7.3). That being said, in the context of \( \mathcal{A} \)-quasiconvexity, this may also be resolved in a different way (see the author’s recent collaboration with Raiţă [73])), however that approach cannot be applied in the mixed smoothness case, and thus we do not elaborate on it further.

**Proof (of Theorem 7.1)** When \( F \) satisfies the first of the two alternative conditions we have provided, i.e., when \( F \) is of \( p \)-growth from below as well as from above, this result is a corollary of a more general relaxation result (for extended real-valued integrands) that we will demonstrate next, thus we postpone this part of the proof.

Under the assumption that \( F \) is locally Lipschitz, we have shown in Lemma 7.1, that \( QF \) is continuous. We also know, from Lemma 4.3, that \( QF \) satisfies the same \( p \)-growth assumption as \( F \). Lemma 3.1 tells us that \( QF \) is \( a \)-quasiconvex, which in view of the continuity and growth bounds implies, by Lemma 6.2, that it is \( W^a,p \)-quasicongeval. Finally, Lemma 6.3 shows that the functional induced by \( QF \) is indeed sequentially weakly lower semicontinuous on \( W^{a,p}(\Omega) \). This translates to

\[ \tilde{I}_F(u) \geq I_{QF}(u), \]

and so it remains to prove the reverse inequality.
Proceeding similarly to a proof in Dacorogna’s book [28] (see Theorem 9.1 therein) let us start with the simple case of \( \Omega = Q \) and \( u \) with \( \nabla u = X \) for some constant \( X \in \mathbb{R}^{n \times m} \). By the Dacorogna formula (3.1) there exists a sequence \( \varphi_j \in C_c^\infty(Q) \) with

\[
\int_Q F(\nabla u + \nabla \varphi_j) \, dx \to \int_Q QF(\nabla u) \, dx.
\]

It only remains to show that the sequence \( \varphi_j \) may be chosen in such a way as to satisfy \( \varphi_j \to 0 \) in \( W^{a,p}(Q) \). The argument here is essentially a simpler version of the one in the proof of Lemma 5.2. For a fixed \( j \) extend \( \varphi_j \) periodically and consider the sequence

\[
\varphi_j^k(x) := r_k^{-1} \varphi_j(r_k \circ x),
\]

with \( r_k := k^{a_1 \cdots a_N} \). Then \( \nabla_a \varphi_j^k \) preserves the integral, i.e.,

\[
\int_Q F(\nabla u + \nabla \varphi_j^k) \, dx = \int_Q F(\nabla u + \nabla \varphi_j) \, dx.
\]

for every \( k \), and \( \varphi_j \to 0 \) in \( W^{a,p}(Q) \) with \( k \to \infty \). Thus, a diagonal extraction argument ends the proof in this basic case.

For the general case let us fix an arbitrary function \( u \in W^{a,p}(\Omega) \). Using Proposition 2.4 we may find a sequence \( v_j \in W^{a,p}_0(\Omega) \) with \( v_j \to u \) in \( W^{a,p}(\Omega) \) and such that for each \( j \) there exists a finite family of anisotropic boxes \( \{Q_j^i\}_i \) such that \( \nabla u \) is constant on each \( Q_j^i \) and \( \left| \Omega \setminus \bigcup_i Q_j^i \right| \to 0 \) as \( j \to \infty \). We know, from Lemma 7.1, that \( QF \) is continuous, and from Lemma 4.3 that it satisfies the \( p \)-growth bound. Thus

\[
\int_{\Omega} QF(\nabla v_j) \, dx \to \int_{\Omega} QF(\nabla u) \, dx.
\]

Since \( v_j \) converges to \( u \) strongly in \( W^{a,p} \), the sequence \( \nabla v_j \) is \( p \)-equiintegrable. By assumption and Lemma 4.3 we know that both \( F \) and \( QF \) satisfy the \( p \)-growth bound from above, so that

\[
\int_{\Omega \setminus \bigcup_i Q_j^i} F(\nabla v_j) \, dx \to 0 \quad \text{and} \quad \int_{\Omega \setminus \bigcup_i Q_j^i} QF(\nabla v_j) \, dx \to 0.
\]

In particular,

\[
\int_{\bigcup_i Q_j^i} QF(\nabla v_j) \, dx + \int_{\Omega \setminus \bigcup_i Q_j^i} F(\nabla v_j) \, dx \to \int_{\Omega} QF(\nabla u) \, dx.
\]

Using the previous step we may, for any fixed \( Q_j^i \), find a sequence \( \psi^i_{j,k} \in C_c^\infty(Q_j^i) \) with \( \psi^i_{j,k} \to 0 \) in \( W^{a,p}(\Omega) \) as \( k \to \infty \) and such that

\[
\int_{Q_j^i} F(\nabla v_j + \nabla \psi^i_{j,k}) \, dx \to \int_{Q_j^i} QF(\nabla v_j) \, dx \quad \text{as} \quad k \to \infty.
\]

Letting \( \phi^i_k := \sum_i \psi^i_{j,k} \in C_c^\infty(\Omega) \), we have \( \phi^i_k \to 0 \) in \( W^{a,p}(\Omega) \) as \( k \to \infty \) and

\[
\int_{\bigcup_i Q_j^i} F(\nabla v_j + \nabla \phi^i_k) \, dx \to \int_{\bigcup_i Q_j^i} QF(\nabla v_j) \, dx.
\]
A standard diagonal extraction argument allows us to construct a, non-relabelled, diagonal sequence \( \varphi_j \in C^\infty_c(\Omega) \) with \( \varphi_j \rightharpoonup 0 \) in \( W^{a,p}(\Omega) \) and such that

\[
\int_\Omega F(\nabla a v_j + \nabla a \varphi_j) \, dx \to \int_\Omega QF(\nabla a u) \, dx.
\]

Therefore, setting \( u_j := v_j + \varphi_j \), shows that

\[
\liminf_{j \to \infty} I_F(u_j) \leq I_{QF}(u),
\]

and thus ends the proof.

Observe that we only use the locally Lipschitz assumption on \( F \) in order to deduce continuity of \( QF \) from Lemma 7.1. If continuity can be ensured in a different way then we can dispense with the assumption (7.2). In the classical setting of first order gradients it is known that quasiconvex functions are convex along rank-one directions, and these span the entire space, so that one may deduce continuity from directional convexity. We have already mentioned that, in general, there is no good analogue of rank-one convexity in the mixed smoothness setting. However, if \( a \) is such that all multi-indices \( \alpha \) with \( \langle \alpha, a^{-1} \rangle = 1 \) are of the same parity, this has been resolved by Kazaniecki, Stolyarov, and Wojciechowski in [45]. Under this assumption they have shown that \( a \)-quasiconvex functions are convex along directions of the form

\[
\sum_{|\alpha| + |\alpha_0| = 1} i^{|\alpha|+|\alpha_0|} x^\alpha b^i e_{\alpha,i}.
\] (7.6)

Here \( x \in \mathbb{R}^N \) and \( b \in \mathbb{R}^n \) are arbitrary vectors, \( i^2 = -1 \), \( e_{\alpha,i} \) is the canonical basis of \( \mathbb{R}^{n \times m} \), and \( \alpha_0 \) is an arbitrary multi-index on the hyperplane of homogeneity, i.e., with \( \langle \alpha_0, a^{-1} \rangle = 1 \). When all the multi-indices have the same parity, the coefficients in (7.6) are real and vectors of this form span \( \mathbb{R}^{n \times m} \), thus continuity follows from directional convexity. Thus, we obtain the following:

**Corollary 7.1** If \( a^{-1} \) is such that all the multi-indices \( \alpha \) with \( \langle \alpha, a^{-1} \rangle = 1 \) have orders of the same parity then the conclusion of Theorem 7.2 holds without the additional assumptions (7.1) or (7.2).

If, on the other hand, the parities of \( |\alpha| \) do not match, then the coefficients in (7.6) complexify, and we do not get any directional convexity. It is still possible to use the calculation leading to determining the form of the vectors in (7.6) to show that \( a \)-quasiconvex functions are (pluri)subharmonic in a certain sense (see the discussion in [45]), but we have not yet been able to use that to strengthen our relaxation results. We believe, however, that this should be studied further and intend to do so in future work.

### 7.2 Closed \( W^{a,p} \)-quasiconvex envelope

The \( p \)-growth assumption on the integrand was crucial in the results of the previous subsections. Indeed, when \( F \) is not of \( p \)-growth the notions of \( W^{a,p} \)-quasiconvexity and closed \( W^{a,p} \)-quasiconvexity need not coincide, and this is precisely the reason for introducing this stricter notion of closed \( W^{a,p} \)-quasiconvexity. An explicit example, in the isotropic setting of first order gradients, of an integrand that is quasiconvex but not closed quasiconvex may be found in Example 1.3 in [53].
The first issue we run into is that, for an extended real-valued integrand, the formula (3.1) need not yield a closed $W^{a,p}$-quasiconvex function. The purpose of this subsection is to establish a formula that does. We start with the natural definition of the closed $W^{a,p}$-quasiconvex envelope.

**Definition 7.1** For a measurable function $F : \mathbb{R}^{n \times m} \to (-\infty, \infty]$ we define its closed $W^{a,p}$-quasiconvex envelope by

$$
\overline{F}(X) := \sup\{G(X) : G \leq F, \ G \text{ is closed } a\text{-}p \text{ quasiconvex}\}.
$$

Our goal is the following:

**Proposition 7.1** For any $p \in (1, \infty)$, the closed $W^{a,p}$-quasiconvex envelope of a lower semicontinuous function $F : \mathbb{R}^{n \times m} \to [0, \infty]$ satisfying the growth condition $F(X) \geq c|X|^p$ for some constant $c > 0$ is given by

$$
\overline{F}(X) = \inf_{v \in \mathbb{H}^p_X} \langle F(\cdot + X), v \rangle = \inf_{\nu \in \mathbb{H}^p_0} \langle F, \nu \rangle.
$$

Moreover, the function $\overline{F}$ is indeed closed $W^{a,p}$-quasiconvex.

The reason we put the lower growth assumption in this result is that in a number of places in the proof we will use an argument that selects, at each $X \in \mathbb{R}^{n \times m}$ a measure $\nu_X \in \mathbb{H}^p_X$ which (nearly) achieves $\langle F, \nu_X \rangle = \overline{F}(X)$. The main idea of the proof is that then, with any fixed $v \in \mathbb{H}^p_0$ the measure $\mu$ defined by $d\mu := d\nu_X d\nu$ is again a homogeneous $W^{a,p}$-gradient Young measure. To prove that we need to ensure that it has a finite $p$-th moment, which is where coercivity comes into the picture. For now we do not know whether it is possible to relax this assumption, nevertheless it is in line with the relaxation result we prove next. As in the case of integrands of $p$-growth, to prove a relaxation formula we need some sort of a coercivity assumption on the integrand. If we were to relax the pointwise coercivity to simply $L^p$ or $L^p$-mean coercivity we would need a Lipschitz assumption on our integrand of the form appearing in Theorem 7.2, which we cannot have if we wish to allow $F$ to take the value $+\infty$. Thus, for now at least, we content ourselves with including the lower-growth bound also in our formula for the closed quasiconvex envelope. We note that the lower growth assumption is also present in the relaxation result in Kristensen’s paper [53], on which we base our relaxation proof.

Before we proceed to the proof let us recall the following classical result due to Kuratowski and Ryll-Nardzewski:

**Theorem 7.3** (see [56]) Let $X$ be a metric space and $Y$ be a separable and complete metric space. Fix a multi-valued function $G : X \to 2^Y$. If for any closed set $K \subset Y$ the set $\{x \in X : G(x) \cap K \neq \emptyset\}$ is Borel measurable then $G$ admits a measurable selector, i.e., there exists a Borel measurable function $g : X \to Y$ such that for all $x \in X$ we have $g(x) \in G(x)$.

**Proof (Proof of Proposition 7.1)** The argument that we present closely follows the one in a recent paper by the author (see [71]), where it was employed in the context of $A$-quasiconvexity. Denote

$$
R(X) := \inf_{\nu \in \mathbb{H}^p_0} \langle F(\cdot + X), \nu \rangle.
$$

Clearly for any $\nu \in \mathbb{H}^p_0$ and $X \in \mathbb{R}^{n \times m}$ we have $\overline{F}(X) \leq \langle F(\cdot + X), \nu \rangle$, therefore taking the infimum over $\nu \in \mathbb{H}^p_0$ yields

$$
\overline{F}(X) \leq R(X),
$$

\(\square\) Springer
hence showing that $R$ is closed $W^{a,p}$-quasiconvex will give the reverse inequality and end the proof, as one immediately gets $R \leq F$ by testing with $\nu := \delta_0 \in H^0_0$.

To show that $R$ is lower semicontinuous fix $X_0 \in \mathbb{R}^{n \times m}$, a sequence $X_j \rightarrow X_0$, and an $\varepsilon > 0$. We will show that

$$\varepsilon + \liminf_{j \rightarrow \infty} R(X_j) \geq R(X_0).$$

Without loss of generality assume that $\lim_{j \rightarrow \infty} R(X_j) = \liminf_{j \rightarrow \infty} R(X_j) < \infty$, and let $M$ be such that $R(X_j) + \varepsilon \leq M$ for all $j$. By definition of $R$, for each $X_j$ there exists $v_j \in H^p_0$ with

$$M \geq R(X_j) + \varepsilon \geq \langle F(\cdot + X_j), v_j \rangle.$$ 

Our growth assumption on $F$ and boundedness of $|X_j|$ (as a convergent sequence) give

$$M \geq \int_{\mathbb{R}^{n \times m}} c |X + X_j|^p \, dv_j \geq C \left( \int_{\mathbb{R}^{n \times m}} |X|^p \, dv_j - 1 \right),$$

which yields $\sup_j \int_{\mathbb{R}^{n \times m}} |X_j|^p \, dv_j < \infty$. We see that the family $\{v_j\}$ is bounded in $E^\ast_p$, therefore we may extract a weakly*-convergent subsequence from it—without loss of generality assume that the whole sequence converges, i.e., $v_j \rightharpoonup v_0$ in $E^\ast_p$. By Lemma 5.4 we have $v_0 \in H^p_0$. Moreover $\delta_{X_j} * v_j \rightharpoonup \delta_{X_0} * v_0$. Since $F$ is lower semicontinuous and bounded from below we have

$$\varepsilon + \liminf_{j \rightarrow \infty} R(X_j) \geq \liminf_{j \rightarrow \infty} \langle F, \delta_{X_j} * v_j \rangle \geq \langle F, \delta_{X_0} * v_0 \rangle$$

$$= \int_{\mathbb{R}^{n \times m}} F(\cdot + X_0) \, dv_0 \geq R(X_0),$$

where the last inequality comes from the definition of $R$ and the fact that $\nu \in H^p_0$. Since $\varepsilon > 0$ was arbitrary we conclude that $R$ is in fact lower semicontinuous.

It now remains to show that $R$ satisfies Jensen’s inequality with respect to homogeneous oscillation $W^{a,p}$-gradient Young measures. To that end fix $X_0 \in \mathbb{R}^{n \times m}$ and $\nu \in H^p_0$. We wish to show that $R(X_0) \leq \int_{\mathbb{R}^{n \times m}} R \, dv$. Without loss of generality we may assume that $\int_{\mathbb{R}^{n \times m}} R \, dv < \infty$. Fix an $\varepsilon > 0$ and observe that, by definition of $R$, for all $X \in \mathbb{R}^{n \times m}$ there exists $\nu_X \in H^p_0$ satisfying

$$\langle F(\cdot + X), \nu_X \rangle \leq \varepsilon + R(X),$$

so that, for now only formally,

$$\int_{\mathbb{R}^{n \times m}} \left( \int_{\mathbb{R}^{n \times m}} F(\cdot + X) \, d\nu_X \right) \, dv(X) \leq \varepsilon + \int_{\mathbb{R}^{n \times m}} R \, dv.$$

Now—if we manage to show that $\nu_X$ may be chosen in such a way that $X \mapsto \nu_X$ is weak*-measurable and that the measure $\mu$ defined by duality as

$$\langle g, \mu \rangle := \int_{\mathbb{R}^{n \times m}} \left( \int_{\mathbb{R}^{n \times m}} g(\cdot + X) \, d\nu_X \right) \, dv(X)$$

is a homogeneous $W^{a,p}$-gradient Young measure with mean $X_0$ then the claim will follow, as by definition $\langle F, \mu \rangle \geq R(X_0)$.

Note that weak*-measurability of $X \mapsto \nu_X$ only means Lebesgue measurability of $X \mapsto \int_{\mathbb{R}^{n \times m}} g(\cdot + X) \, d\nu_X$, which need not be enough to integrate this function with respect to
v. However, if we manage to get Borel measurability of the function in question then the construction is justified, as v is a Radon (hence Borel) measure—we will call such a map Borel weak* measurable. It is clear that if one makes sense of the integration on the right-hand side of (7.7) then it defines a linear functional on \(C_0(\mathbb{R}^{n \times m})\). Its boundedness follows from the fact that all \(\nu_X\), \(\nu\) are probability measures, thus showing that the functional is given by some finite Radon measure \(\mu\).

For the measurable selection part we define a multifunction \(\mathcal{G}\) given by

\[
\mathcal{G}(X) := \left\{ \mu \in \mathbb{H}_0^p : \int_{\mathbb{R}^{n \times m}} F(\cdot + X) \, d\mu \leq \varepsilon + R(X) \right\}.
\]

For the measurable selection result we intend to use (see Theorem 7.3) we need \(\mathcal{G}\) to take values in \(2^Y\) for some complete metric space \(Y\). For that we define, for a given \(M > 0\),

\[
\Omega_M := \{ X \in \mathbb{R}^{n \times m} : |X| < M, R(X) \leq M \}.
\]

Observe that since we assumed \(R\) to be integrable with respect to \(v\), we have that \(X \in \bigcup_{M=1}^{\infty} \Omega_M\) for \(v\)-a.e. \(X \in \mathbb{R}^{n \times m}\). Let us fix \(M \in \mathbb{N}\). Then, for any \(X \in \Omega_M\) and any \(\mu \in \mathcal{G}(X)\), we have

\[
\int_{\mathbb{R}^{n \times m}} F(W + X) \, d\mu(W) \leq \varepsilon + R(X) \leq 2\varepsilon + R(X) \leq M + 2\varepsilon.
\]

The factor 2 in front of \(\varepsilon\) is not important here, we only put it there to allow for some room in later parts of the argument. Due to the growth assumption on \(F\) we have

\[
\int_{\mathbb{R}^{n \times m}} F(W + X) \, d\mu(W) \geq C \int_{\mathbb{R}^{n \times m}} |W + X|^p \, d\mu(W) \geq C \int_{\mathbb{R}^{n \times m}} |W|^p \, d\mu(W) - C^{-1} |X|^p.
\]

Finally \(\int_{\mathbb{R}^{n \times m}} |W|^p \, d\mu(W) \leq C_M\), holds for all \(\mu \in \mathcal{G}(X)\), with the constant \(C_M\) depending only on \(M\) (and \(\varepsilon\)). Therefore, we may consider our operator \(\mathcal{G}\) as a map \(\Omega_M \to 2^Y\), where

\[
Y_M := \left\{ \mu \in \mathbb{H}_0^p : \int_{\mathbb{R}^{n \times m}} |W|^p \, d\mu \leq C_M \right\}.
\]

The set \(Y_M\) may be equipped with the weak* topology inherited from \(\mathcal{E}_p^\ast\). Since we put a uniform bound on the \(p\)-th moments (so also on the norm in \(\mathcal{E}_p^\ast\)), this topology is metrisable in a complete and separable manner when restricted to \(Y_M\). To prove that, first recall that due to Lemma 5.4 \(\mathbb{H}_0^p\) is weak* closed in \(\mathcal{E}_p^\ast\). Since \(| \cdot |^p \in \mathcal{E}_p\) we know that the map \(\mu \mapsto \int_{\mathbb{R}^{n \times m}} |W|^p \, d\mu\) is weak* continuous, thus \(Y_M\) is weak* closed and bounded. The Banach-Alaoglu Theorem (see for example Theorem 3.16 in [20]) then implies that \(Y_M\) is weak* compact. Since \(\mathcal{E}_p\) is clearly separable we deduce that the weak* topology on \(Y_M\) is metrisable (see Theorem 3.28 in [20]). Finally, compact metric spaces are complete and separable, thus proving our claim.

**Lemma 7.2** For any \(X \in \Omega_M\) the set \(\mathcal{G}(X)\) is non-empty and closed.

**Proof** The fact that \(\mathcal{G}(X) \neq \emptyset\) comes straight from the definition of \(R\). To show that it is closed it is enough to show that it is sequentially closed. Let us then fix a sequence \(\{\mu_j\} \subset \mathcal{G}(X)\) and assume that it converges weak* in \(\mathcal{E}_p^\ast\) to some \(\mu \in Y_M\). Since the function \(F\) is lower semicontinuous and bounded from below we get by Lemma 5.5 that

\[
R(X) + \varepsilon \geq \liminf_{j \to \infty} \int_{\mathbb{R}^{n \times m}} F(\cdot + X) \, d\mu_j \geq \int_{\mathbb{R}^{n \times m}} F(\cdot + X) \, d\mu,
\]
so $\mu \in G(X)$, which ends the proof. \qed

Lemma 7.3 For any non-empty closed set $O \subset Y_M$ the set

$$\{X \in \Omega_M : G(X) \cap O \neq \emptyset\}$$

is Borel measurable.

Proof First note that we may rewrite the set in question as

$$\bigcap_{k=1}^{\infty} \left\{X \in \Omega_M : \inf_{\mu \in O} \int_{\mathbb{R}^n \times m} F(\cdot + X) \, d\mu \leq R(X) + \varepsilon(1 + 2^{-k}) \right\}.$$

Hence, it is enough to show that the sets

$$\left\{X \in \Omega_M : \inf_{\mu \in O} \int_{\mathbb{R}^n \times m} F(\cdot + X) \, d\mu \leq R(X) + \varepsilon(1 + 2^{-k}) \right\}$$

are all Borel measurable. Define

$$U(X) := \inf_{\mu \in O} \int_{\mathbb{R}^n \times m} F(\cdot + X) \, d\mu.$$

We claim that $U$ is lower semicontinuous. Let $X_j \to X$. We need to show that $\liminf_{j \to \infty} U(X_j) \geq U(X)$. Without loss of generality assume that the lim inf is a true limit and that it is finite, i.e.,

$$\lim_{j \to \infty} U(X_j) = \liminf_{j \to \infty} U(X_j) < \infty.$$

By definition of $U$, for each $k$ there exists a measure $\mu_j \in O$ with

$$\int_{\mathbb{R}^n \times m} F(\cdot + X_j) \, d\mu_j \leq U(X_j) + 1/k.$$

Therefore

$$\lim_{j \to \infty} \int_{\mathbb{R}^n \times m} F(\cdot + X_j) \, d\mu_j = \liminf_{j \to \infty} U(X_j).$$

Since the set $O$ is a closed subset of a compact space $Y_M$ we may extract an $E^*_p$ weak* convergent subsequence from $\mu_j$. Without loss of generality assume that the entire sequence $\mu_j$ converges weak* to some $\mu \in O$. This, combined with $X_j \to X$, implies that we have $\delta_{X_j} * \mu_j * \delta_X * \mu$ in the sense of probability measures. Therefore, since $F$ is lower semicontinuous, the portmanteau theorem yields

$$\liminf_{j \to \infty} \int_{\mathbb{R}^n \times m} F(\cdot + X_j) \, d\mu_j = \liminf_{j \to \infty} \int_{\mathbb{R}^n \times m} F \, d(\delta_{X_j} * \mu_j)$$

$$\geq \int_{\mathbb{R}^n \times m} F \, d(\delta_X * \mu) = \int_{\mathbb{R}^n \times m} F(\cdot + X) \, d\mu \geq U(X),$$

which shows that $U$ is indeed lower semicontinuous. Since the set

$$\left\{X \in \Omega_M : \inf_{\mu \in O} \int_{\mathbb{R}^n \times m} F(\cdot + X) \, d\mu \leq R(X) + \varepsilon(1 + 2^{-k}) \right\}$$

is the same as

$$\{X \in \Omega_M : U(X) \leq R(X) + \varepsilon(1 + 2^{-k})\}.$$
and both $U$ and $R$ are lower semicontinuous (hence Borel measurable) the set in question is Borel measurable as well, which ends the proof.

Now, thanks to Lemmas 7.2 and 7.3 we may use Theorem 7.3 to deduce the existence of a weak* measurable map $\nu^M : \Omega_M \to \mathbb{H}^0_M$ such that for any $X \in \Omega_M$ the measure $\nu^M_X$ satisfies

$$\int_{\mathbb{R}^{n \times m}} F(\cdot + X) d\nu^M_X \leq \epsilon + R(X).$$

Finally let us define the map $\tilde{\nu} : \mathbb{R}^{n \times m} \to \mathbb{H}^0_M$ by

$$\tilde{\nu}_X := \begin{cases} \nu^M_X & \text{for } X \in \Omega_M \setminus \Omega_{M-1} \\ \tilde{\mu} & \text{for } X \notin \bigcup_{M=1}^{\infty} \Omega_M, \end{cases}$$

where $\tilde{\mu}$ is some arbitrary element of the (non-empty) set $\mathbb{H}^0_M$. Observe that the choice of $\tilde{\mu}$ does not matter, as we have already observed that the set $\mathbb{R}^{n \times m} \setminus \bigcup_{M=1}^{\infty} \Omega_M$ is of $\nu$ measure 0. This set is also Borel since we already know that $R$ is Borel measurable, hence each $\Omega_M$ is Borel. Clearly the map $\tilde{\nu}$ is Borel weak* measurable, i.e., it is a measurable map from $\mathbb{R}^{n \times m}$ equipped with the Borel $\sigma$-algebra into $\mathbb{H}^0_M$ equipped with the weak* topology inherited from $\mathcal{E}^*_p$. Therefore, we may define $\mu \in (C_0(\mathbb{R}^{n \times m}))^*$ as in (7.7). It only remains to show that $\mu \in \mathbb{H}^0_M$.

Positivity of $\mu$ results immediately from positivity of all $\nu_X$ and $\nu$. In the same way we show that $\mu$ is a probability measure, as

$$\langle 1, \mu \rangle = \int_{\mathbb{R}^{n \times m}} \left( \int_{\mathbb{R}^{n \times m}} 1 \, d\nu_X \right) \, d\nu(X) = \int_{\mathbb{R}^{n \times m}} 1 \, d\nu(X) = 1,$$

since all measures considered are probability measures. To prove that $\mu$ has a finite $p$-th moment we write

$$\langle | \cdot |^p, \mu \rangle = \int_{\mathbb{R}^{n \times m}} \left( \int_{\mathbb{R}^{n \times m}} | \cdot + X |^p \, d\nu_X \right) \, d\nu(X).$$

Using the growth assumption on $F$ we get

$$\int_{\mathbb{R}^{n \times m}} | \cdot + X |^p \, d\nu_X \leq C \int_{\mathbb{R}^{n \times m}} F(\cdot + X) \, d\nu_X \leq C(R(X) + \epsilon),$$

where the last inequality is satisfied for $\nu$-a.e. $X$. Integrating with respect to $\nu$ gives

$$\langle | \cdot |^p, \mu \rangle \leq C \left( \epsilon + \int_{\mathbb{R}^{n \times m}} R(X) \, d\nu(X) \right) < \infty,$$

since, by assumption, $R$ is integrable with respect to $\nu$. Lastly, it remains to show that $\mu$ satisfies the inequality in Theorem 5.1. Fix any continuous functions $g : \mathbb{R}^{n \times m} \to \mathbb{R}$ with $|g(\nu)| \leq C(1 + |\nu|^p)$ for some constant $C$. We have

$$\langle \mu, g \rangle = \int_{\mathbb{R}^{n \times m}} \left( \int_{\mathbb{R}^{n \times m}} g(\cdot + X) \, d\nu_X \right) \, d\nu(X) \geq \int_{\mathbb{R}^{n \times m}} Qg(X) \, d\nu(X) \geq Q(\mu)(X_0) = Qg(X_0),$$

where the first inequality comes from the fact that all $\nu_X$’s are Young measures with mean 0, the second one from the respective property of $\nu$, and the last equality from Lemma 3.1. This shows that we indeed have $\mu \in \mathbb{H}^0_{X_0}$ and ends the proof, as discussed earlier (see eq. (7.7)).
7.3 Relaxation in the extended real-valued setting

We begin by defining a relaxed notion of convergence for vector fields that are nearly (up to an $L^p$-small error) $a$-gradients of functions in $W^{a,p}$. The notion is reminiscent of the one often used in the $A$-free setting, where instead of working with sequences that satisfy the constraint exactly, i.e., with $AV_j = 0$, one only requires $AV_j \to 0$ strongly in $W^{-1,p}$, see for example [40]. In the case of standard first order gradients this corresponds to the condition $\text{curl } V_j \to 0$ strongly in $W^{-1,p}(\Omega)$ investigated in [53].

Definition 7.2 We say that a sequence of vector fields $V_j \in L^p(\Omega; \mathbb{R}^{n \times m})$ is a sequence of approximate $W^{a,p}$ gradients if there exist sequences $u_j \in W^{a,p}(\Omega; \mathbb{R}^n)$ and $v_j \in L^p(\Omega; \mathbb{R}^{n \times m})$ such that

$$V_j = \nabla a u_j + v_j$$

and $v_j \to 0$ strongly in $L^p$.

Following [54] we introduce the following notion of convergence:

Definition 7.3 We say that a sequence of vector fields $V_j \in L^p(\Omega; \mathbb{R}^{n \times m})$ converges to $V$ in the sense of approximate $W^{a,p}$ gradients if $V_j$ converges to $V$ weakly in $L^p$ and $(V_j - V)$ is a sequence of approximate $W^{a,p}$ gradients. In such a case we write $V_j \to_a V$.

Proposition 3.1 immediately implies the following:

Lemma 7.4 Assume that $\Omega$ satisfies the weak $a$-horn condition. Suppose that a sequence $V_j = \nabla a u_j + v_j \in L^p(\Omega; \mathbb{R}^{n \times m})$ of approximate $W^{a,p}$ gradients converges weakly to 0 in $L^p$ and generates an oscillation Young measure $\nu$. Then $\{\nabla a u_j\}$ generates the same Young measure $\nu$. In particular, any oscillation Young measure generated by a sequence of approximate $W^{a,p}$ gradients is an oscillation $W^{a,p}$-gradient Young measure.

Corollary 7.2 Let $\Omega$ be a bounded open Lipschitz domain satisfying the weak $a$-horn condition. Suppose that $F: \mathbb{R}^{n \times m} \to (-\infty, \infty]$ is bounded from below and closed $W^{a,p}$-quasiconvex. Then the functional

$$I(V) := \int_\Omega F(V) \, dx$$

is sequentially lower semicontinuous with respect to approximate $W^{a,p}$ gradient convergence.

Proof Since, by Lemma 7.4 the Young measures generated by sequences of approximate $W^{a,p}$ gradients are $W^{a,p}$-gradient Young measures, the argument of Lemma 6.3 carries through unchanged.

With these results in hand we are finally ready to prove Theorem 7.2.

Proof (of Theorem 7.2) Corollary 7.2 guarantees that $\bar{I}_F[V] \geq \int_\Omega \bar{F}(V(x)) \, dx$, thus we only need to prove the opposite inequality. If $F$ is identically equal $+\infty$ then there is nothing to show, so we may restrict to proper integrands. Using a translation we may, without loss of generality, assume $F(X) \geq C|X|^p$. In any case, the fact that $F$ is bounded from below immediately implies the same for $\bar{F}$. Fix any $V \in L^p$. Without loss of generality we may assume $\int_\Omega \bar{F}(V(x)) \, dx < \infty$, as otherwise there is nothing to prove. Fix an $\varepsilon > 0$ and observe that we must have $\bar{F}(V(x)) < \infty$ a.e. in $\Omega$. Therefore, using Proposition 7.1, we
may find a family of homogeneous oscillation $W^{a,p}$-gradient Young measures $\{v_x\}_{x \in \Omega}$ with mean 0 and such that, for almost every $x \in \Omega$, we have

$$\bar{F}(V(x)) + \varepsilon \geq \int_{\mathbb{R}^n \times m} F(\cdot + V(x)) \, dv_x. \quad (7.8)$$

Using exactly the same argument as in the proof of Proposition 7.1 we may ensure weak* measurability of $x \to v_x$. We intend to show that $v$ is a suitable Young measure using Theorem 5.2. Recall that we need to prove the following:

i) there exists $v \in W^{a,p}(\Omega)$ such that

$$\nabla_a v(x) = (v_x, \text{Id}) \text{ for a.e. } x \in \Omega;$$

ii) 

$$\int_\Omega \int_{\mathbb{R}^n \times m} |W|^p \, dv_x(W) \, dx < \infty;$$

iii) for a.e. $x \in \Omega$ and all continuous functions $g : \mathbb{R}^n \times m \to \mathbb{R}$ satisfying $|g(W)| \leq C(1 + |W|^p)$ for some positive constant $C$ one has

$$(v_x, g) \geq Qg((v_x, \text{Id})).$$

The first point is clearly satisfied, as all our measures are of mean 0. The second one may be checked in the same way as in the already mentioned proof of Proposition 7.1, using the growth assumption on $F$. Finally, the third point results immediately from the fact that all $v_x$’s are, by definition, elements of $\{\nabla_a w_j\}_{j \in \mathbb{N}}$, due to the same property of $F$. This shows that $v$ is indeed generated by some $p$-equiintegrable family $\{\nabla_a w_j\}$ with $w_j \in W^{a,p}(\Omega)$ and $w_j \rightharpoonup 0$ in $W^{a,p}$. For a given $M \in \mathbb{N}$ consider

$$F^M(z) := \min(F(z), M(|z|^p + 1)).$$

Clearly, for each $M$, the function $F^M$ is continuous and the family $\{F^M(V + \nabla_a w_j)\}_j$ is $p$-equiintegrable, due to the same property of $\{V + \nabla_a w_j\}$. Theorem 3.1 then yields

$$\int_\Omega F^M(V + \nabla_a w_j) \, dx \to \int_\Omega \left( \int_{\mathbb{R}^n \times m} F^M(V(x) + \cdot) \, dv_x \right) \, dx.$$

On the other hand, since $F^M \leq F$ and $v_x$ are non-negative and satisfy (7.8), we have

$$\int_\Omega \left( \int_{\mathbb{R}^n \times m} F^M(V(x) + \cdot) \, dv_x \right) \, dx \leq \int_\Omega \left( \int_{\mathbb{R}^n \times m} F(V(x) + \cdot) \, dv_x \right) \, dx \leq \int_\Omega \bar{F}(V(x)) \, dx + \varepsilon.$$

From this we deduce, through a diagonal extraction, that there exists a sequence $j(M) \in \mathbb{N}$ with $\lim_{M \to \infty} j(M) = \infty$ such that for all $M$ one has

$$\int_\Omega F^M(V + \nabla_a w_{j(M)}) \, dx \leq \int_\Omega \bar{F}(V(x)) \, dx + 2\varepsilon. \quad (7.9)$$

Define the set

$$G_M := \{x \in \Omega : F(V(x) + \nabla_a w_{j(M)}(x)) \leq M(|V(x) + \nabla_a w_{j(M)}(x)|^p + 1)\},$$
and fix some \( X_0 \in \mathbb{R}^{n \times m} \) for which \( F(X_0) < \infty \)—such a point exists, as \( F \) is proper. Next define a vector field \( W_M \) in such a way that

\[
V(x) + W_M(x) = (V(x) + \nabla_a w_{j(M)}(x))I_{G_M} + X_0I_{\partial G_M}. \tag{7.10}
\]

We claim that \( \{V + W_M\}_M \) is an admissible vector field in the \( \bar{I}_F[V] \) problem. For that it is enough to show that \( \|V + W_M - (V + \nabla_a w_{j(M)})\|_{L^p(\Omega)} \to 0 \). By definition we have

\[
\|V + W_M - (V + \nabla_a w_{j(M)})\|_{L^p(\Omega)} = \|V + W_M - (V + \nabla_a w_{j(M)})\|_{L^p(\partial G_M)} \leq \|X_0\|_{L^p(\partial G_M)} + M^{-1} \left( \int_\Omega F^M(V + \nabla_a w_{j(M)}) \, dx \right)^{1/p},
\]

where the last inequality comes from the definition of the set \( \partial G_M \) and extending the integral to all of \( \Omega \). Now, (7.9) yields

\[ M^{-1} \left( \int_\Omega F^M(V + \nabla_a w_{j(M)}) \, dx \right)^{1/p} \leq M^{-1} \left( \int_\Omega \bar{F}(V(x)) \, dx + 2\varepsilon \right)^{1/p}, \]

thus showing the desired convergence to 0 in \( L^p \), as \( \|X_0\|_{L^p(\partial G_M)} \to 0 \) results simply from the fact that clearly the Lebesgue measure of \( \partial G_M \) tends to 0, because

\[ F(V(x) + \nabla_a w_{j(M)}(x)) > M \text{ on } \partial G_M, \]

and we have a uniform (with respect to \( M \)) bound on the integral of the function in question. This implies in particular that \( V + W_M \) converges to \( V \) in the sense of approximate \( W^{a,p} \) gradients convergence. Therefore, we have

\[
\bar{I}_F[V] \leq \liminf_{M \to \infty} \int_\Omega F(V + W_M) \, dx = \liminf_{M \to \infty} \int_{\partial G_M} F^M(V + w_{j(M)}) \, dx + \int_{\partial G_M} F(X_0) \, dx \leq \liminf_{M \to \infty} \int_\Omega F(V(x)) \, dx + 2\varepsilon = \int_\Omega \bar{F}(V(x)) \, dx + 2\varepsilon,
\]

where the last inequality results from (7.9) and the measure of \( \partial G_M \) tending to 0. Since \( \varepsilon > 0 \) was arbitrary the proof is complete. \( \square \)
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