Throughput of distributed queueing-based LoRa for long-distance communication

Wei Wu, Wennai Wang, Bin Wang, and Rongfang Song

Abstract

LoRa, due to its advantage of long-range communication capability, is promising for Internet of Things (IoT) and space-air-ground communications. However, the conventional MAC protocol used with LoRa is classified as an Aloha-based algorithm, which leads to drastic decrease in throughput when a huge amount of end-devices try to access the network. To achieve stable and high throughput of LoRa, we propose a design to combine the distributed queueing (DQ) and in-band-full-duplex (IBFD) technologies. The usage of DQ mechanism is benefit for fast collision resolution, while the IBFD-enabled gateway helps to reduce the heavy control overhead of DQ. The designs of access procedure and frame structure are discussed in detail. The outage probability and average throughput are evaluated under imperfect self-interference cancelation. Also, a mathematical programming method is developed to optimize the spreading factor and code rate. Numerical results show that our proposal gains an extra enhancement of 1.83-fold in throughput.
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1 Introduction

1.1 Background

Internet of Things (IoT) supports pervasive interconnection of smart devices or “things” [1]. The smart devices are designed to be low complexity and low power for reducing the maintenance interaction; however, such low-power profile constraints the communication range [2]. To make IoT connections possible in rural areas, low-power wide-area network (LPWAN) technologies are employed, whose communication range is typically about 10 to 20 km [3]. Furthermore, in the undeveloped areas (poles, oceans, or isolated mountains) or disaster areas, much larger coverage (usually up to several hundred kilometers) is required [4]. Hence, space-ground and space-air-ground communications are more valid solutions [2, 4]. In fact, it is more flexible and cost-effective to deploy the space-air-ground systems that based on aerial platforms than the space-ground satellite systems.
[5]; therefore, it is attractive to explore the adoption of LPWAN in the space-air-ground systems.

LoRa, invented by Semtech, is a physical (PHY) layer modulation technology based on chirp spread spectrum (CSS) [6]. Due to the advantages of long communication distance and strong anti-interference ability, LoRa is one of the most widely deployed LPWAN technologies [2]. Note that the maximum reported distance achieved by LoRa modules is reaching 832 km [7], which makes LoRa a promising candidate for space-air-ground communications. According to [5], the coverage radius of low aerial platform (LAP) is about 5.5 km and that of high aerial platform (HAP) is 200 km; hence, the communication distance of LoRa is able to satisfy the coverage of space-air-ground systems.

1.2 Motivation and related works

The default medium access control (MAC) protocol used over LoRa is specified by LoRaWAN [8], and it is based on Aloha fashion. As we know, LoRa networks that exploit the Aloha-based protocol have scalability issue, since the throughput suffers from drastic decrease and becomes unstable due to collisions, when the number of arriving packets boosts [9]. Therefore, in some applications with huge amount of devices (smart grid, environmental monitoring, or emergency management) served by a few gateways or base stations, frequent collisions and significant delays are inevitable when using this Aloha-based protocol. Especially, in the space-air-ground communications, the number of served devices would be larger; thus, the throughput performance would be worse [10].

On one hand, the duty cycle restriction in LoRa (commonly 1% in EU868) helps to alleviate this phenomenon. It restricts the packet transmission rate of each device, hence stabilizes the throughput when the number of connected devices grows [9]. However, the duty cycle imposes a penalty on the downlink throughput, since it prevents a large number of devices from being served in downlink when a single gateway is used [11].

On the other hand, many existing works aiming to address this scalability issue present transmission scheduling strategies [11–17]. These strategies completely or partly schedule uplink transmissions by the gateway, which significantly improves the throughput as well as the fairness among users. In such cases, it would be desirable to relieve the duty cycle restriction like in some areas [18]. Some of the scheduling strategies are fine-grained or coarse-grained methods [11–13], which show advantages for periodic traffic applications rather than random or bursty traffic applications (e.g., smart alarm and smart cars), whereas other scheduling strategies which make use of collision detection and resolution [14–17], especially those based on distributed queueing (DQ) mechanism [16, 17], are more efficient for the bursty traffic applications. In our prior work [17], the normalized throughput was improved to 70% under the deployment of 10,000 end-devices with Poisson packet arrivals.

Apart from the above MAC layer approaches, some works [12, 19] employed full-duplex (FD) technology in LoRa networks, to reduce collisions and improve the throughput. Xu et al. [12] designed an out-of-band FD gateway by using separate uplink and downlink channels, while [19] proposed an in-band FD (IBFD) end-device by using orthogonal upchirp and downchirp carrier signals. IBFD allows wireless terminals to transmit and receive simultaneously in the same frequency band, making the potential to double the spectral efficiency. This potential, however, is impeded by self-interference, which is the echo of transmitted signal imposed on co-local receiver [20]. Therefore, sufficient amount
of self-interference cancelation (SIC) is essential to ensure correct demodulation of the intended signal and achieve the benefits of IBFD [21]. Fortunately, state-of-the-art SIC schemes across all three domains (propagation, analog, and digital domains) are satisfying to suppress the self-interference below noise floor. The highest total cancelation has hitherto been reported as 115.3 dB [22].

1.3 Paper contributions
Although the throughput of LoRaWAN has been highly improved by introducing DQ-based MAC protocol, the required control overhead (usually access request and feedback) for channel contention and transmission scheduling is heavy. Therefore, the high ratio between the control overhead and useful payload still impedes the throughput enhancement. In this paper, we take a step to combine DQ and IBFD (simply FD hereafter) techniques in a LoRa network, where the gateway is endowed with FD capability and it coordinates the data transmissions of end-devices by the DQ mechanism. The usage of DQ mechanism guarantees fast collision resolution under heavy traffic load, which helps to stabilize and improve the throughput when large amount of devices try to access the network. In addition, the FD capability allows the gateway to simultaneously receive uplink data and broadcast DQ feedback information, which helps to reduce the heavy control overhead of DQ. The main contributions in this paper are summarized as follows:

- The access procedure is redesigned to accommodate the FD-enabled gateway. The frame structure is also modified, by adding an extra field in the feedback, for downlink acknowledgement and other messages. The new access procedure and frame structure help to eliminate the two receive windows specified in LoRaWAN class A. It is beneficial for uplink throughput and energy savings.
- Outage probability and average throughput are derived with imperfect SIC. These two performance metrics are evaluated in two kinds of scenarios (urban and sub-urban), under various communication distances and SIC levels. Numerical results show that our proposal is superior to the conventional scheme, and it is applicable to the LAP-assisted space-air-ground communications.
- A mathematical programming method is developed to choose optimal spreading factor (SF) and code rate (CR) for each device. This method aims to maximize the data rate and make the cell-edge devices able to communicate with the FD gateway.

The remainder of this paper is organized as follows. Details of FDQ-LoRa are described in Section 2, including the access procedure and frame structure. Performance analysis and transmission parameter optimization are provided in Section 3. Section 4 gives out numerical results and discussions. Conclusions are made in Section 5.

2 Design of FDQ-LoRa
2.1 Foundation
2.1.1 LoRaWAN overview
LoRaWAN defines the system structure and communication protocol for LoRa PHY layer. The system structure is a star-of-stars topology with three kinds of entities: end-device (ED), gateway (GW), and network server (NS), with GWs transparently relaying the messages between EDs and NS. Transmission parameters can be customized, including
bandwidth (BW), transmit power (TP), SF, and CR. There are three typical bandwidths (125, 250, and 500 KHz), six SFs (from 7 to 12), and four CRs (4/5, 4/6, 4/7, and 4/8) [8]. Among them, the higher SF implies lower bitrate but longer communication distance, while the higher CR indicates higher protection against interference, and vice versa. Besides, LoRaWAN offers three types of EDs for various IoT applications, namely classes A, B, and C [8]. Note that devices can always send uplinks at will, while the device’s class determines when it can receive downlinks and its energy efficiency. For class A, devices open two short windows at specified times after each uplink transmission. The server can respond either in the first or second receive window. Class A is the most energy-efficient class and must be supported by all devices. The purpose of class B is to extend class A, by adding scheduled receive windows (ping slots) for downlinks from the server. The devices periodically open receive windows, according to the time-synchronized beacons transmitted by the gateway. Compared to class A, class B has lower latency since downlinks are reachable at reconfigured times, with no need of sending an uplink to trigger a downlink. In addition, the power consumption of class B is higher than that of class A, as the class B devices spend more time in active mode during beacons and ping slots. For class C, devices always open receive windows, except when they are transmitting. Hence, class C has the highest power consumption.

2.1.2 DQ mechanism

DQ protocol is first introduced by Xu and Campbell [23]. This protocol demands active devices to contend in contention slots firstly, then to transmit their data. A coordinator is required to broadcast feedback information about the state of each contention slot. According to the state information, the devices are organized into one of two logical queues—collision resolution queue (CRQ) and data transmission queue (DTQ). If collisions are detected, the devices are split into groups and queued into the CRQ; otherwise, they are queued into the DTQ. The devices in CRQ wait for subsequent contention resolution, while those in DTQ wait for collision-free data transmission. More details about DQ principle are available in [23].

In [17], the gateway acts as a coordinator, and all devices are required to work in the class B mode for receiving feedback packets at periodical times. Besides, each superframe is divided into three parts—contention window, data slot, and feedback slot, used for contention resolution, data transmission, and feedback broadcast, respectively.

2.2 Our design

2.2.1 Access procedure

In our design, data transmissions of HD EDs are coordinated by an FD GW, using the DQ protocol. The FD operation can be achieved by using orthogonal upchirp and downchirp carrier signals for uplink and downlink transmissions respectively [19]. Since the FD GW is permitted to transmit feedback and receive data at the same time, two separate slots for uplink data transmission and downlink feedback broadcast are no longer needed. We use the ping slot to replace the native data and feedback slots in DQ. Note that the privilege of simultaneous transmission and reception in the ping slot is only available for the GW, not for the EDs. If an ED has a chance to transmit data in one ping slot, it is forbidden to receive any downlink message in that ping slot.
Figure 1 shows an example to illustrate the access procedure. The upper side exhibits the packet flow and the lower side depicts the states of two queues. We provide the details as follows:

i) A beacon window (BW) starts after the beacon broadcast. After receiving the beacon, ED1, 2, and 3 are synchronized with the network and switch to class B.

ii) In the first ping period (PP), three devices contend in the CS by sending access requests (ARs). ED1 succeeds while ED2 collides with ED3. After that, GW broadcasts a feedback packet (FBP) in the ping slot (PS). Note that there is no uplink data transmitted in this PS because DTQ is empty at that time. According to the feedback information, ED1 enters into the first position of DTQ, while ED2 and 3 enter into the first position of CRQ.

iii) In PP2, ED2 and 3 contend in the CS, and they both succeed. In the ping slot, ED1 transmits its data, and GW broadcasts an FBP at the same time. ED2 and 3 receive the FBP, and they enter into the first two positions of DTQ according to the order of minislots.

iv) In PP3, no device contends since the CRQ is empty at that time. ED3 transmits its data, and GW broadcasts FBP in the PS. Note that in addition to the states of minislots, this FBP contains the acknowledgement to ED1’s data.

v) In PP4, still no device contends in the CS. ED2 transmits data, and GW broadcasts FBP.

vi) In PP5, no contention and no uplink transmission exist; however, GW would broadcast FBP in this PS if it has response to ED2.

More explanations about our design are given in the following.

- The BW is adaptive to the number of collisions, which means all collisions occurring at the beginning of a BW would be resolved before the next BW. GW informs all EDs about the BW interval through the beacon signal, and this time interval is estimated
from the previous BWs. If the BW is longer than the native one (usually 128 s in LoRaWAN class B [18]), new synchronization information could be carried in FBP to keep EDs synchronized with the network.

- For the native LoRaWAN class B, every ED should wake up in each PS for downlink reception. In our proposal, EDs only wake up for FBP reception in the PSs before its data transmission, and they keep sleeping in the PSs after completing data transmission. Note that if one ED needs acknowledgement, it wakes up for one more PS. This policy is benefit for energy savings.

- Some device’s data transmission would interfere with the FBP reception of other devices, for example, in PP2, the FBP reception at ED2 is interfered by the transmitted signal of ED1. If the distance between ED1 and 2 is far enough, FBP still can be correctly decoded due to the capture effect [24]. However, if ED1 is close to ED2, correct decoding of FBP is obstructed. In this case, ED2 waits for the next CS to contend.

2.2.2 FBP structure

The FBP structure defined in [17] is modified in this paper. We add an extra response field, which is reserved for downlink acknowledgements and SF assignment information. This modification is preferred by reliability-dependent IoT applications where acknowledgements for uplink transmissions are demanded. As we mentioned before, it is also helpful to save energy and improve uplink throughput. Because the two receive windows for receiving downlink messages, specified in class A, can be removed. The new structure of FBP is depicted in Fig. 2.

As depicted in Fig. 2, the frame payload (FRMPayload) consists of three fields: (i) state field: state of CS (SoCS), $\lceil \frac{2m}{8} \rceil$ bytes ($m$ is the number of minislots); (ii) length field: lengths of two logical queues (LoQ), 4 bytes; and (iii) response field (RESP): acknowledgement and SF assignment, $\lceil \frac{(3m + 1)}{8} \rceil$ bytes. The reasons for the length of each part are as follows:

- **SoCS**: Each minislot needs 2 bits to indicate its three kinds of states (success, collision, or empty) [23]; hence, the length is $\lceil \frac{2m}{8} \rceil$ bytes when the number of minislots is $m$.
- **LoQ**: Each logical queue is assigned with 2 bytes to indicate its length [17].
- **RESP**: There are six available SFs, and the number of successful devices is no greater than $m$; thus, at most $3m$ bits are required to indicate the SF assignments. Besides,
another 1 bit is required for downlink acknowledgement. Hence, the total length is 
\[ \lceil (3m + 1)/8 \rceil \text{ bytes.} \]

According to LoRaWAN specification, the length of FBP PHYPayload is 
\[ 17 + \lceil m/4 \rceil + \lceil (3m + 1)/8 \rceil \text{ bytes.} \]

Then, the number of payload symbols can be calculated by [25]:
\[
n_{\text{payload}} = 8 + \max \left( \left\lfloor \frac{8PL - 4SF + 16CRC - 20IH}{4(SF - 2DE)} \right\rfloor (CR + 4), 0 \right),
\]

where PL is the number of payload bytes (1–255), IH indicates the header mode with 1 
for header enabled and 0 for header disabled, DE = 1 indicates the usage of data rate 
optimization and 0 otherwise, and CR is the coding rate (1 corresponding to 4/5, and 
4 corresponding to 4/8). It is worth to mention that to make sure cell-edge devices can 
receive FBP, the GW uses SF12 to broadcast FBP. Besides, we set \( m = 3, CR = 1 \) (4/5), 
the preamble size to be 10.25 symbols, and use the implicit header mode. Hence, according 
to Eq. (1), the total length of FBP is 33.25 symbols, with the airtime \( T_{\text{FBP}} \) to be 1.36 s 
(\( BW = 125 \text{ kHz} \)). In addition, every device use SF12 to send AR before SF assignment, 
therefore with the same parameter settings the interval of CS is \( T_{\text{CS}} = 3 \times 0.08 = 0.24 \text{ ms} \)
(2-sym AR [17]).

3 Throughput analysis and transmission parameter optimization

3.1 System model

We consider a cell, whose radius is \( R \) km, in which one GW is located at the center and \( N \) 
EDs are uniformly distributed in the coverage of the cell \( (R^2) \). The channel gain between 
each ED \( i (i \in \{1, ..., N\}) \) and the GW is:
\[
h(t) = A(d_i)g(t),
\]

where \( g(t) \) is the small-scale fading gain, which can be modeled as an exponential ran-
dom variable with unit mean (Rayleigh fading), and \( A(d_i) = (f_i^2 \times 10^{-2.8})^{-1} d_i^{-\alpha} \) [26] is 
the path loss attenuation, with \( d_i \) the distance between ED \( i \) and the GW, \( f_i \) the carrier 
frequency, and \( \alpha \) the path loss exponent. The throughput performance will be analyzed 
in the next subsection.

The following are the assumptions:

(a) The length of PS is fixed and the data transmission is error-free.
(b) Every ED only has one data to send in a BW.
(c) The number of minislots is no less than 3 \( (m \geq 3) \).

Note that it has been proved in [23] that with the assumption (c), the DQ protocol can 
achieve a maximum theoretical throughput approaching one and is stable for all input 
rate less than one.

3.2 Throughput evaluation

3.2.1 Normalized throughput with perfect SIC

In order to make all contending EDs wake up at the instant of CS, the CS duration \( (T_{\text{CS}}) \) 
and PS duration \( (T_{\text{PS}}) \) should be constant known values. According to Section 2.2.2, 
\( T_{\text{CS}} \) is constant when \( m \) is predetermined (e.g., \( m = 3, T_{\text{CS}} = 0.24 \text{ s} \)). However, \( T_{\text{PS}} \) 
is dependent on the airtimes of data and FBP, i.e., \( T_{\text{PS}} = \max(T_{\text{DAT}}, T_{\text{FBP}}) \). Although \( T_{\text{FBP}} \) is predesigned in Section 2.2.2 (1.36 s), \( T_{\text{DAT}} \) is unknown. The reason is that for
the same payload size, $T_{\text{DAT}}$ is distinct when using different SFs. Therefore, aiming at
higher throughput and channel utilization, we permit EDs using different SFs to send data
packets with different payload sizes and make $T_{\text{DAT}}$ close to $T_{\text{FBP}}$.

For the available SFs, the corresponding $T_{\text{DAT}}$ and payload sizes (maximum 255 bytes)
are listed in Table 1. Note that default SF assignment in this paper is based on the coverage
range listed in Table 2 [26].

We define normalized system throughput as the average time of data packets occupied
in the total used time, which can be represented as:

$$S_{\text{norm}} = \frac{N T_{\text{DAT}}}{(N + n)(T_{\text{CS}} + T_{\text{PS}})},$$  \hspace{1cm} (3)

where $N$ is the number of EDs, $T_{\text{DAT}}$ is the average airtime of a data packet, and $n$ is the
number of data-free PPs (e.g., PP1 in Fig. 1). $T_{\text{DAT}}$ can be obtained as:

$$T_{\text{DAT}} = \sum_{j=7}^{12} p(j) T_{\text{DAT}}^j,$$

where $p(j)$ is the proportion of EDs that use SF$j$, which can be calculated as $p(j) = \left(\frac{l_j^2 - l_{j-1}^2}{R^2}\right)$, with $l_j$ and $l_{j-1}$ the upper and lower bounds of the coverage range of SF $j$,
respectively.

According to the analysis in [17], when $n \geq 3$ and $N \geq 1000$, data-free PPs are no more
than 10% of data-existing PPs, i.e., $n \leq 0.1N$. Hence,

$$S_{\text{norm}} \geq \frac{\bar{T}_{\text{DAT}}}{1.1(T_{\text{CS}} + T_{\text{PS}})}.\hspace{1cm} (5)$$

According to Eqs. (4) and (5), we obtain $S_{\text{norm}} \geq 0.7$ when $\alpha = 2.7$ and $S_{\text{norm}} \geq 0.64$
when $\alpha = 4$.

Note that we only estimate the lower bound of $S_{\text{norm}}$, since it is cumbersome to obtain
an accurate closed-form expression of $n$, due to the stochastic access procedure. However,
the stable high performance of DQ in densely loaded networks has been demonstrated
[23, 27], and its throughput is independent of the number of EDs [17]. Therefore, in
the next section, we will investigate the performance of FDQ-LoRa in terms of average
throughput.

### 3.2.2 Average throughput with imperfect SIC

As we expected, the intended signal received by the FD GW will be contaminated by
self-interference. Therefore, sufficient amount of SIC must be implemented before signal
demodulation.

The received signal-to-interference-and-noise ratio (SINR) after SIC can be expressed as:

$$\text{SINR} = \frac{p_t h(t)}{p_{r\text{si}} + p_n},$$

where $p_t$, $p_{r\text{si}}$, and $p_n$ are the power of transmitted signal, residual self-interference, and
noise, respectively. Since the reception of intended signal fails when SINR is below the

| Table 1 | Payload size and transmission time of data packets |
|---------|-----------------------------------------------|
| **SF** | 7    | 8    | 9    | 10   | 11   | 12   |
| **Payload (B)** | 255  | 255  | 231  | 122  | 63   | 19   |
| **$T_{\text{DAT}}$ (s)** | 0.48 | 0.85 | 1.36 | 1.35 | 1.34 | 1.36 |
Table 2 LoRa characteristics

| SF  | Receiver sensitivity (dBm) | Reception thres. (dB) | Coverage range (km) α = 2.7/α = 4 |
|-----|----------------------------|----------------------|-----------------------------------|
| 7   | − 123                      | − 6                  | 0–8/0.45                          |
| 8   | − 126                      | − 9                  | 8–11/0.45–0.54                    |
| 9   | − 129                      | − 12                 | 11–14/0.54–0.64                   |
| 10  | − 132                      | − 15                 | 14–18/0.64–0.76                   |
| 11  | − 134.5                    | − 17.5               | 18–22/0.76–0.88                   |
| 12  | − 137                      | − 20                 | 22–28/0.88–1                      |

reception threshold $q_j$ listed in Table 2, the outage probability about SF $j$ can be expressed as:

$$P_{j_{\text{out}}} = 1 - P \{ \text{SINR} \geq q_j \}$$

$$= 1 - P \left\{ g(t) \geq \frac{q_j (p_{\text{pri}} + p_n)}{A(d_i)p_t} \right\}$$

$$= 1 - \exp \left( - \frac{q_j (p_{\text{pri}} + p_n)}{A(d_i)p_t} \right).$$

We define average throughput as, considering the impact of residual self-interference, the normalized throughput in a PP multiplied with the successful probability:

$$S_{\text{avg}} = \frac{T_{\text{DAT}}}{T_{\text{CS}} + T_{\text{PS}}} \left( 1 - P_{j_{\text{out}}} \right).$$

3.3 SF and CR optimization

As we know, reliable communication on an FD channel is impacted by self-interference [20, 22], and the SF and CR pair $(j, c)$ assigned for each ED $i$ should be carefully selected. To maximize the ED’s bitrate, the parameter selection problem can be formulated as:

$$\begin{align*}
(P) \max_{(j,c)} & \quad R_b \\
\text{s.t.} & \quad C_1 : \text{SINR} \geq q_j \\
& \quad C_2 : R_b \leq C \\
& \quad C_4 : j \in \{7, 8, 9, 10, 11, 12\} \\
& \quad C_5 : c \in \{4/5, 4/6, 4/7, 4/8\}
\end{align*}$$

where $R_b = jc \cdot bw / 2^j$ is the bitrate, and $C = bw \cdot \log_2 (1 + \text{SINR})$ is the uplink channel capacity, with $bw$ the bandwidth. Note that we only consider the uplink channel capacity since the downlink channel is free of self-interference.

4 Numerical results and discussions

4.1 Outage probability and average throughput

Simulation parameters are set under European regulations, i.e., $f_c = 868$ MHz, $bw = 125$ kHz. The transmit power of ED is 14 dBm and that of GW is 20 dBm.

Figures 3 and 4 plot the curves of outage probability versus communication distance, under different SIC levels. As we can see, although $P_{\text{out}}$ changes in a saw-tooth pattern among different SFs, however, when it comes to the same SF, $P_{\text{out}}$ monotonously increases with the distance. Note that the saw-tooth pattern is caused by the distance-dependent reception threshold $q_j$. In addition, higher SIC level contributes to lower outage probability, and to achieve the same $P_{\text{out}}$ level, the required SIC level in urban scenario ($\alpha = 4$) is
lower than that in sub-urban scenario ($\alpha = 2.7$). The reason is that the communication range in the urban is much shorter, which results in higher received power thus higher S/N before SIC.

Figure 5 exhibits the average throughput of FDQ-LoRa (simply noted as FD) under different SIC levels, as well as the average throughput of our previous work [17] (noted as HD). We can observe that $S_{avg}$ of our proposal is improved when higher level SIC is performed, whereas when the level is higher than 75 dB ($\alpha = 2.7$) or 90 dB ($\alpha = 4$), no
further improvement can be achieved. When $\text{SIC} \leq 50$ dB and $\text{SIC} \geq 75$ dB, the average throughput in the urban case is higher than that in the sub-urban case. It is rational since the urban case has lower $P_{out}$ due to shorter communication distances. However, when $55 \leq \text{SIC} \leq 70$ dB, the result becomes opposite. The possible explanation is that in the urban case, the probability of using SF7 is higher than the sub-urban case, and that of using SF12 is vice versa (shown in Figs. 3 and 4). This results in shorter $T_{DAT}$, thus lower $S_{avg}$.

On the other hand, the throughput of the HD scheme is constant against the SIC level, as it is free of self-interference. We can also observe that there exists a minimum required SIC level (60 dB in the sub-urban or 70 dB in the urban) to make our proposal superior than the HD scheme. When the SIC level is 100 dB, the proposed scheme achieves an extra improvement of 1.83-fold.

To investigate the performance of our proposal in the space-air-ground communications, the outage probability and average throughput under the distance beyond 100 km are also calculated, as shown in Figs. 6 and 7. It is worth to mention that, to accommodate our system model to the space-air-ground scenario, we modify the path loss model by changing the path loss exponent to 2. In addition, all EDs are enforced to use the same SF12 as the communication distance is very long. It can be observed from Fig. 6 that the outage probability increases faster with the incremental distance when the SIC level is lower. FDQ-LoRa is unusable in the space-air-ground scenario when the distance is higher than 180 km and the SIC level is 110 dB, because the outage probability is higher than 20%, whereas when the SIC level is up to 115 dB, FDQ-LoRa is applicable to the space-air-ground communications since the outage probability is always lower than 10%. Besides, the average throughput (in Fig. 7) is always higher than 0.8 when the SIC level is 115 dB. The results indicate that our proposal is applicable to the HAP-assisted space-air-ground communications.
4.2 Optimal SF and CR settings

We do the parameter pair (SF, CR) selection according to Eqs. (9a)–(9e) and the coverage restriction listed in Table 2, for SIC levels 20–110 dB and communication distances {1, 5, 10, 15, 20, 25} km ($\alpha = 2.7$) and {0.1, 0.5, 0.6, 0.7, 0.8, 1} km ($\alpha = 4$). Partial results are listed in Table 3. The first column is the SIC level, and the second and ninth rows are the communication distance.
Table 3 Optimal SF and CR settings in different cases

|        | 1          | 5          | 10         | 15         | 20         | 25         |
|--------|------------|------------|------------|------------|------------|------------|
| α = 2.7|            |            |            |            |            |            |
| 20     | (11,4/5)   | None       | None       | None       | None       | None       |
| 30     | (8,4/5)    | None       | None       | None       | None       | None       |
| 40     | (7,4/5)    | (11,4/5)   | None       | None       | None       | None       |
| 50     | (7,4/5)    | (7,4/5)    | (10,4/5)   | (12,4/5)   | None       | None       |
| 60     | (7,4/5)    | (7,4/5)    | (8,4/5)    | (10,4/5)   | (11,4/5)   | (12,4/5)   |
| α = 4  |            |            |            |            |            |            |
| 20     | (7,4/5)    | (8,4/5)    | (9,4/5)    | (10,4/5)   | (11,4/5)   | (12,4/5)   |
| 30     | (7,4/5)    | (8,4/5)    | (9,4/5)    | (10,4/5)   | (11,4/5)   | (12,4/5)   |

From Table 3, at least 60-dB SIC level is required for cell-edge users to communicate with the GW when α = 2.7. However, with shorter communication distances (i.e., α = 4), only 20-dB SIC level is required to make the FD communication possible. This indicates that as an interference-resistant modulation technology, LoRa is preferable for FD operation.

5 Conclusions

LoRa is a promising technology for IoT and space-air-ground communications due to its advantages in long-distance communication and anti-interference ability. It is desirable to address the scalability issue of LoRa networks, which comes from the Aloha-based MAC protocol adopted in LoRaWAN. To improve the throughput in a densely deployed LoRa network, we propose to combine DQ and FD technologies, by exploiting an FD-enabled gateway to schedule the transmissions of HD devices based on DQ mechanism. To accommodate the FD-enabled gateway, the access procedure and FBP structure are redesigned. Our design removes the receiving windows defined in class A, which is profitable for energy savings. The outage probability and average throughput are analyzed with imperfect self-interference cancelation. In addition, an SF-CR optimization method is also developed to maximize the bitrate, as well as make the cell-edge communications available. Simulation results show that our proposal attains an extra enhancement of 1.83-fold in throughput, and it is applicable to the LAP-assisted space-air-ground networks.
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