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Abstract

The factors controlling the size and morphology of nanoparticles have so far been poorly understood. Data-driven techniques are an exciting avenue to explore this field through the identification of trends and correlations in data. However, for these techniques to be utilized, large datasets annotated with the structural attributes of nanoparticles are required. While experimental SEM/TEM images collected from controlled experiments are reliable sources of this information, large-scale collection of these images across a variety of experimental conditions is expensive and infeasible. Published scientific literature, which provides a vast source of high-quality figures including SEM/TEM images, can provide a large amount of data at a lower cost if effectively mined. In this work, we develop an automated pipeline to retrieve and analyse microscopy images from gold nanoparticle literature and provide a dataset of 4361 SEM/TEM images of gold nanoparticles along with automatically extracted size and morphology information. The dataset can be queried to obtain information about the physical attributes of gold nanoparticles and their statistical distributions.
1 Background and Summary

Scanning Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM) are two of the most widely used imaging techniques for nanoparticles. A variety of qualitative and quantitative information about the structural characteristics of nanoparticles can be retrieved from the analysis of these images. In particular, information about the physical attributes of nanoparticles such as sizes and morphologies that have direct bearing on the properties of the material can be especially valuable. The factors controlling these attributes are poorly understood, and so aggregating this information on a large scale and identifying trends in this data is key to better understanding the synthesis and properties of nanoparticles. Data-driven and statistical analysis techniques can potentially play an important role in achieving this.

One possible avenue for acquisition of large numbers of images is through the published scientific literature, which provides a vast source of high-quality figures, including SEM/TEM images that can supply a large amount of data at a low cost if effectively mined. However, the complex structure and lack of uniformity in the way images are presented in literature makes the task of effectively retrieving and utilizing this information challenging.

Over the last few years, there has been significant progress in the development of techniques to mine and analyse microscopy images present in scientific literature. Mukaddem et al. developed ImageDataExtractor, a pipeline to automatically mine microscopy images from literature and perform statistical analysis of particle sizes. Kim et al. created a tool for the size analysis of nanoparticles in SEM images, distinguishing between two broad classes of nanoparticles: core-only and core-shell nanoparticles. Hiszpanski et al. utilized this tool to gather insights from nanoparticle literature. Schwenker et al. developed an automated pipeline to create a database of images extracted from literature that are 'self-labelled' with keywords retrieved from captions.
While a suite of techniques have been developed to extract microscopy images from literature and analyse particle sizes in them, there has been relatively less progress in development of techniques to identify nanoparticle morphologies (for example sphere, rod, cube etc.) at the particle-level in the extracted microscopy images. Morphology identification tools have been developed recently for experimental microscopy images using unsupervised clustering approaches [10], [11], but they have not been designed to do so on more noisy images such as those from literature which contain artifacts and have high variability. Moreover, they have been developed as an additional step that is carried out after particle segmentation, which results in the accumulation of errors over the two steps. This lack in robust morphology identification tools is expected to have also contributed to the scarcity in publicly available morphology-annotated datasets of microscopy images.

In this work, we

1. develop a fully-automated, deep learning-based pipeline to retrieve and analyse microscopy images from scientific literature. The pipeline includes a unified Mask-RCNN [12] model that can accurately segment nanoparticles (including overlapping particles), and simultaneously identify human-interpretable morphologies of the segmented particles at the particle-level. Through this we attempt to bridge the gap in morphology identification tools in past work.

2. provide a dataset of 4361 SEM/TEM images of gold nanoparticles along with automatically extracted size and morphology information. Through this, we attempt to address the need for publicly accessible morphology and size-annotated data of microscopy images. While the dataset described in this paper is a current snapshot, it will be updated dynamically as and when modifications are made.

We believe that the importance of the techniques utilized in this work will be amplified as robotic synthesis of nanoparticles becomes used in the future, and can also be be extended/improved in several directions. One potential extension that may be possible is to analyse the correlations between synthesis recipes as described in the text [13], and the
synthesis outcomes (size, shape etc.) as extracted from images of scientific publications.

2 Methods

2.1 Image Extraction Pipeline

Our image extraction pipeline consists of six stages: 1) paper parsing, 2) sub-figure separation, 3) isolation of particulate microscopy images, 4) detection and interpretation of labels, scales and bars, 5) nanoparticles segmentation and morphology classification, and 6) size measurement. The techniques used in each stage are detailed in the following sections.

2.1.1 Paper Parsing

Parsers written using the Beautiful Soup Python library are used to automatically retrieve image URLs, captions and figure titles (for example, Figure 1 in this paper) from the HTML sources of papers. The scientific publications used in this work are drawn from the following four publishers: Elsevier, The Royal Society of Chemistry, Nature Publishing Group and Springer, each of which use their own HTML syntax/style. Hence, separate parsers had to be written for each publisher. In total, 131,103 articles were parsed in this stage.

These articles were obtained through a two-step natural language processing pipeline. First, from a database of 4,973,165 full-text materials science articles [14], 811,905 nanomaterial articles were identified using regular expression matching for any word in the full text starting with "nano". Next, we used term frequency-inverse document frequency (TF-IDF) vectorization to represent the uniqueness of each word in each article, where every element of the TF-IDF vector of a given article represents the frequency of a word token normalized by the number of documents in which that word token appears across the entire corpus. For this step, we identified articles whose TF-IDF values for the words "gold" or "Au" were larger than any of "silver", "Ag", "copper", "Cu", "palladium", "Pd", "platinum", or "Pt", similar to the nanomaterial article processing pipeline developed in Hiszpanski et. al [8]. This final step yielded the 130,692 gold nonmaterial articles used for TEM/SEM image
Once figures from all papers are parsed, those that are likely to contain SEM/TEM images of gold nanoparticles are selected with regular expression (regex) filters and then downloaded. We apply three categories of regex filters, based on: 1) type of microscopy image; 2) composition; and 3) morphology of particles. The keywords belonging to each category are shown in Table 1. For a figure to be downloaded, we require its captions to match at least one keyword from each of the three categories. In addition to the keywords mentioned in the table, we also include grammatical variants of each by only matching for the stems of each keyword (stemming). We also note that while we include "aumn" as a keyword, we do not include "aump", "auns", "aunc" and "aunt" even though papers use them to refer to nanoparticles, nanospheres, nanocubes and nanotriangles respectively. This is because we observed that the same abbreviations are sometimes also used to refer to other morphologies. For example, aunc is used for gold nanocrystals, auns is also used for gold nanostars and aump, which refers to gold nanoparticles, is used as a unified term that can refer to any morphology. So, including these terms results in the collection of microscopy images with undesired morphologies, and hence a loss in precision. The downloaded images are carried forward to the next stage.

2.1.2 Sub-figures Separation

A majority (nearly 80%) of the filtered images are composite figures. This makes the localization and separation of sub-figures a necessary step in the pipeline. For localization, we use the sub-figure localization algorithm that was developed by Tsutsui et al. [15], which is based on the YOLOv2 object detection network [16]. Running this algorithm on the figures extracted in the previous stage gives us predicted sub-figure locations. These are then cropped out, separated and passed on to the Image Classification stage. Figure 1(b) shows a sample prediction of the sub-figure localization algorithm on an extracted image.

Two broad classes of approaches have been utilized in past literature for this task of
sub-figure separation. The first class of approaches defines a sub-figure as an entity in a
composite figure that can be uniquely identified by a label (i.e. a, b, c etc.), for example,
work by Schwenker et al. [9]. In their approach, labels in the composite figure are first lo-
calized and these locations are used to guide the detection of sub-figures. The second class
of approaches simply treats any image present within the composite figure as a sub-figure,
for example, work by Mukaddem et al. [6]. In their approach, the position of labels are not
utilized in the process of sub-figure detection.

In cases where clusters of images fall under the same sub-figure label, the former approach
is expected to identify the entire cluster as a single sub-figure, while the latter approach is
expected to identify each image in the cluster as a separate sub-figure. In our work, we use
the latter class of approaches, since our aim is to extract individual TEM/SEM images and
clusters of them often fall under the same subfigure label.

An advantage of the first class of approaches however, is their inherent ability to match
the separated subfigures with relevant portions of the caption. This task is significantly
more challenging in the latter approach, specifically in cases where more than one image fall
under the same label.

2.1.3 Isolation of Particulate Microscopy Images

This stage consists of two binary classifier models: Classifier-1 and Classifier-2, which are
sequentially applied to the extracted sub-figures. Classifier-1 first identifies whether a given
image is a microscopy (SEM/TEM) image or not. In the case it is identified as one, Classifier-
2 then determines whether it contains nanoparticles or not. Through the sequential appli-
cation of these classifiers on the entire database, we are able to isolate SEM/TEM images
that contain nanoparticles in them.

Datasets to train and evaluate these classifiers were prepared by manually annotating a
chosen set of sub-figures with relevant class labels. More details about the datasets used for
We used the same model architecture and training procedure for both classification tasks. A ResNet-50 [17] deep learning model, which was pre-trained on the ImageNet dataset [18], was fine-tuned on the training set for 500 epochs, and the best performing model on the validation set was chosen. The Stochastic Gradient Descent (SGD) optimizer was employed with learning rate of 6.5e-3 during training. To reduce the effects of imbalance in class frequencies on model training, we utilized weighted sampling of examples to ensure that the model “saw” an equal number of examples from each class during every batch of training. Model preparation and training were done using the PyTorch deep learning framework [19] and tuning of hyperparameters was done using the RayTune framework [20].

2.1.4 Detection and Interpretation of Labels, Scales and Bars

This stage consists of four major steps:

1. A YOLOv4 [21] object detection network is used to locate labels, scales and bars in the SEM/TEM images shortlisted during the classification stage. The detected objects are then cropped and separated. A sample prediction is shown in Figure 1(d).

2. The cropped scales and labels are magnified and passed through an SRCNN super-resolution model [22].

3. Labels and scales are read using the Tesseract [23] OCR reader.

4. The horizontal lengths (in pixels) of the cropped bars are then measured and mapped to the text (digit and unit) read from the corresponding scales.

Since the SRCNN inference step (step 2) requires the cropped label/scale to be passed through a deep learning model, it is a relatively time-consuming step, and becomes a bottleneck if the label/scale is already clearly legible. Hence, we perform this step only if directly performing the OCR reading step (step 3) is unsuccessful. Success of the OCR reading step is determined by verifying if the read text satisfies certain criteria. For scales, this includes
conditions such as (i) both a unit (nm or µm) as well as a number must be present in the read text and (ii) the read number should be divisible by 5 if it is greater than 10. We impose condition (ii) to improve the precision of read values since a large majority of scales tend to either be single digit numbers or double/triple digit numbers that are divisible by 5. For labels, the read text must consist of either a single letter or a letter followed by a digit in order to be considered successful. The Tesseract OCR reader tends to perform best when dark text is located on a light background. Hence, for every failed read attempt of the OCR reader, we repeat the step after replacing the scale/label image with its color-inverted version. We observed that this improves the extraction recall by improving performance on light-colored scales and labels.

The YOLOv4 object detection network [21] mentioned in step 1 requires a labelled dataset to be prepared for model training. Details on the dataset can be found in Table 2. Annotation of ground truth bounding boxes and classes were performed using the LabelImg [24] software. Model training was carried out for 6000 iterations on the training set and the best performing model on the validation set was chosen. Training and evaluation were performed using the Darknet deep learning framework [25] and the model achieved a mean Average Precision (mAP@50) of 0.880 (0.963 on scales, 0.962 on labels, and 0.716 on bars) on the test set. The lower score on bars results from the high level of variation in the way that bars are presented in literature. For example, some papers use horizontal I-shaped lines, while others use lines calibrated with precision markers instead of bars. In order to reduce the effect of this score on performance, we use the horizontal length of the detected scale as an approximation of the bar length in cases where the model fails on bar detection but is successful in scale detection. Since bars are often present within scale boxes, we observed that lengths of scale boxes and bars are nearly equal in a majority of cases, and hence this can be considered a good approximation.

Past efforts on the task of label and scale detection have mostly used classical threshold-based segmentation techniques which make use of common attributes such as the rectangular
shape and white color of label and scale boxes to identify them \cite{6, 7}. By instead using the YOLOv4 model for this task, we preclude any such prior assumptions on the size, shape, and color of scales and labels. Hence, unlike classical approaches that require separate rules to be written for labels, scales, and bars, the deep learning approach is able to detect all three objects in a single forward pass without the need for specification of any object-specific rules. Our approach is similar to the one used by Schwenker et al. \cite{9}.

2.1.5 Nanoparticles Segmentation and Morphology Classification

For this task, we use the Mask-RCNN \cite{12}, an instance segmentation model that is capable of performing both the tasks of segmentation and object-level classification. We use its segmentation capability to perform nanoparticle segmentation in microscopy images and its classification capability to perform particle-level morphology identification. For the task of morphology identification, we consider only four morphologies in this work - sphere, rod, cube, and triangular prism since these are the shapes that occur most frequently in our database. Figure 1(e) shows the prediction of the Mask-RCNN model on a sample image.

A dataset to train and evaluate the Mask-RCNN model was prepared by annotating microscopy images with segmentation masks and particle morphologies. More details on the dataset can be found in Table 2. Since each image contained nearly thirty particles on average, more than 5000 instances were annotated in total. All annotation was done using the LabelBox software \cite{26}. We found it important to (i) include negative examples (images with no nanoparticles) and (ii) include both low and high resolution images in the training data, in order to improve the robustness of the trained model to the large variety of images observed in literature. We also included 131 experimental TEM images to increase the size of low frequency classes such as triangles. Of these 131 images, 114 are TEM images of gold nanoparticles that we synthesized \cite{10}, and 17 are microscopy images from the LLNL-MI-812379 release \cite{7}. We release this annotated dataset of 131 SEM/TEM images publicly on our GitHub repository.
For model training, ImageNet pre-trained weights were used as an initialization. Training was then carried out for 300 epochs, of which the first 50 involved training of only the network heads and the following 250 involved fine-tuning of the entire network. The model with the best performance on the validation set was chosen. The final model achieved a mean Average Precision (mAP@50) of 0.76 on the test set. While the segmentation and classification performances on all 4 morphologies were good, we did observe certain cases where cubes were mis-predicted as spheres, especially when the particles are very small in proportion to the size of the image. We also observed that the unique characteristics of nanoparticles as compared to objects present in standard computer vision tasks required certain hyperparameters to be tuned carefully. In particular, the sizes and aspect ratios of anchor boxes that are used in the Region Proposal Network were found to be the most important and needed to be tuned in accordance with the sizes and aspect ratios seen in TEM images of nanoparticles. In addition, we found data augmentation to significantly improve the performance of our model. The augmentation strategies utilized include vertical and horizontal flipping, rotation and Gaussian blurring of images. By augmenting the training data with these transformed versions of the images, we improved the robustness of the model to various orientations and degrees of noise in SEM/TEM images. We believe that this is especially helpful in our case since the size of the training dataset is relatively small.

Past work has primarily used classical image processing techniques for the task of nanoparticle segmentation, such as Thresholding, Hough transforms and the Watershed algorithm. These techniques typically require a significant amount of user-tuned parameters. A drawback with these classical techniques is their inability to separate overlapping particles when the degree of overlap is high, which is a very common characteristic of TEM/SEM images containing nanoparticles. By instead using the Mask-RCNN, we significantly improve performance on such cases. Figure 3(a) shows a comparison of performances shown by a ”classical” algorithm (watershed algorithm) and the Mask-RCNN on a TEM image from our database. While the classical approach fails to distinguish between particles
that overlap, the Mask-RCNN model is clearly able to classify them as separate instances. The implementation of the Watershed algorithm used is available on our GitHub repository.

While there have been recent approaches [30–33] that have also utilized deep learning approaches to the task of nanoparticle segmentation and thereby perform well on overlapping particles, we believe a key feature of our approach using the Mask-RCNN model is its added ability to identify particle morphologies. In addition, by incorporating both segmentation and morphology identification into a single forward pass, we prevent errors from being accumulated between the two tasks.

2.2 Size Measurement

We measure sizes differently for particles belonging to different morphologies. A common initial step for all morphologies is to locate the centroid of the particle. We then simulate lines originating from the centroid and intersecting the boundaries of the particle. Constraints are then imposed on these lines in order to shortlist those that span the dimensions we are interested in measuring. For example, in order to measure the length of a rod, we would simply choose the longest line (which would connect the centroid of the rod to the rod tip) and double its length. Similarly, the width can be obtained by doubling the length of the shortest line. The dimensions measured for each morphology are: 1) rod: length and width, 2) cube: side length, 3) triangular prism: height, and 4) sphere: diameter (averaged over all diameters). These measured dimensions are then converted into the unit that has been read from the scale to arrive at the final magnitude of the dimension.

2.3 Web Application

To illustrate the capabilities of the described image extraction and analysis techniques, we have developed a web application for automated analysis of TEM and SEM images. This allows users to easily experiment with our algorithms on custom images using a Graphical User Interface (GUI). The web application supports all image analysis techniques mentioned so far and additionally allows users to view statistics such as particle size distributions. It is
accessible at [https://github.com/CederGroupHub/TEMExtraction-webapp](https://github.com/CederGroupHub/TEMExtraction-webapp). Figure 2 illustrates the analysis table displayed on the web application when a custom microscopy image is uploaded.

3 Data Records

The complete dataset consists of 4361 literature-mined microscopy (SEM and TEM) images of gold nanoparticles along with extracted particle sizes, morphologies, and metadata corresponding to each image. Metadata includes fields such as the DOI of the parent paper, URL of the parent composite figure, and a unique hash for each image.

The dataset is publicly available as a JSON file ([https://doi.org/10.6084/m9.figshare.17019836.v2](https://doi.org/10.6084/m9.figshare.17019836.v2)) and an associated Python script ([https://github.com/CederGroupHub/TEMExtraction](https://github.com/CederGroupHub/TEMExtraction)). The JSON file contains a mapping between image names and their corresponding particle sizes, morphologies, and image metadata (complete schema shown in Table 3). The associated Python script can be used to download all the microscopy images onto a local system. It achieves this by 1) Retrieving and downloading all parent composite figures from the URLs present in the JSON file 2) Separating sub-figures from composite figures, and 3) Isolating the subset of images that belong to the dataset.

The set of papers that were used in this work were shortlisted from a much larger set of Materials Science papers. More details on how this was achieved are given in Section 2.1.1.

4 Technical Validation

4.1 Extraction Accuracy

All major steps in the pipeline have metric scores greater than 80%, as can be seen in Table 2.
We noted that the recall of the OCR reading step (step 2 in Section 2.1.4) was particularly low (30-40%), i.e., only 30-40% of the scales and labels in microscopy images are successfully read by the OCR reader. We observed that this low recall arises from the inability of the OCR reader to perform "successfully" (see Section 2.1.4 for definition of "success") on cropped labels/scales having low resolution or low contrast between text and background (black text on a dark background for example). A high percentage of cropped labels/scales have low resolutions since they often occupy a very small portion of the parent microscopy image.

4.2 Morphology Distribution

Figure 3(b) illustrates the distribution of images among the four morphologies. The percentages shown beside each section refer to the fractional percentage of images that have a majority of particles belonging to a given morphology. For example, 58.68% of the images have spheres as their majority morphology. The pie chart indicates that there is a large imbalance in the morphologies present in literature images, with spheres being most common, followed by rods, cubes and finally triangles.

4.3 Impurities

Each SEM/TEM image can contain nanoparticles of one or more morphology classes. When we explore the dataset to try and identify trends in the co-occurrence of various morphologies, we observe that spheres co-occur with other morphologies most often. This observation matches with intuition since spheres are often formed as a byproduct during the shape controlled synthesis of more unique nanoparticle morphologies such as gold nanorods. [10], [34]–[36]

We then explored the fractional distribution of co-occurring morphologies in each image. The fraction of spheres in an image can be treated as an inverse measure of purity of synthesis since spheres are often the undesired byproducts that are formed in the synthesis of a target morphology. Figure 3(c) illustrates the distributions of sphere fractions that
rods and triangles co-occur with. We have not included a violin plot for cubes, as the performance of the morphology classification step was relatively low for cubes, in particular in distinguishing cubes and spheres. It can be seen that the majority of images that have triangles or rods in them have less than 40% of spherical impurities, and the median fractions of spherical impurities fall below 0.3 in both cases. Thus, our method can potentially serve as an objective measure of the purity of the product of a synthesis. The development of such a measure would allow future researchers to compare the shape purity of a synthesis to those found in existing literature, enabling them to evaluate the quality of a newly developed synthetic method.

4.4 Size/Shape Distribution

We next looked at the distribution of particle sizes in our dataset. Figure 4 shows size distribution histograms for each of the four morphologies. The measured dimensions are chosen depending on the morphology (as detailed in Section 2.2).

We note that the peak position in each histogram is in general more reliable than the range/spread. This is because of errors in the pipeline that are introduced because of the presence of certain special classes of microscopy images in the dataset. These errors lead to noise in values in the histograms corresponding to very high or very low sizes. In particular, TEM/SEM figures sometimes have zoomed-in/magnified images embedded within them, which also tend to have their own scales and bars. This class of figures are often used when authors need to describe characteristics of nanoparticles at both coarse and fine levels. A special characteristic of these figures is that multiple magnifications of nanoparticles and multiple scales/bars exist in a single image. The current version of our pipeline is unable to differentiate between particles of embedded and parent figures and also between scales of embedded and parent figures. We simply measure the sizes of all particles in an image and perform unit conversion based on the value read from the single scale that has been identified with the highest confidence by the Label, Scale and Bar Detector. Hence, depending on which scale is chosen by the detector, sizes of some particles in this class of images will
be overestimated or underestimated.

It is also interesting to note that dimensionless quantities are unaffected by this issue of over/underestimation, since they remain unaffected by changes in magnification and scale readings. Aspect ratio is one such example. Figure 4(a) shows the distribution of aspect ratios of rods in the dataset. For such cases, both the peak position as well as the range/spread of the histogram can be treated as reliable measures of what is seen in literature. Another property of dimensionless quantities is that they are unaffected by the errors introduced in the scale detection and OCR reading steps. Hence, aspect ratio measurements, for instance, can be carried out for all images in the dataset, even in cases where scales are not identified in them. This is why Figure 4(a) has higher frequencies than the other three histograms.

5 Usage Notes

The full dataset is available publicly at as a JSON file and an associated Python script. The latter is required to download the microscopy images on a local system. The annotated training dataset used for training the Mask-RCNN model (see Section 2.1.5) is also available publicly in the same GitHub repository in a similar format (JSON and accompanied Python script). Detailed instructions to install all required libraries are provided in the README. The JSON file can be queried using a language of choice (for example Python, Matlab, R and Wolfram Mathematica).

6 Code Availability

All code used to retrieve and analyse microscopy images from literature is publicly available at [https://github.com/CederGroupHub/TEMExtraction](https://github.com/CederGroupHub/TEMExtraction) and instructions to install all required dependencies and run the pipeline are detailed in the README. All machine learning frameworks used are open source: Tensorflow [37], Keras [38], PyTorch [19] and Darknet.
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11 Figures & Tables

| Category | Keywords |
|----------|----------|
| 1        | TEM, SEM |
| 2        | Gold     |
| 3        | sphere, cube, rod, triangle, prism, aunr |

Table 1: Regular Expression Keywords corresponding to each category, utilized as a filter in the Paper Parsing stage. To improve the precision of the collected figures, only those figures whose captions match at least one keyword from each of the three categories, are downloaded. Stemming is utilized to include grammatical variants of each keyword.

| Task                  | Classifier-1              | Classifier-2              | Label, Scale and Bar Detector | Particle Segmentation                |
|-----------------------|---------------------------|---------------------------|-------------------------------|-------------------------------------|
| **Task**              | Image Classification      | Image Classification      | Object Detection              | Instance Segmentation + Object Classification |
| **Classification Classes** | Microscopy, Non-Microscopy | Particulate, Non-Particulate | Label, Scale, Bar              | Rod, Sphere, Cube, Triangle          |
| **Dataset Size (no. of images)** | 1425                      | 383                       | 640                           | 426                                 |
| **Metric Score on Test Data (F1 score)** | 0.98                      | 0.91                      | 0.88 (mAP@50)                 | 0.77 (mAP@50)                      |

Table 2: Illustration of datasets and models used for training all machine learning models in the pipeline. All datasets were divided into train, validation and test splits before model training.
Figure 1: **Schematic representation of all major steps in the extraction pipeline.**
(a) Information such as caption, DOI and Hash are parsed during the Paper Parsing stage. (b) Sub-figures are identified and separated from their parent composite figures. (c) Two binary classifiers are applied sequentially on sub-figures to isolate microscopy (SEM & TEM) images that contain nanoparticles in them. (d) Labels, Scales and Bars are located and read with an OCR reader. (e) Nanoparticle segmentation and identification of particle morphologies is performed using a Mask-RCNN model. (f) Sizes of segmented particles are measured. The dimensions measured are chosen depending on the morphology of the particle. Figures shown in sub-figures (b), (d) and (e) show actual predictions made by models from the pipeline. Numbers within/beside predictions in sub-figures (b) and (d) are the prediction confidences. The sample figure shown in (b) has been adapted with permission from ref. [39]. Copyright 2014 Elsevier. The UV-vis spectrum shown in (c) has been adapted with permission from ref. [40]. Copyright 2016 Springer Nature. The TEM image shown in (c) and (d) has been adapted with permission from ref. [41]. Copyright 2018 Elsevier.
Figure 2: Illustration of the results table displayed on the web application when a sample TEM image is uploaded. (a) Segmentation tab (b) Scale and Label Detection tab (c) Particle Size Distribution tab. Separate Size Distribution histograms are plotted for each measured dimension for all morphologies identified in the image. The sample image shown in (a) and (b) has been adapted with permission from ref. [41]. Copyright 2018 Elsevier.
### Table 3: Illustration of the dataset schema. DOI, Hash and Composite_Figure_URL are metadata fields that give general information about the source and nature of the image. Main_class, Minority_classes and Size are fields that have been populated by the image analysis steps of the pipeline. The Unit and Measurement sub-fields of the Size field contain the measurement unit (nanometer or micron) and magnitudes of size measurements respectively. The digit, bar_length and unit sub-fields of the Scale field contain the magnitude of the scale reading, horizontal length of the measurement bar and unit of measurement respectively. Schema of Object(dict)\(^a\) is shown in Table 4.

| Data Description | Data Key Label | Data Type   | Nested Keys and Types |
|------------------|----------------|-------------|-----------------------|
| DOI of the parent paper | DOI | string | - |
| A unique identifier of the image | Hash | string | - |
| URL of the parent composite figure | Composite_Figure_URL | string | - |
| Title of the parent composite figure | Composite_Figure_Title | string | - |
| Morphology class of majority of the particles in the image | Main_class | string | - |
| Morphology classes that are present in lower frequency | Minority_classes | list of strings | - |
| Morphology-specific size measurements of all identified particles and units | Size | Object(dict) | Unit: string Measurement: Object(dict)\(^a\) |
| Sub-figure label associated with the image | Label | string | - |
| Information read from the scale | Scale | Object(dict) | digit: string unit: string bar_length: string |

### Table 4: Schema of the object linked to the Measurement sub-field. It contains separate nested objects for each of the four morphologies. Each nested object contains fields with the measured dimension values.

| Data Key Label | Data Type   | Nested Key and Type |
|----------------|-------------|---------------------|
| rod            | Object(dict) | length: list of floats width: list of floats |
| sphere         | Object(dict) | diameter: list of floats |
| triangle       | Object(dict) | height: list of floats |
| cube           | Object(dict) | side: list of floats |
Figure 3: (a) Figure illustrating a comparison between the Watershed segmentation and the Mask-RCNN algorithms on segmentation of overlapping nanoparticles. The original TEM image is shown on the left, the results of the Watershed algorithm are shown in the middle, and the results of the Mask-RCNN are shown on the right. The image shown has been adapted with permission from ref. [42]. Copyright 2010 Elsevier (b) Pie-chart showing fractional presence of various morphologies in the extracted dataset. The percentage shown beside each section can be interpreted as the percent of microscopy images in the dataset that contain a particular morphology in majority. Sections corresponding to spheres, triangles, rods and cubes represent 2491, 129, 1455 and 170 data points respectively. (c) Violin plots showing the fraction of spheres that co-occur with rods and triangular prisms. Horizontal lines intersecting the plots mark the positions of the medians and extrema. The plot corresponding to rod (blue) represents 325 data points while the plot corresponding to triangle (red) represents 36 data points.
Figure 4: Size distribution histograms for various dimensions of rods, cubes, triangles and spheres. Distributions of (a) Aspect Ratios of rods (b) Lengths and Widths of rods (c) Diameters of spheres (d) Side Lengths of cubes (e) Heights of triangular prisms in the dataset. Median sizes from each microscopy image have been used in order to minimize the effects of outliers/mis-predictions which may have very large/small sizes in comparison to other particles in the image. x-axes of histograms (b), (c) and (d) have been truncated to make the peak positions more clearly visible, since peak positions are more reliable than the range/spread (More details in Section 4.4).