Instabilities of complex fluids with partially structured and partially random interactions
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Abstract. We develop a theory for thermodynamic instabilities of complex fluids composed of many interacting chemical species organised in families. This model includes partially structured and partially random interactions and can be solved exactly using tools from random matrix theory. The model exhibits three kinds of fluid instabilities: one in which the species form a condensate with a local density that depends on their family (family condensation); one in which species demix in two phases depending on their family (family demixing); and one in which species demix in a random manner irrespective of their family (random demixing). We determine the critical spinodal density of the three types of instabilities and find that the critical spinodal density is finite for both family condensation and family demixing, while for random demixing the critical spinodal density grows as the square root of the number of species. We use the developed framework to describe phase-separation instability of the cytoplasm induced by a change in pH.
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1. Introduction

Eukaryotic cells are compartmentalised into membrane-bound regions called organelles. Recently it was found that the cytoplasm also contains membraneless organelles that form through liquid-liquid phase separation and are important for various physiological processes [1].

Liquid-liquid phase separation in the cytoplasm is reminiscent of phase separation of a mixture of oil and water [2], but there are also a couple of important distinctions. Notably, the cytoplasm is composed of a large number of distinct macromolecules [3], e.g., human cells contain about $10^9$ proteins from about $10^4$ protein coding genes [4]. Although phase separation of two component mixtures, such as oil and water, is well understood, little is known about the physical principles that govern phase separation of fluids composed of a large number of distinct molecular species [5–9]. The latter problem is also of interest in other contexts, such as, for the formation of lipid rafts and clusters of receptors on the cell membrane [10–12], the assembly of protein complexes [13], the study of polydisperse fluids [14–16], the dynamics of interfaces in crude oil/brine mixtures [17], and the nucleation of iron in the mantle [18].

In an attempt to describe phase separation in a complex fluid, Sear and Cuesta [5] considered a fluid of $N$ components described by a matrix of second order virial coefficients that is random. Building on random matrix theory [19,20], they found two possible instabilities of the homogeneous state leading to phase separation of the fluid: one akin to a liquid-vapour coexistence, where the composition of coexisting phases is similar but the total density differs (condensation); the other akin to the coexistence of water and oil, where the compositions of the two phases are very different (demixing).

Although very successful in predicting possible transitions within a fairly simple and elegant framework, the model in [5] presents some important drawbacks: (i) while condensation happens at a finite critical spinodal density, demixing happens at a total density diverging as $\sqrt{N}$. In other words, the Sear-Cuesta liquid composed of a large number of constituents – for any practical purpose – never demixes; (ii) The interaction between species is assumed to be structureless, which neglects important factors playing a role in the affinity/repulsion between molecules observed in reality. For example, (a) the number and geometry of interaction sites in proteins [21], and (b) features of the solvent, such as the pH and salt concentration, which affect the fluid particles’ net charge.

In order to overcome the above drawbacks, we introduce in this work a model of a complex fluid containing a matrix of virial coefficients that is partially random and partially structured. This model allows us to embed physically motivated constraints in an otherwise random model, and to derive analytical conditions for the critical spinodal density and the nature of the instability. As we will show, in a partially random and partially structured model a complex fluid can demix at finite critical spinodal density, which is consistent with what is observed in experiments in cell biology.

The manuscript is structured as follows. In section [2] we review the
Figure 1. Left: Sketch of the neighbourhood of a state $\rho_0$ in the case of a fluid with one component ($N = 1$). The left panel shows the free energy of homogeneous states (the parabola) and the free energy of heterogeneous states consisting of two phases with densities $\rho_1$ and $\rho_2$ (the straight line). The vertical dotted line indicates the corresponding free energies when the total density is $\rho_0$, and in this case $f_{\text{het}} < f(\rho_0)$ implying that the free energy is locally unstable. The right panel sketches the spectrum of the Hessian of the free energy for $\rho < \rho_c$ (top) and $\rho = \rho_c$ (bottom), where $\rho$ is the total density. For simplicity, we consider a spectrum without outlier eigenvalues described by the spectral density $\nu_H(\lambda)$ – see Appendix B for a definition of the spectral density. In the top right panel, the system is locally stable ($\rho < \rho_c$) implying that the Hessian is positive definite – $\lambda_- > 0$. In the lower left panel, the system is marginally stable ($\rho = \rho_c$) and the minimum eigenvalue $\lambda_- = 0$.

2. Instabilities in fluids with a large number of components

We consider a fluid mixture at equilibrium composed of $N$ chemical species with number densities $\rho_i$, $i = 1, 2, \ldots, N$. In a homogeneous state, i.e. a state for which all chemical
species are well mixed, the free energy density $f$ is in the dilute limit well approximated by a second order virial expansion \cite{22,26}

$$
\beta f(\vec{\rho}) = \sum_{i=1}^{N} \rho_i (\log \rho_i - 1) + \frac{1}{2} \sum_{i,j=1}^{N} \rho_i B_{ij} \rho_j ,
$$

where $\beta$ is the inverse temperature (which we set to $\beta = 1$ without loss of generality) and $\vec{\rho} = (\rho_1, \rho_2, \ldots, \rho_N)$. The first term is the equilibrium free energy of an ideal non-interacting gas. The second term, in which matrix elements $B_{ij}$ are the second order virial coefficients, contains information on interactions and characterises the lowest order deviation from ideality of our mixture. The matrix $B$ is a symmetric matrix with real entries, and has thus real eigenvalues $\{\lambda_1, \ldots, \lambda_N\}$. The spectrum of $B$ will play a prominent role in the rest of this work.

In principle higher order terms could be added to the expansion, which can be carried out systematically – \cite{24}, see \textbf{Appendix A}. For simplicity we neglect terms of order higher than two in the virial expansion, but we will come back on this assumption in Sec. 7.

We aim to characterise when a liquid that is homogeneous is unstable towards small spatial fluctuations leading to a heterogeneous state. In a heterogeneous state, the fluid is spatially partitioned into $R$ different phases, each of which is homogeneous. Hence the heterogeneous state is uniquely identified by the densities of chemical species in each phase, $\rho_{\alpha}^*$, and the volume fraction of the different phases $\phi_\alpha$, with $\alpha \in \{1, \ldots, R\}$ and $\sum_\alpha \phi_\alpha = 1$. The free energy of a heterogeneous state can be expressed as

$$
\beta f_{\text{het}} = \sum_{\alpha=1}^{R} \phi_\alpha \beta f(\vec{\rho}_\alpha) .
$$

A homogeneous state $\vec{\rho}$ can be stable, metastable or unstable: it is stable when all heterogeneous states that can in principle be constructed with total density $\vec{\rho}$ have a higher free energy; it is metastable when the free energy is minimized by a heterogeneous state but there is a finite free energy barrier that the system has to overcome to relax to this heterogeneous state, so that a rare fluctuation is needed to trigger a nucleation event initiating phase separation; it is unstable when the free energy is minimized by a heterogeneous state and there is no free energy barrier keeping the system from relaxing to the minimum – in this unstable state even an infinitesimal fluctuation would drive the system away from the homogeneous state towards a heterogeneous one.

The no-free energy barrier condition can be expressed mathematically as follows. Let the fluid be in a homogeneous phase $\vec{\rho}_0$. If there exist near homogeneous states with $\|\vec{\rho}_\alpha - \vec{\rho}_0\| \ll 1$, for all $\alpha$, such that $f_{\text{het}} < f(\vec{\rho}_0)$, then we say that the phase $\vec{\rho}_0$ is locally unstable. This condition materialises when the free energy density is locally not convex – see Fig. 1 left panel. In other words, a phase with number densities $\vec{\rho} = (\rho_1, \ldots, \rho_N)$ is unstable if the Hessian $H_{ij} = \partial_\rho \partial_\rho f$ of the free energy evaluated at $\vec{\rho}$ has at least one negative eigenvalue. The boundary of the unstable region in density space is called
the spinodal [27] and is determined by the values of \( \bar{\rho} \) at which the smallest eigenvalue of \( H_{ij} \) is zero. For the free energy in (1) the Hessian takes the simple form

\[
H_{ij} = \partial_{\rho_i} \partial_{\rho_j} f = B_{ij} + \delta_{ij} \frac{1}{\rho_i}.
\]  

(3)

In what follows, we consider fluid mixtures for which the homogeneous phase, also called parent phase or reference state, has densities \( \rho_i \) that are equal to \( \rho/N \) with \( \rho \) the total density, i.e., \( \bar{\rho}_0 = (\rho/N, \ldots, \rho/N) \). In this setup, the only free parameter is the total density \( \rho \), which simplifies the analysis of fluid instabilities. Nonetheless, a uniform reference state considerably simplifies the problem, as the spectrum of \( H \) is simply the spectrum of \( B \) shifted by \( N/\rho \). Calling \( \{\eta_1, \ldots, \eta_N\} \) the eigenvalues of \( H \) and \( \{\lambda_1, \ldots, \lambda_N\} \) the eigenvalues of \( B \), one has

\[
\eta_i = \lambda_i + \frac{N}{\rho}.
\]  

(4)

Let us consider a very dilute phase \( \bar{\rho}_0 \), that is a phase with small \( \rho \). The Hessian of such a phase is dominated by the diagonal term \( \delta_{ij}(1/\rho_i) \) and is thus positive definite. From this phase we increase the total density \( \rho \), so that the spectrum of the Hessian starts drifting towards the negative semi-axis – see Fig. 1, right panel. When the smallest eigenvalue \( \eta_- \) of \( H \) touches zero, we have reached the spinodal. This will happen at a critical spinodal density \( \rho_c \) given by (see (4))

\[
\rho_c = -\frac{N}{\lambda_-},
\]  

(5)

where \( \lambda_- \) is the smallest eigenvalue of \( B \). We remark that the phase \( (\rho_c/N, \ldots, \rho_c/N) \) is not a critical point in the sense of second order phase transitions, since one can construct heterogeneous states with a lower free energy – see fig. 1, left panel.

To characterise the nature of a spinodal instability we use the local demixing angle \( \theta \) defined as the angle between the reference phase \( \bar{\rho}_0 \) and the eigenvector \( \vec{v}^- \) of the Hessian \( H \) relative to the 0 eigenvalue, also referred to as the unstable mode

\[
\theta = \min\{\tilde{\theta}, \pi - \tilde{\theta}\}, \quad \tilde{\theta} = \arccos \left( \frac{\vec{1} \cdot \vec{v}^-}{\sqrt{N} |\vec{v}^-|} \right),
\]  

(6)

where \( \cdot \) is the dot product, \( \vec{1} \) is the \( N \)-dimensional vector of components \( \vec{1}_i = 1 \). The condition \( \theta = \min\{\tilde{\theta}, \pi - \tilde{\theta}\} \) ensures that \( \theta \in [0, \pi/2] \). We note that using the uniform reference state \( \bar{\rho}_0 \), \( \vec{v}^- \) coincides with the eigenvector of \( B \) relative to its smallest eigenvalue \( \lambda_- \).

The local demixing angle gives information on the type of phase separation when the heterogeneous state is composed by \( R = 2 \) homogeneous phases, so we will focus on this case throughout this work.

There exist two extreme classes of fluid instabilities [5, 7]: condensation and demixing. In a condensation instability the relative composition is preserved while
the total densities of the initial and daughter phases are different: geometrically, the reference phase $\rho_0$ and the unstable mode are parallel, that is $\theta = 0$. To give a physical intuition, an example of a condensation instability would be the transition from vapour to liquid water after a drop in temperature. In a demixing instability, the two daughter phases have fully distinct compositions but the same total number density: geometrically, the reference phase $\rho_0$ and the unstable mode are perpendicular, that is $\theta = \pi/2$. A physical example would be a mixture of oil and water in equal parts, which is initially made homogeneous by stirring it thoroughly: immediately after one stops stirring, this homogeneous state becomes unstable and droplets of water and oil will form. Intermediate situations between condensation and demixing are possible, and are characterised by a value of $\theta \in (0, \pi/2)$.

The local demixing angle $\theta$ – strictly speaking only meaningful at the onset of a spinodal transition – is effective in predicting the type of instability at equilibrium [7], even though it can be quantitatively different from the “final” angle [16]. Given a sensible model for the interaction matrix $B$, spinodal instabilities depend therefore only on its smallest eigenvalue and associated eigenvector.

3. Partially structured and random virial coefficients

Computing virial coefficients from first principles for a mixture composed by a large number of interacting species is not feasible, and experimental data are scarce. For this reason, in line with a long tradition of modelling complex systems with random matrices [5,19,28,29], we adopt a statistical description and replace the unknown virial coefficients between the chemical species with random interactions. This can be justified by a “central limit theorem” type of argument in the case of biological macromolecules: since biochemical interactions result from the sum of a large number of microscopic terms, assuming they are independent they should be well-approximated by a mean-value effective interaction plus Gaussian fluctuations. This in turn would make the virial coefficients $B_{ij}$ random variables. The main advantage of this approach is that it gives clear theoretical predictions, which can in principle be tested with data.

From a modelling perspective it is desirable to include generic properties of the interactions between the chemical species in the model. To this aim, we assume that the components of the fluid can be grouped into a small number of $F$ families according to their characteristics, such as their charge or their hydrophobicity, and we assume that the statistical properties of the intra- and inter-family interactions are known. In other words, we assume that the properties of the virial matrix on the coarse-grained level of families are known, while the detailed microscopic interactions are unknown.

Mathematically, we describe a partially structured and random model with a virial matrix of the form

$$B = D + C \ast Z,$$

(7)
where $D$ and $C$ are deterministic rank-$F$ matrices representing the coarse-grained knowledge we have about the interactions between families, and $Z$ is a random matrix that represents our ignorance about the microscopic interactions. The symbol $\ast$ is the element-wise product. This decomposition is particularly useful to study the spectrum of $B$, as one can link properties of its spectrum to the matrix elements of $D$ and $C$.

We label the indices such that the matrices $D$ and $C$ have a block structure, in particular, $D_{ij} = \mu_{s(i)s(j)}$ and $C_{ij} = \sigma_{s(i)s(j)}$, where $s(i) \in \{1, 2, \ldots, F\}$ is a function that keeps track of which family $s$ a given index $i$ belongs to. Without loss of generality, we can order the indices $i$ such that $s(i) = s$ for all $i \in \{\sum_{t=0}^{s-1} N_t + 1, \ldots, \sum_{t=0}^{s} N_t\}$ where $N_s$ denotes the number of species that belong to family $s$ and $N_0 = 0$.

The entries of $Z$ are independent and identically distributed random variables with mean 0 and variance 1. For $F = 1$ we recover the model of Sear and Cuesta [5]. Partially random and partially structured random matrices have been studied before in the context of neural networks [30, 31], but those models are nonsymmetric, whereas in the present case the matrices are symmetric.

4. Spectral properties of large random matrices with a block structure

The spectrum of an infinitely large matrix of the form (7) consists of two parts, a continuous spectrum determined by the random matrix $C \ast Z$ and a finite number of at most $F$ outlier eigenvalues $\lambda_{\text{isol}}$ that are determined by the deterministic matrix $D$ – see Fig. 2. Both components of the spectrum are deterministic in the limit of large $N$, and hence we do not need to worry about sample-to-sample fluctuations. Depending on the scaling with $N$ of the moments of $B_{ij}$, outliers can be influenced by the noise. The smallest eigenvalue $\lambda_{-}$ is either located at the lower edge of the continuous spectrum or is one of the outliers. The associated eigenvector $\vec{v}^-$, and thus the nature of the instability, has different properties in the two cases.

In the following we will discuss the fluid instabilities in three versions of the model (7) with increasing detail in the matrix $C$ of noise amplitudes: (i) the deterministic case with zero noise amplitudes; (ii) the case with uniform noise amplitudes, $C = \sigma \mathbb{1}$, where $\mathbb{1}$ is the identity matrix; (iii) the general case.

4.1. Deterministic case: family condensation and family demixing

In the deterministic case $C = \mathbb{0}$, we recover an effective model describing a fluid of $F$ components, corresponding to the $F$ families, and with a virial matrix $B_{\text{det}}$ with entries $[B_{\text{det}}]_{st} = c_t \mu_{st}$, where $c_t$ is the fraction of species belonging to each family and $s, t \in \{1, 2, \ldots, F\}$. In the present case the spectrum of the matrix $B$ consists of two parts (see Fig. 2): (i) a zero eigenvalue with multiplicity equal to $N - F$; and (ii) $F$ nonzero eigenvalues $\lambda_{\text{isol}} = \gamma_{\text{isol}} N$, where $\gamma_{\text{isol}}$ are the eigenvalues of $B_{\text{det}}$. Also the eigenvectors of $B$ are determined by $B_{\text{det}}$: the $F$ eigenvectors associated with the $F$
isolated eigenvalues $\lambda_{isol}$ have components $v_i$ that depend only on the family to which the species $i$ belongs, i.e., $v_i = V_{s(i)}$, where the $V_s$ are the eigenvector components of $B_{det}$ associated with the eigenvalues $\gamma_{isol}$. The $V_s$ solve the equation

$$V_s = \frac{1}{\gamma_{isol}} \sum_{t=1}^{F} c_t \mu_{st} V_t .$$

(8)

Let us now discuss the implications of the spectral properties of $B$ for phase separation. The smallest eigenvalue of $B$ is either 0 or the minimum of the $F$ nontrivial eigenvalues. In the former case, the critical spinodaldensity (5) is infinite and therefore the homogeneous phase $\rho_0$ is always stable. In the latter case, $\rho_c$ is of order $O(1)$ for large $N$ as $\lambda_{isol}$ scales linearly with $N$.

The nature of the liquid instability is determined by the $V_1, \ldots, V_F$ that solve (8). For $F = 1$ the only possible unstable mode is parallel to $\rho_0$ and we recover the condensation instability of [5]. For a generic $F$, the possibilities are much richer and it is useful to distinguish two cases. When all $V_s$ have the same sign, then one of the daughter phases is enriched in all species, albeit in proportions depending on their family. We refer to this kind of instability as family condensation and $\theta$ is geometrically bounded $0 \leq \theta \leq \arccos (\sqrt{c_{min}})$, where $c_{min} = \min_{s} c_s$. Conversely, when not all $V_s$ have the same sign, one daughter phase is enriched in some species and deprived in others, depending on which family they belong to. We refer to this kind of instabilities as family demixing and $\theta$ is geometrically bounded $\arccos (\sqrt{c_{max}}) \leq \theta \leq \pi/2$, where $c_{max} = \max_{s} c_s$. In the latter case, there exists a region in the space of parameters for which $\theta = \pi/2$, corresponding to a demixing instability at finite critical spinodal density.

In the next sections we show that this picture is robust against the addition of disorder to the virial matrix.

4.2. Uniform noise amplitude

We now add uniform noise (i.e. family-independent) to the matrix of virial coefficients by setting $C = \sigma I$. In this case we can characterise the spectrum of $B$ analytically as it corresponds to a finite rank perturbation of a Wigner random matrix $Z$ [32].

As illustrated in Fig. 2, the main effect of the noise is that the zero eigenvalue transforms into a continuous spectrum described by the Wigner’s semicircle law supported on the interval $[−2\sigma \sqrt{N}, 2\sigma \sqrt{N}]$ [20,33,35]. On the other hand, the spectrum of $B$ can retain some signature of the non-zero eigenvalues of the deterministic matrix $D$ in the form of eigenvalues isolated from the bulk. At finite but large $N$ the isolated eigenvalues are located at $\lambda_{isol} = N \gamma_{isol} + \sigma^2/(N \gamma_{isol})$, where $\gamma_{isol}$ are as before the eigenvalues of $B_{det}$. Consequently, $\lambda_-$ is either the lower edge of the spectral density $\lambda_0 = −2\sigma \sqrt{N}$ or the lowest among the outliers $\lambda_{isol}$. Substituting in (5) these values for $\lambda_-$ one obtains for the critical spinodal density

$$\rho_c = \min \left\{ \frac{\sqrt{N}}{2\sigma}, \frac{\gamma_{isol}}{(\gamma_{isol})^2 + \sigma^2/N} \right\} .$$

(9)
Let us now discuss the nature of the instability corresponding to the two cases described in Eq. (9). When $\lambda_-$ is the lower edge $\lambda_b$ of the continuous spectral density, then $\rho_c$ scales as $\sqrt{N}$ and the associated eigenvector is a random vector with Gaussian components. Expression (6) implies that such an eigenvector is orthogonal to the reference phase $\vec{\rho}_0$, and thus describes a demixing phase transition referred to as random demixing \cite{5}. On the other hand, when $\lambda_-$ is the smallest outlier $\lambda_{isol}$, then its associated eigenvector converges for large $N$ to the corresponding eigenvector in the deterministic model discussed in Sec. 4.1 and thus describes either family condensation or family demixing. Equations (9) implies that at finite values of $N$, the crossover between random demixing and family condensation (or family demixing) happens at $\sigma^* \approx \sqrt{N} \gamma_{isol}$, and hence at large values of $N$ the dispersity in the virial coefficients has to be large in order to observe a random demixing transition.
4.3. General case

In the general case where noise amplitudes are not uniform, the picture is qualitatively equivalent to that of the perturbed Wigner case. If $\lambda_-$ is located at the edge of the continuous spectrum, then the fluid is unstable w.r.t. random demixing above a critical spinodal density that grows with the number of different protein species as $\rho_c \sim O(\sqrt{N})$. On the other hand, if $\lambda_-$ is an outlier, then the fluid is unstable w.r.t. family condensation or family demixing above a finite critical spinodal density $\rho_c \sim O(1)$. However, the critical spinodal density $\rho_c$ and the modes $\vec{v}^-$ of instability are, in the case of noise variances that are family-dependent, quantitatively different from when noise variances are family-independent.

Let us first discuss the cases when $\lambda_-$ is an outlier $\lambda_{\text{isol}}$, corresponding to family condensation or family demixing. The entries $v_i = V_{s(i)}$ of eigenvectors associated with outlier eigenvalues solve \[ V_s = G_s \left( \frac{\lambda_{\text{isol}}}{N} \right) \sum_{t=1}^{F} c_t \mu_{st} V_t, \quad \text{with} \quad s \in \{1, \ldots, F\}, \tag{10} \]

where the $G_s(\lambda)$ solve \[ \frac{1}{G_s} = \lambda - \sum_{t=1}^{F} c_t \sigma_{st}^2 G_t, \quad \text{with} \quad s \in \{1, \ldots, F\}. \tag{11} \]

The eigenvalue outliers are found as the nontrivial solutions (i.e., $\vec{v}^- \neq 0$) of the set of Eqs. (10,11), and $\lambda_-$ is the smallest of those. For family-dependent noise variances the $G_s$ are dependent on $s$, and therefore the modes $\vec{v}^-$ are in general different from those for family-independent noise variances.

In Appendix B we derive Eqs. (10) and (11) using the resolvent, defined as the matrix inverse $G_B = (zI - B)^{-1}$ for $z \in \mathbb{C}/\{\lambda_1, \ldots, \lambda_N\}$ \[ \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda_i - \lambda), \tag{12} \]

from the diagonal components of the resolvent of $B$. In particular, the normalized trace of the resolvent is the Stieltjes transform of $\nu(\lambda)$ \[ \nu(\lambda) = \lim_{N \to \infty} \sum_{i=1}^{N} \delta(\lambda_i - \lambda), \tag{13} \]
5. Spinodals for two families ($F = 2$)

We use the case of two families $F = 2$ to illustrate the influence of randomness on fluid instabilities.

Figure 3 shows the critical spinodal density $\rho_c$ above which the homogeneous state...
is unstable, and the figure also indicates the nature of the instability, i.e., whether the instability of the homogeneous state is towards a heterogeneous state with family condensation, family demixing, or random demixing. The left panel considers the case of a deterministic matrix of virial coefficients, whereas the right panel shows what happens in the case that the matrix of virial coefficients is random (we consider the general case of nonuniform noise amplitudes). Comparing the deterministic case (left panel) with the random case (right panel), we observe that in the deterministic case there exists a region that is stable at all densities, whereas in the random case this region is destabilised by the random demixing phase.

Note that in order to have a finite critical spinodal density towards demixing at large values of $N$, we have scaled the variances of the virial coefficients linearly with $N$. Otherwise, the critical spinodal density towards random demixing diverges as $\sqrt{N}$, see Eq. (9).

To determine the nature of the mode that destabilises the homogeneous state we need to analyse the eigenvector $v^-$ associated with $\lambda^-$. Provided that $\lambda^-$ is an outlier, the unstable mode can be cast in the form $(\zeta, \ldots, \zeta, 1, \ldots, 1)$ with $\zeta = V_1/V_2$ (see Appendix C). Substituting this expression for the unstable mode into (6), the local demixing angle can be expressed as

$$\theta = \min\{\tilde{\theta}, \pi - \tilde{\theta}\}, \quad \text{where} \quad \tilde{\theta} = \arccos\left(\frac{c_1\zeta + c_2}{\sqrt{c_1\zeta^2 + c_2}}\right).$$

(15)
In the left panel of Fig. 4 we plot the local demixing angle $\theta$ as a function of $\zeta$. This plot shows that the range of values that $\theta$ can take is strongly dependent on the sign of $\zeta$, in agreement with the bounds discussed in Sec. 4.1 for family condensation and family demixing.

The dependence on the statistics of $\mathbf{B}$ enters in the expression (15) only through the value of $\zeta$. In Appendix C we use the Eqs. (10-11) to obtain $\zeta$ as a function of the model parameters. Substituting $\zeta$ in Eq. (15) we obtain the local demixing angle $\theta$, which for the case of Fig. 3 is shown in the right panel of Fig. 4.

Interestingly, in all matrix models – deterministic, uniform noise and general case – the only parameter influencing the sign of $\zeta$ is the interfamily average virial coefficient $\mu_{12}$ as $\text{sgn}(\zeta) = -\text{sgn}(\mu_{12})$ (see Appendix C.3 for more detail). The physical picture is the following: when $\mu_{12} < 0$, then the interactions between two proteins belonging to different families are dominantly attractive and therefore there is a net free energy reduction if species of family 1 and 2 aggregate together; conversely, when $\mu_{12} > 0$ then the interactions between proteins of different families are dominantly repulsive and therefore there is a net free energy reduction if the 2 families demix. Furthermore, we notice a symmetry between family condensation and family demixing in the presented models – if a system is unstable towards family condensation at a critical spinodal density $\rho^*_c$, then the system obtained by flipping the sign of $\mu_{12}$ is unstable towards family demixing at the same critical spinodal density $\rho^*_c$.

Lastly, let us discuss the occurrence of (pure) condensation ($\theta = 0$) and demixing ($\theta = \pi/2$). As shown in the left panel of Fig. 4, condensation and demixing occur, respectively, for $\zeta = 1$ and $\zeta = -c_2/c_1$. In the deterministic and uniform noise models, $\zeta$ is either 1 or $-c_2/c_1$ when

$$\mu_{11}c_1 + \mu_{12}c_2 = \mu_{12}c_1 + \mu_{22}c_2 . \quad (16)$$

In other words, the liquid exhibits condensation and demixing when the interactions involving the two families are in balance. In the general case of nonuniform noise amplitudes, this simple equation that identifies condensation and demixing does not apply.

6. pH-induced instabilities in the cytoplasm

In this section, we discuss an application of the model Eq. (11) for a complex fluid – the pH-driven instability of the cytoplasm of eukaryotic cells from a fluid-like to a solid-like state. In this example, each component $i$ represents a protein. Since the number of protein types is large (of the order $10^4$), we do not know all the entries $B_{ij}$ of the matrix of virial coefficients, and hence it is natural to consider a random model for $\mathbf{B}$. However, since the protein-protein interactions depend strongly on their isoelectric points (PI), defined as the pH at which the protein has no net charge, and since the PI can be estimated computationally based on the amino acid sequences of the proteins \cite{12,14}, it
is desirable to group proteins into families based on their PI, and this leads to a matrix of virial coefficients that is partially structured and random.

Although the cytoplasm is in general a strongly buffered solution, there exist cases where the cytoplasmic pH varies significantly. For example, it has been observed in unicellular organisms, such as, yeast cells \[45\] and bacteria \[48\], as well as in multicellular organisms, such as shrimps \[49\], that the cytoplasmic pH decreases significantly under conditions of stress when the cell state changes from a metabolic to a dormant state. In yeast cells this significant decrease of pH leads to the formation of macromolecular assemblies of proteins and a transition of the cytoplasm from a fluid-like to a solid-like state \[45\] \[47\]. Another example of a phase transition under change of pH is found in the formation of skin in mammals \[50\]. An outward flux of cells is produced in the lower strata, which become enucleated, flattened surface squames. Phase separation is a key component controlling this transition: biomolecular condensates are formed in the early stages of the outwards migration, which cease to be stable as they come closer to the skin surface, and there the lowering of pH of the environment may be the trigger of this transition \[50\].

Protein interactions in solution depend strongly on their PI. According to the Derjaguin, Landau, Verwey, and Overbeek (DLVO) theory, protein-protein interactions consist of an attractive part, determined by van der Waals forces, and a repulsive part, determined by electrostatic repulsion that is screened by a double layer of free
ions \[53, 54\]. When the difference between the pH and the PI of a protein increases, then the electrostatic repulsion gets larger and the average distance between proteins increases. This reduces the tendency to form aggregates. Conversely, at a pH close to their PI proteins are more likely to aggregate \[55\].

Since the PI strongly affects protein’s interactions, we aim to group proteins into families based on their PI. Although the PI is a real number, we can naturally group proteins into 2 families as the distribution of PIs across the proteome of a large number of biological species – ranging from unicellular organisms such as yeasts to mammals – is bimodal \[42, 44, 56\]. The bimodality of the PI distribution provides the following natural way to split proteins into 2 families: we group all proteins that have a PI smaller than the middle point into an acidic family and all the rest into a basic family (see the right Panel of Fig. 5). Without loss of generality, we choose to order the proteins so that species 1, 2, . . . , \(N_1\) belong to the acidic family and proteins \(N_1 + 1, \ldots, N\) belong to the basic one. In this convention, the virial matrix is a matrix with a \(2 \times 2\) block structure, to which the framework of partially structured and partially random models developed in Sec. 3 applies.

Since we want to describe the instability of the cytoplasm induced by a change of pH, we still need to determine how the entries of the virial matrix depend on the solvent’s pH. The entries of the matrix of virial coefficients \(B\) can be measured with, e.g. optical experiments \[57–59\]. However, these experiments have so far been done for a handful of proteins, whereas we need to know \(B_{ii}\) and \(B_{ij}\) for all proteins in the proteome as a function of pH, which to the best of our knowledge are currently not known. This motivated us to examine a simple random model for the dependence of intra-family and inter-family virial coefficients on the solvent’s pH. For intra-family virial coefficients, we consider a Taylor expansion around the average isoelectric point plus noise, i.e.,

\[
B_{ij}(x) = k(y_s - x)^2 + q + \xi_{ij} \quad \text{when} \quad s(i) = s(j) = s,
\]

where \(x\) is the solvent’s pH, \(y_s\) is the average PI in family \(s\), \(k\) and \(q\) are expansion coefficients, and \(\xi_{ij}\) are random variables with zero mean. For simplicity, we use for the inter-family virial coefficients a pH-independent constant \(\mu_{12}\) plus noise \(\xi_{ij}\), with \(s(i) \neq s(j)\), and we set the variances of both inter- and intra-family noises \(\xi_{ij}\) to be uniform and equal to \(\sigma^2\).

In Appendix D.1 we estimate the parameters \(k\), \(q\), \(y_1\), \(y_2\), and \(\mu_{12}\) based on the order of magnitude of experimentally measured protein-protein virial coefficients. Using the parameters estimated in Appendix D.1 the minimum eigenvalue of \(B\) is an outlier for all considered values of the pH, and therefore the instability of the cytoplasm is either a family demixing or condensation. As noted in Sec. 5 the sign of \(\mu_{12}\) determines whether the unstable mode is characterised by family condensation or family demixing. Unfortunately, we could not find data in the literature to estimate the sign of \(\mu_{12}\), and therefore we cannot discern the exact nature of the instability of the cytoplasm. Nonetheless, using Eq. (9) we can provide an estimate for the critical spinodal density \(\rho_c\), which is shown in the left panel of Fig. 5 and since this density is symmetrical w.r.t.
the change of sign of $\mu_{12}$ it applies to both kinds of instabilities.

From Fig. 5 we observe three interesting features for the critical spinodal density of the cytoplasm: i) the order of magnitude of the critical spinodal density is close to the protein density in living cells; ii) the non-monotonicity of $\rho_c$ entails the possibility of a re-entrant behavior, as highlighted in [60]; iii) an asymmetry in family sizes ($c_1 \neq 0.5$) leads to an asymmetry of the critical spinodal density w.r.t. the neutral pH. This strengthens the idea that pH can be used by living organisms as a control parameter for phase separation, and it also shows that these simple models are a promising tool to interpret biological data.

Although the model predicts that the fluid instability of the cytosol is of the family condensation or demixing type, it is interesting to investigate at which densities the random demixing instability becomes relevant. To investigate this, we estimate the variance $\sigma^2$ of the virial coefficients using fluctuations in the volume of proteins and we use that the number of different proteins in the cytosol is of the order $\sim 10^4$ [51]. From (9) we obtain a critical spinodal density $\rho_c \sim \mathcal{O}(1 \text{ nm}^{-3})$ (see Appendix D.2), three orders of magnitude higher than proteins concentration in the cytoplasm [51]. This suggests that a random demixing instability due to fluctuations in excluded volume is likely not to occur in living cells.

7. Conclusions

We have determined how randomness and structure in the matrix of virial coefficients affect the instability of complex fluids. In contrast with fully random models [5], partially structured and random models exhibit two types of demixing, namely, random demixing, which is akin to what has been observed in random models, and family demixing, where proteins phase separate based on the family to which they belong. The critical spinodal density of family demixing is finite, in contrast with the critical spinodal density of random demixing that scales as $\sqrt{N}$. Hence, family demixing is compatible with experimental findings in cell biology where demixing has been observed at finite densities.

We have applied the formalism of partially structured and partially random matrices of virial coefficients to the cytoplasm, which is an example of a complex fluid. Experiments in, among others, yeast cells [45] and skin cells in mammals [50], show that a change in pH can trigger a phase separation event. In this case, proteins can be grouped into two families according to their isoelectric point: a family of acidic proteins and a family of basic proteins. Using a random virial matrix with a block structure, we have provided predictions for the critical spinodal density and the nature of the instability using only the statistical properties of inter- and intra-family protein interactions. In particular, if the inter-family virial coefficients are positive on average, then the predicted cytoplasm instability is a family demixing, whereas if the inter-family virial coefficients are negative on average, then the instability is family condensation. It will
be interesting to compare the predicted instabilities with those observed in experiments with, e.g., yeast cells [45]. For example, an intriguing question is whether the cytoplasmic instability observed in yeast experiments is a demixing or condensation transition.

We briefly discuss some of the assumptions made in the model studied in this paper. In the definition of the free energy model (1), we have truncated the virial expansion of the free energy at the second order. This raises the question whether higher order virial coefficients can be incorporated in the current formalism. It is in principle possible to include higher order virial expansion terms in the free energy (1), see Eq. (A.10) in Appendix A, but this would imply that off-diagonal elements of the matrix $\mathbf{H}$ depend on the densities, and this effect increases with the fluid density. Such an amplification could stabilise the homogeneous state for high densities or could provide different mechanisms for the onset of instabilities. Another assumption of the present model is that the reference state is uniform, i.e. $\vec{\rho}_0 = (\rho/N, \ldots, \rho/N)$. We have chosen this reference state because it renders the calculations simpler. A more general approach fixes the relative abundances of each species and varies the total density. This leads to the concept of dilution line, we refer the reader to [27] for a detailed discussion. However, the random matrix methods used in this paper are versatile enough to deal with nonhomogeneous reference states, and this will be discussed in a future work.

The concept of partially structured and partially random matrices of virial coefficients can be applied in existing models of phase separation of the cytosol. For example, it will be interesting to consider a complex fluid of proteins that can be charged dynamically through protonisation and deprotonisation, as done in Ref. [60] for a fluid with one component, by describing the known parts of the interaction matrix with the deterministic matrix $\mathbf{B}_{\text{det}}$ and the unknown parts of the system with noise dressing the entries of $\mathbf{B}$. Another interesting research problem is to analyse spatial positioning of droplets in a complex fluid [61, 62]. Taken together, the theory of partially structured and partially random matrices provides a versatile tool for understanding the behaviour of complex fluids.
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Appendix A. Virial expansion

In this appendix we review a classical argument – see [22, 24, 26] – to derive the virial expansion of the free energy of an interacting mixture of $N$ chemical species, and comment on how including higher order terms in the expansion influences the Hessian.
of the free energy.

We consider a system composed of $M$ different particles of $N$ distinct species. We use indexes $a, b \in \{1, \ldots, M\}$ for particles and indexes $i, j \in \{1, \ldots, N\}$ for species. We denote by $M_i$ the number of particles of species $i$ present in the mixture, satisfying $\sum_i M_i = M$. We start from the Hamiltonian:

$$\mathcal{H}(q, p) = \sum_a \frac{p_a^2}{2m} + \sum_{a,b} v_{ab}(|q_a - q_b|), \quad (A.1)$$

where the first term is the kinetic energy, the second term the interaction energy given by a sum of pairwise potentials and $(q, p)$ are canonical coordinates and momenta, respectively. To account for the different nature of species composing our mixture, we let the pairwise potentials $v_{ab}(|q_a - q_b|) = v_{ij}(|q_a - q_b|)$ depend only on the species $i$ and $j$ of particles $a$ and $b$ respectively. The canonical partition function of such a system reads

$$Z = \frac{1}{h^{3M} \prod_i M_i!} \int dq dp \ e^{-\beta \mathcal{H}(q, p)}, \quad (A.2)$$

where $h$ is the Planck constant. The partition function factorises in the kinetic part and the interacting part: the former can be evaluated via gaussian integration, while the latter is non-trivial and in general cannot be computed. We call the configurational integral appearing in the partition function $Z_M$:

$$Z_M = \frac{1}{h^{3M} \prod_i M_i!} \int dq e^{-\beta \sum_{a,b} v_{ij}(|q_a - q_b|)} \cdot \quad (A.3)$$

If the mixture was ideal, which means non-interacting, the configurational integral would simply be $Z_M^{id} = V^M$, where $V$ is the volume. In order to perturbatively study small deviations from ideality we multiply and divide by $Z_M$, so that we can express the free energy $F = -\beta^{-1} \log Z$ as

$$F = F_{\text{kin}} - \frac{1}{\beta} \log \left( \frac{V^M}{h^{3M} \prod_i M_i! \cdot V^M} \right) = F_{id} - \frac{1}{\beta} \log \left( \frac{Z_M}{V^M} \right) = F_{id} + F_{int}, \quad (A.4)$$

where $F_{\text{kin}} = \sum_i 3M_i T \log \Lambda$ is the kinetic free energy, $\Lambda = \sqrt{2\pi \beta h^2 / m}$ is the De Broglie thermal wavelength and $F_{id} = F_{\text{kin}} + \sum_i M_i T (\log M_i / V - 1)$ is the free energy of a non-interacting mixture.

Calling $r_{ab} = |q_a - q_b|$, we note that the Gibbs weight of a pairwise potential $e^{-\beta v(r_{ab})}$ goes to 1 for $r \to \infty$, because the potential falls off to 0. In the spirit of an expansion involving a small quantity, the aforementioned consideration motivates the introduction of the Mayer function $e^{-\beta v(r_{ab})} - 1$, which goes to 0 for large $r$. We have:

$$F_{int} = -\frac{1}{\beta} \log \left( 1 + \frac{1}{V^N} \int dq^{3M} \left( e^{-\beta \sum_{a,b} v_{ij}(|q_a - q_b|)} - 1 \right) \right). \quad (A.5)$$

We expect that deviations from ideality are small when the number densities $M_i / V$ are small enough. In this regime, the dominant configurations contributing to (A.5) are the
ones in which only \( k \) particles are interacting. This is because the probability to choose \( k \) particles is proportional to \( \rho_{i_1}\rho_{i_2} \cdots \rho_{i_k} \), where \( i_1, \ldots, i_k \) are the species of particles 1, \ldots, \( k \) respectively. One can thus arrange the sum over these configurations as a power series in the densities, called the cluster expansion:

\[
F_{\text{int}} \approx \frac{V}{\beta} \sum_{k=2}^{k_{\text{max}}} \sum_{i_1, \ldots, i_k} B_{i_1 \ldots i_k}(T) \rho_{i_1} \cdots \rho_{i_k},
\]

(A.6)

where \( B_{i_1 \ldots i_k} \) are called virial coefficients and we included terms up to order \( k_{\text{max}} \). We can express the virial coefficients from (A.5) using the approximation \( \log(1 + x) \approx x \).

For second order virial coefficients this leads to

\[
B_{ij}(T) = -\frac{1}{2} \int dr \left( e^{-\beta v_{ij}(r)} - 1 \right).
\]

(A.7)

Truncating the virial expansion to second order, we arrive at the following expression for the free energy density

\[
\beta \tilde{f} = \frac{\beta F}{V} = 3 \log \Lambda \sum_i \rho_i + \sum_i \rho_i(\log \rho_i - 1) + \frac{1}{2} \sum_{ij} \rho_i B_{ij} \rho_j.
\]

(A.8)

We note that expression (A.8) differs from (1) only because of the kinetic free energy density \( 3 \log \Lambda \sum_i \rho_i \). It is common practice to neglect this term, as it does not affect the phase behaviour [63]. In fact, instabilities are tied to properties of the Hessian, in which second derivatives kill linear terms of the free energy. This justifies the use of (1) to study instabilities of complex fluids.

Appendix A.1. The effect of higher order non-idealities on the Hessian of the free energy

In this subsection we consider a free energy density of the form

\[
f = \frac{1}{V}(F_{\text{id}} + F_{\text{int}}),
\]

(A.9)

where \( F_{\text{id}} \) is the free energy of an ideal mixture of \( N \) components and \( F_{\text{int}} \) is of the form (A.6). We have set \( \beta = 1 \) for simplicity. The Hessian of such a free energy can be expressed as

\[
\beta H_{ij} = \frac{\partial^2 F}{\partial \rho_i \partial \rho_j} = \delta_{ij} \frac{1}{\rho_i} + \sum_{k=2}^{k_{\text{max}}} k(k-1) \sum_{\ell_1, \ldots, \ell_{k-2}} B_{\ell_1 \ldots \ell_{k-2} ij} \rho_{\ell_1} \cdots \rho_{\ell_{k-2}}.
\]

(A.10)

We note one important difference between the Hessian in (A.10) and its counterpart (3) obtained from a truncation to the second order of the virial expansion: diagonal terms in the former depend on the densities \( \bar{\rho} \) of the state we are considering. We can understand the effect of this feature on the spectrum of \( \mathbf{H} \) by considering a dilute uniform reference state \( \bar{\rho}_0 = (\rho/N, \ldots, \rho/N) \) and increasing the total density \( \rho \). When we include only second order terms in \( F_{\text{int}} \), an increase in \( \rho \) makes the spectrum of \( \mathbf{H} \)
translate rigidly; on the other hand, when we include more terms in $F_{\text{int}}$ an increase in $\rho$ not only translates the spectrum of $H$ towards the negative semiaxis, but it amplifies the effect of higher order terms. Such an amplification could have the effect of stabilising homogeneous phases with high total density $\rho$, as expected from realistic fluid models, or could provide different mechanisms for the onset of instabilities.

Appendix B. Spectrum of block matrices

Let $B$ be a symmetric $N \times N$ random matrix with a $F \times F$ block structure in the following sense: the entries $B_{ij}$ are independent random variables with finite means $\langle B_{ij} \rangle = \mu_{s(i)s(j)}$ and variances $\text{Var}(B_{ij}) = \sigma^2_{s(i)s(j)}$, where the function $s(i)$ returns the family $s \in \{1, \ldots, F\}$ to which the $i$-th index belongs.

In this appendix, we derive a set of equations that determine the empirical spectral density

$$\nu(\lambda) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda_i - \lambda) \quad \text{(B.1)}$$

of the eigenvalues $\lambda_i$ of $B$, the eigenvalue outliers $\lambda_{\text{isol}}$, and the distribution of the entries of the eigenvectors associated with either the outlier eigenvalues or the eigenvalues at the edge of the spectral density.

It is convenient to consider a rescaled version of $B$, which we will call $\tilde{B}$, whose entries have means $\langle \tilde{B}_{ij} \rangle = \mu_{s(i)s(j)}/N$ and variances $\text{Var}(\tilde{B}_{ij}) = \sigma^2_{s(i)s(j)}/N$. This choice is such that both outliers and the support of the spectral density $\nu(\lambda)$ of $\tilde{B}$ are of order $O(1)$ for large $N$, and they are connected to those of $B$ as follows:

$$\nu_B(\lambda) = \frac{1}{\sqrt{N}} \nu_{\tilde{B}}(\lambda/\sqrt{N}) \quad \text{(B.2)}$$

$$\lambda_{\text{isol}}(B) (\textbf{D}, \textbf{C}) = \lambda_{\text{isol}}(\tilde{B}) (N\textbf{D}, \sqrt{N}\text{C}), \quad \text{(B.3)}$$

where $\textbf{D}$ and $\textbf{C}$ are $F \times F$ symmetric matrices containing the means $\mu_{st}$ and the standard deviations $\sigma_{st}$ defined in section 3.

Appendix B.1. A reminder of some equalities for block matrices

In this section, we review a few equalities for the inverse and the determinant of a block matrix. Let $M$ be an invertible $N \times N$ block matrix,

$$M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \quad \text{(B.4)}$$

then the Schur formula for the inverse of $M$ states [64]

$$M^{-1} = \begin{pmatrix} s_d^{-1} & -s_d^{-1}bd^{-1} \\ -d^{-1}cs_d & s_a^{-1} \end{pmatrix}, \quad \text{(B.5)}$$
where
\[ s_a = d - ca^{-1}b , \]  
and
\[ s_d = a - bd^{-1}c . \]  

We will also use the formula
\[ \det(M) = \det(a - bd^{-1}c) \det(d) \]  
for the determinant of a block matrix.

**Appendix B.2. The resolvent**

A standard approach in random matrix theory to determine the spectrum of a large random matrix is based on the resolvent \( G(z) \), defined as
\[ G(z) = \frac{1}{z1 - \tilde{B}} \]  
for all values \( z \in \mathbb{C}/\{\lambda_1, \lambda_2, \ldots, \lambda_N\} \), and where \( 1 \) is the identity matrix of size \( N \). Let
\[ G(z) = \lim_{N \to \infty} \frac{1}{N} \text{Tr}G(z) \]  
be the trace resolvent, then the spectral density follows readily from \([20]\)
\[ \nu(\lambda) = \lim_{\epsilon \to 0} \frac{1}{\pi} \text{Im} \ G(\lambda - i\epsilon) . \]  

The trace resolvent \( G(z) \) of a random matrix can be determined from the Schur formula \([B.5]\), see \([33]\). In what follows we use this method to determine the trace resolvent of the block matrix \( B \). Let us represent \( z1 - \tilde{B} \) as a \( 2 \times 2 \) block matrix
\[ z1 - \tilde{B} = \begin{pmatrix} z - \tilde{B}_{11} & \tilde{B}_{1} \\ \tilde{B}_{1}^T & (z1 - B^{(1)}) \end{pmatrix} , \]  
where \( \tilde{B}_{1} \) is the \((N - 1)\)-dimensional vector of components \( \tilde{B}_{1j} \) with \( j \neq 1 \). We use \( M^{(i)} \) to denote the \((N - 1) \times (N - 1)\) principal submatrix obtained from \( M \) by eliminating the \( i \)-th row and \( i \)-th column. Applying the Schur formula to \((z1 - \tilde{B})^{-1}\), we can express the diagonal \((1,1)\)-element as
\[ \frac{1}{G_{11}} = z - \tilde{B}_{11} - \sum_{j=1}^{N} \sum_{k=2}^{N} \tilde{B}_{1j} G_{jk}^{(1)} \tilde{B}_{k1} , \]  
which we used \( G^{(1)} = 1/(z1 - B^{(1)}) \). Permuting the rows and columns of the matrix \( \tilde{B} \) and applying the Schur formula gives an expression similar to \([B.13]\) where index 1 is replaced by index \( i \), viz.,
\[ \frac{1}{G_{ii}} = z - \tilde{B}_{ii} - \sum_{j=1}^{N} \sum_{k=1(k \neq i)}^{N} \tilde{B}_{ij} G_{jk}^{(i)} \tilde{B}_{ki} . \]  

**Inst. of complex fluids with part. structured and part. random interactions**
For large values of $N$, we can neglect the $\tilde{B}_{ii}$ term in (B.14) as it scales as $\mathcal{O}(1/N)$ with the system size. In addition, in the Appendix B.3 we show that the scaling of the off-diagonal elements of the resolvent with respect to $N$ is subleading with respect to the scaling of the diagonal elements, and therefore

$$\frac{1}{G_{ii}} = z - \sum_{j=1(j\neq i)}^{N} \tilde{B}_{ij}^2 G_{jj}^{(i)}.$$  \hspace{1cm} (B.15)

Because of the law of large numbers it holds that for large values of $N$ the sum in the right-hand side of (B.15) is equal to its average value and therefore $G_{ii}$ is a deterministic variable in the limit of $N$ large. In particular, we find that $G_{ii}$ only depends on the family $s(i)$ to which the index $i$ belongs, allowing us to make the simplification $G_{ii} = G_{s(i)}$. In addition to that, using that $G_{jj} = G_{jj}(1 + \mathcal{O}(1/N)) = G_{s(j)}(1 + \mathcal{O}(1/N))$, we arrive at

$$\frac{1}{G_{s}} = z - \sum_{t=1}^{F} c_t \sigma^2_{st} G_t,$$  \hspace{1cm} (B.16)

with $c_t = \lim_{N \to \infty} N_t/N$, which is also (11) in the main text. Solving the set of $F$ equations (B.16) towards the $F$ variables $G_{s}$, one obtains for large $N$ the trace resolvent

$$\mathcal{G} = \sum_{t=1}^{F} c_t G_t,$$  \hspace{1cm} (B.17)

and thus also the spectral density through (B.11).

**Appendix B.3. Off-diagonal elements of the resolvent**

In this section we show that the off-diagonal elements $G_{ij}$ with $i \neq j$ scale as $1/N$. In particular, we show that both the first and second moments of $G_{ij}$ scale as $1/N$.

We start from the adjugate representation of the inverse of a matrix to express $G_{ij}$ as

$$G_{ij} = \frac{\det(z \mathbb{1} - \tilde{B}^{(i,j)})}{\det(z \mathbb{1} - \tilde{B})},$$  \hspace{1cm} (B.18)

where $\tilde{B}^{(i,j)}$ is obtained from $\tilde{B}$ by removing the $i$-th row and the $j$-th column. Using the formula (B.8) for the determinant of a block matrix we obtain

$$G_{ij} = \left[ z - \tilde{B}_{ii} - \sum_{k,l(\neq i,j)}^{N} \tilde{B}_{ik} G_{kl}^{(i,j)} \tilde{B}_{jl} \right] \left[ z - \tilde{B}_{jj} - \sum_{k,l(\neq i,j)}^{N} \tilde{B}_{jk} G_{kl}^{(i,j)} \tilde{B}_{jl} \right] - \left[ \sum_{k,l(\neq i,j)}^{N} \tilde{B}_{ik} G_{kl}^{(i,j)} \tilde{B}_{jl} \right]^2,$$  \hspace{1cm} (B.19)

where $G_{kl}^{(i,j)}$ denotes the resolvent of the matrix $B^{(i,j)}$ obtained form $B$ by removing the $i$-th row and column and the $j$-th row and column. For large $N$, we have that $G_{kl}^{(i,j)} = G_{kl}(1 + \mathcal{O}(1/N))$.

Suppose now that the average of $G_{kl}$ scales as $N^{-\delta_1}$ and its variance scales as $N^{-\delta_2}$,
where $\delta_1, \delta_2 \in \mathbb{R}$. Equation (B.19) provides us with a self-consistent equation for the exponents $\delta_1$ and $\delta_2$. Solving this equation we find that $\delta_1 = \delta_2 = 1$. This implies that the average value and the variance of $G_{ij}$ are both of the order $\mathcal{O}(1/N)$.

We remark that analogous arguments hold also for the resolvent $G^{(i)}$ of the matrix $B^{(i)}$, in particular $G^{(i)}_{jk}$ is negligible for large $N$ w.r.t the diagonal elements $G^{(i)}_{jj}$.

Appendix B.4. Outlier eigenvalues and the components of eigenvectors

We derive a set of equations solved by the entries $v_i$ of eigenvectors associated with either eigenvalue outliers or eigenvalues located at the boundary of the continuous part of the spectrum of block matrices. The general approach we follow is based on [39] that deals with sparse random matrices, but as we will see, dealing with dense matrices has some advantages and lead to some analytical simplifications.

First we establish a connection between the eigenvector components and the off-diagonal elements of the resolvent $G(z)$. Let $\lambda$ be an eigenvalue of $\tilde{B}$ with an algebraic multiplicity equal to 1, then the resolvent $G(z)$ has a simple pole at $\lambda$ and [39]

$$\lim_{\eta \to 0} \eta G(\lambda - \eta) = \vec{v} \vec{v}^T,$$  \hspace{1cm} (B.20)

where $\eta$ is a small complex number and $\vec{v}$ is the normalised eigenvector associated with $\lambda$. It follows from (B.20) that the $i$-th component of $\vec{v}$ is given by

$$v_i = \lim_{\eta \to 0} \frac{\eta \sum_{j=1}^{N} G_{ij}(\lambda - \eta)}{\vec{v} \cdot \vec{1}},$$  \hspace{1cm} (B.21)

where we have used $\vec{1}$ for the vector with all components equal to 1. Equation (B.21) links the components of eigenvectors to the off-diagonal entries of the resolvent.

Note that the parameter $\eta$ in (B.20)-(B.21) has to be much smaller than the separation between eigenvalues. Therefore, in the limit of $N \gg 1$, (B.20)-(B.21) are only useful for eigenvalue outliers or eigenvalues at the edge of the continuous spectrum.

The off-diagonal entries of the resolvent solve a set of self-consistent equations that we derive now. Applying the Schur formula to the resolvent $G(z)$, we obtain

$$G_{ij} = G_{ii} \sum_{k=1}^{N} \tilde{B}_{ik} G^{(i)}_{kj},$$  \hspace{1cm} (B.22)

where we mean again by $G^{(i)}$ the principal submatrix of $G$ obtained by removing the $i$-th row and the $i$-th column. Summing over index $j$ we obtain

$$\sum_{j=1}^{N} G_{ij} = G_{ii} \left(1 + \sum_{j=1}^{N} \sum_{k=1}^{N} \tilde{B}_{ik} G^{(i)}_{kj}\right),$$  \hspace{1cm} (B.23)

and consequently substituting (B.23) in (B.21) we get

$$v_i = \lim_{\eta \to 0} \frac{G_{ii}(\lambda - \eta)}{\vec{v} \cdot \vec{1}} + G_{ii} \sum_{k=1}^{N} \tilde{B}_{ik} \lim_{\eta \to 0} \frac{\eta \sum_{j=1}^{N} G^{(i)}_{kj}(\lambda - \eta)}{\vec{v} \cdot \vec{1}}.$$  \hspace{1cm} (B.24)
The first term converges to zero for large $N$ and

$$v_k^{(i)} = \lim_{\eta \to 0} \eta \sum_{j=1}^{N} G_{kj}^{(i)}(\lambda - \eta) \frac{\vec{g} \cdot \vec{1}}{\vec{g} \cdot \vec{1}} \approx \lim_{\eta \to 0} \eta \sum_{j=1}^{N} G_{kj}^{(i)}(\lambda - \eta) \frac{\vec{g} \cdot \vec{1}}{\vec{g} \cdot \vec{1}}$$

(B.25)

is identified as the $k$-th element of the eigenvector associated with $\lambda$ of the submatrix $\tilde{B}^{(i)}$. This identification is consistent only if $\lambda$ is an eigenvalue of both $\tilde{B}$ and $\tilde{B}^{(i)}$, which applies for eigenvalue outliers and the edge of the spectral density when $N$ is large. In the last passage of (B.25) we have used the law of large numbers to identify $\vec{g} \cdot \vec{1}$ with $\vec{v} \cdot \vec{1}$. From (B.25) it follows that we can express $v_i$ in terms of $v_k^{(i)}$, viz.,

$$v_i = \lim_{\eta \to 0} G_{ii}(\lambda - \eta) \sum_{k=1}^{N} \tilde{B}_{ik} v_k^{(i)}.$$  

(B.26)

The difference between $v_k$ and $v_k^{(i)}$ decreases when $N$ increases, as can be seen from comparing (B.21) with (B.25) and noting that the law of large numbers holds for both the numerators and the denominators. With the relabelling $k \to j$, we arrive at

$$v_i = \lim_{\eta \to 0} G_{ii}(\lambda - \eta) \sum_{j=1}^{N} \tilde{B}_{ij} v_j.$$  

(B.27)

We remark that (B.27) applies to the entries $v_i$ of eigenvectors associated with eigenvalue outliers $\lambda = \lambda_{\text{isol}}$ and eigenvectors associated with eigenvalues $\lambda$ located at the edge of the continuous spectrum.

If $\lambda = \lambda_{\text{isol}}$, then the expected values $\langle v_j \rangle \neq 0$. Therefore, we can apply the law of large numbers to (B.27) to get $v_i = V_{s(i)}$, where the $V_s$ are deterministic variables that solve (10). One can verify that (10) only admits a nontrivial solution, i.e. $V_s \neq 0$, when $\lambda = \lambda_{\text{isol}}$. Hence, the locations of the eigenvalue outliers can be obtained by setting the determinant of the linear system (10) equal to zero.

If $\lambda$ is set equal to one of the edges of the continuous spectrum, then the means of $v_i$ are equal to zero. In this case the central limit theorem applies and consequently the $v_i$ are Gaussian random variables with zero mean and variances $\Delta_{s(i)}$ that only depend on the family to which the index $i$ belongs. From (B.27) it follows that the variances solve (14). Also, the edge of the spectrum $\lambda_b$ can be obtained by finding the values of $\lambda$ for which (14) admits a nontrivial solution. For this, one can again find the values of $\lambda$ for which the determinant of the linear system, in this case given by (14), is equal to zero.

Appendix C. Unstable mode due to outliers for $F = 2$

In this appendix we characterise explicitly the unstable mode of a complex fluid composed of 2 families of interacting species. We consider three cases depending on the assumptions made on the interaction matrix $B$: i) deterministic interactions; ii) random interactions with uniform variances; iii) random interactions with family-dependent variances. Note that these are also the three cases illustrated in Fig. 2.
We focus on fluid instabilities that are governed by an isolated eigenvalue $\lambda_{\text{isol}}$. Since eigenvectors are defined up to a proportionality constant, we can, for values $V_2 \neq 0$, cast the unstable mode into the form $v^- = (\zeta, \ldots, \zeta, 1, \ldots, 1)$, where $\zeta = V_1/V_2$. In what follows we determine $\zeta$ as a function of the system parameters.

**Appendix C.1. Deterministic case**

When interactions are deterministic, a complex fluid composed of $F = 2$ families is unstable when the lowest of the two non-zero eigenvalues of $B$ are negative. We get for $\zeta$ the expression

$$\zeta = \frac{\mu_{11}c_1 - \mu_{22}c_2}{2\mu_{12}c_1} - \frac{\sqrt{(\mu_{11}c_1 - \mu_{22}c_2)^2 + 4c_1c_2\mu_{12}^2}}{2\mu_{12}c_1}.$$  \hfill (C.1)

Remarkably, the sign of $\zeta$ depends only on the sign of $\mu_{12}$, i.e., $\text{sgn}(z) = -\text{sgn}(\mu_{12})$.

**Appendix C.2. Uniform noise**

When interactions are noisy, the instability is either due to the lower edge of the continuous part of the spectrum or due to one of the outliers. When noises are uniform, the latter case is particularly simple. In fact, the solubility condition of (10) is

$$\mathcal{G}(\lambda_{\text{isol}}) = \frac{1}{\gamma_{\text{isol}}}.$$  \hfill (C.2)

Substituting (C.2) back into (10) we obtain that $V_1$ and $V_2$ solve the same equations as those solved by the corresponding eigenvalue in the deterministic case and therefore $\zeta$ is also given by (C.1).

**Appendix C.3. Family-dependent noise**

Contrary to the uniform case, when the noise in the virial matrix is family dependent and the instability is due to an outlier $\lambda_{\text{isol}}$, the unstable mode depends also on the variances of the noise. When $F = 2$, we can express $\zeta$ from (10) as

$$\zeta = \frac{G_1(\lambda_{\text{isol}})c_2\mu_{12}}{1 - G_1(\lambda_{\text{isol}})c_1\mu_{11}}.$$  \hfill (C.3)

From (B.16), one can prove that $G_1(z)$ solves a quartic equation

$$\sigma_{11}^2c_1^2(\sigma_{12}^4 - \sigma_{11}^2\sigma_{22}^2)G_1^4(z) + c_1(2\sigma_{11}^2\sigma_{22}^2 - \sigma_{11}^2\sigma_{12}^2 - \sigma_{12}^4)zG_1^3(z) +$$

$$+ [z^2(\sigma_{12}^2 - \sigma_{22}^2) + (c_1 - c_2)\sigma_{11}^4 - 2c_1\sigma_{11}^2\sigma_{22}^2]G_1^2(z) + (2\sigma_{22}^2 - \sigma_{12}^2)zG_1(z) - \sigma_{22}^2 = 0.$$  \hfill (C.4)

Numerical calculations show that if $\lambda_{\text{isol}}$ is the lowest outlier of $\tilde{B}$, the sign of $\zeta$ depends only on the sign of $\mu_{12}$ as in previous cases: $\text{sign}(z) = -\text{sgn}(\mu_{12})$. 

Appendix D. Parameters used for the model of pH-induced phase transitions in the cytosol used in Fig. 5

We first discuss the parameters used in Fig. 5 for the model for pH induced phase transitions in the cytosol described in Sec. 6, and second, we estimate the critical spinodal density at which volume fluctuations destabilise a fluid of hard spheres.

Appendix D.1. Estimated parameters for the cytosol

Reference [52] contains the isoelectric points of the proteomes of several organisms, among which humans and budding yeast. For example, in Fig. 5 we have plotted the distribution of isoelectric points in the latter. Since the distribution is bimodal, we can use the two peak values of the distribution to estimate the average PI in each family. For budding yeast this gives $y_1 = 5.5$ and $y_2 = 9$. Furthermore, from Fig. 5 we estimate the fraction of species in the acidic family to be $c_1 = 0.55$.

In [57,58] the virial coefficients of some proteins have been measured experimentally. From their results, we identify a plausible physical range of the average intra-family virial coefficients between $-10^3$ nm$^3$ and $+10^3$ nm$^3$. To reproduce this range of values, in the model given by (17) we set the parameter values $k = 10^2$ nm$^3$ and $q = -10^3$ nm$^3$. Experimental results of [59] indicate that on average the cross virial coefficients are one order of magnitude less than the intra-species virial coefficients, and therefore we set $\mu_{12} = \pm 250$ nm$^3$ – we remark that the sign of $\mu_{12}$ has no effect on the critical spinodal density, but it would be crucial to distinguish between family demixing and family condensation. We therefore have to give up the description of the unstable mode for lack of data.

By assuming that proteins are hard spheres, the variance $\sigma^2$ of the noise variables can be estimated from the fluctuations in the protein volumes. Indeed, for hard spheres an explicit expression for $B_{ij}$ is known. If species $i$ and $j$ have radii $r_i$ and $r_j$, respectively, then [65]:

$$B_{ij} = \frac{2}{3} \pi (r_i + r_j)^3. \quad \text{(D.1)}$$

In particular, when $i = j$, then $B_{ii} = 4V$, where $V$ is the volume of a sphere of radius $r_i$. Hence, fluctuations in the volumes of hard spheres lead to fluctuations in the virial coefficients $B_{ij}$.

We can estimate the standard deviation $\sigma$ of $B_{ij}$ from the variance $\sigma_V$ of the protein volume $V$ with the formula

$$\sigma = 4 \sigma_V. \quad \text{(D.2)}$$

To estimate the variance $\sigma_V^2$ of the volume fluctuations of proteins, we start from the distribution of the number of amminoacids in proteins. The standard deviation of this distribution is of the order $\sim 10^2$ [51]. Since the weighted average of amminoacids’
mass is \( \sim 110 \) Da, where 1 Da = 1 g/mol, the standard deviation in protein mass is of the order \( 10^4 \) Da. For folded proteins, we have that

\[
V(\text{nm}^3) = \frac{1}{\phi_p} \times M(\text{Da}) ,
\]

where

\[
\phi_p = 0.825 \left( \frac{\text{Da}}{\text{nm}^3} \right)
\]

is the average density of a protein. This phenomenological relation gives a standard deviation for the volume of the order \( \sigma_V \sim 10^{-10} \text{ nm}^3 \) and thus from (D.2) \( \sigma \sim 10^{-3} \text{ nm}^3 \). To generate the plot in Fig. [5] we have used \( \sigma = 100 \text{ nm}^3 \).

Appendix D.2. Critical spinodal density \( \rho_c \) for a complex fluid of hard spheres

We can estimate the number of protein species in a cell to be approximately the number of protein coding genes, which is \( N \sim 10^4 \) [51]. Recalling that for random demixing \( \rho_c = \sqrt{N}/\sigma \), we get the estimate \( \rho_c \sim 10^9 \text{ nm}^{-3} \). Since for living cells \( \rho^* \sim 10^{-3} \text{ nm}^{-3} \) [51], this suggests that random demixing due to fluctuations in volume is not likely to happen in living organisms.
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