The impact of freeze-out on collapsing molecular clouds
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ABSTRACT

Atoms and molecules, and in particular CO, are important coolants during the evolution of interstellar star-forming gas clouds. The presence of dust grains, which allow many chemical reactions to occur on their surfaces, strongly impacts the chemical composition of a cloud. At low temperatures, dust grains can lock up species from the gas phase which freeze out and form ices. In this sense, dust can deplete important coolants. Our aim is to understand the effects of freeze-out on the thermal balance and the evolution of a gravitationally bound molecular cloud. For this purpose, we perform 3D hydrodynamical simulations with the adaptive mesh code FLASH. We simulate a gravitationally unstable cloud under two different conditions, with and without grain surface chemistry. We let the cloud evolve until one free-fall time is reached and track the thermal evolution and the abundances of species during this time. We see that at a number density of $10^4 \text{ cm}^{-3}$ most of the CO molecules are frozen on dust grains in the run with grain surface chemistry, thereby depriving the most important coolant. As a consequence, we find that the temperature of the gas rises up to $\sim 25 \text{ K}$. The temperature drops once again due to gas–grain collisional cooling when the density reaches a few $\times 10^4 \text{ cm}^{-3}$. We conclude that grain surface chemistry not only affects the chemical abundances in the gas phase, but also leaves a distinct imprint in the thermal evolution that impacts the fragmentation of a star-forming cloud. As a final step, we present the equation of state of a collapsing molecular cloud that has grain surface chemistry included.
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1 INTRODUCTION

Star-forming gas clouds that are optically thin can easily radiate away their internal heat during the course of their lifetimes. Radiation is emitted through (ro-vibrational) line transitions of species in the gas phase ($n \lesssim 10^4 \text{ cm}^{-3}$) and/or by blackbody radiation from dust grains ($n \gtrsim 10^3 \text{ cm}^{-3}$). The cooling through these processes is very efficient and poses a principle problem to star formation models which predict that most stars should form within a free-fall ($t_{ff}$) time. This contradicts observations which estimates the star formation rate to be $\sim 1$ per cent per free-fall time (Krumholz, Dekel & McKee 2012) and an efficiency of about 5 per cent (Dib et al. 2011; Murray 2011). Numerical studies that include stellar feedback such as winds, outflows or radiative feedback (Bate 2009; Krumholz et al. 2010) have made varying successes in obtaining more realistic star formation efficiencies. However, direct impact on the efficiency through the depletion of coolants is never before fully investigated.

Dust particles in the interstellar medium (ISM) enhance molecular abundances by acting as a catalyst for the formation of molecules. Their involvement in chemical reactions affects the thermodynamic properties of a molecular cloud and, henceforth, its whole evolution (Cazaux et al. 2010; Meijerink, Cazaux & Spaans 2012). Dust chemistry can, however, also have an adverse effect on molecules due to its dual nature. Apart from catalysing the formation of efficient coolants, releasing them into the gas phase and aiding (the early stages of) gravitational collapse, dust particles can also lock up important coolants by freezing species on their surfaces (Goldsmith 2001) thereby changing the equation of state (EOS) and, as a consequence, hinder cloud contraction and fragmentation.

Depletion of gaseous CO has been observed in many regions such as low-mass starless cores and high-mass star-forming infrared dark clouds (Tafalla et al. 2002, 2004; Hernandez et al. 2011; Fontani et al. 2012). At densities exceeding $\sim 3 \times 10^4$, depletion is not expected to have a significant impact on the thermal balance since gas and grain temperatures will be tightly coupled. However, below these densities, depletion can impact the thermal balance by decreasing the cooling which in turn increases the temperature of the gas, while the low gas-grain coupling will not affect the dust temperature. Observational data indicates that depletion factors of up to 80 and gas temperatures of up to 25 K can exist in high-mass pre-stellar cores (Fontani et al. 2012). This might leave the warmer gas to coexist with the colder dust when there is sufficient time for...
depletion to become significant (Goldsmith 2001). The interplay between gas and dust is therefore an important physical factor to take into account in simulations of molecular cloud formation and evolution.

In this study, we show with numerical simulations how strongly a collapsing cloud is affected due to freeze-out by including detailed gas and grain surface chemistry (GSC) in our models and discuss the impact of freeze-out on cloud evolution.

2 NUMERICAL METHOD

2.1 The simulation code

The simulations in this work have been performed using the hydrodynamical code FLASH (Fryxell et al. 2000; Dubey et al. 2009). The adaptive mesh refinement code FLASH is well suited to handle the type of calculations for this study. Our work captures the physics that act on small, micro sizes and on large, (sub-)parsec scales.

Our code is equipped with hydrodynamics, chemistry, thermodynamics (using heating and cooling rates), turbulence, multispecies, gravity, column densities (for UV extinction) and adaptive refinement criteria based on Jeans length. Many of the modules are well tested and are either provided by FLASH or found in earlier works of Hocuk & Spaans (2010, 2011). The key physics modules, thermodynamics and chemistry are discussed in Section 3.

2.2 Initial conditions

We simulate a spherical molecular cloud with an initial number density of \( n_H = 10^3 \text{ cm}^{-3} \) and an initial temperature of 10 K in order to follow its chemistry and temperature during collapse. \( n_H \) is the total hydrogen nuclei number density. The cloud has a radius of 4.25 pc and a total mass of 7250 M\(_\odot\). We place our cloud in a 3D box of size 15^3 pc with a number density that is typical for the ISM of \( n_H = 1 \text{ cm}^{-3} \), such that the total mass outside of the cloud is negligible relative to the cloud mass. The simulation box has periodic boundary conditions for gravity and space.

The molecular cloud is a gravitationally bound system and is gravitationally unstable. We initiate our molecular cloud with turbulent conditions that are typical for the Milky Way, \( \sigma_{\text{sub}} = 1 \text{ km s}^{-1} \), and apply this over all scales with a power spectrum of \( P(k) \propto k^{-4} \), following the empirical laws for compressible fluids (Larson 1981; Myers & Gammie 1999; Heyer & Brun 2004). The turbulence in this work is not driven and is not strong enough to support gravitational collapse.

We place our molecular cloud in a star-forming region with a background UV radiation flux of 1 G\(_0\) in terms of the Habing field (Habing 1968). This agrees with the – on average – ISM conditions of our Milky Way. This creates a temperature gradient that ranges from 10 K inside the cloud to 50 K outside, unattenuated regions (Meijerink & Spaans 2005). The isothermal sound speed of the cloud in this case ranges between \( c_s = 0.20 \) and 0.45 km s\(^{-1}\).

We refine our grid according to a Jeans length criterion, with a 3D box of size 15^3 pc and an initial number density of \( n_H = 10^3 \text{ cm}^{-3} \) and an initial temperature of 10 K. We place our molecular cloud in a star-forming region with a background UV radiation flux of 1 G\(_0\) in terms of the Habing field (Habing 1968). This agrees with the – on average – ISM conditions of our Milky Way. This creates a temperature gradient that ranges from 10 K inside the cloud to 50 K outside, unattenuated regions (Meijerink & Spaans 2005). The isothermal sound speed of the cloud in this case ranges between \( c_s = 0.20 \) and 0.45 km s\(^{-1}\).

We refine our grid according to a Jeans length criterion, with a resolution of 12 cells per Jeans length. Given a maximum resolution of 256^3 cells the spatial resolution yields \( 5.7 \times 10^{-2} \text{ pc} \).

3 ANALYTICAL METHOD

3.1 Time-dependent chemistry

To determine the chemical composition of the gas, as well as the species frozen out on to dust, we use time-dependent rate equations that include both gas and surface reactions. In our models, we include 32 species from which 23 species are in the gas phase and 9 species are in the solid phase on dust grains. We assume a dust-to-gas mass ratio of 0.01 for Solar metallicity and adopt the grain-size distribution of Weingartner & Draine (2001). Our selection of species are: H, H\(^+\), H\(^-\), H\(_2\), H\(_2\)\(^+\), C, C\(^+\), C\(_2\), O, O\(^+\), O\(_2\), CO, CO\(_2\), OH, OH\(^+\), H\(_2\)O, H\(_2\)O\(_3\), HCO, HCO\(^+\), H\(_2\)CO, H\(_2\)CO, H\(_2\)CO\(_2\), H\(_2\)CO\(_3\), H\(_2\)O, H\(_2\)O\(_3\), and H\(_2\)O. The symbol \( \perp \) denotes a bound/ice species.

The species can react with one another and we included all known important reactions involving our chosen species. In total, we have 169 chemical reactions. The gas phase reactions are taken from the Kinetic Database for Astrochemistry (KiDa; Wakelam et al. 2012). We refer the reader to the KiDa data base for these equations and their corresponding parameters.

The reactions on grain surfaces are obtained from Caux et al. (2010) and comprise 50 reactions. Chemical reactions involving dust grains constitute five different physical mechanisms, i.e.,

- (a) accretion of gas phase species by grains,
- (b) evaporation of bound/ice species,
- (c) two-body reactions on grain surfaces,
- (d) direct cosmic ray processes,
- (e) photo-processes that include photodissociation, photodesorption and cosmic ray induced photo-processes.

The details of these reactions and their implementations are further explained in Caux et al. (2010). In this study, we focus on the effect of freeze-out of species on the thermal evolution of a cloud. The two-body reactions on surfaces do not play a major role in our simulations.

The initial conditions considered in our simulations are similar to conditions of translucent clouds by Hollenbach et al. (2009). In order to have realistic initial conditions our model without GSC follows the low-extinction (A\(_v\) \~ 3) values of Hollenbach et al. (2009) when there are no ices, i.e., \( [H_2] \simeq 0.5, [H^+] \simeq 5 \times 10^{-5}, [CO] \simeq 1.3 \times 10^{-4}, [O] \simeq 1.3 \times 10^{-4}, [H_2O] \simeq 5 \times 10^{-7} \) and the translucent cloud conditions (\( A_v \sim 5 \)) when ices are present for our model with GSC, i.e., \( [H_2] \simeq 0.5, [H^+] \simeq 5 \times 10^{-5}, [CO] \simeq 10^{-5}, [O] \simeq 10^{-5}, [H_2O] \simeq 10^{-7} \). These final values were obtained by running a low-resolution run without gravity for 1 Myr until a convergence in abundances was reached.

3.2 Thermal processes

To properly solve the thermal balance and obtain our final gas and dust temperatures, we included several radiative and collisional heating and cooling functions. The considered six heating terms are: photoelectric emission, H\(_2\) photodissociation heating, H\(_2\) collisional de-excitation heating, cosmic ray heating, gas–grain collisional heating (also a cooling term) and compression heating. The heating functions and rates are obtained from Meijerink & Spaans (2005), Woitke, Kamp & Thi (2009).

For our cooling rates, we consider the following six terms; electron recombination with PAHs cooling, electron impact with H (Ly\(\alpha\) cooling), metastable transition \([O I]-630 \text{ nm} \), fine-structure line cooling for \([O I]-63 \text{ \mu m} \) and \([C II]-158 \text{ \mu m} \), gas–grain collisional cooling (also a heating term) and molecular cooling by H\(_2\), CO, OH and H\(_2\)O. The cooling functions and rates are obtained from Neufeld & Kaufman (1993), Neufeld, Lepp & Melnick (1995), Meijerink & Spaans (2005), Woitke et al. (2009) and Omukai, Hosokawa & Yoshida (2010).
4 RESULTS

We analyse the simulation output at the moment the cloud has reached its assumed free-fall time of \( t_{ff} = 1.63 \times 10^6 \) yr. Both simulations reach a density of \( n = 10^4 \) cm\(^{-3}\) around the same epoch.

4.1 Phase diagrams

The gas temperature of a molecular cloud will vary strongly with its number density, since the heating and cooling rates depend on density and chemical abundance. In Fig. 1, we show the temperature evolution of our two cloud models. One can clearly see that the model with GSC displays a different evolution in temperature than the model with only gas phase chemistry. There is a temperature bump between a density of \( 10^4 \) cm\(^{-3}\) and \( 10^5 \) cm\(^{-3}\) in the GSC model.

At densities of \( 10^4 \) to \( 10^5 \) cm\(^{-3}\) most of the mass is lying at a temperature of around 15 K in the surface chemistry model, whereas in the pure gas chemistry model this is around 10 K. The gas cannot cool as efficiently in the GSC model due to the freeze-out of CO at low (\( T < 20 \) K) temperatures and thus the depletion of the main coolant. Following the depletion of CO from the gas, the temperature increases to 20–30 K until a density of \( 3 \times 10^4 \) cm\(^{-3}\) is reached. This increase coincides with the heating rate being dominated by cosmic ray heating (<\( 10^4 \) cm\(^{-3}\)) and compressional heating (>\( 10^4 \) cm\(^{-3}\)) while photoelectric heating has decreased strongly at these densities due to dust shielding. As the temperature is rising in the surface chemistry model up to 30 K, CO ice starts to evaporate back into the gas phase, resupplying the cloud with efficient coolants. At the same time, gas–grain coupling grows stronger with increasing density and becomes the dominant coolant above \( n_{H} \approx 3 \times 10^4 \) cm\(^{-3}\). Gas–grain collisional cooling is the main mechanism that drives the temperature to decline again in the surface chemistry model. Above \( 3 \times 10^5 \) cm\(^{-3}\), both models see their temperatures increase once again due to compressional heating.

The temperature of the model without surface chemistry drops to 8 K and lower, but rises above 10 K at \( n_{H} = 10^4 \) cm\(^{-3}\). The general shape of this model is in line with Omukai et al. (2005).

4.2 CO depletion

CO is an important coolant in molecular clouds. Especially below temperatures of 20 K and at densities of \( 10^4 \) cm\(^{-3}\) or higher. CO rotational transition cooling dominates the thermal balance in this regime if the CO abundance is higher than \( 10^{-5} \). Without freeze-out, the CO abundance is nearly at its maximum of \( 1.3 \times 10^{-4} \) and densities of \( n_{H} \approx 10^4 \) cm\(^{-3}\). If we do take freeze-out into account, this molecule is depleted from the gas phase at low, \( \lesssim 20 \) K, temperatures. While the accretion rate of dust grains scales with the gas temperature as \( \sqrt{T_{gas}} \), the evaporation rate follows the dust temperature exponentially as \( \exp(-E_B / T_{dust}) \). \( E_B \) is here the binding energy of the specific species with a value of \( E_B = 830 \) K for CO on bare grains (Collings et al. 2003; Noble et al. 2012).

In Fig. 2, we plot the CO depletion factor, which we define as the ratio of the total CO abundance (\( CO_{gas} + CO_{ice} \)) over the CO abundance in the gas phase (\( CO_{gas} \)), against number density. The gas and dust temperatures are overplotted in this figure with their values on the right \( Y \)-axis. As expected, CO depletion is correlated with the temperatures. As the dust temperature increases, the CO molecule is significantly depleted. The depletion is also aided by the increase in number density. This deprives the cloud of its main coolant and heating starts to dominate. Once the gas temperature starts to increase, so does the dust temperature due to collisional coupling, and CO evaporates back into the gas phase. The depletion drops to the point where CO is mostly in the gas phase when both temperatures are above 25 K at densities of \( \gtrsim 10^7 \) cm\(^{-3}\). There is a slight delay between the temperature change and the change in CO depletion, but this can be explained by the time-dependent nature of the chemical rate equations and the thermal balance.
4.3 Heating and cooling rates

By affecting the chemistry and changing the molecular abundances in the gas phase, dust grains have an indirect effect on the thermal balance, aside from the direct effect that they have due to gas–grain coupling. The heating rates are not influenced, because the main heating mechanisms do not directly depend on molecular abundances. We show in Fig. 3 the heating rates as a function of number density. We can see in this figure that photoelectric heating dominates until $2 \times 10^3$ cm$^{-3}$, cosmic ray heating between $2 \times 10^3$ and $10^6$ cm$^{-3}$, and compressional heating above $10^6$ cm$^{-3}$.

Cooling, on the other hand, is affected by atomic and molecular abundances. Molecules such as H$_2$, H$_2$O, CO, OH, but also important atoms like C$^+$ and O are key players in determining the cooling rate at various densities and temperatures. In Fig. 4, we show the cooling rates as a function of number density for the two models. In this case, the impact of surface chemistry is significant. The cooling rates that are obtained from ro-vibrational transitions of CO, H$_2$O, and the fine-structure lines of C$^+$ and O are notably altered. The cooling due to gas–grain coupling has also changed, which is higher with surface chemistry, but this is due to the increased gas temperature in the surface chemistry model. Of these, the most important coolant to influence the thermal balance is CO. Where in the pure gas chemistry model CO becomes the dominant coolant over C$^+$ until densities of $n_H = 0.40 \times 10^5$ cm$^{-3}$, the surface chemistry model achieves this at $n_H = 1.25 \times 10^5$ cm$^{-3}$. The difference becomes more pertinent around $n_H = 10^5$ cm$^{-3}$ where the cooling rates are of the order of $10^{-23}$ erg cm$^{-3}$ s$^{-1}$. This drop in cooling due to freeze-out causes the higher temperatures in the model with surface chemistry. At high densities, $n_H \gtrsim 3 \times 10^5$ cm$^{-3}$, gas–grain collisional cooling dominates the gas temperature until compressional heating takes over above $n_H = 3 \times 10^5$ cm$^{-3}$, which causes the models to converge and evolve similarly in temperature from this point on.

4.4 Equation of state

In our hydrodynamical code, we employed a polytropic EOS, $P \propto \rho^{\gamma}$ (Spans & Silk 2000), where $\gamma$ is the polytropic exponent. For an ideal gas EOS, $P \propto \rho T_g$, the polytropic exponent is written as

$$\gamma = \frac{d \log P}{d \log \rho} = 1 + \frac{d \log T_g}{d \log n},$$

where $n = \rho/\mu m_H$, with $\mu$ as the mean molecular weight. Note that this differs from $n_H$. From the derivative of the temperature profile function (Fig. 1), as a function of $n$ instead of $n_H$, we can retrieve the EOS. In order to obtain this we fit a line through our temperature profile by a two part fit; a higher order polynomial function that encompasses the range from $n_H \simeq 1$ to $10^5$ cm$^{-3}$ and a power-law function for $n_H \gtrsim 10^5$ cm$^{-3}$. For a collapsing molecular cloud with detailed GSC and freeze-out $\gamma$ is given by

$$\gamma_{n<10^5} = 0.1158x^5 - 1.7620x^4 + 10.1195x^3 - 27.1393x^2 + 33.8331x - 15.1377,$$

$$\gamma_{n>10^5} = 1.11,$$

where $x = \log n$. We expect $\gamma$ to follow the established power law until densities of $n_H \simeq 10^{11}$ cm$^{-3}$ (Omukai et al. 2005; Omukai et al. 2010). We show a plot of the polytropic exponent $\gamma$ in Fig. 5.

5 CONCLUSIONS AND DISCUSSION

In our model with surface chemistry, we find that the depletion of coolants from the gas phase, mainly CO, has an impact on the thermal evolution, especially in the density range of $10^3$–$10^5$ cm$^{-3}$. The CO molecules are mostly frozen on dust grains at cloud temperatures of below 20 K. This raises the temperature of the cloud locally and causes a thermal oscillation between 20 and 30 K as CO starts to evaporate back into the gas phase again above $\sim 25$ K. At a certain point, and when $n_H \gtrsim 3 \times 10^5$ cm$^{-3}$, collisional cooling on dust grains becomes the dominant channel for both models. This balances the gas temperature and couples it to the dust temperature. We see only little difference in the thermal evolution between the two models above $3 \times 10^5$ cm$^{-3}$.

We also present the EOS of a collapsing molecular cloud with GSC and freeze-out included in the models (see equation 2). The
Figure 5. Polytropic exponent $\gamma$. The solid line depicts the results of the model with grain surface chemistry. The dashed line depicts the results of the model without grain surface chemistry.

EOS is softer, $\gamma$ drops far below unity, in the model with GSC between densities of $2 \times 10^3$–$10^5$ cm$^{-3}$. This is expected to have consequences for molecular cloud fragmentation and the distribution of stellar masses (Larson 1985; Spaans & Silk 2000; Li, Klessen & Mac Low 2003). The higher Jeans mass in the GSC model due to higher gas temperatures, combined with the higher compressibility of the gas following a drop in $\gamma$ back to below unity, is expected to result in higher mass cores with more massive stars forming inside them compared to the pure gas phase model. This should lead to a larger characteristic mass of the GSC initial mass function.

We conclude that surface chemistry on dust grains significantly affects the thermodynamics and molecular abundances of molecular clouds. Moreover, we note that these changes impact the early stages of molecular clouds. We intend to further study and discuss the details of freeze-out on cloud fragmentation, with higher resolution simulations, including the formation of stars as sink particles, in a follow-up Letter.
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