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Abstract
We will present solutions to the constant Yang-Baxter equation, in any dimension $n$. More precisely, for any $n$, we will create an infinite family of $n^2$ by $n^2$ matrices which are solutions to the constant Yang-Baxter equation. The total number of non-vanishing entries of such a matrix is $4n^2$ for $n$ even, and $4(n-1)(n)+1$ for $n$ odd. We will also present the unitary conditions for those matrices. Moreover, we discuss the entangling property of those matrices.
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1 Introduction

Yang-Baxter equation and its solutions [1,2,3], play fundamental role in several areas of Physics and Mathematics [4,5] (and references therein).

More recently, within the area of quantum computing [6], on one hand the idea of topological quantum computation, and on the other hand interesting relations between quantum entanglement and topological entanglement have emerged [7,8,9,10]. In particular, unitary solutions to Yang-Baxter equation are crucially important in exploring the relations among quantum entanglement and topological entanglement [11,12,13,14,15,16,17,18,19]. Because on one hand, (entangling) unitary solutions, are (universal) quantum logic gates, for quantum computing. On the other hand they provide representations of braid group and yield invariants of links and knots [20,21,22,23]. These aspects of Yang-Baxter equation are of particular interest to the author.

Let us recall that, for a $n$ dimensional complex vector (Hilbert) space, $V$, for which a basis has been fixed, any linear map $R : V \otimes V \rightarrow V \otimes V$ can be
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represented as a $n^2$ by $n^2$ matrix with complex entries (and vice versa). The map $R$, is said to be a solution to the constant Yang-Baxter equation, if it satisfies the following relation,

$$(R \otimes I)(I \otimes R)(R \otimes I) = (I \otimes R)(R \otimes I)(I \otimes R)$$  \hspace{1cm} (1.1)$$

where $I$ is the identity map on $V$. Equation (1.1) sometimes is called the braided Yang-Baxter equation, or simply the braid equation.

It is well known that when $R$ is a solution to (1.1), composing $R$ with the swap map $S$ gives, $\hat{R} = RS$ (or $SR$), a solution to the, so called, quantum (or algebraic) constant Yang-Baxter equation,

$$\hat{R}_{12} \hat{R}_{13} \hat{R}_{23} = \hat{R}_{23} \hat{R}_{13} \hat{R}_{12}$$  \hspace{1cm} (1.2)$$

where, $\hat{R}_{12} = \hat{R} \otimes I$, $\hat{R}_{23} = I \otimes \hat{R}$, and $\hat{R}_{13} = (I \otimes S)(\hat{R} \otimes I)(I \otimes S)$. Here, the swap map $S$, also called swap gate in quantum computing, is the linear map $S : V \otimes V \to V \otimes V$, such that, $S(u \otimes v) = v \otimes u$, for all $u$ and $v$ in $V$. Also a solution $\hat{R}$ to (1.2), results in a solution $R = RS$ to (1.1). Therefore, there is a correspondence between solutions to (1.1) and solutions to (1.2), via the swap map $S$. For $n = 2$, all solutions to (1.2), and also all unitary solutions to (1.1) have been classified [24, 25]. But for $n \geq 3$ the problem is still open.

The topic of topological entanglement in a nutshell is as follows. If $R$ is invertible, it provides an infinite family of braid group representations, which in turn, yield some invariants of links/knots. In such a process $R$ (or $R^{-1}$) is the operator for over-crossing (or under-crossing) moves [20, 21, 22, 23].

As for the topic of quantum entanglement in quantum computing, it could be summarized as follows. When $R$ is unitary, i.e., $R^{-1} = R^\dagger$ where $R^\dagger$ is the conjugate transpose of $R$, then $R$ could be considered as a quantum logic gate acting on $n$-qudits $|\Phi\rangle$, which are $n^2$-component vectors in $V \otimes V$. A quantum state which, abstractly, is represented by a $n$-qudit $|\Phi\rangle$ is called to be entangled if it can not be decomposed into tensor product of two other states from $V$. $R$ is said to be an entangling quantum gate if it creates entangled states by acting on un-entangled ones. In other words, $R$ is entangling if there exist an un-entangled state $|\Phi\rangle$ such that $R|\Phi\rangle$ is entangled. A quantum gate $R$ is universal if and only if it is entangling [26, 27, 28, 29].

In this paper, for any dimension $n$ we will create an infinite family of $n^2$ by $n^2$ matrices which are solutions to Yang-Baxter equation (we do this for both (1.1) and (1.2)). The total number of possible non-zero entries of such a matrix is $4n^2$ for $n$ even, and $4(n-1)(n+1)$ for $n$ odd. We also discuss unitarity and entangling properties of those matrices.

This paper is organized as follows. In Section (2), we will use four groups of arbitrary complex numbers $a_i$’s, $b_i$’s, $x_i$’s and $y_i$’s to define a $n^2$ by $n^2$ matrix.
In this section, First, for any \( n \) (1.1) solutions to Yang-Baxter equation (1.2) with a short discussion and concluding remarks, followed by acknowledgement. Moreover, we briefly discuss the entangling property of those matrices, which implies their universality, as quantum gates. [26, 27, 28, 29]. We close this paper with a short discussion and concluding remarks, followed by acknowledgement.

2 Solutions to Yang-Baxter equation (1.1)

In this section, First, for any \( n \) we define a \( n^2 \) by \( n^2 \) matrix \( R_{n^2} \), (or \( R \) for short), in Definition 2.1. Then in Theorem 2.4 we prove that \( R_{n^2} \) is a solution to the Yang-Baxter equation (1.1).

**Definition 2.1.** For any \( n \), we define the \( n^2 \) by \( n^2 \) matrix \( R_{n^2} \), as follows. Let \( a_i, b_i, x_i, y_i \), be four sets of arbitrary complex numbers, where the range of \( i \) will be clear soon. These four sets of complex numbers will occupy certain entry positions of \( R \), as follows, and the rest of \( R \) will be occupied by zeros.

Let integers \( 1 \leq t, s \leq m \), where \( m = \frac{n}{2} \) for \( n \) even and \( m = \frac{n-1}{2} \) for \( n \) odd. We define integers \( i, j, k, \) and \( l \) by,

\[
i = (t-1)n+s, \quad j = (s-1)n+t \quad (2.3)
\]

\[
k = (t-1)n+(n-s+1), \quad l = (n-s)n+t \quad (2.4)
\]

Also, we define \( \tilde{i}, \tilde{j}, \tilde{k}, \) and \( \tilde{l} \) by,

\[
\tilde{i} = n^2 + 1 - i = (n-t)n + (n-s+1) \quad (2.5)
\]

\[
\tilde{j} = n^2 + 1 - j = (n-s)n + (n-t+1) \quad (2.6)
\]

\[
\tilde{k} = n^2 + 1 - k = (n-t)n + s \quad (2.7)
\]

\[
\tilde{l} = n^2 + 1 - l = (s-1)n + (n-t+1) \quad (2.8)
\]

Notice that \( \tilde{i} = i, \tilde{j} = j, \) and so on.

Now for each \( i = (t-1)n+s \) with \( 1 \leq t, s \leq m \), where \( m = \frac{n}{2} \) for \( n \) even and \( m = \frac{n-1}{2} \) for \( n \) odd, we set \( a_i, b_i, x_i \) and \( y_i \) to each occupy four entry positions of \( R \) as follows,

\[
R_{i,j} = R_{k,l} = R_{\tilde{k},\tilde{l}} = R_{\tilde{i},\tilde{j}} = a_i \quad (2.9)
\]

\[
R_{i,\tilde{j}} = R_{\tilde{k},l} = R_{k,\tilde{l}} = R_{\tilde{i},j} = b_i \quad (2.10)
\]

\[
R_{i,\tilde{l}} = R_{\tilde{k},j} = R_{k,\tilde{j}} = R_{\tilde{i},l} = x_i \quad (2.11)
\]

\[
R_{i,l} = R_{\tilde{k},\tilde{j}} = R_{k,j} = R_{\tilde{i},\tilde{l}} = y_i \quad (2.12)
\]

Plus, in the case of \( n \) odd (with \( m = \frac{n-1}{2} \)), in addition to all mentioned above, we set extra \( a_i \)'s and \( b_i \)'s (but not \( x_i \)'s and \( y_i \)'s!). For \( 1 \leq t \leq m \), we define,

\[
i = (t-1)n + \left( \frac{n+1}{2} \right), \quad j = \left( \frac{n-1}{2} \right)n + t \quad (2.13)
\]
Remark 2.2. Notice that, each of \(a_i\)'s, \(b_i\)'s, \(x_i\)'s, first appears in row \(i\) of \(R\), and then re-appears in other rows as dictated by Formulas \((2.3)-(2.10)\). The range of \(i\), for \(n\) even is \(1 \leq i \leq (m-1)n + m\), and for \(n\) odd is \(1 \leq i \leq (m-1)n + (\frac{n+1}{2})\).

Also, notice that, all four sets of complex numbers \(a_i\)'s, \(b_i\)'s, \(x_i\)'s and \(y_i\)'s, if
taking into account their repetitions, occupy \(4n^2\) entry positions of \(R\) when \(n\) even, and \(4(n - 1)(n)\) entries when \(n\) odd. This means, the total number of possible non-zero entries of \(R_{n,2}\) is \(4n^2\) for \(n\) even, and \(4(n - 1)(n) + 1\) for \(n\) odd. The latter is because of the extra entry \(x\) at the center of \(R\) when \(n\) is odd.

Now we prepare for an equivalent definition of \(R_{n,2}\), which is less expressive than the above one, but will be very useful in the proof of our main theorem, Theorem 2.4 below. In Definition 2.1 let us see, for example, how each \(a_i\) occupy four entry positions of \(R\). By looking at Formulas (2.3)-(2.8) and (2.9) we notice that whenever two indices from \(i, j, \ldots, l\) pair together to set an entry position for any \(a_i\), namely in \(R_{i,j} = R_{k,l} = R_{\tilde{k},\tilde{l}} = R_{\tilde{i},\tilde{j}} = a_i\), they essentially fit the following pattern,

\[
R_{v,w} = a_i, \text{ where, } v = (t - 1)n + s, \quad w = (s - 1)n + t
\]

with the following transformations allowed.

\[
t \rightarrow n - t + 1, \quad s \rightarrow n - s + 1
\]

and with \(1 \leq t, s \leq n\) (instead of \(1 \leq t, s \leq m\)). Therefore we can encompass all \(a_i\)'s, including their repetitions as entries of \(R\), within a two variable function \(a(t, s)\) with \(1 \leq t, s \leq n\), that is invariant under the above transformations. More precisely, for \(1 \leq t, s \leq n\),

\[
R_{v,w} = a(t, s), \quad \text{for } v = (t - 1)n + s \quad \text{and } w = (s - 1)n + t
\]

where \(a(t, s)\) is a two variable complex valued function, satisfying transformations,

\[
a(n - t + 1, s) = a(t, n - s + 1) = a(t, s)
\]

Also, we can, for example, define a function \(y(t, s)\), satisfying similar transformations, to encompass all \(y_i\)'s, including their repetitions. More precisely, for \(1 \leq t, s \leq n\),

\[
R_{v,w} = y(t, s), \quad \text{for } v = (t - 1)n + s \quad \text{and } w = (n - s)n + t
\]

Where \(y(t, s)\) is a two variable complex valued function, satisfying transformations,

\[
y(n - t + 1, s) = y(t, n - s + 1) = y(t, s)
\]

And so on for \(b_i\)'s, and \(x_i\)'s. Also for the extra \(a_i\)'s and \(b_i\)'s in the case of \(n\) odd, still the same pattern holds. But, always either \(t = \frac{n + 1}{2}\) or \(s = \frac{n + 1}{2}\) (Formulas (2.13)-(2.16)). Moreover, there are no extra \(x_i\)'s and \(y_i\)'s for the case of \(n\) odd. Because, for example, if \(s = \frac{n + 1}{2}\), then in Formulas (2.19) and (2.21), \(v\) and \(w\) coincide. Therefor, since \(R_{v,w} = a(t, s)\), there is no room for \(y(t, s)\)!. And so on.

We collect all the above mentioned facts in the following lemma, for the future references.
Lemma 2.3. The matrix $R_{n^2}$ defined in Definition 2.1 could be equivalently defined as follows, for $1 \leq t, s \leq n$,

\[ R_{v,w} = a(t,s), \quad \text{for} \quad v = (t-1)n + s \quad \text{and} \quad w = (s-1)n + t \quad (2.23) \]
\[ R_{v,w} = b(t,s), \quad \text{for} \quad v = (t-1)n + s \quad \text{and} \quad w = n^2+1-[(s-1)n+t] \quad (2.24) \]
\[ R_{v,w} = x(t,s), \quad \text{for} \quad v = (t-1)n + s \quad \text{and} \quad w = n^2+1-[(n-s)n+t] \quad (2.25) \]
\[ R_{v,w} = y(t,s), \quad \text{for} \quad v = (t-1)n + s \quad \text{and} \quad w = (n-s)n + t \quad (2.26) \]

Where $a(t,s)$, $b(t,s)$, $x(t,s)$ and $y(t,s)$ are two variable complex valued functions, satisfying transformations,

\[ a(n-t+1,s) = a(t,n-s+1) = a(t,s) \quad (2.27) \]
\[ b(n-t+1,s) = b(t,n-s+1) = b(t,s) \quad (2.28) \]
\[ x(n-t+1,s) = x(t,n-s+1) = x(t,s) \quad (2.29) \]
\[ y(n-t+1,s) = y(t,n-s+1) = y(t,s) \quad (2.30) \]

With the following extra conditions for the case of $n$ odd. When $t = \frac{n+1}{2}$ or $s = \frac{n+1}{2}$, if $t \neq s$, we set $x(t,s) = b(t,s)$ and $y(t,s) = a(t,s)$. When $t = s = \frac{n+1}{2}$, we set $a(t,s) = b(t,s) = x(t,s) = y(t,s) = x$.

Moreover, it is important to remember that, all other entries of $R$ which are not occupied by any $a(s,t)$, $b(s,t)$, $x(s,t)$ or $y(s,t)$, are zeros.

Now we are ready to state and to prove our main theorem.

Theorem 2.4. For any $n$, the matrix $R_{n^2}$ defined in Definition 2.1 (or in Lemma 2.3) is a solution to Yang-Baxter equation (1.1).

In the proof of Theorem 2.4, we will use the following well known formulas, in which $I_{n \times n}$ is the $n$ by $n$ identity matrix, and $\mathcal{R}_{n^2 \times n^2}$ could be any $n^2$ by $n^2$ matrix. These formulas describe all possible non-zero entries of $I_{n \times n} \otimes \mathcal{R}_{n^2 \times n^2}$ and $\mathcal{R}_{n^2 \times n^2} \otimes I_{n \times n}$.

\[ (I \otimes \mathcal{R})_{n^2(r-1)+v,n^2(r-1)+w} = I_{r,v} \mathcal{R}_{v,w} = \mathcal{R}_{v,w} \quad (2.31) \]
\[ (\mathcal{R} \otimes I)_{n(v-1)+r,n(w-1)+r} = \mathcal{R}_{v,w}I_{r,r} = \mathcal{R}_{v,w} \quad (2.32) \]

We also use the general fact that, for any three matrices, $X, Y, Z$, if their product is defined, we have, $(XYZ)_{i,j} = \sum_{k,l} (X)_{i,k} (Y)_{k,l} (Z)_{l,j}$.

Proof. {Theorem 2.4} The main idea of this proof is the following.

First, we slice $R$ (short for $R_{n^2}$) into four layers. Namely, $a$-layer denoted by $R^a$, $b$-layer denoted by $R^b$, $x$-layer denoted by $R^x$ and $y$-layer denoted by $R^y$. More precisely,

\[ R = R^a + R^b + R^x + R^y \quad (2.33) \]

Where, $R^a$ is the matrix containing only all $a_i$ entries of $R$ and zero elsewhere. The same goes for $R^b$, $R^x$ and $R^y$. 

6
Next, to prove the desired equality, \((R \otimes I)(I \otimes R)(R \otimes I) = (I \otimes R)(R \otimes I)(I \otimes R)\), it is enough to prove that, for any \(A, B,\) and \(C,\) that could be arbitrarily chosen from the four layers of \(R,\)

\[
(A \otimes I)(I \otimes B)(C \otimes I) = (I \otimes C)(B \otimes I)(I \otimes A)
\]

(2.34)

Without loss of generality, we prove this for, \(A = R^a, B = R^x\) and \(C = R^b.\) Namely we will prove,

\[
(R^a \otimes I)(I \otimes R^x)(R^b \otimes I) = (I \otimes R^b)(R^x \otimes I)(I \otimes R^a)
\]

(2.35)

We prove (2.35) by describing and comparing all possible non-zero \(i, j\)-entries of the left hand side (LHS) and the right hand side (RHS). Namely, we find and compare all non-zero possibilities for,

\[
\text{LHS} = [(I \otimes R^a)(R^x \otimes I)(I \otimes R^b)]_{i,j} = \sum_{k,l} (I \otimes R^a)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^b)_{l,j}
\]

and

\[
\text{RHS} = [(I \otimes R^b)(R^x \otimes I)(I \otimes R^a)]_{i,j} = \sum_{k,l} (I \otimes R^b)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^a)_{l,j}
\]

Based on Formulas (2.31), (2.32), and the definition of \(R\) in Lemma 2.3, \((I \otimes R^a)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^b)_{l,j}\) could be non-zero, only when, by Formula (2.23),

\(i = n^2(r - 1) + [(t - 1)n + s]\)

and

\(k = n^2(r - 1) + [(s - 1)n + t] = n[n(r - 1) + (s - 1)] + t\)

which, by Formula (2.25), enforces,

\(l = n[n^2 - ((n - s)n + r)] + t = n^2(s - 1) + [n(n - r) + t]\)

which in turn, by Formula (2.24), enforces,

\(j = n^2(s - 1) + [n^2 + 1 - (n(t - 1) + (n - r + 1))]\)

In such a case, by Formulas (2.31) and (2.32), we will have,

\((I \otimes R^a)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^b)_{l,j} = a(t, s)x(r, s)b(n - r + 1, s)\). Thus, we have,

\[
\text{LHS} = \sum_{k,l} (I \otimes R^a)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^b)_{l,j}
\]

\[
= \sum_{t, s, r} a(t, s)x(r, s)b(n - r + 1, s)
\]

With a similar method we can show that, all non-zero possibilities for the RHS are,
$$RHS = \sum_{k,l}(I \otimes R^b)_{i,k}(R^x \otimes I)_{k,l}(I \otimes R^a)_{l,j}$$

$$= \sum_{t,s,r} a(n-t+1,s)x(n-r+1,s)b(r,s)$$

Finally, using transformations (2.27), (2.28) and (2.29), we get $LHS = RHS$, and the proof is complete. \(\square\)

**Remark 2.5.** It important to emphasize that, in the proof of Theorem 2.4, of course, there are 64 possible combined choices for all $A$, $B$, and $C$. But because of nice symmetries and similar properties among $R^a$, $R^b$, $R^x$ and $R^y$, the proof for all other choices of $A$, $B$, and $C will be similar to the one presented. Therefore no generality is lost in the above proof!.

### 3 Solutions to quantum Yang-Baxter equation (1.2)

Let $V$ be a $n$ dimensional complex vector (Hilbert) space. As it is well known, any solution, $R : V \otimes V \to V \otimes V$, to Yang-Baxter equation (1.1) yield a solution, $\tilde{R} = RS$, to the quantum Yang-Baxter equation (1.2). Here, $S$ is the swap gate, $S : V \otimes V \to V \otimes V$, with the property that, $S(u \otimes v) = v \otimes u$, for all $u$ and $v$ in $V$.

In this section, first we give a matrix description of the swap gate $S$ for any $n$. Then we give a full description of $\tilde{R} = RS$, as a solution to the quantum Yang-Baxter equation (1.2). It is not hard to see that the matrix, $S_{n^2}$ (or $S$ for short) defined below, is a swap gate for any dimension $n$.

**Definition 3.1.** For any $n$, we define the matrix, $S_{n^2}$ (or $S$ for short), by,

$$S_{v,w} = 1, \text{ for } v = (t-1)n + s \text{ and } w = (s-1)n + t, \text{ with } 1 \leq t, s \leq n \quad (3.36)$$

and, $S_{v,w} = 0$ elsewhere.

$S_{n^2}$ for $n = 2$, $n = 3$ and $n = 4$, are illustrated below.

$$S_2 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \quad S_3 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}$$
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Now, for any \( n \), composing \( R \) from Definition \eqref{eq:R} with \( S \) from Definition \eqref{eq:S}, we have, \( RS \), a solution to the quantum Yang-Baxter equation \eqref{eq:QYBE}.

In the following lemma we give a detailed description of \( RS \) which we refer to as \( \hat{R} \) (or \( \hat{R} \) for short).

**Lemma 3.2.** For any \( n \), if we set \( \hat{R}_{n^2} = RS \), then the arrangement of \( a_i \)'s, \( b_i \)'s, \( x_i \)'s and \( y_i \)'s as entry positions of \( \hat{R} \) is as follows,

\[
\begin{align*}
   \hat{R}_{i,i} &= \hat{R}_{k,k} = \hat{R}_{i,k} = \hat{R}_{i,i} = a_i \\
   \hat{R}_{i,j} &= \hat{R}_{k,k} = \hat{R}_{k,i} = \hat{R}_{k,i} = b_i \\
   \hat{R}_{i,k} &= \hat{R}_{k,i} = \hat{R}_{k,i} = \hat{R}_{k,k} = x_i \\
   \hat{R}_{i,k} &= \hat{R}_{k,i} = \hat{R}_{k,k} = \hat{R}_{i,i} = y_i \\
\end{align*}
\]

Where,

\[
\begin{align*}
   i &= (t - 1)n + s \\
   k &= (t - 1)n + (n - s + 1) \\
   \tilde{i} &= n^2 + 1 - i \\
   \tilde{k} &= n^2 + 1 - k \\
\end{align*}
\]

For, \( 1 \leq t, s \leq m \), \( (m = \frac{n}{2} \) for \( n \) even and \( m = \frac{n-1}{2} \) for \( n \) odd).

Plus, in the case of \( n \) odd, we have the extra \( a_i \)'s and \( b_i \)'s,

\[
\begin{align*}
   \hat{R}_{i,i} &= \hat{R}_{j,j} = \hat{R}_{j,j} = \hat{R}_{i,i} = a_i \\
   \hat{R}_{i,j} &= \hat{R}_{j,i} = \hat{R}_{i,j} = \hat{R}_{i,i} = b_i \\
\end{align*}
\]

Where,

\[
\begin{align*}
   i &= (t - 1)n + \left( \frac{n + 1}{2} \right), \quad j = \left( \frac{n - 1}{2} \right)n + t \\
\end{align*}
\]
\[ \tilde{i} = n^2 + 1 - i, \quad \tilde{j} = n^2 + 1 - j \]

For, \(1 \leq t \leq m\).

Moreover, in the case of \(n\) odd, \(\hat{R}_{\frac{n+1}{2}, \frac{n+1}{2}} = x\).

Proof. Straightforward. \qed

**Remark 3.3.** Working with \(SR\) instead of \(RS\), will give the same result. Because, \(a_i's, b_i's, x_i's, y_i's\) and \(x\), are arbitrary and follow nice symmetries among themselves.

Let us illustrate \(\hat{R}_{n^2}\) for \(n = 2, n = 3\) and \(n = 4\).

\[ \hat{R}_4 = \begin{pmatrix} a_1 & y_1 & x_1 & b_1 \cr y_1 & a_1 & b_1 & x_1 \cr x_1 & b_1 & a_1 & y_1 \cr b_1 & x_1 & y_1 & a_1 \end{pmatrix} \quad \hat{R}_9 = \begin{pmatrix} a_1 & 0 & y_1 & 0 & 0 & 0 & x_1 & 0 & b_1 \\
0 & a_2 & 0 & 0 & 0 & 0 & 0 & b_2 & 0 \\
y_1 & 0 & a_1 & 0 & 0 & 0 & b_1 & 0 & x_1 \\
0 & 0 & 0 & a_2 & 0 & b_2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & b_2 & 0 & a_2 & 0 & 0 & 0 \\
x_1 & 0 & b_2 & 0 & 0 & 0 & 0 & a_2 & 0 \\
0 & b_2 & 0 & 0 & 0 & 0 & 0 & a_2 & 0 \\
b_1 & 0 & x_1 & 0 & 0 & y_1 & 0 & a_1 \end{pmatrix} \]

\[ \hat{R}_{16} = \begin{pmatrix} a_1 & 0 & 0 & y_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & b_1 \\
0 & a_2 & y_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_2 & b_2 & 0 \\
0 & y_2 & a_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & b_2 & x_2 & 0 \\
y_1 & 0 & 0 & a_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & b_1 & 0 & 0 & x_1 \\
0 & 0 & 0 & 0 & a_5 & 0 & 0 & y_5 & x_5 & 0 & 0 & b_5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & a_6 & y_6 & 0 & 0 & x_6 & b_6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & y_6 & a_6 & 0 & 0 & b_6 & x_6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & y_5 & 0 & 0 & a_5 & b_5 & 0 & 0 & x_5 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x_5 & 0 & 0 & b_5 & a_5 & 0 & 0 & y_5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x_6 & b_6 & 0 & 0 & a_6 & y_6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_6 & x_6 & 0 & 0 & y_6 & a_6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & b_5 & 0 & 0 & x_5 & y_5 & 0 & 0 & a_5 & 0 & 0 & 0 & 0 & 0 \\
x_1 & 0 & 0 & b_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & a_1 & 0 & 0 & y_1 & 0 & 0 & x_2 & b_2 & 0 \\
0 & x_2 & b_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & a_2 & y_2 & 0 & 0 & b_2 & x_2 & 0 \\
0 & b_2 & x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & a_2 & 0 & 0 & b_2 & x_2 & 0 \\
b_1 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & y_1 & 0 & 0 & a_1 & 0 & 0 & x_1 & y_1 & b_1 \end{pmatrix} \]

4 Unitarity conditions, Entangling property and Concluding remarks

4.1 Unitarity and Entangling properties

It is known that, unitary and entangling solutions to Yang-Baxter equation, are universal quantum gates, in quantum computing [23]. They also play a crucial
role in studying the relationship between quantum entanglement and topological entanglement [11].

In this section, in Lemma 4.1 below whose straightforward proof is omitted, we present necessary and sufficient conditions for the matrix $R_{n^2}$ (the same for $\hat{R}_{n^2}$) to be unitary. Next, we will, briefly, discuss the entangling property of $R_{n^2}$. A more detailed treatment of this will appear in a sequel to this paper.

**Lemma 4.1.** The matrix $R_{n^2}$ (or $\hat{R}_{n^2}$) is unitary if and only if, all the following equalities are satisfied for any $i$.

\begin{align*}
  a_i a_i + b_i \bar{b}_i + x_i \bar{x}_i + y_i \bar{y}_i &= 1 \\
  x_i a_i + a_i \bar{x}_i + y_i \bar{b}_i + b_i \bar{y}_i &= 0 \\
  x_i \bar{b}_i + b_i \bar{x}_i + y_i \bar{a}_i + a_i \bar{y}_i &= 0 \\
  a_i \bar{b}_i + b_i \bar{a}_i + x_i \bar{y}_i + y_i \bar{x}_i &= 0
\end{align*}

Plus, in the case of $n$ odd, $x \bar{x} = 1$. Here, $\bar{x}$ is the complex conjugate of $x$, and the same holds for other entries.

*Proof.* Straightforward.

As for the entangling property of $R_{n^2}$ (or $\hat{R}_{n^2}$), based on the non-entangling criteria in [28, 29], one needs to show neither $R$ nor $\hat{R} = RS$ can be factored as $X \otimes Y$ for some $X$ and $Y$. It is not hard to see this is true, as long as $a_i$'s, $b_i$'s, $x_i$'s, $y_i$'s and $x$, not all are zeros, and they also lack some specific polynomial relationships among them. We illustrate this for $\hat{R}_9$ here. If we wanted $\hat{R}_9 = X \otimes Y$ for some $X$ and $Y$, it is only possible in the following way,

\[
\hat{R}_9 = \begin{pmatrix}
  a_1 & 0 & y_1 & 0 & 0 & 0 & x_1 & 0 & b_1 \\
  0 & a_2 & 0 & 0 & 0 & 0 & b_2 & 0 \\
  y_1 & 0 & a_1 & 0 & 0 & b_1 & 0 & x_1 \\
  0 & 0 & 0 & a_2 & b_2 & 0 & x_2 & 0 \\
  0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
  0 & 0 & 0 & b_2 & 0 & a_2 & 0 & 0 \\
  x_1 & 0 & b_1 & 0 & 0 & 0 & a_1 & 0 & y_1 \\
  0 & b_2 & 0 & 0 & 0 & 0 & a_2 & 0 \\
  b_1 & 0 & x_1 & 0 & 0 & 0 & y_1 & 0 & a_1
\end{pmatrix}
\]

\[
\begin{pmatrix}
  c & 0 & w \\
  0 & d & 0 \\
  t & 0 & e
\end{pmatrix} \otimes \begin{pmatrix}
  f & 0 & q \\
  0 & g & 0 \\
  u & 0 & h
\end{pmatrix} = \begin{pmatrix}
  cf & 0 & cq \\
  0 & cg & 0 \\
  cu & 0 & ch
\end{pmatrix} \begin{pmatrix}
  0 & 0 & 0 & f & 0 & qw \\
  0 & 0 & 0 & 0 & gw & 0 \\
  0 & 0 & 0 & uw & 0 & hw
\end{pmatrix}
\]

From which we see, for example, $(a_2)^2 = (cg)(df) = xa_1$. Therefore if we only assume $(a_2)^2 \neq xa_1$, then $\hat{R}_9$ can not be factored into any product $X \otimes Y$.

We shall present a full and rigorous treatment of the entanglement property, and hence universality [28], of $R_{n^2}$, in a sequel to this paper.
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4.2 Discussion, Concluding remarks and Future directions

In this paper, we have created infinitely many solutions to the constant Yang-Baxter equation for any given dimension $n$. Complete solutions to Yang-Baxter equation are found only for dimension $n = 2$, [24, 25]. For dimensions $n \geq 3$, the problem of complete solutions is still open. The authors in [30, 31, 32], have found very interesting solutions in other (either specific or generalized) dimensions. Our solutions are very different from theirs, not only in terms of dimensions of the matrices, but also in terms of arbitrariness of the matrix entries and their arrangements in the matrix. The authors in [33, 34], using different methods, have found solutions for all $n \geq 2$ (among other things), to which our solutions feel closer relationship! However, our solutions in the current paper, are still different from theirs, in [33, 34], at least for the following reasons.

In our matrices, we have several more non-zero entries compared to theirs, mainly located on other diagonal (not the main diagonal) and off-diagonal. In terms of values of matrix entries, they have more distinct entries on the main diagonal, in their matrices. Also, in terms of entries’ arrangements in the matrix, our off-diagonal entries are not only more than theirs in numbers, but also located differently in the matrix. One can compare ours with theirs, for example, for $n = 3$.

Therefore, as far as the author’s knowledge goes, the results achieved in the current paper are, novel and interesting. Not only from Mathematical point of view, but also from the perspective of Physics, and quantum computing. We hope that in future, we can generalize these results to pave the way for complete solutions to Yang-Baxter equation in any dimension $n$. We conclude, by outlining two more future directions:

1: It is of great importance, and very interesting to find similar solutions to the non-constant (parameter dependent) Yang-Baxter equations. This could be done either by direct construction similar to the one used in this paper. Or by applying known Yang-Baxterization methods [36, 37], to the results of the current paper. Thanks to Prof. Perk [4, 35], who reminded me, (after posting [18]), of the possibility and the importance of such a leap from constant to non-constant solutions.

2: We believe, with a similar method, as presented in this paper, one can generate infinitely many (new) solutions to the generalized Yang-Baxter equations [31].
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