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ABSTRACT. For $m, n$ coprime we introduce a new statistic skip on $(m, n)$-rational Dyck paths and give a fast way to compute $\text{dinv}$ and skip statistics. We also introduce $(m, n)$-rank words, which are in one-to-one correspondence with $(m, n)$-Dyck paths. Defining an equivalence relation on pairs of certain ranks in a rank word, we prove that the number of equivalence classes is the skip of the rank word, and the skip of the corresponding Dyck path. We construct a homogeneous generating function $W_{m,n}(q, t, b)$ using statistics area, $\text{dinv}$ and skip, where $W_{m,n}(q, t, 1) = C_{m,n}(q, t)$, the rational Catalan polynomial. We then give an explicit formula for $(3, n)$-rational Catalan polynomials and prove they are $q, t$-symmetric.

1. INTRODUCTION

In the early 1990’s Garsia and Haiman introduced an important sum of functions in $\mathbb{Q}(q, t)$, the $q, t$-Catalan polynomial $C_n(q, t)$, which has since been shown to have interpretations in terms of algebraic geometry and representation theory. These classical $q, t$-Catalan polynomials are given by

\begin{equation}
C_n(q, t) = \sum_{\pi} q^{\text{dinv}(\pi)} t^{\text{area}(\pi)}
\end{equation}

\begin{equation}
= \sum_{\pi} q^{\text{area}(\pi)} t^{\text{bounce}(\pi)},
\end{equation}

where the sums are over all Dyck paths $\pi$ from $(0, 0)$ to $(n, n)$, with (2) due to [Hag03].

It was proven that

\[ C_n(q, t) = C_n(t, q) \]

algebraically; however, an involution on the set of Dyck paths that exchanges $(\text{dinv, area})$ or $(\text{area, bounce})$ has yet to be discovered. For an overview of the classical $q, t$-Catalan polynomials and Dyck paths, see [GH96, GH02, HHL+05, Hag08].

Recently, a valuable generalization of the classic $q, t$-Catalan polynomial has come to light [Hik12]. For positive integers $m, n$ that are coprime, these $(m, n)$-rational $q, t$-Catalan polynomials have a similar description to the classic case

\begin{equation}
C_{m,n}(q, t) = \sum_{\pi} q^{\text{dinv}(\pi)} t^{\text{area}(\pi)},
\end{equation}

where the sum is over all rational Dyck paths $\pi$ from $(0, 0)$ to $(m, n)$.

A rational Dyck path is a path in the $m \times n$ lattice which proceeds by north and east steps from $(0, 0)$ to $(m, n)$ and which always remains weakly above the main diagonal $y = \frac{m}{n} x$. The collection of cells lying above a Dyck path $\pi$ always forms an English Ferrers diagram $\lambda(\pi)$.

The classic $q, t$-Catalan polynomials correspond to the cases $m = n + 1$. It is an open conjecture whether the $(m, n)$-rational $q, t$-Catalan polynomials are symmetric in $q$ and $t$. Gorsky and Mazin have proven the $q, t$-symmetry for the case when $m \leq 3$ without giving an explicit formula for the polynomials [GM14]. Independently, Lee, Li and Loehr also have proven the $q, t$-symmetry when
In 2015, Kaliszewski and Li introduced a new statistic, skip, on rational \((3, n)\)-Dyck paths, proved the \(q, t\)-symmetry and gave an explicit formula of \((m, n)\)-rational \(q, t\)-Catalan polynomials for \(m = 3\) [KL15].

Also in [Hik12], Hikita extended parking functions and their statistics to the \((m, n)\)-rational case and defined polynomials

\[
H_{m,n}(X; q, t) = \sum_{PF} t^{\text{area}(PF)} q^{\text{dinv}(PF)} F_{\text{iDes}(PF)}(X),
\]

where the sum is over all parking functions \(PF\) over all \((m, n)\)-Dyck paths and the \(F\) are the (Gessel) fundamental quasisymmetric functions indexed by the inverse descent composition of the reading word of the parking functions \(PF\). When \(m = 2\) or \(n = 2\), the structure of Hikita’s polynomials have been completely described by [Lev14].

In this paper we introduce a new set of objects, \((m, n)\)-rank words and area, \text{dinv} and skip statistics on the \((m, n)\)-rank words. We construct the homogeneous generating function

\[
W_{m,n}(b, q, t) = \sum_{w} b^{\text{skip}(w)} q^{\text{dinv}(w)} t^{\text{area}(w)},
\]

where the sum is over all \((m, n)\)-rank words \(w\). Then we prove two useful theorems:

**Theorem 1.** If \(m, n\) are positive integers that are coprime then

\[W_{m,n}(1, q, t) = C_{m,n}(q, t).\]

**Theorem 2.** If \(n\) is a positive integer that is not divisible by 3 then

\[W_{3,n}(b, q, t) = \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot s_{n-1-2i,i}(q, t),\]

where \(\{s_\lambda\}_\lambda\) is the Schur basis for symmetric functions.

This not only proves that the \((3, n)\)-rational \(q, t\)-Catalan polynomials are \(q, t\)-symmetric, but also completely describes them:

**Corollary 3.**

\[C_{3,n}(q, t) = \sum_{i=0}^{\lfloor n/3 \rfloor} s_{n-1-2i,i}(q, t).\]

1.1. **Rational Dyck Paths.** Suppose that \(m, n\) are positive coprime integers. Construct the \((m, n)\)-lattice by drawing a rectangular integer lattice in \(\mathbb{R}^2\) whose southwest corner lies on the origin and whose northeast corner lies on the point \((m, n)\). The cell whose northeast corner lies on the point \((u, v)\) will be referred to as cell \((u, v)\). Thus we can define the \(i^{th}\) row as the set of cells

\[\{(u, i) | 1 \leq u \leq n\}\]

and the \(j^{th}\) column as the set of cells

\[\{(j, v) | 1 \leq v \leq m\}.
\]
The \((m, n)\)-diagram is the \((m, n)\)-lattice where each cell \((u, v)\) contains an integer \(a\) that satisfies
\[ a = mn - un - (n + 1 - v)m. \]

We call \(a\) the rank of cell \((u, v)\), denoted by \(\gamma_{m,n}(u, v)\) or simply \(\gamma(u, v)\) when the parameters are clear from context. Since \(m\) and \(n\) are coprime, there are no duplicate ranks.

An \((m, n)\)-rational Dyck path or \((m, n)\)-Dyck path is a path on the \((m, n)\)-diagram that begins at \((0, 0)\) and ends at \((m, n)\). The path can only consist of northward and eastward steps and must always lie above the diagonal \(y = \frac{n}{m}x\).

An \((m, n)\)-Dyck path partitions the cells within the \((m, n)\)-diagram into two sets. Since the path must lie above the diagonal, one of the sets will always contain the southeast corner of the \((m, n)\)-diagram. We say that any of the cells in this set are below the path. The other set of cells, which may be empty, are above the path. A rank is above the path if it is in a cell that is above the path, or below the path if it is in a cell that is below the path.

**Example 4.** A \((4, 7)\)-Dyck path:

\[
\pi = \begin{array}{cccc}
17 & 10 & 3 & 4 \\
13 & 6 & -1 & -8 \\
9 & 2 & -5 & -12 \\
5 & -2 & -9 & -16 \\
1 & -6 & -13 & -20 \\
-3 & -10 & -17 & -24 \\
-7 & -14 & -21 & -28 \\
\end{array}
\]

The cells that are above the path are colored gray and those that are below the path are colored cyan. Rank 6 is above the path, while rank 5 is below the path.

Here \(\gamma(1, 5) = 9\) and \(\gamma(4, 3) = -20\).

The set of cells above the path always has the shape of a Ferrers diagram (in English notation). This is because the only allowed moves are northward steps and eastward steps, so the number of cells above the path in each row must be weakly increasing from bottom to top.

1.2. Fast \text{dinv} and \text{skip} on Dyck paths. Using both the path and ranks we can improve the computation of the \text{dinv} statistic and we will define a new statistic, \text{skip}, on \((m, n)\)-Dyck paths.

Let \(\pi\) be an \((m, n)\)-Dyck path. We partition the cells containing positive ranks into three sets, \text{Area}(\pi), \text{Dinv}(\pi)\) and \text{Skip}(\pi). Define
\[
\text{Area}(\pi) = \{(x, y) : (x, y) \text{ is below path } \pi \text{ and contains a positive rank}\}.
\]

For the cells above the path define
\[
\text{Dinv}(\pi) = \left\{(x, y) : \frac{\text{arm}(x, y)}{\text{leg}(x, y)} + 1 < \frac{m}{n} < \frac{\text{arm}(x, y) + 1}{\text{leg}(x, y)} \right\},
\]
where \(\text{arm}(x, y)\) is the number of cells above \(\pi\) and strictly east of \((x, y)\) and \(\text{leg}(x, y)\) is the number of cells above \(\pi\) and strictly south of \((x, y)\). We interpret division by zero to give infinity. Define the \text{Skip} set to be the remaining cells above the path:
\[
\text{Skip}(\pi) = \{(x, y) : (x, y) \notin \text{Dinv}(\pi)\}.
\]
Set
\[ \text{area}(\pi) = |\text{Area}(\pi)|, \quad \text{dinv}(\pi) = |\text{Dinv}(\pi)|, \quad \text{skip}(\pi) = |\text{Skip}(\pi)|. \]

The idea is that when counting the cells that contribute to \( \text{dinv} \) we should \( \text{skip} \) any that do not satisfy the inequality in (8).

The fast \( \text{dinv} \) algorithm gives a faster and simpler way to determine whether or not a cell is in \( \text{Dinv} \). For a given cell \((x, y)\) above an \((m, n)\)-Dyck path \(\pi\), let \((x, y)\downarrow\) be the southernmost cell in the same column as \((x, y)\) that is above the path and \((x, y)\uparrow\) be the northermost cell in the same column as \((x, y)\) that is below the path. Similarly, let \((x, y)\rightarrow\) be the easternmost cell in the same row as \((x, y)\) that is above the path and \((x, y)\leftarrow\) be the westernmost cell in the same row as \((x, y)\) that is below the path. So \((x, y)\rightarrow\) is exactly one cell to the east of \((x, y)\uparrow\) and \((x, y)\leftarrow\) is exactly one cell south of \((x, y)\downarrow\).

**Theorem 5** (Fast \( \text{dinv} \)). Suppose \(\pi\) is an \((m, n)\)-Dyck path and let \((x, y)\) be a cell above the path in \(\pi\). The cell \((x, y)\) is in \(\text{Dinv}(\pi)\) if and only if
\[ \gamma[(x, y)\rightarrow] > \gamma[(x, y)\uparrow] \quad \text{and} \quad \gamma[(x, y)\downarrow] > \gamma[(x, y)\leftarrow]. \]

**Example 6.** Consider cell \((1, 7)\) of the \((5, 7)\)-Dyck path
\[
\pi = \begin{array}{cccccccc}
23 & 16 & 9 & 2 & 5' \\
18 & 11 & 4 & 3' & 10 \\
13 & 6 & 1 & 3' & 15 \\
8 & 1 & 6 & -13 & 20 \\
3 & 4' & 11 & -18 & 25 \\
-2 & -9 & -16 & 23 & 30 \\
-7 & -14 & -21 & -28 & -35
\end{array}.
\]

We compute and get \(\gamma[(1, 7)\rightarrow] = 16 > \gamma[(1, 7)\uparrow] = -2\).

But \(\gamma[(1, 7)\downarrow] = 3 < \gamma[(1, 7)\leftarrow] = 9\).

So \((1, 7) \not\in \text{Dinv}(\pi)\).
Proof. Let \( \pi \) be an \((m, n)\)-Dyck path. Observe that for any cell \((x, y)\) above the path

\[
\gamma(x, y) - \gamma[(x, y)^\rightarrow] = n \cdot \text{arm}(x, y), \quad \gamma(x, y) - \gamma[(x, y)^\rightarrow] = n \cdot (\text{arm}(x, y) + 1)
\]

and

\[
\gamma(x, y) - \gamma[(x, y)^\downarrow] = m \cdot \text{leg}(x, y), \quad \gamma(x, y) - \gamma[(x, y)^\downarrow] = m \cdot (\text{leg}(x, y) + 1).
\]

So

\[
\gamma[(x, y)^\rightarrow] < \gamma[(x, y)^\downarrow] \iff \gamma(x, y) - \gamma[(x, y)^\downarrow] < \gamma(x, y) - \gamma[(x, y)^\rightarrow] \iff m \cdot (\text{leg}(x, y) + 1) < n \cdot \text{arm}(x, y) \iff \frac{m}{n} < \frac{\text{arm}(x, y)}{\text{leg}(x, y) + 1}.
\]

Similarly,

\[
\gamma[(x, y)^\downarrow] < \gamma[(x, y)^\rightarrow] \iff \gamma(x, y) - \gamma[(x, y)^\rightarrow] < \gamma(x, y) - \gamma[(x, y)^\downarrow] \iff n \cdot (\text{arm}(x, y) + 1) < m \cdot \text{leg}(x, y) \iff \frac{\text{arm}(x, y) + 1}{\text{leg}(x, y)} < \frac{m}{n}.
\]

Therefore inequalities (10) and the inequality in (8) are equivalent. \(\square\)

**Corollary 7.** Suppose that \( \pi \) is an \((m, n)\)-Dyck path and let \((x, y)\) be a cell above path \( \pi \). Suppose \( a \) is a rank in the same row as \((x, y)\) and \( b \) is a rank in the same column as \((x, y)\). If

\[
b < a, \text{ with } a \text{ below the path and } b \text{ above the path}
\]
or

\[
a < b, \text{ with } b \text{ below the path and } a \text{ above the path}
\]

then \((x, y) \not\in \text{Dinv}(\pi)\).

**Proof.** Suppose \( a \) is a rank in the same row as \((x, y)\) and \( b \) is a rank in the same column as \((x, y)\).

First assume that \( b < a \) with \( a \) below the path and \( b \) above the path. So \( a \leq \gamma[(x, y)^\rightarrow] \) and \( b \geq \gamma[(x, y)^\downarrow] \). Therefore,

\[
\gamma[(x, y)^\downarrow] \leq b < a \leq \gamma[(x, y)^\rightarrow]
\]

and the result follows from Theorem [5].

Similarly, if we assume that \( a < b \) with \( b \) below the path and \( a \) above the path, then \( b \leq \gamma[(x, y)^\downarrow] \) and \( a \geq \gamma[(x, y)^\rightarrow] \). Therefore,

\[
\gamma[(x, y)^\rightarrow] \leq a < b \leq \gamma[(x, y)^\downarrow]
\]

and the result follows from Theorem [5]. \(\square\)

**Corollary 8.** Suppose that \( \pi \) is an \((m, n)\)-Dyck path. If \((m - 1, v)\) is a cell that is above the path then \((m - 1, v) \in \text{Dinv}(\pi)\).

**Proof.** Suppose \((m - 1, v)\) is a cell above the path \( \pi \). If \( a \) is a rank in column \( m \) then \( a = mn - mn - km = -km \), so \( a < 0 \). Therefore

\[
\gamma[(m - 1, v)^\downarrow] > 0 \geq \gamma(m, v) = \gamma[(m - 1, v)^\rightarrow].
\]

Also \((m - 1, v)^\rightarrow = (m - 1, v)\), so

\[
\gamma[(m - 1, v)^\rightarrow] = \gamma(m - 1, v) \geq \gamma[(m - 1, v)^\downarrow] > \gamma[(m - 1, v)^\downarrow].
\]

So \((m - 1, v) \in \text{Dinv}(\pi)\). \(\square\)
2. Rank Words

Given a pair of positive coprime integers, we introduce a new set of combinatorial objects, rank words. We show that rank words are in correspondence with rational Dyck paths. So they are enumerated by the rational Catalan numbers. Then we introduce a triple of statistics area, dinv, skip on rank words and construct a generating function.

Suppose that \( m, n \) are positive coprime integers. The \((m, n)\)-word is the word consisting of all positive integers that can be written as

\[
mn - km - \ell n,
\]

where \( k, \ell \geq 1 \). We write the \((m, n)\)-word in increasing order and we decorate each number \( a \) with subscript \( \ell \) from Equation (11). When we write \( a_\ell \) in an \((m, n)\)-word we refer to \( a \) as the rank and \( a_\ell \) as the letter with color \( \ell \).

**Example 9.** Suppose \( m = 3, n = 5 \). We can compute the ranks in the word:

\[
7 = 3 \cdot 5 - 1 \cdot 3 - 1 \cdot 5 \\
4 = 3 \cdot 5 - 2 \cdot 3 - 1 \cdot 5 \\
2 = 3 \cdot 5 - 1 \cdot 3 - 2 \cdot 5 \\
1 = 3 \cdot 5 - 3 \cdot 3 - 1 \cdot 5
\]

So the \((3, 5)\)-word is

\[
1_1 \ 2_2 \ 4_1 \ 7_1
\]

An \((m, n)\)-rank word is an \((m, n)\)-word with a subset of the letters highlighted. The highlighting has to follow the rule: if \( a_\ell = mn - km - \ell n \) is highlighted then for all \( i = 1, \ldots, k \) and \( j = 1, \ldots, \ell \)

\[
mn - im - jn
\]

is highlighted. Equivalently, if a rank \( a \) is highlighted and \( b > a \), with

\[
b \equiv a \pmod{n}
\]

or

\[
b \equiv a \pmod{m}
\]

then \( b \) is also highlighted.

**Example 10.** The \((3, 5)\)-rank words are

\[
\begin{align*}
1_1 & \ 2_2 \ 4_1 \ 7_1 \\
1_1 & \ 2_2 \ 4_1 \ 7_1 \\
1_1 & \ 2_2 \ 4_1 \ 7_1 \\
1_1 & \ 2_2 \ 4_1 \ 7_1
\end{align*}
\]
Remark 11. If \( a_\ell \) and \( b_\ell \) are letters with the same color then \( a \equiv b \pmod{m} \). This is because there exist integers \( k_1, k_2 \) such that
\[
a = mn - k_1 m - \ell n \quad \text{and} \quad b = mn - k_2 m - \ell n
\]
so
\[
a - b = (k_1 - k_2)m.
\]
Therefore if \( a < b \) and \( a_\ell \) is highlighted then so is \( b_\ell \).

Notice that in the previous example the highlighted word

\[
1_1 \quad 2_2 \quad 4_1 \quad 7_1
\]
is missing. Because \( 2 \equiv 7 \pmod{5} \), if \( 2_2 \) is highlighted then \( 7_1 \) must be highlighted.

2.1. Correspondence of \((m,n)\)-Rank Words to \((m,n)\)-Dyck Paths. Let \( m, n \) be positive coprime integers and \( w \) be the \((m,n)\)-word. Construct the \((m,n)\)-diagram \( D \) and note that the set of positive ranks appearing in \( D \) is precisely the set of ranks in \( w \). Furthermore, the color \( \ell \) of a letter \( a_\ell \) in \( w \) is the column in which the rank \( a \) appears in \( D \).

Example 12. Let \( m = 4 \), \( n = 7 \). The \((4,7)\)-word is
\[
1_1 \quad 2_2 \quad 3_3 \quad 5_1 \quad 6_2 \quad 9_1 \quad 10_2 \quad 13_1 \quad 17_1
\]
and the \((4,7)\)-diagram is

\[
\begin{array}{cccc}
17 & 10 & 3 & -4 \\
13 & 6 & -1 & -8 \\
9 & 2 & -5 & -12 \\
5 & -2 & -9 & -16 \\
1 & -6 & -13 & -20 \\
-3 & -10 & -17 & -24 \\
-7 & -14 & -21 & -28
\end{array}
\]

We have drawn the diagonal to show that all of the positive ranks are in cells that lie strictly above the diagonal.

Proposition 13. Let \( m, n \) be positive coprime integers. The following are equivalent:

(1) Cell \((u,v)\) lies strictly above the diagonal \( y = \frac{n}{m} x \) in the \((m,n)\)-diagram.
(2) A rank \( a > 0 \) appears in cell \((u,v)\) of the \((m,n)\)-diagram.
(3) A letter \( a_u \) appears in the \((m,n)\)-word.

Proof. (1) \(\Rightarrow\) (2) Assume that cell \((u,v)\) containing rank \( a \) lies strictly above the diagonal \( y = \frac{n}{m} x \) in the \((m,n)\)-diagram. Recall that \((u,v)\) are the coordinates of the northeast corner of cell \((u,v)\). In order for cell \((u,v)\) to lie strictly above the diagonal the southeast corner must lie strictly above the diagonal. Therefore \( v - 1 > \frac{n}{m} u \), or equivalently
\[
(v - 1)m - un > 0.
\]
By adding and subtracting \( mn \) we have
\[
0 < (v - 1)m - un \\
= mn - mn + (v - 1)m - un \\
= mn - mn - (1 - v)m - un \\
= mn - (n + 1 - v)m - un \\
= a.
\]

(2) \( \Rightarrow \) (3) Suppose that \( a > 0 \) is a rank appearing in cell \((u, v)\) of the \((m, n)\)-diagram. Then
\[
a = mn - (n + 1 - v)m - un.
\]
Since \( 1 \leq v \leq n \), we have \( n + 1 - v \geq 1 \). So set \( k = n + 1 - v \) and \( \ell = u \) then we have
\[
a = mn - km - \ell n
\]
where \( k, l \geq 1 \). Therefore \( a_\ell = a_u \) appears in the \((m, n)\)-word.

(3) \( \Rightarrow \) (2) \( \Rightarrow \) (1) Assume that letter \( a_u \) appears in the \((m, n)\)-word. So
\[
a = mn - km - un > 0
\]
for some integer \( k \geq 1 \). Set \( v = n + 1 - k \) and since \( 1 \leq k \leq n \) it follows that \( 1 \leq v \leq n \). Therefore cell \((u, v)\) lies within the \((m, n)\)-diagram and contains rank \( a \). Since \( a > 0 \), then
\[
(mn - (n + 1 - v)m - un > 0.
\]
By combining the first two terms we have that
\[
(v - 1)m - un > 0,
\]
which is equivalent to cell \((u, v)\) lying strictly above the diagonal \( y = \frac{n}{m}x \), as stated in the first part of the proof. \( \square \)

Suppose that \( w \) is a \((m, n)\)-rank word and \( D \) is the \((m, n)\)-diagram. For each highlighted letter \( a_\ell \) in \( w \) we highlight rank \( a \) in the diagram \( D \). Since letters in \( w \) have strictly positive rank, we are only highlighting cells with positive ranks in \( D \). We will show that for any rank word \( w \) if a rank in \( D \) is highlighted, so is every rank weakly northwest.

**Proposition 14.** Let \( m, n \) be positive, coprime integers. Suppose that \( w \) is a \((m, n)\)-rank word and \( D \) is the corresponding \((m, n)\)-diagram where a rank \( a \) is highlighted in \( D \) if and only if it is highlighted in \( w \). If the rank in cell \((u, v)\) of \( D \) is highlighted and \((x, y)\) is a cell weakly northwest of \((u, v)\), then the rank in cell \((x, y)\) is also highlighted.

**Proof.** Assume that \( w \) is an \((m, n)\)-rank word and \( D \) is the \((m, n)\)-diagram where each highlighted rank in \( w \) is also highlighted in \( D \). Suppose that \((u, v)\) is a cell of \( D \) containing a highlighted rank and \((x, y)\) is a cell weakly northwest of \((u, v)\), i.e. \( x \leq u \) and \( y \geq v \).

Since \( y \geq v \) it must follow that \( (n + 1 - y) \leq (n + 1 - v) \). Similarly, \( x \leq u \) gives \( xn \leq un \). By assumption,
\[
\gamma(u, v) = mn - (n + 1 - v)m - un
\]
is highlighted in \( D \), and thus also highlighted in \( w \). But by the definition of \((m, n)\)-rank words, since \( D(u, v) \) is highlighted in \( w \) and
\[
\gamma(x, y) = mn - (n + 1 - y)m - xn
\]
with \( n + 1 - y \leq n + 1 - v \) and \( x \leq u \) then \( \gamma(x, y) \geq \gamma(u, v) > 0 \) must appear in \( w \) and be highlighted. So \( \gamma(x, y) \) is highlighted in \( D \). \( \square \)
Given a highlighted \((m, n)\)-diagram \(D\), if a cell contains a highlighted rank, then every cell directly west and directly north must also contain a highlighted rank. So the cells in \(D\) with highlighted ranks form a Ferrers diagram (in English notation) with a partition shape. To construct an \((m, n)\)-Dyck path from \((0, 0)\) to \((m, n)\), we draw the edges so that every highlighted rank is strictly above the path and every rank not highlighted is strictly below the path. The path is an \((m, n)\)-Dyck path.

**Theorem 15.** Suppose that positive integers \(m, n\) are coprime. The set of \((m, n)\)-Dyck paths is in one-to-one correspondence with the set of \((m, n)\)-rank words.

**Proof.** Propositions 13 and 14 show that \((m, n)\)-rank words correspond to \((m, n)\)-diagrams with a subset of positive ranks highlighted in a partition pattern. The argument above shows that these highlighted \((m, n)\)-diagrams correspond to \((m, n)\)-Dyck paths. \(\Box\)

If \(w\) is an \((m, n)\)-rank word we will denote the corresponding highlighted \((m, n)\)-diagram by \(D(w)\) and the corresponding \((m, n)\)-Dyck path by \(\Pi(w)\).

**Example 16.** Consider the \((4, 7)\)-rank word

\[
 w = 1_1 2_2 3_3 5_1 6_2 9_1 10_2 13_1 17_1
\]

The corresponding highlighted \((4, 7)\)-diagram is

\[
 D(w) = \begin{array}{cccccccc}
 17 & 10 & 3 & -4 \\
 13 & 6 & -1 & -8 \\
 9 & 2 & -5 & -12 \\
 5 & -2 & -9 & -16 \\
 1 & 6 & -13 & -20 \\
 -3 & -10 & -17 & -24 \\
 -7 & -14 & -21 & -28 \\
\end{array}
\]

This corresponds to the \((4, 7)\)-Dyck path:

\[
 \Pi(w) = \begin{array}{cccccccc}
 17 & 10 & 3 & -4 \\
 13 & 6 & -1 & -8 \\
 9 & 2 & -5 & -12 \\
 5 & -2 & -9 & -16 \\
 1 & 6 & -13 & -20 \\
 -3 & -10 & -17 & -24 \\
 -7 & -14 & -21 & -28 \\
\end{array}
\]

### 2.2. The area, dinv and skip on \((m, n)\)-rank words

We define statistics area, dinv, and skip on \((m, n)\)-rank words. We show that these statistics correspond directly to their counterparts on \((m, n)\)-Dyck paths. That is, if \(w\) is an \((m, n)\)-rank word then

\[
 \text{area}(w) = \text{area}(\Pi(w)), \quad \text{dinv}(w) = \text{dinv}(\Pi(w)), \quad \text{and} \quad \text{skip}(w) = \text{skip}(\Pi(w)).
\]
Let \( w \) be an \((m, n)\)-rank word. Define the area statistic on \( w \) to be 
\[
\text{area}(w) = \{ a_k \in w : a_k \text{ is not highlighted} \}.
\]

**Proposition 17.** If \( w \) is an \((m, n)\)-rank word 
\[
\text{area}(w) = \text{area}(\Pi(w)).
\]

**Proof.** The letters in \( w \) that are not highlighted correspond to the cells with positive ranks that are below path \( \Pi(w) \). □

Let \( S \) be the set of ordered pairs of letters \((a_k, b_\ell)\) where \( b_\ell \) is not highlighted and \( a_k \) is highlighted and left of \( b_\ell \) in the rank word. Partition \( S \) into \( S_\succ \) and \( S_\prec \) by 
\[
S_\prec = \{(a_k, b_\ell) \in S : k < \ell \} \quad \text{and} \quad S_\succ = \{(a_k, b_\ell) \in S : k > \ell \}.
\]
By the restrictions on the highlighting in \( w \) there will never be an ordered pair \((a_k, b_\ell)\) in \( S \).

Define an equivalence relation on \( S = S_\prec \cup S_\succ \) by 
\[
(a_k, b_\ell) \sim (c_r, d_t) \quad \text{if} \quad \begin{cases} 
k = r \text{ and } b \equiv d \pmod{n} \\
\ell = t \text{ and } a \equiv c \pmod{n}
\end{cases}.
\]
That is, \( a \) and \( c \) are in the same column and \( b \) and \( d \) are in the same row, or \( a \) and \( c \) are in the same row and \( b \) and \( d \) are in the same column.

**Proposition 18.** If \((a_k, b_\ell) \sim (c_r, d_t) \) in \( S \), then both \((a_k, b_\ell), (c_r, d_t)\) are in \( S_\prec \) or they are both in \( S_\succ \).

**Proof.** Suppose \((a_k, b_\ell) \sim (c_r, d_t) \) with \( k < \ell \) and \( r > t \).

Case 1: Suppose \( k = r \) and \( b \equiv d \pmod{n} \), i.e., \( a \) and \( c \) are in the same column and \( b \) and \( d \) are in the same row. We know \( a = mn - p_1m - kn \) and \( b = mn - p_2m - \ell n \) for some \( p_1 \) and \( p_2 \). Since \( k < \ell \) and \( a < b \), it must follow that \( p_1 > p_2 \). So in the \((m, n)\)-diagram, rank \( b \) must appear in a row above the row containing rank \( a \). Since \( k = r > t \), rank \( d \) lies in the column left of column \( k \). By assumption, rank \( d \) is in the same row as rank \( b \). So \( d \) is in the cell northwest to the cell containing \( a \). Rank \( a \) is above the path, therefore rank \( d \) must also be above the path, i.e., highlighted. This is a contradiction.

Case 2: Suppose \( \ell = t \) and \( a \equiv c \pmod{n} \), i.e., \( a \) and \( c \) are in the same row and \( b \) and \( d \) are in the same column. Same as above, from \( k < \ell \) and \( a < b \), in the \((m, n)\)-diagram rank \( b \) must appear in a row above the row containing rank \( a \). So rank \( b \) is in a row above rank \( c \). By assumption \( \ell = t < r \), rank \( b \) lies in the column left to rank \( c \). So rank \( b \) is northwest to rank \( c \). Rank \( c \) is above the path, therefore rank \( b \) must also be above the path, i.e., highlighted. This is a contradiction. □

Let the equivalence class of \( S \) containing the ordered pair \((a_k, b_\ell)\) be denoted \([a_k, b_\ell]\). Define 
\[
\text{skip}(w) = |S/\sim|
\]
to be the number of equivalence classes.

**Example 19.** Consider the \((5, 7)\)-rank word 
\[
w = \begin{array}{cccccccc}
1_2 & 2_4 & 3_1 & 4_3 & 6_2 & 8_1 & 9_3 & 11_2 & 13_1 & 16_2 & 18_1 & 23_1
\end{array},
\]
we have 
\[
S = \{(3_1, 4_3), (3_1, 6_2), (3_1, 11_2), (8_1, 11_2), (9_3, 11_2)\}.
\]
Since 11 \equiv 4 \pmod{7} the equivalence relation partitions \( S \) into the following equivalence classes:
\[ [3_1, 4_3] = \{(3_1, 4_3), (3_1, 11_2), (8_1, 11_2)\}, \quad [3_1, 6_2] = \{(3_1, 6_2)\}, \quad [9_3, 11_2] = \{(9_3, 11_2)\}. \]

The next theorem will show that \( \text{skip}(\Pi(w)) = \text{skip}(w) = 3 \).

**Theorem 20.** If \( w \) is an \((m, n)\)-rank word then
\[
\text{skip}(w) = \text{skip}(\Pi(w)).
\]

**Proof.** Let \( w \) be an \((m, n)\)-rank word and \( \pi = \Pi(w) \) be the corresponding \((m, n)\)-Dyck path. Define a map \( \psi \) from the equivalence classes of \( S \) to the set of letters in \( w \) by
\[
\psi[a_k, b_\ell] = q_p,
\]
where
\[
p = k \quad \text{and} \quad b \equiv q \pmod{n} \quad \text{if} \quad k < \ell
\]
or
\[
p = \ell \quad \text{and} \quad a \equiv q \pmod{n} \quad \text{if} \quad k > \ell.
\]
That is, if \( k < \ell \) then \( q \) is the rank in the same column as \( a \) and the same row as \( b \) and if \( k > \ell \) then \( q \) is the rank in the same row as \( a \) and the same column as \( b \). Hence \( \psi[a_k, b_\ell] \) is a unique rank that is either directly above or directly to the left of \( a_k \), so it is above the path.

Let \( f \) be the function that associates to \( q_p \) the cell in \( \pi \) that contains rank \( q \). Since the cells in \( \pi \) containing positive ranks correspond uniquely to the letters appearing in \( w \), \( f \) is a bijection. Define
\[
\varphi : [S/\sim] \to \text{Skip}(\pi) \quad \text{by} \quad \varphi = f \circ \psi.
\]

Since \( b \) is a rank in the same row or column of \( q \) and is below the path with \( a < b \), by Corollary \( \gamma \) the cell containing \( q \) is in \( \text{Skip}(\pi) \). So the image of \( \varphi \) is in \( \text{Skip}(\pi) \). Thus \( \varphi \) is well-defined.

Next we will prove that \( \varphi \) is injective. Suppose that \( [a_k, b_\ell], [c_r, d_\ell] \) are equivalence classes in \( S/\sim \) such that
\[
\psi[a_k, b_\ell] = \psi[c_r, d_\ell].
\]
If \( k < \ell \) and \( r > t \) then
\[
k = t \quad \text{and} \quad b \equiv c \pmod{n}.
\]
Thus the ranks \( a, d \) appear in the same column and the ranks \( b, c \) appear in the same row. Since \( a, c \) are above the path and \( b, d \) are below the path, it must follow that
\[
a > d \quad \text{and} \quad c > b.
\]
Therefore,
\[
a > d > c > b > a,
\]
which is a contradiction.

If \( k < \ell \) and \( r < t \) then \( k = r \) and \( b, d \) are equivalent modulo \( n \). Therefore \( (a_k, b_\ell) \sim (c_r, d_\ell) \). The result is similar for \( k > \ell \) and \( r > t \). So \( \psi \) is injective and since \( f \) is a bijection, \( \varphi \) is injective.

Lastly, we will prove that \( \varphi \) is surjective. Suppose that \( (x, y) \in \text{Skip}(\pi) \). Set
\[
a = \pi[(x, y)^-], \quad c = \pi[(x, y)\uparrow],
\]\[
b = \pi[(x, y)\downarrow], \quad d = \pi[(x, y)^\leftarrow].
\]
Since \((x, y) \in \text{Skip}(\pi)\), then either \(a < b\) or \(c < d\). Let \(k\) be the column containing rank \(a\). Since \(a\) and \(c\) are above the path, \(a_k\) and \(c_y\) are highlighted in \(w\). Since \(b\) and \(d\) are below the path, \(b_y\) and \(d_{k+1}\) are not highlighted in \(w\). If \(a < b\), since \(a\) is in the same row of \((x, y)\) we have
\[
\psi[a_k, b_y] = q_y,
\]
where \(q = \gamma(x, y)\). If \(c < d\), since \(c\) is in the same column of \((x, y)\) we have
\[
\varphi[c_y, d_{k+1}] = q_y,
\]
where \(q = \gamma(x, y)\). Hence \(\psi\) is surjective, and since \(f\) is bijective then \(\varphi\) is a bijection.

Since \(\varphi\) is a bijection it follows that \(\text{skip}(w) = \text{skip}(\pi)\). \(\square\)

Note that in an \((m, n)\)-diagram \(D\), each of the ranks in the rightmost column is negative as well as each rank in the bottom row. If we disregard the rightmost column and bottom row, we see that there are \((m - 1)(n - 1)\) ranks remaining in the diagram. If \(\gamma(u, v) = a\) then
\[
a = mn - un - (n - v + 1)m.
\]
Consider,
\[
\gamma(m - u, n - v + 2) = mn - (m - u)n - [n - (n - v + 2) + 1]m
\]
\[
= un + (-v + 1)m
\]
\[
= -mn + un + (n - v + 1)m
\]
\[
= -a,
\]
and 0 does not appear in the set of ranks. Therefore, half of the ranks are positive and half are negative. Thus there are \(\frac{(n-1)(m-1)}{2}\) positive ranks.

Define
\[
\text{dinv}(w) = \frac{(n-1)(m-1)}{2} - \text{area}(w) - \text{skip}(w)
\]
and the fact
\[
\text{dinv}(w) = \text{dinv}(\Pi(w))
\]
follows from the fact that there are \(\frac{(n-1)(m-1)}{2}\) positive ranks.

2.3. Generating Functions of \((m, n)\)-Rank Words. Let \(m, n\) be positive coprime integers. Define the generating function
\[
W_{m,n}(b, q, t) = \sum_w t^{\text{skip}(w)} q^{\text{dinv}(w)} t^{\text{area}(w)}
\]
where the sum is over all \((m, n)\)-rank words \(w\). Since for fixed \(m, n\) the number of positive ranks is \(\frac{(n-1)(m-1)}{2}\), the generating function is homogeneous of degree \(\frac{(n-1)(m-1)}{2}\).

Theorem 21. For positive coprime integers \(m, n\),
\[
W_{m,n}(1, q, t) = C_{m,n}(q, t)
\]
Proof. We showed that there is a one-to-one correspondence between \((m,n)\)-rank words \(w\) and \((m,n)\)-Dyck paths \(\Pi(w)\). Furthermore, since \(\text{area}(w) = \text{area}(\Pi(w))\) and \(\text{dinv}(w) = \text{dinv}(\Pi(w))\),

\[
W_{m,n}(1,q,t) = \sum_{w} q^{\text{dinv}(w)}t^{\text{area}(w)}
\]

(14)

\[
= \sum_{\Pi(w)} q^{\text{dinv}(\Pi(w))}t^{\text{area}(\Pi(w))}
\]

(15)

\[
= C_{m,n}(q,t).
\]

(16)

□

3. The Case \(m = 3\)

When \(m = 3\) and \(n\) is not divisible by 3, rank words can be used to create a correspondence between certain integer triples and \((3,n)\)-Dyck paths. Note that for any \((3,n)\)-Dyck path there are no positive ranks in the third column. Further, by Corollary 8, any cell in the second column that is above a \((3,n)\)-Dyck path \(\pi\) lies in \(\text{Dinv}(\pi)\).

Proposition 22. Let \(\pi\) be a \((3,n)\)-Dyck path. Any cell \((1,v)\) in the first column and above \(\pi\) that is in \(\text{Skip}(\pi)\) must satisfy one of the following:

\[
\text{arm}(1,v) = 1 \quad \text{and} \quad \text{leg}(1,v) < \frac{n}{3} - 1,
\]

(17)

or

\[
\text{arm}(1,v) = 0 \quad \text{and} \quad \text{leg}(1,v) > \frac{n}{3}.
\]

(18)

Proof. Let \((1,v)\) be a cell in the first column above the path \(\pi\) that is not in \(\text{Dinv}(\pi)\).

Suppose \(\text{arm}(1,v) = 1\). Then

\[
\gamma[(1,v)\rightarrow] < 0 < \gamma[(1,v)\downarrow].
\]

So for \((1,v) \in \text{Skip}(\pi)\) it must be that

\[
\gamma(1,v) - 3 \cdot \text{leg}(1,v) + 1 = \gamma[(1,v)\uparrow] > \gamma[(1,v)\downarrow] = \gamma(1,v) - n,
\]

or

\[
3 \cdot \text{leg}(1,v) + 1 < n.
\]

By solving for \(\text{leg}(1,v)\) we get the desired inequality.

Suppose that \(\text{arm}(1,v) = 0\). Then

\[
\gamma[(1,v)\uparrow] < \gamma(1,v) = \gamma[(1,v)\downarrow].
\]

So for \((1,v) \in \text{Skip}(\pi)\) it must be that

\[
\gamma(1,v) - n = \gamma[(1,v)\rightarrow] > \gamma[(1,v)\downarrow] = \gamma(1,v) - 3 \cdot \text{leg}(1,v),
\]

or

\[
n < 3 \cdot \text{leg}(1,v).
\]

By solving for \(\text{leg}(1,v)\) we get the desired inequality. □

These propositions tell us that the only cells above a path that are in \(\text{Skip}\) are those without a cell immediately to the right above the path with many cells below, or those with a cell immediately to the right above the path with few cells below. Thus we can have one case or the other, but not both. This leads us to an important specialization of \(\text{skip}\) when \(m = 3\).
Theorem 23. For a \((3, n)\)-rank word \(w\), \(\text{skip}(w)\) is equal to the number of unhighlighted letters with a highlighted letter immediately to the left.

**Proof.** What this theorem states is that for each equivalence class in \(|S/\sim|\) there is a unique representative \((a_k, b_\ell)\) where \(a_k\) appears immediately to the left of \(b_\ell\). Let \((c_r, d_t)\) be an ordered pair of letters in \(w\) where \(c_r\) is highlighted, \(d_t\) is unhighlighted and \(c_r\) appears to the left of \(d_t\), but not necessarily immediately to the left. Set \(a_k\) to be the rightmost highlighted entry to the left of \(d_t\) and set \(b_\ell\) to be the leftmost unhighlighted entry to the right of \(a_k\). Note that it is possible that \(a_k = c_r\) or \(b_\ell = d_t\).

Recall that if a letter is unhighlighted then every letter with the same color lying to the left must also be unhighlighted. Since the only possible colors are 1 and 2 it is immediate that \(k = r\) and \(\ell = t\). Therefore,

\[(c_k, d_\ell) \sim (c_k, b_\ell) \sim (a_k, b_\ell).\]

This shows that every equivalence class contains a pair of letters that are adjacent in the rank word. Suppose that \((a_k, b_\ell) \sim (c_r, d_t)\) where \(a_k\) is immediately left of \(b_\ell\) and \(c_r\) is immediately left of \(d_t\) in the rank word. For these ordered pairs to be equivalent, it must be that either \(k = r\) or \(\ell = t\). Since the only available colors are 1 and 2 and \(r \neq t\), \(k \neq \ell\), it must follow that \(k = r\) and \(\ell = t\).

From the equivalence relation it must be true that either

\[a \equiv c \pmod{n} \quad \text{or} \quad b \equiv d \pmod{n}.\]

If \(b \equiv d \pmod{n}\) then in the corresponding Dyck path the cells containing ranks \(b\) and \(d\) must be in the same row. However, \(\ell = t\) so the cells are also in the same column. Therefore \(b = d\). Since \(b_\ell = d_t\), and \(a_k\) is immediately left of \(b_\ell\) and \(c_r\) is immediately left of \(d_t\) it follows that \(a_k = c_r\).

If \(a \equiv c \pmod{n}\) then the result is the same. So \(\text{skip}(w)\) is the number of unhighlighted letters in \(w\) with a highlighted letter immediately to the left. \(\Box\)

3.1. **The rank word construction algorithm.** A triple of non-negative integers \((a, d, s)\) is said to be a Dyck triple if \(s \leq \min\{a, d\}\) and \(a + d + s + 1\) is not divisible by 3. From a Dyck triple, by setting \(n = a + d + s + 1\), we will describe how to construct a unique \((3, n)\)-rank word and from this rank word we can construct a unique Dyck path, as originally presented in \([KL15]\).

**Data:** A Dyck triple \((a, d, s)\)

**Result:** Construct a \((3, n)\)-rank word where \(n = a + d + s + 1\).

Write the empty \((3, n)\)-word and highlight the rightmost (largest) \(d\) ranks in the rank word.

for \(i = 1\) to \(s\) do
  Let \(r_i\) be the smallest unhighlighted rank with a highlighted rank immediately to the right. Find the largest rank that is less than \(r\) with color not equal to \(c\) and highlight it.
end

The rank word construction algorithm

**Example 24.** Suppose that we wish to construct a \((3, 8)\)-rank word from integers

\[a = 3, \quad d = 2, \quad s = 2.\]
First we write the ranks and color them:

\[ 1_1 \quad 2_2 \quad 4_1 \quad 5_2 \quad 7_1 \quad 10_1 \quad 13_1 \, . \]

We highlight the largest \( d = 2 \) ranks:

\[ 1_1 \quad 2_2 \quad 4_1 \quad 5_2 \quad 7_1 \quad 10_1 \quad 13_1 \, . \]

The smallest unhighlighted rank with a highlighted rank immediately to the right is \( 7_1 \) so we highlight the next largest rank with color 2:

\[ 1_1 \quad 2_2 \quad 4_1 \quad 5_2 \quad 7_1 \quad 10_1 \quad 13_1 \, . \]

Since \( s = 2 \) we repeat this process one more time with the selected rank 4_1:

\[ 1_1 \quad 2_2 \quad 4_1 \quad 5_2 \quad 7_1 \quad 10_1 \quad 13_1 \, . \]

**Example 25.** The \((3,8)\)-rank word constructed from the integers

\[ a = 5, \quad d = 1, \quad s = 1 \]

is

\[ 1_1 \quad 2_2 \quad 4_1 \quad 5_2 \quad 7_1 \quad 10_1 \quad 13_1 \, . \]

**Proposition 26.** Given a Dyck triple \((a,d,s)\) set \( n = a + d + s + 1 \). The rank word construction algorithm will give a valid \((3,n)\)-rank word.

**Proof.** We need to show that there are enough ranks to perform \( s \) skips. A \((3,n)\)-word consists of all of the positive ranks of the form \( mn - un - 3v \) where \( u, v \geq 1 \). So the largest \( \lceil n/3 \rceil \) ranks have color 1 and then the ranks alternate colors.

If \( d \geq \lceil n/3 \rceil \) then each skip corresponds to two entries, one skipped and one not skipped. So we need \( 2s + d \leq s + a + d \), which is true. If \( d < \lceil n/3 \rceil \) then the first skip and the rightmost \( d \) entries together encompass \( \lceil n/3 \rceil + 1 \) of the total entries. The remaining skips then correspond to two entries. Again, we need \( 2(s - 1) + \lceil n/3 \rceil + 1 \leq s + a + d \), which is equivalent to

\[ (19) \quad s - 1 + \lceil n/3 \rceil \leq a + d. \]

Recall that area is the unhighlighted entries. Since there were \( \lceil n/3 \rceil - d \) skipped entries at the first skip and \( s - 1 \) skipped entries in the middle, \( a \geq \lceil n/3 \rceil - d + s - 1 \), which is exactly inequality \((19)\). \( \square \)

**Corollary 27.** If \((a_1,d_1,s_1)\) and \((a_2,d_2,s_2)\) are distinct Dyck triples with constructed rank words \( w_1 \) and \( w_2 \), respectively, then \( w_1 \neq w_2 \).

**Proof.** If \( d_1 \neq d_2 \), then the rank word construction algorithm would highlight different numbers of letters on the right, so \( w_1 \neq w_2 \). If \( s_1 \neq s_2 \) then the number of unhighlighted letters with highlighted letters to the immediate left would be different, so \( w_1 \neq w_2 \). If \( a_1 \neq a_2 \) then the number of unhighlighted letters would be different, so \( w_1 \neq w_2 \). \( \square \)
3.2. Correspondence of \((3, n)\)-rank words. We have shown that a Dyck triple \((a, d, s)\) with \(n = a + d + s + 1\) corresponds to a unique \((3, n)\)-rank word and thus to a unique \((3, n)\)-Dyck path. Now we will address the converse and show that every \((3, n)\)-Dyck path corresponds to a triple of non-negative integers \((a, d, s)\) with \(s \leq \min \{a, d\}\) and \(a + d + s + 1 = n\).

**Proposition 28.** If \(w\) is a \((3, n)\)-rank word then \(\text{skip}(w) \leq \text{dinv}(w)\) and \(\text{skip}(w) \leq \text{area}(w)\).

**Proof.** Suppose that \(\pi = \pi(w)\) is the \((3, n)\)-Dyck path corresponding to \(w\). If \(\text{skip}(w) = 0\) then the result is obvious, so assume that \(\text{skip}(w) > 0\). Since each skip corresponds to an unhighlighted letter in \(w\) with a highlighted letter immediately to the left, there must be at least as many unhighlighted letters in \(w\) as skip. Thus \(\text{skip}(w) \leq \text{area}(w)\).

If \(r_c\) is an unhighlighted letter in \(w\) with a highlighted letter to the immediate left then every unhighlighted letter with a highlighted letter to the left must be colored \(c\).

*Case 1: Suppose that \(c = 2\). Every rank of color 1 that lies to the right of \(r_c\) is highlighted. Thus the \(\lceil n/3 \rceil\) rightmost ranks, which are all colored 1, must be highlighted. Since the number of cells of color 2 is \(\lceil n/3 \rceil < \lfloor n/3 \rfloor \leq d\) it must follow that \(\text{skip}(\pi) < \text{dinv}(\pi)\).

*Case 2: Suppose that \(c = 1\). Then every unhighlighted letter with a highlighted letter immediately to the left must be colored 1 and the highlighted letter immediately to the left must be colored 2. Thus skip corresponds to the number of letters of color 2 appearing to the left of unhighlighted letters of color 1. Each such letter of color 2 must correspond to a cell in column 2 of \(\pi\) that is above the path. But these cells are in \(\text{Dinv}(\pi)\). So \(\text{skip}(w) \leq \text{dinv}(w)\). \qed

This leads us to the following proposition:

**Proposition 29.** Suppose that \(\pi\) is a \((3, n)\)-Dyck path and set

\[
a = \text{area}(\pi), \quad d = \text{dinv}(\pi), \quad s = \text{skip}(\pi).
\]

The rank word obtained from the Dyck triple \((a, d, s)\) is the rank word of \(\pi\).

**Proof.** To construct a \((3, n)\)-Dyck path it is equivalent to choose a number of cells in the first column as well as a number of cells in the second column (subject to constraints) to be above the path. This is essentially choosing a number of entries colored 1 as well as a number of entries colored 2 in the rank word to highlight. Moreover, all of the highlighted entries of a specific color must be the rightmost entries, i.e. if \(r_c\) is a highlighted rank and \(t_c\) is another rank with \(t > r\), then \(t_c\) must be highlighted as well. Suppose that there are \(k\) cells above the path in the first column and \(\ell\) cells above the path in the second column.

*Case 1: Suppose that \(k < n/3\). We will show that \(k = \text{dinv}(\pi)\) and \(\ell = \text{skip}(\pi)\). From Proposition [22] each cell in column one that has arm equal to zero will be in \(\text{Dinv}(\pi)\) because the leg is certainly less than \(n/3\). Every cell in column one that has arm equal to one is in \(\text{Skip}(\pi)\).

Suppose \(\ell > 0\). Consider the upper left cell \((1, n)\). We have \(\text{arm}(1, n) = 1\) and \(\text{leg}(1, n) = k - 1 < \frac{n}{3} - 1\). From Proposition [22] \((1, n) \in \text{Skip}(\pi)\). The other cells in column one with arm one have shorter legs so they will also lie in \(\text{Skip}(\pi)\).

In the rank word constructed from \((a, d, s)\) the rightmost \(\text{dinv}(\pi) = k\) entries will be highlighted, and they are all color 1. Then the remaining rightmost 1-colored entries will be skipped and the rightmost \(\text{skip}(\pi) = \ell\) 2-colored entries will be highlighted. This concludes the proof of this case.

*Case 2: Suppose that \(k > n/3\) and \(k - \ell > \frac{n}{3} + 1\). From Proposition [22] \(\text{skip}(\pi)\) is equal to the number of cells with arm zero and whose leg is greater than \(n/3\). There are \(k - \ell - \lceil n/3 \rceil\) such cells so \(\text{skip}(\pi) = k - \ell - \lceil n/3 \rceil\) and \(\text{dinv}(\pi) = 2\ell + \lceil n/3 \rceil\).

In the rank word constructed from \((a, d, s)\) there are \(\lceil n/3 \rceil\) entries with color 1 on the right and then the entries alternate in color, beginning with 2. Thus we will highlight \(\lceil n/3 \rceil\) color 1 entries,
then \( \ell \) entries with color 2 and \( \ell \) entries with color 1. Since the last entry we highlighted was 1, we will begin skipping color 2 entries and highlight \( k - \ell - \lceil n/3 \rceil \) color 1 entries. Therefore the rightmost \( \ell \) color 2 entries are highlighted and the rightmost \( \lceil n/3 \rceil + \ell + (k - \ell - \lceil n/3 \rceil) = k \) color 1 entries are highlighted. This completes the proof for this case.

**Remark** Suppose that \( k > n/3 \) and \( k - \ell < \frac{n}{3} + 1 \). From Proposition 22 skip(\( \pi \)) is equal to the number of cells with arm equal to one and whose leg is less than \( \frac{n}{3} - 1 \). There are \( \ell - k + \lceil n/3 \rceil \) of these. Thus skip(\( \pi \)) = \( \ell - k + \lceil n/3 \rceil \) and \( \text{dinv}(\pi) = 2k - \lceil n/3 \rceil \).

In the rank word constructed from \((a, d, s)\) there are \( \lceil n/3 \rceil \) color 1 entries on the right and then the entries alternate in color, beginning with 2. Thus we will highlight \( \lceil n/3 \rceil \) color 1 entries. Then we will highlight \( 2k - \lceil n/3 \rceil - \lceil n/3 \rceil = 2k - 2 \cdot \lceil n/3 \rceil - 1 \) entries: \( k - \lceil n/3 \rceil \) color 2 entries and \( k - \lfloor n/3 \rfloor - 1 \) color 1 ones. Then we will highlight \( \ell - k + \lceil n/3 \rceil \) color 2 entries at the same time skip \( \ell - k + \lfloor n/3 \rfloor \) color 1 entries. So we have highlighted \( \lfloor n/3 \rfloor + k - \lfloor n/3 \rfloor - 1 = k \) entries with color 1 and \( k - \lceil n/3 \rceil + \ell - k + \lfloor n/3 \rfloor = \ell \) entries with color 2. This completes the proof. \( \square \)

Therefore, distinct Dyck triples will construct distinct \((3, n)\)-rank words and therefore distinct \((3, n)\)-Dyck paths. Similarly, if \( \pi, \psi \) are three-column Dyck paths such that

\[
\text{area}(\pi) = \text{area}(\psi),
\]

\[
\text{dinv}(\pi) = \text{dinv}(\psi),
\]

\[
\text{skip}(\pi) = \text{skip}(\psi),
\]

then they would give the same Dyck triple, and therefore the same rank word, and so they would have to be identical Dyck paths.

**Remark** Suppose that \( \pi \) is a \((3, n)\)-Dyck path. Since \( \text{skip}(\pi) \leq \text{area}(\pi) \) and \( \text{skip}(\pi) \leq \text{dinv}(\pi) \), the maximum value for \( \text{skip}(\pi) \) occurs when \( \text{area}(\pi) \) and \( \text{dinv}(\pi) \) are close together, yet minimal. Thus \( \text{skip}(\pi) \leq \lceil n/3 \rceil \).

### 3.3. Generating functions when \( m = 3 \).

**Corollary** Suppose that \( n > 1 \) is an integer that isn’t divisible by 3. Then

\[
W_{3,n}(b, q, t) = \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot s_{n-1-2i,j}(q, t),
\]

where \( \{s_{\lambda}\}_\lambda \) is the Schur basis of symmetric functions.

**Proof.** For each \( i = 0, \ldots, \lfloor n/3 \rfloor \), let

\[
a_j(i) = n - 1 - 2i - j
\]

\[
d_j(i) = i + j.
\]

Then for each \( 0 \leq j \leq n - 1 - 3i \), the triple of non-negative integers \((a_j(i), d_j(i), i)\) satisfies

\[
a_j(i) + d_j(i) + i = n - 1, \quad \text{and} \quad i \leq \min \{a_j(i), d_j(i)\},
\]

so it is a Dyck triple. Therefore,

\[
W_{3,n}(b, q, t) = \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot \sum_{j=0}^{n-1-2i} q^{d_j(i)} t^{a_j(i)}
\]

\[
= \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot \sum_{j=0}^{n-1-3i} q^{i+j} t^{n-1-2i-j}.
\]
But $\sum_{j=0}^{n-1-3i} q^{i+j} t^{n-1-2i-j} = s_{n-1-2i,i}(q,t)$. This completes the proof.

**Corollary 32.** Suppose that $n > 1$ is an integer that isn’t divisible by 3. The $(3,n)$-rational $q,t$-Catalan polynomial is symmetric in $q$ and $t$.

**Proof.** Since Schur functions are symmetric functions,

$$W_{3,n}(b,q,t) = \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot s_{n-1-2i,i}(q,t) = \sum_{i=0}^{\lfloor n/3 \rfloor} b^i \cdot s_{n-1-2i,i}(t,q) = W_{3,n}(b,t,q).$$

Theorem 21 shows that $W_{3,n}(1,q,t) = C_{3,n}(q,t)$. So $C_{3,n}(q,t) = W_{3,n}(1,q,t) = W_{3,n}(1,t,q) = C_{3,n}(t,q)$.

To construct a bijection on the set of $(3,n)$-Dyck paths that exchanges $\text{dinv}$ with $\text{area}$:

1. Let $\tau$ be a $(3,n)$-Dyck path.
2. Find the statistics $(\text{area}(\pi), \text{dinv}(\pi), \text{skip}(\pi))$.
3. Use the $(3,n)$-rank word construction algorithm to find the $(3,n)$-rank word $w$ with Dyck triple

   $$a = \text{dinv}(\pi), \quad d = \text{area}(\pi), \quad \text{and} \quad s = \text{skip}(\pi).$$

4. Find the unique $(3,n)$-Dyck path corresponding to $w$, $\tau = \Pi(w)$.
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