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In this paper, following the previous study, we evaluate the spectrum of gravitational wave background generated by domain walls which are produced if some discrete symmetry is spontaneously broken in the early universe. We apply two methods to calculate the gravitational wave spectrum: One is to calculate the gravitational wave spectrum directly from numerical simulations, and another is to calculate it indirectly by estimating the unequal time anisotropic stress power spectrum of the scalar field. Both analyses indicate that the slope of the spectrum changes at two characteristic frequencies corresponding to the Hubble radius at the decay of domain walls and the width of domain walls, and that the spectrum between these two characteristic frequencies becomes flat or slightly red tilted. The second method enables us to evaluate the GW spectrum for the frequencies which cannot be resolved in the finite box lattice simulations, but relies on the assumptions for the unequal time correlations of the source.
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I. INTRODUCTION

Gravitational wave (GW) is one of the robust predictions of general relativity, and expected to be detected in the next decades. Since GWs have few interactions with matter and radiation, they propagate almost freely after their production. Therefore, analogously to the cosmic microwave background, the search for a stochastic background of GWs will give us rich informations about the early universe which has not been probed by electromagnetic waves. Various mechanisms to generate GW backgrounds have been proposed, such as inflation [1], (p)reheating after inflation [2–6], cosmic strings [7,8], and first order phase transitions [9–12]. In addition to them, we propose that domain walls, which are surface like topological defects produced when a discrete symmetry is spontaneously broken, can be another source of the stochastic background of GWs. The existence of domain walls is cosmologically unacceptable, since they eventually overclose the universe [13]. However, if domain walls are unstable and decay at a sufficiently early time [14,15], the energy stored in them would be radiated as GWs, which become the stochastic background observed today [16,17]. There are several particle physics models which predict such phenomena. For instance, the spontaneous breaking of the discrete R symmetry in the theory with supersymmetry induces domain walls which decay when the Hubble parameter becomes comparable to the scale of the gravitino mass [18,19]. Also, the theory of axions, which was introduced in order to solve the strong CP problem of quantum chromodynamics, naturally predicts the existence of domain walls [20,21]. Therefore, the observation of the stochastic background of GWs produced by domain walls can become another probe of the theory beyond the standard model of particle physics.

The stochastic background of GWs of cosmological origin is expected to be isotropic, stationary and unpolarized, and therefore characterized by its frequency spectrum [22]. In the previous study [17], we calculated the spectrum of GWs produced by domain walls based on the numerical simulation of the scalar field in the expanding universe. The results were straightforwardly obtained, and it was shown that GWs from domain walls have a broad and nearly flat spectrum. However, in the previous work, we chose the energy scale of the symmetry breaking as an unrealistic value \( \eta \approx 10^{17} \text{GeV} \) in order to follow the domain wall evolution from the initial thermal state, and simply extrapolated the numerical result to predict the spectrum observed today. This estimation gives the large uncertainty, which can be a factor of \( O(10^{\pm 1}) \) in the magnitude of GWs. Furthermore, we put the thermal initial condition for numerical simulations, which made an additional peak at high frequencies in the GW spectrum. This might contaminate the spectrum of GWs purely generated from domain walls. In order to remove these difficulties and give more accurate predictions for future observations, it is necessary to investigate further about the spectrum of GWs.

In this work, we apply two approach to evaluate the spectrum of GWs produced by domain walls. First, we perform three dimensional lattice simulation of domain walls, and calculate the GW spectrum directly from the results of the numerical simulations. This procedure is similar to that in our previous work, but we work with different setups: While we performed the calculations only for radiation dominated background in the previous
work, we calculate the GW spectrum both in radiation and matter dominated backgrounds. Furthermore, we do not assume the coupling with the thermal bath. In this case, the GW spectrum would represent the feature of that purely produced by domain walls. This analysis will confirm and clarify the features of the GW spectrum which we found in the previous work. Second, we reevaluate the GW spectrum indirectly by using the anisotropic stress power spectrum obtained from numerical simulations. For the evaluation of the GW spectrum, we introduce the same approximations which has been used to calculate the spectrum of GWs generated by first order phase transitions \cite{24,25}. This method depends on various assumptions about the source of GWs, but it might become an alternative way which enables us to evaluate the GW spectrum without relying on numerical simulations with a long dynamical range.

This paper is organized as follows. In section II, we describe a notation to calculate GWs and derive a formula which gives the spectrum of GWs produced in the arbitrarily expanding background. Then, we present the results of numerical simulations and discuss the features of the spectrum of GWs produced by domain walls in section III. In section IV, we take another approach and reevaluate the GW spectrum. We also give forecasts for future observations based on the result of the analysis performed there. Finally we conclude in section V.

II. A STOCHASTIC GRAVITATIONAL WAVE BACKGROUND IN THE EXPANDING UNIVERSE

In this section, we derive basic equations for GWs produced in arbitrary expanding background. We consider a spatially flat Friedmann-Robertson-Walker background in which GWs are represented by the spatial metric perturbation

\[ ds^2 = -dt^2 + a^2(t)(\delta_{ij} + h_{ij})dx^idx^j, \]

where \( h_{ij} \) satisfies the transverse-traceless (TT) condition \( \partial_i h_{ij} = h_i^i = 0 \). Since we will investigate the generation of GWs in both radiation and matter dominated background, it is convenient to consider the arbitrarily expanding background where the scale factor evolves as

\[ a(t) \propto t^\alpha \propto t^\beta, \]

where \( \beta \) is conformal time defined by \( d\tau = dt/a \).

The metric perturbations \( h_{ij} \) obey the linearized Einstein equation

\[ \ddot{h}_{ij}(t, x) + 3H\dot{h}_{ij}(t, x) - \frac{\nabla^2}{a^2}h_{ij}(t, x) = \frac{16\pi G}{a^2}T_{ij}^{TT}(t, x), \]

where a dot denotes a derivative with respect to cosmic time \( t \) and \( T_{ij}^{TT} \) is the TT part of the stress-energy tensor. If we work in spatial Fourier space and change time variable from cosmic time \( t \) into conformal time \( \tau \), this equation gives

\[ h''_{ij}(\tau, x) + \frac{2\alpha}{\tau}h'_{ij}(\tau, k) + k^2h_{ij}(\tau, k) = \frac{16\pi G\alpha}{k^2}T_{ij}^{TT}(\tau, k), \]

where a prime denotes a derivative with respect to conformal time \( \tau \). Defining the rescaled metric

\[ \bar{h}_{ij} = a h_{ij}, \]

we obtain

\[ \left[ \frac{\partial^2}{\partial x^2} + \left( 1 - \frac{4\nu^2 - 1}{4x^2} \right) \right] \bar{h}_{ij}(\tau, k) = \frac{16\pi G\alpha}{k^2}T_{ij}^{TT}(\tau, k), \]

where \( x = k\tau \), and \( \nu \) is defined by

\[ \nu = \alpha - \frac{1}{2} = \frac{3\beta - 1}{2(1 - \beta)}. \]

Let us assume that the source term \( T_{ij}^{TT} \) is nonzero during the interval \( \tau_i \leq \tau \leq \tau_f \). The solution of eq. (9) with initial conditions \( \bar{h}_{ij}(\tau_i) = \bar{h}_{ij}'(\tau_i) = 0 \) is given by the time integral of the source term convoluted with a Green function

\[ \bar{h}_{ij}(\tau, k) = \frac{8\pi^2 G}{k^2} \int_{\tau_i}^{\tau_f} dy(yx)^{1/2} [N_\nu(x)J_\nu(y) - J_\nu(x)N_\nu(y)] a(y) T_{ij}^{TT}(y, k) \]

for \( \tau \leq \tau_f \),

where \( J_\nu(x) \) and \( N_\nu(x) \) are Bessel function and Neumann function, respectively. Note that this is just a generalization of the Green function solution obtained in \cite{2} for the radiation dominated background. Substituting \( \nu = 1/2 \), one can easily check that eq. (9) reduces to the result in the radiation dominated universe derived in \cite{2}.

After the time \( \tau_f \), the source term becomes negligible in eq. (9), and \( \bar{h}_{ij} \) is given by a linear combination of two
The coefficients $A_{ij}$ and $B_{ij}$ are determined by matching the solution given by eq. (8) with eq. (9) at $\tau = \tau_f$. We obtain
\begin{align*}
A_{ij}(k) &= \frac{8\pi^2 G}{k^2} \int_{x_i}^{x_f} dx \sqrt{x_0(x)} N_\nu(x) T_{ij}^{TT}(x, k), \\
B_{ij}(k) &= \frac{8\pi^2 G}{k^2} \int_{x_i}^{x_f} dx \sqrt{x_0(x)} J_\nu(x) T_{ij}^{TT}(x, k). \\
\end{align*}

Let us define a dimensionless anisotropic stress tensor
\[ a^{-2}(\tau) T_{ij}^{TT}(\tau, k) = (\rho + p) \Pi_{ij}(\tau, k), \tag{11} \]
where $\rho$ is the background homogeneous energy density and $p$ is the background homogeneous pressure. We assume that the source is statistically homogeneous and isotropic, and introduce the unequal time correlator of the anisotropic stress tensor
\[ \langle \Pi_{ij}(\tau_1, k) \Pi_{ij}^*(\tau_2, k') \rangle \equiv (2\pi)^3 \delta(3)(k - k') \Pi(k, \tau_1, \tau_2), \tag{12} \]
where $\langle \cdots \rangle$ denotes an ensemble average for a stochastic background. We note the following relations
\begin{align*}
\tau H a(\tau) &= \alpha = \frac{\beta}{1 - \beta}, \tag{13} \\
\beta &= \frac{2}{3(1 + w)}, \tag{14} \\
\end{align*}
where $w$ is a mean equation of state defined by $p = w\rho$. By using these relations, we can rewrite eq. (10) as
\begin{align*}
A_{ij}(k) &= -\frac{2\pi \beta}{(1 - \beta)^2} \int_{x_i}^{x_f} dx x^{-3/2} a(x) N_\nu(x) \Pi_{ij}(x, k), \\
B_{ij}(k) &= \frac{2\pi \beta}{(1 - \beta)^2} \int_{x_i}^{x_f} dx x^{-3/2} a(x) J_\nu(x) \Pi_{ij}(x, k). \\
\end{align*}

The energy density of GWs is given by (see e.g. [26])
\[ \rho_{gw} = \frac{1}{32\pi G} \langle \dot{h}_{ij}(t, x) \dot{h}_{ij}(t, x) \rangle \]
\[ \simeq \frac{1}{32\pi G a^4(\tau)} \langle \dot{h}_{ij}(\tau, x) \dot{h}_{ij}(\tau, x) \rangle, \tag{16} \]
where we neglected the terms with higher order in $aH$ in the second equality, since we assume that the wavelength of GWs is well inside the Hubble radius at the time $\tau$ ($k\tau \gg 1$). Substituting eqs. (9) and (15) into eq. (10), and using eq. (12), we obtain
\begin{align*}
\rho_{gw}(t) &= \frac{1}{32\pi G a^4(t)} \int \frac{d^3k}{(2\pi)^3} k^2 \frac{4\pi^2 \beta^2}{(1 - \beta)^4} \\
&\times \left\{ \int_{x_i}^{x_f} dx_1 a(x_1) N_\nu(x_1) \int_{x_i}^{x_f} dx_2 a(x_2) N_\nu(x_2) \Pi(k, \tau_1, \tau_2) \\
&+ \int_{x_i}^{x_f} dx_1 a(x_1) J_\nu(x_1) \int_{x_i}^{x_f} dx_2 a(x_2) J_\nu(x_2) \Pi(k, \tau_1, \tau_2) \right\}, \tag{17} \\
\end{align*}
where we used the approximations for $k\tau \gg 1$
\begin{align*}
J_\nu(k\tau) &\rightarrow \sqrt{\frac{2}{\pi(k\tau)}} \cos \left( k\tau - \frac{\nu\pi}{2} - \frac{\pi}{4} \right), \\
N_\nu(k\tau) &\rightarrow \sqrt{\frac{2}{\pi(k\tau)}} \sin \left( k\tau - \frac{\nu\pi}{2} - \frac{\pi}{4} \right), \tag{18} \\
\end{align*}
and averaged over a period of the oscillation of sine and cosine with time. We define the fraction of the energy density of GWs at the time $t$ as
\[ \Omega_{gw}(t) = \frac{1}{\rho(t)} \frac{d\rho_{gw}(t)}{d\ln k}. \tag{19} \]
Note that, it is not the value which would be observed at the present time. We introduce this notation for convenience to present the result of numerical simulations. We will convert it into the spectrum of GWs observed today in section IV.1. Substituting eq. (17) into eq. (19), we finally obtain

\[
\Omega_{gw}(t) = \frac{k^3}{6\pi(1-\beta)^2} \int_{x_i}^{x_f} \frac{dx_1}{x_1} a(x_1) \int_{x_i}^{x_f} \frac{dx_2}{x_2} a(x_2) \left[ N_\nu(x_1)N_\nu(x_2) + J_\nu(x_1)J_\nu(x_2) \right] \Pi(k,\tau_1,\tau_2),
\]

where we used \( \rho(t) = \frac{3}{8\pi} H^2(t) \).

In the previous work [14], the spectrum of GWs was directly obtained by calculating TT part of the stress-energy tensor \( T_{ij}^{TT} \) in numerical simulations. Another way to evaluate the spectrum of GWs is to estimate the anisotropic stress power spectrum \( \Pi(k,\tau_1,\tau_2) \) and use eq. (20). We will evaluate in both ways and compare the results. The advantage of using eq. (20) is that we can decompose the origin of \( k \) dependence of \( \Omega_{gw} \). The tilt of the spectrum is determined by the \( k \) dependence in \( \Pi(k,\tau_1,\tau_2) \) and the time integral of the Green function. This decomposition might be helpful to understand the precise form of the GW spectrum, as we see in section IV.

III. NUMERICAL SIMULATION OF DOMAIN WALLS

In this section, we show the results of numerical simulations. We consider the simple model of real scalar field \( \phi \) in which discrete \( Z_2 \) symmetry is spontaneously broken. The evolution of \( \phi \) in the expanding background is described by the Klein-Gordon equation

\[
\ddot{\phi} + 3H \dot{\phi} - \frac{\nabla^2 \phi}{a^2} + \frac{dV}{d\phi} = 0,
\]

where the potential is given by

\[
V(\phi) = \frac{\lambda}{4} (\phi^2 - \eta^2)^2.
\]

This potential has \( Z_2 \) symmetry under which the scalar field transforms as \( \phi \to -\phi \). This symmetry is spontaneously broken and scalar field gets vacuum expectation value \( \langle \phi \rangle = \pm \eta \). Domain walls can be formed around the region where the value of the classical field changes from \( -\eta \) to \( +\eta \).

If such domain walls were created in the early universe and survived until today, they eventually come to overclose the energy density of the universe and disturb the success of standard cosmology [13]. One way to avoid this problem is to introduce a term in the potential which explicitly breaks the discrete symmetry and lifts the degeneracy of vacua [14, 15]. If such a term exists, walls become unstable and eventually disappear. We model this effect by adding a term

\[
\delta V = \epsilon \eta \phi \left( \frac{1}{3} \phi^2 - \eta^2 \right),
\]

to the potential given by eq. (22). The dimensionless parameter \( \epsilon \), which we call “bias”, controls the magnitude of energy difference between two vacua and determines the life time of domain walls. We assume that \( \epsilon \) is much smaller than 1 since we are interested in the circumstance in which the discrete symmetry is held approximately. In particular, the condition \( \epsilon < 0.15\lambda \) must be satisfied in order that the infinite size of domain is formed [17].

A. Initial conditions

Eq. (21), which describes the evolution of domain walls, is highly nonlinear and difficult to solve analytically. Then we solve eq. (21) numerically on the three-dimensional lattice. In the previous study [17], scalar field is assumed to be in thermal equilibrium with temperature \( T \), and the initial field configurations are generated by considering finite temperature effects. In this primary thermal stage, the scalar field fluctuations also produce GWs with the spectrum peaked at the frequency corresponding to the mass of the scalar field \( \sim \sqrt{\lambda} \eta \). However, this setup might be irrelevant to our interest to calculate GW spectrum produced by domain walls. The reason is as follows: The amplitude of GWs becomes large enough to observe if domain walls survived for sufficiently long time. This means that the spectrum of GWs produced at the primary stage is negligible compared with that produced by domain walls at the late time. Furthermore, the assumption that the phase transition occurred at \( T \sim \eta \) gives a severe constraint on the range of parameters which we choose to perform realistic simulations. In numerical simulations, we must resolve the width of the wall \( \delta_w \sim \eta^{-1} \) and keep Hubble radius \( H^{-1} \) smaller than the size of the simulation box. If we assume that the temperature is given by \( T \sim \eta \), the ratio of these two length scale is \( \delta_w / H^{-1} \sim \eta / M_P \), where \( M_P \) is the Planck mass. Therefore, we must choose \( \eta \) close to the Planck scale in order to maintain the resolution of the width of domain walls. In numerical simulations performed in [17], the value of \( \eta \) is chosen to be \( 10^{17} \text{GeV} \), and the results of the simulations are extrapolated into lower values of \( \eta \).
However, it is not obvious that this extrapolation is held for arbitrary scale of $\eta$.

To avoid these difficulties, we omit the assumption of thermal initial conditions and give the initial field configurations as Gaussian random amplitudes. In this case, we expect that only domain walls contribute as a source of GWs. In addition, if we normalize all the dimensionful quantities in the unit of $\eta$, the results of numerical simulations become independent of $\eta$. See appendix A for more details of the setup of the simulations.

**B. Evolution of the domain wall networks**

Now, we present the results of numerical simulations. We performed lattice simulations with $256^3$ points in both radiation and matter dominated backgrounds. The comoving size of the simulation box is set to be 50 (in the radiation dominated era) or 24 (in the matter dominated era) in the unit of $\eta^{-1}$. We fix $\lambda = 0.1$ and vary the value of $\epsilon$. The initial time (in the unit of $\eta^{-1}$) is set to be $t_i = 1$. The final time is set to be $t_f = 151$ in the simulation with radiation dominated background and $t_f = 65$ in the simulation with matter dominated background.

Figure 1 shows the time evolution of the area occupied by domain walls in the simulation box. We see that, if $\epsilon \neq 0$, the area density of domain walls decays at late time. It means that domain walls collapse due to the existence of the bias. On the other hand, if $\epsilon = 0$, the comoving area density of domain walls evolves as $\propto t^{-1}$. This property is called the scaling solution [27–31] and corresponds to the fact that the energy density of domain walls evolves like $\rho_{\text{wall}} \sim \sigma/t$, where $\sigma = 2\sqrt{2}\lambda\eta^3/3$ is the surface mass density of the domain wall. Figure 2 shows the time evolution of the energy density of the scalar field. From this figure, we see that the scaling regime in which energy densities evolve as $\propto 1/t$ begins at around $t \simeq 20$.

We calculate the spectra of GWs directly from numerical simulations. The method of the calculation is summarized in Appendix B. Here we present the results of the direct calculations and briefly discuss the features of the spectrum of GWs. We will reevaluate the spectrum of GWs in the next section by using another formalism.

The spectra of GWs obtained from simulations are shown in figure C. The vertical axis represents the amplitude of GWs defined by eq. (19). We normalize it by the dimensionless quantity

$$\Omega_\eta = \frac{\rho_{gw}(t)}{\rho(t_i)} = \frac{8\pi}{33} G^2 \eta^4,$$

where $\rho_{gw}(t) = G\eta^b$ is the energy density of GWs (estimated by using the quadrupole formula of GWs) radiated by a source which has a characteristic scale $\eta$, and $\rho(t_i) = 3H^2(t_i)/8\pi G = 3\beta^2\eta^2/8G$ is the background homogeneous energy density at the initial time of the simulations. We introduce this notation for a convenience to present the numerical results: $\Omega_{gw}(t)/\Omega_\eta$ becomes $O(1)$ at the beginning of the simulation. The horizontal axis represents the comoving wavenumber $k$ normalized by $\eta$. This is not the frequency of GWs, which is given by $f = k/2\pi a(t)$.

From figure C, we see that the spectrum of GWs is almost flat in both radiation dominated and matter dominated backgrounds. In the previous study [17], it is conjectured that this flat spectrum extends roughly between the frequency corresponding to the Hubble radius at the time of the decay of domain walls and that corresponding to the width of domain walls. Let us define comoving wavenumbers $k_h$ and $k_w$, which correspond to the Hubble radius and the width of domain walls, respectively,

$$\frac{k_h}{a(t)} = 2\pi H(t) \quad \text{and} \quad \frac{k_w}{a(t)} = 2\pi \sqrt{3}\lambda \eta.$$

Note that the values of $k_h$ and $k_w$ vary with time. In the present numerical simulations where all of the dimensionful quantities are normalized in the unit of $\eta$, $k_h$ changes from $\pi$ at the initial time to 0.08$\pi$ at the final time in the simulation with radiation dominated background, and it changes from 1.3$\pi$ to 0.33$\pi$ in the simulation with matter dominated background. Also, $k_w$ changes from 0.63$\pi$ to 7.8$\pi$ in the simulation with radiation dominated background, and it changes from 0.63$\pi$ to 10$\pi$ in the simulation with matter dominated background. Therefore, these two scales become separate at the late time of simulations. In fact, we see that the bandwidth of the spectra shown in figure C becomes wider as time passes.

In our previous study [17], the spectrum of GWs had a peak at the high frequency (around $k \lesssim k_w$), and the slope of the spectrum was mildly blue tilted. However, in the present results, the spectrum with $\epsilon = 0$ becomes slightly red tilted as we see in figures C (a) and (c). This difference might be caused by the fact that we use different initial conditions for numerical simulations. The spectrum obtained in [17] contains the GWs produced during the primary thermal stage (see section III A), which is not completely negligible in the time scale of the simulations and gives a peak at the high frequency. Therefore, we expect that if GWs from primary thermal stage become negligible and the source of GWs is
purely domain walls, the spectrum of GWs is almost flat and slightly red tilted. Then, if domain walls collapse, the amplitude of GWs grows at the high frequency as we see in figures 3(b) and (d). This corresponds the fact that the false vacuum regions become small when domain walls decay.

To summarize, the spectrum of GWs obtained by direct numerical calculations indicates that the shape of the spectrum is nearly flat (or slightly red tilted) and the slope of the spectrum seems to change at two characteristic frequencies corresponding to the Hubble radius at the decay of domain walls and the width of domain walls. High frequency modes grow at the late time due to the collapse of domain walls. These properties are seen in both radiation dominated and matter dominated backgrounds.

IV. THE SPECTRUM OF GRAVITATIONAL WAVES FROM DOMAIN WALLS: ANOTHER APPROACH

The lattice simulations revealed that some properties of GWs produced by domain walls, such as the nearly flat spectrum and the existence of two relevant scales (the Hubble radius at the decay of domain walls and the width of domain walls). However, these results have many numerical uncertainties especially in the high and low frequency bands of the spectrum, because of the lack of the spatial resolution in the lattice simulation. In order to remove this difficulty, we take another approach to evaluate the spectrum of GWs and discuss further about the shape of the spectrum of GWs.

In section II we derived eq. (20), which indicates that we can evaluate the GW spectrum if we know the anisotropic stress power spectrum $\Pi(k, \tau_1, \tau_2)$. It is diffi-
FIG. 3: The spectra of gravitational waves obtained by numerical simulations. The top panel shows the results in radiation dominated background with (a) \( \epsilon = 0 \) and (b) \( \epsilon = 0.003 \), and the bottom panel shows that in matter dominated background with (c) \( \epsilon = 0 \) and (d) \( \epsilon = 0.004 \). The different colors correspond to the spectra at different time. The spectra are shown from the time \( t = 31 \) (pink) to \( t = 151 \) (green) with the interval \( \Delta t = 20 \) in the simulation with radiation dominated background, and from the time \( t = 25 \) (pink) to \( t = 65 \) (green) with the interval \( \Delta t = 8 \) in the simulation with matter dominated background.

difficult to evaluate unequal time power spectrum \( \Pi(k, \tau_1, \tau_2) \) without relying some ansatzs about the unequal time correlation of the source of GWs. In section IV A, we describe approximations to evaluate the unequal time correlation functions, which is used to estimate the GW spectrum from first order phase transitions in the literature. Using these approximations, we reevaluate the GW spectra and compare them with the results of direct numerical calculations in section IV B. Then, we comment on the property of the GW spectrum obtained from these analyses in section IV C. Finally, in section IV D, we convert the results into the present-day observables.

A. Approximations for the unequal time correlation functions

We would like to evaluate \( \Pi(k, \tau_1, \tau_2) \) defined by eq. (12). Before estimating this unequal time correlator, let us consider the equal time correlation function. Since this quantity is given as a product of \( T^{TT}_{ij}(\tau, k) \), we hope that it also be computed directly from lattice simulations. To be exact, we can not compute the ensemble average in the left hand side of eq. (12) from a single realization of the numerical simulation. However, we approximately calculate the ensemble average by taking average over a large volume. Thus,

\[
\int \frac{d^2k}{4\pi} \langle \Pi_{ij}(k, \tau)\Pi^*_{ij}(k, \tau) \rangle \approx \int \frac{d^2k}{4\pi} \Pi_{ij}(k, \tau)\Pi^*_{ij}(k, \tau)
\]

is satisfied in the limit \( V \to \infty \), where \( \int d\hat{k}/4\pi \) is an average over the directions of \( k \), and \( V \) is the comoving volume of the simulation box. It is easy to show eq. (26), assuming Gaussian statistics (see e.g. [32]). Using the approximation given by eq. (26), we obtain

\[
\Pi(k, \tau, \tau) \approx \frac{16\pi^2G^2\beta^2}{a^4(\tau)H^4V} \int \frac{d^2k}{4\pi} T^{TT}_{ij}(\tau, k)T^{TT*}_{ij}(\tau, k),
\]
where we replaced the factor \((2\pi)^3 \delta^{(3)}(0) \approx V\). By using eq. \([27]\), we can compute the equal time power spectrum \(\Pi(k, \tau, \tau)\) directly from lattice simulations.

Next, consider the unequal time correlator \(\Pi(k, \tau_1, \tau_2)\). In the recent study of GW generation from bubble collisions \([23]\), it was suggested to use some approximations for the unequal time correlator in order to evaluate the GW power spectrum. These approximations are also applied to evaluate GWs from turbulence and magnetic fields generated by a first-order phase transition \([25]\) (see also \([24]\)).

There are three kinds of approximations:

1. **Totally coherent approximation**
   The source at different time is perfectly correlated, and the unequal time correlator is given by
   \[
   \Pi(k, \tau_1, \tau_2) = \sqrt{\Pi(k, \tau_1, \tau_1)} \sqrt{\Pi(k, \tau_2, \tau_2)}.
   \]  
   (28)

2. **Incoherent approximation**
   The source at different time is not correlated, and the unequal time correlator is given by
   \[
   \Pi(k, \tau_1, \tau_2) = \Pi(k, \tau_1, \tau_1) \delta(\tau_1 - \tau_2) \Delta \tau,
   \]  
   (29)
   where \(\Delta \tau\) is a characteristic time scale for the duration of the source (left as a free parameter).

3. **Top hat approximation**
   The source is correlated for modes with a time separation \(|\tau_1 - \tau_2| < x_c/k\), and the unequal time correlator is given by
   \[
   \Pi(k, \tau_1, \tau_2) = \Pi(k, \tau_1, \tau_1) \Theta(x_c - (\tau_2 - \tau_1)) + \Pi(k, \tau_2, \tau_2) \Theta(x_c - (\tau_1 - \tau_2)),
   \]  
   (30)

\[
\Pi(k, \tau_f, \tau_f)/G^2 \eta = A \left[ 1 + \left( \frac{K_h(\tau_f)}{B} \right)^C \right] \left[ 1 + \left( \frac{K_w(\tau_f)}{D} \right)^E \right]^{-1},
\]  
(31)

where \(K_h(\tau_f)\) and \(K_w(\tau_f)\) are given by
\[
K_h(\tau_f) = k/k_h(\tau_f) = \left( \frac{k}{a} \right) / \left( \frac{2\pi}{H^{-1}} \right) \bigg|_{\tau = \tau_f},
\]
\[
K_w(\tau_f) = k/k_w(\tau_f) = \left( \frac{k}{a} \right) / \left( \frac{2\pi}{(\sqrt{\eta})^{-1}} \right) \bigg|_{\tau = \tau_f}.
\]  
(32)

These are the ratio between the comoving momentum \(k\) and \(k_h\), or \(k_w\), defined by eq. \([25]\) at the conformal time \(\tau_f\). We fit the result of \(\Pi(k, \tau_f, \tau_f)\) obtained from numerical simulations to the function \([31]\) by using the least squares method and determine unknown parameters \(A, B, C, D\) and \(E\) (see appendix \([C]\) for details). The results are shown in table \([I]\). The parameters are fixed with uncertainties of \(O(1) - O(0.1)\)\%.

We note that the amplitude of \(\Pi(k, \tau, \tau)\) grows with time, as we see in figure \([\ref{fig:fig4}]\). To include this property, we model the form of the equal time anisotropic stress power spectrum
\[
\Pi(k, \tau, \tau) \propto \left( \frac{\rho_{\text{grad}}}{\rho} \right)^2 L^3 S(k, \tau),
\]  
(33)
where $\rho_{\text{grad}}$ is the gradient energy density of the source, $L$ is a characteristic scale of the problem, and $S(k, \tau)$ is a dimensionless function of $k$ (and $\tau$) \cite{22}. Since the characteristic scale of domain walls is given by the Hubble radius, it is natural to expect that $L$ is as much as $\tau$. The scaling solution also implies that $\rho_{\text{grad}}$ evolves as $\propto t^{-1} \propto \tau^{-2}$, while $\rho$ evolves as $\propto t^{-2} \propto \tau^{-4}$ in radiation dominated background. Similarly, we expect $\rho_{\text{grad}} \propto \tau^{-3}$ and $\rho \propto \tau^{-6}$ in matter dominated background. Therefore, we expect that the amplitude of the power spectrum evolves as $(\rho_{\text{grad}}/\rho)^2 L^3 \propto \tau^\gamma$, where $\gamma = 7$ in radiation dominated background, and $\gamma = 9$ in matter dominated background. Combining it with eq. (31), we obtain the following expression for the equal time correlator $\Pi(k, \tau, \tau)$

$$\Pi(k, \tau, \tau) = G^2 \eta(\tau \eta)^\gamma S(k, \tau), \quad (34)$$

$$S(k, \tau) \simeq \tilde{A} \left[ \left( 1 + \left( \frac{K_h(\tau)}{B} \right)^C \right) \left( 1 + \left( \frac{K_w(\tau)}{D} \right)^E \right) \right]^{-1}, \quad (35)$$

$$K_h(\tau) = \left( \frac{k}{a} \right)^4 \left( \frac{2\pi}{(\sqrt{\beta\gamma} \eta)^{-1}} \right), \quad (36)$$

$$K_w(\tau) = \left( \frac{k}{a} \right)^4 \left( \frac{2\pi}{(\sqrt{\beta\gamma} \eta)^{-1}} \right), \quad (37)$$

where $\tilde{A}$ is a rescaled parameter whose value is given in table I. Since $\tau$ is normalized by $\eta^{-1}$ in numerical simulations, we write the $\tau$-dependent factor as $(\tau \eta)^{\gamma}$ in eq. (34). We also assume that $S(k, \tau)$ depends on $\tau$ through the functions $K_h(\tau)$ and $K_w(\tau)$, which are obtained by extrapolating the ratios \cite{22} into general time $\tau$.

![Fig. 4](image_url)

**FIG. 4:** The time evolution of the anisotropic stress power spectrum $\Pi(k, \tau, \tau)$ (divided by $G^2 \eta$) obtained from numerical simulations in (a) radiation dominated background and (b) matter dominated background.

**TABLE I:** The values of the parameters in eq. (31) determined by the least squares fitting. $\tilde{A}$ is the amplitude of $\Pi(k, \tau, \tau)/G^2 \eta$ at $\tau = \eta^{-1}$, as defined in eqs. (34) and (35).

| Radiation dominated | Matter dominated |
|--------------------|-----------------|
| $A$                | $(1.84 \pm 0.09) \times 10^9$ | $(1.57 \pm 0.03) \times 10^9$ |
| $B$                | $0.388 \pm 0.008$ | $0.724 \pm 0.004$ |
| $C$                | $2.020 \pm 0.005$ | $2.583 \pm 0.002$ |
| $D$                | $0.1866 \pm 0.0007$ | $0.2813 \pm 0.0008$ |
| $E$                | $3.1448 \pm 0.0004$ | $3.5444 \pm 0.0009$ |
| $A$                | $(3.4 \pm 0.2) \times 10^{-4}$ | $(2.9 \pm 0.1) \times 10^{-4}$ |

Now we have all the ingredients to evaluate the spectrum of GWs. The amplitude of GWs is given by eq. (20). Setting $\beta = 1/2$ and $\nu = 1/2$ (in radiation dominated
We obtain

\[ \Omega_{gw}^\ast = \frac{4}{3\pi^2} k^3 \int_{x_i}^{x_f} dx_1 \int_{x_i}^{x_f} dx_2 \cos(x_1 - x_2) \Pi(k, \tau_1, \tau_2), \]

(38)

where the subscript \( \ast \) represents the fact that it is not the spectrum of GWs at the present time but that in the radiation dominated era (since the energy density of GWs is diluted as \( \rho_{gw} \propto a^{-4} \), the ratio \( \Omega_{gw}^\ast = \rho_{gw}/\rho \) is independent of \( t \) in the radiation dominated era). Combining it with approximations given by eqs. (28)-(30), we can express the spectrum of GWs as a time integration of the function \( S(k, x) \) given by eq. (35)

\[
\begin{align*}
\Omega_{gw}^\ast/\Omega_\eta &= \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{1}{x_\eta^2} \left( \int_{x_i}^{x_f} dx x^{5/2} \cos x \sqrt{S(k, x)} \right)^2 + \left( \int_{x_i}^{x_f} dx x^{5/2} \sin x \sqrt{S(k, x)} \right)^2 \right\} \text{ totally coherent} \\
&+ \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{\Delta x}{x_\eta^2} \int_{x_i}^{x_f} dx x^5 S(k, x) \right\} \text{ incoherent} \\
&+ \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{2}{x_\eta^2} \int_{x_i}^{x_f} dx x^5 \int_x^\infty dy \cos(x - y) S(k, x) \right\} \text{ top hat,} \end{align*}
\]

(39)

where \( x_\eta \equiv k \eta^{-1}, \Delta x \equiv k \Delta \tau, \hat{x} \equiv \min\{x_f, x_\ast + x\} \), and \( \Omega_\eta \) is given by eq. (21).

Similarly, setting \( \beta = 2/3 \) and \( \nu = 3/2 \) in matter dominated background, we obtain

\[
\begin{align*}
\Omega_{gw}^{\tau_f}/\Omega_\eta &= \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{1}{x_\eta^2} \left( \int_{x_i}^{x_f} dx x^5 N_{3/2}(x) \sqrt{S(k, x)} \right)^2 + \left( \int_{x_i}^{x_f} dx x^5 J_{3/2}(x) \sqrt{S(k, x)} \right)^2 \right\} \text{ totally coherent} \\
&+ \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{\Delta x}{x_\eta^2} \int_{x_i}^{x_f} dx x^{10} \left[ (N_{3/2}(x))^2 + (J_{3/2}(x))^2 \right] S(k, x) \right\} \text{ incoherent} \\
&+ \left\{ \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 \frac{2}{x_\eta^2} \int_{x_i}^{x_f} dx x^5 \int_x^\infty dy y^{1/2} [N_{3/2}(x)N_{3/2}(y) + J_{3/2}(x)J_{3/2}(y)] S(k, x) \right\} \text{ top hat.} \end{align*}
\]

(40)

Note that, in the matter dominated era, \( \Omega_{gw} \) in eq. (20) depends on time. In eq. (40), we fixed \( \tau = \tau_f \), which means that eq. (40) represents the GW spectrum at the
conformal time $\tau_f$. This is the same quantity which we computed directly from lattice simulations in section [HLC] (see appendix [CB] for details).

In figure 4 we show the spectrum of GWs evaluated from eqs. (39) and (40) for each approximation, and also the spectrum obtained by direct numerical calculations which we described in section [HLC]. In this figure we fixed the values $\Delta \tau = 1$ and $x_c = 1$. We found that the spectrum with top hat approximation has an agreement with the result directly obtained from numerical simulations within a factor of $O(1)$.

C. Contribution from the time evolution of the source function

Now, let us examine the properties of approximations which we used in the previous subsections and consider their implications for the shape of the GW spectrum.

Inspection of eqs. (39) and (40) tells us that the $k$ dependence of $\Omega_{gw}$ is determined by three factors: the phase space volume $k^3$, the time integral of the Green function and the function $S(k, \tau)$ in the equal time anisotropic stress power spectrum. In order to clarify the role of the individual terms, let us simply ignore the time dependence of $S(k, \tau)$ and write the equal time anisotropic stress power spectrum as

$$\Pi(k, \tau, \tau) = G^2 \eta f(\tau) S(k), \quad (41)$$

where $f(\tau)$ is a dimensionless function of $\tau$. In the previous subsection, we used $f(\tau) = (\tau \eta)^\gamma$ for domain walls, where $\gamma = 7$ in radiation dominated background, and $\gamma = 9$ in matter dominated background. Substituting eq. (41) and approximations (28)-(30) into eq. (20), we obtain the following expression

$$\Omega_{gw}(\tau_f)/\Omega_\eta = \frac{1}{8\pi^3} \left( \frac{k}{\eta} \right)^3 F(k, \tau_i, \tau_f) S(k), \quad (42)$$

where $F(k, \tau_i, \tau_f)$ is given by

$$F(k, \tau_i, \tau_f) = \frac{\pi \beta^2}{(1 - \beta)^2 x^\gamma x_f^{-2(1-2\beta)}} \times \left\{ \begin{array}{ll}
\left[ \left( \int_{x_i}^{x_f} dx x \frac{2}{1-\eta} x^{-\gamma+\frac{2}{3}+\frac{2}{3}} N_\nu(x) \right)^2 + \left( \int_{x_i}^{x_f} dx x \frac{2}{1-\eta} x^{-\gamma+\frac{2}{3}+\frac{2}{3}} J_\nu(x) \right)^2 \right] & \text{totally coherent} \\
\Delta x \int_{x_i}^{x_f} dx x \frac{2}{1-\eta} x^{-\gamma+3+\gamma} & \text{incoherent} \\
2 \int_{x_i}^{x_f} dx x \frac{2}{1-\eta} x^{-\gamma+3+\gamma} \int dx \frac{2}{1-\eta} x^{-\gamma+\frac{2}{3}+\frac{2}{3}} \left[ N_\nu(x)N_\nu(y) + J_\nu(x)J_\nu(y) \right] & \text{top hat.}
\end{array} \right. \quad (43)$$

In figure 7 we plot $F(k, \tau_i, \tau_f)$ as a function of $k$ for each approximation. This result shows that the factor $F(k, \tau_i, \tau_f)$ gives another contribution to the shape of the GW spectrum: The factor $F(k, \tau_i, \tau_f)$ is suppressed for high frequencies $k \gtrsim \tau_f^{-1}$ in the totally coherent approximation and the top hat approximation, while it is independent of $k$ in the incoherent approximation [23]. This behavior is understood as a interference of the functions $N_\nu(x)$ and $J_\nu(x)$, which rapidly oscillate for the frequency larger than $\tau_f^{-1}$. We find that $F(k, \tau_i, \tau_f)$ decays like $k^{-2}$ for the coherent case and $k^{-1}$ for the top hat case. This means that in the totally coherent case the interference is stronger than that in the top hat case. Therefore, there are much suppression at high frequencies for the totally coherent case, as we see in figure 6. On the other hand, the behavior of $F(k, \tau_i, \tau_f)$ at low frequencies $k < \tau_f^{-1}$ becomes different between the result with radiation dominated background and that with matter dominated background. This is understood as a difference in the behavior of the Neumann function in the limit $x \to 0$. Noting that $N_\nu(x) \propto x^{-\nu}$ for $x \ll 1$ and the integral in eq. (13) is dominated by the contribution around $x \approx x_i$, one can easily show that $F(k, \tau_i, \tau_f) \propto k^{1-2\nu}$ for the modes with $k \ll \tau_f^{-1}$. Therefore, in radiation dominated background ($\nu = 1/2$), the amplitude of $F(k, \tau_i, \tau_f)$ does not depend on $k$ at lower frequencies. This amplitude roughly scales as $\propto \tau_f^3$ in the totally coherent approximation and the top hat approximation, and as $\propto \tau_f^{-1} \Delta \tau$ in the incoherent approximation. This implies that the result with the incoherent approximation underestimates the GW amplitude than other two by a factor of $\Delta \tau/\tau_f$, due to the presence of the additional factor $\Delta \tau$. By contrast, in matter dominated background ($\nu = 3/2$), $F(k, \tau_i, \tau_f)$ behaves as $k^{-2}$ at low frequencies $k < \tau_f^{-1}$. This makes the tilt of the GW spectrum milder for the low frequencies than that in radiation dominated background, as we see in figure 6 (b).

In the top hat approximation, there is an additional parameter $x_c$, which can affect the shape of the GW spectrum. In figure 8 we show how the GW spectrum depends on the value of $x_c$. Recall that the parameter
$x_c$ determines the time interval beyond which the unequal time correlator vanishes. If $x_c$ is large, the source is correlated for a long time and the amplitude of GWs is suppressed in the higher frequency modes due to the presence of interferences. This is caused by the integrand $\cos(x-y)$ in eq. (39), which has a dominant contribution for high frequencies and gives a factor $\approx \sin(x_c)$. In particular, the higher frequency modes tend to vanish in the limit $x_c \to \pi$. On the other hand, if $x_c$ is small, the whole amplitude of GWs is suppressed since the interval of integration in the third line of eq. (39) becomes short. In this work we fixed $x_c = 1$ as an intermediate value between two extreme cases described above. We note that this choice may overestimate the amplitude of GWs compared with the result obtained directly from numerical simulations in the intermediate scales between the Hubble radius and the width of walls.

The advantage of approximations which we have used is that we can predict the slope of the GW spectrum for the frequencies which can not be resolved in the finite box lattice simulations. Assuming the top hat case, the factor $F(k, \tau_i, \tau_f)$ in eq. (42) decays like $k^{-1}$ for the frequencies larger than $\sim \tau_f^{-1}$ in radiation dominated background. Note that the scale $\tau_f$ corresponds to the Hubble radius (in comoving coordinate) at the time $t_f$. Therefore, the frequency at which the slope of $F(k, \tau_i, \tau_f)$ changes corresponds to $k_b(t_f)$ given by eq. (25). Furthermore, from eq. (35) and table I we expect that the factor $S(k)$ in eq. (42) is independent of $k$ for frequencies smaller than $\sim k_b(t_f)$, while it decays like $k^{-2.02}$ for frequencies larger than $\sim k_b(t_f)$ and like $k^{-5.16}$ for frequencies larger than $\sim k_u(t_f)$. Then, from eq. (42), we see that

FIG. 6: The spectrum of GWs produced in (a) radiation dominated era and (b) matter dominated era, evaluated by using the totally coherent approximation (dot-dashed line), the incoherent approximation (dotted line), and the top hat approximation (thick solid line). The thin solid line denoted by “simulation” represents the spectrum directly obtained from numerical simulations.

FIG. 7: The plot of $F(k, \tau_i, \tau_f)$ given by eq. (42) as a function of $k$. We choose $\beta = \nu = 1/2$ and $\gamma = 7$ for radiation dominated background (a), and $\beta = 2/3, \nu = 3/2$ and $\gamma = 9$ for matter dominated background (b). We computed for the case with $\tau_f = 10\eta^{-1}$ and $\tau_f = 100\eta^{-1}$ for each approximation. Other parameters are fixed to be $\tau_i = 2\eta^{-1}, \Delta \tau = 1\eta^{-1}$ and $x_c = 1$. 
for frequencies given by (12) by considering redshift due to the expansion of the universe. In matter dominated background, scales between the Hubble radius and the width of walls. The GW spectrum which we observe today is obtained from numerical simulations. ET [35], LISA [36], and DECIGO [37]. As we anticipated from numerical simulations, and the spectra in figure 6 obtained using eq. (47). We have to assume that the spectrum is flat enough to extend over a large frequency range in order to give observable spectra which decay due to the existence of the bias term. It is given by (15, 17)

\[
f(t_\text{f}) = 9.56 \times 10^8 \left( \frac{100}{g_\ast} \right)^{1/12} \left( \frac{\eta}{10^{13}\text{GeV}} \right)^{1/2} \left( \frac{k}{\langle \eta \rangle} \right) \text{Hz.} \quad (46)
\]

The time when the production of GWs terminates is determined by the lifetime of the domain wall networks which decay due to the existence of the bias term. It is given by (15, 17)

\[
t_f = t_{\text{dec}} = \frac{1}{2} \sqrt{2 (\epsilon \eta)^{-1}}. \quad (47)
\]

Combining eqs. (39), (44), (46) and (47), we can calculate the spectrum of GWs observed today. Strictly speaking, it is inappropriate to put \( t_i \eta = 1 \), because the occurrence of the domain wall networks would be much later if the phase transition is driven by the finite temperature effect at \( T \sim \eta \). However, it hardly affects the final shape of the GW spectrum if domain walls survived for sufficiently long time, since the dominant contribution for the spectrum of GWs mainly come from GWs produced at the later time, as we discussed in section (11A).

We show the result of the GW spectrum calculated by using the procedure described above in figure 9. We also show the expected sensitivity from future GW observations such as Advanced LIGO [33], LCGT [34], ET [35], LISA [36], and DECIGO [37]. As we anticipated in (17), GWs produced by domain walls with energy scale \( \eta \approx 10^{10}\text{GeV} \) and sufficiently small \( \epsilon \) are relevant to future GW direct detection experiments. In particular, the frequency corresponding to the Hubble radius at the decay of domain walls, at which the tilt of the spectrum changes, is located within the range of DECIGO and ground-based interferometers such as advanced LIGO, LCGT and ET.

We emphasize that there is a large change in dynamical range between the predicted spectra in figure 9 (\( \epsilon \sim 10^{-13}-10^{-17} \)) and the spectra in figure 6 obtained from numerical simulations (\( \epsilon \sim 10^{-5} \)). We have to assume that the spectrum is flat enough to extend over a large frequency range in order to give observable spectra which we plot in figure 9. Therefore, the results shown in figure 6 should be regarded as just an extrapolation of...
the flat spectrum obtained from numerical simulations. This flatness property of the GW spectra must be confirmed by the future numerical studies with much larger dynamical range.

V. CONCLUSIONS

In this work, we have computed the spectrum of GWs produced by domain walls based on the three dimensional lattice simulation of the scalar field. For the evaluation of the GW spectrum, we apply two methods: One is to calculate the GW spectrum directly from numerical simulations as in section IIIC and another is to calculate it indirectly by estimating the equal time anisotropic stress power spectrum and using an approximation for the unequal time correlator as in section IV. In the later case, we evaluate the GW spectrum according to the following procedure: First, we compute the equal time anisotropic stress power spectrum and using an approximation for the unequal time correlator as in section IV. Then, we assume the form of the power spectrum as eq. (34), and determine the \(k\)-dependence of it by fitting with the result of the numerical computation as eq. (35). For the unequal time correlator, we apply three approximations given by eqs. (28)-(30). Finally we obtain the GW spectrum by using the formula (20). We find that the result with the top hat approximation given by eq. (30) agrees with the spectrum directly obtained from lattice simulations within a factor of \(O(1)\).

From these analyses, we find the following features about the spectrum of GWs produced by domain walls:

(1) The slope of the spectrum changes at two characteristic frequencies corresponding to the Hubble radius at the decay of domain walls and the width of domain walls.

(2) The spectrum between two characteristic frequencies described above becomes flat (or slightly red tilted) as \(k^{-0.02}\) (in radiation dominated background).

(3) Around the time when domain walls collapse, high frequency modes grow since the false vacuum regions fragment into small pieces (this effect is not included in the analysis performed in section IV).

The indirect calculation performed in section IV enables us to evaluate the GW spectrum beyond the frequencies accessible in numerical simulations. This method might be more effective than the direct numerical calculation for the problem which require a long dynamical range, like domain walls. However, we note that the results obtained in section IV rely on various nontrivial assumptions: First, the form of the function \(S(k, \tau)\) given by eq. (35) should be regarded as a tentative (i.e. other functions may also reproduce the form of \(\Pi(k, \tau, \tau)\) obtained from numerical simulations). Second, although the top hat ansatz (30) reproduces the spectrum obtained by numerical simulations, there is no rigorous proof for the validity of this approximation. Finally, in the calculation of the GW spectrum, we always assume that the source suddenly appears at the time \(t_i\) and suddenly disappears at the time \(t_f\). In reality, the the source term \(T_{ij}^{\text{TT}}\) would gradually raise and continuously decay. This time dependence might affect the shape of the spectrum of GWs, as discussed in [24]. Nevertheless, if the future numerical studies enable us to have an advanced understanding about the properties of the source, this indirect method can be the alternative to numerical simulations for the evaluation of the GW spectrum. Therefore, this work should be viewed as a first step toward the understanding of the spectrum of GWs produced by domain walls.
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Appendix A: Formulation of the lattice simulations

The lattice formulation is similar to that used in our previous study [17] except the points which we described in section IIIA. In the numerical studies, we normalize the dimensionful quantities in the unit of \(\eta\). For example, \(\phi \to \phi/\eta, \ t \to t\eta, \ etc. \) With this normalization, we solve the equation of motion for the scalar field given by eq. (24) in the three dimensional lattice by using the fourth order Runge-Kutta method. We put the periodic boundary condition in the configuration of the scalar fields.

The simulations are performed in the comoving box with size \(b\) (in the unit of \(\eta^{-1}\)). The lattice spacing is \(\delta x = b/N, \) where \(N\) is the number of grid points (here we take \(N = 256\)). We choose the initial time of the simulation so that \(t_i = 1\) and \(a(t_i) = 1\). Then, the ratio of the Hubble radius to the physical lattice spacing \(\delta x_{\text{phys}} = a(t)\delta x\) is

\[
\frac{H^{-1}}{\delta x_{\text{phys}}} = \frac{N}{b\beta} \left( \frac{t}{t_i} \right)^{1-\beta},
\]  

(A1)

and the ratio of the wall width \(\delta w = (\lambda^{1/2}/\eta)^{-1}\) to the physical lattice spacing is

\[
\frac{\delta w}{\delta x_{\text{phys}}} = \frac{N}{b\lambda^{1/2}} \left( \frac{t}{t_i} \right)^{-\beta},
\]  

(A2)
FIG. 9: The GW spectrum from domain walls for the case with $(\eta, \epsilon) = (10^{10}\text{GeV}, 10^{-17})$ (dotted line), $(\eta, \epsilon) = (10^{10}\text{GeV}, 10^{-16})$ (dashed line), and $(\eta, \epsilon) = (10^{12}\text{GeV}, 10^{-13})$ (dash-dotted line). Solid lines represent the rough sensitivity of planned detectors. Other parameters are chosen so that $\lambda = 0.1$ and $g_* = 100$.

where $\beta$ is defined by eq. (2). We take the final time and the size of the comoving box of the simulation as $t_f = 151, b = 50$ for the case with the radiation dominated background and $t_f = 65, b = 24$ for the case with the matter dominated background. We take the value of coupling parameter as $\lambda = 0.1$. With these values of the parameters, at the end of the simulation, the ratios given by eqs. (A1) and (A2) become $H^{-1}/\delta x_{\text{phys}} \simeq 125.8 < N, \delta_{\text{w}}/\delta x_{\text{phys}} \simeq 1.32$ for the case with radiation dominated background, and $H^{-1}/\delta x_{\text{phys}} \simeq 64.3 < N, \delta_{\text{w}}/\delta x_{\text{phys}} \simeq 2.09$ for the case with matter dominated background. Therefore, these length scales are marginally resolvable even at the final time of the simulation.

We give the initial conditions so that the scalar field has quantum fluctuation at the initial time with correlation function in the momentum space given by

$$
\langle \phi(k)\phi(k') \rangle = \frac{1}{2k}(2\pi)^3\delta^{(3)}(k + k'),
$$

$$
\langle \dot{\phi}(k)\dot{\phi}(k') \rangle = \frac{k}{2}(2\pi)^3\delta^{(3)}(k + k').
$$

(A3)

We used the massless fluctuations as the initial conditions, since the scalar field is near the top of potential barrier between two vacua at the initial time. We also put the momentum cutoff $k_{\text{cut}}$ above which all fluctuations are set to zero in order to eliminate the unphysical noise which comes from high frequency modes in the field distributions. Here we set $k_{\text{cut}} = 1$. We generate initial conditions in momentum space as Gaussian random amplitudes satisfying eq. (A3), then Fourier transform them into the configuration space to give the spatial distribution of the field. When we adopt these initial conditions, the field distribution in the momentum space is dominated by the modes around $k \sim 1$ (or $k \sim \eta$, since we normalize all dimensionful quantities in the unit of $\eta$). This means that, in the real space, the field value varies with a characteristic length scale $L \sim \eta^{-1}$. This length scale is comparable to the Hubble radius at the initial time, since we take $t_i = 1$ (in the unit of $\eta^{-1}$). Therefore, we expect that these initial conditions are likely to lead scaling domain wall configurations which satisfy the property $L \sim t$. However, we emphasize that these initial conditions are chosen just for the convenience of the numerical study. We use them to remove some difficulties that we find when we use the thermal initial conditions (see section III A). Since it seems that the scaling property is not so much affected by the initial field configuration and we are interested in the evolution of the field after the formation of scaling domain wall networks, we expect that the results were qualitatively unchanged if we used the different initial conditions.

For the calculation of the area density of domain walls shown in figure 1 we use the same algorithm as we used in [17].
**Appendix B: Direct calculation of gravitational waves**

In this appendix, we describe the method which is used in section III C to calculate the spectrum of GWs from lattice simulations.

Instead of using the expression (17), we replace the ensemble average in eq. (16) by an average over a volume \( V \) of the comoving box,

\[
\rho_{gw} = \frac{1}{32\pi Ga^4} \frac{1}{V} \int d^3k \frac{1}{(2\pi)^3} \hat{h}_{ij}(\tau, k) \hat{h}_{ij}^*(\tau, k). \tag{B1}
\]

Substituting the solution \( \hat{h}_{ij} \) given by eqs. (19) and (20), and ignoring the terms with higher order in \( aH \), we obtain

\[
\rho_{gw} = \frac{2\pi^2G}{a^4V} \int d^3k \frac{1}{(2\pi)^3} k^2 \times \sum_{ij} \left\{ \left| \int_{x_i}^{x_j} dx' \sqrt{x'} a(x') T_{ij}^{TT}(\tau', k) \right|^2 + \left| \int_{x_i}^{x_j} dx' \sqrt{x'} a(x') J_{ij}(\tau', k) \right|^2 \right\}, \tag{B2}
\]

where we used the approximation given by eq. (18), and averaged over a period of the oscillation of \( \hat{h}_{ij}(\tau, k) \) with time. The fraction of the energy density of GWs at the time \( t \) given by eq. (19) becomes

\[
\Omega_{gw}(t) = \frac{2G^2k}{3V a(t)^4 H(t)^2} \int d\Omega_k \times \sum_{ij} \left\{ \left| \int_{x_i}^{x_j} dx' \sqrt{x'} a(x') T_{ij}^{TT}(\tau', k) \right|^2 + \left| \int_{x_i}^{x_j} dx' \sqrt{x'} a(x') J_{ij}(\tau', k) \right|^2 \right\}, \tag{B3}
\]

where \( \Omega_k \) is a unit vector representing the direction of \( k \) and \( d\Omega_k = d\cos\theta d\phi \). The TT part of the stress-energy tensor is computed by applying the projection operator in the momentum space

\[
T_{ij}^{TT}(\tau, k) = \Lambda_{ijkl}(\hat{k}) T_{ij}^{TT}(\tau, \hat{k}) \tag{B4}
\]

\[
= \Lambda_{ijkl}(\hat{k}) (\partial_{\hat{k}} \phi \partial_{\hat{k}} \phi)(\tau, \hat{k}),
\]

\[
\Lambda_{ijkl}(\hat{k}) = P_{ik}(\hat{k}) P_{jl}(\hat{k}) - \frac{1}{2} P_{ij}(\hat{k}) P_{kl}(\hat{k}), \tag{B5}
\]

\[
P_{ij}(\hat{k}) = \delta_{ij} - \hat{k}_i \hat{k}_j, \tag{B6}
\]

where \( \hat{k} = k/|k| \), and \( \{ \partial_{\hat{k}} \phi \partial_{\hat{k}} \phi \}(\tau, \hat{k}) \) is the Fourier transform of \( \partial_{\hat{k}} \phi(\tau, x) \partial_{\hat{k}} \phi(\tau, x) \).

Using the formulae described above, we can compute the GW spectrum as follows: First, we obtain the time evolution of the scalar field \( \phi(t, x) \) from the lattice simulation, then we compute the TT projected stress-energy tensor as eqs. (B4)-(B6). Finally we perform the time integration in eq. (B3) to obtain the spectrum. Note that, as we mentioned in section III, \( \Omega_{gw}(t) \) given by eq. (B3) does not represent the value which would be observed today. In the numerical study, we compute the quantity \( \Omega_{gw}(t_f) \), which represents the spectrum of GWs just after the production of them. In order to evaluate the spectrum observed today, one has to multiply the dilution factor which caused by the expansion of the universe (see section IV D).

**Appendix C: Curve fitting**

In section IV D we fit the equal time anisotropic stress power spectrum \( \Pi(k, \tau_f, \tau_f) \) obtained from numerical simulations to the expression

\[
S(k) = A \left[ \left( 1 + \left( \frac{K_h(\tau_f)}{B} \right)^C \right) \left( 1 + \left( \frac{K_w(\tau_f)}{D} \right)^E \right) \right]^{-1}, \tag{C1}
\]

where \( K_h(\tau_f) \) and \( K_w(\tau_f) \) are given by eq. (32). The parameters \( A, B, C, D, E \) are chosen so that the quantity

\[
\chi^2 = \sum_k \frac{1}{\sigma_{\ln \Pi(k)}^2} (\ln \Pi(k) - \ln S(k))^2 \tag{C2}
\]

is minimized (hereafter we omit the time argument of \( \Pi(k, \tau, \tau) \), assuming that the fitting is applied for the result with \( \tau = \tau_f \)). \( \sum_k \) in eq. (C2) means to sum over all discrete values of \( k \). \( \sigma_{\ln \Pi(k)} \) is the standard deviation of \( \ln \Pi(k) \), which is given by

\[
\sigma_{\ln \Pi(k)} = \frac{\sigma_{\Pi(k)}}{\Pi(k)}. \tag{C3}
\]

Noting that \( \Pi(k) \) is computed as an average over the direction of \( k \) [see eq. (27)], we estimate \( \sigma_{\Pi(k)} \) as a standard deviation of \( \Pi(k) \) which is computed at the lattice point on the shell with \( |k| = k \),

\[
\sigma_{\Pi(k)}^2 = \frac{1}{N_k} \sum_{|k|=k} \left( \Pi(k) - \Pi(k) \right)^2, \tag{C4}
\]

where \( N_k \) is the number of lattice point (in momentum space) at which \( |k| = k \) is satisfied.

We calculate \( \chi^2 \) given by eq. (C2) with varying the parameters \( A, B, C, D, E \) and find the optimal values which minimize the value of \( \chi^2 \). We also determine the errors of \( A, B, C, D, E \) from a set of values at which \( \chi^2 \) deviates by 1 from its minimum.
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