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Abstract—Tight lower and upper bounds on the ratio of relative entropies of two probability distributions with respect to a common third one are established, where the three distributions are collinear in the standard \((n - 1)\)-simplex. These bounds are leveraged to analyze the capacity of an arbitrary binary-input channel with noisy causal state information (provided by a side channel) at the encoder and perfect state information at the decoder, and in particular to determine the exact universal threshold on the noise measure of the side channel, above which the capacity is the same as that with no encoder side information.

I. INTRODUCTION

It is shown in [1, Lemma 1] that for any binary-input channel with noisy causal state information (provided by a side channel) at the encoder and perfect state information at the decoder, if the side channel is a generalized erasure channel and the erasure probability is greater than or equal to \(1 - e^{-1}\), then the capacity is the same as that with no encoder side information. In other words, \(1 - e^{-1}\) is a universal upper bound on the erasure probability threshold, which does not depend on the characteristics of the binary-input channel and the state distribution. However, as is noted in [1, Footnote 2], this bound is not tight, so determining the exact universal erasure probability threshold remains an interesting open problem. It is worth mentioning that, with the erasure probability replaced by a suitably defined noise measure, this universal threshold holds for all side channels (see [1, Theorem 3] and (10)).

We shall settle this open problem by characterizing a certain geometric property of relative entropy (also called the Kullback-Leibler divergence). Throughout this paper, all logarithms are base-\(e\). The standard \((n-1)\)-simplex is denoted by \(\mathcal{P}_n\). The set of all maps from \(A\) to \(B\) is denoted by the power set \(B^A\). The support set of a map \(f\) is denoted by \(\text{supp}(f)\). The minimum and the maximum of \(x\) and \(y\) are denoted by \(x \wedge y\) and \(x \vee y\), respectively, and \((xy) := x \vee 0\).

The contributions of this work are summarized in the following theorems. Theorems 1.1 and 1.2 give tight lower and upper bounds (1) on the ratio of relative entropies of two probability distributions with respect to a common third one, where the three distributions are collinear in \(\mathcal{P}_n\). Theorem 1.3 determines the exact universal erasure probability threshold and, more generally, the exact universal threshold (11) on the noise measure (10) of an arbitrary side channel.

**Theorem 1.1:** Given \(\alpha, \beta \in \mathcal{P}_n\), we define \(z(t) = t\alpha + (1 - t)\beta\) for \(t \in [0, 1]\). For \(0 \leq a \leq 1\) and \(0 \leq c < b \leq 1\), we define \(u = z(a), v = z(b),\) and \(w = z(c)\). Suppose \(D(v||u) = rD(w||u)\), where \(D(v||u)\) and \(D(w||u)\) are both finite and positive (which implies \(a \neq \beta, a \neq b,\) and \(a \neq c\)). Then

\[
\frac{1}{\rho(1 - a, 1 - c, 1 - b)} < r < \rho(a, b, c),
\]

where

\[
\rho(a, b, c) := \begin{cases} \xi(b) \xi(c) \xi(1-c) & \text{if } 0 \leq a < 1, \\ \frac{1-b}{1-c} & \text{otherwise}, \end{cases}
\]

\[
\xi_s(t) := \xi(t) - \xi_s(s),
\]

\[
\xi_s(s) := s + (1 - t) \ln(1 - s).
\]

Equivalently, a)

For fixed \(r, b,\) and \(c\),

\[
a \in I_{1,12} \cup I_{1,21} \cup I_{1,121},
\]

\[
I_{1,12} = \begin{cases} \{0\} & \text{if } r \geq \xi_s(b), \\ \{0\} & \text{if } \frac{c}{r} > r < \xi_s(b), \\ (\rho_{112,1,0}(r), 1 - \rho_{112,1,0}(1/r)) & \text{if } 0 < r \leq \xi_s(b), \\ \emptyset & \text{otherwise}, \end{cases}
\]

\[
I_{1,21} = \begin{cases} \{0\} & \text{if } r \geq \xi_s(b), \\ \{0\} & \text{if } 0 < r \leq \xi_s(b), \\ (\rho_{121,0,1}(r), 1) & \text{if } \frac{c}{r} > r < \xi_s(b), \\ \emptyset & \text{otherwise}, \end{cases}
\]

\[
\rho_{112,0,1} = \rho_{1,0,1}(s), \quad \rho_{121,0,1} = \rho_{1,0,1}(b), \quad \rho_{112,0,1} = \rho_{1,0,1}(c),
\]

\[
\rho_{112,0,1} = \rho_{1,0,1}(c), \quad \rho_{121,0,1} = \rho_{1,0,1}(b).
\]
where $\rho_{\alpha,b,c}$ denotes the function $\rho$ of the first argument (with other arguments fixed).

b) For fixed $r$, $a$, and $c$,
\[
b \in I_2(r,a,c) \cup I_3(r,a,c),
\]
where
\[
I_2(r,a,c) = \begin{cases} 
(1 - \xi_{1-a,x}^{-1}(r\xi_{1-a}(1-c)), \xi_{a+}^{-1}(r\xi_a(c))) & \text{if } c < a \text{ and } r < 1, \\
0 & \text{otherwise},
\end{cases}
\]
\[
I_3(r,a,c) = \begin{cases} 
(\xi_{a,x}^{-1}(r\xi_{a}(c)) \vee c, 1 - \xi_{1-a,x}^{-1}(r\xi_{1-a}(1-c))) & \text{if } r \leq \frac{1}{\rho(1-a,1-c,0)}, \\
(\xi_{a,x}^{-1}(r\xi_{a}(c)) \vee c, 1) & \text{if } \frac{1}{\rho(1-a,1-c,0)} < r < \rho(a,1,c), \\
0 & \text{otherwise},
\end{cases}
\]
\[
\xi_{a,x} = \xi_{a}[0,a], \quad \xi_{a,x} = \xi_{a}[a,1].
\]
c) For fixed $r$, $a$, and $b$,
\[
c \in (1 - I_2(1/r, 1-a, 1-b)) \cup (1 - I_3(1/r, 1-a, 1-b)),
\]
where $1 - A := \{1 - x : x \in A\}$.

**Theorem 1.2:** Given $0 \leq a \leq 1$, $0 \leq c < b \leq 1$, and $a \neq b, c$, we define $u = z(a)$, $v = z(b)$, and $w = z(c)$, where $z(t) = t\alpha + (1-t)\beta$ and $\alpha, \beta \in \mathbb{P}_n$. Then $\rho(a,b,c) = \sup_{(a, b) \in Q} D(u\|u)$, where $Q$ is the set of all pairs $(\alpha, \beta)$ such that $D(v\|u)$ and $D(w\|u)$ are finite and positive.

In particular, if $\alpha = (1 - \delta, \delta, 0, \ldots, 0)$ and $\beta = (1 - \delta, \delta, 0, \ldots, 0)$, where $\delta \in (0, 1)$, $0 \leq f(\delta) < 1$, and $\lim_{\delta \to 0^+} f(\delta) = 0$, then $\lim_{\delta \to 0^+} D(u\|u) = \rho(a, b, c)$.

**Theorem 1.3:** Let $p_{Y|X:S}$ be a memoryless channel with input $X$, output $Y$, and state $S$ distributed according to $p_S$. The channel state $S$ is known at the decoder, and a noisy state observation $\hat{S}$, generated by $S$ through side channel $p_{\hat{S}|S}$, is causally available at the encoder. Here, $X, Y, S, \hat{S}$ are over finite alphabets $\mathcal{X} = \{0, 1\}$, $\mathcal{Y}$, $\mathcal{S}$, and $\mathcal{S}$, respectively.

a) If
\[
\gamma(p_{\hat{S}|S}) := \min_{s \in \mathcal{S}} p_{\hat{S}|S}(s | s) \geq T := 1 - \xi_{c-1,a}^{-1}(\xi_{a+}(0)) \approx 0.325176,
\]
then
\[
C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S}) = C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S}),
\]
where $C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S})$ and $C(p_{Y|X:S}, p_{S})$ denote the capacities of channel $p_{Y|X:S}$ with $\hat{S}$ causally available and unavailable at the encoder, respectively.

b) Suppose $\mathcal{Y} = \{0, 1\}$ and $\mathcal{S} = \{0, 1, 2\}$. The channel $p_{Y|X:S}$ with state $S$ is given by
\[
p_{Y|X:S=0} = \begin{bmatrix} p_{Y|X:S}(0 | 0, 0) & p_{Y|X:S}(1 | 0, 0) \\
p_{Y|X:S}(0 | 1, 0) & p_{Y|X:S}(1 | 1, 0) \end{bmatrix}
\]
\[
= \begin{bmatrix} 1 & 0 \\
1 - \delta & \delta \end{bmatrix},
\]
\[
p_{Y|X:S=1} = \begin{bmatrix} 1 - \delta & \delta \\
1 & 0 \end{bmatrix},
\]
\[
p_{S} = (p_S(0), p_S(1)) = (1 - \delta, \delta),
\]
where $\delta \in (0, 0.5)$. For any $t \in (0, T)$, if
\[
p_{\hat{S}|S} = \begin{bmatrix} p_{\hat{S}|S}(0 | 0) & p_{\hat{S}|S}(1 | 0) & p_{\hat{S}|S}(2 | 0) \\
p_{\hat{S}|S}(0 | 1) & p_{\hat{S}|S}(1 | 1) & p_{\hat{S}|S}(2 | 1) \end{bmatrix}
\]
\[
= \begin{bmatrix} 1 - \epsilon & 0 & \epsilon \\
0 & 1 - \epsilon & \epsilon \end{bmatrix}
\]
with $\epsilon = T - t$ (so that $\gamma(p_{\hat{S}|S}) = T - t$), then
\[
C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S}) > C(p_{Y|X:S}, p_{S}).
\]
for sufficiently small $\delta$.

**Remark 1.4:** The capacity $C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S})$ is given by
\[
C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S}) = \max I(U; Y, S) = \max_{p_U} I(U; Y | S)
\]
([12], [3, eq. (3)]), where $U$ is a random variable over $\mathcal{U} = \mathcal{X}^{\hat{S}}$ and satisfies
\[
p_{U|X,Y:S}(u| x, y, s, \hat{s}) = p_U(u)p_{S}(s)p_{\hat{S}|S}(s | s) \{x = u(\hat{s})\}p_{Y|X:S}(y | x, s)
\]
and $\supp(p_U) \leq \min((|\mathcal{X}| - 1)|\mathcal{S}| + 1, |\mathcal{S}|(|\mathcal{Y}|)$ (which is optional, see [4, Theorem 7.2]). The capacity $C(p_{Y|X:S}, p_{S})$ is given by
\[
C(p_{Y|X:S}, p_{S}) = \max_{p_X} I(X; Y, S) = \max_{p_X} I(X; Y | S)
\]
([4, eq. (7.2)]).

A plot of $C(p_{Y|X:S}, p_{S}, p_{\hat{S}|S})$ against $\epsilon$ for $\epsilon \in [0, 1]$ is given in Fig. 1, where the channel $p_{Y|X:S}$ with state $S$ is given by (13) with $\delta = 0.01$. The erasure probability threshold in this example is very close to the universal threshold $t$ given by (11).

The rest of this paper is organized as follows. The proofs of Theorems 1.1 and 1.2 are presented in Section II. The proof of Theorem 1.3 is given in Section III. Section IV contains some concluding remarks.

**II. PROOFS OF THEOREMS 1.1 AND 1.2**

**Proof of Theorem 1.1:** For any $n$-dimensional probability distribution $p$ such that $p \ll z(1/2)$, we define $f_p(t) = D(p\|z(t))$. With no loss of generality, we assume that all components of $z(1/2)$ are nonzero. Then $f_p(t) = -\sum_{i=1}^n p_i \log_a z(1/2)$ and $f_p(t) = \sum_{i=1}^n p_i \log_a \frac{a - \delta}{a}^2$, where $0 < t < 1$. 


The condition \( D(v||u) = rD(v||u) \) can be rewritten as
\[
\int_a^b f_r(t) (1 - t)f_r(t) dt = -\sum_{i=1}^n \frac{\alpha_i - \beta_i}{z_i(t)} [(1 - b)\alpha_i + (1 - t)v_i]
\]
and similarly \((t - c)f_r(t) + (1 - t)f_r(t) = 0\), we have
\[
\int_b^c \frac{t - c}{1 - t} g(t) dt = -\int_c^a \frac{c - t}{1 - t} g(t) dt = 0,
\]
where \(g(t) = -f_r(t)\). Since the functions \(\frac{b - t}{1 - t}\) and \(\frac{t - c}{1 - t}\) are not integrable on \((b, 1)\) and \((c, 1)\), respectively, we assume that \(a < 1\) and the case of \(a = 1\) will have to be considered separately. Since \(g'(t) = -f_r(t)\) is negative on \((0, 1)\) and \(\lim_{t \to 1^-} g(t) = \sum_{i=1}^n (\alpha_i - \beta_i) = 0\), \(g(t)\) is strictly decreasing and positive on \((0, 1)\). It is also bounded if \(g(0)\) is finite. If however \(\lim_{t \to 0^+} g(t) = +\infty\) (which implies that \(D(\alpha||\beta) = +\infty\) and \(a \neq 0\)), then we define
\[
\hat{g}(t) = \begin{cases} g(t) & \text{if } t \geq \epsilon, \\ g(\epsilon) & \text{otherwise}, \end{cases}
\]
where \(\epsilon\) is a positive number less than all positive numbers in \(\{a, b, c\}\). It follows from (16) that
\[
\mathcal{F}_{\hat{g}}(r, a, b, c) \leq 0
\]
in all cases, including the case \(a > c = 0\). Observing that \(g\) or \(\hat{g}\) is positive, bounded, continuous, and strictly decreasing on \((0, 1)\), we denote the set of all such functions by \(\mathcal{M}\).

By (4), \(\zeta_t(s) = \int_0^s \frac{1}{1 - t'} dt'\), so that (16) with \(g(t) = 1\) gives \(\zeta_t(a) - \zeta_t(b) - r\zeta_t(c) + r\zeta_t(c) = 0\). It is clear that \(r^* = \frac{\zeta_t(b) - \zeta_t(a)}{\zeta_t(c) - \zeta_t(c)}\) is the unique solution of this equation, and hence \(r < r^*\) (Propositions A.1 and A.4).

In case \(a = 1\), we have \(c < b < a\), so that
\[
D(v||u) = D \left( \frac{b - c}{a - c} + \frac{a - b}{a - c} u \right) < \frac{1 - b}{1 - c} D(w||u),
\]
and therefore \(s < (1 - b)/(1 - c)\).

The above arguments prove the second inequality of (1). The first inequality can be obtained by exchanging \(\alpha\) and \(\beta\) with \(1 - a, 1 - c, 1 - b, 1/r\) in place of \(a, b, c\), and \(r\), respectively.

We have established the main part of the theorem. The three equivalent parts are easy consequences of Propositions B.1, B.5, B.6, and B.7.

a) If we fix \(r, b, c\), then from (1) it follows that
\[
\rho(a, b, c) > r \quad (18a)
\]
\[
\rho(1 - a, 1 - c, 1 - b) > \frac{1}{r} \quad (18b)
\]
which combined with Proposition B.5 yields
\[
a \in \rho_{1, b, c}^{-1} ((r, +\infty)) \cup \rho_{1, b, c}^{-1} ((r, +\infty)) \cup \rho_{1, b, c}^{-1} ((r, +\infty))
\]
and
\[
a \in 1 - \rho_{1, b, c}^{-1} (1/r, +\infty)
\]
\[
1 - \rho_{1, b, c}^{-1} (1/r, +\infty)
\]
\[
1 - \rho_{1, b, c}^{-1} (1/r, +\infty)
\]
Since
\[
\rho_{1, b, c}^{-1} ((r, +\infty)) = \begin{cases} (\rho_{1, b, c}^{-1} (r, c), c) & \text{if } r \geq \frac{\zeta(b)}{\zeta(c)}, \\ (0, c) & \text{otherwise}, \end{cases}
\]
\[
\rho_{1, b, c}^{-1} (0, +\infty) = \begin{cases} 1 - \rho_{1, b, c}^{-1} (0, +\infty) & \text{if } r > \frac{b}{c}, \\ \emptyset & \text{otherwise,} \end{cases}
\]
and \(\zeta(b)/\zeta(c) > b/c\) (Proposition B.1), we have
\[
\rho_{1, b, c}^{-1} ((r, +\infty)) \cap 1 - \rho_{1, b, c}^{-1} (1/r, +\infty) = I_{1, 1, 12} (19)
\]
Similarly, since
\[
(b, 1] \supseteq \rho_{1, b, c}^{-1} ((r, +\infty)) = \begin{cases} (\rho_{1, b, c}^{-1} (r, c), 1] & \text{if } r < \frac{b}{c}, \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
(b, 1] \supseteq 1 - \rho_{1, b, c}^{-1} (1/r, +\infty)
\]
\[
(b, 1] = \begin{cases} (b, 1] & \text{if } r \leq \zeta(b)/\zeta(c), \\ (b, 1] & \text{otherwise,} \end{cases}
\]
and \(\zeta_{1-b}(1-b)/\zeta_{1-c}(1-c) < (1-b)/(1-c)\) (Proposition B.1), we have
\[
\rho_{2,b,c,\pi}^{-1}(r, +\infty)) \cap 1 - \rho_{1,1-c,1-b}^{-1}((1/r, +\infty)) = I_{1,2}. \tag{20}
\]
It is also clear that
\[
\rho_{2,b,c,\pi}^{-1}(r, +\infty)) \cap 1 - \rho_{1,1-c,1-b}^{-1}((1/r, +\infty))
= (c, \rho_{2,b,c,\pi}^{-1}(r)) \cap 1 - \rho_{1,1-c,1-b}^{-1}(1/r, b) = I_{1,2}. \tag{21}
\]
The equations (19), (20), and (21) together yield (5).

b) If we fix \(r, a,\) and \(c,\) then (18) with Propositions B.6 and B.7 yields
\[
b \in \rho_{a,c}^{-1}((r, +\infty)) \cup \rho_{a,c}^{-1}((r, +\infty))
\]
and
\[
b \in 1 - \rho_{1-a,1-c,1}^{-1}((1/r, +\infty)) \cup 1 - \rho_{a,b}^{-1}}((1/r, +\infty)),
\]
where
\[
\rho_{a,c} = \rho_{a,c}(a,c), \quad \rho_{a,c} = \rho_{a,c}(a+b, c),
\]
\[
\rho_{a,b,c} = \rho_{a,b,c}(a+b, c).
\]
Since
\[
\rho_{a,c}^{-1}((r, +\infty)) \cap 1 - \rho_{a,c}^{-1}((1/r, +\infty)) = \rho_{a,c} = \rho_{a,c}(a+b, c).
\]

(1, a) \(\geq 1 - \rho_{1-a,1-c,1}^{-1}((1/r, +\infty))
\]
\[
= \begin{cases} (1 - \xi_{1-a,1}^{-1}(r\xi_{1-a}(1-c)), a) & \text{if } c < a \text{ and } r < 1, \\ (c, a) & \text{otherwise}, \end{cases}
\]
we have
\[
\rho_{a,c}^{-1}((r, +\infty)) \cap 1 - \rho_{a,c}^{-1}((1/r, +\infty)) = I_{2}(r, a, c, 1). \tag{22}
\]
Since
\[
(a \vee c, 1) \geq \rho_{a,c}^{-1}((r, +\infty))
\]
\[
= \begin{cases} (\xi_{a,1}^{-1}(r\xi_{a,c}(c)) \vee c, 1) & \text{if } r < \rho(a, 1, c), \\ (a \vee c, 1) & \text{otherwise}, \end{cases}
\]
and
\[
(a \vee c, 1) \geq 1 - \rho_{1-a,1-c,1}^{-1}((1/r, +\infty))
\]
\[
= \begin{cases} (a \vee c, 1 - \xi_{1-a,1}^{-1}(r\xi_{1-a}(1-c))) & \text{if } r \leq 1 - \rho_{1-a,1-c,1}^{-1}(a \vee c), \\ (a \vee c, 1) & \text{otherwise}, \end{cases}
\]
and \(1/\rho(1-a, 1-c, 0) < \rho(a, 1, c)\) implied by (1), we have
\[
\rho_{a,c}^{-1}((r, +\infty)) \cap 1 - \rho_{1-a,1-c,1}^{-1}((1/r, +\infty)) = I_{3}(r, a, c, 1). \tag{23}
\]
Equation (7) then follows from (22) and (23).

c) By symmetry, Part (c) is an easy consequence of Part (b) with \(1/r, r = a,\) and \(1-b\) in place of \(r, a,\) and \(c,\) respectively.

Proof of Theorem 1.2: Thanks to Theorem 1.1, it suffices to prove the second part. We first assume that \(a \neq 1.\) By the proof of Theorem 1.1,
\[
g(t) = f(a, t)
= \frac{\delta(1-c)(1-c\epsilon)}{(1-c\epsilon)(1-c\epsilon) + (1-c\epsilon)(1-c\epsilon) - \delta^2(1-c),}
\]
where \(\epsilon = f(\delta).\) It is clear that
\[
g(0) = \frac{\delta(1-c)^2}{1-c},
\]
so that
\[
|g(0) - \delta(1-c)| = |\epsilon(1-c)\frac{\delta-c}{1-c} \leq \delta(1-\epsilon) \frac{\delta \vee \epsilon}{1-c}.
\]
Furthermore,
\[
\frac{g(1-\epsilon)}{\delta(1-c)} \geq \frac{1-\epsilon}{1-\epsilon+\epsilon^{1/2}} \geq \frac{\delta\epsilon}{1-\epsilon+\epsilon^{1/2}}
= 1 - \epsilon^{1/2} - \frac{\epsilon^{1/2}}{1-\epsilon+\epsilon^{1/2}} \geq 1 - 3\epsilon^{1/2}
\]
for \(\delta\) sufficiently small. Since \(g(t)\) is positive and strictly decreasing,\[
\int_{0}^{1} |g(t) - \delta(1-c)| dt
\]
\[
\leq \int_{0}^{1-\epsilon^{1/2}} \delta(1-c) M dt + \int_{1-\epsilon^{1/2}}^{1} \delta(1-c) dt
\]
\[
< \delta(1-c)(M + \epsilon^{1/2})
\]
for sufficiently small \(\delta,\) where \(M = [(\delta \vee \epsilon)/(1-\delta)] \vee (3\epsilon^{1/2}).\) Then,
\[
\lim_{\delta \rightarrow 0} \frac{\|g - \delta(1-cf(\delta))\|_1}{\delta(1-f(\delta))} = 0,
\]
so that the solution of (16) (solved for \(r\)) converges to \(\rho(a, b, c)\) as \(\delta \rightarrow 0\) (Proposition A.4), and therefore \(\lim_{\delta \rightarrow 0} D(v(u)) = D(w(u)) \cap (a, b, c).\)

As for the case \(a = 1,\) we have \(0 \leq c < b < a = 1.\) For any \(\delta > 0,\) since \(D(v(u))\) and \(D(w(u))\) are positive and finite and \(\lim_{\delta \rightarrow 0} \rho(a, b, c) = \rho(1, b, c)\) (Proposition B.5), we let \(u = u'(a')\) where \(a'\) is arbitrarily close to 1, so that
\[
\frac{D(v(u))}{D(w(u))} - \frac{D(v(u'))}{D(w(u'))} \leq \delta',
\]
and \(|\rho(a', b, c) - \rho(1, b, c)| \leq \delta'.\) Furthermore, for sufficiently small \(\delta',\)
\[
\frac{D(v(u'))}{D(w(u'))} - \rho(a', b, c) \leq \delta'.
\]
Then
\[
\frac{D(v(u))}{D(w(u))} - \rho(1, b, c) \leq 3\delta'
\]
for sufficiently small \(\delta.\) Since \(\delta'\) is arbitrary, the proof is complete.
III. PROOF OF THEOREM 1.3

Proof: a) To prove (12), we need to show that a capacity-achieving input distribution \( p_X \) of channel \( P_{Y,S|X} \) is also optimal for channel \( P_{Y,S|U} \) (see Remark 1.4).

Since \( p_X \) is capacity-achieving for \( P_{Y,S|X} \), it follows from [5, Theorem 4.5.1] that

\[
D(p_{Y,S|X=0} || p_{Y,S}) = D(p_{Y,S|X=1} || p_{Y,S}) = C,
\]

where

\[
p_{Y,S}(y, s) = p_S(s) \sum_{x \in \mathcal{X}} p_X(x) p_{Y,X,S}(y | x, s)
\]

and \( C = C(p_{Y,S|X}, p_S) \). This also implies that

\[
p_X(0), p_X(1) \in (e^{-1}, 1/e^{-1}) \quad \text{(Theorem 1.1 with } r = 1).
\]

Since 0 and 1 can be regarded as constant mappings from \( \tilde{S} \) to \( \mathcal{X} \), \( p_X \) is also a valid input strategy for \( P_{Y,S|U} \). We will show that

\[
D(p_{Y,S|U=0} || p_{Y,S}) \leq C
\]

for all non-constant mappings \( u \in \mathcal{U} \), so that the natural (zero) extension of \( p_X \) over \( \mathcal{U} \) achieves the capacity of \( P_{Y,S|U} \) (5, Theorem 4.5.1).

With (15) and (25),

\[
D(p_{Y,S|U=0} || p_{Y,S}) = \sum_{y \in \mathcal{Y}, s \in \mathcal{S}} p_{Y,S|U=0}(y, s | u) \ln \frac{p_{Y,S|U=0}(y, s | u)}{p_{Y,S}(y, s)}
\]

\[
= \sum_{y \in \mathcal{Y}, s \in \mathcal{S}} p_S(s)p_{Y|U=0,S}(y | u, s) \ln \frac{p_S(s)p_{Y|U=0,S}(y | u, s)}{p_{Y,S}(y, s)}
\]

\[
= \sum_{y \in \mathcal{Y}, s \in \mathcal{S}} p_S(s)p_{Y|U=0,S}(y | u, s) \ln \frac{p_{Y|U=0,S}(y | u, s)}{p_{Y,S}(y, s)},
\]

where

\[
p_{Y|U=0,S}(y | u, s) = \sum_{x \in \mathcal{X}} p_{Y,X,S}(y | x, s)p_{X|U=0,S}(x | u, s)
\]

\[
= \sum_{x \in \mathcal{X}} p_{Y,X,S}(y | x, s) \sum_{s \in \tilde{S}} p_{\tilde{S}|S}(\tilde{s} | s) 1\{x = u(\tilde{s})\} \ln \frac{p_{\tilde{S}|S}(\tilde{s} | s)}{p_{\tilde{S}}(\tilde{s})}.
\]

Then

\[
D(p_{Y,S|U=0} || p_{Y,S}) = \sum_{s \in \tilde{S}} p_S(s) \sum_{y \in \mathcal{Y}} \left( \sum_{x \in \mathcal{X}} p_{X|U=0,S}(x | u, s)p_{Y,X,S}(y | x, s)p_X(x) \right)
\]

\[
\times \ln \frac{\sum_{x \in \mathcal{X}} p_{X|U=0,S}(x | u, s)p_{Y,X,S}(y | x, s)}{\sum_{x \in \mathcal{X}} p_X(x)p_{Y,X,S}(y | x, s)}
\]

with \( p_{X|U=0,S}(x | u, s) = \sum_{\tilde{s} \in \tilde{S}} p_{\tilde{S}|S}(\tilde{s} | s) 1\{x = u(\tilde{s})\} \), so that \( D(p_{Y,S|U=0} || p_{Y,S}) \) becomes a function of the channel \( p_{X|U=0,S} \) from \( \tilde{S} \) to \( \mathcal{X} \). For convenience, we denote this function by \( D(\kappa) \) with \( \kappa = p_{X|U=0,S} \).

By condition, \( \gamma(p_{\tilde{S}|S}) \geq T \), so that \( \gamma(p_{X|U=0,S}) \geq T \) (Proposition C.2), and therefore \( D(p_{X|U=0,S}) \leq \mathcal{C} \) (Propositions C.3 and C.4 with (24) and (26)).

b) When state information is not available, we have the channel

\[
p_{Y|X} = \begin{bmatrix}
1 - \delta^2 & \delta^2 \\
1 - \delta^2 & \delta^2
\end{bmatrix} = \begin{bmatrix}
1 - \delta'(f(\delta')) & \delta'f(\delta') \\
1 - \delta'(f(\delta')) & \delta'f(\delta')
\end{bmatrix},
\]

where \( \delta' = g(\delta) = (1 - \delta) \) which is invertible on \((0, 1/2)\), and \( f(\delta') = g^{-1}(\delta')/(1 - g^{-1}(\delta')) \).

Then it follows from Theorem 1.2 with \( \alpha = p_{Y|X=0}, \beta = p_{Y|X=1}, a \in (0, 1), b = 0, \) and \( c = 0 \) that

\[
\lim_{\delta \to 0} \frac{D(\alpha || \alpha + (1 - a)\beta)}{D(\beta || \alpha + (1 - a)\beta)} = \rho(a, 1, 0)
\]

and \( \rho(1 - e^{-1}, 1, 0) = 1 \). Since \( D(\|u||u)/D(\|u||u) \) is continuous with respect to \( a \) and \( \rho(t, 1, 0) \) is strictly decreasing on \((0, 1)\) (Proposition B.5), the capacity-achieving input distribution \( p_X \) of channel \( p_{Y|X} \) must satisfy

\[
\lim_{\delta \to 0} \|p_X - (1 - e^{-1}, e^{-1})\|_1 = 0.
\]

On the other hand, it is noticed that for sufficiently small \( \delta \),

\[
D(p_{Y|X=1,S=1} || p_{Y|S=1}) > D(p_{Y|X=0,S=1} || p_{Y|S=1})
\]

with \( p_{Y|S=1} \) defined by (27), so it is tempting to use signal 1 when \( S = 1 \). We choose the input strategy

\[
u(\tilde{s}) = \begin{cases}
1 & \text{if } \tilde{s} = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

Because of the random erasure of \( p_{\tilde{S}|S} \), the actual input distributions under the strategy \( u \) are \((1, 0)\) and \((\epsilon, 1 - \epsilon)\) for the states 0 and 1, respectively. By Theorem 1.2 with \( \alpha = p_{Y|X=1,S=1}, \beta = p_{Y|X=0,S=1}, a = e^{-1}, b \in (e^{-1}, 1), \) and \( c = 0 \), we have

\[
\lim_{\delta \to 0} \frac{D(ba + (1 - b)\beta || (a + (1 - a)\beta)}{D(\beta || (a + (1 - a)\beta)} = \rho(e^{-1}, b, 0)
\]

and \( \rho(e^{-1}, 1 - T, 0) = 1 \). Since \( D(\|u||u)/D(\|u||u) \) is continuous with respect to \((a, b)\) (with \( 0 < \alpha < b < 1 \)) and \( \rho(e^{-1}, t, 0) \) is strictly increasing on \((e^{-1}, 1)\) (Proposition B.6),

\[
D((1 - \epsilon)\alpha + \epsilon\beta || p_{Y|S=1}) > D(\beta || p_{Y|S=1})
\]

for \( \epsilon = T - \epsilon \) and sufficiently small \( \delta \). Therefore,

\[
D(p_{Y,S|U=0} || p_{Y,S}) = D(p_{X|U=0,S})
\]

\[
= p_S(0)D(p_{Y|X=0,S=0} || p_{Y|S=0}) + p_S(1)D(p_{Y|X=0,S=1} || p_{Y|S=1}) + p_S(0)D(p_{Y|X=1,S=1} || p_{Y|S=1})
\]

\[
> p_S(0)D(p_{Y|X=0,S=0} || p_{Y|S=0}) + p_S(1)D(p_{Y|X=0,S=1} || p_{Y|S=1})
\]

\[
= D(U_0) = D(p_{Y,S|X=0} || p_{Y,S}),
\]

which implies (14) (5, Theorem 4.5.1] and Remark 1.4), where \( D(\cdot) \) is defined in the proof of Part (a) and \( U_0 \) denotes the deterministic useless channel with constant output 0.
IV. CONCLUSION

We have established tight lower and upper bounds on the ratio of relative entropies of two probability distributions with respect to a common third one, where the three distributions are collinear in $P_n$ (Theorems 1.1 and 1.2). These bounds enable us to settle an open problem left from [1], namely, determining the exact universal threshold on the noise measure of the side channel (Theorem 1.3).

It is worth noting that [6, Theorem 2] is a special case of Theorem 1.1 with $r = 1$, $b = 1$, and $c = 0$. A natural direction for future work is to extend Theorem 1.1 to more than two probability distributions and to quantum relative entropy.

APPENDIX A
PROPERTIES OF $\mathcal{F}_g(r, a, b, c)$

**Proposition A.1:** Let

$$\mathcal{F}_g(r, a, b, c) := \int_b^a \frac{b - t}{1 - t} g(t) dt - r \int_c^a \frac{c - t}{1 - t} g(t) dt,$$

(28)

where $g \in \mathcal{M}'$, the set of all positive, bounded, continuous, nonincreasing functions on $(0, 1)$. Then $\mathcal{F}_g(r, a, b, c)$ is strictly increasing in $r$ for fixed $a$, $b$, and $c$ with $0 \leq a, b, c \leq 1$ and $a \neq c$.

**Proof:** Observe that

$$\frac{\partial \mathcal{F}_g(r, a, b, c)}{\partial r} = - \int_c^a \frac{c - t}{1 - t} g(t) dt,$$

which is positive whenever $a \neq c$.

**Lemma A.2:** Let $f$ and $g$ be bounded measurable functions on $(I, B(I))$ and $\lambda$ the Lebesgue measure on $R$, where $I = [c, d]$ with $c < d$. The function $g$ is nonincreasing on $I$. If for $s \in I$,

$$\int_{[c, s]} f(t) \lambda(dt) \geq 0$$

(29)

with equality iff $s = c$ or $d$, then

$$\int_I f(t) g(t) \lambda(dt) \geq 0$$

(30)

with equality iff $g$ is constant on $(c, d)$, and for any $\mu \in R$,

$$\int_I f(t) g(t) \lambda(dt) \leq M \int_I |g(t) - \mu| \lambda(dt),$$

(31)

where $M = \sup_{t \in I} |f(t)|$.

**Proof:** Note that, owing to the nonincreasing property of $g$, the two limits $g(c^+)$ and $g(d^-)$ always exist. Let $h(t, t') = f(t)1[0 \leq t' \leq g(t)]$, which is clearly integrable on $I \times R$.

By Fubini’s theorem,

$$\int_I f(t) g(t) \lambda(dt) = \int_I \lambda(dt) \int_R f(t)1[0 \leq t' \leq g(t)] \lambda(dt'),$$

$$\int_I f(t) g(t) \lambda(dt) = \int_I \lambda(dt) \int_R f(t)1[0 \leq t' \leq g(t)] \lambda(dt'),$$

$$\int_I f(t) g(t) \lambda(dt) = \int_I \lambda(dt) \int_R f(t) \lambda(dt'),$$

$$\int_I f(t) g(t) \lambda(dt) = \int_I \lambda(dt) \int_R f(t) \lambda(dt'),$$

(32)

where $J(t') = \{ t \in I : g(t) > t' \}$ is an interval $[c, t'']$ or $[c, t']$ with $t'' > c$, and $J(t') = 0$, $[c, d]$, or $[c, d]$, so that $\int_{J(t')} f d\lambda = 0$ by condition (29).

If $g$ is constant on $(c, d)$, then $g(c^+) = g(d^-)$, so that $\int_I f g d\lambda = 0$. On the other hand, if $g$ is not constant on $(c, d)$, then for any $g(d^-) < t < g(c^+)$, $J(t') = [c, t'']$ or $[c, t']$, with $c < t'' < d$, hence $\int_{J(t')} f d\lambda > 0$ for $t' \in [g(d^-), g(c^+)]$, and therefore $\int_I f g d\lambda > 0$. This proves (30), and (31) is an easy consequence of the following fact:

$$\int_I f(t)(g(t) - \mu) \lambda(dt) = \int_I f(t) g(t) \lambda(dt) - \mu \int_I f(t) \lambda(dt)$$

$$= \int_I f(t) g(t) \lambda(dt).$$

**Proposition A.3:** Let $r^* = \rho(a, b, c)$, where $\rho(a, b, c)$ is defined by (2) with $0 \leq a < b < c \leq 1$, and $\rho$ is strictly increasing on $(0, 1)$. The functional $\mathcal{F}_g(r^*, a, b, c)$ can be written as $\int_{[p_0, p_1]} f(t) g(t) \lambda(dt)$ such that $h(s) = \int_{[p_0, s]} f(t) g(t) \lambda(dt)$ is zero at $s = p_1$ and is strictly increasing on $(p_0, p_1)$ and strictly decreasing on $(p_2, p_1)$ for some $p_2 \in (p_0, p_1)$, where $p_0 = a \wedge c$, $p_1 = a \vee b$, and $\lambda$ is the Lebesgue measure on $R$.

More specifically, we have:

a) If $0 \leq a < c < b \leq 1$, then

$$f(t) = r^* \frac{t - c}{1 - t} 1[a \leq t \leq c] - \frac{b - t}{1 - t} 1[a \leq t \leq b].$$

(33)

It is strictly decreasing on $(a, c)$ and strictly increasing on $(c, b)$, and it is positive on $(a, d)$ and negative on $(d, b)$ for some $d \in (a, c)$.

b) If $0 \leq c < a < b \leq 1$, then

$$f(t) = r^* \frac{t - c}{1 - t} 1[c \leq t \leq a] - \frac{b - t}{1 - t} 1[a \leq t \leq b],$$

(34)

It is strictly increasing on $(a, c)\text{ and } (a, b)$, and it is positive on $(c, a)$ and negative on $(a, b)$.

c) If $0 \leq c < b < a \leq 1$, then

$$f(t) = r^* \frac{t - c}{1 - t} 1[c \leq t \leq a] - \frac{b - t}{1 - t} 1[b \leq t \leq a],$$

(35)
It is strictly increasing on \((c, b)\) and strictly decreasing on \((b, a)\), and it is positive on \((c, d)\) and negative on \((d, a)\) for some \(d \in (b, a)\).

**Proof:** It has been shown in the proof of Theorem 1.1 that \(h(p_1) = 0\). Other properties of \(h\) are easy consequences of the remaining part.

Equations (33), (34), and (35) are obviously true in the almost-everywhere sense. It remains to prove the properties of \(f\) in the three cases.

a) For \(t \in (a, c)\), it follows from Propositions B.1 and B.5 that

\[
 f'(t) = -r^* \frac{1 - c}{(1 - t)^2} + \frac{1 - b}{(1 - t)^2} < -b(1 - c) + (1 - b)c = -\frac{b - c}{c(1 - t)^2} < 0,
\]
so \(f(t)\) is strictly decreasing on \((a, c)\). For \(t \in (c, b)\),

\[
 f(t) = -\frac{b - t}{1 - t} = \frac{1 - b}{1 - t} - 1,
\]
which is clearly strictly increasing on \((c, b)\). By Proposition B.4,

\[
 \lim_{t \to a^+} f(t) = f(a) = r^* \frac{1 - c - a}{1 - a} - \frac{b - a}{1 - a} > 0.
\]

It is also clear that \(f(b) = 0\). Therefore, \(f(t)\) is positive on \((a, d)\) and negative on \((b, d)\) for some \(d \in (a, c)\).

b) When \(t \in (c, a)\),

\[
 f(t) = r^* \frac{t - c}{1 - t} = r^* \frac{1 - c}{1 - t} - r^*,
\]
which is strictly increasing. When \(t \in (a, b)\),

\[
 f(t) = 1 - \frac{b - t}{1 - t} - 1,
\]
which is also strictly increasing. Since \(\lim_{t \to c^+} f(t) = f(c) = 0\) and \(\lim_{t \to c^-} f(t) = f(b) = 0\), \(f(t)\) is positive on \((c, a)\) and negative on \((a, b)\).

c) For \(t \in (c, b)\),

\[
 f(t) = r^* \frac{1 - c}{1 - t} - r^*,
\]
which is strictly increasing. For \(t \in (b, a)\), it follows from Proposition B.5 that

\[
 f'(t) = r^* \frac{1 - c}{(1 - t)^2} - \frac{1 - b}{(1 - t)^2} < \frac{(1 - b) - (1 - b)}{(1 - t)^2} = 0,
\]
so \(f(t)\) is strictly decreasing on \((b, a)\). By Proposition B.4,

\[
 \lim_{t \to a^-} f(t) = f(a) = r^* \frac{a - c}{1 - a} - \frac{a - b}{1 - a} < 0.
\]

It is also clear that \(\lim_{t \to c^+} f(t) = f(c) = 0\) and \(\lim_{t \to c^-} f(t) = f(b) = 0\). Therefore, \(f(t)\) is positive on \((c, d)\) and negative on \((d, a)\) for some \(d \in (b, a)\).

**Proposition A.4:** The equation \(F_q(r, a, b, c) = 0\) solved for \(r\) has a unique positive solution \(g = q(g)\) for \(g \in M\) and fixed \(a, b, c\) with \(0 \leq a < 1, 0 \leq c < b \leq 1,\) and \(a \neq b, c\).

Then \(q(g) \leq q(1) = \rho(a, b, c)\) for all \(g \in M\) with equality iff \(g\) is constant on \((a \land c, a \lor b)\), where \(\rho(a, b, c)\) is defined by (2). If for some positive real \(\mu\), \(\|g - m\|_1 < \frac{\mu \xi(a)(1 - a)}{|a - c|}\), then

\[
 q(g) \geq q(1) - \frac{M(1 - a)\|g - m\|_1}{\mu \xi(a)(1 - a) - |a - c| \|g - m\|_1},
\]
where \(\|g\|_1 = \int_0^1 |g(t)| dt\). \(\xi_0\) is defined by (3), and \(M = M(a, b, c)\) is a certain positive real number.

**Proof:** The existence and uniqueness of \(q(g)\) follows from Proposition A.1 with the facts \(F_q(0, a, b, c) < 0\) and \(\lim_{t \to \infty} F_q(r, a, b, c) = +\infty\).

It is clear that \(q(1)\), the solution of \(F_q(r, a, b, c) = 0\), is \(\rho(a, b, c)\). From Propositions A.2 and A.3 it follows that

\[
 0 \leq F_q(q(1), a, b, c) = M(a, b, c) \|g - m\|_1. \tag{36}
\]

The first inequality of (36) implies that \(q(g) \leq q(1)\) with equality iff \(g\) is constant on \((a \land c, a \lor b)\) (Propositions A.1 and A.2). On the other hand,

\[
 F_q(q(1), \alpha, \beta, \gamma) = F_q(q(1), \alpha, \beta, \gamma) - F_q(g(1), \alpha, \beta, \gamma) = (q(1) - q(g)) \int_c^a \frac{t - c}{1 - t} g(t) dt.
\]

\[
 \geq (q(1) - q(1)) \left( \int_c^a \frac{t - c}{1 - t} \mu |g(t)| dt - \int_c^a \frac{t - c}{1 - t} |g(t) - \mu| dt \right) = (q(1) - q(g)) \left( \mu \xi_0(c) \left( \frac{|a - c|}{1 - a} \|g - m\|_1 \right) \right).
\]

This, combined with (36), completes the proof. □

**APPENDIX B**

**Properties of \(\zeta(s), \xi(s), \text{ and } \rho(a, b, c)\)**

**Proposition B.1:** For the function \(\zeta(s)\) defined by (4), \(\zeta(s) = \frac{\zeta(1)}{1 - s}\), so that \(\zeta_1\) is strictly increasing on \((0, t)\) and strictly decreasing on \((t, 1)\). Furthermore, we have \(\zeta(s) \geq \frac{\rho(b)}{c^2} > \frac{b}{c^2}\) for \(0 < c < b \leq 1\).

**Proof:** The first part is obvious, and the second part can be proved by letting \(f(t) = \zeta(t)/t\) and noting that

\[
 f'(t) = -\frac{t + \ln(1 - t)}{t^2} > -\frac{t - t}{t^2} = 0
\]
for \(0 < t < 1\). Also note that this inequality is equivalent to \(\rho(0, b, c) > 1/\rho(1, 1 - c, 1 - b)\) implied by (1). □

**Proposition B.2:** For the function \(\xi(s)\) defined by (3) with \(0 \leq s < 1\), \(\xi(0) = \int_1^{1 - s} -\frac{s}{1 - s} = 0\), and \(\xi(1) = 1 - s\), \(\xi(s)\) is continuous on \([0, 1]\), and it is strictly decreasing on \((0, s)\) and strictly increasing on \((s, 1)\).

On the other hand, when \(s\) is fixed, \(\xi(s)\) is strictly decreasing in \(s\) for \(s \in (0, t)\) and strictly increasing in \(s\) for \(s \in (t, 1)\).

When \(s = 1 - e^{-1}\), \(\xi(0) = \xi(1),\) so that for \(s \leq 1 - e^{-1}\), \(\xi(s) = \xi(0)\) has a unique solution on \((s, 1)\), and for \(s \geq 1 - e^{-1}\), \(\xi(s) = \xi(1)\) has a unique solution on \([0, s]\).

**Proof:** Observe that

\[
 \xi'(s) = \ln(1 - s) - \ln(1 - t)
\]
which is negative on \((0, s)\) and positive on \((s, 1)\). Also note that
\[
\frac{\partial \xi_s(t)}{\partial s} = \frac{s-t}{1-s},
\]
which, as a function of \(s\), is negative on \((0, t)\) and positive on \((t, 1)\). These two facts prove the first and the second parts, respectively. The last part can be easily proved by noting that \(\xi_s(0)\) and \(\xi_s(1)\) are strictly increasing and decreasing for \(s \in [0, 1]\), respectively.

**Proposition B.3:** Let \(\xi_{s}^{-1} = \xi_s \mid [0, s]\) and \(\xi_s^+ = \xi_s \mid [s, 1]\).

Let \(f_{s,T}(s) = \xi_{s}^{-1} \xi_s(t)\), where \(s \leq t, d \leq 0, 1\), and \(d\) is the unique solution of \(\xi_d(t) = \xi_d(1)\) for \((d, t)\). Then \(f_{s,T}(s)\) is strictly increasing in \(s\).

Let \(f_{s,T}(s) = \xi_{s}^{-1} \xi_s(t)\), where \(s \leq d, t \leq 0, 1\), and \(d\) is the unique solution of \(\xi_d(t) = \xi_d(0)\) for \((d, t)\). Then \(f_{s,T}(s)\) is strictly increasing in \(s\).

**Proof:** This result is a consequence of Proposition B.2. The condition \(\xi_d(t) = \xi_d(0)\) ensures that
\[
0 = \xi_s(s) < \xi_s(t) < \xi_s(t) = \xi_s(1) < \xi_s(0)
\]
when \(s \in (t, d)\), so that \(f_{s,T}(s)\) is well defined. For \(t < s' < d\), \(\xi_s(t) < \xi_s(t)\), so that \(\xi_{s'}^{-1} \xi_s(t) > \xi_{s'}^{-1} \xi_s(t)\). Similarly, \(\xi_{s'}^{-1} \xi_s(t) > \xi_{s'}^{-1} \xi_s(t)\), so that \(\xi_{s'}^{-1} \xi_s(t) > \xi_{s'}^{-1} \xi_s(t)\), and therefore \(f_{s,T}(s) < f_{s,T}(s')\).

**Proposition B.4:** Let \((a, b, c)\) be the function defined by (2). If \(0 \leq a < c < b \leq 1\), then \((a, b, c) > \frac{b-a}{c-a}\). If \(0 \leq c < a < 1\), then \((a, b, c) < \frac{b-a}{c-a}\).

**Proof:** If \(0 \leq a < c < b \leq 1\), then by Cauchy's mean value theorem and Proposition B.1,
\[
\rho(a, b, c) > \frac{\xi_c(c) - \xi_a(a)}{\xi_c(c) - \xi_a(a)} = \frac{\xi(t)}{\xi(t)} = \frac{b-t}{c-t} > \frac{b-a}{c-a},
\]
where \(t \in (a, c)\). Similarly, if \(0 < c < b < a\), then
\[
\rho(a, b, c) < \frac{\xi_b(b) - \xi_a(a)}{\xi_b(b) - \xi_a(a)} = \frac{\xi(t)}{\xi(t)} = \frac{t-b}{t-c} < \frac{a-b}{c-a},
\]
where \(t \in (b, a)\).

**Proposition B.5:** Let \(f(t) = \rho(t, b, c)\), where \(0 \leq c < b \leq 1\). Then \(f(0) = \frac{\xi_b(b)}{\xi_c(c)}\), \(f(c) = +\infty\), \(f(b) = 0\), and \(f(1) = \frac{b-a}{c-a}\). The function \(f\) is continuous on \([0, b]\) and \((c, 1]\), and it is strictly increasing on \((0, b)\) and \((b, 1)\) and strictly decreasing on \((c, b)\). Let \(f_{1} = f\mid_{[0, c]}\) and \(f_{c} = f\mid_{(c, b]}\) and \(f_{2} = f\mid_{[b, 1]}\).

Then, for \(s > 0\),
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, c) & \text{if } s \geq f(0), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
f_{s}^{-1}((s, +\infty)) = (c, f_{s}^{-1}(s)),
\]
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, 1) & \text{if } s < f(1), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
\lim_{t \to 1} f(t) = \lim_{t \to 1} \xi_c(c) = \xi_c(0) = \xi_c(c),
\]
\[
\lim_{t \to 1} f(t) = \lim_{t \to 1} \xi_c(c) = \xi_c(0) = \xi_c(c).
\]

**Proof:** It is clear that \(f\) is continuous on \([0, c]\) and \((c, 1]\). As for \(t = 1\),
\[
\lim_{t \to 1} f(t) = \lim_{t \to 1} \xi_c(c) = \xi_c(0) = \xi_c(c).
\]

For the remaining part, it suffices to show that \(f'(t)\) is positive on \((0, c) \cup (b, 1)\) and negative on \((c, b)\). We have
\[
f'(t) = \frac{\xi_c(c) - \xi_c(c)}{(\xi_c(c) - \xi_c(c))^2},
\]
where
\[
g(t) = \xi_c(c) \xi_c(c) - \xi_c(c) \xi_c(c) = \xi_c(c) \xi_c(c) - \xi_c(c) \xi_c(c).
\]

If \(0 < t < c\), then from Proposition B.1, it follows that
\[
g(t) > \xi_c(c) \xi_c(c) - \xi_c(c) \xi_c(c) = \xi_c(c) \xi_c(c) - \xi_c(c) \xi_c(c) = \xi_c(c) \xi_c(c) - \xi_c(c) \xi_c(c).
\]

Similarly, \((c, b)\) and \((c, 1]\), and it is strictly increasing on \((0, b)\) and \((b, 1)\) and strictly decreasing on \((c, b)\). Let \(f_{1} = f\mid_{(c, b)}\) and \(f_{2} = f\mid_{[b, 1]}\).

Then, for \(s > 0\),
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, c) & \text{if } s \geq f(0), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
f_{s}^{-1}((s, +\infty)) = (c, f_{s}^{-1}(s)),
\]
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, 1) & \text{if } s < f(1), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, 1) & \text{if } s < f(1), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[
f_{s}^{-1}((s, +\infty)) = \begin{cases} f_{s}^{-1}(s, 1) & \text{if } s < f(1), \\ \emptyset & \text{otherwise}, \end{cases}
\]
\[ f^{-1}(s, +\infty) = \left\{ \begin{array}{ll}
\xi^{-1}_a(b) \cup c, 1 & \text{if } s < f(1), \\
\emptyset & \text{otherwise,}
\end{array} \right. \]

where \( \xi_{a,\downarrow} \) and \( \xi_{a,\uparrow} \) are defined in Proposition B.3.

**Proof:** Since \( f(t) = (1 - t)/(1 - c) \) for \( a = 1 \), the proposition is clearly true. As for \( a < 1 \), note that \( f(t) = \xi_{a}(t)/\xi_{a}(c) \) and use Proposition B.2.

**Proposition B.7:** Let \( f(t) = \rho(a, b, t) \), where \( 0 \leq a \leq 1, 0 < b \leq 1 \), and \( a \neq b \). Then

\[ f(0) = \left\{ \begin{array}{ll}
\xi_{a}(b)/\xi_{a}(0) & \text{if } 0 \leq a < 1, \\
1 - b & \text{otherwise,}
\end{array} \right. \]

\( f(a) = +\infty, f(b) = 1 \), and \( f(1) = \xi_{a}(b) \). The function \( f \) is continuous on \([0, a)\) and \([a, 1]\), and it is strictly increasing on \((0, a)\) and strictly decreasing on \((a, 1)\). Let \( f_{\uparrow} = f\mid_{[0, a)\land b)} \) and \( f_{\downarrow} = f\mid_{(a, b)} \). Then, for \( s > 0 \),

\[ f^{-1}_{\uparrow}(s, +\infty) = \left\{ \begin{array}{ll}
(\xi_{a,\downarrow}^{-1}(\xi_{a}(b)/s), a \land b) & \text{if } s \geq f(0), \\
(0, a \land b) & \text{otherwise,}
\end{array} \right. \]

\[ f^{-1}_{\downarrow}(s, +\infty) = \left\{(a, \xi_{a,\uparrow}^{-1}(\xi_{a}(b)/s)) \text{ if } b > a \text{ and } s > 1, \\
(a, b) & \text{otherwise,}
\end{array} \right. \]

where \( \xi_{a,\downarrow} \) and \( \xi_{a,\uparrow} \) are defined in Proposition B.3.

**Proof:** Since \( f(t) = (1 - b)/(1 - t) \) for \( a = 1 \), the proposition is clearly true. As for \( a < 1 \), note that \( f(t) = \xi_{a}(b)/\xi_{a}(t) \) and use Proposition B.2.

**APPENDIX C**

THE PROPERTIES OF \( \gamma(\kappa) \) AND \( D(\kappa) \)

**Proposition C.1:** Any channel \( \kappa : S \to X \) can be decomposed into the following form:

\[ \kappa = \sum_{x \in X} \lambda_x(\kappa)[\gamma(\kappa)U_x + (1 - \gamma(\kappa))K'], \]

where \( U_x \) denotes the deterministic useless channel with constant output \( x \), and

\[ \gamma(\kappa) := \sum_{x \in X} \min_{s \in S} \kappa(x \mid s) \in [0, 1], \]

\[ \lambda_x(\kappa) := \left\{ \begin{array}{ll}
\min_{s \in S} \kappa(x \mid s)/\gamma(\kappa) & \text{if } \gamma(\kappa) > 0, \\
1/\gamma(\kappa) & \text{otherwise,}
\end{array} \right. \]

\[ \kappa'(x \mid s) = \left\{ \begin{array}{ll}
\min_{s \in S} \kappa(x \mid s)/\gamma(\kappa) & \text{if } \gamma(\kappa) > 1, \\
1/\gamma(\kappa) & \text{otherwise.}
\end{array} \right. \]

**Sketch of proof:** The proof is straightforward and only involves simple algebraic manipulations. One thing to note is that \( \gamma(\kappa) \leq \sum_{s \in S} \kappa(x \mid s) = 1 \) where \( s \) is arbitrary.

Since a channel \( \kappa : S \to X \) can be regarded as a \(|S| \times |X| \) matrix. The next property of \( \gamma(\kappa) \) is given in a matrix form.

**Proposition C.2:** Let \( A = \begin{bmatrix} \cdots \end{bmatrix} \) be an \( n \times \ell \) channel matrix and \( B \) an \( \ell \times n \) deterministic channel matrix. Let \( g \) be the gap between the least number and the second least number of column \( A_{\alpha,j} \) and let \( g = \min_{1 \leq j \leq n} g_{ij} \). Then \( \gamma(AB) \geq \gamma(A) + (|M| - n)g \), where \( M = I(\{1, \ldots, \ell\}) \) and \( I(j) = \arg \min A_{\alpha,j} \).

When \( |M| \leq n \), the lower bound can be attained by choosing \( B \) such that \( |I(B^{-1}(k))| \leq 1 \) for every \( 1 \leq k \leq n \), where \( B \) is understood as a map. (There may be more than one rows attaining the minimum value of \( A_{\alpha,j} \), in which case, it does not matter which row index is assigned to \( I(j) \) because \( g = 0 \).)

**Proof:** Since \( B \) is deterministic,

\[ AB = C = \begin{bmatrix} \cdots \end{bmatrix}, \]

with every column \( C_{\alpha,k} = \sum_{j=1}^{n} B^{-1}(k) A_{\alpha,j} \). Let \( I'(k) = \text{arg min}_C I_{\alpha,k} \). Then the set \( M' = I'(\{1, \ldots, n\}) \) has at most \( \min\{m, n\} \) elements, and hence misses at least \(|\{M| - \min\{m, n\}\}| \) indices in \( M \), so that at least \(|\{M| - \min\{m, n\}\}| \) columns of \( A \) do not contrive their minimum components to the minimum components of \( C \), and therefore

\[ \gamma(C) = \sum_{k=1}^{n} C_{\alpha,k} \]

\[ \geq \sum_{j=1}^{n} \min_{1 \leq k \leq m} A_{\alpha,j} + (|M| - \min\{m, n\})_{+}g \]

\[ = \gamma(A) + (|M| - n)_{+}g. \]

The remaining part is straightforward.

**Proposition C.3:** Let

\[ D(\kappa) := \sum_{s \in S} p_{S}(s)D(\kappa(\cdot \mid s) \otimes p_{V \mid X,S=\alpha}D(\cdot \mid s)) \]

where \( \kappa \) is a channel from \( S \) to \( X \),

\[ (\kappa(\cdot \mid s) \otimes p_{V \mid X,S=\alpha}D(\cdot \mid s)) = \sum_{x \in X} \kappa(x \mid s)p_{V \mid X,S}(y \mid x, s), \]

and \( p_{V | X,S}(y \mid s) = \sum_{x \in X} p_{X}(x)p_{V \mid X,S}(y \mid x, s) \),

where \( X = \{0, 1\} \), \( D(U_0) = D(U_1) = C \), and \( \gamma(\kappa) \geq T(p_{X}(0)) \lor T(p_{X}(1)) \), then \( D(\kappa) \leq C \), where

\[ T(a) = \min\{t \in [0, 1] : D(z(t)||z(a)) \leq D(z(1)||z(a)) \} \]

for all \( \alpha, \beta \in \mathcal{P}(\mathcal{Y}) \),

\[ a \in (0, 1). \]

**Proof:** We denote by \( A \) the set on which the minimum is taken in (39). We will show that it is closed, so that \( T(a) \) is well defined. The set \( A \) can be rewritten as

\[ A = \cap_{\alpha, \beta \in \mathcal{P}(\mathcal{Y})} A(\alpha, \beta) \]

with \( A(\alpha, \beta) = \{t \in [0, 1] : D(z(t)||z(a)) \leq D(z(1)||z(a)) \} \). Since \( D(z(t)||z(a)) \), as a function of \( t \), is continuous, \( A(\alpha, \beta) \) is closed for all \( \alpha, \beta \), and hence the intersection \( A \) is also closed.

By the convexity of Kullback-Leibler divergence (or the log-

\[ D(\kappa) \leq \sum_{x \in X} \lambda_x D(\gamma U_x + (1 - \gamma)K'), \quad \text{Proposition C.1} \]
where $\lambda_x = \lambda_x(\kappa)$ and $\gamma = \gamma(\kappa)$. For every $x \in \mathcal{X}$,
\[
\begin{align*}
D(\gamma U_x + (1-\gamma)\kappa') \\
= \sum_{s \in \mathcal{S}} p_S(s) D(\gamma p_{Y|X=x}, S=s) \\
+ (1-\gamma)(\kappa' \cdot | s) \otimes p_{Y|X=x}, S=s \| p_{Y|S=s}) \\
= \sum_{s \in \mathcal{S}} p_S(s) D \left( \sum_{x' \in \mathcal{X}} \lambda'_x p_{Y|X=x'}, S=s \| p_{Y|S=s} \right),
\end{align*}
\]
where $\lambda'_x \geq \gamma$. Since $\gamma \geq T(p_X(0)) \vee T(p_X(1))$, it follows from (39) that $D(\gamma U_x + (1-\gamma)\kappa') \leq D(U_x) = C$. Therefore, $D(\kappa) \leq \sum_{x \in \mathcal{X}} \lambda_x C = C$.

Proposition C.4: For $a > e^{-1}$, the function $T(a)$ defined by (39) can be computed by $T(a) = 1 - \xi_{1-a,1}^{-1}(\xi_{1-a}(0))$, which is strictly increasing in $(e^{-1}, 1)$.

Proof: Since $a > e^{-1}$, $\xi_{1-a}(0) < \xi_{1-a}(1)$ (Proposition B.2). From Theorems 1.1 and 1.2 with $b=1$, it follows that
\[
T(a) = \inf \{ c : 1/\rho(1-a, 1-c, 0) \geq 1 \} \\
= \inf \{ c : \rho(1-a, 1-c, 0) \leq 1 \} \\
= \inf \{ 1 - [0, \xi_{1-a,1}^{-1}(\xi_{1-a}(0))] \} \\
= \inf \{ 1 - \xi_{1-a,1}^{-1}(\xi_{1-a}(0)), 1 \} = 1 - \xi_{1-a,1}^{-1}(\xi_{1-a}(0)),
\]
where (40) follows from Proposition B.6. It is also clear that $T(a)$ is strictly increasing in $(e^{-1}, 1)$ (Proposition B.3).
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